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S YNOPS I S
Knowledge workers all over the world are using a plethora of tools to carry out their
daily working tasks thereby creating and consuming an ever-increasing amount of
data. They are members of several scientiVc communities at the same time and
connected in so-called Research Networks. Because of this fast growing amount of
information, it is getting increasingly diXcult for knowledge workers to stay aware
of relevant content, people, activities, and events for their daily work. Knowledge
workers are facing information overload and are in need of tools and techniques that
help them to stay on a high awareness level.
Awareness support tools may help to reduce the information overload and make
knowledge workers more informed about their dynamic working context. In this
thesis we explore the needs of knowledge workers from stakeholder interviews to
identify their activities and interactions in interconnected Research Networks. Based
on these Vndings we propose a layered model of awareness that describes the overall
awareness of individuals in Research Networks.
In two empirical studies, we apply Artefact-Actor-Networks to describe the semantic
connections between content and people in Research Networks by analyzing social
media artifacts and scientiVc publications. Moreover, we visualize the resulting net-
works and show how researchers can be more aware of activities and interactions in
their Research Networks with the selected approach.
Based on these results, we designed a widget-based dashboard that is meant to sup-
port researchers’ awareness in their daily working routine.
Finally, we present a future scientiVc event management system that addresses the
identiVed awareness issues by oUering technical solutions that are inspired by the
empirical Vndings and the tested prototypes. We demonstrate how the integration
of classic event management features from social networking sites can help strength-
ening the ties between researchers and lead to enhance awareness of relevant infor-
mation.
This thesis shows that awareness of researchers in Research Networks can be en-
hanced by tools that take into account the roles and actions of knowledge workers




S YNOPS I S
Kenniswerkers over de hele wereld gebruiken bijzonder veel tools om hun dage-
lijkse werk uit te voeren en creëren en consumeren daarbij een steeds toenemende
hoeveelheid gegevens.
Ze zijn aangesloten bij verschillende wetenschappelijke gemeenschappen tegelijk
en zijn in zogeheten onderzoeksnetwerken met elkaar verbonden. Vanwege deze
snel groeiende hoeveelheid informatie wordt het steeds moeilijker voor kenniswer-
kers om zich gewaar (aware) te blijven van de voor hun werk relevante inhouden,
mensen, activiteiten en bijeenkomsten. Kenniswerkers worden geconfronteerd met
een overmaat aan informatie en hebben behoefte aan tools en technieken die hen
helpen om een hoog niveau van gewaarwording te handhaven.
Tools voor gewaarwordingsondersteuning (awareness support) kunnen helpen om
de overmaat aan informatie te reduceren en kenniswerkers beter te informeren over
hun dynamische werkcontext. In dit proefschrift onderzoeken we de behoeften van
deze kenniswerkers door middel van interviews met stakeholders teneinde hun ac-
tiviteiten en interacties in onderling verbonden onderzoeksnetwerken te identiV-
ceren. Gebaseerd op de uitkomsten hiervan stellen we een gelaagd gewaarword-
ingsmodel voor dat de algehele gewaarwording van individuen in onderzoeksnet-
werken beschrijft.
In twee empirische studies passen we Artefact-Actor-Netwerken toe om de seman-
tische verbindingen te beschrijven tussen inhouden en mensen in onderzoeksnet-
werken. We doen dat door middel van het analyseren van sociale-media-artefacten
en wetenschappelijke publicaties.
Bovendien maken we de resulterende netwerken zichtbaar en laten we zien hoe
onderzoekers met de gekozen benadering zich beter gewaar kunnen worden van de
activiteiten en interacties in hun onderzoeksnetwerken.
Gebaseerd op deze benadering ontwerpen we een widget-gebaseerd dashboard dat
bedoeld is om de gewaarwording van onderzoekers te ondersteunen in hun dage-
lijkse werkroutine.
Ten slotte presenteren we een toekomstig managementsysteem voor wetenschap-
pelijke bijeenkomsten. Dit richt zich op de geïdentiVceerde gewaarwordingvraag-
stukken door het aanbieden van technische oplossingen die geïnspireerd zijn op de
empirische uitkomsten en de geteste prototypes. We demonstreren hoe de integratie
van kenmerken van klassieke systemen voor het managen van bijeenkomsten zoals
die worden aangeboden in sociale netwerksites, kan helpen om de banden tussen on-
derzoekers te verstevigen en kan leiden tot het ondersteunen van de gewaarwording
van voor hen relevante informatie.
ix
Dit proefschrift laat zien dat gewaarwording van onderzoekers in onderzoeksnet-
werken kan worden ondersteund door tools die rekening houden met de rollen en
acties van kenniswerkers in het algemeen, alsook met de speciVeke behoeften en
activiteiten voor gewaarwordingsondersteuning van onderzoekers.
x
KURZFAS SUNG
Wissensarbeiter auf der ganzen Welt nutzen eine Vielzahl an Werkzeugen, um ihre
alltäglichen Arbeitsaufgaben zu erledigen. Dabei erzeugen sie eine ständig wach-
sende Menge an Daten. Sie sind gleichzeitig Mitglieder verschiedener wissenschaft-
licher Gemeinschaften und verbunden in sogenannten Forschungsnetzwerken. Auf
Grund der ständig wachsenden Menge verfügbarer Daten wird es für Wissensar-
beiter zunehmend schwieriger sich relevanter Inhalte, Personen, Aktivitäten und
Veranstaltungen für ihre tägliche Arbeit gewahr (aware) zu sein und zu bleiben. Wis-
sensarbeiter kämpfen mit ständiger InformationsüberWutung und benötigen Werk-
zeuge und Methoden, die es ihnen erlaubt einen hohen Gewahrseinsgrad (level of
awareness) zu halten.
Werkzeuge zur Gewahrseinsunterstützung (awareness support) können helfen die
InformationsüberWutung zu reduzieren und Wissensarbeiter besser über ihren dy-
namischen Arbeitskontext zu informieren. In dieser Arbeit untersuchen wir die Be-
dürfnisse vonWissensarbeitern durch Interviews mit Vertretern der Untersuchungs-
gruppe, um so deren Aktivitäten und Interaktionen in verbundenen Forschungs-
netzwerken zu identiVzieren. Basierend auf diesen Ergebnissen schlagen wir ein
Gewahrseins-Schichtenmodell vor, welches das allgemeine Gewahrsein von Perso-
nen in Forschungsnetzwerken beschreibt.
In zwei empirischen Studien wenden wir das Modell der Artefact-Actor-Networks
an, um semantische Beziehungen zwischen Inhalten und Personen in Forschungs-
netzwerken zu analysieren. Zum einen geschieht dies durch die Analyse von Social
Media Artefakten, zum anderen untersuchen wir wissenschaftliche Publikationen
einer Konferenzserie. Darüber hinaus visualisieren wir die dabei entstehenden Net-
zwerke und zeigen wie Forscher durch den gewählten Ansatz mehr Gewahrsein über
die Aktivitäten und Interaktionen in ihren Forschungsnetzwerken erlangen können.
Basierend auf diesen Ergebnissen haben wir ein Widgetbasiertes Dashboard konzi-
piert, dass darauf abzielt das Gewahrsein von Forschern in ihren alltäglichen Arbeit-
sprozessen zu unterstützen.
Schließlich präsentieren wir ein zukünftiges Eventmanagementsystem für wissen-
schaftliche Veranstaltungen, das durch die empirischen Ergebnisse und Evaluatio-
nen unserer Prototypen inspiriert ist. Es bietet einen technologischen Lösungsansatz
für viele der in dieser Arbeit identiVzierten Gewahrseinsprobleme. Wir zeigen weit-
erhin, wie die Integration von Funktionen aus klassischen Eventmanagementwerk-
zeugen mit denen aus vielen Sozialen Netzwerken helfen kann die Verbindungen
zwischen Forschern zu stärken und so ihr Gewahrsein über relevante Informationen
zu erhöhen.
xi
Diese Arbeit zeigt, dass das Gewahrsein von Forschern durch Werkzeuge, die ex-
istierende Rollen und typische Aktivitäten von Wissensarbeitern berücksichtigen





you should understand it as:
“According to my very limited experience and
narrow understanding of reality, that’s very unlikely.”
— Paul Buchheit, creator of GMail

P RE FACE
Being the richest man in
the cemetery doesn’t matter to me...
Going to bed at night saying we’ve
done something wonderful... that’s what matters to me.
— Steve Jobs
After receiving my diploma in Computer Science I joined the Computer Science
Education Group at the University of Paderborn as a research assistant. Besides my
activities as teacher and theses supervisor, I was looking for something to research
on. Whenever someone asked me, why I was trying to do a PhD in Computer Science
my answer was “Because I’m not yet Vnished with research. There must be something
I can contribute...” I have tried many directions and diUerent approaches, always
being left unsatisVed with my approach and the preliminary results.
My actual PhD trajectory then began at a 2008 PPE Summer School on Technology
Enhanced Learning (TEL) in the Former Yugoslav Republic of Macedonia. After too
much sun and some soiled water I was sick and had to stay in bed for three days.
The organizers asked us to continuously blog about the Summer School but some-
how none of the attendees was too fond of doing that. In April 2008 I was attending
the Adobe AIR Tour Europe in Berlin and learned about some cool new tool called
Twitter. While I registered for Twitter in April, I was only playing around with it, not
knowing of some real-life scenario to apply it to. Lying in bed in this Macedonian
hotel room, not being able to physically attend the lectures and discussions happen-
ing some Woors underneath me, suddenly it dawned upon me I could use Twitter to
my advantage. It could enable me to be part of the discussion even without being in
the lecture rooms physically. I could follow what was happening down there, I could
ask questions and the people answered. I could participate in polls and I was heard.
Without being there. The feeling was amazing. After the Vrst day, the organizers
became aware of these backchannel discussions and adapted the concept. When I
was feeling better, I Vnally joined the Summer School physically and all the people
already knew my points of view and me. We continued the discussions we started
on Twitter in real life and posted some of the results back to the backchannel. At the
end of the week, I won the price for the second most posted content throughout the
week and was invited to a meeting at EC-TEL 2008. That was probably about the
time that my interest in awareness support for researchers with social media began
to arise. Together with my colleagues Cristina Costa, Günther Beham, and Martin
Sillaots I wrote an article about the unplanned Twitter happening at the PPE Sum-
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mer School, which was the basis for my research on how Twitter and other Social
Media could be used in conference settings, in higher education and in SMEs.
Starting with that very Vrst paper on Twitter usage in a scientiVc event I was eager to
Vnd out more: how do researchers use Twitter in conferences, how do they connect
to each other, what are they talking about, how does the network structure change
over time, where do all the researchers come from, what tools could they need to
be more eUective and see what was happening around them? I started to focus on
the awareness topic I heard about in my studies, being rather unsatisVed with the
narrow understanding of awareness by CSCW researchers. After collaboratively
writing some papers and attending several scientiVc events, I set the goal for my
thesis: investigate how researchers’ awareness can be enhanced in the context of
scientiVc events. Not only the participants of such events, but also the organizers
and reviewers, those that could not attend an event and maybe even those whose
contributions had not been accepted to be presented at the event.
I started thinking about theoretical models and schematic representations of the na-
ture of social interactions and sociality as such. My Vrst ideas for the model of
Artefact-Actor-Networks came after thinking about how the Internet Engineering
Task Force’s Request for Comments (RFC) – which describe methods and innova-
tions for the Internet – are interconnected, who the main contributors were and
what the dependencies between the single RFC would be. In 2009, I Vrst described
the idea in a paper that I co-authored with Matthias Moi and Tobias Varlemann. The
concept built the groundwork of many empirical studies and new ideas that issued
from the fruitful discussions we had. We analyzed Social Media artifacts and their
interconnections, wiki articles and even source code. From the results of those stud-
ies, I realized that analyzing researchers’ activities, their output and connections was
the Veld of research that I wanted to be in.
The last two years of my PhD journey have been very intense, paved with many
challenges and full of continuous learning. I have been going through numerous
experiments and collaborations with many great people. Often times were rough
and deadline-oriented only. This thesis presents some of the steps I have taken on
the way to contribute something to the existing body of knowledge. I thank all that
have accompanied me on this path and hope to be able to continue working with
many of you in the future. I have enjoyed the path until here and somehow it still





Om de rijkste man op het kerkhof
te zijn, vind ik niet belangrijk...
Bij het ’s avonds naar bed gaan te kunnen zeggen
dat we iets prachtigs hebben gedaan... dat is voor mij belangrijk.
— Steve Jobs
Na het behalen van mijn diploma Informatica ben ik als onderzoeksassistent gaan
werken bij de Computer Science Education Group van de Universiteit Paderborn.
Naast mijn onderwijsactiviteiten en begeleiding van master studenten was ik op
zoek naar een onderzoeksonderwerp. Als iemand mij vroeg waarom ik probeerde
om een promotietraject Informatica te doen, was mijn antwoord: “Omdat ik nog
niet klaar ben met onderzoeken. Er moet iets zijn waar ik aan kan bijdragen...” Ik
heb het in veel richtingen geprobeerd en op verschillende manieren benaderd, maar
bleef altijd ontevreden over mijn aanpak en de voorlopige resultaten.
Mijn huidige promotietraject ben ik in 2008 gestart tijdens een PPE Summer School
on Technology Enhanced Learning (TEL) in de voormalige Joegoslavische republiek
Macedonië. Na té veel zon en het drinken van vervuild water werd ik ziek en moest
drie dagen in bed blijven. De organisatoren vroegen ons om steeds te bloggen over
de Summer School, maar op de een of andere manier had niemand van de deelnemers
hier veel zin in. In april 2008 had ik de Adobe AIR Tour Europe in Berlijn bezocht
en maakte daar kennis met een nieuw te gek tool, Twitter genaamd. Hoewel ik me
in april aanmeldde voor Twitter, speelde ik er alleen maar wat mee, niet wetende op
welk scenario uit de praktijk ik het zou kunnen toepassen. Terwijl ik in bed lag in
die Macedonische hotelkamer, niet in staat om de lezingen en discussies die een paar
verdiepingen onder mij plaatsvonden bij te wonen, werd me plotseling duidelijk, dat
ik Twitter in mijn voordeel kon gebruiken. Twitter kon me laten deelnemen aan de
discussie zonder fysiek aanwezig te zijn in de conferentiezalen. Ik kon volgen wat
er daar beneden gebeurde. Ik kon vragen stellen en de mensen antwoord geven. Ik
kon deelnemen aan polls en er werd naar mij geluisterd. Zonder aanwezig te zijn.
Dat gevoel was geweldig. Na de eerste dag werden de organisatoren zich bewust
van de discussie via dit ’backchannel’ en pasten ze het concept aan. Toen ik me
weer beter voelde, kon ik eindelijk fysiek deelnemen aan de Summerschool en alle
mensen kenden mijn standpunten en mijzelf al. We zetten de discussie, die we op
Twitter gestart waren, in het echt voort en plaatsen enkele resultaten terug in de
’backchannel’. Aan het eind van de week won ik de prijs voor het posten van de
op een na meeste hoeveelheid content gedurende de week en werd uitgenodigd voor
een bijeenkomst op de EC-TEL in 2008. Dat was waarschijnlijk het moment dat mijn
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interesse in gewaarwordingsondersteuning voor onderzoekers bij sociale media be-
gon te ontstaan. Samen met mijn collega’s Cristina Costa, Günther Beham enMartin
Sillaots schreef ik een artikel over de ongeplande Twitter-happening tijdens de PPE
Summer School, die de basis was voor mijn onderzoek over hoe Twitter en andere
sociale media gebruikt zouden kunnen worden in conferentiesettings, in het hoger
onderwijs en in het midden- en kleinbedrijf.
Terwijl ik begon aan dat allereerste artikel over het gebruik van Twitter tijdens een
wetenschappelijke bijeenkomst, werd ik nog gretiger en wilde meer ontdekken: hoe
gebruiken onderzoekers Twitter tijdens conferenties, hoe worden ze met elkaar ver-
bonden, waar praten ze over, hoe verandert de structuur van het netwerk na ver-
loop van tijd, waar komen alle onderzoekers vandaan, welke tools zouden ze nodig
hebben om eUectiever te zijn en wat gebeurt er om hen heen? Ik begon me te con-
centreren op het topic gewaarwording. Ik had ervan gehoord tijdens mijn studie
en was nogal ontevreden met het beperkte inzicht van CSCW-onderzoekers over
gewaarwording. Na gezamenlijk enkele artikelen geschreven te hebben en enkele
wetenschappelijke bijeenkomsten bezocht te hebben, stelde ik het doel van mijn
proefschrift vast: onderzoeken hoe de gewaarwording van onderzoekers in de con-
text van wetenschappelijke bijeenkomsten ondersteund kan worden. Niet alleen de
deelnemers van zulke bijeenkomsten, maar ook de organisatoren en beoordeelaars,
degenen die een bijeenkomst niet konden bijwonen en misschien zelfs degenen van
wie de bijdragen niet voor presentatie tijdens de bijeenkomst waren geaccepteerd.
Ik begon te denken over theoretische modellen en schematische voorstellingen van
de aard van sociale interacties en van sociale betrokkenheid op zich. Mijn eerste
ideeën over het model van Artefacts-Actor-Netwerken ontstond na overdenkingen
van hoe de Internet Engineering Task Force’s Request for Comments (RFC) - die
methoden en innovaties voor het internet beschrijven - met elkaar verbonden zijn,
wie de belangrijkste bijdragers waren en wat de afhankelijkheden zouden zijn tussen
de afzonderlijke RFC’s. In 2009 beschreef ik het idee voor het eerst in een artikel,
dat ik samen met Matthias Moi en Tobias Varlemann schreef. Het concept vormde
de grondslag voor veel empirische studies en nieuwe ideeën die voortvloeiden uit
de vruchtbare discussies die we hadden. We analyseerden sociale media-artefacten
en hoe ze met elkaar verbonden zijn, artikelen over wiki’s en zelfs broncodes. Door
de uitkomsten van deze studies besefte ik dat het analyseren van activiteiten van
onderzoekers, hun output en hun verbindingen, het onderzoeksgebied was, waar ik
mij in wilde bevinden.
De laatste twee jaren van mijn promotietraject waren erg intensief, bezaaid met veel
uitdagingen en vol van voortdurend leren. Ik heb talrijke experimenten gedaan en
samengewerkt met veel fantastische mensen. Het was vaak zwaar en alleen maar
georiënteerd op deadlines. Dit proefschrift geeft enkele van de stappen weer die ik
heb genomen op mijn weg om iets bij te dragen aan de bestaande kennisbestandde-
len. Ik dank allen die me op deze weg hebben begeleid en hoop in de toekomst met
velen van jullie verder samen te kunnen werken. Ik heb tot hier toe genoten van dit
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Der reichste Mann auf dem
Friedhof zu sein bedeutet mir nichts...
Abends ins Bett zu gehen und sagen zu können, dass wir
etwas Wunderbares gemacht haben ... das bedeutet mir etwas.
— Steve Jobs
Nachdem ich mein Diplom in Informatik erfolgreich abgeschlossen hatte, Vng ich
an als wissenschaftlicher Mitarbeiter in der Gruppe Didaktik der Informatik an der
Universität Paderborn zu arbeiten. Neben meinen Tätigkeiten als Lehrkraft und Be-
treuer von Abschlussarbeiten begann ich damit nach etwas zu suchen, woran ich
im Rahmen meiner Dissertation forschen konnte. Immer wenn mich jemand fragte,
warum ich eigentlich versuchte in Informatik zu promovieren, antwortete ich “Weil
ich noch nicht fertig bin. Da muss es doch noch etwas geben, was ich beitragen kann...”
Ich habe verschiedene Forschungsrichtungen ausprobiert und verschiedene Ansätze
gewählt nur um jedes Mal unzufrieden mit dem Ansatz oder den Zwischenergebnis-
sen zu sein und etwas anderes zu machen.
Meine tatsächliche Dissertationslaufbahn begann dann mit der Teilnahme an der
2008er Summer School zum Thema Technology Enhanced Learning (TEL) in der
Ehemaligen Jugoslawischen Republik Mazedonien. Nach zu viel Sonne und dem
Genuß von etwas unsauberen Wasser wurde ich krank und musste drei Tage lang
im Bett bleiben. Die Organisatoren der Veranstaltung hatten uns im Vorfeld darum
gebeten kontinuierlich über die Summer School zu bloggen, aber keiner der Teil-
nehmer wollte das wirklich machen. Im April 2008 nahm ich an der Adobe AIR
Tour Europa in Berlin teil und lernte dort ein neues cooles Tool namens Twitter ken-
nen. Obwohl ich mich direkt im April in Berlin bei Twitter anmeldete, spielte ich
eigentlich nur damit herum ohne einen sinnvollen und nützlichen Anwendungsfall
dafür zur Hand zu haben. Als ich jedoch in diesem Mazedonischen Hotelzimmer
lag und nicht physisch an den Vorträgen und Diskussionen einige Stockwerke tiefer
teilzunehmen vermag, dämmerte mir spontan, wie ich Twitter zu meinem Vorteil
einsetzen konnte. Es ermöglichte mir an den Diskussionen teilzunehmen ohne mich
tatsächlich im Raum zu beVnden. Ich konnte verfolgen, was dort unten vor sich ging;
ich konnte Fragen stellen und die Leute antworteten tatsächlich. Ich konnte bei Ab-
stimmungen mitmachen und wurde gehört. Ohne wirklich dort zu sein! Dieses
Gefühl war beeindruckend. Nach dem ersten Veranstaltungstag bemerkten auch die
Organisatoren diesen Rückkanal und übernahmen unseren Ansatz. Als es mir dann
besser ging, konnte ich auch physisch an der Summer School teilnehmen und die
Leute kannten mich und meine Standpunkte bereits. Wir führten die auf Twitter
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begonnnen Diskussionen nun im echten Leben weiter und spiegelten die Ergebnisse
wieder in den Twitter Rückkanal zurück. Am Ende der Woche gewann ich einen
Preis für die zweitmeisten geteilten Inhalte und wurde zu einem TreUen auf der EC-
TEL 2008 eingeladen. Zurückblickend war das wohl die Zeit in der mein Interesse
für Gewahrseinsunterstützung (awareness support) für Foscher mittels Social Media
begann. Zusammen mit meinen Kollegen Cristina Costa, Günther Beham und Mar-
tin Sillaots schrieb ich einen Artikel über dieses ungeplante Twitter-Ereignis bei der
PPE Summer School, was die Grundlage für meine Forschung dazu wie Twitter und
Social Media in wissenschaftlichen Veranstaltungen, der universitären Lehre und
in kleinen und mittelständischen Unternehmen eingesetzt werden könnte werden
sollte.
Ausgehend von diesem ersten Paper zur Twitter-Nutzung in einer wissenschaft-
lichen Veranstaltung wollte ich dann mehr herausVnden: Wie verwenden Forscher
Twitter bei Konferenzen? Wie vernetzen sie sich miteinander? Worüber sprechen
sie? Wie verändert sich die Netzwerkstruktur über die Zeit? Wo kommen die
Forscher alle her? Welche weiteren Werkzeuge könnten sie gebrauchen, um eUek-
tiver zu arbeiten und mitzubekommen, was um sie herum passiert? Ich begann also
mich dem Thema Awareness mit dem Hintergrundwissen meines Studiums zu wid-
men und war unbefriedigt vom eher engen Verständnis des BegriUs in der CSCW
Forschung. Nachdem ich dann einige weitere Artikel in der Kollaboration mit an-
deren Forschern geschrieben und an verschiedenen wissenschaftlichen Veranstal-
tungen teilgenommen hatte, setzte ich das Ziel für meine Dissertation: zu unter-
suchen wie das Gewahrsein von Forschern im Kontext wissenschaftlicher Veranstal-
tungen unterstützt und verbessert werden könnte. Und zwar nicht nur für die Teil-
nehmer solcher Veranstaltungen, sondern auch für die Organisatoren und Reviewer,
für diejenigen, die nicht an der Veranstaltung teilnehmen konnten und vielleicht
sogar für diejenigen, deren Beiträge nicht zur Präsentation auf der Veranstaltung
ausgewählt wurden.
Ich begann damit mir theoretische Modelle zur sozialen Interaktion anzusehen und
mir schematische Repräsentationen zur Sozialität als solches zu überlegen. Meine
ersten Gedanken zum Model der Artefakt-Akteur-Netzwerke hatte ich nachdem ich
sinnierte, wie die Request for Comments (RFCs) der Internet Engineering Task Force,
die Methoden und Innovationen für das Internet beschreiben, zusammenhängen,
wer die Hauptbeitragenden sind und wie die Abhängigkeiten zwischen den einzel-
nen RFCs sind. 2009 veröUentlichte ich die Idee für AANs zum ersten Mal in einem
Artikel, den ich zusammen mit Matthias Moi und Tobias Varlemann schrieb. Das
Konzept wurde das Fundament zahlreicher empirischer Studien und neuer Ideen,
die den ergiebigen Diskussionen mit den beiden entsprangen. Wir analysierten So-
cial Media Artefakte und deren Zusammenhänge, Wikiartikel und sogar Quellcode.
Auf Grund der Ergebnisse dieser Studien wurde mir bewusst, dass es die Analyse
der Aktivitäten von Forschern, der Ergebnisse ihrer Arbeit und die Verbindungen
zwischen diesen war, die mein Forschungsfeld für die Dissertation werden sollte.
xxii
Die letzten beiden Jahre meiner Reise auf dem Weg zur Promotion waren sehr in-
tensiv und gepWastert mit allerlei Herausforderungen und stetigem Lernen. Ich
durfte zahlreiche Studien und Experimente machen und hatte das Glück zur Zu-
sammenarbeit mit tollen Menschen. Oft war die Arbeit sehr hart und nur an Abga-
beterminen orientiert. Diese Arbeit zeigt einige meiner Schritte auf demWeg “etwas
beizutragen” zum Stand der Forschung. Ich danke allen, die mich auf dieser Reise
begleitet haben und hoUe mit vielen von Euch auch zukünftig zusammenarbeiten zu
können. Ich habe die Reise bis hierhin sehr genossen und irgendwie fühle ich mich
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1
GEN ERAL I N T RODUCT ION
If you ask me what I want to achieve,
it’s to create an awareness,
which is already the beginning of teaching.
— Elie Wiesel
The invention of the telegraph in 1844 marks the entry point into the electric age
that initialized the cultural upheaval in which “literacy is under attack” by modern
media and technology (Federman, 2005). Just as the shift to a writing society and the
printing press revolutionized how knowledge and ideas could be stored persistently
and widely spread, the telegraph and all constitutive ideas of technology-mediated
communication massively impacted on how we work and communicate (Dittmar,
2011). Our world has not only shifted from analog to digital, we are now ubiqui-
tously connected with others and have immediate access to others and all available
information which lately even has become increasingly semantically interlinked. We
are no longer on the way to a knowledgeable society as Lane (1966) and Nelkin (1987)
explained, we are in the midst of the Knowledge Society, which is increasingly re-
liant on collaborative technologies and the Internet. Knowledge workers all over the
world are dependent on the reliable working of Internet technologies and informa-
tion nodes in the WorldWideWeb (WWW). They want and need to stay up-to-date
about orderings, stock market information, political changes or natural disasters as
they may directly inWuence their working tasks or supply chain.
At the same time, we have turned from passive consumers of knowledge to active
creators of it. This knowledge is furthermore shared in open, personalized systems
(Wiley and Hilton, 2009). Even the notion of knowledge changed towards a more
holistic approach of knowledge (Garrick and Clegg, 2000; Federman, 2005). Tradi-
tional authority is increasingly challenged by the collective wisdom of the crowd
(Surowiecki, 2005). In many domains the collective jointly creates and alters knowl-
edge artifacts that are more trusted than those provided by closed authorities. One
of the best documented cases is the competition between established encyclopedias
and Wikipedia, in which it has been shown that both err in roughly similar propor-
tions (Giles, 2006) but Wikipedia has become the Vrst and more trusted focal point.
The discovery of valuable knowledge artifacts, their relation to other objects in the
digital workspace, to trusted sources and the perception of changes to the whole
system is labeled as awareness in the context of this thesis. Awareness is an essential
part of our daily working routines. We can only think of and use objects within
our tasks and for solving problems that are within our cognitive area. Awareness of
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relevant information, people and communities within a certain Veld of work and the
dynamic changes to them is important for the productivity of the individual worker
as well as for organizations and institutions in knowledge intense domains.
In this thesis we explore existing awareness issues in Research Networks and ana-
lyze output of scientiVc work in order to support knowledge workers with technolo-
gies, tools and techniques to overcome potential barriers in successful collaboration.
The general research question of this thesis is:
How can we best support knowledge workers’ awareness in Research Net-
works?
This general introduction Vrst describes the notion of knowledge work and its con-
nection to Lifelong Learning in Section 1.1. Moreover the section points out why we
are considering researchers as the role models of knowledge workers. Section 1.2 dis-
cusses the impact the so-called Web 2.0 movement had on the general consumption
and generation of knowledge artifacts and their speciVc eUects on scholarly work.
The third section introduces the notion of Research Networks while Section 1.4 dis-
cusses what we mean by awareness in the context of collaborative work. We further
sub-classify the main research question into four clusters of questions in Section 1.5
and Vnally present the research approach and outline of this thesis in Section 1.6.
1.1 knowledge work and the concept of lifelong learning
Knowledge work has become the major driver for our society’s progress, new results
in research, and has evolved to be a crucial factor for business success and decision
support. According to a recent study by Brinkley et al. (2009) more than 70% of
the global workforce – especially in the Western world – are working in knowledge
intense jobs. As early as 1959, Drucker began popularizing his understanding of a
shift that would transform our society from one that was mainly shaped by manual
work and muscle power towards a society shaped by non-manual, cognitive work
in business organizations. In the 1970s Drucker stated that “the manual worker is
yesterday [...] The basic capital resource, the fundamental investment, but also the cost
centre for a developed economy is the knowledge worker who puts to work what he has
learned in systematic education, that is, concepts, ideas and theories, rather than the
man who puts to work manual skills or muscle” (Drucker, 1973). But the mere applica-
tion of what knowledge workers learned in formal education is not enough to stay
informed and a valuable part of today’s knowledge society. Contemporary knowl-
edge workers have to engage in continuous formal and informal learning activities
to stay up-to-date and reuse what they once learned in formal education to adopt to
changing requirements and needs. Erren (2010) points out that they “constantly [need
to] familiarize themselves with new (scientiVc) Vndings” and Kelley (1990) explained
that it is “their problem solving capabilities, creativity, talent and intelligence” that
knowledge workers are hired for. Their learning is work-integrated, learning itself
is considered as a new form of labour and “work [itself] is their curriculum” (Garrick
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and Clegg, 2000). With the increasing amount of knowledge work being carried out,
less of the knowledge to perform the work is stored in one’s head. Kelley’s longitu-
dinal study (1986–ongoing) shows that in 2006 only 8–10% of the knowledge needed
to fulVll one’s job is stored in the knowledge workers minds, while it was about
20% in 1997 and about 75% back in 1986 (Kelley, 2006). Today’s knowledge society
has become an open, heavily networked society where anyone can be an expert in
a certain domain and can contribute to the body of knowledge in it. It is inevitable
for knowledge workers to engage in the continuous exchange of experience and wis-
dom with peers in order to keep au courant. As more than 90% of the knowledge
needed to perform a job in a knowledge intense organization is no longer stored in
the knowledge workers own mind, Thomler (2009) even postulated that the proverb
knowledge is power no longer holds true; in his understanding the knowledge society
turned it into “Knowledge Shared is Power Squared”.
The continuous cycle of updating one’s skills and further developing one’s compe-
tencies in both formal and informal educational settings is often labeled as Lifelong
Learning, a notion going back to the work of Yeaxlee (1929) and popularized by the
United Nations Educational, ScientiVc and Cultural Organization (UNESCO) in the
1960s and 1970s. Lifelong Learning is a concept that links the several stages of formal
education with those learning situations that are rather informal or even non-formal.
Initially the concept has been considered as a mean to broaden education concepts
and open up educational systems to more people (Faure et al., 1972). The discussion
and public awareness of the concept gained momentum in 1996 with Delors’s report
to the UNESCO as well as the European Year on Lifelong Learning. In the year 2000,
the European Commission adopted the concept of Lifelong Learning and presented
with theMemorandum on Lifelong Learning a precedent-setting report that would in-
Wuence the European educational, organizational and research landscape. Also the
Organisation for Economic Co-operation and Development (OECD) recognized the
shift away from the traditional view on learning of initial education: “a spreading
of education over a wider period of working life is one of the logical consequences of
lifelong learning becoming a reality” (Organisation for Economic Co-operation and
Development, 2000). TheMemorandum on Lifelong Learning describes how Lifelong
Learning could help reducing the shortage of highly skilled knowledge workers with
better support for personalized learning, easier ways to connect work and educa-
tion as well as improved ways for supporting workers to re-enter the labor market.
Drachsler (2009) points out that Lifelong Learning puts high demands on the educa-
tional system as a whole and in particular focuses on the provision with personalized
learning activities for the individual knowledge worker (Sloep et al., 2011a).
In this thesis we argue that (self-)awareness of relevant knowledge artifacts, learn-
ing opportunities, skills and competencies as well as relations between those objects
and the networks they form crucially aUects the possibility of self-directed learning
and continuous updating. We moreover investigate how the discovery of such infor-
mation could be supported by technological means that may serve as scaUolding for
communication, collaboration and eventually co-operation.
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Researchers as knowledge worker role models
Knowledge workers are typically found in innovative organizations, are known for
their Wexibility, dedication to high-quality work results and are geared towards team-
work. According to Weert (2002) “knowledge workers deal with new problems that
need new knowledge to solve” and due to high adoption of Information and Commu-
nications Technology (ICT) they are Wexible in time and place of their work. Knowl-
edge workers are often experts in more than one area, they have multiple careers
and are generally not bound to one single topic (Garrick and Clegg, 2000; Weert,
2002; Brinkley et al., 2009).
This thesis focuses on researchers as main objects of research because we consider
researchers to be the blueprint of knowledge workers. Looking at the standard job
descriptions and job oUerings for researchers at any hierarchical level, we Vnd that
they have to be highly skilled in one or more research domains, are able to orga-
nize and direct themselves in cooperation with other local or globally distributed re-
search partners. Researchers have to be good communicators that are able to deVne
new research areas by pushing the boundaries of the known. If Lifelong Learning
is a core duty of all knowledge workers it is even more so for scholars that need
to constantly go with or set trends, that have to adapt to new technologies or so-
cietal changes. Researchers apply known methods to ever new domains and thus
are creating new knowledge by acquiring, mixing and sharing their Vndings in their
Research Network.
1.2 the web 2 .0 movement and its impact on research
Generally the Web 2.0 movement is seen as an unprecedented event in human his-
tory that is said to have democratized the society and enabled nearly everybody to
be an active contributor to the repository of public knowledge.
While new and improved ICT – like the now 20 years old WWW – indeed enabled
humankind to more easily participate in the spread of information and the partici-
pation in global discourse, the Web 2.0 movement is only the logical consequence
of the evolvement of communication technologies that started with the invention of
the script, the printing press, the telegraph, radio and television (Federman, 2005).
The Web 2.0 movement, however, has been nurtured by cheaper hardware and the
wide availability of tools, higher societal acceptance of pervasive technologies and
more tailored applications that helped focusing on single tasks.
The usage of Web 2.0 tools, practices and methodologies in the context of scholarly
communication has recently been labeled as Science 2.0 or Research 2.0 (Waldrop,
2008; Shneiderman, 2008). Scholarly communication is often understood to primar-
ily refer to the publication and review of scientiVc publications. Building on Thorin
(2006) and in line with Procter et al. (2010), we understand scholarly communica-
tion to be broader in scope and incorporate all communicative activities carried out
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by researchers on a regular basis. In particular we consider the joint developing of
ideas, conducting research and realizing experiments, discussing ideas with one’s
Research Network as well as information seeking and the dissemination of research
outputs in formal and informal as part of scholarly communications. Research as
well as anecdotal evidence show that new ICT is adopted diUerently in diUerent re-
search domains, which can partly be explained as following from diUering research
traditions, practices and methodologies. Also, their adoption is dependent on the
personality of the single researcher. Even though Research 2.0 promoted the emer-
gence of new forms of publishing inspired by the development of software in the
open, researchers feel enormous pressure to publish and share knowledge in tradi-
tional outlets. Public funding organizations are often still more interested in the
well-known measures that are applicable to established publication outlets rather
than the wider (and maybe broader) impact on a research domain expressed through
comments, links and likes in Research 2.0 applications. This also results in the fact
that often research institutions publish the same content in adapted forms in several
outputs: even the most open researchers need public funding to continue their work
and therefore they need a strong publication record in the old-school publication
outlets.
The application of Web 2.0 on research led (and still leads) to an increasing amount
of published scientiVc content in conferences, journals as well as blog posts, wiki
entries and tweets on early research results and comments to those outputs (cf.
Rowlands and Nicholas (2005); Renear and Palmer (2009); Priem and Hemminger
(2010); Bartling and The (2011)). Priem and Hemminger (2010) point out that often
too much work is being published which hinders the work of tenure and promo-
tion committees. Renear and Palmer (2009) found out that today’s researchers read
50% more papers than their 1970s fellows while spending less time on each single
paper. Those numbers do not even consider the tens of thousands published blog
posts and tweets that are posted, read and commented on each day. Also the num-
ber of researchers as such is increasing, especially from developing countries. With
the introduction of Web 2.0 tools and methods to science, traditional processes and
interactions between researchers are changing. Bartling and The (2011) explain how
in Research 2.0 researchers are more likely to contribute to the success of fellow
researchers, knowing that this will support their own research reputation and that
the “new, low threshold fast and dynamic publication[s]” in blogs, wikis and social
networking applications would most often be correctly attributed. Also, the steadily
growing number of dedicated social networks, interactive platforms and dedicated
tools for researchers together with the incessant growth of applications like Mende-
ley, Academia.edu or ResearchGATE are another indicator of the game changing
inWuence Web 2.0 has on Research.
Research is conducted in an increasingly networked manner and due to an ever
expanding amount of information created, it is getting harder to Vlter the stream
for relevant information. Recommender systems are one solution to overcome this.
On the other hand an increasing number of researchers are evermore relying on
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the power of their social network and active engagement in social relations to stay
aware of relevant information. Thus, trust is increasingly becoming a vital currency
for sharing information and cooperative knowledge creation in Research Networks
(Rusman, 2011). At worst, the premature publication of research approaches and
results can lead to scientiVc fraud and misattribution of scientiVc results. At best
however, such open science approaches can result in the active engagement of vari-
ous stakeholders that jointly can create better results than would have been possible
alone. Thus, in Research 2.0 scholars often collaborate intensively with people they
never met in reality before (Bartling and The, 2011), trust is crucial for sharing infor-
mation and cooperatively creating new knowledge using a multitude of tools.
The current paradigm shift towards an Open Science 2.0 as a whole also aUects how
research results are shared. Besides the publication in blogs, a raising number of re-
searchers refuses to continue publishing in the well-established system of scientiVc
journals. One of their arguments for the boycott is that publicly founded research
should be publicly available and not sitting behind paywalls of publishers that earn
money for work they have not done themselves. Gripsrud (2006) is substantiating
this by stating that between 1990 and 2005 the price of major scientiVc journals rose
by 200% compared to an overall increase of the price index of only 57% (Breivik
et al., 2009). Another reason to not publish in closed publication outlets is the lim-
ited access for the wide research community, which decreases the probability to be
recognized and for the publication to have impact but also hinders awareness of
current works of a research community. Recently, many well-known scholars have
publicly withdrawn from the received system of scientiVc publication and expressed
their favor of Open Access publishing, as it also fosters innovation and relieves re-
search organizations from the Vnancial burden to subscribe to ever more publication
outlets. Besides, many studies show that Open Access publications receive signiV-
cantly more citations than limited access ones (see the bibliography at Hitchcock
(2011) as well as Breivik et al. (2009); Swan (2010); Wagner (2010)).
In addition, many national funding bodies, like the Dutch The Netherlands Organi-
sation for ScientiVc Research (NWO) now make Open Access to research data and
articles mandatory for grant agreements (The Netherlands Organisation for Scien-
tiVc Research, 2011). On a European level, projects like OpenAIRE (OpenAIRE Con-
sortium, 2011), the TeLearn Open Archive (TeLearn Consortium, 2011), and the STEL-
LAR Open Archive (STELLAR Consortium, 2011) oUer platforms for Open Access
publishing of articles to research communities. At the same time, many publishers
make parts of their portfolio openly accessible and issue new Open Access journals.
Just recently, the Royal Society made their large historical archive freely accessible
(The Royal Society, 2011). The archive contains papers dating back until 1665 when
the Vrst edition of the peer-reviewed Philosophical Transactions of the Royal Soci-
ety was published. The Open Science movement (Nielsen, 2008; Gezelter, 2009) is
accompanied by the tendency to openly publish the data used to produce the pre-
sented results, to open source the code of the software that was used to process the
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data and sometimes even to openly share the methodology applied arriving at the
data (Kraker et al., 2011).
1.3 research networks
Online social networks can be understood as a group of people whose interaction is
computer-mediated and often for the purpose of cooperation. Tools for this Computer-
mediated Communication (CMC) are, for example, email, shared cooperative spaces,
groupware applications, and more recently Social Software (Kaplan and Haenlein,
2010; Dron and Anderson, 2007). The online counterpart of communities existing
in face-to-face contexts has gained importance as enabler of Wexible and location-
independent cooperation. Such online communities, however, also exist in pure
cyberspace, where cooperation partners may have never met in real life or do not
even know their real names. Online communities form around various topics. They
may be organizational, topical or regional and typically assemble people around spe-
ciVc objects (also see Knorr Cetina (1997); Engeström (2005); Breslin et al. (2009)).
Often we Vnd communities in neighborhoods or families, in tribes and villages and
special interest groups such as parent’s councils or technology centers. Wellman
(2001) argues that we must not limit our understanding of community to the afore-
named as “we Vnd community in networks, not groups. [...] In networked societies:
boundaries are permeable, interactions are with diverse others, connections switch be-
tween multiple networks, and hierarchies can be Watter and recursive” (p. 17). Whereas
Rheingold (1993) was very broad in his deVnition of “virtual communities”, Wellman
(2005) deVnes community more precisely as consisting of “interpersonal ties that pro-
vide sociability, support, information, a sense of belonging, and social identity” (p. 53).
Kim (2000) adds that online communities often “share a common interest or purpose
[... and need ...] some mechanism of identity and communication”. The awareness of
others, their activities and the relation to oneself are important for the development
of one’s identity and the sense of belonging to the community. Mutual trust and the
acceptance of the rules of a community are additional crucial factors for seamless
cooperation and sociability (also see Rusman (2011)).
In blended learning, web-based learning is combined with regular face-to-face meet-
ings in order to foster social interaction, strengthen personal ties and to create
a more integrated learning approach for students and teachers. The web-based
part often uses organizational Learning Management Systems (LMSs) or more open
approaches in which the learners may decide on the tools they want to use. A
learner’s Personal Learning Environment (PLE) provides access to all learning re-
sources, peers and learning services he might need for pursuing his learning goals
(Wilson et al., 2007; EDUCAUSE, 2009; Nicholls and Harrison, 2009). The term
Learning Network has been coined for such online groups of learners that include
several communities. They are understood as online social networks that facilitate
the sharing of existing information and are designed to support the cooperative cre-
ation of new knowledge (Koper, 2009a; Sloep and Berlanga, 2011). Participants of
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LNs help their peers to co-develop their skills and competences in non-formal, un-
planned and ad-hoc learning situations and educational contexts Sloep (2009b). Dif-
ferent from formal education, there are only few formally deVned learning goals
for the whole Learning Network and diUuse, hard-to-phrase individual ones. Koper
(2009b) points out that the participants of a Learning Network could:
• exchange experience and knowledge with each other,
• collaborate on common tasks and research questions,
• oUer and get support to/from other participants in the Learning Network (e.g.
questions, answers, remarks),
• set up focused working groups,
• support each other when encountering learning problems, and
• use tools and services to create, share, Vnd and access learning resources.
DiUerent Learning Networks vary in their goal, timeframe of existence, commitment
of the participants, size and other properties. What is common to all of them is that
they are composed of people sharing a common interest in a topic. The participants
in Learning Networks can be help seekers as well as professional mentors, coaches,
teachers but also mere consumers. The objects in a Learning Network are all digital
artifacts that might help the participants to accomplish their learning goals or con-
tribute to their personal skills, knowledge level and competence development. Sloep
(2009a) elaborates that learning services are software tools that increase a Learn-
ing Network’s viability. Koper (2009b) and Sloep et al. (2011b) add that such learn-
ing services are designed to facilitate the participants to exchange experience and
knowledge, to stimulate active participation in the Learning Network, to foster com-
munication and cooperation, to assess and develop the participants’ competences,
to Vnd relevant peers and experts, and to facilitate ubiquitous learning. Moreover,
Koper (2009b) and Sloep et al. (2011b) provide examples of Learning Networks and
explicitly name researchers as representative inhabitants of them. Scholars would be
supported in exchanging information to Vnd solutions for a speciVc problem. More-
over, they could update each other with new Vndings, cooperatively solve problems,
co-author documents, attend face-to-face events and carry out joint projects in a
geographically and timely separated manner. Learning Networks that are inhabited
by researchers with learning resources and services that are related to their research
activities or the execution of research projects will be called Research Networks (RNs)
in the context of this research.
The researchers in those networks not only use services and information provided
by the IT department of their institutions. They are using an increasing number of
tools from outside the institutional boundaries to get their work done, to connect to
other researchers and to stay aware of diUerent Research Networks at the same time
(Nicholls and Harrison, 2009). The modern researcher’s working environment (also
called Personal Research Environment (PRE)) is in fact a multi-layered collection
of learning and working services, with access to raw data, information objects and
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knowledgeable people. As Pata (2011) points out, Research Networks are dynam-
ically evolving social activity systems (Engeström, 1987). Researchers most often
belong to several Research Networks simultaneously and take on diUerent roles in
them (Lave and Wenger, 1991; Reinhardt et al., 2011h). Moreover, they are partly us-
ing the same learning services and objects and connect to similar people. Often, this
happens in diUerent research contexts what makes the objects serving as (technol-
ogy enhanced) boundary objects (Star and Griesemer, 1989; Attwell, 2011) between
multiple research cultures, disciplines and projects. Bowker and Star (1999) point
out that boundary objects are objects that “both inhabit several communities of prac-
tice and satisfy the information requirements of each of them”. Boundary objects are
not necessarily physically accessible objects but can also be social rules, metaphors
or even workWows. There are also boundary organizations that connect otherwise
disjoint institutions, people and positions (Shanahan, 2011). Often, they exist as me-
diator between politics and science (Guston, 2001) and can have major impact on
the spread of information, procedures, rules and regulations or deVnition of impact
across the boundaries of communities.
Such boundary organizations also exist in Research Networks and connect diUerent
projects, disciplines and thus foster the exchange of experiences. For the domain of
Technology Enhanced Learning, the TEL-Map project (TEL-MAP Consortium, 2011)
analyzed past and current scientiVc projects and the involved organizations. One of
the results of the project is a Social Network Analysis of those organizations, creat-
ing awareness of the frequency of cooperations, the connectedness of organizations
and their topical foci (Derntl, 2011). Awareness of fellow researchers, their interests
and activities or of services that could simplify one’s own job is crucial for mak-
ing use of such objects. However, the term awareness has a strong background in
the research on Computer Supported Cooperative Work (CSCW) and needs to be
(re-)deVned for the application in the context of Research Networks.
1.4 awareness
The scientiVc utilization of the term awareness in the context of knowledge work
Vnds its roots in the research on CSCW. There, awareness typically refers to the
eUorts of providing users with digital environments that try to emulate face-to-face
situations. Such groupware reWected the increasing work that was carried out in
a chronologically and geographically separated manner. Users were provided with
technology and tools that aimed at supporting their creative power and their need
for synchronizing with their colleagues. Typical features of such groupware applica-
tions include the indication of a user’s online status, her current physical location or
the object she was currently working on. Awareness-support in groupware aimed
at enabling users to cooperate “approximately as if they were in the same physical
space” (Schmidt, 2002). Schmidt also stressed the fact that the term ’awareness’ is
“found ambiguous and unsatisfactory” and “hardly a concise concept by any standard”.
Many diUerent adjectives have been used by researchers to characterize their spe-
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ciVc area of interest in awareness-support. Gutwin et al. (1996), for example, use
the adjectives ’informal’, ’social’, ’group-structural’ and ’workspace’ to describe rel-
evant strands of awareness research. Other compound terms are ’general aware-
ness’, ’group awareness’, ’mutual awareness’, ’background awareness’ and many
more. CSCW research has largely focused on supporting the diUerent characteristics
of awareness in real-time: researchers embedded continuous video or synchronous
interaction spaces into groupware applications and created video tunnels between
diUerent workspaces, desktop sharing and video conferencing tools in order to pro-
vide workers with the ability to collaborate in a roughly identical physical space. In
the context of Research Networks, we see the need for a diUerent type of awareness,
that is only partially related to “What you see is what I see” or “What you see is what
I do”.
Kelloway and Barling (2000) suggest that three factors determine whether work-
ers engage in knowledge work: motivation, ability and opportunity. In our under-
standing, both ability and opportunity are closely related to awareness in Research
Networks as they deal with the provision of information and the right circumstances
that allow knowledge workers to really become involved in their work. In this re-
search, we will look at the type of social interactions that take place in the context
of Research Networks in order to arrive at a better understanding of the complexity
of the term awareness in this context. Unlike in CSCW research, we understand
that awareness in Research Networks is not solely concerned with re-establishing
face-to-face interaction situations in a technology enhanced environment. While
the indication of others’ online status, physical location and emotional state might
be valuable awareness information in Research Networks as well, we see the essence
of awareness in Research Networks in making participants informed about learning
objects, opportunities and services as well as other participants in the networks.
For example, recent scientometric studies by Kirby et al. (2005) and Maurer and
Khan (2010) show, that there is a low cross-citation rate and cross-authorship rate
between diUerent Research Networks that deal with very similar topics. Moreover,
we see that many Research Networks stemming from conference series are very
fragmented even though their topical spectrum is rather narrow (Ochoa et al., 2009;
Reinhardt et al., 2011c). Well aware that questions like “Who knows what?”, “Who
knows whom?”, “Who is expert in that Veld?”, “Who wrote about that topic?”, “What
are current trends in a Veld?” are not easily answerable – if they are at all – we con-
sider answers to those questions as important contributions to the overall awareness
of researchers. Moreover, supporting participants in understanding the (semantic)
relations between the above objects is crucial for awareness in Research Networks.
1.5 main research questions addressed in this thesis
The main research question can be further sub-classiVed into four clusters of ques-
tions.
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A. What characterizes knowledge workers?
This thesis deals with the awareness support for knowledge workers in Re-
search Networks. We have to evaluate to what extent knowledge workers
take on diUerent roles as they carry out their work. Therefore, we need to
analyze:
A.1 What are diUerentiable knowledge worker roles?
A.2 What are typical knowledge actions that knowledge workers perform?
B. What speciVc meaning does the term ’awareness’ take on in the context of Re-
search Networks?
As the term awareness has been mainly deVned in CSCW research, this the-
sis will explore which particularities of the term are existing in Research Net-
works. Due to the lack of large-scale qualitative studies on the topic we carried
out interviews with researchers to gain Vrst-hand knowledge about existing
awareness problems. Thus, we will examine:
B.1 How do researchers deVne awareness in the context of Research Networks?
B.2 What are diUerent forms and aspects of awareness in Research Networks?
B.3 What could a model of awareness in Research Networks look like?
C. Which data sources may be useful to support awareness in Research Networks?
Knowledge workers in Research Networks are constantly producing vast a-
mounts of knowledge artifacts using diUerent tools, output formats and media
types. Each single artifacts and each collection of such artifacts only repre-
sent a slice of scientiVc reality and thus only represent part of the truth. In
order to best capture knowledge spread in Research Networks with the goal
to enhance awareness of knowledge workers therein, we will investigate:
C.1 Which data sources of scholarly knowledge artifacts are suited to support
awareness in Research Networks?
C.2 What awareness support features can be derived from the analysis of scien-
tiVc output?
D. What technology can be used to support awareness in Research Networks?
Awareness support in Research Networks can be accomplished by analyzing
the output of scientiVc work. Those knowledge artifacts are mainly text-based
and interlinked by several means, which enables a multitude of possible ana-
lytical methods. In order to allow the universal analysis of as many types of
knowledge artifacts and relations, open and extensible software solutions need
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to be developed and evaluated in diUerent studies. Thus, we will build proto-
types that support the analyses in this thesis and are open for the demands of
future research. Therefore, we will explore:
D.1 What software architectures may support the analysis of multiple knowl-
edge artifacts to support the awareness of knowledge workers?
D.2 Which future recommender systems can be derived from the Vndings of this
thesis?
D.3 What kind of application may be best suited for integrating the Vndings of
this thesis?
1.6 research approach and outline of the thesis
The research presented in this thesis is based on the strict interweaving of theoretical
and empirical work. Except for Chapter 7 all theoretical approaches will be empiri-
cally evaluated or hypotheses will be empirically tested. DiUerent methods will be
applied ranging from expert interviews and user evaluations of paper prototypes,
over sensor data analysis and online-based questionnaires, to in-depth analyses of
social media usage and scientiVc publications. We will tackle the stated research
questions by investigating what roles knowledge workers take on during their daily
working routines and which tools they use. Furthermore we will take a closer look
at the understanding of awareness and its dimensions in knowledge work and will
interview knowledge workers from a certain domain in order to derivate require-
ments on awareness support tools for knowledge workers in distributed communi-
ties. Moreover, we will develop a theoretical framework model that incorporates
social networks with artefact networks to reWect the object-centered sociality in
knowledge work with social media (Knorr Cetina, 1997; Engeström, 2005; Breslin
et al., 2009). Finally, we will implement and evaluate diUerent tools to enhance
awareness on diUerent dimensions in diUerent Research Networks.
The three central and reoccurring parts in this thesis are 1) theory, 2) system, and
3) empiricism. Adapted versions of Figure 1 will serve as awareness indicator at
the beginning of each chapter to give a brief overview about which of the parts
are covered in the respective chapter. Parts that are not covered in a chapter will
remain labeled with their headlines. Moreover, to further provide eased access to
the contents of each chapter, the contents are depicted in a word cloud outlining the
central themes of each chapter.
Theoretical foundations
The Vrst steps into the theoretical foundations of the research presented here will
be a comprehensive literature study on the topics of knowledge work and aware-
ness in order to deVne the state-of-the-art in these areas. Moreover, related work















Figure 1: The three central parts of investigation in this thesis
will be identiVed and used to deVne weak points in the existing scientiVc inspection.
Chapter 2 will present the existing body of knowledge in the area of knowledge
work, knowledge worker roles and performed knowledge actions. In the chapter
we will compile taxonomies of roles and actions that will be subject of an empiri-
cal evaluation afterwards. Chapter 3 will present our understanding of awareness
in the context of Research Networks (research question B.1, B.2, and B.3) based on
the integration of literature study and empirical results. In Chapter 4 we will de-
scribe the theoretical model of Artefact-Actor-Networks (AANs) that may serve as
versatile approach to combine Social Network Analysis (SNA) with the analysis of
document networks and the relations between those diUerent views on collaborative
work (research question D.1).
Empirical work
The empirical work presented in this research starts with the investigation of the
existence of distinguishable roles of knowledge workers (research question A.1) and
the speciVc knowledge actions they perform (research question A.2) in Chapter 2. In
Chapter 3 we will present the results of a comprehensive interview study with 42 re-
searchers from various research domains and will approach an understanding of the
term awareness in the context of Research Networks (research question B.1). More-
over, the chapter identiVes diUerent forms and aspects of awareness in that context
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(research question B.2). Furthermore, we will present a layered model of awareness
in Research Networks that will be grounded in the interview data (research question
B.3)
A reference implementation of AANs will be used for analyzing social media arti-
facts and their relations from various Research Networks in Chapter 4. The explo-
rative analysis of scientiVc publications using the AAN approach and diUerent mea-
sures of semantic similarity will be thereafter described in Chapter 5. The results of
the two chapters will provide answers to the research questions C.1 and C.2.
In Chapter 6we will describe a widget-based dashboard (AWESOME) that aims at en-
hancing scholarly awareness. The paper prototypes of the dashboard will be empiri-
cally evaluated with 15 researchers and will give partial answers to research question
D.3.
Technical prototypes
We will describe the above mentioned reference implementation of Artefact-Actor-
Networks in Chapter 4 (research question D.1) and an adapted version that interfaces
with a prototype for the calculation of textual similarity in Chapter 5 (research ques-
tion D.1). In Chapter 6 we will present paper prototypes of an awareness dashboard
for supporting scholarly awareness. While not being a piece of hard- or software,
the paper prototypes and their empirical evaluation will point to important future
user interface design guidelines. The chapter will also give advice on how to evalu-
ate and adapt developments so prospective users are a continuous part of the design
and development process. Furthermore, in Chapter 7 we will introduce the proto-
type of a future scientiVc event management system that incorporates the Vndings
from the research presented here. Based on our experiences from the empirical re-
search, we feel that a new system supporting scholarly awareness and the discovery
of new content relevant to one’s own work would be best settled in the context of
scientiVc events (research question D.3). The description of ginkgo also reveals Vrst
ideas for future recommender systems for awareness support in Research Networks
(research question D..2)
General discussion
Finally in Chapter 8, we will discuss this research project as a whole. We will review
the results, answer the research questions raised in this chapter, discuss limitations
of the methodological approach and the impact on various application domains and
on system design. Furthermore, we will give an outlook on future research, neces-
sary studies and possible extensions of the herein presented approaches (research
questions D.2 and D.3).
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Knowledge work is the major driver for scientiVc and societal progress. More than 70% of
the global workforce is already working in knowledge intense jobs and is considered to be
knowledge workers. This chapter presents a typology of roles that knowledge workers regu-
larly take on (research question A.1). Moreover, the chapter sheds light on typical knowledge
actions that they carry out during their daily tasks (research question A.2). In two empirical
studies we show that the sampled users take on all identiVed knowledge worker roles. Fur-
thermore, we identiVed 13 knowledge actions that are carried out diUerently in the single roles.
_________________
This chapter is published as: Reinhardt, W., Schmidt, B., Sloep, P. B., and Drachsler, H. (2011h). Knowledge
worker roles and actions – results of two empirical studies. Knowledge and Process Management, 18(3):150–
174.
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abstract
This paper proposes a typology of knowledge workers and their respective knowledge actions. The
extant literature on the deVnition of knowledge work actions is examined and evaluated. The
existing classiVcations of roles of knowledge workers are evaluated and extended with additional
literature and empirical Vndings on the deVnition of a typology of knowledge worker roles. The
empirical data in this paper comes from two studies. In the Task Execution Study knowledge
workers had to carry out a selection of prepared tasks. The computer system that the participants
were using was equipped with sensors, so that the execution steps of the tasks could be traced
and analyzed. The data from the second study comes from a questionnaire survey of knowledge
workers, which yielded 43 responses. The paper shows that the sampled users take on all identiVed
knowledge worker roles, and that the knowledge work actions can be recognized in the sensor data
from the Vrst study. This paper contributes to the literature by proposing a new way of classifying
the roles of knowledge workers and the knowledge actions they perform during their daily work.
Furthermore, the paper provides a preliminary understanding of the relation between knowledge-
intense work tasks, the roles they are executed in, and the tools that are used to accomplish the
respective tasks.
2.1 introduction
Knowledge work has become the major driver for the present research and devel-
opment eUorts. As early as 1959, Drucker identiVed the transformation of the so-
ciety into a post-industrial state, where the main shift was from manual towards
non-manual work (Drucker, 1959). The main feature diUerentiating knowledge work
from other conventional work is that the basic task of knowledge work is think-
ing. Although all types of jobs entail a mix of physical, social, and mental work,
it is the perennial processing of non-routine problems that require non-linear and
creative thinking that characterizes knowledge work. Organizational Knowledge
Management (KM) positions knowledge as an organizational resource and empha-
sizes the importance of knowledge work and knowledge worker productivity to
achieve competitive advantages. Research in the Veld of KM has focused on four
scopes: (1) the nature of knowledge and how it diUers from data and information; (2)
the organizational aspects of its implementation; (3) the creation and utilization of
Knowledge Management System (KMS); and (4) motivational aspects of knowledge
sharing within the organization.
The Vrst scope of knowledge management has received notable attention with the
approaches to diUerentiate between implicit and explicit knowledge (Polanyi, 1967;
Nonaka and Takeuchi, 1995; Alavi and Leidner, 2001; Day, 2005; Walsham, 2005),
along with research towards the organizational extraction and usage of implicit
knowledge. Although knowledge has always been a determinant of personal and
organizational success, its relation to the concepts of data and information, together
with distinctive features, are constantly discussed in the philosophical and techni-
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cal domains. Although data is commonly deVned as raw symbols or numbers that
are recorded through measurement processes (AckhoU, 1989), a deVnition of infor-
mation needs to be developed, which includes at least a contextual and a technical
point of view. Erren (2010) incorporated both a human and a technical dimension
in his deVnition of information when he stated that “Information is that part of per-
ception or measuring that gets noticed making a cognitive or technical diUerence by
standing out.” The precise deVnition of knowledge, however, is something that re-
searchers tried to come up with during the last two millenniums. For this article,
and following Spender (1996), we will consider knowledge as “a process or a compe-
tent goal-oriented activity rather than as an observable and transferable resource” that
allows the derivation of new understanding in non-routine problems (Billet, 1998).
The organizational aspects and derivation of models for organizational knowledge
Wow have also received attention from researchers. Several models have proposed to
map the personal and organizational Wow of information and knowledge in various
settings and with diUering focal points. Holsapple and Jones (2004, 2005) have devel-
oped an advanced knowledge Wow model, which portrays and discusses activities in
knowledge work. Furthermore, Walsham (2005) introduced a model for the transfer
of knowledge in organizations that was extended by Riss et al. (2007). The model’s
distinguishing feature is the representation of connections between the diUerent
knowledge types in the transfer process. The knowledge maturing process intro-
duced by Maier and Schmidt (2007), identiVes phases of inter-individual knowledge
exchange and the analysis of disruptions in the exchange. The model distinguishes
between diverging phases in the development of knowledge and associated informa-
tion artifacts of diUerent maturing levels with those phases. Barth (2004) and Nissen
(2005) on the other hand, focussed on models that depict the inWuence of tools and
diUerent forms of knowledge on the knowledge Wow.
The third stream focuses on the creation, implementation, and practical utilization
of knowledge management systems. Whereas from a practitioners’ perspective, the
stream was dealing mainly with the adoption and adaption of existing software so-
lutions and the development of methodologies for knowledge management imple-
mentation (Quaddus and Xu, 2005; Stieger and Aleksy, 2009), this scope of research
also includes the critical analysis of the value that arises from the utilization of KMS
(Kautz and Mahnke, 2003).
In recent years, the motivation of employees has also been widely studied. Re-
searchers as well as practitioners recognize motivation to be a major factor for the ac-
ceptance and usage of knowledge management systems. Kunzmann et al. (2009) dis-
cussed the relevance of integrating both intrinsic and extrinsic motivation of knowl-
edge workers into the design of learning support strategies in organizations. Knowl-
edge workers motivation to use KMS is, hence, depending on three dimensions: the
individual, the interpersonal, and the work context dimension. Andriessen (2006)
pointed out that individual knowledge sharing behavior depends on multiple factors
and processes including the individual intention and capacity to share as well as
the perceived barriers for sharing and characteristics of the organization. Consid-
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ering knowledge workers as investors of knowledge and energy in an organization
(Stewart, 1998; Davenport, 1999; EVmova, 2004), knowledge workers are to engage
in knowledge sharing activities if they have the right motivation to do so. Follow-
ing the task of knowledge management should then be to establish work conditions
that stimulate and activate employees to participate in active knowledge sharing
(Kelloway and Barling, 2000).
Extensive research in the four domains notwithstanding, most of the relevant lit-
erature considers the organizational members who are entangled in knowledge as
Vxtures of the organization’s processes (Geisler, 2007). Thus, knowledge workers
are often perceived as human objects whose cognitive dimension is targeted with
knowledge management systems. The diUerent roles knowledge workers possess,
the activities and actions they are embedded in, and the potential role conWicts that
emerge during work execution are only touched upon. A detailed typology of knowl-
edge worker roles is thus needed to support such research.
Three basic questions guide our research presented in this paper. First, are there dis-
tinguishable roles that knowledge workers take on during their daily work? Second,
what general knowledge actions are the knowledge workers performing on their
job? And third, what tools are knowledge workers using in speciVc tasks, and how
do they relate to the identiVed knowledge actions and knowledge worker roles?
This paper proposes a typology of knowledge worker roles and a classiVcation of
knowledge actions that link the generation and application of organizational knowl-
edge to its users. The typology identiVes 10 roles in the processing of knowledge.
The Vnal section of the paper discusses the implications for further research on
the topic and the practical implications towards Personal Knowledge Management
(PKM) and Organizational Knowledge Management (OKM) systems.
2.2 methodology
As researchers of the physical and digital workplace, we investigated the roles and
actions in organizational knowledge work by using integrated, qualitative, and quan-
titative research methods. Research focused on well and ill-structured knowledge-
intense workplaces at all levels of the organization, including senior managers, Vrst-
level and second-level supervisors, technical engineers, junior and senior researchers;
it covers several companies and research institutes in Europe. Participation was vol-
untary and responses were kept completely conVdential.
2.2.1 Research design
Research included various methods, from techniques that incorporated none to little
interaction between researcher and respondent (i.e., observation of task execution
or questionnaire), to those that involved greater levels of researcher-respondent in-
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teraction. The used approaches reWect our understanding that knowledge work and
workplace learning occur in a continuum between the implicit and explicit. Under-
standing knowledge work demands a better understanding of “what people are doing”
and the practices involved (Schultze, 2000a,b). Practices unfold solution strategies of
knowledge workers in repeated and rehearsed actions. A central element of solution
strategies is the application of tools. The tool, forming the center-of-gravity of most
practices in knowledge work, is the personal computer with its various stand-alone
and web-based applications (Pyöriä, 2005). Therefore, we consider understanding
the practice of task execution with a personal computer as an important element of
understanding the present knowledge work.
In the following, we describe our research methods and the total number of partici-
pants assessed for both studies.
2.2.2 Qualitative research methods
Qualitative research aims at gathering data and in-depth understanding of human
behavior and the reasons that govern such behavior. One method to collect quali-
tative data by observation is shadowing. Shadowing refers to the observation of an
individual or group, where the researcher does not disturb the participants except to
ask brief questions for clariVcation. Shadowing allows researchers to see how task
execution and learning takes place in its natural setting.
To gain insight into the practices of task execution with a personal computer, we
have conducted an explorative Task Execution Study (TES), which observed the
knowledge worker when interacting with a computer system.
Task execution study
Our explorative study had the following setup. Twenty participants (16 men, 4
women; among them: six Post-docs, two Researchers, eight PhD students, and four
Master students) working for an international software company in research had
to execute a selection of tasks, using the standard computer environment provided
by the company. The computer environment includes operating system, oXce suite
and web browser. It represents a standard toolset used in many companies.
Each user executed six tasks, randomly selected from a repository of nine tasks.
The users were familiar with the tasks, as they normally occur during their daily
business (e.g., review applications for a job, create presentation based on diUerent
user input). The tasks were knowledge-intensive in the sense that they required
individual planning of the execution steps, including the selection of involved in-
formation sources and tools in the given environment. To track the task execution
process, we equipped the computer system with sensors, which generated 26 diUer-
ent event types, triggered by interactions with the system (128,507 events). Each
event contained detailed information about the user interaction and the visual con-
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tent presented to the user in the context of the interaction. After each task execution,
the participants had to Vll out a short survey sheet. The sheet asked for the main
elements of the task execution process, the user’s intention, and the awareness of
decisions that were considered.
Only little research is conducted in the domain of execution of knowledge-intensive
tasks. Several studies exist about algorithmic performance and features for task iden-
tiVcation based on user-system interaction data in the domain of machine learning,
for example, Brdiczka (2009); Lokaiczyk et al. (2010); Rath (2010). The process of task
execution is not in the focus of these studies. We generate interaction data, such as
in the given examples, but focus on explorative data analysis to Vnd manifestations
of individual solution strategies of knowledge workers within the interaction data.
The data analysis revealed various aspects that required further investigation. Thus,
a second study synthesizing those aspects was conducted and described in the fol-
lowing section.
2.2.3 Quantitative research methods
Although qualitative research provides an in-depth understanding of the execution
of tasks, quantitative research, in the form of surveys, gathers data on the diverse
opinions and views on knowledge work. It is a useful complement to the qualita-
tive data. In the Knowledge Worker Roles Questionnaire (KWRQ), we prepared an
online questionnaire using the free software LimeSurvey (Schmitz, 2010), as it was
the most suitable approach for the quantitative part of this research. The KWRQ
consisted of 46 questions in four groups (see Appendix A) and was targeted at Eu-
ropean knowledge workers in both well-structured and ill-structured working envi-
ronments. The link to the questionnaire was sent to two European research projects
and personal contacts at 10 small and medium enterprises for distribution among the
employees. Moreover, we shared the link in Twitter and two professional network-
ing sites in dedicated groups for knowledge management. Out of 149 participants
who started the answering of the questionnaire, only 43 participants completely Vn-
ished the questionnaire. On average, it took the participants 39 minutes to Vll in the
questionnaire1.
2.2.3.1 Survey respondent’s demographics
The following demographics illustrate the range and diversity of questionnaire’s re-
spondents:
• 60% are male, 40% are female
1 The Vnishing rate of only 28.9% can be explained with the very extensive questionnaire. The results are
thus reWecting the opinions of people who could aUord to spend averagely 39 minutes on a knowledge
work questionnaire. However, we are not aware of any bias that results from this unenforced selection
criterion.
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• 58% work in educational or research organizations, 40% work in corporate
organizations, 2% work in open-source software-development projects
• 47% are between the ages of 25-30, 14% are between the ages of 31-35, 12% are
between the ages of 36-40 and 28% are 41 years and older with a maximum age
of 60.2
• 56% work in Germany, 9% in the Netherlands, 7% in Switzerland, 7% in the
UK, 5% in Estonia. Other respondents work in Austria, Belgium, Finland, and
Sweden.
• 21% work in the educational sector, 16% in the research sector, 12% in the com-
puter software sector, 9% in e-learning, 9% in information technology. Other
respondents work in the sectors marketing and advertising,
2.2.3.2 Survey respondent’s work experience
Again, the following data about the respondent’s work experience illustrate the
range and diversity of survey responses.
• On average, the respondents have 9 years of overall work experience, ranging
from 1 year to 38 in the extremes. 30% have an overall work experience of up
to 5 years, another 30% have between 6-10 years of overall work experience.
23% of the respondents have between 10-20 years of work experience and 16%
have more than 21 years of work experience.3
• The respondents have worked in their current position for 3 years averagely.
56% have worked in their current position up to three years, 28% between 4 to
10 years, and 16% for 11 or more years.
2.3 knowledge work and knowledge as rational capacity
The notion of knowledge work coined by Drucker (1959) and Bell (1974) has proven
useful to capture a class of work of vital importance for modern economies: work
with an increasing integration of information creation and consumption into daily
work processes. Brinkley (2008) described the knowledge economy as, “the story of
how new general purpose technologies have combined with intellectual and knowledge
assets – the intangibles’ of research, design, development, creativity, education, science,
brand equity, and human capital – to transform our economy”. This knowledge econ-
omy is based on workers who engage in knowledge-intensive tasks in their daily
work. Knowledge-intensive tasks resist standardization because of their contingent
nature. But the fact of the matter is that, a standardized classiVcation of knowledge
work is diXcult. Pyöriä (2005) studied knowledge-work deVnitions focusing on the
nature of work as a non-routine task, the education of knowledge workers, or the
2 Deviations from 100 percent due to rounding.
3 Deviations from 100 percent due to rounding.
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use of technologies such as IT. Pyöriä showed that none of the existing deVnitions of
knowledge work captured all types of knowledge work, described in the literature.
Therefore, Pyöriä is in favor of project-speciVc knowledge work deVnitions as an
adequate way to cope with the diversity of existing deVnitions.
Following this idea, we want to give a speciVcation of the knowledge work type,
which is subject of this study. In this paper, we concentrate on knowledge work
as the execution of knowledge-intensive tasks (e.g., decision-making, knowledge-
production scenarios, and monitoring organizational performance), with IT support.
In this domain, knowledge work essentially consists of the organization of informa-
tion artifacts, their creation, consideration, and transformation. The work process is
dominated by communication, data production, and consumption actions: sending
and processing e-mails, web browsing, working on documents, or doing calculations.
The major characteristic of knowledge-intensive tasks executed using a computer
is the weak structure of work execution processes (Byström and Hansen, 2005).
The work process is the result of the individual application of knowledge to solve
problems. This execution-centric perspective on knowledge favors the deVnition of
knowledge as rational capacity: a potential, which only becomes manifest in action
(Kern, 2007).














Figure 2: Human-world interaction model
Utilizing knowledge as rational capacity in the work process shall be investigated
further by an examination of rational human-world interaction. To specify this,
we use an extension of the k-system model by Stachowiak (1976). Figure 2 depicts
the individual context of a knowledge worker and his relation to the environment.
The individual and world are connected by two modes of interaction: action and
perception. Perception is a selective process, as it includes the identiVcation of those
elements of the environment, which are related to an individual intention (intrinsic
context factors), and those elements that are not related to an intention (extrinsic
context factors). Action connects the individual to the environment in the sense
of an active transformation of the environment. Perception and action are guided
by plans, which are generated based on individual intentions. The generation of
plans towards a given intention, an objective with the resulting actions, perception
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of the environment, and continuous adaptation of plans, is the process of knowledge
activation.
We give an example of a knowledge-intensive task and its execution. An individual
is asked to create a presentation on the research topic ’Augmented Reality’ for a later
presentation to other colleagues. The individual accepts a new intention, explicitly
the creation of the presentation. The individual generates a plan guided by personal
experience and consequently also guided by a possible lack of experience on certain
aspects of the task (e.g., selection of PowerPoint as application, identifying the de-
mand to search for details on Google, or ask a colleague). The plan closely follows
the perception (Where is the button to start PowerPoint?, Is a colleague online in
the instant messaging tool?, etc.), and guides the action of the individual (open Pow-
erPoint by moving mouse and clicking on it, open web browser by using a shortcut).
As a result, only those elements of the world are considered relevant, which are
aligned with the intention (e.g., an e-mail might arrive but is not processed further
after identifying the sender as not related to the current task and not considered
important enough to switch tasks). The results of the actions are permanently per-
ceived and interpreted with respect to the plan (the colleague is not online, thus Vnd
another source of the required information or other ways to communicate with the
colleague). Once the presentation is Vnalized, the individual reviews it again to as-
sure the appropriate Vnalization of the task.
Most aspects of the given model exist only implicitly in the user. Apart from the pro-
duced artifacts, the action is the only observable fact that externalizes knowledge
work. We assume that tracking of actions and reasoning about underlying motiva-
tions allow us to get a better idea of knowledge work as rational capacity, and as
such, as actual work execution. Thereby, we focus, in this paper, on task execution
on the computer desktop. Based on tracked user data, we assume that patterns of
actions and internalized solution procedures of knowledge workers emerge.
2.4 activities , knowledge actions and operations
We explored the relevance of knowledge work for organizational progress and ad-
vance in research in the previous section. Moreover, we distinguished knowledge
work from other types of work. As knowledge work does not simply mean the appli-
cation of existing knowledge and its exploitation in a new setting, concepts applied
in traditional process or workWow management seem to be inappropriate for their
application. Thus, it is necessary to develop alternative concepts that are useful to de-
scribe the creative, unstructured, spontaneous, and improvement-oriented learning
process that distinguishes knowledge work from other forms of work. The focus on
work practices to study knowledge work is a common procedure and recommended
by Blackler (1993), for example.
Activity Theory (AT) has often been proposed as theoretical framework for the ex-
ploration of knowledge work practices. Following our distinction between data, in-
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formation, and knowledge, the latter should be understood as something that is
constantly subject to change within personal learning expressed in individual work
practices. We will brieWy introduce the basic assumptions of AT and their implica-
tions on the existence of what we call knowledge actions.
Activity Theory Vnds its roots in the works of the Russian psychologist Vygotsky
and was further developed by Leont’ev and Rubinstein. Vygotsky is the founder of
cultural-historic psychology and was aware of important concepts that the Western
social science only began to become aware of, about 40 years later, at the end of the
1970s. Vygotsky was synthesizing Karl Marx’s conception of human nature as not
to be Vxed, but rather continuously shaped by productive activity (Hädrich, 2008).
Marx’s conception was mainly related to the production of material goods, but can
also be referred to mental ideas (Blackler, 1993; Tolman, 2001). In his work, Vygot-
sky pointed out that higher mental models have their origin in social processes (also
see Tönnies’ (1988) elaborations on community and society for that discussion). The
smallest possible unit that Vygotsky suggested for the analysis of social processes is
the so-called activity. According to Leont’ev (1977), activities should be seen as those
processes “that realize a person’s actual life in the objective world by which he is sur-
rounded”. Activities related between individual motives, expected outcomes, and the
tools used within the actions of the process. Engeström (1987) updated Vygotsky’s
activity theory model to a more contemporary version including aspects of division
of labor, the role of a community in the social process, as well as the existence of
implicit and explicit rules. Engeström’s version of activity theory then received sub-
stantive attention in the Velds of HCI and CSCW (Kuutti, 1991; Nardi, 1997; Nardi and
Engeström, 1999; Mwanza, 2001; Collins et al., 2002; Nardi et al., 2002) as well as in







Figure 3: Hierarchical structure of activity, action, and operation (based on Kuutti (1997))
In Engeström’s activity system, activities have a hierarchical structure that is de-
picted in Figure 3 (Kuutti, 1997; Hasan and Gould, 2003). Each activity is driven
by a common motive and accomplished by a set of actions, whereas each single ac-
tion can be part of multiple activities. Several alternative actions and combinations
of actions can achieve the objective of each activity. Research shows that actions
consist of at least two phases: orientation phase and execution phase (Kuutti, 1997;
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Byström and Hansen, 2005), and that each action is directed towards goals. The Vrst
phase is typically described as the supporting phase, in which planning for action
and reWection of planned operations takes place. The second phase is the actual
execution of the action by a chain of operations that are executed under certain con-
ditions. At the moment, operations are the smallest piece of knowledge work that
can be traced with information technology. The three levels of activities share a
vital relationship as concepts on higher levels may collapse into concepts on lower
levels whenever learning or habitualization (also routinization) (Kuutti, 1997; Hasan
and Gould, 2003)) takes place. They unfold to higher levels, if changes occur, and
learning is necessary.
A number of researchers and knowledge management practitioners have written
about objective work occurrences in knowledge work. In the following, we classify
the described work occurrences by activities, actions, and operations. The following
classiVcation is not all-inclusive and may be diUerent for a specialized domain of
work, but presents a basic understanding of the terms.
An activity stands for an individual commitment towards a motive. To realize the
activity, diUerent actions are required. A relevant part of knowledge work involves
the application of recurring working techniques, which demand the creative and
thoughtful adaptation to new situations. In the following, we use the term knowl-
edge actions, following Hädrich (2008) to describe fundamental building blocks of
knowledge work, providing work execution patterns. Frequent use improves the
application of knowledge actions, but the automation to a subconsciously executed
operation is not possible. Actions such as planning, checking, and so on that are
carried out in personal and organizational knowledge work.
Knowledge actions, in general, have their foundation in the perspective of practices
of knowledge work as described for example in Blackler (1993). As Wenger (1998)
pointed out, practice is the source of coherence of a community because of mutual
engagement, joint enterprise, and shared repertoire. Kaschig et al. (2010) linked to
the work of Daskalaki and Blair (2002), when they argued that “practices formed
by individuals that are part of semi-permanent work groups are examples of how
knowledge work can be framed as a social process”. Following the works of Schultze
(2000a,b); Hädrich (2008) and Kaschig et al. (2010), we believe that knowledge work
is characterized by certain knowledge actions and diUerent roles that knowledge
workers take on (Nonaka and Takeuchi, 1995; Davenport, 1998). In the following, we
review literature towards the deVnition of knowledge actions that inWuenced the
typology of knowledge actions presented here4.
A number of researchers and knowledge management practitioners have written
about KM practices and listed actions that are carried out in personal and organiza-
tional knowledge work. Davenport (1998) discussed the need to explore individual
work actions to focus on knowledge worker productivity and to better understand
4 Despite intensive literature study, we are aware that we might not have considered all existing classiVca-
tion schemes for knowledge work activities and actions that are out there.
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knowledge work processes. Markus (2001) described a series of necessary actions for
re-using knowledge in an organization with reference to Davenport (1999), such as
documenting knowledge, packaging knowledge for re-use, and disseminating knowl-
edge. Skyrme (1999) identiVed a set of knowledge networking actions, such as self-
awareness, communication, and developing networks. Barth (2004) deVned a PKM
process model that is centered on knowledge actions and also mentioned tools that
can be used. The actions are: accessing information and ideas (desktop search),
evaluating information and ideas (collaborative Vltering), organizing information
and ideas (diaries, portals), analyzing information and ideas (spreadsheets, visual-
izations), conveying information and ideas (presentations, web sites), collaboration
around information and ideas (messaging, meeting), and securing information and
ideas (virus scanner). Davis (2003) discussed the eUects of ubiquitous computing on
the productivity in knowledge work and identiVed aUordances that provide support
for the knowledge actions: authoring, review, planning, collaboration, and commu-
nication. EVmova (2004) examined knowledge sharing and network development
practices of knowledge workers involved in weblog actions. She suggested personal
knowledge actions that incorporated awareness, establishing and maintaining net-
works, and organizing ideas. Holsapple and Jones (2004, 2005) developed an ad-
vanced knowledge Wow model that reWects knowledge work actions, such as knowl-
edge acquisition, coordination, and measurement of knowledge work. According to
North (2007), planning, analyzing (including searching, structuring, and reWecting),
synthesizing (including combination, reconVguration, designing), communication
and documentation, and learning are core value creation components in knowledge
work. Hädrich (2008) identiVed a set of eight reoccurring knowledge work actions
as particles of knowledge work. Each action is an abstraction from the actual task
execution process and described as: authoring, co-authoring, training, acquisition,
update, feedback, expert search, and invitation. Völkel (2010) empirically found use-
cases in personal knowledge work such as learning, idea management, document
creation, argumentation, and personal social network management. In Table 1, we
list a selection of relevant existing taxonomies for knowledge actions that inWuenced
our synoptic knowledge work action list.
Not only did researchers investigate the nature of existing knowledge work actions
but also diUerent attempts to identify if more granular knowledge actions exist have
been undertaken. Operations are homogeneous work occurrences, that is, recurrent
work occurrences are completely similar and do not require adaptation. As an eUect,
operations can be internalized and executed without much eUort. All interactions
with tools are operations, for example, using a pen, typing with a keyboard, or coor-
dination with the mouse. Even complex work occurrences can become operations,
as long as they are similar, which is the case for workWows (e.g., working on a form-
based workWow might become an operation although the workWow itself solves a
complex problem). Hädrich (2008) decomposed knowledge actions into diUerent
steps based on interviews. The model of Geisler (2007) was based on interviews
with managers, who were actively engaged in knowledge management in their or-
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Table 1: Existing taxonomies for knowledge actions
Davenport (1999) Davis (2003) Sellen and Harper (2003) Holsapple and Jones
(2004, 2005)
acquisition authoring acquiring acquisition
application review annotating assimilation
creation planning collaboration composing control










creativity expert search organizing
establishing and maintaining relations feedback presenting
exposure invitation retrieving
lurking training securing
making sense of information update sharing
organizing ideas storing
ganizations. He worked out four stages of what he calls ’knowledge processing’,
namely generation, transfer, implementation, and absorption that are then further
described using concrete knowledge actions. Völkel (2010), on the other hand, in-
vestigated knowledge cues and processes in personal knowledge management. His
knowledge model comes with seven main knowledge processes that are extended
by four additional processes in collaborative knowledge work. The knowledge pro-
cesses of the Völkel model are then further investigated and split in Vner-grained
process steps.
These approaches diUer with respect to the granularity of descriptions and distinc-
tion of activities, actions, and operations. Where Hädrich’s decomposition describes
routinized aspects of knowledge actions, Völkel (2010) and Geisler (2007) rather de-
scribed explicit operations. Further research on the relation between activities, on
the one hand, and operations, on the other hand, is much needed. Here, we focus on
the level of knowledge actions.
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2.4.1 A typology of knowledge actions
Based on the knowledge actions identiVed in the existing literature, in the follow-
ing section, this article presents a coherent typology of knowledge actions. Each
knowledge activity is characterized, and its related concepts from the literature are
presented as well as typical actions for each activity.
Acquisition means the gathering of information with the conscious goal of either de-
veloping personal skills or a project. Acquisition also relates to the goal of obtaining
a physical or digital asset in the context of one’s work process. This action can be
found in the sets of relevant knowledge actions of Davenport (1999); Markus (2001);
Sellen and Harper (2003); Barth (2004); Holsapple and Jones (2004); Hädrich (2008).
Analyze means to examine something carefully, and to completely understand it.
This knowledge action can be found in the works of Barth (2004); North (2007);
Bernstein (2010).
The knowledge action authoring relates to the creation of textual or other media
content with the help of technology. Authoring is embodied in the existing sets
of knowledge actions, but it is partially paraphrased with other terms. For exam-
ple, Davenport (1999) mentioned the documentation of knowledge for its later reuse,
which is clearly related to the externalization of one’s knowledge in exchangeable
artifacts. Sellen and Harper (2003) on the other hand, called an important action
’composing’, and Völkel (2010) called it ’document creation’. Hädrich (2008) explic-
itly mentioned the actions ’authoring’ and ’co-authoring’, where the latter could also
be interpreted as ’document creation’ in Völkel’s wording.
Co-authoring is the extension of authoring by a collaborative aspect and thus all
’documentation’ actions (North, 2007; Davenport, 1999) can also be subsumed to the
collaborative creation of assets.
Dissemination means spreading information or information objects and often has
the connotation of the propagation of one’s own work results over various commu-
nication channels. Such an action can be found in most of the literature examined
although, also here, the authors use various terms for describing the action. Dav-
enport (1999) is the only author that used the term dissemination, whereas others
use communication (Davis, 2003; Skyrme, 1999), exposure (EVmova, 2004), convey-
ing information (Barth, 2004), emission (Holsapple and Jones, 2004) or sharing and
presenting (Bernstein, 2010) for the same action.
The knowledge action expert search means the retrieval of an expert in a certain
topic or domain to discuss an issue or solve a problem collaboratively. The only
exact occurrence of this phrasing is in Hädrich (2008), but EVmova (2004) described
the process as establishing relations to other knowledgeable researchers.
Giving feedback on something means to assess an idea or asset according to indi-
vidual or community rules. This knowledge action is often described as evaluating
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some idea or asset or reviewing it (Davis, 2003; Barth, 2004; Bernstein, 2010), or it is
directly named feedback as in Hädrich (2008).
Also, the knowledge action of information organization looms in the existing knowl-
edge work literature. For example, Sellen and Harper (2003) and Bernstein (2010)
explicitly named organizing knowledge a relevant action. EVmova’s (2004) view on
knowledge work is shaped by the usage of weblogs as tools, but she nevertheless
mentions the organization of ideas as relevant and weblog-supported knowledge
action.
Information search is a knowledge action, diUerent than acquisition as the conscious-
ness of the exact goal may be missing, or the precise asset to look for is unclear. In-
formation search thus means looking up information on a speciVc topic or problem
in a speciVc form. Often, knowledge workers use personal and organizational Vle
storages during the action, or they avail themselves of information retrieval services,
such as search engines. This knowledge action can be directly found in the works
of Barth (2004); North (2007); Bernstein (2010) and is also discussed in a broader
meaning in Davenport (1999); Skyrme (1999); Sellen and Harper (2003).
The learning knowledge action refers to the informal learning processes during the
execution of work and in the exchange with others, as well as to formalized training
courses. Besides thinking out of the box, lifelong learning is one of the key require-
ments on knowledge workers and the modern society (Delors, 1996). The ongoing
concern with the latest research results, best practices, and newest technologies is
important for a knowledge worker’s productivity and eUectiveness. Therefore, learn-
ing is part of the here-presented typology of knowledge actions. The action can also
be found in the works of North (2007) and Hädrich (2008).
Monitoring is a knowledge action that refers to staying up-to-date about a selected
topic or domain. Monitoring is a basic action, for example, analyze or feedback, and
includes the self-directed updating about relevant topics after a period of having
been absent from work. Monitoring is sometimes paraphrased as updating (Hädrich,
2008) or controlling (Holsapple and Jones, 2004, 2005). Skyrme (1999) and EVmova
(2004) used the broader term awareness as relevant knowledge action, which com-
prises the active monitoring of a topic or community as well.
Networking means the physical or technology-mediated interaction with other peo-
ple or organizations, with the goal to exchange information and to develop contacts
or networks of experts. Thus, it comprises existing actions such as collaboration
(Davis, 2003; EVmova, 2004; Barth, 2004), and communication (Skyrme, 1999; Davis,
2003; Holsapple and Jones, 2004, 2005). Moreover, networking needs to be a coor-
dinated process (Holsapple and Jones, 2004, 2005) of conversations (EVmova, 2004)
that is closely related to the knowledge action of expert search. Furthermore, there
are explicit mentions of developing professional networks in Skyrme (1999); EVmova
(2004); Bernstein (2010).
The knowledge action service search refers to the retrieval of specialized services for
a given problem. In Davis (2003), the topic of ubiquitous computing is introduced
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Table 2: A typology of knowledge actions
Knowledge action Description
Acquisition Means gathering of information with the goal of developing skills or project or
obtaining an asset.
Analyze Means examining or thinking about something carefully, in order to understand
it.
Authoring Means the creation of textual and medial content using software system, e.g.
word processing systems/ presentation software
Co-authoring Means the collaborative creation of textual and medial content using software
applications, e.g. word processing systems/ presentation software.
Dissemination Means spreading information or information objects, often work results.
Expert Search Means the retrieval of an expert to discuss and solve a speciVc problem.
Feedback Refers to the assessment of a proposition or an information object.
Information organization Is the personal or organizational management of information collections.
Information search Means looking up information on a speciVc topic and in a speciVc form. Of-
ten we search using the folder structure of a Vle system or we search using an
information retrieval service.
Learning Means acquiring new knowledge, skills or understanding during the execution
of work or based on formalized learning material.
Monitoring Means keeping oneself or the organization up-to date about selected topics, e.g.,
based on diUerent electronic information resources.
Networking Refers to interacting with other people and organizations to exchange informa-
tion and develop contacts
Service search Refers to the retrieval of specialized web services that oUer speciVc functions,
e.g. a translation service.
and related to the creation of text-based artifacts. Another example is the retrieval of
a translation or booking service. This search action diUers from the two other search
actions presented not only because of the diUerent object to be retrieved but also in
terms of technology used and existing goals and motivation. In the broadest sense,
the action of securing information or knowledge (Barth, 2004; Bernstein, 2010) can
be taken into account in this action as a knowledge worker may need to explore the
existing service propositions within or outside the organization for securing their
work.
Table 2 provides an overview of the typology of knowledge actions, their description,
and a selection of typical knowledge actions as part of the action.
In the following section, we explore the existing body of knowledge regarding the
existence of diUerentiable roles of knowledge workers and present our typology of
knowledge workers.
2.5 typology of knowledge worker roles
Whereas in classic manual work, physical materials are transformed into tangible
products, the transformation in knowledge work is a cognitive one. As described
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earlier, knowledge work requires prior individual and communal knowledge and the
ability to apply knowledge in action and generate new potential knowledge. Drucker
coined the term of the knowledge worker in 1969, where he describes him or her as
“...the man or woman who applies productive work ideas, concepts and information
rather than manual skill or brawn”. It is diXcult to develop a clear understanding
of what exactly distinguishes a knowledge worker from a manual worker from this
short description. Despres and Hiltrop (1995) oUered more insight with their deVni-
tion of knowledge work as being the “systematic activity that traXcs data, manipu-
lates information and develops knowledge. The work may be theoretical and directed at
no immediate practical purpose, or pragmatic and aimed at devising new applications,
devices, products or processes”. Kelley (1990) pointed out that knowledge workers are
“hired for their problem solving abilities, creativity, talent and intelligence” and Erren
(2010) added that they “constantly [need to] familiarize themselves with new (scien-
tiVc) Vndings in their respective Velds of work in order to stay up-to-date on possible
problems and innovative ways of solving them (including instruments and tools)”.
Although the existing literature deals extensively with the nature of knowledge work
and the distinction between knowledge and manual workers, only little research is
carried out on the breakdown of diUerent knowledge worker roles.
The Merriam Webster Dictionary (2010) describes roles as ’expected behavior pat-
terns’; roles structure and organize work. Within processes, roles are used to de-
scribe expected behavior of individuals within given processes. For organizations,
roles have a broader scope and are accumulations of expected behavior, comprising
a huge set of tasks. Using roles to organize tasks of knowledge workers highlights
the diUerent facets of knowledge work and supports the identiVcation of diUerent
types of knowledge workers. An existing breakdown of knowledge work into roles
has been carried out by Snyder-Halpern et al. (2001) who described the roles of data
gatherer, information user, knowledge user, and knowledge builder in the domain
of nursing. The four roles demand deVnitions for data, information, and knowledge
and are very generic. Beckstead and Vinodrai (2003) proposed a knowledge-worker
classiVcation, which is based on the Canadian Standard Occupation ClassiVcation.
They identiVed 40 occupational knowledge-based categories and categorize them in
three classes of workers: professional workers, management workers, and technical
workers; they all have at least a post-secondary education.
Brown et al. (2002) investigated the need for a person whose main task would be to
integrate dispersed knowledge within an organization. They identiVed a knowledge
integrator node that refers to people who consciously integrate knowledge gained
during the communication with peers and then disseminate that knowledge across
organizational boundaries. The authors are not concerned with general knowledge
workers in companies, but speciVcally with those people involved in the creation of
new knowledge (the ’knowledge creation crew’ as Nonaka and Takeuchi (1995) called
them). Even if the early knowledge management literature suggested that knowl-
edge was an asset that could be simply externalized, circulated amongst knowledge
workers and internalized by them (Nonaka and Takeuchi, 1995), we now know that
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knowledge cannot be stored in a knowledge management system: it being conceived
of as rational capacity held by humans prevents that (Nonaka et al., 2001). Without
dispute, artifacts can serve as ’external memory’ (Keil-Slawik, 1990), and knowledge
workers externalize their individual knowledge in multimedia assets that are shared
within a community or organization. The main reason why many authors regarded
knowledge as exchangeable asset seems to be based on exactly this necessity of ex-
ternal artifacts for acquiring, storing, and sharing knowledge (Erren, 2010; Alavi
and Leidner, 2001; Carlsson et al., 1996; McQueen, 1998; Zack, 1998). The roles iden-
tiVed in Nonaka and Takeuchi (1995), namely knowledge practitioners, knowledge
engineers, and knowledge oXcers are thus not directly relevant for the typology of
knowledge workers presented here.
Davenport (1998) on the other hand, pointed out that those knowledge practitioners,
who have a wide variety of experience and are able to communicate with both col-
leagues and customers, may act as boundary spanners. They also may act as people
who are searching for ways to solve complex issues and understand problems of
fellow workers. Moreover, Davenport (1998) described that skilled knowledge engi-
neers can become sharers of knowledge and insight thus relating existing organiza-
tional knowledge to new visions. Fellow workers trust in the skills and knowledge
of these engineers, who are well connected in the company’s network. They fur-
ther elaborate that knowledge oXcers can take on the role of a knowledge broker
(gatekeeper or boundary spanner) and are connected to people outside the company
who are looking for a certain type of knowledge. Knowledge oXcers are hence often
engaged in business-to-business networks.
A Forrester study from 2005 investigated the knowledge worker workplace and spot-
ted lack of tool support for three types of knowledge workers (Moore and Rugullies,
2005): (1) dreamers, people who develop new marketing ideas or strategize a com-
pany’s future direction, lack tools for brainstorming, strategic planning, and busi-
ness status visualization, (2) problem-solvers, who are engaged with implementing
the ideas and strategies developed by dreamers lack tools for decision-support and
sharing best practices, (3) doers (“people at the frontline”) lack tools of monitoring
the companies’ performance “and streamlining exceptions like non-availability of re-
sources or people” (Moore and Rugullies, 2005). In an empirical study, Geisler (2007)
investigated factors that motivate knowledge workers working with organizational
knowledge and identiVed three types of knowledge actors: generators, transformers,
and users. Geisler (2007) pointed out that organizational members “play the roles
intermittently” and that role switches may lead to role ambiguities and role conWicts.
Existing literature reveals a scattered view on the roles of knowledge workers. Based
on the works reviewed, this paper presents a typology of knowledge workers roles
that is more selective. Table 3 presents the nine knowledge worker roles that we
identiVed, gives a short description of the individual roles, and names typical knowl-
edge actions that we expected to be associated with the roles. The roles are that
of controller, helper, learner, linker, networker, organizer, retriever, sharer, solver,
and tracker. The role of a learner cannot be identiVed in the existing literature,
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Table 3: Typology of knowledge worker roles
Role Description Typical knowledge actions
(expected)
Existence of this role in litera-
ture
Controller People that monitor the
organizational performance




Moore and Rugullies (2005);
Geisler (2007)
Helper People that transfers infor-
mation to teach others, once
they passed a problem.
authoring, analyze, dissem-
ination, feedback, informa-
tion search, learning, net-
working
Davenport (1998)
Learner People that use information
and practices to improve





Linker People that associate and
mash up information from







and Takeuchi (1995); Geisler
(2007)
Networker People that create personal
or project related connec-
tions with people involved
in the same kind of work, to






and Takeuchi (1995); Geisler
(2007)
Organizer People that are involved in
personal or organizational
planning of activities, e.g.




Moore and Rugullies (2005)
Retriever People that search and col-






Snyder-Halpern et al. (2001)
Sharer People that disseminate in-
formation in a community.
authoring, co-authoring,
dissemination, networking
Davenport (1998); Brown et al.
(2002); Geisler (2007)
Solver People that Vnd or provide a





Davenport (1998); Nonaka and
Takeuchi (1995); Moore and
Rugullies (2005)
Tracker People that monitor and re-
act on personal and orga-




Moore and Rugullies (2005)
but it is beyond question that all authors consider continuous learning and updat-
ing with the latest research Vndings, technology, methods, and materials as a core
competence and requirement of a knowledge worker. Thus, we added this role to




In the following, we discuss the task execution study and the KWRQ. The stud-
ies conducted give evidence for the knowledge work roles and knowledge actions
described in the previous section.
2.6.1 Task Execution Study
The participants of the task execution study executed a selection of tasks (see Table
4 for the given tasks). The tasks are knowledge intensive and were created with
a focus on diUerent aspects of similarity and variance. The freedom of the user
during task execution varied. Some tasks explicitly propose diUerent resources to
be used and thus implicitly deVne a topic of the task (e.g., task 3 explicitly hints to
application resources), whereas other tasks leave it to the participants as to which
topic they worked on (e.g., task 1).
Table 4: Tasks with diUerent conVgurations
Task Description Topic
Task 1 Provide information on related work on individual topic User deVned
Task 2 Set up meeting to discuss conference paper review Conference details
Task 3 Decide on applicant invitation and communicate your deci-
sion
Applications and job oUers
Task 4a Plan a trip and inform your colleague with all involved in-
formation
ECAI 2010 conference
Task 4b Plan a trip and inform your colleague with all involved in-
formation
ECEL 2010 conference
Task 5 extended Present a paper from a foreign language to your colleagues Complex Event Processing
Task 6a Find Application partners and experts for research project Complex Event Processing
Task 6b Find Application partners and experts for research project Augmented reality
Task 7 Search for Information on software functionality and save
for later use
Microsoft Visual Studio
ECAI=European Conference on ArtiVcial Intelligence; ECEL=European Conference on e-Learning.
The task execution study generated videos, protocols, screen recordings, system
events, and survey sheets Vlled out after the task execution. A review of the data
showed that the data could be analyzed following a division of the task execution
process into three steps: task planning, task execution, and task completion. This is
similar to a generic task execution process described in (Byström and Hansen, 2005)
(Figure 4).
For the construction phase, we use protocols, direct observation, and sheets Vlled
out after task completion. The construction phase can be described as hierarchi-
cal task decomposition: the task performer interprets the information given about
the task and deduces goal, context, and execution actions and operations. In some







Figure 4: Task Execution Process (Byström and Hansen, 2005)
cases, task performers asked for details, if they could not identify goal, context, or
related subtasks with associated actions. Our survey showed that in 76 tasks out
of 115 tasks, the participants considered alternative task execution processes. The
participants started executing the task once they had identiVed the Vrst action they
could execute with the system. The initial plan generally was not complete, as it
was adapted and changed during execution (Speech acts such as “... and now?” or “I
thought it was here...”). Generally, the planning relied on answers to the questions
“How-do-I-do?” and “How-can-I-know?” “How-do-I-do?” stands for speech acts re-
lated to the identiVcation of a process (e.g., deciding on applications and application
functionalities). “How-can-I-know?” stands for speech acts related to required in-
formation, which is represented as information resources or knowledge of the user.
The participants had huge diXculties with task execution, whenever no answer to
these questions could be given.
Reviewing the task execution times showed that the execution times for some tasks
vary to a high degree among users (task 3, user 1: 1849 seconds, user 3: 389 seconds).
A Shapiro-Wilk test shows that for all, but two tasks (task 2 and task 6), a normal
distribution of execution times can be assumed (see Table 5). One aspect is a diUerent
working habit, as some users are slower and are working more solid. Still, such
individual aspects do not explain the diUerent execution times, as these users are
not slower for all tasks (see Figure 5). A lack of “How-do-I-do?” and “How-can-I-
know?” knowledge could be the main reason for the varying durations.
Those tasks, which required frequent searches and aggregations of information and
decision-making, required most time of all users. These are especially the decision
for applicant invitation (task 3), planning of a conference travel (task 4), translation
of a document (task 5), and a decision on application partners for a research project
(task 6) (see Figure 5).
2.6.1.1 Re-occurring actions and relations to applications
We have segmented the user actions in situations. A situation is speciVed as the
time when a user is working with one application. Each change of the foreground
application creates a new situation. We have only taken those situations into ac-
count that lasted longer than 3 seconds. A review of the situations that were shorter
than 3 seconds showed that they did not include valuable process information. The
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Figure 5: Distribution of execution times on tasks per user
biggest amount of situation switches was in task 3 by users 13 and 15 who had 71 and
75 situations, respectively (also see Table 7).
The switches generally occurred between the applications Internet Explorer, Excel,
PowerPoint, Adobe Reader and Outlook. With 269 switches, the application most
frequently switched to was Windows Explorer (involving the Windows Desktop,
Program Manager, etc.), which includes all types of Vle operations, such as opening,
searching or moving of Vles (see Table 6). This shows the relevance of Vle operations
for all types of tasks. The web browser additionally shows high relevance and was
mainly used for information searches. Information search occurred during all tasks
but did not focus on the “How-do-I-do?” The searches focused on content required
to work on within the task, using a process already known. (Table 7).
The sequence of situation represents the execution process. In the following, we re-
view the execution process in three steps: (1) we analyze the user descriptions of the
execution sequences, (2) we analyze the sensor events as the actual execution pro-
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Table 6: Selection of most frequent transitions between applications (Read from row applica-

































































Wind. Search – 0 0 0 0 0 0 0 0 0 0 2
iexplore 0 – 24 0 2 0 0 0 0 0 36 92
EXCEL 0 0 – 0 0 0 0 0 0 0 0 32
POWERPNT 0 0 0 – 0 0 0 0 0 0 0 2
AcroRd32 0 0 0 0 – 0 0 0 0 0 0 20
communicator 2 0 0 0 0 – 0 0 0 0 0 16
calc 0 0 0 0 0 0 – 0 0 0 0 4
notepad 0 0 0 0 0 0 0 – 0 0 0 4
Windows Pic and Fax Viewer 0 0 0 0 0 0 0 0 – 0 0 14
Winword 0 0 0 0 0 0 0 0 0 – 0 18
Outlook 4 0 0 0 0 0 0 0 0 0 – 44
explorer 4 90 32 0 18 6 0 8 0 20 46 –
Table 7: Switch time for tasks
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Task 7
Mean number of switches 12.85 6.50 33.05 22.70 30.80 10.35 7.50
Mean time between switches 25.32 46.72 16.94 21.51 11.44 42.57 15.47
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cess, and (3) we compare the user description of the actions and the actions actually
monitored.
2.6.1.2 Analyzing task execution descriptions given by users
After the completion of each task, the users Vlled out a survey sheet, to describe the
task execution process with their own words. Users have an individual vocabulary to
describe their desktop operations. As the users’ vocabulary was not conterminous,
we mapped the descriptions of the users to a newly created vocabulary. After the
mapping, a similar core process was revealed in the users’ descriptions. For example,
the task “Decide on applicant invitation and communicate your decision” involves read-
ing of the diUerent included documents (also referred to as ’look through’, ’browse
and read’), decide (also referred to as ’choose’, ’analyze and decide’) and communi-
cation of the decision (also referred to as ’send’, ’inform’, ’forward’) for all study
participants. Some participants included additional subtasks and decomposed some
tasks to a Vner granularity, describing operations (e.g., ’open Vle’). To sum up, all
participants show strong awareness of a similar core process, although diUerent vo-
cabularies are used to describe it. DiUerence exists on the granularity of perceived
actions and the awareness of information requirements. This underlines the prob-
lem of distinguishing operations and actions: there are no strict borders between
operations and actions, and individual perception diUers.
2.6.1.3 Analyzing task execution as situations by sensors
The monitored actions are of very low granularity. For further analysis, we clustered
the activity using the vocabulary, which emerged in the user analysis, and similar vo-
cabulary used in the literature (cf., Section 2.4). For each element in the vocabulary,
rules were created using the Drools framework5. The Vnal vocabulary comprises
Vve knowledge actions (e.g., authoring, communicating, browsing, organizing, exe-
cuting) for complex activity sequences and 25 desktop actions (e.g., open application,
create resource, ...). Applied to our situations, we generated useful overviews of task
execution processes.
We highlight the following Vndings from comparing execution processes as sequences
of knowledge actions and desktop actions: 1) one can identify a similar core process.
Still, the sequences in which the core processes are manifest, highly diUer, and 2)
the resources used were diUerent. Users used diUerent information providers in the
Internet and opened diUerent desktop objects to execute the given tasks.
2.6.1.4 Comparing Task Execution Descriptions by Users with Situations by Sensors
The resulting sequences of subtasks involved many actions and operations, which
were not visible in the description, given by the users in the survey. This refers es-
5 See http://jboss.org/drools for more information.
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pecially to the creation of information objects, and data transfer between diUerent
applications. Cross-application actions are ’glued together’ by actions and opera-
tions users do not consider to be important to mention because they are deeply
habituated. Such operations are, for example, Copy-Paste of information, creation
of draft data objects (e.g., notepad is used to collect information later pasted in an
e-mail), and information searches, which do not take much time. Additionally, the
uses of software functionalities to realize the described actions (all execution steps
included in rules) are not considered relevant for the transfer of task knowledge.
Reoccurring operations are habitualized practices, which are activated in speciVc sit-
uations (Kuutti, 1997; Schultze, 2000a,b). Individuals tend to omit those ingrained
practices, when they talk about the task execution process (e.g., participants of the
study omitted searching for a free conference room when describing the task in the
survey sheet, although they performed that search). This is a potential danger with
respect to knowledge transfer scenarios.
The linear sequence of the descriptions, provided by the users, did not occur in
the actual execution. The actions are mixed. For example, a user initially reads
documents, and then begins authoring, goes back to reading, etc.
To conclude:
1. All performers show a strong awareness of a similar core process, although
diUerent vocabularies are used to describe it.
2. Even if elements of processes are similar, they can be performed by diUerent
operations, for example, opening of a Vle is achieved by clicking ’open’ in a
context menu, hitting Enter or a double click.
3. The resulting sequences of subtasks involved many actions, which were not
visible in the user given description. This especially means the creation of in-
formation objects, data transfers between diUerent applications. Cross-application
actions and operations get ’glued together’ by actions users do not consider to
be important to mention. For example, the copy-paste of pieces of information,
switching between diUerent applications, information searches, which do not
take much time and activation of software functionalities that is known-by-
heart. Thus, there exist ’automated practices’ not reWected by the user, and
thus left out when describing a task. This is a potential danger with respect to
knowledge transfer scenarios.
4. The linear sequence of the user given descriptions did not occur in the actual
execution. The actions are mixed. For example, a performer initially reads
documents, and then begins authoring, goes back to reading, etc.
The task execution study explored task execution on the user desktop. It hints to-
wards two major characteristics of task execution: (1) the actual use of knowledge
actions by individuals to structure work execution, and (2) the relation of individual
work roles to such knowledge actions (Figure 6).
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Figure 6: Application Relevance per Task
2.6.2 Knowledge Worker Roles Questionnaire
The aim of the KWRQ was to Vnd out which of the roles we identiVed earlier are
taken on by knowledge workers in rather structured, as well as unstructured work-
ing environments. The questionnaire was split into four question groups: the Vrst
group of questions investigated which knowledge worker roles the participants take
on, and how they characterize the respective roles. In the second group, we were
asking questions regarding the relevance of presented knowledge work actions for
the diUerent roles of knowledge workers. The last questions group looked at demo-
graphic data of the participants.
2.6.2.1 Knowledge worker roles
The questionnaire shows that all participants (N=43) take on all described roles at
least once a month. Of the participants, 70% take on the role of a learner, 65%, the
role of a linker or solver, and 61% of the participants take on the role of a sharer. Of
the participants, 58% see themselves in the roles of a retriever or organizer, 56% act
as networker, and 54% as helper. Only 37% take on the role of a tracker or controller
(23%).
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In this section, the responses of the KWRQ are described and interesting facets of
the roles are highlighted. This information is then further investigated in the two
upcoming sections that deal with the detailed investigation of knowledge work ac-
tions and the software used to accomplish them. For each knowledge action, we
asked the participants whether they think the action is used within the respective
roles (5-step Likert scale from fully disagree (1) to fully agree (5), and the possibility
to rate the action not applicable). We then calculated the means for all answers to
make them comparable6.
The work of controllers is the most pre-structured (mean, 4.4) from all roles inves-
tigated: controllers tend to work on their own (mean, 3.7). Moreover, controllers
use few dedicated applications to execute their work (mean, 3.4) and interact with
predictable information sources (mean, 3.4). The eUort for collecting and combining
information needed in the role of a controller is balanced (mean, 2.7). Of the partici-
pants, 70% take on the role a few times a week. Regarding the germane knowledge
actions of controllers, the questionnaire reveals that they are actively engaged in
analyzing information or the facts of a business case (mean, 4.3). Moreover, they
disseminate information in their personal and organizational network and give feed-
back on organizational propositions or information objects. Controllers are less in-
volved in the authoring and co-authoring of new information objects, and the least
engaged in formal and informal learning, networking with others, and the retrieval
of specialized web services (Figure 7).
Figure 7: Knowledge actions for the role controller
6 According to Lord and Novick (1968) (p.21), the calculation of means for ordinal measurements is practi-
cable as long as the results can be meaningful for the evaluation.
2.6 findings 43
The role of a helper is taken on at least once a week by 78% of the participants;
48% of the participants take on the role even several times per week. Helpers tend
to act rather proactive (mean, 2.65), and have to expend low eUort for collecting
and combining information needed in their role (mean, 3.0). The work as helper
is hardly pre-structured and takes place in the interaction with others (mean, 2.52).
Based on those results, knowledge actions associated with the role are consistent:
helpers most prominently analyze the problem (mean 4.04) on which they are con-
sulted. They search for additional information on the problem, consult internally
and externally available sources, provide feedback on the original question or prob-
lem and disseminate their Vndings within a larger community (colleagues, team or
organization). Even if helpers often interact with other people, it seems as if they do
not co-author information objects very frequently (mean, 3.38). Also, the search for
useful services is not carried out recurrently (mean, 3.35) (Figure 8).
Figure 8: Knowledge actions for the role helper
Learners are mostly working alone (mean, 3.7) and have to deal with unpredictable
information sources in many diverse applications. Learning takes place in hardly
pre-structured work processes in a rather pro-active way. The role of a learner is
taken on daily by 63% of the participants and several times a week by 87% of the
participants. Nevertheless, the eUorts for collecting and combining the information
needed are rather high (mean, 2.57). Regarding the knowledge actions that learners
carry out during their work, it becomes obvious that learning happens during all
kinds of work processes. The participants agreed that learning happens in nearly
all knowledge actions and underline the fact that learners engage in information
search (mean, 4.6) and analyzing of information objects and business cases (mean,
4.53) at an above-average rate. Also the knowledge actions formal and informal
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learning (mean, 4.34), acquisition (mean, 4.53) and information organization (mean,
4.38) were strongly related to the role of a learner. The collaborative creation of new
information objects as well as the dissemination of work results seems to be less
important in the role of a learner (Figure 9).
Figure 9: Knowledge actions for the role learner
Of the participants, 79% take on the role of a linker at least several times each week
and work as well on their own as with other colleagues (mean, 3.07). The work
of linkers takes place in hardly prestructured environments using a manageable
set of applications. In the role of a linker, knowledge workers have to deal both
with known and unknown information resources that are collected and combined
with rather high eUorts. As linkers associate and mash up information from vari-
ous sources, their most prominent knowledge actions are information search (mean,
4.22), analyzing of information objects (mean, 4.19), and the acquisition of relevant
information with the goal of developing a project (mean, 4.0). According to the par-
ticipants of the questionnaire, linkers’ daily activities are not dealing with the search
for specialized services (mean, 3.04) (Figure 10).
Networkers use a balanced amount of diUerent applications for their work. From
all existing roles, networkers have the least pre-structured work (mean, 2.46) and
are those with the highest interactions with other people (mean, 2.25). They act
rather proactive and have a balanced eUort for collecting and combing information
sources from rather predictable sources. Fifty-four per cent take on the role of a
networker at least several times a week, and 75% at least once a week. The main
activity of networkers is to interact with other people to exchange information and
experience or develop contacts (mean, 4.58). The search and retrieval of experts in
speciVc domains (mean, 4.36) and the dissemination of work results and information
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Figure 10: Knowledge actions for the role linker
object within the professional network (mean, 4.13), as well as the monitoring of
important topics (mean, 3.90) are other important knowledge actions of networkers.
The authoring of new information objects and the search for specialized services
were not rated that important for the knowledge worker role (Figure 11).
Figure 11: Knowledge actions for the role networker
46 knowledge worker roles and actions – results of two empirical studies
Ninety-six per cent of the participants take on the role of an organizer several times
a month. Organizers use the smallest number of diUerent applications and access
the most predictable information sources. On the other hand, their eUort for collect-
ing and combining information is the second highest of all knowledge worker roles
tested. The rather pre-structured work of organizers is carried out on their own. Or-
ganizers are involved in the personal and organizational planning of tasks, and thus
deal with the analysis of business cases (mean, 4.21) and the organization of associ-
ated information objects (mean, 4.12). Organizers will also need to keep themselves
up-to-date about selected topics in their area of responsibility (monitoring, mean
4.0). Learning and co-authoring are knowledge actions that are least often stated to
be important for the role of an organizer (Figure 12).
Figure 12: Knowledge actions for the role organizer
Retrievers have the highest rate of working alone and expend the second most time
for collecting and combining information. The role of a retriever is taken on at
least once a week by 76% of the participants. They have to deal with hardly pre-
structured working environments and are using both a balanced set of applications
and information sources to accomplish their tasks. The role of a retriever deals with
the acquisition, search, storage, and organization of information on a given topic.
Thus, the participants stated that the knowledge actions acquisition (mean, 4.72)
and information search (mean, 4.56) are most important in the role of a retriever.
From the answers, it also becomes obvious that the participants regard several other
actions such as monitoring (mean, 4.08), analyzing information objects (mean, 4.33),
and information organization (4.04) to be important in that role. The individual
(2.86) and collaborative authoring (mean, 2.73) of new information objects, on the
other hand, only receives modest compliance from the participants (Figure 13).
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Figure 13: Knowledge actions for the role retriever
Sharers have to expend the lowest eUort for collecting and combining information
from rather predictable sources. They use a manageable amount of applications
during their work that 96% of the participants carry out at least a few times each
month. Sharers are both working alone and with others in hardly pre-structured
working processes. Sharers make use of their personal and professional network
to disseminate information (mean 4.6). The development of such contacts and the
upkeeping of one’s network rank second in the list of important knowledge actions
(mean, 4.2). The creation of textual and medial content to share with others takes
place on their own (authoring, mean 4.0) as well as in the interaction with colleagues
(co-authoring, mean 3.88). Because sharers know relevant information sources for
their work, staying up-to-date seems to be a relatively ’cheap’ action. The least
relevant knowledge actions, within the role of a sharer are the search for services
(mean, 3.28) and domain experts (mean, 3.2) (Figure 14).
At least once a week, 75% of the participants take on their role as solver. Solvers
have to expend the highest eUort for collecting and combining information (mean,
2.25) and have to deal with unpredictable sources of information (mean, 2.89). On
the other hand, solvers only use a balanced amount of diUerent applications for
their hardly pre-structured work, which they carry out for the most part on their
own. Solvers are Vnding and providing a way to deal with a given problem. The
most prominent knowledge actions in this knowledge worker role are to analyze the
present case at the necessary depth and to search for additional information that
could help with a solution for the problem. On the other hand, the participants do
not emphasize the importance of the actions service search and co-authoring for the
role of a solver (Figure 15).
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Figure 14: Knowledge actions for the role sharer
Figure 15: Knowledge actions for the role solver
The work of trackers is hardly pre-structured; they carry out their work in the inter-
action with others as well as on their own. Trackers use rather predictable sources
of information with the help of a manageable amount of applications. Of the par-
ticipants, 73% take on the role of a tracker at least once a week. Trackers spend a
rather high eUort on collecting and combining information that they use in their
daily work. Trackers observe personal and organizational actions that may become
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problems and eventually prepare countermeasures. Thus, the monitoring of own
and others’ actions (mean, 4.53) and the analysis of these actions (mean, 4.33) are
the most prominent knowledge actions for the role of a tracker. The search for rele-
vant information (mean, 4.13) and the organization of those information objects are
furthermore relevant for Vlling out the role. In contrast, the creation and co-creation
(mean, 2.86 and 2.79, respectively) of new information artifacts are not key actions
of trackers (Figure 16).
Figure 16: Knowledge actions for the role tracker
A noticeable outcome of the questionnaire is the fact that all answers cover values
between 2.3 and 2.92 between rather proactive and balanced, if asked for the ac-
tiveness of the role (proactive or reactive). There are no correlations between the
activeness of a role and its knowledge actions, the interaction with colleagues, and
the degree to which the participants’ work is pre-structured. Moreover, the most
recognizable diUerences between the roles we identiVed can be seen in the struc-
turedness of the work. Whereas the work of controllers is clearly pre-structured
by organizational workWows and demands, networkers carry out their actions in a
rather unstructured way. Networkers are heavily interacting with other people who
inWuence work tasks, information resources, used tools, and personal goals, where
controllers, however, are using a clearly deVned toolset and have to stick to organi-
zational goals.
Considering the social interactions with colleagues, customers, and external experts,
it becomes clear that the work in roles that are more analytical in their nature (e.g.,
controllers, retrievers, learners) tend to be carried out single-handedly; whereas
work in more transactional roles (e.g., networker, helper, tracker) is realized together
with others.
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2.6.2.2 Knowledge actions
In the KWRQ, we asked the participants to rate to which extent the presented knowl-
edge actions are relevant for the roles they take on. Generally, all 13 knowledge ac-
tions we identiVed, were said to be of relatively high importance in the correspond-
ing knowledge worker roles, resulting in high mean values of agreement (on a 5-step
Likert scale with 1 = fully disagree, 5 = fully agree). Figure 17 shows the aggregated
means over all knowledge worker roles and the corresponding quartiles. All knowl-
edge actions’ means rank between 3.3 and 4.25 and have low standard deviations
between 0.19 and 0.43. The knowledge actions authoring, co-authoring, and service
search received the least compliance from the participants, whereas analyze, and in-
formation search received the highest level of agreement throughout all knowledge
worker roles (see also Figures 18a and 18b).
Figure 17: Box plots, means and quartiles for knowledge actions
In Figure 18, we depict the characteristics of the single knowledge actions for the
identiVed knowledge worker roles: the larger the Vlled area, the higher the cover-
age of this speciVc knowledge action in all knowledge worker roles. The knowledge
actions analyze (a) and information search (b) received the highest level of agree-
ment from the participants across all knowledge worker roles with slight peaks in
the roles solver, retriever, and learner. Those roles are expected to collect and deal
with large amounts of data to solve problems, help people Vnd suitable information
objects, and improve their own capabilities from the interaction with data. We ex-
pected to Vnd a strong representation of the knowledge actions dissemination in
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all knowledge worker roles except with learners, organizers, retrievers, and track-
ers. Although Figure 18c shows strong peaks in the roles sharer, networker, and
helper, the mean in the role of an organizer is higher than expected. Figures 18d
and 18e validate the expected high relevance of the knowledge actions networking
and monitoring for the roles that are conceptual close (networker, tracker). On the
other hand, they also show that other roles, such as sharer and learner need to
be well-connected within the organization and to outside experts to be productive.
We expected to see high agreement for the knowledge actions service search in the
roles learner, networker, and solver. Interestingly, this knowledge action received
the second lowest agreement of all knowledge actions (mean 3.35, only co-authoring
received less agreement with a mean of 3.3), and the only slight deWection can be
seen in the role of a retriever. It is also noticeable that the knowledge actions au-
thoring and co-authoring, meaning the knowledge actions that are directly related
to the externalization of individual knowledge (Nonaka and Takeuchi, 1995) receive
only little compliance across all knowledge worker roles.
2.7 implications for research and the application of knowledge
management systems
The identiVcation of knowledge work roles and knowledge actions enables system-
atic research in the domain of knowledge work execution and workplace learning.
This improves the understanding of knowledge work and supports the utilization of
knowledge work research in business applications.
2.7.1 Implications for research
Knowledge work roles and knowledge actions stand for a behavior-oriented per-
spective on knowledge work execution. Behavior is set in a context of individual
intentions and situational requirements: the execution process becomes a product
of knowledge work that is worth further investigation. Ethnographic studies are
required to assess the proposed knowledge work roles and knowledge work actions
for diUerent domains.
We recognize the need for larger studies with an international perspective that also
considers a wide variety of knowledge work domains. Moreover, we see a press-
ing demand for further investigation of the relation between activities, knowledge
actions, and knowledge operations (Kuutti, 1997). There is a need for investigat-
ing which operations are selected for which knowledge action in which situation
or context. For this, qualitative interviews and Vne- grained task execution studies
are necessary. Furthermore, research should investigate what software architectures
that identify switches in the knowledge worker roles based on the operations a user
performs must look like. From our point of view, researchers should focus on embed-
ding an additional layer in operating systems that provides aggregated information
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(a) Analyze (b) Information search
(c) Dissemination (d) Monitoring
(e) Networking (f) Service search
Figure 18: Characteristics of knowledge worker roles in the single knowledge actions
on a user’s context via a reusable interface that can be used by application develop-
ers.
2.7.2 Implications for applications
Considering knowledge work as taking on roles, which guide the selection of knowl-
edge actions, has practical implications for personal and organizational knowledge
management.
Application development focusing on roles and actions structures application func-
tionalities based on intuitive structures of work execution. Additionally, a knowl-
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edge worker role perspective should be considered in application and information
integration scenarios. For example, applications could reWect diUerent knowledge
worker roles in diverse screen designs and menu layouts and oUering customizable
interfaces that come with role-optimized preselected layouts. Application design-
ers have to consider the multimodality of their users and support switches between
diUerent roles with adaptive software systems.
Knowledge work roles and actions guide application design. The link between roles
and actions directly references functionalities, which need to be provided. We have
identiVed actions which occur frequently (even in diUering types), such as informa-
tion search, analysis of topics and problems, networking, support for dissemination
work and monitoring of a topic / group of people. On the other hand, actions such
as co-authoring of texts and service search are required only for few scenarios.
2.8 limitations
From the available data, we cannot explain some conspicuous anomalies, such as
the lack of agreement on the importance of the knowledge actions authoring and co-
authoring. Literature shows that the externalization of individual knowledge with
the goal of informing others and spreading news within a community plays an im-
portant part in the knowledge society. The inexplicability could partly reside in the
relatively small sample of 43 people who took part in the KWRQ. Also, the applied
re- search methodology in the KWRQ is likely to be partly responsible, as ethno-
graphically informed research might be a more appropriate methodology for explor-
ing knowledge work practices. Moreover, as we pointed out in the beginning of the
article, knowledge work cannot be generalized to Vt all types of work and domains.
The participants of both the task execution study and the KWRQ mainly had a re-
search background, and thus the results of the studies presented are probably not
simply transferable to other knowledge work domains. In sequencing studies, we
will need to select knowledge worker from a larger population that is more diverse
in its Velds of work. Alternatively, we will run subsequent studies in the narrow Veld
of researchers, to make more detailed claims about the work in this realm. From a
methodological point of view, we see the limitations of the applied methods and will
focus on ethnographically informed studies and interviews in our future work.
2.9 conclusions
In this article, we presented a literature-informed typology of roles and actions that
knowledge workers perform during their daily work. The knowledge worker roles
typology contains the roles of controller, helper, learner, linker, networker, organizer,
retriever, sharer, solver, and tracker; they can be found in all organizations engaging
in knowledge work. Moreover, we presented a typology of 13 knowledge work ac-
tions related to the roles of knowledge workers. In two empirical studies, we showed
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that both the knowledge work actions and the knowledge worker roles are carried
out / taken on by the knowledge workers in our sample.
Both typologies contribute to the understanding and analysis of knowledge manage-
ment in the following ways. First, the typology of knowledge work actions provides
a vocabulary to describe knowledge work execution, using the computer desktop.
As elementary building blocks of desktop-oriented knowledge work a shared under-
standing of knowledge work, execution processes can be generated. Knowledge ac-
tions enable further investigation into knowledge work practices to identify domain
speciVc extensions of the vocabulary.
Second, the knowledge worker roles typology helps to distinguish between the dif-
ferent roles that people play in creating, sharing, and managing knowledge in and
between organizations. Furthermore, it shows the complexity of knowledge work
practice and may help in developing IT systems that address this complexity and
help knowledge worker in the multi-modality of their actions. The presented typolo-
gies and results of the two empirical studies may help understanding the behavioral
manifestations of diUerent knowledge worker roles and the corresponding actions.
Future research would need to explore the trinity of activity, action, and operations
at a more detailed level and strive to develop a proper distinction between the theo-
retical concepts. Another research topic would be conducting an extended version
of the present studies in a larger, international setting. Such research should also
study regional diUerences in the characteristics and commonness of the knowledge
worker roles. Moreover, research should rivet on varieties in the knowledge work
actions in diUerent industries, on gender-speciVc diUerences and role conWicts that
knowledge workers with many functions may have. Another interesting research
question is the relation between job descriptions, the individually perceived know-
ledge work roles, and the actually carried out operations and knowledge actions.
Moreover, we observe that knowledge workers get more and more connected to each
other by means of social networks. Knowledge workers progressively produce arti-
facts as externalization of their individual knowledge. Those artifacts are then the
scaUolding that some researchers call object-centered sociality (Knorr Cetina, 1997).
To capture the whole knowledge work interplay, we would need to analyze the rela-
tions between artifacts as externalization of individual knowledge, the interactions
of knowledge workers with those objects and the social structures that emerge on
top of this sociality. Our research on the model of Artifact-Actor-Networks (Rein-
hardt et al., 2009b) seems promising in unveiling interaction and usage structures
that have been hidden so far. Finally, all future research has to factor in the ever
increasing mobility of the society in general and knowledge workers in particular.
Technology-enhanced knowledge work systems must therefore incorporate mobile
devices and context information such as location to best support future knowledge
workers.
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After having investigated the roles of knowledge workers and the knowledge actions they
perform, in this chapter we approach the manifold understanding of awareness in the con-
text of Research Networks in order to arrive at a succinct description of awareness (research
question B.1). Grounded in an interview study with more than 40 researchers from diUerent
research domains and countries, we moreover discuss diUerent forms and aspects of aware-
ness (research question B.2) and present a model of awareness in Research Networks (research
question B.3).
_________________
This chapter is submitted for publication as: Reinhardt, W., Mletzko, C., Sloep, P. B., and Drachsler, H.
(2012b). Understanding the meaning of awareness in research networks. Journal of Educational Technology
& Society.
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abstract
The term awareness is often used in the context of CSCW research and connotes re-establishing
face-to-face situations in so-called groupware applications. No understanding of it yet exists in
the context of networked learning and networks of researchers. In this article we present a suc-
cinct description of awareness in Research Networks. It is grounded in guided, semi-structured
interviews with 42 researchers that have extensive knowledge of cooperation in networked com-
munities and the awareness issues it raises. From the analysis of the interview data we present
six forms and Vve aspects of awareness in Research Networks. Finally, we present a layer model
of awareness that describes how researchers’ awareness is typically spread.
3.1 introduction
As early as 1959 Peter Drucker identiVed that society was moving into a post-indus-
trial age, which was going hand in hand with a shift from manual to non-manual
work. While all kinds of jobs involve a mix of physical, social and mental work it
is the perennial processing of non-standardized and non-linear tasks that character-
ize knowledge work; knowledge workers carry out these knowledge-intensive tasks
during their daily work and researchers are the role models of knowledge workers.
Looking at the work descriptions of researchers reveals that they have to analyze ex-
isting knowledge, deconstruct it, de- and re-contextualize it again in order to create
new knowledge that then is disseminated in their Research Networks. So they need
to be constantly aware of latest research results, scientiVc trends and new techno-
logical developments that they can take into consideration in their own work.
While research is often deemed to be solitary work, international cooperation has
become the de facto standard. Large funding programs often even require transna-
tional, interdisciplinary project consortia as it is believed they foster innovation,
multiple views on a research topic and promote dissemination in the appropriate
Research Networks. Such Research Networks may be viewed as a special kind of
Learning Networks (Sloep et al., 2011b; Reinhardt et al., 2012c), online social net-
works whose members are researchers that use various learning services in order
to reach individual and shared (learning) goals. Sometimes these goals are exter-
nally prescribed, at other times they are formed by the intrinsic motivation to know
more about a topic. Research Networks are made up of people that interact with
each other. Moreover, in them there are many relevant objects (e.g., publications,
events, projects, people) that inWuence learning, knowledge gain and cooperation,
and researchers aim to be aware of this.
Despite the massive impact that Social Media have on the way research is conducted
and communicated (Shneiderman, 2008; Waldrop, 2008; Nielsen, 2008), it is still
scientiVc conferences, fairs, journals and books that are most often used for the
dissemination of research results. Research is currently shifting from closed to open,
from hidden to visible and from passive consumptive to active, co-determinative
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(also see Nielsen (2008)). Even though the way of scientiVc publication has not
changed much in the last 300 years, it does currently and will change massively
over the course of the next 10 years. Not only the number of high-quality publication
outlets has increased enormously, also the common understanding of authority in
research has changed considerably.
ScientiVc results do not need to be published in access-controlled journals anymore
in order to receive notable attention. The number and citations of peer-reviewed
publications are still the de-facto currency when it comes to professional evaluation
of researchers’ work. However, this supremacy is beginning to crumble as an in-
creasing number of researchers as well as society at large are digesting pre-mature
results that researchers share in blog posts, presentations or tweets. Thus, there
are well-known metrics for the impact of classic publications and there have to be
new metrics that factor in impact and buzz in the Science 2.0 reality. Lately, many
researchers are trying to establish alternative metrics that are able to assess the im-
pact and reach of scientiVc publications in Science 2.0 media (see the #altmetrics
movement and their manifesto (Priem et al., 2010)). Moreover, open access to sci-
entiVc publications is gaining signiVcant ground and an ever-increasing number of
institutions are urging their employees not to publish research Vndings in closed,
pay-to-access outlets or give the full copyright to publishers (Creagh, 2011).
Traditionally the concept of awareness is used in the research Veld of CSCW to
re-establish conditions of face-to-face situations in the online realm, with visual
cues showing, for example, who is online or working on a document. Research
on awareness support in the CSCW context has often been directly related to the
direct improvement of cooperative practices and measurable task performance im-
provements.
This article presents parts of a larger study that deals with awareness issues in the
context of Research Networks (see the interview guide in Appendix B). In particular,
we report about our Vndings on how properly to understand the notion of awareness
in Research Networks. We hypothesize that the term awareness is more complex
and touches on broader contexts than we know from existing CSCW research. The
results of our study go beyond the perception of awareness as being a mere enabler
and enhancer of collaborative work processes. The results are based on interviews
with 42 researchers that took place in October and November 2010.
First, we introduce the three research questions as well as the method of data gath-
ering, data processing and analysis we applied. After that, we present a deVnition of
awareness in the context of Research Networks that integrates the results of our in-
terviews with established awareness research results. This includes the introduction
of various forms and aspects of awareness in Research Networks. Synthesizing these
results, we propose a layered model of awareness in Research Networks, which in-
corporates Vve layers of awareness. Finally, we summarize the results of our study,
give an outlook on future research and discuss important side eUects of awareness
in Research Networks and practical applications of the introduced model.
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3.1.1 Research questions
Three research questions were addressed in the research presented here:
1. How do researchers deVne awareness in the context of Research Networks?
2. What diUerent forms and aspects of awareness in Research Networks are
there?
3. What could a model of awareness in Research Networks look like?
3.1.2 Method
We used open, in-depth and semi-structured interviews as our method of data col-
lection. An interview manual provided the basis for open-ended questioning. Each
interview was carried out by one of three diUerent interviewers. In three cases the
manual was sent to the interviewees via email beforehand. All participants were
interviewed in their normal working context. The participants of the study have
been asked explicitly for their approval to record the interview. In most cases the
interviews were conducted remotely and recorded using the FlashMeeting service
(The Open University, 2011).
3.1.3 Sampling
The total population sampled consisted of all researchers that have been authors
within the European Conference on Technology Enhanced Learning or were mem-
bers of TEL projects funded within the Seventh Framework Programme of the Euro-
pean Commission (FP7).
82 researchers from diUerent research disciplines and diUerent countries were asked
for voluntary participation in the interview series via email. More than half of the
invitees (43 researchers) agreed to be interviewed. Although 43 interviews were con-
ducted, one recording was not suitable for further analysis due to technical problems.
30 interviews were conducted in German, 12 in English. The age of the interviewees
was between 27 and 61 years, 32.5 years on average. 35 out of the 43 participants
are male (83%), 7 female (17%). The interviews lasted between 28 minutes and 126
minutes, 51 minutes on average. Table 8 gives the job locations of the interviewees.
Most of the participants are involved in the Veld of TEL and are in possession of a
PhD (44%) or Master (53%) as their highest degree. The extent of professional expe-
rience ranges from 1 to 30 years. The scope of research Velds of the interviewees
includes Computer Science Education, Recommender Systems, Knowledge Manage-
ment, Human Computer Interaction, Semantic Web as well as Model-based Testing,
Social Research and Psychology.
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Table 8: Job locations of the interviewees
Country No Country No Country No
Austria 6 France 1 Sweden 1
Belgium 2 Germany 15 Switzerland 2
Canada 1 Ireland 1 The Netherlands 4
China 1 Israel 1 United Kingdom 5
Ecuador 1 Spain 1
3.1.4 Analysis
The coding of the transcribed interview data took place in multiple iterations and
was supported by the Atlas.ti (ScientiVc Software Development GmbH, 2011) quali-
tative data analysis software. The continuous process of close reading of the tran-
scripts allowed the identiVcation of concepts and labels, which then were coded
in Atlas.ti in constant comparison to previous codes. Atlas.ti supported the merg-
ing and renaming of codes. Co-occurrence tests built into Atlas.ti helped spotting
inconsistencies in the coding and automatically generated visualizations of code re-
lationships were used to identify patterns. In the following we will quote from the
interview transcripts. A 3-tupel, denoting the primary document number in the
hermeneutic unit of Atlas.ti, the code number within the document and the line
numbers for the precise reference, will follow each quotation. Where needed, the
authors translated quotes from German to English.
3.2 approaching a definition of awareness in research networks
Awareness is an integral component of CSCW research. Dourish and Bellotti (1992)
deVned it as “awareness is an understanding of the activities of others, which provides
a context for your own activity”. In 2002, the inWuential CSCW researcher Kjeld
Schmidt criticized the term for its fuzziness by pointing out that the term is found
both “ambiguous and unsatisfactory” and that the notion of awareness would be
“hardly a concise concept by any standard”. He outlines the diUerent awareness re-
search strands by reviewing most of the existing literature and stresses the need for
strong ties between awareness support and support for cooperative processes. In
his understanding, any eUort towards awareness support should result in enhanced
individual or group task performance. Gutwin and Greenberg (1999) also stress that
awareness’ Vrst mission should be to boost collaboration and particularly aspects of
coordination, communication and assistance.
Awareness in Research Networks, however, concerns itself not solely with re-estab-
lishing face-to-face situations and direct impacts on bettering task performance.
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In Research Networks, awareness has a broader meaning and is related to trend-
spotting, alerts to research results in a certain domain, changes in the structure of a
network, personal changes within a project as well as knowledge about objects that
may help carrying out one’s task (research question 1). The interviewees pointed
out that awareness in Research Networks “is mainly to know what sort of people in
the same Veld are doing” (P13, 15, ll. 9-10) or “is to know what is important to me
and Vlter out what is not important to me” (P27, 36, ll. 40-42). Another researcher
stresses, “If I have to search for something, that means for me, it’s an active action
from my part. That’s not what I think about awareness. Awareness is something that
is keeping remind me about something, without me actually trying actively to search
that information” (P27, 30, ll. 12-17). Moreover, “awareness ... can have impact on
the individual method of operation ... as it triggers reWection” (P16, 58, ll. 306-320).
Research shows that the availability of awareness support improves the eUective-
ness of how information is spread in communities (Loevstrand, 1991) and positively
inWuences social interactions taking place in those communities (Gross et al., 2005).
Most importantly, most of the interviewees stressed that they require “awareness
functionality to be embedded in [their] regular workWow” (P9, 21, ll. 174-175).
It is quite diXcult to keep up with who is doing what in the Veld, though many
researchers are making quite an eUort to monitor the data that is being spread on
the Web by colleagues. In the past years research has explored collaboration of sci-
entists by means of co-authorships of publications. In the TEL community, Henry
et al. (2007), Wild et al. (2009) and Reinhardt et al. (2011c) undertook such endeav-
ors. These have proven to be quite insightful, though they give only a snapshot of
information and collaboration at a given moment, namely during the co-authorship
of a conference paper.
3.2.1 Relevant objects in Research Networks
Scholarly communication is often understood to primarily refer to the publication
of scientiVc publications. Building on Thorin (2006) and in line with Procter et al.
(2010), we understand scholarly communication to be broader in scope and incor-
porate all communicative activities carried out by researchers on a regular basis. In
particular we include the joint developing of ideas, conducting research and carrying
out experiments, discussing ideas with one’s Research Network as well as informa-
tion seeking and dissemination of research outputs formally and informally. Thus,
researchers are confronted with a wide number of objects that they either need to
be or should be aware of: there are projects the researcher is directly aXliated with,
interested in or that are somehow related to the researcher. Documents in any form
are one core product of labor for researchers: notably publications written by the
researcher herself, publications written by other researchers, as well as deliverables
of projects, (micro-)blog entries, rules and regulations, best practice reports. Peo-
ple and groups of people are other objects that having awareness of is paramount.
Awareness of people is relevant in multiple aspects at the same time and while it
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may be important to be highly aware in one particular aspect and not so in others,
at other times the situation may be reversed. As researchers are often limited to a
Vxed domain, awareness of latest trends and new research Vndings in that domain
and associated topics helps researchers to stay informed and up-to-date. Researchers
often need to show that they are well informed about the state-of-the-art in their re-
search domain and that they know about the key people, events and projects in that
domain.
Grounded in the conducted interviews, this article discerns six diUerent forms of
awareness that are partly known from CSCW research as well as Vve diUerent as-
pects of awareness (research question 2). Whereas forms describe generic areas
of awareness, aspects focus on speciVc awareness characteristics relevant for the
awareness of diUerent objects.
3.2.2 Six diUerent forms of awareness
1. Activity awareness
Activity awareness deals with the past, present and future of an object. For people
this could be realized with “an activity stream about people that I am connected to”
(P30, 82, ll. 438-439), which would hold the latest information about their work
in general, planned event participations, new collaborations or published content.
From a broader perspective, activity awareness for a research domain is concerned
with the “state-of-the-art in a particular research area [...] where things are at the
moment, who is contributing to that area, what is the latest thinking in that area”
(P1, 37, ll. 13-16). Activity streams and awareness dashboards seem to be helpful
tools to support awareness if they could provide historical data, trend detection and
forecasting in order to make claims like “this author was very nice 10 years ago, but
now is not any more. To know whose ideas are the current ones, it’s diXcult” (P27, 56,
ll. 186-191).
2. Cultural awareness
Cultural awareness refers to a person’s knowledge and perceptions about foreign
cultures, their values, beliefs and perceptions. Cultural awareness is crucial when
interacting with people from other cultures (Quappe and Cantatore, 2005). At the
same time, research cultures diUer massively between research domains. Some in-
terviewees explicitly referred to this by calling it “culturally informed awareness, e.g.
where computer scientists have another focus than educational scientists” (P39, 64, ll.
337-339). DiUerences exist both implicitly and explicitly in shared knowledge, social
aspects of the research community, practices and conventions, common theories
and cognitive processes, and with respect to theoretical assumptions. Awareness
of those diUerences becomes increasingly important, as research projects are ever
more multi-cultural and multi-disciplinary. Whereas training for intercultural com-
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petence and sensitizing is very common in economy, academia is slow at oUering
it.
3. Social awareness
Social awareness describes the things people become conscious of in a social con-
text. This includes information about the attentiveness of others, gestures and facial
expressions that mirror the emotional state of a person as well as clues about a per-
son’s interest in a topic. Whereas social awareness is easily realized when workers
are co-located, it has to be mediated in distributed working environments. Bardram
and Hansen (2010) point out that supporting social awareness will help to minimize
unwanted interruptions and disturbances of individual work as co-workers are sup-
ported in “knowing that they’re available to talk, when they’re available to talk” - (P8,
24, ll. 15-16). Social awareness also helps co-workers to align their work and alerts
them about “what we can contribute to each other and how we can assist each other”
(P1, 43, ll. 26-27).
4. Workplace awareness
Workplace awareness refers to knowledge about the workplace design and job char-
acteristics of co-workers and is strongly related to other forms and aspects of aware-
ness. For example, it is import to know about the aXliation of a colleague and about
the people working there. Workplace awareness is strongly related to knowing what
colleagues in one’s own research organization are working on, with whom they col-
laborate and “where are possibilities to collaborate” (P36, 39, ll. 294-295). Moreover,
the interviewees expressed the need for background information about the job de-
scriptions and responsibilities that their co-workers have within their aXliation and
projects in order to enhance workplace awareness and subsequently improve the
collaborative work. Information about the number of projects they are involved in,
the thematic priority they have in their research projects, and if they are involved
in teaching activities and supervision of PhDs would contribute in assessing the
institutional involvement and engagement.
5. Location awareness
Location awareness refers to knowing the physical location of an object. It can be
related to one’s own location – “where am I right now” (P17, 26, l. 40) – as well
to the locations of others: “where is the other one right now” (P40, 20, ll. 33-34).
Location-aware applications support the user with contextual access to informa-
tion and user-speciVc recommendations. Location-based information systems help
becoming aware of spatial collaboration patterns (Nagel et al., 2011) and may sup-
port location-based task execution (Schmandt and Marmasse, 2004; Apple Inc., 2011).
Many researchers directly referred to “a location-based awareness, like oUered by ser-
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vices like Dopplr, TripIt etc.” (P19, 42, ll. 187-194). They also underlined how such
awareness impacted on social interaction opportunities: “It is relatively trivial but
sometimes also very helpful to know that someone from my Research Network is acci-
dentally in the same city or at the same conference at the same time. That way it is
easy to Vnd connections” (ibid.).
6. Knowledge awareness
Knowledge awareness refers to the ability of a person to judge another person’s
knowledge about a given object (Engelmann et al., 2009; Dehler-ZuUerey et al., 2011).
Moreover, knowledge awareness may refer to the knowledge about someone else’s
competencies and skills as well as his method of operation. The interviewees would
have liked support to assess “which expertise has a person?” (P16, 48, l. 227). Tradi-
tionally, knowledge awareness is created through intensive social interactions like
working on a joint artifact, in a common project, or sharing an oXce. With the
advent of Social Media, knowledge awareness can be increasingly gained through
following someone’s activities on the Web, the objects created and shared by him.
Regarding the scientiVc publications of a researcher, knowledge awareness may be
supported through “awareness of references, so that you can see what the person also
published. So you would further narrow it down and understand how the authors works”
(P26, 26, ll. 93-95).
Besides these forms of awareness, the interviews pointed towards the existence of
Vve aspects of awareness that are relevant in the context of Research Networks.
3.2.3 Five diUerent aspects of awareness
The Vve diUerent aspects of awareness are relevant in any of the above forms of
awareness. The importance of a single aspect, however, strongly depends on the
object of interest.
A. The technological aspect of awareness
The technological aspect of awareness is strongly aXliated with tools and techniques
that are relevant for carrying out tasks. On the one hand there is always the question:
“where do I get the information from? Now we’re on a technological level, which is more
or less push or pull” (P24, 28, ll. 32-34). On the other hand diUerent technologies
support diUerent forms of awareness. Answering the question “Which tool was used
to create this object?” may help repeating research results and understanding the
methodology used. Moreover, answers to the questions “Which tools could I use to
accomplish this collaborative task?” and “How can I reach this person?” are direct
enablers of social interactions and cooperative work. With the increasing number
of tools that are used for consuming, producing and sharing information, awareness
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of one’s own digital representations and those of others becomes crucial. Being able
to easily Vnd out through which services one is connected to colleagues or which
username someone is using in a given tool constitute support of the technological
aspect of awareness. This aspect of awareness is also related to the current trend of
giving more people access to scientiVc resources.
B. The relationship aspect of awareness
Awareness in Research Networks is strongly enhanced by providing information
about the existing relations between objects, their status and dynamics. Researchers
mention the need to know about “the relations to people and groups of people that
dealt with [an] artifact or where the artifact comes from” (P30, 35, ll. 35-38) but also
how they are aXliated with other researchers, which of their colleagues may help
them in contacting to a yet unknown person or which institutions and projects some
researcher is aXliated with. Automated notiVcation about the fact “that someone
is leaving an institution and someone new steps in” (P19, 22, ll. 65-67) would help
researchers stay aware of changes in aXliations. Relationship awareness is also
about connections between objects (e.g. by co-authorship or co-citation in the case
of scientiVc documents but also by semantic relatedness or collaborative Vltering in
other cases) and people more speciVcally (what do these people have in common
and what connects them?).
C. The content aspect of awareness
The content aspect of awareness in Research Networks is very important as most
objects researchers deal with are at least partly textual. This awareness aspect deals
with assisting to more easily grasp the content of an object, e.g. by providing visual
analytics, content aggregations or presenting metrics about the content. One inter-
viewee said, “Speaking about artifacts; in the case of research networks those artifacts
are very often scientiVc papers, blog posts, presentations or even demonstrations that
are available as video. If I take such an object, such an artifact, awareness means to
me to get an overview about it. How is this artifact connected to others? What is the
content? I mean an aggregation of the content, so I can more easily understand what
it is about.” (P30, 105, ll. 26-35). The content aspect of awareness is also about sup-
port to easily grasp the essence of a document, and the topics, theories and concepts
that scientiVc work and projects are based on. Moreover, it is related to detecting
and presenting trends, approaching which topic someone is working on and which
sources he is using to do so. Another perspective is on the timeliness of information
and the quality of information.
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D. The personal aspect of awareness
The personal aspect of awareness is mostly relevant for people and groups of peo-
ple. It is closely related to workplace awareness and refers to background knowl-
edge about the persons one interacts with. Awareness of approaching deadlines or
the family status contributes to a better collaboration with other people as it helps
understanding and judging certain activity patterns. Similarly, awareness of other
people’s job status (full-time, part-time, student assistant), their possible teaching
obligations and involvement in other projects enhances mutual understanding and
strengthens the ties between collaborators. Often, awareness on a personal level is
also part of the more generic form of knowledge awareness, e.g. when “looking at
how long they have been in the Veld” (P37, 56, ll. 117-118).
E. The contextual aspect of awareness
The contextual aspect of awareness is complementary to location awareness.
Whereas location looks at physical environments, context refers to other objects
as well. Contextual awareness seems to be very relevant for people and groups of
people, as the interviewees repeatedly expressed their “need for context-dependent
awareness information” (P35, 47, ll. 236-243). Contextual awareness information for
researchers would include information about where and when they last met or who
is taking part in the same event or project. Moreover, this awareness aspect matters
to both classic scientiVc media – “If one of my colleagues publishes today a paper on
something that I’m also working on” (P9, 13, ll. 12-14) – and to more recent scientiVc
objects – “in which context have those [Twitter] messages spread or haven’t spread”
(P39, 54, ll. 284-285). Finally, in Research Networks it is strongly related to one’s
own writing and that of others. Recommendations for matching content is needed
during both consuming existing and producing new writings: “based on your context
and being aware of what you’re doing, we’ll suggest you, "Hey, here are actually slides
that you did earlier that you may want to reuse now. And here are two slides that some-
one else has done and made available for reuse, etc." And so it becomes part of your
workWow” (P9, 24, ll. 194-199).
Table 9 presents a matrix of forms of awareness versus relevancies of awareness
aspects. The analysis of the interview data reveals that relevancies very much de-
pend on the object of interest. While some aspect might be highly relevant for a
publication, it is pointless for a scientiVc event.
Besides the above forms and aspects of awareness, the interviewed researchers dis-
cern diUerent layers or circles of awareness. The next section introduces a layered
model of awareness in Research Networks that reWects their distinctions.
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Table 9: Overview of forms of awareness versus aspects of awareness. Asterisks (ranging from
















































1. Activity awareness ?? ? ? ? ? ? ?? ? ? ? ? ? ?
2. Cultural awareness ? ? ?? ? ? ? ??
3. Social awareness ? ?? ?? ? ? ? ? ? ? ? ? ? ?
4. Workplace awareness ? ? ? ? ? ?? ?? ? ? ?? ? ? ?
5. Location awareness ? ? ?? ? ? ? ? ? ?? ?? ? ? ? ? ?
6. Knowledge awareness ? ? ? ? ? ? ? ? ? ? ? ? ?
3.3 a layer model of awareness in research networks
The Layer Model of Awareness in Research Networks (LMARN) describes how the
overall awareness of objects declines the farther an object is away from oneself (Fig-
ure 19). Answering research question 3 the conducted interviews reveal Vve layers
of awareness in Research Networks:
1. Self-awareness,
2. Awareness of current projects,
3. Awareness of the local research organization,
4. Awareness of the personal research network, and
5. Awareness of a research domain.
The remainder of the research world surrounds the Vve layers. The LMARN also
reWects the continuous competition for time that most researchers are faced with.
They use a plethora of diUerent tools, are often part of multiple projects, communi-
ties and sometimes even diUerent research domains. Even though researchers are
trained to work with multiple heterogeneous information sources, the advent of Re-
search 2.0 has marked a new era of complexity, connectedness and information us-
age. The war for attention (Goldstein, 2006) as part of the attention economy (Gold-
haber, 1997) underscores the need for individual awareness support for researchers.
Knowledge workers can only give their attention to objects and circumstances that
they are aware of and since attention is a good in very short supply, objects that they
have stronger personal ties to or that are perceived as more appropriate to one’s own
identity and task will more likely get the knowledge worker’s attention than other
objects whose usefulness cannot be assessed easily.






























Figure 19: A Layer Model of Awareness in Research Networks
The LMARN is centered on an individual researcher for whom themodel presents his
individual reality. The t-axis of the model indicates that the socio-technical system
surrounding the researcher is continuously changing together with the information
he should be aware of. Objects may change their position within the model at any
time. A spontaneous talk with a colleague from another research group, for exam-
ple, will have immediate eUect on the researcher’s awareness of the colleague. The
LMARN is grounded in empirical data and aims at providing a reference scheme of
how overall awareness of an object increases the closer its physical proximity.
Any object in the awareness space of a researcher can be placed in one of the layers
of the LMARN. However, there are exceptions where the overall awareness of an
object in a layer further afar is higher than of one in a closer-by layer. For instance,
there are examples of researchers that have a much higher overall awareness of a
colleague in their PRE than of a colleague working in the same working group. Also,
researchers will not be highly aware of all objects in their local research organization,
especially if this is a large institution. The stronger personal ties become, the more
personal details the collaborating partners have about each other and thus the higher
the overall awareness in the described diUerent aspects and forms of awareness is.
We will now describe the Vve layers of the LMARN that were derived from the
interviewees’ descriptions and discuss what impacts the overall awareness of objects
in the respective layers.
3.3.1 Self-awareness
Self-awareness refers to a researcher’s consciousness of his own identity as a re-
searcher and how colleagues assess his work. The critical approach to one’s own
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strengths and weaknesses, skills and competencies is also part of self-awareness as
is the estimation of one’s research opportunities and connections. Self-awareness
is heavily related to reWection about one’s own practices and how others perceive
one’s work. Based on a clear understanding of one’s identity in a Research Network
it becomes feasible to value recommendations, contextualize them and connect them
to one’s own work (see Berlanga and Sloep (2011) for related work on learner identi-
ties).
3.3.2 Awareness of the local research organization
The Vrst layer of awareness that we could derive from the interviewees is aware-
ness of the local research organization. This refers to the knowledge “about [one’s]
own workplace, what is really happening in [one’s] own group” (P10, 23, ll. 251-253).
Depending on the size of the organization there might be additional nuances of
awareness for one’s own small team, the group in which the team is located, as well
as the institute or department in which the group is residing. The interviewees also
were very clear about the fact that “the research organization [they] work in, is itself
distributed and that’s quite a complex social and organizational network for awareness
of what [they] are all doing with regard to [their] work together” (P1, 39, ll. 32-38).
3.3.3 Awareness of current projects
Also within the Vrst layer of awareness is the awareness of current projects a re-
searcher is involved in. Regardless of the speciVc role and position of the single re-
searcher, being an active part of a project has major impact on the awareness of the
activities, people and decisions within that project. Based on regular meetings and
intensive collaborative work, project members are able to develop mutual awareness
in multiple aspects, which could hardly be gained by outsiders to the same extent.
This awareness often goes beyond the pure project-related issues and spans social,
personal, and relational issues; it also strengthens the personal ties between project
members and participating aXliations.
3.3.4 Awareness of the Personal Research Network
The Personal Research Network is composed of people and objects that a researcher
is interested in, that he worked with in the past or plans to do in the future. “Awareness
of what people are doing within the broader [...] very distributed community” (P1, 36,
ll. 9-39) that they operate in and which is “akin to [their] personal learning network”
(ibid.) seems to be crucial in order to keep track of the work of close-by researchers.
Often, ties to fellow researchers loose their strength once a common project has Vn-
ished and thus the overall awareness of their activities is declining. Also, it often
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requires much personal engagement to keep the mutual awareness alive. If this ef-
fort is not fueled, it may happen that colleagues vanish in the less aware layers of a
research domain.
3.3.5 Awareness of a research domain
A research domain is the most abstract layer in the LMARN. Here, insight in the gen-
eral connections, experts, projects and trends in a domain like TEL, Recommender
Systems or Microbiology is relevant. Being able to trace “what projects are being
started” (P22, 33, l. 76) and “what are the latest, the hottest trends” (P39, 44, ll. 205-
207) in a domain is deemed of great importance to stay updated. Many researchers
said they serve as reviewer for conferences, journals and books on a regularly basis
in order to “get, you know, early copy of what the people are working on” (P13, 30, ll.
106-108). Researchers stated that they are “trying to follow what is done in the other
research projects” (P34, 40, ll. 122-123) in order to keep up-to-date about progress
being made in their domain. Having awareness of a research domain is important
for contextualizing one’s own ideas, approaches and methods but also matters when
it comes to bids for funding. Then researchers need to know what has been done
in the past, what is in the making presently and where the challenges for future
research are. Being aware of where the research domain is moving and who is work-
ing on what then enables researchers to approach colleagues saying “I’m working on
a similar thing, perhaps we could write a grant together” (P15, 23, ll. 90-95).
Based on the above elaborations and empirical results of the conducted interviews
and contributing to the answer of research question 1, we propose a succinct descrip-
tion of awareness in the context of Research Networks:
Awareness in the context of Research Networks is an understanding of one’s
own work and that of others in a given research domain. It bears on many
diUerent objects and supports the perception of how one is connected to
others, what they are doing and how those activities shape the Research
Network as a whole. Awareness in Research Networks involves multiple
forms and aspects and is dependent on the physical location and strength of
relational ties of objects in the individual awareness space. Generally, the
overall awareness of objects declines gradually the farther an object is away
from someone’s current working focus and personal interest. Awareness is
an enabler of social interactions, provides a framework for collaborative
activities and may positively inWuence information sharing.
3.4 discussion
In this article we presented the results of an interview study with 42 researchers that
led to the empirical identiVcation of six diUerent forms and Vve aspects of awareness.
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Some of the identiVed forms are also commonly used in CSCW research. Knowledge
and cultural awareness, however, have not yet been discussed within the CSCW
community, as they not directly impact on the productivity of knowledge workers,
which is an important criterion in the research community. The derived aspects of
awareness, on the other hand, are indicators for areas to further support researchers’
awareness with future developments and speciVcally tailored tools. Awareness re-
quires a general interest in others and their work and even the best tools to support
scholarly awareness will not overcome narrow-mindedness and egocentrism.
The layer model of awareness in Research Networks is directly derived from the
interview data with experienced researchers and their gradations of awareness com-
bined with the decrease in overall awareness. We acknowledge that this model is
not universally valid but serves as a general heuristic of the awareness of objects
in Research Networks. The applied method, modeled after Mayring (2010), limited
our possibilities for interpretation as it only allows to inductively form categories
and report about the statements of the interviewees. As it is generally true that
researchers will be less aware of more distant objects, we also presented counter ex-
amples to this. Moreover, we know that often the presented layers will overlap and
thus obfuscate the strict separation of the Vve layers.
The presented succinct description of awareness in the context of Research Net-
works may help researchers to better grasp the complexity of the term in networked
collaboration of researchers that is heavily entangled with staying up-to-date about
activities, trends and social interactions. DiUerent from the CSCW research, aware-
ness support in Research Networks should therefore be broader in scope in its so-
cial, methodological and technological aspects. Moreover, the metrics of evaluating
the success of awareness support have to be fundamentally diUerent from those in
CSCW research.
Now that we have discerned various forms, aspects and layers of awareness in Re-
search Networks, further research should investigate how the complex networks of
diUerent objects can be visualized in a way that respects the privacy of single re-
searchers and prevents the unwanted sharing of personal information. It could also
seek to support researchers in identifying how their networks overlap with those of
other researchers (P36, 34). Such representations need to allow for the interactive
change of levels of details and would be best integrated in awareness dashboards
for researchers. Such dashboards would allow access to relevant objects in the re-
searchers’ Personal Research Network, from their Local Research Organization and
from their current projects. Moreover, it would help researchers to retrieve their
own objects and those from the overall research domain (Reinhardt et al., 2011f).
Finally, and paraphrasing one of our interviewees, it is important to state that aware-
ness can be a problem when there is too little of it as this may lead to double work
and delayed innovation. On the other hand, awareness can also be a problem if there
is too much of it, as it may overburden the individual with too much allegedly rele-
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vant information. The key to creating added value with awareness support is to Vnd
the optimal balance.
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Now that we know the requirements of knowledge workers regarding awareness support and
now that we have deVned a model of awareness in Research Networks, in this chapter we
present possible technical indicators that address these requirements and support the model.
We research incipient Research Networks that are formed by the common usage of tags in
social media, in the backchannel discussions of conferences and university courses (research
question C.1). We introduce the model of Artefact-Actor-Networks (AANs) and argue that they
are supporting the modeling, storing and analysis of content, persons and the respective rela-
tions in Research Networks. Moreover, we present a reference implementation of AANs that
supports the automated analysis of Research Networks (research question D.1) and derive yet
missing awareness support features for knowledge workers in Research Networks (research
question C.2).
_________________
This chapter is accepted for publication as: Reinhardt, W., Wilke, A., Moi, M., Drachsler, H., and Sloep, P. B.
(2012c). Mining and visualizing Research Networks using the Artefact-Actor-Network approach. Computa-
tional Social Networks: Mining and Visualization. Springer London (in print).
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abstract
Virtual communities are increasingly relying on technologies and tools of the so-called Web 2.0.
In the context of scientiVc events and topical Research Networks, researchers use Social Media as
one main communication channel. This raises the question, how to monitor and analyze such
Research Networks. In this chapter we argue that Artefact-Actor-Networks (AANs) serve well for
modeling, storing and mining the social interactions around digital learning resources originat-
ing from various learning services. In order to deepen the model of AANs and its application to
Research Networks, a relevant theoretical background as well as clues for a prototypical reference
implementation are provided. This is followed by the analysis of six Research Networks and a de-
tailed inspection of the results. Moreover, selected networks are visualized. Research Networks of
the same type show similar descriptive measures while diUerent types are not directly comparable
to each other. Further, our analysis shows that narrowness of a Research Network’s subject area
can be predicted using the connectedness of semantic similarity networks. Finally conclusions are
drawn and implications for future research are discussed.
4.1 introduction
With the recent rise of Social Media tools like Twitter and Facebook the web-based
interaction in virtual communities of like-minded people keeps up growing. Lately,
Learning Networks and research communities make use of the communication and
collaboration features of Social Media platforms. This increases the productivity of
the involved participants, enhances mutual awareness, and increases a community’s
nexus. In the last years we have witnessed the wide application of Social Media to
higher education courses and scientiVc conferences, the discussion about political
and environmental phenomena as well as the usage in research communities and
enterprises. The analysis of such online activities enables researchers to reveal pat-
terns in communication, detect and visualize cliques of people, or trace the trails of
discussions in a community. Most of these analyzes, however, only reWect the social
part of the interactions and thus are able to make claims about the structure of a
virtual community but not about the respective digital objects.
In this chapter we present the derivation of the concept of Research Networks (Sec-
tion 4.2) and put the concept in the context of Research 2.0 in Section 4.3. Following
we present the model of Artefact-Actor-Networks and its reference implementation
in Section 4.4 that was used for mining diUerent types of Research Networks: con-
ferences, university courses and hashtag communities (Section 4.5). In addition, we
give an insight into data storage with Semantic Web technologies. We explore the
artefacts and their relations to online actors in three learning services (Delicious,
SlideShare, and Twitter). Besides the descriptive analysis of the communities we ap-
ply metrics from Social Network Analysis (SNA) and visualize the networks based
on diUerent factors such as semantic similarity (Section 4.6). From the analysis of
the networks we aim at bridging the gap between the use of Social Media tools, as
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a mean for communication and exchange, and the missing awareness for one’s own
and activities of others in such settings. Furthermore, we will show the strengths of
the Artefact-Actor-Network approach for identifying interesting relations between
activities of users, the artefacts they generate and the larger image those activities
produce towards pattern recognition in Learning Networks’ activities. The chapter
closes with the discussion of the results of the Research Network mining in Sec-
tion 4.7 and gives an outlook on how they could be used in future research towards
awareness-support for participants in Research Networks.
4.2 research networks and levels of member participation
An online community, e-community, virtual community or online social network is
to be understood as a group of people that interact using electronic means of cooper-
ation. Examples of such cooperation media are email, telephone, instant messaging
services and more recently Social Software. Lately, online communities have become
a valuable and widespread used supplement for groups that work together in face-
to-face contexts but they are also existing exclusively in the online world. Online
communities may be centered around professional, educational, recreational, politi-
cal topics; they may be organizational, topical or regional and most often assemble
people around speciVc objects (also see Knorr Cetina (1997); Engeström (2005)).
Rheingold (1993) coined the term virtual communities and claims that they form
“when enough people carry on those public discussions long enough, with suXcient hu-
man feeling, to form webs of personal relationships in cyberspace”. Kim (2000) adds
that web communities are “a group of people who share a common interest or purpose;
who have the ability to get to know each other better over time. There are two pieces
to that deVnition. That second piece – getting to know each other better over time –
means that there needs to be some mechanism of identity and communication”. The
mere existence of an online community does not mean that there are any strong per-
sonal relations between its participants; uncovering the very liberal use of the term
community and the term of virtual communities as such (Jones, 1995; Paccagnella,
1997). Wellman (2001) on the other hand deVnes community as “networks of inter-
personal ties that provide sociability, support, information, a sense of belonging, and
social identity. I do not limit my thinking about community to neighbourhoods and
villages. This is good advice for any epoch and especially pertinent for the twenty-Vrst
century” and further elaborates that “we Vnd community in networks, not groups. Al-
though people often view the world in terms of groups (Freeman, 1992), they function
in networks. In networked societies: boundaries are permeable, interactions are with
diverse others, connections switch between multiple networks, and hierarchies can be
Watter and recursive”.
In blended learning, classroom learning is combined with web-based learning that
may uses organizational learning management systems (LMS) or more open ap-
proaches in which the learners may decide on the tools the want to use. The
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learner’s Personal Learning Environment (PLE, Wilson et al. (2007)) provides ac-
cess to all learning resources, useful people and learning services he might need for
pursuing his learning goals. Recently, the term Learning Networks has been coined
for such online communities of learners. According to Koper (2009a), Learning Net-
works (LNs) are online communities in which users share existing information and
cooperatively create new knowledge. This way, Learning Networks help partici-
pants to develop their skills and competences in rather non-formal, unplanned and
ad-hoc learning situations and educational contexts. DiUerent from formal educa-
tion there are little learning goals for the whole Learning Network as well as diUuse,
hard-to-phrase individual ones. As Koper (2009b) points out, the participants of a
Learning Network could:
• exchange experience and knowledge with each other,
• collaborate on common research questions and tasks,
• oUer and get support to/from other participants in the Learning Network (e.g.
questions, answers, remarks),
• set up focussed working groups,
• support each other when encountering learning problems, and
• use tools and services to create, share, Vnd and access learning resources.
Each Learning Network – being a social network – is composed of people that share
a similar interest or follow a similar goal. The commitment to the common interest
or goal, the timeframe of the Learning Network’s existence, the size of the networks
and other properties vary between Learning Networks but for all that Learning Net-
works are providing their participants with resources, services and agents to support
their learning purposes. The participants in Learning Networks have clearly deVned
or rather blurred learning goals; they could be persons seeking help as well as men-
tors, coaches, teachers or lurking bystanders. The resources in a Learning Network
are all digital artefacts that might help the participants to accomplish their learning
goal or do make them aware of a lack of personal competence that they want to elim-
inate. Learning resources may include any audio or video Vle, blog post, wiki page
or learning resources as well as entire courses in LMS. Part of those resources were
already existing before the nascency of the Learning Network, others are created by
the participants and all of those resources can be used by several LNs at a time. Sloep
(2009a) elaborates that learning services are software tools that increase a Learning
Network’s viability. Koper (2009b) adds that such web services are designed to fa-
cilitate the participants to exchange experience and knowledge, to stimulate active
participation in the Learning Network, to assess and develop the participants’ com-
petences, to Vnd relevant peers and experts that could oUer support in solving a
certain problem, and to facilitate ubiquitous learning. According to Koper (2009a)
examples of Learning Networks are:
• Communities of teachers who exchange experience on how to handle certain
pedagogical issues in the classroom.
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• Employees of a company that need to update themselves about the functions
of a new product their company released recently.
• Students who cooperatively write a composition on a given topic.
• Lawyers who exchange experience and knowledge when a new law is intro-
duced within their Veld.
• Researchers that exchange information to Vnd solutions for a speciVc problem.
They update each other with new Vndings and cooperatively solve problems,
co-author documents, attend face-to-face events and carry out joint projects
in a geographically and timely separated manner.
As a matter of course, there exist a range of other Learning Networks with diUerent
participants, resources and services. If the participants in a Learning Network are
scholars, the resources used and services in place are related to their research activ-
ities or the execution of research projects we call such Learning Networks Research
Learning Networks or brieWy Research Networks (RNs). It is common to all of those
Learning Networks that we Vnd diUering levels of member participation.
Levels of interaction
As Kim (2000) elaborates, we Vnd diUerences in the interactions in Research Net-
works that make use of structured means of communication (such as bulletin boards,
mailing lists or chat rooms) and such Research Networks where interactions are me-
diated through bottom-up, individual-centered tools (e.g. blogs, microblogs or social
networking sites). In almost all Research Networks, there are patterns of social inter-
action and user contributions. It does not matter if the participation in the Research
Network includes posing questions and answering some, tagging resources or creat-
ing own learning resources, creating discussion threads or linking online learning
repositories; it is a rule-of-thumb that only 1% of the participants create new content,
10% interact with this content and 89% will just consume the content that is there
(Arthur, 2006). This inequality pattern is even worse within Wikipedia, the most
well-known Research Network where participants jointly create a high-quality on-
line encyclopedia. In September 2010, the English version of Wikipedia had 35,222
active users1 which is only 0.027% of the 130million unique visitors it has worldwide
(it is 0.07% of the 45million unique visitors it has in the United States alone) (Google
Inc., 2010; Zachte, 2010).
This unbalanced participation patterns can be found in most Research Networks
and Social Networking Services (SNS) and can be explained by technical and moti-
vational reasons. If there are technical hurdles that hinder the learner to participate
in the Research Network’s activities or if the participants sense a lack of compen-
sation for their work, the participation in the Research Network will probably not
1 A Wikipedian is counted as being active, if he contributed to Wikipedia articles at least 5 times in a
month.
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Table 10: Levels of participation in Research Networks (based on Hughes (2009))
Participation Status Lifecycle
Peripheral Visitor The participant is an outsider and has little or no structured participation in the
Research Network (he is lurking).
Inbound Novice The participant is a introduced as newcomer to the Research Network and head-
ing towards full participation in the Network’s activities.
Insider Regular The participant is a fully committed inhabitant of the Learning Network.
Boundary Leader The participant is a leader in the Research Network sustaining his membership
with active participation and the brokering of information and interactions.
Peripheral Elder The participant is about to leave the Research Network because of new goals,
extended relationships to new Research Networks and new positions.
set up. As the reasons for a learner’s participation is both varying and not singular,
Research Networks should incentivize participants with multiple types of motiva-
tion in order to engage them and keep them engaged. Lately Wikipedia undermined
the sovereignty of its users and demotivated some of them with the ongoing contro-
versy around Deletionism versus Inclusionism (Crowdsourced, 2010) and the force
of producing higher quality articles with a range of external references. This, to-
gether with increasing administrative processes needed to edit articles, resulted in
a decline of active users in the Learning Network by 12,3% (11,170 users) between
January and September 2010. Many Wikipedians lost their feeling of belonging to a
community of equivalents, thus trashing their identity in the Learning Network.
Another explanation approach for those participation patterns comes from a more
sociological point of view. Kim (2000) suggested that there is a membership life
cycle and Lave and Wenger (1991) presented the model of Legitimate Peripheral Par-
ticipation (LPP), both claiming that there is a participation life cycle for participants
in communities such as Research Networks. Table 10 synthesizes the ideas where-
upon participants start their life in a Research Network as a visitor or lurker that
are only watching interactions and consuming existing content but are not directly
adding new content. At some point learners start participating in the Learning Net-
work’s activities and become novices. After having contributed to the RN with both
active social and content interaction, the learner becomes a regular participant. If a
learner further engages in the RN’s activities he might become a leader that sustains
his membership through multifaceted activities. After being in a Research Network
for some time, a participant might become an elder that is about to leave the net-
work because of new learning goals or matured knowledge in the domain. It needs
to be pointed out, that a learner can always be part of many Research Networks at
a time; so while he is a leader in one, he might be visitor in another one and regular
participant in a third Research Network. At each time and in any Research Network,
participants on a lower level of participation must feel engaged and motivated by
the fellow participants and be technically empowered to ’graduate’ to a higher level.
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4.3 research networks and research 2 .0
Lately, Research Networks are increasingly dependent on Web 2.0 tools, technolo-
gies and techniques to their daily practices. In Technology Enhanced Learning (TEL),
the adoption ofWeb 2.0 is already actively researched under such notations as Learn-
ing 2.0 (Redecker et al., 2009), Personal Learning Environments (Wilson et al., 2007),
Open Learning Environments (HannaVn et al., 1999; Oliver and HannaVn, 2001) or
Learning Networks (Koper and Sloep, 2003). The application of Web 2.0 to Research
Networks is often squired with the terms Research 2.0 or Science 2.0 and aims at
leveraging the same opportunities for research. Research 2.0 is a rather young con-
cept but there are already numerous controversial positions, oscillating between new
tools and technologies, methods and practices (cf. Kieslinger and Lindstaedt (2009);
Ullmann et al. (2010)). Waldrop (2008) for example, relates Science 2.0 to “new prac-
tices of scientists who post raw experimental results, nascent theories, claims of discov-
ery and draft papers on the Web for other to see and comment on” and Shneiderman
(2008) comprehends the term as “new technologies [that] continue to reorder whole dis-
ciplines [... as ...] increased collaboration [is stimulated] through these socio-technical
systems”.
Focusing on the change of practices mentioned in Waldrop’s deVnition, Kieslinger
and Lindstaedt (2009) are underlining the Science 2.0 focus on “improving, enhancing
[and] speeding up feedback cycles”. Underwood et al. (2009) postulate even further
that Research 2.0 oUers more potential than the mere optimization of science eX-
ciency: participation in research can be broadened beyond existing scientiVc com-
munities. Research 2.0 as “technology enhanced participatory science” (Underwood
et al., 2009) could then unbolt science allowing ’everyday scientists’ (Roure, 2007)
to participate globally and pervasively in research and collaboration. Butler (2005)
sees a key feature of Research 2.0 in “dynamic interactions between [scholars] in real
time” at the same time criticizing the slow adoption of these new technologies and
practices in the scholarly daily routines. Waldrop (2008) also claims that Science 2.0
allows for a richer dialogue in Research Networks such as collaborative brainstorm-
ing, meta conversations, or an open discourse of “critiquing, suggesting, sharing of
ideas and data” among previously unknown parties. Ullmann et al. (2010) point out
that this way, “Science 2.0 is supposed to enable eXcient crowd-sourcing of ideas and
reVnement of knowledge through open debate.”. As Nielsen (2008) remarks, the schol-
arly system has hardly changed since the creation of the Vrst scientiVc journal in
the 17th century. With the Internet, WWW and Research 2.0 becoming mainstream,
science will “change more over the next 20 years than in the past 300 years”. He
goes on and elaborates that Research 2.0 is the “Vrst major opportunity to improve
this collective long-term memory [the scientiVc journal system], and to create a collec-
tive short-term working memory, a conversational commons for the rapid collaborative
development of ideas” (Nielsen, 2008).
There is some controversy about whether Research Networks are driven by new
technologies or new practices and the reciprocal relationship between those two
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aspects. Where understanding new practices allows for their implementation into
tools, the existence of new tools reshape existing practices and often allow for the
appropriation of new practices not foreseen in their design. Finally, Shneiderman
controversially asserts Science 2.0 a change in research methodology that would be
complementary to the Science 1.0 focus on predictive models and laboratory con-
trolled testing (see also Gillet’s elaborations on the transition from Science 1.0 to
Science 2.0 in Gillet (2010)). Research 2.0 would therefore take place embedded in
the real world through large-scale, rigorous observations and their validity would
be empirically investigated using qualitative and quantitative analysis. Objectors of
this understanding point out that many scientiVc Velds including social sciences or
natural sciences already rely on this scientiVc methodology. In spite of that, there
seems to be an agreement amongst scholars that Research 2.0 and its new socio-
technical systems are more cooperative, more eXcient, productive and open, are
fostering engagement and focussing on the sharing of new ideas.
Despite the many undoubted advantages of Research 2.0, many authors mention a
reluctant adoption of the new learning services by researchers. In some disciplines
the revolution of Research 2.0 is even passing by without researchers noticing the
changes (Butler, 2005). A recent study conducted by Procter et al. (2010) with 1,477
UK researchers reveals that the adoption of Research 2.0 in scholarly communica-
tions “has reached only modest levels so far” whereas there are certain learning ser-
vices that have been rapidly adopted. Especially in the context of scientiVc events
and higher education courses, services like Twitter and SlideShare have proven to be
heavily used to share messages and learning resources with a wider public (Heinze
and Reinhardt, 2011; Reinhardt et al., 2009a). Duval (2010) even says that “In fact,
Twitter is more relevant to me now than any [other] research2.0 application”. Another
category of learning service that is widely adopted within the scholarly practice are
social bookmarking systems such as Delicious or Diigo (Weller et al., 2010). What
is common to those learning services is the fact that they are built around clearly
deVned digital social objects (Knorr Cetina, 1997; Engeström, 2005) and not intended
for the usage in the scholarly system in the Vrst place. Instead, researchers adopted
and reshaped the learning services in order to make them better suited to the schol-
arly routines of work.
Summing up, it can be stated that participants in Research Networks use learning
services in varying intensity with the goal to open up the previously closed world
or research. They share ideas and learning resources with each other and cooper-
atively create new knowledge that becomes part of the collective memory. Not all
learning services are used equally and not all researchers use all existing learning
services. In fact, we even observe diUerent usage of diUerent services with one per-
son, meaning that they diUerentially behave in diUerent learning services. In order
to mine Research Networks and the respective learning services we therefore should
diUerentiate between the diUerent handles of a person in the learning services, al-
lowing for the separated inspection of a user’s behavior. Also, we should be able
to distinguish between the single learning services like Twitter or Delicious within
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a Research Network in order to recognize patterns that might exist in one service
but not within the other. This will also allow us to compare the usage of learning
services in diUerent Research Networks.
The overall goals of Research Network mining are thus: expert Vnding and recom-
mendation, learning resource clustering and recommendation, pattern recognition
within and across Research Networks, community detection within Research Net-
works, awareness raising about a network’s behavior and structure, and the analysis
of a participant’s research network trajectory. In the following section we intro-
duce the approach of Artefact-Actor-Networks (AANs) to support these Research
Network mining goals.
4.4 the aan approach for research network mining
Artefact-Actor-Networks are an approach for mining resources of various kinds of
source networks. It comprises two main parts: the theoretical foundation and a ref-
erence implementation. In the theoretical part, a concept for a consolidation of so-
cial networks and artifact networks of documents is explained. Resources of mined
networks are stored by a distinction between artefacts, actors, and keywords. The
practical implementation of this concept was put into practice using Semantic Web
technologies. Section 4.4 introduces the fundamentals for a system for Vnding ex-
perts and communities, retrieving information, analyzing and visualizing Research
Networks. The reference implementation of this system is introduced in Section 4.4.
Theoretical approach
Artefact-Actor-Networks (AANs) were Vrst introduced in Reinhardt et al. (2009b)
and serve as an approach to semantically intertwine social networks with so-called
artefact networks. We distinguish two general types of layers - the artefact and
actor layers. Both types can have arbitrary sub-layers to specialize the type of an
artefact or actor. This can be understood like the hierarchy concept of higher level
programming languages. Furthermore artefacts and actors can be connected trough
typed relations, so called semantic relations to manifest the semantic context. Exam-
ples for semantic relations are isCoWorker to connect actors, references to connect
artefacts and isAuthor to connect artefacts with actors.
Layer in Artefact-Actor-Networks
Using Artefact-Actor-Networks an actor’s participation in the life cycle of artefacts
as well as signiVcant connections to other actors will be outlined. Artefact-Actor-
Networks consolidate multilayered social networks and artefact networks in an inte-
grated network. Therefore, we consider the communication and collaboration with









(b) Artefact-Actor-Network with semantic rela-
tions between artefacts and actors
Figure 20: Schematic assembling of an AAN
each learning service or artefact supply (e.g. Twitter, chats, email or scientiVc doc-
uments) as a single layer of the respective network. We unite these single layers in
both social and artefact networks to consolidated networks that contain all actors
and artefacts respectively (cf. Figure 20a). While in the consolidated social network
we can only make statements concerning the relations between actors and in the
consolidated artefact network we can only analyze the relations between artefacts,
Artefact-Actor-Networks (cf. Figure 20b) also contain semantic relations between
actors and artefacts. The recently discussed semantic relations can be found in each
layer respectively between each layers.
Use of ontologies
As introduced, we distinguish diUerent types of layers in AANs. To model an
Artefact-Actor-Network with it’s layers we use a ontologies to specify semantical
and hierarchical relations. Using current techniques like OWL (W3C, World Wide
Web Consortium, 2010a) and RDF(S) (W3C, World Wide Web Consortium, 2010b)
the inheritance of classes and relations can be accomplished. Every class represents
an special type of artefact and actor, which are the base classes. By following this
approach, querying specialized information becomes possible and allows to change
between diUerent abstraction levels. On the base level there are only artefacts and
actors without further specialization. If we were interested in an aggregated analy-
sis of all artefacts or actors, we would simply query the base class whereas querying
speciVc classes allows for more focused analyses. Figure 21 depicts the ontologies
used in the AAN reference implementation.
aanbase and co . All our ontologies inherit from the AANBase ontology. It
holds the base classes artefact, actor and keyword, which are the most general classes
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Figure 21: SimpliVed overview of the ontologies available in the AAN reference implementa-
tion
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Figure 22: Relevant keywords and named entities for a wiki artefact about Twitter
in any Artefact-Actor-Network. An artefact can have arbitrary many keywords.
Each keyword can be specialized as a category or tag class.
Figure 21 also shows the AANOnline ontology, which describes artefacts and actors
of the WWW. ’Between’ the AANTwitter and AANOnline ontology there is the AAN-
Microblog ontology which abstracts from the various microblog services and allows
to extent the whole ontology in the future. The same holds true for the other most
specialized ontologies like AANMediaWiki or AANDeliciousBookmarks.
Using all ontologies in place, the layers of the Artefact-Actor-Network can be de-
scribed and distinguished. The AANBase ontology represents the consolidated arte-
fact and actor layer. More special layers are AANMicroblog or AANWiki. The most
specialized layers AANSlideShare, AANMediaWiki, AANTwitter and AANDelicious-
Bookmarks can be inferenced to get a more aggregated view of the network.
Analysis of artefacts
The semantic relations between artefacts and between actors can most often be ex-
tracted automatically, like references or citations without considering the content of
the artefacts. In order to extract diUerentiated information about domain experts or
the like, not explicitly existing relations between actors in the same domain need
to be extracted from the content of their artefacts. If two artefacts are semantically
similar, then there is also a more or less strong relation between two concerned
actors.
To determine the semantic similarity of two artefacts, we need metadata of the ob-
jects. There are numerous ways of obtaining metadata for artefacts. We will not
cover all these possibilities. Amongst others, the metadata contains semantically
relevant information such as keywords or named entities. Semantic metadata can
be extracted through external libraries and services like OpenCalais (Reuters, 2009)
or AlchemyAPI (Orchestr8 LLC, 2009). Figure 22 shows exemplary keywords and
named entities (technology, country, company) for a wiki artefact about the Twitter
micro-blogging service.
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We have to calculate the relevance for every extracted keyword and named entity,
which describes the semantical relevance of the metadata for describing the artefact.
Several techniques of information retrieval and natural language processing can be
used for the calculation of this relevance. One of these techniques is the inverse
document frequency (tf-idf) (Salton and Buckley, 1988; Salton and McGill, 1983), to
determine how good a keyword separates an artefact from all other artefacts. Tf-idf
uses the fact that if the keyword has a large frequency in the whole set of keywords,
it has only small relevance to describe an artefact. Processing of the relevance has to
be done in continuous intervals, caused by the fact that tf-idf is based on the existing
keyword corpus from the set of artefacts and thus has to be re-calculated as soon as
new artefacts are stored.
Two artefacts are semantically similar, if the semantic metadata of the artefacts are
similar. To determine the semantic similarity, we compare the relevance of the meta-
data of two artefacts. We distinguish metadata of artefacts in diUerent concepts like
keywords or named entities. Examples for named entities are companies, technologies
or persons. Every artefact may have several concepts. An artefact interprets its ref-
erenced concepts as attributes. By using RDF to represent artefacts, we have no
redundantly stored concepts. A concept may be referenced by many artefacts in the
network. To compute the similarity between two artefacts, there must exist at least
one equal concept between them. Otherwise the semantic similarity is zero. For a
better understanding of our concept we divide the process to calculate the semantic
similarity into short steps.
relevance of concepts for an artefact As discussed previously an arte-
fact may have arbitrary many concepts with speciVed relevances. Services like Open-
Calais (Reuters, 2009) and AlchemyAPI (Orchestr8 LLC, 2009) deliver information
about keywords and named entities with their respective relevance for the artefact.
Directly extracted keywords can be weighted through information retrieval methods
like tf-idf.
normalizing of relevances The relevance of the attributes are absolute val-
ues with no respect to other attributes. But to compute the semantic similarity be-
tween two artefacts it is necessary to normalize the values to get the weight of one
relevance in respect to all others. In our approach we normalize the attributes to the
value 1. Denote that all relevance factors are mapped into the continuous interval
(0, 1]. The sum of all relevances is at most one.
computation of semantic similarity To compute the similarity between
two artefacts, we take into account all common attributes of the artefacts. Pairwise,
the diUerence between the normalized values is calculated and weighted by the min-
imum of the normalized values of both attributes. Then all pairs will be summed up.
The resulting value is the similarity of both artefacts in respect to the weight of their
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attributes. Hereafter, we present some deVnitions which are necessary to calculate
the semantic similarity in AANs. Let A be an artefact, then CA denotes the set over
all concepts of the artefact A which relevance rA(c) is greater 0. Let A and B be
artefacts, then CA,B = CA ∩CB denotes the set of the common concepts.
Let A be an artefact and c ∈ CA a concept of this artefact, then rA(c) denotes the
relevance of the concept c referred to artefact A. The normalized relevance of the





To calculate the semantic similarity between two artefactsA andBwe iterate over all
common conceptsCA,B. At every iteration step the semantic similarity in respect to
the current concept is calculated and summed up. The semantic similarity between










ConSimA,B(c) = 1− |nA(c) −nB(c)| (4.3)
The function ConSimA,B(c) (ConceptSimilarity) calculates the semantic similarity
between two artefacts A and B in respect to concept c by subtracting the absolute
value of the diUerence of the relevances from 1. The greater the diUerence of the
relevances of a common concept the lesser the semantic similarity by the concept c.
SemSimA,B is a linear function (cf. Figure 23). For a common concept between two
artefactsA and B the relevancies are on the x- and y-axis. The value of the semantic
similarity is represented by the z-axis. If the relevance x equals y, the semantic
similarity is maximal for a given concept.
For example a common concept SMS which is a technology, the relevance of this
concept must not necessarily be equal to both artefacts. If the relevancies are same,
then ConSim returns 1, which means that the semantic similarity value will not
be weakened, because the current concept is identically important to both artefacts.
The minimum of the normalized relevancies in the Vrst part of the formula guar-
antees, that the semantic similarity value in every iteration is not greater then the
smallest relevance. If two artefacts have the same concepts and for every concept
equal relevance, then it must be that the semantic similarity is exactly 1. DiUerences
on relevancies for common concepts aUect alleviative to the semantic similarity be-
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Figure 23: Plot of the SemSim formula
tween two artefacts. In an evaluation process we decided to square ConSim which
means that a small diUerence of the relevance will aUect less alleviative.
AAN reference implementation
The diUerent requirements of the AAN concept make various demands on an imple-
mentation. With regards to a pool of possible data sources, the storage of semantic
relations, and various goals of analysis by diUerent components, there is a need
for a dynamic system. Such a dynamic system can be designed with the OSGi Ser-
vice Platform (OSGi Alliance, 2010), which is a speciVcation to develop modularized
architectures with the Java programming language. With this basis, modularized
components, called bundles, can be deVned. A bundle consists of executable code
and additional resources. Its functionality is oUered by services, which are deVned
by interfaces. In this way a service can be provided by diUerent bundles. This means,
that a speciVc task can be executed by several bundles, e.g. the analysis of a resource
can be done by diUerent specialized components. Another advantage of the OSGi
Service Platform is the dynamic treatment at runtime. Bundles can be in diUerent
states, they can be installed, started, and stopped at runtime. Thus it is possible to
add a more recent version of a bundle without restarting the system.
The architecture of the reference implementation is divided into three main blocks
of bundles, in which tasks of the Velds data acquisition, data storage, and analysis
are performed. Figure 24 shows the main parts of bundles and interfaces for the data
Wow. A more detailed insight is given in Reinhardt et al. (2010a).
Bundles in the crawling block are responsible for the data acquisition. This block
comprises three main types of bundles: CrawlerManager, Crawler, and Parser. The
purpose of CrawlerManagers is to deVne tasks, by which resources of given URIs
are processed. The Vrst URI and additional parameters of an overall job can be given






































































Figure 24: Architecture of the AAN reference implementation
by users. This is why CrawlerManagers are accessible by web services. Beside an
URI, a user can deVne when a job is started, if a job has to be repeated after some
time, and how deep a network has to be accessed. General jobs, like of simple web-
sites, can be executed by the GeneralCrawlerManager. If a network requires special
handling, there is the possibility to deVne adapted CrawlerManagers, e.g. the Deli-
ciousCrawlerManager, which was implemented to Vt the requirements of Delicious
feeds. With this component, it is possible to deVne, if resources of an actor or a key-
word are of interest. After an overall crawling job is started, the Crawler component
works through the job by a working chain, consisting of Accessor, MimeTyper, and
Parser. The Accessor component accesses the resource given by an URI and tem-
porarily stores the data of the URI locally. In the next step, the MimeTyper compo-
nent determines the MIME type of the resource. Finally, a Vtting Parser component
is extracting relevant data. A suitable parser is chosen by the MIME type and the URI
of a resource. There are two types of parsers, general and special parsers. General
parsers are built up to handle resources like conventional websites. A general parser
extracts hyperlinks and sub-documents like images and adds additional tasks for the
extracted links. A speciVc parser is specialized to extract characteristic metadata of
diUerent interfaces, e.g. structured XML contents. Extracted data is hand over to
90 mining and visualizing research networks using the aan approach
bundles of the DataStore block. After a parser Vnishes work on a resource, a task is
completed.
There are three types of data, which are stored by bundles of the DataStore block:
full texts, semantic data, and data describing the similarity of resources. The Vrst
two types are hand over by parsers. Full texts can be the main content of a website,
a presentation, a microblog entry or other artifacts. The FullTextStore is realized
using Apache Lucene, a Java-based indexing and search implementation. With this
component, URIs and their related full texts can be stored and loaded again. Stored
full text can be used for further analysis, e.g. clustering or keyword extraction to
classify artifacts. Another exciting matter is the storage of semantic data. Objects,
their semantic relations, and additional metadata can be stored by the DataStore
bundle. The Semantic Web framework Jena (Jena team, 2010) serves as the basis
of this component. It provides a model, whose schema is speciVed by the AAN
ontology. By the use of this model, statements in the form of triples can be stored (e.g.
an actor is the creatorOf an artifact). Further, it is possible to make queries, written in
the RDF query language SPARQL W3C, World Wide Web Consortium (2008). This
oUers various opportunities for deVning specialized requests. For example, some
metadata properties for all artifacts of a special class, reduced to a set of related
authors and keywords can be queried. Such requests can be used for selecting data
of interest and to analyze the data or visualize relations between requested objects.
The third type of stored data is used indirectly by the analyzing component SemSim
to store data about semantic similarity between artifacts.
Based on the harvested data, there are various opportunities for analysis. The Vrst
two developed components in the Analyzer block are bundles of the type TextAn-
alyzer, with which relevant entities (like describing keywords) for representing a
full text can be extracted. The developed bundles are listening on upcoming events,
which are Vred in the DataStore block. These events occur every time a new re-
source is stored. The bundles OpenCalaisAnalyzer and Orchestr8Analyzer are based
on the web services of OpenCalais (Reuters, 2009) and the Orchestr8 AlchemiAPI
(Orchestr8 LLC, 2009). Their functionality, eXciency and accuracy are described in
detail in Bosnic et al. (2010). The returned metadata is stored within the semantic
model and provides describing data for further analysis. Another bundle of the type
RelevanceAnalyzer is the SemSimAnalyzer, which translates an approach of com-
puting semantic similarity into practice. Like presented in Reinhardt et al. (2009b),
the SemSimAnalyzer computes the similarity of artifacts in pairs. Therefore all com-
mon attributes of two artifacts are taken into account pairwise. By the minimum
of the normalized values of two attributes, the diUerence between the normalized
values is calculated and weighted. The resulting values form the basis of the seman-
tic similarity presented in this chapter. Finally, the harvested and calculated data
has to be extracted and transformed for further analysis. This is done by the Visual-
izationDataProvider. With this bundle it is possible to extract subnetworks in form
of data describing graphs. Subgraphs consist of edges and nodes. Nodes represent
resources, like artifacts or actors, of the diUerent network sources. Edges either rep-
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resent semantic similarity or relations describing the relationships in the networks
themselves. By web services, artifact and actor classes of interest, which have to be
deVned in the ontology, can be requested. Further, context keywords (e.g. a keyword
or tag) can be given. Resources, described by these context keywords, are extracted
and exported in the Graph Exchange XML Format (GEXF). Such Vles can be opened,
analyzed, and visualized by software like Gephi (Gephi NGO, 2010).
4.5 research networks analyzed in this article
In this chapter we analyzed six diUerent Research Networks using the Artefact-
Actor-Networks approach as described in the previous sections. The Research Net-
works were chosen because of their widespread adoption of Research 2.0 services
and established practices within the particular communities. In our exploration we
focused on the analysis of three types of learning services: 1) Twitter2, 2) SlideShare3
and 3) Delicious4. As described in Procter et al. (2010); Tacke (2010); Weller et al.
(2010) those services are especially good adopted by researchers for supporting schol-
arly communications. In our analysis, we incorporated three types of Research Net-
works:
a) such networks that are formed around a scientiVc event like conferences or
workshops,
b) such networks that arise in the context of higher education courses and
c) networks that accrue from the usage of a common tag5.
In detail we analyzed four scientiVc conferences, one university seminar and one
hashtag community. Those Research Networks diUer in context, size, structure, vol-
untariness of participation and their age. Table 11 presents an aggregated overview
about the data we used for our analysis (labeled with ’analyzed’). The table shows
that there are diUerences in the number of analyzable and analyzed data. For the
case of Delicious we compared the number of bookmarks in the system (’Web’) with
those that are accessible via publicly available interfaces. The reasons for the par-
tially signiVcant diUerences are to be explained with restrictions in the Delicious API
limiting the number of bookmarks you can access. For the learning service Twitter
we compared the number of tweets that were accessible directly via Twitter’s search
interface (’Web’), a third-party Twitter archive called TwapperKeeper6 (’TwK’) and




5 Such Learning Networks are also known as hashtag communities as they spring up around the accidental
or planned usage of a tag, meaning a keyword or term associated with a piece of digital information.
Some authors use the term Communities of Interest for describing such virtual communities with shared
problems and goals (Fischer, 2001).
6 In TwapperKeeper (http://www.twapperkeeper.com/) someone has to manually create an archive for
a hashtag. The software then stores all the tweets associated with that hashtag and makes them accessible
via an open interface. As of 20.03.2011 the API capabilities have been removed from TwapperKeeper. The
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Table 11: Research Networks investigated in this article (data as of 22.09.2010)
Type Tag(s) Delicious Twitter SlideShare
PLE 2010
conference ple_bcn Web 196 Web 1 Web 20
plebcn TwK 6,772
analyzed 181 analyzed 6,542 analyzed 0
ALT-C 2010
conference altc2010 Web 345 Web 1 Web 5
TwK 6,723
analyzed 245 analyzed 6,679 analyzed 5
FSLN 2010
seminar fsln10 Web 384 Web 0 Web 17
TwK 768
analyzed 383 analyzed 689 analyzed 17
SOLO 2010
conference solo2010 Web 124 Web 28 Web 4
solo10 TwK 4,925





ple Web 22,599 Web 76 Web 595
TwK 71,761
analyzed 2,314 analyzed 2,908 analyzed 595
ED-MEDIA
conference edmedia Web 190 Web 0 Web 14
TwK 2,120
analyzed 128 analyzed 1,993 analyzed 14
Due to a problem accessing SlideShare contents, the artifacts for PLE 2010 were not analyzed in this chapter.
Web = artefacts available on the websites, TwK = TwapperKeeper
ber of artefacts available in the learning service SlideShare for each of the Research
Networks.
Following, we brieWy introduce the selected Research Networks and name the hash-
tags that were used by the participants of the network in order to identify their
output as belonging to the Research Network.
The selected conferences were chosen because they dealt with topical themes in the
context of Research 2.0 and personalized learning. The conferences attracted many
well-known researchers and provided a broad range of social networking opportu-
nities. Moreover, the participants of the conferences were aXne with the usage of
various learning services in scientiVc events.
In detail we analyzed the 1st PLE Conference 2010, the 17th international confer-
ence of the Association for Learning Technology (ALT-C), the 2010 Science Online
London conference, and the ED-MEDIA conferences 2009 and 2010.
The 1st PLE Conference (used hashtags were #ple_bcn and #plebcn) took place July
7-9 2010 in Barcelona, Spain and was intended “to produce a space for researchers and
same functionality can be achieved with an Open Source version of TwapperKeeper (yourTwapperKeeper)
that can be installed on a local web server.
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practitioners to exchange ideas, experience and research around the development and
implementation of Personal Learning Environments (PLEs) including the design of envi-
ronments, sociological and educational issues and their eUectiveness and desirability as
(informal) learning spaces” (PLE Conference Organizing Committee, 2010). The con-
ference provided opportunities for unconferencing events (Hamlin, 2008) and was
squired by a rich range of Social Media oUers such as a YouTube channel7, a Twit-
ter account for the conference and a dedicated Crowdvine8 site with 116 registered
participants.
The 17th international conference of the Association for Learning Technology (ALT-
C) was held in Nottingham, UK from September 7-9 2010. The participants of this Re-
search Network used the hashtag #altc2010 and were also supported with a Crowd-
vine site to extend social interaction amongst the more than 400 registered partici-
pants. ALT-C 2010was targeted towards “practitioners, researchers and policy-makers
from all sectors to explore, reWect, and learn” (ALT-C 2010 Organizing Committee,
2010).
The 2010 Science Online London (hashtags were #solo2010 and #solo10) conference
took place September 3-4, 2010 in London, UK and was amongst others hosted by the
popular reference management maker and scientiVc social network provider Mende-
ley9. The organizers of the conference were asking “How is the web changing the
way we conduct, communicate, share, and evaluate research? How can we employ these
trends for the greater good?” and answered “This September, a brilliant group of sci-
entists, bloggers, web entrepreneurs, and publishers will be meeting for two days to ad-
dress these very questions.” (Solo 2010 Organizing Committee, 2010). The event was
promoted and transacted using the social event management software Eventbrite10,
accompanied with a dedicated Twitter account and pictures on Flickr11.
The Research Network that uses the hashtag #edmedia is made up of participants
of the ED-MEDIA conference series, run by the Association for the Advancement
of Computing in Education. “This annual conference serves as a multi-disciplinary fo-
rum for the discussion and exchange of information on the research, development, and
applications on all topics related to multimedia, hypermedia and telecommunication-
s/distance education” (Association for the Advancement of Computing in Education,
2010). In particular we investigated learning resources that were published in the
context of the 2009 and 2010 conferences. ED-MEDIA attracts participants from all
over the world and encourages online interactions with the providence of a group
blog, a dedicated Twitter account, a conference group on Ning12, and a Flickr ac-
count.
Besides the four scientiVc conferences, we also analyzed an interdisciplinary semi-
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cational design of the seminar entitled Future Social Learning Networks demanded to
cooperate in teams of two using mainly Social Media as mean for sharing and com-
munication. The usage of Twitter and Delicious was mandatory for all participants
in the seminar (hashtag used #fsln10), whereat the students could additionally use
any other Social Media services that would support them in achieving their learning
goals (Heinze and Reinhardt, 2011).
Finally we analyzed the hashtag community that formed around the usage of the
hashtag #PLE. We chose this tag as it is the acronym for a term widely discussed
in the domain of technology enhanced learning: Personal Learning Environments
(EDUCAUSE, 2009; Wilson et al., 2007).
4.6 mining of selected research networks
In this section we describe the process of mining the selected Research Networks.
This comprises the description of our hypotheses, the analysis procedure and the
data-mining of artefact- and actor-level data. Finally, the most important results
of the analysis of the mined data are presented. During the analysis of the Re-
search Networks we use descriptive measures about the structure of Artefact-Actor-
Networks and the networks that stem from semantic similarity between artefacts
and actors. Those measures are deVned as follows:
bookmark ratio The bookmark ratio describes the quantitative relation on how
often a Web resource has been bookmarked in the learning service Delicious
from diUerent participants of a Research Network.
artefact/actor ratio The artefact/actor ratio describes the quantitative relation on
how many artefacts an actor has a relation to.
density The density of a network measures how close the network is to complete.
A complete network has all possible edges and the density equals to 1.
connectedness The connectedness denoted the average degree of an artefact or
actor in the respective network and thus measures the number of relations to
other artefacts or actors.
Hypotheses and procedure
Our analysis of Research Networks using Artefact-Actor-Network theory was lead
by the following hypotheses:
H1: The analysis of all Research Networks will show similar results based on
the descriptive metrics.
H2: The analysis of all Research Networks of the same type (e.g. conferences)
will show similar results based on the descriptive metrics.
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H3: The hashtag community will have the lowest density of all Research Net-
works on the artefact level.
H4: The narrower the subject of a Research Network, the higher the semantic
similarity of the associated artefacts will be.
H5: The similarity of artefacts and actors of a Research Network is indepen-
dent of a vivid social interaction within the Research Network.
In order to test the above hypotheses, we obtained the data using the AAN reference
implementation as described in Section 4.4, selected the relevant subsets of the data
and exported them for visual analytics to the Graph Exchange XML Format13. We
then used Gephi (Gephi NGO, 2010) to visually explore the resulting visualizations,
calculated the descriptive measures and tested the hypotheses.
Results
The result section presents Vndings regarding our hypotheses for the six Research
Networks and the learning services Twitter, SlideShare and Delicious.
Network structure
In this analysis we consider the network structure for all learning services only on
the artefact level. An overview of the calculated measures for the network struc-
ture of the 24 extracted artefact networks can be found in Table 12. The analysis
of the artefact/actor ratio is presented in Table 13. In order to support the descrip-
tive analysis and to compare the structure of the artefact networks that form in the
diUerent learning services, we exemplarily created visualizations for the conference
ED-MEDIA. The visualizations of Twitter, Delicious and the consolidated artefact
network are shown in Figures 25f and 26. Table 14 shows an overview of the calcu-
lated measures for the Research Networks.
First, we explore how comparable Research Networks are based on the analysis of
descriptive measures (H1 and H2). In Table 12 the high frequency of zeros in the
social media network SlideShare is noticeable. In SlideShare there are no direct links
between two presentations (unless there are HTML links in the text of the presen-
tation) what explains the zeros in the appropriate rows. It is in the nature of book-
marking services and microblogs that their artefacts have more links between them.
A comparison of the Delicious and Twitter networks shows that the average degree
of Delicious nodes (3.45) is clearly larger than the degree of Twitter nodes (0.32).
One reason for this can be found in the data gathering process: in Delicious – being
a bookmarking service – for each bookmark a referenced website was extracted. As
13 Altogether, we exported 144 subsets, containing data of the six Research Networks, the three learning
services (Delicious, SlideShare, Twitter) and a consolidated set, the three levels (artefact-, actor-, and
combined Artefact-Actor-Networks), and two diUerent graph types (semantic similarity of objects and
the networks themselves).
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(a) PLE 2010 (b) ALT-C 2010
(c) FSLN 2010 (d) SOLO 2010
(e) PLE (f) ED-MEDIA
Figure 25: Visualizations of artefact networks for the learning service Twitter (only showing
artefacts with at least one relation to another artefact)
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Table 12: Measures for network structure of artefact networks
PLE ALT-C FSLN SOLO PLE ED-






Artefacts 314 437 733 203 4,001 245
Bookmark ratio 2.38 2.27 2.09 2.39 2.37 2.09
Edges 540 840 993 424 7,643 334
Connectedness 3.44 3.84 2.71 4.18 3.82 2.73





re Artefacts 0 5 17 4 595 14
Edges 0 0 0 0 0 0
Connectedness 0 0 0 0 0 0





Artefacts 6,542 6,679 689 4,635 2,908 1,993
Edges 1,174 1,276 108 736 142 440
Connectedness 0.36 0.38 0.31 0.32 0.10 0.44






ed Artefacts 6,856 7,121 1,435 4,841 7,456 2,251
Edges 3,586 3,528 1,337 2,148 8,923 832
Connectedness 1.05 0.99 1.86 0.89 2.39 0.74
Density 0.0000763 0.0000696 0.0006497 0.0000917 0.0001605 0.0001643
The number of Delicious nodes is the sum of the bookmarks and the bookmarked resources.
a result, each node is connected to at least one other node. The referenced website
then can contain references to other websites again or can be bookmarked more
than once. The bookmark ratio in the analyzed Research Networks ranges from
2.09 to 2.39 meaning that each resource was bookmarked about two times. The
connectedness in the learning service Delicious is between 2.71 and 4.18. For the
learning service Twitter we see that the hashtag community has a clearly worse con-
nectedness than the ED-MEDIA conference. Thus, we need to reject hypothesis H1.
Testing hypothesis H2, we showed for all measures signiVcant lower standard devi-
ations when only Research Networks of the type ’conference’ are compared. Thus,
with the descriptive measures in Table 14 we can conVrm hypothesis H2.
To exemplarily compare the use of learning services for diUerent Research Networks,
we visualized the respective Twitter graphs. Figure 25 shows the artefact networks
for the learning service Twitter where only nodes with a degree of at least 1 were
drawn. The depicted edges represent replies of Twitter artefacts (tweets) to previous
tweets. The graphs of PLE 2010 25a and FSLN 2010 25c show chains of related tweets,
pointing to ongoing discussions in the Research Network. For the conference ED-
MEDIA, Figure 25f shows a star-like accumulation of tweets. In the center of the star
is a tweet with the text: Giving a prez at #edmedia. Please say hi, tell us where u’re
from, why u use social media in teaching/learning/pd. Pls use #edmedia tag. More than
20 participants in the Research Network replied to this tweet and thus enhanced the
connectedness of the whole Research Network (cf. Table 12). The accumulation of
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Table 13: Artefact/actor ratio for the analyzed learning services
PLE ALT-C FSLN SOLO PLE ED-
2010 2010 2010 2010 MEDIA
Delicious
Artefacts 182 245 383 118 2,314 128
Actors 37 25 10 29 147 51
Artefact/actor ratio 4.91 9.80 38.30 4.07 15.74 2.51
SlideShare
Artefacts 0 5 17 4 595 14
Actors 0 5 13 4 308 12
Artefact/actor ratio 0.00 1.00 1.31 1.00 1.93 1.17
Twitter
Artefacts 6,542 6,679 689 4,635 2,908 1,993
Actors 735 847 82 782 1,551 411
Artefact/actor ratio 8.90 7.89 8.40 5.93 1.87 4.85
Consolidated
Artefacts 6,724 6,929 1,089 4,757 5,817 2,135
Actors 772 877 106 815 2,006 474
Artefact/actor ratio 8.71 7.90 10.27 5.83 2.90 4.50
The number of Delicious nodes is the number of bookmarks in the service.
(a) Delicious (b) Consolidated
Figure 26: Artefact-level visualizations of ED-MEDIA learning networks
edges in Figure 26a is a set of websites relating each other that are also bookmarked
several times by diUerent participants.
While the Twitter network for the hashtag community PLE contains a set of 2,908
tweets, there are much less relations (Figure 25e) and also a distinct worse artefact/-
actor ratio (cf. Table 13). The hashtag community PLE in the learning service Deli-
cious (0.0004776) is less than half as dense as the second smallest value (0.0018507
in the FSLN 2010 seminar). In the learning service Twitter, the PLE hashtag commu-
nity also has the smallest density (0.0000168). This conVrms hypothesis H3. Despite
the sparse networks in the single learning services, Table 13 also reveals that partic-
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Table 14: Overview of the calculated measures, means and standard deviations
all RN conference RN
M SD M SD
Bookmark ratio 2.32 0.14 2.33 0.14
Connectedness (Delicious) 3.63 0.61 3.64 0.62
Connectedness (SlideShare) 0 0 0 0
Connectedness (Twitter) 0.34 0.12 0.37 0.05
Connectedness (Consolidated) 1.02 0.65 0.94 0.14
Density (Delicious) 0.00495 0.00344 0.00554 0.00264
Density (SlideShare) 0 0 0 0
Density (Twitter) 0.00003 0.00008 0.00003 0.00004
Density (Consolidated) 0.00013 0.00022 0.00008 0.00004
Artefact/actor ratio (Delicious) 7.36 13.50 4.49 3.17
Artefact/actor ratio (SlideShare) 1.09 0.63 1.00 0.53
Artefact/actor ratio (Twitter) 6.91 2.67 6.91 1.87
Artefact/actor ratio (Consolidated) 6.87 2.77 6.87 1.92
RN = Research Network, M = mean, SD = standard deviation
ipants in the hashtag community actively create learning resources in the learning
services Delicious and SlideShare but there is only very little interaction between
them. In the learning service Twitter only every tenth artefact (see Table 12) has a
relation to another artefact. Since Twitter relies on the vivid interactions between
its users, this is a remarkable Vnding.
Semantic similarity
The semantic similarity of the Research Networks is analyzed for all learning ser-
vices on both artefact and actor level. The measures for the 24 artefact networks
based on semantic similarity are presented in Table 15. The number of contem-
plated artefacts from the learning service Delicious is smaller than in Table 12, as
not the bookmarks themselves have analyzable full texts but the bookmarked re-
sources. Thus, we analyzed the accessible full texts of the bookmarked resources.
As for the other learning services, the full texts of the artefacts have been analyzed.
With this data we can compare the artefact networks stemming from the diUerent
learning services based on semantic similarity
The density in the artefact networks based on semantic similarity (cf. Table 15)
ranges from 0.0038681 (PLE hashtag community) to 0.0375774 (ED-MEDIA confer-
ence) for the learning service Delicious, in SlideShare the range is from 0 to 0.2573529,
and in Twitter from 0.0003310 to 0.0519218. Apart from the three Research Networks
with a density of 0, SlideShare artefacts have the highest semantic similarity with
about 0.01, 0.20, and 0.26. The reason for this can be found in the more extensive
full texts, which provide a better basis for extracting relevant keywords. Based on
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Table 15: Measures for semantic similarity of artefact networks
PLE ALT-C FSLN SOLO PLE ED-






Artefacts 132 192 350 85 1,687 117
Edges 374 242 622 124 11,002 510
Connectedness 5.66 2.52 3.55 2.92 13.04 8.72





re Artefacts 0 5 17 4 595 14
Edges 0 0 70 0 4,868 36
Connectedness 0 0 8.24 0 16.36 5.14





Artefacts 6,542 6,679 689 4,635 2,908 1,993
Edges 361,876 37,206 3,768 78,722 438,924 1,314
Connectedness 110.63 11.14 10.94 33.97 301.87 1.32






ed Artefacts 6,674 6,876 1,052 4,723 5,142 2,123
Edges 373,376 37,522 5,254 79,010 480,776 2,232
Connectedness 111.89 10.91 9.99 33.46 187.00 2.10
Density 0.0083838 0.0007937 0.0047519 0.0035427 0.0181871 0.0004954
The number of Delicious nodes is the number of bookmarked resources.
our measures, the artefacts in the learning service Twitter seem less similar to each
other. This is mainly due to shortness of text per artefact. We visualized the seman-
tic similarity for a set of artefact networks. Figure 27 shows the similarity for the
conference ED-MEDIA and the learning services Delicious, SlideShare, Twitter, and
a consolidated network. A strong edge strength represents a large semantic similar-
ity. In Figure 27c, a formation of clusters is discernible that correlates to the star
subnetwork from Figure 25f. The second cluster cannot be explained with structural
properties, but is a similarity cluster in the analyzed tweets.
In order to test hypothesis H4, we need to take a look at the thematic priorities of
the selected Research Networks. The hashtag community PLE deals with all aspects
of the design, development, application and deVnition of Personal Learning Envi-
ronments. The Research Network that formed around the seminar FSLN 2010 dealt
with topics of Social Networking and new media for improving individual and group
learning. In the course of this, the participants touch many diverse topics ranging
from interactive learning resources to game-based learning. The foci of the selected
Research Networks of the type conference were described on the according web
pages and in the calls for participation. Thus, the thematic priorities can be deVned
more precisely.
The 1st PLE Conference was intended to be a place “to exchange ideas, experience
and research around the development and implementation of Personal Learning En-
vironments (PLEs) including the design of environments, sociological and educational
issues and their eUectiveness and desirability as (informal) learning spaces” (PLE Con-
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(a) Delicious (b) SlideShare
(c) Twitter (d) Consolidated
Figure 27: Visualizations of semantic similarity in the artefact networks for the Research Net-
work ED-MEDIA
ference Organizing Committee, 2010). The ED-MEDIA “conference serves as a multi-
disciplinary forum for the discussion and exchange of information on the research,
development, and applications on all topics related to multimedia, hypermedia and
telecommunications/distance education” (Association for the Advancement of Com-
puting in Education, 2010). The SOLO 2010 conference was aiming at answering
the question “How is the web changing the way we conduct, communicate, share, and
evaluate research?” (Solo 2010 Organizing Committee, 2010) and the ALT-C 2010
conference was targeted towards “practitioners, researchers and policy-makers from
all sectors to explore, reWect, and learn” (ALT-C 2010 Organizing Committee, 2010).
From those descriptions we realize that both the hashtag community and the PLE
2010 conference deal with a very specialized topic. The SOLO 2010 conference also
had a clearly deVned, yet broader topic. The FSLN 2010 seminar and the ALT-C
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2010 conference have a clearly deVned topical boundary whereas the ED-MEDIA
conference is very broad in its topics. Exemplarily, we visualized the actor networks
in the learning service Twitter based on the semantic similarity between two actors
in Figure 28 as well as the actor networks from all learning services in ED-MEDIA
in Figure 29. A relation between two actors exists, if there are at least two artefacts
related to those actors, which have a semantic similarity greater than zero. The
strength of a similarity relation is totalized by the similarity values between the
actors. If the two actors share many similar artefacts, there is a stronger binding
between them.
The analysis of the connectedness measure in both artefact and actor networks based
on semantic similarity shows exactly those diUerences. The PLE hashtag community
and the PLE 2010 conference have by far higher values of connectedness in all learn-
ing services and in the consolidated artefact network (cf. Table 15). The narrower
topic of the SOLO 2010 conference is clearly observable in the learning service Twit-
ter as well as in the consolidated artefact network. The analysis of the semantic
similarity of artefacts for ED-MEDIA on the other hand reveals the very broad the-
matic catalog in a connectedness that is 89 times smaller than in the PLE hashtag
community. The same holds true when looking at the semantic similarity of the
actor networks in Table 16. This conVrms hypothesis H4.
The connectedness of the artefact networks stemming from the learning service
Twitter is an indicator for the interaction between participants of a Research Net-
work. The higher the value the more direct interactions between participants take
place. Even though the according values are larger by factor three to four for all
other analyzed Research Networks (Table 15), the semantic similarity for both arte-
facts and actors are considerably higher in the PLE hashtag community than in all
other Research Networks (cf. Table 15 and 16). This conVrms hypothesis H5.
Limitations
With the presented research we face some limitations:
1. only a small set of Research Networks was analyzed,
2. not all artefacts of the learning services could be accessed and
3. the semantic analysis of artefacts from the learning service Twitter provides
only little amount of usable keywords.
Regarding 1, we have to expand our analyses in the future and test our hypotheses
with more diUerent and diverse Research Networks. Particularly, we have to investi-
gate more hashtag communities in order to see if the Vndings (especially H4 and H5)
are also existing there. Regarding 2, we face technical limitations with the service
providers. For example, the API of the learning service Delicious is very restrictive
making it impossible of analyzing all artefacts of large Research Networks. In spite
of that we will go on improving the accuracy and eXciency of the AAN crawling
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Figure 28: Visualizations of semantic similarity in actor networks for the learning service
Twitter
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(a) Delicious (b) SlideShare
(c) Twitter (d) Consolidated
Figure 29: Visualizations of semantic similarity in the actor networks for the Research Net-
work ED-MEDIA
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Table 16: Measures for semantic similarity of actor networks
PLE ALT-C FSLN SOLO PLE ED-






Actors 37 25 10 28 146 51
Edges 142 63 21 101 3029 139
Connectedness 7.676 5.04 4.2 7.214 41.493 5.451





re Actors 0 5 13 4 308 12
Edges 0 0 21 0 1056 12
Connectedness 0 0 3.23 0 6.86 2





Actors 581 719 52 683 1,225 348
Edges 13,384 2,129 106 6270 21,781 164
Connectedness 46.07 5.92 4.08 18.36 35.561 0.943






ed Actors 623 749 75 715 1,679 411
Edges 15,249 2,228 253 6,432 36,954 472
Connectedness 48.953 5.949 6.747 17.992 44.019 2.297
Density 0.079 0.008 0.091 0.025 0.026 0.006
process. Regarding 3, the short texts in Twitter are hardly analyzable with estab-
lished methods. We have to stress how and where improvements for the analysis
can be done.
4.7 discussion and outlook
In this chapter we have introduced the notation of Research Networks as being spe-
cial Learning Networks of scholars pursuing their individual learning goals (Section
4.2). The participants in Research Networks use diUerent learning services to ex-
change experience, collaboratively elaborate common research questions, oUer each
other support in solving tasks and to create, share and Vnd learning resources. We
have given an overview of the diUerent levels of interaction in Research Networks
(Section 4.2) and discussed the possible learning trajectories of participants in Re-
search Networks. We have further explored the application of Web 2.0 tools, tech-
nologies and techniques in Research Networks (under the umbrella of terms like
Research 2.0 or Science 2.0). We discussed the fact that Research Networks now are
driven by new technologies, practices and methods and presented overall goals for
mining Research Networks.
In Section 4.4 we introduced the approach of Artefact-Actor-Networks (AANs) for
mining Research Networks. AANs semantically intertwine social networks with
artefact networks. Both network types have multiple layers for each learning ser-
vice used in the Research Network what allows the layer-wise analysis as well as
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the consolidated one. Objects in the networks are artefacts and actors that are
connected via semantic relations. Moreover, we presented a reference implemen-
tation for AANs that was developed as modular application in Java using the OSGi
Service Platform. We used the reference application for analyzing six research net-
works. They were introduced in Section 4.5 and classiVed according to their type.
We described the mining of the Research Networks in Section 4.6 and showed that
Research Networks of the same type are comparable based on descriptive statistics.
We found that hashtag communities are least dense on the artefact level but best
connected when comparing the semantic similarity of artefacts. Further, our anal-
ysis showed that the narrower the subject of a Research Network, the higher the
semantic similarity of the associated artefacts will be no matter if there are vivid
social interactions between the participants in the Research Network.
The results of the research presented here will have to be further validated in prospec-
tive experiments. Future experiments should try to mine learning trajectories of par-
ticipants and to identify boundary objects that connect various Research Networks.
Moreover, we should extend the possible data sources to incorporate more learning
services; for conferences, for example, we will consider publications as another type
of artefact in the future. The analyses in this chapter took place subsequent to the
happenings in the selected Research Networks. In order to better support the aware-
ness of participants in Research Networks, we should prospectively provide them
with real time analyses that help them better assessing their knowledge, recognizing
competence deVcits and being aware about the network structure and evolvement.
For future research, we will explore how the presented results can be applied to the
context of scientiVc events in order to raise awareness about the topical narrowness
of an event and to predict discussed themes.
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Building on Chapter 4, we analyze a more mature Research Network in this chapter. We look
into the publications and relations between authors, topics and publications from the EC-TEL
conference series (research question C.1), using an extended version of the AAN reference
implementation (Chapter 4) and a distributed computing approach for calculating text simi-
larities between publications (research question D.1). We derive yet missing awareness support
features for Conference Management Systems (research question C.2) and present possible fu-
ture recommender systems for the use in Research Networks (research question D.2).
_________________
Parts of this chapter are published in: Reinhardt, W., Meier, C., Drachsler, H., and Sloep, P. B. (2011c). Ana-
lyzing 5 years of EC-TEL proceedings. In Kloos, C. D., Gillet, D., García, R. M. C., Wild, F., andWolpers, M.,
editors, Towards Ubiquitous Learning. Proceedings of the 6th European conference on Technology Enhanced
Learning, number 6964 in LNCS, pages 531–536. Springer Berlin / Heidelberg.
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abstract
Over the past Vve years, the European Conference on Technology Enhanced Learning (EC-TEL)
has established itself as a renowned conference on learning with and through technology. In the
Vrst 5 years of the conference, nearly 600 researchers have contributed about 230 papers (149
full and 80 short papers) on various topics within Technology Enhanced Learning. In this paper
we analyze the contributions of the Vrst Vve years of EC-TEL and identify proliVc authors, suc-
cessful co-author-networks and most cited publications. Moreover, we explore bibliometric and
textual similarities between papers and authors, reveal that the TEL community is rather frag-
mented and discuss peculiarities in the data that might be attributed to missing awareness of the
conference organizers. Furthermore, we show the scientiVc cooperation networks based on their
co-authorship. Finally, we discuss opportunities on an advanced scientiVc event management
system that would provide enhanced awareness functionalities to both organizers and attendees.
5.1 introduction
Scholarly practice focuses on the improvement of the society and therefore con-
ducts research on pressing problems. The daily work process of researchers can be
roughly distinguished into reviewing and reWecting new publications, preparing ex-
periments, and publishing the results and the data on scientiVc conferences or in
international journals. Over centuries researchers have gathered around recent pub-
lications that served as boundary objects between diUerent communities of practice
and reciprocally inWuenced each other’s work. With today’s unmanageable amount
of published work it becomes increasingly diXcult to monitor one’s own research
domain and to Vnd relevant publications that concur with one’s own interests and
research projects. In the past years research has explored collaboration of scientists
by means of co-authorships of publications. In the TEL community, such endeavors
were undertaken for example in Fisichella et al. (2010); Henry et al. (2007); Ochoa
et al. (2009). Bahr and Zemon (2000) analyzed co-authorship in academic journals
and came to the conclusion that “as evidenced in the sciences and social sciences, col-
laboration encourages author productivity and enhances article quality. As research
becomes more quantitative, collaboration increases”. We argue that structured anal-
yses of scientiVc publications and visualizations synthesizing the results can help
all interested stakeholders in the scientiVc process to be more aware of content and
connections and thus may serve as decision support.
The EC-TEL started as a European conference on Technology Enhanced Learning in
2006. The aim of the founders was to provide a unique forum for research related to
Technology Enhanced Learning in Europe and world-wide (Nejdl and Tochtermann,
2006). The topics of the conference are dealing with e-learning, knowledge man-
agement, and workplace learning. With an acceptance rate of about 20% EC-TEL
has established itself as one of the main conferences in the domain of Technology
Enhanced and E-Learning.
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In this paper we present a bibliometric and scientometric analysis of the published
full and short papers of the last 5 years of EC-TEL. The remainder of the paper is
structured as follows. In Section 5.2 we present the research question that guided
our work. In Section 5.3 we discuss how the data was obtained and processed. In
Section 5.4 we present the results of our analyses and discuss the applied similarity
measures. Thereafter in Section 5.6 we report some limitations of the conducted
study. Finally in Section 5.7, we discuss implications and opportunities for future
research and draw some requirements for a future scientiVc event management sys-
tem.
5.2 research question
The analyses in this article are carried out in order to understand how the EC-TEL
conference series can be described using bibliometric and scientometric measures.
Moreover, we aim to raise the awareness of particular patterns in the data that in
our view were peculiar. These patterns we want to bring to the attention of the EC-
TEL organizers in the Vrst place and to the academic world in general in the second
place. Those Vndings will subsequently be used to improve the awareness support
in a new scientiVc event management system called ginkgo1 (Reinhardt et al., 2011b).
The overall research question of this paper can thus be stated as “Which awareness
support functions can be derived from the analysis of the EC-TEL publications to im-
prove the support of conference organizers and attendees?”
5.3 data collection and processing
The papers analyzed in this study have been collected from the Digital Library of
Springer (Springer, 2011). All full and short papers of the 5 years of EC-TEL were
downloaded in PDF format and used for all further analyses. Poster papers, invited
papers and keynote abstracts have not been considered in the study. Altogether we
analyzed 229 papers from 574 unique authors. On average there were 46 papers in
each year of the conference with 148 unique authors per year. Each year the authors
referenced 751 unique publications in their accepted papers. Figure 30 shows an
aggregated overview about those key Vgures.
5.3.1 Processing and analysis preparation
The extraction and cleaning of bibliographic data was one of the most complex and
time-consuming steps in the processing of the data. First, we used an open source
command-line tool called pdftotext which is part of a larger package Xpdf available
for many Linux distributions (Foolabs, 2011). pdftotext allows to extract the plaintext
1 See http://ginkgosem.com
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Figure 30: Number of papers, unique authors and references for EC-TEL 2006-2010
from PDF Vles, which is the prerequisite for the analysis in the next step: the analysis
using ParsCit (Councill et al., 2008). ParsCit extracts metadata about the given pub-
lication itself (e.g. title, author names, aXliations, given keywords and abstract text)
and about the contained references. It also provides body Vles, which contain the
paper’s text without the references. As the output of ParsCit is not always correct
and some metadata might be extracted wrongly, a manual cleaning of the metadata
was required in order to provide high quality input for the analysis. A manual evalu-
ation of 20 papers showed that the percentage of correctly extracted references was
about 60%. Hence, it was necessary, to manually clean the metadata output of the
papers themselves as well as the corresponding references. In the course of this we
especially focused on equalizing diUerent spellings of author names and document
titles. References, which consisted solely of web links were removed for the further
analysis.
After extracting and cleaning the metadata we needed to persistently store it in a
database which provides access to this data for the next analysis step. For the re-
search presented here, we used the model of Artefact-Actor-Networks (AANs; Rein-
hardt et al. (2009b)) as data storage and data access framework. The latest reference
implementation of AANs (Reinhardt et al., 2010a) uses the Jena framework (Jena
team, 2010) to store the metadata in form of artefacts (the analyzed papers and their
keywords) and actors (the respective authors). The Jena framework provides access
to this data either by using the RDF query language SPARQL (W3C, World Wide
Web Consortium, 2008) or by using Jena’s own API. The body Vles are stored within
an AAN-component that uses Apache Lucene for storing and accessing this data.
The full text is then used in a subsequent semantic analysis step, where keywords
and named entities are extracted from the full text. Those are then analyzed in order
to Vnd semantic similarities between papers and their authors. The full texts were
also used for calculating the SemSim similarity measure (Reinhardt et al., 2009b) and
clustering the paper contents.
For the latter we used the LingPipe toolkit for processing text using computational
linguistics (Alias-i, 2011). For clustering the full texts we applied LingPipe’s imple-
mentation of a complete-link agglomerative clustering algorithm. Additional mea-
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sures of textual similarity between the full text were calculated using the algorithms
provided by Apache Mahout (The Apache Software Foundation, 2011b) that are im-
plemented on top of Apache Hadoop (The Apache Software Foundation, 2011a) using
the now-famous map/reduce paradigm for processing large data sets (Dean and Ghe-
mawat, 2004). We calculated the cosine similarity of the document vectors in diUer-
ent vector space models that were created using diUerent term weighting schemes
(see Lan et al. (2005) for an overview of well-known term weighting schemes).
Finally, we used the visualization component of the AAN which provides Vles in the
GEXF Vle format for a given query using the Jena API. The graph export served as
input for the visual analysis using Gephi (Gephi NGO, 2010). With Gephi we cre-
ated visual representations of networks that emerged from the published papers and
their content-based analysis. Moreover, we used the built-in capabilities to calculate
metrics from Social Network Analysis.
5.4 bibliometric analyses
In this section we report about the results of the paper analyses conducted and
present several visualizations of the results. All EC-TEL authors whose names are
used within this publication have agreed that their names be mentioned in full.
5.4.1 Authorship analysis
We started our analysis with the exploration of the authors of EC-TEL. Therefore,
we counted the number of papers that had been published by each individual author
between 2006 and 2010. With this information we could rank the most successful
publishing authors in EC-TEL as shown in Table 17.
Thereafter, we analyzed the distribution of publications over individual authors (cf.
Figure 31). The analysis shows that 77.4% (444 authors) of all authors have published
only one paper in EC-TEL between 2006 and 2010. It is very rare to Vnd authors
with more than 3 papers (less than 5% (24 authors) of all authors). The 13 authors
that contributed 5 or more papers to the conference (2.3% of all authors) account
for 56 unique papers (24.5% of all papers). From an individual point of view, Pierre
Dillenbourg contributed 4 papers to the 2008 edition of EC-TEL and thus accounted
for 7.7% of all papers in this year.
5.4.2 Co-authorship analysis
ScientiVc publications, e.g. conference papers, always contain information about
the authors who contributed to the publication. The smallest co-authorship relation
consists of two authors who contributed to one paper. By analyzing co-authorship
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Figure 31: Number of papers per author for EC-TEL 2006-2010
Table 17: Top 10 most publishing authors in EC-TEL 2006-2010
Author Country 2006 2007 2008 2009 2010 Total
Ralf Steinmetz Germany 1 3 1 1 2 8
Christoph Rensing Germany 1 3 1 1 2 8
Marcus Specht Netherlands 0 2 1 2 2 7
Rob Koper Netherlands 0 1 2 2 1 6
Erik Duval Belgium 1 3 1 0 1 6
Pierre Dillenbourg Switzerland 0 0 4 1 1 6
Stefanie Lindstaedt Austria 1 0 2 1 2 6
Jelena Jovanović Serbia 0 1 2 2 1 6
Dragan Gašević Canada 0 1 2 2 1 6
Marek Hatala Canada 0 1 1 3 0 5
Ralf Klamma Germany 2 1 1 1 0 5
Alexandra Cristea UK 1 1 2 1 0 5
Martin Wolpers Germany 0 1 0 2 2 5
information on a larger corpus of scientiVc publications it is possible to identify
groups of persons who work closely together. Figure 32 shows the distribution of
diUerently sized co-author networks over the EC-TEL papers. Figure 33 visualizes
the overall co-authorship network of the EC-TEL conference series.
From the set of 229 papers, 11 papers (4.8%) were created by a single author and thus
not taken into consideration for the co-authorship analysis. More than 50% of all pa-
pers (123) were written by two or three authors and still more than 11% of the papers
(27) were co-authored by 6 or more authors. The largest co-authorship network for
a single paper consisted of 11 authors (cf. Figure 32). In the co-authorship network
we can identify 103weakly connected subnetworks, where the largest co-authorship
cluster (cf. Figure 34) consists of 75 authors that contributed 33 papers (14.4% of the
overall papers). Interestingly this cluster has not only worked together in several
EU-funded projects, most of the members are also geographically very close to each
other.
The top authors Steinmetz and Rensing contributed 8 out of 229 papers (3.5%) and
co-authored all of them (see Table 18). While they have contributed the most papers
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Figure 32: Frequency of co-author network size for EC-TEL 2006-2010
Table 18: Top co-authors in EC-TEL 2006-2010
Author Author Joint papers
Ralf Steinmetz Christoph Rensing 8
Jelena Jovanović Dragan Gašević 6
Stefanie Lindstaedt Günther Beham 4
Ralf Klamma Yiwei Cao 4
Alexandra Cristea Maurice Hendrix 4
Dragan Gašević Marek Hatala 4
Jelena Jovanović Marek Hatala 4
Marcus Specht Christian Glahn 4
to EC-TEL their co-authorship network is rather small (12 co-authors) and limited to
aXliations in the same city. Similarly, Pierre Dillenbourg seems to be rather bound
to his network of co-authors. Therefore, those top authors have neither a high be-
tweenness centrality nor a high degree value. According to Social Network Analysis
that means that they have a low social power within the community although they
are the top authors. For a discussion of the limitations of those claims see Section
5.6.
5.4.3 Citation analysis
It is inherent to scientiVc publications to refer to earlier works by citing them. Thus
each scientiVc publication contains a list of cited publications in a special section
called References. We now present the results of the analysis of the references that
authors at EC-TEL used between 2006 and 2010.
Within the EC-TEL corpus we Vnd 3,919 references of which 3,401 are unique. On
average, each published paper has 17 references with only 1 reference as minimum
and 70 references as maximum. From the analysis of the citations we can explore
inWuential internal and external publications. Table 19 shows the 9 most cited publi-
cations that have not been published in EC-TEL. Both Brusilovsky’s seminal article
on Adaptive Hypermedia (Brusilovsky, 2001) and Wenger’s book on Communities of
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Figure 33: Co-authorship network for EC-TEL 2006-2010
Practice (Wenger, 1998) were cited 11 times until 2010. The most cited paper that
has been published within EC-TEL is on MACE and has been published by Stefaner
et al. in 2007. In total, 43 papers from the Vrst 4 years of EC-TEL have received 52
references. The Vve most cited authors within the EC-TEL corpus are Erik Duval
(87 citations), Peter Brusilovsky (70), Rob Koper (54), Alexandra Cristea (44), and
Wolfgang Nejdl (39).
Another area of interest is how authors cite their own work. While some authors
argue that there are no motivational diUerences between self-citations and other
citations (Bonzi and Snyder, 1991; Tagliacozzo, 1977), Hyland (2003) argues that self-
citation are “part of a more comprehensive rhetorical strategy for emphasizing a writer’s
personal contribution to a piece of research and strengthening his or her knowledge
claims”. On the other hand there are also more critical voices that consider frequent
self-citations as dubious form of self-aggrandizement (Lawani, 1982) or even a way
of strategically inWating their own h-index (Bartneck and Kokkelmans, 2011). Within
the EC-TEL corpus however we Vnd authors with up to 39 self-citations in total and








































































Figure 34: Largest co-authorship cluster for EC-TEL 2006-2010 (75 authors)
up to 7 self-citations on average in each of their papers. 35% of all authors did not ref-
erence any own work while another 39% reference 1 or 2 prior publications. Only 3%
of all authors have cited their own work more than 10 times. The two authors that
cite most of their own work have referenced 35 respectively 39 of their prior publi-
cations. In each of their EC-TEL papers they placed between 6 and 7 self-citations2.
5.4.4 Co-citation analysis
Analog to co-authorship, co-citation occurs whenever documents are cited together
within another document (Small, 1973). When observing a larger corpus of scientiVc
documents it becomes possible to create a network of co-cited documents and to
identify groups of documents which have been cited together frequently. The more
documents they are cited by, the stronger their semantic relationship is. Within the
EC-TEL corpus we Vnd 3,401 unique references with more than 34,000 co-citations.
There are 10 references that have a pairwise co-citation measure of 3 with other
references. Noticeably, the reference Butler and Winne (1995) has been cited 3 times
with each of the references Brusilovsky (2001); Schön (1983); Zimmermann et al.
(2005), so there seems to be a mensurable semantic relation between them. The
references that are most often co-cited with other references are 1) Wenger’s book
on Communities of Practice (259 co-citations, Wenger (1998)), 2) Brusilovsky’s seminal
2 In order to ensure privacy of the authors that often cite their own works their names are not revealed.
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Table 19: Most cited external publications from EC-TEL 2006-2010
Author(s), Year Title Citations
Brusilovsky (2001) Adaptive hypermedia 11
Wenger (1998) Communities of Practice: Learning, Meaning, and Iden-
tity
11
Lave, Wenger (1996) Situated Learning: Legitimate Peripheral Participation 8
O’Reilly (2005) What is Web 2.0? 7
Wasserman, Faust (1995) Social Network Analysis: Methods and Applications 7
Vygotsky (1978) Mind in Society: The Development of Higher Psycho-
logical Processes
6
Ochoa, Duval (2006) Use of Contextualized Attention Metadata for Ranking
and Recommending Learning Objects
6
Koper, Olivier (2004) Representing the Learning Design of Units of Learning 6
Koper, Tattersall (2005) Learning Design - A Handbook on Modelling and De-




A Pattern Language: Towns, Buildings, Construction 6
paper on Adaptive Hypermedia (243, Brusilovsky (2001)), and 3) Lave and Wenger’s
book on Situated learning (234, Lave and Wenger (1991)).
5.4.5 Bibliographic coupling analysis
Similar to co-citation but diUerent in its details is the Veld of bibliographic coupling.
Like co-citation it also allows identiVcation of thematically related documents but
in a slightly diUerent way. As co-citation means that a set of documents is cited
together in another document and should therefore be semantically related, biblio-
graphic coupling means that two scientiVc publications cite a common set of other
documents. The more citations they have in common, the stronger their relation is
said to be (Kessler, 1963).
In the EC-TEL corpus we Vnd nearly 700 bibliographic coupling relations between
the analyzed papers, where the number of shared references ranks from 0 to 11. The
highest fraction of shared references could be found between two papers that share
11 out of 16 references (69%). From the analysis of the bibliographic coupling network,
we also see a substantial overlap in the author lists of the papers that share a high
number of references. 35% of all authors, however, do not share a single reference
with their fellow researchers. On the other hand we also Vnd many authors that
share several references without being a co-author so far. For example, we found
15 authors that have more than 10 references in common; this information could be
used for a recommendation of related authors that they could cooperate with.
118 analyzing 5 years of ec-tel proceedings – who we are and what we publish
Table 20: Most cited internal publications from EC-TEL 2006-2010
Author(s) (Year) Title Citations
Stefaner et al. (2007) MACE - Enriching Architectural Learning Objects for
Experience Multiplication
3
Zinn, Scheuer (2006) Getting to Know Your Student in Distance Learning
Contexts
2
Ulbrich et al. (2006) A Context-Model for Supporting Work-Integrated
Learning
2
Schmitz et al. (2009) CAMera for PLE 2
Lokaiczyk et al. (2007) Exploiting Context Information for IdentiVcation
of Relevant Experts in Collaborative Workplace-
Embedded E-Learning Environments
2
Lindstaedt et al. (2008) Knowledge Services for Work-Integrated Learning 2
Lindstaedt et al. (2009) Getting to Know Your User - Unobtrusive User Model
Maintenance within Work-Integrated Learning Envi-
ronments
2
Glahn, Specht, Koper (2007) Smart Indicators on Learning Interactions 2
5.5 publication similarity analyses
Until now a strong focus has been held on metadata-driven publication analysis
(Henry et al., 2007; Ochoa et al., 2009; Bahr and Zemon, 2000) while the actual
content of scientiVc publications is often not looked at. Wild et al. (2010) make an in-
teresting exception from this practice with their analysis of the shifting semantic in
the publications from a large-scale conference. As the quota of metadata contained
within scientiVc publications is relatively low compared to the richness of semanti-
cal information contained therein, we argue that the analysis of content allows for
a better understanding of how authors are connected. To Vll this gap between ex-
amining metadata on the one hand and semantic information on the other hand, the
concept of Artefact-Actor-Networks has been proposed in Reinhardt et al. (2009b,
2010a).
5.5.1 Analytic methods
Supplementing the bibliometric analyses in Section 5.4, we started clustering the
full texts of the papers. After noticing conspicious similarities and dealing with
hard-to-interpret results from the clustering (see Section 5.5.1.1), we used additional
similarity measures to explore the textual similarities of the papers’ contents. First,
we calculated the SemSim similarity measures of the papers (Section 5.5.1.2). In the
process of SemSim analysis, we extract keywords and named entities using freely
accessible Web services from the given papers that are then used for calculating a
numeric value of similarity (see Reinhardt et al. (2009b) for a detailed description of
the method). Moreover, we calculated six diUerent similarity measures that are well-
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Table 21: Properties of papers under detailed inspection
ID Authors Year References Pages Terms
100 3 2008 15 12 3,281
109 6 2008 19 11 2,759
122 3 2008 7 6 1,806
144 2 2009 17 15 3,734
148 4 2009 26 15 4,759
181 4 2009 10 6 1,703
183 3 2009 18 15 4,006
220 3 2010 20 16 3,625
known from information retrieval research to further understand the publications’
similarity (see Section 5.5.1.3).
5.5.1.1 Clustering analysis
The main goal of each clustering algorithm is to identify clusters that clearly diUer-
entiate between groups of similar entities. During this process the algorithm tries
to maximize the inter-cluster distance and to minimize the intra-cluster distance for
each object (Prang, 1998) or put diUerently: the entities in one cluster are more simi-
lar to the others in that cluster than to any other entity. As the clustering is carried
out using the unmodiVed full text of the EC-TEL papers, any papers that share a
large amount of equal terms are thus considered belonging to a cluster. Papers of
authors that often use similar expressions or lingual constructs are also more likely
to end up in the same cluster.
Within the EC-TEL corpus we Vnd four two-entity clusters of papers where the pa-
pers in that cluster have similarities between of 77.1% and 82.6%3 (see Table 24, col-
umn M7). Alerted by those numbers and a seemingly large overlap in their content
we started a deeper exploration of the textual similarities of the 8 cases (see Table
21). A detailed analysis of the four sets of papers shows that some papers (144 & 220)
also share several images, some in which only the used colors have been changed.
It is also noticeable that the papers 144 and 220 also have the highest bibliographic
coupling value (see Table 22) of the whole corpus and have been written by the same
authors.
5.5.1.2 SemSim analysis
Using the SemSim measure (Reinhardt et al., 2009b) for expressing semantic similar-
ity we see a maximum of 49.3% similarity between the two papers (122 & 183) that
have been in the the 82.6% similarity clusters before (cf. Table 24, column M8). The
3 In order to ensure privacy of the authors of similar papers neither the names of the authors nor the title
of the respective papers are shown in the Vgures. Instead we refer to the IDs of the respective papers.
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Table 22: Cross reference status and bibliometrics measures of papers under detailed inspec-
tion
Publication Measures
A B cross reference BC(A,B) CA(A,B)
100 181 X 2 3
109 148 X 3 3
122 183 X 4 3
144 220 X 11 2
Cross reference indicates if the older publication is referenced in the
newer one. BC = Bibliographic coupling, CA = Co-authorship coupling
other papers have SemSim similarities between 20% and 34.7%. The similarity values
between SemSim and the agglomerative clustering above are not directly compara-
ble; the clustering results are much more accurate as it takes into consideration the
full text whereas SemSim calculates the similarity based on the extracted keywords
and named entities only. Both measures however show signiVcant similarities be-
tween several papers in the EC-TEL paper corpus. Using the extracted keywords
and named entities from the SemSim analysis, we can visualize how papers and au-
thors within the EC-TEL corpus are connected. Figure 35 shows a clipping of the
network that connects the papers within the EC-TEL community over common key-
words.
5.5.1.3 Analyses using additional similarity measures
In the Vnal analysis step we used Apache Mahout to calculate the cosine similar-
ity between all documents from the EC-TEL corpus. The cosine similarity between
two documents is equal to the cosine of the angle between the vectors representing
the documents in a vector space model (Salton et al., 1975; Ferber, 2003). The co-
sine similarity can attain values in the interval [−1..1], where −1 corresponds to the
maximum dissimilarity, 0 corresponds to the complete independence and 1 corre-
sponds to the maximum similarity between two documents. Typically, when using
the vector space model, there are no negative cosine values, since only positive term
frequencies can occur.
In order to create a vector space, a term-document matrix (TDM) is needed that
describes the frequency of terms that occur in the considered corpus of documents.
There are several term frequency (tf) weighting schemes that have their assets and
drawbacks. In our analyses we used three diUerent weighing schemes for the term
frequency:
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with h(i, j) denoting the frequency of term tj in document di and |dj| denoting
the number of terms in document dj (often called document frequency). The Vrst
weighting scheme (5.1) represents the most common way of weighting the term fre-
quency but is prone to produce exceeding inWuence of often occurring terms. The
square root limits this inWuence. The logarithm in (5.2) is an even stronger limiter
for such cases. The third scheme in (5.3) takes into consideration the size of a doc-
ument and thus straightens out the fact that term frequencies in longer documents
are hardly comparable with those in shorter documents.
While the term frequency describes the relative frequency of a term in a document
and thus serves as an indicator of how representative a term for the contents of a
document is (Baeza-Yates and Ribeiro-Neto, 1999), the inverse document frequency
(idf) is used to determine the separation ability of a term in a corpus. The more
separating a term is, the better it is suitable for describing a document. The idf-
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value for a term j decreases with increasing number of documents in which j occurs.







with |D| denoting the number of documents in the corpus and |d(j)| the number of
documents that contain the term tj.
The TDM represents all documents and terms of a document collection and can
be used for calculating similarities between documents. Even in relatively small
document collections the TDM can be of vast size. This size can be problematic
in the practical use and therefore the dimensions of the matrix are often reduced.
Latent semantic analysis (LSA) is often used to perform this dimension reduction,
where singular value decomposition (SVD) is a central step of the reduction. Due to
the complexity of the whole method it is not described here. Instead we refer to the
excellent descriptions in Martin and Berry (2007); Deerwester et al. (1990); Littman
et al. (1997). Apache Mahout (The Apache Software Foundation, 2011b) provides
an implementation of stochastic SVD which we used our analysis. We performed
several tests regarding the most informative dimension reduction and found that
reducing the EC-TEL vector space to 100 dimensions was best suited. Additionally,
we also calculated similarities in the non-reduced vector space.
Thus, six diUerent similarity measuresM1 . . .M6 have been calculated. The naming
scheme is as follows: Vrst the applied tf-idf scheme is stated followed by the type of
dimension reduction followed by the similarity measure. The three parts are divided
by single hyphens. The similarity measure sqrt.tf.idf-ssvd100-cos thus stands for the
cosine similarity in a vector space that has been reduced to 100 dimensions using
stochastic SVD where tf-idf was calculated using the sqrt.tf.idf scheme. For each
document in the EC-TEL corpus the similarities to all other documents have been
calculated and a list has been compiled that holds the maximum similarity value for
each single publication. Based on this list we were able to analyze the performance
of the single similarity measures. Table 23 presents a detailed inspection of the
properties of the six similarity measures and Figure 36 visualizes the data as boxplot.
Table 23 shows that the maximum similarities for all EC-TEL documents across all
six measures ranges between 11.53% and 90.82% with a mean of 27.77%. Figure 36
shows the maximum outlier for each similarity measure and Table 23 presents the
absolute number of outliers for each similarity measure. As we were especially inter-
ested in the four pairs of papers that resulted in conspicuous similarity values in the
clustering analysis (see Section 5.5.1.1), we investigated their maximum similarities
in all six applied similarity measures. Table 24 synthesizes these information and
especially reveals that – across all applied measures – the considered pairs of papers
are signiVcantly more similar to each other than all other papers. Only the two pub-
lications 109 & 148 are within the range of unobtrusive similarities in all measures
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Table 23: Detailed inspection of applied similarity measures (calculated based on the respec-
tive maximum similarity for each publication)
Measure M1 M2 M3
min 0.1610 0.1547 0.1232
Q1 0.2180 0.2190 0.2297
median 0.2580 0.2536 0.2925
Q3 0.3060 0.2941 0.3878
max 0.5780 0.5565 0.7825
IQR 0.0880 0.0751 0.1582
upper outliers 10 14 10
Measure M4 M5 M6
min 0.1153 0.1270 0.0564
Q1 0.2119 0.2139 0.2599
median 0.2663 0.2606 0.3351
Q3 0.3253 0.3090 0.4174
max 0.6516 0.7417 0.9082
IQR 0.1134 0.0952 0.1575
upper outliers 6 16 18
Similarity measures are: 1 = sqrt.tf.idf-none-cos,
2 = log.tf.idf-none-cos, 3 = dsize.tf.idf-none-cos,
4 = sqrt.tf.idf-ssvd100-cos, 5 = log.tf.idf-ssvd100-cos,
6 = dsize.tf.idf-ssvd100-cos
Q1 = Vrst quartile, Q3 = third quartile, IQR = interquartile range
Table 24: Detailed inspection of applied similarity measures (calculated based on max similar-
ities between publications)
Publication Similarities
A B M1 M2 M3 M4
100 181 45.49% 42.94% 66.79% 58.56%
109 148 37.60% 35.46% 56.75% 24.93%
122 183 57.76% 55.65% 78.25% 65.16%
144 220 54.47% 51.80% 70.44% 44.94%
Publication Similarities
A B M5 M6 M7 M8
100 181 59.83% 86.33% 78.43% 34.50%
109 148 21.05% 45.78% 77.10% 20.00%
122 183 70.85% 90.15% 82.63% 49.30%
144 220 43.64% 68.02% 82.41% 34.70%
Similarity measures are: 1 = sqrt.tf.idf-none-cos, 2 = log.tf.idf-none-cos,
3 = dsize.tf.idf-none-cos, 4 = sqrt.tf.idf-ssvd100-cos,
5 = log.tf.idf-ssvd100-cos, 6 = dsize.tf.idf-ssvd100-cos, 7 = Clustering, 8 = SemSim
Numbers in bold face represent the maximum similarity of the respective measure
expectM7. The two publications 122 & 183 are by far the most similar publications
across all applied similarity measures.






























Figure 36: Boxplot for similarity measuresM1 . . .M6
5.5.2 Interpretation of the results
The analysis of the full text of the EC-TEL papers reveals papers whose similarity
is conspicuous and could be interpreted as being to similar to represent original
works that have not been published before. Using three diUerent approaches of
comparing the similarity of the papers’ full texts we approached an understanding
of the textual and bibliometric relations. As there are no comparable studies that we
are aware of, we could not compare the identiVed similarity values with those from
diUerent research domains or conference series. Due to the fact that authors often
write various papers about a certain project, system architecture or research Veld, it
is consequential that they will reuse the same terms or even phrases. As part of their
research it is also reasonable to report about diUerent phases of a project or diUerent
views on a certain topic. Such papers can easily be identiVed as false positives. Thus,
we also manually checked the contemplated papers, read them from beginning to
end, compared Vgures and tables and judged if we would consider the papers as
being too overlapping.
For each pair of papers that have been under speciVc investigation in our analysis
we can state that:
• the similarity between the pair of papers is signiVcantly higher than compared
with all other papers (except paper 109 & 148, cf. Table 24 and Figure 36),
• there is an essential overlap in the authors of the pair of papers (cf. Table 23),
• the bibliographic coupling between the papers is signiVcantly above average
(cf. Table 23),
• each newer publication cites the older one,
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• considering the size of a document (i.e. the terms in the document; dsize.tf)
in calculating similarities will result in a wider spectrum of similarity values.
Looking on the detailed inspection, we see that paper 181 (2009) is a publication that
describes the continued work on a collaborative working environment presented in
paper 100 (2008). The authors added more sophisticated services to their environ-
ment and report on a realized user evaluation. The used language in the two papers
is very similar and 75% of the authors of the newer paper have also written the
earlier one.
Paper 109 (2008) and paper 148 (2009) had a clustering similarity of 77.1%. The values
in all other metrics, however, do not show any conspicuity. After reading the two
publications, it can be stated that they both deal with the same – rather narrow –
domain of research and present the work of the same large project as well as that
three authors have been involved in writing the two publications. Beyond that, there
is nothing at all to complain about the two publications.
Paper 144 (2009) and paper 220 (2010) are of nearly equal size and have both been
accepted as full papers in the respective EC-TEL conferences. Two authors have been
co-authoring both papers and a third author joined the team in 2010. Moreover, the
two publications share 11 references (out of 17 references in 2009 and 20 in 2010),
have the same user-provided keywords and their abstracts are almost identical. On
the Vrst six pages of paper 220 we identiVed large text passages that are copied from
the ancestor paper 144. In addition, the two papers share an identical Vgure where
only a highlighting color and a variable name have been changed in the newer paper;
both the mathematical examples shown in the Vgure and the caption are virtually
identical. The second part of the two papers in turn is considering two sides of
the same coin: whereas the 2009 paper (144) is reporting about the conceptual and
architectural design of a software system, the 2010 paper is focussing on speciVc
tools that make use of the presented software system.
Finally, paper 122 & 183 are considered the most similar ones across all applied mea-
sures (cf. Table 24). Paper 122 (2008) is a short paper with 1,806 terms on 6 pages
and referenced 7 other publications. Four of these references (57%) re-occur in the
references of paper 183. Moreover, large parts of paper 122 can be found in paper 183
with only some transition words, tenses or the word order have been changed. Even
though paper 183 substantially extends the contents presented in paper 122, it seems
that most parts of the ancestor paper can be found in the newer paper in a slightly
paraphrased form or split in diUerent sentences.
Concluding we can state, that from our point of view half of the papers under in-
vestigation cannot considered as being conspicuously similar. The papers 183 and
220 however are overlapping in large parts with their ancestors (122 resp. 144). Nei-
ther of the two papers indicates that it is a revised or extended version of another
paper nor are the copied text passages marked as quotations albeit they both cite
the earlier paper. Also, the reuse and marginal modiVcation in color and variable
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names must be considered as conscious act of the authors. This impression is also
supported with the high bibliographic coupling between the respective papers.
Regarding the performance of the applied methods for calculating textual similarity
and identifying conspicuous similarities, we have to state that clustering – as applied
in our analysis – is only suitable to a limited extent for identifying such papers. Only
very high similarity measures (85% and higher) seem to be a good indicator of having
identiVed text passages that are truly fraudulent. The SemSim similarity measure as
based on extracted keywords and named entities from a document’s full text and
thus reduces the dimensionality of the similarity space. The six similarity measures
calculated using Apache Mahout show similar results across the three weighting
schemes for the term frequency and the applied dimension reduction using SSVD.
Except for the papers 109 & 148, all applied measures support the similarity tendency
of the clustering. The three other pairs of papers have been outliers in all applied
measures, underlining their special status in the EC-TEL corpus.
5.6 limitations
The results presented in this paper are limited to the publication activities within the
EC-TEL conference and do not claim a general validity for the whole TEL commu-
nity. The explorative data analysis in our research was based on a relatively small
set of publications and did not take into consideration poster publications or invited
publications from EC-TEL 2006 - 2010. Despite the fact that EC-TEL is a young
and relatively small conference, it represents an important section of the whole TEL
domain. Obviously, our analysis pertains to the EC-TEL community only and is
silent on impact, betweenness etc. in other communities. The author information
gained in our analysis could thus be used as bootstrap for further analyses on larger
corpora of publication data that would also consider larger and more mature con-
ferences and journals in the Veld. Also, connecting to the work of Fisichella et al.
(2010), it could be used for data crawling from large publication databases like DBLP,
Google Scholar, or CiteSeer.
5.7 conclusions and further research opportunities
In this paper we analyzed 229 papers (149 full and 80 short papers ) from 574 authors
that have been published in the EC-TEL conference between 2006 and 2010 and pre-
sented the results of this exploratory study. The analysis shows a very fragmented
community that is dominated by some proliVc authors, who account for a large per-
centage of all publications. This observation underscores the need formulated by
the STELLAR Network of Excellence to “overcome this fragmentation and reach a
real multi- and trans-disciplinary approach that TEL research needs” (STELLAR, 2011).
This conclusion is further strengthened by other results of ours, which show that
authors with Vve or more publications in EC-TEL 2006 - 2010 (2.3% of the authors)
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account for 24.5% of all papers. Moreover, the co-authorship analysis shows that
the community of EC-TEL authors is not strongly coherent; the analysis shows 103
weakly connected clusters and an overall density of only 0.007.
The conducted analysis required a high manual eUort for accessing the data and
cleaning the output of automated tool analysis. In order to simplify similar analyses
in the future, it is inevitable to signiVcantly enhance the quality of data resulting
from the ParsCit analyses. One way of improving the results would be to train
ParsCit with information from the domain, another way would be to apply methods
from machine learning. Also, if – in an Open Science way – it would be possible to
not only access the PDF of a publication but also the cited references in a structured
format like XML or BibTeX, the correct identiVcation of references could be signif-
icantly improved. This procedure is already accepted standard in the open access
journal PLoS One, for example.
The results of the semantic similarity analysis reveal that it is likely that there have
been awareness issues with the organizers and reviewers of some EC-TEL editions
with regard to overlapping content of papers from various EC-TEL editions. Other-
wise it cannot be explained that we Vnd two pairs of papers in the corpus that have a
signiVcantly overlapping body and reference parts, where images were only changed
in the used highlighting color. As it is almost impossible to identify such cases of
conspicuous overlaps without technology support, we suggest that submitted papers
to conferences and other scientiVc events are routinely scanned for (ego-)plagiarism
and bibliometric similarity using speciVcally adapted software tools. The outliers in
any applied metric should then be manually checked as any automatic approaches
might help Vnding signs of too high similarity but ultimately “machines don’t under-
stand the complexities of paraphrasing, citation and the general ethics of plagiarism.
Those are decisions humans have to make” (Bailey, 2011). The identiVcation of strik-
ing publication similarities could support organizers of scientiVc events in sorting
out papers not suitable for review and thus to purge the cluttered review process
as such. Beyond that, such analyses could also help in Vnding exceptionally good
papers in which the authors are dealing with a narrow topic and are shedding light
on diUerent aspects of it or are continuously improving their results and pushing the
boundaries of a topic.
The results of this exploratory study support our understanding that researchers of-
ten lack awareness of their Veld, relevant facts, trends, tools and people (Reinhardt
et al., 2011f; Reinhardt and Mletzko, 2011). In the context of a conference this mani-
fests itself in missing awareness of the similarity of papers, authors, references and
in the worst-case even about scientiVc frauds and plagiarism. Future scientiVc event
management systems (SEMs) like ginkgo (Reinhardt et al., 2011b) could support the
organizers and reviewers with background information about submitted papers (like
similar papers based on bibliometric or textual similarity measures) that would oth-
erwise have stayed concealed. It could recommend sessions that contain similar pa-
pers or papers that have contrary positions on a topic. Moreover, with the extracted
information, ginkgo could also support the authors of a paper by recommending re-
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lated articles and other authors that cite similar publications or whose contributions
are semantically similar. This could be a solution to stimulate new collaborations
and, again, help overcome the fragmentary TEL community. Furthermore, also the
attendees of scientiVc events would beneVt from improved SEMs by receiving pa-
per, event or peer recommendations based on their interests, social connections or
own prior publications. In order to enhance the awareness of attendees and connect
them to others, it would also be desirable to provide them with interactive graphs
that allow them to explore how authors and papers are connected.
For future research it is necessary to perform further studies in order to explore more
similarity measures and develop threshold values that indicate when publications
are too similar to be accept as original works and are turning into cases of scientiVc
plagiarism. Moreover, studies are needed that consider diUerent research domains,
conference series and journals to compare similarities among research communities.
So far it remains uncertain, if the identiVed similarity ranges are representative for
the TEL domain or even other research domains. Subsidiary to this, a representative
paper corpus of the whole TEL Veld should be created to gain an authentic overview
of the relations in the TEL community, the existing sub-communities and in order
to develop a similarity benchmark. With such an overview, evidence could be found
for the impact of the community activities of the STELLAR Network of Excellence
as well as for the international visibility of European TEL by the analysis of large
corpora of citations.
Moreover, there is the urgent need for the agreement on Vrm ethical guidelines
in scientiVc publishing. We need to discuss and approach agreement towards the
questions: 1) How much new and never reported knowledge do we expect from
conference and journal contributions? 2) How much “self-plagiarsim” do we allow?
and 3) How do we deal with cases of conVrmed plagiarism? The Committee on
Publication Ethics (COPE) Committee on Publication Ethics (COPE) (2011) provides
guidelines and codes of conduct for editors on how to deal with such cases. Even
if the reuse of identical or nearly identical portions of one’s own texts cannot be
equated with the theft of intellectual material from someone else, self-plagiarism
remains an ethical issue that a community of researchers cannot accept.
Finally, after some deliberations and after having acquired permissions from the
people concerned, we deliberately referred to the main actors by their full names in
those cases in which we felt it would add value and would not harm anyone. After
all, the EC-TEL conference community is made up of real people. Knowing who they
are and how they are related matters. However, we are fully aware that revealing
full names may raise questions. Although the raw data are publicly available, the
patterns only become apparent after deep analysis. People may not have realized
beforehand that the kinds of conclusions that we have drawn indeed lay hidden
in the data. This issue, of revealing hitherto hidden patterns in publicly available
data, is an important one for TEL research. With this paper we also want to draw
attention to the question of how to deal with it.
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Based on the results of the awareness interview study (Chapter 3) and the Vndings of Chapter
4 and 5, in this chapter we present the design and evaluation of a widget-based dashboard
for awareness support of researchers. We provide answers to research question D.3 and show
that applications tailored to support awareness in Research Networks not only provide signif-
icantly better awareness support, but are also easier to use and help researchers to carry out
their respective knowledge actions and roles as introduced in Chapter 2 more eUectively.
_________________
This chapter is accepted for publication as: Reinhardt, W., Mletzko, C., Drachsler, H., and Sloep, P. B. (2012a).
Design and evaluation of a widget-based dashboard for awareness support in Research Networks. Inter-
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AWESOME: A widget-based dashboard for awareness-support in Research Networks. In Proceedings of
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abstract
In this article we describe the rationale, design and evaluation of a widget-based dashboard to
support scholars’ awareness in Research Networks. We introduce the concept of Research Net-
works and discuss Personal Research Environments, as they exist parallel to Personal Learning
Environments in today’s modern working realm. Based on the results of an international inter-
view study we designed a paper prototype of an awareness dashboard (AWESOME). It is tailored
to use by researchers and aims at covering activities today’s researchers are of necessity faced
with. Finally, we present the general framework of the user tests performed. We compared ex-
isting scholarly toolsets with our paper prototype. The evaluation of the user tests shows that
AWESOME performs better on all tested items than the existing toolsets: it is easier to use, less
time-consuming, more user-friendly, more supportive with regards to technology and awareness
and, Vnally, helps researchers to carry out their tasks more eUectively.
6.1 introduction
In today’s economy, knowledge is one of the most important resources for both
individuals and organizations. People invest signiVcant eUorts in the design and de-
velopment of learning resources and software that strives to enhance the learning
success of individuals and groups. In recent years, more and more tools were built
on techniques and methods of the Web 2.0 movement; social networking and user-
generated content in the domain of organizational learning as well as in research
projects are of worth being mentioned here. The term PLE describes the services,
objects, people, and contents that constitute the individual educational platforms
learners use to direct their own learning (EDUCAUSE, 2009). If the users are schol-
ars - with their speciVc requirements on services and contents - the term PREs if
often used to elucidate the distinction from PLEs while many tools and services will
be equivalent in both of them. Many of today’s researchers, for example, use sev-
eral online tools to communicate and collaborate. Networking, exchanging research
ideas and using tools for research on the Web are now essential parts of research
practice. While researchers are to a certain degree aware of their relations in their
Research Networks and the partners of their communication, technology can make
explicit related activities beyond the individual focus of attention. This is possible
due to two advantages of computer-mediated communication, which are not obvious
at Vrst sight but of great importance:
1. selectively mirroring information that would be visible in face-to-face situa-
tions, and
2. mirroring information that would not be visible in face-to-face situations, but
that can improve the working or learning process.
This information could help researchers to become and stay aware of their con-
stantly changing connections and interactions beyond their individual context and
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help them to reWect. Also, fellow scholars are constantly generating information in
a multitude of tools that the single researcher might want to stay informed about
but fails to do because of lacking awareness-support and Vlter failure.
In an international interview series, we asked 42 researchers about their problems
with regard to awareness in their Research Networks and how they envisioned a
tool that could support the alleviation of these problems (Reinhardt et al., 2011f). The
preliminary results of this study lead us to a detailed consideration of what belongs
to a researcher’s Personal Research Environment and how it could be best supported
in order to remove frictions from their working process.
In this article we report about the design and evaluation of a paper prototype of a
widget-based dashboard to support researchers’ awareness (Awareness Dashboard
for Research Communities (AWESOME)). We designed paper prototypes to target
some of the most frequently named issues in a researcher’s daily work practice: a)
collaboratively working on a document, inviting co-authors and meeting a given
format requirement; b) Vnding experts for a given topic; c) get detailed information
about a researcher in one’s own Research Network and some more.
6.2 awareness support in research networks
Before we can discuss awareness issues in networked scholarly collaboration and
potential ways of alleviating them, we introduce the notion of Research Networks.
6.2.1 What are Research Networks
Each online social network is to be understood as a group of people that interact
using electronic means, often for the purpose of cooperation. Examples of such
cooperation media are email, shared cooperative spaces, groupware applications,
and more recently Social Software (Kaplan and Haenlein, 2010; Dron and Ander-
son, 2007). Online communities have become a valuable supplement for groups that
work together in face-to-face contexts but they also exist exclusively in the online
world. As discussed in Reinhardt et al. (2012c), online communities may exist around
various topics, they may be organizational, topical or regional and most often assem-
ble people around speciVc objects (also see Knorr Cetina (1997); Engeström (2005)).
Rheingold (1993) coined the term ’virtual communities’ and claimed very broadly
that they would form “when enough people [...] form webs of personal relationships in
cyberspace” (p. 52). Not least because of such broad understandings, the term ’virtual
communities’ has been used very liberally in recent years. Wellman (2005) provides
an important and more precise deVnition of community as “networks of interpersonal
ties that provide sociability, support, information, a sense of belonging, and social iden-
tity” (p. 53). Kim (2000) adds that such web communities often “share a common
interest or purpose [... and need ...] some mechanism of identity and communication”.
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Wellman (2001) points out that thinking about communities must not be limited to
neighborhoods, families, tribes and villages and further elaborates that “we Vnd com-
munity in networks, not groups. [...] In networked societies: boundaries are permeable,
interactions are with diverse others, connections switch between multiple networks, and
hierarchies can be Watter and recursive” (p. 17).
In blended learning, classroom learning is combined with web-based learning that
may use organizational LMSs or more open approaches in which the learners may
decide on the tools they want to use. A learner’s Personal Learning Environment
provides access to all learning resources, peers and learning services he might need
for pursuing his learning goals (Reinhardt et al., 2012c). Recently, the term ’Learn-
ing Network’ has been coined for such online communities of learners. According
to Koper (2009a) and Sloep and Berlanga (2011), Learning Networks (LNs) are on-
line social networks that have been designed to facilitate the sharing of existing
information and the cooperative creation of new knowledge. This way, Learning
Network participants may help their fellow participants to develop their skills and
competences in rather non-formal, unplanned and ad-hoc learning situations and
educational contexts (Sloep, 2009b). DiUerent from formal education, there are few
learning goals for the whole Learning Network nor diUuse, hard-to-phrase individ-
ual ones. Koper (2009b) points out that the participants of a Learning Network could
(Reinhardt et al., 2012c):
• exchange experience and knowledge with each other,
• collaborate on common research questions and tasks,
• oUer and get support to/from other participants in the Learning Network (e.g.
questions, answers, remarks),
• set up focused working groups,
• support each other when encountering learning problems, and
• use tools and services to create, share, Vnd and access learning resources.
As each Learning Network eventually is a social network, it is composed of people
that share a similar interest or follow a similar (learning) goal. The commitment
to the common interest or goal, the timeframe of the Learning Network’s existence,
the size of the networks and other properties vary between diUerent Learning Net-
works. The participants in Learning Networks can be help seekers as well as men-
tors, coaches, teachers or lurking bystanders. The objects in a Learning Network
are all digital artifacts that might help the participants to accomplish their learning
goals or contribute to their knowledge level and competence development. Sloep
(2009a) elaborates that learning services are software tools that increase a Learning
Network’s viability. Koper (2009b) and Sloep et al. (2011b) add that such services
are designed to facilitate the participants to exchange experience and knowledge,
to stimulate active participation in the Learning Network, to assess and develop
the participants’ competences, to Vnd relevant peers and experts that could oUer
support in solving a certain problem, and to facilitate ubiquitous learning. Koper
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(2009b) and Sloep et al. (2011b) list examples of Learning Networks and explicitly
names researchers that would exchange information to Vnd solutions for a speciVc
problem as representative LNs. They could update each other with new Vndings
and cooperatively solve problems, co-author documents, attend face-to-face events
and carry out joint projects in a geographically and timely separated manner. As a
matter of course, there exist a range of other Learning Networks with diUerent par-
ticipants, resources and learning services. If the participants in a Learning Network
are scholars, the resources used and services in place are related to their research
activities or the execution of research projects we call such Learning Networks RNs.
On a related note, Nicholls and Harrison (2009) anatomize the modern IT work-
ing environment of researchers and point out that the IT department of the aXlia-
tion provides many of the tools regularly used by a university’s employees. Simul-
taneously, more and more employees are using an increasing number of services
from outside the organizational boundaries to get their work done, connect to fel-
low researchers and join international expert communities and Research Networks.
Nicholls and Harrison (2009) point out that the modern working environment of re-
searchers is in fact identiVed as a multi-layered collection of learning and working
services, access to raw data, information objects and knowledgeable people (cf. Fig-
ure 37). At the core of this collection they see ’central services’ that all educational
institutions have to provide their staU and students with (like Vle storage, email
services, policies, templates or Vnance). On the second layer they place dedicated
collections of services tailored to supporting researchers’ work in research, teach-
ing or learning. Those ’Managed Learning/Research Environments’ embrace all ser-
vices, people and objects “concerned with enabling and supporting the administrative
and management tasks associated with research work” and similarly for teaching and
learning. The third layer in their model is labeled as virtual learning/research envi-
ronment and would comprise services, content and people that are more adjusted to
the actual job role of a user. According to Nicholls and Harrison (2009), they span
across the whole organizational stack of services, people and objects and are extend-
ing beyond them (cf. Figure 37). Recently, researchers are increasingly bypassing
internal services and are making use of content, services and objects that are oUered
outside the controlled organizational boundaries.
Pata (2011) points out that Research Networks are dynamically evolving social activ-
ity systems (cf. Engeström (1987)) where researchers may belong to several RNs at
a time and take on diUerent roles in the separate networks (Lave and Wenger, 1991;
Reinhardt et al., 2012c). Moreover, the single PREs of diUerent researchers often
overlap; so they are partially using the same services and objects and connect to the
same people. Often this happens in diUerent contexts. Thus, the objects may serve
as (technology enhanced) boundary objects (Star and Griesemer, 1989).
Awareness of fellow researchers with similar interests, already existing Research
Networks that deal with a certain topic or about services that could simplify one’s
own job is crucial for making use of such contents. However, the term awareness












Figure 37: The modern working environment of researchers (based on Nicholls and Harrison
(2009))
has a strong background in the research on CSCW and needs to be (re-)deVned for
the application in the context of Research Networks.
6.2.2 Approaching the term ’awareness’ in Research Networks
As Schmidt (2002) pointed out very clearly, there is a fundamental problem with
the term awareness in current research: it is “found ambiguous and unsatisfactory”
(p. 286) and the notion of awareness is “hardly a concise concept by any standard”
(p. 286). CSCW researchers have used many adjectives to characterize their spe-
ciVc interest in the concept of awareness, resulting in terms like ’general awareness’,
’group awareness’, ’workspace awareness’, ’mutual awareness’, ’background aware-
ness’ and many more. Often, those terms relate to the eUorts of providing users
with technology enhanced interaction spaces that aim at re-establishing face-to-face
interaction situations.
The term ’awareness’ in Research Networks however is only partially coextensive
with the concept of providing such media spaces that would enable dispersed actors
to co-operate “approximately as if they were in the same physical space” (Schmidt,
2002). In fact, awareness in the context of Research Networks is much more con-
cerned with making actors more eXcient and eUective by making objects (e.g. peo-
ple, paper, projects, events, research domains, writings, experts, social media arti-
facts and so on) and their relations to each other more noticeable for users (also see
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Reinhardt and Mletzko (2011)). Awareness of these objects may serve as trigger for
individual and collaborative reWection and is the pre-condition for communication
and any form of co-operation. Based on individual experience and the reWective pro-
cess of the user, (collaborative) outcomes may arise (Boud et al., 1985). Especially in
workplace learning, problem solving, awareness and reWective processes are closely
related (Schön, 1983; Krogstie et al., 2011).
Hofkirchner’s (2002) model of information as a threefold process describes cogni-
tion, communication and co-operation as the basic variables for social interaction.
According to this understanding, individuals use their speciVc cognitive features to
interact with others and to create shared spaces of interaction (Fuchs, 2010). In some
cases, those shared spaces are not only used for communication, but co-operation
may arise between the participants. Hofkirchner’s model does not take into consid-
eration the importance of awareness of objects and the reWection on them (Rein-
hardt and Mletzko, 2011). Glahn (2009) names both awareness and reWection as
essential for learner’s competence development and successful learning processes
(Reinhardt, 2010). This is especially true in unstructured and unguided learning en-
vironments such as Research Networks. Glahn’s eUectuations go back to the theory
of Schön (1983; 1987) who distinguishes two types of reWection relevant for learn-
ing: reWection-in-action and reWection-on-action. The connection between action
and reWection can be found in feedback from a learners network, outlining the need
for continuous interaction with one’s peers. ReWection-on-action refers to those
contemplative processes starting after an action has ended and cannot be changed
anymore. Contrary to these post-action considerations, reWection-in-action refers
to the cognitive processes and application of individual knowledge that are needed
to actively control an action. Vygotsky (1978) points out that interaction with oth-
ers is vital for each individual’s mental maturity and individuality. Furthermore, he
stresses that one’s potential mental capacity depends on the self-awareness of one’s
actions and the reWection of them. In this article, awareness is thus considered as an
attribute of action, a trigger for reWection and an enabler of co-operation.
In the context of Personal Research Environments and Research Networks, we al-
ready Vnd awareness support in various instantiations. Mashups, for example, not
only connect several previously separated functionalities of separate applications,
they often also provide awareness support for the respective users by providing a
more holistic view on a problem. The concept of widget-based dashboards became
mainstream with the rise of the PLE notion and research on Mashup-PLEs and forms
the scaUolding of our awareness dashboard. From a user interface pattern point of
view, a dashboard is considered the main working canvas in an online tool. Users
may Vnd aggregated information about the system’s current state, personal notiVca-
tions, news as well as other important transactions there. With the rise of widgets
and widget-based online tools, the personalization of such dashboards became state-
of-the-art technology and can be found in many contemporary applications.
Recommendations, on the other hand, make use of knowledge about the relevant
objects, their content and connections to provide the user with guidance for mak-
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ing educated decisions on a topic (Herlocker et al., 2000). Those recommendations
make users aware of the existence or linkage between objects that maybe would stay
revealed otherwise. Recommendations can be given for learning objects that might
help in solving an encountered problem, speciVc learning activities suitable for indi-
vidual learning goals, knowledgeable peers that can assist in getting the bottom of a
problem as well as for scientiVc articles that are similar to the ones in a researcher’s
collection.
6.3 design of a widget-based dashboard for awareness support in
research networks
From a set of preliminary results of the analysis of an international awareness inter-
view series we identiVed several use cases in which scholars feel poorly supported
(Reinhardt et al., 2011e)). The issues mentioned by the interviewees can be summa-
rized as the following (also see Appendix D):
1. Monitoring research activities suUers from missing awareness of what re-
searchers in the same Veld are doing.
2. Often, the coordination of collaborative project work is especially diXcult due
to the lack of a shared vocabulary and time needed for the negotiations of
corresponding meanings. Thus a development of a shared understanding of
the scope, meaning and direction of a project is hampered. Often awareness
of this lack of mutual understanding is only triggered in more mature phases
of the collaboration.
3. Furthermore, missing awareness of what the current state of work is hinders
the coordinative aspects of collaborative work as well as a rapid progress in the
process of collaborative authoring. Based on statements from the interviewees
an agreement on a common toolset for collaboration is hard to achieve and
thus versioning and merging of diUerent artifacts often becomes a problem.
4. During the process of collaborative authoring further problems arise: the par-
tition of contributions to be made and assigning the corresponding responsi-
bilities often is perceived very challenging. Moreover, the coordination of the
authoring process itself in order to meet a given deadline raises issues with
the interviewees. In addition to this, the interviewees mentioned, that the
management of references also is an issue.
6.3.1 Paper prototyping AWESOME
Paper prototyping is a well-known method of usability testing in which real users
perform realistic tasks with a prototype. A facilitator runs the session and takes
notes about what confuses the user and what works well (Snyder, 2003). The paper
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prototypes of AWESOME were created using the mockup tool Balsamiq Mockups1
and Adobe Photoshop2. In the design phase, we paid attention to especially address
factors that are hindering eXcient and eUective work according to the interviewed
researchers. In order to alleviate the above-mentioned problems, AWESOME oUers
a user proVle widget (cf. Figure 38) that contains an aggregated overview (’lightbox
view’) of the essential facts related to a scholar, such as a list of publications, a
representation of his Research Network and co-author network, recent activities,
etc.
Figure 38: AWESOME showing an extended, faceted search widget for the search term ’Learn-
ing Networks’ and a user proVle widget showing the proVle of ’Peter B. Sloep’
As shown in Figure 39, AWESOME contains a chat widget, a video-chat widget and
a widget for sharing ideas (labeled ’My ideas’) that can be used for information ex-
change, discussions and agreements. OUering a simple way of synchronous and
asynchronous communication, these channels can easily be used for clarifying any
kind of problems or providing information of the current state of work. The achieve-
ment of a shared understanding of the scope, meaning and direction of an artifact,
a discussion or an entire project is supported by widgets like the ’reviews’ widget,
the ’mindmap’ widget and the ’my writings’ widget. These widgets oUer the creation
and retrieval of artifacts at a higher level of abstraction and can improve coordinative
tasks of collaborative work. The ’my writing’ widget is a direct requirement from the
1 http://balsamiq.com/products/mockups
2 http://www.adobe.com/products/photoshop.html
6.3 design of a widget-based dashboard for awareness support 139
awareness interviews, where some interviewees stated that they often loose aware-
ness of artifacts that they have created in the past and that would comprise valuable
information for the creation of new artifacts and that would support them reWecting
about their own changed perspective (see Appendix D and Reinhardt et al. (2011e)).
Figure 39: AWESOME showing a pre-conVgured widget arrangement for the activity of creat-
ing a new text artifact
We especially addressed the expressed need for multimodal interaction with the in-
terface: AWESOME was designed to oUer multiple ways of creating new interaction
spaces. For example, users could add new widgets to their dashboard manually by
clicking the ’add widget’ button, by searching and selecting the appropriate object
that would be represented in an own widget or by selecting a widget preset for a cer-
tain task. All widgets could be freely arranged and did not overlap. Users could have
multiple instances of the same widget on their dashboard. In order to start users on
the prototype easily we created an activity-centered interface element; a drop-down
box asking “What do you want to do?” was placed in the users central perception area
(cf. Figure 40). The several options referred to pre-conVgured widget placements
that reWect diUerent roles of researchers and central knowledge actions (Reinhardt
et al., 2011h) and central awareness issues as expressed by the interviewed scholars
(Reinhardt et al., 2011e).
It is typical to paper prototyping that not all possible trajectories through a pro-
totype are actually modeled and that it is assumed that the prototype would have
access to all data necessary for display (Snyder, 2003). In the case presented here,
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Figure 40: AWESOME in unused state; the activity trigger drop-down box was clicked
we also assumed that all involved technical components would work properly and
respond to queries on time.
6.4 evaluation of awesome
The AWESOME paper prototype was evaluated with 15 researchers from diUerent
disciplines. In what follows, we describe the evaluation methodology and the tasks
that the participants had to carry out with AWESOME as well as present the results
of the evaluation.
6.4.1 Methodology
First, the participants were introduced to the overall study design and the aims of
the user test. The facilitator explained that the participants could not make errors
throughout the processing of the task but that alternative trajectories through the
paper prototype would help improving the design and realization of the next proto-
type. The facilitator informed the participant that not each and any interaction with
the paper prototype would yield in a new interface as not all possible states of the
interface were modeled in the preparation phase.
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If the participant agreed, all interactions with the paper prototypes and the facilitator
were recorded on video. Prior to the user test, the given task (see Table 25) was read
to the participants; they were asked to reWect on the task and explain how they
would cope with it using their common toolset. At this stage, the participants were
able to ask questions about the task and the kind of information they should gather
throughout the task execution. After this reWection phase, each participant had to
answer six questions with respect to the task execution using their well-known tools
and techniques (also see Appendix C). The six questions focused on
• the diXculty of fulVlling the task (Question 1),
• the time exposure needed for fulVlling the task (Question 2),
• the technology and awareness support existing with the used tool Question 3,
Question 4), as well as
• the user-friendliness of the tool (Question 5) and
• the perceived eUectiveness of working with the tool (Question 6).
Afterwards, they had to process the same task using the AWESOME paper proto-
type. They were shown the empty dashboard of the web application (task 1-6) or
the mobile application (task 7) and were asked to describe the interface in their own
words. All interface elements could be touched, resulting in another paper prototype
or the facilitator’s hint that the desired action was not modeled for this task. After
the completion of the task, the participants were asked the same six questions and
were asked to provide feedback about possible improvements and speciVc strengths
of AWESOME.
For the statistical analysis described later, we were more interested in the overall
performance of AWESOME than in the performance in the single tasks. The study
described here was intended to provide us with the basic intuition for how well our
adapted paper prototype would be accepted by the prospective users. Thus, means
have been calculated representing the mean rating of the six items for the tasks
carried out by each participant.
6.4.2 Task deVnition
Each participant in the user test had to accomplish four out of seven deVned tasks
of diUerent demands and complexity (cf. Table 25). Apart from task 7, all tasks have
been carried out almost equivalently often. The order of the task execution was
randomized, so no equivalent task order was carried out. Each task relates to typical
knowledge actions of knowledge workers Reinhardt et al. (2011h)) and is part of
the research lifecycle as described in (CIBER, 2010; Microsoft ScientiVc Computing,
2009).
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Table 25: Task descriptions with their conVgurations and knowledge actions involved
Task Description Topic Knowledge Action(s)
1, W Compile a list with European experts
in a certain domain including relevant
information (projects, publications, re-
search interests etc.) about them.
Learning Networks expert search, analyze
2, W Find out howmany Journal articles have






3, W Ask one of the authors of a given paper
for access to the raw data of their analy-
sis.
Who we are: Analysis
of 10 years of the ED-
MEDIA conference
acquisition
4, W Find out which EU-funded projects are
dealing with a certain topic.
Workplace Learning information search, in-
formation organization
5, W Create a new text document that al-
lows synchronous editing, invite two
colleagues to the document, assign tasks
and start writing the paper.
Awareness and ReWec-





6, W Find a suitable conference to publish
your paper from task 5.
Awareness and ReWec-




7, M Find out how many persons from your
Research Network are also attending a
given conference. Find out how many
papers a given person presents and







W = AWESOME web; M = AWESOME mobile; ED-MEDIA = World Conference on Educational Media and
Technology; EC-TEL = European Conference on Technology Enhanced Learning
6.4.3 Results of the evaluation
15 people in all took part in the evaluation. Six paired-sample t-tests were conducted







in the common working environments and in AWESOME; p-values were adjusted
using the Bonferroni correction resulting in a critical p-value of .008. There was a
signiVcant diUerence in the scores of all items, indicating that AWESOME performed
better on all six items (see Figure 41). Visual inspection of Figure 5 not only shows
that the participants rated AWESOME better on all items, it also suggests that their
appreciation of the diUerence AWESOME made diUered between items, with some
diUerences between pre and post-test being larger than others. This was not further
analyzed.
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Figure 41: Means and standard deviations for the conducted paired-sample t-tests
The paired-samples t-test indicated that users found tasks signiVcantly less diXcult
to accomplish with AWESOME (M = 2.10, SD = 0.54) than with their common toolset
(M = 3.53, SD = 1.07), t(14) = 5.01, p < .001. One participant said AWESOME was
“much easier than it is in real life” what made him perceive the given task less diXcult.
Moreover, another paired t-test indicated that users felt working on a task signif-
icantly less time-consuming in AWESOME (M = 2.21, SD = 0.73) than with their
well-known tools (M = 4.97, SD = 0.77), t(14) = 8.47, p < .001. One participant men-
tioned that for a given task only three clicks are needed in AWESOME where he
would need much more time with his current tools. The participants also mentioned
that the individual workWow was supported by the possibility of having multiple
widgets open at the same time what allows for the comparison and re-use of infor-
mation. This technology support added to their perception of AWESOME being less
time-consuming than their existing tools.
The participants felt signiVcantly better supported with technology in AWESOME
(M = 1.83, SD = 0.57) compared to their daily working tools (M = 4.53, SD = 1.09) ,
t(14) = 10.01, p < .001. The participants mentioned that the technological support
they found in AWESOME were “exactly like [they] thought an improved version of the
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status quo would be”. The widget-based interface approach was perceived as “easy to
learn” and “more Wexible than existing tools”.
Also, the participants report about a signiVcantly better awareness support in AWE-
SOME (M = 2.03, SD = 0.67) than compared with their common toolset (M = 4.81, SD
= 1.43) , t(14) = 8.39, p < .001. Regarding the support for instant communication with
peers and experts, the participants mention the existence of several communication
possibilities as being supportive for their awareness. AWESOME was considered as
“ingenious tool for researchers especially in the phase of preparing a project proposal” as
it connects several “previously scattered information pools” and all necessary informa-
tion “lie at one’s Vngertips”. The “information densiVcation” in AWESOME was seized
as major relief and “very good awareness support for even more additional tasks”. In
task 6 the participants were given the task to Vnd a publication outlet for a given
paper and were presented with a table and map of recommended conferences and
workshops (cf. Figure 42). The added awareness support of such a representation
was commented by one participant with: “Such a tool would be so helpful: my god,
how often was I seeking for something exactly like that.”
Figure 42: AWESOME recommending publication outlets for a publication authored within
the application
The test indicated that the users experienced working with AWESOME signiVcantly
more user friendly (M = 2.30, SD = 0.91) than with their daily working tools (M =
4.37, SD = 1.20) , t(14) = 6.82, p < .001.
6.4 evaluation of awesome 145
One participant mentioned that working with AWESOME was “easier than Google
and well adapted to the task”. Regarding the widget-based approach, the given feed-
back was that through the mini applications “one single space for all tools” is provided,
which makes complex tool shifting unnecessary and thus reduces media disruptions
(Selke, 2008). The participants especially mentioned that the existence of faceted
search results would make the navigability in AWESOME more user-friendly and
joyful compared to their common toolset.
Finally, the users reported being signiVcantly less eXcient with their common toolsets
(M = 3.65, SD = 1.22) than with the AWESOME paper prototype (M = 1.88, SD = 0.62) ,
t(14) = 7.05, p < .001. Most of the participants felt certain that would be able to solve
the given task more or less satisfactorily. Regarding their eXciency however, they
felt much more eUective using AWESOME than with any of their common tools.
During the open feedback after each task, the participants gave valuable directions
for further enhancements of AWESOME and the development of widget-based ap-
plications in general. For one, some of the participants were not familiar with the
concept of widgets at all and where asking for guidance on how to work with such in-
terfaces. In the discussion, the subjects said that a short video introduction into the
concept would help them understanding how to interact with the tool. Moreover,
each task started with an empty dashboard that showed the sentence “We’ll show
your widgets here” (see Figure 40). Many participants were unsure about the meaning
of this indication, as they did not recognize immediately where those widgets should
come from. The participants suggested visual hints (e.g. an arrow pointing on the
’Add Widget’ button with the label “Click here to add your Vrst widget”) that would
help familiarize with the interface. In some tasks, we provided the participants with
pre-conVgured widget arrangements that aimed at supporting the participants in the
execution of the task. While the approach was perceived very useful and supportive,
the participants were recommending some kind of widget preview which would sup-
port them in looking ahead which widgets would be pre-selected for display instead
of having to click and close all shown widgets manually. Also they were asking for
diUerent widget-arrangements for diUerent types of people. One participant called
this feature request ’widget-arrangement pattern’. Such patterns might be useful for
several tasks, e.g. when composing a new text document, there might be a widget-
arrangement pattern for users that only want to focus on the text (the editor widget
would be in full screen mode then), other users might be interested in additional wid-
gets for access control or task management and other users might want to see the
editor widget accompanied by some mind map widget. A similar approach is cur-
rently under development within the EU-funded ROLE project (Mödritscher et al.,
2010).
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6.4.4 Limitations of the study
The study presented here has limitations that we are aware of. Firstly, we tested
the prototypes with only 15 researchers. Secondly, the prototypes emulated a sys-
tem that had structured access to many data sources and made use of a ’perfect’
recommender system. Thirdly, technically hard-to-solve problems like name disam-
biguation, named entity recognition and timely data access were assumed to work
properly. Those facts may have inWuenced the users’ perception of AWESOME in a
positive way and need to be conVrmed in subsequent studies with more elaborated,
clickable prototypes of AWESOME that connect to real data sources.
6.5 conclusion and further research
In this paper we explored the relevance of Research Networks and Personal Re-
search Environments for today’s scholars. As scholarly communication is increas-
ingly adapting IT services from outside the organizational boundaries, knowledge-
able peers and relevant pieces of information are also becoming a major part of the
modern scholarly working environment. Research Networks are continuously evolv-
ing, socio-technical systems that have to cope with the ever-changing technological
landscape in which tools and practices change faster than rigid organizational sys-
tems can keep track of. Developing IT systems to support users in such moving
environments is a challenging task that will undergo continuous adaption to new
services and user demands. Widget-based interfaces seem to be a feasible approach
to cope with those requirements as they allow the piecemeal adding of new func-
tionalities.
The paper prototypes of AWESOME were designed based on the awareness issues
expressed by 42 researchers in an international awareness study by Reinhardt et al.
(2011e) and successfully evaluated with 15 users from the same target audience (this
article). They certiVed that AWESOME was signiVcantly enhancing their awareness
of fellow researchers, whole research domains and relations between several infor-
mation objects. Moreover, the participating scholars could work signiVcantly more
eXciently and in a more user-friendly way than compared to their existing toolsets.
The technological support was perceived as signiVcantly better than with existing
solutions and users felt working on tasks was much easier and less time-consuming
as well. The participants gave valuable feedback towards the enhancement of any
widget-based dashboard approach that we became aware of through the evaluation
of our paper prototypes with real users:
1. Guide your users through the interface. Explain details that they might over-
look.
2. Declare your information sources.
3. Elucidate why your system recommends certain objects.
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4. Directly support dedicated activities with pre-deVned widget arrangements or
patterns of widget arrangements.
5. Provide diUerent widget arrangements for diUerent types of users and diUer-
ent knowledge worker roles that the users take on.
6. Provide a preview of such widget-arrangements.
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In this chapter we present a technical artifact – ginkgo – that build on the Vndings from
the previous chapters. Ginkgo is a novel approach to the organization and participation
in scientiVc events that combines classic features of Conference Management Systems
and with those known from many social media applications. It considers awareness
support in scientiVc events as its highest priority. Ginkgo makes use of the broad under-
standing of awareness in Research Networks developed in Chapter 3 and supports many
of the knowledge actions identiVed in Chapter 2. Ginkgo is furthermore designed to
semi-automatically analyze submitted papers in order to provide organizers with informa-
tion like presented in Chapter 5 and thus provides answers to research question D.3. We
further suggest future scientiVc recommender systems based on ginkgo (research question D.2).
_________________
This chapter is published as: Reinhardt, W., Maicher, J., Drachsler, H., and Sloep, P. B. (2011b). Awareness
Support in ScientiVc Event Management with ginkgo. In Proceedings of the 11th International Conference
on Knowledge Management and Knowledge Technologies (i-Know’11), pages 40:1–40:8, New York, NY, USA.
ACM.
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abstract
The management of scientiVc events is a prestigious job that goes together with many tasks that
have to be carried out in a timely and highly parallel fashion. Conference management systems
(CMSs) have simpliVed the process and have given decision-support features to the organizers
but still there is room for improvements. With the social media movement of the last decade,
computer-mediated social interactions and professional networking have also gained importance
for scholars. Those interactions take place outside of CMSs. Thus, a rich source of information
is ceded to social networking services that could be used for a better quality of service and more
awareness support for all stakeholders in CMSs. In this paper we introduce ginkgo as a novel
approach to scientiVc event management that brings together well-known features of classic CMSs
with those of common features of social networking sites to make scientiVc event management
more social and awareness supporting.
7.1 introduction
The daily work practices of researchers have changed during the last decade. The
revolutionary changes in how the Web is used for content creation and consump-
tion, learning and networking have also altered the way scholars communicate and
collaborate. Those changes that are typically referred to as being the Web 2.0 are
known as Science 2.0 or Research 2.0 in the scientiVc context (Shneiderman, 2008).
Today, most interactions between scholars are mediated by technology and many of
those technologies can be categorized as being Social Media.
Regardless of these upheavals, the way scientiVc events are organized and the tools
to support the organizers of such events do not yet reWect the changed practices of
scholars. Conference management systems are still monolithic software that mainly
support the organizers and reviewers of scientiVc events. They do not use existing
Research 2.0 possibilities to connect all stakeholders in the event preparation and
realization process. Thus, large potential for enriching the whole experience and
removing frictions from the process is relinquished. Moreover, the currently avail-
able tools lack features to support organizers and reviewers of submitted proposals
becoming aware of their content and relation to other submitted or previously pub-
lished work. Thus, the review process is prone to errors and awareness issues with
the organizers.
The paper is divided into four sections: in Section 7.2 we present a simpliVed model
of the phases and stakeholders involved in the management of scientiVc events. In
Section 7.3 we discuss strengths and weaknesses of currently available systems for
organizing such events and that support participants to network with each other.
ginkgo is a novel approach to the management of scientiVc events and brings to-
gether common features of conference management systems and those of social
networking sites. We introduce ginkgo in Section 7.4. Finally, in Section 7.5, we
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summarize the Vndings of our research and give a short outlook on the future appli-
cation of ginkgo in scientiVc events.
7.2 managing scientific events
The organization of a scientiVc event is a complex and time-consuming task that
– depending on the size of the event – involves many people in diUerent roles
(Halvorsen et al., 1998). Also depending on the type and size of the event, there
are diUerent phases of the whole management process. For potential participants of
a scientiVc event, it is important to have access to all needed information in an easy,
consistent and timely manner. In this section we introduce a universal model for the
phases and roles involved in scientiVc event management and participation.
7.2.1 Organization
In general there are at least Vve discriminable roles with diUerent responsibilities
involved in the organization of a scientiVc event (Halvorsen et al., 1998; IEEE, 2010;
Pesenhofer et al., 2006). A selective assignment of these roles and the involved
people is often not easily doable as each person may take on several roles in the
same event (Halvorsen et al., 1998).
1) Members of the organization committee or organizers: The organizers take funda-
mental decisions and are responsible for the general conditions of the event. They
coordinate and monitor the whole process (Pesenhofer et al., 2006). In large-scale
events, the organization committee may be split up into several smaller committees
with dedicated areas of accountability (e.g. Vnances, public relations or program).
2) Chairmen of the program committee or program chairs: The duties of the chairmen
of the program committee include all the necessary steps to create a good technical
event program (TEP). Their tasks include the creation of the Call for Papers (CfP), the
management of submissions and reviews, as well as the decision about acceptance
or rejection of submissions. Often, the organizers of the event are also the chairmen
of the program committee.
3) Members of the program committee or reviewers: The members of the program
committee serve as reviewers and evaluate the submitted draft papers based on es-
tablished criteria. The review is made in writing and is reported back to the chairmen
of the program committee. The reviewers are invited to the program committee by
the chairmen of the program committee.
4) Attendees: The attendees of an event are all people that have registered for the
(on-site) participation in the event. This includes interested people from business
and science, and the authors of the accepted publications.
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Figure 43: SimpliVed model of the phases in managing scientiVc events
5) Authors: All people that submitted a draft paper to the event are in the role of an
author. If the paper is selected for publication at the event, the author or a represen-
tative is allowed to present the work at the event.
A majority of all arising tasks in the management of a scientiVc event happens prior
to the event itself. A general chronology of the continuous phases may not be taken
as overlapping phases can exist (Halvorsen et al., 1998). In addition, single phases
can be extended, repeated or divided into sub-phases (IEEE, 2010; Pesenhofer et al.,
2006). Nevertheless, a general sequence of phases that is valid for the organization
of many scientiVc events emerges from the works of Halvorsen et al. (1998); IEEE
(2010); Pesenhofer et al. (2006) (cf. Figure 43): in the preparation phase, fundamen-
tal decisions are taken by the organizers of the event (Halvorsen et al., 1998). First
and foremost, the theme and scope of the event have to be determined (IEEE, 2010).
This may be a speciVc research area, a special research direction or a new technol-
ogy. Other decisions like the time and place of the event for example must be made
(IEEE, 2010; Halvorsen et al., 1998). The event also needs a name; as this is often very
long an acronym has to be agreed on. Moreover, in this phase possible sponsors
have to be contacted. Institutions like IEEE or ACM, current research projects as
well as companies are possible sponsors for scientiVc events (Halvorsen et al., 1998;
IEEE, 2010). In addition, all organizers are invited to the organization committee
and the responsibilities are allocated amongst them. Depending on the size and type
of event, the organizers are now divided into several committees (IEEE, 2010). Fol-
lowing Halvorsen et al. (1998), the product of the preparation phase is the Call for
Papers. The responsibility for it lies with the chairmen of the program committee
(IEEE, 2010). The CfP is intended to motivate authors to write and submit papers
to the event (Halvorsen et al., 1998). The CfP is mainly made from the results of the
preparation phase. It contains the name of the event, the sponsors, the venue and
the date as well as the scope of the event. In addition, the CfP holds the necessary
information for the authors how to prepare and submit their publications. This in-
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cludes the format, the maximum extent, the accepted types of publications (abstract,
short paper, full paper, demo paper and so on) and a way to submit their draft pa-
pers (email address, postal address, URL for Vle upload or URL to the conference
management system) (IEEE, 2010; Pesenhofer et al., 2006). For all accepted types of
publications the CfP provides a submission deadline. The CfP can be published in a
variety of ways. Typical examples are the publication on a web page or circulating
it via email to interested user groups.
After the publication of the CfP authors can submit their draft papers. They have to
pay attention to the required format and the speciVed deadlines. The organizers have
the task to receive the submitted draft papers, archive them and give the authors an
acknowledgement of receipt (Halvorsen et al., 1998). There are many diUerent forms
of a submission phase. For example, a multi-stage submission procedure exists where
Vrst abstracts of a publication are submitted. After a Vrst review, authors have to
submit a full paper, which is subject to another review (Pesenhofer et al., 2006). In
any case, the result of the submission phase is a list of all submissions (Halvorsen
et al., 1998).
After completion of the submission phase the review phase can start based on the
list of all submission. Following IEEE (2010), this is the key phase to develop a good
technical event program. The review phase itself can be divided into three phases
(Halvorsen et al., 1998): 1) First, the submitted publications are assigned to the re-
viewers. This task is in the responsibility of the chairmen of the program committee
(Pesenhofer et al., 2006). A Vtting assignment between the publications and the
reviewers is crucial for high-quality reviews and to the quality of the entire techni-
cal event program. In order to obtain high-quality reviews there are some factors
that should be considered in the assignment between publications and reviewers:
First, each reviewer should be assigned the same number of publications to review.
In addition, the reviewers should be familiar with the subject area of the assigned
publications (IEEE, 2010; Pesenhofer et al., 2006). As researchers tend to submit pub-
lications to events in which they act as reviewers themselves (Papagelis et al., 2005),
it has to be ensured during the assignment that a publication is not reviewed by one
of the publication’s authors. Moreover, it can happen that reviewers may have a
conWict of interests, because they cannot review certain publications objectively (Pa-
pagelis et al., 2005). This can, for example, be the case because they work in the same
institution or on the same project as one of the authors or because they have pub-
lished joint publications in the past. In addition to the above factors, the personal
preferences of the reviewers might be taken into account during the assignment
of papers. Before beginning the review phase, the reviewers can sometimes spec-
ify their review preferences by bidding on publications. Taking into consideration
those preferences is left to the chairmen of the program committee. 2) Only when all
submissions have been assigned to the reviewers, the actual review phase can begin.
The reviewers now evaluate the proposals assigned to them based on established cri-
teria. These criteria are deVned by the chairmen of the program committee and have
to be communicated to the reviewers beforehand. One possibility for this is the pro-
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vision of review templates (Halvorsen et al., 1998). Furthermore, the reviewers must
obtain a copy of each submission assigned to them (e.g. by email or as Vle down-
load). Regardless of the review process (single blinded, double blinded, open review)
the reviewed work must be treated as conVdential information during the entire re-
view phase (IEEE, 2010). Prior to the Vnal publishing of all accepted publications,
no information about the reviewed proposals may be released to third parties (IEEE,
2010). After creating their reviews, the reviewers submit them to the chairmen of
the program committee (e.g. by email or by uploading a Vle). 3) The chairmen of the
program committee archive all reviews and sort them according to speciVed metrics.
One example metric is the average rating of the reviews (Halvorsen et al., 1998).
Based on the results of the review phase, the program chairs can start with the se-
lection phase. The goal of this phase is to make a Vnal selection of publications for
the technical event program (Papagelis et al., 2005). The selection phase can also
be divided into two phases: in the revision phase the chairmen of the program com-
mittee meet to discuss the selection of publications. The procedure of this meeting
depends on the outcome of the review phase; there are papers that are accepted
or rejected unanimously because their reviews are univocal (Halvorsen et al., 1998).
Other papers, however, are discussed controversially because their reviews are very
divergent in the ratings or rated as being on the borderline between acceptance and
rejection. Sometimes, further reviews are needed to make the Vnal decision and
the respective papers are remitted to another review phase (Halvorsen et al., 1998).
Throughout the whole selection phase it is necessary that the program chairs have
unrestricted access to all reviews and their associated information. At the end of the
selection phase there has to be a Vnal decision on acceptance or rejection for each
submission. After the revision phase, the authors are notiVed about the results of
the review in the notiVcation phase (Papagelis et al., 2005). The authors receive the
reviews for their draft papers and the decisions based on it (Halvorsen et al., 1998).
Before releasing the reviews, the chairmen of the program committee has to make
sure that any conVdential comments from the reviewer are removed. If a paper is
accepted for publication, the authors will also receive a deadline for Vling the Vnal
version of the document (the so-called camera-ready copy). Some larger conferences
have a so-called ’rebuttal phase’ prior to the Vnal acceptance or rejection of draft pa-
pers. The camera-ready copy should incorporate any comments and suggestions
that may have been made in the review phase (Halvorsen et al., 1998).
With the Vnal selection of accepted publications the session planning can start. In
this phase the accepted publications are associated with blocks in the event program
(IEEE, 2010). The grouping is often carried out by the similarity of the publications
(Pesenhofer et al., 2006). The responsibility for the technical event program lies with
the chairmen of the program committee. They make decisions regarding the number
of program blocks per day or the number of parallel blocks taking place (Pesenhofer
et al., 2006). The product of this phase is the technical event program (Halvorsen
et al., 1998; IEEE, 2010). The publication of the provisional program is often referred
to as the Call for Participation (Halvorsen et al., 1998).
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After the Call for Participation has been published, participants can register for
the event. If the participation in the event is subject to a charge, the organizers
have to conVrm the receipt of payment (Halvorsen et al., 1998). After registration,
the organizers usually assist participants with special oUers to Vnd accommodation
(Halvorsen et al., 1998). At the latest at the beginning of the event, all participants
will receive a written program of the event and a badge (Halvorsen et al., 1998). Fur-
thermore, the organizers create a list with all participants at the coalface. In addi-
tion, various statistics can be compiled that get evaluated in the follow-up phase
of the event. After the event, the organizers of the event have to follow up. This
includes the evaluation of statistics, writing summaries, bookkeeping, and prepara-
tion of Vnal reports to sponsors and supporting organizations (Halvorsen et al., 1998).
Depending on the event type and arrangement, the publications are now published
online and printed. If single talks or complete program blocks have been recorded
during the event, these videos are now edited and published subsequently. Moreover,
the participants of the event are periodically informed about latest news, updates
of the schedule and appropriate events in order to raise community awareness and
nexus.
7.2.2 Participation
The participants of a scientiVc event are 1) the authors of the accepted publications,
2) the organizers of the event, and 3) other attendees. Other attendees are inter-
ested people from industry and academia and all other visitors, which do not have a
dedicated role in the event.
The attendees are motivated by their professional interest in the Veld of research
as well as by the possibilities to maintain and expand their professional network.
The participation in presentations and workshops are excellent training and dissem-
ination opportunities. Through personal contact with other researchers, current
research ideas and approaches can be exchanged and discussed with them. Scien-
tiVc events tend to attract an international audience what provides opportunities for
networking with researchers from around the world.
Authors use the event especially for the presentation of current research projects,
research approaches, progress, and results that can be discussed with the profes-
sional audience. An author’s motivation to participate in an event is also inWuenced
by gained reputation: a presentation at a scientiVc event will not only increase the
visibility of their research, but also strengthen their own proVle and this of their
institution or research project. As part of many events, the best publications are
honored with a Best Paper Award. Such awards are a Vgurehead for both authors
and institutions.
The participation in a scientiVc event begins with the registration, which is now
typically via the Internet. For multi-day events, participants can register for the
entire period or for certain days or sessions only. Usually, the organizers support
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the participants with Vnding a suitable accommodation for the event period. For
example, they block rooms at selected hotels.
The exact details about the registration procedure are usually released by the orga-
nizers on the event website. Most events now have a website that is used as the
primary channel of communication between organizers and the participants. The
detailed registration procedure will be published together with information about
the organizers of the event, the venue and the event program. Here, authors will
also Vnd the Call for Papers with information and deadlines for submission of their
proposals.
The event program is usually released before the event. It is, however, in most cases
only a preliminary version and consists of several program points and a realistic
agenda (IEEE, 2010). In most cases, the exact contents of the program blocks are
not provided but only the titles of the publications, the authors and other organiza-
tional information such as time and place are announced. The attendees of the event
should make their own schedule before the event using the preliminary program. No
later than immediately prior to the single program blocks – most of the time being
held in parallel – they have to decide for and against individual talks.
Besides the interest in the event program itself, it is the possible networking with
other participants that motivates attendees for their participation. It is quite con-
ceivable that participants in their decision whether to attend the event or not, make
them dependent on their social network. If several personal contacts of a poten-
tial participant have already committed to participate in the given event, this can
positively inWuence his decision to participate as well.
7.3 state-of-the-art in scientific event managements systems
In this section we discuss the state-of-the-art in tool support for scientiVc events.
The tools can be discerned in such for managing submissions and participants and
such that support the social interaction between participants.
7.3.1 Conference Management Systems
Traditional scientiVc event management is based on many manual operations (Jain
et al., 2010). The exact processes and structures as well as related problems have
been introduced and analyzed in the previous section. Until recently, scientiVc pub-
lications and their reviews have often been spread using emails (Jain et al., 2010). Al-
though the use of emails has facilitated the work of the organizers of scientiVc events
compared to analog communication, many of the organizational problems discussed
in Section 7.2 still exist. To address these problems, various web-based Conference
Management Systems (CMSs) have been developed in recent years. These systems
assist the organizers in the processing of submissions and reviews (Jain et al., 2010).
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The use of such systems is essential for the preparation of a technical event program.
The systems speed up the process and ensure reliability and security of important
processes. Following, the web-based event management systems EasyChair1, Con-
fTool2, and ConVous3 are presented and compared by their features. In addition to
the mentioned systems, there are numerous other that are not discusses here because
of space limitations. Examples are OpenConf4 , EDAS5 or PaperDyne6.
With more than 3,000 events organized in 2010, EasyChair is an often-employed
event management system in the scientiVc context. Besides conferences and work-
shops, it is also used for book projects, journals or other scientiVc projects with mul-
tiple submissions. EasyChair is a hosted solution; in order to use the software for an
event one must apply for a free installation. The installation is then on the servers
of EasyChair. The software was developed to support the program committee in
preparing the technical event program, what is also reWected in the functionality of
the software: EasyChair only supports phases and roles that are essential in prepar-
ing the technical event program. The organizers can manage the members of the
diUerent committees and assign individual permissions for them. Authors may sub-
mit their publications using a form. EasyChair also oUers a very good support for
the review phase; the assignment of reviewers to the publications can be based on
preferences of the reviewers. The reviews may be submitted using an online form
or using a downloadable review template that can be sent to the chairmen of the
program committee via email.
ConfTool is a Wexible web-based event management system for the organization of
conferences, meetings, workshops and conferences and is being developed by Harald
Weinreich since 2003. Unlike EasyChair ConfTool oUers a free version for installa-
tion on a local web server. The professional version of ConfTool extends the stan-
dard version in features and is oUered as a hosted solution by ConfTool. Another
distinguishing feature of ConfTool is the support of the additional role of a partici-
pant of an event. Users can register for an event and ConfTool does the management
of registrations as well as the billing. Moreover, ConfTool supports the submission
and review phase, planning the technical event program and the management of
user roles. A detailed list of the features of ConfTool is on their website7.
ConVous has been constantly developed since 2004 and is a hosted solution like Easy-
Chair. The software helps the organizers in preparing the technical event program
and supports the roles of the organizers, authors as well as the diUerent roles of the
program committee. ConVous supports the organizers during the submission phase,
the review phase and the selection phase of an event. The software’s unique selling
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algorithms, which can determine possible conWicts of interest in the assignment (Pa-
pagelis et al., 2005). Other features are dynamically conVgurable review forms and
the possibility to communicate directly with speciVc user groups (organizers, review-
ers, etc.). Additional features and a detailed description of the system is provided on
the website of ConVous8.
EasyChair, ConfTool and ConVous provide good support for the organizers in prepar-
ing the technical event program. ConfTool also oUers features for the registration
of participants and the billing. Hereinafter, we compare these systems in order to
make their respective strengths and weaknesses more precisely. The focus is on the
comparison of the functionality; criteria such as ease of use, the user interface, the
security of the systems and other system properties are not considered. The frame-
work used for the comparison is based on Jain et al. (2010). For the comparison of
systems and tools used in scientiVc event management (cf. Tables 26 and 27) we
divided the functions in two categories: general functions that are not attributable
to the event management as such are referred to as system features. Functions that
are essential part of the event management are called event management features. As
Table 26 shows, the three systems EasyChair, ConfTool, and ConVous support the
basic and most important functions in the context of scientiVc event management.
ConfTool has the unique feature to support the registration and billing of partici-
pants. The automatic assignment of publications to the reviewers and consideration
of potential conWicts of interest separates ConVous from the other two. A disadvan-
tage of all the presented solutions is that scientiVc events are separated from each
other through stand-alone installations. There is no cross-event platform available.
Moreover, the presented systems only focus on the process of organizing scientiVc
events. They are mainly designed for use by the organizers, the program committee
and the reviewers as well as the authors. The role of the participant of an event is –
apart from the registration and payment feature in ConfTool – not supported. Not
least for this reason there are no opportunities for the event participants to network
with each other, get to know more about their fellow participants and learn about
other events that might be of interest for them. This aspect is covered by other plat-
forms that focus on networking among event participants, researchers and social
networking in general (cf. Table 27).
7.3.2 Social Networking around scientiVc events
The participants of scientiVc events can network in general purpose social network-
ing sites like Twitter9 or Facebook10, in dedicated social networks for researchers like
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CrowdVine13. Following, those frequently used services are explained, compared
and their value in the context of scientiVc events is analyzed. There are many
other solutions which participants can use to network around scientiVc events that
are not taken into consideration here. Examples are LinkedIn14, ResearchGATE15,
Academia.edu16. Those are not discussed here. Moreover, there are some research
applications dealing with the topic such as Conferator (Atzmueller et al., 2011b,a) or
the Conference Navigator (Wongchokprasitti et al., 2010). The Conferator system
is jointly developed by the University of Kassel and the University of Pittsburgh
tracks attendees using RFID in order to enrich their social interactions in scientiVc
events. Based on the pivotal diUerent focus we did not further investigate the Confer-
ator. Similarly, the Conference Navigator developed at the University of Pittsburgh
lets attendees generate their personal conference schedule and lets them explore
the schedules of their peers. Moreover, the system analyzes the schedules of an
attendees peers and presents recommendations for talks they might be interested
in. Based on this very speciVc area of interest we did not further investigated the
system.
Twitter is the most popular micro-blogging service, enabling its users to post mes-
sages (tweets) with a maximum length of 140 characters. Each user has an individual
timeline where all tweets from users that the user follows appear in chronological
order. By following another user one expresses an interest in the published content
from that user. The followed user can then decide whether to follow the user as
well. In addition to the public tweets, users can exchange direct messages privately.
Twitter was originally asking its users What are you doing? to motivate them to re-
port about details from their private life. More recently, they changed the question
to What’s happening? in order to have users reporting about more general topics
like events they are attending or world-shaking events as well (Ebner et al., 2010).
A particularly interesting feature of Twitter is the use of so-called hashtags. These
are keywords that start out with a hash. Using hashtags, a tweet can be marked as
belonging to a certain community, discussion or event. At scientiVc events the used
hashtags usually originate from the acronym of the event (Reinhardt et al., 2009a).
Twitter is often used before, during and after a scientiVc event and both organizer
and attendees take advantage of the service (Reinhardt et al., 2009a). However, there
are signiVcant diUerences in the way they use the medium. The organizers use Twit-
ter primarily for announcements and organizational information. The participants
are using Twitter before the event to plan their journey and to share information
about accommodation or the travel to the event. During the event they use Twitter
to report about the event and to comment on the program, to discuss and ask ques-
tions (Reinhardt et al., 2009a). After the event, participants often share links to blog
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Facebook is currently the most widely used online social network. Registered users
can manage a user proVle on Facebook, add other users to their friends and exchange
messages with each other. With their news feed Facebook has an own microblog-
ging approach. Users can post short messages that appear in the news feed of their
friends. Unlike Twitter, Facebook also allows the direct attachment of images and
videos of these messages. Facebook pages are an interesting feature in the context
of scientiVc events. A Facebook page looks like the proVle of a user and behaves as
such17. However, it is not assigned to a speciVc user but represents an artist, a brand,
an organization, or an event. Administrators of Facebook pages can update the news
feed like regular users. Friends of Facebook pages are called fans. Any Facebook user
can become fan of a page by clicking the like button. From then on, the updates of
the Facebook page appear in the news feed of the user. The organizers of a scientiVc
event may submit organizational information and announcements directly to event
participants on the Facebook page. They can also share pictures from the event and
contact the event participants before, during and after the event. As an example, the
conference Computer Supported Cooperative Work 2011 used a Facebook Page for en-
gaging their participants18. Facebook also oUers the possibility to create a scientiVc
event as an event on Facebook. Facebook users have the option to make their RSVP
to the event. All of their friends will see the users decision to attend an event in their
news feed.
Mendeley is a free service for reference management and a social network for sci-
entists. In Mendeley, researchers are able to network, exchange messages and col-
laborate in groups with fellow researchers. Users can also upload their own pub-
lications or other publications and collect them in their digital libraries19. Biblio-
graphic metadata is automatically examined from these publications. Furthermore,
publications can be cooperatively annotated, grouped and tagged. Even if Mende-
ley recently added the feature that users can announce which events their going to
attend, Mendeley does not directly support scientiVc events. Nevertheless, publica-
tions from an event can be provided in a dedicated collection or tagged with the
event’s hashtag.
CrowdVine helps the organizers of an event building a community around it. Partic-
ipants can register at an event-speciVc page, create their proVle page and network
with each other. They can exchange messages and specify the relationship to some-
one else. Users can be mutual friends or fans if the relation is single-edged. Each user
can express his will to meet any other user at the event; the requested and agreed
meetings can be managed in a dedicated want-to-meet-list. Additionally, CrowdVine
oUers many event-speciVc functionalities: participants can create their own event
schedule by adding talks or sessions from the overall event program. Moreover, par-
ticipants can rate single talks, whole sessions or even the whole event. This way,




164 awareness support in scientific event management with ginkgo
or the entire event. CrowdVine’s free package is only of limited use for events. An
overview of the available packages and prices is on their website20.
Lanyrd is a free service that allows its users to Vnd and track interesting scientiVc
events. Lanyrd can only be used with an authentication via Twitter. The follower
/ following relations are transferred from Twitter to Lanyrd so that a user is linked
to all his Twitter contacts in Lanyrd as well, given that they use the service as well.
Users have access to an event calendar that holds events that any of their contacts
attends, speaks at or follows. Users can follow an event in Lanyrd and any news
from that event will appear in their timeline. In a wiki-like approach, events at
Lanyrd are not only created by their organizers, but any user can create and edit
events, Anyone can add artefacts such as photos, videos, links to events.
Table 26 shows that the presented tools are supporting social networking around sci-
entiVc events very well. They lack, however, the functionalities to support the Vrst
phases of the event management process. With ginkgo we present a novel approach
to bring together those two worlds.
7.4 ginkgo’s approach to scientific event management
ginkgo21 is an innovative approach to scientiVc event management that incorporates
the best of two, up to now, separated worlds: conference management systems and
social networking sites. The goal of ginkgo is to enhance researchers’ awareness of
ongoing activities in their Research Networks that are directly associated with scien-
tiVc events. Beyond, ginkgo aims at removing frictions from both the organization
process and the participation of scientiVc events by oUering an integrated platform
for scientiVc events that complements existing approaches like Twitter, Mendeley
and Facebook instead of competing with them. Being part of a Research 2.0 land-
scape, ginkgo supports new practices of researchers that make use of new tools
and technologies to supplement well-established ones. Shneiderman (2008) points
out that this way Research 2.0 "increase[s] collaboration through these [new] socio-
technical systems". While there seems to be some controversy about whether schol-
arly communities are driven by new practices or new technologies and the relation
between those two concepts, we take the position that new tools reshape existing
practices. At the same time, the usage of new tools and technologies always creates
new practices that have not been foreseen in the design.
ginkgo oUers the common features of a conference management system and sup-
ports all phases of the organization of a scientiVc event. This includes the invitation
of co-organizers and reviewers to the respective committees, the submission of pro-
posals to the event, the review of those submissions as well as the decision about
their acceptance. Moreover, ginkgo allows the registration for managed events and
supports the organizers with the accounting. The chairmen of the program commit-
20 http://www.crowdvine.com/pages/packages
21 http://ginkgosem.com
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tee can use ginkgo for the session planning and publication of the technical event
program. During the whole process, the organizers have the possibility to contact
any involved party with system-wide messages or emails. To support collaborative
Vltering techniques afterwards, each event and submission must be categorized us-
ing Mendeley’s research disciplines. Furthermore, both organizers and participants
of an event can tag the event and accepted publications.
Subsidiary to those features, ginkgo oUers a broad range of social networking features.
Each user has a dedicated user proVle within ginkgo. The proVle page holds relevant
information about the user including his name and aXliation, a picture, links to
other social media services he uses as well as a list of events he was involved with.
The proVle also lists information about the user’s research interests and shows his
activity stream. Visitors of a user proVle can see the user’s followers and followings
and can become a follower of the user himself. Moreover, each visitor can send a
private message to any other user. Those conversations can take place between two or
more users and are an essential communication support for all users of ginkgo. Each
event has an own event proVle as well. On it users can Vnd all relevant information
about the event: the Call for Papers and the respective deadlines, the members of
the committees and a link to the submission of a publication. Users can express
their plan to attend the event, register for the event or follow it. The event proVle
also shows the activity stream of the event where all relevant updates to the event
are aggregated. Interested users will Vnd latest news from the organizers, changed
deadlines as well as information about new users interested in the event in this
stream. If the organizers choose to feed data from other social media into the activity
stream, those data is also incorporated in this condensed feed.
ginkgo puts high emphasis on the awareness support for all stakeholders in the orga-
nization and participation in scientiVc events. As diUerent stakeholders are facing
diUering awareness issues in this context, the support functions are varying for dif-
ferent user groups. The organizers of an event are supported with an aggregated
overview of the progress in the overall process and timely notiVcations about nec-
essary actions. The chairmen of the program committee are supported with recom-
mendations of relevant reviewers for an event, based on their former publications
and review activities. Moreover, ginkgo oUers a sophisticated mechanism for as-
signing reviewers to publications and vice versa. At each point of the review phase,
ginkgo makes the chairmen aware of the current state of the review and trends in
the ratings of the publications. Reviewers of submitted publications are supported
with a number of built-in visualization capabilities that allow visual analytics of the
content. Examples of such visual representations are networks of semantic similar-
ity, clustering visualizations, word cloud visualizations of a publication’s contents
and, for that matter, co-authorship and other bibliometrics visualizations. Our anal-
ysis of the proceedings of a conference series in the domain of Technology Enhanced
Learning reveals that such awareness support features are necessary in both the re-
view and selection phase for all members of the program committee in order to spot
conspicuities in the submitted publications (Reinhardt et al., 2011a). Those visual rep-
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Figure 44: Screenshot of ginkgo’s closed beta page
resentations are also available to all users for all publications after they have been
accepted at events managed with ginkgo.
ginkgo not only provides an up-to-date schedule of the event, it also allows users to
create their own event schedule by adding single talks or entire program blocks from
the event program to their distinct schedule. Users can also schedule meetings with
other participants of the event that are then added to the respective schedules of the
users. To support interested authors in not missing relevant deadlines, reminders
about imminent deadlines are placed at the top of their personal activity stream.
Moreover, a weekly email informs all users of ginkgo about individual tasks, such as
missing reviews or forthcoming deadlines.
ginkgo also uses diUerent recommendation techniques to support users with various
tasks. First, ginkgo builds up a user model from the users’ interactions with the
system, which is later used for recommendations of new events the user might be
interested in. Second, based on the metadata of the submitted publications, ginkgo
is able to recommend publications that cite similar work, have been written by the
same authors or whose content is similar. Finally, ginkgo recommends users that
another user should follow. This recommendations might be created because the
users are followers on Twitter or because they are interested in similar events or
publications.
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The organizers of an event can decide whether the accepted publications are made
available on ginkgo in an Open Access way. Doing this, all accepted publications
of that event would be made freely available for any visitor of ginkgo. The access
to the publications would be tracked by ginkgo and visualized in a purposeful way.
The analysis of the access data would also be used for recommendations of related
papers in a later stage. Moreover, organizers can opt for transferring the metadata
of the accepted publications to a dedicated collection on Mendeley. This way, the
visibility of the event would be increased and chances for receiving more citations
are exalted.
ginkgo also oUers an open API that allows the development of mobile applications,
widgets and other third-party tools. Currently, a mobile version of ginkgo is devel-
oped that will make use of the API and further enhances the ubiquitous access to
data in ginkgo and awareness of researchers. ginkgo is developed as web-based ap-
plication using Ruby on Rails22 in an agile development process. A summary of all
features can be found in the last column of the Tables 26 and 27.
7.5 conclusion and outlook
In this paper we presented a simpliVed model of the scientiVc event management
process and discussed important phases and roles in this process. We have intro-
duced and compared existing conference management systems as well as common
Social Media applications that are used by the diUerent stakeholders in this process
for management and networking. Moreover we have introduced ginkgo, a novel ap-
proach to scientiVc event management that integrates the most important features
from those two system classes. ginkgo supports all phases of the management and
participation process introduced in Section 7.2 as well as all roles of the stakeholders
involved in this process.
ginkgo is currently in a closed beta phase and will be used as management system
for the Vrst events starting in July 201123. The real-world tests will help making
the system more stable and usable in a larger context. The public beta phase of
ginkgo is intended to start in the Autumn of 2011. Before this can happen, we need
to deVne policies for data collection and data sharing with third parties and take
into consideration copyrights as well as legal protection rights as users of ginkgo






GEN ERAL D I SCUS S ION
If I have seen further, it is only
by standing on the shoulders of giants.
— Sir Isaac Newton
8.1 introduction
Knowledge work has become the main driver for societal and scientiVc progress.
According to recent studies, more than 70% of all work carried out worldwide is
considered knowledge-intense (Brinkley et al., 2009). At the same time less of the
knowledge that is needed to carry out those knowledge intense tasks is stored in
the heads of the workers. They increasingly use user-generated collections of freely
accessible information for continuous learning and updating their job-related knowl-
edge. As hands-on experience and demonstrable knowledge is their social capital, it
is inevitable for knowledge workers to engage in the continuous exchange of expe-
rience and knowledge with peers in order to stay up-to-date. The massive changes
information technology, collaborative processes and social networking have gone
through in recent years have signiVcantly impacted how knowledge work is carried
out. In this thesis we considered researchers as the archetypes of knowledge work-
ers as they exemplify par excellence the ones pushing the boundaries of the known
and feasible. Researchers have to be highly skilled in one or more areas and typically
have more than one career. They have to be good communicators as well as excel-
lent networkers, they need to constantly monitor their domain and be au courant
about the latest trends. Researchers apply well-known methods to new problems
and thus create new knowledge by acquiring, mixing and sharing their Vndings in
their Research Networks.
Research 2.0. A fundamental shift that demands better awareness support
The so-called Web 2.0 movement enabled mankind to more easily participate in
collective knowledge creation, the sharing of information and the participation in
global discourse. This movement has been nurtured by cheaper hardware and the
wide social acceptance of pervasive tools and techniques. This massive progress also
impacted on science and supported researchers in the creation, sharing and retrieval
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of information objects with like-minded people. It also created many opportunities
for connecting to existing communities of researchers as well as for the creation
of new ones. Social networking sites have meanwhile permeated all areas of social
life and have become commonplace in research as well. Successful examples like
Mendeley or ResearchGate show the enormous potential of Web 2.0 approaches tai-
lored to the needs of today’s scientists. Under the umbrella term Research 2.0 (also
Science 2.0) (Shneiderman, 2008; Waldrop, 2008) we are currently in the midst of
an unprecedented shift in science. Researchers are not only using multiple tools to
create, share, mix and discuss a plethora of objects, they are applying new methods
of data extraction and analysis, and combine the best of many disciplines. Globally
connected in real-time and supported by large networks of like-minded people, ideas
spread as fast as never before and, as a consequence, science is making progress at
an enormous speed. Simultaneously, the sheer amount of data is no longer man-
ageable by a single user. While many people have called this information overload,
Shirky (2008) claims it is rather a failure of information Vltering. Research 2.0 led
to vastly more published scientiVc content in conferences, journals as well as blog
posts on early research results and comments to those outputs. As a matter of fact,
recent advances in semantic approaches, linked data and recommender systems may
support knowledge workers in carrying out their work more eXciently as well as be-
coming and staying aware of relevant objects. Thus, Research 2.0 demands better
and personalized awareness support on various levels of research activities in order
that researchers may carry out their work better informed and more eUectively.
With this thesis we contribute to the need for better awareness support by investigat-
ing the spectrum of awareness perceptions, the derivation of not-yet existing aware-
ness support features and the design, implementation and evaluation of awareness
support applications for the domain of Research Networks. In the Vrst part we have
analyzed the characteristics of knowledge work and typical roles and actions that
knowledge workers perform. We then explored the multi-faceted understanding of
the term awareness by researchers from diUerent domains. We derived a succinct
description of awareness in the context of this research and conducted studies with
Research Networks on diUerent maturity levels. For one thing, we analyzed incip-
ient Research Networks that we mainly Vnd in Social Media chatter and so-called
hashtag communities. For another thing, we analyzed a more mature Research Net-
work expressed through the publications within the EC-TEL conference series. We
furthermore evaluated the paper prototype of a widget-based awareness dashboard
for scholars and designed and implemented a new scientiVc event management sys-
tem called ginkgo to enhance awareness support in the context of scientiVc events.
In this Vnal chapter we will review the results of the thesis, discuss its limitations
and explore its implications on various areas. This thesis provides a number of
results that are promising and pave the way for various strands of future research
and development that we will partly outline in the Vnal section.
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8.2 review of the results of this research
The research reported in this thesis produced results on various layers. Following,
we will report about the theoretical model of Artefact-Actor-Networks (AANs) and a
deVnition of awareness in the context of Research Networks. Moreover, we will sum-
marize the empirical results of the conducted studies and present artifacts stemming
from software engineering that could be reused in future research.
8.2.1 Theoretical models and deVnitions
We analyzed incipient Research Networks that used Social Media to discuss and
share information in the context of conferences and in informal backchannels as well
as more mature Research Networks that Vnd their representation as a community
of authors at a speciVc conference. In these analyses we used the model of AANs
that we Vrst introduced in Reinhardt et al. (2009b) and are introduced in Chapter
4. Artefact-Actor-Networks are based upon a model that combines social networks
with networks of artifacts. Examples of such artifact networks can be either explicit
in the case of blog posts that interlink each other (also known as the blogosphere) or
networks of scientiVc papers that reference each other. They can also be implicit as
in the case of documents that are related because they are placed in the same folder
in a Vle system or data cloud, or are written by the same author. While research on
the analysis of social networks is backed up by a rich selection of analytical methods,
research on the analytics of artifact networks is still growing. In the research Veld of
bibliometric and scientometric analyses, however, research has already matured. We
argue that well-known methods from Social Network Analysis can also be applied
to artifact networks. AANs abstract social networks to a more generic form, where
actors are in the center of analysis. The actors in such actor networks can be either
real persons or groups of people as well as representatives of real persons or groups
(such as accounts in social media or groupware applications). Moreover, the AAN
approach deVnes semantic relations between actors, between artifacts and between
actors and artifacts. This way, the model is capable of reproducing almost any real-
world connection between those objects. Thanks to its ontological foundation, the
AAN model is easily extensible to meet additional requirements. Artefact-Actor-
Networks allow the separate consideration on single layers of the whole data set,
which allows analyses on single media types, used tools or speciVc types of actors
only. We used AANs for the analysis of both social media and publications artifacts
and they have proved to be a very convenient approach to model, store and analyze
the according data. Also, both data sources are well suited to support awareness of
scholars in Research Networks (research question C.1).
Based on an extensive interview study, this thesis could approach the broad mean-
ing of the term awareness in Research Networks (research question B.1). It became
obvious that awareness in Research Networks goes far beyond the well-know un-
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derstanding that stems from CSCW research. Using the extensive records, we could
derive a succinct description of awareness in the context of Research Networks (also
see Chapter 3):
Awareness in the context of Research Networks is an understanding of one’s
own work and that of others in a given research domain. It bears on many
diUerent objects and supports the perception of how one is connected to
others, what they are doing and how those activities shape the Research
Network as a whole. Awareness in Research Networks involves multiple
forms and aspects and is dependent on the physical location and strength of
relational ties of objects in the individual awareness space. Generally, the
overall awareness of objects declines gradually the farther an object is away
from someone’s current working focus and personal interest. Awareness is
an enabler of social interactions, provides a framework for collaborative
activities and may positively inWuence information sharing.
8.2.2 Empirical results
In Chapter 2 we presented the results of two empirical studies on the identiVcation
and typology of distinguishable roles knowledge workers take on regularly and typi-
cal knowledge actions they perform in those roles. Based on the results of an online
questionnaire and the records of 43 participating knowledge workers, we could show











The results show that all participants take on all described roles at least once a month.
Some of the roles are commonly taken on (learner, 70% of all participants), others
only seldom (tracker and controller, 23% of all participants). Moreover, the empirical
results show that 13 diUerent knowledge actions are carried out in the respective
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Both typologies contribute to the understanding and further analysis of knowledge
management. The typology of knowledge work actions provides a vocabulary to de-
scribe knowledge work execution. Thus, a shared understanding of knowledge work
and its execution processes can be generated from the results. Knowledge actions en-
able further investigation into knowledge work practices to identify domain-speciVc
extensions of the vocabulary. The knowledge worker roles typology helps to dis-
tinguish between the diUerent roles that people play in creating, sharing, and man-
aging knowledge in and between organizations. Moreover, the typology underlines
the complexity of knowledge work practices and may help understanding the be-
havioral manifestations of diUerent knowledge worker roles and the corresponding
actions.
In Chapter 3 we described the empirical study we performed in order to approach a
better understanding of the term awareness in the context of Research Networks and
to distinguish it from the narrower understanding usage in CSCW research. Lack-
ing existing large-scale qualitative studies, we decided to interview 42 researchers
from diUerent domains and countries and asked them about their perceptions of
the term, the connections to certain objects and diUerent characteristics of aware-
ness (research question B.1). From the results we could contribute a description of the
extent of awareness in Research Networks that is shown above. Moreover, we identi-








Moreover, the interview data reveal Vve aspects of awareness that focus on speciVc
awareness characteristics relevant for the awareness of diUerent objects (research
question B.2):
1. Technological aspect of awareness
2. Relationship level of awareness
3. Content aspect of awareness
4. Personal aspect of awareness































Figure 45: The Layer Model of Awareness in Research Networks
Moreover, we could derive a generic model of awareness in Research Networks from
the qualitative data (research question B.3). The Layer Model of Awareness in Re-
search Networks (Figure 45) describes how the overall awareness of objects declines,
the farther an object is away from oneself. The interviewees expressed the existence
of Vve consecutive layers of awareness in Research Networks:
1. Self-awareness
2. Awareness of current projects
3. Awareness of the local research organization
4. Awareness of the personal Research Network
5. Awareness of a research domain
While we acknowledge that the model is not universally true, it is directly derived
from the interview data with a considerable number of experienced researchers and
may serve as a general heuristic of the awareness of objects in Research Networks.
In Chapter 4we explored incipient Research Networks that formed through the com-
mon usage of tags for the classiVcation of social media and through backchannel
chatter in the context of scientiVc events or university courses (research question
C.1). We showed that Research Networks of the same type follow the same rules and
result in similar descriptive metrics. Moreover, we found that hashtag communities
are least dense on an artifact layer but highly connected on a similarity level. As
the analytical exploration of these Research Networks took place subsequent to the
happenings in the selected Research Networks, none of the gained knowledge could
be mirrored back to the participants of the Research Networks. Therefore, we stated
that real-time awareness support about processes and interactions in Research Net-
works would be necessary in order to support the awareness of participants in situ
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(research question C.2). Such support could be achieved through activity streams,
ad-hoc monitoring and analytics of Research Networks as well as through mobile
applications and push information for participants.
The analysis of publications from the EC-TEL conference series in Chapter 5 showed
that publications are a source of information that may proVtably be used to support
awareness of researchers (research question C.1). Moreover, the analysis showed that
there is the need for awareness support for organizers of scientiVc events in a form
that recommends them similar papers when preparing the sessions of an event or
that provides the results of a plagiarism detection of the submitted papers. The
analysis further shows that the participants of scientiVc events could be supported
with recommendations of other attendees that are working on a similar topic or
cite the same papers. Such recommendations could help strengthening the Research
Network and to overcome unwanted fragmentation within it (research question C.2).
From a more technological point of view, this thesis reveals that widget-based inter-
faces are generally well received by researchers. The paper prototype of a widget-
based awareness dashboard for researchers (AWESOME, Chapter 6) was evaluated
with 15 researchers from diUerent disciplines. The evaluation indicates that the users
found working with AWESOME signiVcantly more user friendly than with their
daily working tools. Furthermore, they rated AWESOME signiVcantly better with
regard to its awareness and technology support than the common toolsets that they
were familiar with. The sampled users found working on a task signiVcantly less
diXcult to accomplish with AWESOME than with their usual toolset and reported
that working on a given task was furthermore signiVcantly less time-consuming in
AWESOME than with their well-known tools. Finally, the sampled users put on
record that working with AWESOME was signiVcantly less time-consuming than
with their well-known tools. The design and evaluation of AWESOME showed that
widget-based applications that are Vtted to a certain user base and range of problems
are a perfect base for integrating the results of this research (research question D.3).
8.2.3 Software engineering artifacts
As part of the research presented in this thesis several software prototypes have
been developed, used and enhanced. Most prominently a reference implementation
of Artefact-Actor-Networks has been continuously advanced and applied in the stud-
ies presented in Chapter 4 and Chapter 5. In order to keep the AAN reference imple-
mentation as generically applicable as possible and to support the layered analysis
of data stored in Artefact-Actor-Networks, we used ontologies to specify semantic
and hierarchic relations. We used current techniques like OWL and RDFs to inherit
classes and relations. The basic classes artefact, actor and keyword can be easily
derived in order to add new layers. By following this approach, querying specialized
information becomes possible and allows changing between diUerent abstraction
levels. On the base level there are only artifacts and actors without further special-
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ization, whereas querying speciVc classes allows for more focused analyses. The
Java-based reference implementation of AANs has proven very suited to support the
semi-automatic analysis of various knowledge artifacts in order to support aware-
ness of knowledge workers (research question D.1).
In order to perform the analyses of textual similarity of scientiVc publications as de-
scribed in Chapter 5, we used similarity measures provided by Apache Mahout (The
Apache Software Foundation, 2011b). A prototypical interface between an Apache
Hadoop (The Apache Software Foundation, 2011a) cluster and the AAN reference im-
plementation was developed and used to identify high similarities between several
papers in the EC-TEL publication corpus. Only with this software architecture we
have been enabled to spot such peculiarities in the data (research question D.1). It
also helped us raising awareness of the need to automatically inspect submitted pa-
pers to conferences in order to prevent scientiVc fraud. The described architectures
will be used for further research on the topic of publication similarity thresholds,
the exploration of generic metrics of artifact similarity as well as the development
of scientiVc recommender systems.
Finally, as part of the design of the theoretical model of Artefact-Actor-Networks, the
SemSim algorithm for calculating semantic similarity between textual artifacts has
been designed and implemented (research question D.1, see Chapter 4). As pointed
out by Kalz (2009) and others, one issue with applying textual similarity metrics on
large text corpora is the size of the resulting Term-Document Matrix (TDM). Latent
Semantic Analysis (LSA) has been proposed as means to overcome the high dimen-
sionality of the similarity space but selecting the right parameters is a non-trivial
and non-generalizable task. The SemSim algorithm reduces the dimensionality
of the vector space by considering keywords and named entities with their respec-
tive relevancies that external semantic analyzers like OpenCalais (Reuters, 2009) or
AlchemyAPI (Orchestr8 LLC, 2009) have provided for an analyzed textual artifact.
The relevancies that are returned by the external services are absolute values and
need to be normalized prior to the calculation of semantic similarity. After this step,
the sum of all relevancies for an artifact is at most 1. Subsequently, the similarity be-
tween two artifacts can be calculated taking into consideration all common concepts
between the two artifacts. The SemSim algorithm has been applied practically in
the study presented in Chapter 5 and its outcomes are in line with all other simi-
larity measures applied. However and in spite of this promising result, an in-depth
analysis of the SemSim algorithm on a benchmarking data set is recommended.
In Chapter 7 we presented the design and technical prototype of ginkgo that inte-
grated the Vndings from the Chapters 2 to 6. Ginkgo is a tool that aims to support
awareness of all roles associated with the organization and participation of scientiVc
events in each of the identiVed phases (Figure 46). Therefore, ginkgo combines fea-
tures of well-known scientiVc event management systems with those that became
standard in today’s social networking sites. Moreover, gingko integrated Vndings
from the awareness interviews that led to a succinct description of the broad mean-
ing of awareness in Research Networks and provided us with in-depth knowledge of
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Figure 46: SimpliVed model of the phases in managing scientiVc events
the existing awareness issues that exist in Research Networks (also see Appendix D).
Ginkgo serves as a platform to support researchers’ awareness through the analysis
and presentation of multiple data sources (research question D.1) and provides initial
ideas for future scientiVc recommender systems (research question D.2). The latter
will be further illustrated in Section 8.5.2.
8.3 limitations of this research
The presented research and its assumptions have several limitations, which may
aUect the generalization and validity of the results. First, we will discuss general
limitations before we will take a detailed look at the limitations of the single studies.
8.3.1 General limitations
Our research had a strong focus on work carried out by knowledge workers and
more speciVcally researchers. We consider researchers as role models of knowledge
workers, as they continuously have to adapt to new Vndings and funding opportu-
nities; they have to carry out research using their skills and competences. Yet, the
extent to which researchers may be seen as representatives of knowledge workers in
general remains a matter of debate. Compared to other groups of knowledge work-
ers, researchers are often much more Wexible in their work processes and in the way
they carry out their work.
Moreover, the analytic methods and prototypes presented in this thesis are highly
dependent on textual knowledge artifacts. Cultures and domains where collabora-
tive work is not mainly based on textual artifacts may thus require diUerent analysis
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instruments and, to the extent that our conclusions are tied to the instruments used,
may result in diUerent conclusions.
The research reported in this thesis mainly considers collaborative work in the rela-
tionship with other people, sharing information, connecting to others, mediated by
artifacts and socio-technical systems. The rare cases of knowledge work that take
place without the interactions with others thus have not been covered here.
Finally, this thesis implicitly has a strong focus on the research domain of Technol-
ogy Enhanced Learning as the author was embedded in several research and infor-
mal communities in this domain. Thus, all invocations for study participations were
mainly received and perceived by researchers from the educational and technologi-
cal area. Obviously, this could also aUect the generalizability of our conclusions.
8.3.2 Particular limitations
The identiVcation of knowledge worker roles and actions described in Chapter 2 is
based on an extensive literature study and further supported by two empirical stud-
ies. Nevertheless, both studies have been conducted with a rather small number of
participants (20 and 43). The universality of the identiVed knowledge worker roles
and the respective knowledge actions could be questioned as this thesis’ focus was
primarily on knowledge workers in Research Networks. Thus, they have to be vali-
dated in larger studies with participants from diUerent application domains, regions
and cultures. Ideally, such studies would also be carried out using an ethnographic
methodology.
The transcripts of the interview study in Chapter 3 have been so far coded by one
coder only. Inter-coder reliability tests have therefore not yet been conducted. More-
over, the Layer Model of Awareness in Research Networks was directly derived from
the interview data. The applied methodology after Mayring (2010) did not allow ex-
tending the model with personal views of the authors. While we know that the
model may serve as a general heuristic of the awareness of objects in Research Net-
works, we also acknowledge that the layers are not always as selective as presented
in Section 3.3 and that there are several individual exceptions from the presented
model.
In our study presented in Chapter 4 we analyzed only a rather small set of Research
Networks. While we analyzed four conferences, our study only considered one hash-
tag community and one formal education course. Moreover, not all artifacts of the
learning services under investigation could be accessed for all Research Networks
due to technical restrictions; and Vnally we faced challenges in extracting semantic
information from artifacts shared in Twitter. Notwithstanding the fact that we need
to test our hypotheses on a larger scale, some of the limitations we cannot overcome.
For example, the API of the service Delicious is very restrictive and forbids analyz-
ing all artifacts of medium or large Research Networks. Regarding the fact that short
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texts in Twitter are hardly analyzable with established methods, we have to stress
how and where improvements for the analysis can be done.
The analysis of publications from the EC-TEL conference in the years 2006 – 2010
as presented in Chapter 5 has the main limitation that it only focused on a small
section of the Technology Enhanced Learning research Veld and only on a tiny bit of
the scientiVc community as a whole. Due to the lack of similar studies, the results of
the applied similarity analyses could also not be matched. While the study revealed
that the community of EC-TEL authors is strongly fragmented and dominated by
some very inWuential authors, the study is less representative about the status of
the Technology Enhanced Learning research Veld. Moreover, the study is limited
with respect to the interpretation of the similarity measures found. Due to the lack
of similar studies it his hard to interpret the similarity values found. The study
especially is limited towards providing guidance which similarity values in which
measures are good indicators for being fraudulent.
Finally, the study presented in Chapter 6 also contains some limitations. First, the
paper prototypes only represent a fraction of the tasks carried out by researchers reg-
ularly. Second, the user evaluation was carried out using paper prototypes. While
this method is often used to Vgure out how prospective users perceive and are able
to deal with an interface, it also incorporates some common limitations. Due to the
fact that paper prototypes can be designed without technical limitations and under
the assumption to have fast and full access to necessary data, the evolution results
are uninWuenced by not working hardware or software or bugs in the latter. The
participants pointed out this fact by asking how AWESOME would get access to the
shown data and how the (semantic) relations between the data could be set. How-
ever, regarding the analysis of the user evaluation we were not interested in compar-
ing the performance of AWESOME over the common toolsets of the participating
researchers on a task basis. Rather, our goal was to identify whether the overall
design, interface elements and data densiVcation would result in a better overall
judgment of AWESOME. Thus, we calculated the mean values for all six items in
the four tasks that each participant carried out. We ignored possible task eUects by
lumping task data and also ignored the variance between the single subjects.
8.4 implications of this research
The research presented in this thesis has implications for several domains. Most
importantly, it will impact research, software design and the overall awareness sup-
port in Research Networks. Also, we foresee practical implications for any kind of
organizational learning and collaboration.
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8.4.1 Implications for software design and application development
When considering knowledge work as the occasional taking on of roles that guide
the way work is conducted this has practical implications on the design and imple-
mentation of software applications for personal and organizational information and
knowledge management. Until now, application development often has a main focus
on implementing functionalities of the desired application aspects. User interface de-
sign on the other hand often tries to stick to well-formulated and widely adopted sets
of interface design principles whose aim it is to support the user in the straightfor-
ward use of an interface. Joiner (1998) discusses 14 principles for interface design and
names the principle of user proVling Vrst; before being able to make user interfaces
any better, the question must be: Better for whom? The knowledge worker roles and
knowledge actions as identiVed in Chapter 2 not only provide a list of discrete roles
and actions, they also call for taking a knowledge worker role perspective in the
design of software in general and user interfaces in particular. Roles, activities and
actions of knowledge workers should not be regarded detached from the tools they
work with. For example, application could reWect diUerent knowledge worker roles
in diverse screen designs and menu layouts, which would reWect central actions
and activities being carried out in that role. Moreover, interface designers could
oUer customizable interfaces that come with role-optimized and action-supporting
layout patterns. In Chapter 6 we showed how such interfaces could be designed
using freely arrangeable widgets as main factor of personalization and how such
interfaces can be evaluated in early design phases with users from the prospective
application domain. Following the pattern theory (Alexander et al., 1977), there are
promising approaches under development that deal with this topic. In the context
of the EU-funded ROLE project1, the researchers investigate to what extent users of
widget-based PLEs can be supported in creating, sharing and re-using widget con-
Vgurations for certain activities (Mödritscher et al., 2010). They propose PLEShare,
a pattern repository that stores PLE conVgurations (a.k.a. selections and arrange-
ments of widget) for a given activity performed by some user. Subsequently, other
users that are facing similar situations will receive recommendation for PLE bundles
that might best Vt for their activity. Users can slightly modify the arrangements and
start to work on their tasks without the hassle of setting everything up themselves.
The conducted awareness interviews (see Chapter 3) not only provided an exten-
sive source of existing awareness issues in Research Networks (see Appendix D for
an overview of some of the mentioned awareness issues), the interviewees also pro-
vided multitudinous proposals on how to alleviate them and which new applications
to develop. In Chapter 6 we described the design and evaluation of a widget-based
dashboard that picked up some of the mentioned ideas but the interviews provided
many more ideas for technologies, techniques and tools to overcome the mentioned
awareness issues in Research Networks. Moreover, the interviewees had speciVc
ideas of how to overcome awareness issues by technological means. For one thing
1 See www.role-project.eu/ for more information on the ROLE project.
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they expressed that the incorporation of social information in professional network-
ing would help becoming and staying more aware of their interaction partners. Es-
pecially, they mentioned that Vlterable activity streams and linked data approaches
would help them in making explicit connections and staying up-to-date. They ex-
pressed their wish to be able to explore the history of their own interactions with
any object in Research Networks. With SETapp we proposed a Vrst application that
allows to browse the interaction history with other researchers in the context of sci-
entiVc events (Reinhardt et al., 2011d). Future applications to support awareness in
Research Networks should have to take on this idea and provide researchers the pos-
sibility to explore their relation to an object. For example, it would be supportive to
represent a researcher’s connection to a certain publication. If the researcher cited
the publication in his own writings it would be helpful to see how often, in which
publications and in which context within the publication he cited it. If the researcher
not yet cited the publication, a (visual) representation of semantic or scientometric
similarity to his own publications could make the researcher more aware of the
publication. Moreover, according applications could alert the researchers about his
co-authors that often cite the given publication.
The increasing amount of accessible data stemming from Research 2.0 and other
data repositories will also impact the design of software infrastructures. For one
thing, the need for more adapted software architectures is rising. Software architec-
tures that can eUectively deal with large sets of data (in the area of multiple Pebi- or
even Exbibytes) will become mainstream tools in application development. But not
only memory and disk space requirements will rise, also requirements on distributed
computing approaches and so-called cloud computing will have to be further devel-
oped. With the Semantic Web slowly becoming a reality, application developers and
user interface designers alike will need to integrate linked data in their applications
and come up with usable interfaces that let users easily grasp the added value and
enhanced awareness information.
Finally, the results of this thesis will have impact on the further development and
evaluation of recommender systems in the context of Research Networks. In Section
8.5.2 we outline possible scientiVc recommender systems that can be derived from
the research presented here (research question D.2). In this regard work on the useful
visualization of the rationale for recommendation will also have to be done.
8.4.2 Implications for Research Networks
So far, Research Networks have been non-transparent and provided only little in-
formation for outsiders. With the studies presented in Chapter 4 and Chapter 5 we
showed how the semi-automatic analysis of artifacts stemming from (social) inter-
actions in Research Networks can contribute to making members of such networks
more aware of the explicit and implicit relations in Research Networks and how the
information can be used in visualizations and recommender systems.
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We foresee that the large-scale interview study that we conducted and partly dis-
cussed in Chapter 3 will have implications on the future provision of awareness sup-
port tools and applications in Research Networks. With ginkgo we have introduced
a scientiVc event management system that – if widely used – will result in notice-
able awareness enhancement in the context of the organization and participation
in scientiVc events. The software architecture and similarity measures introduced
in Chapter 5 can be used to easily identify fragmentation in the authorship com-
munities of conference series, journals and even whole research domains. It allows
becoming aware of relations between objects that are not obvious immediately. For
example, it will become easier to identify ’old-boys’ networks, isolated (groups of)
authors and institutions. Moreover, it will help to spot authors or institutions that
serve as boundary spanners and bridge several institutions, countries or research
domains.
In Chapter 5 we analyzed the similarity of scientiVc publications from the EC-TEL
conference series and introduced diUerent methods for calculating this similarity.
During the analysis of the publications we spotted four pairs of publications that
were – when looking at the raw numbers – too similar to be considered genuine
publications and seemed to be fraudulent. After manual inspection of the publica-
tions we had to take back this suspicion, for another two pairs we still considered
them too similar, though. The eased access to large data sets and corpora publi-
cation series and the current progress in the development of distributed software
systems will prospectively lead to more studies of the like and open up completely
new ways to discuss ethical guidelines for scientiVc publications. Researchers are
often pressurized to publish frequently and in various outlets, be it because they
hold a tenure-track position, because their institutions require it or because some
funding organization expect extensive dissemination work as part of a project. In
this process it occurs that researchers reuse their scientiVc results and even parts of
their former writings. In our view, though, the reutilization of large parts of already
published texts without correct attribution of the original source – even if they are
taken from one’s own writings – should become treated as unacceptable scientiVc
behavior. Such in our opinion much needed scientiVc quality awareness and uni-
form ethical guidelines will be further supported by a large-scale analysis of typical
similarity and near copy detection studies as described in Section 8.5.1.
8.4.3 Implications for other organizations
Besides the impact on educational and research organizations as described above,
our research can also impact other organizations that engage in knowledge-intense
processes. While researchers are generally engaged in pushing the boundaries of
scientiVc knowledge based on empirical or experimental methods, other knowledge
workers are often busy Vnding new or more eUective ways of producing goods, mon-
itoring the organizational performance, solving emerging problems and continu-
ously self-learning. Research in organizational studies and knowledge management
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raises questions on how those individual and collaborative activities can be guided
so that they both contribute to the individual development of the knowledge worker
and are in line with organizational goals. The identiVed knowledge worker roles may
contribute to more adapted work processes. Such processes are always accompanied
by the development of knowledge artifacts that take on a mediating role between the
individual knowledge worker, the organization and the learning goals. KMSs have
accomplished this mediator role and e-learning applications supported the actual
learning process. The integration of both approaches has lately attracted consider-
able interest and is denoted by the term knowledge maturing (Schmidt, 2009).
As we described in Riss et al. (2011), knowledge maturing encompasses individual
and organizational capabilities as well as the development of all forms of static or
dynamic knowledge representations (knowledge artifacts). It comprises three man-
ifestations of knowledge: artifacts, cognifacts and sociofacts (Nelkner et al., 2009).
While artifacts are the only representation that possesses a clear material manifesta-
tion, cognifacts refer to the individual capabilities (competencies, speciVc expertise,
skills) and are not directly observable. Finally, sociofacts describe all kinds of col-
lective knowledge including culture, social structures, and norms but also shared
understanding of concepts and theories. They are essential for any kind of social
activity such as collaboration or communication. Thus, they become manifest in
speciVc social actions and activities. On the other hand sociofacts are internal rep-
resentations of mutual expectations and common understanding of individuals who
might be members of a group or an organization. Due to inevitably limited resources
we as knowledge workers cannot explain all details of what we communicate and
therefore require some knowledge about the way others will understand what we
say. If we work together we must know what we can expect from others and what
others expect from us without detailed description of all particularities. In this way
sociofacts are the bases of our social intelligence (Riss et al., 2011).
As sociofacts emerge and are expressed in the social interactions of knowledge work-
ers with each other and knowledge artifacts, Artefact-Actor-Networks as described
in Chapter 4 can help in understanding the properties of those interactions and may
help in the identiVcation of sociofacts. The structured and continuous analysis of
collaborative activities might become a valuable tool in organizational monitoring,
human resource development and decision support. In Riss et al. (2011) we described
how Artefact-Actor-Networks can be used in the situation of a merger of two orga-
nizations by identifying sociofacts from the analysis of collaborative media such as
wikis or email. We described how organizational culture can be read out of social
networks, the way people communicate with each other or how they cooperate on
documents. In this way one is enabled to identify gatekeepers, community span-
ners and boundary objects from a detailed analysis of knowledge artifacts and social
interactions.
Moreover, the detailed analysis of knowledge artifacts and learning resources may
help in identifying diUerent knowledge maturing steps and inWuencing factors. The
analysis can also contribute to the understanding of knowledge maturing processes
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on individual and organizational levels and subsequently be used for the enhance-
ment of software provided for knowledge workers. The results of such detailed
analyses can be useful for the human resources departments in organizations as
they allow the monitoring of individual competence development, professional net-
working activities and for identifying experts dealing with certain topics. Also, legal
departments may proVt from the continuous monitoring of knowledge artifacts cre-
ated in the research or marketing departments as it may help them to prevent patent
infringements as well as to identify areas for promising patent applications (Brüseke,
2008; Gausemeier et al., 2010).
8.5 future research
This thesis opens multiple possible lines of future research on awareness support
for knowledge workers in Research Networks. Following, we discuss seven prospec-
tive lines of research that Vnd their scaUolding in the results of this thesis and are
strongly interlinked.
First, we will discuss future research that should be undertaken in the area of pub-
lication similarity (Section 8.5.1). Building and using a benchmarking data set of
scientiVc publications, thresholds of textual and semantic similarity would need to
be calculated and translated in ethical guidelines on how to deal with publications
containing fraud or that are too similar to be considered genuine work. The second
line of future research synthesizes parts of the described analyses and would reuse
the similarity values for future scientiVc recommender systems (Section 8.5.2). Based
on the software architectures introduced in Chapter 4 and 5 such recommender sys-
tems should also aim at overcoming unwanted fragmentation in Research Networks
by recommending new cooperation partners. Following the research conducted in
this thesis and connecting two the Vrst to lines of future research, a third line of
research could aim at the identiVcation, presentation and value adding utilization
of sociofacts from the analysis of Research Networks (Section 8.5.3). Among others,
sociofact identiVcation tries to reveal interaction and co-operation patterns. The vi-
sual representation of such sociofacts as well as any other data and metadata used
and produced during the analysis of Research Networks is in the focus of the fourth
line of future research (Section 8.5.4). In Chapter 6 we presented the design and eval-
uation of a widget-based awareness dashboard for awareness support in Research
Networks that was based on preliminary results of the awareness interview study
discussed in Chapter 3. The Vfth line of future research and development work
should be devoted to the continuation of the translation of empirically found aware-
ness issues into tools to support researchers’ awareness (Section 8.5.5). So far, the
scientiVc event management ginkgo that we introduced in Chapter 7 has only be
used in a small number of scientiVc events. Moreover, it still lacks some of the pro-
jected features and thus still lacks some of the discussed awareness support features.
In Section 8.5.6 we discuss the sixth line of future research: how can ginkgo be fur-
ther enhanced and connected to the other lines of future research presented. Finally,
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the seventh line of research (Section 8.5.7) should deal with the broader empirical
exploration of the knowledge worker roles and knowledge actions as identiVed in
Chapter 2. Especially, we foresee to use ethnographic studies to further understand
the identiVed roles and to evaluate their existence in other domains than research
and education.
8.5.1 Similarity of scientiVc publications
The research presented in Chapter 5 raised the question of how to measure the simi-
larity between scientiVc publications and when to be alerted about too high similar-
ity values. We have presented both bibliometric similarity measures and measures
based on the content of the publications. While our research could identify pairs of
publications in the EC-TEL corpus that are conspicuously similar by looking at the
bare numbers, a detailed inspection revealed that only certain parts of some papers
actually were problematic and could be considered fraudulent.
Future research would have to carry out large-scale comparative studies across disci-
plines that, after data synthesis, result in a data set that can consecutively be used for
creating benchmarks for similarity analyses. Similar eUorts are currently taken in
the domain of recommender systems for Technology Enhanced Learning (dataTEL
initiative, Drachsler et al. (2010); Drachsler (2010)) and the uncovering of plagiarism,
authorship and social software misuse (PAN workshop series, Potthast (2011)). Both
initiatives provide data sets or document corpora that can be used by researchers to
run their algorithms against and to create mutually comparable measures.
As Maurer et al. (2006) point out, “the border-line between plagiarism and research
is surprisingly murky [... as ...] research is only possible by ’standing on the shoul-
ders’ of others”. Thus, this research would contribute an understanding of patterns
of semantic similarity in scientiVc publications to the existing body of knowledge.
This scheme would identify similarity areas that need the attention of the respective
editors of scientiVc works. A four-stepped measure could include the steps 1) no at-
tention necessary, 2) little attention necessary, 3) medium attention necessary and 4)
high attention necessary. It is to be hypothesized that the respective thresholds dif-
fer between the applied similarity measures, research domains, publication outlets
and research cultures and that the areas are not of the same size.
Moreover, future research needs to evaluate existing and develop new algorithms for
identifying overlapping texts in a corpus of publications in order to identify fraudu-
lent parts in publications and to prevent scientiVc fraud. The scientiVc community
already developed several approaches for detecting intrinsic plagiarism (Monostori
et al., 2002; Meyer zu Eissen and Stein, 2006; Stamatatos, 2009), external plagiarism
(Mahr et al., 2010; Vania and Adriani, 2010) as well as local reuse (Seo and Croft, 2008;
Mittelbach et al., 2010) and cross-language plagiarism (Barrón-Cedeño et al., 2008;
Lee et al., 2008). Such algorithms will need to be integrated in our analytical infras-
tructures as presented in the Chapters 4 and 5 and evaluated on the benchmarking
186 general discussion
data set suggested above. Furthermore, easily and generally understandable visual-
izations and reports for such overlaps need to be developed.
Our research also raised the question on how to report Vndings from detailed pub-
lication analyses. After intensive deliberations we decided to use the full names of
authors in the presentation of the results in Chapter 5. However, we did not reveal
the full names of authors that intensively cited their own work and those names of
authors whose papers we considered as being partly fraudulent. Although anyone
can extract the same information by analyzing the published papers, the analyses
are quite costly. The usage of the term plagiarism in a scientiVc context almost in-
variably implies some kind of condemnation of the authors or respective works. If
any community would allow plagiarizing and not take actions against authors guilty
of committing it, the reputation of the reviewers, conference organizers or journal
and book editors would become tainted as well. After all, we – as scientiVc commu-
nity – need to agree on ethical standards regarding the presentation of such cases in
scientiVc work, the sharing of data sets and possible methods of anonymization. The
Committee on Publication Ethics for example, provides open and reusable guidelines
and codes of conduct for dealing with cases of attested plagiarism (Committee on
Publication Ethics (COPE), 2011). Similar guidelines are needed for reporting about
those cases.
8.5.2 ScientiVc recommender systems
As Herlocker et al. (2000) point out, the primary purpose of recommender systems
is to suggest objects that a user might be interested in. Resnick and Varian (1997)
adds that recommender systems are “using the opinions of a community of users to
help individuals in that community to identify more eUectively content of interest from
a potentially overwhelming set of choices”. Since the late 1990s, recommender sys-
tems have become commonplace in e-commerce (e.g. Amazon, Yahoo!), music (e.g.
Pandorra, Last.fm) and movie rental applications (e.g. NetWix, iTunes) as well as in
many social media applications (e.g. Facebook, Google+, Twitter) and Research 2.0
services (e.g. Mendeley, CiteULike). Recently, interest in recommender systems has
increased for their application in Learning Networks (Drachsler, 2009, 2010; Verbert
et al., 2011) and in the context of scholarly work in general. Recommender systems
can basically be classiVed into a) content-based recommenders, b) collaborative rec-
ommenders, and c) hybrid recommenders (Herlocker et al., 2004; Adomavicius and
Tuzhilin, 2005). For the context of Research Networks hybrid approaches are to be
preferred that take into consideration the content of scientiVc artifacts as well as
their metadata and inherent explicit and implicit social relations.
The objects that may be interesting for scientiVc recommender systems range from
interesting publications and possible publication outlets for one’s writings over ex-
perts for a given topic, reviewers of scientiVc work and collaborators for joint work
to scientiVc events to attend, people to meet there or sessions to attend. Extensive
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work has already been conducted on the recommendation of similar publications
(McNee et al., 2002; Torres et al., 2004; Zhang et al., 2008; Parra-Santander and
Brusilovsky, 2010) and experts for a given topic (Zhang et al., 2007; Fisher-Ogden,
2008; Deng et al., 2008; Zeng et al., 2010). We also Vnd works that deal with the
recommendation of reviewers for submitted papers (Yang et al., 2009) or scientiVc
events (Klamma et al., 2009; Minkov et al., 2010). There are also platforms that deal
exclusively with the recommendation of conferences and fairs based on social media
friendship information (Lanyrd2).
Except for the Scienstein system (Gipp et al., 2009), we are not aware of integrated
software solutions that cover multiple recommendations at once or that deal with
multiple phases of scientiVc events (see Figure 46 on Page 177). With ginkgo we
introduced a future ScientiVc Event Management System that we will continue to
develop and extend with the above claimed hybrid recommender system. Besides
the above mentioned recommendation Velds, we foresee recommendation areas that
have not been studied so far but could be feasible in the ginkgo system and its satel-
lite developments (research question D.2).
• Event invitation recommender: ginkgo combines classic scientiVc event man-
agement with the merits of social networking. On top of the social relations
stemming from co-authoring and referencing others’ work, ginkgo also holds
information about a user’s friends and followers in the system, the events
a user tracked or attended and the publications a user likes. Based on this
rich source of information about a user, ginkgo will be able to recommend
upcoming events that might be interesting for them. Moreover, this informa-
tion would reach possible authors of publications much earlier than is the case
with today’s system of circulating Call for Papers (CfPs) (Tomberg et al., 2011).
• Organizer recommender: Organizing scientiVc events is a prestigious job that
requires much eUort from all people involved in the organization. The suc-
cess of the organizational activities is not the least dependent on the engage-
ment of the members of the organization committee, their connectedness and
belonging to several communities. Ginkgo could recommend additional co-
organizers to the organization committee based on their professional exper-
tise, on-site and co-authorship network as well as based on prior ratings by
former co-organizers. In order to end up with satisfactory homogenous or-
ganization committees, also co-organizers with contrast opinions should be
recommended.
• Reviewer and review recommender: The reviewer recommender is useful for
both program chairs and reviewers of a scientiVc event and represents a valu-
able addition to the well-known paper-bidding phase. For the former, review-
ers for submitted publications can be recommended, for the latter interesting
papers that Vt into the researcher’s expertise domain could be recommended.
In each case the researcher’s prior activities in ginkgo, her (co-)authored pub-
2 http://lanyrd.com
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lications, external and self-classiVcation and previously reviewed publications
will be taken into consideration for the recommendation. As ginkgo will al-
low members of the program committee to rate the review quality for reviews
submitted for a given event, this collaborative information will also be taken
into consideration for possible recommendations.
• Session planning and attendance recommender: The program committee of sci-
entiVc events is responsible for creating a balanced event schedule that is of-
ten divided into several parallel sessions. Those sessions are often themed and
contain presentations, discussions or demos about the session’s topic. Based
on the content of the accepted submissions, a recommender system is in the
position to recommend initial distributions of submissions to a given number
of sessions. Those recommendations could then further be reVned by the pro-
gram committee taking into consideration individual restrictions and global
constraints on the schedule. Ginkgo will further enhance the attendees’ aware-
ness of changes in the schedule via an automatically updated online schedule
and push notiVcations to mobile applications.
• Cooperation recommender: Based on bibliometrics measures such as biblio-
graphic coupling and furthermore supported by similarity measures such as
SemSim, ginkgo can recommend other researchers that deal with similar top-
ics. Such recommendations could foster cooperation and faster diUusion of
research Vndings in Research Networks. In the case of the EC-TEL conference
series for example we Vnd much of such not-yet existing cooperation that
might be interesting for recommendations (also see Chapter 5. The recom-
mender could thus recommend authors to collaborate on a future study and
publication or even a research project. As shown in the EC-TEL analysis in
Chapter 5, a cooperation recommender could also use publication similarity
measures like SemSim (Chapter 4) to recommend to collaborate in the future
or to hold meetings between scholars that are working on very similar topics
without having co-authored publications.
• References recommender: In the periphery of ginkgo many additional proto-
types are currently under development that will be able to further support
scholar’s awareness in diUerent situations. One of them is SciFlowWriter, an
online collaborative editor tailored to the co-authoring of scientiVc documents.
Amongst others, SciFlowWriter provides the possibility to store references and
use them in several documents. Moreover, the tool will be able to analyze the
entered text in the writing area and suggest other publications that are similar
to the text under way. This way, authors can be promptly supported with use-
ful information that may trigger reWection of own understanding and foster
collaboration with yet unknown researchers.
• Meeting recommender: ScientiVc meetings could be held virtually using video
conferencing software like FlashMeeting or Skype as proposed by Wild et al.
(2009) or physically at some occasions. Ginkgo helps managing scientiVc
8.5 future research 189
events and allows researchers to express their attendance status for them.
Thus, ginkgo can recommend meetings with other researchers that are also
attending the same events. Mobile applications like SETapp (Reinhardt et al.,
2011d) could even spot interesting people nearby and recommend meetings
with them.
• Research Network defragmentation recommender: In line with the realization
of the current Network of Excellence in Technology Enhanced Learning, the
bibliometric analysis presented in Chapter 5 revealed the strong fragmenta-
tion of the TEL community. We Vnd some large sub-communities that are
closely working together as well as sub-communities that are only kept to-
gether by single authors. Moreover, we Vnd only a limited number of interdis-
ciplinary cooperation within the network. The Research Network defragmen-
tation recommender could spot such anomalies and recommend cooperation
between people from diUerent disciplines and aXliations based on their indi-
vidual work. Scientometric information like co-citations and co-authorships
are additional indicators for possible recommendations. Organizer and review-
er recommender can also help preventing fragmentation as researchers tend
to submit publications to events where they are organizationally tied in (Pa-
pagelis et al., 2005).
Given that the users of ginkgo allow the anonymized usage of their data for scien-
tiVc purposes (see the discussion in Vuorikari (2010) on this topic), the usage data
gained in ginkgo could also be used for applying recommender systems similar to
the dataTEL competition (Drachsler et al., 2010; Drachsler, 2010; Verbert et al., 2011).
Moreover, the above-mentioned data set of scientiVc papers could prospectively be
used for optimizing recommender systems and comparing similarity measures.
The accuracy and usefulness of such recommender systems as well as the acceptance
and satisfaction with the recommended objects have to be carefully evaluated with
researchers from diUerent domains.
8.5.3 Sociofact identiVcation in Research Networks
The analysis of knowledge artifacts and social interaction in Research Networks
may contribute to the identiVcation of sociofacts described as all kinds of collective
knowledge including social structures, norms, shared understanding as well as mu-
tual expectations (Riss et al., 2011). In the context of Research Networks, analyzable
knowledge artifacts whose analysis may contribute to the identiVcation of sociofacts
are any form of scientiVc publication including books, journal papers, conference or
workshop proceedings as well as project proposals, memos of meeting, blog posts
and chat protocols.
Sociofact identiVcation in Research Networks largely deals with the identiVcation of
patterns in the analyzed data and the interpretation of frequency scales. West (2010),
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for example, investigated how the analysis of citation networks could help identify-
ing important nodes in the network. He developed the Eigenfactor™ algorithm that
has now been widely used in scientometric analyses. Stefaner (2009) created interac-
tive visualizations using Eigenfactor™ values that support the awareness of citation
pattern in large scientiVc journals. Henry et al. (2007) have performed an in-depth
analysis of 20 years of HCI publication in the four most inWuential HCI conferences.
While they report some expected sociofacts such as power-law degree distribution
in citation and co-authorship networks, they also reveal that sociofacts of inWuen-
tial authors diUer from those of little inWuential authors. InWuential authors seem
to collaborate far more often with other senior researchers and cooperate with a
good number of students that often become successful later as well as selecting their
publication outlets more carefully.
Nagel and Duval (2010); Nagel et al. (2011) analyzed the spatial relationships that can
be extracted from scientiVc publications and created an interactive tabletop applica-
tion for visualization and exploration. Their evaluation shows that the visualization
of cooperation patterns helped the users in becoming more aware of the connec-
tions of their own organization and triggered reWection. The analysis also revealed
sociofacts for some aXliations in a way that all of their cooperation partners could
be found in one spatial direction from their own position.
An interesting sociofact that sheds light on the topical evolution of Research Net-
works is presented in Wild et al. (2010). The authors present a lexical analysis of
two distinct points in time (2000 and 2008) for a large conference in Technology
Enhanced Learning and show not only that the Veld of research has broadened and
that the research has become more heterogeneous, they also reveal that the focus of
the conference has shifted signiVcantly from institutional studies towards learner-
centered research.
Future research would need to incorporate the above Vndings into an integrated
analytical framework and to Vnd ways of representing and communicating identiVed
sociofacts in an appropriate way. The answers to the following questions would
represent sociofacts in Research Networks and contribute to the overall awareness
of scientiVc work and cooperation:
• How do diUerent research domains cite each other?
• What are typical patterns of self-citation?
• What are typical patterns of author orders?
• How do diUerent research domains quote other work?
• What are typical sizes of co-authorship networks?
• How interdisciplinary is the research in diUerent domains?
• How coherent are diUerent Research Networks?
• How broad are the topics discussed in diUerent publication outlets or research
domains?
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• What are common cooperation patterns (which countries or organizations coop-
erate)?
• How do Research Networks evolve structurally and topically?
• How are publications in a certain domain typically outlined?
Moreover, those sociofacts should be used in future scientiVc recommender systems
and in combination with similarity information and information about social rela-
tionships between authors in Research Networks.
8.5.4 Visualization literacy
Data visualization is a well-known method to present and interact with data gained
from diUerent sources. There is much anecdotal evidence that visualizations support
the understanding of complex relationships; the increasing amount of Infographics,
social network visualizations and the like are another indicator for the increasing
amount of graphical data representation created in recent years. Based on various
data analysis methods, technology designers, marketing and media professionals
and researchers are increasingly relying on provisioning of graphically enhanced
views on the respective data. Given the complexity of data and the multifaceted
relations between data objects, visualizations are becoming the preferred way of
interactions with the users. This is also being extensively explored in the Veld of
learning analytics and educational data mining.
Despite the many advantages visualizations can have for individual awareness and
learning, advantages highly depend on their design, as they are always the result
of choices made by the designer or limitations of the used visualization method. In
Rajagopal et al. (2011) we made the case for research towards the understanding of
the nature of visualization literacy. We deVned the term as the ability to create,
understand, analyze, evaluate and employ visual representations. Future research is
required to answer questions like:
1. Do particular visualizations prescribe certain messages?
2. How do visualizations contribute to individual and group learning processes?
3. Do visualizations help enhancing the reader’s awareness of information encapsu-
lated in them?
4. Will the readers of visualizations become aware of the information that is in-
tended to be passed on?
5. In which way will the readers’ perception of visualizations impinge on their
awareness, understanding and learning?
We suggest that future research on the topic of visualization literacy should be con-
ducted in a twofold study with the aim to partially answer the above questions: in
a Vrst step we would create diUerent visual representations of a Vctional network
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of persons (Rajagopal et al., 2011). For the Vctional network we would be in con-
trol of all properties. Especially, nobody would be able to use his wisdom about
the network or existing “social truths” that would prevent an objective perception of
the visualizations. The Vrst part of the study thus would aim at gaining knowledge
about the various interpretations of diUerent visual representations and the diUerent
facts that users are able to extract from the diUerent visualizations. In the second
step we plan to work with well-connected teachers from the eTwinning network3
and present them diUerent visualizations of the eTwinning network. We plan to
compare the teachers’ perceptions of the visualizations, compare them between the
diUerent teachers and with the knowledge gained in the Vrst step. The second part
of the study would also focus on the exploration of how well teachers are aware of
their connections in the eTwinning network and the roles they possess. Moreover, it
will be interesting to explore how personal knowledge and wisdom about a network
will impinge on the interpretation of visualizations. It can be hypothesized that well-
connected teachers will “see more” details than a visualization objectively represents
as the reader takes into consideration his additional background knowledge.
8.5.5 Future developments of AWESOME
Users of the widget-based dashboard for awareness support in Research Networks
(AWESOME) perceived it as signiVcantly easier to use, more supportive with regards
to technology and awareness support, more user-friendly, less time-consuming and
more eUective than the tools the participants of the evaluation commonly used for
carrying out their regular working tasks (see Chapter 6). The evaluated paper pro-
totypes of AWESOME integrated preliminary results of the conducted awareness
interviews and were designed for both web and mobile devices. En route to the next
iteration of AWESOME, single parts of the paper prototypes have already been im-
plemented as working prototypes or are currently under development as stand-alone
software products. For example, two mobile applications have already been devel-
oped and evaluated that support researchers to become and stay aware about rele-
vant objects and information at a scientiVc event (Reinhardt et al., 2011d). Another
application (SciFlowWriter) that supports researchers in the collaborative creation
of scientiVc documents is currently under development. SciFlowWriter is closely
based on task 5 described in Chapter 6 and will support researchers to easily create,
share and review scientiVc articles in an environment that integrates many func-
tionalities needed to eUectively carry out such a task (e.g. text chat, video chat,
reference management, task management and assignment, continuous backups, cre-
ation of permanent versions for reviews and so on). For future developments it will
be necessary to design, implement and test interoperable Application Programming
Interfaces (APIs) in order to create mashup environments that make use of the stand-
alone software products.
3 http://www.etwinning.net
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For the future of AWESOME, it will be necessary to further follow the user-centered
design and agile development that has been applied to all software developments
reported in this thesis. As reported in Reinhardt and Mletzko (2011), we consider
it absolutely necessary for successful software development to involve prospective
users, to test early and often and to listen carefully to their feedback. From a user-
interface point of view, we will need to further design and realize activity-centered
interfaces that factor in diUerent roles of users, the frequent switch between them
and the necessity for customizable interfaces. We will need to create clickable pro-
totypes that interface with other software tools and infrastructures of ours and to
continuously re-evaluate the progress with real users from the intended application
domain. This way it may become feasible to create software that is not only tailored
to a certain domain but also in line with the desires and requirements of the users.
8.5.6 Future developments of ginkgo
Ginkgo has been designed and developed as a novel approach to the organization
and participation in scientiVc events against the background of this thesis’ prelimi-
nary results. Since its debut, ginkgo has been used for the organization of a small
number of scientiVc events, which allowed us to evaluate the tool as such and im-
prove some of the existing functionalities. The tests also showed the potential of
the system together with clear hints for the future enhancement of ginkgo. For one
thing, the awareness support for organizers should be further improved by allowing
them to easily grasp the contributing aXliations and connections between authors
and reviewers to avoid conWicts of interests. For another thing, we will have to fur-
ther improve the awareness support for participants of scientiVc events. This could
be achieved by providing them with location-aware mobile applications that they
could use during an event as well as user-based recommendations in the web ap-
plication. While the former would allow researchers to check-in at scientiVc events,
explore the history of interactions with other researchers and Vnd sessions that start
soon or are close to their position, the latter could support them in becoming aware
of objects at an event that they might be interested in. The respective approaches
have to be evaluated in real-world events with users from the application domain.
Finding ways of presenting recommendations to users that let them understand the
rationale behind the recommendations should have a high priority in future devel-
opment and evaluation.
Moreover, the future development of ginkgo should pick up the ideas for future rec-
ommender systems that have been discussed in Section 8.5.2 and integrate some of
them into the system. We foresee a strong boost in adherence to publication tem-
plates, if authors could be provided with an easier to use word processor that more-
over allows collaborative editing. With SciFlowWriter we are currently developing
such a facility that is based on the results of the awareness interview study (Chapter
3) and the evaluation of AWESOME (Chapter 6). The integration of ginkgo and Sci-
FlowWriter would not only enrich the feature set of a scientiVc event management
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system, it could also be used to recommend potential co-authors to researchers work-
ing on a contribution on a given topic. This way, ginkgo could deal with community
defragmentation even at the time of event preparation.
With more extensive use of ginkgo and therefore larger data sets to analyze, ways
of identifying trends and inWuential objects in Research Networks should be worked
on. This would allow to raise awareness of publications, for example, that are central
to a certain conference series or even research domain and researchers that serve as
boundary spanners between various Research Networks. Larger data sets also would
allow to research if authors use references in a to-be-expected context. On the one
hand this could spot authors that might have misinterpreted a certain publication
or that originally used scientiVc results in a wholly new context. Moreover, such
analyses could raise awareness of the shifts in focus areas in a conference series or
research domain by comparing the lexicographic richness (see Wild et al. (2009) for
a similar approach in the context of one conference series).
Finally, ginkgo itself badly needs an open API that allows access to the most impor-
tant features, so it can be integrated in other applications as well. For example, we
will soon start to provide a SPARQL end point to interested consumers where they
can get the latest Call for Paper data in ginkgo using the CallOntology (Tomberg
et al., 2011). This undertaking promises to further spread the usefulness of ginkgo as
scientiVc event management system.
8.5.7 Ethnographic evidence of knowledge worker roles’ existence
The existence of the knowledge worker roles and knowledge actions identiVed in
Chapter 2 should be validated in real-world settings and organizations using ethno-
graphic research that is often used for a detailed description of social settings and
giving answers on how and why certain things happen (Maier and Thalmann, 2010).
Traditional ethnographic studies are very time-consuming and are costly, unfocused
and tailored to relatively Vxed social structures and cultures (Harper, 2000; Millen,
2000). Millen (2000) introduced rapid ethnography to overcome this limitations and
to use ethnography in the fast-changing domain of Information Systems, Computer
Supported Cooperative Work and business organizations. (Jordan, 1996, p. 30) points
out that knowledge workers “are often able to solve problems without being aware that
a problem has occurred. They devise ’workarounds’ for problematic technologies with-
out realizing” and underlines that ethnographical studies have the ability to catch
those situations, ask questions in-situ and on the Wy while classic interviews or ques-
tionnaires fail to detect such subtle facts.
Just as Maier and Thalmann (2010), we propose to develop personas that charac-
terize user needs, their individual goals and characteristics for the context of Re-
search Networks. Those models will subsequently be helpful for developing new
tools and techniques and enhanced communication with stakeholders in the design
and development processes as personas describe richly described classes of target
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users (Aoyama, 2007; Chang et al., 2008). Those personas would also relate to the
knowledge actions and knowledge worker roles that they perform. On top of an
ethnographically informed study and the rich observation and interview data, we
propose to simultaneously perform a sensor-based monitoring of the operations the
observed knowledge workers perform. This way, it becomes feasible to connect ob-
served behavior and roles of the knowledge worker with operations she performed
on her computer desktop or phone. The expected rich results of such research would
enable us to describe much more granular how knowledge workers carry out their
activities in a networked and technologized world, how job descriptions and in fact
performed work suit each other and how software could be better adapted to the
needs of certain roles and knowledge work duties.
Along the line of this research, we see a high demand for further investigation of the
relation between activities, knowledge actions, and knowledge operations (Kuutti,
1997) as well as their motivational rationale. There is a need for investigating, which
operations are selected for which knowledge action in which situation or context
and if the operations are diUerent in the diUerent knowledge worker roles. This re-
search should be carried out in Research Networks as well as in other organizations.
8.6 in conclusion
Having reached the end of our arguments and considerations, one may ask why we
went through so much trouble to analyze researchers, their practices and in particu-
lar the networks they form. The argument we gave is that researcher are the knowl-
edge workers par excellence; that investigating them and their practices would shed
an illuminating light on the practices of knowledge workers as a species. We have
only become more convinced of the correctness of our assumption (but see Section
3.1). However, along the way another surprising insight has emerged. It appeared to
us that the research practices we have described and analyzed might well turn out
to mark a genuine revolutionary change in the way research is conducted. The term
Research 2.0 already suggests this much, but the label 2.0 (or in some cases even
3.0) is often used too carelessly in our view. Yet, in the future, with the beneVt of
hindsight, Research 2.0 may well become considered a veritable paradigm shift in
the Kuhnian sense (Kuhn, 1962, 1977).
Opening up the thus far closed scientiVc world, enables researchers to have impact
outside of the classic scientiVc system established several hundreds of years ago.
Alternative metrics for measuring impact from Research 2.0 and Open Science ap-
proaches are currently being discussed and implemented in powerful tools like Rea-
derMeter or Total-Impact. Open Access to scientiVc publications and the data used
to generate research results will become the standard in scientiVc publications as an
ever-increasing number of researchers is refusing to publish in, review for or edit
closed-access scientiVc journals, arguing that the results of publicly funded research
should be available to everyone. Also in Open Science, awareness support is gain-
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ing increasing prominence. Researchers as well as funding organizations want to be
able to dictate in which contexts their publications and data are reused and in which
institutions their ideas are further extended. Awareness support is developed (this
thesis) that prevents fragmentation of Research Networks by alerting researchers
about similar research that has been done in the past or grant proposals that are
currently written and where the applicants could need some more expertise.
Whether Research 2.0 will indeed qualify as a paradigm shift only the future can tell.
However, we hope to at least have shown that Research 2.0 has landed us in exiting
times, as an example of knowledge work, but also as an activity in its own right.
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Figure 47: Visualization of the contents of this work
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AKNOWLEDGE WORK ER ROLE S QU EST IONNA I RE
knowledge worker roles
In this section we want to know which Knowledge Worker Roles you take on and
how you would describe your work in those roles. Find below our description of the
Knowledge Worker Roles:
• A controller monitors the organizational performance based on raw informa-
tion.
• A helper transfers information to teach others, once they passed a problem.
• A learner uses information and practices to improve personal skills and com-
petence.
• A linker associates and mashes up information from diUerent sources to gen-
erate new information.
• A networker creates personal or project related connections with people in-
volved in the same kind of work, to share information and support each other.
• An organizer is involved in personal or organizational planning of activities,
e.g. to-do lists and scheduling.
• A retriever searches and collects information on a given topic.
• A sharer disseminates information in a community.
• A solver Vnds or provides a way to deal with a problem.
• A trackermonitors and reacts on personal and organizational actions that may
become problems.
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 Solver
 Tracker
2. How pre-structured is your work as ...?
pre-structured rather pre-
structured




Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
Pre-structured work: Work process is pre-structured by process plans or the like.
Not pre-structures work: Work process is structured during execution of tasks.












Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
Dedicated applications are special-purpose applications.
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4. Do you work more on your own or with others in your role as ... ?
on my own rather on my
own
balanced rather with oth-
ers
with others
Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
5. Information sources are predictable: You know which information sources you need,
once you start working on a task?
highly pre-
dictable
predictable balanced unpredictable highly unpre-
dictable
Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
6. How much eUort do you have to expend for collecting and combining information
needed in your role as ... ?
very low eUort low eUort balanced high eUort very high eUort
Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
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7. Do you act more proactive or reactive in your role as ... ?
reactive rather reactive balanced rather proactive proactive
Controller     
Helper     
Learner     
Linker     
Networker     
Organizer     
Retriever     
Sharer     
Solver     
Tracker     
Proactive: You trigger your activities by yourself. Reactive: Work is triggered by others.
8. How often do you take on the role of ... ?











Controller       
Helper       
Learner       
Linker       
Networker       
Organizer       
Retriever       
Sharer       
Solver       
Tracker       
9. Do you take on additional roles during your daily work? Please name and describe
them brieWy here.
knowledge actions
In this section we want to know which Knowledge Actions you would attribute to
the previous KnowledgeWorker Roles. Find below our description of the Knowledge
Actions:
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• Acquisition means gathering of information with the goal of developing skills
or projects or obtaining an asset.
• Analyze means examining or thinking about something carefully, in order to
understand it.
• Authoring means the creation of textual and medial content using software
systems, e.g. word processing systems/ presentation software.
• Co-Authoring means the collaborative creation of textual and medial content
using software applications, e.g. word processing systems/ presentation soft-
ware.
• Information Search means looking up information on a speciVc topic and in a
speciVc form. Often we search using the folder structure of a Vle system or
the search using a information retrieval service.
• Disseminationmeans spreading information or information objects, often work
results.
• Expert Search means the retrieval of an expert to discuss and solve a speciVc
problem.
• Feedback/Review refers to the assessment of a proposition or a information
object.
• Learning during the execution of work or based on formalized learning mate-
rial.
• Information Organization is the personal or organizational management of in-
formation collections.
• Monitoring means keeping up-to date about selected topics, e.g., based on dif-
ferent electronic information resources.
• Networking refers to interacting with other people and organizations to ex-
change information and develop contacts.
• Service Search refers to the retrieval of specialized web services that oUer spe-
ciVc functions, e.g. a translation service.
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Acqusition      
Analyze      
Authoring      
Co-Authoring      
Information Search      
Dissemination      
Expert Search      
Feedback      
Formal & Informal Learning      
Information Organization      
Monitoring      
Networking      
Service Search      









Acqusition      
Analyze      
Authoring      
Co-Authoring      
Information Search      
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20. Can you think of additional knowledge actions, we didn’t mention? Please name
and describe them brieWy here.
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applications for knowledge actions
In this part of the study we want to Vnd out which applications you use when per-
forming certain knowledge actions.
21. Which of these applications do you use during performing the knowledge action
Acquisition?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
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 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
22. Which of these applications do you use during performing the knowledge action
Analyze?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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23. Which of these applications do you use during performing the knowledge action
Authoring?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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24. Which of these applications do you use during performing the knowledge action
Co-Authoring?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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25. Which of these applications do you use during performing the knowledge action
Information Search?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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26. Which of these applications do you use during performing the knowledge action
Dissemination?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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27. Which of these applications do you use during performing the knowledge action
Expert Search?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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28. Which of these applications do you use during performing the knowledge action
Feedback/Review?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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29. Which of these applications do you use during performing the knowledge action
Learning?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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30. Which of these applications do you use during performing the knowledge action
Information Organization?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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31. Which of these applications do you use during performing the knowledge action
Monitoring?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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32. Which of these applications do you use during performing the knowledge action
Monitoring?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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33. Which of these applications do you use during performing the knowledge action
Service Search?
 Audio Conferencing Software (e.g. Skype)
 Bibliography Software (e.g. Endnote, Mendeley)
 Blog Software (e.g. Wordpress)
 Brainstorming / Mindmapping Software (e.g. Mindmeister, Free Mind)
 Dashboard / Knowledge Warehouse Software (e.g. Xcelsius, Crystal reports)
 Database Software (e.g. R/3, ERP)
 E-Mail Software (e.g. Outlook, Thunderbird)
 Feed Reader (e.g. Google Reader)
 Filesharing Software (e.g. Dropbox)
 GTD / Task Management Software (e.g. Outlook Tasks, Things)
 Graphic / Video Software (e.g. Photoshop, Final Cut)
 Integrated Development Environment (e.g. Eclipse)
 Learning Management Software (e.g. Moodle)
 Messaging Software (e.g. ICQ)
 Microblogging Software (e.g. Twitter)
 Presentation Software (e.g. Microsoft Powerpoint)
 Process Aware Information System (e.g. Netweaver)
 Project Management Software (e.g. Microsoft Project)
 Real Time Cooperation Software (e.g. Etherpad, Google Docs)
 Search Engine (e.g. Google)
 Social Bookmarking Software (e.g. Delicious)
 Spreadsheet Software (e.g. Microsoft Excel)
 Time Planning Software (e.g. Google Calendar, iCal)
 Video Conferencing Software (e.g. Flashmeeting, Lotus Sametime)
 Web Browser (e.g. Firefox)
 Whiteboard Software (e.g. Lotus Sametime, )
 Wiki Software (e.g. Mediawiki, PBWorks)
 Word Processing Software (e.g. Microsoft Word)
 Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
background information
In this section we ask some statistical questions about you and your organization.
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34. What is your gender?
O Female
O Male
35. What is your year of birth?
• . . . . . . . . . . . . . . .
36. Which country do you work in?
There was a list with all countries in the world, where the participants had to choose
one country.
37. What is your job description?
38. How many years are you in this position?
• . . . . . . . . . . . . . . .
39. How many years of work experience do you have in total?
• . . . . . . . . . . . . . . .
40. In what kind of organization do you work?
O Corporate organization
O Educational/Research organization
O Open Source Project
O Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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41. Which industry does your organization belongs to?
O Accounting
O Architecture & Planning
O Automotive
O Aviation & Aerospace
O Building Materials
O Business Supplies and Equipment
O Chemicals
O Civil & Social Organization


















O Hospital & Health Care
O Import and Export
O Industrial Automation
O Information Technology and Services
O Insurance
O Legal Services
O Logistics and Supply Chain
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O Management Consulting
O Marketing and Advertising
O Mechanical Industrial Engineering
O Medical
O Mining, Metals




O Professional Training & Coaching
O Program Development




O Translation and Localization
O Utilities
O Wholesale
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O Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
43. How did you hear about this study?
O Call for Participation on project mailinglist
O Call for Participation from project member
O Call for Participation on Twitter
O Call for Participation on Xing
O Call for Participation on Facebook
O Call for Participation in a Blog
O Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
44. Do you want to serve as an interview person in a detailed follow-up interview?
O Yes
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O No
45. Please enter your e-mail address, if you want to be informed about the results of this
study or serve as interview person.
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
46. Please feel free to leave comments and improvement suggestions regarding this
study.
BI N T ERV I EW GU I DE FOR TH E AWAREN ES S I N T ERV I EWS
1. What concepts or technologies do you associate with the term awareness in
the context of research communities?
a) What could awareness mean with regard to staying up-to-date about
your community’s activities?
b) Can you imagine diUerent types of awareness or awareness about diUer-
ent objects in distributed communities?
c) Is there a connection between awareness and reWection?
d) How do you recognize new trends in your domain?
e) How do you notice changes in the community structure?
f) How do you spot experts in a certain domain?
g) How do you Vnd ways to get in contact with a person?
2. Please think about your current/recent research project and report about prob-
lems you have/had when collaborating with your fellow researchers.
a) How many aXliations are involved in the project?
b) How many people are involved in the project?
c) What tools for coordination, collaboration, communication are you us-
ing in the project?
3. What were awareness problems you faced / are facing in the research project
and how do they become apparent?
4. Please think about the last paper you co-authored for a conference. What
were problems you had in collaboration during collaboration on the paper
with your co-authors?
5. Please think about the last conference you attended. What were awareness
problems you were facing (before, during, after the conference)?
a) Think about how you know who’s going to the conference,
b) how you connect to new people or
c) trending topics in the conference’s research domain and
d) how you stay up-to-date after the conference ended.
6. How do you envision a tool that would support you in doing your daily re-
search? What do you think could a tool look like or what could a tool do that
alleviates problems in terms of collaboration?
a) Which information sources would be relevant for your tool?
b) How would one visualize connections between objects?
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c) How could expert Vnding work in your tool?
d) What about special location-awareness features?
e) Which communication features would your tool have?
CAWESOME EVALUAT ION
tasks
Each participant had to carry out four out of the following seven tasks. The tasks
were read to the participants at the beginning of the experiment.
task 1 Compile a list with European experts in the domain of Learning Networks
including relevant information (projects, publications, research interests etc.) about
them.
task 2 Find out how many Journal articles have been written by Erik Duval deal-
ing with the topic metadata.
task 3 Ask one of the authors of the paper Who we are: Analysis of 10 years of
the ED-MEDIA conference for access to the raw data of their analysis.
task 4 Find out which EU-funded projects are dealing with Workplace Learning.
task 5 You and two colleagues (Christian and Erik) agreed on writing a paper
about Awareness and ReWection in Technology Enhanced Learning. Create a new
artifact that allows synchronous editing, invite your two colleagues, assign tasks
and start writing the paper.
task 6 Find a suitable conference to publish your paper about Awareness and
ReWection in Technology Enhanced Learning.
task 7 Find out how many persons from your Research Network are also attend-
ing the EC-TEL 2010 conference. Find out which papers Stefanie Lindstaedt presents
and when those presentations will take place.
questions
Before the participants had to carry out the given task, they had to reWect about how
they would carry out the task using their common toolset.
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Pre-task questions
Using your common toolset, how diXcult is it to fulVl the above task?
very diXcult        not diXcult at all
Using your common toolset, how time-consuming is it to fulVl the above task?
very time-consuming        not time-consuming at all
Using your common toolset, how well supported with regards to technology
(tools, widgets etc.) do you feel?
very well supported        not well supported at all
Using your common toolset, how well supported with regards to awareness
do you feel?
very well supported        not well supported at all
Using your common toolset, how user-friendly is it to work on the above task?
very user-friendly        not user-friendly at all
Using your common toolset, how eUectively are you in fulVlling the above task?
very eUectively        not eUectively at all
Post-task questions
Using AWESOME, how diXcult is it to fulVl the above task?
very diXcult        not diXcult at all
Using AWESOME, how time-consuming is it to fulVl the above task?
very time-consuming        not time-consuming at all
Using AWESOME, how well supported with regards to technology (tools, widgets
etc.) do you feel?
very well supported        not well supported at all
Using AWESOME, how well supported with regards to awareness do you feel?
very well supported        not well supported at all
Using AWESOME, how user-friendly is it to work on the above task?
very user-friendly        not user-friendly at all
Using AWESOME, how eUectively are you in fulVlling the above task?
very eUectively        not eUectively at all
DCO -OP ERAT ION AND AWAREN ES S I S SU E S I N RE SEARCH
NETWORKS
It is such a major problem in our project that we are now
so many people with so many diUerent work packages
that no one really knows who is working where and
whom I should ask if I have a problem?
— Interview partner 16
In Chapter 3 and Chapter 6 we described the interview study with 42 researchers
from diUerent countries and research domains that had the goal of approaching a
holistic understanding of awareness in the context of Research Networks. We have
been able to derive a succinct description of awareness in this context, six forms and
Vve aspects of awareness. Moreover, we could derive the Layer Model of Aware-
ness in Research Networks (all in Chapter 3). Based on the preliminary analysis
of the interview data, we developed a paper prototype of an awareness dashboard
to support researchers’ awareness and evaluated it with users from the application
domain (Chapter 6). Finally, our scientiVc recommender system ginkgo (Chapter 7)
addresses many of the awareness and co-operation issues in the context of scientiVc
events that the interviewees outlined.
In this section we provide insight to co-operation problems and awareness issues
that have been expressed by the interviewees (see Figure 48 for an overview of the
14 identiVed categories identiVed using Mayring’s inductive category development
method). They are not yet processed in a dedicated scientiVc publication but we aim
to do so in the near future.
As described in Chapter 3, the coding of the transcribed interview data took place in
multiple iterations and was supported by the Atlas.ti (ScientiVc Software Develop-
ment GmbH, 2011) qualitative data analysis software. In the following sections we
will quote from the interview transcripts. A 3-tupel, denoting the primary document
number in the hermeneutic unit of Atlas.ti, the code number within the document
and the line numbers for the precise reference, will follow each quotation. Where
needed, the authors translated quotes from German into English. For another review
of the mentioned co-operation and awareness issues in Research Networks also see
Mletzko (2012). The following categories are presented in descending order of the
number of occurrences in the coded data.
Co-operation problems
The problem of version control and merging of artifacts was named by many re-
searchers. They outline that “often you don’t know what is the last version” (P27, 55,
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1 
•  Co-operation problems 
2 
•  Communication problems 
3 
•  Diﬀerences in personality 
4 
•  Deﬁciencies of tools 
5 
•  Management problems 
6 
•  Distance between project partners 
7 
•  Context of a researcher 
8 
•  Timing issues    
9 
•  Content-related issues 
10 
•  Interdisciplinary problems 
11 
•  Awareness problems in the conventional meaning 
12 




•  Role allocation 
Figure 48: Overview of the identiVed categories of co-operation and awareness issues in the
context of Research Networks
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ll.528-529) as well as “multiple versions [of the same artefact] that is worked on by
diUerent persons, which creates missing awareness” (P19, 8, ll. 392-395). Another prob-
lem mentioned by the interviewees is missing awareness of what the current state
of work is. One researcher clearly said that he “think[s] the other very big problem is
[that] you don’t know what is the progress of the other partner” (P27, 26, ll. 532-534).
Moreover, the question “what is the state of aUairs? When are the tasks done? At what
point can you meet to make further agreements?” (P12, 8, ll. 425-428) and more similar
mentions indicate that the missing awareness of the current state of (collaborative)
work is hindering eUective co-operation in Research Networks. Meeting deadlines –
especially in the context of paper or proposal writing – has been mentioned in sev-
eral cases. Moreover, the interviewees told that often co-operation problems spring
up because the right information is not available in time. In some cases, projects
may even fail “because something was not communicated or was communicated too
late” (P11, 13, ll. 1104-1106).
Missing awareness of the involvement of partners in other projects can lead to a
miscalculation of the expected progress in a common research project. Furthermore,
the agreement on a common toolset for collaboration and thus “agreeing on tech-
nical standards” (P27, 14, ll. 381-382) is an essential prerequisite for collaborative
work. If this aspect has not been clariVed problems of communication likely will
arise. Several interviewees mentioned that merging contributions to a joint paper
from diUerent research disciplines is a challenging task because of their diUerent
ways of thinking (e.g. P23, 6, ll. 328-336). This is further impaired by the fact that
the brainstorming phase in collaborative authoring process is not well-supported by
existing tools (e.g.. P4, 21, ll. 521-526).
Communication problems
Communication via email was identiVed as leading to communication problems by
various interviewees. This is emphasized by statements like “Sometimes you need
to make a talk of Vve minutes that ends up in a chain of mails of two or three days.
And that takes a lot of time, something that could have been solved in Vve minutes
of conversation. So that’s another issue” (P27, 7, ll. 293-297) and “I don’t think that
[email] is a very eUective tools for collaboration. I think we are not sure if the other
people receive the message. We don’t really know if they have read it. We don’t really
know if they have acted upon the message, so that’s a limitation of email. But I have
to recognize that it is the only tool that we can trust on because it is integrated in the
workWow of all the people” (P27, 17, ll. 414-421).
Sparse communication has been mentioned as a signiVcant blocker of eUective co-
operation in distributed Research Networks: “Another problem that we have in a
recent project is about communication. In distributed networks sometimes the meetings
are ok, but I think we need something to keep in touch more frequently” (P27, 6, ll. 286-
289). Another interviewee said: “one of the major problems in the last project was that
there has simply been too little general communication” (P10, 5, ll. 279-281). Further,
the interviewees explained that contingent on the distributed nature of researchers,
communication across diUerent time zones leads to a “nuisance to say the least, the
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dialogue is interrupted and discontinuous and we wind up talking at times that are too
early in the morning for me, or too late in the evening for them” (P8, 3, ll. 278-281).
Two researchers mentioned that too focused and demanding communication can
lead to serious problems, if cooperative parts are neglected: “it’s very important to
go out and have a meal, have a drink with people and talk about things in ways that
aren’t focused on a speciVc task” (P8, 7, ll. 297-299).
DiUerences in personality
Many co-operation problems Vnd their roots in diUerent personalities. For example,
many persons fail to deliver their results on time or do not accomplish their tasks at
all. The interviewees expressed this in obvious statements like “People say they will
do that for you. People never ever turn the data on time” (P15, 4, ll. 272-273) and “One
of the things that happens sometimes, it’s not really a problem, probably an issue, is the
fact that some people do, they seem to then get stuck in this idea of being busy. And
then don’t contribute to the tasks when they’re expected to, or don’t start the projects
when they’re expected to. And that can become quite an issue, if you’re initiating a
project and you’re counting on them, and they have kind of compromised” (P6, 3, ll.
501-508).
Another problem that has been reported by the interviewees is missing “awareness of
how people are doing things” (P1, 13, ll. 486-487). One researcher even explained that
many researchers would prefer a collaboration with a known partner over one with
a new person: “They will always work with the same people again. They know exactly
how they work. And they prefer dealing with people with whom they know what they
get as with people who are completely new to them” (P11, 11, ll. 918-922).
Cultural diUerences and barriers have been named as possible issues for several rea-
sons. For one thing, “there are always some people who will not engage in collaboration
in the same way, because [...] they just don’t know how to do things. They just don’t
collaborate as others, it’s not part of their culture, so that can actually be an issue.” (P6,
4, ll. 511-516). For another thing, an interview partner mentioned that “in the south-
ern countries, [...] it’s just simply that in the summer holidays in general, the activities
are relatively low. Caused simply by the temperature” (P19, 5, ll. 251-254).
”Uneven experiences of using technology for collaboration” (P1, 6, ll. 330-331) together
with uneven levels of knowledge and diUerences in personal communication skills
may cause problems or at least restrictions concerning the tools that can be used
for collaborative tasks. Sometimes people are rattening collaborative work by their
decision to not use certain tools: “a rather senior employee of another research or-
ganization has then refused to use Google Wave for privacy reasons. With him it was
very pronounced, he has also denied using Doodle, where we still found some way to
circumvent, but then that sabotaged everything and made it relatively diXcult” (P20, 4,
ll. 183-189).
Awareness of how other people are understanding things is very helpful in collab-
orative settings. However, if this awareness is missing it can cause problems since
“collaboration is by no means perfect. What people mean and understand by diUerent
appendix d : co-operation and awareness issues in research networks 255
things, being aware of people, how people are understanding things. It’s by no means
simple.” (P1, 14, ll. 487-490).
Finally, not all people are indeed interested in what happens around them. The
missing interest in what others are doing can lead to co-operation issues and is
certainly considered as a special kind of awareness issue.
DeVciencies of tools
Numerous co-operation problems mentioned by the interviewees can be traced back
to deVciencies of the tools available for researchers. As many collaborative activities
deal with the joining of several artifacts, proprietary formats and requested target
formats are often hindering the collaborative work (e.g. P3, 15, ll. 462-468). At a more
general level, deVciencies of tools have been reported by several interview partners.
For example, they outline “all the tools I’ve got at the moment tend to do one thing or
another thing, but don’t do the things together’’ (P1, 33, ll. 614-617) and underline that
“by no means is, whilst the communication tools are very good today, they are by no
means perfect, and there are constant gaps and constant problems.” (P1, 20, ll. 495-498).
Especially focusing on the collaborative creation of scientiVc publications, many
interview partners criticized that “Google Docs has many problems, Word’s change
tracking and tracing has some problems. Working with LATEX and SVN has some quirks.
So there is no ideal technical solution” (P26, 11, ll. 505-508).
Media disruptions hinder co-operative activities as “it’s very hard to switch between
environments because if I want to go and do a Flashmeeting then I have to go to the
Flashmeeting platform. If I want to chat, again I have to use a chat platform. If I want
to write an email, then I have to go to my private email. If I want to search for papers
again to a diUerent platform, so it’s kind of I think the distribution of platforms. It’s
very hard’’ (P21, 8, ll. 418-425). Moreover, another researcher explicitly refers to the
problem of media disruptions induced by the wide variety of tools in place: “What is
certainly a problem at the moment, are these diUerent [communication] channels and
to bring them together. So on the one hand you have your email communication, then
trying to make wiki in order to see what happens there. Then you have those Twitter
channels and then there is Facebook, for example. People change their status there,
others do it in LinkedIn. Then there are blogs. Some people manage their publications
on dedicated pages like Mendeley or CiteULike and others have their own publication
pages. Then there is, I don’t know, Slideshare, where they put presentations ... That
means I have a bazillion channels that I actually have to monitor if I really want to
realize all that casually” (P34, 22, ll. 821-836).
Moreover, interface problems are reported referring to diUerent contexts a person
can be in. The use of diUerent devices gives rise to the question whether all data is
synchronized between those devices and whether the data is accessible or not. Aside
from email, most of the tools are not (well) integrated in the workWow and some of
them suUer from usability issues.
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Management problems
Missing documentation and transparency of decisions made in the past is a typical
example of management problems that has been mentioned by the interviewees.
Moreover, they report that missing awareness of decisions made by a selected circle
of people can seriously hinder the co-operation (e.g. P2, 40, ll. 567-569).
Beyond that, accessibility problems that can be traced back to managerial issues
have been reported both in physical and virtual space: “One problem I have is access.
The way our University is built, it has Vve separate campuses and for each individual
campus you need to have a license to work. It takes month for every time you want to
start a new experiment which involves working with other people.” (P15, 2, ll. 266-271)
and “I also have no access to the full publications of the project” (P30, 11, ll. 724-725)
The creation of mutual trust is a task often not taken serious enough by project
management (see also Rusman (2011)), leading to severe issues between the single
project partners. Moreover, the interviewees expressed that the tendency of project
managers to do more in less time and with less money is hindering eUective work.
A lack of clarity, openness and transparency also has been named an issue together
with missing awareness of interesting upcoming events.
Distance between project partners
The lack of face-to-face contact has been mentioned very often as a source for co-
operation problems in distributed Research Networks. Face-to-face meetings are
important for several reasons: “The issue of negotiating those shared meanings, can be
diXcult. Especially in the absence of prolonged face-to-face contact where you would
do that naturally over a period of time, is far more tricky in sporadic and episodic
communication instances, which is the way we tend to work in distributed communities
today.” (P1, 11, ll. 356-361). Moreover, and “amazingly, then sometimes you need those
face-to-face meetings where you actually sit together and in that moment, then the
work and the cooperation has the highest priority” (P4, 5, ll. 313-318). Beyond that, the
interview partners feel restricted when having to cooperate remotely: “now, when
you don’t have the ability to easily meet physically, then remote collaboration makes
things harder. Because then you would like to draw something or so. Yes, that’s indeed
already possible with the virtual stuU, but somehow always a bit of a crutch” (P34, 18,
ll. 596-602).
As mentioned before, the distance in time and place between project partners and
by association the diUerent time zones they are in, lead to interrupted and discontin-
uous communication, which makes it diXcult to organize meetings spontaneously.
This has been mentioned in the following statement: “now when I work with six peo-
ple from four diUerent countries, then I already have the problem with the time zones.
Or that not everybody is available now, if I want to discuss something” (P16, 12, ll. 571-
575). This can be partly regarded as one reason for the problem that sometimes only
a fraction of all required people takes part in meetings.
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Context of a researcher
If the re-establishment of face-to-face situations, like aimed at in CSCW research, is
also desirable in Research Networks, an understanding of the context of the inter-
action partners is important. Missing information of a context of a person can lead
to ambiguities or misjudgments. Moreover, as researchers are usually not only in-
volved in one project at a time “sometimes you try to get some people to do something
when they are overworked and may be you are not doing something when they have
time available” (P27, 5, ll. 282-286). The problem of to less time to work on certain
topics has been named frequently by our interview partners: “the time pressure un-
der which we all are is rather harmful to the discussion, but probably that’s often like
this. You just not have the time available that you actually would need to penetrate the
topic and its complexity somewhat deeper” (P2, 24, ll. 450-455).
Furthermore, they implicitly refer to the war for attention (Goldhaber, 1997; Gold-
stein, 2006) that many knowledge workers face by stating that with “the overload
being in several projects, it takes you something to be responsive” (P29, 3, ll. 104-106)
and “the planning is complicated because people who work in these projects are often
not only working for this project. Rather, they have a second project, a third project,
or do teaching or whatever. So they only have a speciVc time quota available” (P2, 24,
ll. 450-455). Two other factors that impinge on the context of a person are 1) the
physical institutional context together with the “state of being organized within the
institution” (P41, 7, ll. 623-625) and 2) the scientiVc community a person is work-
ing in: “awareness of the contexts in which each of us is working and that context is
diUerent points in itself. I mean, the physical institutional context, the restraints, the
partnerships which each other has, the community each others is working with” (P1, 19,
ll. 490-494)
Originating from diUerent domains, researchers are used to methods that are estab-
lished in their respective Veld of research. Then, entering new communities often
leads to the problem of Vnding, understanding and applying the methods that are
accepted and should be used in the new community. One example is the fact that
diUerent communities have diUerent processes regarding the publication of papers.
Timing issues
The coordination to meet a deadline in the process of co-authoring has already been
mentioned as a co-operation problem (see Page 253), but it is also a timing issue.
The same applies to the problem of people not contributing to a task when they are
expected to as the completion of artifacts on time is threatened.
“How to make the most eUective use of the time you have? ” refers to the task of
work planning that is essential in knowledge work. One interviewee reported that
“it is not time per se that is the problem. It is how you make the most eXcient and
eUective use of the time you have” (P37, 24, ll. 617-619). Moreover, the interviewee
points out that often problems that “seemed to be problems of a lack of time are
[in fact] problems of lack of eUectiveness of the procedures and eXciency of the
procedures that you use in your research” (P37, 28, ll. 649-652).
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This calls for the advancement of procedures and the introduction of applications
that better support researchers’ work and makes them more eUective. In this thesis
we could show that applications tailored to the needs of researchers indeed signiV-
cantly increase the perceived performance on given tasks (Chapter 6). With ginkgo
(Chapter 7) we designed and developed an application that aims at making the orga-
nization and participation in scientiVc events more eXcient.
Finally, an additional problem in terms of timing is the missing awareness of upcom-
ing deadlines that often leads to missed deadlines and lost opportunities.
Content-related issues
The most frequently reported problem in this category is the missing awareness of
what other researchers in the same Veld are doing. DiUerent interviewees pointed
out that often “you hear about work other people are doing and you think ’how come I
did not know about this two years ago?’ I should have looked at this two years ago. That
could have saved me some time or at least I would have been able to contrast it. Now we
have sort of done the same thing but not really exactly the same way and so, you know,
sometimes you feel like you are bit late” (P9, 7, ll. 459-465). Similarly, statements like
“I don’t know if somebody else is doing this. I don’t know if anyone has information that
I could use. I don’t know if somebody else could use the data that I have collected” (P27,
19, ll. 484-487) and “I am not that aware of what you guys have been doing there, apart
from things that I hear, read and there. But I have not a complete picture of who is
working on what basically. And that is actually limiting what I could do in my research
or limiting what others could get from my research. Because I’m collecting data that I
don’t know has already been collected. I’m collecting one way, and you are collecting in
other ways” (P27, 21, ll. 494-501) underline this issue.
The above quotes already advert to the missing awareness of interesting artifacts
that was moreover formulated like in the following quote: “and the moment I started
reading, I realized that this was spot on, that really it would have, you know, I wished
that I would have read that, say, a couple of months ago, or a year ago, when it was
published, because it contained a couple of very useful insights about things that I’d
been struggling with in the proposal. Now, how do you do that? How come I missed
that? ” (P37, 8, ll. 238-245). This problem has also been reported as a lack of
knowledge about relevant information sources.
On top of that, the interviewees reported that often they feel that they may have
missed fundamental research as a result of lacking awareness of single references
and the absence of common reference sets in a research domain. On a more personal
level, missing awareness of the areas of expertise of institutions or single persons
can hinder co-operative work as own expectations of the competencies of the other
might be wrong.
Moreover, we learned that – in addition to the missing awareness of what other
researchers in the same domain are doing – our interview partners suUer from a lack
of awareness of what is done in other projects. This is not an awareness problem
alone, it is also a hindrance for co-operation opportunities.
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Another researcher explained that the dynamic nature of research requires regular
adaption of the applied Vlters: “Vrst of all, because I think there are just too many
people to follow, so you have to select, but also, because the selection that you make at a
particular point of time turns out to be irrelevant, let’s say, a year later, or not irrelevant,
but not exactly right anymore, because people that you thought were interesting, in
retrospect, given the new situation, are not that interesting anymore, and others whom
you ignored now, all of a sudden, turn out to be interesting. This is the dynamic of
research” (P37, 11, ll. 268-277).
Interdisciplinary problems
Research projects are typically composed of an interdisciplinary team of persons and
institutions with dedicated tasks, goals and requirements. While this setup is a major
strength of many research projects, it is also the cradle of many co-operation and
awareness issues. “One of the main problems is Vrst to, you know, align the objectives
of everyone, so it’s always a bit challenging, and before aligning you have to understand,
what are really the objectives of each partner, and then you can try to, to bring all of
them in the same direction” (P13, 5, ll. 157-162). In addition to the impression that
“everybody likes their research the best” (P15, 7, ll. 279-280), the interviewees reported
that diUerent research objectives and the individual goals of one discipline might
lead to co-operation problems: “but this is perhaps also because of the topic and the
conWict of interest. Each one has its own area of research that indeed Vts this theme
but each one tries to impose his very own ideas” (P25, 10, ll. 345-349). This is further
backed by the quote: “I’m working with other seven universities. I think the main
problem is, and it is an interdisciplinary project so I think it’s diUerent point of views”
(P21, 3, ll. 205-208).
Beside the above issues, the interview partners also outline the advances of interdis-
ciplinary research as it might prevent from “having the same problems as others have
had” (P28, 6, ll. 391-392)
Awareness problems in the conventional meaning
Some of the problems that have been mentioned by the interview partners are in
registry with awareness issues that CSCW research tries to solve. Most prominently,
the researchers asked for support in Vnding out if someone is available to talk, what
her current whereabouts are, which technology could be used for getting in touch.
Beyond that, missing awareness of what everyone is doing in a joint project was
reported frequently and is expressed in: “it is such a major problem in our project
that we are now so many people with so many diUerent work packages that no one
really knows who is working where and whom I should ask if I have a problem? ” (P16,
7, ll. 516-520).
Moreover, the interviewees reported that often the lack of understanding of the big
picture of the project leads to co-operation problems: “Especially in the beginning,
when you come into the project, there are the questions of ’What is the structure?’,
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’Who is involved?’, ’What is the background of the people?’ and again ’What theory is
applied in the project?’ This would not result from reading the project proposal, where
you have hundreds of pages of ’blah blah blah’ and what you are going to do in the
coming years. There they present a certain theoretical framework that will come into
existence within the Vrst one, two, maybe three years. But that’s not the overview that
you actually need when you are new to the project and need to know ’Who are the
relevant stakeholders?’, ’What about the theory?’, ’What are the artifacts?’ ” (P30, 19,
ll. 936-949).
Common understanding, scope, meaning and vocabulary
The interviewees stressed the fact that when failing to negotiate a shared under-
standing and to develop a common ground within a project, co-operation problems
are hard-wired and might even lead to the discontinuation of a project. Even though
the negotiation of shared vocabularies, terms and understanding is a challenging
and time-consuming task, it is inevitable to go through the process in order to en-
sure eUective collaboration. The interview partners describe this fact as: “one is the
problem of the way we use terms for, and, and what they mean. I sometimes have these
experiences where, let’s say, you and I are, have this one hour of conversation about
awareness and I think that nothing what you may, what you said, not a lot of what you
say makes a lot of sense and you think the same about me. And, only after an hour
we realize actually, you know, what I mean by awareness is very diUerent from what
you may mean by awareness” (P9, 12, ll. 280-288). Another researcher explained that
distributed Research Networks even struggle more with this task: “So it’s negotiat-
ing shared vocabularies and meanings between people. And even if you are working in
that same area, especially if you’re working on distributed communities, at a transna-
tional level, and to an extent the national level. The issue of negotiating those shared
meanings, can be diXcult. Especially in the absence of prolonged face-to-face contact
where you would do that naturally over a period of time, is far more tricky in sporadic
and episodic communication instances, which is the way we tend to work in distributed
communities today” (P1, 35, ll. 351-361).
Beside the development of a common understanding of terms and the agreement on
a shared vocabulary, a shared understanding of the scope and direction of a project
has to be achieved: “I think the process of arriving at a shared understanding of the
scope, meaning, and direction of what we want to say can be far harder than a dis-
tributed context, especially if you haven’t worked closely with those people before. So
I guess for me, one of the big issues is how well you know you someone, how close the
time you’ve worked with them, how well you understand their ideas” (P1, 25, ll. 519-526).
This is further explained by “the basis for this is that all have a similar understanding
of the project, in its objectives and where you want to go roughly. On a more detailed
level that also means to know, for example, in this particular case, what exactly should
the software be capable of. Because it is this great vision of the project versus what is
then really developed. Often, those are two very diUerent things. [...] This is where it
gets relatively diXcult from a coordinative point of view to specify certain things or to
discuss them cooperatively. Even more so, if the information available is diUerent for the
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partners and they have so diUerent knowledge or perceive things diUerently. [...] This is
deVnitely a big challenge from the coordinators’ point of view” (P2, 22, ll. 431-448).
Moreover, the interviewees stressed that a common understanding of the results
of a meeting are also necessary for working co-operation: “You have to make sure
that everyone agrees on the results or the action items that were extracted from the
meeting. And this probably is a very good solution, a good indication of the problem that
although you have the meeting either in personal or in this way through the Internet,
Flashmeetings or the telephone. You have to make sure at the end that everyone got the
same meaning out of the meeting. So that is a common problem that I see there and I
think that is it” (P22, 9, ll. 229-237).
The problem described above is also relevant in the process of co-authoring scientiVc
documents: “when we are collaborating, we have diUerent points of views and it’s kind
of hard to agree. It’s very hard to agree when you have several people that you have to
discuss with on a speciVc topic and everyone is coming from a diUerent discipline or a
diUerent point of view. So it’s very hard to agree” (P21, 4, ll. 208-213).
Quality issues
According to the interview data, insuXcient quality of a contribution by a project
partner can lead to co-operation problems. While quality management seems to be
easily implementable in economy, there are indicators for the lack of similar qual-
ity controls within interdisciplinary research projects: “A very big problem that we
unfortunately hardly can avoid is when contributions of very poor quality are made by
partners. Sometimes, it is very diXcult to explain the issues to the respective partner
and it is doubtful if he is willing to invest time again. That means that it is much
harder to implement a certain quality management in research communities as it is
with contractual obligations within an organization. There, I can also say ’this is shit
what you have done’. But in research communities where this personal contact, trust
and this link back to the personal competence is much, much inferior this can hardly be
implemented” (P35, 4, ll. 367-380).
Role allocation
Beyond the above, the interview partners pointed out that unclarity regarding the
allocation of roles in a project can be a reason for possible co-operation problems.
Missing awareness of the single roles, duties and expectations can lead to confusion
as it is not necessarily obvious, who is working on what, and what the motivation
for their actions is.
The above issue often materializes in the context of co-authoring publications with a
large number of co-authors: “The individual author did not know why another author
was on the list of authors. What is he to bring in? Where will he bring it in? And how
this would link to his own part.” (P30, 24, ll. 1058-1061). Additionally, missing aware-
ness of responsibilities and competences has been named as potential hinderance of
eUective co-operation (e.g. P40, 3, ll. 357-361).

SUMMARY
Awareness support for knowledge workers with a special focus on researchers as
knowledge workers has been the main focus of this thesis. The aim of this thesis
was to gain a better understanding of the notion of awareness in interconnected
networks of researchers (so-called Research Networks). Researchers were seen as a
special case of knowledge workers. Also, we aimed at broadening the rather limited
understanding of awareness that derives from CSCW research. The central research
question, as expressed in Chapter 1, was
How can we best support knowledge workers’ awareness in Research Net-
works?
As knowledge work has become the main driver for progress in science and society,
it has become increasingly important to support so-called knowledge workers in car-
rying out their work more eUectively. According to recent studies, more than 70%
of the global workforce is working in jobs that comprise large parts of knowledge
intense tasks (Brinkley et al., 2009). This shift from a society mainly shaped by man-
ual work and muscle power to a society characterized by non-manual and cognitive
work was Vrst identiVed by Peter Drucker in the late 1950s. Longitudinal empirical
data also suggests that an increasing amount of the knowledge needed to carry out
the tasks that the knowledge society demands is no longer stored in our minds (Kel-
ley, 2006). Today’s knowledge society is a heavily networked one, in which nearly
anybody can acquire expertise in almost any topic and in which continuous learning
has become a necessity. Knowledge workers need to constantly update themselves
with the latest (scientiVc) Vndings in order to stay up-to-date. To that end, they
engage in formal and informal learning activities and connect to peers. Knowledge
workers are valuable assets because of their creativity, talent and intelligence as well
as for their problem solving capabilities. Further supported by the recent Web 2.0
movement, knowledge workers are easily participating in collective knowledge cre-
ation and are networking with like-minded peers in professional networks.
To investigate the central research question we combined a theoretical with a prac-
tical research approach that was supported by the development and empirical tests
(or testing) of several software prototypes.
Theoretical foundations
The theoretical foundations are structured in three main themes: T.1 Research as
archetype of knowledge work, T.2 Artefact-Actor-Networks to investigate Research Net-
works, and T.3Modeling the organization of scientiVc events. In the following sections
we shortly summarize the main outcomes of each of these themes.
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T.1 — Research as archetype of knowledge work
In this thesis we considered researchers as role models of knowledge workers as
they perfectly exemplify those pushing the boundaries of the known and feasible
(see Chapter 1). Researchers have to be highly skilled in at least one area and typ-
ically have more than one career. Researchers apply well-known methods to new
problems as they arise and thus actively create new knowledge by acquiring, mixing
and sharing their research Vndings with their peers. Researchers have to be good
communicators as well as excellent networkers; they need to constantly monitor
their Personal Research Network for new and noteworthy ideas and results to be
up-to-date with their fellow researchers. Moreover, researchers are considered pro-
fessional lifelong learners with individual and institutional goals. In this thesis we
name the professional Learning Networks of scholars Research Networks.
T.2 — Artefact-Actor-Networks to investigate Research Networks
The analyses of diUerent Research Networks in Chapter 4 and 5 have been based on
the theoretical model of Artefact-Actor-Networks that we Vrst introduced in Rein-
hardt et al. (2009b). Artefact-Actor-Networks are semantically interlinking social
networks (actor-centered) with networks of artifacts. Examples of such artifact net-
works can be either explicit, as with the blogosphere and articles on Wikipedia, or
implicit, as in the case of documents that are related because they are written by the
same authors. In Chapter 4, we have used Artefact-Actor-Networks for modeling,
storing and analyzing incipient Research Networks that were formed through the
common usage of social media. In Chapter 5 we used the model to analyze a more
mature Research Network that formed through the publication of scientiVc articles
in a conference series. Our analyses showed that the Artefact-Actor-Network ap-
proach – thanks to its ontological foundation – is capable of reproducing almost any
connection between actors and artifacts that can be found in the real world.
T.3 — Modeling the organization of scientiVc events
In Chapter 7 we introduced ginkgo as a novel approach to the organization of and
participation in scientiVc events. We analyzed tasks, steps, phases and roles involved
in those processes and could derive a taxonomy of roles of people typically tangled
in the management of scientiVc events. Moreover, we presented a generalized model
of the phases in managing scientiVc events (see Figure 49).
Empirical Vndings
In this thesis we found Vve empirical Vndings (E.1 – E.5) that support the three the-
oretical foundations, namely: E.1 IdentiVcation of knowledge worker roles and knowl-
edge actions, E.2 A comprehensive understanding of the term awareness in Research
Networks, E.3 IdentiVcation of six forms and Vve aspects of awareness in Research Net-
works, E.4 A layered model of awareness in Research Networks, and E.5 A widget-based
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Figure 49: SimpliVed model of the phases in managing scientiVc events
interface to support awareness and eUective task execution. In the following sections
we shortly summarize the main Vndings of each of these Vve empirical Vndings.
E.1 — IdentiVcation of knowledge worker roles and knowledge actions
In Chapter 2 a review of the extant literature on the deVnition of knowledge work ac-
tions was presented. Furthermore, the existing classiVcations of roles of knowledge
workers was evaluated and extended with additional literature and empirical Vnd-
ings on the deVnition of a typology of knowledge worker roles. The 10 knowledge
worker roles and 13 knowledge actions that have been identiVed and empirically
tested are shown in Table 28.
E.2 — A comprehensive understanding of the term awareness in Research Networks
The term awareness is often used in the context of CSCW research and is frequently
used to describe endeavors to re-establishing face-to-face situations using software
applications. As no understanding of the term existed in the context of networked
learning and networks of researchers, we conducted semi-structured interviews with
42 researchers to arrive at a comprehensive understanding of the broadness of the
term. The interviewees had extensive knowledge of cooperation in networked com-
munities and the awareness issues it raises. From the analysis of the interview data
we were able to derive a succinct description of the broadness of awareness in Re-
search Networks (also see Section 3.3):
Awareness in the context of Research Networks is an understanding of one’s
own work and that of others in a given research domain. It bears on many
diUerent objects and supports the perception of how one is connected to
others, what they are doing and how those activities shape the Research
Network as a whole. Awareness in Research Networks involves multiple
forms and aspects and is dependent on the physical location and strength of
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Table 28: Knowledge worker roles and knowledge actions as identiVed in this thesis
Knowledge worker roles Knowledge actions
1. Controller 1. Acquisition
2. Helper 2. Analyze
3. Learner 3. Authoring
4. Linker 4. Co-authoring
5. Networker 5. Dissemination
6. Organizer 6. Expert search
7. Retriever 7. Feedback
8. Sharer 8. Information organization
9. Solver 9. Information search




relational ties of objects in the individual awareness space. Generally, the
overall awareness of objects declines gradually the farther an object is away
from someone’s current working focus and personal interest. Awareness is
an enabler of social interactions, provides a framework for collaborative
activities and may positively inWuence information sharing.
E.3 — IdentiVcation of six forms and Vve aspects of awareness in Research Networks
Grounded in the interview study described above, we were able to identify six forms
and Vve aspects of awareness in the context of Research Networks (see Section 3.2
and Table 29). While forms describe generic areas of awareness, aspects focus on
speciVc awareness characteristics relevant for the awareness of diUerent objects.
Table 29: DiUerent forms and aspects of awareness as identiVed in this thesis
Six forms of awareness Five aspects of awareness
1. Activity awareness 1. Technological aspect
2. Cultural awareness 2. Relationship aspect
3. Social awareness 3. Content aspect
4. Workplace awareness 4. Personal aspect
5. Location awareness 5. Contextual aspect
6. Knowledge awareness
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E.4 — A layered model of awareness in Research Networks
As well grounded in the awareness study described previously, we were able to de-
rive a general model of awareness in Research Networks (Section 3.3). The Layer
Model of Awareness in Research Networks (Figure 50) can be used as generic refer-
ence point for diUerent layers of awareness that exist in connected research work.
The interviewees identiVed Vve consecutive layers of awareness that impact on the
overall awareness of objects in the respective layer: 1) self-awareness, 2) awareness
of current projects, 3) awareness of the local research organization, 4) awareness of
the personal research network, and 5) awareness of a particular research domain.
The remainder of the research world surrounds the Vve layers. The Layer Model of
Awareness in Research Networks reWects the struggle for attention that researchers
are exposed to. Since attention is a good in very short supply, they will only give
attention to those objects in their surrounding, that they have stronger personal ties






























Figure 50: The Layer Model of Awareness in Research Networks
E.5 — A widget-based interface to support awareness and eUective task execution
In Chapter 6 we introduced AWESOME, a widget-based dashboard with special fo-
cus on awareness support in Research Networks. AWESOME was designed based
on the results of the above introduced awareness interview study and tailored to
typical tasks of researchers. We compared existing scholarly toolsets with paper pro-
totypes of AWESOME. The evaluation with 15 researchers from the target audience
showed that AWESOME performed better on all tested items than the respective
toolsets that the researchers were familiar with. AWESOME was easier to use, less
time-consuming, more user-friendly, and more supportive with regard to technol-
ogy and awareness. Beyond that, AWESOME helped researchers to carry out their
tasks more eUectively. The users especially perceived the widget-based approach
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of AWESOME as very supportive since it reduced media disruptions and avoided
unnecessary complex tool shifts.
Software engineering artifacts
Next to the theoretical foundations and the empirical Vndings, we evaluated the ad-
vanced awareness support in Research Networks in several technical artifacts. The
technical artifacts demonstrated practical possibilities but also limitations of the the-
oretical and empirical Vndings for real world scenarios. The software engineering
artifacts helped to sharpen the requirements for future research and development ac-
tivities for awareness support in Research Networks. In the framework of this thesis
we developed four technical artifacts (S.1 – S.4): S.1 A reference implementation for
Artefact-Actor-Networks, S.2 The SemSim algorithm for calculating semantic similar-
ity, S.3 A distributed computing approach for publication similarity calculations, S.4
Ginkgo – a novel approach to the management and participation in scientiVc events.
S.1 — A reference implementation for Artefact-Actor-Networks
After having introduced the model of Artefact-Actor-Networks and having argued
that they are supporting the modeling, storing and analysis of content, persons and
the respective relations in Research Networks, we needed to proof those claims in
empirical studies. In Chapter 4 we introduced the Vrst iteration of the AAN refer-
ence implementation that was continuously enhanced and whose second iteration
was presented in Chapter 5. In order to keep the AAN reference implementation
as generically usable as possible, we used ontology to specify semantic and hierar-
chic relations. This way, we aimed at supporting the layered analysis of data stored
in AANs. We used current technologies like OWL and RDFs to inherit classes and
relations from generic concepts to more concrete ones. The Java-based reference im-
plementation has proven very well suited for the analyses of text-based knowledge
artifacts stemming from diUerent Research Networks.
S.2 — The SemSim algorithm for calculating semantic similarity
As part of the design of the AAN approach, the SemSim algorithm for calculating
semantic similarities between textual artifacts has been designed and implemented
(see Chapter 4). The SemSim algorithm reduces the dimensionality of vector spaces
by only considering keywords and named entities that external semantic analyzers
have provided for a respective artifact. In our studies in Chapter 4 and 5 we used
OpenCalais (Reuters, 2009) and AlchemyAPI (Orchestr8 LLC, 2009) as such external
analyzers and used the relevancies that they returned as further input for the calcu-
lation of similarity. Therefore, we had to normalize the relevancies and considered
only joint concepts between two artifacts for the calculation. In spite of the promis-
ing results stemming from the application of the SemSim algorithm in the studies
presented in Chapter 4 and 5, an in-depth analysis on a benchmarking data set still
is recommended.
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S.3 — A distributed computing approach for publication similarity calculations
In Chapter 5 we analyzed the papers that have been published in the EC-TEL con-
ference series between 2006 and 2010. We used an extended version of the above
AAN reference implementation to store the semantic relations between authors,
events and publications. For the calculation of text similarities between the publi-
cations, we used a multi-layered approach. First, we clustered the publications using
a complete-link agglomerative clustering algorithm. Moreover, we calculated addi-
tional measures of textual similarity using a distributed computing approach based
on Apache Hadoop (The Apache Software Foundation, 2011a) and Apache Mahout
(The Apache Software Foundation, 2011b). We calculated the cosine similarity of the
document vectors in diUerent vector space models that were created using diUerent
term weighting schemes. The architecture as represented in Chapter 5 enabled us to
spot peculiarities in the analyzed data and furthermore helped us raising awareness
of the need to (semi-)automatically inspect paper proposals as a standard feature in
the organization of scientiVc events. The described architecture will prospectively
be used to further research on the topic of similarity thresholds and scientiVc recom-
mender systems.
S.4 — Ginkgo – a novel approach to the management and participation in scientiVc
events
In Chapter 7 we presented ginkgo as a technical artifact that took into consideration
the Vndings of the Vrst studies and theoretical advances. Ginkgo integrates clas-
sic features of Conference Management Systems with those from well-known social
media applications. While Conference Management Systems have substantially sim-
pliVed the management of scientiVc meetings, their contributions and reviews, the
social interactions between organizers and participants are typically taking place
outside of the CMSs. As a result, a rich source of information is ceded to social
networking applications and email that could have been used for awareness sup-
port and a higher quality of service for all stakeholders. Ginkgo tackles those issues
and provides an integrated solution for all parties involved in the organization and
participation in scientiVc events and serves as a platform that supports researchers’
awareness through the analysis and presentation of multiple data sources. More-
over, we presented initial ideas for future scientiVc recommender systems based on
the ginkgo platform in Chapter 7, which have been further illustrated in Section
8.5.2.
Practical implications
The presented three theoretical and Vve empirical results together with the four
introduced software engineering artifacts will have implications for several domains.
Most prominently, it will impact on research, software design and awareness support
in Research Networks. Additionally, we foresee implications for all organizations
dealing with knowledge work, networked learning and collaboration.
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The results of this thesis will have implications in the future design of software ap-
plications as we could show that knowledge workers are carrying out their tasks
by performing certain knowledge actions and take on several roles in those tasks
(Chapter 2). Roles, tasks and actions of knowledge workers must not be regarded
as detached from the software applications that they use to accomplish their du-
ties. Rather, applications should reWect them in role-dependent interface designs and
action-dependent menus. We showed that software applications, which are tailored
to speciVc tasks and are considering the identiVed knowledge actions and roles are
perceived signiVcantly better by the users (Chapter 6). Moreover, we could show that
customizable interfaces – like widget-based applications – that are equipped with
role-optimized and action-supporting layouts are signiVcantly more user-friendly
and much more supportive with regard to awareness. We foresee that in the future
software applications will be increasingly optimized for the completion of dedicated
tasks and that widget-based mini-applications will Vnd their way into an expanding
number of business and research applications as well.
The increasing amount of data stemming from Open Data repositories as well as
from governmental and other data repositories that are accessible for analysis will
impact the design and implementation of software architectures. We will prospec-
tively see an increasing eUort in the design and development of scalable software
architectures, which are capable of eUectively handling very large data sets. Such
architectures will need to make use of cloud computing and other distributed com-
puting approaches. With the Semantic Web slowly becoming a reality, developers
will need to make use of linked data in their applications and will need to expose
their data in semantically annotated form.
Beyond that, this thesis will have implications on the future development of scien-
tiVc recommender systems. Based on our Vndings from Chapter 4, Chapter 5 and
Chapter 7, we have identiVed several areas for the design and development of future
scientiVc recommender systems. The list in Section 8.5.2 is far from complete and –
powered by the recent trends for Open Science and Science 2.0 – we will witness a
sharp acceleration in the adoption and progression of recommender systems in all
areas of scientiVc work. Those developments will partly aim at further raising aware-
ness of relevant objects in Research Networks and also aim to support knowledge
exchange and to foster stronger collaboration between researchers.
SAMENVAT T I NG
De kern van dit proefschrift was het bieden van gewaarwordingsondersteuning
(awareness support) aan kenniswerkers, in het bijzonder onderzoekers als speciVeke
categorie kenniswerkers. Het doel van dit proefschrift was een beter idee te krijgen
van het begrip gewaarwording (awareness) bij in netwerken met elkaar verbonden
onderzoekers (zogenaamde onderzoeksnetwerken). Eveneens wilden we de nogal
beperkte opvatting van gewaarwording zoals die stamt uit het CSCW-onderzoek,
verbreden. De centrale onderzoeksvraag, zoals verwoord in Hoofdstuk 1, was:
Hoe kunnen we gewaarwording van kenniswerkers in onderzoeksnetwerken
het best ondersteunen?
Omdat kenniswerken de belangrijkste drijvende kracht is geworden voor vooruit-
gang in wetenschap en de maatschappij, wordt het steeds belangrijker om ken-
niswerkers eUectief te ondersteunen bij het uitvoeren van hun werk. Volgens re-
cent onderzoek is meer dan 70% van de mondiale beroepsbevolking werkzaam in
beroepen die leunen op een groot aantal kennisintensieve taken (Brinkley et al.,
2009). Deze overgang van een maatschappij die voornamelijk gebouwd was op hand-
werk en spierkracht naar een samenleving die gekarakteriseerd wordt door niet-
manueel en cognitief werk, werd het eerste geïdentiVceerd door Peter Drucker aan
het einde van de vijftiger jaren. Longitudinaal empirisch onderzoek laat ook zien dat
een toenemende hoeveelheid van de kennis die nodig is om de taken uit te voeren die
de kennismaatschappij vraagt, niet langer in ons geheugen wordt opgeslagen (Kelley,
2006). In de hedendaagse kennismaatschappij, die bestaat uit sterke netwerken, kan
iedereen expertise verwerven op bijna elk gebied en is permanent leren noodzaak
geworden. Kenniswerkers moeten zichzelf voortdurend op de hoogte houden van de
laatste (wetenschappelijke) bevindingen om niet achterop te raken. Daartoe sluiten
zij zich aan bij formele en informele leeractiviteiten en leggen ze contacten met col-
lega’s. Kenniswerkers zijn van waarde vanwege hun creativiteit, talent en intelligen-
tie, alsook vanwege hun probleemoplossende vermogens. Gesteund door de recente
Web 2.0-beweging nemen kenniswerkers gemakkelijk deel aan processen van collec-
tieve kenniscreatie en netwerken zij met gelijkgestemde collega’s in professionele
netwerken.
Om de centrale onderzoeksvraag te beantwoorden combineerden we een theoretis-
che met een praktische onderzoeksbenadering, die verder ondersteund werd door
het ontwikkelen en empirisch testen van diverse software prototypes.
Theoretische grondslagen
De theoretische grondslagen zijn opgebouwd uit drie hoofdthema’s: T.1 Onderzoek
als archetypisch kenniswerk, T.2 Artefact-Actor-Netwerken om onderzoeksnetwerken
te onderzoeken en T.3 Het modelleren van de organisatie van wetenschappelijke bi-
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jeenkomsten. In de volgende paragrafen vatten we kort de voornaamste uitkomsten
van ieder van deze thema’s samen.
T.1 — Onderzoek als archetypisch kenniswerk
In dit proefschrift hebben we onderzoekers beschouwd als rolmodellen van ken-
niswerkers omdat ze perfecte voorbeelden zijn van mensen die de grenzen van
het bekende en het haalbare verleggen (zie Hoofdstuk 1). Onderzoekers moeten
zeer bedreven zijn op ten minste één gebied; het typeert hen, dat ze meer dan
één carrière hebben. Onderzoekers passen bekende methoden toe op nieuwe prob-
lemen die zich voordoen, ze delen en wisselen hun onderzoeksresultaten uit met
hun collega’s. Onderzoekers moeten goed zijn in communicatie, evenals excellente
netwerkers: ze moeten hun persoonlijk onderzoeksnetwerk voortdurend control-
eren op nieuwe en opmerkelijke ideeën en resultaten om up-to-date te blijven met
hun collega-onderzoekers. Bovendien worden onderzoekers beschouwd als profes-
sionele levenlang lerenden met individuele en institutionele doelstellingen. In dit
proefschrift noemen we de professionele leernetwerken van wetenschappers onder-
zoeksnetwerken.
T.2 — Artefact-Actor-Netwerken om onderzoeksnetwerken te onderzoeken
De analyses van verschillende onderzoeksnetwerken in Hoofdstuk 4 en 5 zijn ge-
baseerd op het theoretische model van Artefact-Actor- Netwerken, dat we voor het
eerst introduceerden in Reinhardt et al. (2009b). Artefact-Actor- Netwerken koppe-
len op een semantische manier sociale netwerken (actor-gecentreerd) aan netwerken
van artefacten. Voorbeelden van zulke netwerken van artefacten kunnen ofwel ex-
pliciet zijn, zoals de ’blogosphere’ en artikelen op Wikipedia, of impliciet, zoals
het geval is bij documenten die aan elkaar verwant zijn omdat ze geschreven zijn
door dezelfde auteurs. In Hoofdstuk 4 hebben we gebruik gemaakt van Artefact-
Actor- Netwerken om beginnende onderzoeksnetwerken, die werden gevormd door
het gemeenschappelijke gebruik van sociale media, te modelleren, vast te leggen
en te analyseren. In Hoofdstuk 5 hebben we het model gebruikt om een meer vol-
groeid onderzoeksnetwerk te analyseren, dat is opgebouwd uit de publicaties van
wetenschappelijke artikelen in een conferentiereeks. Uit onze analyses bleek dat
de Artefact-Actor- Netwerken -benadering – dankzij de ontologische grondslag –
in staat is om bijna alle verbindingen tussen actoren en artefacten die in de echte
wereld te vinden zijn, te reproduceren.
T.3 — Het modelleren van de organisatie van wetenschappelijke bijeenkomsten
In Hoofdstuk 7 hebben we ginkgo geïntroduceerd als een vernieuwende benader-
ing voor de organisatie van en deelname aan wetenschappelijke bijeenkomsten. We
analyseerden taken, stappen, fasen en rollen die betrekking hadden op deze pro-
cessen en konden hieraan een taxonomie van rollen ontlenen van mensen zich typ-
isch met het management van wetenschappelijke bijeenkomsten bezighielden. Boven-
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Figuur 51: Vereenvoudigd model van de fasen bij het managen van wetenschappelijke bi-
jeenkomsten
dien presenteerden we een algemeen model van de fasen in het managen van weten-
schappelijk bijeenkomsten (zie Figuur 51).
Empirische bevindingen
In dit proefschrift hebben we vijf empirische uitkomsten gevonden (E.1 - E.5) die de
drie theoretische grondslagen ondersteunden, namelijk: E.1 IdentiVcatie van de rollen
van kenniswerkers en kennisactiviteiten, E.2 Een veelomvattend begrip voor de term
gewaarwording in onderzoeksnetwerken, E.3 IdentiVcatie van zes vormen en vijf as-
pecten van gewaarwording in onderzoeksnetwerken, E.4 Een gelaagd model van gewaar-
wording in onderzoeksnetwerken en E.5 Een widget-gebaseerd interface om gewaar-
wording en het eUectief uitvoeren van taken te ondersteunen. In de volgende para-
grafen vatten we kort de belangrijkste bevindingen van ieder van deze vijf em-
pirische uitkomsten samen.
E.1 — IdentiVcatie van de rollen van kenniswerkers en kennisactiviteiten
In Hoofdstuk 2 hebben we een overzicht gepresenteerd van de bestaande literatuur
over activiteiten van kenniswerkers. Verder werden de bestaande classiVcaties van
de rollen van kenniswerkers geëvalueerd en aangevuld met additionele literatuur
en empirische bevindingen over een beschrijving van een typologie van rollen van
kenniswerkers. De tien rollen van kenniswerkers en de dertien kennisactiviteiten
die geïdentiVceerd en empirisch getest werden, zijn opgenomen in Tabel 30.
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Tabel 30: Rollen van kenniswerkers en kennisactiviteiten zoals geïdentiVceerd in dit proef-
schrift
Rollen van kenniswerkers Kennisactiviteiten
1. Controleur 1. Acquisitie
2. Helper 2. Analyseren
3. Lerende 3. Auteur
4. Koppelaar 4. Co-auteur
5. Netwerker 5. Disseminatie
6. Organisator 6. Zoeken naar experts
7. Opzoeker 7. Feedback
8. Deler 8. Organisatie van informatie
9. Oplosser 9. Zoeken naar informatie
10. Speurder 10. Leren
11. Monitoren
12. Netwerken
13. Zoeken naar dienstverlening
E.2 — Een veelomvattend begrip voor de term gewaarwording in onderzoeksnetwerken
De term gewaarwording wordt vaak gebruikt in de context van CSCW-onderzoek.
Ze wordt daar dan gebruikt om de inspanningen te beschrijven die men zich, ge-
bruikmakend van software-toepassingen, troost bij het nabootsen van face-to-face-
situaties. Aangezien er geen inzicht bestond in de term in de context van genetwerkt
leren en onderzoeksnetwerken, voerden we semi-gestructureerde interviews uit met
42 onderzoekers om te komen tot een veelomvattend begrip van de reikwijdte van
de term. De geïnterviewden beschikten over uitgebreide kennis van samenwerk-
ing in netwerkende gemeenschappen en de gewaarwordingsproblemen die hierdoor
ontstonden. Uit de analyses van de interviewgegevens konden we een beknopte
beschrijving van de reikwijdte van gewaarwording in onderzoeksnetwerken aWei-
den (zie ook Paragraaf 3.3):
Gewaarwording in de context van onderzoeksnetwerken is het begrijpen
van iemands eigen werk en dat van anderen in een bepaald onderzoeks-
domein. Gewaarwording steunt op veel verschillende objecten en onderste-
unt de perceptie van hoe men is verbonden met anderen, waar die anderen
mee bezig zijn en hoe hun activiteiten het onderzoeksnetwerk als geheel
vormen. Gewaarwording in onderzoeksnetwerken omvat meerdere vormen
en aspecten en is afhankelijk van de fysieke locatie en de sterkte van de
relationele banden van objecten in de individuele gewaarwordingsruimte.
Hoe verder een object weg is van iemands huidige werkfocus en persoon-
lijke interesses, hoe meer de algemene gewaarwording geleidelijk afneemt.
Gewaarwording maakt sociale interacties mogelijk, biedt een kader voor
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samenwerking bij activiteiten en kan informatiedeling positief beïnvloe-
den.
E.3 — IdentiVcatie van zes vormen en vijf aspecten van gewaarwording in onderzoek-
snetwerken
Met de hierboven beschreven interviewstudie als fundament, konden we zes vormen
en vijf aspecten van gewaarwording in de context van onderzoeksnetwerken iden-
tiVceren (zie Paragraaf 3.2 en Tabel 31). Terwijl vormen het generieke gebied van
gewaarwording beschrijven, richten aspecten zich op speciVeke eigenschappen van
gewaarwording die relevant zijn voor de gewaarwording van verschillende objecten.
Tabel 31: Verschillende vormen en aspecten van gewaarwording zoals geïdentiVceerd in dit
proefschrift
Zes vormen van gewaarwording Vijf aspecten van gewaarwording
1. Gewaarwording van activiteiten 1. Technologische aspecten
2. Culturele gewaarwording 2. Aspecten binnen relaties
3. Sociale gewaarwording 3. Inhoudgerelateerde aspecten
4. Gewaarwording van werkomgeving 4. Personele aspecten
5. Gewaarwording van plaats 5. Contextuele aspecten
6. Gewaarwording van kennis
E.4 — Een gelaagd model van gewaarwording in onderzoeksnetwerken
Uit de boven beschreven studie over gewaarwording konden we een algemeenmodel
over gewaarwording in onderzoeksnetwerken (Alinea 3.3) aWeiden. Het gelaagde
model van gewaarwording in onderzoeksnetwerken (Figuur 52) kan gebruikt wor-
den als algemeen referentiepunt voor verschillende lagen van gewaarwording die
er in gerelateerd onderzoek zijn. De geïnterviewden onderscheidden vijf opeenvol-
gende lagen van gewaarwording, die impact hebben op de algehele gewaarword-
ing van objecten: 1) zelfgewaarwording, 2) gewaarwording van lopende projecten,
3) gewaarwording van locale onderzoeksorganisaties, 4) gewaarwording van het
persoonlijke onderzoeksnetwerk en 5) gewaarwording van een bepaald onderzoeks-
domein. De vijf lagen zijn ingebed in de rest van de onderzoekswereld. Het gelaagde
model van gewaarwording in onderzoeksnetwerken geeft de strijd om aandacht
weer waarin onderzoekers zich begeven. Omdat de hoeveelheid beschikbare aan-
dacht beperkt is, zullen onderzoekers alleen aandacht schenken aan die objecten in
hun omgeving waarmee ze sterke persoonlijke banden hebben of die ze ervaren als































Figuur 52: Het gelaagde model van gewaarwording in onderzoeksnetwerken
E.5— Een widget-gebaseerde interface om gewaarwording en het eUectief uitvoeren van
taken te ondersteunen
In Hoofdstuk 6 introduceerden we AWESOME, een widget-gebaseerd dashboard dat
zich vooral richt op gewaarwordingsondersteuning in onderzoeksnetwerken. Het
ontwerp van AWESOME werd gebaseerd op de hierboven geïntroduceerde inter-
viewstudie over gewaarwording en op maat gemaakt voor de kenmerkende taken
van onderzoekers. We vergeleken bestaande wetenschappelijke toolsets met pa-
pieren prototypes van AWESOME. De evaluatie met 15 onderzoekers van de doel-
groep toonde aan dat AWESOME op alle geteste items beter presteerde dan de
toolsets die de onderzoekers gewend waren te gebruiken. AWESOME was gemakke-
lijker in het gebruik, minder tijdrovend, gebruikersvriendelijker en ondersteunde de
technologie en gewaarwording meer. Bovendien hielp AWESOME de onderzoek-
ers hun taken eUectiever uit te voeren. De gebruikers ervoeren vooral de widget-
gebaseerde benadering van AWESOME als zeer ondersteunend, omdat ze zorgde
voor minder verstoringen door de invloed van media en ze het wisselen van het ene
complexe tool naar het andere vermeed.
Software-engineering artefacten
Behalve onderzoek naar de theoretische grondslagen en de empirische uitkomsten
van geavanceerde gewaarwordingsondersteuning in onderzoeksnetwerken hebben
we ook verschillende technische artefacten onderzocht. Deze illustreerden de prak-
tische mogelijkheden van de toepassingen van de theoretische en empirische uitkom-
sten in realistische scenario’s, maar lieten ook de beperkingen ervan zien. De soft-
ware-engineering artefacten hielpen de eisen voor toekomstig onderzoek en on-
twikkelingsactiviteiten voor gewaarwordingsondersteuning in onderzoeksnetwerken
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aan te scherpen. Binnen het raamwerk van dit proefschrift ontwikkelden we vier
technische artefacten (S.1 – S.4): S.1 Een referentie-implementatie voor Artefact-Actor-
Netwerken, S.2Het SemSim algoritme voor het berekenen van semantische overeenkom-
sten, S.3 Een manier om overeenkomsten in publicaties te berekenen met behulp van
gedistribueerde computers, S.4 Ginkgo – een vernieuwende benadering voor het mana-
gen van en de deelname aan wetenschappelijke bijeenkomsten.
S.1 — Een referentie-implementatie voor Artefact-Actor-Netwerken
Na het model van Artefact-Actor-Netwerken (AAN) geïntroduceerd te hebben en be-
toogd te hebben dat dit model het modelleren, opslaan, en analyseren van content,
personen en hun respectie relaties in onderzoeksnetwerken ondersteunt, moesten
we deze beweringen aantonen in empirisch onderzoek. In Hoofdstuk 4 introduceer-
den we de eerste iteratie van de AAN referentie-implementatie, die doorlopend ver-
beterd werd en waarvan de tweede iteratie werd gepresenteerd in Hoofdstuk 5. Om
de AAN referentie-implementatie zo generiek bruikbaar als mogelijk te houden, ge-
bruikten we een ontologie om de semantische en hiërarchische relaties te speciV-
ceren. Op deze manier wilden we de gelaagde analyse ondersteunen van data die in
de AANs waren opgeslagen. We gebruikten bestaande technologieën, zoals OWL en
RDFs, om generieke hiërarchieën en klassen over te laten erven naar concretere. De
Java-gebaseerde referentie-implementatie is heel geschikt gebleken voor de analyse
van de tekstgebaseerde kennisartefacten die afkomstig zijn uit verschillende onder-
zoeksnetwerken.
S.2 — Het SemSim-algoritme voor het berekenen van semantische overeenkomsten
Als onderdeel van het ontwerp van de AAN-benadering werd, om de semantische
overeenkomsten tussen tekstuele artefacten te berekenen, het SemSim-algoritme
ontworpen en geïmplementeerd (zie Hoofdstuk 4). Het SemSim-algoritme reduceert
de dimensionaliteit van vectorruimten door enkel te kijken naar trefwoorden en be-
noemt entiteiten die externe semantische analyseprogramma’s hebben opgeleverd
voor een speciVek artefact. Bij onze onderzoeken in Hoofdstuk 4 en 5 gebruikten
we als analyseprogramma’s OpenCalais (Reuters, 2009) en AlchemyAPI (Orchestr8
LLC, 2009); we gebruikten de relevanties die zij opleverden als verdere input voor
de berekening van overeenkomsten. Daarom moesten we de relevanties normalis-
eren en hebben we alleen maar tussen twee artefacten gedeelde concepten gebruikt
voor de berekening. Ondanks de veelbelovende resultaten die voortvloeiden uit
de toepassing van het SemSim-algoritme bij de onderzoeken uit Hoofdstuk 4 en 5,
wordt een diepgaande analyse op basis van een standaard gegevensverzameling toch
aanbevolen.
S.3 — Een manier om overeenkomsten in publicaties te berekenen met behulp van gedis-
tribueerde computers
In Hoofdstuk 5 hebben we de artikelen van de ECTEL-conferenties geanalyseerd
die tussen 2006 en 2010 gepubliceerd werden. We gebruikten een uitgebreide ver-
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sie van de bovengenoemde AAN referentie-implementatie om de semantische re-
laties tussen auteurs, evenementen en publicaties op te slaan. Om de tekstuele
overeenkomsten tussen de publicaties te berekenen gebruikten we een gelaagde be-
nadering. Allereerst clusterden we de publicaties met gebruik van een ’complete-link
agglomerative’ clusteralgoritme. Verder berekenden we aanvullende maten van tek-
stuele gelijkheid door gebruik te maken van gedistribueerde computers, gebaseerd
op Apache Hadoop (The Apache Software Foundation, 2011a) en Apache Mahout
(The Apache Software Foundation, 2011b). We berekenden de cosinus-overeenkomst
van de documentvectoren in verschillende vectorruimtemodellen, die gecreëerd wer-
den door termen verschillend te wegen. De architectuur, zoals die is weergegeven in
Hoofdstuk 5, stelde ons in staat afwijkingen in de geanalyseerde data te ontdekken
en maakte ons bewust van de noodzaak bij de organisatie van wetenschappelijke bi-
jeenkomsten als standaardprocedure (semi-)automatisch ingediende artikelvoorstel-
len te controleren. De beschreven architectuur zal prospectief worden gebruikt
om onderzoek te bevorderen naar gelijkheidsdrempels en wetenschappelijke recom-
mender-systemen.
S.4 — Ginkgo – een vernieuwende benadering voor het managen van en de deelname
aan wetenschappelijke bijeenkomsten
In Hoofdstuk 7 introduceerden we ginkgo als een technisch artefact dat gebruik
maakte van de resultaten uit de eerste onderzoeken en van de geboekte voortgang in
de theorie. Ginkgo integreert klassieke kenmerken van conferentiemanagementsys-
temen (CMS) met die van bekende sociale media-toepassingen. Terwijl conferen-
tiemanagementsystemen het managen van wetenschappelijke bijeenkomsten, van
de bijdragen en de beoordelingen ervan aanzienlijk hebben vereenvoudigd, vinden
vreemd genoeg de sociale interacties tussen organisatoren en deelnemers, buiten de
CMS plaats. Als gevolg daarvan wordt een rijke bron aan informatie, die gebruikt
zou kunnen worden voor gewaarwordingsondersteuning en een hogere kwaliteit
van dienstverlening aan alle belanghebbenden, overgeheveld naar sociale netwerk-
toepassingen en e-mail. Ginkgo pakt die problemen aan en verschaft een geïnte-
greerde oplossing voor alle partijen die betrokken zijn bij de organisatie van en
de deelname aan wetenschappelijke bijeenkomsten; het fungeert als platform dat
de gewaarwording van onderzoekers steunt door de analyse en presentatie van
meerdere gegevensbestanden. Bovendien hebben we in Hoofdstuk 7 eerste ideeën
geïntroduceerd over toekomstige wetenschappelijke recommender-systemen die ge-
baseerd zijn op het ginkgo-platform, die verder werden toegelicht in paragraaf 8.5.2.
Praktische implicaties
De drie theoretische en vijf empirische resultaten die we samen met de vier voorge-
dragen software-engineering artefacten hebben geïntroduceerd, hebben implicaties
voor verschillende domeinen. Het meest opvallend is de impact op onderzoek, soft-
ware-ontwerp en gewaarwordingsondersteuning in onderzoeksnetwerken. Daar-
naast voorzien we implicaties voor alle organisaties die te maken hebben met ken-
niswerken, genetwerkt leren en samenwerking.
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De resultaten van dit proefschrift hebben implicaties voor het toekomstige ontwer-
pen van software-toepassingen, omdat we konden aantonen dat kenniswerkers hun
taken verrichten door het uitvoeren van speciVeke kennisactiviteiten en het spe-
len van verschillende rollen binnen deze taken (Hoofdstuk 2). Rollen, taken en ac-
tiviteiten van kenniswerkers moeten niet los gezien worden van de software-toepa-
ssingen die kenniswerkers gebruiken om hun taken te verrichten. Software-toepas-
singen zouden deze eerder moeten weerspiegelen in hun rolafhankelijke interface-
ontwerpen en activiteitenafhankelijke menu’s. We toonden aan dat gebruikers soft-
ware-toepassingen die op maat ontworpen zijn voor speciVeke taken en rekening
houden met de integratie van kennisactiviteiten en rollen, als aanzienlijk beter er-
varen (Hoofdstuk 6). Bovendien konden we aantonen dat gebruikersspeciVeke in-
terfaces, – zoals widget-gebaseerde toepassingen – die zijn uitgerust met een lay-
out die rollen optimaliseert en activiteiten ondersteunt, aanzienlijk gebruikersvrien-
delijker zijn en gewaarwording veel beter ondersteunen. We voorzien dat in de
toekomst software-toepassingen steeds meer geoptimaliseerd zullen worden voor
het voltooien van gespecialiseerde taken en dat de widget-gebaseerde minitoepassin-
gen ook hun weg vinden naar een groeiend aantal zakelijke en wetenschappelijke
toepassingen.
De toenemende hoeveelheid gegevens die voortkomen uit digitale archieven met
Open Data, alsook uit overheidsarchieven en andere digitale archieven die toeganke-
lijk zijn voor het maken van analyses, zullen het ontwerp en de implementatie van
software-architectuur beïnvloeden. We zullen in de toekomst een toenemende in-
spanning zien schaalbare software-architecturen te ontwerpen en ontwikkelen die in
staat zijn heel grote gegevensverzamelingen goed te verwerken. Deze architecturen
zullen gebruik moeten maken van Ôcloud-computing’ en andere benaderingen voor
gedistribueerde computers. Omdat het Semantic Web langzamerhand een realiteit
wordt, zullen ontwikkelaars in hun applicaties in toenemende mate gebruik moeten
maken van gekoppelde gegevens en zullen zij steeds meer hun gegevens beschikbaar
moeten stellen in een semantisch geannoteerde vorm.
Ten slotte heeft dit proefschrift implicaties voor de toekomstige ontwikkeling van
wetenschappelijke recommender-systemen. Op basis van op onze bevindingen in
Hoofdstuk 4 en 5, Hoofdstuk 5 en Hoofdstuk 7 hebben we verschillende domeinen
geïdentiVceerd voor het ontwerp en de ontwikkeling van wetenschappelijke recom-
mender-systemen. De lijst in paragraaf 8.5.2 is verre van compleet en – versterkt
door de recente trends binnen Open Science en Science 2.0 – zullen we getuige
zijn van een geweldige versnelling van de adoptie en progressie van recommender-
systemen op alle wetenschappelijke terreinen. Die ontwikkelingen zullen zich gedeel-
telijk richten op het verder doen toenemen van gewaarwording van relevante ob-
jecten in onderzoeksnetwerken; ze zullen ook tot doel hebben kennisuitwisseling te
ondersteunen en een sterkere samenwerking tussen onderzoekers te bevorderen.

ZUSAMMEN FAS SUNG
Das Hauptaugenmerk dieser Arbeit lag auf der Gewahrseinsunterstützung (aware-
ness support) für Wissensarbeiter im Allgemeinen und für Forscher im Speziellen.
Das Ziel der Arbeit war es weiterhin ein besseres Verständnis für den BegriUGewahr-
sein (awareness) im Kontext von in Netzwerken miteinander verbundenen Forschern
(sogenannte Forschungsnetzwerke) zu erhalten. Forscher wurden dabei als eine
besondere Art von Wissensarbeitern betrachtet. Darüber hinaus wollten wir das
eher eng gefasste Verständnis von Gewahrsein aus der CSCW-Forschung für den
Bereich der vernetzten Forschungsarbeit erweitern. Die zentrale Forschungsfrage
wie sie in Kapitel 1 formuliert wurde, lautete daher:
Wie können wir das Gewahrsein von Forschern in Forschungsnetzwerken
am Besten unterstützen?
Da sich Wissensarbeit zum wichtigsten Treiber für den Fortschritt in Wissenschaft
und Gesellschaft entwickelt hat, ist es zunehmend wichtig sogenannte Wissensar-
beiter zu unterstützen, damit sie ihre Arbeit eUektiver durchführen können. Ak-
tuellen Studien zufolge arbeiten mehr als 70% der weltweiten Arbeitsnehmerschaft
in Jobs, die große Anteile an wissensintensiven Aufgaben beinhalten (Brinkley et al.,
2009). Der Umbruch von einer Gesellschaft, die hauptsächlich durch manuelle Ar-
beit und Muskelkraft charakterisiert war zu einer, die sich zunehmend durch nicht-
manuelle und kognitive Arbeit auszeichnet wurde zuerst von Peter Drucker in den
späten 1950er Jahren erkannt. Daten aus empirischen Langzeitstudien legen zudem
nah, dass ein zunehmender Teil des Wissens, das notwendig ist, um die Aufgaben
zu lösen, die die Wissensgesellschaft erfordert nicht mehr in unseren Köpfen gespe-
ichert ist (Kelley, 2006). Die heutige Wissensgesellschaft ist eine stark Vernetzte,
in der fast jeder Sachkenntnis in fast jedem Thema erwerben kann und in der kon-
tinuierliches Lernen zu einer Notwendigkeit geworden ist. Wissensarbeiter müssen
sich ständig mit den neuesten (wissenschaftlichen) Erkenntnissen weiterbilden, um
auf dem Laufenden zu bleiben. Zu diesem Zweck nehmen sie formelle Lernange-
bote wahr und verbinden sich zu Gleichgesinnten zu gemeinsamen Lernaktivitäten.
Wissensarbeiter sind aufgrund ihrer Kreativität, ihres Talents, ihrer Intelligenz und
nicht zuletzt ihren Problemlösefähigkeiten wertvolle Aktiva. Unterstützt durch die
sogenannteWeb 2.0 Bewegung engagieren sichWissensarbeiter zudem in der kollek-
tiven SchaUung von Wissensressourcen und vernetzen sich mit Gleichgesinnten in
professionellen Netzwerken.
Um die zentrale Forschungsfrage zu untersuchen, haben wir einen Ansatz gewählt,
der theoretisches Herangehen mit praktischen Untersuchungen sowie der Entwick-




Die theoretischen Grundlagen sind in drei Hauptthemen gegliedert: T.1 Forschung
als Archetypus der Wissensarbeit, T.2 Artefakt-Akteur-Netzwerke zur Untersuchung
von Forschungsnetzwerken und T.3 Modellierung der Organisation wissenschaftlicher
Veranstaltungen. In den folgenden Abschnitten fassen wir die Hauptergebnisse der
drei Themen kurz zusammen.
T.1 — Forschung als Archetypus der Wissensarbeit
In dieser Arbeit haben wir Forscher als das Vorbild für Wissensarbeiter betrachtet,
da sie perfekt diejenigen repräsentierten, die an die Grenzen des Bekannten und
Machbaren gehen und die Grenzen sogar verschieben (siehe Kapitel 1). Forscher
müssen hohe Fachkompetenz in mindestens einem Forschungsbereich besitzen und
haben in der Regel mehr als eine Karriere. Forscher wenden wohlbekannte Meth-
oden auf neu auftretende Probleme an und erzeugen so aktiv neues Wissen durch
den Erwerb, das Verbinden und Teilen von Forschungsergebnissen mit ihren Kol-
legen. Forscher müssen gute Kommunikatoren sowie exzellente Netzwerker sein;
sie müssen ihr persönliches Forschungsnetzwerk ständig auf der Suche nach neuen
Ideen und bemerkenswerten Ergebnissen überwachen, um auf dem Laufenden über
die Aktivitäten ihrer Kollegen zu bleiben. Darüber hinaus werden Forscher als pro-
fessionelle lebenslange Lerner mit individuellen und institutionellen Zielen betra-
chtet. In dieser Arbeit bezeichnen wir die professionellen Lernnetzwerke von Forsch-
ern als Forschungsnetzwerke (Research Networks).
T.2 — Artefakt-Akteur-Netzwerke zur Untersuchung von Forschungsnetzwerken
Die Analysen verschiedener Forschungsnetzwerke in den Kapiteln 4 und 5 basierten
auf dem theoretischen Modell der Artefakt-Akteur-Netzwerke, das wir zuerst in
Reinhardt et al. (2009b) vorgestellt haben. Artefakt-Akteur-Netzwerke verbinden
Akteurzentrierte Soziale Netzwerke semantisch mit Artefaktnetzwerken. Beispiele
für solche Artefaktnetzwerke können entweder explizit, wie in der Blogosphäre
und Wikipedia-Artikeln sein, oder aber implizit, wie im Fall von Dokumenten, die
zusammenhängen, da sie von den gleichen Autoren geschrieben wurden. In Kapitel
4 haben wir Artefakt-Akteur-Netzwerke zur Modellierung, Speicherung und Anal-
yse gerade beginnender Forschungsnetzwerke verwendet, die durch die gemeinsame
Nutzung von Social Media entstanden. In Kapitel 5 hingegen, haben wir das AAN-
Modell verwendet, um ein fortgeschritteneres Forschungsnetzwerk zu analysieren,
das sich durch die VeröUentlichung wissenschaftlicher Publikationen in einer Kon-
ferenzserie gebildet hat. Unsere Analysen zeigten, dass der Artefakt-Akteur-Netz-
werk-Ansatz, dank seiner ontologischen Fundierung, in der Lage ist fast jede Ver-
bindung zwischen Akteuren und Artefakten abzubilden, die auch in der realen Welt
zu Vnden ist.
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Abbildung 53: Allgemeines Modell der Phasen bei der Verwaltung wissenschaftlicher Ver-
anstaltungen
T.3 — Modellierung der Organisation wissenschaftlicher Veranstaltungen
In Kapitel 7 haben wir ginkgo als neuartigen Ansatz zur Organisation von und Teil-
nahme an wissenschaftlichen Veranstaltungen vorgestellt. Wir haben Aufgaben,
Stufen, Phasen und Rollen analysiert, die in diese Prozesse involviert sind und kon-
nten daraus eine Taxonomie von Personen ableiten, die in der Regel mit dem Man-
agement wissenschaftlicher Veranstaltungen in Verbindung stehen. Darüber hinaus
konnten wir ein allgemeines Modell der einzelnen Phasen bei der Verwaltung wis-
senschaftlicher Veranstaltungen herleiten (siehe Abbildung 53).
Empirische Ergebnisse
In dieser Arbeit haben wir fünf zentrale empirische Ergebnisse gefunden (E.1 - E.5),
welche die drei theoretischen Grundlagen unterstützen: E.1 IdentiVkation von Wis-
sensarbeiterrollen und Wissensaktionen, E.2 Ein umfassendes Verständnis des BegriUs
Gewahrsein in Forschungsnetzwerken, E.3 IdentiVkation von sechs Formen und fünf As-
pekten von Gewahrsein in Forschungsnetzwerken, E.4 Ein Schichtenmodell für Gewahr-
sein in Forschungsnetzerken und E.5 Eine Widgetbasierte OberWäche zur Unterstützung
von Gewahrsein und eUektiver Aufgabenbearbeitung. In den folgenden Abschnitten
fassen wir kurz die Hauptaussagen der fünf empirischen Ergebnisse zusammen.
E.1 — IdentiVkation von Wissensarbeiterrollen und Wissensaktionen
In Kapitel 2 haben wir einen Überblick über die bestehende Literatur zum Thema
Wissensarbeitsaktionen gegeben. Darüber hinaus haben wir bestehende KlassiVka-
tionen von Wissensarbeiterrollen ausgewertet und unter Zuhilfenahme empirischer
Erkenntnisse und weiterer Literatur zu einer Typologie von Wissensarbeiterrollen
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erweitert. Die identiVzierten und empirisch veriVzierten 10 Wissensarbeiterrollen
und 13Wissensaktionen sind in Tabelle 32 dargestellt.
Tabelle 32: In dieser Arbeit identiVzierte Wissensarbeiterrollen und Wissensaktionen
Wissensarbeiterrollen Wissensaktionen
1. Controller 1. Erwerb
2. Helfer 2. Analyse
3. Lerner 3. Erstellung
4. Verbinder 4. Ko-Erstellung
5. Netzwerker 5. Verbreitung
6. Organisator 6. Suche nach Experten
7. AuXnder 7. Feedback
8. Teilender 8. Informationsorganisation
9. Problemlöser 9. Informationssuche




E.2 — Ein umfassendes Verständnis des BegriUs Gewahrsein in Forschungsnetzwerken
Der BegriU Gewahrsein wird oft im Kontext der CSCW-Forschung genutzt und
wird häuVg verwendet, um Bestrebungen zur Wiederherstellung von Face-to-Face-
Situationen mit Softwareprodukten zu beschreiben. Da bisher keine Untersuchun-
gen zum Verständnis des BegriUs in Bereich des vernetzten Lernens und in For-
schungsnetzwerken existierte, haben wir semi-strukturierte Interviews mit 42 Wis-
senschaftlern durchgeführt, um diesen Leerraum zu füllen und zu einem umfassenden
Verständnis der Weite des BegriUes zu gelangen. Die Befragten hatten umfangre-
iches Wissen über die Zusammenarbeit in vernetzten Gemeinschaften und die Ge-
wahrseinsprobleme, die diese mit sich bringt. Aus der Analyse der Interviewdaten
konnten wir eine Beschreibung des BegriUs Gewahrsein für den Kontext von For-
schungsnetzwerke ableiten, welche die Breite des BegriUs deutlich macht (siehe auch
Abschnitt 3.3):
Im Kontext von Forschungsnetzwerken bezieht sich Gewahrsein auf das
Verständnis der eigenen Arbeit und der Arbeit anderer in einer bestimmten
Forschungsdomäne. Es bezieht sich auf viele verschiedene Objekte und un-
terstützt die Wahrnehmung über die eigene Verbindung zu anderen, was
sie tun und wie diese Aktivitäten das Forschungsnetzwerk als Ganzes bee-
inWussen. Gewahrsein in Forschungsnetzwerken umfasst verschiedene For-
men und äußert sich in verschiedenen Aspekten. Es ist abhängig vom ph-
ysischen Standort des Einzelnen sowie der Stärke der Verbindungen zwis-
chen einzelnen Objekten im subjektiven Wahrnehmungsraum. Generell
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sinkt das allgemeine Gewahrsein über Objekte allmählich, je weiter ein Ob-
jekt vom jeweiligen Arbeitsschwerpunkt und persönlichen Interesse einer
Person entfernt ist. Gewahrsein ermöglicht soziale Interaktionen, bietet
einen Rahmen für gemeinsame Aktivitäten und kann den gegenseitigen
Informationsaustausch positiv beeinWussen.
E.3— IdentiVkation von sechs Formen und fünf Aspekten von Gewahrsein in Forschungs-
netzwerken
Basierend auf der beschriebenen Interviewstudie, konnten wir sechs Formen und
fünf Aspekte des Gewahrseins im Kontext von Forschungsnetzwerken identiVzieren
(siehe dazu Abschnitt 3.2 und Tabelle 33). Während Formen generische Gewahrseins-
bereiche beschreiben, konzentrieren sich Aspekte auf bestimmte Gewahrseinseigen-
schaften, die für die Wahrnehmung verschiedener Objekte relevant sind.
Tabelle 33: IdentiVzierte Formen und Aspekte von Gewahrsein in Forschungsnetzwerken
Sechs Formen von Gewahrsein Fünf Aspekte von Gewahrsein
1. Gewahrsein über Aktivitäten 1. Technologischer Aspekt
2. Kulturelles Gewahrsein 2. Zusammenhangsaspekt
3. Soziales Gewahrsein 3. Inhaltlicher Aspekt
4. Gewahrsein über den Arbeitsplatz 4. Persönlicher Aspekt
5. Ortsgewahrsein 5. Kontextueller Aspekt
6. Wissensgewahrsein
E.4 — Ein Schichtenmodell für Gewahrsein in Forschungsnetzwerken
Ebenfalls auf der beschriebenen Interviewstudie basierend, konnten wir ein allge-
meines Modell für Gewahrsein in Forschungsnetzwerken ableiten (siehe Abschnitt
3.3). Das Schichtenmodell für Gewahrsein in Forschungsnetzwerken (Abbildung 54)
kann als generischer Bezugspunkt für verschiedene in Forschungsnetzwerken ex-
istierende Gewahrseinsebenen herangezogen werden. Die befragtenWissenschaftler
identiVzierten fünf aufeinander aufbauende Gewahrseinsebenen, die Auswirkungen
auf das generelle Gewahrsein über Objekte in den jeweiligen Ebenen haben: 1)
Selbst-Gewahrsein, 2) Gewahrsein über aktuelle Projekte, 3) Gewahrsein über die
lokale Forschungsorganisation, 4) Gewahrsein über das persönliche Forschungsnet-
zwerk und 5) Gewahrsein über ein bestimmtes Forschungsgebiet. Der Rest der Wis-
senschaftswelt umgibt die genannten Schichten. Das Schichtenmodell für Gewahr-
sein spiegelt den Kampf um Aufmerksamkeit wider, dem Forscher ausgesetzt sind.
Da Aufmerksamkeit ein sehr knappes Gut ist, werden Forscher nur den Objekten
in ihrer Umgebung Aufmerksamkeit schenken, zu denen sie starke persönliche Ver-
































Abbildung 54: Ein Schichtenmodell für Gewahrsein in Forschungsnetzerken
E.5— Eine Widgetbasierte OberWäche zur Unterstützung von Gewahrsein und eUektiver
Aufgabenbearbeitung
In Kapitel 5 haben wir das Widgetbasierte Dashboard AWESOME mit seinem spezi-
ellen Fokus auf die Gewahrseinsunterstützung in Forschungsnetzwerken eingeführt.
AWESOME wurde auf Basis der Ergebnisse der bereits erläuterten Interviewstudie
entworfen und ist auf die typischen Arbeitsaufgaben von Forschern zugeschnitten.
In einer Studie haben wir bestehende Werkzeuge aus dem wissenschaftlichen All-
tag mit Papierprototypen von AWESOME verglichen. Die Evaluation mit 15 Forsch-
ern aus der Zielgruppe zeigten, dass AWESOME in allen untersuchten Punkten
besser als die bestehenden Werkzeuge abschneidet, mit denen die Forscher zudem
bereits vertraut waren. AWESOME war einfacher zu bedienen, es war weniger
zeitaufwändig damit zu arbeiten und benutzerfreundlicher. Zudem bot es mehr Un-
terstützung aus technologischer Sicht und für das allgemeine Gewahrsein. Darüber
hinaus half AWESOME den Forschern dabei ihre Aufgaben eUektiver zu bearbeiten.
Die Benutzer nahmen dabei denWidgetbasierten Ansatz als besonders unterstützend
wahr, da er dazu beiträgt Medienbrüche zu reduzieren und unnötig komplexe Werk-
zeugwechsel zu vermeiden.
Softwareentwicklungsartefakte
Neben den theoretischen Grundlagen und empirischen Ergebnissen, haben wir die
verbesserte Gewahrseinsunterstützung in Forschungsnetzwerken in verschiedenen
technischen Artefakten implementiert und ausgewertet. Die technischen Artefakte
zeigen praktische Anwendungsmöglichkeiten und Grenzen der theoretischen und
empirischen Ergebnisse für reale Szenarien. Die Softwareentwicklungsartefakte ha-
ben uns dabei geholfen die Anforderungen an zukünftige Forschungs- und Entwick-
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lungsaktivitäten zu schärfen. Im Rahmen dieser Arbeit haben wir vier technis-
che Artefakte (S.1 – S.4) entwickelt: S.1 Eine Referenzimplementierung für Artefakt-
Akteur-Netzwerke, S.2 Der SemSim-Algorithmus zur Berechnung semantischer Ähn-
lichkeiten, S.3 Ein Ansatz zur verteilten Berechnung von Publikationsähnlichkeiten, S.4
Ginkgo – ein neuer Ansatz für das Management und die Teilnahme an wissenschaft-
lichen Veranstaltungen.
S.1 — Eine Referenzimplementierung für Artefakt-Akteur-Netzwerke
Nachdemwir das Modell der Artefakt-Akteur-Netzwerke theoretisch eingeführt und
argumentiert haben, dass es die Modellierung, Speicherung und Analyse von In-
halten, Personen und die jeweiligen Beziehungen in Forschungsnetzwerken unter-
stützt, mussten wir empirische Beweise für unsere Aussagen bringen. In Kapitel 4
haben wir die erste Version der AAN-Referenzimplementierung vorgestellt, sie kon-
tinuierlich verbessert und in Kapitel 5 die zweite Version angewendet. Um die AAN-
Referenzimplementierung so vielseitig einsetzbar wie möglich zu gestalten, haben
wir Ontologien verwendet, um semantische und hierarchische Beziehungen zu mod-
ellieren. Auf diese Weise wollten wir die separate Analyse von Daten in den einzel-
nen Schichten von Artefakt-Akteur-Netzwerken ermöglichen. In der Realisierung
haben wir aktuelle Technologien wie OWL und RDFs eingesetzt, um Klassen und
Relationen von sehr generischen Konzepten zu konkreteren zu vererben. Die Jav-
abasierte Referenzimplementierung hat sich dabei als sehr geeignet für die Analyse
Textbasierter Wissensartefakte aus Forschungsnetzwerken erwiesen.
S.2 — Der SemSim-Algorithmus zur Berechnung semantischer Ähnlichkeiten
Im Rahmen der Entwicklung des AAN-Ansatzes haben wir den SemSim-Algorith-
mus zur Berechnung semantischer Ähnlichkeiten zwischen Textartefakten konzip-
iert und implementiert (siehe Kapitel 4). Der SemSim-Algorithmus reduziert die
Dimensionalität von Vektorräumen indem er nur Schlüsselworte und Eigennamen
des jeweiligen Artefakts berücksichtigt, welche von externen semantischen Analyse-
programmen extrahiert wurden. In den Studien in Kapitel 4 und 5 haben wir Open-
Calais (Reuters, 2009) und AlchemyAPI (Orchestr8 LLC, 2009) als solche Analyse-
programme verwendet und haben die von ihnen berechneten Relevanzen als zusät-
zliche Eingabe für die Berechnung der Ähnlichkeit herangezogen. Dazu mussten
wir die Relevanzen normieren und haben ausschließlich gemeinsame Konzepte zwis-
chen zwei Artefakten in die Berechnung einbezogen. Trotz der vielversprechenden
Ergebnisse aus der Anwendung des SemSim-Algorithmus in den zuvor genannten
Studien, empfehlen wir für die Zukunft eine weitergehende Analyse des Ansatzes
auf einem Vergleichsdatensatz.
S.3 — Ein Ansatz zur verteilten Berechnung von Publikationsähnlichkeiten
In Kapitel 5 haben wir die wissenschaftlichen Artikel, die in der EC-TEL Konferen-
zserie zwischen 2006 und 2010 veröUentlicht wurden analysiert. Dazu haben wir
eine erweiterte Version der oben beschriebenen AAN-Referenzimplementierung ver-
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wendet, um die semantischen Beziehungen zwischen Autoren, Events und Publika-
tionen zu speichern. Zur Berechnung der Textähnlichkeit zwischen den Publikatio-
nen haben wir einen mehrschichtigen Ansatz gewählt. Zuerst haben wir die Pub-
likationen unter Zuhilfenahme des Complete-link Agglomerative Clustering Algo-
rithmus geclustert. Darüber hinaus haben wir zusätzliche Messgrößen der Textähn-
lichkeit mithilfe eines verteilten Rechenansatz auf Basis von Apache Hadoop (The
Apache Software Foundation, 2011a) ermittelt. So haben wir die Kosinusähnlichkeit
der Dokumentvektoren in verschiedenen Vektorraummodellen, die aufgrund ver-
schiedener Gewichtungsschemata erzeugt wurde, berechnet. Die in Kapitel 5 vor-
gestellte Architektur ermöglichte es uns AuUälligkeiten in den analysierten Daten zu
erkennen und damit das Bewusstsein für die Notwendigkeit für (semi-)automatische
Überprüfungen zum Review eingereichter Publikationen als Standardvorgehen in
der Organisation wissenschaftlicher Veranstaltungen zu schärfen. Die beschriebene
Architektur wird prospektiv für weitere Forschung zum Thema Ähnlichkeits-Schwell-
werte und für wissenschaftliche Recommendersysteme verwendet werden.
S.4 — Ginkgo – ein neuer Ansatz für das Management und die Teilnahme an wis-
senschaftlichen Veranstaltungen
In Kapitel 7 haben wir ginkgo als technisches Artefakt vorgestellt, das die Ergeb-
nisse der ersten Studien sowie die theoretischen Fortschritte berücksichtigte. In
ginkgo verbinden wir Funktionen aus klassischen Konferenzmanagementsystemen
mit denen aus bekannten Social Media Applikationen. Während Konferenzmanage-
mentsysteme die Einreichung, Begutachtung und das generelle Management wis-
senschaftlicher Veranstaltungen wesentlich vereinfachen, Vnden die sozialen Inter-
aktionen zwischen Veranstaltern und Teilnehmern der Veranstaltung für gewöhn-
lich außerhalb des Konferenzmanagementsystems statt. Dies führt dazu, dass eine
wertvolle Datenquelle an Social Networking Applikationen und E-Mail überlassen
wird, die sonst zur Gewahrseinsunterstützung der beteiligten Personen und somit
zu einer deutlich höheren Servicequalität der Konferenzmanagementsysteme hätte
genutzt werden können. Ginkgo greift diesen Umstand auf und bietet eine integri-
erte Lösung für alle Beteiligten an der Organisation und Teilnahme an wissenschaft-
lichen Veranstaltungen und dient so als Plattform, die Gewahrseinsunterstützung
für Forscher durch die Analyse und Integration verschiedener Datenquellen bietet.
Darüber hinaus haben wir erste Ideen für zukünftige Recommendersysteme auf Ba-
sis der Nutzung von ginko dargelegt und diese in Abschnitt 8.5.2 weiter ausgeführt.
Praktische Auswirkungen
Die vorgestellten drei theoretischen, fünf empirischen sowie die vier präsentierten
Softwareentwicklungsartefakte werden Auswirkungen auf verschiedene Bereiche
haben. Sie werden vor allem auf Forschung im Allgemeinen, Softwaredesign und
Gewahrseinsunterstützung in Forschungsnetzwerken EinWuss haben. Des Weiteren
erwarten wir Auswirkungen auf alle Organisationen, die vornehmlichWissensarbeit
betreiben, auf vernetztes Lernen und Zusammenarbeit im weitesten Sinn.
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Die Ergebnisse dieser Arbeit werden EinWuss auf die zukünftige Gestaltung von
Softwareanwendungen haben, da wir zeigen konnten, dass Wissensarbeiter ihre
Aufgaben durch die Ausführung verschiedener Wissensaktionen und in verschie-
denen Rollen bearbeiten. Diese Rollen, Aufgaben und Wissensaktionen dürfen nicht
losgelöst von den Softwareanwendungen betrachtet werden, mit denen Wissensar-
beiter ihre Obliegenheiten bearbeiten. Vielmehr sollten Anwendungen diese in Rol-
lenspeziVschen OberWächen und Aktionsabhängigen Menüs berücksichtigen. Wir
haben außerdem gezeigt, dass Softwareanwendungen, die auf speziVsche Aufgaben
zugeschnitten sind und die identiVzierten Wissensaktionen und Wissensarbeiter-
rollen berücksichtigen von den Benutzern als signiVkant besser wahrgenommen
werden (siehe Kapitel 6). Weiterhin konnten wir zeigen, dass anpassbare Benutzer-
schnittstellen – wie Widgetbasierte Anwendungen – die mit Rollenoptimierten und
Wissensaktionsunterstützenden Anordnungen der Widgets aufwarten können, von
den Benutzern als deutlich benutzerfreundlicher und ihre Gewärtigkeit deutlich bes-
ser unterstütztend wahrgenommen werden. Wir erwarten, dass zukünftige Anwen-
dungen viel stärker auf die Unterstützung dedizierter Aufgaben hin entwickelt wer-
den und das Widgetbasierte Mini-Anwendungen Einzug in eine zunehmende Zahl
von Forschungs- und Unternehmensanwendungen Vnden werden.
Die zunehmenden Datenmengen, die derzeit über Open Data-, Open Government
oder andere Datenrepositorien zugänglich gemacht werden und für verschiedenste
Analysen zur Verfügung stehen, werden Auswirkungen auf die Gestaltung und Im-
plementierung von Softwarearchitekturen haben. Zukünftig werden wir zunehmend
skalierbare Softwarearchitekturen sehen, die für die eUektive Verarbeitung sehr gros-
ser Datenmengen konzipiert und entwickelt wurden. Solche Architekturen wer-
den sich Cloud Computing und andere Ansätze zum verteilten Rechnen zu Nutze
machen müssen. Nun, da das Semantic Web langsam Realität wird, werden En-
twickler zunehmend Nutzen von Linked Data machen und ihre eigenen Daten in
semantisch angereicherter Form präsentieren.
Darüber hinaus wird die vorliegende Arbeit Auswirkungen auf die zukünftige En-
twicklung wissenschaftlicher Recommendersysteme haben. Basierend auf unseren
Erkenntnissen aus Kapitel 4, Kapitel 5 und Kapitel 7 haben wir verschiedene Bere-
iche für die Konzeption und Entwicklung solcher Recommender identiVziert. Die
Liste in Abschnitt 8.5.2 ist bei weitem nicht vollständig und angetrieben durch die
jüngsten Trends zu Open Science und Science 2.0 werden wir zudem eine starke
Beschleunigung bei der Weiterentwicklung und Einführung von Recommendersys-
temen in allen Bereichen der wissenschaftlichen Arbeit wahrnehmen. Diese En-
twicklungen werden teilweise darauf abzielen die Gewahrseinsunterstützung über
relevante Objekte in Forschungsnetzwerken weiter zu unterstützen wie auch mehr
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