ABSTRACT The generalized l 1 greedy algorithm was recently proposed and shown to outperform the standard reweighted l 1 -minimization and l 1 -greedy algorithms for image reconstruction in computed tomography (CT). Herein, this algorithm is extended as a semisoft generalized l 1 greedy algorithm by adapting the wavelet technique of semisoft thresholding. The extended algorithm can also be applied to image reconstruction by incorporating it into the BCPCS framework, resulting in a semisoft generalized total variation minimization (SSGTV) algorithm for CT. Numerical tests indicate that the proposed SSGTV algorithm improves the image reconstruction for CT.
I. INTRODUCTION
Iterative algebraic algorithms are widely applied in signal processing and image reconstruction since they yield more accurate results than analytic approaches in certain cases. Let
be a consistent underdetermined system of linear equations, where A is an m × n matrix (m n), x ∈ R n a sparse signal vector and b ∈ R m the measurement vector. Finding the sparsest solution of the system is equivalent to solving the following l 0 -minimization problem min ||x|| 0 subject to Ax = b.
However, the l 0 -minimization problem is NP-hard [15] . Compressed sensing theory suggests an alternative l 1 -minimization min x 1 subject to Ax = b,
to recover sparse signals x [5] , [8] . However, l 1 -minimization is biased against sparse signals with a few large components. To address this setback the standard reweighted l 1 -minimization algorithm [6] .
Here ε > 0 is chosen to avoid division by zero. The above weights were modified in the l 1 greedy algorithm [16] as 
where 0 ≤ α ≤ β ≤ 1, γ ≥ 1000, δ ∈ (0, 1 1000 ], s ∈ (0, 1], ε > 0, in the generalized l 1 greedy (GLG) algorithm [19] . In [19] , the GLG algorithm was applied to computed tomography (CT) image recovery. The details are discussed below after introducing some terminology and notations.
In computed tomography (CT), the gradients of images are often sparse because most images can be approximately modeled to be essentially piecewise constant. So a 2D image x in CT can be effectively reconstructed by minimizing the following total variation [4] , [6] ,
where the total variation ||x|| TV is defined as the l 1 -norm of the magnitudes of the components of the discrete gradient,
and the symbol x in the system Ax = b stands for the vector corresponding to the 2D image x for convenience. Let a i and b i be the ith column of A T and the ith component of b, respectively. The orthogonal projection from x to the ith hyperplane H i = {y : y, x = b i }, where y, x is the inner product, is given by
A cyclic projection is a composition of the projections to each hyperplane H i , i = 1, 2, . . . , n. Suppose that A and b in the system (1) are partitioned, respectively, as
where the jth block corresponds to the jth projection direction for j = 1, 2, . . . , r. A block cyclic projection method incorporating the total variation minimization in the compressed sensing scheme (BCPCS) was introduced in [14] and its convergence was derived in [2] , [3] . The BCPCS algorithm is performed as follows: for each block, first a cyclic projection is applied and then an approximation x is updated by the steepest decent method. Let µ be the gradient of x. The steepest decent direction d is computed by d = −
∂ ∂x
|µ|. An approximation x is updated by x = x +τ d/||d|| ∞ with a step size τ . Repetition of the procedure will solve the total variation minimization.
As an application of the GLG algorithm, the generalized total variation minimization (GTV) algorithm below incorporates the GLG algorithm into the BCPCS framework to recover CT images [19] . 
Numerical tests have shown that the GLG and GTV algorithms outperform both the reweighted l 1 -minimization and l 1 greedy algorithms in signal recovery and CT image reconstruction [1] . However, the discontinuity of the weight functions used in these algorithms is likely to generate artifacts which affect the accuracy of the results. In this paper, we address these shortcomings by modifying the weight function making use of the concept of thresholding from the wavelet literature.
The rest of this paper is organized as follows. In Section II, a semisoft generalized l 1 greedy (SSGLG) algorithm is proposed and then incorporated into the BCPCS framework to develop a semisoft generalized total variation minimization (SSGTV) algorithm for CT. Numerical tests of the algorithm in reconstructing medical images are conducted and the results are reported in Section III. Final conclusions are drawn in Section IV.
II. SSGLG AND SSGTV ALGORITHMS
In this section, we will improve the GLG algorithm by adapting the wavelet technique of semisoft thresholding.
Wavelet thresholding techniques have been used to improve the performance of wavelet transformations in signal processing and speech enhancement [7] , [9] . There are three common thresholdings: hard, soft, and semisoft thresholdings. They are defined as follows. For a certain positive threshold t and positive thresholds t 1 < t 2 , (i) hard thresholding: (ii) soft thresholding:
The graphs of the three thresholding functions are shown in Figure 1 . The hard thresholding function causes discontinuity of the wavelet coefficients of a signal and possibly generates artifacts. But soft thresholding, though keeping smoother coefficients, affects the accuracy of the reconstructed signal because of the constant deviation between the true and estimated signals. The semisoft thresholding function overcomes the disadvantages of the hard and soft thresholdings with respect to the output quality [11] , [17] . In this paper, semisoft thresholding is implemented in the weight function of the GTV algorithm to improve its performance.
Observe that the weight function (3) in the k-th iteration of the GLG algorithm assigns a very large weight γ for entries with magnitudes smaller than τ 1 = αMs k−1 , a very small weight δ for entries with magnitudes greater than τ 2 = βMs k−1 , and reciprocal weight In the new algorithm, a parameter r ∈ (0, 0.1] is introduced to shrink the domain of the reciprocal curve to [(1 + r)τ 1 , (1 − r)τ 2 ]. Two line segments s 1 (x) and s 2 (x) are utilized on the intervals [τ 1 , (1 + r)τ 1 ] and [(1 − r)τ 2 , τ 2 ] to connect the reciprocal curve with the constant levels w = γ , w = δ, respectively. As a consequence, the new weight function is continuous without a constant deviation, as shown in Figure 2 . More precisely, the weights w k i in the k-th iteration of the proposed semisoft generalized l 1 greedy (SSGLG) algorithm for signal recovery are revised by
It is remarked that the weight function in (5) is an extension of the one used in the GLG algorithm. As r approaches 0, VOLUME 5, 2017 
exit if a stop criterion holds. end

III. NUMERICAL TESTS
The SSGTV algorithm is tested with the 2D Shepp-Logan phantom [10] and a CT cardiac image [18] of size 256 × 256 to compare its performance with the standard total variation minimization (TV) (4) and the GTV algorithms. All tests are conducted for the three reconstruction algorithms under the same parameters on an Intel i7 3.40 GHz PC with MATLAB.
The strip-based projection model [13] , [20] takes into account x-ray beams of finite width. The projection equations are defined to be the sum of fractional areas of the cells covered by the x-ray beams. Therefore, the strip-based projection model is closer to reality than the line-based projection model in some applications. It is implemented using rational slope projections in order to generate a consistent and underdetermined system Ax = b, where A is a sparse 0-1 block matrix, x is the reconstruction image, and b is the projection data. The number of blocks of A is the same as the number of projection directions used, i.e., each block of A corresponds to a rational projection direction. The location of the unique entry of value one in every column within each block is well determined [12] . For example, let C be the 0-1 sub-matrix of A with N 2 columns generated from scanning an N -by-N image along a rational direction −p/q, where the integers p, q > 0 and gcd(p, q) = 1. Then the entry c ij = 1 if and only if i = pu + qv + 1 and j = uN + v + 1 for some nonnegative integers u, v < N . Thus for the ith row of C there are at most N entries of value 1, whose column indices are known and denoted by a set J i . The ith component of the product Cx is equal to j∈J i x j . In other words, the vector multiplication of matrices is implemented in terms of scalar addition operations to significantly reduce the computational cost.
The values of the parameters in the GTV and SSGTV algorithms are listed below:
An additional parameter r = 0.05 is used in the SSGTV algorithm.
The total iteration number is preset to 100 for all the algorithms. For the GTV and SSGTV algorithms, 5 iterations of the standard total variation minimization and 20 iterations of the reweighted l 1 -minimization are set to yield an initial solution x 0 . The parameter k max for the maximum number iterations in Step 3 of both algorithms is set to 75.
Let G denote a reconstructed image of a 2D image f and f ave denote the average of the pixel values of f . The relative
< 0.005 is selected as an alternative stop criterion for both GTV and SSGTV iterations.
Experimental results are also evaluated using the rootmean-square error (RMSE), the normalized root mean square deviation (NRMSD), and the normalized mean absolute deviation (NMAD) which are defined as follows:
These measurements reflect different aspects of the quality of the recovered images. RMSE evaluates the reconstruction quality on a pixel-by-pixel basis. NRMSD emphasizes large errors in a few pixels of the recovered image. NMAD focuses on small errors in the recovered image.
In our tests with the Shepp-Logan phantom, the stripbased model is implemented with projections in 24 different directions. The size of the resulting coefficient matrix A is 26002 × 65536. The reconstructed images are shown in the first row of Figures 3. The experimental results are summarized in Table 1 . From Table 1 one can easily determine that the values of RE, RMSE, NRMSD, and NMAD for the SSGTV algorithm are 87%, 91%, 87%, and 97%, respectively, smaller than the corresponding values for the GTV algorithm. Table 1 also shows that the GTV algorithm produces more large errors in a few pixels and more small errors in many pixels than the SSGTV algorithm, demonstrating the better performance of SSGTV.
The graph of relative errors vs. the number of iterations for the three different algorithms appears in Figure 4 (a) . It is observed that during the last 47 iterations the relative error RE for the SSGTV algorithm is reduced from 0.046 to 0.006 while RE for the GTV algorithm changes only slightly and slowly from 0.0611 to 0.046 and remains the same afterwards. In summary, the SSGTV algorithm applied to the Shepp-Logan phantom results in significant improvements in all the measurements (RE, RMSE, NRMSD, and NMAD) compared with the GTV algorithm with comparable times.
Tests are also conducted with a real CT cardiac image to compare the performance of the algorithms. The CT cardiac image is preprocessed to produce the desired sparsity. For this test 32 directions are chosen in the implementation of the strip-based model. The size of the resulting coefficient matrix A is 39254 × 65536. The reconstructed images are shown in Figure 5 . The experimental results are summarized in Table 2 , and the corresponding relative errors are shown in Figure 4 (b). The numerical results indicate again that the SSGTV algorithm is superior to the other two algorithms in image recovery in CT.
To evaluate the performance of SSGTV for the Shepp-Logan phantom with noisy data, Gaussian noise with standard deviation of 0.04 was added to synthetic projection data. The total iteration number is preset to 45, and the values of some parameters are slightly adjusted. The reconstructed images are shown in the second row of Figure 3 , and the experimental data are summarized in Table 3 . The results also indicate the improvement of SSGTV over GTV but to a smaller extent than with the non-noisy data.
IV. CONCLUSION
The generalized l 1 greedy (GLG) algorithm has recently been developed to solve an underdetermined linear system Ax = b for a sparse solution. However, the weight function in the GLG algorithm is discontinuous and thus affects the accuracy of a solution. In this paper, the GLG algorithm is extended as a semisoft generalized l 1 greedy (SSGLG) algorithm with a continuous weight function utilizing the technique of wavelet semisoft thresholding. The SSGLG algorithm is applied to image reconstruction in CT resulting in a semisoft generalized total variation minimization (SSGTV) algorithm and implemented in the block cyclic projection method in the compressed sensing scheme.
In image reconstruction experiments, the relative error (RE), the root-mean-square error (RMSE), the normalized root mean square deviation (NRMSD), and the normalized mean absolute deviation (NMAD) are used to measure the quality of recovered images. Numerical tests on the Shepp-Logan phantom and a CT cardiac image demonstrate that for all these metrics the SSGTV algorithm outperforms the standard total variation and generalized total variation algorithms in image recovery in the noise-free case. In the tests, the selections of the values of the parameters for the SSGTV algorithm are not optimal. However, numerical experiments indicate that the advantages of the SSGTV algorithm are not affected by different values of the parameters involved. The optimal selections of parameters for the SSGTV will be investigated in the future.
The performance of the SSGTV algorithm with noisy images will be further studied taking into consideration neighboring pixel correlations. 
