Abstract--A delayed three-species periodic Lotka-Volterra food-chain model without instantaneous negative feedback is investigated. By using Gaines and Mawhin's continuation theorem of coincidence degree theory and by constructing a suitable Lyapunov functional, a set of easily verifiable sufficient conditions are derived for the existence, uniqueness, and global stability of positive periodic solutions of the system. Computer simulations are presented to illustrate the conclusions.
INTRODUCTION
The classical Lotka-Volterra type predator-prey systems are very important in the models of multi-species population dynamics. There are considerable works on the global dynamics of Lotka-Volterra predator-prey systems (see, for example, [1] [2] [3] ). It is often observed that populations in the real world tend to fluctuate. This is especially so for predator-prey interactions. There are three typical approaches for modelling such behavior (i) introducing more species into the model, and considering the higher dimensional systems (like predator-prey interactions, see [4] ); (ii) assuming that the per capita growth function is time dependent and periodic in time; (iii) taking into account the time delay effect in the population dynamics (see [5, 6] ).
*Author to whom all correspondence should be sent. Typeset by In most of the models considered so far, it has been assumed that all biological and environmental parameters are constants in time. However, any biological or environmental parameters are naturally subject to fluctuation in time. The effects of a periodically varying enviromnent are important for evolutionary theory as the selective forces on systems in a fluctuating environment differ from those in a stable environment. Thus, the assumption of periodicity of the parameters is a way of incorporating the periodicity of the environment (such as seasonal effects of weather, food supplies, mating habits and so forth).
On the other hand, time delays of one type or another have been incorporated into biological models by many researchers, we refer to the monographs of [7] [8] [9] [10] , for general delayed biological systems, and to [11] [12] [13] [14] [15] [16] , and the references cited therein, for studies on delayed biological systems. In general, delay differential equations exhibit much more complicated dynamics than ordinary differential equations since a time delay could cause a stable equilibrium to become unstable and cause the population to fluctuate. Time delay due to gestation is a common example, because generally the consumption of prey by the predator throughout its past history governs the present birth rate of the predator. Therefore, more realistic models of population interactions should take into account the seasonality of the changing environment and the effects of time delays.
The purpose of this paper is to study the combined effects of periodicity of the environment and delays on the dynamics of Lotk~-Volterra predator-prey systems. To do so, we discuss the following delayed three-species periodic Lotka-Volterra type food-chain system without instantaneous negative feedback
with initial conditions, where xl (t), x2(t), and x3(t) denote the densities of prey, predator, and top predator population, respectively. We have assumed in (1.1) that when the predator species x2 is absent, the prey species Xl is governed by the welt-known delay logistic equation,
dxl (t ____~) = xl (t) (rl (t) -all (t) xl (t -•11) ), dt
where Tll ~ 0 denotes the delay in the negative feedback of the prey species xl. T21 and T32 are the delays due to gestation, that is, mature adult predators can only contribute to the reproduction of predator biomass. In addition, we have included the terms -a22x2(t -T22) and -a3axa(t -T33) in the dynamics of predator x2 and top predator x3, respectively, to incorporate the negative feedback of predator crowding. In this paper, for system (1.1), we always assume that the following holds.
(H1) ri(t), a~j(t) are continuously positive periodic functions with period w, i,j = 1,2, 3.
It is well known that by the fundamental theory of functional differential equations [17] , system (1.1) has a unique solution x(t) = (xi(t), x2(t), x3(t)) satisfying initial conditions (1.2). It is easy to verify that solutions of system (1.1) corresponding to initial conditions (1.2) are defined on [0, +co) and remain positive, for all t > 0. In this paper, the solution of system (1.1) satisfying initial condition (1.2) is said to be positive.
The organization of this paper is as follows. In the next section, by using the powerful and effective coincidence degree theory, a new criterion is obtained for the existence of positive wperiodic solutions of system (1.1),(1.2). In Section 3, by means of a suitable Lyapunov functional, a set of easily verifiable sufficient conditions are derived for the uniqueness and global stability of the positive periodic solution to the system. Finally, computer simulations are presented to illustrate the conclusions.
EXISTENCE OF PERIODIC SOLUTION
The objective of this section is to derive sufficient condition for the existence of positive periodic solutions to system (1.1),(1.2) by using Gaines and Mawhin's continuation theorem of coincidence degree theory. To this end, we first introduce the following notations.
Let 
][n what follows, we shall use the following notations,
where f is a continuous w-periodic function.
We are now in a position to state and prove our result on the existence of periodic solutions of sys.tem (1.1). THEOREM 2.1. In addition to (H1), assume further that the following hoIds.
Then, system (1.1), (1.2) has at least one positive w-periodic solution.
PROOF. Since solutions of (1.1),(1.2) remain positive, for all t _> 0, we let 1) and derive that
du2 (t)
--
r2 (t) + a21 (t) e u~(t-r2*) -a22 (t) e u2(t-r22) -a23 (t) e ~a(t), (2.2) dt dun (t) --r3 (t) q-a32 (t) e u2(t-ra2) --a33 (t) e ua(t-raa). dt u*rt ~Cc then, It is easy to see that, if system (2.2) has one w-periodic solution (u~(t),u~(t), 3v JJ , x*(t) = (xl(t),x~(t),x~(t)) -c
is a positive w-periodic solution of system (1.1). Therefore, to complete the proof, it suffices to show that system (2.2) has at least one w-periodic solution.
Take and x = r : {(u, (t),u~ (t),u~ (t)) T ~ c (R,R~): ,~,(t +co) = ,,, (t), {= 1,2, 3}
here, I" t denotes the Euclidean norm. It is easy to see that X and Y are both Banach spaces. Set
where DomL =
{(ul(t),u2(t),u3(t)) T e CI(R, R3)} and N: X ---* X, [ul] [ rl(t)-a11(t)eUl(t-'~)-a12(t)e u2(t) ] N u2 = -r2 (t) + a21 (t) e u~(t-~') -a22 (t) e u2(t-'r22) --a23 (~;) e ua(t) u3 --r3 (t) + a32 (t) e ~(t-~32) --a33 (t) e u3(t-~33)
Define two projectors P and Q as
EX=Y.
It is clear that and
KerL= {xlxcX , x=h, hER3},
Therefore, L is a Fredholm mapping of index zero. Obviously, P and Q are continuous projectors,
Furthermore, it is easy to prove that the inverse Kp of Lp has the form: 
-~ [-~: (t) + ~ (t)e~('-~') -~ (t)e ~(~-~) -a~ (t)~(~)], (2.3)
Suppose that (ul(t),u2(t),u3(t)) T e X is a solution of (2.3) for a certain A C (0, 1 This proves that Condition (b) in Lemma 2.1 is satisfied. Finally, we will prove that Condition (c) in Lemma 2.1 holds. Taking J = Ker L, (Ul, u2, u3) T --~ (ui, u2, u3) T and by a standard calculation, we can derive I:ImQ~
r2 (t) dt + a22 (t) e u'(t-~'22) dt + a2a (t) e ua(t) dt
= a21 (t) e ~(t-'21) dt, /0 /0 /0 rs (t) dt + a33 (t) e ~(~-~) dt = a32 (t) eU2(t-~32)dt.
It follows from (2.3) and (2.5) that tug (t)l dt < r2 (t) + a21 (t) e ~'(t-~l) + a22 (t) e ~(~-r=) + a23 (t) e ~(t) dt

/J = 2 a21 (t) e ~(t-~-2~) dt --2a21 (~21 + r21) e ~(~) ds
< 2aMwe cl ,(2.
[u~(t)l dt< r3(t)+a32(t)e"~(~-~3~)+a33(t)e "~(t-~) dt
We now take fl = {(ul(t),u2(t),ua(t)) T E X : II(Ul,U2,u3)T[I < M}. This satisfies the Condition (a) in Lemma 2.1. When (ul(t), u2(t), u3(t)) T E 0f
deg (JQN(u,, ~,~, ~)T ~ ~ Ker L, (0, O, O)T) =deg ((~i -an eul -hi2 eu2, --r2 JF a21 eui --a22e u2 -a23e ~3,
-f3 + ~32e ~2 -533e~3) T , ~ n KerL, (0, 0, 0) T) By now, we have proved that g/satisfies all the requirements in Lemma 2.1. Hence, (2.2) has at least one w-periodic solution. Moreover, system (1.1) has at least one positive x-periodic solution. The proof is complete. |
UNIQUENESS AND GLOBAL STABILITY
We now proceed to the discussion on the uniqueness and global stability of the w-periodic solution x*(t) in Theorem 2.1. It is immediate that if x*(t) is globally asymptotically stable, then, x*(t) is, in fact, unique. We first derive certain upper bound estimates for solutions of (1.1),(1.2). 
LEMMA 3.1. Let x(t) = (zl(t),x2(t),x3(t)) denote any positive solution of system (1.1) with initial conditions (1.2). If system (1.1) satisfies (ttl) and (H2), then, there exits a T > O, such that
< xi (t) _<
43
The proof of Lemma 3.1 is standard and it is similar to that of Lemma 2.1 in [19], therefore, we omit it here.
We now formulate the uniqueness and global stability of the positive w-periodic solutions of system (1.1). 
A2 (t) = a22 (t) -r2 (t) + E a2k (t) Mk a22 (s) ds
Then, system (1.1), (1.2 
) has a unique positive w-periodic solution x*(t) = (x~(t), x~(t), x~(t)) -c which is globally asymptotically stable.
PROOF. Due to the conclusion of Theorem 2.1, we only need to show the global asymptotic stability of the positive periodic solution of (1.1),(1.
2). Let x*(t) = (x~(t),x~(t),x;(t))
T be a positive w-periodic solution of system (1.1),(1.2), and y(t) = (yl (t), Y2 (t), Y3 (t))-r be any positive solution of system (1.1). It follows from Lemma 3.1 that there exist positive constants T and Mi (i = 1, 2, 3), such that, for all t > T, 0<x~(t)_<Mi,
Calculating the upper right derivative of Vu(t) along the solution of (1.1), it follows that
a12 (t) (~; (t) -y2 (t))]
= sgn (x~ (t) -Ya (t)) I -an (t) (x~ (t) -Yl (t))
-a12 (t)(x~ (t) -Y2 (t))
+an (t) ~ttru (~c~ (u) -91(u)) du]
.
7"11
On substituting (1.1) into (3.6), we derive
D+Vn (t) <_ -an (t) lx~ (t) -yl (t)] + a12 (t)[x~ (t) -Y2 (t)[
f:
It follows from (3.4) and (3.7) that, for t _> T + 2%
D+Vu (t) <_ -all (t)Ix~ (t) -yl (t)[ + a12 (t)[x~ (t) -Y2 (t)]
f: Then, it follows from (3.8) and (3.9) that, for t > T + 2r,
We now define (3.10)
(3.12)
7"11 Jl+Tll Then, it follows from (3.10), (3.11) , and (3.12) that, for t _> T + 2T,
0+1,'1 (t) <_ -an (t) Ixl (t) -yl
Next, let v~ (t) = v~, (t) + v2~ (t) + v~ (t), where (3.14) Calculating the upper right derivative of V2(t) along the solution of (1.1), we derive that, for t _> T+ 2r, D+V2 (t) <_ -a22 (t)Ix; (t) -y~ (t)I + a21 (t + T21)IX~ (t) --Yl (t)l 
+a2a(t) lx~(t)-ya(t)l+ r2(t)+~'-'~a2k(t)Mk a22(s) dslx;(t)-y2(t)l
Calculating the upper :right derivative of V3(t) along the solution of (1.1), it follows that, for t~T+2-r, D+V3 (t) < -a33 (t)Ix; (t) -y3 (t)l + a32 (t + r32)Ix; (t) -y2 (t)t 
+ ra(t)+~aak(t)Mk aaa(s) dslx~(t)-ya(t)l
t---~Oo
The proof is complete. | REMARK 1. If ~-ij = 0, i,j = 1,2, 3, then, system (1.1) reduces to an instantaneous system, i.e., one without delay
~1 = xl (t) (ri (t) -al~ (t) xl (t) -a~ (t) x2 (t)), :~2 = X2 (t) (--r2 (t) + a21 (t) Xl (t) --a22 (t) x2 (t) -a23 (t) x3 (t)), ~:3 = X3 (t) (--r3 (t) + a32 (t) x2 (t) --a33 (t) x 3 it)).
(3.26) It is easy to examine that the coefficients in system (3.28) satisfy all the assumptions in Theorems 2.1 and 3.1. Thus, by Theorem 3.1, system (3.28) has a unique positive 27r-periodic solution which is globally stable. Using Shampine's and Thompson's program dde23 in solving DDEs [20] , numerical simulation shows that system (3.28) has a unique 27r-periodic solution which is globally asymptotically stable (see Figure 1 ). negative feedbacks dominate other interspecific interaction effects with or without delays. We would like to mention here that Example 2 shows that our results in Theorems 2.1 and 3.1 have room for improvement. By using a similar technique, it is interesting to discuss the existence, uniqueness and global stability of positive periodic solutions to an n-species periodic LotkaVolterra predator-prey system or competition system with time delays. We leave these for future work.
