Abstract. A step trace is an equivalence class of step sequences, where the equivalence is determined by dependencies between pairs of actions expressed as potential simultaneity and sequentialisability.
Introduction
Mazurkiewicz traces [1, 2] are a fundamental model for representing sequential observations of concurrent behaviour (see [3] ). Each trace is an equivalence class of sequences, the equivalence being based on the idea that two actions that are independent may be observed in any order. Thus, sequences that differ only w.r.t. the ordering of independent events (occurrences of actions) may be identified as belonging to the same concurrent run. The dependencies between its events are invariant among (common to) all elements of the trace. They constitute an acyclic dependence graph which -through its transitive closure -determines the underlying causality structure of the trace as a partial order labelled with action names [4] . In fact, each trace is represented (characterised) by a labelled partial order (see [3, 5] ).
However, being based on equating independence and lack of ordering as well as assuming that actions can only occur (or be observed) one after the other, i.e., sequentially, the model of Mazurkiewicz traces with the corresponding partial order interpretation of concurrency is not always sufficient [6] . In [7] , a generalisation of the theory of traces is presented for the case that occurrences of actions may be perceived as simultaneous (a common assumption, e.g., in concurrency models inspired by biochemical reactions as in [8] ; see also [6] for other examples). Thus observations consist of sequences of steps, i.e., sets of one or more actions that occur simultaneously. 1 Step sequences have been used to represent operational semantics of concurrent systems for a long time [9, 10] and they are still popular [11] . The fundamental difference between models like [9, 10, 11] and the approach of this paper is that we identify step sequences that are considered equivalent.
To retain the philosophy underlying Mazurkiewicz traces, the extended set-up is based on a few explicit and simple design choices. Instead of only using an independence relation, step alphabets use two basic relations between pairs of actions: simultaneity indicating actions that may occur together in a step, and sequentialisation indicating equivalent orders of executing two different actions. These two relations are the basis for the identification of step sequences as observations of the same concurrent run. The equations they determine are of the form AB = BA and AB = A B, where A and B are steps, and the resulting equivalence classes of step sequences are called step traces. Each step trace uniquely defines an underlying labelled relational structure, called dependence structure, based on the relations between its events. These structures have two relations: mutual exclusion and weak causality. Closing the relational structure associated with a step trace yields an invariant structure that uniquely represents the step trace [12] , similar to the way that a Mazurkiewicz trace is represented by a partial order.
An important issue concerning invariant structures is to decide whether an invariant structure represents a step trace over a given step alphabet. This problem was considered in [13] , and an effective solution was proposed for the general case. Here, we investigate the possibility of obtaining a more efficient solution when the invariant structures considered, are required to have an acyclic weak causality relation, i.e., they are so-called acyclic invariant structures. As a weak causality cycle implies that certain events cannot be sequentialised when they occur in a step, invariant structures with an acyclic weak causality relation are related to linearisable step traces, i.e., step traces where each step can be represented by some equivalent sequence of singletons, and so also each step sequence. In other words, each step has a linear representation. This requirement that concurrent runs can be sequentialised is not an uncommon assumption, see e.g., [11, 14, 15, 16] .
In this paper, we identify the step alphabets with only linearisable step traces as those step alphabets that lead to acyclic invariant structures only. Moreover, we show that an acyclic invariant structure can be pruned leading to a reduced structure, that allows one to solve the problem in a purely local way instead of being forced to take all implied relationships into account. 
Preliminaries
We can identify a singleton set with its only member, e.g., {a} = a, and denote sets by listing their elements within parentheses, e.g., {a, b} = (ab). If R is a binary relation over X and A, B ⊆ X, then ARB means that aRb, for all a ∈ A and b ∈ B. For example, aR(bc) means that aRb and aRc.
Events and step sequences. Σ is a finite nonempty alphabet of actions. An event is a pair a, i , denoted by a (i) , such that a ∈ Σ and i ≥ 1. The default labelling of
S comprises all nonempty subsets of Σ, called steps. SSEQ comprises all finite sequences of steps, called step sequences. 2 If u = A 1 . . . A k is a step sequence, then occ(u) comprises all events a (i) such that i does not exceed the number of occurrences of a within u, and pos u (a (i) ) = j if the i-th occurrence of a is in A j . A step sequence is linear if it consists of singleton sets.
R is an equivalence relation if it is symmetric, transitive and reflexive. R is a partial order relation if it is irreflexive and transitive; R is a weak partial order relation if it is reflexive, antisymmetric, and transitive. R is a total order relation (on X) if it is a partial order relation and R sym = (X × X) \ id X . Moreover, R + is the transitive closure of R and R is acyclic if R + is asymmetric, R * is the reflexive transitive closure of R, R = R + \ id X = R * \ id X is the irreflexive transitive closure of R, and R = R * ∩ (R * ) −1 is the largest equivalence relation contained in R * .
If P, Q, R ⊆ X × X, then P • Q R = { w, z | ∃ x, y ∈ Q : wP (xy)Rz} which can be thought of as a composition of R and Q supported by P (see Figure 1) .
Step traces. A step alphabet is a triple θ = Σ, sim, seq , where sim (simultaneity) and seq (sequentialisability) are irreflexive relations over an alphabet of actions Σ such that sim and seq \ sim are symmetric relations. The steps and step sequences over θ are, respectively, S θ = {A ∈ S | (A × A) \ id Σ ⊆ sim} and SSEQ θ = S * θ . There are two kinds of equations defined by θ, where
They induce a relation ≈ θ on SSEQ θ as follows: u ≈ θ v if there exist w, t ∈ SSEQ and A, B ∈ S θ such that u = wABt∧v = wBAt∧AB = θ BA or u = wABt∧v = w(A∪B)t∧AB = θ (A∪B). The reflexive, symmetric, and transitive closure of ≈ θ yields the equivalence relation ≡ θ . The equivalence classes STR θ of ≡ θ are called step traces over θ, and the step trace containing u ∈ SSEQ θ is denoted by u θ . We may omit the subscript θ if this does not lead to confusion. Two step sequences are ≡ θ -equivalent if one can be obtained from the other by (repeatedly): swapping steps consisting of actions which can be sequentialised in any order, splitting steps provided that the resulting ordering of actions respects the sequentialisability given by seq, and joining adjacent steps if their order respects seq and all actions can be simultaneous.
Based on sim, seq, and seq −1 (and the property that both (seq \ seq −1 ) and (seq −1 \ seq) are subsets of sim), we identify six meaningful dependency relations for actions which partition Σ × Σ (see Example 1 and also [17] ): rig θ = (Σ×Σ)\(sim∪seq) is rigid order which disallows simultaneity and changing of order (note that the identity relation belongs to rig); inl θ = seq \ sim = (seq ∩ seq −1 ) \ sim is interleaving which forbids simultaneity but allows to change the order (in both ways); ssi θ = sim \ (seq ∪ seq −1 ) is strong simultaneity which allows simultaneity, but forbids serialisation and interleaving; sse θ = seq \ seq −1 is semi-serialisability which allows simultaneity which may be serialized in the order given, but not in the reverse order; wdp θ = seq −1 \ seq is weak dependence which is the inverse of semi-serialisability; con θ = sim ∩ seq ∩ seq −1 is concurrency which allows simultaneity and serialisability in both orders. 
Relational structures. Causal and temporal relationships between the events of a concurrent run can be represented using relational structures rs = ∆, , comprising an event domain ∆, and two binary relations (mutex) and (weak causality) on ∆. (We also use the default event labelling .) Intuitively, x y means that x cannot occur simultaneously with y, and x y that x cannot occur later than y, i.e., only before or together with y. The derived relation ≺ (causality) is the intersection of and . For a relational structure rs we may use rs , rs and ≺ rs to denote its mutex, weak causality, and causality relation, respectively.
rs is said to be separable if is symmetric, is irreflexive, and ∩ = ∅ (and so is also irreflexive). 3 rs rs means that rs is a relational structure extension of rs satisfying ∆ rs = ∆ rs , rs ⊆ rs , and rs ⊆ rs . The intersection RS of a non-empty set RS of relational structures with the same domain and labelling is defined component-wise.
Structure closure. The (relational structure) closure operation adds implied relationships to rs = ∆, , . It is defined as clo(rs) = ∆, ,
, where: 4
3 Intuitively, ∩ = ∅ excludes situations where two mutually exclusive events are at the same time simultaneous. 4 clo corresponds to the transitive closure in the set-up of Mazurkiewicz traces. The above closure involves closure of the mutex relation , and closure of the weak causality relation . The latter is simply the irreflexive transitive closure. The former is more involved (see Figure 2 ). To calculate new mutex pairs, one connects events which are at the corners of a weak causality diamond with a mutex inside ( Figure 2 (b)), as well as adds all the missing arcs between any two mutually exclusive equivalence classes of ( Figure 2 (a)) taking into account newly added mutexes (i.e., added as in Figure 2 (b)). If rs and rs are relational structures with irreflexive weak causality, then:
rs clo(rs) and rs rs =⇒ clo(rs) clo(rs ) .
Order structures. OR consists of all order relational structures (or order structures, for short) i.e., those separable relational structures or = ∆, , such that a (i) ≺ a (j) , for all a (i) , a (j) ∈ ∆ with i < j. 5 Intuitively, a (i) is the i-th occurrence of an action a and since or is an order structure, occurrences of the same action are totally ordered by ≺ (see Proposition 3 in [7] ). Moreover, ≺ + is a partial order relation.
As discussed next, there are three classes of order structures corresponding to the three main classes of order relations used in Mazurkiewicz trace theory.
Saturated structures. The saturated order relational structures (or saturated structures, for short) SR comprise all order structures sr for which there is no order structure or = sr with sr or . 6 We let or2sr(or ) denote the set of all saturated extensions of an order structure or .
Saturated structures are in one-to-one relationship with step sequences thanks to a pair of inverse bijections, sseq2sr and sr2sseq, defined as follows, for all sr ∈ SR and u ∈ SSEQ ( [7] ):
• sseq2sr(u) = occ(u), , , where for all x, y ∈ occ(u): (pos u (x) = pos u (y)) =⇒ x y and (pos u (x) ≤ pos u (y) ∧ x = y) =⇒ x y.
Invariant structures. The invariant order relational structures (or invariant structures, for short) 7 IR are those relational structures ir = ∆, , such that ∆ is an event domain and such that for all w, x, y, z, a (i) , a (j) ∈ ∆:
The way in which we introduce IR here, is slightly different from that used in, e.g., [7] , but equivalent (see Section A and Proposition A.1 in the appendix). Hence, with some care, we can (and will do so in the rest of this section) refer to the properties of invariant structures established in past papers.
In particular, all invariant structures are order structures, the structure closure maps order structures onto invariant structures and does not change invariant structures, and each invariant structure is the intersection of its saturated extensions. 8 That is, we have the following, where ir ∈ IR:
clo(OR) = IR and clo| IR = id IR and ir = or2sr(ir ) .
There is a strong connection between step traces and invariant structures. It is given by the mapping str2ir(τ ) = sseq2sr(τ ) for every step trace τ . For every step alphabet θ, it establishes a one-to-one correspondence between the step traces over θ and the invariant structures over θ defined as IR θ = str2ir(STR θ ). The inverse of str2ir is given by ir2str(ir ) = sr2sseq(or2sr(ir )), for every ir ∈ IR θ ( [7] ). Since τ is usually much bigger than str2ir(τ ), invariant structures can be used, e.g., for an efficient algorithmic treatment of step traces.
Dependence structures. Deriving the invariant structure for a step trace following the definition of str2ir(τ ) would be inefficient as the number of step sequences in τ can be huge. However, as demonstrated in [7] , by taking a single step sequence in τ , one can extract all the essential causal relationships between events in str2ir(τ ).
For a step sequence u over a step alphabet θ, the dependence structure (with respect to θ) is defined as sseq2or
where, for all x, y ∈ occ(u) with pos u (x) = k and pos u (y) = m: 9
7 Invariant structures correspond to partial orders in the set-up of Mazurkiewicz traces. 'Invariant' derives from the fact that they play a similar role as the invariant partial orders common to all sequential (totally ordered) observations of a concurrent run (see, e.g., Section 4.4 in [7] ). 8 Recall that transitive closure of acyclic relations yields partial orders without affecting the latter, and each partial order is the intersection of its total order extensions (see [18] ). 9 Dependence structures correspond to dependence graphs in the set-up of Mazurkiewicz traces.
The above definition explicitly indicates whether two events are weakly causally related and/or mutual exclusive or neither, by looking at their relative order in the step sequence and their mutual relation as given in θ. For example, in the first two lines of (4), two events that are not in the same step and have labels that cannot be sequentialised when in the same step, are to be connected by mutex. See also Example 3(a). Dependence structures are order structures, and the step sequences belonging to a step trace τ over θ have the same dependence structure, sseq2or θ (τ ). Crucially, the closure of the latter is the invariant structure induced by τ , i.e., clo(sseq2or θ (τ )) = str2ir(τ ) (see [7] ). See also Example 3(b).
Linearisable traces, linearising alphabets, and acyclic structures
Assuming that a non-sequential execution has an equivalent sequential representation amounts in the current setting to requiring that a step trace contains a linear step sequence.
Linearity in traces and alphabets. A step trace is linearisable if it contains a linear step sequence. Moreover, it is a valid question to ask what step alphabets ensure such a property, which leads to the following definition. A step alphabet θ is linearising if every step trace over θ is linearisable. The next result provides a full characterisation of such alphabets. Theorem 3.1. A step alphabet θ = Σ, sim, seq is linearising if and only if for each step A ∈ S θ , there is a subset ∠ of seq such that ∠ ∩ (A × A) is a total order relation on A.
Proof: (=⇒) Let A ∈ S θ . Since θ is linearising, there are a 1 , . . . , a k ∈ A such that A ≡ a 1 . . . a k . Clearly, A = {a 1 , . . . , a k } and a i = a j , for i = j. Then ∠ = { a i , a j | i < j} is a total order relation. Moreover, from the way the equations defining ≡ θ are defined, it follows that, for all i < j, a i , a j ∈ seq, or a j , a i ∈ seq and a j , a i ∈ seq ∩ seq −1 . Hence ∠ is a subset of seq. (⇐=) Let A = {a 1 . . . a k } ∈ S θ . We know that there is a subset ∠ of seq and an enumeration a 1 , . . . , a k of A such that, for all i < j, a i ∠a j and so a i , a j ∈ seq. Hence A ≡ a 1 {a 2 , . . . , a k } ≡ a 1 a 2 {a 3 , . . . , a k } ≡ · · · ≡ a 1 . . . a k . Thus θ is linearising. Example 2. Let θ = Σ, sim, seq be as in Example 1. Since ssi = ∅, θ is not linearising. For example, c(ab)ad θ = {c(ab)ad, c(ab)(ad), (abc)ad, (abc)(ad)} is a step trace over θ without a linear step sequence.
Consider now θ = Σ, sim, seq , where seq = seq ∪ { b, a }. Then ssi θ = ∅, and θ is linearising. In particular, c(ab)ad θ contains the linear step sequence cbaad.
The relation sim has two maximal cliques A = {a, b, c} and B = {a, b, d}. We have bca, acb ∈ A θ and the relation seq Consider also θ = Σ, sim, seq , where seq = seq∪{ a, b }\{ c, b }. As before, A = {a, b, c} and B = {a, b, d} are the maximal cliques of sim. This time seq ∩ (B×B) contains two total orders on B, namely adb and abd. However, seq ∩ (A×A) does not contain any total order. Indeed, (abc) is an indivisible step in θ (i.e., cannot be split). Therefore, despite ssi θ = ∅, θ is not a linearising trace alphabet and Corollary 3.2 cannot be reversed. ♦ Acyclic structures. A relational structure rs = ∆, , is acyclic if is acyclic. As the next result demonstrates, the acyclicity of relational structures fully characterises linearisable step traces. Theorem 3.3. A step trace τ is linearisable if and only if its invariant structure str2ir(τ ) is acyclic.
Proof:
(=⇒) Since τ is linearisable, there is a linear step sequence u ∈ τ . Clearly, sseq2sr(u) is a total order relation. Thus str2ir(τ ) is acyclic as str2ir(τ ) = sseq2sr(τ ). Hence str2ir(τ ) is acyclic. (⇐=) Since ir = str2ir(τ ) is acyclic, there is sr ∈ or2sr(ir ) such that sr is a total order relation (see [18] ). Clearly, u = sr2sseq(sr ) is a linear step sequence. Hence τ is linearisable, as we have u ∈ ir2str(ir ) = sr2sseq(or2sr(ir )) = τ .
Directly from Theorems 3.1 and 3.3, we obtain another characterisation of linearising step alphabets in terms of their invariant structures. 
Transitive reduction of acyclic invariant structures
Hasse diagrams (also referred to as 'transitive reductions') are the unique most 'efficient' representations of partial order relations. In this section, we will introduce a corresponding notion for acyclic invariant structures, called transitive reduction. 10 Note that similarly efficient representations are not unique in the case of arbitrary invariant structures due to possible cycles in weak causality relations.
Throughout the rest of this paper, ir = ∆, , is an arbitrary, fixed acyclic invariant structure.
The transitive reduction of ir is the relational structure
We denote (wz) (xy) if w z and one of the following holds: (x (wz) y) or (x (wz) y) or (y (wz) x) or (y (wz) x). Intuitively, (wz) (xy) means that the transitive reduction removes x y and y x due to the presence w z. 11 (a) (wz) (xy).
(b) w z and one of the following holds: (x w y ∧ x z y) or (x w y ∧ x z y) or (y w x ∧ y z x) or (y w x ∧ y z x).
(c) w z and (x (wz) y) ∨ (y (wz) x) and (wz) = (xy).
Proof: (a) =⇒ (b) Suppose that w z and x (wz) y. If x = w and x = z, then x x, contradicting (I1). Hence (b) holds. In the remaining three cases we proceed similarly.
(b) =⇒ (a) Suppose that x w y ∧ x z y. If x = w and w = y, then x z y = x, contradicting the acyclicity of ir . In the remaining three cases we proceed similarly.
(b) =⇒ (c) Suppose that x w y and x z y. Suppose now that x = z (or z = y). Then we obtain a contradiction with (I1) and x z (resp. z y). Hence (wz) = (xy). In the remaining three cases we proceed similarly.
(c) =⇒ (b) If (b) does not hold, then (x = w ∨ w = y) ∧ (x = z ∨ z = y). If x = w ∧ x = z or w = y ∧ z = y, then we obtain a contradiction with (I1) and w z. If x = w ∧ z = y or w = y ∧ x = z, then we obtain a contradiction with (wz) = (xy). 10 Transitive reduction replaces weak causality -by Proposition 3.6(b), a partial order relation -with its Hasse diagram. 11 But x y and y x can be reinstated by the closure operation provided that w z survives in red(ir ) (cf. (1)).
The next result guarantees that the transitive reduction does not remove too many relationships. 
Hence, by the transitivity of (see Proposition 3.
Suppose that x (uv) y (the case y (uv) x is similar). Thus, if (uv) (xy) then, by Proposition 4.2(c), (xy) = (uv). We then consider two cases: Case 1: x = u ∧ y = v. Then x (wz) y and w (xy) z ∨ z (xy) w. Hence, by the transitivity of , x w x ∧ y z y or x z x ∧ y w y. Thus, by Proposition 3.5(c), x = w ∧ y = z or x = z ∧ y = w, yielding a contradiction with (wz) = (xy). Case 2: x = v ∧ y = u. Then we proceed similarly as in Case 1.
We then obtain a result corresponding to the fact that a partial order relation is the same as the transitive closure of its Hasse diagram. 
Proof:
By Proposition 4.1(c), it suffices to prove ir clo(red(ir )). Moreover, by Proposition 4.1(a), red(ir ) is acyclic. Therefore, by Proposition 3.5, it suffices to show that: (i) is a subset + red(ir ) ; and (ii) is a subset of red(ir ) ∪ ( * red(ir ) • red(ir ) * red(ir ) ) sym . To show (i), we observe that is a partial order relation by Proposition 3.6(b), and red(ir ) its Hasse diagram. Hence,
To show (ii), we observe that, by Proposition 4.3, is a partial order relation on M = {(xy) | x y}. Hence, since M is a finite set, for every x, y ∈ \ red(ir ) , there is w, z ∈ red(ir ) such that (wz) (xy). Thus, (ii) follows from Proposition 4.2(b), (I5), and
The next proposition states that red(ir ) contains all 'essential' relationships defining ir . (2), we have or clo(or ) = ir . Hence or ir . To show red(ir ) or , we first observe that, by Proposition 3.5(b), we have: Finally, suppose that x, y ∈ red(ir ) \ or . Then x y, and so x clo(or ) y. Since ir is acyclic and or ir , or is acyclic. Hence, by Proposition 3.5(b), there is w or z such that x * or (wz) * or y or y * or (wz) * or x. Hence w z and x * (wz) * y ∨ y * (wz) * x, and so, by (I3), we have x (wz) y ∨ y (wz) x. Since x or y and w or z we have (xy) = (wz) . By Proposition 4.2(c), we then have (wz) (xy), and so x red(ir ) y, yielding a contradiction.
Therefore, transitive reductions can be viewed as counterparts of Hasse diagrams. Let u = c(ab)ad and τ = u θ . Then or = sseq2or θ (u) is as in Figure 3 (a), ir = str2ir(τ ) as in Figure 3 (b), and red(ir ) as in Figure 3 (c). Another order structure or satisfying Proposition 4.5 is depicted in Figure 3(d) . ♦ Evidence relations of transitive reductions. We conclude this section with a closer look at the relationships between events, jointly in ir and red(ir ). Firstly, we observe, that for an order structure or , there are seven possible combinations of mutex and weak causality relationships between distinct events. 12 or = { x, y | x or y or x or y} or = { x, y | x or y or x or y} or = { x, y | x or y or x or y} or = { x, y | x or y or x or y} or = { x, y | x or y or x or y} or = { x, y | x or y or x or y} or = { x, y | x or y or x or y = x} .
To each of these combinations we refer as an evidence relation. Note that these seven relations partition (∆ or ×∆ or )\id ∆or . Thus we introduce abstract symbols, Evi = { , , ,
, and define the evidence provided by x = y ∈ ∆ or as evi or (x, y) = e, where e ∈ Evi is such that x, y ∈ e or . For example, evi or (x, y) = means that x or y. Not surprisingly, the range of possible evidences in a transitive reduction is also reduced. Proposition 4.6. Let e = evi ir (x, y) and e = evi red(ir ) (x, y), where x = y ∈ ∆. Then: (a) e = = e ; (b) e = =⇒ e = ; (c) e = =⇒ e = ; and (d) e = =⇒ e = .
We first observe that (a) follows from the acyclicity of and red(ir ) (see Proposition 4.1(a)).
Suppose that x y and x red(ir ) y. Then, by the definition of red(ir ), there are w, z ∈ ∆ such that (wz) (xy). Hence, by Proposition 4.
To show (b), suppose x y ∧ x y ∧ x red(ir ) y. Then, by (6) and the acyclicity of (which rules out y x), x, y ∈ • . Hence, by the definition of red, we have x red(ir ) y, and so e = . The proof of (c) is similar to that of (b). To show (d), suppose that x y x y, and assume that x red(ir ) y. Then, by (6), x y or y x, yielding a contradiction. Hence x red(ir ) y. Moreover, by the definition of red, y red(ir ) x red(ir ) y. Thus e = .
Local characterisation of alphabets of acyclic invariant structures
We now aim at an effective characterisation of the step alphabets generating ir . We need some auxiliary notions.
Dependencies. Let Dep = {rig, inl, ssi, sse, wdp, con} be another set of abstract symbols. For a step alphabet θ and two distinct actions, a and b, we define their dependency in θ as
is the derived dependency of any two distinct events x and y. For dependence structures, there is a clear relationship between the dependencies and evidences associated with pairs of events, which follows directly from (4), and is captured by Table 1 (see [13] ). 13 Step alphabets of ir . Below we assume that any step alphabet θ we consider has an empty relation ssi θ . We can do this without loss of generality since, by Proposition 4.6(a) and the first and third columns of Table 1 , in dependence graphs generating ir ssi θ induces exactly the same evidences as rig θ . Moreover, by Corollaries 3.2 and 3.4, we have ssi θ = ∅ for all step alphabets which generate acyclic invariant structures only.
Example 4. Recall the invariant structure ir and its transitive reduction red(ir ) associated with u = c(ab)ad and τ = u θ from Example 3. Then evi ir , evi red(ir ) and PD ir are as in Table 2 . ♦
With the next notion, we want to identify the dependencies which could relate pairs of events and pairs of actions involved in ir . For all events x = y ∈ ∆, the set PD ir (x, y) ⊆ Dep \ {ssi} of possible 13 There are no entries for pos u (x) = pos u (y) and x, y ∈ rig θ ∪ inl θ , since u ∈ SSEQ θ and (rig θ ∪ inl θ ) ∩ sim θ = ∅. evi sseq2or θ (u) (x, y) rig inl ssi sse wdp con
wdp rig inl rig wdp inl rig sse wdp con sse sse con con
sse rig inl rig sse inl rig wdp sse con wdp wdp con inl Table 1 . (Top) Evidences of the dependence structure sseq2or θ (u) associated with a step sequence u ∈ SSEQ θ . The entries show evi sseq2or θ (u) (x, y), for all feasible combinations of relative positions of x and y within u (indexing the rows), and possible dependencies of x and y (indexing the columns). (Bottom) The table of possible dependencies given in two horizontal boxes with two rows each. It gives for each evidence between two events in ir and between the same events in red(ir ), the possible dependencies between their labels (see (4) ).
dependencies of x, y in ir is defined by Table 1. 14 Moreover, for all actions a = b ∈ (∆):
are the possible dependencies of a, b in ir .
Example 5. Recall ir from Example 3, and PD ir for events from Example 4. Then PD ir for actions is given in Table 2 . Hence we have fixed dependencies between all actions except for b, d and c, d, where every situation is possible (except for ssi which, by Corollary 3.2, is empty for linearising step alphabets). ♦ This way we obtain as a main result of this paper:
Theorem 5.1. Let θ be a step alphabet such that (∆) is included in the action set of θ. Then ir ∈ IR θ if and only if dep θ (a, b) ∈ PD ir (a, b), for all a = b ∈ (∆).
Proof: (=⇒) Since ir ∈ IR θ , there is u ∈ SSEQ θ such that ir = clo(or ), where or = sseq2or θ (u). Thus, 14 Table 1 covers all feasible combinations of e = eviir (x, y) and e = evi red(ir ) (x, y). The combinations: e = with e = , e = with e = , and e = with e = , are not feasible and, moreover, is impossible (see Proposition 4.6).
is a linear step sequence, and so u ∈ SSEQ θ . It therefore suffices to show that ir = clo(or ), where or = sseq2or θ (u). And, by Proposition 4.5, this is equivalent to red(ir ) or ir . Suppose that x = y ∈ ∆ and, moreover, pos u (x) < pos u (y). (The case pos u (x) > pos u (y) is symmetric, and the case pos u (x) = pos u (y) is impossible as u is a linear step sequence.) We then consider four cases (note that both x ir y and x ir y are impossible as u ∈ sr2sseq(or2sr(ir ))). The characterisation of step alphabets generating ir could support an efficient algorithm for checking whether ir is generated by a given step alphabet θ. Such an algorithm would first derive the transitive reduction of ir and then check, for all x = y ∈ ∆, whether dep θ ( x , y ) ∈ PD ir (x, y). Moreover, the second phase can be carried out independently for all pairs of distinct events, and so it could be parallelised. A similarly effective parallelisation is not possible for the method presented in [13] which, however, works for all invariant structures.
Conclusion
We have given a full characterisation of the linearisable step traces as those which are represented by acyclic invariant structures. We have also introduced the notion of transitive reduction of acyclic invariant structures which corresponds to the transitive reduction of partial order relations. We then have provided a local characterisation of those step alphabets which can generate a given acyclic invariant structure. A result like this would support an efficient method for checking whether a given acyclic invariant structure can be generated by a given step alphabet. Recently, in [19] , we continued this investigation of the structure of step alphabets that could give rise to given acyclic invariant structure. The main result there is that the set of all such step alphabets forms a complete lattice with the ordering derived from the relative 'strength' of the dependencies between pairs of individual actions.
