In this paper, we show how the analyses of Markov Modulated Rate Processes can be used to address the problem of computing the distribution of W, the stationary workload in the MMPP/GI/1 queue. Using the results of papers by Anick, Mitra and Sondhi (1982) , Mitra (1988) , and Elwalid, Mitra and Stern (1991), we present decomposition properties of the Laplace transform of W and e cient computational algorithms for computing its distribution. The techniques are also applied to compute bounds on the distribution of W developed in Liu, Nain and Towsley (1997) . Numerical results illustrating the usefulness of the methods are given for the case of a superposition of independent, non-identical sources.
Introduction
The problem of switch design and admission control in high speed networks (in particular ATM) has spawned a large amount of research on stochastic models that are numerically tractable and, at the same time, capable of a realistic representation of highly variable tra c sources.
To this end, many authors have studied queueing systems with Markov modulated input processes. The standard renewal processes are judged as inadequate for representing the complexity of the behavior of sources originating in multimedia (including video and voice) applications.
When modeling packet level behavior, the network is represented by classical queueing systems in which the customers represent the data packets. A commonly used source model is the Markov Modulated Poisson Process (MMPP) in which customers arrive according to a Poisson process whose instantaneous rate is a function of fX(t); t 0g, a nite-state, continuous-time Markov chain. Other families of modulated arrival processes have been studied, such as Markov Arrival Processes (MAP) and the batch variant (BMAP) (see e.g. 14]). The modeling power of these families is larger, but their analysis techniques are quite similar.
The popularity of these families of processes is motivated by the facts that they can represent, or approach by density, very wide classes of stationary processes; they are closed under superposition, that is: the superposition of several independent Markov modulated Poisson processes (or MAP, or BMAP) still belongs to the same family;
they contain on/o processes, which are simple yet realistic models for several classes of tra c (voice, data, etc.).
A Markov modulated Poisson source is represented by a couple (Q; ), the rst matrix being the generator of the Markov chain fX(t); t 0g, and the second being the diagonal matrix of the arrival intensities associated with each state. The results of many years of research on the MMPP/GI/1 queue have been collected in the MMPP Cookbook 9] . Regarding the distribution of the workload in the queue, there exist general formulas and algorithms that enable its numerical computation. Unfortunately, a number of technical di culties limit their applications to systems containing a small number of sources. These di culties relate to the solution of matrix functional equations and the inversion of Laplace transforms.
There exists a strong similarity between the MMPP/GI/1 queue and a class of uid data models that have been studied in detail in the literature. In the latter systems, the source is modeled by a Markov Modulated Rate Process (MMRP, an acronym appearing in 17]), in which the value of the instantaneous arrival rate of information is a function of fX(t); t 0g, a nite-state, continuoustime Markov chain.
The analysis of MMRP models centers around matrices of the form A(h) = Q ? h :
For this reason, the literature on MMRP includes a detailed analysis of the spectrum and eigenvectors of such matrices. In 2], the case of a superposition of identical and independent two-state sources (referred to as binary sources throughout this paper) is solved. In 17] , this analysis is generalized to the superposition of independent sources. This is made possible through the use of Kronecker algebra 4, 10] and related spectral theory. The algebraic similarity exhibited by queueing systems fed either by MMPP sources or by MMRP sources has been observed and exploited in several papers authored by Elwalid, Mitra and Stern. In 5, 6, 7] , the authors consider that the source is a superposition of identical independent MMPP sources and exponential service times. In 5] , the authors address the case of the superposition of heterogeneous sources and Markov modulated exponential servers. In all of these studies the distribution of interest is that of the number of customers in the system. In complement to the Kronecker product representations, the authors propose an aggregation procedure applicable to homogeneous superpositions of arbitrary MMPP sources.
The principal objective of this paper is to take advantage of the analysis techniques developed for MMRP queues to improve the computation algorithms for the workload distribution in the MMPP single server queue with general service times. Our analysis starts from the results of 9], which are brie y summarized in Section 2. It then proceeds along the lines of 17] of Stern and Elwalid. The aggregation techniques of 5, 6] are not exploited here: this is a topic left for future research.
The paper is organized as follows. In Section 2 we describe the model and collect and derive some basic results related to the structure of MMPP/GI/1 queues. In Section 3 we consider the exact computation of the workload distribution for reversible sources. Both the single source and the superposition of such sources are analyzed. In Section 4 we address the exact computation of the workload distribution when the input process is the superposition of homogeneous/heterogeneous two-state (binary) MMPP sources. In Section 5, we revisit and extend computational aspects of the exponential bounds for the waiting distribution reported in 13]. Throughout these three sections (3, 4 and 5), we will discuss both the computation algorithms and the analysis of their computational complexity. In Section 6 we present numerical results obtained with these algorithms. Finally, we conclude in Section 7 with remarks on future research directions.
Preliminaries and Summary of the Results

Basic Model and Known Results
We consider a single-server MMPP/GI/1 queueing system equipped with an in nite bu er. Customers arrive according to an MMPP process and require independent and identically distributed (i.i.d.) service times. Let H(x) denote the probability distribution of the service times and let H (s) be its Laplace transform. Let m be the average service time and m (2) its second moment. An MMPP is a continuous-time irreducible Markov chain fX(t); t 0g with nite state space f0; 1; 2; : : : ; Ng.
When the Markov chain is in state i, 0 i N, customers arrive to the queue according to a Poisson process with parameter i . The arrival process is represented by a couple (Q; ), the rst matrix being the in nitesimal generator of the Markov chain fX(t); t 0g, the second being the diagonal matrix of the arrival intensities associated with each state (usually referred to as the rate matrix). Let denote the row vector of the stationary distribution of the matrix Q. Also, let 1 denote the column vector constituted of ones. The average arrival rate of the process is: =
:
The load factor of the system is then = m.
A special case, and also one of the most studied cases, is the MMPP with a two-state Markov chain (N = 1). Such a source will be referred to as a binary source.
The study of the MMPP/GI/1 queue has recently been revived, due to its important applications in the analysis of high speed communication networks. The paper of Fischer and Meier-Hellstern 9] surveys the current knowledge on this system. It appears that matrices of the form Q+a +bI, I being the identity matrix, play a pivotal role in the theory of the MMPP/GI/1 queue. For instance, if F i;j (x) = P(X k = j; k x j X k?1 = i) is the probability transition of the state of the Markov chain fX(t); t 0g at arrival instants, joint with inter-arrival times, then 9, eq. (5) (1)
Here matrix P := ( ? Q) ?1 is the transition matrix of the Markov chain embedded at arrival epochs. We will denote by p its invariant measure.
Likewise, the Laplace transform of the joint distribution of the rst n inter-arrival times is given by (see 9, eq. (14) (4) for <(s) > 0, with W (0) = . Here, g is a probability vector that is the solution of g = gG, where G is the matrix of the transition probabilities of the chain fX(t); t 0g between the beginning and the end of busy periods. G is in turn the solution of the matrix functional equation: (5) According to (1), (2) or (4), it is clear that computing the inverse or the exponential of matrices of the form Q + a + bI is a central issue. Also, when computing the workload distribution with (4), the vector g has to be determined. This is normally carried out by rst computing the matrix G (using an iterative procedure based on (5)), then by solving for g.
The exact computation of the distribution further requires the inversion of the Laplace transform. This can be performed using the EULER algorithm devised by Abate and Whitt 1]. However, this approach requires numerous computations of W (s) and, therefore, numerous matrix inversions.
The size of the sources that can be handled by this method is quite limited, unless structural information can be used to improve the computation of W (s) or otherwise simplify the inversion.
For this reason, the use of easily computable bounds on the distribution of W is of interest. Liu, Nain and Towsley have proposed in 13] a methodology for computing such bounds which involve the determination of the principal eigenvalue of a matrix H (s)(sI+ ?Q) ?1 , and the associated left-eigenvector. It turns out that the approach developed below applies to the computation of such bounds as well.
Markov modulated Sources and Diagonalization
In this section, we collect the principal algebraic and analytical properties that are commonly used in the spectral analysis of Markov Modulated sources.
The rst result relates the diagonalization of a Kronecker sum of matrices, in terms of the diagonalization of each components. The importance of this property comes from the fact that Kronecker sum and Kronecker product 4, 10] are related to the superposition of independent Markov chains.
The second details the diagonalization of a certain class of matrices. These matrices are related to the aggregation of the (compound) Markov chain resulting from the superposition of identical two-state chains. Most of the results presented here appear in one form or in another in various papers of the recent literature on uid sources (MMRP) 2, 15, 17] . Note that in these references, the focus is mostly on one-sided spectral decomposition. This is due to the fact that all problems at hand are vectorial in nature, and can be solved by considering one-sided spectral problems (such as (74) below). Note also that Anick, Mitra and Sondhi exhibit in 2] a system of right eigenvectors, without however completing the diagonalization of the matrix.
A complete diagonalization proves useful in cases of matrix nature: for instance for transition probabilities, and more generally when the transient behavior is involved. For this reason and for the sake of completeness, we state these results in full detail, in the form of a complete diagonalization result (Lemma 2.3). These results will be proved in the Appendix A, together with some remarks on the analyticity of the decomposition, and on singular cases.
Superpositions
The following results provide a way of computing the spectral elements (eigenvalues, left and right eigenvectors) of a matrix based on its structure. Lemma 2.1 Assume that A = A (1) : : : A
;
and that for all k, A
is diagonalizable with
Corollary 2.2 With the assumptions of Lemma 2.1, we have:
i k 6 = 0; 8(i 1 ; : : : ; i K ) 2 f0::N 1 g : : : f0::N K g; (6) then A is invertible, and:
Proof (of Lemma 2. 
De ne further:
These are the roots of the equation Also, as a consequence of (9) and (17) 
Summary of the Main Results
In this paper, we use the results known for MMRP systems to provide a new perspective on the computation of the distribution of W. The principle of the analysis goes in parallel with that of the paper by Stern and Elwalid 17] . In particular, our results provide an alternative and more e cient way to compute g; allow one to compute formally sI + Q ? (1 ? H (s)) ] ?1 , and provide an approach to the formal inversion of the Laplace transform W (s); allow one to compute more e ciently the distribution of W, and bounds on this distribution, in the case of superposed heterogeneous sources. The results obtained depend naturally on the degree of generality of the source considered. We shall consider two classes of sources:
sources whose underlying Markov chain is reversible, and with an arbitrary rate matrix . We shall refer to these sources as reversible sources;
sources that are the superposition of several independent, identical two-state (binary) sources. These sources are reversible, but their generator and rate matrices have a special structure. These sources are referred to as superposition of homogeneous binary sources. We shall also consider the superposition of several independent but heterogeneous reversible sources.
Sources with two states arise naturally as simple models of voice or Web tra c. Other types of tra c, such as images and video, are not always adequately modeled by such simple processes. Reversible sources provide a class wide enough to approximate arbitrarily complex tra c. Note that birth-and-death processes are reversible.
We begin with general results on sources with a reversible generator (Section 3). In Section 4, we specialize the results to the case of superposition of homogeneous binary sources. In Section 5, we use the same analysis to compute the bounds. 
is also diagonalizable when s is real, and its eigenvalues are then real. Let ! k (s), 0 k N, denote these eigenvalues, sorted in decreasing order, and let (s) = diag(! k (s); k = 0; 1; : : : ; N). For any real s, there exist invertible matrices R(s) and S(s), such that R(s)S(s) = I and
These matrices are respectively composed of right and left eigenvectors associated with the ! k 's, say R k (s) and S k (s). Introducing this decomposition in (4) yields the spectral expansion
We shall now perform a singularity analysis of (23). As the Laplace transform of a positive random variable, W (s) is analytic in the right-hand half-plane, the right-hand side of (23) must have the same property.
It is well known that the ! k (s), being eigenvalues of a parametric and continuous matrix A(s), are continuous functions of the parameter s, as are the vectors R k (s) and S k (s). For s = 0, these are the eigenvalues of Q, so that ! 0 (0) = 0 and ! k (0) < 0; k 1. When s is large enough, the matrix A(s) is strictly diagonally dominant, so that all ! k (s)'s are strictly positive 11, p. 349]. Therefore, for each k > 0, there is a strictly positive real number s k such that ! k (s k ) = 0. Necessarily, we have
The reasoning above does not apply to the eigenvalue ! 0 (s). Fortunately, the a priori condition that g is a probability vector, that is g1 = 1, may be adjoined to the N other conditions. Finally, the N+1 conditions may be put in matrix form by de ning the (square) matrix = ( Remark 3.2 There is no known guarantee that the system (24) has a unique solution. This also happens to be the case for MMRP processes, although it has never been reported that it causes any practical problems. Here, however, if the matrix should happen to be singular, then the standard computation of g could still be performed (see 9]).
Heterogeneous Superpositions
Consider now the case where the input process of the queue is a superposition of sources such as described in Section 3. There are K sources, characterized by generators Q (k) and rate matrices (k) of dimensions N k + 1. Then, as in the case of Markov Modulated Rate Processes 17, 8] , the generator and the rate matrix of the superposed process admits the representation: Q = Q (1) : : : Q (K) = (1) : : :
Consequently, the matrix A(s) = Q + sI ? (1 ? H (s)) admits a similar representation:
A(s) = sI + B (1) : : : B Single reversible sources. The general algorithm is the following: Complexity of the algorithm:
1. It is reported that due to the fast convergence of Newton's algorithms, the number of steps to perform seldom exceeds 4 or 5. The construction of the matrix of (24) 
The overall arrival rate of the process is = N q 1 0 + q 0 1 q 0 + q 1 :
We can therefore apply Lemma 2.3 with = q 0 , = q 1 , a = s ? ( 
The matrices and are computed according to (12) , (13) and (14) The singularity analysis of Section 3 applies in this case, Q being the matrix of a birth and death process (hence reversible), which is ergodic as long as q 0 and q 1 are not zero. Here, we can take advantage of the precise knowledge of the eigenvalues and of the eigenvectors to provide greater justi cation. Indeed, observe that 1 ; 2 ; ! k ; k and k are all functions of s. As discussed in Remark A.3, each of these functions is analytic only in domains where condition (16) holds. However, it turns out that their product is regular. This may be seen by carefully combining the terms corresponding to ! k and ! N?k in (32): square roots either cancel or factor out, according to whether N is odd or even. This is similar to a cancelation of imaginary parts.
The only non-removable singularities of (32) may lie therefore at points s where, for some k, s + ! k (s) = 0. These are the numbers s k de ned above. In the present case, these are easily The main improvement of the algorithm, with respect to that of the general case, is therefore the simpli cation of step 1. However, one might expect that making use of the structure of the solution should bring a gain in step 3 as well. Minimally, not inverting matrices may result in a gain in numerical stability.
Note also that the availability of a closed form (32) for W (s) gives the possibility of a formal inversion of the transform, at least in the case where H (s) is rational. This property is exploited in Section 4.4 for exponential services. More investigation is needed in this direction.
The Expected Workload
In this section, we apply the above results to derive expressions for the expected workload in the MMPP/GI/1 queue. In this section, we shall concentrate on the scalar distribution of the workload, In order to evaluate (36), we di erentiate the product 0 (s) 0 (s)1, using the fact that 0 (s)1 = Replacing all of these values in (38) leads to (34).
Superpositions of heterogeneous binary sources
We assume now that the source is the superposition of homogeneous binary sources, and we use the notation of Section 3.2. The calculation of Section 4.3.1 now yields the following result: Proposition 4.2 When the source is the superposition of heterogeneous binary sources, the expected virtual waiting time in the MMPP/GI/1 is: 
The Case of Exponential Service Times
In this paragraph, we consider the MMPP/M/1 queue with a source which is the superposition of binary sources. We show that the Laplace transform W (s) can be formally inverted, resulting in formulas (42) and (44) which are readily computed from known functions and quantities. In this section, we shall only discuss the scalar distribution W.
We rst study the case of a homogeneous superposition, then generalize to the case of a heterogeneous superposition.
Superposition of homogeneous binary sources We now have 1 ? H (s) = s=(s + ). Let us call (s) the determinant of the matrix A(s) = (s + ) A(s) = s(s + )I + (s + ) Q ? s :
The degree of (s) is exactly 2(N +1), because all elements ofÃ(s) are polynomials of s with degree 2 on the diagonal, and at most 1 elsewhere. This conclusion can also be reached using (18) .
It is plain from (4) where Ã (s)] a is the adjoint matrix ofÃ(s), and (s) a polynomial. It is already known from the above analysis that s and the s?s k , 1 k N, are factors of (s). The latter ones are also factors of (s) and cancel out, according to (24). We have determined the 2N + 2 factors of (s) for the case 0 ; 1 > 0. If 0 = 0 or 1 = 0, the missing factor is (s + ). Indeed, it is easily seen that this term is a factor of each element in the rst row of the matrix e A(s). We set t N = ?1 in this case. 
Superposition of heterogeneous binary sources
We assume here that the source is the superposition of homogeneous binary sources, and we use the notation of Section 3.2. The reasoning of Section 4.4.1 applies with the obvious modi cations.
In the case where 
where e i is the vector whose components are 0 except the i-th one which is equal to 1.
The assumption that the set D is open is satis ed (in particular) for all service times with phase-type
The aim of this section is to propose an e cient algorithm for computing the bounds in (45) in the case that the arrival process is the superposition of K independent MMPP's (Q
), k = 1; 2; : : : ; K. Under this assumption it is well known that the resulting input process is again an MMPP given by 9]
In order to compute the bounds in (45) we rst need to evaluate three quantities: the optimal decay rate s , the eigenvector z(s ) and the invariant vector p.
We start with some preliminary remarks that connect the present analysis with that in the previous sections.
De ne 1 (s) = log pf(F (?s)) and 2 where jvj denotes the sum of the composants of any vector v.
By using now the property that v 1 v 2 is an eigenvector of A 1 A 2 associated with pf(A 1 is the invariant measure associated with the generator Q (k) and c 1 is a normalization constant.
We now specialize formulas (52)- (55) to the cases when the input process is the superposition of independent homogeneous (resp. heterogeneous) binary sources.
Superposition of homogeneous binary sources We assume that the input process of the MMPP/GI/1 queue is the superposition of N independent, homogeneous binary sources (see denitions and notation in Section 4.1.1).
As already discussed in Section 4. : (61) The eigenvector z(s ) and the invariant vector p are computed from (54), (58) and from (55), (58) (with h = 0), respectively. We nd 
In direct analogy with the derivation of (28) we obtain from Lemma 2.1 and Lemma 2.3 that
where ! 
The complexity of computing B (resp. C) is dominated by the search for the value of x that yields the in mum (resp. supremum) in the expression for B (resp. C) in Proposition 5. For the case S = 2, p i (x) is a constant and we have been able to establish that the in mum (resp. supremum) of g i (x) over x in 0; 1) is always achieved at x = 0 (resp. x = 1).
For the case S > 2 we conjecture that p i (x) has no positive real roots. We further conjecture that the in mum (resp. supremum) of g i (x) over x in 0; 1) is always reached at x = 0 (resp. x = 1).
An explicit expression for g i (x) is also given in 13] for the MMPP N 1 ;::: ;N K /D/1 queue.
Let us now brie y summarize the algorithm for computing the bounds for MMPP N 1 ;::: ;N K /GI/1 queues. The following steps must be followed: 1. Evaluate s as the unique solution of (61) 
Numerical Results
In this section, we present some preliminary results using the previously described algorithms. The results were obtained with software implementing the algorithms of Section 4.2. This software is written in C and uses the Meschach library for numerical linear algebra 18]. It will be made publicly available.
In these experiments, the source consists of a superposition of two types of binary sources having the following characteristics In the case of exponential service times (still with binary sources), where the inversion of the Laplace transform is not necessary, the computation times reduce to a few seconds. This is also the case when computing expected waiting times with (39).
Numerical precision problems prevent the exact computations of probabilities less than 10 ?7 =10 ?8 in the case of low tra c. This problem can be addressed using an increased precision, as for instance with the MAPLE 1 software, at the cost of a much increased running time.
The potential drawback of using the linear system (24) instead of the G matrix is that the matrix is not stochastic. It may contain numbers of arbitrary sign and magnitude, and the solution of (24) is expected to yield numerical instability, especially at high loads. This problem has indeed been observed, though, quite surprisingly, not before the size of the problem reaches several hundred states. For instance, computations involving sources with 300 states and with a load equal to 0:995 have been found to be stable.
Concluding Remarks
We have presented a new computation scheme for the analysis of the stationary workload in the MMPP/GI/1 queue when the MMPP is reversible. The technique parallels that of Stern and Elwalid 17] for the analysis of MMRP processes. The basic ideas are to diagonalize the matrix A(s) (cf. of the workload W (s). The singularity analysis of this formula in turn allows us to establish a linear system whose solution gives the probability vector g and W (s).
The diagonalization of the matrix A(s) also simpli es the computation when the input is the superposition of independent sources. Indeed, owing to the Kronecker algebra, A(s), its inverse and its exponential are easily obtained by Kronecker sums and Kronecker products of those of composing elements, see Lemma 2.1 and Corollary 2.2.
These properties have allowed us to devise a new computation algorithm which is particularly suitable for superposition of sources. It is even more interesting when superpositions of binary sources are to be analyzed. In this case, closed-form expressions have been obtained for the diagonalization of A(s). When the service times are exponentially distributed, the workload distribution has a closed-form expression as well. We have applied this method to the computation of both exact results and bounds for the workload distribution.
We are aware that the applicability of any algorithm based on the exact solution of Markov Modulated models is limited, and that very large problems will still stay out of reach. However, to the best of our knowledge, results concerning sources with a thousand states have not been reported in the literature. Limitations originate from algorithmic complexity and numerical inaccuracies. The rst problem is not speci c to our approach. The second problem arises typically when the system is highly loaded. Interestingly enough, this situation corresponds to the case when the bounding approach is the most e cient (see Figure 3 and 13]).
It will be interesting to further investigate the symbolic inversion of W (s) when the service time has a rational Laplace transform. Other future research directions include the extension of the results to the case of non-reversible Markov chains, and the investigation of appropriate data structures for Kronecker algebra to obtain additional computation time savings.
A Proof of and Remarks on Lemma 2. This gives the values (9) . All these values are distinct provided that (16) holds. The form of the eigenvectors k follows from (12) .
In order to establish (17), we prove that: Remark A.1 It is easily seen from (9) that the eigenvalues ! k are placed in a line of the complex plane, and regularly spread out. The spectrum is symmetrical with respect to the point a + N(b ? ? ). Due to the symmetry between k and N ? k, one may choose any determination for the square root in (9) . This symmetry is also the reason why the characteristic polynomial of A is actually a polynomial of all its variables, despite the square roots of appearing in (18) . Remark A.2 (Degenerate cases) Lemma 2.3 holds true in case = 0, b 6 = . In that case, however, the de nitions (10), (12) and (14) Remark A.3 (Analyticity) In applications, the matrix A is often considered as a function of its (complex) parameters. It is therefore useful to state on the analyticity of the decomposition (17) with respect to a or b.
The functions 1;2 de ned in (10) are analytic in each of its parameters ; ; a; b as long as condition (16) The point = 0 is singular for the decomposition (17), although A is normally diagonalizable there (see Remark A.2). The matrix de ned in (14) may fail to be analytic when 2 vanishes. According to (11) , this can happen only when = 0. Finally, note that although each of the elements 1 ; 2 ; and may have a restricted domain of analyticity, their combinations may be regular on a larger domain. For instance, the product in (17) is A, which is an entire function of all parameters. Also, A ?1 is given by (19) , but is also a rational function of its parameters. Therefore, its domain of analyticity is the entire complex plane, minus the zeroes of det(A). An instance of this phenomenon appears in Section 4.
