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ABSTRACT 
 
DIRECT DETECTION OF AGGREGATES IN  
TURBID COLLOIDAL SUSPENSIONS 
 
 
by Rey Nann Mark Abaque Ducay 
 
 
 
 
This thesis presents the application of an empirical model of total internal reflection (TIR) 
we recently developed in conjunction with a home-built sensor to detect nanoaggregates in 
highly scattering opaque polystyrene colloidal suspensions. The nanoaggregates are 
detected directly without any sample dilution or special sample preparation. Additional 
results on nanoaggregate detection in gold nanoparticle suspensions are presented. 
Preliminary tests of our model and sensor in an absorbing dye solution are also presented. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Background and Motivation: Turbid Media 
 
When light interacts with matter attenuation arises from either scattering or absorption or 
a combination of both. Attenuation by scattering is significant when the wavelength of light is 
comparable to the size (diameter) of the scatterers. Such media are also called “turbid.” On the 
other hand, attenuation that occurs when the size of the particles is much smaller than the 
wavelength of light is predominantly due to absorption. The intensity of light I(z) through the 
medium is a function of penetration depth z and is given by Beer’s Law: I(z) = I0 exp(-αz), where 
I0 is the intensity incident on the medium interface located at z = 0 and α is the attenuation 
coefficient of the material. 
In a turbid medium the effective refractive index ns is complex, i.e., ns = nr + ini. The real 
part nr arises from the bending of light at the interface, and the imaginary part ni is related to the 
attenuation coefficient α through the relation α = 2ni ω/c [1]. Reliable measurement of the complex 
refractive index of highly turbid media and of the particle size is difficult because standard 
transmission-based methods, such as microscopy and spectrophotometry, fail owing to the extreme 
attenuation. For example, in milk-cream mixtures which have an α > 500 cm-1, I(z)/I0 would be < 
10-22 for a path length z = 1mm [2]. Other important examples of highly turbid media include 
biotissue [3-6] and crude petroleum [7] for which the attenuation coefficient is even higher.  
It is therefore natural to turn towards methods that use the total internal reflection (TIR) of 
light. A rigorous theoretical treatment of light propagation in turbid media carries formidable 
computational/time cost [8]. For practical implementations, we rely on empirical models instead. 
Most empirical models focus on determining the critical angle for TIR. However, it has been 
pointed out that in the case of highly turbid media, the critical angle does not exist [9,10,11]. 
Previous attempts to create an empirical model suffer from shortcomings such as introducing 
extraneous fitting parameters to account for multiple scattering [12], fitting only to a small subset 
of the reflectance data [10,13,14], and the fact that there are no reliable standard reference data 
that can be used to check these empirical model calculations [10,13,14,15].  
Recently, we proposed an empirical model for TIR in turbid media which uses only two 
fitting parameters: nr and ni (in other words, no extraneous parameters beyond the two quantities 
we need to know, in order to determine useful sample properties such as, for instance, the particle 
size), and has been successful in extracting the correct particle size in monodisperse colloid 
suspensions [16]. In contrast to state-of-the-art techniques such as spectrophotometry and dynamic 
light scattering (DLS), our model can in certain situations extract both the refractive index and the 
particle size without any need for dilution. Thus our model, and the sensor we have built in-house, 
enable a first-ever non-invasive accurate measurement of the complex refractive index and particle 
size in highly turbid monodisperse media. 
 Our sensor setup was first designed and built by M. McClimans et. al in 2006 and was 
shown to achieve a refractive index measurement sensitivity level of 10-6 in transparent fluids [17]. 
None of the components of the sensor need to be moved while generating a reflectance profile 
(reflected intensity versus incident angle) for the sample. This is in contrast to TIR sensors that 
use goniometers to change the angle of incidence. The new empirical model for TIR described in 
Section 2.2 was first introduced and published in Ref. [10], and applied to measurements of nr and 
ni for milk and milk-cream mixtures [2]. In Ref. [18], we critiqued other widely used empirical 
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models for complex refractive index measurement in turbid media and in Refs. [15] and [16] we 
applied our model for extracting the particle size in intravenous lipid nutrients and idealized 
monodisperse polystyrene suspensions respectively. 
 In this thesis we apply our model and sensor to the detection of nanoaggregates in highly 
scattering colloidal suspensions, and perform preliminary tests of our model in an absorbing dye 
solution.   
 
1.2 Nanoaggregation 
 
 Nanoparticle aggregation—the agglomeration of nanoparticles into larger clusters—
critically impacts diverse applications in bio and environmental sensing. These applications, 
ranging from manipulating cellular uptake for drug delivery [19,20] and synthesizing safe 
nanovaccines [21,22] to enhancing the efficiency of potential cancer therapies [23] and assessing 
the toxicity of nanomaterials released into the environment [24], make the detection and modeling 
of nanoparticle aggregation an intensely researched topic [25]. 
 As noted previously in Section 1.1, conventional transmission-based imaging methods 
such as microscopy and spectrophotometry, and scattering-based particle sizing techniques such 
as dynamic light scattering (DLS) invariably require sample dilution. Further, the level of dilution 
must be heavy, because optical techniques are typically based on Beer’s Law and/or Mie theory, 
both of which assume the presence of only single-scattering events [26-28]. However, in the 
specific context of nanoaggregation, it has been noted that dilution although commonly used may, 
in many situations, alter the level or extent of aggregation [7, 29]. 
 In order to determine whether aggregation has occurred or not in a highly turbid medium 
it is, therefore, natural to turn toward total internal reflection (TIR) based imaging methods where 
the sample penetration lengths are small, on the order of an optical wavelength, so that the single-
scattering assumption is satisfied (i.e., αz ≪ 1 so that no multiple scattering occurs) despite the 
high attenuation encountered in dense colloids [16]. 
  
1.3 Absorbing Media 
 
 Our paper in Ref. [16] has shown validation of our empirical model in the highly scattering 
case. In that work, it was demonstrated that our model gives accurate results (compared to 
traditional Fresnel theory) when it was used to extract the particle size of monodisperse 
polystyrene microspheres. However, since the attenuation coefficient α is usually a result of both 
scattering and absorption, we would also like to validate our model to the absorbing case. We 
performed preliminary tests to our model, in comparison with traditional Fresnel theory and UV-
Vis spectrophotometry, using varying concentrations of Bromocresol Green dye (henceforth 
referred to as “BCG”) solutions. 
 
1.4 Organization of Thesis 
 
 Chapter 2 will focus on our sensor and the rest of our experimental setup. Calibration of 
the instrument and data analysis will be discussed in detail. Details on our automation tools in 
taking data are included in the Appendix. These include a Turbid Analysis macro-enabled Excel 
file, which automates our fitting procedures (fitting our model to raw reflectance data), and is the 
work of my co-advisor Dr. Jason Berberich and undergraduate lab partner Nathan Phillip. Details 
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on a LabView code (written by Mr. Michael Weeks in the Instrumentation Lab at Miami 
University) which interfaces the computer with the camera that maps light reflectance coming 
from the sensor can be found in Ref. [31]. The next two chapters discuss our experiments on 
detection of nanoaggregation in polystyrene (Chapter 3) and gold colloidal suspensions (Chapter 
4). Data from our sensor is compared to standard state-of-the-art techniques such as Dynamic Light 
Scattering (DLS) and Spectrophotometry. In Chapter 5 we perform tests of our empirical model in 
absorbing BCG dye solutions. Chapter 6 concludes the thesis. Details on on-going work performed 
by myself and my undergraduate lab partner John Brinton with a new SLM (spatial light 
modulator) setup, for future experiments on controlled light propagation through turbid media, are 
presented in Appendix B for the benefit of later students.  
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CHAPTER 2 
EXPERIMENT SETUP 
 
As mentioned in the Introduction, empirical methods for optical sensing in turbid media 
have centered on TIR measurements. To remind the reader, total internal reflection (TIR) of light 
happens when the angle of incidence θi (of light incident on an interface between two media with 
different refractive indices) is greater than the critical angle θc. The critical angle θc is the angle of 
incidence when neither refraction nor reflection occurs. Fig. 2.1 illustrates this important property 
of light. 
 
 
 
Fig. 2.1. Total Internal Reflection of Light. When light is incident on an interface between two media of 
different intensities, light either undergoes refraction or internal reflection. Total internal reflection happens 
when the angle of incident light is greater than the critical angle, the angle where neither refraction nor 
reflection occurs.  
 
The TIR method avoids the problem of extreme attenuation due to multiple scattering or 
absorption because as light undergoes TIR, the evanescent wave that penetrates the sample 
penetrates at a depth that is much less than the optical wavelength, and hence no multiple scattering 
or significant absorption occurs.  
Doing a rigorous treatment (theoretical or computational) of light propagation in turbid 
media however is time consuming and/or computationally challenging. One example, Radiative 
Transport Theory, a widely used method to describe photon transport in random media where 
multiple scattering is important, appears as a differential equation which has specific intensity (also 
known as spectral radiance) as its variable of integration. Solving this differential equation poses 
an enormous challenge, and for different practical applications, different assumptions are made. 
One common assumption is that the medium is homogeneous and non-absorbing, and that the 
scattering occurs without frequency redistribution [30]. For many practical applications, the 
radiative transport equation needs to be supplemented by appropriate boundary conditions, which 
also influence the scattering process and render theoretical computations exceedingly difficult 
[31]. To simplify the calculations, one would turn to computational (Monte Carlo) methods or use 
the diffusion approximation [32].  
On the one hand, the diffusion approximation, though computationally efficient, has many 
assumptions that significantly compromise the accuracy of the method [31]. On the other hand, as 
was recently pointed out, applying Monte Carlo methods in turbid media (for example, biological 
tissue) carry formidable computational/time cost rendering these methods nearly unusable in 
clinical environments and other practical implementations [33, 34]. This is basically because 
Monte Carlo simulations require tracking the path of each individual photon, meaning that in order 
to achieve an accuracy of 10−4 in the measurement of refractive index, which is typical for cutting-
edge applications, one would have to track the individual paths for 108 photons.  
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Another analytical method, which is more rigorous than the radiative transport theory, is 
the Wigner Function, introduced by Eugene Wigner in 1932 to study quantum corrections to 
statistical mechanics. This method takes into account both the intensity and the phase of the light 
as it propagates in the medium [35,36]. However, the method is not used in practical applications 
because it is computationally intensive [31].  
Due to the challenges of taking an analytical/computational approach to light propagation 
in turbid media, it is generally true that for practical implementations, empirical reflectance-based 
methods that are accurate are preferred. In this chapter, we start with a review on previous or 
current empirical methods used in TIR in Section 2.1. Flaws or limitations, and why there is a need 
for a better model, will also be discussed. Then, in Section 2.2 we introduce our model and discuss 
its theoretical underpinnings and its validation by its application to particle sizing [16]. Sections 
2.3 and 2.4 respectively will talk about our sensor, sensor alignment, and sensor calibration. 
Section 2.5 then deals with the data analysis and automation tools that we use to gather, store, and 
analyze our data. 
 
2.1 Previous Empirical Methods 
 
 Before we introduce our new empirical model, we start with a review of currently used 
empirical methods. The curve marked “α = 0” in Fig. 2.2 shows a theoretical reflectance profile Ir 
/ Ii (θi) for a transparent medium in accordance with the usual Fresnel relation, Ir / Ii (θi) = [tan2(θi 
– θr)] / [tan2(θi + θr)], where we assume the incident beam to be polarized parallel to the plane of 
incidence [1]. Ir is the reflected intensity, Ii is the incident intensity, and θi is the angle of incidence. 
The vertical line in Fig. 2.2 marks the sharp transition between the TIR and non-TIR regions, thus 
locating the critical angle θc and hence nsample. Recently, we demonstrated real-time refractometry 
at the one part-per-million level in transparent samples [17].   
On the other hand, for highly turbid media the transition between the TIR and non-TIR 
regions of the reflectance profile is significantly more gradual, as depicted in Fig. 2.2 by the curve 
marked “α > 0”. The traditional approach to turbid media is to simply allow nsample to be complex 
in the Fresnel relation written above for Ir / Ii (θi), yielding [37] 
 
 
 
where we have used P = (nr
2 + ni
2) / nprism
2,  L = [(nr
2 - ni
2) / nprism
2] - sin2 θi, and M =  
[P2 – 2Lsin2 θi – sin4 θi]1/2. The α > 0 reflectance plot in Fig. 2.2 have been drawn by using Eq. 
(2.1) for a turbid medium with a constant value for ni (and therefore α), and the same nr value as 
the transparent medium. 
In Ref. [18], our group critiqued the refractive index sensing of turbid media by 
differentiation of the reflectance profile. The most widely used empirical method for determining 
the refractive index, this “differentiation method” postulates that the derivative of the function   Ir 
/ Ii (θi), that is, the reflectance profile for light reflected from the sample, is maximum at the critical 
angle for total internal reflection. This postulate is hinged on the fact that there is a discontinuity 
in the reflectance profile Ir / Ii (θi) as you go from the TIR to the non-TIR region, as shown in Fig 
2.2. The differentiation postulate is thus true with transparent samples; current refractometers 
actually use this method. However it yields errors in turbid samples. This is due to the fact that in 
(2.1) 
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turbid samples, the critical angle is not a well-defined concept, and there is no sharp discontinuity 
between the TIR and non-TIR regions. 
 
 
Fig. 2.2. Reflectance curves of a transparent versus turbid sample. The method of differentiation works well 
for transparent samples (where α = 0), where a clear transition for non-TIR to TIR occurs at the critical 
angle θc. However for turbid samples (where α > 0), there is no well-defined location of θc. Thus, obtaining 
the refractive index by differentiation is a flawed technique in the case of turbid media. 
 
 In Fig. 2.2 is shown a reflectance profile of Ir / Ii (θi) for a transparent versus turbid sample. 
It is obvious that the differentiation method works for the transparent case because of a well-
defined location of θc, that is, the angle θi corresponding to a maximum slope in the Ir / Ii curve. 
However, such is not the case for a turbid sample where there is no such well-defined location of 
θc. Ref. [18] demonstrates that the differentiation method fails to work for turbid media even after 
error-correction is done, as the refractive index obtained in this method is significantly different 
from the best estimate for the refractive index obtained by curve-fitting the reflectance data. Thus 
the differentiation method lacks scientific validity in turbid media. 
 In Ref. [12,37,39], extraneous fitting parameters were introduced to account for hard-to-
estimate factors such as multiple scattering in the medium, or, as in Ref. [40], the volume fraction 
of the suspended particles, even though the goal is to determine just two parameters: the real and 
imaginary refractive index. This resulted to overfitting of the data. Furthermore, in refs. [10,13,14], 
fitting was performed of only the critical angle region (e.g., reflectance data only between 1 and 
0.75 was fitted while important information between 0 and 0.75 was ignored [10]). 
 Rigorous theoretical frameworks for light propagation in turbid media carry formidable 
computational/time cost [8,38]. Ref [8] demonstrates that the Monte Carlo method, though being 
the most accurate model for simulating light propagation in heterogeneous tissues and having been 
widely used in the field of optical molecular imaging, is time-consuming due to the calculations 
of a large number of photons propagation in tissues. The structural complexity of the 
heterogeneous tissues further increases the computational time. 
 Because of these challenges, a simpler more accurate empirical model is needed. In [16], 
our research group demonstrated a verifiably accurate method for in situ (i.e., no sample dilution) 
measurement of the complex refractive index and particle size in highly turbid media. This method 
relies upon an empirical model of TIR in turbid media, first proposed by our group in Ref. [16], 
which quantitatively accounts for the loss in TIR intensity during angle-dependent penetration by 
incident light into the medium. We achieved this by introducing in our model the concept of an 
angle dependent imaginary component of refractive index. Verification is provided by using our 
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model to extract the particle size via Mie calculation, and finding excellent agreement with 
independent DLS size measurement. This new empirical model is further discussed in Section 2.2 
below. 
 
2.2 New Empirical Model of TIR 
 
 Our empirical model modifies Fresnel theory by accounting for scattering losses during 
penetration of the incident light into the turbid medium [41]. This is achieved by introducing an 
angle-dependent imaginary component of ns. In traditional Fresnel theory, ni is assumed to be a 
constant. In our model, the angle-dependence of ni arises from the scattering losses undergone by 
the evanescent wave during its (angle-dependent) penetration into the medium. The angle-
dependent penetration during TIR in both transparent and turbid media forms the basis for the 
well-known Goos–Hänchen shift [41] as seen in Fig. 2.3 (a) and (b). 
 
 
 
(a)                                       (b) 
 
Fig. 2.3. Angle-dependent penetration in TIR for transparent samples. The penetration is maximum at the 
critical angle θc (a) as opposed to that at other incident angles (b). In turbid media, the picture is similar, 
but there is no clearly defined critical angle. Reproduced from Ref. [16]. 
 
 For incident angles exceeding the critical angle (the TIR regime) the above reasoning yields 
an angle-dependent ni, i.e., ni (θi) = ni κ(θi) where the imaginary refractive index is no longer a 
constant as is assumed traditionally in Fresnel theory. The ni factor in the term ni κ(θi) is the original 
imaginary component of the sample’s refractive index defined at normal incidence. The form of 
the angular factor κ is plotted in Fig. 2.4, top-right inset. This angular factor κ is just the penetration 
depth divided by the optical wavelength. In the non-TIR regime (i.e., for incident angles less than 
the critical angle) ni is a constant, and κ is unity for all angles, just as in the usual case of normal 
incidence. But in the TIR regime κ is a smoothly varying downward-sloping function. The blue 
curves in Fig. 2.4 are hereafter referred to as “our angle-dependent model”. 
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Fig. 2.4. Reproduced from Ref. [16]. Reflectance curves and our model versus traditional Fresnel theory. 
Top inset shows a plot of the angular factor κ showing the nonTIR regime (κ = 1) and the TIR regime for 
which κ is a downward sloping function. The spike explained in the text in the plot of κ results in a “kink” 
when the model is fitted to the reflectance data (see bottom inset). The gray dots in the main plot show the 
reflectance data points, each of which is an average of 100 independent shots taken by our camera. The 
blue fit line shows our angle-dependent model which we fit to the entire data, from the nonTIR to the TIR 
regime, not staying confined to just the region where the critical angle may be. While our model (blue line) 
may be outperformed by Fresnel theory in fitting 20 data points that span a small fraction of the transition 
region between TIR and nonTIR our model’s fit is excellent over the remaining 1000 data points (see Ref. 
[16] for mean-squared deviation values). 
 
 Figure 2.4 shows reflectance curves (Ir / Ii) as a function of incident angle θi for a highly 
turbid aqueous solution of latex microspheres. The light orange and blue curves are best possible 
fits obtained by traditional Fresnel theory and by our model respectively.  
In the traditional approach to modeling the refractive index of turbid media, one simply 
allows ns to be complex in Fresnel theory. Our approach is to use a modified Fresnel theory we 
introduced in [10] that incorporates angle-dependent penetration of the incident light into the 
medium (which forms the basis for the Goos–Hänchen shift [41]) as seen in Fig 2.3. This yields 
an angle-dependent ni, that is, ni(θi) = ni κ(θi) which is no longer a constant as is assumed 
traditionally. The form of the angular factor κ is plotted in Fig. 2.4, top inset. In the non-TIR regime 
ni is a constant, and κ is unity for all angles, just as in the usual case of normal incidence. But in 
the TIR regime κ is given by [10] 
 
which is a smoothly varying downward-sloping function (the unseemly spike in the TIR-non-TIR 
transition region is explained later). Here, M and L are defined in the same way as in Section 2.1. 
 Equation (2.2) for the angle-dependent component of ni(θi) is just the ratio of the 
penetration depth to the optical wavelength. A ray picture of the angle-dependent penetration of 
an evanescent wave in TIR is depicted by invoking the Goos–Hänchen shift [41] of the exit ray 
relative to the incident ray in Fig. 2.3. However, Eq. (2.2) gives the corresponding explicit 
expression for the penetration depth (divided by λ) in a turbid medium. The evanescent wave 
corresponding to each plane-wave component of our divergent beam scatters inside the turbid 
medium [16]. The scattering-induced intensity loss in each evanescent wave varies with the wave’s 
(2.2) 
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penetration, leading to an angle-dependent loss in TIR intensity [expressed by the angle-dependent 
ni in Eq. (2.2)]. For a detailed discussion of how the fits are calculated, see Chapter 3. 
 In Ref. [10], we have demonstrated that the nonTIR regime is dominated by nr, and the 
TIR regime by ni. Because we want to obtain nr and ni simultaneously, we fit the data over the 
entire range of angles that span both nonTIR and TIR regimes instead of only focusing on data 
points near the TIR-nonTIR transition. By fitting over this range of angles, we avoid an important 
flaw that some previous empirical models have, i.e., fitting only within the critical angle region 
[10,13,14]. These methods fail because the critical angle is not a well-defined quantity in a turbid 
medium [10], and hence any method that solely relies on specifying the location of the critical 
angle has significant error. Focusing on just the TIR-nonTIR transition is a mindset carried over 
from working with transparent media, which does not apply to turbid media where the critical 
angle is not a well-defined quantity. 
 The spike shown in Fig. 2.4 (top inset) is an artifact of our fitting procedure and arises for 
the following reason: Our model requires us to switch between a constant value for ni in the nonTIR 
regime and a downward-sloping angle-dependent value in the TIR regime. But in highly turbid 
media, where there exists no critical angle, how does one decide at which specific angle to apply 
this switch? As a first guess, we assume that our sample is a transparent medium (a logical starting 
point) and start with the angle that corresponds to the switch-point of the TIR-to-nonTIR regions 
in the transparent medium. We then perform a best fit of Ir ∕ Ii to the data by iteratively optimizing 
nr and ni and permitting the switch-point to vary around the initial location. Our fits in the nonTIR 
and TIR regimes do not match at the boundary between the two regimes, resulting in a spike. It 
should be clear to the reader that the iterative data-fitting procedure described above uses the “first 
guess” merely as a starting point for the fitting program. The iterative fitting, carried out 
subsequently, removes any arbitrariness in where the first guess was located. This should be 
contrasted with the completely arbitrary fitting parameters used in Ref. [12] which defy scientific 
explanation, or the equally arbitrary differentiation method which continues to be widely used [11, 
13, 18], or works that arbitrarily choose to focus on a small subset of the reflectance data [see, for 
example, 14].   
 Using an idealized, highly turbid aqueous solution of polystyrene microspheres, we showed 
our model and sensor accurately extract the particle size, provided the particle size is in the range 
of ~0.1λ – λ. In our experiments, λ = 0.65 µm. 
 
2.3 Our Sensor 
 
Fig. 2.5 shows the layout of our experimental setup which has been described in detail in 
Refs. [10,15,17]. Its basic elements include a prism with a known refractive index np, a spatially 
single-mode laser source, and a CCD pixel array interfaced to a computer through LabView. The 
turbid sample is placed on the glass prism and the prism-sample interface illuminated by a spatially 
divergent p-polarized beam (adjusted using a half-wave plate) from a laser diode pigtailed to a 
single mode fiber. The single mode fiber ensures a clean Gaussian spatial profile. The beam power 
incident on the prism, the center wavelength of the source, and the source spectral bandwidth are 
17µW, 653nm, and +/- 4.5nm respectively. The light reflected from the prism-sample interface, 
denoted by Ir, is allowed to fall on a one-dimensional pixel array of 1024 pixels, each of width 
14µm, and the intensity in each pixel is read out in near real-time using a LabView program. The 
sample volume is 0.3mL, sufficient to cover the laser spot size (~3-4 mm) at the prism-sample 
interface. The range of incident angles θi incident on the prism-sample interface that are detected 
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by the pixel array spans both TIR and nonTIR regions, yielding a reflectance profile Ir / Ii (θi) as 
shown in Fig. 2.5.  
 
 
Fig. 2.5. Reproduced from Ref. [15]. The experimental setup showing a diode laser pigtailed to a single-
mode optical fiber, a half-wave plate, prism, CCD pixel array, and a LabVIEW interface. The single mode 
fiber gives out a Gaussian beam profile as opposed to a multimode one (lower right inset). 
 
 
Fig. 2.6. Plot of reflectance profile Ir / Ii (θi) for turbid aqueous suspension of carboxylated polystyrene 
nanospheres in water. The red solid line shows the best fit from our model. See Section 4 for further 
discussion. 
 
2.4 Instrument Calibration 
 
Our sensor calibration starts with the alignment of the laser beam’s central ray (shown in 
Fig. 2.5 in dark blue) so that it enters the prism at a 900 angle, reflects from the sample-prism 
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interface, exits the prism and hits the center of the pixel array at a 900 angle as well. Fig 2.7 
demonstrates the alignment procedure in greater detail.  
The pixel array has to be aligned parallel to the face of the prism in front of it while, on the 
other side, the end of the optical fiber has to be aligned perpendicular to the other face of the prism. 
The top row illustrates proper alignment of the central ray of the laser with respect to the prism 
and to the pixel array: the single-mode fiber yields an approximately Gaussian beam for which the 
central ray is made incident on the prism at a 900 angle. After reflecting from the sample-prism 
interface, it has to hit the pixel array at a 900 angle. The corresponding LabView reflectance profile 
would then be a nearly symmetric Gaussian. The middle and bottom rows in Fig. 2.7 show what 
happens when the center ray enters the prism (and emerges out of it onto the pixel array) at non-
900 angles. The corresponding LabView profiles are either skewed to the right or left (i.e., higher 
or lower pixel numbers respectively). 
The next step in the alignment process is making sure the central ray is incident on the 
center of the pixel array. We have made LabView to simultaneously show the reflectance profile 
and its inverse (i.e., its mirror image) on the same plot (see Fig. 2.8), which will produce two bell 
curves. If the central ray of the beam is not centered on the array, the Gaussian beams will not 
overlap. Centering the central ray on the array therefore is just a process of adjusting the camera 
so that the two bell curves in LabView will overlap. As their peaks overlap, we can also see if 
there is any skewness that appears, which can be discerned to within the “thickness” of the noise 
in each Gaussian curve. 
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Fig. 2.7. Sensor alignment. The top row corresponds to the proper alignment of the center ray with respect 
to the prism and to the pixel array. The Gaussian beam emerges from the single-mode fiber and the center 
ray is incident to the prism at a 90-degree angle and gets reflected back from the sample-prism interface 
into the pixel array, also at a 90-degree angle. The corresponding LabView reflectance profile is a 
symmetric Gaussian. The middle and bottom rows show what happens when the center ray enters and goes 
out of the prism into the array at non-90-degree angles. The corresponding LabView profiles are either 
skewed to the right or left.  
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Fig. 2.8. Centering the laser beam. The central ray of the laser beam has to hit the array at the center so that 
each ray from the laser beam is equally distributed within the 1024 pixels of the array. We made LabView 
show both the raw reflectance profile (green) and its mirror image (red) allowing us to see how far or close 
the beam is from being centered on the camera. Adjusting the knobs on the camera to make the two bell 
curves overlap adjusts the camera so that the central ray of the beam is centered on the array. The picture 
on the left shows a misaligned beam while the picture on the right shows an aligned beam. Photo credit: 
Ref. [31]. 
 
To calibrate the sensor and assign an angle θ to each pixel number, we measure the 
reflectance profiles of two transparent samples of known refractive indices – distilled water and a 
solution of 20% glycerin and 80% distilled water (henceforth referred to as “gly-20”). We need 
two transparent samples as we need to know two sources of error: the error in degrees δ1 denoting 
the departure from the perpendicular alignment of the central ray of the diverging beam onto the 
entrance face of the prism, and the error δ2 in the measurement of the total path length of the central 
ray from the source to the detector. It has been shown in [17] that, by geometric considerations, 
 
 
 
where θi is the angle of the prism, ai is the lateral displacement in the detector plane of an arbitrary 
ray (with incident angle θi) from the central ray (see Fig. 2.9) and can be expressed in terms of the 
pixel number Ni as ai = (Nα/2)(N0-Ni)/N0, b is the total path length of the central ray inside the 
glass prism, c and d are the total path lengths in air of the central ray from the source to the prism 
and from the prism to the detector plane, respectively, and ϕr is the angle of refraction of the 
boundary ray of the divergent beam cone at the air–prism interface (calculated from Snell’s law) 
as shown in Fig. 2.9. The calibration procedure using the aforementioned water and gly-20 
determines δ1 and δ2, as explained in detail in Ref. [17]. 
 
 
(2.3) 
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Fig. 2.9. Reproduced from Ref. [17]. Schematic of the refractometer showing the parameters in Eqn 2.3. 
The dashed arrow inside the sample is the refracted ray corresponding to the case of θi < θc, which leads to 
a darkened portion in the beam spot falling on the pixel array. TIR occurs for angles θi > θc. 
 
2.5 Reflectance Profiles – TIR and Non-TIR Regions 
 
The reflectance profile Ir / Ii (θi) shown in Fig. 2.6 consists of data points each of which is 
an average of 100 “shots” taken by the camera. The size of the of the error bar on each data point 
is smaller than the size of the blue dot. First we measure the reflected intensity profile with no 
sample [this yields Ii (θi) provided TIR occurs at the prism-air interface for all θi]. The camera 
takes a hundred “shots” over a 10-second interval and an average is determined. Next, the sample 
is placed on top of the prism and the average reflected intensity profile is similarly generated [this 
yields Ir (θi); we choose the prism material and angle so that the TIR-nonTIR transition occurs at 
some angle within the range of angles subtended at the divergent beam]. Finally, the ratio of the 
two profiles is taken. The solid line in Fig. 2.6 is a theoretical fit derived from our new model 
described previously in Ref. [10,16]. 
  
2.6 Conclusion 
 
We have shown in this chapter the details of our empirical model and our TIR-based sensor. 
Our methods present a robust way to simultaneously measure the real (nr) and imaginary (ni) parts 
of a turbid sample’s refractive index (ns) in-situ without any sample dilution or special preparation. 
In the next two chapters, this model and sensor will be used to monitor aggregation in both non-
plasmonic (polystyrene) and plasmonic (gold) colloidal suspensions. We will see the importance 
of the attenuation coefficient α (related to ni) to track the effects of aggregation, namely 
aggregation-induced settling. We will also see some preliminary tests of our model in absorbing 
media, namely bromocresol green dye (BCG).  
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CHAPTER 3 
DETECTION OF NANOAGGREGATES IN HIGHLY TURBID 
POLYSTYRENE COLLOIDAL SUSPENSIONS 
 
This chapter describes the main result of this thesis. We demonstrate a total internal 
reflection based method which detects, for the first time to the best of our knowledge, directly 
without any sample dilution or special sample preparation, the presence of aggregates in highly 
turbid aqueous suspensions of polystyrene nanospheres. Aggregation is induced either by changing 
the sample pH or ionic strength. The polystyrene mass density in our samples is two orders of 
magnitude higher than previously reported polystyrene aggregation studies. For the case that 
aggregates have formed but do not yet occupy a significant fraction of the sample volume, our 
sensor outperforms in sensitivity state of the art techniques such as dynamic light scattering. On 
the other hand, when the sample volume is dominated by aggregates, our sensor is not as effective. 
In Section 3.1, we demonstrate the context and picture wherein our new empirical model 
enters among conventional TIR-based imaging methods. We introduce the argument that the 
attenuation coefficient α is a far more sensitive indicator of aggregation than the refractive index. 
We also emphasize the fact that what we see are the effects of aggregation (namely, settling into 
the sensing volume) rather than the actual aggregation kinetics itself. In Section 3.2, we show our 
sensor design which has been described in detail in prior papers such as Refs. [10,15,16,17,46]. In 
Section 3.3, we present a simple picture of aggregation-induced settling, and calculate an estimate 
of the settling velocity. Section 3.4 describes preparation of the samples (carboxylated and non-
carboxylated polystyrene), and Section 3.5 shows how we induce aggregation by either changing 
the pH or the ionic strength of the polystyrene suspensions. Sections 3.6 and 3.7 compares the 
results of our sensor to Dynamic Light Scattering (DLS) results and explains the aggregation 
behavior at high acid/salt concentrations, and Section 3.8 concludes the chapter. 
 
3.1 Introduction 
 
Nanoparticle aggregation—the agglomeration of nanoparticles into larger clusters—
critically impacts diverse applications in bio and environmental sensing. These applications range 
from manipulating cellular uptake for drug delivery [19,20] and synthesizing safe nanovaccines 
[21,22] to enhancing the efficiency of potential cancer therapies [23] and assessing the toxicity of 
nanomaterials released into the environment [24]. For this reason, the detection and modeling of 
nanoparticle aggregation is an intensely researched topic [25].  
The detection of nanoparticle aggregation in highly turbid media, directly without any 
sample dilution, is a challenging problem which remains relatively unexplored. Important 
examples of highly turbid media are biotissue [3], intravenous lipid emulsions [42], and crude 
petroleum [7]. The detection of unwanted nanoaggregation in intralipid emulsions [43,44] and in 
nanovaccines [21] that may cause thrombosis, and of asphaltene aggregates in crude petroleum 
that may stall oil production and transportation [7], are examples of critical issues faced by 
researchers that remain open problems. 
In a turbid colloid, the scatterer particle size is comparable to the optical wavelength. 
Turbidity is quantitatively defined by the attenuation coefficient (α in cm−1), through Beer’s Law: 
the intensity I(z) of a light beam propagating in the z direction through the medium is given by I(z) 
= I0 exp(−αz), where I0 is the intensity at z = 0. Scattering media with α values greater than 200 
cm−1 are typically classified as highly turbid. Conventional transmission-based imaging methods 
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such as microscopy and spectrophotometry, and scattering-based particle sizing techniques such 
as dynamic light scattering (DLS), fail for highly turbid media owing to the extreme attenuation. 
Invariably, sample dilution is required before transmission- and scattering-based imaging 
techniques may be reliably used. Further, the level of dilution must be heavy, because optical 
techniques are typically based on Beer’s Law and/or Mie theory, both of which assume the 
presence of only single-scattering events [26,27,28]. However, in the specific context of 
nanoaggregation, it has been noted that dilution although commonly used may, in many situations, 
alter the level or extent of aggregation [7,29]. 
In order to determine whether aggregation has occurred or not in a highly turbid medium 
it is, therefore, natural to turn toward total internal reflection (TIR) based imaging methods where 
the sample penetration lengths are small, on the order of an optical wavelength, so that the single-
scattering assumption is satisfied (i.e., αz ≪ 1 so that no multiple scattering occurs) despite the 
high attenuation encountered in dense colloids [16]. Among TIR-imaging methods, some of the 
most widely used state-of-the-art techniques are based on surface plasmon resonance (SPR) in a 
metal film, usually gold, deposited on a glass surface—the sample is placed on top of the gold-
coated glass surface. But SPR is typically used for measuring refractive index changes via shifts 
in resonant absorption frequency, not for tracking changes in attenuation coefficient [45]. 
Furthermore, SPR is optimized for use with metallic nanoparticles, not nonplasmonic colloids 
which are found in biotissue [3], intralipid emulsions [44], and crude petroleum [7], or are used as 
drug delivery platforms [19,20]. Recently one of us proposed an alternative sensing technique 
based on a new empirical model for total internal reflection (TIR) in highly turbid media which 
does not use SPR—instead the sample is placed directly on the glass surface [10,46]. Using this 
new model, accurate measurement of the attenuation coefficient, refractive index, and particle size 
has been demonstrated in highly turbid, though unaggregated, monodisperse aqueous suspensions 
of polystyrene nanospheres [16] and intralipid emulsions [15].  
We show that it is possible to detect aggregation using TIR in idealized highly turbid 
aqueous polystyrene nanosphere suspensions, directly without any sample dilution, by tracking the 
attenuation coefficient. For polystyrene, scattering dominates at visible wavelengths, and 
absorption may be neglected [47]. We show that in this case, the attenuation coefficient is a far 
more sensitive indicator of aggregation than the refractive index. The polystyrene mass density in 
our samples is two orders of magnitude higher than previously investigated in polystyrene 
aggregation studies [29,48]. At these high particle concentrations aggregates start forming 
immediately upon mixing in of the aggregating agent, on a time-scale too fast for us to monitor.  
However, when the aggregated sample is placed on top of our TIR sensor, these aggregates 
slowly settle, on a time-scale of a few minutes, due to gravity. Some aggregates approach within 
a wavelength of the glass-sample interface, causing a detectable increase in attenuation coefficient. 
Varying degrees of aggregation-induced settling are produced by adding acid or salt solutions of 
different concentrations, and the attenuation coefficient is recorded as a function of the 
concentration of the aggregating agent. It is critical to demonstrate that the particle-settling 
observed by our sensor is directly caused by aggregation and nothing else. We do this in two ways. 
First, we compare the observed settling data for carboxylated versus noncarboxylated polystyrene 
spheres and ensure that the data are consistent with the expected aggregation behaviors. Second, 
we observe the size distribution of the aggregates, albeit after heavy sample dilution, using a 
standard particle-sizing technique such as DLS. We find that though DLS results are consistent 
with our sensor, DLS is not as sensitive to the presence of aggregates as our sensor. We show that 
our sensor works best when the aggregates are no more than two- or three- particle aggregates, but 
 
 
17 
fails when much larger aggregates form. Note that for the small levels of aggregation measured in 
this work, while our sensor detects aggregation-induced settling in just a few tens of seconds, a 
visual inspection (Fig. 3.1) of the free-standing colloidal samples fails to distinguish between 
unaggregated and aggregated solutions even after several days of observation.  
 
 
 
Fig. 3.1. Highly turbid aqueous suspension of carboxylated polystyrene spheres of nominal diameter 330 
nm: (a) without aggregation; (b) – (f) with aggregation-induced settling caused by addition of varying 
concentrations of hydrochloric acid. All samples (a) – (f) were allowed to sit for several days before taking 
these photographs. Our sensor detects aggregates at acid concentrations as low as 1.25 millimolar (mM), 
long before large sedimented flocs and a clear top-layer become visible to the unaided eye at 4 mM HCl 
and higher. 
 
To the best of our knowledge, our work constitutes a first detection of small amounts of 
aggregation in highly dense colloidal suspensions without any sample dilution or special sample 
preparation. Conversely, our sensor may also be used to detect small changes in sample pH. Our 
paper is organized as follows. In Sections 3.2 and 3.3 we outline our sensor design and elucidate 
aggregation-induced settling which forms the basis for our aggregate-sensing method. In Sections 
3.4–3.7 we describe how our samples are prepared and present data on aggregate detection in 
carboxylated versus noncarboxylated polystyrene nanospheres at low acid/salt concentrations. 
Next, we present results from DLS measurements which are consistent with our sensor, though 
our sensor outperforms DLS in sensitivity. Finally, we examine limitations of our sensor at high 
acid/salt concentrations. Section 3.8 describes the main results in our work and offers concluding 
remarks. 
 
3.2 Sensor Design  
 
Our experimental setup has been described in detail earlier [10,15,16,17,46]. A turbid 
sample of refractive index ns = nr + ini is placed on a glass prism of known refractive index np. 
Here, ni is related to α through the relation α = 2niω ∕c, where ω ∕ 2π is the laser frequency and c is 
the speed of light. The sample is illuminated as shown in Fig. 3.2(a) by a spatially divergent p-
polarized beam of intensity Ii from a laser diode pigtailed to a single mode fiber. The single mode 
fiber ensures a clean Gaussian spatial profile. Here, the beam power incident on the prism, the 
center wavelength of the source, and the source spectral bandwidth are 17 μW, 653 nm, and ±4.5 
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nm, respectively. The light reflected from the prism-sample interface, denoted by Ir, is allowed to 
fall on a one-dimensional pixel array (1024 pixels, each of width 14 μm), and the intensity in each 
pixel is read out in near-real-time using a LabVIEW program. 
 
 
(a)                                                                        (b) 
Fig. 3.2. (a) Prism-sample interface. Gravity points downward in the −z direction; (b) plot of reflectance 
profile Ir ∕ Ii (θi) for a highly turbid sample in which aggregation was induced by adding a 1.5 mM HCl 
solution. 
 
The sample volume is ∼0.3 mL, sufficient to cover the laser spot size (∼3–4 mm) at the 
prism-sample interface. The central portion of this laser spot, ∼1.5 mm, is imaged onto the pixel 
array. The range of angles θi incident on the prism-sample interface that are detected by the pixel 
array spans both TIR and non-TIR regions, yielding a reflectance profile Ir ∕ Ii (θi) as shown in Fig. 
3.2(b). First, we measure the reflected intensity profile with no sample (this yields Ii (θi) provided 
TIR occurs at the prism-air interface for all θi). The measurement is repeated 100 times, and an 
average profile is generated—this process takes 10 seconds. Next, the sample is placed on the 
prism, and the average reflected intensity profile is similarly generated, yielding Ir (θi). Finally, the 
ratio of the two profiles is taken, yielding Ir ∕ Ii (θi), for which each data point in Fig. 3.2(b) is 
represented by a gray dot. The error bar on each data point is smaller than the dot size. 
 
3.3 A Simple Picture of Aggregation-Induced Settling 
 
The occurrence of aggregation-induced settling causes changes in the measured reflectance 
profile, which leads to a change in the attenuation α extracted by our model. The sensing volume 
of our TIR-based sensor consists of a layer approximately λ high, just above the prism. In the 
simplest approximation, if we imagine the sample to be divided into vertical layers, each of height 
λ, particles that descend during the 10-s measurement time into the sensing volume from the 
contiguous layer above serve to increase the particle concentration in the sensing volume yielding 
an increase in the measured α-value. For spherical particles, the settling velocity may be estimated 
by (d2gΔρ)/18µ, where d is the particle diameter 0.33 μm, g is the Earth’s acceleration due to 
gravity, Δρ is the density difference 0.05 g∕cm3 between the particle (polystyrene 1.05 g∕cm3) and 
the carrier fluid (water 1.0 g∕cm3), and μ is the viscosity of water, 1.002 × 10−2 g∕cm-s [49]. The 
values used here for Δρ and μ correspond to a room temperature of 20°C. For unaggregated 
samples, we estimate a settling velocity of about 3 nm∕s [50].  
In order to measure and compare the attenuation coefficients at different acid or salt 
concentrations, we choose t = 20 s (this is the typical time taken to add the aggregate-inducing 
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agent and place the sample on the sensor) as the time-point for initiating the measurement of the 
reflectance profile shown in Fig. 3.2(b). By this time, sufficient settling has occurred on the sensor. 
During 30 s (adding in 10 s measurement time), the single nano spheres are expected to descend 
by approximately 90 nm, i.e., about λ∕7. In other words, there is not much migration into the sensing 
volume from the layer above—this situation is depicted in Fig. 3.3(a). The possibility of particle 
aggregation owing to effects such as electrostatic interaction or hydrophobicity in the aqueous 
polystyrene suspensions has been suppressed by the manufacturer by the use of deionized water 
and surfactant, respectively. Thus there is significant aggregation only when specifically induced 
by the introduction of an acid or salt solution. When aggregation occurs, clumps of two or more 
particles form. The settling velocity increases as the square of the particle diameter which means 
we may, in a crude approximation, expect two-particle aggregates to descend at about four times 
the rate of a single particle, i.e., λ∕2 in 30 s, and three- and four-particle aggregates are expected to 
fall by distances exceeding λ. Thus, in addition to aggregates that form within the sensing volume, 
many aggregates that form in the contiguous λ-thick layers just above fall into the sensing volume, 
thereby increasing the particle concentration sensed, and hence the measured attenuation α and 
refractive index nr . However, more important than the concentration increase is the fact that this 
increase is caused primarily by the introduction of larger particles into the sensing volume. As 
discussed in Section 3.5, the larger particles scatter significantly more causing the attenuation 
coefficient α to have a strong dependence on particle size, far stronger than the concentration-
dependence shown by both nr and α. Therefore, in the context of nanoaggregation sensing, we 
expect α to be a far more sensitive indicator than nr. 
 
 
(a)       (b) 
 
Fig. 3.3. (a) For an unaggregated sample, the particles displace by a small fraction of λ owing to settling, 
causing minimal change in the average number of particles in the sensing volume; (b) When aggregates 
form they fall into the sensing volume from sample layers above, increasing the particle size and 
concentration sensed, hence also increasing α. 
 
3.4 Sample Preparation 
 
It is critically important to prove our hypothesis that the particle settling detected by our 
sensor is actually aggregation-induced and not due to some other unrelated effect. We therefore 
choose to test our sensor on aqueous suspensions of carboxylated and uncarboxylated polystyrene 
nanospheres. The aggregating behaviors of carboxylated versus noncarboxylated particles offer 
important checkpoints for validating our hypothesis. For example, for reasons explained in Section 
3.5, small changes in pH are expected to induce aggregation in carboxylated, but not 
noncarboxylated, polystyrene spheres. On the other hand, small changes in ionic strength are not 
expected to induce aggregation in either carboxylated or noncarboxylated polystyrene spheres. 
However, a large change in ionic strength is expected to force aggregation in both types of spheres. 
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All these expectations are borne out by the data shown in this section, yielding strong evidence 
that the settling detected by our sensor is indeed directly owing to aggregation. 
We start with commercially obtained 5% w/v (or 4.76% v/v) stock solutions of 
carboxylated and noncarboxylated polystyrene nanospheres in deionized water [Spherotech CP-
025-10 317 and PP-025-10, respectively]. According to the manufacturer, the carboxylated 
particles typically have diameter of 337 ± 66 nm, and the uncarboxylated particles have typical 
diameter of 266 ± 45 nm. Both types of aqueous suspensions have a pH of 7.4. The stock solutions 
are diluted by a factor 10 (as described in the next paragraph) for the experiments yielding a final 
concentration of 2.5 × 1011 ∕ cm3 for the carboxylated and 3.7 × 1011 ∕ cm3 for the uncarboxylated 
solutions.  
We first prepare 1% w/v (0.95% v/v) aqueous polystyrene solutions by mixing four parts 
deionized water with one part commercial stock. Next we prepare acid (HCl) or salt (NaCl) 
solutions of varying concentrations. Aggregation owing to changes in pH is investigated by adding 
HCl solution to the polystyrene suspension. Aggregation induced by changes in ionic strength is 
investigated by adding NaCl solution to the polystyrene sample. Aggregation is initiated by mixing 
together equal volumes of a solution of the polystyrene nanospheres suspended in deionized water 
at twice the desired final nanosphere concentration and another solution containing the acid (HCl) 
or salt (NaCl) at twice the desired final acid/salt concentration. This procedure minimizes 
unwanted gradients in the concentration of the nanospheres and acid/salt ions at the start of the 
experiment [48]. For example, we mix 150 μL of 1 mM (millimolar) HCl with 150 μL of 1% w/v 
polystyrene solution (carboxylated or noncarboxylated) to obtain 300 μL of sample with final 
concentrations of 0.5 mM HCl and 0.5% w/v polystyrene. To prepare a sample with final 
concentration 1 mM HCl while keeping the polystyrene at 0.5% w/v, we would start with 2 mM 
HCl instead of 1 mM. In this way, several samples are prepared with varying HCl (or NaCl) 
concentration but with the same 0.5% w/v (or 0.48% v/v) polystyrene concentration. 
As indicated earlier in the manuscript, our final polystyrene mass densities are two orders 
of magnitude higher than previously investigated in polystyrene aggregation studies [29,48]. In 
Ref. [29], the diameter of the polystyrene spheres is 130 nm and the highest particle concentration 
employed is 5 × 1010 ∕ cm3, yielding a mass density of 6 × 10−5 g∕cm3. In Ref. [48], the sphere 
diameter is 520 nm and the highest particle concentration employed is 2 × 108 ∕ cm3, yielding a 
mass density of 2 × 10−5 g∕cm3. By contrast, our mass density is 5 × 10−3 g∕cm3 for the carboxylated 
spheres and 4 × 10−3 g∕cm3 for the uncarboxylated spheres. Furthermore, given that the scattering 
cross section σ goes as the square of the particle radius, we may deduce that the attenuation 
coefficient α (which is essentially the same as the scattering coefficient Nσ in the case of 
polystyrene at visible wavelengths where absorption is negligible; here N is the particle 
concentration), and hence the turbidity, for our samples is over two orders of magnitude higher 
than Ref. [48] and nearly a factor 50 higher than Ref. [29]. 
 
3.5 Onset of Aggregation Due to Changes in pH or Ionic Strength at Low Acid/Salt 
Concentrations 
 
Figure 3.4 shows plots of the attenuation coefficient α measured by our sensor at t = 20 s, 
for polystyrene suspensions with different concentrations of acid or salt added. In order to verify 
that the settling observed arises from aggregation, we compared what happens when the 
aggregating agent is added to an aqueous suspension of carboxylated versus uncarboxylated 
polystyrene spheres. Figure 3.4(a) shows that for carboxylated nanospheres the onset of 
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aggregation induced by a change in pH occurs at acid concentrations as low as 1.25 mM HCl.  
Standard Derjaguin Landau Verwey Overbeek (DLVO) theory explains aggregation in terms of 
an interplay between attractive van der Waal’s forces and electric repulsive forces between two 
approaching spheres [25]. The addition of HCl causes protonation of the negative carboxyl groups 
by H+ ions, resulting in the repulsive forces losing out to the attractive forces, which causes 
aggregation to occur. On the other hand, for noncarboxylated polystyrene spheres, aggregation 
dynamics are dominated by the negatively charged sulfonic groups which remain deprotonated at 
the pH-range used in Fig. 3.4(a), precluding aggregation. 
As the HCl concentration is increased beyond 1.5 mM, up to 2 or 2.5 mM, the attenuation 
coefficient α continues to rise but the theoretical fits to the reflectance data become poor and the 
size of the error bar increases dramatically. Reasons for this behavior, including how our sensor 
behaves at even higher HCl concentrations, are described in Section 3.7. In Fig. 3.4(c) we repeat 
the same experiment as in Fig. 3.4(a), but this time use NaCl as the aggregation-inducing agent. 
In this case, the aggregation is induced by an increase in ionic concentration of Na+ ions (instead 
of protonation by H+ ions from HCl). In both the carboxylated and noncarboxylated cases, the 
negatively charged sulfonic and/or carboxyl groups on neighboring polystyrene spheres are 
shielded from each other by the Na+ ions floating in solution. At sufficient salt concentration (in 
both carboxylated and noncarboxylated polystyrene samples), this charge-charge shielding can 
suppress repulsive interactions enough that attractive forces dominate, leading to aggregation in 
the simple DLVO description. Suppression of repulsive interactions between the negative charges 
on neighboring spheres by shielding (Na+ ions) is a weaker effect than the near-cancellation of the 
negative charges by protonation (H+ ions), therefore ionic strength-induced aggregation occurs at 
much higher salt concentrations than the acid concentrations required for pH-induced aggregation.  
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Fig. 3.4. Plot of: (a) α; (b) nr for carboxylated (light orange) and noncarboxylated (dark blue) polystyrene 
suspensions upon addition of increasing concentrations of HCl solution (i.e., change in pH); (c) and (d) 
NaCl solution (i.e., change in ionic strength). pH-induced aggregation is observed for carboxylated, but not 
for noncarboxylated, polystyrene suspensions at low acid concentrations. Ionic strength-induced 
aggregation is not observed in either suspension at low salt concentration, but aggregation is forced in both 
suspensions at higher salt concentrations. 
 
These expectations are borne out by our results in Fig. 3.4(c), proving that aggregation-
induced settling may be used to sensitively detect the presence of aggregation in highly turbid 
colloids, without any need for sample dilution. At higher NaCl concentrations, the theoretical fits 
to the reflectance data become poor, as mentioned above for the HCl-polystyrene mixtures—this 
behavior is explained in Section 3.7. Figures 3.4(b) and 3.4(d) show that whereas α changes by 
almost an order of magnitude at the onset of aggregation, nr changes only in the 4th decimal place 
and is erratic, i.e., α is a more sensitive indicator of aggregation than nr—this is in accordance with 
what we stated in Section 3.3. In order to understand the relative sensitivity of α and nr to 
aggregation, we recall that aggregation-induced settling increases the particle concentration in the 
sensing volume and that both nr and α are expected to vary approximately linearly with 
concentration. The linear concentration dependence of nr may be seen from a straightforward 
examination of the usual Lorentz–Lorenz theory for homogeneous (particle size, or any sort of 
“granularity,” does not enter this theory) nonmagnetic polarizable media [51]: for small 
concentrations of polystyrene spheres in water the departure of the refractive index of the solution 
from that of water increases linearly with the concentration of the spheres. Similarly, the explicit 
linear concentration dependence of α is evident from the relation α = Nσ mentioned earlier in 
Section 3.4. 
However, as pointed out in Section 3.3, far more important than any change in 
concentration is the fact that the aggregates settling into the sensing volume are significantly larger, 
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comprising at least two particles. The Lorentz–Lorenz theory ascribes no explicit dependence on 
particle size to nr [51]. On the other hand, recalling that there is negligible absorption in 
polystyrene in the visible wavelength range and scattering dominates [47], the strong dependence 
on particle size of α (when particle size ∼λ) is well known in Mie scattering theory [52]. Figure 
3.5 shows a plot of σ ∕ πR2 versus 2πR ∕ λ0 for an aqueous suspension of polystyrene spheres of 
radius R. Calculations were done using an online interactive Mie calculator developed by Scott 
Prahl [53]. Here λ0 is the wavelength actually seen by the Mie scatterer: in our case, the polystyrene 
nanosphere is suspended in deionized water (refractive index 1.333), so λ0 is 653/1.333, i.e., 490 
nm. Note that for both carboxylated and noncarboxylated polystyrene nanospheres in our 
experiment, 2πR ∕ λ0 ≈ 2, placing us within the regime 2πR ∕ λ0 < 10 in Fig. 3.5 where σ ∕ πR2 exhibits 
a single-valued increase with particle size. If we model the increase with particle size as linear in 
this regime, we may readily deduce that according to Mie theory α varies as the 3rd power of the 
particle size, much stronger than the dependence on concentration which is merely linear. Thus, in 
contrast to nr, α is extremely sensitive to the induction of aggregated particles into the sensing 
volume.  
This result seems to contradict a recent interesting experiment [54] where it is shown that 
α becomes increasingly insensitive to variations in particle concentration at extremely high particle 
concentrations, whereas nr remains sensitive. We point out that there is no such contradiction. 
First, the particle concentration for the unaggregated polystyrene solution used in our work 
(0.48%v/v) is nearly a factor 50 less than the maximum concentration (20.9% v/v) used in Ref. 
[54] (the particle sizes are about the same in both works). From Fig. 8 in Ref. [54] we see that α 
shows no decrease in sensitivity until the concentration is nearly an order of magnitude higher than 
the particle concentration used in our experiment. Second, it may seem that once aggregates form 
in our experiment and our sample turbidity becomes comparable to Ref. [54], the conclusion from 
Ref. [54] may apply to our experiment, but this is not true because of the very different mechanisms 
by which the sample turbidity increases in Ref. [54] and our experiment. In Ref. [54] the increase 
in imaginary refractive index (and hence α) is caused only by an increase in particle concentration. 
By contrast, the mechanism behind the α increase in our experiment is aggregation, i.e., the 
induction of aggregates significantly larger in size than the original monomers into our sensor’s 
sensing volume. As discussed in the previous paragraph, in our experiments, α is far more sensitive 
to change in particle size than change in concentration. 
 
 
Fig. 3.5. Plot of Mie scattering cross section versus particle size for a polystyrene particle of nr = 1.59 [55] 
in deionized water illuminated by λ = 653 nm. Note that the wavelength λ0 seen by the scatterer is 653 nm 
divided by the refractive index 1.333 of deionized water. Reference [52] shows a qualitatively similar plot 
for a dielectric scatterer in air of refractive index 1.33. Calculations were done using the Mie scattering 
calculator found in Ref. [53]. 
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3.6 Comparison with Dynamic Light Scattering 
 
Besides studying the aggregation behaviors of carboxylated and noncarboxylated 
polystyrene spheres, another way to verify that the particle settling detected by our sensor is indeed 
caused by aggregation is to observe the size distribution of the aggregates using a standard particle-
sizing technique such as dynamic light scattering (DLS). 
DLS is used for particle sizing (mean size as well as size distribution) by measuring the 
correlation between the intensities of light scattered by a moving particle at two instants separated 
by a time delay [56]. Larger, heavier particles diffuse more slowly than smaller, lighter particles, 
causing the intensity correlation function for the larger particles to decay more slowly as a function 
of the time delay. The particle size is extracted from the intensity correlation function by Mie 
scattering calculations. In the context of particle sizing in highly turbid media, DLS suffers from 
two major drawbacks relative to our sensor. First, a basic assumption behind the use of Mie 
scattering theory to extract particle size is that no multiple scattering must occur [57-59], 
necessitating heavy sample dilution in DLS. By contrast, the single-scattering assumption is 
satisfied in our sensor even for undiluted highly samples owing to the exceedingly small 
penetration depths (~ the optical wavelength) by the TIR ray. Since no dilutions are required, our 
measurements are near real-time. Second, high spatial coherence of the sample is necessary in 
order to produce observable light correlations, causing the field of view to be drastically confined 
in DLS, typically to an imaged observation volume of diameter 200 µm. By contrast, in our sensor 
no lenses are used and an illuminated sample area of few mm2 is observed. 
As is well known, DLS requires heavy dilution in the case of highly dense samples, in 
order to ensure that the single-scattering assumption is satisfied. During the dilution process of the 
polystyrene-aggregating agent mixture the sample has to be made homogeneous by stirring gently 
so that the polystyrene does not appear localized in one location. Care must be taken to not damage 
any aggregates while stirring. Figures 3.6(a)–(d) show our results, obtained using DLS to measure 
the size distribution in carboxylated polystyrene nanosphere solutions that have been mixed with 
five different solutions of HCl which range from 1 mM to 2.5 mM—in each case, the volume 
fraction of particles is plotted versus particle diameter. In all the DLS data here, four identical 
samples were prepared independently, and volume fractions for all the sizes measured in these 
four trials were combined and renormalized. The pair of vertical dashed lines on each plot indicates 
the entire range of particle sizes measured when a 1 mM HCl solution was mixed with the 
polystyrene solution—we measured this range to be 283–313 nm with a weighted mean of 296 nm 
and a standard deviation of ±10 nm. It is clear that as the HCl concentration increases from Figs. 
3.6(a) to (d), particles of sizes larger than 313 nm are increasingly detected. This is further 
illustrated in Fig. 3.7(a) which plots the volume fraction of particles larger than 313 nm, i.e., larger 
than the original size range, as a function of increasing HCl concentration from 1 to 4 mM. Note 
the presence of smaller particle sizes upon addition of the HCl solutions. These are caused by 
contaminants and/or bubbles introduced during the mixing-in process of the HCl into the colloidal 
suspension with the pipet tip. The volume fraction referred to above is computed by subtracting 
the contributions from these smaller sized particles.  
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Fig. 3.6. Dynamic Light Scattering (DLS) results for pH-induced aggregation in suspensions of 
carboxylated polystyrene nanospheres mixed with five different acid concentrations. The pair of vertical 
dashed lines on each plot indicates the entire range of particle sizes measured when a 1 mM HCl solution 
was mixed with the polystyrene solution. Aggregates are observed at HCl concentrations of 2 mM and 
above [note the changed vertical scale for (d)], but results for 1.25 and 1.5 mM are inconclusive. 
 
Though consistent with the results from our sensor [see Fig. 3.4(a)], DLS is clearly 
outperformed in sensitivity by our sensor in the range of HCl concentrations 1–1.5 mM where the 
aggregates first form. Neither our sensor nor DLS detects any aggregates for the mixture of 1 mM 
HCl with the polystyrene suspension: Our sensor measures the same attenuation coefficient (25 
cm−1) for the 1 mM HCl-polystyrene mixture as for the polystyrene solution alone. However, our 
sensor records significant aggregation upon addition of the 1.25 mM HCl solution—the attenuation 
coefficient increases by a factor of 7, from 25 cm−1 for the polystyrene suspension alone, to 177 
cm−1 in Fig. 3.4(a). At 1.5 mM HCl concentration, α is observed by our sensor to jump by over an 
order of magnitude from 25 cm−1 for the polystyrene suspension alone, to 265 cm−1. By contrast, 
DLS claims that ~55% of the sample volume is occupied by particles larger than 313 nm upon 
addition of 1.25 mM HCl to the polystyrene suspension, but hardly registers any aggregates at 1.5 
mM HCl concentration. 
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(a)                                                     (b) 
Fig. 3.7 Volume fraction occupied by particles larger than: (a) 313 nm in the case of HCl-polystyrene 
solutions; (b) 278 nm in the case of NaCl-polystyrene solutions (see text for explanation), extracted from 
the DLS data in Figs. 3.6 and 3.8, plotted versus the concentration of the aggregation-inducing agent. This 
further illustrates the trend that the number of larger particles rises with increasing HCl or NaCl 
concentration. 
 
We compared our sensor to DLS for the case of ionic-strength induced aggregation as well. 
Figures 3.8(a)–(d) show results obtained using DLS to measure the size distribution of polystyrene 
nanospheres mixed with five different NaCl concentrations which range from 12.5 to 175 mM—
again, the volume fraction of particles is plotted versus particle diameter. From the data in Fig. 
3.4(c) and accompanying discussion we do not expect any difference in ionic strength-induced 
aggregating behavior between carboxylated and noncarboxylated polystyrene spheres. The data in 
Fig. 3.8 happens to be for non-carboxylated spheres. The pair of vertical dashed lines on each plot 
indicates the entire range of particle sizes measured when a 12.5 mM NaCl solution was mixed 
with the polystyrene solution—we measured this range to be 269 –278 nm with a weighted mean 
of 274 nm and a standard deviation of ±2 nm. Just as in the case of pH-induced aggregation it is 
clear that as the NaCl concentration increases from Figs. 3.8(a) to (d), the trend in DLS data is that 
particles of sizes larger than 278 nm are increasingly detected. This is further illustrated in Fig. 
3.7(b) which plots the volume fraction of particles larger than 278 nm, i.e., larger than the original 
size distribution, as a function of increasing NaCl concentration from 12.5  – 175 mM. Note that 
the volume fraction plotted in Fig 3.7(b) is computed by subtracting the contributions from the 
bubbles and contaminants introduced during the mixing process which show up as “particles” 
smaller than the original size range of the unaggregated solution. 
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Fig. 3.8. Dynamic Light Scattering (DLS) results for ionic strength-induced aggregation in suspensions of 
noncarboxylated polystyrene nanospheres mixed with five different acid concentrations. The pair of vertical 
dashed lines on each plot indicates the entire range of particle sizes measured when a 12.5 mM NaCl 
solution was mixed with the polystyrene solution. Aggregates are observed at HCl concentrations of 100 
and 175 mM, but results for 37.5 and 50 mM are inconclusive. 
 
Just as in the case of pH-induced aggregation we again find that though consistent with the 
results from our sensor [see Fig. 3.4(c)], DLS is outperformed in sensitivity by our sensor at 50 
mM NaCl concentration where the aggregates first begin to form. Our sensor records a factor 3 
increase in α, from 40 cm−1 for the polystyrene suspension alone, to 128 cm−1at 50 mM. By 
contrast, DLS hardly registers any aggregates at 50 mM NaCl concentration as seen in Fig. 3.7(b).  
To summarize this section, DLS shows that aggregates form at the same concentrations of 
aggregation-inducing agent at which enhanced settling is observed by our sensor, providing 
evidence that it is indeed aggregation that is directly responsible for the settling observed by our 
sensor. However DLS appears to lack in sensitivity compared to our sensor at the lowest acid/ salt 
concentrations where aggregates do not yet occupy a significant fraction of the sample volume.  
 
3.7 Aggregation Behavior at High Acid/Salt Concentrations 
 
As the concentration of aggregation-inducing agent is increased past 1.5 mM for HCl and 
100 mM for NaCl, it is no longer possible to obtain from our model a good theoretical fit to the 
measured reflectance profile, and the value extracted for α starts exhibiting large variability. Figure 
3.1(e), which is a photograph of the aggregated sample for the case of 4 mM HCl, suggests that 
this is because high acid/salt concentrations cause the formation of large flocs. The flocs in Fig. 
3.1(e) are large enough to be readily visible to the naked eye, but it is logical to assume that samples 
at intermediate concentrations between 1.5 mM and 4 mM HCl [see Fig. 3.1(d)] also contain such 
multiple particle flocs, just not large enough to be visible to the unaided eye. For example, when 
a drop of the sample corresponding to, say 2 mM HCl, is deposited on top of the sensor prism, 
these flocs settle and accumulate in the sensor’s sensing volume forming irregular macroscopic 
patterns approaching mm-length-scales comparable to the laser beam spot incident on the prism-
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sample interface. The fit to data obtained from any one sample becomes poor, as shown in Fig. 
3.9(a), because our model assumes a homogeneous spatial distribution of scatterers distributed 
throughout the sensing volume, a condition that is no longer satisfied. Furthermore, the 
inhomogeneous spatial distribution of these flocs is different from sample-to-sample in identical 
data-runs on independent samples, leading to large variability in the measured values for the 
attenuation coefficient α. For the sample shown in Fig. 3.9(a) the α-value is indicated as 1193 
cm−1. When the measurement is repeated on five independent identical samples, the α-values 
extracted from fits as poor as shown in Fig. 3.9(a) range from 123 cm−1 to 1193 cm−1 yielding an 
average value α = 763 cm−1 with a large error bar ±208 cm−1. Because of the poor fits and large 
sample-to-sample variability we do not trust the α-value extracted by our sensor for the 2 mM 
HCl-polystyrene samples. A similar situation occurs for the polystyrene-NaCl solutions, as seen 
in Fig. 3.9(c), for a NaCl concentration of 175 mM.  
 
 
Fig. 3.9. These plots are reflectance profiles similar to Fig. 3.2(b), i.e., the x axes are the incidence angle θi 
and the y axes are Ir  ∕ Ii (θi). Poor fits are obtained in (a) 2 mM HCl and (c) 175 mM NaCl, owing to the 
formation of large flocs (not yet visible to the unaided eye [see Fig. 3.1(d)] causing the samples to become 
spatially inhomogeneous. The α-values extracted by the fits in (a) and (c) are not trustworthy since the fits 
are poor. At even higher concentrations (b), 4 mM HCl and (d) 400 mM NaCl, the aggregated flocs are 
large enough to be visible to the eye [see Fig. 3.1(e)]. But they float upward and out of the sensing volume, 
causing the fits to become better, and the measured α-values to decrease. However, despite the good fits, 
these measured α-values provide no meaningful information on the state of aggregation since the flocs have 
all floated out of the sensing volume. 
 
By contrast, judging from the plots in Fig. 3.7, at HCl concentrations beyond 2 mM and 
NaCl concentrations beyond 100 mM where a significant fraction of the volume is occupied by 
aggregates, DLS may provide a safe option to measure the extent of aggregate formation. 
At even higher concentrations where the flocs are visible to the unaided eye, i.e., at 4 mM 
HCl and beyond [Figs. 3.1(e) and (f)], the flocs in the sample deposited on the prism surface were 
observed to float upward and out of the sensing volume. This causes the sample to appear clear to 
the sensor for the same reason that the top layer in Fig. 3.1(f) appears clear to the eye – the 
difference being that the flocs in the thin sample layer on top of the prism spread out and float 
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away from the prism surface, as opposed to their behavior within the far smaller confines of the 
eppendorf microcentrifuge tubes where the flocs are unable to spread out and sink to the bottom 
of the tube. 
Figure 3.9(b) shows, as expected, that the measured attenuation coefficient α decreases and 
the theoretical fit becomes better owing to the removal of the spatially inhomogeneous flocs from 
the sensing volume. But the α-value extracted in this case has no meaningful information. A similar 
situation is observed for polystyrene-NaCl solutions, as seen in Fig. 3.9(d) for a NaCl 
concentration of 400 mM.  
 
3.8 Conclusion 
 
We have demonstrated a TIR-based method for sensitively detecting whether aggregates 
are present or not in highly turbid aqueous suspensions of polystyrene nano spheres, without the 
need for any dilution or special sample preparation. Aggregation is induced either by changing the 
pH or the ionic strength (by adding in varying concentrations of HCl, or NaCl, solutions 
respectively).  
TIR is especially suited for sensing in dense colloidal samples because the evanescent wave 
penetration depth is small (∼λ) and the single-scattering assumption is satisfied (i.e., the 
probability for a photon to be multiply scattered is ≪1), despite the sample being highly turbid. At 
these high particle concentrations, aggregation may occur on too fast a time-scale and directly 
monitoring the formation of the aggregates in real-time may not be straightforward. In our sensor 
we convert aggregate-detection to the simpler problem of detecting aggregation-induced settling—
simpler because the time-scale for settling is much longer. Over a few minutes there is significant 
settling of the aggregates on to the prism of our sensor, but negligible settling of the unaggregated 
(lighter) particles.  
We developed a simple physical picture for aggregation-induced settling and confirmed in 
two ways that the settling we observed is indeed directly due to aggregation: First, we compared 
the aggregation-induced settling behaviors of carboxylated versus noncarboxylated polystyrene 
nanospheres. Second, we observed the size distribution of the aggregates using DLS, albeit after 
heavy sample dilution which is required to satisfy the single-scattering assumption on which the 
intensity correlation theory behind DLS is based.  
Our sensor detects aggregates in the sample by directly monitoring the attenuation 
coefficient α in the sample volume just above the prism surface, using an empirical model of TIR 
in highly turbid media that we recently introduced [10,16,46]. Our model permits accurate 
measurement of the attenuation coefficient in highly turbid media without any sample dilution or 
special preparation.  
Based on our α-measurements and on Mie scattering arguments we have shown that, at low 
acid/salt concentrations, α is a far more sensitive indicator of the state of polystyrene aggregation 
than the real refractive index nr. We have provided a simple explanation of the contrasting 
aggregation behaviors of carboxylated versus noncarboxylated polystyrene nano spheres, using 
standard DLVO theory. At low acid/salt concentrations where aggregates first begin to form, our 
sensor not only is better than DLS in that no dilution is required but also outperforms DLS in 
sensitivity. On the other hand, our sensor is unable to yield size distributions like DLS.  
At high acid/salt concentrations (>1.5 mM HCl, and >100 mM NaCl), where large flocs 
form and aggregates occupy a large fraction of the volume, our sensor is not effective but DLS is 
a good option (provided the heavy dilution does not pose any problem [7,29]). In the range 1.5–2 
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mM HCl, and 125–175 mM NaCl, the α-value measured is not trustworthy due to poor fitting by 
our model of the data obtained from each sample, and due to large sample-to-sample variability in 
the data. At even higher acid/salt concentrations (>2 mM HCl, and >175 mM NaCl) the α-value 
measured does not provide any meaningful information on the state of aggregation due to the flocs 
having moved away from the sensing volume of the sensor.  
In conclusion, our sensor works well for dense colloidal suspensions of polystyrene 
particles of size no more than about a visible optical wavelength in which some aggregates have 
formed but do not yet occupy a significant fraction of the volume. We hope that our sensor’s ability 
to sensitively monitor the state of aggregation in highly turbid media by accurate measurement of 
the attenuation coefficient, directly without the need for any sample dilution, will pave the way for 
application to sensitive noninvasive detection of nanoparticle aggregation in biological and 
environmentally relevant samples. Our sensor may also be used to detect small changes in sample 
pH in cases where injecting polystyrene nanospheres into the sample and using aggregation as a 
sensing tool is an option. The change in pH is only 0.1 between our polystyrene samples with 1 
mM HCl (pH 3.3) and 1.25 mM HCl (pH 3.2). Our sensor may possibly find application in 
biological systems where minor perturbations in pH are relevant, for example, in maintaining 
homeostasis [60,61]. 
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CHAPTER 4 
DETECTION OF AGGREGATES IN DENSE COLLOIDAL  
SUSPENSIONS OF GOLD NANOPARTICLES 
 
 In the previous chapter we have seen how our model was used to monitor the effects of 
nanoaggregation in non-plasmonic colloidal suspensions of carboxylated and non-carboxylated 
polystyrene. In this chapter, our model and sensor are used to monitor in real time aggregation-
induced settling in plasmonic colloidal samples of carboxylated gold nanoparticles. Section 4.1 
introduces this experiment and the significance of gold nanoparticles in many bio and 
environmental applications. Section 4.2 and 4.3 discuss our experimental methods and sample 
preparation of the gold nanoparticles. The sensor setup used in this experiment is similar to that in 
Chapter 3, excepting the use of a coverslip on top of the sensor prism. Section 4.4 presents a 
discussion and analysis of our results and Section 4.5 concludes the chapter.  
 
4.1 Introduction 
 
Gold nanoparticles have diverse applications in bio and environmental sensing 
[23,24,69,84-86]. Aggregation affects nanoparticles’ available surface area, and thus their ability 
to concentrate, sequester, transform, and degrade pollutants, such as discussed in [62,63]. 
Nanoparticle size and aggregation play an important role in determining toxicity [64-67]. 
Aggregation affects stability in solution [68], and along with surface functionality and charge also 
affects biological availability, cellular uptake and toxicity [69,70].  
In many applications, it is important to monitor in-situ and in real-time the aggregation of 
nanoparticles in a reactor, such as cells [71], proteins [72,73], silica particles [74], asphaltenes [75] 
among many others. Dynamic Light Scattering (DLS) and zeta potential measurement provide a 
measure of particle size, particle dispersity, and surface charge and are regarded to be the gold 
standard in these types of applications. However, approaches such as dynamic light scattering and 
spectrophotometry require sample dilution for characterization of concentrated or turbid samples 
in order to avoid multiple scattering artifacts and hence can only be used at very low particle 
concentrations [76]. Also, DLS and zeta potential analyzers, many of which typically operate at 
visible wavelengths, are known to fail for particle sizes exceeding a micron [77,78]. Furthermore, 
the particles’ Brownian motion may be very slow, especially in liquids of increased viscosity, and 
thus long measurement times have to be applied, during which both instrument and suspension 
should remain stable [78].  
Here we demonstrate the use of a TIR-based method to directly monitor the aggregation of 
gold nanoparticles in highly turbid media without sample dilution or pretreatment.  In this model 
study, the aggregation was induced by changing solution pH or by increasing ionic strength.  
Aggregation was monitored by UV spectroscopy and DLS and compared directly with our TIR 
measurements. The experimental set up used in this chapter is identical to that of Chapter 3 except 
we used a cover slip index-matched on top of the sensor prism. 
 
4.2 Experimental Method 
 
 Our TIR-based sensor is discussed in Section 3.2 and in Refs. [10,15,16,17,46]. The sensor 
geometry is identical to the one used in Chapter 3, except in this case the sample sits on top of a 
glass cover slip. The coverslip is placed with index-matching fluid in between (see Fig. 4.1). 
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Fig. 4.1. The sensor setup. A glass coverslip is index-matched to the top of a prism of known refractive 
index. The gold nanoparticles suspension sits on top of the cover slip. The rest of the sensor setup is not 
shown but is explained in detail in Chapter 3 and in Refs. [10,15,16,17,46]. 
 
Glass coverslips were prepared by cleaning in Piranha solution (75mL of sulfuric acid and 
25 mL of hydrogen peroxide) for 20 minutes and then rinsing thoroughly with deionized water. 
The coverslips were then dried using ultra high purity nitrogen. The glass coverslip is then placed 
on top of a BK7 glass prism using index matching fluid and allowed to equilibrate for 15 minutes.  
As in Chapter 3, the refractometer setup contains a 1024 pixel CCD array that measures 
the intensity of divergent plane polarized beam at 653nm from a diode laser after reflecting off of 
the prism-coverslip-sample interface (beam power incident on prism of ~6µW). A diverging beam 
of light from a diode laser source pigtailed to a single-mode fiber goes through the prism and into 
the prism-sample interface. Internally reflected light from the interface is then projected into the 
one-dimensional 1024-pixel array. Furthermore, the same empirical model as used in Chapter 3 
was used here, to measure the real and imaginary components (nr and ni) of the sample refractive 
index ns. By using the same arguments in Chapter 3, we assert that the attenuation coefficient α, 
which is related to ni as α = 2niω/c, is a more reliable indicator of aggregation. 
Calibration of our sensor was done using deionized water and 20%-glycerine-80%-
deionized water solution, as explained fully in Chapter 2. Each gold nanoparticle colloidal sample 
was placed on the top of the prism to obtain a reflectance reading. Profiles were taken after 30 
seconds and every minute after for 30 minutes. The aggregation-induced settling kinetics are slow 
compared to polystyrene in Chapter 3, and this total sampling time of 30 minutes was determined 
empirically, explained in the next paragraph. We tested our sensor using easily-prepared, strongly-
absorbing AuNP colloids functionalized using mercaptopropionic acid. This testing allows us to 
evaluate stability of unaggregated colloids. It also allows us to induce and evaluate aggregation 
and sedimentation in a controlled manner through manipulation of pH and ionic strength. In 
contrast to UV-Vis or DLS, our sensor can operate at the high colloid concentrations encountered 
– this is important for other applications as well [80]. 
As mentioned, the 30-minute sampling time was determined empirically. We observed that 
the attenuation coefficient keeps rising even after 30 minutes and we conjectured that, as with 
polystyrene, the actual aggregation kinetics is just too fast for our monitor to detect, and what we 
see is actually aggregation-induced settling. To test this notion, we performed a test where 
suspensions of carboxylated gold nanoparticles were mixed with varying concentrations of HCl 
(pH-induced aggregation), while deionized water was used as control. Gold nanoparticles mixed 
with 350mM HCl and with 175mM HCl were measured on the sensor and their attenuation-vs-
time curves were plotted (see Fig. 4.2). Next, we mixed gold nanoparticles with 350 mM HCl and 
waited for 15 minutes allowing it to pre-aggregate before being put in the sensor. What we saw 
were nearly identical attenuation-vs-time curves whether or not the solutions were allowed to pre-
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aggregate. A single replicate was deemed sufficient to support the notion that we are not seeing 
the actual aggregation kinetics with our sensor but rather aggregation effects, namely settling into 
the sensing volume. 
 
 
 
Fig. 4.2. Plots showing the attenuation coefficient versus time of gold nanoparticles mixed with varying 
concentrations of HCl. Plots for mixtures that were allowed to pre-aggregate and those that were not are 
identical. This demonstrates that the sensor sees aggregation effects rather than actual aggregation. 
 
4.3 Sample Preparation 
 
 All solutions were prepared using deionized water, hydrochloric acid (HCl 37%, Sigma-
Aldrich), Sodium Chloride (NaCl, Fisher), Gold nanoparticles, Mercaptopropionic acid, Sulfuric 
Acid (Fisher), Hydrogen peroxide (30%, Fisher), and Glycerol (99.5%, Fisher) were used as 
received. BK-7 Index Matching Fluid (n = 1.5167±0.0005). 
 The gold nanoparticles were prepared by the classic Lee-Meisel citrate reduction procedure 
[81].  Briefly, 240 mg hydrogen tetrachloroaurate (Alfa Aesar, Ward Hill, MA) was dissolved in 
500 mL 18.2 MΩ DI water. The solution was brought to a boil, and 50 mL 18.2 MΩ DI water 
containing 1.0 % w/v tri-sodium citrate (VWR, Radnor, PA) was added.  The reaction mixture was 
allowed to boil for an hour, and the resulting wine-red solution was rapidly cooled to room 
temperature. 
Carboxylic acid functionality was added to the AuNPs by adding 400 μL 3-
mercaptopropionic acid (“MPA”, Alfa Aesar) to 40 mL of the cooled AuNP solution, and reacting 
for one hour under bath sonication.  Excess MPA was removed via triplicate centrifugation, and 
the MPA-functionalized AuNPs particles were re-dispersed in 18.2 MΩ DI water by tip sonication. 
The gold concentration in final MPA-functionalized AuNP solutions are 27 parts per thousand (g 
/ L).  DLS measurements indicated a particle diameter of ~95 nm, so the final particle concentration 
was approximately 3.07 x 1010 AuNPs / mL. 
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The gold nanoparticle solutions with high salt and acid concentrations (10 mM to 50 mM) 
were obtained by making 700 mM NaCl and 700 mM HCl solutions and then diluting with the 
carboxylated gold nanoparticles suspensions. For the lower concentrations (0.1 mM to 1.0 mM), 
the salt and acid solutions were first diluted and then mixed with the carboxylated gold 
nanoparticles suspensions. Table 4.1 shows the different volumes of HCl, NaCl, deionized water 
(DI), and AuNPCOOH (carboxylated gold nanoparticles) used to make the different solutions. 
UV-Vis absorption spectra of the gold nanoparticle solutions were obtained on an Agilent 
8453 spectrophotometer. Readings were taken 15 minutes and 30 minutes after sample 
preparation. The particle sizes were obtained using ZetaPlus: Zeta Potential and Particle Size 
Analyzer (Brookhaven Instruments, NY). Readings were taken 15 and 30 minutes after samples 
were prepared. For particle sizing, the samples were diluted 1:200 for analysis. For measuring zeta 
potential, the samples were diluted 1:20. These dilutions were empirically determined to be the 
ones that work well within the DLS/Zeta Potential Analyzer’s capabilities. 
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HCl Conc (mM) pH Vol (µL) of 7mM HCl Vol of DI (µL) Vol (μL) AuNPCOOH 
0.1 4 5.0 252 93 
0.2 3.70 10.0 247 93 
0.4 3.40 20.0 237 93 
0.6 3.22 30.0 227 93 
0.8 3.10 40.0 217 93 
1.0 3 50.0 207 93 
HCl Conc (mM) pH Vol (µL) of 700mM HCl Vol of DI (µL) Vol (μL) AuNPCOOH 
10 2 5.0 252 93 
20 1.69897 10.0 247 93 
30 1.5228787 15.0 242 93 
40 1.39794 20.0 237 93 
50 1.30103 71.4 662 267 
NaCl Conc (mM)  Vol (μL) of 7mM NaCl Vol of DI (µL) Vol (μL) AuNPCOOH 
0.1  5.0 252 93 
0.2  10.0 247 93 
0.4  20.0 237 93 
0.6  30.0 227 93 
0.8  40.0 217 93 
1.0  50.0 207 93 
NaCl Conc (mM)  Vol (µL) of 700mM NaCl Vol of DI (µL) Vol (μL) AuNPCOOH 
10  5.0 252 93 
20  10.0 247 93 
30  15.0 242 93 
40  20.0 237 93 
50   25.0 232 93 
 
Table 4.1. Protocol for mixing gold nanoparticles with different volumes of deionized water and HCl or 
NaCl. The first column shows the desired final HCl and NaCl concentrations. The third through fifth 
column shows the volume in microliters of HCl or NaCl, deionized water (DI) and carboxylated gold 
nanoparticles (AuNPCOOH) used to have the desired HCl or NaCl concentrations on the first column. For 
HCl concentrations, the equivalent pH is shown on the second column. Mixing gold nanoparticles with HCl 
causes pH-induced aggregation, while mixing gold nanoparticles with NaCl causes ionic strength-induced 
aggregation. 
 
4.4 Results and Discussion 
 
We applied our new empirical model [16] toward sensing aggregation in dense colloidal 
suspensions of plasmonic particles, i.e, carboxylated gold nanoparticles. The same procedures 
were followed as in the polystyrene case, albeit different concentrations are used. In this case, the 
kinetics of aggregation-induced settling are slower than the polystyrene and attenuation becomes 
significant only after around 10-30 minutes have elapsed.  
Aqueous solutions of carboxylated gold nanoparticles of diameter 95nm when mixed with 
different HCl concentrations show aggregation at sufficient concentrations, and no aggregation at 
all when no HCl is added. Because the kinetics for aggregation are fast, aggregation happens within 
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seconds of adding the pH-changing agent. Thus, by the time, the HCl-gold NP mixture is placed 
on our sensor’s prism, aggregation has already occurred. The heavier aggregates tend to settle, and 
are sensed once they enter within a few hundred nanometers of the prism surface. The increase in 
attenuation caused by the settling as the sample is allowed to sit on the sensor for up to 30 minutes 
is plotted in Fig. 4.3(a) for various concentrations of HCl added to the colloidal gold NP solution. 
 
 
    (a)                  (b) 
 
Fig. 4.3. Attenuation coefficient for gold nanoparticle suspensions in which varying concentrations of HCl 
(a) and NaCl (b) have been added. HCl induces AuNP aggregation at lower concentrations than NaCl. This 
is due to zeta potential reduction by protonation (HCl) versus zeta potential reduction by charge-charge 
shielding (NaCl). 
 
For an HCl concentration of 0.2 mM or below, minimal settling is observed, yielding an α 
value that remains steady, between ~10 and ~60 cm-1 - a thorough sonification of the sample is 
performed before any measurement is made. For higher HCl concentrations, significant 
aggregation-induced settling is observed to occur.  
A similar measurement on gold NP suspensions carried out with NaCl solutions instead of 
HCl, yields similar results, as shown in Fig. 4.3(b). However, in the case of NaCl as aggregating 
agent, we notice the onset of aggregation at a much higher concentration of NaCl (between 30 and 
40mM) than we saw in HCl (this is similar to what we saw in polystyrene spheres). This suggests 
that aggregation in gold nanoparticle colloidal suspensions is much more sensitive to changes in 
pH (from addition of HCl), than changes in ionic strength (from addition of NaCl). This is again 
consistent with the fact that HCl causes pH-induced reduction of electrical repulsive forces from 
the surface charge, i.e. the zeta potential, by protonation, whereas NaCl causes ionic strength-
induced neutralization of the surface charge by charge-charge shielding by ions. Rather than clutter 
the graph with error bars for each point we have shown in Fig. 4.3 (a) and (b) only error bars for 
three data-points. The error bars for these three data-points are representative for other data-points 
in their vicinity. 
Note that the laser source wavelength assumed in extracting the α-values for plotting Figs. 
4.3 is 660 nm, the nominal wavelength quoted to us by the laser manufacturer. We did not bother 
to check the actual wavelength of the laser (which we reasonably assumed to be within several nm 
of the nominal value; see Fig. 5.1 for an actual measurement where we find the laser spectral 
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profile to be 653 +/- 4.5 nm) for the following simple reason: The absorption spectrum for gold 
nanoparticles of approximately 100nm diameter exhibits far too weak a dependence on wavelength 
[82] to affect the appearance of the plots in Figs. 4.3. For example, from Fig. 2 in Ref. [82] we see 
that a wavelength change from 650 to 660 nm causes a change in absorbance (and therefore the α-
value) of just about 10% -- which fits within the error bars shown in the plots in Fig. 4.3. In order 
to confirm this reasoning, one may substitute the two extreme source wavelengths 648.5 nm and 
658.5 nm in the Turbid Analysis fitting program to extract the α-values and see how different these 
are from the α-values for 660nm. Time constraints prevent us from running this check at this 
moment but this test will have to be performed by a later student if the results in this chapter are 
written up for submission to a refereed journal. 
Fig. 4.4 shows spectrophotometry attenuation coefficients over a range of UV and visible 
wavelengths. Since spectrophotometry absorbance values are calculated from base-10 logarithms 
while our model calculations use natural logarithms, we multiplied the spectrophotometer 
absorbance values by ln(10) and divided by 1 cm to get attenuation coefficients (α) comparable to 
what our model’s calculations. 
In Fig. 4.4(a), we see the attenuation peak shift to the right at 0.4mM HCl. This signifies 
that this concentration is where the onset of significant particle aggregation occurs. The attenuation 
peak shifts because the wavelength of light absorbed by the particles has shifted to higher 
wavelengths, which corresponds to larger absorbers (aggregates) [76,77]. In the case of AuNP and 
NaCl in Fig. 4.4(b), we see a significant shift in the peak at 40 mM HCl. Again, this signifies the 
onset of particle aggregation, which occurs at a higher concentration of NaCl (than in HCl) due to 
the different nature of lowering the surface charge (charge-charge shielding). Thus, Figs. 4.3 and 
4.4 suggest that our sensor, by measuring the attenuation coefficient of gold nanoparticle 
suspensions, can monitor the onset of aggregation-induced settling caused by changes in pH or 
ionic-strength in dense plasmonic colloidal suspensions.  
Note that the nearly isobestic point at the operating wavelength of our sensor (653 nm) 
implies that the sensitivity of our device to aggregation would be better if we operated away from 
this wavelength. At the current wavelength our sensor is sensitive only to the settling caused by 
aggregation. 
Note that the values of attenuation coefficients on the spectrophotometry plots in Fig. 4.4 
are low compared to corresponding attenuation coefficients obtained by our sensor. This is due to 
the settling of aggregates on our sensor. In the spectrophotometer light hits the sample from the 
side of a cuvette, and hence does not see the settling of particles at the bottom. Settling causes the 
aggregates to leave the sensing region of the spectrophotometer which reduces the observed 
attenuation coefficient, while simultaneously causing the aggregates to fall to the prism surface 
which serves to increase the attenuation coefficient measured by our sensor. Some mild settling 
occurs even in the case of unaggregated samples, which explains the large difference in α values 
between our sensor and the spectrophotometer even when there is no aggregation. This is because 
gold nanoparticles in solution have a tendency to settle even without the presence of aggregating 
agents. This is why we have to properly sonicate our samples before each trial run. Qualitative 
evidence for these assertions is illustrated in Fig. 4.5.  
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(a)             (b) 
 
Fig. 4.4. Spectrophotometry results for AuNP and HCl (a) and NaCl (b). The shift in wavelength peaks 
corresponds to the change in scatterer (absorber) size, which is a marker for the appearance of aggregates. 
The spectrophotometry results here agree with our sensor measurements in Fig. 4.3. 
 
Fig. 4.5 (a) and (b) show plots of AuNP attenuation coefficient versus concentrations of 
(a) HCl and (b) NaCl, taken at two fixed time points: 15 minutes (red) and 30 minutes (blue). The 
solid lines correspond to attenuation coefficient values measured by our sensor while the dotted 
lines correspond to attenuation coefficient values measured by a spectrophotometer at the same 
wavelength as our laser source. We see that our sensor and the spectrophotometer agree on the 
concentration at which the onset of aggregation occurs. There is a significant increase in 
attenuation when the HCl concentration passes 0.2 mM and when the NaCl concentration passes 
30 mM. 
However, when we look at the attenuation coefficients from the spectrophotometer and our 
sensor (dotted lines and solid lines respectively) at two fixed time intervals, 15 mins and 30 mins, 
we notice that the spectrophotometer attenuation coefficients decrease over time while our sensor’s 
coefficients increase. This is due to the fact that the spectrophotometer is seeing a region of the 
sample where aggregated particles are leaving to settle to the bottom, while our sensor sees these 
particles arriving at the bottom. Over time, this behavior causes the attenuation values in the 
spectrophotometer to decrease and to increase in our sensor (see Fig. 4.5 (a) and (b)). 
We are thus able to use two different techniques for sensing nanoaggregation in the same 
sample, namely, our sensor which is suited for highly dense concentrations, and spectrophotometry 
which is suited for dilute concentrations. 
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Fig. 4.5. Plots of AuNP attenuation versus concentrations of (a) HCl and (b) NaCl, at fixed time points: 15 
minutes (red) and 30 minutes (blue). The solid lines correspond to attenuation coefficient values measured 
by our sensor while the dotted lines correspond to attenuation coefficient values measured by a 
spectrophotometer at the same wavelength as our laser source. The effects of aggregation-induced settling 
are apparent after 30 mins. of settling time is allowed, at a concentration between 0.2 and 0.4 mMHCl (a) 
and between 30 and 40 mMNaCl (b). At concentrations where significant aggregation occurs, our sensor 
shows an increase in attenuation from 15 minutes to 30 minutes, while a spectrophotometer sees a 
corresponding decrease in attenuation. The significant difference in attenuation coefficients are due to 
differences in sensor geometry. Our sensor uses the bottom of the sample for TIR and thus sees a lot of 
aggregation-induced settling, while the spectrophotometer uses light that passes through the side of the 
sample inside a cuvette. 
 
 Gold nanoparticles (~90 nm; the particles start out at 35-40 nm, then aggregate during 
functionalization to yield small aggregates with diameters of ~90 nm) were functionalized with 
mercaptopropionic acid to stabilize the particles against aggregation due to the negative charges.  
Resulting particles were stable and showed no settling over the time frame of the experiments (~24 
hrs).  However, upon mixing of the stable nanoparticle suspension with increasing concentration 
of hydrochloric acid, the proprionic acid becomes protonated and the zeta potential of the 
nanoparticles is reduced from -21 mV to near zero (see Table 4.2).  Attractive forces dominate 
causing an increase in the average particle diameter as aggregation occurs.  Significant aggregation 
begins to occur at a concentration of HCl of 0.4 mM where the zeta potential drops below -5.68.  
This occurs at a pH near 3.4 which is close to the pKa of mercaptoproprionic acid (4.34 ).   
Similarly, mixing of the gold nanoparticles with increasing concentration of sodium 
chloride causes aggregation of the particle suspension.  In this case, aggregation is not due to 
protonation of the carboxylic acid, but rather the charge shielding of negatively charged carboxylic 
acid by the increasing concentration of ions in solution [25].  In this case, aggregation is not 
observed at low salt concentration, but at higher ionic strength (Table 4.2).  Aggregation is 
apparent at 40 mM sodium chloride where the zeta potential of the particles begin to drops to -16 
mV.  Table 4.2 does not show zeta potential results for acid concentrations of 10mM HCl onward 
as high concentrations corrode the electrodes of the zeta potential analyzer, and thus were not 
included in the measurements. Similarly, low salt concentrations 1.0mM NaCl and lower were not 
included as the zeta potentials are too low for the instrument to detect. 
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Table 4.2 Diameter and zeta potential for gold nanoparticles before and after addition of different 
concentration of hydrochloric acid and sodium chloride. 
 
Table 4.2 shows zeta potential values for the same HCl concentrations as in Figs. 4.3(a), 
4.4(a), and 4.5(a), and for the same NaCl concentrations as in Figs. 4.3(b), 4.4(b), and 4.5(b). Zeta 
potentials of 0 to ±5mV imply a colloidal stability behavior that is characterized by rapid 
coagulation or flocculation while values of ±10 to ±30mV imply incipient instability in the colloid 
[84,85]. Our zeta potential values in Table 4.2 therefore imply that gold nanoparticles mixed with 
0.1mM or 0.2mM HCl are relatively stable while those mixed with 0.4, 0.6, 0.8 and 1.0mM HCl 
will aggregate. This is exactly what we see in Figs. 4.3(a), 4.4(a), and 4.5(a). Zeta potential values 
for the NaCl concentations range from ~25mV (for gold mixed with 10mM NaCl) to ~16mV (for 
gold mixed with 50mM NaCl). While none of these numbers fall in the range of rapid aggregation 
or flocculation as is the case with HCl, the zeta potentials do decrease as gold samples are mixed 
with increasing NaCl concentration [25]. This clearly supports Figs. 4.3(b), 4.4(b), and 4.5(b). 
 One limitation of our refractometer for these types of measurements is that it is not 
currently configured to differentiate the effects of aggregation versus settling, but several simple 
upgrades would straightforwardly address the issue including adding a flow system and inverting 
the sample cell. The refractometer would take a reading of flowing sample rather than a static one, 
adding multiple lasers or LEDs to examine attenuation in multiple regions of the visible spectrum, 
etc. 
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4.5 Conclusion 
 
 We have demonstrated the effectiveness of using our sample and model in monitoring 
aggregation in plasmonic colloidal suspensions of gold nanoparticles. Measurements done using 
our sensor and model agree with standard instrumentation such as DLS, zeta potential analyzer, 
and spectrophotometry. Our model enables accurate determination of the real (nr) and imaginary 
(ni) parts of a sample’s refractive index (ns) as well as the attenuation coefficient α. In doing so, 
our sensor is capable of sensitive real-time detection of aggregation, even though it is limited to 
sensing aggregation-induced settling, rather than aggregation itself. We emphasize that in highly 
turbid samples, or in regimes that are beyond DLS/zeta potential analyzer or spectrophotometry, 
our sensor can be still be used to sense nanoaggregation. In the next Chapter, we present 
preliminary tests of our model and sensor in absorbing dye solutions. 
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CHAPTER 5 
PRELIMINARY TEST OF OUR MODEL AND SENSOR IN  
ABSORBING DYE (BCG) SOLUTION 
 
This chapter presents preliminary data obtained for testing our model and sensor in 
absorbing fluids. We used bromocresol green (BCG) dye as our sample. Since the dye molecules 
are much smaller compared to the wavelengths we are using, we measured absorbances (instead 
of attenuation coefficients) over time and over different concentrations of BCG in an aqueous 
solution of NaOH. Section 5.1 discusses the spectral bandwidth of our sensor’s laser source. 
Section 5.2 presents drastic change in optical properties of BCG over time. Measurements of the 
drastic changes in absorbance over time using our sensor and spectrophotometry are discussed. 
Section 5.3 shows how our model compares with spectrophotometry and traditional Fresnel theory: 
The absorbance is plotted versus increasing dye concentration, as well as versus time for a given 
dye concentration. Section 5.4 then concludes the chapter. 
 
5.1 Spectral profile of our laser source 
 
To avoid saturating the sensitive CCD pixel array of our camera, we intentionally operate 
our laser below threshold in all our experiments. As a consequence, our laser spectral profile is 
broadened to ±4.5 nm, as shown in Fig. 5.1. In our experiments with polystyrene it did not matter 
precisely what the center wavelength was because the light was way off resonance from any 
absorbing wavelengths in polystyrene. With the gold nanoparticles as well, where the main goal 
was to merely determine whether aggregates are present or not, a precise determination of center 
wavelength was not necessary. On the other hand, in dye solutions, our goal is to make quantitative 
measurements of changes in absorbance as the dye concentration is varied, in order to carefully 
compare out model to traditional Fresnel calculations and to spectrophotometry. Thus, in the 
experiment with dye, we need to ascertain the center wavelength and spectral bandwidth of our 
laser source. 
Fig. 5.1 shows the normalized intensity profile of our laser source when operated in 
different currents. Current values 52, 60, and 65 mA are all below threshold. The threshold value 
for lasing single-mode is stated by the manufacturer to be 70mA, but we always use the laser well 
below threshold, in order to prevent saturation of our detector. It is not possible to run the laser at 
higher currents and attenuate the light output with a filter because the introduction of the filter 
distorts the Gaussian profile of the beam incident on the prism-sample interface. All our 
experiments in this setup are done at 52 mA, which corresponds to an intensity profile that covers 
a range of wavelengths, and has a full-width at half-maximum of 649-658 nm. 
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Fig. 5.1. Normalized spectral intensity profiles of our laser source operated at different currents. Our 
experiments with nanoaggregation sensing were performed using 52mA which is below threshold. This 
corresponds to the blue plot above, with a FWHM of 649-658 nm.  
 
5.2 Drastic spectral change over time of BCG solutions 
 
Fig. 5.2(a), (b), and (c), show three sets of UV-Vis spectrophotometry measurements for 
three concentrations of BCG, namely 0.4, 1.0, and 1.4 mg/mL respectively. The three plots show 
absorbance profiles of each of these concentrations for the entire range of visible wavelengths 
measurable by the UV-Vis. The blue profile shows 2014 measurements while the red and green 
profiles show measurements done on 4/28/2015 and 4/30/2015 respectively. Absorbance values 
over all wavelengths are very close in our 4/28 and 4/30/2015 measurements (a span of two days), 
but are spectacularly different from measurements made a year ago on the same samples (blue). 
For example, the absorbance for 1.4mg/mL BCG shows saturation in 2014, but remains close to 
zero in 2015 (Fig. 5.2(c)).  
Measurements were also done on our sensor and we looked at both the reflectance profiles 
and attenuation coefficient alpha values. Fig 5.3 shows two Ir / Ii reflectance profiles obtained on 
our sensor, corresponding to Aug 2014 and May 2015. The BCG stock solution was made in Aug 
2014. The raw data as well as the fits portray different profiles with different corresponding 
values. Thus, our sensor demonstrates the fact that the spectral profile of the BCG has indeed 
changed dramatically over about a year, despite the solution being stored in a sealed, but not light-
tight, container. 
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(a)            (b)             (c) 
 
Fig. 5.2. Three concentrations of BCG (0.4, 1.0, and 1.4 mg/mL) made in 2014 were measured twice, on 
4/28 and 4/30/2015, and compared to 2014 UV-Vis spectrophotometry measurements. The absorbance 
profiles for each measurement show significant spectral changes.  
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Fig. 5.3. Measurements done on our sensor for the same concentration of BCG show two different Ir / Ii 
reflectance profiles and different absorbance values. Clearly the 2014 dye has too high an absorbance value 
to be used on the spectrophotometer.  
 
Due to these observations, fresh solutions were made on May 2015, and were placed on 
light-tight containers (centrifuge tubes lined with aluminum foil) over the course of measurements 
done over ~30 days. Even within these 30 days, and despite the fact the solutions were stored in 
light-tight containers, we still see a drastic change in absorbance. This time also (as opposed to 
preliminary measurements in 2014), we made it a point to make UV-Vis measurements at the same 
day as measurements done on our sensor. This carries the assumption that the solution does not 
degrade too much in ~10 hours (it takes ~8 hours to complete a full set of measurements on our 
sensor spanning 0 to 7mg/mL of BCG and ~2 hours to complete a set on the UV-Vis 
spectrophotometer). Then we made simultaneous absorbance plots of UV-Vis and measurements 
done with our sensor, using our model and traditional Fresnel theory. Since our laser has a spectral 
bandwidth of 649-658nm at the FWHM, we plotted the UV-Vis absorbance-vs-concentration 
curves corresponding to 649nm and 658nm and compared it with both our model and traditional 
Fresnel theory. Fig. 5.4 summarizes our results. 
 
5.3 Comparing our model to traditional Fresnel theory and spectrophotometry 
 
Using the attenuation coefficients obtained by our model, we calculated absorbances of the 
BCG over different concentrations, and compared these absorbance values with spectrophotometer 
results, shown in Fig. 5.4. The two green lines represent the absorbance of BCG dye (measured by 
spectrophotometry) at 649nm and 658nm, which are the FWHM points on the laser spectral profile 
shown in Fig. 5.1. The blue data-points show absorbance values extracted from our sensor’s 
reflectance measurements using our model of TIR, while the red data points correspond to 
traditional Fresnel calculations.  
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  (a)                                (b)                                 (c)                                 (d)                                 (e) 
 
Fig. 5.4. Absorbance versus concentration for UV-Vis (green cone), our model (blue), and traditional 
Fresnel theory (red). The area within the green UV-Vis “cone” corresponds to absorbance values of the 
wavelength range 649-658nm – the spectral bandwidth of our laser light source.  
 
In Fig. 5.4, the blue and red data points (our model and Fresnel respectively) lie close to 
the UV-Vis values. We note that, at low concentrations, our model and traditional Fresnel 
calculations (obtained from our raw data) fail because of an artifact in the data: For samples with 
low values of α, we observe a “ringing” in our reflectance data in the vicinity of the TIR-non TIR 
transition as shown in Fig. 5.5. This ringing slowly decreases as the concentration of dye increases 
and the sample becomes more absorbing. The ringing causes the fits to become poor, leading to 
untrustworthy values for the attenuation coefficient  extracted from the fit. It is for this reason 
that the lowest four BCG concentrations in Fig. 5.4 were not included in the plots as the α-values 
are untrustworthy.  
We conjecture that the ringing arises from the fact that we are using a diverging beam 
source (Note: The diverging spatial profile of the beam source could give rise to waves that 
constructively or destructively interfere). We also suspect that it may also be due to the spectral 
profile of the source beam, with FWHM 649-658nm. We are working on gaining a full 
understanding on how to account for this ringing. 
In Fig. 5.4, we see that over a span of 30 days, there is a steady decrease in absorbance 
values from spectrophotometry, our model, and Fresnel theory. The BCG stock solution was made 
around 5/1/2015. We also note that on the earliest three dates (Fig. 5.4 (a),(b),(c)), the 
spectrophotometer absorbance saturates around 1.4 and 1.6 mg/mL BCG, hence the truncation of 
the green lines. Also, the rate of increase of absorbance with concentration is steeper compared to 
the later dates (Fig. 5.4 (d), (e)) - on these later two dates the spectrophotometer absorbance 
saturates around 3 or 4 mg/mL BCG. We see in Fig. 5.4 that even as the BCG undergoes some 
spectral changes, the Fresnel model and our model exhibit similar trends, more or less agreeing 
with the green lines corresponding to spectrophotometry absorbances for 649 nm and 658 nm. 
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Fig. 5.5. The “ringing” that arises in the data (not the model), shown in blue, in the vicinity of the TIR-
nonTIR transition. Notice that ringing becomes more pronounced as BCG concentration decreases, while 
the fits get better as concentration increases. This is why our sensor tends to give inaccurate results at lower 
concentrations. This ringing may be due to the fact that we are using a diverging beam source which could 
give rise to waves that constructively or destructively interfere. It may also be due to the spectral profile of 
the source beam, with FWHM 649-658nm.  
 
Fig. 5.6 shows the spectral changes of two BCG concentrations (1.6mg/mL and 0.8mg/mL) 
as a function of time over the 30-day span as measured by our model (blue data points), traditional 
Fresnel theory (red data points), and spectrophotometry (green lines). Again, the two models 
exhibit the same trend of linear decrease as the UV-Vis results.  
 
 
 
Fig. 5.6. Spectral changes of BCG is shown as the reduction of absorbance versus time. Two concentrations 
of BCG were chosen (1.6mg/mL and 0.8mg/mL) and their absorbance tracked with time using our model 
(blue data points) and traditional Fresnel theory (red data points). UV-Vis spectrophotometry measurements 
are also shown (green lines). 
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5.4 Conclusion 
 
 We have presented preliminary results in testing our model to absorbing, non-scattering 
media. We observe that our model and traditional Fresnel theory show similar trends as 
spectrophotometry results (except at low concentrations) even as the sample shows drastic change 
in spectral properties over time. The departure of our model and Fresnel calculations from 
spectrophotometry at low concentrations (low absorbance values) is explained as resulting from 
an artifact that arises from our data. More work needs to be done to understand our model in 
absorbing media, ideally with samples that do not spectrally change with time. However, the thrust 
of our research using our sensor and our model is towards applications in highly turbid media.  
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CHAPTER 6 
CONCLUSIONS AND FUTURE OUTLOOK 
 
This thesis presents work in using our new empirical model and TIR-based sensor in direct 
detection of aggregates in turbid colloidal suspensions. We have seen how too much multiple 
scattering in turbid media severely impedes transmission-based methods. Due to too much 
attenuation owing to scattering we turn to empirical, TIR-based methods. We presented currently 
used empirical techniques and our new empirical model’s prior success in having greater accuracy 
in particle sizing compared to traditional Fresnel theory. 
The experiment setup is identical or similar to what we used in our previous experiments 
with highly turbid media (such as liposyn, milk, monodisperse latex microspheres, etc.). 
Instrument calibration and alignment, as well as fitting raw reflectance profiles to our model, were 
also discussed. 
The main result on this thesis is the work done by the author on nanoaggregation detection 
in non-plasmonic particles (carboxylated and non-carboxylated polystyrene). Aggregation is 
induced by either changing the pH (adding HCl) or the ionic strength (adding NaCl). We have 
emphasized that our sensor sees aggregation-induced settling and that, by tracking the attenuation 
coefficient α of the sample with time or with increasing acid or salt concentrations, we achieve an 
in-situ, real-time detection of aggregates without any sample dilution or sample preparation. We 
have shown that α is a far more sensitive indicator of aggregation than the refractive index nr. We 
also developed a simple physical picture for aggregation-induced settling and confirmed by (1) 
comparing aggregation-induced settling behaviors between carboxylated and non-carboxylated 
polystyrene, and (2) observing the size distribution of the aggregates using DLS (after heavy 
sample dilution) that the settling we observe is directly due to aggregation. Our sensor works well 
for dense colloidal suspensions of polystyrene particles of size no more than about a visible optical 
wavelength in which some aggregates have formed but do not yet occupy a significant fraction of 
the volume. 
Our sensor and model have also been used to directly detect aggregation in plasmonic 
colloidal suspensions (gold). This is significant as gold nanoparticles are ubiquitous in biomedical 
and environmental sensing applications. The experimental setup (sensor and model) are the same 
as in the non-plasmonic case, except we used a coverslip index-matched on top of the sensor. 
Synthesis of the gold nanoparticles is also presented. Aggregation is induced by changing the pH 
or ionic strength as is the case for the non-plasmonic samples. Our results agree with standard 
instrumentation such as DLS, zeta potential analyzer, and spectrophotometry. 
As a possible extension of the utility of our model, we did some preliminary tests on 
absorbing, non-scattering media (BCG dye). Because different wavelengths absorb differently, we 
stressed the significance of the spectral bandwidth of our laser source in these experiments. We 
have observed and measured spectral changes of the BCG dye over time. Our model’s calculations 
of the decreasing absorbance of BCG with time appear to be in reasonable agreement with 
spectrophotometry and traditional Fresnel theory results - however, these measurements are rather 
preliminary. More experiments need to be done to attain conclusive results. 
One limitation of our refractometer for these types of measurements is that it is not 
currently configured to separate out the effects of aggregation versus settling, but simple upgrades 
(for example, the senior design project for my undergraduate co-workers Nathan Philip and Jordan 
Boivin) should straightforwardly address the issue including adding a flow system and inverting 
the sample cell. Another obvious upgrade is the introduction of multiple lasers or LEDs to examine 
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attenuation in multiple spectral regimes. Further, a collimated beam could be used for eliminating 
the effects of the ringing artifact in our data discussed in Chapter 5, although this would introduce 
some mechanical error as a goniometer is necessary to scan the range of angles θi incident on the 
sample.   
However, in the near future our lab is more interested in embarking upon experiments in 
the exciting field of controlled light propagation through complex media - our progress so far is 
described in Appendix B for the benefit of future students who will undertake those experiments. 
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APPENDIX A: Data Analysis and Automation Tools 
 
 Our collaborators have created an Excel file with macros written in Visual Basic which 
automate the process of calibration, fitting, and calculation of the sample refractive index nr and 
attenuation coefficient α. Appendix A discusses this tool in detail for the benefit of future students. 
This file allows us to analyze calibration data, calculate Ir / Ii reflectance profiles and perform the 
fitting of raw data to our model and to traditional Fresnel theory. It also calculates nr, ni, and α 
values. 
 
A.1 The conditions tab 
 
The conditions tab contains the initial conditions for calibration as well as the clickable 
buttons that one uses to start both calibration and fitting. During calibration, five different readings 
are taken. The first one, saved under filename cal1.xls, is the reflectance profile without a sample 
on top of the prism. Next, we take the reflectance profile of deionized water on top of the prism 
and save it as cal2.xls. We also extract this sample of water and put it on a Reichert AR 600 
refractometer to measure its refractive index at a given ambient temperature. We then proceed to 
take another reflectance profile without a sample on the prism and record it as cal3.xls, and the 
reflectance profile of glycerine 20% and record it as cal4.xls. We also extract the glycerine 20% 
from the prism into the Reichert refractometer to get its refractive index and temperature. The final 
calibration point is the dark current of the camera: we take a reading when both the camera and 
the laser source are covered with black cardboard. This file is saved as cal5.xls.  
When the Calibrate button is clicked, the program automatically loads these five calibration 
files, takes the reflectance ratio of air and water (or gly20) and, with the known refractive indices 
of water and gly-20, establishes the two reflectance curves which calibrates the sensor. 
When different turbid samples are taken, each measurement entails one reading of an air 
reflectance profile before the actual sample reflectance profile is read. Clicking the “calculate our 
model” button then allows the program to do the fitting of our model to the raw reflectance data 
of each turbid sample based on the calibration initial conditions for the deionized water and gly-
20. The “calculate Fresnel” button allows the program do fit the traditional Fresnel theory to the 
raw reflectance data of the sample as well. 
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Fig. A.1. The conditions tab. 
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A.2 The Calibration tab. 
 
 The calibration tab shows up after the “calibrate” button is clicked on the conditions tab. It 
shows the two raw reflectance curves from the water and gly-20 measurements and two red theory 
fits which is determined from the known values of the refractive indices of water and gly-20 as 
measured from the Reichert refractometer. This calibration process is what sets up a one-to-one 
correspondence between the pixels in our 1024-pixel camera and the angles by which light is total 
internally reflected from the sample-prism interface. 
 
 
Fig. A.2. The calibration tab. 
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A.3 The Calculations tab 
 
 The calculations tab records detailed parameters and numbers used (and calculated) during 
the fitting process. The way we fit our data is through the minimization of the MSD (mean-square 
deviation) between the raw data points and the points on our model curve. The fitting iterations 
are started by taking a guess of the actual values of nr and ni where we assume a transparent sample. 
Iterations are then done keeping track of the MSD and repeating each iteration until the MSD is 
minimized.  
 
 
Fig. A.3. The calculations tab. 
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A.4 The Fresnel tab 
 
 This worksheet is similar to the calculations tab except the fitting procedure is done using 
traditional Fresnel theory, instead of our angle-dependent model. 
 
 
Fig. A.4. The Fresnel tab. 
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A.5 The raw data tab 
 
 The macro loads the raw turbid sample reflectance data on to the data worksheet. The 
number of columns shows the number of shots that were taken of the turbid sample. For example, 
for the nanoaggregation experiments with polystyrene, we measured the reflectance profile three 
times: at t = 20 s, 40 s, and 60 s. Thus the picture in Fig. 2.10 shows three columns. 
 
 
Fig. A.5. The raw data tab. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
57 
A.6 The air data tab 
 
 Before each measurement of the turbid sample, we take the reflectance profile of “air” 
meaning with nothing on the prism. The macro loads the saved raw air files on to the air data tab. 
When the program performs the fitting, our angle-dependent model is fitted to the the ratio of 
turbid sample reflectance to air reflectance over the whole range of angles, corresponding to each 
pixel in our 1024 array. 
 
 
Fig. A.6. The air data tab.  
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A.7 The calibration data tab 
 
 In calibrating our sensor, we take reflectance profiles of air with no sample on the prism 
(saved as cal1.xls), deionized water (cal2.xls), air with no sample (cal3.xls), 20%-glycerine-80%-
water (cal4.xls), and a dark current reading (cal5.xls). The dark current reading is done by covering 
both the camera and the laser aperture so that no light hits on the array. When the Calibra  button 
is clicked, the macro loads these five raw data into the calibration data tab. The following screen 
shows five columns, corresponding to cal1.xls, cal2.xls, … , cal5.xls.  
 
 
Fig. A.7. The calibration data tab. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Calibrate 
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A.8 The results tab 
 
 This is where the results of the calculations of nr, ni, and α are tabulated, in addition to 
other calculated parameters. There are two sections of data here, one for the results from our angle-
dependent model, and the other from the traditional Fresnel model fit. 
 
 
       
Fig. A.8. The results tab. 
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APPENDIX B: Spatial Light Modulator (SLM) Setup and Use 
 
Many current imaging methods which have a wide ranging set of applications, from 
biology and medicine to engineering and information technology, are not able to image through 
layers made up of highly scattering materials [86,87]. Highly turbid samples are opaque because 
of multiple scattering. Inhomogeneities on length scales of the optical wavelength scatter light and 
prevent straight propagation through the media [88]. Thus, even a thin layer of a highly scattering 
material can hide objects placed behind it [89]. Complex multiple wave interference creates a 
random "speckle pattern" inside and outside the scattering material, and when the material is 
disordered, it is impossible to predict the form of the complex interference patter [88].  
An SLM modulates the spatial components of incident light waves that make it possible to 
recover transmitted information that is "muddled" by highly scattering media. In Ref [90], an SLM 
allows a method of imaging a fluorescent object completely hidden behind a highly scattering later. 
In Ref [91], scientists used highly scattering materials to focus, shape, and compress waves by 
controlling thousands of degrees of freedom in incident light waves using spatial light modulators 
(SLM). In Ref [88], an SLM is used for a novel method to focus light at any desired position deeply 
inside highly scattering materials. 
The following papers provide windows into some new directions taken in the field of light 
propagation through complex media (reproduced from Ref. [92]): Refs [38,93,94] are review 
papers providing a view of the field from different vantage points and targeted to audiences of 
different degrees of expertise. Refs [95-97] deal with properties of light propagation through 
complex media, Refs [98-100] deal with the control of light propagation by measurement strategies 
of the transmission matrix between spatial light modulator and detector, Refs. [100,101] focuses 
on applications of controlled propagation to in-vivo imaging in biological tissue, and Ref. [102] 
discusses numerical considerations of non-standard adaptive optics configurations. 
The remainder of this Appendix item is an attempt to create a protocol/manual in setting 
up and using a recently acquired SLM at the Bali Quantum Optics lab at Miami University. Section 
B.1 describes the initial SLM setup, B.2 presents downloading and using SLM software. Section 
B.3 describes setting up the laser diode which is our illuminating light source in many future 
experiments. Section B.4 discusses some uses of the SLM and some light patterns that can be 
produced. 
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Note: All work should be done under anti-static conditions. 
 
B.1 SLM Setup 
 
 The Holoeye SLM should be mounted to the table. 
 The LCD screen should be placed on a separate mount. 
 The cable slots are detailed below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 A is the power supply.  
 B is the DVI cable port. 
 C is the control cable port. 
  
A B C 
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 A is the power supply cable.  
 B is the DVI cable. 
 C is the control cable. 
 The computer should be turned off before cables are connected. 
 
B.2 Downloading and Using the SLM Software  
 
Download the following three pieces of Pluto software if not already on computer. 
 
1) Holoeye Pluto user interface 
2) Holoeye SLM Application 
3) Phase cam (Provided also by Holoeye) 
 
* Holoeye Pluto user interface: this software is used for checking the calibration of SLM, in my 
point of view the only thing you need to pay attention is the Digital Potentiometer which is under 
the Device Driver option, and the use of it is still unclear. 
 
* Holoeye SLM Application: this software is used for changing the pattern on SLM, for 
example, you can make blade grating pattern or double slit pattern on SLM. Here is the way to 
use that: 
A 
B 
C 
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(1) Open the Holoeye SLM Application 
 
 
 
Always select ‘yes’ in order to connect with SLM. 
 
(2)Select the blaze grating (you can select other patterns if you want) 
 
 
 
(3) And now you will see the blaze grating pattern, and hit the signal button to act SLM 
 
 
 
Now if you see very carefully with a polarizer, you can see the same blaze pattern on the LCD. 
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B.3 Laser diode setup 
 
Assembling the laser diode is a relatively simple process made unnecessarily complex due 
to the confusion in the design of the labs homemade box. The LPS-675-FC is an anode grounded 
laser. The assembly is done in three easy steps. 
 
1. The power cable from the source is connected to the homemade box.  
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2. The anode and cathode wires from the box are then plugged in as shown. 
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3. Lastly the laser diodes wires are attached as shown below  
 
 
 
Pin 2 Cathode 
Pin 3 anode 
Pin 3 
Pin 2 
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Note: Pin labeling is taken from the Thor labs diagram at 
 
https://www.thorlabs.com/thorcat/5100/LPS-675-FC-SpecSheet.pdf  
 
Despite being an anode grounded laser to turn it on the power source is set to cathode ground and 
the laser is set to 20mA. 
The reason for this peculiar setup is because of a minor mis-assembly in the homemade 
box. The boxes pin configuration is setup for a cathode grounded laser and therefore requires a 
reverse on the power source in order to function normally. The laser diode still operates as an 
anode grounded laser. 
 
 
 
 
 
 
 
 
 
 
 
Cathode 
Ground 
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B.4 Basic Uses of the SLM 
 
Once the laser is assembled a few basic diagnostics can be done. Using a lens the laser 
can be blown up  
 
 
This pattern should be detected by CCD and then use Phase cam to measure the phase shift, and 
then do the correction. For more detail of how to correct the SLM, please check 
Gamma_correction\Procedure_of_gamma-correction_PLUTO.pdf. 
 
Once the laser is of the correct size the some basic pattern creation can be done to get 
accustomed to using the device.  
 
Here are some basic patterns worth creating: 
 
1. Blazed grating pattern: 0, 45, 90 degrees 
 
0 degrees 
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45 degrees 
            
 
90 degrees 
              
 
Single slit and double slit 
               
 
Vortex added a lens 
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Mesh pattern 
               
 
You also can create yourself optical elements (diffractive optical element,or DOE) 
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