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THE ATOMIC STRUCTURE OF ANCIENT GRAIN
BOUNDARIES
THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Abstract. Democritus and the early atomists held that
the material cause of all things that exist is the
coming together of atoms and void. Atoms are
eternal and have many different shapes, and they
can cluster together to create things that are per-
ceivable. Differences in shape, arrangement, and
position of atoms produce different phenomena.
Like the atoms of Democritus, the Grim Reaper solution to
curve shortening flow is eternal and indivisible — it does not split
off a line, and is itself its only “asymptotic translator”. Confirming
the heuristic described by Huisken and Sinestrari [J. Differential
Geom. 101, 2 (2015), 267–287], we show that it gives rise to a
great diversity of convex ancient and translating solutions to mean
curvature flow, through the evolution of families of Grim hyper-
planes in suitable configurations. We construct, in all dimensions
n ≥ 2, a large family of new examples, including both symmetric
and asymmetric examples, as well as many eternal examples that
do not evolve by translation. The latter resolve a conjecture of
White [J. Amer. Math. Soc. 16, 1 (2003), 123–138].
We also provide a detailed asymptotic analysis of convex an-
cient solutions in slab regions in general. Roughly speaking, we
show that they decompose “backwards in time” into a canonical
configuration of Grim hyperplanes which satisfies certain necessary
conditions. An analogous decomposition holds “forwards in time”
for eternal solutions. One consequence is a new rigidity result for
translators. Another is that, in dimension two, solutions are nec-
essarily reflection symmetric across the mid-plane of their slab.
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1. Introduction
The mean curvature flow arose in the 1950s as a physical model
for the motion of grain boundaries in annealing metals [59, 70] and has
been widely studied by mathematicians since the early 1980s, beginning
with the foundational works of Brakke [19] and Huisken [45], the latter
initiating a programme analogous to Hamilton’s programme for the
Ricci flow [36].
Our focus here is on ancient solutions: those solutions which
have existed for an infinite amount of time in the past. Ancient solu-
tions arise naturally in the study of singularities of the flow [38, 47,
46, 73], and a deep understanding of them will have profound im-
plications for the continuation of the flow through singularities (cf.
[43, 48, 60, 61]). The study of convex ancient solutions is particularly
pertinent in this context, since, by work of Huisken–Sinestrari [46, 47]
(see also [42, 73]), ancient solutions arising from singularities in mean
convex mean curvature flow are necessarily convex.
Ancient solutions also model the ultra-violet regime in certain quan-
tum field theories, and early research on ancient solutions was under-
taken by physicists in this context [11, 54, 55].
Ancient solutions are known to exhibit rigidity phenomena resem-
bling those of their elliptic counterparts: minimal hypersurfaces. For
example, the shrinking sphere is the only ancient solution satisfying
certain scale invariant geometric bounds [17, 31, 41, 49, 52, 68, 71] (cf.
[24, 25, 26, 30, 51, 53, 56, 65, 66]). Moreover, by a fundamental result
of Wang [71], no convex ancient solution having bounded curvature on
each timeslice sweeps out a halfspace or a wedge — they either sweep
out all of space or are confined to the region between two stationary
parallel hyperplanes (cf. [28, 29]. See also [18]). The shrinking sphere is
an example which sweeps out all of space. A well-known example which
sweeps out a slab region is the Angenent oval solution in the plane [9]
(referred to as the “paperclip” solution in the physics literatire).
So it is natural to ask under which conditions can (convex) ancient
solutions be meaningfully classified? The shrinking circles and the An-
genent ovals are the only examples in the plane with bounded, convex
timeslices [31]. If we relax the boundedness hypothesis, then the only
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additional examples are the stationary lines and the Grim Reapers (re-
ferred to as “hairpin” solutions in the physics literature) [17]. On the
other hand, if the convexity hypothesis is relaxed, there exist a plethora
of non-trivial1 examples: “ancient trombone” solutions in the plane
can be constructed by “gluing” together an essentially arbitrary fam-
ily of alternately oriented Grim Reapers along their common asymp-
totes [10, 57] and every unstable mode of a compact, entropy unstable
shrinker gives rise to a non-trivial ancient solution [30]. In [14], an
explicit construction of a non-trivial “ancient doughnut” is given and
in [58] a large class of explicit non-trivial examples evolving out of
unstable minimal hypersurfaces are constructed.
In higher dimensions, a family of examples with bounded, convex
timeslices which sweep out all of space (ancient ovaloids) have
been constructed [5, 41, 71, 72]. In a series of remarkable recent pa-
pers, Angenent–Daskalopoulos–Sˇesˇum [7, 8] and Brendle–Choi [21, 22]
proved that the only convex ancient solutions which are uniformly
two-convex and noncollapsing are the shrinking sphere, the admissi-
ble shrinking cylinder, the admissible ancient ovaloid and the bowl
soliton. There are also higher dimensional examples with bounded,
convex timeslices which only sweep out slab regions (ancient pan-
cakes) [15, 71]. We recently proved that there is only one rotationally
symmetric ancient pancake, and obtained a precise asymptotic descrip-
tion of it [15]. This solution will play an important role here.
In the noncompact setting, much less is known: aside from products
of lower dimensional examples with lines, the only convex examples
known are the translating solitons. Indeed, White has conjectured that
the only convex eternal solutions are the translators [73, Conjecture 1].
Recent work on the construction and classification of convex translating
solutions will also play an important role here [16, 69] (see also [13, 40,
44, 71]).
According to Huisken and Sinestrari [49], “[h]euristic arguments sug-
gest that in higher dimensions many more compact convex ancient
solutions may be constructed by appropriately gluing together lower
dimensional translating solutions for t → −∞.” We shall verify this
picture by constructing convex ancient (translating) solutions to mean
curvature flow out of any (unbounded) regular polytope, and partly
classifying them in terms of their backwards limits. We shall also ob-
tain ancient (translating) solutions out of any bounded (unbounded)
simplex (which dispel the common belief that convex ancient solutions
1Of course, all minimal hypersurfaces are examples, as are all solitons whose
motion is a combination of translation, negative dilation, and rotation.
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should be highly symmetric) as well as eternal solutions which do not
evolve by translation (resolving [73, Conjecture 1] mentioned above in
the negative).
All of the solutions we construct are reflection symmetric across the
midplane of their slabs. As we shall see, this symmetry turns out to
be necessary, at least in dimension two.
A very similar picture has been emerging concurrently in the context
of the Ricci flow (see [6, 12, 20, 23, 27, 32, 34, 37, 62, 63, 64]) although
many of the corresponding questions remain open.
Before beginning our investigation, it is worth noting that many of
the usual tools, such as curvature pinching, gradient estimates, non-
collapsing2, parabolic rescaling (“blow-up”) arguments, and the mono-
tonicity formula (for Gaussian area) are either not useful, or not even
available in the setting studied here. Nor do we make use of any rota-
tional symmetry hypothesis, as in our previous papers [15, 16]; as such,
we are also unable to exploit the evolution equation for enclosed area,
which was of great utility in [15, 17]. Our main tools are correspond-
ingly limited: the scalar maximum principle, the avoidance principle,
the differential Harnack inequality, and curvature comparison argu-
ments, which we exploit repeatedly. In particular, the existence (and
detailed description) of the rotationally symmetric example constructed
in [15] seems to be crucial.
1.1. Outline of the paper. In §2, we recall some preliminary results
on convex sets, mean curvature flow, and Alexandrov reflection that
will be needed in the sequel. In particular, we exploit the differen-
tial Harnack inequality to obtain some not so well-known, but fairly
elementary, results about convex ancient solutions and translators in
Rn+1. These results lead us naturally to consider their squash-downs,
which play a central role in our analysis.
In §4, we construct ancient (translating) examples with prescribed
squash-downs — first, we obtain a solution out of any bounded (un-
bounded) regular polytope (Theorems 4.1 and 4.2). We then show that
the symmetry of the squash-down is not necessary, at least for poly-
topes with the minimal number of faces (Theorems 4.3 and 4.4). We
then study the asymptotic translators of these solutions (Proposition
4.6). We find that they are of the correct width and that their squash-
downs are related to the squash-down of their “parent” solution in the
obvious way. When n = 2, this gives a canonical decomposition into
asymptotic translators. In the bounded case, this affirms the heuristic
described by Huisken and Sinestrari [49]. In the unbounded case, we
2In the sense of Sheng–Wang [67] and Andrews [3, 4], say.
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find that the same heuristic holds for translators. We note that the only
non-entire ancient solution with bounded convex timeslices known pre-
viously was the rotationally symmetric example [15, 71], and the only
non-entire convex translating solutions known previously were rota-
tionally symmetric with respect to the (n − 1)-dimensional subspace
parallel to the slab and orthogonal to the translation direction [16, 69].
In §5, we prove that the squash-down of a solution which sweeps out
a slab (−pi
2
, pi
2
) × Rn of width pi necessarily circumscribes {0} × Sn−1
(Theorem 5.1).
In §6, we show that the forward squash-down of every convex eternal
solution which sweeps out a slab is the “exscribed body” determined by
its (backward) squash-down (Theorem 6.1). As a consequence, we ob-
tain a new rigidity result for translators: every convex ancient solution
in a slab (with bounded curvature on each timeslice) whose squash-
down is a cone necessarily moves by translation (Corollary 6.2).
We also obtain, in Sections 5 and 6 structure results for the backward
and forward asymptotic translators (Propositions 5.6 and 6.5) which,
in particular, are used in Section 8 to prove reflection symmetry in the
two dimensional case.
In §7, we construct eternal solutions with squash-down equal to the
circumscribed truncation of any regular, circumscribed cone. In par-
ticular, these examples do not evolve by translation, and hence provide
counterexamples to [73, Conjecture 1]. Roughly speaking, these solu-
tions arise from a family of “generalized flying wing” translators with
common asymptotes emerging at t = −∞ and coalescing into a single
translator at t = +∞, preserving their total exterior dihedral angles.
We conclude, in §8, with a proof that every ancient solution in R3
which is confined to a slab region is invariant under reflection across
its mid-hyperplane (Theorem 8.1). The proof relies on the description
of the asymptotic translators obtained in §§5-6.
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The first paragraph of the abstract, quoted directly from [1], para-
phrases several of the precepts of Democritean atomism. Their connec-
tion with ancient solutions to mean curvature flow is not to be taken
literally.
2. Preliminaries
2.1. Convex hypersurfaces. A hypersurface M ⊂ Rn+1 is convex
if it bounds a convex body. A smooth, convex hypersurface is locally
uniformly convex if its shape operator is everywhere positive def-
inite. Since the shape operator of M is, up to identification of the
parallel hyperplanes TpM∼= TG(p)Sn, the differential of the Gauss map
G :M→ Sn, a convex, locally uniformly convex hypersurface can be
parametrized by the inverse X : G(M)→M of G. This parametriza-
tion is known as the Gauss map parametrization. It is closely
related to the support function σ : Sn → R of M, which we recall
is defined by
σ(z) + sup
p∈M
〈p, z〉 .
Equivalently, σ(z) is the distance to the origin of the boundary of
the supporting halfspace with outer normal z (taken to be ∞ if no
such halfspace exists). Indeed, for a convex, locally uniformly convex
hypersurface,
X(z) = σ(z)z +∇σ(z) ,
where ∇ is the gradient operator induced by the standard metric on
the sphere Sn.
2.2. Mean curvature flow of convex hypersurfaces. A family
{Mt}t∈(α, ω) of smooth hypersurfaces Mt of Rn+1 evolves by mean
curvature flow if it admits about each point a family X : U × I →
Rn+1 of local parametrizations X(·, t) : U →Mt satisfying
∂tX = −Hν ,
where ν is a local choice of unit normal field and H = div ν is the
corresponding mean curvature.
A family {Mt}t∈(α, ω) of convex, locally uniformly convex hypersur-
faces Mt in Rn+1 evolves by mean curvature flow if and only if the
corresponding family of support functions σ(·, t) : Sn → R satisfies
(1) ∂tσ(z, t) = −H(z, t)
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for each z ∈ G(Mt), where H(z, t) is the mean curvature at the point
of Mt whose normal direction is z.
We will make use of both the “standard” and Gauss map parametriza-
tions. No confusion should arise in conflating the two, since we de-
note points of Sn by z, w, . . . , and points in the domain of a fixed
parametrization by p, q, . . . . An important feature of the Gauss map
parametrization is the observation that the differential Harnack in-
equality [39] (which applies to all locally uniformly convex solutions
{Mt}t∈(α,ω) with bounded curvature on each timeslice Mt) takes the
simple form [2]
(2) ∂t
(√
t− αH(z, t)) ≥ 0 .
In particular, if α = −∞, then
(3) ∂tH(z, t) ≥ 0 .
Moreover, the inequality (3) is strict unless the solution moves purely
by translation [39]; that is,
Mt+s =Mt + s~v
for some ~v ∈ Rn+1, called the bulk velocity3 of the solution. The
timeslices of a translating solution with bulk velocity ~v satisfy
H(z) = −〈~v, z〉 .
Solutions to this equation are called translators. A simple but
important observation is the fact that the Grim Reapers and stationary
lines are the only translating solutions to the mean curvature flow in
the plane.
The differential Harnack inequality (3) is an indispensable tool in
the study of ancient solutions to mean curvature flow (with bounded
curvature on each timeslice). It implies, in particular, that the limit
(4) H∗(z) + lim
t→−∞
H(z, t)
exists for each z ∈ G∗, where
G∗ +
⋃
s<ω
⋂
t≤s
G(Mt) .
The flow equation (1) and the differential Harnack inequality (3)
imply that the support function σ of a convex, locally uniformly convex
3We note that the bulk velocity of a convex translator may not be unique. Indeed,
it is unique if and only if the translator is locally uniformly convex.
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ancient solution is locally concave with respect to t. In particular, this
implies that
(5) −H(z, s) ≤ σ(z, t)− σ(z, s)
t− s ≤ −H(z, t)
for any t < s < ω and any z ∈ ∩τ∈[t,s]G(Mτ ). Taking t → −∞ and
then s→ −∞ yields
(6) lim
t→−∞
H(z, t) + H∗(z) = σ∗(z) + lim
t→−∞
σ(z, t)
−t
for z ∈ G∗. The function σ∗ coincides on G∗ with the support function
of the limiting convex region
Ω∗ + lim
t→−∞
Ωt
−t ,
where Ωt is the convex body bounded by Mt. We extend σ∗ to Sn so
that the two functions agree everywhere.
We refer to the degenerate convex set Ω∗ as the squash-down of
{Mt}t∈(−∞, ω). If {Mt}t∈(−∞, ω) lies in a slab, (−pi2 , pi2 ) × Rn say, then
Ω∗ lies in the hyperplane {0} × Rn.
By (6), σ∗(z) ≥ 1 for z ∈ G∗ ∩ ({0} × Rn):
Proposition 2.1. Let {Mt}t∈(−∞, ω) be a convex ancient solution to
mean curvature flow in the slab (−pi
2
, pi
2
) × Rn. If supMt |II| < ∞ for
each t ∈ (−∞, ω), then
σ∗(z) ≥ 1
for all z ∈ G∗ ∩ ({0} × Rn), where σ∗ is the support function of the
squash-down.
Proof. Suppose that h∗ + σ∗(z) = H∗(z) is less than 1 for some z ∈
{0}×Sn−1 and let Σ be any asymptotic translator corresponding to the
normal direction z. Note that Σ lies in a parallel slab of width at most
pi and its bulk velocity ~v satisfyies −〈~v, z〉 = H∗(z) < 1. On the other
hand, the oblique Grim hyperplane with bulk velocity ~v which contains
the normal z lies in a slab of width greater than pi. Since Σ lies in the
half-slab {p ∈ (−pi
2
, pi
2
) × Rn : 〈p, z〉 ≤ 0}, the oblique Grim hyperlane
may be translated parallel to the slab until it is tangent to Σ from the
outside, in contradiction with the strong maximum principle. 
Observe that the squash-down of the rotationally symmetric ancient
pancake is Ω∗ = {0} × Sn−1 [15], while the squash-down of a Grim
hyperplane is a halfspace which supports {0}×Sn−1. For more general
translators, we obtain the following:
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Proposition 2.2. The squash-down of a convex translator4 Σ of bulk
velocity ~v is the cone
Ω∗ =
⋂
z∈G(Σ)
{p ∈ {0} × Rn : 〈p, z〉 ≤ − 〈z,~v〉} .
Proof. By (6) and the translator equation,
−〈z,~v〉 = H∗(z) = σ∗(z) + sup
p∈Ω∗
〈z, p〉
for every z ∈ G∗ = G(Σ). 
For convex immortal solutions {Mt}t∈(α,∞), one can similarly study
the forward asymptotics. The limit
Ω∗ + lim
t→∞
1
t
Ωt ,
if it exists, is called the forward squash-down of {Mt}t∈(α,∞). For
convex eternal solutions {Mt}t∈(−∞,∞), we will sometimes refer to
the squash-down as the backward squash-down.
By the differential Harnack inequality, (3), the limit
H∗(z) + lim
t→∞
H(z, t)
exists for all z ∈ G∗ (although it might be infinite) on a convex eternal
solution with bounded curvature on each timeslice, where
G∗ +
⋃
s>−∞
⋂
t≥s
G(Mt) .
By (5),
(7) −H∗(z) = σ∗(z) + lim
t→∞
σ(z, t)
t
and σ∗ coincides on G∗ with the support function of Ω∗. As for the
backward squash-down, we extend σ∗ so that the two agree everywhere.
Finally, we use (4) and the rigidity case of the Harnack inequality
to obtain that solutions converge to translators after space-time trans-
lating so that the normal at the origin at time zero is fixed (cf. [15,
Lemma 5.2]).
Lemma 2.3. Let {Mt}t∈(−∞,ω) be a convex ancient solution to mean
curvature flow satisfying supMt |II| < ∞ for each t and whose Gauss
image is constant in time. For each z ∈ G∗ and each sequence of
normals zj ∈ G∗ with zj → z, there exist a sequence of times sj → −∞,
4Of course, we really mean the squash-down of the corresponding translating
solution {Σ + t~v}t∈(−∞,∞) to mean curvature flow.
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a linear subspace E ⊂ Rn+1 ∼= E⊥ ×E, and a locally uniformly convex
translating solution {Σt}t∈(−∞,∞) in E⊥ such that z ∈ G(Σt), the flows
{Ms,t}t∈(−∞, ω−s) defined by
Mjt +Mt+sj −X(zj, sj)
converge locally uniformly in the smooth topology to {Σt×E}t∈(−∞,∞),
the limit limi→∞
X(zj ,sj)
−sj =: X∗(z) exists, and the bulk velocity of the
limit translator, ~v ∈ E⊥, satisfies
(8) − 〈~v, w〉 = 〈X∗(z), w〉 = H∗(w) for all w ∈ G(Σt) .
Proof. By the differential Harnack inequality, the mean curvature of the
sequence is bounded on any time interval of the form (−∞, T ], T <∞,
for j sufficiently large. Since the solution is convex, this implies a bound
for the second fundamental form. Since the solutions pass through the
origin at time zero, standard bootstrapping and compactness results
yield a convex, eternal limit solution along some sequence of times
sj → −∞. By the splitting theorem for the second fundamental form,
we can find a linear subspace E ⊂ Rn+1 ∼= E⊥ × E and a locally
uniformly convex eternal solution {Σt}t∈(−∞,∞) to mean curvature flow
in E⊥ such that the limit is of the form {Σt × E}t∈(−∞,∞).
We first show that {Σt}t∈(−∞,∞) is a translating solution in the spe-
cial case5 zj ≡ z. Indeed, since the solutions converge smoothly as
convex bodies to the eternal limit, the support functions converge.
Thus,
σ∞(z, t) = lim
j→∞
(σ(z, t+ sj)− σ(z, sj)) ,
where σ∞(·, t) denotes the support function of Σt × E. Since σ is a
concave function of t, the limit on the right is a linear function of t. In
fact, by (5) it is given by −H∗(z)t. Restricting to the locally uniformly
convex cross-section, we conclude that
∂tH∞(z, 0) = 0 ,
where H∞(·, t) denotes the mean curvature of Σt. The rigidity case of
the Harnack inequality then implies that the cross-section evolves by
translation (in the special case zj ≡ z).
Next, we show that (8) holds in the general case. Note that by
construction, {Σt}t∈(−∞,∞) satisfies z ∈ G(Σ0) and
H(z, 0) = lim
j→∞
H(zj, sj) .
5In this case, we do not require that the Gauss image is constant in time. How-
ever, we will see later (Proposition 5.5) that this is always the case.
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Let w be any vector in G(Σ0). Then, for |t| sufficiently small, w ∈
G(Σt) and hence there is a sequence of normals w
t
j ∈ G(Mt+sj) = G∗
such that X(wtj, t + sj) − X(zj, sj) converges to a point on Σt whose
normal is w. Moreover,
H(w, t) = lim
j→∞
H(wtj, t+ sj) .
We next claim that
(9) lim
j→∞
H(wtj, t+ sj) = H∗(w) .
First note that, by the differential Harnack inequality and the con-
tinuity of H∗(·),
(10) lim
j→∞
H(wtj, t+ sj) ≥ lim
j→∞
H∗(wtj) = H∗(w) .
On the other hand, by (5), we have that
lim
j→∞
H(wtj, t+ sj) ≤ lim
j→∞
σ(wtj, t+ sj)
−t− sj .
We claim that
lim
j→∞
σ(wtj, t+ sj)
−t− sj ≤ σ∗(w) .
Note first that for any sequence tj → −∞
lim sup
j→∞
(−tj)−1|X(zj, tj)| <∞ .
Indeed, if not, then, after passing to a subsequence,
(11) (−tj)−1|X(zj, tj)| →
j→∞
∞ .
Since (−t)−1Ωt → Ω∗, for any point X∗(z) in Ω∗ which lies in a support
hyperplane whose normal is z, there exists a sequence of normals ẑj ∈
G∗ with ẑj → z such that (−tj)−1X(ẑj, tj) → X∗(z). By convexity,
this implies that (−tj)−1(X(zj, tj)−X(ẑj, tj)) converges to a half line
orthogonal to z which is contained in Ω∗. However, this is impossible
since z ∈ G∗. We conclude that, after passing to a subsequence,
(12) (−sj)−1X(zj, sj) →
j→∞
X∗(z)
for some point X∗(z) in Ω∗ which lies in support hyperplane whose
normal is z.
Next, we compute
σ(wtj, t+ sj) = 〈X(wtj, t+ sj), wtj〉
= 〈X(wtj, t+ sj)−X(zj, sj), wtj〉+ 〈X(zj, sj), wtj〉 .
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Since |X(wtj, t + sj) − X(zj, sj)| is bounded uniformly in j, (12) and
wtj → w imply that
(13) lim
j→∞
σ(wtj, t+ sj)
−t− sj = limj→∞
〈X(zj, sj), wtj〉
−t− sj = 〈X∗(z), w〉 ≤ σ∗(w) .
Thus we obtain (9) and in fact (by (10) and (13)) also (8). 
We refer to any translator obtained in this way as an asymptotic
translator of {Mt}t∈(−∞, ω) (corresponding to z ∈ G∗).
If {Mt}t∈(−∞,∞) is itself a translator, we obtain asymptotic transla-
tors at spatial infinity.
Lemma 2.4. Let M be a convex translator. For each z ∈ G(M) and
each sequence of normals zj ∈ G(M) converging to z, there exists a
nontrivial linear subspace E ⊂ Rn+1 ∼= E⊥×E, and a locally uniformly
convex translator Σ in E⊥ such that the translators
Mj +M−X(zj)
converge locally uniformly in the smooth topology, along a subsequence,
to Σ× E. The bulk velocity of the limit, ~v ∈ E⊥, satisfies
−〈~v, z〉 = lim
j→∞
H(zj) .
Proof. Let {zj}j∈N be a sequence of normals zj ∈ G(M) which con-
verge to z. Without loss of generality, |X(zj)| → ∞ (since else, after
passing to a subsequence, we obtain a finite translate of M in the
limit). Passing to a subsequence, we may arrange that limj→∞
X(zj)
|X(zj)|
converges to some limit direction w. Since the translator is convex,
the translator equation implies a bound for the second fundamental
form. Since eachMj passes through the origin, standard bootstrapping
and compactness results, and the splitting theorem, yield a subspace
E ⊂ Rn+1 ∼= E⊥×E and a locally uniformly convex translator Σ ⊂ E⊥
such thatMj → Σ×E locally uniformly in the smooth topology after
passing to a further subsequence. The subspace E is nontrivial since Σ
splits off the line Rw. The bulk velocity of the limit, ~v ∈ E⊥, satisfies
−〈~v, z〉 = H(z) = lim
j→∞
Hj(zj) = lim
j→∞
H(zj) ,
where Hj denotes the mean curvature of Mj. 
We refer to any translator obtained in this way as an asymptotic
translator of M (corresponding to z ∈ G(M)).
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2.3. Polytopes. The intersection of finitely many closed halfspaces in
a finite dimensional linear space is called a (convex) polytope6 [35].
The dimension of a polytope P is the dimension of its affine hull
(the smallest affine subspace which contains P ). An n-dimensional
polytope is called an n-polytope. A 2-polytope is called a convex
polygon. Note however that, in contrast to the common notion of
polygon, polytopes are allowed to be unbounded according to the def-
inition used here.
A subset f of a polytope P is called a face of P if f = P ∩H for
some supporting hyperplane H of P . The faces of P are themselves
polytopes. A k-dimensional face is called a k-face. The 0-faces of P
are called vertices, the 1-faces edges and the (n− 1)-faces facets.
A flag of an n-polytope is a finite sequence {f0, . . . , fn} of j-faces
fj (exactly one for each j = 0, . . . , n) such that fj ⊂ fj+1 for each
0 ≤ j ≤ n− 1.
A simplex is a polytope with the least possible number of faces
relative to its dimension after splitting off any lines. More precisely, a
bounded polytope P of dimension k is a (bounded) simplex if it has
k + 1 vertices. An unbounded polytope is an (unbounded) simplex
if it is a nontrivial cone whose link is a bounded simplex.
We say that a convex body P circumscribes another convex body
S if P is the intersection of a family of halfspaces which support S. If
the linear space is normed and S is the unit sphere, we simply say that
P is circumscribed.
A polytope whose symmetry group acts transitively on its flags nec-
essarily circumscribes a sphere. We will call a circumscribed polytope
regular if its symmetry group acts transitively on its flags.
We denote by Pn∗ the set of circumscribed polytopes in Rn, and by
Pn∗ the set of circumscribed convex bodies in Rn.
The relative interior, rel int Ω, of a convex set Ω is its interior
with respect to its affine hull. Analogously, rel int Ω of a convex set Ω ⊂
Sn is its interior with respect to the smallest subsphere (the intersection
with Sn of a linear subspace) in which it lies.
Define the Gauss image G(Ω) of a convex set Ω to be the set of unit
outward normals to halfspaces which support Ω. Note that G(Ω) is the
whole sphere if Ω is bounded, whereas G(Ω) lies in a closed hemisphere
if Ω is unbounded. We shall say that a circumscribed convex body P ∈
6In order to avoid cumbersome repetition of the word “convex”, we follow the
convention of referring to convex polytopes simply as polytopes. Note that we do
not require polytopes to be bounded — Many sources reserve the term “polytope”
for the bounded case, using the term (convex) polyhedron for the general (un-
bounded) case.
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Pn∗ is degenerate if G(P ) lies in a closed hemisphere but in no open
hemisphere. Else, we shall say that P is nondegenerate. We will
also say that a degenerate polytope P is fully degenerate if G(P )
is a closed hemisphere (of any codimension) and semi-degenerate
otherwise.
The support cone (or tangent cone) of a closed convex set Ω
in Rn at a point p ∈ Ω is defined to be
(14) TpΩ + {λ(q − p) : q ∈ Ω, λ > 0} .
2.4. The rotationally symmetric ancient pancake. As it will fea-
ture frequently in the sequel, it is well to recall here some basic prop-
erties of the rotationally symmetric ancient pancake.
In [15] (cf. [71]), it was proved that, for each n ∈ N, there exists
a unique (modulo spacetime translation) rotationally symmetric an-
cient solution {Πt}t∈(−∞,0) to mean curvature flow which sweeps out
(−pi
2
, pi
2
) × Rn. The one dimensional example is the well-known An-
genent oval {At}t∈(−∞,0), which is given by
At + {(x, y) ∈ R2 : cosx = et cosh y}.
Alternatively, At can be described by the immersion θ 7→ (x(θ, t), y(θ, t)),
where, setting a(t) + (e−2t − 1)− 12 ,
x(θ, t) + arctan
(
sin θ√
cos2 θ + a2(t)
)
,(15a)
y(θ, t) + − t+ log
(√
cos2 θ + a2(t) + cos θ√
1 + a2(t)
)
.(15b)
This parametrization is clockwise oriented, and the parameter θ ∈
R/2piZ corresponds to the (clockwise oriented) turning angle of At.
With respect to this convention, the unit tangent vector is given by
τ(θ, t) = (cos θ,− sin θ) and the outward pointing unit normal is given
by ν(θ, t) = (sin θ, cos θ). The curvature κ(·, t) of At, with respect to
θ, is given by
(16) κ(θ, t) =
√
cos2 θ + a2(t) .
In higher dimensions, {Πt}t∈(−∞,0) is obtained by taking the limit
as R → ∞ of the old-but-not-ancient flows {ΠRt }t∈[αR,0) obtained by
evolving the rotation
ΠR +
{
x(θ,−R)e1 + y(θ,−R)φ : (θ, φ) ∈ [−pi2 , pi2 ]× Sn−1
}
of A−R about the x-axis, and translating in time so that the singularity
occurs (at the origin) at time zero.
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The horizontal displacement
`(t) + σ(e2, t)
of {Πt}t∈(−∞,0) satisfies
(17) `(t) = −t+ (n− 1) log(−t) + cn + o(1) as t→ −∞ ,
where cn is a constant which depends only on n. By (15b), c1 = log 2.
For each z ∈ {0}× Sn−1, the corresponding asymptotic translator is
the Grim hyperplane (of width pi):
(18) {Πt+s −X(z, s)}t∈(−∞,−s) −→
C∞loc
{ρz(Γt × Rn−1)}t∈(−∞,∞) ,
as s→ −∞, where {Γt}t∈(−∞,∞) is the Grim Reaper and ρz is a rotation
in {0} × Rn which takes −e2 to z.
2.5. Alexandrov reflection. Alexandrov reflection will be applied in
§8 to prove reflection symmetry of convex ancient solutions in slab
regions. We make use of “tilted” hyperplanes, inspired by an argument
of Korevaar, Kusner and Solomon [50] in the context of constant mean
curvature surfaces in R3.
Given a hyperplane pi ⊂ Rn+1 with unit normal e, denote by pi⊥ +
{he : h ∈ R} the line orthogonal to pi. Given h ∈ R and p ∈ pi,
denote by pih the pi-parallel hyperplane displaced by h, by Π
+
h and Π
−
h
the corresponding closed upper and lower halfspaces, and by pi⊥p the
orthogonal line passing through p; that is,
pih + pi + he , Π+h +
⋃
s≥h
pis , Π
−
h +
⋃
s≤h
pis , and pi
⊥
p + p+ pi⊥.
For any set G ⊂ Rn+1 we let Rh(G) be its reflection through pih:
Rh(G) + {p+ (h− r)e : p ∈ pi , p+ (h+ r)e ∈ G} .
Consider now a convex ancient solution {Mt}t∈(−∞,ω) in (−pi2 , pi2 )×Rn
and denote by Ωt the convex body bounded by Mt. For each t ∈
(−∞, ω) and p ∈ pi ∩ Ωt, we let h+(p, t) and h−(p, t) be, respectively,
the largest and smallest h ∈ R so that p + he ∈ Mt, and define the
function
(19) α(p, t) =
h+(p, t) + h−(p, t)
2
.
By the strong maximum principle, α is maximized on the parabolic
boundary of any bounded subset of space-time.
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Lemma 2.5. Fix any plane pi. Given any open W ⊂ Rn+1 and any
[t, t0] ⊂ R such that W ∩ pi ∩ Ωs is bounded for all s ∈ [t, t0],
max
W×[t,t0]
α = max
{
max
∂W×[t,t0]
α, max
W×{t}
α
}
.
Proof. Assume that the lemma is not true. Then there exist s0 ∈ (t, t0]
and p0 ∈ (W \ ∂W ) ∩ pi ∩ Ωs0 such that
(20) α(p0, s0) = max
W×[t,t0]
α > max
{
max
∂W×[t,t0]
α, max
W×{t}
α
}
.
Set α0 + α(p0, s0). By the maximality of α0 we have, for all s ∈ [t, t0]
and p ∈ pi ∩ Ωs ∩W ,
h+(p, s) + h−(p, s)
2
≤ h+(p0, s0) + h−(p0, s0)
2
= α0
and hence
α0 − (h+(p, s)− α0) ≥ h−(p, s)
with equality at (p0, s0). That is, Rα0(Ms ∩Π+α0) lies aboveMs ∩Π−α0
for all s ∈ [t, t0], while at the interior time s0 they are tangent at the
interior point p0. The strong maximum principle now implies that they
should coincide for all s ∈ [t, s0]. That is, piα0 is a plane of symmetry
for Ms ∩W for each s ∈ [t, s0]. But then α(p, s0) = α0 for p ∈ ∂W ,
contradicting (20). 
3. Old-but-not-ancient solutions
Given a circumscribed polytope P ∈ Pn∗ in {0}×Rn ⊂ Rn+1, denote
by F kP the set of k-faces of P . For each facet f ∈ F n−1P , denote by
zf the point of contact of f with {0} × Sn−1, and consider the convex
region Ωf bounded by the Grim hyperplane Γf + ρfΓ, where
Γ +
{
(x, y,− log cosx) : (x, y) ∈ (−pi
2
, pi
2
)× Rn−1}
is the ‘standard’ Grim hyperplane and ρf is a rotation in {0} × Rn
which maps −en+1 to zf . Given R > 0, consider the boundary MR of
the convex region
ΩR +
⋂
f∈Fn−1P
(Ωf +Rzf ) .
Observe that limR→∞ 1RΩ
R = P .
Denote by reg(MR) the regular set of MR.
Lemma 3.1. For each vertex v ∈ F 0P ,
HR(p)− 〈νR(p), v〉 ≥ 0 for all p ∈ reg(MR) ,
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Figure 1. Circumscribed polytopes.
where HR(p) is the mean curvature and νR(p) is the unit outward point-
ing normal to MR at p.
Proof. Let p ∈ reg(MR) be a regular point of MR. Choose f ∈ F n−1P
so that p ∈MR ∩ (Γf +Rzf ). Then, by construction,
HR(p) = 〈νR(p), zf〉
and νR(p) ∈ span{zf , e1}. Thus, for any v ∈ F 0P ,
〈νR(p), v〉 = 〈νR(p), zf〉 〈v, zf〉 ≤ 〈νR(p), zf〉
with equality if and only if v ∈ F 0P ∩ (Γf +Rzf ). 
We now obtain “old-but-not-ancient” solutions {MRt }t∈[0,TR) through
the evolution of the hypersurfaces MR by mean curvature flow.7
Lemma 3.2. Given P ∈ Pn∗ and R > 0, there exists a maximal solu-
tion {MRt }t∈[0,TR) to mean curvature flow which is smooth and locally
uniformly convex at interior times, converges in C0,1loc to MR as t→ 0.
The final time TR satisfies 0 ≤ TR ≤ R if P is bounded or degenerate,
and TR =∞ if P is unbounded but nondegenerate. In all cases,
(21) lim inf
R→∞
T 0R
R
≥ 1 ,
where T 0R ≤ TR is the time that the solution reaches the origin.
Proof. When P is bounded, existence of a maximal solution to mean
curvature flow which is smooth at interior times and converges in C0,1
to MR at the initial time t = 0 follows readily from the convexity of
7In fact, to obtain true old -but-not-ancient solutions, we first need to translate
the time-interval of existence appropriately. This needs to be done very carefully if
non-trivial limits are to be obtained. We will do it later, in two different ways.
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MR and the interior estimates of Ecker and Huisken [33]. By Huisken’s
theorem [45], the solution contracts to a point at its maximal time,
TR. Note that TR ≤ R since the initial configuration of Grim hyper-
planes reach the origin at time R. By (17) and (18), we can choose
tR = −R + o(R) as R → ∞ so that the time tR slice ΠtR of the ro-
tationally symmetric ancient pancake is enclosed by MR. The desired
lower bound for T 0R then follows from the avoidance principle.
When P is unbounded, we may assume that it does not split off
a line (else, the desired solution is obtained by taking products with
lines of the solution corresponding to the cross-section of P ). We may
then choose e ∈ {0} × Sn−1 so that the Gauss image G(P ) of P (as a
convex body in {0} × Rn) is contained in the closed lower hemisphere
{z ∈ {0} × Sn−1 : 〈z, e〉 ≤ 0} and −e ∈ int(G(P )). Consider, for each
height L > 0, the boundary MR,L of the intersection of ΩR with its
reflection across the plane {p : 〈p, e〉 = L}. SinceMR,L is compact, the
Ecker–Huisken estimates yield a maximal solution {MR,Lt }t∈[0,TR,L) for
each R and L which is smooth at interior times and converges in C0,1
to MR,L at time 0. By Huisken’s theorem, {MR,Lt }t∈[0,TR,L) remains
smooth until it contracts to a point at time TR,L. If G(P ) lies in an
open hemisphere, then TR,L → ∞ as L → ∞ for all R since, for L
sufficiently large, MR,L encloses an arbitrarily early time-slice of the
rotationally symmetric ancient pancake. On the other hand, if G(P )
does not lie in an open hemisphere, then TR,L ≤ R since MR lies
between a pair of parallel, oppositely oriented Grim hyperplanes which
reach the origin, enclosing zero volume, after time R. The desired
solution is then obtained by taking a limit as L→∞ (the lower bound
for T 0R/R is obtained as in the bounded case).
Local uniform convexity of {MRt }t∈(0,TR) at interior times follows
from the splitting theorem for the second fundamental form. 
For the remainder of this section, we fix P ∈ Pn∗ and R > 0 and
consider the corresponding old-but-not-ancient solution {MRt }t∈[0,TR).
When P is bounded, the Gauss image ofMRt is all of Sn for all t, so
the evolution equation (1) holds for all z ∈ Sn. In order to make full
use of (1) in the unbounded case, we need to control the Gauss image.
On the one hand, since the enclosed regions ΩRt satisfy Ω
R
s ⊂ ΩRt for
t < s, andMt is locally uniformly convex unless it splits off a line, the
Gauss image G(MRt ) is nondecreasing: if z ∈ G(Mt0), t0 > 0, then
z ∈ G(Mt) for all t > t0. We claim that G(MRt ) is actually constant.
Lemma 3.3. The Gauss image G(MRt ) is constant for t ∈ (0, TR).
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Proof. The claim is clear in case P is bounded, and follows from the
monotonicity of G(Mt) in case P is fully degenerate.
In case P is unbounded but nondegenerate, we may use the rotation-
ally symmetric ancient pancake as an inner barrier: consider, for each
r > 0, the set
(22) PRr +
⋂
f∈Fn−1P
{
p ∈ {0} × Rn : 〈p, zf〉 < R− r
}
.
Figure 2. The “barrier set” PRr above the mid-section
of the initial datum MR.
By (18), we can choose tr = −r+o(r) such that, for each p ∈ PRr , the
translated time tr slice of the rotationally symmetric ancient pancake,
Πtr − p, lies to the inside ofMR for r sufficiently large. It follows that
PRr lies to the inside ofMRt until time at least t = −tr. SinceMRt lies
between the two parallel hyperplanes {±pi
2
} × Rn and since G(MRt ) is
a convex subset of the sphere, we conclude that G(MRt ) is constant for
t ∈ (0,−tr). The claim follows since tr → −∞ as r →∞.
In the semi-degenerate case, a different argument is required. We
make use of the fact that the old-but-not-ancient solutions are limits of
compact solutions: let {MR,Lt }t∈[0,TR,L) be the compact approximators
introduced in the proof of Lemma 3.2. Given z ∈ {0} × Sn−1, the
evolution equation (1) for the support function and the differential
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Harnack inequality (2) yields
σR,L(z, t) = σR,L(z, 0)−
∫ t
0
HR,L(z, s)ds
≥ σR,L(z, 0)−
∫ t
0
√
t
s
HR,L(z, t)ds
= σR,L(z, 0)− 2tHR,L(z, t) .(23)
If there exists z ∈ G(MRt )\G(P ) for some t > 0, then, taking L→∞ in
(23), we find that σR,L(z, t)→∞ (since σR,L(z, 0)→∞ and HR,L(z, t)
is bounded uniformly in L), which is impossible since σR(z, t) is finite.
The claim follows. 
The following lemma implies, in particular, that the “vertices” of
the solution remain the correct distance outside of the rotationally
symmetric example.
Lemma 3.4. For each vertex v ∈ F 0P ,
(24) HR(z, t)− 〈z, v〉 ≥ 0 ,
and hence
(25)
σR(z, t)− σR(z, s)
t− s ≤ −〈z, v〉
for all z ∈ G(MRt ) and distinct s, t ∈ (0, TR).
Proof. In the compact case, the first claim follows immediately from the
maximum principle. Indeed, working in the standard parametrization
we obtain, for each v ∈ F 0P ,
lim inf
t→0
(
HR(·, t)− 〈νR(·, t), v〉
) ≥ 0
(by Lemma 3.1) and
(∂t −∆R − |IIR|2)
(
HR − 〈νR, v〉
)
= 0 ,
where νR is the outward unit normal field, IIR is the second fundamental
form, and ∆R the induced Laplacian.
In the noncompact case, we first obtain the estimate on the (com-
pact) solutions arising from the “doubled” initial data MR,L (see the
proof of Lemma 3.2) and then take a limit as L → ∞. (Note that
the initial estimates still hold on MR,L since the mean curvature is
unchanged under reflection, whereas the reflected normals point away
from the original vertices).
Since, by Lemma 3.3, the Gauss image of MRt is constant in t, (25)
follows by integrating the evolution equation (1) for σR and applying
the speed bound (24). 
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Observe that Lemma 3.4 implies in particular that, for t < t0,
(26)
σR(z, t)− σR(z, t0)
t0 − t ≥ maxv∈F 0P
〈z, v〉 = σ[P ](z)
for all z ∈ G(MRt ), where σ[P ] denotes the support function of P .
In order to obtain a (subsequential) limit as R → ∞, we need a
uniform (time-dependent) lower bound for the inradius. We achieve
this in two steps (Lemmas 3.5 and 3.6). The first step is a bound for
the speed away from the “edge” region.
Lemma 3.5. For every h ∈ (0, 1) there exist Ch < ∞ and rh < ∞
(depending only on n and h) such that
min
MRt ∩(R×BnCh (p))
HR ≤ Che−h2r
for all p ∈ P rt and r ≥ rh, where
P rt +
⋂
z∈G(MRt )
{p ∈ {0} × Rn : 〈p, z〉 ≤ σ(z, t)− r} .
Proof. Fix h ∈ (0, 1) and consider, for each t < 0, the hypersurface
Πht obtained by rotating the scaled Angenent oval h
−1Ah2t about the
x-axis. Namely (see §2.4),
Πht = {x(θ, t)e1 + y(θ, t)φ : (θ, φ) ∈ [−pi2 , pi2 ]× Sn−1},
where, setting ah(t) + (e−2h
2t − 1)− 12 ,
x(θ, t) + 1
h
arctan
(
sin θ√
cos2 θ + a2h(t)
)
and
(27) y(θ, t) + −ht+ 1
h
log
(√
cos2 θ + a2h(t) + cos θ√
1 + a2h(t)
)
are the coordinates of h−1Ah2t with respect to its clockwise oriented
turning angle θ as in §2.4.
Since h < 1, (27) implies that {x = 0} ∩ (Πh−r − p) lies to the inside
of {x = 0} ∩ MRt when p ∈ P rt and r ≥ rh, say. Moreover, since
h < 1, the hypersurface Πh−r must eventually leave the slab of width pi
as r increases. Thus, choosing rh larger if necessary, we conclude that
the two hypersurfaces must intersect each other for all r ≥ rh. Now
translate Πh−r along the x-axis towards the negative direction until it
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touchesMRt from the inside at a point p = x(θ,−r)e1 +y(θ,−r)φ with
x(θ,−r) > 0. By (16), we have (in a limiting sense if θ = pi
2
)
νR = νΠh−r = sin θe1 + cos θφ
HR ≤ HΠh−r = h
√
cos2 θ + a2h(−r) + cos θ
n− 1
y(θ,−r)
at p. Choose v ∈ F 0P so that 〈v, φ〉 ≥ 1. By (24),
cos θ 〈φ, v〉 =
〈
νΠh−r(p), v
〉
= 〈νR(p), v〉
≤ HR(p)
≤ HΠh−r(p) = cos θ
(
h
√
1 +
a2h(−r)
cos2 θ
+
n− 1
y(θ,−r)
)
and hence (if θ 6= pi
2
)
1 ≤ h
√
1 +
a2h(−r)
cos2 θ
+
n− 1
y(θ,−r) .
It follows (trivially if θ = pi
2
) that
(28) cos θ ≤ Che−h2r
for some Ch <∞ for all r ≥ rh, say. Indeed, if cos θ ≥ Ce−h2r, then
1 ≤ h
√
1 +
a2h(−r)
C2e−2h2r
+
(n− 1)h
log
(
eh2r
√
C2e−2h2r+a2h(−r)+Ce−h2r√
1+a2h(−r)
)
= h
√
1 +
a2h(−r)
C2e−2h2r
+
(n− 1)h
log
(√
C2+e2h2ra2h(−r)+C√
1+a2h(−r)
) .
Since e2h
2ra2h(−r)→ 1 as r →∞, we can find C = Ch <∞ so that the
right hand side is less than 1 for all r ≥ rh, which proves the claim.
Since the mean curvature of Πh−r is monotone decreasing in θ for
θ ∈ (0, pi
2
), we find that
HR(p) ≤ Che−h2r
for r ≥ rh. Finally, we observe that
y(θ,−r) ≤ 1
h
log
(√
C2h + e
2h2ra2h(−r) + Ch√
1 + a2h(−r)
)
is bounded uniformly for r ≥ rh. 
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An elliptic version of the following estimate was exploited in [69] (and
modified in [16]) in order to construct translators in slabs in Rn+1.
Lemma 3.6. Each old-but-not-ancient solution {MRt }t∈(0,TR) satisfies
|x| ≥ pi
2
(1−HR) ,
where x(p) + 〈p, e1〉.
Proof. Suppose first that P is bounded. Define
v + 1− 2
pi
x .
Then, along {MRt }t∈(0,TR),
(∂t −∆R)v = 0
and hence, by the maximum principle,
inf
MRt ∩{x>0}
HR
v
≥ min
{
lim inf
t→0
inf
MRt ∩{x>0}
HR
v
, inf
t∈(0,TR)
min
MRt ∩{x=0}
HR
}
.
Observe that
lim inf
t→0
inf
MRt ∩{x>0}
HR
v
≥ inf
x∈(0,pi
2
)
cosx
1− 2
pi
x
= 1
for all R > 0. On the other hand, by (24),
min
MRt ∩{x=0}
HR ≥ min
z∈{0}×Sn−1
max
v∈F 0P
〈z, v〉 = 1
for all t > 0. This proves the claim.
If P is unbounded, we apply the same argument to the “doubled”
approximating solutions, {MR,L}t∈[0,TR,L). This yields
inf
MR,Lt ∩{x>0}
HR,L
v
≥ min
{
lim inf
t→0
inf
MR,Lt ∩{x>0}
HR,L
v
, inf
t∈(0,TR,L)
min
MR,Lt ∩{x=0}
HR,L
}
.
Again,
lim inf
t→0
inf
MR,Lt ∩{x>0}
HR,L
v
≥ inf
x∈(0,pi
2
)
cosx
1− 2
pi
x
= 1
by construction of the initial datum. Since, by the argument leading
to (24),
HR,L(z, t) ≥ max
v∈F 0P
〈z, v〉
for all (z, t) ∈ Sn × (0, TR,L) and all L > 0, we conclude that
HR
v
(z, t) ≥ min
{
1,max
v∈F 0P
〈z, v〉
}
≥ 1 . 
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Since the solution is convex, Lemmas 3.5 and 3.6 yield the uniform
lower width bound
(29) |x(p)| ≥ pi
2
− Che−h2r
for all
p ∈
⋂
z∈G(MRt )
{q ∈ {0} × Rn : 〈q, z〉 ≤ σ(z, t)− r − Ch}
and r ≥ rh. In particular, this implies a uniform lower bound for the
inradius.
Next, we study the asymptotic behaviour of the unbounded examples
when t→ +∞. Given a circumscribed convex body
P =
⋂
z∈F
{p ∈ Rn : 〈p, z〉 ≤ 1},
where F is a subset of Sn−1, define the exscribed body P−1 by
P−1 +
⋂
z∈F
{p ∈ Rn : 〈p, z〉 ≤ −1}.
Lemma 3.7. If P ∈ Pn∗ is unbounded, but nondegenerate, then
lim
t→∞
1
t
ΩRt =
⋂
f∈Fn−1P
{
p ∈ Rn : 〈p, zf〉 ≤ −1
}
.
We shall refer to the limit as the forward squash-down of the
immortal solution {MRt }t∈[0,∞).
Proof of Lemma 3.7. By (25),
(30) lim sup
t→∞
σR(z, t)
t
≤ −max
v∈F 0P
〈z, v〉 .
To obtain a lower bound, consider, as in the proof of Lemma 3.3, the
set
PRr +
⋂
f∈Fn−1P
{p ∈ {0} × Rn : 〈p, zf〉 < R− r} .
By (17) and (18), for r sufficiently large we can find tr = −r+o(r) such
that, for each p ∈ PRr , the translated time tr slice of the rotationally
symmetric ancient pancake, Πtr − p, lies to the inside of the initial
hypersurface MR. But then, by the avoidance principle,
PRr ⊂ ΩR−tr ,
where ΩR−tr is the convex body bounded by MR−tr . Thus,
1
−trP
R
r ⊂
1
−trΩ
R
−tr .
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The claim follows since tr = −r + o(r) as r →∞. 
The next estimate implies that at least one “facet” of {MRt }t∈[0,TR)
remains close to the rotationally symmetric example. In case P is
regular, this implies that all of the facets remain close.
Lemma 3.8. For every h > 1 there exists th > −∞ such that, given
any t0 ∈ (0, TR) and p0 ∈MRt0 ∩ ({0} × Rn),
min
z∈G(MRt )∩({0}×Rn)
(σR(z, t)− 〈p0, z〉) ≤ h(t0 − t)
for all t ∈ (0, t0) ∩ (−∞, t0 + th).
Proof. By the width estimate (29) and the displacement estimate (17),
given h∗ > 1 and h ∈ (1, h∗), there exists th > −∞ such that if
min
z∈G(Mt)∩({0}×Rn)
(σR(z, t)− 〈p0, z〉) > h∗(t0 − t)
and t0 − t > −th, then the time t slice Πht = h−1(Πh2(t−t0) − p0) of the
scaled-by-h rotationally symmetric ancient pancake centred at (p0, t0)
lies to the inside of MRt . But this violates the avoidance principle,
since both {MRt }t∈[0,TR) and {Πht }t∈(−∞,t0) reach the point p0 at time
t = t0. 
4. Ancient/translating solutions with prescribed
squash-downs
After time-translating the old-but-not-ancient solutions constructed
in Lemma 3.2 so that they reach the origin at time zero, Lemma 3.8
allows us to control the displacement of the faces, and thereby obtain
ancient solutions.
4.1. Regular examples. The construction is particularly straightfor-
ward when P is a regular polytope. We first consider the case that P
is bounded.
Theorem 4.1. Let P ∈ Pn∗ be a bounded regular polytope. There
exists a compact, convex, locally uniformly convex ancient solution
{Mt}t∈(−∞,0) to mean curvature flow which sweeps out (−pi2 , pi2 ) × Rn,
contracts to the origin as t → 0, and whose squash-down is P . It is
reflection symmetric across the hyperplane {0} × Rn and inherits the
symmetries of P .
Proof. For each R > 0, let {MRt }t∈(αR,0) be the old-but-not-ancient
solution obtained from time translating the solution constructed in
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Lemma 3.2 to that it reaches the origin at time zero. Since, by Lem-
mas 3.5 and 3.6, the inradius of each MRt is bounded from below uni-
formly in R, the Blaschke selection theorem and the interior estimates
of Ecker and Huisken [33] yield a sequence of scales Rj →∞ such that
the sequence of flows {MRjt }t∈[αRj , ωRj ) converges locally uniformly in
the smooth topology to a family {Mt}t∈(−∞, ω) of smooth, convex hy-
persurfacesMt which lie in the slab (−pi2 , pi2 )×Rn and evolve by mean
curvature flow. Without loss of generality, we may assume that ω is
the maximal time.
By construction, {Mt}t∈(−∞, ω) is reflection symmetric across the
hyperplane {0} × Rn, inherits the symmetry group of P , and lies in
(−pi
2
, pi
2
)× Rn. By the width estimate (29), it lies in no smaller slab.
Since P is bounded, Lemma 3.8 implies thatMt is bounded for each
t. In particular, ω <∞ and the solution contracts to a point as t→ ω.
By the symmetries inherited by the limit, the final point must be the
origin. After translating in time, we may arrange that ω = 0.
By (26) and Lemma 3.8,
(31) min
z∈G(Mt)∩({0}×Rn)
σ(z, t)
−t → 1 as t→∞ .
Together, (26), (31) and Lemma 3.3 imply that the squash-down Ω∗ of
the limit {Mt}t∈(−∞,0) is P .
The splitting theorem for the second fundamental form implies that
the time-slices Mt of {Mt}t∈(−∞,0) are locally uniformly convex. 
Next, we consider unbounded P .
Theorem 4.2. Let P ∈ Pn∗ be an unbounded regular polytope which
does not split off a line. There exists a convex, locally uniformly convex
translating solution {Mt}t∈(−∞,∞) to mean curvature flow which sweeps
out (−pi
2
, pi
2
) × Rn, has its tip at the origin at time zero, and whose
squash-down is P . It is reflection symmetric across the hyperplane
{0} × Rn and inherits the symmetries of P .
Proof. For each R > 0, let {MRt }t∈(αR,∞) be the old-but-not-ancient
solution obtained from time translating the solution constructed in
Lemma 3.2 to that it reaches the origin at time zero.
Since, by Lemmas 3.5 and 3.6, the inradius of each MRt is bounded
from below uniformly in R, the Blaschke selection theorem and the
interior estimates of Ecker and Huisken [33] yield a sequence of scales
Rj → ∞ such that the sequence of flows {MRjt }t∈[αRj ,∞) converges
locally uniformly in the smooth topology to a family {Mt}t∈(−∞,∞) of
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smooth, convex hypersurfaces Mt which lie in the slab (−pi2 , pi2 ) × Rn
and evolve by mean curvature flow.
By construction, {Mt}t∈(−∞,∞) is reflection symmetric across the
hyperplane {0} × Rn, inherits the symmetry group of P , and lies in
(−pi
2
, pi
2
)× Rn. By the width estimate (29), it lies in no smaller slab.
By (26) and Lemma 3.8,
(32) min
z∈G(Mt)∩({0}×Rn)
σ(z, t)
−t → 1 as t→∞ .
Together, (26), (32) and Lemma 3.3 imply that the squash-down Ω∗ of
the limit {Mt}t∈(−∞,∞) is P .
Since P does not split off a line, the splitting theorem for the second
fundamental form implies that the time-slicesMt of {Mt}t∈(−∞,∞) are
locally uniformly convex.
It remains to show that the limit is a translator. Set e + v/|v|, where
v is the vertex of P . By (5) and Lemma 3.7,
lim
t→−∞
H(e, t) = σ∗(e) = −σ∗(e) = lim
t→∞
H(e, t) .
Since {Mt}t∈(−∞,∞) is a limit of solutions which satisfy the differen-
tial Harnack inequality (themselves being limits of compact solutions),
it too satisfies the differential Harnack inequality. We conclude that
H(e, t) is constant in t, at which point the conclusion follows from the
rigidity case of the differential Harnack inequality. 
4.2. Irregular examples. Next, we obtain examples out of any cir-
cumscribed (bounded or unbounded) simplex. (Recall that an un-
bounded simplex is just a cone whose link is a bounded simplex).
Theorem 4.3. For each circumscribed bounded simplex P ∈ Pn∗ there
exists a compact, convex ancient solution {Mt}t∈(−∞,0) to mean curva-
ture flow which sweeps out (−pi
2
, pi
2
)×Rn, contracts to the origin at time
zero and whose squash-down is P . It is reflection symmetric across the
hyperplane {0} × Rn.
Proof. Consider the old-but-not ancient solution {MRt }t∈[αR,0) obtained
by spacetime translating the approximating solution constructed in
Lemma 3.2 so that it contracts to the origin at time zero. Proceeding
as in Theorem 4.1, we obtain a limit ancient solution {Mt}t∈(−∞, ω)
along a sequence of scales Rj → ∞. A priori, in taking the limit, we
could “lose” facets. However, this can be prevented using Lemma 3.4
and a pancake barrier argument (cf. Lemma 3.8).
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Indeed, observe first that (25) implies that the old-but-not-ancient
solutions satisfy
σR(z, t)
−t ≥ maxv∈F 0P
〈z, v〉 .
This implies that the squash-down Ω∗ of {Mt}t∈(−∞,∞) contains P .
Suppose, then, that Ω∗ 6⊂ P . Then, since P is a simplex, there exist
p∗ ∈ Ω∗ and h∗ > 1 such that Sn−1h∗ (p∗) ⊂ Ω∗. By the differential
Harnack inequality, Ω∗ ⊂ 1−tΩt. Thus, by the width estimate (29) and
the displacement estimate (17), for any h ∈ (1, h∗) we can find th < 0
such that, for each t < th, the translated time t slice Π
h
t = h
−1Πh2t+tp∗
of the scaled-by-h rotationally symmetric ancient pancake centred at
−tp∗ lies to the inside ofMRjt for j sufficiently large. But this violates
the avoidance principle, since the pancake contracts to the point −tp∗
after time −t, whereas the old-but-not ancient solutions contract to
the origin after this time. 
Theorem 4.4. For each circumscribed unbounded simplex P ∈ Pn∗
there exists a translating solution {Mt}t∈(−∞,∞) to mean curvature flow
which sweeps out (−pi
2
, pi
2
) × Rn and whose squash-down is P . It is
reflection symmetric across the hyperplane {0} × Rn.
Proof. Consider the old-but-not ancient solution {MRt }t∈[αR,∞) obtained
by translating in time so that the final tangent hyperplane to reach the
origin does so at time zero, and then translating in space so that this
hyperplane supports the solution at the origin. Proceeding as in The-
orem 4.2, we obtain as limit ancient solution {Mt}t∈(−∞,ω) along a
sequence of scales Rj → ∞. A priori, in taking the limit, we could
“lose” facets. However, this can be prevented using Lemma 3.4 and a
pancake barrier argument (cf. Lemma 3.8) similar to the one used in
the proof of Theorem 4.3. (Note that in this case the point p∗ can be
chosen so that −tp∗ lies outside the time t = 0 slice of the solution.) 
Remark 4.5. By assuming some symmetries, the argument of Theo-
rems 4.3 and 4.4 can be used to construct many more examples (con-
sider e.g. circumscribed kites). This strongly suggests the existence of
examples with any given (irregular) circumscribed squash-down. How-
ever, the removal of symmetry assumptions in general would require
a refinement of the pancake barrier argument (in order to prevent the
squash-downs from degenerating to known examples).
Our next proposition provides a refinement of the asymptotic be-
haviour as t→ −∞. In particular, it verifies that the solutions decom-
pose into the “correct” translating solutions, at least at the level of the
squash-down.
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Proposition 4.6. Given P ∈ Pn∗ , a regular polytope or a circumscribed
simplex (bounded or unbounded), let {Mt}t∈(−∞, ω) be the ancient so-
lution constructed in one of the Theorems 4.1, or 4.3 and with squash-
down P . Given a face V of P and z ∈ rel intG(V ), where G(V ) is the
set of unit outward normals to hyperplanes that support P and contain
V , the squash-down of any asymptotic translator corresponding to z is
the support cone of P at V .
Remark 4.7. Although the proposition is intuitively clear, it is far
from immediate: roughly speaking, two hyperplanes with normals z and
w will, in general, support the same face of the squash-down only if
|X(z, t) − X(w, t)| ≤ o(−t) as t → −∞. However, in general, they
will only correspond to the same asymptotic translator if |X(z, t) −
X(w, t)| ≤ O(1) as t→ −∞.
Remark 4.8. In Section 5, we will see that an asymptotic translator
splits off a line if and only if its squash-down splits off the same line
(Corollary 5.4). This implies that the (n−1)-faces correspond to Grim
Reapers and the (n − 2)-faces correspond to flying wings, since (see
Corollary 6.3 and Remark 6.4) both are uniquely determined by their
squash-downs (it is not known whether or not this is always the case).
In particular, when n = 2, this gives a canonical decomposition of
the ancient solution into asymptotic translators: a finite number of
Grim planes (corresponding to edges) soldered together by flying wings
(corresponding to vertices).
Remark 4.9. In Section 5, we will obtain a similar asymptotic de-
scription in regions corresponding to “asymptotic normals” in the non-
compact case (see Proposition 5.6 below).
Proof of Proposition 4.6. Let V ∈ F kP , be a k-face of P , 0 ≤ k ≤ n.
Let zV ∈ G(V ) the maximum of σ∗ in G(V ) and note that
(33) σ∗(w) = σ∗(zV )〈w, zV 〉 for all w ∈ G(V ) .
It suffices to show that
(34) G(ΣV ) = rel intG(V )
for any asymptotic translator corresponding to zV and that, for any
z ∈ rel intG(V ), z is in the Gauss image of some asymptotic translator
corresponding to zV . We will achieve this by induction on k.
Note first that we may exclude the case k = n, since then z = ±e1
and Σz is the pair of parallel hyperplanes {0}×Rn∪{∓pi}×Rn, which
implies the proposition.
30 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Claim 4.9.1. If V is a 0-face, then G(ΣV ) = rel intG(V ) for any
translator ΣV corresponding to zV , and any z ∈ rel intG(V ) is in the
Gauss image of some asymptotic translator corresponding to zV .
Proof. Given z ∈ rel intG(V ), let Σz = limi→∞(Mti −X(zi, ti)), for a
sequence of normals zi → z and a sequence of times ti → −∞, be an
asymptotic translator corresponding to z ∈ rel intG(V ) (obtained as
in Lemma 2.3). First note that
(35) G(Σz) ⊂ G(V ) .
Indeed, if not, then we can find z0 ∈ G(Σz) \G(V ). Since z0 ∈ G(Σz),
there exists a sequence of normals zi ∈ G∗ with zi → z0 such that
|X(zi, ti) − X(zi, ti)| is uniformly bounded. In particular (cf. (11) in
Lemma 2.3),
(36) (−ti)−1|X(zi, ti)−X(zi, ti)| → 0 as i→∞ .
Let V0 ∈ F `P , 0 ≤ ` ≤ n, be the `-face of P for which z0 ∈ rel intG(V0).
By definition of the squash-down, (36) can only happen if z ∈ G(V0),
and so ` ≤ k − 1, which is impossible. This proves (35).
We next show that G(ΣV ) = rel intG(V ), for any translator ΣV
corresponding to zV . Recall from Proposition 2.2 that the squash-down
of ΣV is the cone
(ΣV )∗ =
⋂
z∈G(ΣV )
{p ∈ {0} × Rn : 〈p, z〉 ≤ − 〈z,~v〉} .
We claim that (ΣV )∗ is circumscribed. Indeed, if not, then we can
find an asymptotic translator for ΣV whose squash-down is not cir-
cumscribed. Continuing in this manner, we eventually obtain a Grim
hyperplane whose squash-down is not circumscribed. But this violates
the width estimate (Lemma 3.6). Alternatively, we may simply apply
Theorem 5.1 below.
The structure of P and (35) now imply that G(ΣV ) = rel intG(V ).
Indeed if P is regular, then, by its symmetries, G(ΣV ) must contain all
z ∈ G(V ) such that σ∗(z) = 1 and thus G(ΣV ) ⊇ rel intG(V ). If P is
a simplex, then the claim follows because if G(Σz) ( rel intG(V ) then
the squash-down cannot be a circumscribed cone.
Finally, we show that any z is in the Gauss image of some asymptotic
translator corresponding to zV . To do this, it suffices to show that
zV ∈ G(Σz). Indeed, if that is the case, then there exists a sequence
of normals ziV → zV such that lim supi→∞ |X(ziV , ti) −X(zi, ti)| < ∞,
which implies that z is in the Gauss image of an asymptotic translator
corresponding to zV . We will show that the bulk velocity of Σz is given
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by
(37) ~v = −σ∗(zV )zV .
Let w0 ∈ G(Σz) be such that
(38) w0 =
~v
|~v| .
(The existence of such w0 is guaranteed by the structure of P , or by
part (3) of Corollary 5.4 below). For any w ∈ G(Σz), let H(w) denote
the mean curvature of Σz at the point with normal w. Then, by Lemma
2.3,
σ∗(w) = H(w) = −〈w,~v〉 = σ∗(w0)〈w0, w〉 .
Combining this with (33) and using (35) we find that for all w ∈ G(Σz)
σ∗(zV )〈w, zV 〉 = σ∗(w0)〈w0, w〉 = σ∗(zV )〈zV , w0〉〈w0, w〉 .
This implies either that w0 = zV or that w0 = z. In the latter case we
have G(Σz) ⊂ {az + be1 : a, b ∈ R} and thus Σz is a Grim hyperplane.
Since the speed of the Grim hyperplane is given by σ∗(z) < 1, this
is impossible since Σz lies in a slab of width pi. Therefore (37) holds
which implies that z0 ∈ G(Σz). 
Claim 4.9.2. Let V be a k0-face, k0 ≤ n− 1. If G(Σz) = rel intG(V )
for all z ∈ rel intG(V ) and all k-faces V with k ∈ {0, . . . , k0 − 1},
then G(ΣV ) = rel intG(V ) for any ΣV corresponding to zV and any
z ∈ rel intG(V ) is in the Gauss image of some asymptotic translator
corresponding to zV .
Proof. Choose z ∈ rel intG(V ) and let Σz = limi→∞(Mti −X(zi, ti)),
for a sequence of normals zi → z and a sequence of times ti → −∞, be
an asymptotic translator corresponding to z ∈ rel intG(V ) (obtained
as in Lemma 2.3). First note that
(39) G(Σz) ⊂ G(V ) .
Indeed, if not, then we can find z0 ∈ G(Σz) \G(V ). Since z0 ∈ G(Σz),
there exists a sequence of normals zi ∈ G∗ with zi → z0 such that
|X(zi, ti)−X(zi, ti)| is uniformly bounded. In particular,
(40) (−ti)−1|X(zi, ti)−X(zi, ti)| → 0 as i→∞ .
Let V0 ∈ F `P , 0 ≤ ` ≤ n, be the `-face of P for which z0 is in the
relative interior of G(V0). By definition of the squash-down, (40) can
only happen if z ∈ G(V0), and so ` ≤ k − 1. But then (40) implies
that z ∈ G(Σ0), where Σ0 is a translator corresponding to z0. By the
inductive hypothesis we thus conclude that z ∈ rel intG(V0), which is
impossible.
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As in the end of the proof of Claim 4.9.1, using the fact that the
squash-down of Σz is a circumscribed cone, Σz is contained in a slab
of width pi, the structure of P and (39), we obtain that G(ΣV ) =
rel intG(V ).
Finally, the fact that z is in the Gauss image of some asymptotic
translator corresponding to zV follows as in Claim 4.9.1. We note here
that Σz can be a Grim hyperplane if k0 = n− 1, in which case z = zV
so (37) trivially holds. 
The proposition now follows by induction. 
5. Backwards asymptotics
The squash-downs of all of the examples constructed in §4 are cir-
cumscribed. We now show that this is necessary.
Theorem 5.1. Let {Mt}t∈(−∞, ω) be a convex ancient solution to mean
curvature flow in Rn+1 with supMt |II| <∞ for each t. If {Mt}t∈(−∞, ω)
lies in the slab (−pi
2
, pi
2
) × Rn and in no smaller slab, then its squash-
down Ω∗ circumscribes the unit sphere {0} × Sn−1.
So let {Mt}t∈(−∞, ω) be any convex ancient solution to mean curva-
ture flow in Rn+1 with supMt |II| <∞ for each t which sweeps-out the
slab (−pi
2
, pi
2
)× Rn.
Given A ∈ Ω∗ and t ∈ (−∞, ω), define the width wA(t) of Mt
above the point −tA by
wA(t) + |Ωt ∩ (−tA+ Re1)| ,
where Ωt is the convex body bounded by Mt, and denote by
M±t +
{
p ∈Mt : ±〈ν(p, t), e1〉 > 0
}
the component of Mt on which the normal ±ν is “upward pointing”.
Lemma 5.2. For every A ∈ rel int Ω∗,
lim
t→−∞
wA(t) = pi .
Proof. Fix A ∈ rel int Ω∗ and any ρ ∈ (0, ρA), where ρA + dist(A, ∂Ω∗).
Given R > 0 and h < 1, let Πh,R be the rotation about the e1-axis of
the scaled Angenent oval h−1A−h2R. For each t < 0, we may choose
R = R(t) so that Πh,R ∩ {x1 = 0} = Sn−1−ρt . Since h < 1 and ρ < ρA,
the hypersurface Πh,R − tA intersects both M+t and M−t for all t.
By (16), the mean curvature of Πh,R is given by
H = h
√
cos2 θ + a2h(−R) + cos θ
n− 1
y(θ,−R) ,
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where a2h(t) + (e2h
2t − 1)−1, θ is the turning angle of the cross-section,
and
y(θ, t) + −ht+ 1
h
log
(√
cos2 θ + a2h(t) + cos θ√
1 + a2h(t)
)
.
Translate Πh,R− tA downwards until it is tangent toM+t . At the point
p = p(t) of tangency, the normal z = z(t) to Mt is given by
(41) z = sin θe1 + cos θφ
and the mean curvature is bounded by
(42) H(p, t) ≤ h cos θ
(√
1 +
a2h(−R)
cos2 θ
+
n− 1
hy(θ,−R)
)
for some θ = θ(t) ∈ (0, pi
2
] and some φ = φ(t) ∈ e⊥1 . On the other hand,
the differential Harnack inequality and (6) imply that
(43) H(p, t) ≥ H∗(z) = σ∗(z) ≥ cos θ σ∗(φ) ≥ cos θ .
Combining (42) with (43) yields
ah(−R)
cos θ
+
n− 1
hy(θ,−R) ≥
1
h
− 1 > 0 .
Since
R = −ρ
h
t+O(1)
as t→ −∞, we conclude, as in (28), that
cos θ ≤ Cheh2t(44a)
y(θ,−R) ≤ Ch ,(44b)
where Ch is a constant which depends only on h.
Let q = q(t) be the point of intersection ofM+t and Re1. Since q lies
below the tangent hyperplane to Mt at p, we obtain
〈p− q, z〉 ≥ 0 ,
which, recalling (41), yields
〈p, e1〉 ≥ 〈q, e1〉 − 〈p, φ〉 cot θ
≥ 〈q, e1〉 − (−t|A|+ Ch) Che
h2t√
1− Cheh2t
−→
t→−∞
pi
2
.
Since 〈p, e1〉 ≤ 〈pA, e1〉, where pA = Mt ∩ (−tA + Re1), the result
follows. 
Lemma 5.3. If the halfspace {p ∈ Rn+1 : 〈p, z∗〉 ≤ h∗}, where z∗ ∈
{0} × Sn−1, supports Ω∗ at a regular point, p∗ ∈ ∂Ω∗, then h∗ = 1.
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Proof. By Proposition 2.1, it suffices to show that h∗ ≤ 1. Assume, to
the contrary, that h∗ > 1. Let Sρ∗(A∗), where A∗ + p∗ − ρ∗z∗, be the
largest sphere contained in Ω∗ which touches the boundary at p∗ and
consider, for any ρ < ρ∗, the sphere Sρ(A), where A + A∗ + ρ∗−ρ2 z∗.
Figure 3. If σ∗(z∗) > 1, then the tangent plane to Mt with
normal z∗ reaches−tA before the pancake centred at−tA contracts
to a point, violating the avoidance principle.
Given h ∈ (1, h∗) and R > 0, denote by Πh−R + h−1Π−h2R the time
−R slice of the scaled rotationally symmetric ancient pancake. Given
any t < 0, we may choose Rt so that Π
h
−Rt ∩ {x1 = 0} = Sn−1−ρt . Then,
by Lemma 5.2, Πh−Rt − tA lies to the inside of Mt for −t sufficiently
large.
On the other hand, if t′ is the time at which
σ(z∗, t′) = σ(z∗, t) + ρ∗t ,
then
−ρ∗t =
∫ t′
t
H(z∗, s)ds ≥ σ∗(z∗)(t′ − t) = h∗(t′ − t) .
That is, the tangent hyperplane toMt with normal z∗ moves a distance
at least −ρ∗t after time
T + −ρ∗
h∗
t .
Since, by (17), ΠhRt exists for time
−αh,Rt = −
ρ
h
t+ o(t) as t→ −∞
under mean curvature flow, if we choose
(45) ρ >
h
h∗
ρ∗,
THE ATOMIC STRUCTURE OF ANCIENT GRAIN BOUNDARIES 35
then, for −t sufficiently large, the evolution of the initial hypersurface
ΠhRt + tA has not yet contracted to a point after elapsed time T . Since
σ(z∗, t′) = −(h∗ − ρ∗)t+ o(t) as t→ −∞ ,
this violates the avoidance principle. 
Theorem 5.1 follows, since every convex body is the intersection of
its tangent half-spaces at regular points.
Corollary 5.4. Let Σ be a convex translator which lies in a slab region
in Rn+1.
(1) If Σ sweeps out the slab (−pi
2
, pi
2
)× Rn, then
G(Σ) ∩ ({0} × Rn) ⊂ {z ∈ {0} × Sn−1 : 〈z,~v〉 < 0} .
(2) If the squash-down of Σ splits off a line, then Σ splits off the
same line.
(3) infz∈G(Σ) 〈z,~v〉 is attained.
Proof. Recalling Proposition 2.2, the claims follow readily from Theo-
rem 5.1. 
Next, we study the asymptotic translators. We need to control the
Gauss image in the noncompact case.
Proposition 5.5. Let {Mt}t∈(−∞, ω) be a maximal convex ancient so-
lution to mean curvature flow which lies in (−pi
2
, pi
2
) × Rn and in no
smaller slab and satisfies supMt |II| <∞ for each t. If its squash-down
Ω∗ is unbounded but nondegenerate, then {Mt}t∈(−∞, ω) is eternal and
its Gauss image is constant. If Ω∗ is degenerate, then there exists
t0 > −∞ such that G(Mt) is constant for t < t0.
Proof. We may assume, without loss of generality, that Mt is locally
uniformly convex for each t.
We first show that the Gauss image is constant. Since G(Mt) is
nondecreasing, it suffices to show that G(Mt) ⊂ G(Ω∗) for each t
(sufficiently early in the degenerate case). Choose a sequence of times
tj → −∞ and consider, for each j ∈ N and r > 0, the set
P jr +
⋂
z∈Fj
{
p ∈ {0} × Rn : 〈p, z〉 < −tj − r
}
,
where Fj is the set of outward unit normals to supporting hyperplanes
for Ωtj . Note that G(P
j
r ) = G(Mtj) for all r > 0. By Lemma 5.2,
for every h > 1 we can find j ∈ N such that, for each r > −(h − 1)tj
and p ∈ P jr , the translated time tr,h slice of the rescaled rotationally
symmetric ancient pancake, h−1Πh2tr,h − p, lies to the inside of Mtj ,
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where tr,h is the time at which h
−1Πh2tr,h has horizontal displacement
r + (h− 1)tj. The avoidance principle then implies that
P jr ⊂ Ωtj−tr,h .
In the non-degenerate case, the claim follows since for each t > tj we
can find r sufficiently large that tj − tr,h ≥ t, and hence
G(Mt) ⊂ G(P jr ) = G(Mtj) .
If Ω∗ is degenerate, then we can certainly not take r as large as we
want, since for r > −tj we have P jr = ∅. In this case, however, we
can consider tj = −j, h ∈ (1, 2) and applying the above argument for
any t ∈ (0, 1] we obtain that, for j large enough G(Mtj−1) ⊂ G(Mtj),
which along with the monotonicity of G(Mt) yields that the Gauss
image of Mt is constant for all t early enough.
We now show that ω = ∞ when Ω∗ is non-degenerate. Given any
time T < ω and any “height” L > 0, we may “double”MT at height L
as in Lemma 3.2 to obtain a compact solution {MT,Lt }t∈[T, ωT,L). Since
Ω∗ is nondegenerate and the Gauss image of Mt is constant, we de-
duce (using arbitrarily large rotationally symmetric pancakes as inner
barriers as in Lemma 3.2) that ωT,L → ∞ as L → ∞. Taking a limit
along an appropriate sequence of heights Lj →∞, we obtain an eternal
solution {MTt }t∈(−∞,∞) such that MTt =Mt for each t ≤ T . Taking a
limit along an appropriate sequence of times Tj → ω yields an eternal
solution {M∞t }t∈(−∞,∞) such that M∞t =Mt for each t ≤ ω. Since ω
is maximal, we conclude that ω =∞. 
We can now obtain the desired structure result for the backward
asymptotic translators.
Proposition 5.6. Let {Mt}t∈(−∞, ω) be a convex ancient solution to
mean curvature flow with supMt |II| < ∞ for each t which lies in
(−pi
2
, pi
2
) × Rn and in no smaller slab. Consider a region W ⊂ Rn+1
such that Ω∗ ∩W is bounded, where Ω∗ ⊂ {0}×Rn is the squash-down
of {Mt}t∈(−∞, ω). Given a sequence of times ti → −∞ and a sequence
of points pi ∈Mti∩W , consider the sequence of flows {Mis}s∈(−∞, ω−ti)
defined by Mis + Mti+s − pi. After passing to a subsequence, these
flows converge locally uniformly in the smooth topology to a translating
solution which satisfies
H(z, t) = σ∗(z) ,
where z = limi→∞ ν(pi, ti).
Remark 5.7. We remark that W is allowed to have any Hausdorff
dimension and also it could be the whole Rn in case Ω∗ is compact.
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Proof of Proposition 5.6. By the definition of the squash-down, for any
δ > 0, there exists tδ such that for all t < tδ
(46) Mt ∩W ⊂ (−pi/2, pi/2)× ((1 + δ)(−t)Ω∗ ∩W ) .
Moreover, by Proposition 5.5, G(Mt) = G∗ for all t < tδ. Take a
sequence ti → −∞ and consider points
pi ∈Mti ∩W .
For these points we have
pi = −tiai`i + bie1 , where `i ∈ ∂Ω∗ , ai ∈ [0, 1 + δi) , bi ∈ (−pi/2, pi/2) ,
with δi → 0 by (46) and denote their normals by
zi = cosφiwi + sinφie1 ,
where φi ∈ [−pi/2, pi/2] and wi ∈ G(Mti) ∩ {z : z · e1 = 0} when
φi 6= ±pi/2. After passing to a subsequence we can arrange that zi
converges to some normal z with
z = cosφ∞w∞ + sinφ∞e1 ,
where
φi → φ∞ ∈ [−pi/2, pi/2] .
In case φ∞ 6= ±pi2 , w∞ is a unit normal to ∂Ω∗ at a point in W and
wi → w∞ .
For the support function, we have
σ(zi, ti) = 〈pi, zi〉 = − tiai〈`i, wi〉 cosφi + bi sinφi
≤ − tiaiσ∗(wi) cosφi + bi sinφi .(47)
Note also that, since the Gauss image of Mt is constant for t small
enough, σ∗(wi) < ∞. For tj > ti, the evolution equation (1) and the
Harnack inequality (3) yield
σ(zi, tj)− σ(zi, ti) < −H(zi, ti)(tj − ti)
and hence
lim
i→∞
H(zi, ti) ≤ lim
i→∞
σ(zi, ti)
−ti .
Using (47), this implies that if cosφ∞ = 0, then limiH(zi, ti) = 0 and
if cosφ∞ 6= 0 then
lim
i→∞
H(zi, ti) ≤ lim
i→∞
aiσ∗(wi) cosφi ≤ cosφ∞σ∗(w∞) .
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On the other hand, for the latter case and for all i, by the Harnack
inequality, we know that H(zi, ti) ≥ σ∗(zi) = cosφiσ∗(wi) and taking
limits
lim
i→∞
H(zi, ti) ≥ cosφ∞σ∗(w∞) .
Thus,
(48) lim
i→∞
H(zi, ti) =
{
cosφ∞σ∗(w∞) if cosφ∞ 6= 0
0 if cosφ∞ = 0.
After passing to a subsequence, we obtain a limit flow {M∞s }s∈(−∞,∞)
defined by
M∞s = lim
i→∞
(Mti+s − pi) .
Since pi ∈Mti and zi → z we find that z ∈ G(M∞0 ) and so z ∈ G(M∞s )
for all |s| small enough. There exist thus psi ∈ Ms+ti with normals
zsi → z such that X(zsi , ti + s)− pi converges, as i→∞, to a point in
M∞s whose normal is z. Arguing as above, replacing ti with ti + s and
zi with z
s
i (and since supi |psi − pi| < ∞) we find that (48) holds with
these replacements and hence, for all |s| small,
(49) lim
i→∞
H(zsi , ti + s)=
{
cosφ∞σ∗(w∞) if cosφ∞ 6= 0
0 if cosφ∞ = 0.
We conclude that {M∞s }s∈(−∞,∞) is a translating solution that satisfies
H(z, s) = σ∗(z) . 
6. Forwards asymptotics
Recall that the “exscribed” body P−1 corresponding to a circum-
scribed convex body P in Rn is defined by
P−1 +
⋂
z∈F
{p ∈ Rn : 〈p, z〉 ≤ −1} ,
where F is the set of unit outward normals to supporting halfspaces
of P which support Sn−1. We will show that the forward squash-down
of a general eternal example is the exscribed body of its (backward)
squash-down.
Theorem 6.1. Let {Mt}t∈(−∞,∞), Mt = ∂Ωt, be a convex eternal
solution with supMt |II| < ∞ for each t. If {Mt}t∈(−∞,∞) lies in a
stationary slab region, then
Ω∗ = (Ω∗)−1 .
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Figure 4. The backward and forward squash-downs Ω∗
and Ω∗, respectively, of an eternal solution {M}t∈(−∞,∞).
Proof. Since σ is concave in t,
σ(z, t)− σ(z, s)
t− s ≤ ∂tσ(z, t) = −H(z, t) ≤ −H∗(z) = −σ∗(z)
for all z and all t < s. Theorem 5.1 then implies that
(50) σ∗(z) ≤ −1
for each z. In particular, if Ω∗ is degenerate, then we obtain
Ω∗ = ∅ = (Ω∗)−1 .
So we may assume that Ω∗ is nondegenerate.
Given R > 0 and r > 0, set
PRr +
⋂
z∈F∗
{p ∈ {0} × Rn : 〈p, z〉 < R− r} ,
where F∗ is the set of outward unit normals to supporting hyperplanes
for Ω∗. By Lemma 5.2, for every h > 1 we can find R > 0 such that,
for each r > (h− 1)R and p ∈ PRr , the translated time tr,h slice of the
rescaled rotationally symmetric ancient pancake, h−1Πh2tr,h − p, lies
to the inside of M−R, where tr,h is the time at which h−1Πh2tr,h has
horizontal displacement r − (h − 1)R. The avoidance principle then
implies that
PRr ⊂ Ω−R−tr,h .
Since tr,h = − rh + o(r) as r →∞, we find that
P−1 = lim
r→∞
1
r
PRr ⊂ lim
r→∞
1
r
Ω−R−tr,h =
1
h
Ω∗ .
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Since h > 1 was arbitrary, we conclude that
(51) P−1 ⊂ Ω∗ .
Together, (50) and (51) imply the claim. 
Corollary 6.2. Let {Mt}t∈(−∞, ω) be a convex ancient solution to mean
curvature flow with supMt |II| < ∞ for each t which lies in a slab. If
the squash-down of {Mt}t∈(−∞, ω) is a cone, then {Mt}t∈(−∞, ω) is a
translator.
Proof. See the proof of Theorem 4.2. 
Recalling Corollary 5.4 (2) we obtain a useful uniqueness statement
for the Grim hyperplane.
Corollary 6.3 (Grim uniqueness). Let {Mt}t∈(−∞, ω) be a convex an-
cient solution to mean curvature flow with supMt |II| < ∞ for each t
which lies in a slab. If the squash-down of {Mt}t∈(−∞, ω) is a half-space,
then {Mt}t∈(−∞,∞) is a Grim hyperplane.
Remark 6.4. A similar argument shows that the flying wing transla-
tors constructed in [16] are uniquely determined (amongst rotationally
symmetric examples when n ≥ 3) by their squash-downs, since they are
uniquely determined by their asymptotic translators [44]. It remains an
open question in general whether or not convex translators in slabs are
uniquely determined by their asymptotic translators (the argument of
[44] is inherently two-dimensional).
We now obtain a useful structure result for the forward asymptotic
translators (cf. Proposition 5.6).
Proposition 6.5. Let {Mt}t∈(−∞,∞) be a convex eternal solution to
mean curvature flow in Rn+1 with supMt |II| < ∞ for each t and such
that it sweeps-out the slab (−pi
2
, pi
2
) × Rn. Given a sequence ti → +∞
and pi ∈ Mti consider the sequence of flows Mis =Mti+s − pi. Then,
after passing to a subsequence, these flows converge to a translating
solution which satisfies
H(z, t) = σ∗(z) ,
where z = lim zi and zi is the outward unit normal to Mti at pi.
Proof. Recall that for the squash-down and squash-forward, by Theo-
rems 6.1 and 5.5, we have that Ω∗ = (Ω∗)−1 and G(Ω∗) = G(Ω∗) =
G(Mt) fof all t ∈ (−∞,∞). The proof proceeds similarly to that of
Proposition 5.6.
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Consider a sequence of times ti → +∞, points pi ∈Mti and denote
their normals by
zi = cosφiwi + sinφie1 .
where φi ∈ (−pi/2, pi/2) and wi ∈ G(Mti) ∩ {z : z · e1 = 0}. After
passing to a subsequence we can assume that
zi → z = cosφ∞w∞ + sinφ∞e1 ,
where φi → φ∞ ∈ [−pi/2, pi/2], and wi → w∞ ∈ G(Ω∗) when φ∞ 6=
±pi/2. Recall that by (5), for all z ∈ G∗, σ(z,t)−t is increasing and
lim
t→∞
H(z, t) = H∗(z) = −σ∗(z) = lim
t→∞
−σ(z, t)
t
.
Along with the Harnack inequality we thus have
lim
i→∞
H(zi, ti) ≤ lim
i→∞
H∗(zi) = − lim
i→∞
σ∗(zi) = −σ∗(z) .
This implies that if cosφ∞ = 0, then limi→∞H(zi, ti) = 0, so we con-
sider the case cosφ∞ 6= 0. For ti > tj, the evolution equation (1) and
the Harnack inequality (3) yield
σ(zi, ti)− σ(zi, tj) ≥ −H(zi, ti)(ti − tj)
and hence
H(zi, ti)(ti − tj) ≥ σ(zi, tj)− σ(zi, ti)
which yields
lim
i→∞
H(zi, ti) ≥ lim
i→∞
−σ(zi, ti)
ti
Now if z ∈ G∗, then w∞ ∈ G(∂Ω∗)\∂G(∂Ω∗) and, by convexity, we have
that pi
ti
converges to a point on ∂Ω∗ whose normal is w∞. Indeed, let
qi ∈Mti be such that qiti converges to a point on ∂Ω∗ whose normal is
w∞. By convexity, 〈qi,−zi〉 ≥ 〈pi,−zi〉 and thus 〈piti ,−zi〉 is uniformly
bounded. By definition of the squash-down we obtain that pi
ti
converges.
That yields
lim
i→∞
σ(zi, ti)
ti
= lim
i→∞
cosφi
〈
pi
ti
, wi
〉
= cosφ∞σ∗(w∞)
If z /∈ G∗, then w∞ ∈ ∂G(∂Ω∗) and
lim
i→∞
H(zi, ti) ≥ lim
i→∞
σ∗(zi) = σ∗(z) = −σ∗(z) = − cosφ∞σ∗(w∞) .
We have proven that
(52) lim
i→∞
H(zi, ti) =
{
cosφ∞σ∗(w∞) if cosφ∞ 6= 0
0 if cosφ∞ = 0.
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After passing to a subsequence, we obtain a limit flow {M∞s }s∈(−∞,∞)
defined by
M∞s = lim
i→∞
(Mti+s − pi) .
Since pi ∈Mti and zi → z we find that z ∈ G(M∞0 ) and so z ∈ G(M∞s )
for all |s| sufficiently small. There exist thus psi ∈Ms+ti with normals
zsi → z such that X(zsi , ti + s)− pi converges, as i→∞, to a point in
M∞s whose normal is z. Arguing as above, replacing ti with ti + s and
zi with z
s
i (and since supi |psi − pi| < ∞) we find that (52) holds with
these replacements and hence
(53) lim
i→∞
H(zsi , ti + s) =
{
cosφ∞σ∗(w∞) if cosφ∞ 6= 0
0 if cosφ∞ = 0.
Therefore {M∞s }s∈(−∞,∞) is a translating solution that satisfies
H(z, s) = σ∗(z) . 
7. Nontranslating eternal solutions
Given a circumscribed cone C with vertex v, consider the circum-
scribed polytope P obtained by truncating the vertex:
P + C ∩ {p ∈ {0} × Rn : 〈p, vˆ〉 ≤ 1},
where vˆ + v/|v|. We will construct an eternal solution to mean cur-
vature flow with squash-down P . By Theorem 6.1, its forward squash-
down is P−1 = C. Thus, by Propositions 5.6 and 6.5, these solutions
look like a family of translators which emerge at t = −∞ and coa-
lesce into a single translator at t = +∞, preserving their total exterior
dihedral angles.
Theorem 7.1. For each regular circumscribed cone C ∈ Pn∗ there exists
an eternal solution {Mt}t∈(−∞,∞) to mean curvature flow which sweeps
out (−pi
2
, pi
2
)×Rn, is reflection symmetric across the hyperplane {0} ×
Rn, and whose squash-down is
P + C ∩ {p ∈ {0} × Rn : 〈p, vˆC〉 ≤ 1},
where vˆC + vC/|vC |, vC denoting the vertex of C.
Before proving Theorem 7.1, we record an important corollary.
Corollary 7.2. [73, Conjecture 1] is false: there exist convex eternal
solutions to mean curvature flow that do not evolve by translation.
Proof. By Proposition 2.2, the solutions constructed in Theorem 7.1
do not evolve by translation (except when |v| = 1). 
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Given R > 0, let {MRt }t∈[0,∞) be the old-but-not-ancient solution
corresponding to P constructed in Lemma 3.2. By Lemma 3.7, the
forward squash-down of {MRt }t∈[0,∞) is P−1. So, by (5), the mean
curvature H(vˆ, t) increases from 1 at time t = 0 to |v| as t → ∞.
Given ε ∈ (0, |v| − 1), define
tε,R + inf
{
t ∈ [0,∞) : H(vˆ, t) ≥ 1 + ε for all t ∈ [tε,R,∞)
}
.
Lemma 7.3. For every ε ∈ (0, |v| − 1),
lim sup
R→∞
tε,R =∞.
Proof. Suppose, to the contrary, that
Tε + lim sup
R→∞
tε,R <∞ .
On the one hand, since, by (24), H(vˆ, s) ≥ 1 for s ∈ (0, tε,R), integrating
(1) between 0 and t ∈ (tε,R,∞) yields
σR(vˆ, t) = σR(vˆ, 0)−
∫ t
0
H(z, s) ds
= R−
∫ tε,R
0
H(z, s) ds−
∫ t
tε,R
H(z, s) ds
≤ R− tε,R − (1 + ε)(t− tε,R)
= R + εtε,R − (1 + ε)t .(54)
On the other hand, by (15a) and (15b) (see [15, Lemma 2.2]), the ro-
tated time log 2−R slice Alog 2−R of the Angenent oval lies to the inside
ofMR0 , and thus provides an upper bound for σR(vˆ, t). Indeed, denote
by `R(t) the horizontal displacement of {ΠRt }t∈[0,TR), the evolution by
mean curvature of the rotation of Alog 2−R. By estimates obtained in
[15, pp. 31-32], there exists C <∞ such that
`R(t) ≥ TR − t+ (n− 1) log(TR − t)− C
for all t < TR − 1, and
TR ≥ R− (n− 1) log TR − C
for R sufficiently large, and hence
σR(vˆ, t) ≥ `R(t)
≥ TR − t+ (n− 1) log(TR − t)− C
≥ R− t+ (n− 1) log
(
TR − t
TR
)
− 2C
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for all t ∈ (tε,R, TR − 1) for R sufficiently large. Recalling (54), we
conclude that
εtε,R ≥ εt+ (n− 1) log
(
TR − t
TR
)
− 2C
for all t ∈ (Tε, TR− 1) for R sufficiently large. Setting t + Tε + 2Cε + 10
and taking R→∞, we arrive at a contradiction. 
After space-time translating so that XR(vˆC , 0) = 0 and HR(vˆC , 0) =
1+ε, Lemma 7.3 implies that an eternal solution is obtained in the limit
R → ∞. Since H(vˆC , 0) = 1 + ε > 0 on the limit, the width estimate
(Lemma 3.6) ensures that it cannot be a Grim hyperplane. The nice
structure of P will then allow us to show that the squash-down of the
limit is P .
Proof of Theorem 7.1. Fix ε ∈ (0, |vC | − 1). Given R > 0, consider the
old-but-not-ancient solution {MRt }(−tε,R,∞) obtained by translating the
old-but-not-ancient solution of Lemma 3.2 corresponding to P in space
and time so that −tε,R is the initial time and X(vˆC , 0) = 0. Since, by
Lemma 7.3, lim supR→∞ tε,R = ∞, the argument of Theorems 4.1 and
4.2 yields a sequence of scales Rj →∞ such that the sequence of flows
{MRjt }t∈(tε,Rj ,∞) converges locally uniformly in the smooth topology
to a family {Mt}t∈(−∞,∞) of smooth, convex hypersurfaces Mt which
sweep-out the slab (−pi
2
, pi
2
)× Rn and evolve by mean curvature flow.
By Theorem 5.1, the squash-down Ω∗ of {Mt}t∈(−∞,∞) circumscribes
{0} × Sn−1. Since, by construction,
(55) H(vˆC , 0) = 1 + ε > 1 ,
it follows that {Mt}t∈(−∞,∞) is not a Grim hyperplane. In particular,
by Corollary 6.3, there exists z0 ∈ G∗ \ {vˆC} for which σ∗(z0) = 1.
By (25), given any vertex v of P , each of the old-but-not ancient
solutions {MRt }t∈[−tε,R,∞) satisfies
〈z0, v〉 ≤ σR(z0, t)−t
for all R and all t ∈ (−tε,R, 0). Thus,
〈z0, v〉 ≤ 1
for all vertices v ∈ F 0P of P . It follows that z0 = zf is normal to some
facet f ∈ F n−1P . Since z0 6= vˆC , f must be a truncated facet of C.
Since {Mt}t∈(−∞,∞) inherits the symmetries of P , we conclude that
every facet of C lies in a supporting halfspace for Ω∗. Since σ∗(vˆ) < |v|,
Ω∗ circumscribes {0}×Sn−1 and every facet of Ω∗ with normal not equal
to vˆ comes from a facet of C, we conclude that Ω∗ = P . 
THE ATOMIC STRUCTURE OF ANCIENT GRAIN BOUNDARIES 45
8. Reflection symmetry
Finally, we exploit Theorems 5.1 and 6.1 and Propositions 5.6 and
6.5 to prove that convex ancient solutions in slabs in R3 are symmetric
under reflection across the mid-hyperplane.
Theorem 8.1. Let {Mt}t∈(−∞, ω) be a convex ancient solution to mean
curvature flow in R3 with supMt |II| < ∞ for each t which lies in the
slab (−pi
2
, pi
2
) × R2 and in no smaller slab. If the squash-down Ω∗ of
{Mt}t∈(−∞, ω) is nondegenerate, thenMt is symmetric under reflection
across {0} × R2 for each t ∈ (−∞, ω).
The proof proceeds by Alexandrov reflection. It is complicated by
the lack of compactness (even when the timeslices are compact, since
the time interval of existence is infinite). To deal with this, we exploit
Theorem 5.1 using a parabolic version of the “tilted hyperplane” argu-
ment introduced by Korevaar, Kusner and Solomon in the context of
constant mean curvature surfaces [50].
Proof of Theorem 8.1. Let Ω∗ be the squash-down of the solution, which
we know is a circumscribed convex body. Set Z = Ω∗∩S1 and consider
points zi ∈ S1, i = 1, 2, 3, as follows:
(i) In the compact case, we take three points {z1, z2, z3} ∈ Z placed
clockwise on S1 so that the smaller angle between any two of
them is less than pi.
(ii) In the noncompact case, we take {z1, z2} ∈ Z so that Z is
contained in the clockwise arc of S1 between z1 and z2. The
third point z3 ∈ S1 is selected (in the clockwise arc between z2
and z1) so that the halfline ` = {ρz3 : ρ ≥ 0} is contained in
Ω∗. Note that the smaller angle between any two of these three
points is less than pi.
Let pii be the halfplane spanned by zi and the x-axis, for i = 1, 2, 3,
and Wi be the convex region of R3 bounded by pii and pii+1, for i = 1, 2,
and by pi3 and pi1 for i = 3. We then have the following.
Claim 8.1.1. For any δ > 0, there exists tδ such that
(56) |α(p, s)| < δ for all p ∈ ∂Wi , s ∈ (−∞, tδ) , and i = 1, 2, 3 ,
where α(p, t) = 1
2
(h+ + h−) is defined as in (19) with respect to the
mid-hyperplane pi = {x1 = 0}.
Proof of Claim 8.1.1. We first prove (56) on pii in case pii∩Ω∗ is bounded.
Suppose to the contrary that there are tj → −∞ and pj ∈ pii such that
(57) α(pj, tj) ≥ δ ,
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the case α(pj, tj) ≤ −δ being treated similarly. By convexity, there
exists a point qj ∈ Mtj ∩ pii, such that the normal νj to Mtj at qj
satisfies 〈νj, e1〉 = 0. After passing to a subsequence, and by definition
of the squash-down, we have that
νj → zi .
By Proposition 5.6, after passing to a further subsequence, the sequence
of flows {Mjt}t∈(−∞, ω−tj) defined by
Mjs =Ms+tj − qj ,
converges to a translator that satisfies H(zi, s) = σ∗(zi) = 1 and thus
is a Grim plane that lives in a slab of width pi. Since this is reflection
symmetric with respect to pi and the solution is convex, we obtain a
contradiction to (57).
When pi3 ∩Ω∗ is unbounded, (56) follows by convexity and noncom-
pactness (in particular ν · e1 6= 0) along with the fact that the width of
Mt at the origin converges to pi as t → −∞ (with the width defined
as in the beginning of Section 5). 
Next we show that the estimate of Claim 8.1.1 can be extended in
the interior of the convex regions Wi.
Claim 8.1.2.
(58) |α(p, s)| < δ for all p ∈ Wi , s ∈ (−∞, tδ) , and i = 1, 2, 3 .
Proof. Let vi = zi + zi+1 for i = 1, 2 and v3 = z3 + z1. Given ε > 0,
define the “tilted” hyperplane
piiε = pi + {r(vi + εe1) : r > 0} for any i = 1, 2, 3 .
The plane piiε separates R3 into two halfspaces, P+ε containing the posi-
tive x-axis, and P−ε containing the negative one. Since Wi∩[−pi2 , pi2 ]∩P+ε
is compact and, in any compact region, Mt converges to the two par-
allel hyperplanes, {x1 = ±pi/2}, as t→ −∞, we obtain, for any δ > 0,
a time tε,δ such that
sup
p∈Wi,s∈(−∞,tε,δ)
αε(p, s) < δ ,
where αε(p, t) =
1
2
(h+ + h−) as in (19) with respect to piiε. Now the
maximum principle and Claim 8.1.1 (which is true with α replaced by
αε) imply that
sup
p∈Wi,s∈(−∞,tδ)
αε(p, s) < δ .
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Note that tδ depends on δ but not on ε > 0 and thus, letting ε→ 0,
sup
p∈Wi,s∈(−∞,tδ)
α(p, s) < δ .
Repeating the argument with a negative tilt yields the claim. 
Note that Claim 8.1.2 implies that
|α(p, s)| < δ for all s ∈ (−∞, tδ) .
If the solution is compact, the maximum principle implies that we can
extend this estimate up to the final time ω and letting δ → 0 we obtain
the result.
For noncompact solutions we cannot obtain the result from the max-
imum principle, as the “first point of contact” might be occuring “at
infinity”. More precisely, we need to exclude the following phenome-
non: There exists a sequence tj →∞ and points pj ∈Mtj such that
(59) |a(pj, tj)| > δ for all j .
Let q±j ∈Mtj be such that q±j = pj + h±(pj, tj). Let z±j be the normals
to Mtj at the points q±j . By the maximum principle, we can assume
that, after passing to a subsequence
z±j → z± ∈ G(Ω∗) \G∗ .
We will use Proposition 6.5 to obtain a contradiction to (59). Let
z+j = cosφjwj+sinφje1, for wj ∈ G∗ and φj ∈ (−pi/2, pi/2) and assume
first that z+ 6= e1, so that wj → w∞ ∈ G(Ω∗) \ G∗. Let qj ∈ Mtj be
such that X(wj, tj) = qj. By Proposition 6.5, after passing to a further
subsequence, the sequence of flows {Mjt}t∈(−∞,∞) defined by
Mjt =Mt+tj − qj
converge to a translator that satisfies H(w∞, t) = σ∗(w∞) = 1 and thus
is a Grim plane that lives in a slab of width pi. Since this is reflection
symmetric with respect to pi and by convexity (which in particuar takes
care of the case z+ = e1), we obtain a contradiction to (59). 
References
[1] Humanistic texts. http://www.humanistictexts.org/democritus.htm. Ac-
cessed: 2020-03-24.
[2] Andrews, B. Harnack inequalities for evolving hypersurfaces. Math. Z. 217,
2 (1994), 179–197.
[3] Andrews, B. Noncollapsing in mean-convex mean curvature flow. Geom.
Topol. 16, 3 (2012), 1413–1418.
[4] Andrews, B., Langford, M., and McCoy, J. Non-collapsing in fully non-
linear curvature flows. Ann. Inst. H. Poincare´ Anal. Non Line´aire 30, 1 (2013),
23–32.
48 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
[5] Angenent, S. Formal asymptotic expansions for symmetric ancient
ovals in mean curvature flow. Preprint, http://www.math.wisc.edu/ an-
genent/preprints/matano60.pdf.
[6] Angenent, S., Brendle, S., Daskalopoulos, P., and Sesum, N. Unique
asymptotics of compact ancient solutions to three-dimensional Ricci flow.
arXiv:1911.00091.
[7] Angenent, S., Daskalopoulos, P., and Sesum, N. Unique asymptotics of
ancient convex mean curvature flow solutions. Preprint, arXiv:1503.01178v3.
[8] Angenent, S., Daskalopoulos, P., and Sesum, N. Uniqueness of
two-convex closed ancient solutions to the mean curvature flow. Preprint,
arXiv:1804.07230.
[9] Angenent, S. B. Shrinking doughnuts. In Nonlinear diffusion equations and
their equilibrium states, 3. Proceedings from the third conference, held Au-
gust 20-29, 1989 in Gregynog, Wales, United Kingdom. Boston, MA etc.:
Birkha¨user, 1992, pp. 21–38.
[10] Angenent, S. B., and You, Q. Ancient solutions to curve shortening with
finite total curvature. arXiv:1803.01399, 2018.
[11] Bakas, I., and Sourdis, C. Dirichlet sigma models and mean curvature
flow. Journal of High Energy Physics 2007, 06 (2007), 057.
[12] Bamler, R., and Kleiner, B. On the rotational symmetry of 3-dimensional
κ-solutions. arXiv:1904.05388.
[13] Bourni, T., and Langford, M. Type-II singularities of two-convex im-
mersed mean curvature flow. Geom. Flows 2 (2017), 1–17.
[14] Bourni, T., Langford, M., and Mramor, A. On the construction of
closed nonconvex nonsoliton ancient mean curvature flows. To appear in Int.
Math. Res. Not.
[15] Bourni, T., Langford, M., and Tinaglia, G. Collapsing ancient solutions
of mean curvature flow. To appear in J. Differential Geom. Preprint available
at arXiv:1705.06981.
[16] Bourni, T., Langford, M., and Tinaglia, G. On the existence of trans-
lating solutions of mean curvature flow in slab regions. To appear in Analysis
& PDE. Preprint available at arXiv:1805.05173.
[17] Bourni, T., Langford, M., and Tinaglia, G. Convex ancient solutions to
curve shortening flow. To appear in Calc. Var. Partial Differential Equations.
Preprint available at arXiv:1903.02022, 2019.
[18] Bourni, T., Langford, M., and Tinaglia, G. Convex ancient solutions
to mean curvature flow. arXiv:1907.03932, 2019.
[19] Brakke, K. A. The motion of a surface by its mean curvature, vol. 20 of
Mathematical Notes. Princeton University Press, Princeton, N.J., 1978.
[20] Brendle, S. Rotational symmetry of Ricci solitons in higher dimensions. J.
Differential Geom. 97, 2 (2014), 191–214.
[21] Brendle, S., and Choi, K. Uniqueness of convex ancient solutions to mean
curvature flow in R3. arXiv:1711.00823, 2017.
[22] Brendle, S., and Choi, K. Uniqueness of convex ancient solutions to mean
curvature flow in higher dimensions. arXiv:1804.00018, 2018.
[23] Brendle, S., Huisken, G., and Sinestrari, C. Ancient solutions to the
Ricci flow with pinched curvature. Duke Math. J. 158, 3 (2011), 537–551.
THE ATOMIC STRUCTURE OF ANCIENT GRAIN BOUNDARIES 49
[24] Bryan, P., and Ivaki, M. Harnack estimate for mean curvature flow on the
sphere. arXiv:1508.02821v4, 2015.
[25] Bryan, P., Ivaki, M. N., and Scheuer, J. On the classification of ancient
solutions to curvature flows on the sphere. Preprint, arXiv:1604.01694.
[26] Bryan, P., and Louie, J. Classification of convex ancient solutions to curve
shortening flow on the sphere. J. Geom. Anal. 26, 2 (2016), 858–872.
[27] Bryant, R. Ricci flow solitons in dimension three with SO(3)-symmetries.
available at www.math.duke.edu/ Bryant/3DRotSymRicciSolitons.pdf.
[28] Chini, F., and Moller, N. M. Ancient mean curvature flows and their
spacetime tracks. arXiv:1901.05481, 2019.
[29] Chini, F., and Moller, N. M. Bi-halfspace and convex hull theorems for
translating solitons. arXiv:1809.01069, 2019.
[30] Choi, K., and Mantoulidis, C. Ancient gradient flows of elliptic functionals
and Morse index. Preprint available at arXiv:1902.07697.
[31] Daskalopoulos, P., Hamilton, R., and Sesum, N. Classification of com-
pact ancient solutions to the curve shortening flow. J. Differential Geom. 84,
3 (2010), 455–464.
[32] Daskalopoulos, P., Hamilton, R., and Sesum, N. Classification of an-
cient compact solutions to the Ricci flow on surfaces. J. Differential Geom. 91,
2 (2012), 171–214.
[33] Ecker, K., and Huisken, G. Interior estimates for hypersurfaces moving by
mean curvature. Invent. Math. 105, 3 (1991), 547–569.
[34] Fateev, V. A., Onofri, E., and Zamolodchikov, A. B. Integrable defor-
mations of the O(3) sigma model. The sausage model. Nuclear Phys. B, 406
(1993), 521565.
[35] Gru¨nbaum, B. Convex polytopes, second ed., vol. 221 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 2003. Prepared and with a preface
by Volker Kaibel, Victor Klee and Gu¨nter M. Ziegler.
[36] Hamilton, R. S. Three-manifolds with positive Ricci curvature. J. Differen-
tial Geom. 17, 2 (1982), 255–306.
[37] Hamilton, R. S. The Harnack estimate for the Ricci flow. J. Differential
Geom. 37, 1 (1993), 225–243.
[38] Hamilton, R. S. Convex hypersurfaces with pinched second fundamental
form. Comm. Anal. Geom. 2, 1 (1994), 167–172.
[39] Hamilton, R. S. Harnack estimate for the mean curvature flow. J. Differential
Geom. 41, 1 (1995), 215–226.
[40] Haslhofer, R. Uniqueness of the bowl soliton. Geom. Topol. 19, 4 (2015),
2393–2406.
[41] Haslhofer, R., and Hershkovits, O. Ancient solutions of the mean cur-
vature flow. Commun. Anal. Geom. 24, 3 (2016), 593–604.
[42] Haslhofer, R., and Kleiner, B. Mean curvature flow of mean convex
hypersurfaces. Comm. Pure Appl. Math. 70, 3 (2017), 511–546.
[43] Haslhofer, R., and Kleiner, B. Mean curvature flow with surgery. Duke
Math. J. 166, 9 (2017), 1591–1626.
[44] Hoffman, D., Ilmanen, T., Martin, F., and White, B. Graphical trans-
lators for mean curvature flow. Preprint, arXiv:1805.10860.
[45] Huisken, G. Flow by mean curvature of convex surfaces into spheres. J. Dif-
ferential Geom. 20, 1 (1984), 237–266.
50 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
[46] Huisken, G., and Sinestrari, C. Convexity estimates for mean curvature
flow and singularities of mean convex surfaces. Acta Math. 183, 1 (1999), 45–
70.
[47] Huisken, G., and Sinestrari, C. Mean curvature flow singularities for mean
convex surfaces. Calc. Var. Partial Differential Equations 8, 1 (1999), 1–14.
[48] Huisken, G., and Sinestrari, C. Mean curvature flow with surgeries of
two-convex hypersurfaces. Invent. Math. 175, 1 (2009), 137–221.
[49] Huisken, G., and Sinestrari, C. Convex ancient solutions of the mean
curvature flow. J. Differential Geom. 101, 2 (2015), 267–287.
[50] Korevaar, N. J., Kusner, R., and Solomon, B. The structure of complete
embedded surfaces with constant mean curvature. J. Differential Geom. 30, 2
(1989), 465–503.
[51] Lambert, B., Lotay, J., and Schulze, F. Ancient solutions in Lagrangian
mean curvature flow. arxiv:1901.05383, 2019.
[52] Langford, M. A general pinching principle for mean curvature flow and
applications. Calculus of Variations and Partial Differential Equations 56, 4
(Jul 2017), 107.
[53] Langford, M., and Lynch, S. Sharp one-sided curvature estimates for fully
nonlinear curvature flows and applications to ancient solutions. To appear in
J. Reine Angew. Math.
[54] Lukyanov, S. L., Vitchev, E. S., and Zamolodchikov, A. B. Integrable
model of boundary interaction: the paperclip. Nuclear Phys. B 683, 3 (2004),
423–454.
[55] Lukyanov, S. L., and Zamolodchikov, A. B. Dual form of the paperclip
model. Nuclear Phys. B 744, 3 (2006), 295–311.
[56] Lynch, S., and Nguyen, H. Pinched ancient solutions to the high codimen-
sion mean curvature flow. arXiv:1709.09697, 2017.
[57] Ma, J. M. S. Ancient solutions to the curve shortening flow spanning the
halfplane. Preprint, arXiv:2003.03018.
[58] Mramor, A., and Payne, A. Ancient and eternal solutions to mean curva-
ture flow from minimal surfaces. Preprint, arXiv.org/abs/1904.08439.
[59] Mullins, W. W. Two-dimensional motion of idealized grain boundaries. J.
Appl. Phys. 27 (1956), 900–904.
[60] Naff, K. A canonical neighborhood theorem for the mean curvature flow in
higher codimension. arXiv:2004.08060, 2020.
[61] Nguyen, H. T. High codimension mean curvature flow with surgery.
arXiv:2004.07163, 2020.
[62] Ni, L. Ancient solutions to Ka¨hler-Ricci flow. Math. Res. Lett. 12, 5-6 (2005),
633–653.
[63] Ni, L. Closed type I ancient solutions to Ricci flow. In Recent advances in
geometric analysis, vol. 11 of Adv. Lect. Math. (ALM). Int. Press, Somerville,
MA, 2010, pp. 147–150.
[64] Perelmann, G. The entropy formula for the Ricci flow and its geometric
applications. arXiv:math/0211159, 2002.
[65] Risa, S., and Sinestrari, C. Ancient solutions of geometric flows with
curvature pinching. J. Geom. Anal. 29, 2 (2019), 1206–1232.
[66] Risa, S., and Sinestrari, C. Strong spherical rigidity of ancient solutions
of expansive curvature flows. arXiv:1907.12319v1, 2019.
THE ATOMIC STRUCTURE OF ANCIENT GRAIN BOUNDARIES 51
[67] Sheng, W., and Wang, X.-J. Singularity profile in the mean curvature flow.
Methods Appl. Anal. 16, 2 (2009), 139–155.
[68] Sonnanburg, K. A Liouville theorem for mean curvature flow.
arXiv:1711.02261v1, 2017.
[69] Spruck, J., and Xiao, L. Complete translating solitons to the mean curva-
ture flow in R3 with nonnegative mean curvature. Preprint, arXiv:1703.01003.
[70] von Neumann, J. In Metal Interfaces. American Society for Testing Materi-
als, Cleveland, 1952, p. 108.
[71] Wang, X.-J. Convex solutions to the mean curvature flow. Ann. of Math. (2)
173, 3 (2011), 1185–1239.
[72] White, B. The size of the singular set in mean curvature flow of mean-convex
sets. J. Amer. Math. Soc. 13, 3 (2000), 665–695 (electronic).
[73] White, B. The nature of singularities in mean curvature flow of mean-convex
sets. J. Amer. Math. Soc. 16, 1 (2003), 123–138 (electronic).
Department of Mathematics, University of Tennessee Knoxville,
Knoxville TN, 37996-1320
E-mail address: tbourni@utk.edu, mlangford@utk.edu
School of Mathematical and Physical Sciences, The University of
Newcastle, Newcastle, NSW, Australia, 2308
E-mail address: mathew.langford@newcastle.edu.au
Department of Mathematics, King’s College London, London, WC2R
2LS, U.K.
E-mail address: giuseppe.tinaglia@kcl.ac.uk
