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RESUMO
Esta dissertação aborda o problema de máquinas paralelas não relacionadas, com
restrição de recursos renováveis (UPMR), para minimizar o makespan. Para este
problema é proposto um Greedy Randomized Adaptive Evolutionary Path-Relinking
(GRAEPR) e uma abordagem híbrida com um modelo de programação por restrição
(CP). Os resultados apresentam soluções competitivas com as presentes na literatura,
estabelecendo alguns novos Lower e Upper Bounds. Além disso, é apresentada uma
extensão para este problema. É introduzido o problema de máquinas paralelas não
relacionadas, com setup dependente e restrição de recursos renováveis (UPMSR).
Para este problema é apresentado um modelo de programação inteira mista (MILP),
um modelo de programação por restrição e uma uma adaptação da abordagem de
Fleszar e Hindi (2018). Além disso, são modificadas as abordagens do Greedy Rando-
mized Adaptive Evolutionary Path-Relinking e híbrida desenvolvidas para o UPMR. Um
conjunto de instâncias é gerada para UPMSR e os resultados evidenciam o potencial
existente na abordagem GRAEPR.
Palavras-chaves: Máquinas paralelas não relacionadas. Restrição de recursos Reno-
váveis. Programação linear inteira mista. Programação por restrição. Path-relinking.
ABSTRACT
This thesis addresses the problem of unrelated parallel machines, with restriction of
renewable resources (UPMR), to minimize the makespan. For this problem, a Greedy
Randomized Adaptive Evolutionary Path-Relinking (GRAEPR) and a hybrid approach
with a constraint programming (CP) model is proposed. The results show competitive
solutions with those found in the literature, establishing some new values for Lower and
Upper Bounds. In addition, an extension is presented for this problem. We introduce
the problem of unrelated parallel machines, with dependent setup and restriction of
renewable resources (UPMSR). For this problem, we present a mixed integer linear
programming (MILP) model, a contraint programming (CP) model, and an adaptation
of the approach of Fleszar and Hindi (2018). We also modify the Greedy Randomized
Adaptive Evolutionary Path-Relinking and the hybrid approach developed for the UPMR.
A set of instances is generated for UPMSR and the results show the potential that exists
in the GRAEPR approach.
Key-words: Unrelated parallel machines. Renewable resource constraint. Mixed-integer
linear programming. Constraint programming. Path-relinking.
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1 INTRODUÇÃO
Milhares de empresas buscam diariamente obter um diferencial competitivo
frente aos seus concorrentes, procurando desenvolver práticas que as coloquem em
posição de vantagem no mercado em que atuam. Pela percepção dos clientes, inúmeros
são os critérios que podem diferenciar uma empresa das demais. Preço e qualidade
normalmente são as principais características procuradas pelos consumidores.
Para que os preços consigam ser competitivos, é importante que as empresas
otimizem o uso dos seus recursos produtivos, buscando a excelência na gestão de
operações. Desta forma, os custos fixos são diluídos em uma produção mais volumosa
e, consequentemente, os preços podem ficar mais atrativos para os clientes. Neste
sentido há um interesse crescente em estudos que visem dar apoio na tomada de
decisão sobre Problemas de Programação da Produção, tais como adoção de sistemas
de produção, ajustes de capacidade, dimensionamento de lotes, e sequenciamento de
produção.
Os conceitos de problemas de programação da produção são utilizados para
resolver diversos problemas, como por exemplo, o problema de distribuição de recursos
em um cluster computacional. Pesquisadores geralmente devem executar diversos tes-
tes computacionais, necessitando assim, muitos recursos, como vários computadores
com bons processadores, que podem fornecidos por estes clusters.
Este trabalho apresenta uma contribuição para a resolução do problema de
sequenciamento em máquinas paralelas não relacionadas, com restrição de recursos
renováveis (UPMR – Unrelated Parallel Machine Problem with Renewable Resource
Constraint) e do problema de sequenciamento em máquinas paralelas não relaciona-
das, com setup dependente e restrição de recursos renováveis (UPMSR – Unrelated
Parallel Machine Problem with Setup Dependent and Renewable Resource Constraint).
Ambos os problemas são variantes do Problema de Sequenciamento em Máquinas
Paralelas não Relacionadas (UPM - Unrelated Parallel Machine scheduling problem).
Vale ressaltar que, o conceito do termo recursos renováveis é recursos, disponíveis e
compartilhados por todas as máquinas, que são reutilizados após a execução de uma
tarefa.
O UPM consiste na ordenação de um conjunto de tarefas em um conjunto
de máquinas dispostas em paralelo, onde as tarefas podem ser processadas por
qualquer uma das máquinas e o tempo de processamento das tarefas pode variar de
uma máquina para outra. Normalmente o objetivo deste problema é a minimização do
makespan, ou seja, terminar a última tarefa do conjunto no menor instante de tempo
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possível.
Ambas as variantes estudadas neste trabalho consideram a utilização de recur-
sos renováveis no processamento das tarefas. Para Błażewicz, Brauner e Finke (2004),
recursos podem ser considerados objetos, operadores ou ferramentas, os quais são ne-
cessário para o processamento de uma tarefa além da máquina onde será processada.
Estes recursos estão disponíveis em quantidade limitada e que, após sua utilização no
processamento de uma tarefa, podem ser reutilizados na execução da próxima. Isto
torna o modelo mais próximo à realidade complexa das empresas de manufatura e
possibilita uma solução mais adequada ao problema. Utilizando novamente o exemplo
de um cluster computacional, em que cada teste a ser executado pode ser considerado
como uma tarefa, as configurações de memória e processamento requisitadas são
os recursos necessários, e as máquinas são os computadores do cluster. O grande
desafio é sequenciar todos estes testes de modo a otimizar a utilização dos recursos
disponíveis pelo cluster.
De acordo com Lenstra, Rinnooy Kan e Brucker (1977) o problema de máqui-
nas paralelas é NP -Hard até mesmo na sua versão mais simples, considerando duas
máquinas paralelas idênticas. Para resolver problemas computacionalmente são utiliza-
das diversas abordagens como métodos exatos, métodos heurísticos e até mesmo a
hibridização de ambos os métodos.
Métodos exatos tem por suas principais vantagens a exploração sistemática
do espaço de busca, a garantia de uma solução ótima e a eficiência em instâncias de
pequeno porte. Por outro lado, suas principais desvantagens são o seu custo compu-
tacional extremamente elevado, a ineficiência computacional e tempo de resolução
alto para instâncias de grande porte e para problemas considerados NP -Hard. Para
resolução de métodos exatos são geralmente utilizadas modelagem de programação
linear inteira mista (MILP - Mixed-Integer Linear Programming) ou de programação por
restrição (CP - Constraint programming).
Por sua vez, abordagens heurísticas também possuem suas vantagens e des-
vantagens. Entre suas principais vantagens se encontram a prova empírica de encontrar
soluções boas em um tempo extremamente curto e a exploração das características do
problema em busca de uma performance melhor. No entanto, suas desvantagens são
não comprovar a otimalidade de uma solução encontrada e a falta de garantia da explo-
ração completa do espaço de busca. Heurísticas como o greedy randomized adaptive
search procedure (GRASP), desenvolvido por Feo e Resende (1995), são poderosas
ferramentas para encontrar soluções aproximadas e de forma iterativa. Além do mais,
são muito utilizados por outros métodos para geração de conjuntos de soluções, como
é o caso do path-relinking. Glover (1997), desenvolveu esta estratégia que conecta
duas soluções com o propósito de utilizar movimentos similares às buscas locais para
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encontrar as melhores soluções na trajetória desta conexão.
Diversos estudos buscaram aprimorar o path-relinking, utilizando de caracterís-
ticas elementares de outros métodos. Binato, Faria Jr. e Resende (2001) aplicaram os
conceitos de aleatoriedade do GRASP e introduziram o Greedy Randomized Adaptive
Path-Relinking (GRAPR). Já Resende e Werneck (2004) introduziram o Evolutionary
Path-Relinking (EPR), um método de pós-otimização para aprimorar a solução obtida
pelo GRAPR.
Portanto, a primeira contribuição deste trabalho é desenvolver uma abordagem
do GRAPR com o EPR na fase de pós-otimização, aqui denominado como Greedy
Randomized Adaptive Evolutionary Path-Relinking (GRAEPR) para o problema UPMR.
Além disso, dado a eficiência da utilização de métodos exatos em conjunto com métodos
heurísticos, estabelecida pelos trabalhos anteriores presentes na literatura, também foi
desenvolvida uma abordagem híbrida entre o GRAEPR, e o modelo de programação
por restrição desenvolvido por Fleszar e Hindi (2018).
A segunda contribuição deste trabalho é a estender a definição do problema
acrescentando dependência de setup entre as tarefas, apresentando o problema de
sequenciamento em máquinas paralelas não relacionadas, com setup dependente
e restrição de recursos renováveis (UPMSR). Dado que o UPMSR é um problema
ainda não explorado na literatura, foram desenvolvidos um modelo de programação
linear inteira mista e um modelo de programação por restrição para resolução. Além
disso, ambas as abordagens utilizando o GRAEPR desenvolvido nesta pesquisa foram
modificadas e aplicadas. Também, foi realizada uma expansão da abordagem de
Fleszar e Hindi (2018) para o problema com setup dependente. De acordo com os
resultados obtidos, as abordagens híbridas são superiores em relação aos métodos
exatos. Ademais, a utilização apenas do GRAEPR pode fornecer soluções de qualidade
em tempos computacionais mínimos.
1.1 OBJETIVO GERAL
O objetivo geral deste trabalho é desenvolver um Greedy Randomized Adaptive
Evolutionary Path-Relinking (GRAEPR) para solucionar o problema de sequenciamento
em máquinas paralelas não relacionadas, com restrição de recursos renováveis. Além
disso, expandir este problema para o problema de máquinas paralelas não relacionadas,
com setup dependente e com restrição de recursos renováveis, apresentando possíveis
abordagens de solução.
1.2 OBJETIVO ESPECÍFICO
Os objetivos específicos deste trabalho são:
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• Introduzir o problema de sequenciamento em máquinas paralelas não relacio-
nadas, com setup dependente e restrição de recursos renováveis (UPMSR) e
adaptar as instâncias existentes para este problema;
• Desenvolver um modelo de programação linear inteira mista para o problema
UPMSR;
• Desenvolver um modelo de programação por restrição para o o problema UPMSR;
• Apresentar uma abordagem do Greedy Randomized Adaptive Evolutionary Path-
Relinking, baseada no path-relinking proposto por Glover (1997), para solucionar
o problema de máquinas paralelas não relacionadas com restrição de recursos
renováveis (UPMR) e o problema de máquinas paralelas não relacionadas, com
setup dependente e restrição de recursos renováveis (UPMSR);
• Apresentar uma abordagem híbrida, utilizando o Greedy Randomized Adaptive
Evolutionary Path-Relinking e modelos de programação por restrição para am-
bos os problemas. Para o problema UPMR será utilizado o modelo proposto
por Fleszar e Hindi (2018) e para o problema UPMSR será utilizado o modelo
desenvolvido nesta pesquisa;
• Adaptar a abordagem híbrida de Fleszar e Hindi (2018) para o problema UPMSR,
utilizando o modelo de constraint programming desenvolvido.
1.3 JUSTIFICATIVA DO TRABALHO
De modo geral, trabalhos presentes na literatura sobre o problema de máquinas
paralelas não relacionadas ainda possuem diversas classificações ainda não explora-
das. Deste modo, a importância deste trabalho se deve à expansão do problema de
sequenciamento em máquinas paralelas não relacionadas com restrição de recursos
renováveis, considerando também setup dependente.
1.4 LIMITAÇÕES DO TRABALHO
Com base na complexidade de resolução destes problemas, determinado por
Lenstra, Rinnooy Kan e Brucker (1977) como NP -Hard, as limitações existentes neste
trabalho decorrem do elevado tempo computacional necessário para a obtenção de
respostas satisfatórias. Embora não se alcance a solução ótima em todos os casos,
um limite máximo de tempo será pré-determinado em todos os testes realizados.
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1.5 ESTRUTURA DO TRABALHO
Este trabalho está organizado da seguinte forma:
• Capítulo 2: Apresenta as classificações e nomenclaturas do problema de máqui-
nas paralelas. Apresenta a definição do problema clássico de máquinas paralelas
não relacionadas (UPM). Define o problema de máquinas paralelas não relacio-
nadas com restrição de recursos renováveis (UPMR) e o problema de máquinas
paralelas não relacionadas com setup dependente e restrição de recursos reno-
váveis (UPMSR), ambos abordados nesta pesquisa;
• Capítulo 3: Apresenta uma análise e classificação dos trabalhos presentes na
literatura, com interesse particular em problemas que abordem restrição de
recursos. Por fim, são apresentados as pesquisas correlatas a este trabalho;
• Capítulo 4: Apresenta os métodos de resolução propostos nesta pesquisa;
• Capítulo 5: Apresenta os experimentos computacionais. Primeiramente são apre-
sentadas as instâncias do problema UPMR e os resultados obtidos são apresenta-
dos, comparados e discutidos, em relação aos resultados existentes na literatura.
Em seguida, são apresentadas as adaptações realizadas para gerar as instâncias
para o problema UPMSR e os resultados obtidos são comparados e discutidos.
• Capítulo 6: Descreve as conclusões e discute perspectivas para futuros trabalhos.
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2 DEFINIÇÃO DO PROBLEMA
O problema de sequenciamento de máquinas paralelas consiste em um pro-
blema clássico na área de Pesquisa Operacional. Neste capítulo são apresentados a
definição clássica deste problema e suas classificações. Da mesma forma, também
são apresentadas as definições dos problemas escopo desta dissertação.
2.1 PROBLEMA DE SEQUENCIAMENTO DE MÁQUINAS PARALELAS
O problema de sequenciamento de máquinas paralelas está entre as áreas
mais estudadas da literatura (EDIS; OGUZ; OZKARAHAN, 2013). Este problema pode
ser descrito como, o planejamento do sequenciamento de um conjunto de tarefas J
processadas em um conjunto de máquinas M , a fim de garantir a execução de todas
as tarefas em um período de tempo razoável (CHENG; SIN, 1990). Ou seja, consiste
na ordenação de um conjunto de tarefas J em um conjunto de máquinas M dispostas
em paralelo, onde as tarefas podem ser processadas por qualquer uma das máquinas
e o tempo de processamento das tarefas é variável entre as máquinas, de acordo
com a configuração de máquinas pré-determinada. Também, cada tarefa deve ser
realizada em apenas uma máquina e cada máquina deve efetuar apenas uma tarefa por
vez. Normalmente o objetivo deste problema é a minimização do makespan, ou seja,
terminar a última tarefa do conjunto no menor instante de tempo possível. Além disso,
deve satisfazer as condições específicas do tipo de problema, como a configuração de
máquinas, as características das tarefas e a função objetivo.
2.1.1 Configuração de Máquinas
Para abordar problemas de sequenciamento, segundo Chen, Potts e Woegin-
ger (1998) existem dois tipos de configuração de máquinas, com suas respectivas
ramificações, que podem processar as tarefas disponíveis.
• Única Etapa: As tarefas necessitam apenas de um processamento, ou seja, serão
processadas apenas uma vez por alguma máquina;
– Única Máquina (Single Machine): Todas as tarefas devem ser executadas
em apenas uma máquina;
– Máquinas Paralelas (Parallel Machine): Existem algumas máquinas e todas
as tarefas podem ser executadas em qualquer uma delas;
* Idênticas (Identical): O tempo de processamento das tarefas independe
da máquina em que a tarefa está sendo processada;
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* Não Relacionadas (Unrelated): O tempo de processamento das tarefas
depende da máquina em que a tarefa está sendo processada;
* Uniformes (Uniform): O tempo de processamento das tarefas é indepen-
dente em relação à máquina em que a tarefa está sendo processada.
No entanto, a velocidade de processamento é variável, de acordo com a
máquina em que está sendo executada.
• Múltiplas Etapas: Os sistemas de Múltiplas Etapas consideram etapas em que as
tarefas devem ser processadas;
– Flow Shop: Todas as tarefas têm a mesma sequencia de processamento no
conjunto de máquinas;
– Open Shop: A sequencia de processamento das tarefas não é especificada;
– Job Shop: Cada tarefa possui sua própria ordem de processamento.
Segundo Cheng e Ding (1999), todas estas configurações dos problemas
de máquinas paralelas são NP -Hard (NP -Difícil), ou seja, todos são considerados
problemas cujo o tempo computacional tem um aumento exponencial em relação ao
aumento do tamanho do problema. Dentre as configurações evidenciadas, o presente
trabalho trata do problema de Máquinas Paralelas Não Relacionadas.
2.1.2 Características das Tarefas
Outro fator importante ao classificar o problema de sequenciamento de máqui-
nas são as características das tarefas. De acordo com Chen, Potts e Woeginger (1998)
as principais características são definidas como as seguintes:
• Tempo de Processamento(P ): O tempo em que uma tarefa leva para ser proces-
sada, de acordo com o tipo de configuração de máquinas;
• Tempo de Setup (S): Tempo de preparo de uma tarefa antes de ser iniciada, este
tempo pode ser dependente ou independente da tarefa anterior;
• Disponibilidade (r): Todas as tarefas podem estar disponíveis no instante inicial
do sequenciamento, ou cada tarefa pode ser restrita ao seu release date, ou seja,
o instante em que a tarefa se torna disponível para o seu processamento;
• Prazo de conclusão (d): As tarefas podem possuir prazo para serem concluídas,
também conhecido como due date;
• Elegibilidade de máquina (Eg): As tarefas possuem máquinas específicas em que
podem ser processadas;
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• Dependência: As tarefas podem possuir dependência de processamento, ou seja,
existem restrições, previamente determinadas, em relação à sequencia em que
as tarefas devem ser executadas;
• Interrupções: Também conhecido como processo de preempção, o processa-
mento de qualquer tarefa pode ser interrompido a qualquer momento e retomado
instantes mais tarde, na mesma ou em outra máquina;
• Informações do sequenciamento: As informações sobre o sequenciamento podem
estar totalmente disponíveis antes de iniciar o sequenciamento (off-line) ou podem
ser disponibilizadas durante o sequenciamento (on-line);
• Recursos (Res): As tarefas podem necessitar de um ou mais tipos de recursos
para serem processadas ou em sua preparação. De acordo com Błażewicz, Ecker
et al. (2007) as restrições dos recursos podem ser classificadas como:
– Não Renováveis: A restrição é em relação ao consumo total dos recursos,
ou seja, uma vez utilizado por uma tarefa, o recurso não poderá ser utilizado
novamente;
– Renováveis: A restrição é em relação ao total de recursos utilizados a cada
instante de tempo, ou seja, os recursos são utilizados a cada instante de
tempo e após a utilização por uma tarefa, pode ser reutilizado por outra
tarefa;
– Restrição Dupla: São considerados ambas restrições, renováveis e não
renováveis.
Dentre as características das tarefas apresentadas, o presente trabalho aborda
tempo de processamento de cada tarefa dependente da máquina em que será pro-
cessada, utilização de recursos renováveis durante o processamento das tarefas e a
disponibilidade de todas as informações antes de iniciar o sequenciamento, ou seja,
off-line.
2.1.3 Função Objetivo
Além das configurações de máquinas e características das tarefas, outro fator
importante a ser analisado é o critério de otimização ou função objetivo. Em problemas
de sequenciamento em máquinas paralelas todos os critérios de otimização avaliam,
de alguma forma, o instante de conclusão (Cj) de cada tarefa j. Os critérios mais
utilizados são apresentados a seguir:
• Makespan (Cmax = maxj{Cj}): Instante máximo do término de processamento
de todas as tarefas;
23




: Soma de todos os tempos de
conclusão (Cj) de todas as tarefas;
• Adiantamento máximo (Emax = maxj {Ej}): Valor máximo de adiantamento das
tarefas (Emax), ou seja, a diferença máxima entre o due date (dj) de uma tarefa j
e o seu respectivo instante conclusão (Cj). Para cada tarefa j, é calculado seu
possível adiantamento Ej, pela diferença entre o due date (dj) e o instante de





: Soma do adiantamento de todas as tarefas (Ej). O
adiantamento, para cada tarefa j, é calculado pela diferença entre o due date (dj)
e o instante de término de uma tarefa (Cj), tal que, Ej = max{dj − Cj, 0};
• Atraso máximo (Lmax = maxj{Lj}): Valor máximo de atraso das tarefas (Lmax),
ou seja, a diferença máxima entre o instante de término de uma tarefa j e o seu
respectivo due date. Para cada tarefa j, é calculado seu possível atraso Lj, pela
diferença entre o instante de término (Cj) e o seu respectivo due date (dj), tal que,





: Soma do atraso de todas as tarefas (Lj). O atraso de cada
tarefa j é calculado pela diferença entre o instante de término e seu respectivo
due date (dj), tal que, Lj = max{Cj − dj, 0};




: a quantidade de tarefas que sofreram
atraso. Tal que, Uj = 1, se Cj > dj; Uj = 0, caso contrário.
A função objetivo utilizada neste trabalho é a minimização do instante máximo
do término de processamento de todas as tarefas, ou seja, a minimização do makespan
(Cmax).
2.1.4 Nomenclatura
Graham et al. (1979) introduziram uma nomenclatura para classificar os proble-
mas de sequenciamento em máquinas paralelas. Esta nomenclatura foi expandida por
Błażewicz, Ecker et al. (2007) e é conhecida como classificação de 3 campos α|β|γ,
pois abrange as três condições de problemas de máquinas paralelas, configuração de
máquina (α), características das tarefas (β) e função objetivo (γ).
O primeiro campo, α = {α1, α2}, representa as possíveis configurações de má-
quina. O parâmetro α1 ∈ {Ø, P,Q,R,O, F, J} representa o tipo de máquinas utilizadas:
• α1 = Ø1 : Única máquina;
1 Nesta notação Ø significa valor nulo, que pode ser omitido ao utilizar a nomenclatura.
24
• α1 = P : Máquinas paralelas idênticas;
• α1 = Q: Máquinas paralelas uniformes;
• α1 = R: Máquinas paralelas não relacionadas;
• α1 = O: Open Shop;
• α1 = F : Flow Shop;
• α1 = J : Job Shop.
O parâmetro α2 ∈ {Ø, k} representa a quantidade de máquinas a serem
consideradas no problema:
• α2 = Ø: Quantidade de máquinas variável;
• α2 = k: Quantidade de máquinas igual a k.
O segundo campo, β = {β1, β2, β3, β4, β5, β6, β7, β8, β9, β10} representa as
características das tarefas. O parâmetro β1 ∈ {Ø, pmtn} indica a possibilidade das
tarefas serem interrompidas durante seu processamento, também conhecido como
processo de preempção:
• β1 = Ø: Preempção não é permitida;
• β1 = pmtn: Preempção é permitida.
O parâmetro β2 ∈ {Ø, resλδρ} caracteriza a utilização de recursos:
• β2 = Ø: Recursos não são necessários;
• β2 = resλδρ: Existem restrições de recursos de acordo com os seguintes parâ-
metros, quantidade de tipos de recursos distintos (λ), quantidade de recursos
disponíveis (δ) e quantidade de recursos necessários (ρ):
O parâmetro λ ∈ {·, k} representa a quantidade de tipos de recursos distintos:
– · : A quantidade de tipos de recursos distintos é arbitrária;
– k: A quantidade de tipos de recursos distintos é igual à k.
O parâmetro δ ∈ {·, k} denota a quantidade de recursos disponíveis ou limite de
recursos:
– · : A quantidade de recursos disponíveis é arbitrária;
– k: A quantidade de recursos disponíveis é igual à k.
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O parâmetro ρ ∈ {·, k} indica a quantidade de recursos necessários:
– · : A quantidade de recursos necessários é arbitrária;
– k: A quantidade de recursos necessários é igual à k.
O parâmetro β3 ∈ {Ø, prec, uan, tree, chain} denota a existência de restrições
de precedência das tarefas:
• β3 = Ø: Tarefas são independentes;
• β3 = prec: Existe restrições gerais de precedência de tarefas;
• β3 = uan: Existe restrições de precedência em formato de grafos unidirecionais;
• β3 = tree: Existe restrições de precedência em formato de grafos árvores;
• β3 = chain: Existe restrições de precedência em formato de grafos em cadeia;
O parâmetro β4 ∈ {Ø, rj} indica o instante de disponibilidade das tarefas:
• β4 = Ø: Todas as tarefas estão disponíveis para processamento no instante 0;
• β4 = rj: Cada tarefa possuí seu próprio instante de disponibilidade, release time.
O parâmetro β5 ∈ {Ø, pj = p, p ≤ pj ≥ p̄} descreve o tempo de processamento
das tarefas:
• β5 = Ø: As tarefas possuem tempo de processamento arbitrário;
• β5 = (pj = p): Todas as tarefas possuem o mesmo tempo de processamento, com
valor igual à p;
• β5 = (p ≤ pj ≥ p̄): Nenhum tempo de processamento é menor que p e/ou maior
que p̄.
O parâmetro β6 ∈ {Ø, dj} especifica se as tarefas possuem prazo para serem
concluídas:
• β6 = Ø: Nenhuma tarefa possuí prazo para conclusão;
• β6 = dj: Cada tarefa possuí seu próprio prazo de conclusão, due date.
O parâmetro β7 ∈ {Ø, n ≤ k} descreve o número máximo de tarefas que
compõem um Job, para problemas de sequenciamento Job Shop:
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• β7 = Ø: O número máximo de tarefas é arbitrário ou não é um problema de
sequenciamento Job Shop;
• β7 = (n ≤ k): O número máximo de tarefas para cada Job não é maior que k.
O parâmetro β8 ∈ {Ø, no− wait}, apenas para problemas de sequenciamento
Open Shop, Flow Shop e Job Shop, indica a possibilidade da existência de tempos
ociosos, no processamento de uma determinada tarefa, e entre duas máquinas. Esta
característica é conhecida como no-wait :
• β8 = Ø: Podem existir tempos ociosos no processamento de uma tarefa, entre
uma máquina e outra;
• β8 = no− wait: Não são permitidos tempos ociosos no processamento de uma
tarefa, entre uma máquina e outra, ou seja, após sua finalização em uma máquina
a tarefa deve iniciar imediatamente seu processamento na máquina seguinte.
O parâmetro β9 ∈ {Ø, Egjm} denota a restrição de elegibilidade de máquinas:
• β9 = Ø: As tarefas podem ser executadas em qualquer máquina;
• β9 = Egjm: As tarefas somente podem ser executadas nas máquinas em que são
elegíveis.
O parâmetro β10 ∈ {Ø, Sij} especifica se o tempo de preparo, ou setup time, é
considerado no problema:
• β10 = Ø: Não existe tempo de setup entre duas tarefas;
• β10 = Sij: Existe tempo de setup entre duas tarefas.
O terceiro campo, γ representa o critério de otimização, ou também chamado
de função objetivo:
• γ = Cmax: Makespan;
• γ =
∑
j Cj: Tempo total de conclusão das tarefas;
• γ = Emax: Adiantamento máximo;
• γ =
∑
j Ej: Adiantamento total;
• γ = Lmax: Atraso máximo;
• γ =
∑
j Lj: Atraso total;
• γ =
∑
j Uj: Quantidade de Tarefas Atrasadas.
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2.2 PROBLEMA DE MÁQUINAS PARALELAS NÃO RELACIONADAS
O problema de máquinas paralelas não relacionadas (UPM) consiste na or-
denação de um conjunto de tarefas J em um conjunto de máquinas M dispostas em
paralelo, onde as tarefas podem ser processadas por qualquer uma das máquinas e o
tempo de processamento das tarefas pode variar de uma máquina para outra. Normal-
mente o objetivo deste problema é a minimização do makespan, ou seja, terminar a
última tarefa do conjunto no menor instante de tempo possível.
O problema de máquinas paralelas não relacionadas é NP -Hard (LENSTRA;
RINNOOY KAN; BRUCKER, 1977), ou seja, sua complexidade indica que o tempo
computacional necessário, para obter soluções em sua otimalidade, aumenta expo-
nencialmente de acordo com o tamanho do problema. Com isto, uma considerável
quantidade de pesquisas sobre este tema tem sido desenvolvida utilizando diferentes
métodos de resolução (PFUND; FOWLER; GUPTA, 2004).
Potts (1985) deixa claro que para o problema clássico de máquinas paralelas
não relacionadas, dado uma designação tarefa-máquina, o sequenciamento das tarefas
não altera o valor do makespan. Portanto, o problema pode ser reduzido a apenas um
problema de designação das tarefas em máquinas. Assim, Potts (1985) apresenta um
modelo de programação inteira mista (MILP) para resolver este problema. A TABELA 1
apresenta as notações utilizadas e o modelo é descrito em (2.1) - (2.5).
TABELA 1 – NOTAÇÕES UTILIZADAS PARA O MILP PARA O PROBLEMA DE MÁQUINAS
PARALELAS NÃO RELACIONADAS
Conjuntos e índices
J Tarefas; j ∈ J = 1...|J |;
M Máquinas; m ∈M = 1...|M |;
Parâmetros
Pjm Tempo de processamento da tarefa j na máquina m;
Variáveis de Decisão
Cmax instante máximo de conclusão das tarefas ou makespan;
Xjm
= 1, se a tarefa j é realizada na máquina m;










Pjm ·Xjm ≤ Cmax ∀m = 1..|M |; (2.3)
Cmax ∈ Z (2.4)
Xjm ∈ B ∀j ∈ J ; ∀m; (2.5)
A função objetivo (2.1) minimiza o makespan. O conjunto de restrições (2.2)
impõe que cada tarefa somente pode ser realizada em uma única máquina. O conjunto
de restrições (2.3) realiza o cálculo do makespan, garantindo que seja maior ou igual
ao tempo de processamento total de cada máquina. Os conjuntos de restrições (2.4) e
(2.5) representam o domínio das variáveis de decisão.
No entanto, a utilização de métodos exatos se torna desafiadora conforme o
tamanho das instâncias aumenta, devido ao crescimento exponencial do tempo compu-
tacional. Por isto, Powell e Chen (1995) investigaram abordagens de decomposição
e aplicaram o método de decomposição de Dantzig-Wolfe. Outros autores também
investigaram esquemas de aproximação de tempo polinomial (PTAS - Polynomial Time
Approximation Schemes), que para dado ε > 0, é possível garantir uma solução com
fator (1 + ε) da otimalidade (HOROWITZ; SAHNI, 1976; DE; MORTON, 1980; DAVIS;
JEFFREY, 1981; LENSTRA; SHMOYS; TARDOS, 1990).
Martello, Soumis e Toth (1997) propõem um algoritmo de aproximação que
utiliza os valores de Lower Bounds obtidos através de um relaxação lagrangiana. Hariri
e Potts (1991) também utilizaram uma versão relaxada do modelo (2.1) - (2.5), como
primeira fase da heurística de duas fases elaborada em sua pesquisa.
Musier e Evans (1989) desenvolveram um método de melhoria heurística (HIM
- heuristic improvement method), a qual gera soluções iniciais e por meio de uma busca
local as aprimora. Glass, Potts e Shade (1994) avaliaram a performance de métodos
de resolução, como busca gradiente, busca local, busca tabu, simulated annealing e
algoritmo genético. Tandon, Cummings e Le Van (1995) desenvolveram um simulated
annealing e o compararam com o método apresentado por Musier e Evans (1989),
aplicando-o no problema de máquinas paralelas não relacionadas.
2.3 PROBLEMA DE MÁQUINAS PARALELAS NÃO RELACIONADAS COM RESTRI-
ÇÃO DE RECURSOS RENOVÁVEIS
O problema de sequenciamento em máquinas paralelas não relacionadas,
com restrição de recursos renováveis (UPMR), é uma expansão do problema de
sequenciamento em máquinas paralelas não relacionadas (UPM). Da mesma forma
que o problema clássico, este problema consiste na ordenação de um conjunto de
tarefas J , em um conjunto de máquinas M dispostas em paralelo, onde as tarefas
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podem ser processadas por qualquer uma das máquinas e o tempo de processamento
das tarefas pode variar de uma máquina para outra. Normalmente o objetivo deste
problema é a minimização do makespan, ou seja, terminar a última tarefa do conjunto
no menor instante de tempo possível. Além disso os seguintes pressupostos devem
ser assumidos:
• Cada tarefa j deve ser realizada em apenas uma máquina m;
• Cada máquina m deve efetuar apenas uma tarefa j por vez;
• Os tempos de processamento (Pjm), de cada tarefa j, são valores fixos, que
dependem da máquina m em que a tarefa será realizada;
• Nenhuma tarefa j pode ser interrompida durante a sua execução, ou seja, o
processo de preempção não é permitido durante o sequenciamento;
• Cada tarefa j requer uma quantidade de recursos renováveis (Resjm) para ser
executada;
• Estes recursos são compartilhados por todas as máquinas e são limitados
(Resmax), a cada instante do horizonte de tempo.
A principal característica, que diferencia o problema UPMR do problema clás-
sico é a utilização de recursos renováveis. Neste problema é considerado que para
realizar execução das tarefas existe uma quantidade de recursos necessários (Resjm),
os quais, após sua utilização em uma determinada tarefa, podem ser reutilizados. Estes
recursos são compartilhados por todas as máquinas e são limitados (Resmax), a cada
instante do horizonte de tempo. Podem ser considerados como recursos renováveis,
operadores, ferramentas, consumo de energia ou capacidade de processamento em
clusters. Este problema pode ser pode ser denotado por R|res1 · ·|Cmax, segundo a
definição de Graham et al. (1979) e a expansão apresentada por Błażewicz, Ecker
et al. (2007). Além disso, autores como Fanjul-Peyro, Perea e Ruiz (2015), Fanjul-Peyro,
Perea e Ruiz (2017), Villa, Vallada e Fanjul-Peyro (2018), Fleszar e Hindi (2018) e
Vallada, Villa e Fanjul-Peyro (2019), abordaram este tema anteriormente. Para melhor
exemplificar este problema, Fanjul-Peyro, Perea e Ruiz (2017) apresentaram o exemplo
a seguir:
Exemplo 1: É definido um conjunto de 5 tarefas, que pode ser realizado em
uma das 2 máquinas com limite máximo de recurso igual a 5 (Resmax = 5). Considere























Considerando, neste momento, que o exemplo acima deseja ser abordado
apenas como o problema clássico de máquinas paralelas, ou seja, considerando apenas
o tempo de processamento das tarefas nas máquinas. Para o UPM, o makespan na
solução ótima obtida é de Cmax = 4, conforme apresentada na FIGURA 1.a. No entanto,
para o UPMR esta solução é infactível, pois no intervalo de tempo [0,3], os recursos
necessários ultrapassam o limite estabelecido (Resmax = 5).
FIGURA 1 – SOLUÇÕES DA INSTÂNCIA APRESENTADA NO EXEMPLO 1.
FONTE: O autor (2020), adaptado de Fanjul-Peyro, Perea e Ruiz (2017).
Mantendo a designação e o sequenciamento das tarefas obtidas na solução
do UPM é possível encontrar factibilidade, para o problema com restrição de recursos,
apenas aplicando um método de reparo na solução. Ao obter uma solução factível,
em que o limite de recursos é respeitado, é possível notar a existência de tempos
ociosos, os quais acarretam no aumento no makespan, Cmax = 7 (FIGURA 1.b). Para
este exemplo, é possível encontrar uma solução ótima para o problema UPMR. Esta
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solução apresenta uma nova designação e um novo sequenciamento, com valor de
makespan de Cmax = 5, conforme a FIGURA 1.c.
O problema clássico de máquinas paralelas é NP -Hard, portanto, esta variante
com restrição de recursos é ainda mais complexa para ser resolvida e também é
NP -Hard. Pois, além de designar as tarefas às máquinas, onde serão executadas, o
modelo possui restrições de recursos e deverá realizar estas designações de tal forma
que o limite de recursos seja respeitado.
Recentemente, Fleszar e Hindi (2018), desenvolveram uma abordagem híbrida
de três estágios para solucionar este problema. No primeiro estágio é realizado a
definição de um Lower Bound e a designação tarefa-máquina inicial, que será utilizada
para obter uma solução factível para o problema UPMR. O segundo estágio, um modelo,
de programação por restrição, para a versão reduzida do problema. O objetivo deste
modelo reduzido é definir o sequenciamento das tarefas, de acordo com a designação
tarefa-máquina obtida no estagio anterior, obtendo uma solução factível para o UPMR.
Por fim, a última fase é o modelo de constraint programming, que aborda o problema
completo. Neste modelo, são utilizados o Lower Bound, obtido no primeiro estágio, e
a solução do segundo estágio como warm start. Esta abordagem, desenvolvida por
Fleszar e Hindi (2018), é apresentada na FIGURA 2.
FIGURA 2 – ABORDAGEM HÍBRIDA DE FLESZAR E HINDI (2018) PARA O UPMR
FONTE: O autor (2020), adaptado de Fleszar e Hindi (2018).
No primeiro estágio é realizado a definição do Lower Bound. Conforme obser-
vado por Fanjul-Peyro, Perea e Ruiz (2017), o modelo clássico de máquinas paralelas
apresentado em (2.1) - (2.5), fornece um bom Lower Bound para o UPMR. Em seu
estudo, Fleszar e Hindi (2018) também demonstrou que é possível acelerar a conver-
gência do modelo ao adicionar a restrição apresentada por Grigoriev, Sviridenko e Uetz
(2005), conforme a equação (2.7). Portanto, o resultado obtido do modelo (2.1) - (2.5)









O segundo estágio, é um modelo de programação por restrição, para uma
versão reduzida do problema. No entanto, existem diversos solvers utilizados para
resolver estes modelos, neste trabalho foi utilizado o CPLEX Studio versão 12.8. No
entanto, modelos em CP codificados em um solver podem não ser utilizados em outros
solvers, pois as funções com mesmo objetivo podem ser utilizadas de formas diferentes
(GEDIK et al., 2017). Até onde se sabe, não é possível encontrar uma padronização
para definir as variáveis, funções e restrições de modelos de programação por restrição.
Para melhor entendimento do modelo, são apresentados a seguir os tipos de variáveis
e as funções, que serão utilizadas no decorrer deste trabalho, de acordo com o manual
IBM (2017):
• IntervalVar: Uma IntervalVar ou variável de intervalo representa um intervalo de
tempo onde uma tarefa é executada e da qual a posição no horizonte de tempo é
desconhecida. Estas variáveis possuem propriedades como, instante de início,
instante de término e tempo de processamento. Além disso, uma variável de
intervalo pode receber diversas variáveis opcionais, ou seja, o tempo de processa-
mento desta varia de acordo com as variáveis opcionais. Assim sendo, a solução
do modelo deverá selecionar apenas uma variável opcional para determinar os va-
lores da variável de intervalo. Caso a variável de intervalo opcional esteja presente
na solução, então valores serão atribuídos às suas propriedades e atribuídos à
variável de intervalo. Caso contrário, as propriedades receberão valor 0 e não
serão atribuídos. Portanto, podem ser consideradas variáveis de intervalo as
tarefas que serão executadas, que possuem opções de tempo de processamento,
de acordo com as máquinas disponíveis e que terão seus instantes, de início e
término, definidos pelo modelo;
• CumulFunction(): Uma função acumulativa variável define a expressão que con-
tabiliza o efeito de uma variável de intervalo na solução para cada instante de
tempo;
• IntervalSequenceVar : Uma variável de sequência de intervalos representa um
conjunto ordenado de variáveis de intervalo, ou seja, pode ser considerada como
cada máquina disponível para sequenciar as tarefas;
• TransitonDistance: Variável de transição, representa o valor de tempo de transição
entre duas variáveis de intervalo, ou seja, atribui o tempo de setup;
• size( ): Função que define o tamanho de uma variável de intervalo;
• pulse( ): Função que atribui o valor de efeito de uma variável de intervalo na
solução;
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• endOf( ): Função que retorna o instante de término de uma variável de intervalo;
• noOverlap( ): Função que garante a não sobreposição das variáveis de intervalo;
• alternative( ): Função que seleciona uma única variável de intervalo opcional para
uma variável de intervalo;
• optional_size( ): Função que define o tamanho de variável de intervalo opcional.
Os parâmetros e as variáveis utilizadas por Fleszar e Hindi (2018), neste mo-
delo de programação por restrição, para a versão reduzida, do problema de máquinas
paralelas com restrição de recursos renováveis, são apresentados na TABELA 2.
TABELA 2 – NOTAÇÕES UTILIZADAS NO MODELO DE PROGRAMAÇÃO POR RESTRIÇÃO
PARA O UPMR REDUZIDO
Conjuntos e índices
J Tarefas; j ∈ J = 1...|J |;
M Máquinas; m ∈M = 1...|M |;
Parâmetros
mj Máquina m em que a tarefa j é pré-designada;
Pjmj Tempo de processamento da tarefa j na máquina mj;
Resjmj Recursos necessários para realizar a tarefa j na máquina mj;
Resmax Limite de recurso disponível para a realização das tarefas;
LB Lower Bound ;
Variáveis de Decisão
Cmax Instante máximo de conclusão das tarefas ou makespan;
Yj Variável de intervalo relacionada à tarefa j;
Resource Função Acumulativa;
FONTE: O autor (2020), adaptado de Fleszar e Hindi (2018)
Min Cmax (2.8)
s.a.
Yj = size(Pjmj) ∀j = 1..|J |; (2.9)





Resource ≤ Rmax (2.12)
Cmax ≥ endOF (Yj) ∀j = 1..|J |; (2.13)
Cmax ≥ LB (2.14)
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Como este modelo reduzido, tem por objetivo somente realizar o sequencia-
mento das tarefas em máquinas pré-determinadas, é tomado como mj a máquina m
para a qual a tarefa j foi designada. A função objetivo (2.8) é minimizar o makespan.
O conjunto de restrição (2.9) atribui o tempo de processamento Pjmj à variável de
intervalo Yj relacionada à tarefa j. A não sobreposição das tarefas é garantida no
conjunto de restrições (2.10). A restrição (2.11) define a função acumulativa Resource,
como a soma dos recursos utilizados pela tarefa j na máquina pré-designada mj. A
garantia que os recursos respeitam o limite determinado é realizada pela restrição
(2.12). O conjunto de restrições (2.13) garante que o makespan é o maior instante
de conclusão de todas as tarefas. Por fim, a restrição (2.14) garante que o makespan
respeite o valor de Lower Bound, afim de acelerar a convergência da solução.
A última fase é um modelo de constraint programming que considera o pro-
blema completo utiliza como parâmetros o Lower Bound e o Warm Start, definidos nas
etapas anteriores. A TABELA 3 apresenta as funções, os parâmetros e as variáveis
utilizadas neste modelo.
TABELA 3 – NOTAÇÕES UTILIZADAS NO MODELO DE PROGRAMAÇÃO POR RESTRIÇÃO
PARA O UPMR
Conjuntos e índices
J Tarefas; j ∈ J = 1...|J |;
M Máquinas; m ∈M = 1...|M |;
Parâmetros
Pjm Tempo de processamento da tarefa j na máquina m;
Resjm Recursos necessários para realizar a tarefa j na máquina m;
Resmax Limite de recurso disponível para a realização das tarefas;
LB Lower Bound ;
Variáveis de Decisão
Cmax Instante máximo de conclusão das tarefas ou makespan;
Xjm Variável de intervalo opcional;
= Presente, se a tarefa j é executada na máquina m;
= Ausente, caso contrário;
Yj Variável de intervalo relacionada à tarefa j;
Resource Função Acumulativa;
FONTE: O autor (2020), adaptado de Fleszar e Hindi (2018)
Min Cmax (2.15)
s.a.
Xjm = optional_size(Pjm) ∀j = 1..|J |; ∀m = 1..|M |; (2.16)
noOverlap(∀jXjm) ∀m = 1..|M |; (2.17)
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Resource ≤ Rmax (2.20)
Cmax ≥ endOF (Yj) ∀j = 1..|J |; (2.21)
Cmax ≥ LB (2.22)
A função objetivo (2.15) tem como critério de otimização a minimização do
makespan. O conjunto de restrições (2.16) atribuem o tempo de processamento da
tarefa j na máquina m, à variável de intervalo opcional Xjm. As restrições (2.17)
garantem que não existirá sobreposição das tarefas processadas na máquina m. O
conjunto de restrição (2.18) é responsável por atribuir, através da função alternative(),
uma única variável de intervalo opcional à variável Yj. A restrição (2.19) define a
função acumulativa Resource, como a soma dos recursos utilizados por uma tarefa j na
máquina m. Além disso, é necessário que os recursos respeitem o limite determinado
(2.20). O conjunto de restrições (2.21) garante que o makespan é o maior instante de
conclusão das tarefas. Por fim, a restrição (2.22) garante que o makespan respeite o
valor de Lower Bound definido nas fases anteriores.
2.4 PROBLEMA DE MÁQUINAS PARALELAS NÃO RELACIONADAS COM SETUP
DEPENDENTE E RESTRIÇÃO DE RECURSOS RENOVÁVEIS
O problema clássico de máquinas paralelas não relacionadas possuem algu-
mas extensões de acordo com as características das tarefas que podem ser assumidas.
Por muitas vezes, os sistemas de produção necessitam que as máquinas sejam re-
configuradas entre a execução de duas tarefas, gerando assim um tempo de preparo
ou tempo de setup. Esta extensão, pode ser definida como o problema de máquinas
paralelas não relacionadas com setup dependente. Incorporar a necessidade de re-
configurar as máquinas entre tarefas e a necessidade de utilizar recursos durante o
processamento das mesmas define o problema de máquinas paralelas não relaciona-
das com setup dependente e com restrição de recursos renováveis (UPMSR). Dito isso,
os pressupostos assumidos neste problema são apresentados a seguir:
• Cada tarefa j deve ser realizada em apenas uma máquina m;
• Cada máquina m deve efetuar apenas uma tarefa j por vez;
• Os tempos de processamento (Pjm), de cada tarefa j, são valores fixos, que
dependem da máquina m em que a tarefa será realizada;
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• Nenhuma tarefa j pode ser interrompida durante a sua execução, ou seja, o
processo de preempção não é permitido durante o sequenciamento;
• Cada tarefa j necessita uma quantidade de recursos renováveis (Resjm) para ser
executada;
• Estes recursos são compartilhados por todas as máquinas e são limitados
(Resmax), a cada instante do horizonte de tempo;
• Existe a necessidade de reconfiguração das máquinas entre duas tarefas;
• A máquina já está pronta para executar a primeira tarefa do sequenciamento;
• Os recursos não são utilizados durante o setup das tarefas.
Segundo as definições de Graham et al. (1979) e Błażewicz, Ecker et al. (2007),
este problema é denotado por R|res1 · ·, Sij|Cmax. O exemplo 2 é apresentado para
melhor exemplificar e detalhar este problema.
Exemplo 2: São definidas 2 máquinas para 5 tarefas, com limite máximo de
recurso igual a 5 (Resmax = 5). Considere também os tempos de processamento e
recursos necessários apresentados no Exemplo 1 (2.6). Os tempos de setup são
apresentados abaixo, onde Sij1 é a matriz dos tempos de setup na máquina 1, onde
cada elemento representa o tempo de setup entre a tarefa i e a tarefa j na máquina
1. De forma análoga, Sij2 é a matriz dos tempos de setup na máquina 2, onde cada




− 3 1 1 2
2 − 1 2 2
1 2 − 2 2
1 1 1 − 2






− 3 2 2 3
3 − 2 2 3
2 3 − 1 2
3 3 1 − 2




Utilizando os dados definidos no Exemplo 1 juntamente com os tempos de
setup apresentados no Exemplo 2, é possível obter as soluções apresentadas na
FIGURA 3. A FIGURA 3.a exibe uma solução factível do UPMSR, obtida através do
sequenciamento apresentado pelo solução ótima do UPMR (FIGURA 1.c). Nela, é
possível notar que há um aumento no valor do makespan, devido a inserção dos tempos
de setup. Além disso, também é possível notar que durante o preparo das máquinas,
os recursos não são necessários, pois os recursos abordados neste problema, são
requeridos apenas durante o processamento das tarefas. A FIGURA 3.b exibe a solução
ótima obtida para o problema UPMSR, com os parâmetros fornecidos por este exemplo.
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FIGURA 3 – SOLUÇÕES DA INSTÂNCIA APRESENTADA NO EXEMPLO 2.
FONTE: O autor (2020).
Neste trabalho iremos abordar dois problemas, o problema de sequenciamento
de máquinas paralelas não relacionadas com restrição de recursos renováveis (Se-
ção 2.2) e o problema de máquinas paralelas não relacionadas com setup dependente
e restrição de recursos renováveis (Seção 2.3), ambos com objetivo de minimizar o
makespan.
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3 REVISÃO DE LITERATURA
Neste capítulo é apresentada uma análise bibliométrica sobre este problema
com enfoque na variante com restrição de recursos renováveis, onde são analisados
os trabalhos correlacionados, suas classificações e principais abordagens utilizadas.
3.1 ANÁLISE BIBLIOMÉTRICA
A análise bibliométrica é um instrumento que permite realizar uma análise
quantitativa da literatura. Segundo Gumpenberger e Gorraiz (2012) a análise biblio-
métrica foi desenvolvida como uma ferramenta para medir e monitorar a produção
científica. Dentre as características normalmente investigadas, este trabalho irá dar
ênfase em data de publicação, autoria, fontes de pesquisa e origem geográfica.
A amostra de artigos foi definida a partir da escolha de base de dados, identifi-
cação de palavras-chave, determinação do tipo de documentos publicados e idioma de
publicação, além da exclusão de publicações duplicadas e não relevantes. A avaliação
da relevância das publicações foi realizada através da leitura completa dos artigos. O
fluxograma do processo de definição de amostra é apresentado na FIGURA 4.
FIGURA 4 – FLUXOGRAMA DO PROCESSO DE DEFINIÇÃO DE AMOSTRA
FONTE: O autor (2020).
Em relação à seleção das bases de dados, optou-se por utilizar as plataformas
ISI Web of Science (WoS) e Scopus, por incluírem uma significante parte dos principais
periódicos sobre o tema. Quanto à seleção dos dados, foram utilizadas duas expressões.
A primeira a ser utilizada foi "Parallel Machine", a qual resultou em 2568 artigos da base
Scopus e 948 artigos da base WoS. A segunda expressão, "Resources", foi selecionada
devido à definição do problema selecionado para esta pesquisa. Esta expressão foi
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aplicada como filtro na primeira seleção, resultando em 91 artigos da base Scopus e
48 artigos da base WoS.
Em relação aos tipos de documentos (artigos de periódicos, artigos de con-
ferências, livros, etc.) foi decidido por selecionar apenas nos formatos de artigos de
periódicos, artigos de conferências, reviews e proceedings. Em geral estes tipos de
publicação são considerados fontes seguras de pesquisa, devido ao alto rigor para
serem publicados. O resultado obtido foi 89 artigos da base Scopus e 47 artigos da
base web of Science.
Também foram selecionados apenas artigos de língua inglesa. Resultando
assim em 84 artigos da base Scopus e 47 artigos da base web of Science. Para
a finalização do procedimento de definição de amostra, foram excluídos 46 artigos
contidos em ambas as bases, resultando em 86 artigos. Após a leitura e análise dos
artigos, 59 foram excluídos devido a irrelevância para este trabalho. Consequentemente,
um total de 27 artigos permaneceram para a análise bibliométrica.
Após a obtenção da amostra final buscou-se analisar a distribuição de artigos
por periódico e conferências, a FIGURA 5 apresenta apenas periódicos com duas
ou mais publicações. Nesta figura são destacados os periódicos European Jounal
of Operation Research e o Computers and Operations Research, ambos com três
publicações . Seguidos pelos periódicos Computers and Industrial Engineering e Expert
Systems with aplications, ambos com duas publicações.
FIGURA 5 – DISTRIBUIÇÃO DAS PUBLICAÇÕES PELOS PRINCIPAIS PERIÓDICOS
FONTE: O autor (2020).
Também buscou-se identificar tendências de aumento ou declínio do interesse
em realizar estudos sobre o problema de Máquinas Paralelas com utilização de Re-
cursos, classificando-as por ano de publicação (FIGURA 6). O desenvolvimento de
trabalhos sobre este assunto inicia-se em 1999, sendo que nos anos seguintes, o
volume de publicações apresenta um caráter cíclico entre nenhuma (anos 2001, 2002,
2004, 2006, 2007) e uma (anos 2000, 2003 e 2005) publicação. O crescimento de
interesse pode ser notado entre os anos de 2010 e 2013, e sendo retomado a partir
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de 2015. Os anos de 2013 e 2018 apresentaram picos nos volumes de publicações,
sendo este último a apresentar o maior volume com sete artigos no total.
FIGURA 6 – EVOLUÇÃO DAS PUBLICAÇÕES AO LONGO DO TEMPO
FONTE: O autor (2020).
Em relação à distribuição das publicações pelos principais autores (FIGURA 7),
a análise indicou que 14 autores possuem dois ou mais artigos publicados. Os autores
com mais destaque foram E. B. Edis, da Celar Bayar University, Turquia, com seis
publicações, L. Fanjul-Peyro, do Grupro de Sistemas de Optmización Aplicada, Espanha
e I. Ozkarahan, da Troy University, Estados Unidos, ambos com quatro publicações.
Dentre estes três autores destacados, E. B. Edis e I. Ozkarahan publicaram alguns
trabalhos em conjunto sobre Máquinas Paralelas com Restrições de Recursos.
FIGURA 7 – DISTRIBUIÇÃO DAS PUBLICAÇÕES PELOS PRINCIPAIS AUTORES
FONTE: O autor (2020).
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A estratificação dos autores por país de origem (FIGURA 8) mostra a clara
predominância da China, seguida pelos Estados Unidos e pela Espanha. Para as
representações geográficas os autores são representados por seu país de origem.
FIGURA 8 – DISTRIBUIÇÃO DOS AUTORES PELO PAÍS DE ORIGEM
FONTE: O autor (2020).
Por fim, os trabalhos são analisados em relação às três categorias de confi-
guração de máquinas paralelas e os critérios de otimização utilizados. Vale ressaltar
que, dentre os trabalhos avaliados, alguns deles abordam mais de um problema de
máquinas paralelas com restrição de recurso, totalizando 29 problemas propostos.
Portanto, as análises foram realizadas de acordo com o total de problemas propostos.
FIGURA 9 – DISTRIBUIÇÃO DAS PUBLICAÇÕES POR CONFIGURAÇÃO DE MÁQUINAS
PARALELAS
FONTE: O autor (2020).
De acordo com a amostra obtida, nota-se a predominância de trabalhos refe-
rentes às máquinas paralelas não relacionadas (51,5% ou 15 problemas propostos),
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seguidos por publicações sobre máquinas paralelas idênticas (44,8% ou 13 problemas
propostos) e máquinas paralelas uniformes (13,4% ou 1 problema proposto), conforme
apresentado na FIGURA 9.
FIGURA 10 – DISTRIBUIÇÃO DAS PUBLICAÇÕES POR FUNÇÃO OBJETIVO
FONTE: O autor (2020).
Na FIGURA 10 verifica-se as funções objetivos utilizadas, sendo o instante
máximo do término de processamento de todas as tarefas, também denotado como
makespan predominante com 86,2% das publicações. Além disso, são utilizados outros
dois critérios de otimização, ambos presentes em 6,9% dos problemas propostos. O
total de tempo de conclusão de todas as tarefas e o Desvio Absoluto Total (TAD - Total
Absolute Deviation) do due-date, ou seja, é a minimização conjunta do adiantamento
total e do atraso total
(∑




Nesta sessão serão apresentados trabalhos correlatos ao problema de se-
quenciamento de máquinas, especificamente a variante com a utilização de recursos,
selecionados a partir da análise bibliométrica apresentada na Seção 3.1.
Edis, Oguz e Ozkarahan (2013) apresentam uma revisão sistemática e uma
discussão sobre os estudos já realizados relacionados ao problema de sequenciamento
de máquinas paralelas com restrições de recursos. Neste trabalho foram apresentadas
as classificações dos problemas, baseadas em configuração de máquina, função obje-
tivo e características de recursos. Também é utilizada a caracterização de recursos de
Błażewicz, Brauner e Finke (2004), em que recursos podem ou não ser caracterizados
como recursos input-output, ou seja, os recursos são necessários antes ou depois do
processamento de uma tarefa, ou seja se ele é necessário durante a preparação de
uma máquina, ou no descarregamento da mesma.
43
TABELA 4 – CLASSIFICAÇÕES E ABORDAGENS ENCONTRADAS NA LITERATURA
Referência Classificação Abordagem
Daniels, Hua e Webster (1999) P |res1 · ·|Cmax Heurística de DecomposiçãoTabu Search
Ventura e Kim (2000) P |res1 · 1, pj , dj = d|TAD MILP
Ventura e Kim (2003) P |res · ··, rj , pj = 1, dj |TADD Relaxação Lagrangeana
Grigoriev, Sviridenko e Uetz (2005) R|res1 · ·|Cmax Algoritmo de Aproximação
PD|res1 · ·|Cmax Algoritmo de Aproximação
Edis, Araz e Ozkarahan (2008) P |res1 · 2, Egjm, pj = 1|∑Cj Relaxação Lagrangeana
Kellerer (2008) P |res1 · ·|Cmax Algoritmo de Aproximação
Qiong et al. (2010) P |res1 · ·, prec|Cmax Ant Colony Optmization
Edis e Oguz (2011) R|res1 · ·|∑Cj ILP, CP,CP + Relaxação Lagrangeana
Edis e Ozkarahan (2011) P |res1 · 2, Egjm|Cmax ILP, CP , ILP/CP
Edis e Oguz (2012) PD|res1 · ·|Cmax ILP, 2 Fases (ILP - CP)
R|res1 · ·|Cmax ILP, 2 Fases (ILP - CP)
Edis e Ozkarahan (2012) P36|res1 · 2, Egjm|Cmax 2 Fases (IP-IP)2 Fases (ILP - CP)
Belkaid, Sari e Yalaoui (2013) P |res · · · |Cmax
ILP, Genetic Algorithm,
Genetic Algorithm + Local Search
Constructive Heuristic
Sun, Liu e Hou (2013) Q|res1 · ·|Cmax Nested Partition Method
Fanjul-Peyro, Perea e Ruiz (2015) R|res1 · ·|Cmax ILP,Constructive Heuristic
Afzalirad e Rezaeian (2016) R|res · ··, prec, rj , Egjm, Sij |Cmax MILP, Genetic Algorithm,Artificial Immune System
Zheng e Wang (2016) R|res1 · ·|Cmax ILP,Fruit Fly Optimization Algorithm
Fanjul-Peyro, Perea e Ruiz (2017) R|res1 · ·|Cmax ILP,Math Heuristc








Arbaoui e Yalaoui (2018) R|res1 · ·|Cmax CP
Fleszar e Hindi (2018) R2|res1 · ·|Cmax MILP
R|res1 · ·|Cmax MILP + CPassgin + CPFULL
Fu et al. (2018) P |res · ··, pj |Cmax Primary-SecondaryGenetic Algorithm
Villa, Vallada e Fanjul-Peyro (2018) R|res1 · ·|Cmax GRASP
Zheng e Wang (2018) R|res1 · 1|Cmax, TCE Fruit Fly Optimization Algorithm
Vallada, Villa e Fanjul-Peyro (2019) R|res1 · ·|Cmax Enriched Scatter SearchEnriched Iterated Greedy
Yepes-Borrero et al. (2020) R|res1 · ·, Sij |Cmax GRASP +Local Search
FONTE: O autor (2020).
Para facilitar a classificação dos trabalhos correlatos, será utilizada a classifica-
ção introduzida por Graham et al. (1979), e depois expandida por Błażewicz, Ecker et al.
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(2007) com suas definições de recursos, conforme apresentado na subseção 2.1.4. A
TABELA 4 apresenta um resumo da classificação dos trabalhos relacionados de acordo
com estas notações.
Daniels, Hua e Webster (1999) propõem um problema de sequenciamento de
máquinas paralelas idênticas com recursos flexíveis, que podemos classificar como
recursos não renováveis. Como abordagem de solução foi utilizado uma heurística de
decomposição para criar uma solução inicial, seguida de um algoritmo de busca local,
Tabu Search, com objetivo de aprimorar a solução.
Ventura e Kim (2000), em seu estudo sobre sequenciamento em máquinas
paralelas idênticas, utilizam como critério de otimização minimizar o Desvio Absoluto
Total (TAD) de um due date comum (d), definido como TAD =
∑
j |max{cj − d, 0} +
max{0, d− cj}|, que também pode ser denotado como a soma entre o adiantamento
e o atraso total da conclusão das tarefas. O due date, para o problema apresentado,
é considerado como apenas um instante de tempo em comum, no qual todas as
tarefas devem terminar. Também é considerada a utilização de um tipo de recurso
renovável (limitado a uma unidade por tarefa). Para resolver o problema é apresentado
um MILP. Dado a utilização de apenas uma unidade de recurso por tarefa, os autores
provaram que é possível simplificar o modelo proposto utilizando algumas propriedades
de dominância, e assim, obter melhores resultados computacionais.
Ventura e Kim (2003) deram continuidade ao seu estudo anterior, propondo dois
problemas, sendo o segundo uma particularidade do primeiro. Nesta nova proposta,
existem tipos de recursos distintos, onde cada tarefa necessita uma quantia de cada
tipo de recurso requerida. Além disso, cada tipo de recurso tem seu respectivo limite de
utilização por instante de tempo, ou seja, estes recursos são considerados renováveis.
Também são considerados que o tempo de processamento das tarefas tem valor unitário.
No segundo problema proposto, os autores consideram apenas um tipo de recurso, no
entanto, as tarefas podem ou não utilizar uma unidade de recurso renovável. Em ambos
os problemas cada tarefa tem seu respectivo due date. O critério de otimização utilizado
é minimizar Desvio Absoluto Total de um due date correspondente de cada tarefa (TADD
1 - Total Absolute Deviation of job completion times about the corresponding due dates).
Para tanto, o modelo é solucionado utilizando uma abordagem Relaxação Lagrangiana
(LR - Lagrangian Relaxation) com a finalidade de encontrar o maior Lower Bound para
o problema primal. Além disso, duas heurísticas construtivas são desenvolvidas, a
primeira para encontrar uma solução inicial factível para o modelo primal e a segunda
para converter as soluções obtidas no LRP em uma solução factível para o problema
original e utilizá-la com Upper Bound (UB).
1 Nomenclatura apresentada por Edis, Oguz e Ozkarahan (2013) com objetivo de diferenciar os
trabalhos dos autores.
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Grigoriev, Sviridenko e Uetz (2005) consideram o problema de máquinas
paralelas não relacionadas com recursos renováveis distribuídos entre as tarefas com
intuito de aprimorar seu tempo de processamento, ou seja, quanto mais recurso alocado
em uma tarefa, menor será seu tempo de processamento. O objetivo definido é o de
minimizar o makespan. Neste trabalho é proposto um algoritmo de aproximação (AA
- Approximation Algorithm), utilizando uma abordagem de Relaxação Linear (LPR -
Linear Programing Relaxation) é obtido um Lower Bound (LB), provando que a solução
obtida tem um fator de (4 + 2
√
2) de distância da otimalidade. Além disso, os autores
também abordam o problema específico de máquinas idênticas dedicadas e para este
caso, provam que sua abordagem tem uma performance de (3 + 2
√
2).
Edis, Araz e Ozkarahan (2008) propõem um modelo de programação linear
inteira (ILP - Integer Linear Programming) para o problema de máquinas paralelas
idênticas com restrição de recursos renováveis e também considerando restrições de
elegibilidade de máquina. Os autores utilizam da abordagem de LR com otimização de
sub gradientes, para obter uma solução próxima do ótimo. Além disso, demonstram
que sua abordagem fornece resultados eficientes com pequeno gap de otimalidade.
Kellerer (2008) apresenta uma abordagem para o problema de máquinas para-
lelas idênticas com tempo de processamento dependente dos recursos não renováveis,
ou seja, o tempo de processamento depende da quantidade de recursos adicionada
na tarefa. Foi desenvolvido um algoritmo de aproximação (3.5 + ε), que segue uma
abordagem similar à apresentada por Grigoriev, Sviridenko e Uetz (2005), no entanto a
formulação apresentada é baseada no problema da mochila de múltipla escolha.
Qiong et al. (2010) apresentam um algoritmo de Otimização de Colonia de
Formigas (ACO - Ant Colony Optimization), com o objetivo de minimizar o makespan
no problema de máquinas paralelas idênticas com restrição de precedência de tarefas
e de recursos renováveis, considerados neste trabalho como operadores.
Edis e Oguz (2011) apresentam um modelo em ILP e um modelo em CP
para o problema de máquinas paralelas não relacionadas com restrição de recursos
renováveis. Além disso, também apresentam um modelo em CP relaxado, utilizando
LR para relaxar a restrição de recursos do problema.
Edis e Ozkarahan (2011) abordam o problema de sequenciamento em máqui-
nas paralelas idênticas com restrição de recurso renováveis e elegibilidade de máquinas.
Para tanto, utilizaram três abordagens de solução: i) modelo de programação linear
inteira (ILP); ii) constraint programming (CP); iii) combinação dos dois modelos (IP/CP).
Foi também desenvolvido um procedimento de busca para ser utilizado nos modelos
de constraint programming.
Edis e Oguz (2012) abordam o problema de sequenciamento de máquinas
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paralelas idênticas com recursos renováveis, propondo três abordagens distintas para
resolução deste problema. Os autores apresentam uma forma estendida do modelo
ILP apresentado por Daniels, Hoopes e Mazzola (1996), adicionando dois conjuntos
de restrições baseado no estudo de Grigoriev, Sviridenko e Uetz (2005). A terceira
proposta, é a utilizar o modelo ILP apresentado por Grigoriev, Sviridenko e Uetz (2005),
seguido de um modelo CP proposto pelos próprios autores. Além disso, é abordado o
problema de sequenciamento de máquinas paralelas não relacionadas com recursos
flexíveis, para este problema os autores apresentam um novo modelo ILP e utilizam
uma abordagem sequencial, para o problema de máquinas paralelas não relacionada.
Nesta abordagem o modelo ILP, apresentado por Grigoriev, Sviridenko e Uetz (2005),
é aplicado sequencialmente com o modelo CP proposto anteriormente pelos autores.
Edis e Ozkarahan (2012) estudam uma aplicação real do problema de sequen-
ciamento em máquinas paralelas idênticas com restrição de recurso e elegibilidade
de máquinas e propuseram duas abordagens de solução em que o problema é par-
ticionado em dois sub problemas, loading e scheduling. Em ambas as abordagens,
para resolver o sub problema de loading é utilizado o modelo de programação linear
inteira (ILP) proposto por Edis e Ozkarahan (2011). Em ambas as abordagens os sub-
problemas são resolvidos sequencialmente, sendo o que diferencia uma abordagem
da outra é a utilização de um modelo de programação inteira (IP/IP) ou de constraint
programming(IP/CP) na fase de scheduling. Ambas as abordagens, assim como o
modelo completo em IP foram testados em 36 instâncias geradas a partir do problema
real estudado. Os resultados obtidos comprovam que as abordagens propostas são
melhores que o modelo exato.
Belkaid, Sari e Yalaoui (2013) apresentam uma nova abordagem de ILP para o
problema de máquinas paralelas idênticas com recursos não renováveis. Nesta nova
abordagem, os autores exploram uma formulação baseada na posição das variáveis,
indicando a posição de cada tarefa no sequenciamento. Além disso, propõem um
algoritmo genético, com duas abordagens de solução, uma utilizando apenas o GA
e outra com a aplicação de um local search para melhorar as soluções. Os autores
também apresentam uma heurística construtiva generalizada (HE - Heuristic) para o
problema de máquinas paralelas não relacionadas.
Sun, Liu e Hou (2013) pesquisam o problema de máquinas paralelas uniformes
com restrição de recursos renováveis. Os autores propõem um MILP e um método de
partição aninhada (NPM - Nested Partition Method) para resolução do problema.
Fanjul-Peyro, Perea e Ruiz (2015) abordam o problema de máquinas paralelas
não relacionadas com recursos renováveis. Neste trabalho os autores propõem um
ILP, mas dada a magnitude do problema, também é desenvolvida uma abordagem
heurística de duas fases. Na primeira fase desta abordagem, os autores resolvem o
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problema clássico de máquinas paralelas não relacionadas. Na segunda, eles fixam a
designação tarefa-máquina obtida na solução da primeira fase e resolvem o problema
com recursos renováveis. Os resultados mostraram que ao aumentar o número de
tarefas a ser processadas a abordagem heurística tem melhor performance. No caso
contrário, ao aumentar o número de máquinas disponíveis, o ILP apresenta ser melhor.
O estudo de Afzalirad e Rezaeian (2016) aborda diversos aspectos envolvidos
no problema de sequenciamento em máquinas paralelas. No modelo proposto são
considerados a utilização de recursos renováveis, o tempo de setup dependente da
sequência e da máquina, a elegibilidade das máquinas, o instante de disponibilidade
das tarefas e restrições de precedência entre tarefas. O MILP formulado foi validado com
um exemplo numérico considerado pequeno, mas não foi considerado adequado para a
resolução de problemas de grande porte, tendo em vista a complexidade e abrangência
do modelo. Os autores, então, apresentaram duas abordagens metaheurísticas para a
solução do problema, sendo um GA e um Sistema Imunológico Artificial (AIS - Artificial
Immune System). Foram comparadas as soluções, dos três métodos apresentados,
utilizando o valor de Lower Bound obtido pelo MILP como parâmetro de comparação.
Nos resultados, o método AIS demonstrou uma performance melhor em relação aos
outros métodos.
Zheng e Wang (2016) consideram em seu estudo um problema de sequencia-
mento em máquinas paralelas não relacionadas com restrição de recursos renováveis,
cuja utilização está limitada a uma unidade de recurso por tarefa, sendo assim, a
disponibilidade total de recursos é menor do que a quantidade de máquinas. Para este
problema, apresentam um modelo de programação linear inteira mista (MILP) e um
algoritmo de otimização adaptativo fruit fly de duas fases (FFOA - fruit fly optimization
algorithm). Na primeira fase, as tarefas, cujos tempos de processamento são menores,
são designadas para as máquinas e são ordenadas do maior para o menor tempo de
processamento em cada máquina. A solução obtida é utilizada como local central inicial
para a busca pelas fruit flies, reduzindo assim o espaço de solução. A abordagem de
solução demonstrou efetividade e eficiência na solução do problema proposto.
Fanjul-Peyro, Perea e Ruiz (2017) propõem o problema de sequenciamento
em máquinas paralelas não relacionadas com restrição de recursos renováveis e
apresentam dois MILPs para a resolução deste. O primeiro deles é uma adaptação
do modelo apresentado por Edis e Oguz (2012), que considera que a utilização de
recursos pode tornar menores os tempos de processamento das tarefas. O segundo, e
mais importante modelo apresentado, é baseado no modelo de strip-packing 2D, onde
fixa-se uma das dimensões da tira (altura, que analogamente significa a quantidade
de recursos disponíveis) e busca-se a minimização da outra dimensão (largura, que
corresponde ao makespan), tendo como variáveis, tarefas com dimensões que variam
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de uma máquina para outra (tanto em uso de recurso renovável quanto em tempo de
processamento). Entretanto, este modelo não se mostrou capaz de resolver problemas
de instâncias consideradas de tamanho médio. Desta forma, os autores propuseram três
Matheurísticas para serem aplicadas aos MILPs proposto. Como resultado, verificou-se
que os MILPs obtiveram respostas para os problemas pequenos, mas que os problemas
médios somente foram resolvidos utilizando as Matheurísticas. Além disso, foi possível
verificar que a aplicação das Matheurísticas ao primeiro modelo obtiveram melhores
resultados que as aplicadas no segundo modelo. Testes iniciais com instância grandes
demostraram que estudos precisam ser desenvolvidos para que se obtenham boas
soluções para instâncias maiores.
Afzalirad e Shafipour (2018) apresentam o problema de máquinas paralelas
não relacionadas com restrição de recursos renováveis e de elegibilidade de máquina,
ou seja, se a máquina é elegível para executar dada tarefa. Os autores desenvolvem
um MILP, um GA com esquema de codificação de três níveis e um algoritmo genético
híbrido (HGA - Hybrid Genetic Algorithm), que utiliza uma heurística para executar a
busca em um esquema de codificação de dois níveis. Os resultados demonstraram que
o algoritmo genético é uma abordagem apropriada e eficaz para o problema abordado.
Akbar e Irohara (2018) apresentam um problema de máquinas paralelas idên-
ticas com restrição de recursos renováveis. Para este problema, os operadores são
considerados os recursos, os quais possuem quatro modos de operação, três consi-
derados como recursos input-output e um como recurso adicional: i) carregamento; ii)
Setup; iii) descarregamento; iv) controle de máquina. Também é considerado o tempo
de locomoção do operador entre máquinas. Os autores apresentam três abordagens
de solução um MILP, um algoritmo genético baseado em permutação (PGA - Permuted-
Based Genetic Algorithm) e uma busca randômica (RS - Random Search que utiliza os
mesmos esquemas de codificação e de decodificação do PGA. Os resultados mostram
que o PGA pode resolver o problema em um tempo razoavelmente menor que o MILP
e com uma qualidade de solução melhor que o RS.
Arbaoui e Yalaoui (2018) também abordam o problema de sequenciamento em
máquinas paralelas não relacionadas com restrição de recursos renováveis, propondo
um modelo em constraint programming. Os resultados do modelo proposto foram
comparados com as abordagens propostas por Fanjul-Peyro, Perea e Ruiz (2017),
comprovando que o modelo tem melhor performance para instâncias de porte pequeno.
Fleszar e Hindi (2018) apresentam uma nova abordagem de solução para o
problema apresentado por Fanjul-Peyro, Perea e Ruiz (2015) e Fanjul-Peyro, Perea
e Ruiz (2017), que é o problema de sequenciamento de máquinas paralelas não
relacionadas com restrição de recursos renováveis. Para o problema com apenas duas
máquinas, os autores desenvolveram um MILP. Para problemas com mais de duas
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máquinas, propuseram uma abordagem heurística de três fases, utilizando um bom
Lower Bound. Para o cálculo do Lower Bound, é utilizado um MILP do problema clássico
de máquinas paralelas não relacionadas. Ainda, a segunda fase da heurística, utiliza
de um modelo em constraint programming, chamado de CP assignment, para obter
uma solução do problema de sequenciamento de máquinas paralelas não relacionadas
com restrição de recursos renováveis para a designação obtida no modelo clássico.
Para a terceira fase da abordagem é utilizado um CP do problema completo, chamado
de CP Full, utilizando a solução obtida na fase anterior como solução inicial. Esta
abordagem obteve ótimos resultados em relação às instâncias propostas anteriormente
(FANJUL-PEYRO; PEREA; RUIZ, 2017). Além disso, os autores propuseram novas
instâncias para o problema. Para a variante de duas máquinas, o MILP soluciona todas
as instâncias na otimalidade. Nos casos de mais de duas máquinas, a abordagem
apresentada encontra soluções melhores ou iguais às que propostas anteriormente
apresentadas em tempos computacionais consideravelmente menores.
Fu et al. (2018) propõem uma abordagem diferente para o problema de má-
quinas paralelas idênticas com utilização de recursos renováveis. Nesta abordagem
as tarefas possuem diferentes modos de processamento, os quais podem acelerar o
tempo de processamento, e para cada modo de processamento existe uma quantidade
necessária de recursos renováveis. Para solucionar este problema os autores propões
um algoritmo genético primário-secundário (PSGA - Primary-Secondary Genetic Algo-
rithm), onde o cromossomo primário representa a decisão de alocação de recursos e
o cromossomo secundário representa as decisões de designação e sequenciamento
das tarefas. Os resultados mostraram que o algoritmo proposto é eficiente para a
abordagem deste trabalho.
Villa, Vallada e Fanjul-Peyro (2018) continuam com o mesmo problema apresen-
tado por Fanjul-Peyro, Perea e Ruiz (2017) e se concentram em apresentar heurísticas
mais eficientes e efetivas do que as apresentadas anteriormente, por meio de duas
abordagens. Uma abordagem baseada nos recursos que consiste de três fases: i)
ordenação das tarefas (desconsiderando a utilização dos recursos); ii) construção
da solução (conferindo a factibilidade); e iii) aplicação de uma busca local para o
aprimoramento da solução. Uma segunda abordagem que é baseada na designação
tarefa-máquina, consiste de duas fases: i) tem-se a construção de oito soluções iniciais
distintas, de acordo com as oito regras de designação, estas soluções não consideram
a verificação de factibilidade dos recursos, portanto é possível obter soluções infactíveis.
Em seguida, é realizado a verificação da factibilidade e se necessário é aplicado um
mecanismo de reparo para correção da solução (caso infactível); e ii) após a fase de
construção é aplicado um Local Search multi-fases em todas as soluções encontradas.
A estrutura do Local Search é definida como: i) Inserção das tarefas da máquina do
makespan para as outras máquinas; ii) Inserção das tarefas em todas as máquinas; iii)
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Swap externo da máquina do makespan para as outras máquinas; iv) Swap externo
de todas as tarefas para todas as máquinas. Após a aplicação do Local Search é
selecionada a melhor solução dentre as oito encontradas.
Zheng e Wang (2018) apresentam um novo problema baseado em máquinas
paralelas não relacionadas com recursos renováveis, denominado resource constraint
unreleated parallel machine green scheduling problem, este problema é abordado com
dois objetivos, minimizar o makespan e minimizar o total de emissões de carbono. Os
autores utilizaram a abordagem de meta-heurística populacional Fruit fly optimization
algorithm (FFOA), apresentada anteriormente por Zheng e Wang (2016).
Vallada, Villa e Fanjul-Peyro (2019), dando continuidade aos trabalhos de Villa,
Vallada e Fanjul-Peyro (2018) e Fanjul-Peyro, Perea e Ruiz (2017), apresentam uma
busca de dispersão enriquecida (ESS - Enriched Scatter Search) e um Enriched Iterated
Greedy (EIG). Ambos métodos utilizam como solução inicial as soluções do algoritmo
de Villa, Vallada e Fanjul-Peyro (2018), assim permitindo soluções não factíveis e se
faz necessário a aplicação de um mecanismo reparador de soluções. Os algoritmos
propostos utilizam diferentes métodos de LS, baseados em inserção, swap e busca em
vizinhanças restritas. Os resultados obtidos superaram os melhores resultados para
este problema.
Yepes-Borrero et al. (2020) propõem o problema de máquinas paralelas não
relacionadas com setup dependente e recursos renováveis no período de setup (input-
output), com objetivo de minimizar o makespan. Em sua nova abordagem, os autores,
diferente das pesquisas anteriores, consideram a utilização do recurso, durante o tempo
de setup e não durante o processamento das tarefas, como nas pesquisas anteriores.
Para solucionar este problema os autores apresentam um MILP e um GRASP. Para a
fase construtiva, do GRASP proposto, são avaliados três algoritmos distintos. Como a
fase de construção pode fornecer soluções não factíveis, é desenvolvido um mecanismo
de reparação. Para a fase da busca local, são realizadas buscas baseadas em swap
interno, swap externo e inserção. Dado a falta de instâncias para o novo problema
apresentado, os autores adicionam a informação de setup nas instâncias existentes
apresentadas por Fanjul-Peyro, Perea e Ruiz (2017). Os resultados mostram que o
GRASP apresentado supera o MILP desenvolvido para este problema. Vale notar que
existe uma diferença entre o problema abordado no trabalho de Yepes-Borrero et al.
(2020) e o problema apresentado nesta pesquisa. Ambos abordam o problema de
máquinas paralelas não relacionadas com setup dependente e recursos renováveis,
no entanto, Yepes-Borrero et al. (2020) consideram que os recursos são necessário
para executar o setup das tarefas e esta pesquisa considera que os recursos são
necessários para o processamento das tarefas.
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4 MÉTODOS DE RESOLUÇÃO
Este capítulo apresenta os cinco métodos de resolução, desenvolvidos nesta
pesquisa, para os problemas de máquinas paralelas não relacionadas com restrição
de recursos renováveis (UPMR) e de máquinas paralelas não relacionadas com setup
dependente e com restrição de recursos renováveis (UPMSR). Como um dos objeti-
vos deste trabalho é introduzir como um novo problema o UPMSR, que é uma nova
variante desta classe de problemas de máquinas paralelas com restrição de recursos,
são exclusivamente desenvolvidos dois novos modelos matemáticos, um modelo de
programação linear inteira mista (MILP) e um modelo de programação por restrição
(CP). Vale ressaltar que, para o UPMR não existe a necessidade de desenvolver estas
duas abordagens, pois já foram propostas anteriormente por trabalhos presentes na
literatura. Além disso, para ambos os problemas, dois outros métodos são propostos, o
Greedy Randomized Adaptive Evolutionary Path Relinking (GRAEPR) e uma aborda-
gem híbrida, a qual utiliza o GRAEPR desenvolvido em conjunto com um modelo de
programação por restrição (GRAEPR + CP). Dada a eficiência obtida na abordagem
proposta por Fleszar e Hindi (2018) (AFH) para o problema UPMR, apresentada na
Seção 2.3, esta abordagem é devidamente adaptada para o UPMSR. A TABELA 5
identifica os métodos de resolução desenvolvidos para ambos os problemas.
TABELA 5 – PROBLEMAS E OS RESPECTIVOS MÉTODOS DE RESOLUÇÃO





GRAEPR + CP  
AFH - 
FONTE: O autor (2020).
4.1 MODELO DE PROGRAMAÇÃO LINEAR INTEIRA MISTA
O primeiro método de resolução apresentado é um modelo de programação
linear inteira mista (MILP), desenvolvido apenas para o problema de máquinas paralelas
não relacionadas com setup dependente e com restrição de recursos renováveis. Con-
forme já mencionado, as pesquisas anteriores apresentaram modelos de programação
linar inteira mista para o problema UPMR. O desenvolvimento de um modelo MILP
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se faz devido a possibilidade em obter as soluções em sua otimalidade, pois é um
método exato. As notações utilizadas na modelagem matemática, para o problema d
são apresentadas na TABELA 6.
TABELA 6 – NOTAÇÕES UTILIZADA NO MODELO DE PROGRAMAÇÃO LINEAR INTEIRA
MISTA PARA O UPMSR
Conjuntos e índices
J Tarefas; h, i, j ∈ J = 0...|J |; i = 0 é uma tarefa fictícia;
M Máquinas; m ∈M = 1...|M |;
T Horizonte de Tempo; t ∈ T = 1...|T |;
Parâmetros
Pjm Tempo de processamento da tarefa j na máquina m;
Sijm
Tempo de Setup entre as tarefas i e j (sendo a tarefa i imediatamente
antecessora da tarefa j) na máquina m;
Resjm Recursos necessários para realizar a tarefa j na máquina m;
Resmax Limite de recurso disponível para a realização das tarefas;
L Número suficientemente grande;
Variáveis de Decisão
Cmax Instante máximo de conclusão das tarefas ou makespan;
Cjm tempo de conclusão da tarefa j na máquina m;
Xijm
= 1, se a tarefa i é imediatamente antecessora da tarefa i na máquina m;
= 0, caso contrário;
Yjmt
= 1, se a tarefa j é concluída na máquina m no instante t;
= 0, caso contrário;

























X0jm ≤ 1 ∀m = 1..|M |;
(4.5)
C0m = 0 ∀m = 1..|M |;
(4.6)





Xijm ∀i = 0..|J |; ∀m = 1..|M |;
(4.8)




























RimPimXijm ≤ Cmax (4.13)
Cmax ∈ Rn+ (4.14)
Cim ∈ Rn+ ∀i = 0..|J |; ∀m = 1..|M |;
(4.15)
Xijm ∈ B ∀i = 0..|J |; ∀j = 0..|J |; i = j; ∀m = 1..|M |;
(4.16)
Yimt ∈ B ∀i = 0..|J |; ∀m = 1..|M |; ∀t = 1..|T |;
(4.17)
A função objetivo (4.1) é responsável pela minimização do makespan. Os
conjunto de restrições (4.2) e (4.3) garantem que as tarefas sejam executadas em
apenas uma máquina. Além disso, juntamente com as restrições (4.4), garantem a
conservação de fluxo, ou seja, garantem que todas as tarefas possuam apenas uma
tarefa imediatamente antecessora e apenas uma tarefa imediatamente sucessora,
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respectivamente. As restrições (4.5) garantem que a tarefa artificial esteja posicionada
no início de todas as máquinas, sendo que as máquinas podem ou não serem utilizadas.
O conjunto de restrições (4.6) estabelece que o instante de conclusão da atividade
artificial é nulo em todas as máquinas. O conjunto de restrições (4.7) garante que o
makespan deve ser maior ou igual ao instante de conclusão de todas as tarefas, em
todas as máquinas. Em (4.8) é garantido que o tempo de conclusão de uma tarefa em
uma máquina é maior que zero apenas se ela for realizada na mesma. As restrições
(4.9) asseguram que o instante de término da tarefa j deve ser maior ou igual a soma
entre o instante de término da atividade i (imediatamente antecessora), o tempo de
setup entre as duas tarefas e o tempo de de processamento da tarefa j.
As restrições (4.10) garantem que cada tarefa deve ser concluída em apenas
uma máquina e em apenas um instante de tempo. O conjunto de restrições (4.11)
atribui valor à variável Yimt, definindo assim, o instante de conclusão da tarefa de acordo
com o valor atribuído à variável Cim. O conjunto de restrições (4.12) garante que o
limite de recursos total não seja ultrapassado em cada instante do horizonte de tempo.
A restrição (4.13) auxilia na convergência da solução, garantindo que o makespan
respeite o Lower Bound proposto por Grigoriev, Sviridenko e Uetz (2005) (2.7). Por
fim, os conjuntos de restrições (4.14) - (4.17) representam o domínio das variáveis de
decisão.
Vale ressaltar que é necessário realizar o cálculo do Upper Bound (UB) da
solução para determinar o tamanho do conjunto T, conjunto do horizonte de tempo,
responsável por determinar a quantidade de variáveis Yimt a serem criadas, pois quanto
menor o horizonte, menor a quantidade de variáveis utilizadas, logo, maior a facilidade
de convergência do modelo. Para isto, é utilizado o seguinte cálculo:
UB = 1.25 ·max{Pim} · |J ||M | (4.18)
O valor é obtido através da multiplicação de 1.25 pelo maior tempo de pro-
cessamento, entre todas as tarefas e máquinas, multiplicado também pela fração
da quantidade de tarefas pela quantidade de máquinas. O valor definido de 1.25 é
justificado pelos valores definidos na geração dos tempos de setup das instâncias
do problema de máquinas paralelas não relacionadas com setup dependente e com
restrição de recursos renováveis.
4.2 MODELO DE PROGRAMAÇÃO POR RESTRIÇÃO
Modelos de programação por restrição (CP) estão sendo utilizados para reso-
lução de problemas de máquinas paralelas com restrições de recursos. Edis e Oguz
(2011) apresentaram um modelo CP combinado com Relaxação Lagrangiana. Edis
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e Ozkarahan (2011, 2012), Edis e Oguz (2012) e Fleszar e Hindi (2018) utilizaram
abordagens híbridas, em que os modelos de constraint programming foram utilizados
na fase final de suas respectivas abordagens. Além destes, Arbaoui e Yalaoui (2018)
também apresentaram uma versão do modelo de programação de restrição para o pro-
blema de máquinas paralelas não relacionadas com restrição de recursos renováveis
(UPMR). Utilizando destes estudos prévios como grandes motivadores, foi desenvolvido
um modelo CP para o problema de máquinas paralelas não relacionadas com setup
dependente e restrição de recursos renováveis (UPMSR). O modelo foi desenvolvido
baseado no modelo proposto por Fleszar e Hindi (2018). As notações utilizadas para a
modelagem em constraint programming são apresentadas na TABELA 7.
TABELA 7 – NOTAÇÕES UTILIZADAS NO MODELO DE CONSTRAINT PROGRAMMING
PARA O UPMSR
Conjuntos e índices
J Tarefas; i, j ∈ J = 1...|J |;
M Máquinas; m ∈M = 1...|M |;
Parâmetros
Pjm Tempo de processamento da tarefa j na máquina m;
Sijm
Tempo de Setup entre as tarefas i e j (sendo a tarefa i imediata-
mente antecessora da tarefa j) na máquina m;
Resjm Recursos necessários para realizar a tarefa j na máquina m;
Resmax Limite de recurso disponível para a realização das tarefas;
LB Lower Bound ;
Variáveis de Decisão
Cmax Instante máximo de conclusão das tarefas ou makespan;
Xjm Variável de intervalo opcional;
= Presente, se a tarefa j é executada na máquina m;
= Ausente, caso contrário;
Yj Variável de intervalo relacionada à tarefa j;
Wm Variável de sequência de intervalos relacionada ao sequencia-
mento que será executado na máquina m;
Zm Variável de transição que representa os tempos de setup exe-
cutados no sequenciamento da máquina m;
Resource Função Acumulativa;
FONTE: O autor (2020).
Min Cmax (4.19)
s.a.
Xjm = optional_size(Pjm) ∀j = 1..|J |; ∀m = 1..|M |; (4.20)
noOverlap(∀jXjm) ∀m = 1..|M |; (4.21)
Yj = alternative(∀mXjm) ∀j = 1..|J |; (4.22)
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Zm = Sijm ∀m = 1..|M |; (4.23)







Resource ≤ Rmax (4.26)








A equação (4.19) define o objetivo de minimizar o makespan. O tempo de
processamento, da tarefa j na máquina m, é atribuído à variável de intervalo opcional
Xjm (4.20). A não sobreposição das tarefas, caso sejam designadas à máquina m, é
garantida no conjunto de restrições (4.21). Uma única variável de intervalo opcional é
atribuída à variável Yj nas restrições (4.22). O conjunto de restrição (4.23) atribui os
valores da matriz de setup, relacionada à máquina m, à variável de transição Zm. A
não sobreposição dos setups é garantida pelas restrições (4.24). A função acumulativa
Resource é definida na restrição (4.25). O limite dos recursos é assegurado na restrição
(4.26). O makespan é calculado pelo conjunto de restrições (4.27). O valor do makespan
é limitado pelo valor de Lower Bound, proposto por Grigoriev, Sviridenko e Uetz (2005),
na restrição (4.28).
4.3 GREEDY RANDOMIZED ADAPTIVE EVOLUTIONARY PATH-RELINKING
O greedy randomized adaptive search procedure (GRASP), introduzido por
Feo e Resende (1995), é uma meta-heurística iterativa probabilística para resolução
de diversos problemas de otimização combinatória. Ao longo dos anos, o GRASP
é considerado efetivo e de fácil implementação, sendo capaz de encontrar soluções
ótimas ou aproximadas (RESENDE; RIBEIRO, 2016), que consiste em duas fases:
construtiva e busca local (RESENDE; RIBEIRO, 2005b).
Pesquisas relacionadas a aplicação do GRASP em problemas de sequencia-
mento de máquinas foram incentivadoras para abordar este método de resolução. Feo,
Venkatraman e Bard (1991) e Feo, Sarathy e McGahan (1996) aplicaram o GRASP
para solucionar problemas de sequenciamento em única máquina, enquanto Resende,
Binato et al. (2002) propuseram uma aplicação para problemas de sequenciamento Job
Shop. Em um estudo mais recente, Yepes-Borrero et al. (2020) utilizam o GRASP para
o problema o problema de máquinas paralelas não relacionadas com setup dependente
e recursos renováveis no período de setup. Vale ressaltar que existe uma pequena
diferença no problema abordado por Yepes-Borrero et al. (2020) e o problema abordado
nesta pesquisa. Enquanto o primeiro considera a utilização dos recursos no período de
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setup, este trabalho aborda a a utilização de recursos no período de processamento das
tarefas. Para mais informações sobre o GRASP, aqui referenciamos Festa e Resende
(2002) e Resende e Ribeiro (2016).
Algoritmo 1 Pseudocódigo do GRASP
1: Input: αGRASP
2: x← Construir_Solução(αGRASP );
3: x← Bulsca_Local(x);
4: return x;
O Algoritmo 1 apresenta um pseudocódigo generalizado para o GRASP, onde
explicita o parâmetro de entrada utilizado, o índice de gulosidade, αGRASP (Linha 1), e
suas duas fases: construtiva (Linha 2) e busca local (Linha 3).
A primeira fase é responsável pela construção da solução. Nesta fase existe um
conjunto de todos os elementos que podem ser incorporados à solução. São avaliados
os custos de inserção destes elementos na função objetivo e após esta avaliação,
é gerada uma lista restrita de candidatos (RCL - Restricted Candidate List) com os
melhores candidatos. O tamanho da RCL é determinada de acordo com o índice de
gulosidade αGRASP ∈ [0, 1], onde αGRASP = 0, significa puramente guloso e αGRASP = 1,
totalmente aleatório. Então, o elemento a ser inserido na solução parcial é selecionado
a partir desta RCL. Após a seleção e inserção deste elemento, a RCL e os custos
de inserção são atualizados. Estes passos são repetidos até que a solução esteja
completa. É possível que a fase construtiva não forneça soluções factíveis, logo, pode
ser necessária a aplicação de mecanismos de reparo de solução. A fase construtiva do
GRASP, para problemas de máquinas paralelas, é apresentada no Algoritmo 2.
Algoritmo 2 Pseudocódigo da fase construtiva do GRASP
1: Input: αGRASP
2: RCL← Inicializar_RCL(αGRASP );
3: while (RCL = Ø) do
4: (j, m) ← Seleção_Aleatória(RCL);
5: x← adiciona a tarefa j na máquina m;




O algoritmo tem como parâmetro de entrada o índice de gulosidade, αGRASP
(Linha 1). Na linha 2, a lista restrita de candidatos é inicializada e seu tamanho é
determinado pelo índice de gulosidade αGRASP . Enquanto existirem candidatos na RCL,
os procedimentos de construção da solução serão realizados (Linha 3). Na linha 4
é selecionada uma tarefa j e a máquina m em que esta será designada. A solução
é atualizada com a inserção da tarefa j na última posição da máquina m (Linha 5).
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Caso o problema considere os tempos de setup, a inserção deve ocorrer utilizando
esta informação. Então, a RCL é atualizada, removendo a tarefa j da lista (Linha
6). A construção da solução não garante factibilidade para o problema de máquinas
paralelas não relacionadas com restrição de recursos renováveis, portanto, após a
fase de construção, onde as tarefas são designadas e sequenciadas, é fundamental
avaliar a solução e verificar se as restrições de recurso são respeitadas. Ocorrendo
o excesso de recursos em algum instante, se faz necessária a reparação da solução
(Linha 8). Yepes-Borrero et al. (2020) apresentam um método de reparação, que pode
ser adaptado e utilizado para os problemas abordados neste trabalho. Pata obter melhor
performance computacional do método, proposto por Yepes-Borrero et al. (2020), foram
feitas algumas alterações que são apresentadas no Algoritmo 3.
Algoritmo 3 Pseudocódigo do procedimento de reparo
1: Input: x
2: for each t < Cmax, tal que ∃ t = Cjmj , ∀j ∈ J do
3: λt ←
∑
j Rjmj , tal que Cjmj − Pjmj < t ≤ Cjmj ∀j ∈ J ;
4: if (λ > Rmax) then
5: j∗ ← argmaxj{Cjmj − Pjmj}, tal que Cjmj − Pjmj < t ≤ Cjmj ∀j ∈ J ;
6: x← Adiar_Start(j∗);




O parâmetro de entrada deste algoritmo é a solução x (Linha 1). Diferente
do método apresentado por Yepes-Borrero et al. (2020), o procedimento de reparo
desta pesquisa consiste em avaliar apenas os instantes do horizonte de tempo em
que as tarefas foram concluídas (Loop 2 - 9). Vale ressaltar que em toda solução,
é assumido que toda tarefa j é designada para uma máquina mj ∈ M . A Linha 3
calcula o coeficiente λt, somando apenas os recursos utilizados pelas tarefas, em
suas respectivas máquinas, que estão sendo processadas no instante t. Então é
verificado se o valor do coeficiente não ultrapassa o limite de recursos Rmax (Linha 4).
Caso o limite seja ultrapassado, é selecionada, entre as tarefas que se sobrepõem
neste instante de tempo, a tarefa que se inicia por último (Linha 5). Então, a tarefa
selecionada tem seu início adiado para o próximo instante de tempo em que a restrição
é respeitada (Linha 6). Por fim, o instante de tempo é decrementado para que possa
ser reavaliado, garantindo assim, que o limite de recursos seja respeitado no instante t
após a atualização da solução.
A segunda fase do GRASP tem por objetivo aprimorar a solução gerada pela
fase anterior, avaliando a vizinhança de soluções até que a solução encontrada seja
um ótimo local. Para otimizar esta fase, Mladenović e Hansen (1997) apresentaram um
Variable Neighborhood Descent (VND), uma variante doVariable Neighborhood Search
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(VNS) proposto por Hernández-Pérez, Rodríguez-Martín e Salazar-González (2009). O
VND é um algoritmo interativo com objetivo de realizar uma busca local, com alteração
determinística de vizinhança. Ou seja, performa uma busca local em uma vizinhança,
até encontrar o mínimo local, e após isto utiliza a solução encontrada como ponto de
partida para performar a busca local da próxima vizinhança. Para exemplificar o VND,
considere um conjunto de vizinhanças Nk(x), o qual contém k vizinhanças distintas
e determinadas previamente e uma solução x. Enquanto o critério de parada não é
satisfeito, a cada iteração do método, após a aplicação da busca local na solução x,
utilizando uma vizinhança do conjunto Nk(x), é verificada se a solução é aprimorada.
Caso positivo, a solução atual x é atualizada. Em seguida, é realizada a aplicação
da busca local utilizando a próxima vizinhança, até que todas as vizinhanças sejam
utilizadas. Para este trabalho, foi desenvolvido um VND para a fase da busca local do
GRASP.
Inspirado pelo trabalho de Yepes-Borrero et al. (2020), o conjunto de vizi-
nhanças é composto por três vizinhanças, Nk(x) ∈ {insertion, 2opt, swap}: External
Insertion (insertion), External Insertion 2-OPT (2opt) e External Swap (swap). Yepes-
Borrero et al. (2020) utilizam um Internal Swap em sua busca local, no entanto foi
observado que, para os problemas abordados nesta pesquisa, a utilização de um
External Insertion 2-OPT é mais eficiente. A fase de busca local é apresentada no
Algoritmo 4.
Algoritmo 4 Pseudocódigo da fase de Busca Local do GRASP
1: Input: x
2: x′ ← x;
3: x∗ ← x;
4: while (Condição de Parada) do
5: for each Nk(x) ∈ {insertion, 2opt, swap} do
6: x′ ← Remover_Ocioso(x);
7: x′ ← Aplicar_Vizinhança(x, Nk(x));
8: x′ ← Reparar_Solução(x);
9: if (C(x′) < C(x∗)) then





O parâmetro de entrada do VND é a solução x (Linha 1). As linhas 2 e 3
atribuem esta solução, obtida na fase inicial, à solução atual x′ e à melhor solução x∗,
respectivamente. Enquanto o critério de parada não for atingido, ou seja, enquanto
houver aprimoramento da solução (Linha 4), para cada vizinhança determinada no
conjunto Nk(x), é primeiramente aplicado um procedimento que remove os tempos
ociosos contidos na solução (Linha 6). Esta operação é justificada por dois fatores,
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primeiro pelo critério de otimização do problema, que é a minimização do makespan,
isto significa, que a minimização dos tempos ociosos influencia na minimização do
makespan. Em contrapartida, isto afeta diretamente a factibilidade da solução. O
segundo fator são os coeficientes β (4.29) e γ (4.31) que avaliam a utilização e o
excesso dos recursos na solução, respectivamente. Então, na Linha 7 a busca local é
aplicada para a vizinhança determinada, até que o local ótimo seja encontrado. Devido
a utilização do procedimento de remoção dos tempos ociosos e a possibilidade de gerar
uma solução infactível, se torna necessário utilizar o procedimento de reparo antes da
avaliação das soluções (Linha 8). Por fim, o valor da solução atual C(x′) é avaliada e
comparada com o valor da melhor solução C(x∗) (Linha 9). Em caso de aprimoramento,
a solução é atualizada (Linhas 10), mantendo sempre a melhor solução.
A primeira vizinhança, a ser aplicada a busca local, é o External Insertion,
Nk(x) = insertion. O External Insertion realiza a verificação da inserção de cada tarefa
j, em todas as posições p das outras máquinas m. A FIGURA 11 apresenta um exemplo
de uma solução após a aplicação do External Insertion. Neste exemplo é considerado
que a máquina em que a tarefa será inserida já está definida.
FIGURA 11 – EXEMPLO EXTERNAL INSERTION.
FONTE: O autor (2020).
Para melhor performance deste método, são utilizados dois coeficientes de
avaliação β e γ. Para selecionar a tarefa j e a máquina m∗j , onde será realizada a
inserção é utilizado o coeficiente β, pois a troca de designação da tarefa j, impacta na
quantidade total de recursos no sequenciamento. Este coeficiente é definido pela razão
do total de recursos no sequenciamento, calculado pela multiplicação entre os recursos
necessários (Rjmj ) e o tempo de processamento (Pjmj ) da tarefa j na máquina mj






Grigoriev, Sviridenko e Uetz (2005) atestaram que é possível utilizar o coe-
ficiente β como Lower Bound para a solução deste problema, assim, justificando a
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utilização deste como coeficiente para avaliação. Para definir a posição p em que será
inserida a tarefa j, é utilizado o coeficiente γ, que considera a quantidade total de
recursos em excesso e a soma de instante de tempos em que o limite é excedido. Para
cada instante de tempo t, o coeficiente θt é determinado se a quantidade de recursos
utilizados, pelas tarefas j processadas neste instante t em suas respectivas máquinas






j Rjmj > Rmax, tal que Cjmj − Pjmj < t ≤ Cjmj∀j ∈ J
0 , c.c.
(4.30)
O coeficiente γ é determinado pelo somatório do coeficiente θt, que representa
a quantidade de instantes de tempo em que a quantidade de recursos necessários
ultrapassam o limite Rmax. Se, em algum instante isto acontecer, o valor de γ é calcu-
lado. Caso contrário, é atribuído o valor 0, que significa que a solução é factível sem









t θt > 0
0 , c.c.
(4.31)
Após avaliar todas as trocas possíveis, a troca que apresenta o menor valor de
γ é realizada, desde que seja menor que o valor do coeficiente da solução atual γ∗ e
que apresente melhoria no makespan. Vale ressaltar que o makespan utilizado para
a avaliação é o da solução após a remoção dos tempos ociosos. O procedimento é
detalhado no Algoritmo 5:
Algoritmo 5 Pseudocódigo do External Insertion
1: Input: x
2: while (Condição de Parada) do
3: C∗max ← Calcular_Makespan(x);
4: β∗ ← Calcular_Beta(x);
5: γ∗ ← Calcular_Gamma(x);
6: Best_Insertion(j∗, m∗, p∗) ← Ø;
7: for each j ∈ J do
8: for each m ∈M and mj = m do
9: βaux ← Calcular_Beta(j, m);
10: if (βaux < β∗) then
11: β∗ ← βaux;





16: for each p ∈ m∗ do
17: Caux ← Calcular_Makespan(j∗, m∗, p);
18: γaux ← Calcular_Gamma(j∗, m∗, p);
19: if (γaux < γ∗) and (Caux ≤ C∗max) then
20: γ∗ ← γaux;
21: C∗max ← Caux;
22: Best_Insertion(j∗, m∗, p∗) ← (p);
23: end if
24: end for
25: x← Best_Insertion(j∗, j∗, m∗);
26: end while
27: return x;
O parâmetro de entrada do External Insertion é a solução x (Linha 1). Ini-
cialmente, o External Insertion calcula o makespan C∗max e os coeficientes β∗ e γ∗
da solução atual (Linhas 3 - 5). Em seguida, na linha 6, é inicializada a variável que
armazena a melhor inserção. É calculado o coeficiente auxiliar βaux, com o valor do
coeficiente β de cada tarefa j sendo inserida em cada máquina m possível, na linha 9.
Em caso de melhoria da solução, o β∗ e a melhor inserção são atualizados (Linhas 11-
12). Após a definição da tarefa j∗ e a máquina m∗ em que será inserida, são realizados
os cálculos do makespan e do coeficiente γaux auxiliares, para a inserção da tarefa j∗
em todas as posições p da máquina m∗ (Linhas 17 - 18). Os coeficientes são avaliados
e se houver aprimoramento do coeficiente e do valor de makespan, são atualizados
os valores do coeficiente γ∗, do makespan e da melhor inserção (Linhas 20 - 22). Por
fim, se a solução é aprimorada, na linha 25 é realizada a melhor inserção. O External
Insertion é repetido enquanto houver melhoria da solução.
A segunda vizinhança, a ser aplicada a busca local, é o External Insertion
2-OPT, Nk(x) = 2opt. De forma similar à primeira vizinhança, o External Insertion
2-OPT tem por objetivo avaliar as possíveis trocas entre uma tarefa i, designada em
uma máquina m1 e uma tarefa j, designada em uma máquina m2. Para esta avaliação
é utilizado o coeficiente β, apresentado na Equação 4.29. Após a definição das tarefas
e suas respectivas máquinas, o algoritmo utiliza o coeficiente γ (4.31) para definir a
posição em que cada uma das tarefas será inserida. Ou seja, a tarefa i, originalmente
designada na máquina m1, será inserida na posição p2 da máquina m2. De forma
análoga, a tarefa j, originalmente designada na máquina m2, será inserida na posição
p1 da máquina m1.
A FIGURA 12 apresenta um exemplo de uma solução após a aplicação do
External Insertion 2-OPT. Neste exemplo, já estão definidas as máquinas em que as
tarefas serão primeiramente trocadas e depois inseridas.
63
FIGURA 12 – EXEMPLO EXTERNAL INSERTION 2-OPT.
FONTE: O autor (2020).
O Algoritmo 6 apresenta o procedimento do External Insertion 2-OPT :
Algoritmo 6 Pseudocódigo do External Insertion 2-OPT
1: Input: x
2: while (Condição de Parada) do
3: C∗max ← Calcular_Makespan(x);
4: β∗ ← Calcular_Beta(x);
5: γ∗ ← Calcular_Gamma(x);
6: Best_Insertion_2opt(i∗, m∗1, p∗1, j∗, m∗2, p∗2) ← Ø;
7: for each m1 ∈M do
8: for each i, tal que mi = m1 do
9: for each m2 ∈M , and m1 = m2 do
10: for each j, tal que mj = m2 do
11: βaux ← Calcular_Beta(i, m1, j, m2);
12: if (βaux < β∗) then
13: β∗ ← βaux;






20: for each p1 ∈ m∗1 do
21: for each p2 ∈ m∗2 do
22: Caux ← Calcular_Makespan(i∗, m∗1, p1, j∗, m∗2, p2);
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23: γaux ← Calcular_Gamma(i∗, m∗1, p1, j∗, m∗2, p2);
24: if (γaux < γ∗) and (Caux ≤ C∗max) then
25: γ∗ ← γaux;




30: x← Best_Insertion_2opt(i∗, m∗1, p∗1, j∗, m∗2, p∗2);
31: end while
32: return x;
O parâmetro de entrada do External Insertion 2-OPT é a solução x (Linha
1). As linhas 3 - 5 calculam respectivamente o makespan, os coeficientes β∗ e γ∗
da solução atual. A linha 6 inicializa o armazenamento do melhor par de inserções.
O coeficiente auxiliar βaux é calculado para a troca de cada par de tarefas e suas
respectivas máquinas na linha 11. A linha 12 verifica se houve melhoria na solução,
em caso positivo são atualizados o coeficiente β∗ e o armazenamento do melhor par
de inserções (Linhas 13 - 14). Após encontrar o melhor par de tarefas, nas linhas 22
e 23, o algoritmo calcula o makespan auxiliar e o coeficiente auxiliar γaux para todas
as possíveis posições de inserção das tarefas i∗ e j∗ determinadas previamente. Em
caso de aprimoramento da solução, o coeficiente γ∗ e o armazenamento do melhor par
de inserções são respectivamente atualizados nas linhas 25 e 26. Por fim, se houve
melhoria, a solução x é atualizada na linha 30. O External Insertion 2-OPT também é
realizado enquanto houver melhoria da solução.
A terceira e última vizinhança, a ser aplicada a busca local, é o External Swap,
Nk(x) = swap. O External Swap é definido pela troca entre uma tarefa i, designada
na máquina com maior tempo de processamento m1, com uma tarefa j, que está
designada em alguma outra máquina m2. A FIGURA 13 apresenta um exemplo de
uma solução após a aplicação do External Swap. Neste exemplo é considerado que as
máquinas em que as tarefas serão trocadas já estão definidas.
FIGURA 13 – EXEMPLO EXTERNAL SWAP.
FONTE: O autor (2020).
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A realização destas trocas, impacta na quantidade total de recursos no sequen-
ciamento. Portanto, para avaliar o impacto disto na solução é utilizado um coeficiente β
(4.29), avaliando todas as trocas possíveis e realizando a troca que apresentar o menor
valor para o coeficiente β, desde que seja inferior ao coeficiente da solução atual β∗.
Os detalhes deste procedimento são descritos no Algoritmo 7:
Algoritmo 7 Pseudocódigo do External Swap
1: Input: x
2: while (Condição de Parada) do
3: β∗ ← Calcular_Beta();
4: C∗max ← Calcular_Makespan();
5: Best_Swap(i∗,m∗1 j∗, m∗2) ← Ø;
6: m1 ← argmaxm∈M{Cm};
7: for each i, tal que mi = m1 do
8: for each m2 ∈M and m1 = m2 do
9: for each j, tal que mj = m2 do
10: βaux ← Calcular_Beta(i, m1, j, m2);
11: Caux ← Calcular_Makespan(i, m1, j, m2);
12: if (βaux < β∗) and (Caux ≤ C∗max) then
13: C∗max ← Caux;
14: β∗ ← βaux;





20: x← Best_Swap(i∗, j∗, m∗);
21: end while
22: return x;
O parâmetro de entrada do External Swap é a solução x (Linha 1). O coeficiente
β∗ e o makespan da solução atual são calculados nas linhas 3 e 4. O armazenamento
da melhor troca a ser realizada é realizado na linha 5. A linha 7 é responsável por
identificar a máquina m∗1 em que o makespan ocorre. Na linha 10, o coeficiente auxiliar
βaux é calculado para cada troca possível e devidamente comparado ao coeficiente
da solução atual β∗ (Linha 12). Caso seja inferior, o makespan, o coeficiente β∗ e
o armazenamento da melhor troca são atualizados (Linhas 13 - 15). Finalmente, se
necessária, a melhor troca é realizada na linha 22. Da mesma forma que os outros
procedimentos, este é realizado até que a solução não seja aprimorada.
O GRASP possui uma natureza randômica, o que garante a geração de diver-
sas soluções distintas, com isto é possível construir conjuntos de soluções distintas, tal
como o conjunto E, de soluções elites, utilizado no path-relinking. Originalmente pro-
posto por Glover (1997), o path-relinking é uma estratégia que conecta duas soluções
com o propósito encontrar melhores soluções na trajetória desta conexão. Dada uma
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solução inicial xs gerada pelo GRASP, é selecionada uma solução guia do conjunto
elite, xt ∈ E. Estas soluções, xs e xt, devem ser distintas, ou seja, Δ(xs, xt) > 0. Para
calcular a distância entre as soluções são analisadas as características da soluções.
Para os problemas UPMR e UPMSR, as características analisadas são a máquina mj,
em que a tarefa j foi designada e sua respectiva posição pj. A FIGURA 14 exemplifica
a solução inicial xs, a solução guia xt e suas respectivas características.
FIGURA 14 – EXEMPLO DE CARACTERÍSTICAS DA SOLUÇÃO INICIAL E DA SOLUÇÃO
GUIA
FONTE: O autor (2020)
No exemplo acima, podemos ver que as características em comum entre
as soluções, destacadas em verde, e as características diferentes, destacadas em
vermelho. Para realizar o cálculo do valor de Δ(xs, xt), são analisadas as características
de todas as tarefas j, das soluções, xs e xt. Para cada tarefa j, que esteja designada
em máquinas distintas nas soluções, é acrescido 1 ponto ao valor de Δ(xs, xt). No
entanto, caso a tarefa j esteja designada para a mesma máquina, mas com posições
diferentes, é acrescido 0.5 ponto ao valor de Δ(xs, xt). Em caso, das características
da tarefa j, designação de máquina e posição, sejam as mesmas, nenhum ponto é
acrescido ao valor de Δ(xs, xt).
Calculando o valor de Δ(xs, xt) para o exemplo da apresentado na FIGURA 14,
temos: Para ambas as soluções, as tarefas 1 e 2 possuem características iguais, ou seja,
estão designadas para as mesmas máquinas nas mesmas posições. Portanto, para
estas duas tarefas nenhum ponto é adicionado, Δ(xs, xt) = 0. As tarefas 3 e 4 possuem
designação de máquinas distintas, em relação as soluções, então são adicionados
dois pontos, um para cada tarefa, Δ(xs, xt) = 2. A tarefa 5 possui designação de
máquina igual, porém a posição é diferente, por este motivo é adicionado 0.5 ponto,
Δ(xs, xt) = 2.5. Por fim, é calculado o percentual da relação entre Δ(xs, xt) = 2.5 e a
quantidade de tarefas |J | = 5. Assim, o valor resultante é de Δ(xs, xt) = 0.5.
O cálculo do valor de Δ(xs, xt) é detalhado no Algoritmo 8. Para facilitar a
compreensão deste algoritmo considere, a máquina mj em que a tarefa j foi processada
para a solução xs, como mj(xs). A posição em que a tarefa j foi processada na máquina
mj para a solução xs, como pj(xs). A máquina mj em que a tarefa j foi processada para
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a solução xt, como mj(xt). E a posição em que a tarefa j foi processada na máquina
mj para a solução xt, como pj(xt).
Algoritmo 8 Pseudocódigo do Cálculo de Δ(xs, xt)
1: Input: xs, xt
2: Δ(xs, xt) = 0;
3: for each j ∈ J do
4: if mj(xs) = mj(xt) then
5: Δ(xs, xt) = Δ(xs, xt) + 1;
6: else if pj(xs) = pj(xt) then
7: Δ(xs, xt) = Δ(xs, xt) + 0.5;
8: end if
9: end for
10: Δ(xs, xt) = Δ(xs, xt)/|J |;
11: return Δ(xs, xt);
Os parâmetros de entrada do procedimento para calcular o valor de Δ(xs, xt)
são a solução inicial xs e a solução guia xt (Linha 1). A linha 2 é responsável por
inicializar o valor de Δ(xs, xt). É verificado a diferença das soluções para todas as
tarefas j ∈ J (Loop 3 - 9). Na linha 4, é verificado se a tarefa j é designada para
máquinas diferentes nas soluções (mj(xs) = mj(xt)). Caso positivo, é adicionado 1
ponto ao valor de Δ(xs, xt) (Linha 5). Em caso negativo, na linha 6, é verificado se a
tarefa j está alocada em posições diferentes nas soluções (pj(xs) = pj(xt)). Em caso
positivo para a última verificação, é adicionado 0.5 ponto ao valor de Δ(xs, xt) (Linha 7).
Por fim, o valor de pontos acumulados de Δ(xs, xt) é divido pela quantidade de tarefas
|J | (Linha 11).
Ao analisar as soluções, suas características em comum se mantém intactas e
o objetivo é inserir iterativamente as características da solução guia que não estejam
presentes na solução inicial. Para que isto seja possível, existe um conjunto de mo-
vimentos possíveis para realizar esta conexão. Utilizando o exemplo apresentado na
FIGURA 14, podemos criar a lista de movimentos possíveis para que xs seja religada à
xt. Como existem três tarefas, que possuem características diferentes nas soluções
xs e xt, a lista contém três movimentos possíveis para realizar a reconexão: (i) Inserir
a tarefa 3 na posição 3 da máquina 1; (ii) Inserir a tarefa 4 na posição 2 da máquina
2; (iii) Inserir a tarefa 5 na posição 2 da máquina 1. Com isso, podemos definir que
serão realizadas três iterações até que as soluções sejam reconectadas. Para fins de
exemplo, vamos selecionar o primeiro movimento possível, inserir a tarefa 3 na posição
3 da máquina 1. Ao realizar este movimento, é possível obter a solução intermediária
x′s e o valor atualizado de Δ(x′s, xt) = 0.3. Vale ressaltar que a cada movimento o valor
de Δ(xs, xt) diminuí, pois a cada movimento as soluções se tornam cada vez mais
similares. Os detalhes desta solução intermediária são apresentados na FIGURA 15.
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FIGURA 15 – EXEMPLO DE CARACTERÍSTICAS DA SOLUÇÃO INTERMEDIÁRIA E DA
SOLUÇÃO GUIA
FONTE: O autor (2020)
A cada iteração, todas as possibilidades de movimentos são analisadas e,
usualmente, a melhor possibilidade é selecionada. Cada movimento representa um
movimento no espaço de soluções, similar às movimentações que ocorrem nas buscas
locais, como pode ser visto na FIGURA 16. Os movimentos são realizados até que
as soluções sejam idênticas (Δ(xs, xt) = 0) e a cada movimento uma nova solução é
encontrada. Por fim, a melhor solução x∗ encontrada nesta trajetória é selecionada.
FIGURA 16 – EXEMPLO DE TRAJETÓRIAS DO PATH-RELINKING.
FONTE: O autor (2020)
Resende e Ribeiro (2005a) apontam que diversas estratégias de trajetórias já
foram consideradas e até mesmo implementadas em conjunto, tais como:
• Forward relinking: A pior solução entre xs e xt é selecionado como solução inicial
e a outra como guia;
• Backward relinking: A melhor solução entre xs e xt é selecionado como solução
inicial e a outra como guia;
• Back and forward relinking: Duas trajetórias são exploradas, primeiro utilizando xs
como solução inicial e depois xt;
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• Mixed relinking: Os dois sentidos da trajetória são explorados intercaladamente,
até que ambos se encontrem em uma solução intermediária equidistante;
• Truncated relinking: Apenas uma parte da trajetória entre as soluções xs e xt é
examinada, determinada por um índice de truncamento τ .
A solução x∗, encontrada ao final de cada path-relinking, é considerada can-
didata para entrar no conjunto de soluções elite E, desde que seja suficientemente
diferente de todas as soluções do conjunto, ou seja, a distância entre as soluções deve
ser maior que o índice de diversidade δ, tal que, Δ(x∗, xe) > δ ∀xe ∈ E. Além do mais,
caso o conjunto elite esteja completo, |E| = Emax, a solução candidata somente poderá
ser inserida no conjunto se superar alguma solução do conjunto elite, devendo assim,
ser realizada a seleção da solução a ser retirada. Para isso, as soluções inferiores
à solução candidata são analisadas e a solução mais similar é selecionada, ou seja,
argmime{Δ(x∗, xe)}, tal que, ∀xe ∈ E, C(x∗) < C(xe). Caso o conjunto elite não esteja
completo, |E| < Emax, a solução é simplesmente adicionada ao conjunto. Desta forma,
este gerenciamento de inserção e remoção, garante tanto a qualidade quanto a diversi-
dade nas soluções presentes no conjunto elite (RESENDE; WERNECK, 2004). Este
processo é repetido até que o critério de parada seja satisfeito.
Conforme dito anteriormente, usualmente no path-relinking, o melhor movi-
mento é selecionado até que a solução inicial alcance a solução guia. Desta forma, a
trajetória sempre será a mesma de acordo com uma das estratégias apontadas por
Resende e Ribeiro (2005a). Com o intuito de obter soluções diversificadas, Binato,
Faria Jr. e Resende (2001) introduziram o Greedy Randomized Adaptive Path-Relinking
(GRAPR), que aplica conceitos do GRASP, afim de randomizar os movimentos de uma
trajetória do path-relinking. Para isso, uma RCL é criada com os movimentos possíveis
e cada movimento tem seu impacto na função objetivo avaliado. Da mesma forma que o
GRASP, o tamanho da RCL é determinada de acordo com o índice de gulosidade, aqui
denominado como αGRAPR ∈ [0, 1]. A seleção do movimento é realizada aleatoriamente,
com probabilidade de acordo com impacto gerado, ou seja, quanto melhor o impacto,
maior a probabilidade desta solução ser selecionada. O valor de impacto de cada





Resende e Werneck (2004) também introduziram o Evolutionary Path-Relinking
(EPR), como um método de pós-otimização, com objetivo de aprimorar a solução obtida
pelo GRAPR. O conjunto de soluções elites resultante do GRAPR, é utilizado como
conjunto elite inicial E0 no EPR. A cada iteração k, a reconexão de todos os pares de
soluções do conjunto Ek é realizada e a solução de cada aplicação se torna candidata
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do conjunto Ek+1 da próxima iteração. Os critérios de inserção de uma solução no
conjunto Ek+1 são os mesmos utilizados no path-relinking. O processo é repetido até
que nenhuma melhoria seja encontrada.
Para o presente trabalho foi desenvolvida uma abordagem do Greedy Ran-
domized Adaptive Path-Relinking, que utiliza o Evolutionary Path-Relinking a cada ψ
iterações e na fase de pós-otimização, que será intitulado como Greedy Randomized
Adaptive Evolutionary Path-Relinking (GRAEPR). Nesta abordagem serão testadas
duas estratégias de trajetórias, forward relinking e mixed relinking, juntamente com o
truncated relinking, utilizando o índice de truncamento τ para determinar o tamanho
das trajetórias. O pseudocódigo é descrito no Algoritmo 9:
Algoritmo 9 Pseudocódigo do GRAEPR
1: Input: αGRASP , αGRAPR, δ, Emax, τ , Estrategia, ψ
2: E ←Inicializar_Elite(δ, Emax);
3: k = 0;
4: while (Condição de Parada) do
5: xs ← GRASP(αGRASP );
6: xt ← Seleciona_Solução_Guia(E, xs);
7: xs ← GRAPR(xs, xt, αGRAPR, τ , Estrategia);
8: xs ← Busca_Local();
9: E ← Atualizar_Elite(δ, xs);
10: if (mod(k, ψ) = 0) then
11: E ← EPR(αGRAPR, τ , Estrategia, δ, E);
12: end if
13: k ← k + 1;
14: end while
15: E ← EPR(αGRAPR, τ , Estrategia, δ, E);
16: return x∗;
Os parâmetros de entrada para o GRAEPR são, o índice de gulosidade do
GRASP αGRASP , o índice de gulosidade do GRAPR αGRAPR, o índice de diversidade,
δ, o tamanho estabelecido para o conjunto elite Emax, o índice de truncamento τ , a
estratégia de reconexão das soluções Estrategia e quantidade de interações para
aplicar o EPR ψ (Linha 1).
A linha 2 inicializa o conjunto de soluções elite E com tamanho Emax. Estas
soluções são distintas e com valor de Δ(xs, xt) ≥ δ. A linha 3 inicializa o contador k.
De forma iterativa, os procedimentos são realizados até que a condição de parada
seja satisfeita (Linha 4). Neste trabalho, o GRAEPR é realizado enquanto houver uma
solução no conjunto elite que ainda não foi utilizada como guia. A linha 5 é responsável
pela geração de uma solução inicial xs utilizando o GRASP apresentado anteriormente
(Algoritmo 2). A seleção da solução guia ocorre na linha 6, com probabilidade de acordo
com a distância simétrica da solução xs com as soluções do conjunto elite (Δ(xs, xe)
∀xe ∈ E). Quanto mais distante de xs, maior a probabilidade de ser selecionada como
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solução guia. Na linha 7 é aplicado o Greedy Randomized Adaptive Path-Relinking nas
soluções xs e xt, com índice de gulosidade αGRAPR, com o índice de truncamento τ e
de acordo com a estratégia definida. Após este procedimento, será retornada a melhor
solução obtida na trajetória entre as duas soluções. Após obter a solução gerada pelo
GRAPR, na linha 7, é aplicado uma busca local (Algoritmo 4) para aprimorar a solução
(Linha 8). Na linha 14 o conjunto E é atualizado de acordo com critério de inserção e
remoção do conjunto elite, analisando a solução candidata e o índice de diversidade
δ. Na linha 10 é verificado a quantidade de iterações realizadas e a cada ψ iterações
é aplicado o Evolutionary Path-Relinking (Linha 11). O contador k é incrementado na
linha 13. Por fim, na linha 15 o EPR é aplicado em fase de pós-otimização e a melhor
solução x∗ é retornada na linha 16.
O Algoritmo 10 descreve as operações realizadas ao aplicar o Greedy Randomi-
zed Adaptive Path-Relinking nas soluções xs e xt. Para esta aplicação são necessários
como parâmetros as duas soluções que serão conectadas, o índice de gulosidade do
GRAPR αGRAPR, o índice de truncamento τ , que determina a quantidade de movimen-
tos realizados na trajetória e a estratégia determinada para percorrê-la.
Algoritmo 10 Pseudocódigo do GRAPR
1: Input: xs, xt, αGRAPR, τ , Estrategia
2: x∗ ← xt;
3: RCL← Inicializar_RCL(αGRAPR);
4: k = 0;
5: while (k < RCL.size() ∗ τ ) do
6: xs ← Remover_Ocioso();
7: (j,m, p) ← Seleção_Aleatória(RCL);
8: xs ← Alterar tarefa j para posição p da máquina m;
9: xs ← Reparar_Solução();
10: if (Cmax < C∗max) then
11: x∗ ← xs;
12: end if




17: k ← k + 1;
18: end while
19: return x∗;
Os parâmetros de entrada para o GRAPR são, a solução inicial xs, a solução
guia xt, o índice de gulosidade do GRAPR αGRAPR, o índice de truncamento τ e a
estratégia de reconexão das soluções Estrategia (Linha 1). A linha 2 atribui a solução
alvo xt à melhor solução. Na linha 3, a lista restrita de candidatos é inicializada, inserindo
todos os movimentos possíveis para conectar a solução xs à xt, de acordo com o índice
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de gulosidade αGRAPR. Ao inicializar a RCL, também são calculados os valores de
impacto de cada movimento na solução, através do coeficiente η (4.32).
Na linha 4 o contador k é iniciado. A quantidade de movimentos realizados para
conectar as soluções é determinada pelo índice de truncamento τ (Linha 5). Da mesma
forma que na busca local, os movimentos são avaliados nas soluções sem ociosidade,
que é removida na linha 6. A linha 7 seleciona aleatoriamente um movimento, onde
uma tarefa j será inserida na posição p da máquina m. A probabilidade de seleção de
um movimento é de acordo com o valor do seu coeficiente η, quanto menor o valor de
η, maior a probabilidade deste movimento ser selecionado. O movimento selecionado
é realizado e a solução xs é atualizada na linha 8. A solução é reparada na linha 9 e
tem sua função objetivo avaliada (Linha 10). Caso a estratégia selecionada seja mixed
relinking, o sentido da trajetória deve ser trocado intercaladamente (Linha 14). Então,
a lista restrita de candidatos é atualizada, na linha 16, tendo o coeficiente η de cada
movimento recalculado. Para respeitar a quantidade de movimentos a ser realizado, o
contador k é atualizado na linha 17. Por fim, o método retorna a melhor solução obtida.
O Algoritmo 11 apresenta o as operações realizadas no Evolutionary Path-
Relinking, utilizado para diversificar as soluções do conjunto elite E e na fase de
pós-otimização do GRAEPR.
Algoritmo 11 Pseudocódigo do EPR
1: Input: αGRAPR, τ , Estrategia, δ, E
2: E0 ← E;
3: k = 0;
4: while (Condição de Parada) do
5: for each par xs, xt ∈ Ek do
6: xs ← GRAPR(xs, xt, αGRAPR, τ , Estrategia);
7: xs ← Local_Search();
8: Ek+1 ← Atualizar_Elite(δ, xs);
9: end for
10: k ← k + 1;
11: end while
12: return Ek;
Os parâmetros de entrada para o EPR são, o índice de gulosidade do GRAPR
αGRAPR, o índice de truncamento τ , a estratégia de reconexão das soluções Estrategia,
o índice de diversidade δ e o conjunto elite E (Linha 1). Na Linha 2, o conjunto elite da
primeira iteração E0 recebe as soluções presentes no conjunto elite atual. O contador k
é inicializado na linha 3. A condição de parada é verificada na linha 4. Para o EPR foi
estabelecido que o algoritmo será repetido enquanto houver aprimoramento na melhor
solução do conjunto. A cada iteração, é aplicado o GRAPR em cada par de soluções
xs e xt presente no conjunto elite Ek (Linha 6) e a busca local é aplicada na solução
obtida (Linha 7). Na linha 8, o conjunto elite da próxima iteração é atualizado de acordo
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com as mesmas regras utilizadas no GRAEPR. Na linha 10 o contador de iterações é
atualizado. Por fim, o último conjunto elite Ek é retornado.
4.4 ABORDAGEM GRAEPR COM PROGRAMAÇÃO POR RESTRIÇÃO
Conforme estabelecido na revisão de literatura, diversas pesquisas tem utili-
zado modelos de programação por restrição para resolver o problema de máquinas
paralelas não relacionadas, no entanto, abordagens exatas tem custo computacional
elevado. Inspirado pelas ferramentas já estabelecidas na literatura e visando utilizar
as características positivas de métodos exatos e heurísticas é desenvolvido uma abor-
dagem híbrida que utiliza o GRAEPR, apresentado na Seção 4.3 e um modelo de
programação por restrição (GRAEPR + CP). O GRAEPR tem a capacidade de fornecer
uma solução de alta qualidade em um tempo computacional consideravelmente pe-
queno, com isso, a solução obtida pode ser utilizada como Upper Bound e como Warm
Start do CP.
Além disso, da mesma forma que Fleszar e Hindi (2018), será utilizado o
resultado obtido do modelo (2.1) - (2.5) com a adição da restrição (2.7) como Lower
Bound desta abordagem. As estruturas desta abordagem, para os problemas UPMR e
UPMSR, são apresentadas na FIGURA 17.
FIGURA 17 – ABORDAGEM GRAPR COM CP
FONTE: O autor (2020)
Para o problema de máquinas paralelas não relacionadas com restrição de
recursos renováveis (UPMR), na fase do modelo de programação por restrição, será
utilizado o modelo (2.15) - (2.22), proposto por Fleszar e Hindi (2018). No entanto,
este modelo não considera a utilização de Upper Bound, com isto, para auxiliar em
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sua convergência, será adicionada a restrição (4.33), onde o valor de UB é o valor da
solução utilizada como Warm Start.
Cmax ≤ UB (4.33)
Agora, para o problema de máquinas paralelas não relacionadas com setup
dependente e com restrição de recursos renováveis (UPMSR), será utilizado o modelo
desenvolvido nesta pesquisa (4.19) - (4.28) também com a adição desta restrição de
Upper Bound (4.33).
4.5 ADAPTAÇÃO DA ABORDAGEM HÍBRIDA DE FLESZAR E HINDI
De acordo com Lenstra, Rinnooy Kan e Brucker (1977), o UPM e suas variantes
são consideradas NP -Hard, sendo assim, devido a maior complexidade do UPMSR,
este também pode ser considerado pertencente a esta classe. Como já mencionado,
problemas da classe NP -Hard são essencialmente difíceis de resolver e requerem
tempo computacional elevado. Em vista disso, também é proposto uma adaptação da
abordagem híbrida elaborada por Fleszar e Hindi (2018) (AFH), a qual foi comprovada
como uma forte ferramenta para este tipo de solução.
Conforme apresentada na Seção 2.3, esta abordagem consiste três estágios.
Primeiramente é estabelecido um Lower Bound utilizando o modelo apresentado em
(2.1) - (2.5) e (2.7). O segundo estágio, consiste em um modelo que aborda uma versão
reduzida do problema. O objetivo deste modelo reduzido é definir o sequenciamento
das tarefas, de acordo com a designação tarefa-máquina obtida no estagio anterior e
utilizar esta solução como ponto inicial da próxima fase. A última fase é um modelo de
constraint programming que aborda o problema como um todo. Portanto, para utilizar
esta abordagem no problema UPMSR, se faz necessário desenvolver os modelos de
ambas as fases. Conforme apresentado na FIGURA 18
FIGURA 18 – ABORDAGEM HÍBRIDA DE FLESZAR E HINDI (2018)
FONTE: O autor (2020).
Para a segunda fase, o modelo foi desenvolvido baseado no modelo proposto
por Fleszar e Hindi (2018). As notações utilizadas para a modelagem em constraint
programming são apresentadas na TABELA 8.
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TABELA 8 – NOTAÇÕES UTILIZADAS NO MODELO DE CONSTRAINT PROGRAMMING
PARA O UPMSR REDUZIDO
Conjuntos e índices
J Tarefas; i, j ∈ J = 1...|J |;
M Máquinas; m ∈M = 1...|M |;
Parâmetros
mj máquina m em que a tarefa j é pré-designada;
Pjm Tempo de processamento da tarefa j na máquina m;
Sijm
Tempo de Setup entre as tarefas i e j (sendo a tarefa i imediata-
mente antecessora da tarefa j) na máquina m;
Resjm Recursos necessários para realizar a tarefa j na máquina m;
Resmax Limite de recurso disponível para a realização das tarefas;
LB Lower Bound ;
Variáveis de Decisão
Cmax Instante máximo de conclusão das tarefas ou makespan;
Yj Variável de intervalo relacionada à tarefa j;
Wm Variável de sequência de intervalos relacionada ao sequencia-
mento que será executado na máquina m;
Zm Variável de transição que representa os tempos de setup exe-
cutados no sequenciamento da máquina m;
Resource Função Acumulativa;
FONTE: O autor (2020).
Min Cmax (4.34)
s.a.
Yj = size(Pjmj) ∀j = 1..|J |; ∀m = 1..|M |; (4.35)
noOverlap(Yjmj , ∀j, tal quem = mj) ∀m = 1..|M |; (4.36)
Zmj = Sijmj ∀m = 1..|M |; (4.37)





Resource ≤ Rmax (4.40)
Cmax ≥ endOF (Yj) ∀j = 1..|J |; (4.41)
Cmax ≥ LB (4.42)
A função objetivo (2.8) é minimizar o makespan. O conjunto de restrição (2.9)
atribui o tempo de processamento Pjmj à variável de intervalo relacionada à tarefa
j. A não sobreposição das tarefas é garantida na restrição (2.10). O conjunto de
restrição (4.37) atribui os valores da matriz de setup, relacionada à máquina m, à
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variável de transição Zm. A não sobreposição dos setups é garantida pelas restrições
(4.38). A restrição (4.39) define a função acumulativa Resource, como a soma dos
recursos utilizados pela tarefa j na máquina pré-designada mj. A garantia que os
recursos respeitam o limite determinado é realizada pela restrição (4.40). O conjunto
de restrições (4.41) garante que o makespan é o maior instante de conclusão. Por fim,
a restrição (4.42) garante que o makespan respeite o valor de Lower Bound, afim de
acelerar a convergência da solução.
Para a terceira fase, será utilizado o modelo proposto na 4.2 (4.19) - (4.28).
Para esta abordagem, existe a necessidade de uma restrição que respeite o Lower
Bound obtido na primeira fase, portanto é removida a restrição (4.28) e adicionada a
restrição (4.43).
Cmax ≥ LB (4.43)
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5 RESULTADOS COMPUTACIONAIS
O objetivo deste capítulo é analisar a performance das abordagens propostas
avaliando sua eficiência. Para realizar a implementação computacional foi utilizada a
linguagem de programação C++ e utilizado o solver CPLEX v.12.8, com número de
threads igual à 1 e os outros parâmetros default. Os testes foram realizados no cluster
Graham da compute Canada, utilizando 2 processadores Intel Xeon Gold 5120 de
2.2GHz e 4Gb de memória RAM, com tempo limite estipulado de 3600 segundos. As
instâncias, os códigos e os resultados detalhados estão disponíveis online 1.
5.1 RESULTADOS COMPUTACIONAIS PARA O UPMR
Para a realização dos testes, para o problema de máquinas paralelas não rela-
cionadas com restrição de recursos renováveis (UPMR), foram utilizados dois conjuntos
de instâncias presentes na literatura, o primeiro proposto por Fanjul-Peyro, Perea e
Ruiz (2017), o qual contém instâncias de pequeno e médio porte, e o segundo proposto
por Fleszar e Hindi (2018), com instâncias de grande porte. Ambos os conjuntos foram
gerados utilizando a ferramenta desenvolvida por Fanjul-Peyro, Perea e Ruiz (2017).
Em relação aos tempos de processamento Pjm foram gerados de 5 maneiras
diferentes: três envolvendo distribuições uniformes, U(1, 100), U(10, 100) e U(100, 200)
e as outras duas envolvendo correlações, uma entre tarefas e a outra entre máquinas.
Os recursos Rim foram gerados por duas maneiras: relacionados aos tempos de
processamento e por uma distribuição uniforme, podendo receber valores inteiros entre
1 e 9. O limite de recursos foi definido como 5 vezes o número de máquinas, Rmax = 5m.
Além disso, para cada configuração de parâmetros, de acordo com as quantidades
de tarefas e máquinas, foram geradas cinco replicações. Portanto, tomando todos os
valores em conta, para cada configuração existem 5x2x5 = 50 instâncias.
Para instâncias de pequeno (8, 12 e 16 tarefas) e médio porte (20, 25 e 30
tarefas), foram considerados apenas três quantidades máquinas (2, 4 e 6 máquinas),
resultando em 150 instâncias para cada quantidade de tarefa determinada. Para as
grandes instâncias (50, 100, 500 e 1000 tarefas) são consideradas cinco quantidades
de máquinas (2, 4, 6, 10 e 15 máquinas), resultando em 250 instâncias para cada quan-
tidade de tarefa. Estas são as configurações resultam nas 1900 instâncias utilizadas,
450 pequenas (8,12 e 16 tarefas), 450 médias e 1000 de tamanho grande. As configu-
rações para a geração das instâncias são apresentadas na TABELA 9. Vale ressaltar
que as instâncias, utilizadas neste trabalho, consideram que as tarefas necessitam
1 Acesse https://1drv.ms/u/s!AonCIGhquVnsiZp2IXzdl4ONL8gL3w?e=OmgfnY .
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apenas um tipo de recurso para o seu processamento.
TABELA 9 – PARÂMETROS PARA GERAÇÃO DE INSTÂNCIAS
Tarefas Máquinas # Instâncias
8 {2, 4, 6 } 150
12 {2, 4, 6 } 150
16 {2, 4, 6 } 150
20 {2, 4, 6 } 150
25 {2, 4, 6 } 150
30 {2, 4, 6 } 150
50 {2, 4, 6, 10, 15 } 250
100 {2, 4, 6, 10, 15 } 250
500 {2, 4, 6, 10, 15 } 250
1000 {2, 4, 6, 10, 15 } 250
FONTE: O autor (2020).
Como descrito, para utilização do GRAEPR são requeridos alguns parâmetros,
os quais devem ser configurados para obter a melhor performance possível. Métodos
como o IRACE, apresentado por López-Ibánez et al. (2016), são muito utilizados
para automatizar esta difícil tarefa. Este método realiza testes e busca de forma
iterativa encontrar a configuração ideal, de acordo com os intervalos estabelecidos. Os
parâmetros que necessitam de configuração, seus respectivos intervalos e o valores
resultantes obtidos pelo IRACE são apresentados na TABELA 10:
TABELA 10 – PARÂMETROS PARA O UPMR
Parâmetro Intervalo Valor
Estratégia forward, mixed mixed
αGRASP [0.3, 1.0] 0.5730
αGRAPR [0.0, 1.0] 0.8950
Emax [10, 20] 20
τ [0.3, 1.0] 0.5636
δ [0.2, 0.5] 0.2641
ψ [2 ∗ Emax, 10 ∗ Emax] 2 ∗ Emax
FONTE: O autor (2020).
Para validação do método, foi estabelecido um limite de 50000 iterações e 50
instâncias foram selecionadas aleatoriamente para a realização dos testes. Com estas
definições, o IRACE estabeleceu e testou 4969 combinações de configurações.
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FIGURA 19 – EVOLUÇÃO DAS SOLUÇÕES DO IRACE PARA O UPMR
FONTE: O autor (2020)
A FIGURA 19 apresenta a evolução da qualidade das soluções encontradas
pelo IRACE para as 4969 configurações estabelecidas. Mostrando a variação da média
do GAP, calculado entre a melhor solução obtida e a solução da configuração. O valor
máximo de GAP obtido foi de 5,74% e o valor mínimo de 0,21%.
Lembrando que conforme a tabela TABELA 5, os métodos de resolução uti-
lizados, para o problema de máquinas paralelas não relacionadas com restrição de
recursos renováveis (UPMR), são o Greedy Randomized Adaptive Path-Relinking
(GRAEPR) e a abordagem híbrida do GRAEPR com um modelo de programação por
restrição.
Afim de expor os dados obtidos da melhor maneira, os resultados são apre-
sentados em conjuntos de instâncias, classificados pela quantidade de tarefas. A
TABELA 11 apresenta os resultados obtidos ao resolver todas as instâncias para o
problema UPMR. A TABELA 11 exibe a média e a porcentagem máxima dos resultados
obtidos pelos dois métodos apresentados neste trabalho e os resultados apresentados
no trabalho de Fleszar e Hindi (2018). O percentual do GAP apresentado nesta tabela
é calculado utilizando os valores de Lower e Upper Bounds obtido em cada método.
Por questões de comparação, dado que o método GRAEPR não fornece um Lower
Bound, para este método é utilizado o melhor Lower Bound encontrado por um dos






TABELA 11 – PERCENTUAL DO GAP DOS RESULTADOS DO UPMR
Tarefas GRAEPR GRAEPR + CP Fleszar e Hindi (2018)Média Máximo Média Máximo Média Máximo
8 1,10% 21,82% 0,00% 0,00% 0,00% 0,00%
12 1,81% 14,08% 0,00% 0,00% 0,00% 0,00%
16 2,51% 19,75% 0,23% 20,72% 0,00% 0,00%
20 2,96% 16,82% 0,64% 16,15% 0,09% 2,33%
25 3,13% 13,41% 1,70% 21,69% 0,09% 2,55%
30 3,64% 15,15% 0,96% 11,13% 0,09% 2,02%
50 8,58% 34,69% 0,89% 11,36% 0,19% 2,70%
100 10,50% 39,78% 1,73% 25,49% 0,25% 2,55%
500 13,66% 39,84% 2,28% 9,52% 0,85% 3,56%
1000 15,74% 38,03% 2,13% 9,77% 0,95% 3,38%
7,57% 39,84% 1,20% 25,49% 0,32% 3,56%
FONTE: O autor (2020).
É possível notar que, utilizando apenas o GRAEPR é possível encontrar solu-
ções ótimas locais, no entanto, conforme o tamanho da instância aumenta, as soluções
se distanciam mais do Lower Bound, mas ainda permanecem com resultados competi-
tivos. Também é comprovado que ao adicionar o método exato é possível fortalecer o
GRAEPR. Apesar de, em média, não superar os resultados apresentados por Fleszar e
Hindi (2018), em média 1,20% contra 0,32% de GAP. Mesmo assim, o método proposto
nesta pesquisa, se prova eficiente e competitivo, pois ao utilizar apenas o GRAEPR
é possível obter soluções aproximadas. Além disso, a abordagem híbrida também se
provou consistente e com soluções aproximadas aos resultados presentes na literatura.
TABELA 12 – TEMPO DE RESOLUÇÃO, EM SEGUNDOS, DO UPMR
Tarefas GRAEPR GRAEPR + CP Fleszar e Hindi (2018)
8 0 0 0
12 1 2 0
16 2 130 4
20 3 1076 56
25 5 1611 55
30 8 1655 67
50 22 2211 118
100 132 3469 183
500 1127 3598 373
1000 1261 3598 394
336 2047 167
FONTE: O autor (2020).
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Os tempos computacionais são apresentados na TABELA 12. É importante
ressaltar que Fleszar e Hindi (2018) determinaram como tempo limite de seus experi-
mentos apenas 600 segundos. A abordagem GRAEPR apresentou uma velocidade
de resolução superior as demais para instâncias de porte pequeno e médio, e para
instâncias com 50 e 100 tarefas. No entanto, para as instâncias maiores, o método
proposto por Fleszar e Hindi (2018) é superior. Ademais, pode-se concluir que, o
método heurístico se sobressai, pois consegue fornecer soluções de qualidade em
um pequeno tempo computacional. Em virtude, da abordagem híbrida obter resulta-
dos consistentes e soluções aproximadas à abordagem de Fleszar e Hindi (2018), os
próximos resultados apresentarão comparação entre estes dois métodos.
TABELA 13 – PERCENTUAL DE SOLUÇÕES ÓTIMAS ENCONTRADAS NO UPMR
Tarefas Empate GRAEPR + CP Fleszar e Hindi (2018)
Sol. Ótima Sol. Não Ótima
8 100,00% 0,00% 0,00% 0,00%
12 100,00% 0,00% 0,00% 0,00%
16 98,00% 0,00% 0,00% 2,00%
20 71,33% 8,00% 2,67% 18,00%
25 56,67% 5,33% 2,00% 36,00%
30 57,33% 10,00% 0,00% 32,67%
50 43,60% 18,80% 0,40% 37,20%
100 5,20% 29,60% 0,00% 65,20%
500 0,00% 58,80% 0,00% 41,20%
1000 0,00% 61,20% 0,00% 38,80%
44,58% 24,00% 0,42% 31,00%
FONTE: O autor (2020).
A TABELA 13 apresenta o percentual de soluções ótimas obtidas em ambos os
métodos. Os resultados mostram que ambos os métodos, o GRAEPR com constraint
programming e o método proposto por Fleszar e Hindi (2018), comprovaram otima-
lidade em 44,58% (847 instâncias) e 24,00% (456 instâncias) dos resultados ainda
permanecem sem solução ótima encontrada. Em 31,00% (589 instâncias), não foi
possível alcançar os resultados obtido por Fleszar e Hindi (2018), os quais apresenta-
ram solução ótima. No entanto, o GRAEPR com constraint programming comprovou a
otimalidade exclusivamente de 0,42% (oito instâncias), ou seja, estas instâncias não
possuíam otimalidade comprovada nas pesquisas anteriores. Estas instâncias são
explicitadas na TABELA 14.
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TABELA 14 – INSTANCIAS EM QUE SOLUÇÕES ÓTIMAS ENCONTRADAS NO UPMR
Instância GRAEPR + CP Fleszar e Hindi (2018)LB F.O. GAP LB F.O. GAP
20x4_1_JobCorre_R_uni_ 292 292 0% 291 292 0,34%
20x4_5_JobCorre_R_inter_ 282 282 0% 281 282 0,35%
20x6_4_JobCorre_R_inter_ 178 178 0% 177 178 0,56%
20x6_4_JobCorre_R_uni_ 194 194 0% 193 194 0,52%
25x6_2_JobCorre_R_uni_ 186 186 0% 185 186 0,54%
25x4_4_U_10_100__R_uni_ 195 195 0% 191 196 2,55%
25x6_4_JobCorre_R_inter_ 215 215 0% 214 217 1,38%
50x10_3_U_100_200__R_uni_ 563 563 0% 563 565 0,35%
FONTE: O autor (2020).
Na TABELA 14 é possível notar que, nas cinco primeiras instâncias, Fleszar
e Hindi (2018) encontraram o valor ótimo da função objetivo (F.O.), no entanto, não
conseguiram comprovar a otimalidade, mas encontraram Lower Bounds próximos à
solução. Nas outras instâncias com 25 tarefas, o GRAEPR aprimorou tanto o valor
de LB, quanto o valor da solução da função objetivo. Para a instância com 50 tarefas,
Fleszar e Hindi (2018) encontraram o valor de Lower Bound, mas não o valor da
solução.
Além da otimalidade comprovada nestas novas instâncias, foi possível apri-
morar alguns valores de Lower e Upper Bound. Este aprimoramento é devidamente








A TABELA 15 apresenta os índices de melhora e piora dos Lower Bounds
encontrados. De acordo a TABELA 15, o método apresentado nesta pesquisa estabele-
ceu 11 novos valores de Lower Bound, com um aprimoramento médio de 0,45% em
relação aos valores estabelecidos previamente. Em 1584 testes (83,37% dos testes) foi
possível obter os mesmos valores já definidos. Os resultados inferiores, representam
16,05% das instâncias e tem uma diferença percentual média de -2,56%, com o pior
resultado apresentando um gap de -34,22%.
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TABELA 15 – LOWER BOUNDS OBTIDOS PARA O UPMR
Tarefas #Empate Melhores Piores
# Média Máximo # Média Mínimo
8 150 0 0,00% 0,00% 0 0,00% 0,00%
12 150 0 0,00% 0,00% 0 0,00% 0,00%
16 147 0 0,00% 0,00% 3 -13,65% -26,13%
20 123 4 0,44% 0,56% 23 -3,76% -19,27%
25 106 3 1,02% 2,05% 41 -6,68% -27,69%
30 117 0 0,00% 0,00% 33 -3,90% -12,52%
50 206 0 0,00% 0,00% 44 -2,14% -12,65%
100 199 0 0,00% 0,00% 51 -2,73% -34,22%
500 191 2 0,03% 0,03% 57 -0,27% -4,37%
1000 195 2 0,03% 0,03% 53 -0,07% -1,50%
1584 11 0,45% 2,05% 305 -2,56% -34,22%
FONTE: O autor (2020).
De forma análoga, a TABELA 16 exibe o índice de aprimoramento dos valores
de Upper Bounds obtidos. A abordagem proposta estabeleceu um percentual médio de
0,32% de melhoria, em 88 soluções (4,63%) já conhecidas. No entanto, em 43,05% as
soluções apresentaram resultados inferiores, com um percentual médio de -0,71% e
máximo de -7,73% de diferença. Nos outros 52,58% dos testes realizados a solução
encontrada foi a mesma que os resuldos obtidos previamente.
TABELA 16 – UPPER BOUNDS OBTIDOS PARA O UPMR
Tarefas #Empate Melhores Piores
# Média Máximo # Média Mínimo
8 150 0 0,00% 0,00% 0 0,00% 0,00%
12 150 0 0,00% 0,00% 0 0,00% 0,00%
16 150 0 0,00% 0,00% 0 0,00% 0,00%
20 141 2 0,59% 0,68% 7 -0,68% -1,17%
25 130 3 0,64% 0,93% 17 -0,53% -1,25%
30 122 3 0,66% 1,14% 25 -0,54% -1,49%
50 128 3 0,30% 0,40% 119 -0,75% -3,90%
100 20 3 0,21% 0,27% 227 -1,11% -4,24%
500 1 28 0,30% 1,25% 221 -1,61% -8,78%
1000 2 46 0,28% 1,21% 202 -1,51% -8,38%
994 88 0,32% 1,25% 818 -1,26% -8,78%
FONTE: O autor (2020).
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Nesta análise foi apresentado que, a abordagem, aqui proposta, se aproxima
dos resultados presentes na literatura, sendo possível comprovar a otimalidade de
algumas soluções que permaneciam em aberto e estabelecer novos valores de Lower
e Upper Bound. Os resultados também comprovam que a utilização de modelos de
programação por restrição são eficazes em conjunto com outros métodos.
5.2 RESULTADOS COMPUTACIONAIS PARA O UPMSR
Devido à inexistência de instâncias para o UPMSR na literatura, foram devida-
mente adaptadas as 900 instâncias apresentadas por Fanjul-Peyro, Perea e Ruiz (2017).
Estas instâncias são consideradas de pequeno e médio porte, maiores detalhes da
geração destes dados se encontram na Seção 5.1. A única informação ausente nestas
instâncias é o tempo de setup entre as tarefas para cada máquina. Estes valores foram
calculados através da distribuição uniforme do percentual do tempo de processamento
da tarefa subsequente ao setup executado. A expressão (5.3) apresenta o cálculo
realizado:
Sijm = U(0.10, 0.20) ∗ Pjm (5.3)
As duas abordagens desenvolvidas neste trabalho, GRAEPR e GRAEPR+CP,
também serão utilizadas para resolver o problema UPMSR. No entanto, como este é um
problema diferente do tratado anteriormente, os parâmetros devem ser reconfigurados
com a configuração ideal para este problema. Os parâmetros e seus intervalos utilizados
permanecem os mesmos. Os valores resultantes são apresentados na TABELA 17.
TABELA 17 – PARÂMETROS PARA O UPMSR
Parâmetro Intervalo Valor
Estratégia (forward, mixed) mixed
αGRASP [0.3, 1.0] 0.4611
αGRAPR [0.0, 1.0] 0.9656
Emax [10, 20] 17
τ [0.3, 1.0] 0.4865
δ [0.2, 0.5] 0.2041
ψ [2 ∗ Emax, 10 ∗ Emax] 2 ∗ Emax
FONTE: O autor (2020).
Da mesma forma que para o UPMR, foram selecionadas 50 instâncias ale-
atoriamente e determinado 50000 iterações como limite. Para o UPMSR o IRACE
determinou 5512 configurações, obtendo uma variação do valor máximo de 6,68% e
valor mínimo de 0,25%. A evolução das soluções é apresentada na FIGURA 20.
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FIGURA 20 – EVOLUÇÃO DAS SOLUÇÕES DO IRACE PARA O UPMSR
FONTE: O autor (2020)
Para este problema, foram avaliadas as performances dos 5 métodos apre-
sentados: modelo de programação inteira mista (MILP), modelo de programação por
restrição (CP), o Greedy Randomized Adaptive Evolutionary Path Relinking (GRAEPR),
a abordagem híbrida do GRAEPR com o constraint programming (GRAPR + CP) e
a abordagem híbrida de Fleszar e Hindi (2018) adaptada para este problema (AFH).
Para cada método, o percentual do GAP é calculado utilizando a equação (5.1) e são
utilizados os seus próprios valores de Lower e Upper Bounds. No entanto, para o
GRAEPR, por ser um método heurístico, não é possível obter um Lower Bound, neste
caso é utilizado o melhor Lower Bound encontrado por um dos outros quatro métodos.
TABELA 18 – PERCENTUAL MÉDIO DO GAP DOS RESULTADOS DO UPMSR
Tarefas MILP CP GRAEPR GRAEPR + CP AFH
8 11,59% 0,00% 0,55% 0,00% 0,00%
12 50,15% 0,87% 1,52% 0,00% 0,00%
16 72,51% 27,05% 3,72% 1,44% 1,52%
20 90,03% 52,90% 8,71% 5,29% 5,22%
25 95,40% 61,99% 10,46% 7,05% 6,24%
30 93,79% 70,88% 11,09% 7,26% 7,07%
60,06% 35,62% 6,16% 3,51% 3,34%
FONTE: O autor (2020).
A TABELA 18 apresenta os resultados gerais dos métodos avaliados, com-
provando que os métodos exatos necessitam de tempos computacionais elevados
para comprovar a otimalidade, pois obtiveram altos valores de GAP ao atingir o tempo
limite. Além disso, é possível notar que o GRAEPR supera os métodos mencionados
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acima, apresentando resultados competitivos, com GAP médio de 6,16%. Os métodos,
GRAEPR + CP e AFH, se sobressaíram em relação aos demais, pois nestes métodos
a otimalidade foi obtida nas instâncias com número de tarefas menor e igual à 12. Para
as instâncias maiores, este valor aumenta de acordo com o tamanho da instância.
Apesar da abordagem AFH apresentar melhores resultados, os resultados obtidos pelo
GRAEPR + CP são extremamente similares, com uma diferença média de 0,17%.
TABELA 19 – TEMPO DE RESOLUÇÃO, EM SEGUNDOS, DO UPMSR
Tarefas MILP CP GRAEPR GRAEPR + CP FLE
8 2061 7 0 0 0
12 3388 176 0 7 11
16 3587 1437 1 699 760
20 3578 2182 2 2277 2303
25 3570 2542 3 2760 2685
30 3578 2870 5 3079 3061
3178 1536 2 1470 1470
FONTE: O autor (2020).
Os tempos computacionais são apresentados na TABELA 19. As abordagens
que utilizam métodos exatos para resolução dos problemas apresentam tempos com-
putacionais elevados. A abordagem GRAEPR apresentou uma velocidade de resolução
extremamente superior as demais, mostrando o impacto que a velocidade de resolução
teve no método GRAEPR + CP, que utiliza o GRAEPR na sua primeira fase. Ademais,
pode-se concluir que, na relação entre qualidade da solução e tempo computacional, o
método heurístico se sobressai, pois apresenta boas soluções com tempo computacio-
nal mínimo. Além disso, é possível ver o impacto que a inserção de uma solução inicial
gera ao utilizar métodos exatos de forma híbrida, apontado na redução do tempo e na
qualidade das soluções obtidas pelos métodos GRAEPR + CP e AFH.
TABELA 20 – PERCENTUAL DE SOLUÇÕES ÓTIMAS ENCONTRADAS NO UPMSR
Tarefas Empate GRAEPR + CP AFH
Sol. Ótima Sol. Não Ótima
8 100,00% 0,00% 0,00% 0,00%
12 100,00% 0,00% 0,00% 0,00%
16 82,67% 14,00% 2,00% 1,33%
20 36,00% 58,67% 1,33% 4,00%
25 24,00% 68,67% 0,00% 7,33%
30 16,00% 82,67% 0,00% 1,33%
59,78% 37,33% 0,56% 2,33%
FONTE: O autor (2020).
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A TABELA 20 apresenta a quantidade de soluções ótimas obtidas pelos 2
métodos com melhor performance. Ambos comprovaram otimalidade de 538 instâncias,
aproximadamente 59,78% e em 336 instâncias (37,33%) não foi possível esta compro-
vação. Em 0,56% (cinco instâncias), somente o GRAEPR + CP obteve soluções ótimas,
enquanto o AFH comprovou em 2,33% (21 instâncias). Estes números comprovam
mais uma vez similaridade de ambos os métodos.
TABELA 21 – LOWER E UPPER BOUNDS OBTIDOS PARA O UPMSR
Tarefas Lower Bound Upper Bound
#Empate GRAEPR + CP AFH #Empate GRAEPR + CP AFH
8 100,00% 0,00% 0,00% 100,00% 0,00% 0,00%
12 100,00% 0,00% 0,00% 100,00% 0,00% 0,00%
16 96,67% 2,00% 1,33% 98,67% 1,33% 0,00%
20 94,00% 2,00% 4,00% 77,33% 10,00% 12,67%
25 92,67% 0,00% 7,33% 64,67% 12,00% 23,33%
30 98,00% 0,67% 1,33% 46,67% 18,00% 35,33%
96,89% 0,78% 2,33% 81,22% 6,89% 11,89%
FONTE: O autor (2020).
Uma análise em relação à quantidade de valores de Lower e Upper Bound,
obtidos pelos métodos GRAEPR + CP e AFH, é apresentada na TABELA 21. Na maioria
das instâncias, ambos os métodos obtiveram os mesmos valores de LB (96,89% das
instâncias) e UB (81,22% das instâncias), demonstrando a eficiência semelhante de
ambos os métodos. O GRAEPR + CP estabeleceu exclusivamente seis (0,78%) valores
de Lower Bounds e 62 (6,89%) melhores soluções, enquanto o AFH estabeleceu 21
(2,33%) valores de Lower Bound e 107 valores de Upper Bound.
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6 CONCLUSÃO
Neste trabalho são abordados dois problemas, o problema de máquinas para-
lelas não relacionadas com restrição de recursos renováveis (UPMR) e o problema de
máquinas paralelas não relacionadas com setup dependente e restrição de recursos
renováveis. Para resolução de ambos os problemas é apresentado o Greedy Randomi-
zed Adaptive Evolutionary Path Relinking (GRAEPR), que provou ser eficiente em obter
soluções com pequenos valores de tempo computacional. Também para ambos os
problemas foi apresentado uma abordagem híbrida utilizando o GRAEPR e um modelo
de programação por restrição.
Para o UPMR, problema diversamente abordado na literatura, foram realizadas
avaliações de performance em comparação com os melhores resultados já apresenta-
dos. Os resultados obtidos são similares aos estabelecidos anteriormente, e foi possível
realizar uma contribuição ao obter algumas soluções ótimas, não provadas anterior-
mente, e estabelecer novos valores de Lower e Upper Bound. Com isto, foi possível
evidenciar a eficiência e o potencial do método apresentado.
Buscando expandir o problema abordado, as características de setup depen-
dente foram inseridas no UPMR, definindo assim uma nova variante deste problema,
o UPMSR. Devido a falta de pesquisas relacionadas a este problema, as instâncias
já presentes na literatura foram adaptadas e também foram desenvolvidos dois novos
modelos, um modelo de programação inteira mista e um modelo de programação por
restrição. Além disso, devido a sua alta performance, a abordagem apresentada por
Fleszar e Hindi (2018) foi adaptada para este problema. As 5 abordagens de resolução
foram avaliadas e mais uma vez os resultados obtidos pelor GRAEPR + CP e pela
abordagem de Fleszar e Hindi (2018) apresentaram resultados ótimos e similares.
Além disso, foi possível demonstrar a eficiência do GRAEPR em pequenos tempos
computacionais, evidenciando o potencial ainda a ser explorado deste método.
Este trabalho pode ser motivador para as seguintes pesquisas futuras: i) Ex-
plorar diferentes versões do GRAEPR, avaliando outras estratégias de trajetória, di-
ferentes abordagens de construção do conjuntos elite e a utilização do Evolutionary
Path-relinking durante o processo e não apenas na fase de pós-otimização; ii) Definir
mais Lower Bounds robustos para fase de pré-otimização das abordagens híbridas;
iii) Expandir o problema para utilização dos recursos durante o setup e o tempo de
processamento das tarefas; iv ) testar combinações diferentes de parâmetros para o
solver CPLEX, dado que neste trabalho optou-se apenas por parâmetros default ; v )
utilizar estas abordagens para resolver problemas baseados em casos reais.
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