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Abstract
This work deals with camera calibration in general views of football match broadcast sequences.
In this context, to calibrate a camera, which is determining the camera real-world location and
where it is pointing at, is essential to conduct high-level analysis of football scenes. However,
the majority of camera calibration algorithms aim to get the best possible accuracy, which is
time-consuming, and has high computational costs. Our proposal trades accuracy for efficiency,
which is a requirement for scene analysis algorithms, keeping the accuracy as high as possible.
In short, the algorithm uses the Hough transform to detect the field lines and circles painted
on the grass. Then, it applies specific algorithms, depending on the semantic contents of the
image, to obtain a set of calibration references. These references will be finally used to compute
the parameters of a pin-hole camera model, hence completing the camera calibration process.
The starting point of this project was the Master Thesis1 of Jordi Pont, which constituted a
proof of concept for the use of the Hough transform information to tackle this problem. In this
work, the calibration of scenes in which the goal is displayed achieves about 60 per cent correct
calibrations without the use of temporal redundancy, and a new algorithm has been designed to
calibrate midfield scenes which achieves about 70 per cent correct calibrations.
1See bibliographic reference [1]
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Chapter 1
Introduction
In the recent years, the broadcast of sport events has become a priority for the majority of
television networks. Specifically, football is among the sports with largest audience, as shown
by the high number of broadcasted matches, and the entertainment industry that has been
created around this sport discipline: newspapers, webpages, increasing time slots in news re-
ports, specialized, and even humoristic shows prove the current popularity of football. This
fact turns any enhancement to the standard broadcast of football matches into a great business
opportunity: automatic event summarizing, automatic statistics generation, augmented real-
ity, and advertisement insertion are some broadcast enhancement examples. Nowadays, any of
these enhancements are conducted manually, or by expensive dedicated hardware. Therefore,
the automation and simplification of the processes that generate these enhancements is of great
interest for the television networks. In this context, the ability to calibrate the camera, i.e., to
determine the position of the camera and where it is pointing at for a given frame in a football
match broadcast, can be considered as the starting point for many of these enhancements.
This work is part of the i3media project1, which is run together by the Image Processing Group of
the Universitat Polite`cnica de Catalunya, and Mediapro; in which Mediapro2 has subcontracted
the Image Processing Group. Specifically, in the context of football scenes, there is the need
to identify the type of shot for a given frame; determine whether the advertisement panels are
visible or not, and locate them on the image; detect events to produce relevant summaries;
and conduct content analysis to produce statistics; among others. The fact of having a camera
calibration may provide valuable information to carry out these tasks.
The majority of camera calibration algorithms are focused on obtaining as precise results as
possible to, for instance, place synthetic objects in the scene representing the real-world. These
1CENIT-2007-2012: Tecnolog´ıas para la creacio´n y gestio´n automa´tica de contenidos audiovisuales inteligentes,
I3MEDIA
2http://www.mediapro.es
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levels of precision require the use of complex camera models, involving time-consuming oper-
ations and heavy computational costs. However, the goals of the i3media project require a
frame-by-frame image processing, which discards the use of complex camera calibration algo-
rithms. On the other hand, the applications of this project are less demanding in precision than
in efficiency, i.e., the goals of this project can be achieved with approximations of the real-world
position of the camera and where it is pointing at. Therefore, the algorithm described in this
work has been designed to achieve the efficiency requirements while keeping the precision of the
camera calibration as high as possible.
The development of the algorithm has been splitted in two parts: the authors of this work have
been required to design a functional algorithm which, once its effectivity has been proven, will
be optimized and reimplemented for commercial use by Mediapro. Therefore, the author and
advisors have chosen to implement the algorithm in Matlab R©, since its environment considerably
simplifies the design process. However, the performance of applications implemented in Matlab R©
is considerably lower than those implemented in other languages such as C or C++, thus the real
performance of the algorithm is unknown. Therefore, those parts of the algorithm that might
be computationally demanding have been contrasted with the optimization team in Mediapro
to make sure that the final algorithm will fit the efficiency requirements.
Our algorithm is based on the detection and recognition of the field lines, from which we will
extract the calibration references we need to calibrate the camera. The input images used
for the implementation of the algorithm come from video sequences taken directly from the TV
broadcast. Therefore, there are two things to take into account: First, the broadcast of a football
game includes several images that do not show field lines, or even do not show the field at all.
Since this algorithm needs the field lines to be depicted on the image to calibrate the camera,
we need to discard all the previously mentioned images before it is executed. Therefore, the
algorithm we present works together with the one described in the Final Project Dissertation3
of David Varas. In it, images are classified, thus making sure that the input images to our
algorithm show field lines. Second, the images taken directly from the TV broadcast signal
might contain overlaid graphics such as scoreboards, the television network logotype, and match
related information. These elements might hide some of the field lines and, depending on their
colors, they could interfere with the calibration algorithm. However, in the context of the
i3media project, Mediapro has access to the broadcast images before production, and therefore
the input images will have no overlaid graphics, thus any error caused by them will be ignored.
Finally, although the greatest part of the work has been carried out by the author, he would
like to remark that this has only been possible thanks to a group work in which Jordi Pont,
Ferran Marque´s, and David Varas have actively collaborated by supporting, advising, guiding,
correcting, and managing this Final Degree Project.
3See bibliographic reference [2]
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1.1 State of the Art and Prior Work
The camera calibration algorithm described in this work is an extension of the one described
in [1]. In short, the algorithm described in [1] is considered by its author as a proof of concept, i.e.,
a demonstration that shows the validity of the camera calibration approach for the purposes of
the i3media project. Therefore, it constitutes a solid and proven starting point for the algorithm
we will present in this work.
The algorithm described in [1] is primarily focused on the camera calibration of images showing
the part of the football field corresponding to either of the two penalty areas. As a proof
of concept, the algorithm in [1] requires several improvements to increase its reliability and
extend its functionality. Therefore, the development of our algorithm has been divided in two
different stages: first, the reliability of the original algorithm has been increased, leading to an
algorithm that can successfully handle the majority of frames showing the penalty areas; second,
the functionality of the algorithm has been extended to calibrate images showing the midfield.
The reliability improvements conducted in this work can be seen by comparing the algorithms
described in Chapters 2 and 3 of this work to the contents of [1], whereas the functionality
extension, described in Chapter 4 has been developed from scratch.
1.2 Algorithm Overview
The pin-hole camera calibration consists of determining the real-world location of a camera and
the direction it is pointing at. Our goal is to perform a camera calibration of football scenes by
exclusively using the information contained in the image, and a specific real-world field model.
The key for a successful calibration is to determine a set of calibration references, that is,
to determine the real-world position of a set of points on a given image. In order to maximize
the chances of a successful calibration, reference candidates should be static, easily recognizable
and detectable, and as abundant as possible in football scenes. Therefore, we will make use of
the intersections formed by the field lines and field circles to obtain the calibration references.
Provided that we do not know which part of the field is being displayed on a given image, we
will need to recognize the intersections, i.e., to identify the field lines or circles they come from.
Then, we will be able to use the real-world field model to determine their real-world coordinates,
thus obtaining the calibration references.
Since calibration references are intersections between field lines or between field lines and circles,
we need to find a way to locate them on the image, i.e., to compute their position. To do so,
we will make use of the Hough transform to extract the parameterizations of the field lines.
This will allow us to mathematically determine the field line intersections on a given image. As
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for the circles, we will not be able to parameterize them, but instead we will obtain enough
information to find their intersections to the field lines.
In order to fit the input needs of the Hough transform, we will need to apply a set of image
processing techniques to highlight the field lines contained in the original football scene image.
This will be the first step in our algorithm.
The whole algorithm can be summarized in these four main conceptual blocks: Image Preprocess-
ing, Hough Transform Exploitation, Calibration References Extraction and Camera calibration.
Prepro-
cessing
Hough ex-
ploitation
Reference
extraction
Calibration
Video
frame
Calibration
parameters
Figure 1.1: Algorithm block diagram
1.3 Dissertation Structure
This dissertation focuses on two different semantic shots: on one hand we will perform camera
calibrations upon the so-called penalty shot images and on the other we will perform camera
calibrations upon the so-called midfield shot images. Examples of these shots can be seen in
Figure 1.2. Although the four main conceptual blocks are valid for both shots, each of them
needs a specific treatment, which is why the structure of this dissertation has been adapted to
those needs. Therefore, the dissertation consists in an initial common part, followed by two
chapters devoted to the shot specific processing.
Chapter 2 focuses on the common processes, those that are not specifically designed for a
given type of shot. These include the image preprocessing, and part of the Hough transform
exploitation. Moreover, this chapter includes an analysis on the Hough transform which lays the
basis for the calibration reference extraction. The common part is closed with the description
of a shot classifier, which will allow us to decide which specific process we need to apply to a
given image.
Therefore, Chapter 3 is devoted to the calibration of penalty shots. These shots are distin-
guished for containing several field lines, thus we will use the intersections they form to get the
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(a) Penalty shot (b) Midfield shot
Figure 1.2: Shot types targeted by the algorithm
calibration references. Additionally, we will provide a method to compute the location of the
vanishing points, which are required to compute the orientation of the camera, and describe the
calibration algorithm.
On the other hand, Chapter 4 is focused on the calibration of midfield shots. As opposed to
penalty shots, midfield shots do not show many field lines. Therefore, we will use the midfield
circle to increase the number of calibration references. Finally, we will discuss the computation
of the vanishing points, and describe the calibration algorithm.
Chapter 5 shows the results obtained by the described algorithm, and discusses some appli-
cation examples for this work.
Finally, Chapter 6 is devoted to the conclusions and the future lines of work.
Chapter 2
Common Processing
The following chapter is devoted to the extraction of information from the input images. The
information we are interested in is constituted by so-called Hough instances, which will be
obtained by means of a Hough transform of the input image.
In Section 2.1, the input image is processed to obtain a suitable input for the Hough transform.
Then, in Section 2.2, the transform is applied and its result is postprocessed to obtain the Hough
instances.
The whole process has been designed to handle any input image, thus make up the common
processing part of the algorithm.
2.1 Image Preprocessing
The goal of this first stage is to process the image until it fits the input needs of the Hough
transform. The original images are in RGB format of size 720x576 pixels and need to be
converted to binary images in which the field lines are ideally depicted in white over a black
background.
Since the field lines will be placed on the grass, we will first need to set up a region containing
the grass appearing on the image. This will be covered at Section 2.1.1. Then, in Section 2.1.2,
we will be able to focus on the detection of the lines within the previous region.
7
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2.1.1 Grass Mask Extraction
In order to differentiate the grass appearing on the image from other elements, we will compute
the so-called grass mask. The grass mask is a binary image, whose pixel values are equal to
one in those positions where the original image contains grass and zero otherwise. Then, we will
remove all image pixels not being grass by simply multiplying the original image by the mask.
From now on, we will refer to the concept of being masked or in the mask as to get all the
pixel values of a given region set to zero upon the application of the mask. In other words, just
like a costume mask, all masked regions will be removed from the image whereas the unmasked
regions will be the ones we will be able to “see” once the mask has been applied.
Identifying the grass on the image
On a first approach we could tell that the grass pixels on a given image are those who are
primarily green colored. If we take a look at our image database, we observe that the color of
the grass is highly variable depending on the field, shadows or whether the game is played during
the day or at night; as shown in Figure 2.1. Moreover, there might be green colored regions that
are not grass.
(a) Uniform color (b) Daylight shadows and a rather
blueish green tone
(c) Image containing green ele-
ments which are not grass
Figure 2.1: Grass color variations
Since an error in the grass mask computation will prevent the algorithm from working correctly,
we need to make sure that the whole range of grass tones are excluded from the mask, that
is, we need all pixels whose green channel value is dominant to remain in the image after the
mask has been applied. Therefore, an image pixel p will be considered as grass if the following
conditions are met:
Gp > (1 + Tr) ∗Rp and Gp > (1 + Tb) ∗Bp
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where Tr and Tb are color tolerance factors. These conditions will allow us to find all pixels
whose dominant color is green. These pixels make up a first approach to the grass mask. The
grass mask drafts for the images in Figure 2.1 are depicted in Figure 2.2.
(a) (b) (c)
Figure 2.2: Images of Figure 2.1 with translucent orange mask. The orange region of the image will be
removed by the mask
Observations on the first approach
In Figure 2.2, we can observe that the computation of the grass mask is able to correctly detect
the grass on all three images despite of the variety of green tones and the strong shades.
Recalling that the objective of the image preprocessing is to detect the field lines on a given
image, we also need them to be unmasked. In most occasions, due to the coding process or the
transparency of the chalk used to mark the lines, the field lines will be depicted with a very
saturated green tone, thus considered as grass and therefore not masked. This can be observed
in Figure 2.2 (a) and (b). However, in static images or close-up1 shots the field lines might no
longer be depicted with a saturated green tone but with a pure white tone instead. In this case,
the field line would no longer be considered as grass and therefore included in the mask. An
example can be seen in Figure 2.2 (c).
In all three images in Figure 2.2, we can observe holes in the mask due to small green regions
amongst the supporters. These regions are clearly not grass and should be masked. On the
other hand, some small spots on the field, such as litter or damaged grass zones, are correctly
not considered as grass. However these spots could also be part of a field line that has been
masked for being depicted with a pure white tone. Since we cannot tell the difference from it to
litter or damaged grass and need the field lines to be unmasked, we need to remove these regions
from the mask. Moreover, some of the football players are not completely masked, which could
add noise to the following stages.
1See Appendix A
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To sum up, the current grass mask is a good starting point but needs to be improved in order
to minimize the issues explained above.
Improving the grass mask
The grass mask improvements focus on the four issues explained above:
• to add holes to the mask
• to exclude spots from the mask
• to exclude field lines from the mask
• to restore player masks
The first improvement is designed to mask the small regions amongst the supporters that have
erroneously been detected as grass. If we analyze these regions, we will be able to find several
connected areas of different sizes, whereas the bigger ones have a great chance to be the actual
football field. On Figure 2.3 we can see the different connected grass regions.
(a) (b) (c)
Figure 2.3: Grass connected regions of the images in Figure 2.1. The grass mask is depicted in blue and
the biggest connected grass region is depicted in green
The images in Figure 2.3 show that if we only considered as grass the biggest connected grass
region and add the rest to the mask, we could remove all holes amongst the supporters. However,
the grass region could be splitted into more than one connected region due to pure white field
lines connecting the stands with the bottom of the image, or overlaid graphics displaying football
match related information. Therefore, the algorithm will sort all connected regions in descending
size and consider as grass the first n regions that meet:
n = mini
{
1 ≤ i ≤ N s.t.
i∑
k=1
Ak
A
> 0.95
}
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where A =
∑N
k=1Ak, Ak is the kth connected grass region and N is the number of connected
grass regions.
In other words, we keep the first biggest connected grass areas that sum up the 95 per cent of
the initially detected grass area. By doing so, we make sure that no grass region is missed, and
obtain the results depicted in Figure 2.4.
(a) (b) (c)
Figure 2.4: The holes amongst the supporters from images in Figure 2.1 have been added to the mask
The next improvement aims to remove spots from the mask. The problem is very similar to
the previously discussed one: we need to find small connected regions in the grass region and
exclude them from the mask. However, this time we need to be careful not to alter the players
mask. This is why we will only exclude those connected regions whose area is less than 100
pixels. If we do so, we get the results shown in Figure 2.5.
(a) (b) (c)
Figure 2.5: The small litter and damaged grass regions from images in Figure 2.1 have been excluded
from the mask. In Image (a), note how the spots corresponding to field line area corners
have been excluded from the mask. In Image (c), some midfield circle spots have also been
excluded: this will improve the performance of the following stages. In Images (a) and (b)
note that some disconnected player masks have been removed: this is an undesired effect
which will add noise to the following stages
At this point we have successfully located the grass on the image and corrected the holes and
spots. However, some field lines may still be masked as shown in Figure 2.5 (c). If this is
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not corrected, masked lines would be removed from the image and prevent the algorithm from
detecting them.
In order to correct this issue, the algorithm relies on the previous improvements by assuming
that only players and masked lines, if any, can be found inside the grass region. By doing so, the
problem consists of finding a difference between a player mask and a line mask. The solution
that has been adopted relies on the shape of the masks: a player mask will generally be thick and
small whereas a line mask will generally be thin and long, since the majority of cases correspond
to vertical masked lines. Therefore, the height and width will be computed for each masked
region inside of the grass region. Then, those whose height-to-width ratio is greater than a given
threshold will be considered as a masked field line which will be removed. The height-to-width
ratio has been empirically set to six.
(a) (b) (c)
Figure 2.6: The masked line detection algorithm has been applied to the images in Figure 2.1. Although
the whole midfield line is not recovered in image (c) it is enough to ensure its detection at
the following stage
Due to the grass mask improvement process some of the player masks might have been partially
or completely removed, causing an increase of noise at the input of the next stage. In order to
minimize this effect, we perform an erosion2 on the mask. In this case, we will use a circular
structuring element of radius 2. This operation allows us to expand the black regions of the
mask, that is, to extend the player’s masks, in an isotropic way thanks to the use of a circular
structuring element. The results can be seen in Figure 2.7.
2.1.2 Line Draft Extraction
At this point we have a mask that will allow us to exclusively extract the grass and the field
lines from a given image. Following, we describe how to obtain an estimate of the line draft,
that is, a binary image in which we expect the pixels corresponding to field lines to be marked
with ones and the rest with zeros.
2For more information about erosion and dilation operations, please refer bibliographic reference [6].
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(a) (b) (c)
Figure 2.7: Final grass mask for images in Figure 2.1
Initial approach
In order to detect the field lines, we are going to work with the gray level transformation.
Therefore, the first step will be to apply the grass mask obtained in the previous section to a
grayscale version of the original image. This image will be referred to as BW1[u, v]. Next, we
would like to get the field lines highlighted on the image. If we can do so, we will be able to
achieve our goal by simply binarizing the image containing the highlighted field lines. Since field
lines are white lines over a dark background, what we need to do is highlight high contrasted
parts of the grass zone in the image. The technique that fits to these needs is the tophat
transform.
The tophat transform can be formally defined as:
tophat(f, g) = f − (f ◦ g) (2.1)
where f is the image, g is the structuring element and f ◦ g is a morphological opening3 of f .
This tophat transform consists of subtracting a morphologically opened version of the image
from the original image. A morphological opening of an image allows to remove bright elements
of the image that fit inside of the structuring element. Since, when we apply the tophat, we
will substract this result from the original image, the result of the tophat transform will be
exactly those bright elements that have been removed by the morphological opening. Therefore
the structuring element g must be shaped to remove all field lines on the image. The proposed
shape is:
3For more information about morphological opening and closing, please refer to bibliographic reference [6]
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seth =


0 0 1 0 0
0 0 1 0 0
1 1 1 1 1
0 0 1 0 0
0 0 1 0 0


and the tophat transformed image will be:
BW2[u, v] = tophat(BW1[u, v], seth)
As explained before, BW2[u, v] will contain the difference between the original and opened
images.
As shown in Figure 2.8 (b), the morphological opening does not introduce great changes in those
zones of the image where no line is present. Therefore, the gray values assigned to the pixels in
those zones will be very close to zero, as shown in Figure 2.8 (c).
(a) Grayscaled and masked (b) Morphologically opened (c) Result of tophat
Figure 2.8: Image (c) has been inverted. Detection of high contrasted parts in the grass region
At this point, we are set to do a binarization of threshold th:
B[u, v] =

1 if BW2[u, v] > th0 otherwise (2.2)
In order for the threshold to be independent of the image being processed, the value of th is set
to the percentile 98 of the image BW2[u, v]. The percentile 98 is defined as follows:
th = min
{
s ∈ [m,M ] s.t.
s∑
n=m
H[n] > 0.98
}
(2.3)
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where H[n] is the normalized histogram of BW2[u, v], m = min{BW2[u, v]} and
M = max{BW2[u, v]}.
This basically means that the threshold will be set to the level of gray so that 98 per cent of
pixels have gray levels between zero and the selected threshold level. Since BW2[u, v] shows
dark gray field lines on a black background, by applying the latter threshold we will be able to
discard all pixels whose levels are very close to black, leaving only those representing the field
lines.
The described algorithm allows the next stage to correctly detect all field lines in images showing
close-up shots as well as mid4 shots. For wider shots the algorithm is prone to not detecting
some of the field lines, preventing the following stages of the algorithm from working properly.
Since wide shots are shown frequently, we need to improve the algorithm for these images.
Initial considerations to the improvements
The quality and amount of the detected lines depend directly on the threshold we use. Since
the threshold is obtained from the image itself by means of a percentile, we need to study in
what way that function is affected by the features of the image.
In general terms, the percentile 98 will increase its output value the higher the gray levels of the
image are and will decrease otherwise.
If the scenario was ideal, Figure 2.8 (c) would have a complete uniform black background and
the pixels corresponding to the lines in dark gray. Thus, the ideal threshold would be zero and
the lines would be perfectly detected. In our case, we have an image whose gray levels are very
close to zero, even those representing the field lines, and a large number of artifacts, mainly due
to the so-called mosquito effect, surrounding the football players. These artifacts are directly
caused by the DCT5 applied to each image. Since our priority is preserving as much information
as we can about the field lines, we need the lowest possible threshold that is still able to exclude
the noise from the line draft estimation. Thus, we need to set as much non-line pixels we can
to zero so that 98 per cent of them achieves a lower threshold.
The main causes that prevent the threshold from sinking are unmasked players and the DCT
artifacts. In a nutshell: we need to remove those noisy pixels whose gray levels have values
near to the field line gray levels in Figure 2.8 (c). The gray levels of those pixels raise the
threshold and prevent darker and more important line pixels from being included in the mask.
The following subsections are devoted to improve the line draft estimation algorithm by means
4See Appendix A
5Discrete Cosine Transform. Recall that all images are extracted from an MPEG 2 stream and have therefore
been encoded using DCT
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of different image processing techniques to solve this issue.
Toggle map approach
Toggle map is an image enhancement technique based on morphological filtering and is used to
expand and sharpen bright zones of a given image. Therefore if we apply a toggle map on the
image before the threshold computation, we expect to obtain an image in which the field lines
have been enhanced.
This technique consists in computing the morphological opening and closing of a given image
and then, for each pixel, assign the grayscale value to the nearest value of previous opened or
closed versions of the image. In case of being equidistant, the grayscale value of the original
image is preserved. Formally, it is described as:
T [f ] =


f ◦ g if | (f ◦ g)− f | < | (f • g)− f |
f if | (f ◦ g)− f | = | (f • g)− f |
f • g if | (f ◦ g)− f | > | (f • g)− f |
(2.4)
where f is image BW2, g is the structuring element, f ◦g is the morphological opening and f •g
the morphological closing.
In our case, the toggle map did not work as expected. It was concluded that morphological
opened and closed versions of the image do not introduce enough changes to improve the original
image. Therefore the next step would be changing opening and closing by erosion and dilation.
By using erosion and dilation, the changes made to the image were more significant and allowed
the following stages of the algorithm to detect on average an extra line on wide shot images.
In those cases where the extra line could not be recovered, it was either due to insufficient line
draft enhancement or poor line estimations on following stages. Despite of this, the results of
the algorithm did improve dramatically from 10 per cent correct results to more than 90 per
cent in a set of 130 images containing exclusively wide shot images.
However, the effects on close up and mid shots were devastating since the error rate was increased
by 50 per cent due to the toggle map. Therefore, the toggle map using erosion and dilation was
discarded whereas the toggle map as defined in (2.4) was left aside since the advantages of
applying that technique were not clear.
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Local threshold trials
One of the features of the images we are faced with is that the wider the shot the thinner and
shorter the field lines. This fact makes the lines harder to detect and is the main cause for the
current line draft estimation algorithm to overlook lines.
That issue gets worse for the lines placed near the top of the image, since these lines are the
farthest away from the camera. These facts make this kind of lines specially difficult to survive
the binarization since the threshold is the same at the whole image and set for close up and mid
shots. Therefore, if we set the threshold locally, we might be able to lower it for the upper part
of the image and make it easier for those lines placed far away from the camera to show up after
the binarization.
The first step to obtain the local thresholds is to compute two extreme values. One of these is
obtained by means of a restrictive percentile upon the whole image, and the other by means of
a less restrictive percentile; so that the first value will be the threshold for the lowest image row,
and the second, the threshold for the uppermost row. Then, the threshold for the remaining
rows is computed as a linear interpolation between the extreme values.
By doing this, each row of the image will have a different threshold that will be lower the higher
the row is placed on the image. Figure 2.9 shows some examples of local thresholding.
(a) (b)
Figure 2.9: Images in this Figure have been inverted. a) Binarized image using percentile 98 at the
bottom and percentile 97 at the top. Note that there is a high noise presence. b) Binarized
image using percentile 99 at the bottom and percentile 98 at the top. Note that the image
has low noise levels but some field lines are no longer detected
The images on Figure 2.9 show that it is possible to either get a very clean image with some poor
line detections or noisier images with better line detections. Since we are interested in images
having as good line detections as possible with the lowest amount of noise, we could make use
of the morphological reconstruction technique to achieve this goal.
18 CHAPTER 2. COMMON PROCESSING
Line mask by morphological reconstruction
The investigation threads presented above show a clear path to improve the line draft estimation
thus allowing the following stages to detect a higher amount of field lines. Therefore, the final
approach of the algorithm includes a combination of morphological reconstruction and local
thresholding to improve line detection on wide shots.
Morphological reconstruction is an image processing technique that aims to isolate specific con-
nected areas from the rest of the image. This technique uses two images: a marker and a mask.
The marker is an image that will initially signal which connected areas from the mask should
be isolated. The process itself consists of performing a dilation on the marker and masking out
the result with the mask image. These steps will be repeated until the marker shows no changes
when compared to the prior iteration. This technique will be useful if the mask is an image in
which the field lines appear connected and the marker image exclusively signals the lines to be
isolated. This will ideally lead to the exclusive reconstruction of the field lines, leaving the noise
and other elements out of the final image.
Therefore, to build the mask image we will use low thresholds to make sure that the field lines
appear connected. As for the marker image, a good candidate is an image obtained by the
same means, but using higher thresholds. The marker image has also been filtered to exclude
connected areas made up of a single pixel. This will remove isolated markers that are a potential
source of noise reconstruction. Examples of the marker and the mask images are depicted in
Figure 2.10. The image upon both local thresholds have been applied is BW2[u, v].
(a) (b)
Figure 2.10: Images in this Figure have been inverted. a) Mask image using an adaptive threshold linearly
interpolated between percentile 98 at the bottom and percentile 95 at the top. b) Marker
image using an adaptive threshold linearly interpolated between percentile 99 at the bottom
and percentile 98 at the top
Finally, the result of the reconstruction is depicted in Figure 2.11.
Although some noise due to unmasked players survives the thresholding, they do not prevent
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(a) (b)
Figure 2.11: Images in this Figure have been inverted. a) The reconstructed image b) Line draft obtained
by the initial approach, i.e., applying a global threshold computed by a percentile 98. Note
that the upper lines are better detected in (a), and that the noise in (a) has been considerably
reduced with respect to (b)
the following stages from properly detecting the lines. Moreover, the reconstructed image has a
positive impact on the whole algorithm by allowing it to lower the amount of undetected lines
on all kind of shots.
Therefore, the reconstructed image provides a valid draft line estimation for the next stages to
work correctly.
Furthermore, this algorithm has the main advantage of performing well with independence of
the type of shot: close-up shots admit other techniques that might get better results but are
incompatible to wider shots. This would require shot specific implementations and also the
ability to identify the kind of shot to execute the corresponding algorithm. Being independent
of the shot adds simplicity and robustness to the whole algorithm.
Results of the improvements
Tests show that the changes applied to the original algorithm improve line detection. On close-
up and mid shots, in which the original algorithm performed correctly, the quality and amount
of detected lines remains the same. On wide shots, most of the errors were caused by the failure
of the original algorithm to detect some lines. Thanks to the improvements made, the errors on
these kinds of images decrease and are no longer caused by undetected lines.
On the other hand, this algorithm is prone to fail in the detection of lines affected by quick
changes in the zoom or rapid camera movements. Since the vast majority of images are not
affected by these scenarios, these cases will be left for future work. Other future improvements
comprehend more aggressive techniques focused on the complete elimination of the players from
the marker to further improve the quality of the mask.
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To sum up, the improved algorithm enables us to obtain a high quality line draft estimation
that allows the following stages to work properly, with independence of the shot.
2.2 Hough Domain Exploitation
The following section is the core of the algorithm. The goal is to extract as much information as
possible about the field lines and circles from the line draft image, by making use of the Hough
transform.
The output of the Hough transform is an image where the occurrences of a given shape in the
input image are represented by the so-called Hough instances. The location of each instance
corresponds to the parameters of the shape it represents, and depends on the parameterization
used to perform the transform.
Thereby, we can easily detect and obtain the parameters of the lines depicted in the line draft.
As for the field circles, which in fact will be ellipses due to the projection from the real-world
to the image plane, additional algorithms will be required to obtain useful information.
This section starts with a detailed analysis on how the Hough transform works. Therefore, it
presents most of the theoretical principles the present dissertation is based on. Following, we
will explain the improvements we need to make to the image resulting of the Hough transform
in order to get a robust parameter estimation and obtain the Hough instances. Then we will
need to determine whether a given Hough instance is representing a line or an ellipse. By doing
so, we will know the characteristics of the scene and, therefore, we will be able to perform a
semantic shot classification. Once the shots have been classified, the common processing part
will be concluded.
2.2.1 Understanding the Hough Transform
The Hough transform is a frequently used tool to detect geometrical shapes in a black and white
image. By applying the transform to detect a particular shape, its different occurrences on the
image will appear as Hough instances in the transformed domain. The position of the Hough
instances in the transformed domain contains information about the parameters of the shape,
which is exactly what we are looking for.
This section is devoted to explain how the Hough transform and their properties can be used to
achieve the goals of this chapter. Some concepts and Figures 2.12, 2.13, 2.16 to 2.19, and 2.22
of the following subsections are taken from Chapter 3 of [1].
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The Hough transform basis: choosing a parameterization
The first step to perform a Hough transform is parameterizing the shape we want to detect.
Since we are interested in lines and circles, a first approach could consist in performing two
transforms: one to detect lines and another to detect ellipses. However, the Hough transform
has a high computational cost, and this option is therefore discarded.
The final choice has been to use a Hough transform designed to detect lines, since, although
the chosen parameterization is not designed for the detection of ellipses, we will still be able
to obtain valuable information about them. The process of detecting ellipses will be explained
later in this section so that, for now, we can focus on the detection of lines.
Once we have chosen the primary shape we want to detect, we need to choose a parameterization.
As said before, the parameterization determines the output of the Hough transform, thus we need
to analyze which parameterization is the one that better fits our needs. Let us begin analyzing
the perhaps most intuitive parametrization for a line: the slope-intercept parameterization. This
parameterization defines a line as:
v = mu+ n
using the common image plane representation, and being m = tanβ the slope of the line and
n its interception point at v axis. Figure 2.12 (a) shows an example of a slope-intercept line
parameterization.
n
E
v
u
(a) Slope-intercept
v
u
U
T
(b) Normal
Figure 2.12: Graphic definitions of the line parameterizations
As an example for the explanation at the beginning of this section, if we used the slope intercept
form as the Hough parametrization, the transformed domain would show a set of instances whose
location would change depending on the slope and intercept point of each detected line.
However, this parametrization has problems representing vertical or nearly vertical lines since
their slope values tend to the infinity. Since in our specific application we will frequently need
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to detect this kind of lines, we finally choose the normal form to parameterize the lines in the
Hough transform. The use of the normal parameterization is also a common practice when
detecting lines using the Hough transform.
Although we will not use the slope-intercept parametrization for the line detection process itself,
the slope-intercept based Hough transform has very interesting properties. Some of these are
very important to the project, thus they will be discussed later on.
The normal parameterization is as follows:
ρ = u cos θ + v sin θ
where ρ is the distance from the line to the origin and θ is the angle between the u axis and
the perpendicular to the parameterized line that passes through the origin. An example can
be found in Figure 2.12(b). In order to avoid the ambiguity of the normal parametrization, all
parameters will be restricted to:
[θ, ρ] ∈ [0, pi)× [−D,D]
where D is the farthest distance a line in the image can be from the origin. The set of all the
possible values of the parametrized shapes is called Hough domain.
Hough transform procedure
On the following two sections we will describe the Hough transform procedure in two different
ways. First, we will explain the line detection process in a theoretical way. This approach is
the closest description to the algorithm implementing the Hough transform, and will be called
Forward Hough transform procedure. Second, we will provide an alternative explanation
which aims to build a powerful intuition on how the Hough transform works. The intuition
acquired thanks to the Backward Hough transform procedure will allow us to set the basis
for the detection of ellipses, despite of using a Hough transform designed to detect lines.
Forward Hough transform procedure
As a matter-of-fact, the Hough domain is discretized in a uniform grid of steps ∆θ and ∆ρ.
Therefore, we can assume that the Hough domain is structured as a set of rectangular bins.
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When using the normal form, each point (u, v) of a given line has constant values for θ and ρ.
On the other hand, we can compute any line passing through any given point, the so-called line
beam, by computing the value of ρ at the point i, using
si(θ) = ρ = ui cos θ + vi sin θ
by iterating through different values of θ.
Recalling that the input image is black and white, the procedure of the Hough transform is to
compute a set of lines passing through each activated point (ui, vi) at the input image. Since
each computed line is described by the parameters θ and ρ, the Hough transform procedure will
increment the value of the bin located at (θ, ρ) for each computed line. Therefore, if we compute
the Hough transform of a black image containing a single activated pixel (u1, v1), the output
will be a sinusoid s1(θ) where each bin of it describes a line passing through the activated pixel
of the input image.
The number of lines passing through a given point we compute depends on ∆θ. The ρ value
will also be discretized to fit into a given bin of size ∆ρ. This means that we can control the
precision of the estimations made using the Hough transform. Note that the values of θ will be
the same for each point we compute the Hough transform for.
Now, if we activate a second pixel (u2, v2) on a different location at the previous image, the
Hough transform will compute the same amount of lines passing through the second point and
create a second sinusoid s2(θ) at the output. The key is that one of the lines passing through
(u2, v2) will also pass through (u1, v1).
This means two things: First, both sinusoids s1(θ) and s2(θ) will intersect exactly at the bin
holding the values of θ and ρ that describe the line passing through both activated pixels at the
input image; and second, that the bin holding the line passing through both points will have a
total score of 2, whereas the rest of the bins at s1(θ) and s2(θ) will have a total score of 1.
This reasoning can be extended to the fact that N collinear points will produce N sinusoids at
the output that will intersect on a single bin whose parameters describe the line to which all
input points belong; and also that the intersection bin will have a total score of N , whereas the
rest will score 1. A graphical example is shown in Figure 2.13
Since a line is made up of an infinite amount of collinear points, the Hough transform will show
a high scoring bin whose θ and ρ values parameterize the line. By detecting high scoring bins
in the Hough transform domain we will be detecting the lines in the input image. Furthermore,
we can easily determine the parameters of these lines by just looking up the position of the bins
representing them.
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Figure 2.13: a) Five collinear points. b) Sinusoidal curves for the Hough transform of the points in (a)
Backward Hough transform procedure
This alternative description starts with a closer look at what a given bin of the Hough domain
represents. If we define an arbitrary bin Bpq as
Bpq =
[
p ·∆θ, (p+ 1)∆θ
)
×
[
q ·∆ρ, (q + 1)∆ρ
)
where 0 ≤ p < pi
∆θ
and −D
∆ρ
≤ q ≤ D
∆ρ
we can state that it contains a set of lines. This set is
made up of all the lines whose parameters in normal form belong to Bpq, that is, any line that
fulfills the equation
ρj = u cos θi + v sin θi
with (θi, ρj) ∈ Bpq.
Let us take a look at a graphical example to show these concepts. As we explained before, if we
take all possible ρ values inside of a given bin for a constant value of θ, we get the set of lines
pictured in Figure 2.14 (a). On the other hand, if we take all possible θ values inside of a given
bin for a constant value of ρ, the result would be the one shown in Figure 2.14 (b).
Now, if we plot all possible combinations between θ and ρ values of a given bin, we will be able
to see a region in the image plane. Therefore, we can conclude that the Hough transform of any
line contained inside that region in the image domain will fall into the previous bin. We will
refer to that region as Hough bin input region, and it can be seen in Figure 2.15 (a).
For the sake of simplicity, we can approach the Hough bin input region by a rectangle of a given
width and length D, as shown in Figure 2.15 (b).
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Figure 2.14: a) The set of lines for all possible ρ values keeping θ constant for a given bin. b) The set of
lines for all possible θ values keeping ρ constant for a given bin.
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Figure 2.15: a) The Hough transform of any line contained in this region falls into the same bin. b) We
can approach the Hough bin input region shown in (a) by a rectangle of a given width and
length D
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With the latter concepts in mind, the procedure of the Hough transform becomes very simple.
Recalling that the input image is black and white only, the Hough transform computes the
number of activated pixels that fall inside each Hough bin input region and sets the result as
the bin score.
Perspective and the duality of the Hough transform
As explained before, the Hough transform is computed using the normal parameterization.
However, once the instances have been computed, we will translate their coordinates to the
slope-intercept form. This translation is motivated by Theorems 3.1, 3.2 and 3.3, which can be
found at [1, p.14-15], and are cited below:
1. The set of parameters of all the lines passing through a point in the image plane forms a
line in the slope-intercept transformed plane. In the Hough domain (m,n), that line will
have slope −ui and intercept vi.
2. Collinear points in the image plane correspond to intersecting lines in the slope-intercept
transformed plane. The coordinates of the intersection point correspond to the line passing
through all the original points in the image plane.
3. The intersection point of two lines in the Hough domain corresponds to the line passing
through the anti-transformed points. The line passing through a set of collinear points
in the slope-intercept transformed plane corresponds to a set of intersecting lines in the
image plane, whose intersection point corresponds to the line passing through the points
in the Hough domain.
The third assertion is the most interesting one, since it means that a slope-intercept based Hough
transform is dual: A point in one domain is a line in the other domain and intersecting lines in
one domain correspond to joining points in the other, i.e., points that belong to the same line.
When a set of parallel lines are projected from the real-world to the image plane they intersect
at a given point called vanishing point. Each set of parallel lines will meet at a different
vanishing point. In our case, we will focus on the horizontal vanishing point ∞h and on the
vertical vanishing point ∞v. The line joining both vanishing points is called vanishing line.
Let us focus on the example shown in Figure 2.16.
Because of the duality, the transformed points of each set of intersecting lines in the image
domain will be collinear in the Hough domain. Moreover, the parameters of that line will allow
us to obtain the coordinates of both vanishing points. In Figure 2.16 we can observe that the
Hough transform of the vertical lines consists of the set of the blue points, which are collinear.
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Figure 2.16: a) An example of the image plane containing two sets of parallel lines, their vanishing points
and the vanishing line. b) The dual representation of (a), i.e., the Hough transform of (a)
whose coordinates have been translated into the slope-intercept form
If we compute the line joining these points, we will be able to find the coordinates of the vertical
vanishing point. We can do the same thing with the horizontal lines.
At last, the lines defining the vanishing points at the Hough domain intersect at a given point.
By applying duality again, this intersection defines the parameters of the line that passes through
both vanishing points, which is the vanishing line.
Therefore, by translating the coordinates of the detected instances to the slope-intercept form
we will be able to apply duality and compute the coordinates of the vanishing points. These
concepts will be applied in Section 3.3.
Ellipse detection in the Hough transform for lines
As explained before, we need to extract as much information as possible form the line draft,
that is, detect lines and ellipses. Since we are using a Hough transform for lines, we will be able
to detect them and obtain their parameters. However, we need to find a way to detect ellipses
using the same transform.
Let us first analyze what happens if we perform a Hough transform upon a set of M points
arranged in a circle shape. The result should be predictable by the explanations of the Forward
Hough transform procedure6: we expect a set of sinusoids where each of them crosses the rest
M−1 times in the transformed domain. Since the procedure states that the set of lines computed
for each image domain point is computed by iterating through the same values of θ, we expect to
obtain M parallel lines for each value of θ whose only difference is the value of ρ; depending on
6See page 22
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the location of each image point. Therefore, we expect to find a way to determine the diameter
of the circle by computing the greatest difference between sinusoids in the ρ axis. Moreover,
the greatest difference should be constant, since the greatest distance between two points will
always be the same in a circle.
We can observe these ideas in Figure 2.17.
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Figure 2.17: a) An image containing 12 points arranged in a circle shape. b) The Hough transform shows
12 sinusoids, crossing each other several times and forming a constant width stripe. The
greatest difference in the ρ axis, which is the width of the stripe, matches the diameter of
the circle ∆ρ
Now, let us analyze what happens if we arrange M points in an ellipse shape. Again, the
Forward Hough transform procedure states that we will be able to find M sinusoids crossing
each other M − 1 times. As for the size of the ellipse, there still will be a set of M parallel
lines for each value of theta, but the difference between sinusoids in the ρ axis will no longer
be constant. Therefore, we expect to be able to determine the major and minor axis lengths,
by finding the greatest and lowest difference between sinusoids in the ρ axis respectively. These
ideas are depicted in Figure 2.18.
In Figure 2.18 we notice that the sinusoids tend to overlap for values near to θ = pi
2
. If we picture
the Hough transform in a more common way, in which the score of each bin is represented by a
different color, we will be able to further analyze the circle and ellipse shape.
In Figure 2.19 (a) we can observe that, when computing the Hough transform of a circle, the
bins all along the borders of the strip get the highest scores. In Figure 2.19 (b) we can see
that when computing the Hough transform for an ellipse, only the bins at the border and in
the surroundings of θ = pi
2
get the highest scores. Therefore, this property might be useful to
distinguish between a circle and an ellipse in the transformed domain.
For a better understanding of the Hough transform of an ellipse, we will take a closer look at
the reason why the ellipse has its highest scoring bins together instead of having them spread all
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Figure 2.18: a) An image containing 16 points arranged in an ellipse shape. b) The Hough transform
shows 16 sinusoids, crossing each other several times and forming a variable width stripe.
The greatest difference in the ρ axis matches the size of the major axis, ∆ρ2, while the
lowest matches the minor axis length, ∆ρ1
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Figure 2.19: The Hough transform of: a) a circle and b) an ellipse. Note that the color of each bin is a
function of its score
along the strip. In order to do so, we will make use of the intuition acquired with the Backward
Hough transform procedure7. Recalling that the score of a bin is the amount of activated pixels
included in a given Hough bin input region, in Figure 2.20 we show what happens when we
apply the procedure to different bins by moving along the transformed axes.
In Figure 2.20 (a), if we sweep the ellipse with the Hough bin input region varying the ρ value,
we can observe that the number of pixels falling inside will change from zero to a high amount,
then fall to a lower and rather constant amount, and finally rising and falling to zero again.
This behavior causes the boundary bins to have higher scores than the rest.
7See page 24
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(a) (b)
Figure 2.20: a) Hough bin input regions with different ρ values for a given ellipse. b) Hough bin input
regions with different θ values for a given ellipse
However, we have observed that for an ellipse, the boundary bins have high values only at a
given location. In order to understand the reason, we need to look at Figure 2.20 (b). This
figure shows that, depending on the value of θ, the number of pixels falling into the Hough bin
input region can change dramatically. For instance, if we align the Hough bin input region with
the minor axis and sweep the ellipse along ρ, we will gather a lower amount of pixels per bin
than doing the same thing aligning the Hough bin input region with the major axis.
Moreover, when aligned in the direction of the minor axis and sweeping in the direction of ρ, the
number of Hough bin input regions gathering ellipse pixels will be greater, since the ellipse is
larger in the sweeping direction. Therefore, the total amount of ellipse pixels will we distributed
among a greater number of bins, thus getting lower scores for each of them. On the other hand,
when aligned in the direction of the major axis, the number of Hough bin input regions gathering
pixels will be lower. This means that the same amount of ellipse pixels will now be condensed
in a lower amount of bins, allowing each of them to score higher. These are the reasons why the
sinusoids are closer to each other when aligning the Hough bin input region with the direction of
the major axis and further appart when aligning with the minor axis, and show up as a variable
width strip in the Hough domain.
Due to the symmetry of a circle, the distribution of pixels created when sweeping the Hough bin
input region along ρ will be independent of θ. Therefore, their highest scoring bins are spread
equally all along a constant width strip.
Differences between lines and ellipses in the Hough domain
Let us take a last step forward and analyze what happens when we have a line instead of an
ellipse.
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(a) (b)
Figure 2.21: a) Hough bin input regions with different ρ values for a given line. b) Hough bin input
regions with different θ values for a given line
In Figure 2.21 (a) we can observe that by sweeping the line with the Hough bin input region, we
expect it to first gather no pixels, then a very high amount of pixels when overlapping the line,
and finally no pixels again; as opposed to the ellipse. In this case, the value of θ will allow the
score to rise even more when the Hough bin input region has the same direction of the line, as
shown in Figure 2.21 (b). In short, the bin with the highest score will be the one in which the
Hough bin input region better overlaps a given line, that is, the one whose parameters better
match to the parameters of the line.
To summarize, we could state that the higher a given bin scores, the closer its respective shape
resembles to a line. Therefore, those bins signaling an ellipse will, a priori, score lower than
those signaling lines. Moreover, we can expect that a line will be represented by a few number
of high scoring bins whereas an ellipse will be represented by a larger number of lower scoring
bins. We can also expect smoother score variations when sweeping an ellipse in the direction of
ρ than when sweeping a line in the same direction.
As opposed to the lines, we will not be able to obtain the parameters of the detected ellipses.
However, we will still be able to extract valuable information for the camera calibration in
Section 4.3.
At this point we would like to stress out the difference between the results of sweeping an ellipse
and a line, since it will allow us to tell which shape a given Hough instance is representing. This
issue will be detailed in Section 2.2.3.
A real example
Finally, on Figure 2.22 we can observe a real example of a Hough transform. Note that the line
draft has been inverted: the field lines are shown in black on a white background when they
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actually are white on a black background.
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Figure 2.22: Hough transform real example: a) input image, i.e., line draft and b) Hough transform
2.2.2 Hough Instance Postprocessing
In the last section we have studied the Hough transform, thus allowing us to understand how
the lines and ellipses that appear on the line draft are detected. As shown in Figure 2.22 (b),
the output of the Hough transform is a bin splitted image where high scoring bins signal the
presence of a line or an ellipse. Therefore, to obtain the parameters of a given instance, we need
to perform a local maxima search and pick the parameters of those bins. This process will be
referred to as instance extraction, and constitutes the goal of the current section.
However, before we do so we will need to perform a postprocessing in order to enhance the
quality of the Hough transform and improve the obtention of the line parameters. First, we
filter the image resulting from the Hough transform to remove noise. Second, we threshold and
cluster the data in the resulting image to group all the bins that represent the same shape.
Finally, we proceed with the instance extraction. Figures 2.23 and 2.24 are taken from Chapter
3 of [1].
Filtering the transformed image
In a real case scenario, such as the one shown in Figure 2.22 (a), the line draft estimation will
not only contain segments of lines and ellipses, but also noise in form of undesired activated
pixels. Known sources of noise at the line draft are: incomplete player masks, mosquito effect
surrounding the players and field lines, and spurious high contrast regions in the grass. Since
each activated pixel will be transformed into a sinusoid, some bins might have greater scores
than expected.
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Figure 2.25: 3D representation of the filtered Hough transform. The score of each bin is represented on
the z axis. All negative values produced by the filtering process have been set to zero
Clustering the bins
So far we have substantially reduced the noise presence in the transformed image. However, we
cannot directly search for the highest scoring bins for two reasons: first, we do not know how
many shapes have to be detected for a given image and second, even if we knew the amount of
shapes to be detected, the highest scoring bins would not necessarily represent all these shapes,
i.e, two or more of the highest scoring bins could be representing the same shape. Therefore, we
first need to group, that is, to cluster all the bins that belong to the same shape.
Assuming that the bins that represent lines and ellipses will be the ones with the highest scores,
the first step we need to do is thresholding the image. By doing so, we will only keep those
bins representing lines or ellipses. In Figure 2.26 we can observe a 3D representation of the
thresholded Hough transform. The threshold has been found empirically to keep only those bins
with the highest scores, since these will be ones representing lines or ellipses.
The resulting image of the thresholding process is a binary image in which the bins scoring higher
than a given threshold are pictured in white. An example can be found in Figure 2.27 (a).
Although the image has been binarized, we keep the scores of the surviving bins, so we can use
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Figure 2.26: 3D representation of the thresholded Hough transform. The score of each bin is represented
on the z axis. All values lower than the threshold have been set to zero
them later on for the instance extraction.
The next step is to group the bins that have survived the thresholding. The first approach
to build the clusters consists of performing a morphological dilation on the thresholded image
using an elliptical structuring element. The structuring element is rotated 45 ◦, given the features
observed in the Hough transform for football scenes. The size of the structuring element must be
big enough to obtain a single connected region for each detected shape, i.e., all bins representing
the same shape should get together; but also small enough to avoid grouping bins representing
different shapes. The rotation applied on the structuring element also helps to achieve these
goals.
Once the dilation has been computed, we will have a given set of connected regions, i.e., the
clusters. Therefore, all the bins from the thresholded image falling into the same cluster will be
grouped and represent the same shape, as shown in Figure 2.27 (b). Figure 2.27 (c) shows how
the bins from 2.27 (a) have been grouped.
However, sometimes the described algorithm is not capable of grouping all bins representing a
single shape into the same cluster.
As explained before, ellipses are represented by crests whose height is lower than the peaks
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(a) (b) (c)
Figure 2.27: Images in this Figure have been inverted. a) Thresholded Hough transform. b) Morpholog-
ically dilated version of (a). c) Boundaries of the clusters in red and the bins each cluster is
grouping
representing the lines. Therefore, the bins representing ellipses have a greater chance to fall
below the threshold, thus resulting in separated clusters once the latter algorithm has been
applied. If we lowered the threshold level, we would also lower the chance of the bins representing
ellipses to be splitted into separated clusters. However, we need to be cautious, since directly
lowering the threshold in the latter algorithm would increment the chances of having false shape
detections.
Let us focus on the two line drafts shown in Figure 2.28 to illustrate these concepts.
(a) (b)
Figure 2.28: Images in this figure have been inverted. Two line draft estimations
In Figure 2.29 (a), we can observe an example of bins representing an ellipse being splitted into
several different clusters. Figure 2.29 (b), will show us the complexity of the merging process.
As explained before, an ellipse is represented as a variable width strip in the Hough domain,
whose highest scoring bins are accumulated along the direction of its major axis. Therefore, we
should be able to group the bins representing it in two large clusters, holding the high-score bin
accumulations of the Hough transform of an ellipse.
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(a) (b)
Figure 2.29: a) Some clusters for the image in Figure 2.28 (a). The uppermost cluster represents a line,
whereas the rest represent the midfield circle. The vertical line cluster is not shown in this
image. b) Shows some clusters for the image in Figure 2.28 (b). The red and deep blue
clusters correspond to the midfield circle, the green, orange and brown clusters correspond
to field lines, and later on we will study what the light blue cluster is representing
The merging algorithm consists in repeating the previous grouping algorithm with a lower thresh-
old. By doing so, we will obtain a relaxed clustering in which the chances for bins representing
ellipses to be separate will be low. However, additional clusters may appear, which could be
caused by noise. Therefore, we need to carefully choose which clusters we are keeping. On the
other hand, we expect the clusters representing lines not to change significantly.
If we focus on ellipses, we expect the clusters of the initial grouping to be included in a bigger
cluster, since the relaxed version will, at least, include all initial clusters. Therefore, we will
look into which relaxed cluster each of the initial clusters falls. In Figure 2.30 we can observe
the relaxed clustering. Note that in Figure 2.30 (a) the two lowest initial ellipse clusters belong
to the deep blue relaxed cluster, the clusters in the middle at the initial grouping belong to the
green relaxed cluster, the line cluster remains the same, and new clusters have appeared.
(a) (b)
Figure 2.30: Relaxed clustering for the images in Figure 2.28
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The additional noise clusters that appear in the relaxed version can be easily discarded, since
no cluster of the initial grouping belongs to them. Once we have discarded these regions, we
would just need to regroup the bins according to the relaxed clusters in order to get all bins
representing a single shape together.
However, if we take a look at 2.30 (b), we can see that the light blue cluster will group three
initial clusters, where one represents a line and another an ellipse. The third cluster is rather
interesting, since it is caused by a single bin in which the shape formed by the bins representing
the line intersect with those representing the ellipse. Since the score of each bin is cumulative,
at this point we are adding the low bin score from the line with the low score from the ellipse
at that position, obtaining a score high enough to bypass the thresholding. These bins will be
referred to as intersection bins. If we drew a line using the parameters of this bin, we would
get the red line in Figure 2.31, which is tangent to the ellipse and the upper penalty area field
line at the same time.
Figure 2.31: The red line is generated with the parameters of the intersection bin, depicted in light blue
in Figure 2.28 (b). The horizontal lines are generated with the parameters of the green and
orange instances in Figure 2.28 (b) and the right vertical line is generated by the brown
instance in Figure 2.28 (b). The instance generating the left vertical line is not displayed in
Figure 2.28 (b)
Needless to say, we cannot merge these regions together. Furthermore, it would be ideal if we
could also discard the intersection bins, since they might completely mislead the algorithm.
In order to avoid the merging of two clusters representing different shapes, we will first take a
look at the orientation of the bins grouped in each initial cluster falling into the same relaxed
cluster. The orientation of the bins whose clusters need to be merged will be similar, since they
are part of a sinusoidal shape, whereas the orientation of the bins whose clusters cannot be
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merged will show greater differences in their orientations.
As said before, the intersection bins normally appear isolated, that is, due to their nature only
one bin gets a score high enough to generate a cluster at the initial grouping. Therefore, we
can easily find these bins by searching for clusters containing a single bin. However, a single bin
matching this description could also be representing a line or an ellipse. This means that we
need to find a way to distinguish intersection bins from regular bins.
If we focus on the surroundings of an intersection bin, we expect to find at least two crests.
These crests will be formed by the interpolation of the bin scores coming from each transformed
shape and they will intersect at the intersection bin. In Figure 2.32 (a), we can observe the
surroundings of the intersection bins, where the score is represented by the color. If we binarize
that image using as threshold half of the intersection bin score, we will see these crests, as shown
in Figure 2.32 (b).
(a) (b)
Figure 2.32: a) Surroundings of an intersection bin. Red colored bins mean high scores whereas blue
colored bins mean low scores. b) This image has been inverted. By thresholding (a), we can
observe the crests
Note that the vertical crest is splitted into several connected regions due to the heterogeneous
scores it is made of. If the bin under analysis is not an intersection bin, we would only see one
compact crest. We can see an example at Figure 2.33 (b).
Thanks to this behavior we are able to distinguish an intersection bin by computing the number
of 8-connected regions at the thresholded surroundings of the bin under analysis: if we can only
find a single connected region, it will not be an intersection bin.
If we apply these ideas, we will obtain the results depicted in Figure 2.34.
Note that in Figure 2.34 (a) all clusters representing the ellipse have been grouped in two large
ellipse clusters, which clearly reflects the theoretical representation of an ellipse in the Hough
domain. Moreover, in Figure 2.34 (b) we have been able to avoid the merging of the line and
ellipse clusters and also to remove the intersection bin, thus removing a potential mislead to the
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(a) (b)
Figure 2.33: a) Shows the surroundings of a regular bin. Red colored bins mean high scores whereas blue
colored bins mean low scores. b) This image has been inverted. By thresholding (a), we
observe a single crest
(a) (b)
Figure 2.34: Clustering results for the images in Figure 2.28
algorithm.
In the case depicted in Figure 2.34 (a), a single ellipse has been represented by two crests, as
explained on page 27 in Section 2.2.1. However, if the ellipse is not completely depicted in the
image or if it is representing a penalty arc, only one crest might remain after the thresholding.
This fact can be understood by applying the same logic explained in Section 2.2.1 to each case.
Although the results of these improvements are good, it is still possible that some ellipse instances
remain splitted. However, the quality of the clusterings is good enough to proceed with the
instance extraction. In fact, the incidence of this issue is low. Therefore, it will be addressed in
Section 4.1.1 if we need to do so.
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Instance extraction
The instance extraction process consists of finding the bin with the highest score in each cluster.
As we explained when studying the Hough transform, by doing so we will obtain the parameters
that best fit the field lines we had in the line draft estimation.
However, we will first need to take into account that the Hough domain behaves like a Mo¨bius
strip. Therefore, it is possible to find a single cluster placed near θ = 0◦ also appearing near
θ = 180◦. Figure 2.35 shows the clustering for the whole Hough transform of the image in
Figure 2.28 (a). Note that the green cluster is splitted due to the Mo¨bius strip behavior of the
Hough transform.
Figure 2.35: Complete view of the clustering for image in Figure 2.28 (a). The red marks show the
separation points to correctly extract the instances of the clusters in the vertical strip.
If a splitting occurs due to the Mo¨bius strip behavior, the instance extraction will not be correct,
since the splitted cluster will be treated as two different clusters. In order to avoid it, we will
scroll the Hough domain so that the splitted clusters get together again. In practice, we will
cut both ends out of the Hough domain and join them together after vertically flipping one of
them. By doing so, we will get the same effect of scrolling the Mo¨bius strip and obtain the two
images shown at Figure 2.36. Note how the green cluster has been correctly merged.
Since the image in Figure 2.36 (b) is made of the strips containing values of theta near θ = 0◦
and θ = 180◦, and these correspond to vertical lines, we will refer to it as the vertical strip.
At this point we can proceed with the instance extraction, by getting the coordinates of the
highest scoring bin in each cluster, at both images in Figure 2.36.
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(a) (b)
Figure 2.36: (a) Central region of Figure 2.35. (b) Both side regions of Figure 2.35. Note that the left
side of Figure 2.35 has been flipped vertically to handle the Mo¨bius strip effect
2.2.3 Instance Classifier
Until now, we have managed to obtain the Hough instances, in other words, we have a list
containing the parameters of every shape we have detected. However, we need to know which
parameters correspond to lines, and which to ellipses.
When studying the Hough transform we concluded that the main features of the Hough domain
representation of a line were: having a low number of high scoring bins and having abrupt
variations in the scores when sweeping in the direction of ρ. On the other hand, the main
features of the Hough domain representation of ellipses were: having a larger number of lower
scoring bins, and having smoother variations in the scores when sweeping in the direction of ρ.
Therefore, we will use these features to differentiate between both shapes.
First, we will directly classify as ellipses all those instances whose cluster area is greater than
a given threshold. By doing so, we will exploit the fact that the ellipses usually have larger
clusters than lines due to their crest shape in the Hough domain.
For the rest of instances, the classification will be done by means of a pattern classifier. Therefore,
we need to choose a set of features and a set of classes, so that the chosen features allow the
classifier to assign the correct class to a given instance.
We will define three classes: line, ellipse and unknown; where the unknown class will be used to
label instances that are caused by noise.
As for the features, we will only use two. The first feature will be the instance score itself, also
known as peak value, since the score of an instance representing a line will usually be higher
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than the score of an instance representing an ellipse. The second feature will be the mean of the
difference between the peak value and the value of its two nearest positions in the ρ direction,
that is, the mean of the slopes between the peak and the nearest positions in the direction of
ρ. We expect the lines to have a higher slope in this direction than the ellipses, as explained
on page 30 in Section 2.2.1. Therefore, this feature will reflect score variations when sweeping a
given shape in the ρ direction.
In order to classify the instances we will set up a labeled database8 of 860 objects, using the
two described features. The resulting feature space is shown in Figure 2.37.
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Figure 2.37: Feature space representing the labeled database used by the instance classifier. Lines are
depicted in blue, ellipses in green and unknown instances are depicted in red
The feature space in Figure 2.37 shows well defined clusters. Preliminary tests show that the
clusters can be classified with an error between 5 and 10 percent using a Parzen classifier [4,
Section 4.4], which confirms that the classification features have been correctly chosen. However,
the final classifier consists of applying a k-nearest classifier [4, Section 4.3] on the labeled feature
space, since its computational load is lower than the load of the Parzen classifier.
In a k-nearest classifier, each instance we need to classify is placed on the feature space and
is assigned with dominant label within a given region; so that the ith region contains up to
the i closest labeled objects to the one being classified. In our specific application, it has been
empirically found that the inspection of the ten first regions allows us to obtain classification
errors similar to the Parzen classifier. An example of the classifier can be seen in Figure 2.38.
8In a labeled database, the class is known for each object
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Figure 2.38: The tenth classification region for a given object. In this case, the object under analysis
would be labeled as line
For each inspected region we compute the percentage of appearance of each class. This leads to
ten percentage sets for each class, and reflects the effect of including or excluding objects into
the regions. The instance being classified will be assigned with the label of the class whose mean
of the appearance percentage is the highest, and the mean percentage value will be used as a
confidence measure for the assigned label. We can observe the evolution of the percentages
for each iteration in Figure 2.39.
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Figure 2.39: Appearance percentages for each class. Line objects are depicted in blue, ellipses in green
and unknown objects in red
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For the example in Figure 2.39, the instance would be labeled as a line with confidence 0.51,
which reflects the fact that the current instance is placed in a region where both line and ellipse
classes are equally present. The highest confidence an instance can get is 1, and happens when
all regions contain only objects belonging to a single class. All instances labeled using the cluster
area feature will have confidence equal to 1.
The classifier error rate is lower than 10 percent, which is acceptable for the purposes of this
dissertation.
2.2.4 Shot Classifier
At this point we have estimated the parameters of each detected instance, and whether it is
a line or an ellipse. From this moment on, it is more profitable to process the input images
taking their content into account, due to the different nature of football scenes during a match.
Therefore, we will focus on two different kind of images: on one hand, we will process images
in which only the penalty area is visible and on the other, we will process images in which only
the midfield is visible.
(a) (b)
Figure 2.40: a) Example of a penalty image. b) Example of a midfield image
These two kinds of images have been chosen because they are the most frequently shown during a
football match, thus they will allow the algorithm to work properly most of the time. Moreover,
the strategies developed to calibrate these two kinds of images can be considered as cornerstones,
in the sense that most of the images of other kinds, such as transition9 and panoramic10 shots,
can be seen as a combination or variation of the two under analysis. However, these other kinds
will be left for future work, as explained in Chapter 6.
In this last section we will conduct an image classification, based on their content, in order
to select penalty or midfield images and apply the corresponding calibration strategies. These
9See Figure 2.42 (b)
10See Figure 2.42 (c)
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strategies will be discussed in Chapters 3 and 4, respectively.
The shot classifier is based on the distribution of the detected instances in the Hough domain.
Before we start analyzing the distribution for both kinds of shots, let us define two key regions
in the Hough domain. The first important region is the vertical strip, defined at Section 2.2.2,
which contains instances representing vertical lines. The second key region in the Hough domain
is a strip centered at θ = 90◦, thus containing primarily horizontal line instances. Therefore it
will be referred to as horizontal strip. The presence or absence of instances in these regions
will be important to identify the different kinds of shots.
In Figure 2.41 we can see the Hough transform of the images from Figure 2.40.
(a) (b)
Figure 2.41: Hough transform of the images in Figure 2.40
We can observe that both instance distributions can be easily distinguished. Penalty images
usually have a high number of lines and no more than a single instance representing the penalty
arc. On the other hand, midfield shots will at least show four instances: ideally two of them
will represent the ellipse, one will represent the midfield line, and the other one of the sidelines.
If both sidelines are present, the shot is still considered as midfield.
However, since other kinds of shots might have similar distributions to the ones described, we
will need to get into more detail so that we are able to discard any image not being a penalty
or midfield shot. Note that, altough other shots might be defined at the classifier, the only ones
we will process are penalty and midfield shots. For the sake of clarity, some example of these
extra shots are depicted in Figure 2.42.
The first step is to discard those images of the so-called offside shot. These images are taken by a
camera which is strategically located to determine whether a player was in offside position. This
shot usually shows a penalty area, and can be easily distinguished for having several instances
whose value of θ is very close to 90◦. Therefore, we will gather all line instances falling in the
horizontal strip and compute the mean value of θ. If the mean value is very close to 90◦, the
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(a) Offside shot (b) Transition shot (c) Panoramic shot
Figure 2.42: Other kinds of shot
shot will be classified as offside and discarded. Otherwise, we will analyze the vertical strip.
The vertical strip might contain more than one, one or no instances. If more than one vertical
instances are found in the vertical strip, it cannot be a penalty or a midfield shot, thus will
be discarded. If there is a single vertical line and at least two instances have been classified
as ellipse, we are facing an image in which the midfield is depicted. However, this distribution
is compatible with an image with a very large zoom also showing the midfield, as shown in
Figure 2.42 (c). We need to rule these images out because they generally display pieces of both
penalty areas. Therefore, if besides the vertical line all other detected lines have θ values close
to 90◦, it will be considered as a midfield shot. Otherwise, it will be considered as a panoramic
shot.
If there are no instances in the vertical strip, we need to look at the amount of line instances.
Since penalty shots will depict several lines, if we can find four or more line instances whose
label confidence is high, we will classify the image as penalty shot. Otherwise, we have a shot
containing a low amount of lines or low confidence on the instance classification. These images
will be classified as transition shots, which will group images showing the zone between the
midfield and penalty area, as shown in Figure 2.42 (b).
Chapter 3
Penalty Shot Processing
In the previous chapter we have grouped and identified each detected Hough instance, and
determined the kind of shot of the image being processed.
The goal of the algorithm is to calibrate the camera for a given football scene image by using
the field lines intersections as calibration references. Throughout the previous chapter we have
seen that the instances detected by the Hough transform can have very different distributions,
depending on the field lines appearing in the scene: some images show a high number of field
lines, other images show only a few lines and portions of an ellipse, and others might show no
lines at all. This fact makes up several different cases depending on the contents of each shot.
Therefore, we need to adapt the algorithm to these scenarios in order to successfully calibrate
the camera. By choosing a specific shot, we can focus on a specific case, thus assume that the
image contents will have a common and known set of features; therefore susceptible of being
processed by the same specific algorithm.
This chapter focuses on the calibration of images classified as penalty shots, which are images
that show one of the penalty areas. Since these images usually show a high amount of field lines,
the calibration references will be extracted from the intersections of the lines detected in the
Hough domain.
The penalty shot calibration process begins in Section 3.1 by completing the Hough instance
postprocessing. Since we will extract the calibration references by computing the intersections
between lines, we need to remove any Hough instance not representing a line. Then, in Sec-
tion 3.2, we will compute the intersections and provide a way to characterize them. In order to
calibrate the camera, we need to compute the coordinates of the vanishing points in the image
plane. This process is described in Section 3.3. In Section 3.4, we will use the characterization
of the intersections to determine their real-world coordinates. By doing so, we will complete the
calibration references extraction process. Finally, in Section 3.5 we describe how to perform the
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camera calibration by using the vanishing points and the calibration references computed in the
previous sections of this chapter.
3.1 Shot Specific Instance Processing
This section is focused on removing any instance not representing a line and on classifying
them into two groups: one for the instances representing horizontal lines and another for the
instances representing vertical lines. This way, we will be able to obtain calibration reference
points by computing the intersections between the lines represented by the Hough instances.
The obtention of the groups of horizontal and vertical instances will be covered in Section 3.1.1.
In Section 2.2.1 we explained the need of translating the instance parameters into the slope-
intercept form to compute the coordinates of the vanishing points. This subject will be covered
in Section 3.1.2.
3.1.1 Discarding Instances
In order to classify the instances into horizontal and vertical ones, we will first separate the
resulting instances into two different sets of parallel lines. Then, we will search for outlaying in-
stances and discard them. Finally, we will determine which of the two sets is the one representing
the vertical lines and which one is representing the horizontal lines.
Since all reference points will be extracted from the detected line instances, before we start,
we need to remove the detected ellipse instances. However, the process of discarding instances
needs to be done carefully, so that the risk of removing line instances is minimal. Therefore, at
this point we will only discard the instances that have been labelled as ellipse by the use of the
cluster area feature1.
Building sets of parallel lines
The first step consists of splitting the instances into two sets of parallel lines. By analyzing
the Hough domain, we observe that each set of parallel lines generates a separated group of
instances. In the context of penalty shot images, the sets of parallel lines can be usually obtained
by grouping, on one hand instances whose θ < 90◦ and on the other, instances whose θ > 90◦.
An example of the instance separation into parallel sets of lines can be observed in Figure 3.2.
1See Section 2.2.3
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Searching for outlayers
The instance separation conducted previously, might have included instances representing el-
lipses or instances that come from noise in either sets. Therefore, and since we the calibration
references will be obtained by the intersections between lines, we will need to remove any instance
that does not represent a line.
In Figure 3.1, we show some detected Hough line instances for a given penalty image. If we focus
on the set fulfilling θ < 90◦, represented by a1 and a2, we can state that the greater the value
of ρ, the lower the value of θ. In other words, since any line in this set must pass through the
vanishing point ∞a, if we increase its distance to the origin, its value of θ will have to decrease.
The same reasoning is valid for the the set fulfilling θ > 90◦, represented by b1 and b2. However,
in this case we expect the values of θ to grow as the value of ρ is increased.
u
v b2
b1
a1
a2
∞b ∞a
o
Figure 3.1: Evolution of θ when increasing the value of ρ for the θ < 90◦ set of parallel lines, a1 and a2,
and the θ > 90◦ set of parallel lines, b1 and b2. Their corresponding vanishing points are
represented by ∞a and ∞b. The black frame represents the image and o the image origin.
Dashed lines show the distance from each line to the origin, ρ, and facilitates the observation
of θ. The parameters θ and ρ are defined in Figure 2.12 on page 21.
Therefore, we will sort all the instances in the θ < 90◦ set by increasing values of ρ, and then
see if their values of θ show a decreasing trend. If a given instance does not meet this condition,
it does not belong to the set of parallel lines, thus cannot represent a field line and will be
discarded. For the θ > 90◦ set, we will do the same but checking if the values of θ show an
increasing trend. In order to overcome precision errors in the parameter estimation, we establish
a tolerance of one degree. Therefore, in order to get the ith instance considered as a line, the
value of θi must be:
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θi < θi−1 + 1
◦ for the set θ < 90◦
θi > θi−1 − 1
◦ for the set θ > 90◦
Let us analyze some examples of the described algorithm. In Figure 3.2 (a), we can observe
that the set θ > 90◦ would initially include the central instance. That instance is actually
representing an ellipse, which could not be discarded by the cluster area feature. However, if
we sort these instances by increasing values of θ, all of them but the last one, which is the one
representing the ellipse, show increasing values of θ. Therefore, we can successfully discard the
instance representing the ellipse.
(a) The central instance in θ > 90◦ will be dis-
carded
(b) The instance at the left end in θ < 90◦ needs to
be removed
Figure 3.2: Examples of the instance separation and outlayer discarding algorithm
Although this algorithm performs well, the situation depicted in Figure 3.2 (b) can occur. In
this case, the instance laying closer to the left side, which also represents an ellipse, would be
grouped in the θ < 90◦ set. However, this time the instance representing an ellipse fits into the
decreasing trend when checking the values of θ, thus will not be discarded. Moreover, since its
value for θ is far lower than the values of the two uppermost instances of the set, the fact of not
removing this instance will cause the subsequent instances to break the expected trend, thus
removing them. Needless to say, we need to prevent these situations from happening.
The solution to this issue consists in analyzing the separations, in the direction of θ axis, between
all instances in a given set prior to the execution of the latter algorithm. The goal is to remove
all those instances placed far away from the rest in terms of θ.
In short, in order to discard all the instances not representing lines in a given set, we will first
discard all those instances that are clearly separated from the rest, and then check if the θ values
of the remaining ones follow the expected trend when sorted by increasing values of ρ.
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Specifically, we will compute the mean of the distances in the θ axis between all instances in
the set, in order to get a reference value for the separation between the instances. Then we will
do the same, but excluding one of the instances in the set each time. The key of this procedure
is the fact that, if one of the instances is far away from the rest, the mean value will drop for
the combination excluding that instance. Therefore, we will choose the combination with lowest
mean separation between instances, and compute the percentage in which the separations have
been reduced when comparing to the reference mean value. If the reduction is greater than 30
per cent, we will remove the instance that has been excluded for the chosen combination. This
algorithm will be executed until no combination achieves the thresholding reduction so that we
make sure that no instances are far away from the rest.
The algorithm described in this section is, in the case of penalty shot images, more accurate in
the detection of line instances than the instance classifier described in Section 2.2.3. Therefore,
the instance classification obtained by the classifier will not be used in this case.
Labeling the sets
At this point, we have two sets of instances representing their corresponding sets of parallel
lines. The last step is to decide which set represents the vertical lines, and which the horizontal
lines.
Due to the usual position of the cameras broadcasting a football match, the set holding the
instances of horizontal lines is the one whose mean value of θ is closer to 90◦. This fact can be
observed in the majority of images considered as penalty shots, thus is considered valid as an
initial approximation. However, if the camera is focusing the field corners on the closest sideline,
this statement is no longer true. Since this is not a frequent case, it will be left for future work2.
Once the horizontal lines have been determined, we are also able to find out whether the right
or the left goal is shown in the image: if the mean value of θ for the horizontal lines is lower than
90◦, the image is showing the right goal whereas if it is greater than 90◦, the image is showing
the left goal.
3.1.2 Translating and Sorting Instances
Until now we have determined which instances represent vertical instances and which ones
represent horizontal instances. In order to compute the vanishing points later on, we need to
obtain the parameters of each instance in the slope-intercept form.
The translation from the normal form to the slope-intercept form is defined by
2See Section 6
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m = tan(θ + 90◦)
n =
ρ
sin(θ)
where m is the slope, and n is the intercept. The addition of 90◦ when computing the slope will
allow us to get the correct sign, according to the definitions in Figure 2.12 on page 21.
To facilitate the extraction of calibration references, we will need to label the vertical instances,
based on the order of appearance in the image, from left to right and the horizontal instances
from top to bottom. This way, we will be able to index each intersection by using the labels of
the line instances it comes from.
3.2 Extraction of Calibration References
The output of previous stages is a set of Hough instances representing all the field lines that
have been detected on a given image. These instances have been classified into vertical and
horizontal, and labeled from left to right and top to bottom.
Since the final goal is to calibrate the camera, we need to obtain calibration references, i.e, a set
of points whose position is known in the real-world and in the image plane. By computing the
intersections between the detected instances we will get a robust set of calibration references.
However, since the correspondence of each instance to a real field line remains unknown, we
are unable to get their coordinates in the real world. Therefore, we need to determine which
field line corresponds to each Hough instance, i.e., to recognize the detected Hough instances.
Once we know the field lines a given intersection comes from, we will be able to obtain their
coordinates in the real world. The fact of having sorted the instances will allow us to easily
index each intersection, as explained in Section 3.1.2.
In order to recognize the Hough instances we will make use of the set of intersections formed by
on one hand the Hough instances and on the other hand football field lines. Each intersection can
be identified by a so-called incidence structure. The incidence structure model describes in
which way the lines cross at a given intersection. The key is to compare the incidence structure
model for each intersection formed by Hough instances to an a priori field line model. This
comparison will result in a position within the model where the set of Hough instances matches
best. Once this position is determined, the Hough instances can be easily recognized.
The main goal of the algorithm is to decide which is the best matching position. This algorithm
has been designed to delay the final decision as much as possible so that it can combine informa-
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tion from different sources. This feature is known as soft decision and will reduce the decisor’s
error rate.
This section is devoted to compute and extract information about the intersections formed by
the Hough instances. Later on, in Section 3.4, we will use that information to recognize the
Hough instances.
Initial considerations
The input to this section of the algorithm is the set of detected Hough instances, classified
into vertical and horizontal. Recalling that each Hough instance describes a virtual line passing
through the whole image, these virtual lines will be intersected at different points by other virtual
lines, thus splitted into segments. Each segment can be either real or virtual. A given segment
will be considered as real if it overlaps with a field line, i.e., if that segment is a representation
of a field line. Otherwise, it will be considered as virtual.
The former classification enables us to define the concept of incidence structure model as
the number of real segments that meet at a given intersection and from where they do it: from
the left side, from the right side, from above, or from below. There are ten different incidence
structure models to describe all possible intersections on a field and we assign a unique label to
each of them. All possible incidence structure models and their labels can be found in Figure 3.3.
Figure 3.3: All possible incidence structure models and their labels. For instance, incidence structure
model of type 6 shows that there is a real segment above and to the right side of the inter-
section
Once we have defined what an incidence structure model is, we can express our a priori knowledge
of the field as a set of organized incidence structures. The implementation of that knowledge
will be a matrix whose size is the number of vertical lines per horizontal lines that can be found
on a football field. By using this representation, each cell of the matrix will be an intersection
so we can set its value to the incidence structure model label to construct our field model. A
graphical representation of the field model can be found in Figure 3.4.
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Figure 3.4: Representation of the field model using incidence structures
Determining the incidence structure model
The next step is to determine the incidence structure model for each intersection on the image.
As explained before, incidence structure models are based on the number of real segments
meeting on a given intersection, so we first need to find out which segments are real and which
are virtual. This sums up in determining which segments overlap with field lines on the line
draft estimation.
A first approach would be to measure how much line area overlaps with the field line and decide
if the segment is real or not by means of a threshold. This approach has a drawback. To
understand this drawback it is important to recall the appearance of the line draft.
Figure 3.5: This image has been inverted. A typical line draftestimation
As shown in Figure 3.5, the line draft estimation contains not only lines but also noise caused
by unmasked players and other elements. The threshold approach will work fine in those cases
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where there is a field line but will not if there is no field line. In the latter case, false positives
can occur due to noise. Thus, if we set up a threshold, we are making a hard decision which is
both hasty and inconvenient. On the other hand, how could we determine if a line was real or
not if we do not set a threshold?
The answer is dropping the threshold approach in favor of the so-called confidence measures.
The key is that we are not strictly required to make a hard decision at this stage of the algorithm
about whether a segment is real or virtual. Instead, we can just provide a measure of how likely
it is for a given segment to be real or not. This measure will be the overlapped area of both the
segment and field line, and will be referred to as confidence measure. By doing so, correctly
estimated segments will have more overlapped area, thus a high confidence, and segments with
no real line but noise will have very low confidences.
The main advantage of this approach is that we avoid making hard decisions in those cases
in which it is not clear whether a segment is real or virtual. By doing so, at the end of the
algorithm we will be able to combine different information sources and make global and more
reliable decisions.
As a result of the previous concept, we will no longer have incidence structure models but instead
we will have incidence structure confidences for each intersection. An incidence structure
confidence is a vector containing four confidence measures for each segment meeting on a
given intersection ordered by left, right, up, and down:
Incidence structure confidence =
(
cml, cmr, cmu, cmd
)
(3.1)
where cm stands for confidence measure. The correspondence between the incidence structure
confidence vector and the intersection is depicted in Figure 3.6.
Note that it is possible for some intersections to be located outside of the image. These inter-
sections are defined as not visible and their incidence structure confidence will be a null vector.
Figure 3.6: Incidence structure likelihood graphical representation
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Algorithm description
Once the concept has been consolidated we are able to describe the algorithm in detail.
The first step is to determine all possible intersections between the detected instances and keep
only those that are visible. Once this is done, the confidence of each segment can be computed.
Therefore, each Hough instance is splitted and processed segment by segment. This process is
depicted in Figure 3.7.
(a) All (real and virtual) intersections (b) Detected intersections inside of
the image
Figure 3.7: Detected intersections
Since the segment is a one-pixel-wide line, we need to process it if we want to compute how much
area overlaps the line draft. Moreover, since a Hough instance is an estimation of a field line,
some precision-related errors can occur. These errors do not prevent the whole algorithm from
achieving its goal, thus are acceptable. However, they can cause the overlapped area to be very
small. Assuming that the segment is depicted in white on a black background, the former facts
justify the dilation of the segment. In this work we have decided to use a disk shaped structuring
element of radius 4 due to anisotropy considerations. Once the dilation is done, we obtain a
mask which can be easily applied on the line draft estimation computed in Section 2.1.2.
Considering the area as the number of activated pixels, i.e., the number of pixels whose value
is one, the confidence measure for a given segment will be the result of dividing the area of the
masked line draft estimation by the area of the dilation. Since the segment is delimited by two
intersections, the previous confidence value will be assigned to the incidence structure confidence
of both, at their corresponding positions.
There are two issues concerning the described method. First, the shorter a segment, the more
sensible to the noise of the line draft. This could cause a segment to have a very high confidence
even if there is no real line. This issue is avoided by setting a minimum area requirement:
the confidence will only be computed if the area of the dilated segment is greater than 350
pixels. Otherwise, the confidence will be set to zero. Second, due to the dilation performed
on the segment, the region of the line draft corresponding to the intersection itself is included
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in the confidence value computation. This causes noise and parts of other field lines to alter
the confidence value of a given segment. This usually leads to overrated confidence values that
might mislead the Hough instance recognition algorithm. To correct this issue, the length of
each segment is shortened by 15 per cent3 before it gets dilated so these regions get excluded
from the calculation.
The whole process is depicted in Figure 3.8. We can observe that the area of 3.8 (d) will be
divided by the area of 3.8 (b) to obtain the confidence of this segment. The confidence value will
be added to the left side position of the incidence structure confidence of the right intersection
limiting the current segment. The left intersection does not get confidence values assigned
because it is not an intersection of two Hough instances, but an intersection of the image border
with a Hough instance.
(a) Shortened original segment (b) Dilated segment
(c) Line mask for the current image (d) Masked line draft
Figure 3.8: These images have been inverted. Obtention of a confidence measure
37.5 per cent at each extreme of the segment
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3.3 Vanishing Point Computation
The following section is devoted to the computation of the vanishing points. The coordinates of
the vanishing points are a valuable and critical information. They are considered valuable, since
they make up the starting point of the camera calibration process, as we will see in Section 3.5.2,
and because they provide complementary information at the Hough instances recognition, as we
will explain in Section 3.4. On the other hand, they are considered critical, since the precision
with which we estimate their coordinates has a direct impact on the camera calibration result.
Therefore, we need to find these coordinates in a robust and precise manner.
3.3.1 The First Approach
The first approach is based in the duality of the Hough transform in slope-intercept form,
described on page 26 in Section 2.2.1. In short, the coordinates of the vanishing point of a given
set of parallel lines can be obtained from the line formed by the instances in the Hough domain.
Therefore, the key to compute the coordinates of a vanishing point is to estimate the parameters
of the line that results from joining the Hough instances for each set obtained in Section 3.1.1.
In order to estimate the lines representing the vanishing points in the Hough domain, we will
compute a linear regression using all instances in a given set. Note that in order to successfully
compute these linear regressions we would, at least, need two detected instances in each set.
However, in most of the cases of soccer broadcast, the cameras are assumed not to swing4. This
means that the vanishing line will be horizontal, i.e., have a slope m = 0, thus represented by
a point placed on the m = 0 axis in the Hough domain. By duality, the lines representing the
vanishing points in the Hough domain must intersect at the point representing the vanishing
line. Therefore, the first approach will consist of computing a linear regression for both sets of
parallel line sets restricted to intersect at m = 0. These concepts are shown in Figure 3.9, which
has been taken from [1, p.27].
Note that, thanks to the restriction, the intercept point of both lines will be the same; this
reflects the fact of both vanishing points having the same v coordinate value, and the fact of
being placed on a horizontal line.
4The swing is a rotation of the camera with respect to the axis in the direction in which the camera is pointing.
For a formal definition, refer to Section 3.5.1
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Figure 3.9: Vanishing point computation by means of two linear regressions restricted to intersect at
m = 0
3.3.2 Analyzing the Results
After running some tests, we found that the coordinates of the vanishing points showed heavy
variations for consecutive frames in a football match. However, since consecutive images show
very little differences between each other, we were expecting slight variations in the coordinates
of the vanishing points. Due to this fact, and to the need of having precise estimations of the
vanishing point coordinates, we will analyze the causes for these unexpected variations.
Back to the image domain
In Figure 3.10 we can see the result of the linear regression in the image domain. In this
domain, the linear regression is equivalent to find the two vanishing points that minimize the
MSE5 restricted to placing both of them on the same horizontal line. Ideally, the location of the
vanishing point should be the intersection point between all lines sharing the same direction.
By following this concept, we can see that for the vertical instances it is easy to tell where the
vanishing point is. In contrast to the vertical one, the horizontal vanishing point is usually placed
very far away from the image. This causes little precision errors on the instance estimations
to have a huge impact on the geometric place where the instances should intersect. Looking at
Figure 3.10, there is no way of telling where the horizontal vanishing point is. This fact makes
the horizontal vanishing point unstable and, most of the times, erroneous.
Provided that both vanishing points must be on the same horizontal line and that the vertical
vanishing point is much more reliable than the horizontal, an intuitive way to find a better
estimation for the horizontal vanishing point is setting its vertical coordinate to the value of
5Mean Square Error
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Figure 3.10: Vanishing point computation in the image domain
the vertical coordinate of the vertical vanishing point. The horizontal coordinate could then be
computed as the median of the intersection’s horizontal coordinates, since the median is more
robust to discard outlayers. By doing so, we fulfill the restriction and make use of more reliable
coordinates, thus can expect an improvement in the vanishing point estimation.
After testing these modifications, the results show that although the vertical vanishing point is
more reliable than the horizontal, we cannot guarantee that the vertical vanishing point is error
free. Therefore, an estimation error on a single vertical instance will cause both vanishing points
to be erroneous: if only two instances have been detected, a vertical and an horizontal one, this
vulnerability is severe and causes erroneous vanishing points. On the other hand, in cases where
at least three vertical instances have been detected the regression will be more reliable, hence
the estimation of the vanishing points will be improved. However, given these circumstances,
this approach is discarded.
Discarding incoherent instances
Let us focus the analysis on the image depicted in Figure 3.11, which shows the detected instances
on the line draft.
If we take a closer look at the horizontal instances, we notice that the slope of the third instance is
incoherent: when ordered from the uppermost to the lowest position, the slopes of the horizontal
instances should follow a decreasing pattern when the camera is focused on the right goal.
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Figure 3.11: Incoherent slope instance on the line draft
However, the detected slopes are the following:
Horizontal line Instance slope
1 -0.0479
2 -0.0741
3 -0.0566 ←− incoherent slope
4 -0.1180
Table 3.1: The slopes of the horizontal instances
Note that this happens as a direct result of the tolerance when discarding instances in Sec-
tion 3.1.1. However, the effect of the incoherent instance on the location of the vanishing point
is huge, since it increases the dispersion of the location of the intersections between the horizon-
tal instances. Moreover, it is possible that two different instances are parameterized with the
same slope, which would be another case of incoherent instances.
The intuition tells us that if we let the incoherent instance out of the vanishing point computation
the results should improve. However, there are situations in which only a few instances have
been detected, thus discarding any of them could make the situation worse; furthermore, cases in
which instances have been parametrized as parallel lines are very common6, hence it is difficult
to detect which instance has not been correctly parameterized. This latter fact is a clear sign
of a lack of precision at the Hough transform.
However, the precision with which the transform is computed cannot be increased because
6About one out of three images
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the computational costs would increase considerably and possibly create a bottleneck in the
algorithm.
Given these facts, we discard the removal of incoherent instances in favor of their correction.
Correcting incoherent instances
At this point, our goal has become to spot incoherent instances, i.e, those having incoherent or
repeated slopes, and correct their parameterization. The first approach in parameter correction
is carried out in the image domain.
The correction algorithm consists of making a readjustment of the instance parameters to the
corresponding field line in the line draft estimation. Since we already know the position of all
the intersections and which segments are real, the correction will be done adjusting only the
real segments of the instance. This will reduce the chance of mistaken corrections due to noise
and unmasked players in the line draft. The algorithm performing the instance adjustment is
described in Section 6.3 of [1, p.44-45].
By doing these adjustments, we will be able to correct the line parameters, as shown in Fig-
ure 3.12.
Figure 3.12: Incoherent slope instance has been corrected
We can appreciate the differences between the previous vanishing points and the new ones,
computed using the corrected instances, in Figure 3.13.
This improvement is able to remove the heavy variations in the vanishing point coordinates,
which brings the temporal evolution of the position of the vanishing points closer to the expected
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Figure 3.13: Vanishing point estimation improvement: the vanishing points before applying the correc-
tions are marked with red dots, and after applying the corrections with red dots in a black
frame
behavior. However, this correction algorithm has several drawbacks:
• The behavior of the instance correcting algorithm is quite unstable: a good or even coherent
fitting of the Hough instance to the line draft is not guaranteed.
• Camera lens distortions, noise and unmasked players can mislead the algorithm and worsen
the problem.
• The detection of incoherent instances is not trivial and each correction requires to re-check
all slopes. Since coherent fittings are not guaranteed, the algorithm could incur in infinite
correcting loops.
• Occasionally, the result of computing the vanishing point with two parallel instances might
be better than computing it with their corrected versions.
In short, we have found that the sources of the instability of the vanishing point estimations are
the incoherent instances. However, due to the issues described, we need to find an alternative
way to achieve our goal.
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3.3.3 The Final Approach: Weighted Linear Regression
Until now, we have been analyzing two different strategies, consisting in completely removing
or correcting the parameters of incoherent instances, to avoid incoherent instances to introduce
errors in the vanishing point estimations, without finding a valid solution. The final approach
to correct the issues discussed in this section is based on the analysis of the incoherent instances
in the Hough domain.
If we look at the region corresponding to the incoherent instance in the transformed domain, as
shown in Figure 3.14, we can observe that there is no peak that clearly stands out from the rest.
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Figure 3.14: Incoherent instance in the Hough domain
This fact creates an ambiguous situation since the algorithm is parameterizing the instance using
the location of the highest peak among the list shown in Table 3.2.
θ ρ Hough bin score
86.5 354 176
84 380 169
85 360 166
85.5 364 166
Table 3.2: The slopes of the four horizontal instances with the highest scores
Note that if this instance would have been parameterized using the location of the second peak
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in the list, the slope would have been coherent. However, even in the Hough domain, it is
still very difficult to tell which peak is the correct one. If we take a look at the whole Hough
transform, which is depicted in Figure 3.15, we will get to see the real source of the instability
issue.
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Figure 3.15: Incoherent instance peak in whole Hough transform context. Incoherent instance peak is
marked with a green dot
Recalling that the vanishing points are computed by means of a linear regression, we can see
that the algorithm considers that the incoherent instance and the highest peak instance in the
transformed domain are equally important. Since the higher the peak, the more reliable the
instance parameters are, the logical step is to implement a weighted linear regression. If
we use the peak value as a weight for each instance, higher peak instances will be decisive in
the result of the regression whereas the errors of lower peak and ambiguous instances will be
isolated and not affect the result significantly.
By doing so, we will be able to isolate Hough transform precision errors from the vanishing point
estimations without removing or correcting the parameters of incoherent instances. However,
we are still left with the fact that the horizontal vanishing point is usually located very far away
from the image, thus far more imprecise than the vertical vanishing point. This can be easily
corrected if we set a second weight to the vertical instances at the moment of computing the
weighted linear regression. It has been empirically found that a correct value for the weight is
30 times more than the horizontal instances.
The combination of both weight sets allow the algorithm to obtain robust and more precise
estimations of both vanishing points.
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3.4 Hough Instances Recognition
This section is devoted to the actual Hough instance recognition and is divided into three
subsections. Each subsection is a subsequent approach of the original algorithm and reflects the
chronological evolution of the algorithm.
The cornerstone of the Hough instance recognition is the comparison of a set of incidence struc-
ture confidences to every possible configuration of incidence structure models within the field
model. A score is computed for each comparison rating how well both sets match. Once all
configurations have been checked, the best matching position will be the one with the highest
score. This process is known as the matching algorithm and makes up the first approach to
the instance recognition algorithm.
On a second approach, cross ratios are computed after the matching algorithm has been executed.
The cross ratio constitutes a valuable additional information that will allow the correction of
possible mistaken decisions made by the matching algorithm.
On the final approach, a refinement of the matching algorithm has been performed. This re-
finement enables the algorithm to correct specific confidence measures when former stages have
failed to detect some of the field lines.
3.4.1 The Matching Algorithm
As a result of the process described in Section 3.2, we have a set of incidence structure confi-
dences corresponding to all the intersections that have been detected. These incidence structure
confidences are arranged in a matrix whose size is the number of horizontal detected instances
by the number of vertical detected instances. The cell (i, j) corresponds to the intersection of
the ith horizontal detected instance and the j th vertical detected instance and contains a vector
of dimension four.
Initial considerations
As explained in the introduction, the incidence structure confidence set will be compared to
every possible configuration of incidence structure models within the field model. In other
words, the algorithm will select different sets of incidence structure models from the field model
whose dimensions are compatible to the incidence structure confidences set and compare them
as a block. This procedure will be repeated until every compatible incidence structure model
set extracted from the field model has been tried. In Figure 3.16 different matching cases are
shown.
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Figure 3.16 (a) shows an incidence structure likelihood set, which, for the sake of simplicity, has
been depicted as if we had applied the threshold approach to determine the incidence structure
model. Figure 3.16 (b) shows comparisons between the incidence structure confidence set to
different incidence structure model sets from the field model, and their matchings. The left
comparison shows a perfect match whereas the center and right ones show mismatches. The
goal of the matching algorithm is to find the best match for the incidence structure confidence
set.
(a) A given incidence
structure confi-
dence set
(b) Perfect match at the left and mismatches in the rest
Figure 3.16: Graphical representation of the matching process
However, there are two situations that need a closer look. Until this moment we have implicitly
assumed that all the field lines and only the field lines have been detected, i.e., that there are
neither undetected lines nor false detections. In a real-case scenario, both situations are common
and either of them will cause the matching algorithm to fail.
If a line has been missed, the matching algorithm will not be able to correctly recognize the
instances, since the incidence structure confidences set is treated as a whole block. For instance,
in Figure 3.17 the only way for the matching algorithm to correctly recognize the instances is
allowing it to separate the lines or columns of the incidence structure confidences set. By doing
so, the separation will simulate a missing line and allow the proper recognition of the instances.
(a) (b)
Figure 3.17: a) If the second horizontal instance would have been missed, the incidence structure confi-
dence set, depicted in red, would not fit anywhere. b) If we allow the matching algorithm to
separate the instances, the incidence structure confidence set will be able to fit in correctly
On the other hand, if an instance is a false detection, the matching algorithm will not be able
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to correctly recognize the instances either, because of the presence of an instance that actually
does not exist. An example of this case can be seen in Figure 3.18. Therefore, if we allow the
matching algorithm to remove specific instances, it will be able to properly recognize them.
Figure 3.18: If the right vertical instance is not removed, there is no way to match both sets even though
they would perfectly match if it was not for the false detection
Since the false detection case is much rarer than the missing line case, the amount of instances
to be removed is limited to one per orientation whereas there is no limit for the separations.
These facts add a considerable amount of configurations to the initial set of possible configura-
tions within the field model, but are necessary for the algorithm to work properly.
Score computation
The score computation is a vital part of the matching algorithm since it will be directly re-
sponsible for the final choice. As explained previously, the matching algorithm will compare the
incidence structure confidence set to different incidence structure model configurations extracted
from the field model. Since our goal is to find out which configuration of the field model matches
the best to the incidence structure confidences set, we need to rate how good the matching is
for each comparison.
It is clear that the match between both sets will be better the more incidence structures they
share at the same position. Since in one set we do not have incidence structure models but
incidence structure confidences, we also need to find a way to compare them. To find out how
well two sets match, we need to know how well their intersections match, that is, how much
the incidence structure confidence resembles to a given incidence structure model from the field
model. Note that comparisons must be done between intersections that are at the same relative
position.
Recalling that the incidence structure confidence is a vector containing confidence measures, we
can assume that for a given intersection we will have high confidence values at those relative
directions where a real segment was found. Thus, if the incidence structure confidence for a given
intersection is compared to an incidence structure model in which the real segments were found
on the same relative directions, the comparison should result in a high value. Note that this
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reasoning is coherent, as the incidence structure confidence is indeed reflecting that there is a
high chance for this intersection to represent the incidence structure model it is being compared
to.
On the other hand, if the incidence structure confidence shows real segments in relative directions
in which the incidence structure model it is compared to does not, the chance for this incidence
structure confidence to represent the incidence structure model it is being compared to is lower.
The concept laying underneath this reasoning is that we need to split each intersection’s incidence
structure confidence into its four confidences and analyze them separately: if for a given direction
the incidence structure model shows a real segment, the corresponding confidence measure should
increase the intersection’s score; otherwise, if the incidence structure model does not show a real
segment, the corresponding confidence measure should decrease the intersection’s score.
In order to achieve the results described and to make the incidence structure models compatible
to the incidence structure confidences, we will do as follows: each incidence structure model of
the field model will be represented as a four dimension vector containing the value 1 in those
positions where a real segment must be found and -1 where a real segment must not be found.
By doing so, the simple scalar product between both vectors will automatically compute the
intersection’s score.
Figure 3.19 shows two examples of comparisons between incidence structure confidence ver-
sus an incidence structure model extracted from the field model. The score computation for
Figure 3.19 (a) would be:
Intersection score = [0, 0.29, 0.31, 0.01]


−1
1
1
−1

 = 0.59
Note that the examples in Figure 3.19 are consistent with all previous reasoning.
(a) (b)
Figure 3.19: a) The chance for this incidence structure confidence to represent the depicted incidence
structure model is high. The score for this intersection would be −0 + 0.29 + 0.31− 0.01 =
0.59, which is coherent. b) The chance for this incidence structure confidence to represent
the depicted incidence structure model is low. The score for this intersection would be
+0− 0.29− 0.31 + 0.01 = −0.59, which is also coherent
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Finally we got to a point in which the score computation algorithm can be defined. The score
computation consists of the sum of the scores for each intersection. The latter will be computed
by means of a scalar product of the incidence structure confidence, i.e., the confidence vector; and
a model vector, i.e., a vector that signals the directions in which real segments must be found.
By doing so, the score for a given configuration will also be a magnitude that reflects how
much confidence the algorithm has in a given set to be the correct Hough instance recognition.
Therefore, once the algorithm has been executed, the configuration whose score is the highest
is the best candidate for the Hough instance recognition.
However, the intersection score computation as it has been described is biased: the score for a
given incidence structure confidence having two real segments will get lower scores than incidence
structure confidences having three real segments. Since it is important to handle all intersections
equally we need to correct this behavior. The final matching algorithm divides the score of each
intersection by the number of real segments it is supposed to have, i.e., the number of ones
contained on the model vector.
Once the best configuration has been chosen, the instance recognition will be completed by
assigning to each instance the index of the row or column of the field model in which the
incidence structure confidence matches the best.
3.4.2 Cross Ratio Computation
The matching algorithm is a robust way to find the best location for a given incidence structure
confidence set inside the field model, but in some occasions it is not able to pick the correct
configuration. For instance, in Figure 3.20 we can observe two configurations whose scores are
the same.
(a) Wrong configuration (b) Correct configuration
Figure 3.20: Two configurations with the same matching score. The lowest intersection in (a) is wrong
because the last horizontal instance has not been properly recognized
If we observe the wrong configuration we can see that the lowest horizontal instance has been
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recognized as the lower goal area7 line instead of the lower penalty area8 line. In this case, both
the lower penalty area line and vertical lowest virtual segment do not fulfill the minimum area
requirement once the corresponding segment has been dilated. Therefore, confidence measures9
cmr and cmd will be zero and both configurations get exactly the same score.
Since the geometric position of both lines on the image is clearly different this might be an
interesting feature to exploit. The idea is that the wrong configuration should be discarded
because we know that the incidence structure model assigned to the lowest intersection, if
correct, cannot be placed so far away from its preceding intersection.
The mathematical tool we use to figure out if the distances between the recognized instances
are consistent or not is the cross ratio [5, p.200]. The cross ratio, ρ(A,B,C,D), can be defined
for four aligned points A, B, C, and D in Euclidean geometry as:
ρ(A,B,C,D) =
ABC
ABD
(3.2)
where
ABC =
AC
BC
(3.3)
and
ABD =
AD
BD
(3.4)
AC, BC, AD and BD are the Euclidean distances between the points defined as:
AC =
√
(xA − xC)2 + (yA − yC)2 (3.5)
where x refers to the horizontal coordinate and y refers to the vertical coordinate.
As shown in [5, p.201], the cross ratio is a numerical invariant for projectivities, i.e., the value of
the cross ratio computed using the intersections on the image and using the real field coordinates
must be the same. Since we know the exact coordinates of the intersections on the field, we can
easily compute the cross ratio for four aligned points. Thanks to the property of invariance, the
same value must be obtained if the cross ratio is computed for the same four intersections on
7Goal area: the smaller rectangular area 20 yards wide by 6 yards deep in front of each goal
8Penalty area: the bigger rectangular area 44 yards wide by 18 yards deep with its long edge on the goal line
9See Section 3.2
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the image. So, if for a given configuration the cross ratio values differ, the distances between the
points are not consistent, thus, the configuration cannot be correct and should be discarded.
On table 3.3 we show the results for the cross ratio computations using the intersections on the
left vertical line of the images in Figure 3.20.
Figure Image cross ratio Field cross ratio Difference Conclusion
3.20 (a) 1.6696 1.5429 0.1268 Wrong
3.20 (b) 1.6696 1.6913 -0.0216 Right
Table 3.3: Cross ratio computation for images in Figure 3.20
In this case, if we had to choose one configuration between those two, we would pick the one
whose difference in absolute value between the image and field cross ratios is the lowest. By
doing so, the chosen configuration will be the one that has a higher score and distances between
intersection points consistent with the distances in the real field. The difference in absolute
value between the image and field cross ratios, will be referred to as cross ratio difference
value, i.e., XRDV. Note that it is also possible to compute the cross ratio for the horizontal
instances.
However, there are some issues that need to be solved before this concept can be applied:
i) To compute the cross ratio we need at least four intersections, which is not the most frequent
case.
ii) There will normally be multiple instances, thus there will be multiple choices for computing
the cross ratio.
iii) The final decision cannot be made exclusively upon the result of the cross ratio computation
because a given configuration can have the correct proportions despite of being a poor
matching. Moreover, if the instance estimations have precision errors, it is possible for an
incorrect configuration to get the lowest cross ratio difference values. Therefore, the cross
ratio information must be combined with the matching algorithm information in order to
make a robust decision.
Cross ratio computation using three intersections
The main drawback of the cross ratio is the need of, at least, four aligned points. Due to the
nature of the input images, having four intersections on the same instance is not a frequent
situation. This forces the algorithm to make a decision using only the information obtained at
the matching. Since the more information we use to make the final decision, the lower the error
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rate will be; we will use the vanishing point to compute the cross ratio in those cases where only
three intersections are available.
Note that the vanishing point will always have non-infinite coordinates on the image plane
whereas it will have at least one component with value ∞ or -∞ on the real plane. On the
image plane the cross ratio can be computed normally, using (3.2) but on the real plane we are
faced with a component whose value is ∞. Let us see what happens if we consider the point D
as the vanishing point and apply the same equation:
Since D is ∞, on Equation (3.4) we are faced to an indetermination of type ∞
∞
. In this case the
solution for the indetermination is 1, thus:
ρ(A,B,C,∞) =
ABC
AB∞
∣∣∣∣
AB∞=1
=
ABC
1
= ABC =
AC
BC
(3.6)
when using a vanishing point the cross ratio can be computed as
AC
BC
, i.e., the distance from A
to C divided by the distance between B and C.
Note that the order in which the intersections are picked changes the cross ratio value, thus
different permutations will result in different cross ratio values:
ρ(A,B,C,∞) 6= ρ(∞, A,B,C)
This is important since:
• For vertical instances, the vanishing point will always be the upper one, thus we need to
compute ρ(∞, A,B,C)
• For horizontal instances, depending on the goal the camera is focusing on, the vanishing
point might be on the first or the last position. That is, when the camera focuses on the
left goal we need to compute ρ(∞, A,B,C) and when the camera focuses on the right goal
ρ(A,B,C,∞).
As shown in [5, p.206], all possible point permutations only produce six different cross ratio
values. Considering:
ρ = ρ(Q1, Q2, Q3, Q4) = ρ(A,B,C,∞) (3.7)
It is possible to compute ρ(∞, A,B,C) as:
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ρ(∞, A,B,C) = ρ(Q4, Q1, Q2, Q3) =
ρ
ρ− 1
(3.8)
This allows us to always compute the cross ratio as shown in 3.6 and then apply the permutation
property if needed. To sum up:
ρ(A,B,C,∞) =
AC
BC
= ρ (3.9)
ρ(∞, A,B,C) =
ρ
ρ− 1
where ρ =
AC
BC
(3.10)
These equations allow us to compute the cross ratios for those cases in which a given instance
has only three intersections. This will contribute to reduce the error rate in a greater amount
of cases.
However, since the vanishing point is computed as a linear regression of all instances with the
same direction, the set of three points plus vanishing point will inherit precision errors. These
errors cause the difference between the image and field cross ratio to be greater, in approximately
one order of magnitude, when compared to the difference between the two values when the cross
ratio is computed without using the vanishing point.
This issue can be corrected by multiplying the cross ratio difference value by 10 in those cases
where the computation has been done without using the vanishing point.
Note that the efforts made in obtaining robust and stable estimations of the vanishing points
in Section 3.3 will contribute to the reduction of the errors in the cross ratio computations that
make use of them. Therefore, the whole matching algorithm will profit from these efforts.
Choosing the best instances
In those cases where the cross ratio is computable, there will be several instances showing a
different number of intersections. This means that we must select which instances are the best
ones to compute the cross ratio.
In the last section we have discussed that cross ratio difference values are greater when the
vanishing point has been used. Since greater differences have greater chances to induce errors,
the first guideline will be to select those instances containing the highest number of visible
intersections. By this policy we will avoid computing cross ratios using the vanishing point
whenever it is possible.
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Note that by doing so, we will be also choosing those intersections that have a greater chance
of having been correctly estimated: if we look at the lowest horizontal instance at Figure 3.20
we can tell that the whole instance has been estimated using the small segment of the lower
penalty area line. The shorter the line, the higher the chance for the estimation to contain
precision errors. So the closer the intersections are to the actual field line, the better, because
the precision error will be lower in that area. This idea can be extended to affirm that visible
intersections have a greater chance to be correctly estimated than those that are not visible.
Therefore not visible intersections are not good candidates to compute cross ratios.
In case that more than one instance has the maximum number of visible intersections, the cross
ratio difference value will be computed for all these instances and the final value will be the
greatest cross ratio difference value. In case that more than four intersections are found on
the same line, the cross ratio difference value will be set to the minimum of all possible four
intersection combination cross ratio difference values.
Combining the information
Once the algorithm has gathered the matching score and the cross ratio information, it is time
to decide which configuration should be used to recognize the Hough instances.
As noticed before, we cannot simply rely on the cross ratio difference value to make the decision,
since it is possible that a mistaken configuration gets a lower cross ratio difference value due to
instance estimation precision errors.
An example can be seen in Table 3.4. In this example, the correct configuration is the first one
so if we made our decision by selecting the lowest cross ratio we would be choosing mistakenly.
Note that we would also be ignoring the fact that, in this case, the correct configuration is the
one with the best matching score.
Rank Matching score Horiz. XRDV Vert. XRDV Final score
1 2.992 0.128 0.657 2.598
2 2.756 0.128 0.548 2.418
3 2.714 16.084 0.548 -5.602
4 2.642 0.128 0.754 2.201
5 2.608 16.084 2.141 -6.504
6 2.608 16.084 0.657 -5.762
Table 3.4: Cross ratio information needs to be combined with the matching score. Table is ordered by
descending matching score
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Therefore, the final decision consists in computing the following value and choosing the greatest
one:
Final score = matching score− α ∗
Horizontal XRDV+Vertical XRDV
2
where α is a constant equal to 1. This constant has been implemented to allow adjustments
between two different magnitudes but, since the algorithm performs correctly without it, it has
been set to 1. The final scores can be seen in the last column in Table 3.4.
Since the computational cost for calculating the cross ratio difference values for all possible con-
figurations would be high, the matching algorithm will be updated to retain all the information
about the six configurations with the best score. Once the matching has been done, the algo-
rithm will compute the cross ratio only for those six configurations and the final decision will
be one among them. The length of the list has been set empirically.
This solution changes the goal of the matching algorithm: formerly it had to get the highest
score for the best matching incidence structure confidence set and now it has to make sure that
the correct configuration scores among the best six.
3.4.3 Refinement of the Matching Algorithm: Missing Instance Awareness
At the moment of deciding whether a segment of a Hough instance is real or not, we do somehow
assume that all field lines have been detected, thus, each field line is represented by a Hough
instance.
If a field line has not been detected, i.e., an instance is missing, some Hough instances will be
splitted into less segments than they should be. This means that the algorithm will not be
checking the correct segments. In other words: the algorithm will check as a whole a segment
that should have been considered as two or more individual segments. In these cases, the
confidences we compute might be wrong and mislead the matching algorithm.
This section analyzes the sources of this issue and introduces a new algorithm to correct it.
Analyzing the issue
Let us analyze the previously discussed matter. Let us assume that previous stages have failed
to detect some instances, as shown in Figure 3.21.
Due to the fact that two instances are missing, we also miss two intersections at each vertical
instance. When the algorithm determines the confidences, it splits the whole instance into
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(a) Detected instances (b) Intersections on the image
Figure 3.21: Hough instances and their intersections
segments using the intersections as delimiters. This means that a segment that should have
been splitted into three parts will be treated as a whole thus assigning invalid confidences to its
bounding intersections. Figure 3.22 illustrates this scenario.
Figure 3.22: The highlighted zone corresponds to the dilated segment being checked to find out wether it
is real or not. This segment shows how, in this case, three individual segments are treated
as a whole
Note that it is coherent to assign a high confidence value to the lower intersection but not to
the upper one: the undetected horizontal instance does not allow the algorithm to be aware of
the fact that there is no field line between the upper and first undetected instance.
If this is not corrected, the right configuration will be punished hard enough to be prevented
from entering in the list of the six best configurations. In that scenario, a correct matching
would be impossible.
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In Figure 3.23 we can observe two different configurations: (a) shows the configuration chosen by
the matching algorithm to recognize the Hough instances and (b) shows the correct configuration,
which is not among the six best configurations.
(a) Wrong configuration (b) Correct configuration
Figure 3.23: Two different matching results
The instances in Figure 3.23 have been recognized using the configurations shown in Figure 3.24.
(a) (b)
Figure 3.24: (a) Configuration used to recognize the instances shown in Figure 3.23 (a). The missing
intersections are depicted as gray dots. The intersections on the first horizontal line are
not considered as missing ones since they are not enclosed by detected intersections. (b)
Configuration used to recognize the instances shown in Figure 3.23 (b). There are two
consecutive missed instances
Let us take a closer look on this matter to find the reason why the correct configuration gets
excluded from the list. The analysis will focus on the left uppermost detected intersection, whose
incidence structure confidence is the one shown in Figure 3.25.
Let us compute the score of assigning incidence structure models of type10 5 and 12 to that
intersection. Note that the confidence for the lower segment is 0.3340, although there is no real
line.
10See Figure 3.3 on page 55 to recall incidence structure model shapes and labels
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Figure 3.25: Incidence structure likelihood for the left uppermost intersection
If we assign incidence structure model of type 12, which would be the assignment of the correct
configuration, the score would be:
score12 =
1
2
[0.0754, 0.1690, 0, 0.3340]


1
1
−1
−1

 = −0.0448
However the chosen configuration assigns an incidence structure model of type 5, which is wrong,
but scores:
score5 =
1
2
[0.0754, 0.1690, 0, 0.3340]


−1
1
−1
1

 = 0.2138
In other words, the incorrectly assigned incidence structure model scores higher because it is
profiting from a confidence that is not correct. Moreover, the correctly assigned intersection
gets punished by the same incorrect confidence.
Since there is no segment on the lower side of this intersection, its confidence should be zero. Note
that if we apply this concept, the incidence structure confidence would be (0.0754,0.1690,0,0),
which would cause the correct assignment to score 0.2444 and the wrong assignment to score 0.0936.
This clearly shows us that if we are capable of detecting these cases and editing the proper
confidences we will be able to correct this issue. That is the goal of the missing instance
awareness algorithm. The missing line awareness algorithm is considered as a refinement of
the matching algorithm because it allows a better adjustment to the behavior of previous stages.
Note that the algorithm does not need to make the correct configuration the one with the highest
score: since we have the cross ratio information, it is enough if the correct configuration gets
included in the list.
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Missing instance awareness algorithm
The missing instance awareness algorithm will be inserted within the matching algorithm. It
should be executed in those cases in which the matching algorithm is separating lines or columns
of the incidence structure confidences set, since these are the ones in which the algorithm assumes
that one or more instances have been missed.
The instances containing the confidences that might be altered are the ones surrounding the
missing instances thus the first step is to determine both of them. Once these instances have
been located, we need to find out whether there is a field line between them or not. This way
we will know if a given confidence is correct or if it should be edited. We can use the field model
to retrieve the missing intersection incidence structure models and check if they are consistent
or not.
In Figure 3.26 (a), we can see the first column of Figure 3.24 (b). Our first step would be
to determine that the surrounding instances are the first and the fourth. Then we can easily
determine the type of the missing incidence structure models by looking up their corresponding
types at the field model, as shown in Figure 3.26 (b). In this case, the missing types are 5 and 3.
(a) (b)
Figure 3.26: a) Shows the first column in Figure 3.24. The missing instances are depicted in gray. b)
The field model column corresponding to (a)
The consistency check is done by scanning the incidence structure confidences in the vertical
direction, i.e., for each pair of consecutive intersections, if the upper intersection incidence
structure model shows a real segment below and the lower intersection incidence structure model
shows a real segment above, there must be a field line connecting them. To sum up, we have
two possible cases:
i) Both intersections are active11. In this case there must be a real segment between both
intersections.
11Being active means that the incidence structure model shows a real segment in the proper direction
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ii) Both intersections are disabled. In this case there must not be a real segment between both
cases
From now on we will exclusively focus on the consistency check between the upper surrounding
intersection and the first missed intersection and between the last missed intersection and the
lower surrounding intersection, since these are the ones that will help us to decide which changes
should be done.
We have four possible cases for both surrounding intersections:
i) The surrounding intersection is active and there is a field line: This means that there is a
field line and the intersection is signaling it. Therefore, the confidence for this intersection is
right and should remain unaltered because it is correctly rewarding the intersection’s score.
ii) The surrounding intersection is disabled but there is a field line: This means that there is a
field line but it is not signaled by the intersection. The incidence structure model assigned
to the intersection is wrong and its score will be correctly punished.
iii) The surrounding intersection is active and there is no field line: This intersection signals
the presence of a field line but we have found out that there is no field line. This means that
the score of this intersection is taking advantage of the situation by adding a confidence
value from a field line that cannot exist. Therefore assigning the current incidence structure
model to the intersection is completely wrong, its score should be punished by getting the
opposite sign for its confidence value.
iv) The surrounding intersection is disabled and there is no field line: This intersection does not
signal the presence of a field line and we have found out that there is no field line. Despite
of this, the confidence has been assigned as if the field line existed since we assume that the
segment treated as a whole has been classified as real. This means that the confidence for
this intersection is incorrectly punishing its score and should therefore be set to zero. By
doing so, the punishment will disappear and the intersection will have the correct score.
Vertical instances are rarely missed, thus we can assume that the horizontal instances have
been correctly splitted. Therefore, the missing instance awareness algorithm does not check the
consistency of the confidences in the horizontal direction.
3.5 Camera Calibration
At this point, we have recognized all detected Hough instances, thus we are able to determine the
real-world coordinates of each intersection. Therefore, the task of finding calibration references
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is completed. The last step in the algorithm, which is described in this section, is the calibration
process itself.
The camera calibration process consists in determining the parameters relative to the position
of the camera in the real world and where the camera is pointing at. Depending on the camera
model in use, additional parameters such as the focal length or lens distortion parameters will
also need to be determined. In our case, we will follow the calibration algorithm described in
[3].
In this section, we first describe the frames of reference and the camera model we will use. Then
we determine the parameters relative to the camera orientation and focal length. Finally, the
position of the camera is determined by using these parameters and the calibration references
obtained in previous sections.
3.5.1 Mathematical Background and Frames of Reference
The first step in the calibration process consists in defining a frame of reference in both the real
world and the image plane. The frames of reference, as well as the mathematical background of
the process, have been taken from Chapter 5 in [1], as well as Figures 3.27 and 3.28. However,
for the sake of clarity, we will conduct a brief description of the frame of reference.
In Figure 3.27, we observe the position of the camera with respect to the football field.
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Figure 3.27: Frame of reference in the real world
First, we define the origin of the global frame of reference O, (x, y, z) at the intersection
between the midfield line and the lower sideline, assuming that the grass is at the height of 0
meters. The axes are orthonormal and defined in a way that axis x has the direction of the
sideline, axis y has the direction of the midfield line, and axis z represents the height.
Then we define the position of the focal point of the camera as C = (Cx,−Cy, Cz). The second
component is defined with a negative sign to keep its value positive, since the cameras will be
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usually placed in the negative part of the y axis.
Next we define f as the point where the camera is focused on, i.e., where the camera is pointing
at. We will assume that the camera is always focusing a point placed on the plane z = 0, that
is, any given point on the grass. Therefore, its coordinates are defined as f = (xf , yf , 0).
At this point, we define a second frame of reference, whose origin is placed at C and whose axes
(x′, y′, z′) have been rotated with respect to the axes (x, y, z) of the global frame of reference.
This frame will be referred to as the camera frame of reference.
The camera frame of reference allows us to define the orientation of the camera, which is defined
by three angles: pan, tilt and swing. Pan is the rotation with respect to the z′ axis, tilt the
rotation with respect to the x′ axis, and swing the rotation with respect to the y′ axis. In other
words, a pan rotation causes the image to move towards left or right; a tilt rotation causes the
image to move upward or downward; and a swing rotation causes the image plane to rotate.
As mentioned in Section 3.3.1, the cameras broadcasting a football match are assumed not to
swing, so that the horizon is shown horizontal on the image. Therefore, we will focus on the
pan and tilt rotations, which are depicted in Figure 3.28.
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Figure 3.28: The rotations that define the orientation of the camera
These definitions make up the real world frames of reference. At this point, we need to choose a
camera model upon the calibration process will be based, i.e., a mathematical model establishing
the relationship between a 3D point and its projection on the image plane. In our case, we have
chosen the pin-hole camera model for its simplicity and low computational impact.
This model assumes that the aperture of the camera is a point and that there are no lenses to
focus the light. Therefore, any given point in the real world is projected on the image plane by
following a line passing through the focal point. We define the distance from the focal point to
the image plane as the focal length.
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Figure 3.29: Pin-hole camera model and its frame of reference, displaying two different focal lengths F1
and F2
Since all points in the image are projected following a line passing through the focal point, C,
the closer the image plane is to the focal point, the wider the angle of the line can be. Therefore,
low focal lengths will show big portions of the real world, thus producing images considered as
wide shots. This would be the case of the set with focal length F1 in Figure 3.29.
On the other hand, the further away the image plane is from the focal point, the closer the
angle of the projection lines must be to fit on the image. Therefore, large focal lengths will show
small portions of the real world, thus producing images considered as close-up shots or zoom
in. The set with focal length F2 in Figure 3.29 shows that the portion of real world that gets
projected on the image plane is smaller than the portion projected in F1. Therefore, the point p
would appear on the image plane if the focal length is F1, but not if it is F2. On the other hand,
the contents of the image plane will appear bigger if the focal length is at distance F2 from the
image plane than if it is at distance F1.
Note that the pin-hole camera model does not take into account any lens distortion effects.
Although we will be able to notice it in some images, we have been able to conclude that the
lens distortion is low enough to allow correct camera calibrations.
To summarize, the camera calibration process consists in determining the camera position, C,
in the real world; the orientation of the camera: pan, tilt and swing; and, since we are using a
pin-hole camera model, the focal length. As explained before, we do not need to compute the
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swing rotation since it is assumed to be zero. Therefore, we need to compute six parameters:
Cx, Cy, Cz, pan, tilt, and the focal length. The three last parameters will be referred to as
PTZ parameters, which stands for Pan (α), Tilt (β) and Zoom (F ).
3.5.2 Computing PTZ Parameters
As explained in Section 5.2.1 of [1, p.37] and in [3], these parameters can be obtained using the
following equations:
α = sign
(
∞h1 −
rU
2
)
tan−1
(√
−
∞v1 − rU/2
∞h1 − rU/2
)
(3.11)
β = sin−1
(
∞v2 − rV /2
∞v1 − rU/2
·
kU
kV
·
√
−
∞v1 − rU/2
∞h1 − rU/2
)
(3.12)
F = −
∞v2 − rV /2
kV tanβ
(3.13)
where ∞h = (∞h1,∞h2) is the horizontal vanishing point, ∞v = (∞v1,∞v2) the vertical van-
ishing point, rU the horizontal resolution of the image in pixels, rV the vertical resolution of the
image in pixels, and kU and kV the sizes of the pixel in the horizontal and vertical directions.
Since we assume that the pixels are squared, kU = kV = 1.
3.5.3 Computing the Position of the Camera
Once we have determined the values of pan, tilt, and zoom, we use the method described in [3]
to obtain the location of the camera in the real world. In short, the algorithm needs at least
two calibration references to obtain the camera location, that is, the coordinates of two image
points in the real world and in the image plane.
However, in the kind of shots we are processing, we will usually obtain more than two calibration
references. Therefore, we will compute the camera position using all possible combinations of
two points among our set of calibration references, and consider that the camera is located at
the mean of these positions.
Figure 3.30 shows some calibration results. Due to the lack of a ground truth and the knowledge
of the exact position of the cameras in the real world, we will evaluate the calibration results by
synthesizing the field model on the image using the computed camera parameters. Therefore, if
the synthesized lines are placed on the field lines, the calibration results are considered correct.
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In Section 5.1 we will discuss more sophisticated evaluation methods to find out whether a
camera calibration is correct or not under the same circumstances.
(a) Wide penalty shot (b) Medium penalty shot, right goal (c) Medium penalty shot, left goal
Figure 3.30: Penalty shot calibration results. The calibration references on the image are represented by
yellow marks.
Chapter 4
Midfield Shot Processing
Until now, we have provided the complete algorithm to process any input image displaying one
of the football field areas. This chapter is devoted to extend the functionality of the algorithm
by providing a solution that allows the calibration of images showing the midfield zone.
Recalling the structure of this dissertation, the starting point of the algorithm presented in this
chapter is the output of Chapter 2, that is, the input image is preprocessed and transformed;
the Hough instances are detected, classified and clustered; and the image has been classified as
a midfield shot, before any of the following algorithms are applied.
The calibration of a midfield shot image requires different strategies than the penalty shot
images, due to their different nature. However, the whole process can be described by the
same essential steps in which Chapter 3 is based on, that is, we will as well extract calibration
references, compute the vanishing point coordinates and recognize the Hough instances in order
to calibrate the camera. Therefore, besides the specific implementation and the fact that some
steps require a different order in the algorithm, the camera calibration of midfield shot images
will essentially follow the same steps of penalty shot images.
The key to midfield shot calibration is the computation of the vertical vanishing point by means
of the cross ratio, using the intersections between the midfield and the sidelines, and the two
intersections between the midfield line and the center circle.
Therefore, in Section 4.1 we will process the detected instances so that we can properly extract
information about the midfield circle. Then, in Section 4.2, we will recognize the detected Hough
instances, since we need this information in order to compute the cross ratio. In Section 4.3
we will search for calibration references in the image. These references will be computed as
intersections between line instances, intersections between the ellipse and line instances, and
known ellipse points such as its horizontal extremes. As said before, some of these calibration
references will be used to obtain the vertical vanishing point in Section 4.4. Once the vertical
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vanishing point has been determined, we will be able to compute the horizontal one as the
intersection between the vanishing line and a horizontal instance. Finally, Section 4.5 is devoted
to the camera calibration.
4.1 Shot Specific Instance Processing
As said before, the midfield circle is a vital part for the midfield shot calibration. Therefore,
we need to guarantee that the ellipse has been properly clustered. Recalling that the Hough
transform of an ellipse shows two crests, a proper clustering consists in having exactly two ellipse
clusters, where each of them groups one of the crests. This section is devoted to guarantee a
proper ellipse clustering.
4.1.1 Full Ellipse Merging Algorithm
In some cases the scores of the Hough bins that form the ellipse crest fall below the relaxed
threshold level used on page 34 in Section 2.2.2. Therefore, the surviving bins might show up
separated after the binarization and lead to separate clusters. Since we were actually expect-
ing the relaxed clustering to wrap each crest with a single cluster, the goal of the full ellipse
merging algorithm is to merge these regions, thus ensuring a proper ellipse clustering. Fig-
ure 4.1 (a) is an example of relaxed clustering in which the upper ellipse crest is splitted into
several clusters.
(a) Relaxed clustering of all detected instances (b) Only ellipse instances
Figure 4.1: Isolation of the ellipse instances
At this point, all the detected instances have been classified into lines, ellipses and unknown; as
explained in Section 2.2.3. Therefore, we can easily detect if the clustering is correct by counting
the number of instances labeled as ellipse: if we have more than two, as shown in Figure 4.1 (b),
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the clustering has not been successfully completed. In that case, the algorithm will try to merge
the clusters holding instances labeled as ellipse until only two of them are left.
The full ellipse merging algorithm performs the same steps to merge the splitted ellipse clusters
that the ones followed to obtain the relaxed clustering in Section 2.2.2. However, there are
two differences: first, the algorithm will be executed using decreasing threshold levels until only
two regions remain; second, to reduce the risk of merging line with ellipse instances, only the
clusters that represent ellipses will be allowed to merge. By doing so, we expect to find the
highest threshold which allows us to properly cluster the ellipse crests, and still exclude most of
the noisy bins in the Hough transform from the binarization result.
In Figure 4.2 we can observe the result of applying a morphological dilation to the image resulting
of the binarization of the Hough domain by different thresholds, sorted in descending threshold
levels. The full ellipse merging algorithm will sequentially use these images until all the clusters
in Figure 4.1 (b) can be grouped in two instances. Note that, in this example, Figure 4.2 (b)
already allows to merge all the clusters in Figure 4.1 (b) down to two instances.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.2: Morphological dilation of the thresholded Hough domain for decreasing threshold levels. a)
Same threshold level than relaxed clustering. h) Lower limit threshold level
However, we need to take into account the possibility that the instance classifier missclassifies a
line instance as an ellipse. If this happens, the full ellipse merging algorithm will keep lowering
the threshold level, and might never be able to obtain two ellipse instances incurring in infinite
loops. Moreover, as shown in Figure 4.2, the lower the threshold level, the greater the chance of
merging the wrong clusters. Therefore, we have set a lower threshold limit, so that the algorithm
stops when the threshold level reaches it. This limit has been empirically set to a level that does
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not prevent the merging of the ellipse clusters if no instance classification errors have been done.
Note that the chances of not being able to join splitted ellipse instances using the clusters in
Figure 4.2 (h) are remote. If the algorithm reaches the limit threshold level, we assume that an
instance classification error has occurred. Therefore, and since ellipse instances are expected to
have greater area clusters than lines, we will look for the two greatest clusters and only consider
these as ellipse clusters.
4.1.2 Ellipse Cluster Extension
At this point, we have achieved a proper ellipse detection. However, as said before, to compute
the vertical vanishing point we need to find the intersections between the midfield line and the
center circle. In order to do so, in Section 4.3.1 we will compute the parameters of the two
tangent lines to the circle1 and perpendicular to the midfield line. Since the bins holding the
parameters of the tangent lines will be placed in the surroundings of θ = 90◦, we need both
clusters to cover these regions of the crests. By doing so, we will facilitate the task of finding
these parameters.
Therefore, we will check whether the θ = 90◦ column of the Hough domain is crossed by two
ellipse clusters or not. If we find less than two ellipse clusters, we will need to extend those that
do not cross θ = 90◦. The first step is to exclude the clusters already crossing θ = 90◦ from
the process. We can use the latter column of the Hough domain as a marker to reconstruct
the regions we need to exclude and remove them. Then, we will apply the full ellipse merging
algorithm until the clusters grow past θ = 90◦. However, since we have no risk of incurring in
infinite loops, we will not limit the threshold level. Figure 4.3 shows an example of the ellipse
cluster extension process. Note that since the left cluster already crosses θ = 90◦, it remains
unaltered.
4.2 Hough Instances Recognition
Until now, we have processed the ellipse clusters so that each crest in the Hough domain is
grouped in a single cluster. Moreover, these clusters also include those bins in the crest placed
in the surroundings of θ = 90◦, which will be useful to compute the intersections between the
midfield line and the ellipse.
Since the cross ratio value depends on the way the four points are picked, we need to know
which field elements the detected instances represent. Therefore, the next step in the algorithm
1See Section 4.3.1
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(a) Before extending (b) After extending
Figure 4.3: These images have been inverted. Ellipse cluster extension. The red mark corresponds to
θ = 90◦
is the Hough instances recognition. As opposed to penalty shot images, the instance recognition
is simple in midfield shot images.
For an image that has been classified as a midfield shot, the amount and distribution of the
Hough instances are well defined: besides the center circle, these images can only show the
midfield line and the sidelines. As for the line instances, since the midfield line will be depicted
as a vertical line in the image plane, we can state that the single instance in the vertical strip
is the midfield line. The rest of the instances, which will be two at most, correspond to the
sidelines. As for them, we only need to tell which is the upper and which the lower one.
Therefore, we will sort the instances in the horizontal strip by ascending values of ρ. Then, the
recognition is straightforward: if the first instance is a line, it corresponds to the upper sideline.
Otherwise, this line is not displayed. Moreover, if the last instance is a line, it is the lower
sideline. Otherwise, this line is not displayed. As for the ellipse instances, the one closest to
ρ = 0 will be the one holding the set of tangent line instances to the upper part of the midfield
circle, whereas the other will be the one holding the set of tangent line instances to the lower
part of the midfield circle.
This strategy will work correctly if the ellipse clusters have the shape shown in Figure 4.2, i.e.,
if the ρ value of any bin belonging to the upper crest is greater than the ρ value of any bin
belonging to the lower crest. As shown in Figure 4.3, this condition cannot be assured, thus the
correct instance recognition will depend on the position of the highest scoring bin in each ellipse
cluster.
Moreover, note that at the moment of the Hough bin parameter extraction, the ellipse might
have not been properly detected, thus the parameters of the extracted instances might not cor-
respond to the highest scoring bin. Furthermore, we could have more than two ellipse instances.
Therefore, a second Hough instance parameter extraction would be required in order to properly
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recognize the instances.
Given these circumstances, this solution is not robust enough. Therefore, the instance recogni-
tion will be done in the following section, where we will be able to bypass the issues we have
described.
4.3 Extraction of Calibration References
The following section aims to obtain the points we need to compute the vertical vanishing point
by means of a cross ratio, and other calibration references. Moreover, we will conduct the
instance recognition, since we could not find a robust way to recognize them in the last section.
This section is divided in two parts. The first one is devoted to obtain the references we will use
to compute the vertical vanishing point, and the instance recognition. The second is devoted to
obtain additional calibration references.
4.3.1 Intersection Computation
Given the nature of midfield shot images, we will differentiate between the intersections coming
from two line instances, which will be called regular intersections, and the intersections coming
from the midfield line and the ellipse, which will be called mixed intersections.
Regular Intersections
Regular intersections will be computed by using the detected line instances, with their parame-
ters translated into the slope-intercept form. There will be, at least, one intersection computed
this way.
Mixed Intersections
The computation of mixed intersections is based on the explanations in Section 2.2.1. Recalling
that the coordinates of a Hough bin are the parameters of a line in the normal form, each bin
in a crest is actually representing a line tangent to the center circle. Therefore, we can compute
the intersections between the midfield line and the center circle by computing the intersections
between the midfield line and the lines tangent to the center circle and perpendicular to the
midfield line.
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Next we need to determine the parameters of these tangent lines; first we will determine their
θ values. Ideally, these lines should be perpendicular to the midfield line, but since we have not
computed the vanishing points yet, we will estimate the θ parameter for both lines as:
θˆ =

θml − 90 if θml > 90θml + 90 otherwise
where θˆ is the estimation for the θ parameter, and θml is the θ parameter of the midfield line.
Note that we expect the estimated value to be close to θ = 90◦, and that the approximation is
valid since the field lines are almost perpendicular in midfield shot images.
Once we have determined the θ values, we can obtain their ρ values by finding the highest peak
in each crest for the previous θ values. Since both θ values are the same, we will need to find
the highest crest values in a given column of the Hough transform. Moreover, thanks to the
ellipse cluster extensions, we will be able to further reduce the Hough transform region in which
we need to look for the peaks. Therefore, each ρ value will be the highest scoring bin in the
intersection between one of the ellipse clusters and the Hough transform column corresponding
to θˆ. In Figure 4.4 we can observe how the parameters of the tangent lines have been located
in the Hough domain.
Figure 4.4: Intersections between the midfield line and the midfield circle in the Hough domain
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Finally, we translate the parameters of the tangent lines to the slope-intercept form, and compute
their intersections with the midfield line. We can observe these intersections in Figure 4.5.
Figure 4.5: Intersections between the midfield line and the midfield circle in the image
Instance Recognition
At this point we have determined the intersections we need to compute the vertical vanishing
point. Now, we need to recognize the instances to know in which position we should place the
intersections in the cross ratio computation.
In order to do so, we only need to sort the intersections by increasing values of the v coordinate.
Then, if the first intersection comes from two lines, it must be the upper sideline; and if the last
one comes from two lines, it must be the lower sideline. The intersections between the midfield
line will be the ones we just computed, and will be in the correct position thanks to the sorting.
Note that, since we use the intersections instead of the Hough instances, we no longer depend
on the position of the highest scoring bin in order to obtain a correct recognition. Therefore,
this instance recognition algorithm is more reliable and robust.
Once the instances have been recognized, we can easily determine their position in the real
world, thus obtain the calibration references.
4.3.2 Extra Calibration References
In this section we will try to find additional calibration references, which will allow us to improve
the final results. The goal will be finding the horizontal extremes of the midfield circle. Note
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that it will not always be possible to compute both extremes of the ellipse.
We will assume that the horizontal extremes of the ellipse are placed on its major axis. Therefore,
we first need to obtain the parameters of the axis, which will be approached by a line passing
through the center of the midfield circle, and has the slope of the upper sideline. If the upper
sideline has not been detected, we will use the slope of the lower one. Thus, we need to compute
the intercept to complete the axis parameters. Since at this point of the algorithm we will, at
least, have three calibration references, we can use them to obtain the center of the midfield
circle using the cross ratio, as described in Section 4.4.1. Once the coordinates of the center
have been determined, we can easily compute the intercept of the axis.
Since we have no way to detect the extremes of the ellipse using the Hough transform, we will
have to use the line draft to find them. To reduce the search region, we will build a mask.
This mask consists in a stripe, obtained by morphologically dilating the ellipse axis, and can be
observed in Figure 4.6. By applying the mask on the line draft we expect to obtain the arcs
corresponding to the extreme parts of the ellipse, a segment of the midfield line, and noise due
to unmasked players.
Figure 4.6: Ellipse extreme points mask on the original image
Moreover, we expect to find the ellipse extremes at a distance, greater than the minor ellipse
axis length, to the center of the midfield circle. Therefore, we will compute the minor axis radius
as half of the distance between the intersections of the ellipse and the midfield line. Then, we
will vertically split the image in two: one will range from the left border to the center of the
midfield circle minus the minor axis radius, and the other from the center of the midfield circle
plus the minor axis radius to the right border. These images can be seen in Figure 4.7 (a) and
Figure 4.7 (b) respectively.
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By doing so, we remove potentially misleading noise and split the problem into individual ellipse
extreme searches: the left one and the right one. Needless to say, if any of the images is empty, we
will not be able to find its corresponding extreme. This will happen whenever the corresponding
extreme is not displayed on the original image.
At this point, we still might find some noise in any of the two images. However, we assume that
the arcs will be the greatest connected regions in each of them. Therefore, we will remove all
connected regions but the greatest one, as shown in Figure 4.7 (c) and Figure 4.7 (d) respectively.
(a) Left image (b) Right image
(c) Greatest area (left) (d) Greatest area (right)
Figure 4.7: These images have been inverted. Ellipse extreme points detection. Large empty parts of the
images have not been displayed to save space
Finally, the extreme points of the ellipse will be computed as the mean of the pixels that make
up the intersection between the biggest connected region, i.e., the arc of the ellipse; and the
major axis at both images.
Note that since we know which extreme, left or right, we are looking for, their real world
coordinates can be easily determined, assuming that the radius of the central circle measures
9.15 meters.
4.4 Vanishing Point Computation
Until now, we have discussed the obtention of several calibration references. However, in order
to calibrate the camera, we first need to compute the vanishing points. The general idea of the
vanishing point computation for penalty shot images was finding the intersections between the
detected line instances for each set of parallel lines. Unfortunately, midfield shot images usually
show one vertical and one horizontal line, thus we cannot find the vanishing points using that
strategy.
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The proposed solution consists in computing the vertical vanishing point using the cross ratio.
Since the cameras do not allow swing rotations, the vanishing line will be automatically de-
termined once the vertical vanishing point has been computed. Therefore, we will be able to
compute the horizontal vanishing point by computing the intersection between the vanishing
line and the horizontal detected instance.
In Section 4.4.1, we will explain how we can determine the coordinates of a given point using the
cross ratio and obtain the coordinates of both vanishing points. Then, in Section 4.4.2 we will
need to make sure that these vanishing points are consistent, by analyzing the equations that
allow us to compute the PTZ parameters. Finally, in Section 4.4.3 we will analyze the results
to find out if they are precise enough to fit our needs.
4.4.1 Vanishing Point Computation Using the Cross Ratio
As explained in Section 3.4.2, the cross ratio is a numerical value proportional to the distances
between four aligned points, as described by Equation (3.2). This mathematical tool has been
useful in penalty shot images to check if the distances between the image points and field points
were consistent or not, by comparing their cross ratio values.
In this case, our goal is to use the cross ratio to determine the coordinates of one of the four
collinear points. Let us prove how we can compute the coordinates of a given point in the image
domain by knowing its coordinates in the real world, as well as the coordinates of other three
collinear points in both domains. From equations (3.2), (3.3) and (3.4), we obtain:
X =
ABC
ABD
=
AC
BC
BD
AD
(4.1)
where X is the cross ratio value; and AC, BC, BD and AD are Euclidean distances between
the points A(u, v), B(u, v), C(u, v) and D(u, v).
In (4.1), we have three unknown terms: the cross ratio value, X, the u coordinate of the unknown
point, and the v coordinate of the unknown point.
As for the cross ratio value, since the cross ratio is a numerical invariant for projectivities, it
can be computed using the real world coordinates of the four points, which are known. If we
are trying to determine the position of the vanishing point, we need to take into account that it
will be placed at the infinity in the real-world. Therefore, we will need to apply (3.9) or (3.10)
to compute the cross ratio, depending on the position of the point placed at the infinity.
Moreover, since all four points are collinear, we will be able to compute one of the coordinates
in function of the other by using:
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v = mu+ n (4.2)
At this point, we need to assign the calibration references computed in Section 4.3.1 with the
labels A, B, C and D. Note that these calibration references are collinear, i.e., placed on the
midfield line, thus susceptible of being used to compute the cross ratio. Moreover, thanks to
this fact, we already know the parameters of the line in (4.2).
If we focus on the image depicted in Figure 4.5, we will assign label A to the vanishing point,
B to the intersection between the midfield and sideline, and C and D to the upper and lower
intersections between the center circle and midfield line respectively. Therefore, we need to
isolate A from (4.1). Note that the points in the real world must be labeled the same way.
X ·
BC
BD
=
AC
AD
(4.3)
which, since we use Euclidean distances, can be expressed as
X ·
BC
BD
=
√
(uA − uC)2 + (vA − vC)2√
(uA − uD)2 + (vA − vD)2
(4.4)
where X is the cross ratio value, computed with the real world coordinates; BC the Euclidean
distance from B to C; BD the Euclidean distance from B to D; and uA, vA, uC , vC , uD and
vD the horizontal and vertical coordinates of A, C and D.
As said before, if we use the equation of the midfield line, we can turn the problem into solving
(
X ·
BC
BD
)2
=
(uA − uC)
2 + ((muA + n)− vC)
2
(uA − uD)2 + ((muA + n)− vD)2
(4.5)
for uA, where m and n are the slope and intercept of the midfield line respectively.
Equation (4.5) has two different solutions. However, since we are looking for the vertical vanish-
ing point, we compute the v coordinate for both solutions and pick the one whose v coordinate
is the lowest. Finally, we compute the horizontal vanishing point as the intersection between
the horizontal instance and the vanishing line.
The procedure of computing the coordinates of a point by using the cross ratio depends on how
the points are labeled, and the position of the unknown point among the four cross ratio points.
For instance, in Section 4.3.2 we compute the position of the center of the midfield circle using
the same strategy. However, in this case, A would be the intersection between the midfield and
sideline, B the upper intersection between the center circle and midfield line, C the center of
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the midfield circle, and D the lower intersection between the center circle and midfield line.
Therefore, we would have to isolate C at (4.1) instead of A, which means that we need to solve
(
X ·
AD
BD
)2
=
(uA − uC)
2 + (vA − (muC + n))
2
(uB − uC)2 + (vB − (muC + n))2
(4.6)
for uC , and pick the solution placed inside of the midfield circle.
4.4.2 Valid Input Domain
The first use of the vanishing points in the calibration algorithm is at the computation of the
PTZ parameters. As explained in Section 3.5.1, these parameters define where the camera is
pointing at in our pin-hole camera model. However, if we analyze the equations described in
(3.11), (3.12), and (3.13), we will conclude that the set of vanishing points that result in real PTZ
parameters is finite, i.e., there are combinations of horizontal and vertical vanishing points that
cause the PTZ parameters to be complex, thus preventing the camera calibration. Assuming
that the PTZ parameters can be computed for any given midfield shot, we consider that having
complex values for the PTZ parameters means that the vanishing points have not been correctly
computed.
Let us find out which features of the vanishing points cause complex PTZ values, so that we can
correct them in case we need to do so. If we take a look at (3.11), we observe that the following
condition must be met to avoid complex values for α:
−
∞v1 − rU/2
∞h1 − rU/2
≥ 0 (4.7)
where ∞v1 is the horizontal coordinate of the vertical vanishing point, ∞h1 the horizontal
coordinate of the horizontal vanishing point, and rU the horizontal image resolution.
If we define the vertical image axis, Av, as the line vertically splitting the image in two equal
parts, this condition forces each vanishing point to be on a different side of the vertical image
axis. Recalling that α is the rotation whose effect makes the image to move to its left or right,
let us analyze some extreme cases, which will help us to understand Equation (3.11):
i) If ∞v1 = rU/2, the vertical vanishing point will be placed on the image axis. This means
that all vertical lines will intersect at a given point of the vertical image axis, which can
only happen when the camera is facing to the front. Therefore, the output value of (3.11)
under these circumstances is 0.
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ii) If ∞h1 = rU/2, the horizontal vanishing point will be placed on the image axis, meaning
that all horizontal lines will intersect at the vertical image axis. Therefore, the value of
(3.11) will be 90◦ or −90◦ depending on the sign of ∞v1, which reflects the situation in
which the camera is completely facing to the right or to the left respectively.
In Figure 4.8 we have depicted the distances between the vanishing points and the image axes.
u
v
Ah
Av
∞v1 ∞h1
∞v2 ∞h2
∞v ∞h
O
Figure 4.8: Vanishing point distances to the image axes Av and Ah
Let us move on to Equation (3.12). In this case, the following condition must be fulfilled:
∣∣∣∣∣ ∞v2 − rV /2∞v1 − rU/2 ·
kU
kV
·
√
−
∞v1 − rU/2
∞h1 − rU/2
∣∣∣∣∣ ≤ 1
Since kU
kV
= 1, as explained in Section 3.5.2, Equation (4.4.2) can be expressed as:
∣∣∣∣∣
√
−
(∞v2 − rV /2)(∞h2 − rV /2)
(∞v1 − rU/2)(∞h1 − rU/2)
∣∣∣∣∣ ≤ 1 (4.8)
where ∞v = (∞v1,∞v2) is the vertical vanishing point, and ∞h = (∞h1,∞h2) is the horizontal
vanishing point. There are two conditions that must be fulfilled in order to get a real result at
Equation (3.12).
First, the argument of the square root needs to be positive. Since ∞v2 and ∞h2 have the same
value, the product (∞v2 − rV /2)(∞h2 − rV /2) will always be positive. As seen in the previous
analysis, ∞v2 and ∞h2 need to be on different sides of the vertical image axis, thus the product
(∞v1 − rU/2)(∞h1 − rU/2) will be negative. Therefore, the negative sign inside of the square
root makes its argument positive.
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Second, the absolute value of the result of the square root must be lower or equal than one to
compute the arcsine. Assuming that we use the positive result of the square root, this condition
translates to:
(∞v2 − rV /2)(∞h2 − rV /2) ≤ −(∞v1 − rU/2)(∞h1 − rU/2) (4.9)
Recalling that the product (∞v1−rU/2)(∞h1−rU/2) will be negative, we can get a step further
and conclude:
∣∣(∞v2 − rV /2)(∞h2 − rV /2)∣∣ ≤ ∣∣(∞v1 − rU/2)(∞h1 − rU/2)∣∣ (4.10)
If we define the horizontal image axis, Ah, as the line horizontally splitting the image in two
equal parts, this means that the product of distances to the vertical image axis in the horizontal
direction must be greater or equal to the product of distances to the horizontal image axis in
the vertical direction. These distances are depicted in Figure 4.8.
Therefore, for a given height of the vanishing line we have a lower limit for the product of hori-
zontal distances between both vanishing points. In Figure 4.9 we show three different locations
for the horizontal vanishing point, ∞h. If we assume that ∞
′′
h is placed exactly at a distance
from the vertical image axis that equals both terms of (4.10), the output value for β will be pi
2
,
i.e., the camera is facing towards the center of the Earth. If the distance to the vertical image
axis was shorter, as happens with ∞′h, the condition would not be fulfilled, thus β would be
complex. On the other hand, as the distance is increased, the value of β will gradually decrease
towards 0, as happens with ∞′′′h .
u
v
Ah
Av
∞v ∞
′′
h
β = pi
2
O
∞
′
h
β ∈ C
∞
′′′
h
β = 0
Figure 4.9: Evolution of the values of β when increasing ∞h1
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These observations allow us to determine if the vanishing points are consistent and are very
useful, since they also show how to correct the inconsistencies:
i) If the vanishing points are not on different sides of the vertical axis, we need to correct their
horizontal coordinates.
ii) If the vanishing points are on different sides of the vertical axis but the distances do not
fulfill (4.10), the vanishing points might be too close to each other or the vanishing line
height has not been correctly estimated.
Therefore, after the vanishing points have been computed, we will check if their coordinates
fulfill (4.7). If they do not, we will have to analyze what causes both vanishing points to be
on the same side of the vertical image axis. As for the condition (4.10), the tests have shown
that the algorithm performs well without having to check it, thus we make no explicit use of it.
However, the condition set by (4.10) allows us to expand our knowledge about the calibration
model, and will be useful in the future2 to deal with specific issues appearing in midfield shot
images.
Camera Lens Distortion
If we take a look at some midfield shot images, we will be able to notice that the sidelines are
slightly curved, as a result of the camera lens distortion. The fact of not being a straight line,
will cause more than one Hough bin to get a high score. In other words, if the line was straight,
it would perfectly fit in a single Hough bin input region; but if it was slightly curved, it would fit
in several, usually two or three, Hough bin input regions whose position and orientation match
the different parts of the curve.
Since most of the midfield images show the sidelines as practically horizontal line instances,
it is possible that the curve matching line instances have different signs. Thus, depending on
which instance is used to parameterize the sideline, we might have a slope whose sign might
place the horizontal vanishing point at the correct side of the vertical image axis or not. In
Figure 4.10 (a), the green line has been synthesized using the parameters of the highest scoring
bin. Note that the slope of that line places the horizontal vanishing point at the left side of
the vertical image axis, which is the same of the vertical vanishing point. Furthermore, the
synthesized line overlaps the sideline at the left side of the image, but due to the camera lens
distortion, the synthesized line does not overlap the sideline at the right side of the image.
Therefore, if Equation (4.7) is not fulfilled, we will drop the current parameterization of the
sideline, and choose the parameters of the highest scoring bin whose slope places the horizontal
2See Section 6
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(a) Wrong line estimation causes inconsis-
tent ∞h
(b) Corrected line estimation (red) solves the
issue
Figure 4.10: These images have been inverted. Corrections of the horizontal instance parameters
vanishing point at the correct position. In Figure 4.10 (b), the red line has been synthesized
using the parameters of the highest scoring bin whose slope places the horizontal vanishing point
at the right side of the image. Note that the differences between the original instance and the
corrected one are minimal. However, these are enough to avoid complex PTZ parameters.
Given the circumstances, we can conclude that the estimation of the horizontal vanishing point
is weaker than the estimation of the vertical one, since the parameterization of the sideline has
several candidates. Note that the camera lens distortion might also misplace the intersection be-
tween the sideline and the midfield line, thus affecting the vertical vanishing point computation.
However, the tests show that the errors caused by the camera lens distortion on the vertical van-
ishing point computation are negligible when compared to the errors of the horizontal vanishing
point computation.
Recalling that the extra calibration references computed in Section 4.3.2 depend on the slope of
the sideline, we will need to recompute them if the parameterization is changed.
Hough Transform Precision Issues
Let us analyze if the precision with which we compute the horizontal vanishing point is good
enough. As said before, the sidelines are depicted as almost horizontal lines. In order to make it
possible for both sidelines to be almost horizontal on the image plane, the horizontal vanishing
point must be placed very far away from the image: even further than in penalty shot images.
Therefore, the precision issues in the horizontal vanishing point estimations we had with penalty
shot images will get worse. In Section 3.3, we concluded that the source of these precision issues
was a combination of the Hough transform precision for the θ parameter and the remote location
of the horizontal vanishing point.
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To summarize, in addition to have several possible parameterizations for a single sideline, the
precision of the Hough transform for θ is not enough. Furthermore, as discussed in Section 3.3.2,
increasing the precision of the Hough transform is not an option.
As explained in this section, the estimation of the vertical vanishing point is accurate enough,
thus the height of the vanishing point will also be correctly estimated. Therefore, the most
relevant error in the horizontal vanishing point estimation is concentrated on its horizontal
coordinate, ∞h1. Given this situation, the solution to the precision issues consists in the com-
putation of a vanishing point set.
4.4.3 Vanishing Point Set Computation
As a result of an insufficient Hough transform precision for the θ axis, and the errors introduced
by the camera lens distortion, the parameters of the horizontal instances lead to a poor estimation
of the horizontal coordinate of the horizontal vanishing point.
Provided that the precision of the Hough transform cannot be modified, the first step consists
in computing a set of parameterizations for the horizontal instances. Then, we will use it to
compute a set of horizontal vanishing points, in the same way described in the previous section.
Considering that the θ parameter of the current parameterization for the sideline is θh, the
horizontal instance set is a beam of lines whose θ parameters lay between θh + ∆θbeam and
θh−∆θbeam, passing through the intersection between the sideline and midfield line. The range[
θh − ∆θbeam, θh + ∆θbeam
]
is discretized, so that the θ parameter of these lines increases in
steps of θstep. Note that these lines are sorted in ascending values of θ.
The beam parameters, ∆θbeam and θstep, have been empirically adjusted so that the parameters
of one of the lines of the beam are precise enough to get an accurate estimation for the horizontal
vanishing point. Note that some of the lines of the beam might not fulfill the condition set by
Equation (4.7). If this occurs, we need to remove them to prevent complex PTZ parameters. In
the following section we will provide a way to determine the correct horizontal vanishing point.
Note that the fact of having a beam of lines forces us to compute a set of extra calibration
references3, one for each line in the beam. In Figure 4.11 we can observe the beam of lines and
their corresponding extra calibration references.
3See Section 4.3.2
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(a) Beam of horizontal instances (b) Set of extra references
Figure 4.11: Image (a) has been inverted. Beam of horizontal instances and set of extra references
4.5 Camera Calibration
The last step of the algorithm is the computation of the camera parameters. The camera model,
reference frames and equations used to obtain these parameters are exactly the same as the
described in Section 3.5. However, as opposed to penalty shot images, we now have a set of
horizontal vanishing points to overcome the lack of precision in the Hough transform. This means
that, at this point, we still do not have the correct coordinates of the horizontal vanishing point.
Therefore, the calibration algorithm needs to solve two problems at the same time: determining
the correct coordinates for the horizontal vanishing point, and calibrate the camera.
The solution we propose to solve these problems is to calibrate the camera with all the horizontal
vanishing points in the set and choosing the one that achieves the best calibration results. The
calibration process as well as the quality criterion used to decide which is the best camera
calibration result will be described in the following sections.
4.5.1 Computing PTZ Parameters
The computation of the PTZ parameters is conducted in the same way that we did in Sec-
tion 3.5.2. However, since we have a set of N horizontal vanishing points, we will need to
compute a set of N PTZ parameters using (3.11), (3.12) and (3.13).
4.5.2 Computing the Position of the Camera
At this point, we are set to compute the real world position of the camera. As explained
before, the algorithm will need to conduct as many camera position computations as horizontal
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vanishing points are in the set, using their corresponding PTZ parameters; and then choose the
best result.
As explained in Section 3.5.3, the lack of a ground truth forces us to evaluate the results by
observing how good the synthesized field model fits into the detected field lines when displayed
in the original image. Therefore, in order to obtain a measure of the camera calibration quality,
we will compute the Euclidean distance between the coordinates of the calibration references in
the image domain and the positions of the same points synthesized with a given set of camera
parameters. In other words, we first compute the camera parameters using the vertical vanishing
point, one horizontal vanishing point from the set, their corresponding PTZ parameters, and
the calibration references. Then, we obtain the real world position of the camera, and use
it together with its PTZ parameters to synthesize on the image the real world coordinates of
the calibration references. Finally, we compute the Euclidean distance between each original
calibration reference and its corresponding synthesized reference on the image. The final quality
measure consists in the sum of the distances between each pair of detected-synthesized references,
thus considering that the best camera calibration will be the one with the lowest value.
The core of the camera position computation, i.e., the algorithm used to compute the camera
real-world position, is the same one we used in Section 3.5.3.
However, we do not necessarily need to calibrate the camera using all horizontal vanishing points,
since we expect the set of quality measures to have a single minimum. Since the lines of the
beam were sorted in ascending values of θ, the horizontal vanishing points will also be sorted.
Therefore, to reduce the camera calibration computational costs, we will first use the horizontal
vanishing point obtained by the Hough transform parameterization, i.e., as if the beam of lines
and horizontal vanishing point set did not exist. Then, we will calibrate with the horizontal
vanishing point resulting from the lines of the beam whose parameters are closer to the original
Hough parameterization. At this point, we will do as follows:
• If the two latter quality measures are worse than the first one, the correct estimation for
the horizontal vanishing point will be the one obtained by the Hough transform parame-
terization.
• If the quality measure of the line θh + θstep is worse than the original one, we will discard
all those lines of the beam whose θ value is greater than θh+ θstep. Then we will calibrate
using the lines whose θ value is lower than θh− θstep until the quality measure reaches the
minimum. That line will determine the correct calibration parameters and the horizontal
vanishing point.
• If the quality measure of the line θh − θstep is worse than the original one, we will discard
all those lines of the beam whose θ value is lower than θh − θstep. Then we will calibrate
using the lines whose θ value is greater than θh+θstep until the quality measure reaches the
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minimum. That line will determine the correct calibration parameters and the horizontal
vanishing point.
In Figure 4.12 we can observe the different calibration iterations, from the calibration result
that uses the Hough parameters for the horizontal line in Figure 4.12 (a) to the final result in
Figure 4.12 (d). Note that the calibration results improve from one iteration to the next one.
(a) First iteration (Hough parameters) (b) Second iteration
(c) Third iteration (d) Fourth iteration
(e) Final result
Figure 4.12: Calibration algorithm for midfield shots. The synthesized field model is depicted in red, and
the calibration references in yellow
Chapter 5
Results and Applications
In the following chapter we will analyze the camera calibration results to check that the algorithm
is working correctly or not. Specifically, we will provide a criterion which will allow us to
automatically decide whether a given calibration is correct or not, thus we will be able to
provide numerical results. Finally, we will describe three different applications that make use of
the camera calibration obtained by means of the algorithm described in this work.
5.1 Results
In this section, we will first describe the image database we have used to assess the algorithm.
Then we will describe the evaluation criterion we will use to determine whether a given calibra-
tion is correct or not, and finally we will show numerical and graphical results of applying the
evaluation criterion on the camera calibration for the images in the database.
5.1.1 Image Database
In order to check if the algorithm is working as expected, we have executed it upon a database
of 1687 images, which can be divided into eight different groups. The images of the first seven
groups correspond to consecutive frames of seven different video sequences. These images rep-
resent the real case scenario with which the algorithm will have to deal in a normal operation.
Each of these groups is described in Table 5.1, and will be referred to as Cristina [1-7]. The
last group, named All stadiums, contains miscellaneous images that try to represent all possible
shots that can occur during the broadcast of a football match. These images are intended to
challenge the algorithm by facing it to tricky situations; so we can observe its robustness and
detect errors.
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Name # of frames Description
Cristina 1 222 Begins with transition shots, and ends with penalty shots
showing the right area.
Cristina 2 187 Starts with penalty shots, then rapidly moves towards the
midfield showing mainly transition shots, and finally shows
some midfield shots.
Cristina 3 137 First shows a few transition shots, then moves towards the
area, and finally shows penalty shots.
Cristina 4 294 Has only midfield shots.
Cristina 5 236 Exclusively contains midfield shots.
Cristina 6 130 Only contains penalty wide shots.
Cristina 7 381 Starts at the midfield, then moves rapidly towards the right
area showing wide penalty shots, and finally includes mid
and close-up penalty shots.
All stadiums 100 Set of tricky images.
Table 5.1: Description of the image database. See Figure 2.42 (b) for an example of a transition shot.
5.1.2 Evaluation Criterion
As noted in Chapters 3 and 4, the algorithm itself does not provide an evaluation system to rate
the quality of the calibration results. Therefore, we need to define a criterion to decide whether
a given calibration result is correct or not. However, as explained in Chapter 3, we do not have
a ground truth, i.e., we do not know the exact position of the camera in the real-world. Given
these circumstances, we will use the intuitive ideas discussed in Chapters 3 and 41 to define two
different measures; hence, the decision of whether a camera calibration is good or not will come
from a combination of both measures. Note that, although the ideas come from two kinds of
shot of different natures, we will be able to apply them to all kinds of shots.
In short, the criterion to decide whether a camera calibration is correct will be how good a given
set of synthesized field elements fit to their corresponding elements on the image. To achieve
this goal, we define two different measures.
The first proposal to check whether a calibration is good or not consists in synthesizing the field
model and evaluating how good it fits to the field lines displayed on the image. We assume
that the synthesized field lines will closely resemble to the field lines on the image. The first
measure, A, will be the percentage of area of the synthesized model that overlaps with the line
draft estimation. The procedure to obtain this measure closely resembles to the one described
1See Section 3.5.3 and Section 4.5.2
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in Section 3.2: all field lines of the synthesized model will be dilated, and the result will be
multiplied by the line draft estimation. Therefore, the measure will be the number of active
pixels after the multiplication divided by the number of active pixels of the dilated field model.
Note that the synthesized field model will be cropped, so that only the synthesized lines falling
inside of the image are taken into account.
The second measure, E, aims to evaluate the precision with which all the detected intersections
have been synthesized. Therefore, we will compute the mean Euclidean distance between the
position of the detected intersections, and the position of their corresponding field model synthe-
sized intersection; thus, we expect that correct camera calibrations get lower mean values than
wrong camera calibrations. Note that this measure is already being used to calibrate midfield
images, although in this case we compute the mean value of the distances.
Finally, we decide that a given camera calibration is correct if A > 0.12 and E < 20 ; otherwise
the camera calibration will be wrong. These thresholds have been adjusted experimentally until
the evaluation results match the human perception of a good calibration.
However, a third category has been defined in order to group those cases in which the algorithm
could not be successfully completed due to errors during the execution. This category will be
referred to as fail.
5.1.3 Numeric results
Finally, we execute the algorithm for each image in the database, and evaluate the camera
calibration using the criterion described previously. Since the algorithm described in this work
is specifically designed to handle penalty and midfield shot images, we expect to obtain a high
number of correct calibrations for those groups containing exclusively penalty and midfield shots,
and also expect this number to drop as the appearance of other kinds of shot increases. The
calibration results are shown in Table 5.2.
If we focus on the Cristina groups, we can observe that the groups 3 to 7 show more than 79
per cent correct calibrations, which is a very good result; whereas the groups 1 and 2 show lower
percentages of correct calibrations. Cristina 5 and 6 results are excellent and expected, since
they exclusively contain midfield and penalty shots respectively. Cristina 3 and 7 have also
very good results despite of containing transition shots, which make up the majority of wrong
calibrations. As for Cristina 4, the correct calibration rate is lower than expected, provided
that this group only contains midfield images. However, if we analyze the results we can observe
that most of the calibrations that have been considered as wrong can be considered as correct.
Specifically, measure A falls below the threshold in these cases, whereas measure E is extremely
low. Therefore, the results for Cristina 4 are considered to be very good, thus the evaluation
criterion needs to be finely tuned. Given these circumstances, the results for the Cristina
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Name Correct Wrong Fail
Cristina 1 61% 20% 19%
Cristina 2 47% 18% 35%
Cristina 3 86% 13% 1%
Cristina 4 81% 18% 1%
Cristina 5 96% 4% 0%
Cristina 6 98% 2% 0%
Cristina 7 79% 12% 9%
All stadiums 55% 11% 34%
Table 5.2: Calibration results for the database described in Table 5.1
sequences are very promising.
As for All stadiums, the correct calibration percentage is also positively considered, provided
that the penalty and midfield shots are not dominant in this group.
5.1.4 Graphic results
The following section is devoted to show graphical results for the algorithm described in this
work. Figure 5.1 shows some calibration results for Cristina, and in Figure 5.2 we can observe
some examples of All stadiums in which the algorithm gets wrong calibrations or even fails to
calibrate the camera.
(a) Correct penalty calibration (b) Correct penalty calibration
Figure 5.1: Graphic results for Cristina, images (a) to (b)
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(c) Correct penalty calibration (d) Wrong penalty calibration due to erroneous
vanishing point estimations
(e) Wrong penalty calibration due to an erro-
neous decision of the matching algorithm.
(f) Correct midfield calibration thanks to the
slightest appearance of the midfield line
(g) Correct penalty calibration. Lower sideline
is skewed due to the lack of calibration ref-
erences
(h) Correct penalty calibration despite of a
strong interlace effect
Figure 5.1: Graphic results for Cristina, images (c) to (h)
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(i) Correct midfield calibration (j) Correct midfield calibration, single ellipse
extreme
(k) Correct midfield calibration, single ellipse
extreme
(l) Wrong calibration due to confusing the el-
lipse extreme with ball, strong interlace ef-
fect
(m) Correct calibration for a wide penalty shot (n) Correct calibration for a wide penalty shot.
Lower sideline is well synthesized despite of
the lack of calibration references
Figure 5.1: Graphic results for Cristina, images (i) to (n)
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(o) Correct calibration, strong interlace effect (p) Correct calibration for a close-up shot
Figure 5.1: Graphic results for Cristina, images (o) to (p)
(a) Image corresponding to an unknown shot,
somewhere between offside and transition
(b) Spurious instance due to coach area causes
the algorithm to fail
(c) Offside shot. Wrong vanishing point esti-
mation due to almost parallel horizontal in-
stances
(d) A wrong classification between horizontal
and vertical instances causes the matching
to fail
Figure 5.2: Graphic results for All stadiums, images (a) to (d). (c) and (d) show calibration results; (a)
and (b) cause the algorithm to fail, detected line instances are shown instead
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(e) Image corresponding to a goal shot.
Penalty area line instance incorrectly dis-
carded, wrong classification between hori-
zontal and vertical instances
(f) Penalty shot with green and white ad in
fence causing a spurious line. An ellipse in-
stance has been also missclassified as a line
Figure 5.2: Graphic results for All stadiums, images (e) to (f). These images cause the algorithm to fail,
detected line instances are shown instead
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Finally, the image depicted in Figure 5.3 (a) is also taken from All stadiums. In this case, the
algorithm is faced to an unknown shot in which the posts holding the net between the field and
the stands are detected as field lines. Therefore, the resulting instance distribution in the Hough
domain creates an unexpected pattern, as shown in Figure 5.3 (b).
(a) Original image (b) Unexpected instance pattern in Hough domain.
Instances on the vertical strip represent posts
Figure 5.3: Example of an image showing the whole field
If we take a closer look at the Hough domain, we can easily tell that the instances placed inside
of the vertical strip are representing the posts. If we removed them, the instance pattern would
fit into a penalty shot, which would lead to the calibration shown in Figure 5.4.
Figure 5.4: Calibration for the image shown in Figure 5.3 (a)
This example shows us the underlying potential of the algorithm presented in this work, since
a quick exam of the Hough domain allows us to identify the problem and take advantage of the
penalty shot calibration strategy to obtain a correct calibration of an unknown shot.
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5.2 Applications
The camera calibration parameters constitute a link between the real-world and the image plane:
by using them, we can easily determine the position in the real-world of any element in the image
and vice versa. In this section we will discuss three applications that take advantage of this fact
using the camera parameters obtained by the algorithm described in this work.
5.2.1 Detection of Players in Offside Position
One of the most delicate infractions in a football match is the offside position, since it has a
huge impact on the final match result. In several occasions, the offside position is very difficult
to determine, hence the chances of incorrectly disallowing or incorrectly allowing a goal might
be high.
However, if we successfully calibrate the camera for the image taken in the moment in which the
final pass is done, we can easily draw vertical lines on the image passing through the position of
given players and tell if any is in offside position. We can observe two examples in Figure 5.5.
(a) (b)
Figure 5.5: These images show the moment in which the final pass is done. Red lines mark the position
of the player who receives the pass, and yellow lines mark the position of the last defendant
5.2.2 Location of the Advertisement Fence
The fares for the advertisements displayed on the fence that surrounds the field depend on the
time and quality with which these are displayed on TV. Therefore, during the broadcast of a
football match an operator is required to manually determine whether the ad fence is visible or
not and to evaluate the quality, i.e., legibility, of every advertisement. One of the goals of the
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i3media project is the automation of this process, and the location of the advertisement fence
on a given image is one of the steps required.
Provided that the real-world model of the ad fence is known, we can use the camera parameters
to synthesize it on the image, and obtain a mask that allows us to remove all elements on the
image except the ad fence. We can observe some examples in Figure 5.6.
(a) Wide penalty shot (b) Penalty shot
(c) Penalty shot, incomplete ad fence (d) Midfield shot
Figure 5.6: Advertisement fence location
5.2.3 Measuring the Distance between Two Points
The following application computes the distance between two points in the image in the real-
world. To do so, we will compute the real world coordinates of the two image points of interest,
and then compute the Euclidean distance between them. Note that both points of interest are
assumed to have the same height in the real world, and that its height is known.
Specifically, we have designed a simple Graphic User Interface in Matlab R© which allows us to
compute the distance between two points on the grass. Figure 5.7 shows screenshots of this
application.
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(a) The front line of the penalty area measures 40.32m, whereas the result of the measure is 40.0m
(b) The midfield circle radius measures 9.15m, whereas the result of the measure is 9.0m
Figure 5.7: Distance measures on the grass. The red line shows the distance being measured
Chapter 6
Conclusions and Future Work
This work provides a method to perform camera calibrations in football scenes, finding a balance
between the precision of the camera parameters and the computational costs. The kernel of the
calibration system is the use of the Hough transform to detect the field lines and ellipses; the
detection of these shapes allow us to obtain the calibration references we need to compute the
camera parameters.
The algorithm is divided in two conceptual parts: a common processing part in which the line
draft estimation is extracted and the Hough transform is conducted; and a specific part in
which the algorithm focuses in two kinds of shot, penalty and midfield, for which a particular
calibration strategy is provided. This organization allows a modular expansion of the algorithm
for additional kinds of shot in which the two specific calibration strategies will have an important
role; since they cover the calibration reference extraction for all the shapes painted on the grass
in a football field, and provide a solution to calibrate the camera with the mentioned references.
The numerical results we have obtained validate the camera calibration algorithm presented in
this work; specifically, the use of the Hough transform to detect and parameterize the field lines,
the use of the same Hough transform to detect and extract information about the circles, the
two strategies developed to calibrate each of the targeted shots, and the use of a pin-hole camera
calibration model for the purposes of this project.
Future lines of work can be classified into four different groups. The first group includes im-
provements of the current state of the algorithm, such as:
• Improving the instance classification algorithm by studying the growth patterns of their
clusters as the threshold drops1.
• Improving the location of the ellipse extreme points for midfield shots.
1Using a similar strategy to the one followed in Section 4.1.1
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• Delaying the classification between horizontal and vertical instances until the matching in
penalty shots.
• Improving the vanishing point computation by forcing the fulfillment of additional math-
ematical conditions2.
The second group is devoted to the expansion of the algorithm features by implementing calibra-
tion strategies for additional kinds of shot, for instance, the ones shown in Figure 2.42. Ideally,
the algorithm should be able to handle any kind of shot in which the field lines are visible.
The third line of future work is devoted to take advantage of the temporal redundancy that can
be found in a sequence of images that come from a video, that is, consecutive frames in a video
show very little differences, and this fact might allow us to greatly simplify and speed up the
whole calibration process. We propose the strategies described in Chapter 6 of [1] as a starting
point for this future line of work.
In some occasions, the real-world position of the cameras will be known. Therefore, the fourth
line of future work is to adapt the code to use additional a priori information whenever it is
available to improve the calibration results.
These four lines of future work will be developed by the author of this work.
2As Equation 4.10 in Section 4.4.2
Appendix A
Zoomwise Shot Classification
On several occasions, this dissertation refers to a series of shots depending on the zoom level
of the camera. We can split the images into three groups: close-up, mid and wide. Close-up
shots offer a detailed image and present thick field lines, for instance, an individual move near
to the goal. Mid shots give a wider view of the field, but are still focused on a specific sector,
for instance, focused on the sideline and surroundings. Wide shots usually offer a panoramic
view in which both sidelines are depicted, for instance, a goal kick.
Since these are important for the text comprehension, an example of each shot is shown in
Figure A.1.
(a) Close-up shot (b) Mid shot (c) Wide shot
Figure A.1: Zoomwise shot classification
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