Abstract
Introduction
The goal of non-uniform blind image deblurring is to remove the undesired blur caused by the camera motion and the scene dynamics [14, 23, 16] . Prior to the success of deep learning, conventional deblurring methods used to employ a variety of constraints or regularizations to approximate the motion blur filters, involving an expensive non-convex nonlinear optimization. Moreover, the commonly used assumption of spatially-uniform blur kernel is overly restrictive, resulting in a poor deblurring of complex blur patterns.
Deblurring methods based on Deep Convolutional Neural Networks (CNNs) [9, 20] learn the regression between a blurry input image and the corresponding sharp image in an Runtime (ms) 1 10 100 1000 10000 100000 1000000 1000000
Real-Time Figure 1 . The PSNR vs. runtime of state-of-the-art deep learning motion deblurring methods and our method on the GoPro dataset [14] . The blue region indicates real-time inference, while the red region represents high performance motion deblurring (over 30 dB). Clearly, our method achieves the best performance at 30 fps for 1280 × 720 images, which is 40× faster than the very recent method [23] . A stacked version of our model further improves the performance at a cost of somewhat increased runtime.
end-to-end manner [14, 23] . To exploit the deblurring cues at different processing levels, the "coarse-to-fine" scheme has been extended to deep CNN scenarios by a multi-scale network architecture [14] and a scale-recurrent architecture [23] . Under the "coarse-to-fine" scheme, a sharp image is gradually restored at different resolutions in a pyramid. Nah et al. [14] demonstrated the ability of CNN models to remove motion blur from multi-scale blurry images, where a multi-scale loss function is devised to mimic conventional coarse-to-fine approaches. Following a similar pipeline, Tao et al. [23] share network weights across scales to improve training and model stability, thus achieving highly effective deblurring compared with [14] . However, there still exist major challenges in deep deblurring:
• Under the coarse-to-fine scheme, most networks use a large number of training parameters due to large filter sizes. Thus, the multi-scale and scale-recurrent methods result in an expensive runtime (see Fig. 1 ) and struggle to improve deblurring quality.
• Increasing the network depth for very low-resolution input in multi-scale approaches does not seem to improve the deblurring performance [14] . In this paper, we address the above challenges with the multi-scale and scale-recurrent architectures. We investigate a new scheme which exploits the deblurring cues at different scales via a hierarchical multi-patch model. Specifically, we propose a simple yet effective multi-level CNN model called Deep Multi-Patch Hierarchical Network (DMPHN) which uses multi-patch hierarchy as input. In this way, the residual cues from deblurring local regions are passed via residual-like links to the next level of network dealing with coarser regions. Feature aggregation over multiple patches has been used in image classification [11, 3, 13, 8] . For example, [11] proposes Spatial Pyramid Matching (SPM) which divides images into coarse-to-fine grids in which histograms of features are computed. In [8] , a second-order fine-grained image classification model uses overlapping patches for aggregation. Sun et al. [22] learned a patch-wise motion blur kernel through a CNN for restoration via an expensive energy optimization.
The advantages of our network are twofold: 1) As the inputs at different levels have the same spatial resolution, we can apply residual-like learning which requires small filter sizes and leads to a fast inference; 2) We use an SPM-like model which is exposed to more training data at the finest level due to relatively more patches available for that level.
In addition, we have observed a limitation to stacking Comparison between different network architectures (a) multi-scale [14] , (b) scale-recurrent [23] and (c) our hierarchical multi-patch architecture. We do not employ any skip or recurrent connections which simplifies our model. Best viewed in color.
depth on multi-scale and multi-patch models, thus increasing the model depth by introducing additional coarser or finer grids cannot improve the overall deblurring performance of known models. To address this issue, we present two stacked versions of our DMPHN, whose performance is higher compared to current state-of-the-art deblurring methods. Our contributions are summarized below:
I. We propose an end-to-end CNN hierarchical model akin to Spatial Pyramid Matching (SPM) that performs deblurring in the fine-to-coarse grids thus exploiting multi-patch localized-to-coarse operations. Each finer level acts in the residual manner by contributing its residual image to the coarser level thus allowing each level of network focus on different scales of blur.
II. We identify the limitation to stacking depth of current deep deblurring models and introduce novel stacking approaches which overcome this limitation.
III. We perform baseline comparisons in the common testbed (where possible) for fair comparisons. IV. We investigate the influence of weight sharing between the encoder-decoder pairs across hierarchy levels, and we propose a memory-friendly variant of DMPHN. Our experiments will demonstrate clear benefits of our SPM-like model in motion deblurring. To the best of our knowledge, our CNN model is the first multi-patch take on blind motion deblurring and DMPHN is the first model that supports deblurring of 720p images real-time (at 30fps).
Related Work
Conventional image deblurring methods [1, 5, 24, 12, 17, 6, 4, 19] fail to remove non-uniform motion blur due to the use of spatially-invariant deblurring kernel. Moreover, their complex computational inference leads to long processing times, which cannot satisfy the ever-growing needs for realtime deblurring.
Deep Deblurring. Recently, CNNs have been used in nonuniform image deblurring to deal with the complex motion blur in a time-efficient manner [25, 22, 14, 18, 15, 21] . Xu et al. [25] proposed a deconvolutional CNN which removes blur in non-blind setting by recovering a sharp image given the estimated blur kernel. Their network uses separable kernels which can be decomposed into a small set of filters. Sun et al. [22] estimated and removed a non-uniform motion blur from an image by learning the regression between 30×30 image patches and their corresponding kernels. Subsequently, the conventional energy-based optimization is employed to estimate the latent sharp image.
Su et al. [21] presented a deep learning framework to process blurry video sequences and accumulate information across frames. This method does not require spatiallyaligned pairs of samples. Nah et al. [14] exploited a multiscale CNN to restore sharp images in an end-to-end fashion from images whose blur is caused by various factors. A multi-scale loss function is employed to mimic the coarseto-fine pipeline in conventional deblurring approaches.
Recurrent Neural Network (RNN) is a popular tool employed in deblurring due to its advantage in sequential information processing. A network consisting of three deep CNNs and one RNN, proposed by [26] , is a prominent example. The RNN is applied as a deconvolutional decoder on feature maps extracted by the first CNN module. Another CNN module learns weights for each layer of RNN. The last CNN module reconstructs the sharp image from deblurred feature maps. Scale-Recurrent Network (SRNDeblurNet) [23] uses ConvLSTM cells to aggregate feature maps from coarse-to-fine scales. This shows the advantage of RNN units in non-uniform image deblurring task.
Generative Adversarial Nets (GANs) have also been employed in deblurring due to their advantage in preserving texture details and generating photorealistic images. Kupyn et al. [10] presented a conditional GAN which produces high-quality delburred images via the Wasserstein loss.
Our Framework
In this paper, we propose to exploit the multi-patch hierarchy for efficient and effective blind motion deblurring. The overall architecture of our proposed DMPHN network is shown in Fig. 2 fro which we use the (1-2-4-8) model (explained in Sec. 3.2) as an example. Our network is inspired by coarse-to-fine Spatial Pyramid Matching [11] , which has been used for scene recognition [8] to aggregate multiple image patches for better performance. In contrast to the expensive inference in multi-scale and scale-recurrent network models, our approach uses residual-like architecture, thus requiring small-size filters which result in fast processing. The differences between [14, 23] and our network architecture are illustrated in Fig. 3 . Despite our model uses a very simple architecture (skip and recurrent connections have been removed), it is very effective. In contrast to [14] which uses deconvolution/upsampling links, we use operations such as feature map concatenations, which are possible due to the multi-patch setup we propose.
Encoder-decoder Architecture
Each level of our DMPHN network consists of one encoder and one decoder whose architecture is illustrated in Fig. 4 . Our encoder consists of 15 convolutional layers, 6 residual links and 6 ReLU units. The layers of decoder and encoder are identical except that two convolutional layers are replaced by deconvolutional layers to generate images.
The parameters of our encoder and decoder amount to 3.6 MB due to residual nature of our model which contributes significantly to the fast deblurring runtime. By contrast, the multi-scale deblurring network in [14] has 303.6 Mb parameters which results in the expensive inference.
Network Architecture
The overall architecture of our DMPHN network is depicted in Fig. 2 , in which we use the (1-2-4-8) model for illustration purposes. Notation (1-2-4-8) indicates the numbers of image patches from the coarsest to the finniest level i.e., a vertical split at the second level, 2 × 2 = 4 splits at the third level, and 2 × 4 = 8 splits at the fourth level.
We denote the initial blurry image input as B 1 , while B ij is the j-th patch at the i-th level. Moreover, F i and G i are the encoder and decoder at level i, C ij is the output of G i for B ij , and S ij represents the output patches from G i .
Each level of our network consists of an encoder-decoder pair. The input for each level is generated by dividing the original blurry image input B 1 into multiple nonoverlapping patches. The output of both encoder and decoder from lower level (corresponds to finer grid) will be added to the upper level (one level above) so that the top level contains all information inferred in the finer levels. Note that the numbers of input and output patches at each level are different as the main idea of our work is to make the lower level focus on local information (finer grid) to produce residual information for the coarser gird (obtained by concatenating convolutional features). 
Then, we concatenate adjacent features (in the spatial sense) to obtain a new feat. representation C * 4,j , which is of the same size as the conv. feat. representation at level 3:
where ⊕ denotes the concatenation operator. The concatenated feature representation C * 4,j is passed through the encoder G 4 to produce S 4,j = G 4 (C * 4,j ). Next, we move one level up to level 3. The input of F 3 is formed by summing up S 4,j with the sliced patches B 3,j . Once the output of F 3 is produced, we add to it C * 4,j :
At level 3, we concatenate the feature representation of level 3 to obtain C * 3,j and pass it through G 3 to obtain S 3,j :
Note that features at all levels are concatenated along spatial dimension: imagine neighboring patches being concatenated to form a larger "image".
At level 2, our network takes two image patches B 2,1 and B 2,2 as input. We update B 2,j so that B 2,j := B 2,j + S 3,j and pass it through F 2 :
The residual map at level 2 is given by:
At level 1, the final deblurred output S 1 is given by:
Different from approaches [14, 23] that evaluate the Mean Square Error (MSE) loss at each level, we evaluate the MSE loss only at the output of level 1 (which resembles res. network). The loss function of DMPHN is given as:
where G denotes the ground-truth sharp image. Due to the hierarchical multi-patch architecture, our network follows the principle of residual learning: the intermediate outputs at different levels S i capture image statistics at different scales. Thus, we evaluate the loss function only at level 1. We have investigated the use of multi-level MSE loss, which forces the outputs at each level to be close to the ground truth image. However, as expected, there is no visible performance gain achieved by using the multi-scale loss. Figure 6 . Deblurring results. Red block contains the blurred subject, blue and green are the results for [14] and [23] , respectively, yellow block indicates our result. As can be seen, our method produces the sharpest and most realistic facial details.
Stacked Multi-Patch Network
As reported by Nah et al. [14] and Tao et al. [23] , adding finer network levels cannot improve the deblurring performance of the multi-scale and scale-recurrent architectures. For our multi-patch network, we have also observed that dividing the blurred image into ever smaller grids does not further improve the deblurring performance. This is mainly due to coarser levels attaining low empirical loss on the training data fast thus excluding the finest levels from contributing their residuals.
In this section, we propose a novel stacking paradigm for deblurring. Instead of making the network deeper vertically (adding finer levels into the network model, which increases the difficulty for a single worker), we propose to increase the depth horizontally (stacking multiple network models), which employs multiple workers (DMPHN) horizontally to perform deblurring.
Network models can be cascaded in numerous ways. In Moreover, we investigate a reversed direction of information flow, and propose a Stacked v-shape "top-bottomtop" multi-patch hierarchical network (Stack-VMPHN). We will show in our experiments that the Stack-VMPHN outperforms DMPHN. The architecture of Stack-VMPHN is shown in Fig. 5 (bottom) . We evaluate the MSE loss at the output of each sub-model of Stack-VMPHN.
The Stack-VMPHN is built from our basic DMPHN units and it can be regarded as a reversed version of Stack(2)-DMPHN (2 stands for stacking of two submodels). In Stack-DMPHN, processing starts from the bottom level and ends at the top-level, then the output of the top-level is forwarded to the bottom level of next model. However, VMPHN begins from the top level, reaches the bottom level, and then it proceeds back to the top level.
The objective to minimize for both Stack-DMPHN and Stack-VMPHN is simply given as:
where N is the number of sub-models used, S i is the output of sub-model i, and G is the ground-truth sharp image. Our experiments will illustrate that these two stacked networks improve the deblurring performance. Although our stacked architectures use DMPHN units, we believe they are generic frameworks-other deep deblurring methods can be stacked in the similar manner to improve their performance. However, the total processing time may be unacceptable if a costly deblurring model is employed for the basic unit. Thanks to fast and efficient DMPHN units, we can control the runtime and size of stacking networks within a reasonable range to address various applications.
Network Visualization
We visualize the outputs of our DMPHN unit in Fig. 7 to analyze its intermediate contributions. As previously explained, DMPHN uses the residual design. Thus, finer levels contain finer but visually less important information compared to the coarser levels. In Fig. 7 , we illustrate outputs S i of each level of DMPHN (1-2-4-8) . The information contained in S 4 is the finest and most sparse. The outputs become less sparse, sharper and richer in color as we move up level-by-level. For the stacked model, the output of every sub-model is optimized level-by-level, which means the first output has the poorest quality and the last output achieves the best performance. Fig. 8 presents the outputs of Stack(3)-DMPHN (3 sub-models stacked together) to demonstrate that each sub-model gradually improves the quality of deblurring. 
Implementation Details
All our experiments are implemented in PyTorch and evaluated on a single NVIDIA Tesla P100 GPU. To train DMPHN, we randomly crop images to 256×256 pixel size. Subsequently, we extract patches from the cropped images and forward them to the inputs of each level. The batch size is set to 6 during training. The Adam solver [7] is used to train our models for 3000 epochs. The initial learning rate is set to 0.0001 and the decay rate to 0.1. We normalize image to range [0, 1] and subtract 0.5. Table 1 . Quantitative analysis of our model on the GoPro dataset [14] . Size and Runtime are expressed in MB and seconds. The reported time is the CNN runtime (writing generated images to disk is not considered). Note that we employ (1-2-4) hierarchical unit for both Stack-DMPHN and Stack-VMPHN. We did not investigate deeper stacking networks due to the GPU memory limits and long training times. Table 2 . The baseline performance of multi-scale and multi-patch methods on the GoPro dataset [14] . Note that DMSN(1) and DM-PHN(1) are in fact the same model. Models PSNR SSIM Runtime Nah et al. [14] 29.23 0.9162 4300 DMSN (1) 28.70 0.9131 4 DMPHN(1) DMSN (2) 28.82 0.9156 21 DMPHN (1-2) 29.77 0.9286 9 DMSN (3) 28.97 0.9178 27 DMPHN (1-2-4) 30.21 0.9345  17 4. Experiments
Models

Dataset
We train/evaluate our methods on several versions of the GoPro dataset [14] and the VideoDeblurring dataset [21] . GoPro dataset [14] consists of 3214 pairs of blurred and clean images extracted from 33 sequences captured at 720×1280 resolution. The blurred images are generated by averaging varying number (7-13) of successive latent frames to produce varied blur. For a fair comparison, we follow the protocol in [14] , which uses 2103 image pairs for training and the remaining 1111 pairs for testing. VideoDeblurring dataset [21] contains videos captured by various devices, such as iPhone, GoPro and Nexus. The quantitative part has 71 videos. Every video consists of 100 frames at 720×1280 resolution. Following the setup in [21] , we use 61 videos for training and the remaining 10 videos for testing. In addition, we evaluate the model trained on the GoPro dataset [14] on the VideoDeblurring dataset to evaluate the generalization ability of our methods.
Evaluation Setup and Results
We feed the original high-resolution 720×1280 pixel images into DMPHN for performance analysis. The PSNR, SSIM, model size and runtime are reported in Table 1 for an in-depth comparison with competing state-of-the-art motion deblurring models. For stacking networks, we employ (1-2-4) multi-patch hierarchy in every model unit considering the runtime and difficulty of training. Performance. As illustrated in Table 1 , our proposed DM-PHN outperforms other competing methods according to PSNR and SSIM, which demonstrates the superiority of non-uniform blur removal via the localized information our model uses. The deepest DMPHN we trained and evaluated is (1-2-4-8-16) due to the GPU memory limitation. The best performance is obtained with (1-2-4-8) model, for which PSNR and SSIM are higher compared to all current stateof-the-art models. Note that our model is simpler than other competing approaches e.g., we do not use recurrent units. We note that patches that are overly small (below 1/16 size) are not helpful in removing the motion blur. Table 3 . Quantitative analysis (PSNR) on the VideoDeblurring dataset [21] for models trained on GoPro dataset. PSDeblur means using Photoshop CC 2015. We select the "single frame" version of approach [21] The deblurred images from the GoPro dataset are shown in Fig. 6 and 9 . In Fig. 6 , we show the deblurring performance of different models for an image containing heavy motion blur. We zoom in the main object for clarity. In Fig. 9 , we select the images of different scenes to demonstrate the advantages of our model. As can be seen, our DMPHN produces the sharpest details in all cases. Runtime. In addition to the superior PSNR and SSIM of our model, to the best of our knowledge, DMPHN is also the first deep deblurring model that can work in real-time. For example, DMPHN (1-2-4-8) takes 30ms to process a 720×1280 image, which means it supports real-time 720p image deblurring at 30fps. However, there are runtime overheads related to I/O operations, so the real-time deblurring application requires fast transfers from a video grabber to GPU, larger GPU memory and/or an SSD drive, etc.
The following factors contribute to our fast runtime: i) shallower encoder-decoder with smal-size convolutional filters; ii) removal of unnecessary links e.g., skip or recurrent connections; iii) reduced number of upsampling/deconvolution between convolutional features of different levels. Baseline Comparisons. Although our model has a much better performance than the multi-scale model [14] , it is an unfair comparison as network architectures of our proposed model and [14] differ significantly. Compared with [14] , which uses over 303.6MB parameters, we apply much shallower CNN encoders and decoders with the model size 10× smaller. Thus, we create a Deep Multi-Scale Network (DMSN) that uses our encoder-decoder following the setup in [14] for the baseline comparison (sanity check) between multi-patch and multi-scale methods. As shown in Table 2 , the PSNR of DMSN is worse than [14] , which is expected due to our simplified CNN architecture. Compared with our DMPHN, the best result obtained with DMSN is worse than the DMPHN(1-2) model. Due to the common testbed, we argue that the performance of DMSN and DMHPN reported by us is the fair comparison of the multi-patch hierarchical and multi-scale models [14] . Weight Sharing. Below, we investigate weight sharing between the encoder-decoder pairs of all levels of our network to reduce the number of parameters in our model. Table 4 shows that weight sharing results in a slight loss of performance but reduces the number of parameters significantly.
Conclusions
In this paper, we address the challenging problem of nonuniform motion deblurring by exploiting the multi-patch SPM-and residual-like model as opposed to the widely used multi-scale and scale-recurrent architectures. Based on oru proposition, we devised an end-to-end deep multi-patch hierarchical deblurring network. Compared against existing deep deblurring frameworks, our model achieves the stateof-the-art performance (according to PSNR and SSIM) and is able to run at 30fps for 720p images. Our work provides an insight for subsequent deep deblurring works regarding efficient deblurring. Our stacked variants Stack(4)-DMPHN and Stack(2)-VMPHN further improved results over both shallower DMPHN and competing approaches while being ∼4× faster than the latter methods. Our stacking architecture appears to have overcome the limitation to stacking depth which other competing approaches exhibit. Figure 9 . Deblurring performance on the blurry images from the GoPro and the VideoDeblurring datasets. The first column contains the original blurry images, the second column is the result of [14] , the third column is the result of [23] . Our results are presented in the last column. As can be seen, our model achieves the best performance across different scenes.
