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This paper mainly deals with the multidimensional hydrodynamic model for semiconduc-
tors. Inspired by the previous papers [Y. Shizuta, S. Kawashima, Systems of equations of
hyperbolic–parabolic type with applications to the discrete Boltzmann equation, Hokkaido
Math. J. 14 (1985) 249–275; S. Kawashima, W.-A. Yong, Dissipative structure and entropy
for hyperbolic systems of balance laws, Arch. Ration. Mech. Anal. 174 (2004) 345–364;
W.-A. Yong, Entropy and global existence for hyperbolic balance laws, Arch. Ration. Mech.
Anal. 172 (2004) 247–266], we develop some new frequency-localization estimates to es-
tablish the global existence and exponential stability of (small) classical solutions in a class
of critical Besov spaces, which are different from estimates in our recent paper [D.Y. Fang,
J. Xu, T. Zhang, Global exponential stability of classical solutions to the hydrodynamic
model for semiconductors, Math. Models Methods Appl. Sci. 17 (2007) 1507–1530]. Fur-
thermore, this new method can also be applied to the multidimensional Euler equations
with damping. The analytic tool used is the Littlewood–Paley decomposition.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The increasing demand on semiconductors devices has led to the necessity of a deep and detailed understanding on
the mathematical theory of various charge-carrier transport models. Among them, the hydrodynamic model can capture
more physical phenomena that occur in submicron devices or in the presence of high electric ﬁelds than the classical
drift-diffusion model and therefore has attracted much attention. After an appropriate scaling, it is given by the following
form ⎧⎪⎪⎨⎪⎪⎩
nt + ∇ · (nu) = 0,
(nu)t + ∇ · (nu⊗ u) + ∇p(n) = n∇Φ − nu
τ
,
λ2Φ = n− n¯, Φ → 0 as |x| → +∞,
(1.1)
for (t, x) ∈ [0,+∞)×RN (N  2). Here, n is the electron density, u= (u1,u2, . . . ,uN ) ( denotes transpose) is the electron
velocity and Φ is the electrostatic potential. p(n) is the pressure function satisfying the usual γ -law
p(n) = Anγ , (1.2)
where A > 0 is some physical constant. In this case, the model is called isothermal if γ = 1 and isentropic if γ > 1. The
parameters λ, τ > 0 are the (scaled) constants for the Debye length and the momentum relaxation time. The constant
✩ This work is supported by NUAA’s Scientiﬁc Fund for the Introduction of Qualiﬁed Personnel.
E-mail addresses: jiangxu_79@nuaa.edu.cn, jiangxu_79@yahoo.com.cn.0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.11.003
J. Xu / J. Math. Anal. Appl. 351 (2009) 682–693 683n¯ > 0 stands for the density of positively charged background ions. Such a model is sometimes called an Euler–Poisson
equations. It can be derived from the Boltzmann–Poisson equations by applying a moment expansion and appropriate
closure conditions (see [20] for details).
The system (1.1) is supplemented by the initial conditions for n and u:
(n,u)(x,0) = (n0,u0)(x), x ∈ RN . (1.3)
In this paper, we consider the Cauchy problem (1.1)–(1.3) and study the global well-posedness and exponential stability of
classical solutions on the framework of Besov space.
To our knowledge, (1.1) has been studied by many authors, both in the stationary case and in the evolution case. Their
contributions in mathematical analysis focused on the well-posedness of steady state solutions, global existence of classical
or entropy weak solutions, large time behavior of classical solutions, asymptotic limit problems and so on, we refer to
[1,3,5–11,13,17,19,23] and references therein. Physically, it is more important and more interesting to study (1.1)–(1.3) in
several space dimensions (N  2). However, up to now, only partial results are available. This comes from the fact that the
theory on weak entropy solutions for hyperbolic system of isentropic gas dynamics is only well developed in one space
dimension (see [16]). In what follows, we list some papers on the development of the global existence and large time
behavior of (small) smooth solutions.
Hsiao and Wang et al. [11,23] studied the spherically symmetrical solutions to (1.1)–(1.3) with γ = 1, Ω = {x ∈ RN | 0 <
R1  |x| R2 < +∞} and γ > 1, Ω = {x ∈ RN | |x| R1 > 0}, respectively. Guo [8] investigated the irrotational Euler–Poisson
equation (N = 3) without relaxation and constructed global smooth irrotational solutions based on the Klein–Gordon effect,
which decay to the equilibrium state uniformly as (1 + t)−p (1 < p < 3/2). Subsequently, Hsiao, Markowich and Wang [9]
dealt with the multidimensional unbounded domain problem (N = 2,3) without any geometrical assumptions. Using the
ideas from extended thermodynamics, Alì and Jüngel [1] generalized their results in [9] to be valid in any space dimension.
These results mentioned above are all established on the framework of Sobolev space H(RN ) and the regularity index is
required to be high ( > 1+ N/2,  ∈ Z), when one deals with them by classical analysis means.
Recently, we [5] employed the low- and high-frequency decomposition methods and established the global existence
and exponential stability of classical solutions to (1.1)–(1.3) in the critical Besov space B1+N/22,1 (RN ). From [5], we can see
that the Poisson equation plays a key role in the low frequency estimates, which leads to the exponential decay of classical
solutions. This fact cannot be explained by the classical analysis means. In the present paper, we adopt a different idea to
establish the global existence and exponential stability of (small) solutions to (1.1)–(1.3). Precisely, in [15,21,24], there is
an important skew-symmetry lemma for generally symmetric hyperbolic–parabolic systems (also including generally sym-
metric hyperbolic systems) with a source term, which is used to derive a priori estimates on global solutions. Hence, we
apply their strategy to the system (1.1)–(1.3), since (1.1) can be transformed into a symmetric hyperbolic system (see Sec-
tion 3), and develop some new frequency-localization estimates, for details, see Lemmas 4.2–4.4 and Lemmas 4.6–4.7. For
notational simplicity, we set the physical constant τ ,λ to be one. As the initial data are a small perturbation near the equi-
librium (n¯,0,0), we establish the following global existence and exponential stability of classical solutions to (1.1)–(1.3) (set
e= ∇Φ).
Theorem 1.1. Suppose that n0 − n¯,u0 and e0 ∈ Bσ2,1(RN ) (σ = 1+ N/2). There exists a positive constant δ0 such that if∥∥(n0 − n¯,u0,e0)∥∥Bσ2,1(RN )  δ0,
then there exists a unique global solution (n,u,e) of the system (1.1)–(1.3) satisfying
(n,u,e) ∈ C1([0,∞) × RN)
and
(n − n¯,u,e) ∈ C([0,∞), Bσ2,1(RN))∩ C1([0,∞), Bσ−12,1 (RN)).
Moreover, the decay estimate holds∥∥(n − n¯,u,e)(·, t)∥∥Bσ2,1(RN )  C0∥∥(n0 − n¯,u0,e0)∥∥Bσ2,1(RN ) exp(−μ0t), t  0,
where μ0 , C0 are some positive constants and e0 := ∇−1(n0 − n¯).
Remark 1.1. The symbol ∇−1 means
∇−1 f =
∫
RN
∇xG(x− y) f (y)dy,
where G(x, y) is a solution to xG(x, y) = δ(x− y) with x, y ∈ RN .
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classical solutions for hyperbolic symmetric systems in [14,18], and established a local existence result of classical solutions
to (1.1)–(1.3) on the framework of critical Besov space, see [5,12] for more details.
Remark 1.3. Theorem 1.1 relies on a crucial a priori estimate and the standard continuation argument. Here, we present
a new proof of a priori estimates by the high- and low-frequency decomposition methods, which is different from that in
[5]. Let us mention that, it is not diﬃcult to see that our new methods can also be applied to study the multidimensional
Euler equations with damping in [4,22], and obtain the corresponding global existence result, which is given by Appendix A.
Therefore, this work can be regarded as a supplement to the global well-posedness theory of classical solutions for sym-
metric hyperbolic systems.
This paper is organized as follows. For clarity, in Section 2, we ﬁrst give some deﬁnitions and useful lemmas on the
Littlewood–Paley decomposition theory and Besov space. And in Section 3, we rewrite the hydrodynamic model (1.1) as
a symmetric hyperbolic system in order to obtain the effective a priori estimates. Then in Section 4, based on the skew-
symmetry lemma, we deduce a crucial a priori estimate under a smallness assumption, which is used to achieve the global
existence and exponential stability of classical solutions. Finally, in Appendix A, we present a global existence theorem of
classical solutions to the Euler equations with damping, which can be proved by using the methods introduced in this paper.
Throughout this paper, the symbol C denotes a generic constant, f ≈ g means that f  Cg and g  C f . All functional
spaces are considered in RN , so we may omit the space dependence for simplicity.
2. Littlewood–Paley analysis
In this section, we review brieﬂy the Littlewood–Paley decomposition theory and the characterization of Besov space, for
details, see e.g. [2] or [5].
Let S be the Schwarz class. (ϕ,χ) is a couple of smooth functions valued in [0,1] such that ϕ is supported in the shell
C(0, 34 ,
8
3 ) = {ξ ∈ RN | 34  |ξ | 83 }, χ is supported in the ball B(0, 43 ) = {ξ ∈ RN | |ξ | 43 } and
χ(ξ) +
∞∑
q=0
ϕ
(
2−qξ
)= 1, q ∈ Z, ξ ∈ RN .
For f ∈ S ′ (denote the set of temperate distributions which is the dual one of S), one can deﬁne the nonhomogeneous
dyadic blocks as follows:
−1 f := χ(D) f = h˜ ∗ f with h˜ = F−1χ,
q f := ϕ
(
2−qD
)
f = 2qN
∫
h
(
2q y
)
f (x− y)dy with h = F−1ϕ, if q 0,
where ∗, F−1 represent the convolution operator and the inverse Fourier transform, respectively. The nonhomogeneous
Littlewood–Paley decomposition is
f =
∑
q−1
q f in S ′.
Deﬁne the low frequency cut-off by
Sq f :=
∑
pq−1
p f .
Obviously, S0 f = −1 f . Based on the above Littlewood–Paley decomposition, we introduce the deﬁnition of Besov space.
Deﬁnition 2.1. Let 1 p ∞ and s ∈ R. For 1 r < ∞, the Besov spaces Bsp,r are deﬁned by
f ∈ Bsp,r ⇔ ‖ f ‖Bsp,r =
( ∑
q−1
(
2qs‖q f ‖Lp
)r) 1r
< ∞
and Bsp,∞ are deﬁned by
f ∈ Bsp,∞ ⇔ ‖ f ‖Bsp,∞ = sup
q−1
2qs‖q f ‖Lp < ∞.
In subsequent analysis, Bernstein’s inequality will be used, for clarity, we put it into a lemma.
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and f ∈ La, we have
SuppF f ⊂ B(0, R1λ) ⇒ sup
|α|=k
∥∥∂α f ∥∥Lb  Ck+1λk+N( 1a − 1b )‖ f ‖La ,
SuppF f ⊂ C(0, R1λ, R2λ) ⇒ C−k−1λk‖ f ‖La  sup
|α|=k
∥∥∂α f ∥∥La  Ck+1λk‖ f ‖La .
Here, F f (or fˆ = ∫
RN
f (x)exp(−ix · ξ)dx) represents the Fourier transform on f .
Finally, we state a result of continuity for the composition to end this section.
Proposition 2.1. Let 1  p, r ∞, I be open interval of R. Let s > 0 and n be the smallest integer such that n  s. Let F : I → R
satisfy F (0) = 0 and F ′ ∈ Wn,∞(I;R). Assume that v ∈ Bsp,r takes values in J  I . Then F (v) ∈ Bsp,r and there exists a constant C
depending only on s, I, J and N such that∥∥F (v)∥∥Bsp,r  C(1+ ‖v‖L∞)n‖F ′‖Wn,∞(I)‖v‖Bsp,r .
3. Reformulation and local existence
In this section, we reformulate (1.1)–(1.3) in order to obtain the effective a priori estimates by the low- and high-
frequency decomposition methods.
For the isentropic case (γ > 1), by deﬁning the sound speed
ψ(n) =√p′(n),
and the sound speed ψ¯ = ψ(n¯) at a background density n¯, similar to that in [22], we set
m = 2
γ − 1
(
ψ(n) − ψ¯).
Then (1.1) can be transformed into the symmetric hyperbolic form
∂tW +
N∑
j=1
A j(u)∂x j W =
( − γ−12 mdivu
−u− γ−12 m∇m+ e
)
, (3.1)
coupled with the dynamic electron ﬁeld equation
dive= H(m), (3.2)
where
W =
(
m
u
)
, A j(u) =
(
u j ψ¯ej
ψ¯e j u j IN×N
)
(IN×N denotes the unit matrix of order N
and e j is N-dimensional vertor where the jth component is one, others are zero),
and H(m) = {(Aγ )− 12 ( γ−12 m+ ψ¯)}
2
γ−1 − n¯ is a smooth function on the domain {m | γ−12 m+ ψ¯ > 0} satisfying H(0) = 0. The
initial data (1.3) become into
(m,u,e)|t=0 = (m0,u0,e0) (3.3)
with
m0 = 2
γ − 1
(
ψ(n0) − ψ¯
)
and e0 = ∇−1(n0 − n¯).
Remark 3.1. The variable change is from the open set {(n,u,e) ∈ (0,+∞) × RN × RN} to the open set {(m,u,e) ∈
R × RN × RN | γ−12 m + ψ¯ > 0}. It is easy to show that for classical solutions (n,u,e) away from vacuum, (1.1)–(1.3) is
equivalent to (3.1)–(3.3) with γ−12 m+ ψ¯ > 0.
For the isothermal case (γ = 1), we introduce the enthalpy function H(n) = A lnn (n > 0), and set
m˜(t, x) = 1√ (H(n(t, x))− H(n¯)).
A
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∂t W˜ +
N∑
j=1
A˜ j(u)∂x j W˜ =
(
0
−u+ e
)
, (3.4)
coupled with the dynamic electron ﬁeld equation
dive= H(m˜), (3.5)
where
W˜ =
(
m˜
u
)
, A˜ j(u) =
(
u j
√
Aej√
Ae j u j IN×N
)
and H(m˜) = n¯{exp(A− 12 m˜) − 1} is a smooth function on the domain {m˜ | −∞ < m˜ < +∞} satisfying H(0) = 0. The corre-
sponding initial data are as follows:
(m˜,u,e)|t=0 =
(
A
1
2 (lnn0 − ln n¯),u0,e0
) (
e0 = ∇−1(n0 − n¯)
)
. (3.6)
Remark 3.2. The variable change is from the open set {(n,u,e) ∈ (0,+∞) × RN × RN } to the whole space {(m˜,u,e) ∈ R ×
RN × RN }. It is easy to show that for classical solutions (n,u,e) away from vacuum, (1.1)–(1.2) is equivalent to (3.4)–(3.6).
Without loss of generality, we discuss the system (3.1)–(3.3) and prove main results, since (3.4)–(3.6) can be discussed
through a similar process.
First, we recall a local existence and uniqueness proposition of classical solutions to (3.1)–(3.3), which has been obtained
in [5].
Proposition 3.1. Suppose that (m0,u0,e0) ∈ Bσ2,1 satisfying γ−12 m0 + ψ¯ > 0, then there exist a time T0 > 0 (depending on the initial
data) and a unique solution (m,u,e) to (3.1)–(3.3) such that (m,u,e) ∈ C1([0, T0]×RN ) with γ−12 m+ ψ¯ > 0 for all t ∈ [0, T0] and
(m,u,e) ∈ C([0, T0], Bσ2,1) ∩ C1([0, T0], Bσ−12,1 ).
4. Global existence and exponential stability
In this section, we establish the following crucial a priori estimate, which is used to derive the global existence and
exponential stability of classical solutions to (3.1)–(3.3).
Proposition 4.1. There exist three positive constants δ1,C1 and μ1 such that for any T > 0, if
sup
0tT
∥∥(m,u,e)(·, t)∥∥Bσ2,1  δ1, (4.1)
then ∥∥(m,u,e)(·, t)∥∥Bσ2,1  C1∥∥(m,u,e)(·,0)∥∥Bσ2,1 exp(−μ1t), t ∈ [0, T ]. (4.2)
The main ingredients in the proof of Proposition 4.1 are the high-frequency (q 0) estimates and low-frequency (q = −1)
estimates on (m,u,e). To do this, we need some lemmas for ready.
Lemma 4.1. If (m,u,e) ∈ C([0, T ], Bσ2,1) ∩ C1([0, T ], Bσ−12,1 ) is a solution of (3.1)–(3.3) for any given T > 0, then the following
estimate holds (q−1):
1
2
d
dt
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ ‖qu‖2L2
 1
2
‖∇u‖L∞
(‖qm‖2L2 + ‖qu‖2L2)+ ∥∥[u,q] · ∇m∥∥L2‖qm‖L2 + ∥∥[u,q] · ∇u∥∥L2‖qu‖L2
+ γ − 1
2
‖∇m‖L∞‖qm‖L2‖qu‖L2 +
γ − 1
2
∥∥[m,q]∇m∥∥L2‖qu‖L2 + γ − 12 ∥∥[m,q]divu∥∥L2‖qm‖L2
+ 1
n¯
∥∥q(H(m)u)∥∥L2‖qe‖L2 (4.3)
where the commutator [ f , g] := f g − g f .
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qu, of qm and qu, respectively, after straight calculations, we can achieve (4.3), for similar details, see [5]. 
In this position, we formulate an important skew-symmetry lemma which has been well developed in [15,21,24], which
is sometimes referred to as the “Kawashima condition.”
Lemma 4.2 (Shizuta–Kawashima). For all ξ ∈ RN , ξ = 0, there exists a real skew-symmetric smooth matrix K (ξ) which is deﬁned in
the unit sphere SN−1:
K (ξ) =
(
0 ξ

|ξ |
− ξ|ξ | 0
)
, (4.4)
such that
K (ξ)
N∑
j=1
ξ j A j(0) =
(
ψ¯ |ξ | 0
0 −ψ¯ ξ⊗ξ|ξ |
)
, (4.5)
where A j is the matrix appearing in the system (3.1).
Due to the skew-symmetry structure of the system (3.1), we can develop some new frequency-localization estimates and
avoid performing the t-derivative to (3.1) as in [5].
Lemma 4.3. If (m,u,e) ∈ C([0, T ], Bσ2,1) ∩ C1([0, T ], Bσ−12,1 ) is a solution of (3.1)–(3.3) for any given T > 0, then the following
estimates hold:
(I) q 0.
1
2
d
dt
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ + ψ¯
2
22q‖qm‖2L2
 C
(
22q‖qu‖2L2 + 2q‖qW ‖L2‖qG‖L2 + 2q‖qu‖L2
∥∥q(mdivu)∥∥L2 + 2q‖qm‖L2∥∥q(m∇m)∥∥L2
+ ∥∥q(H˜(m)m)∥∥L2‖qm‖L2). (4.6)
(II) q = −1.
1
2
d
dt
Im
∫
|ξ |((̂−1W )∗K (ξ)̂−1W )dξ + (Aγ )− 12 n¯ 3−γ2 ‖−1m‖2L2
 C
(‖−1u‖2L2 + ‖−1W ‖L2‖−1G‖L2 + ‖−1u‖L2∥∥−1(mdivu)∥∥L2 + ‖−1m‖L2∥∥−1(m∇m)∥∥L2
+ ∥∥−1(H˜(m)m)∥∥L2‖−1m‖L2). (4.7)
where the function G is given in (4.9), H˜(m) = ∫ 10 H ′(ςm)dς − (Aγ )− 12 n¯ 3−γ2 is a smooth function on {m | ςm + h¯ > 0, ς ∈ [0,1]}
satisfying H˜(0) = 0.
Proof. The system (3.1) can be written as the linearized form
∂tW +
N∑
j=1
A j(0)∂x j W = G +
( − γ−12 mdivu
−u− γ−12 m∇m + e
)
, (4.8)
where
G =
N∑
j=1
{
A j(0) − A j(u)
}
∂x j W . (4.9)
Applying the operator q to the system (4.8) gives
∂tqW +
N∑
j=1
A j(0)∂x jqW = qG +
( − γ−12 q(mdivu)
−qu− γ−12 q(m∇m) + qe
)
. (4.10)
By performing the Fourier transform with respect to the space variable x for (4.10) and multiplying the resulting equation
by −i(̂qW )∗K (ξ) (∗ represents transpose and conjugate), then taking the real part of each term in the equality, we can
obtain
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(
(̂qW )
∗K (ξ) d
dt
̂qW
)
+ (̂qW )∗K (ξ)
(
N∑
j=1
ξ j A j(0)
)
̂qW
= Im((̂qW )∗K (ξ)(̂qG))− Im((̂qm) ξ|ξ | ̂qu
)
+ Im
(
(̂qm)
ξ
|ξ | ̂qe
)
+ γ − 1
2
Im
(
̂qu · ξ|ξ |
̂(q(mdivu)))− γ − 1
2
Im
(
̂qm
ξ
|ξ |
̂(q(m∇m))). (4.11)
Using the skew-symmetry of K (ξ), we have
Im
(
(̂qW )
∗K (ξ) d
dt
̂qW
)
= 1
2
d
dt
Im
(
(̂qW )
∗K (ξ)̂qW
)
. (4.12)
Substituting (4.5) into the second term on the left-hand side of (4.11), it is not diﬃcult to get
Im
(
(̂qW )
∗K (ξ) d
dt
̂qW
)
+ (̂qW )∗K (ξ)
(
N∑
j=1
ξ j A j(0)
)
̂qW
 1
2
d
dt
Im
(
(̂qW )
∗K (ξ)̂qW
)+ ψ¯ |ξ ||̂qW |2 − 2ψ¯ |ξ ||̂qu|2. (4.13)
With the help of Young inequality, the right-hand side of (4.11) can be estimated as
Im
(
(̂qW )
∗K (ξ)(̂qG)
)− Im((̂qm) ξ|ξ | ̂qu
)
+ Im
(
(̂qm)
ξ
|ξ | ̂qe
)
+ γ − 1
2
Im
(
̂qu · ξ|ξ |
̂(q(mdivu)))− γ − 1
2
Im
(
̂qm
ξ
|ξ |
̂(q(m∇m)))
 ψ¯
2
|ξ ||̂qW |2 + C|ξ | |̂qu|
2 + |̂qW ||̂qG| + C |̂qu|
∣∣ ̂(q(mdivu))∣∣
+ C |̂qm|
∣∣ ̂(q(m∇m))∣∣+ Im((̂qm) ξ|ξ | ̂qe
)
, (4.14)
where we have used the uniform boundedness of the matrix K (ξ) (ξ = 0). Combining the equality (4.11) and the inequalities
(4.13)–(4.14), we deduce
1
2
d
dt
Im
(
(̂qW )
∗K (ξ)̂qW
)+ ψ¯
2
|ξ ||̂qW |2
 C
(
|ξ | + 1|ξ |
)
|̂qu|2 + |̂qW ||̂qG| + C |̂qu|
∣∣ ̂(q(mdivu))∣∣+ C |̂qm|∣∣ ̂(q(m∇m))∣∣
+ Im
(
(̂qm)
ξ
|ξ | ̂qe
)
. (4.15)
Multiplying (4.15) by |ξ | and integrating it over RN , using Plancherel’s theorem, we obtain
1
2
d
dt
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ + ψ¯
2
‖q∇W ‖2L2
 C22q‖qu‖2L2 + C2q‖qW ‖L2‖qG‖L2 + C2q‖qu‖L2
∥∥q(mdivu)∥∥L2 + C2q‖qm‖L2∥∥q(m∇m)∥∥L2
+ Im
∫ (
(̂qm)ξ
̂qe
)
dξ. (4.16)
Furthermore, the last term on the right-hand side of (4.16) can be estimated as
Im
∫ (
(̂qm)ξ
̂qe
)
dξ = − i
2
∫ (
(̂qm)ξ
̂qe
)
dξ + i
2
∫ (
(̂qm)ξ
̂qe
)
dξ
= 1
2
∫
(̂q∇m) · ̂qedξ + 1
2
∫
(̂q∇m) · ̂qedξ
= 1
2
(2π)N
{∫
q∇m · qedx+
∫
q∇m · qedx
}
= −1 (2π)N
{∫
qmq divedx+
∫
qmq divedx
}
2
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2
(2π)N
{∫
qmq
(
H(m) − H(0))dx+ ∫ qmq(H(m) − H(0))dx}
= −(Aγ )− 12 n¯ 3−γ2 (2π)N‖qm‖2L2
− 1
2
(2π)N
{∫
qmq
(
H˜(m)m
)
dx+
∫
qmq
(
H˜(m)m
)
dx
}
, (4.17)
where H˜(m) = ∫ 10 H ′(ςm)dς − (Aγ )− 12 n¯ 3−γ2 is a smooth function on {m | γ−12 ςm + ψ¯ > 0, ς ∈ [0,1]} satisfying H˜(0) = 0.
Therefore, from (4.16)–(4.17), we have
1
2
d
dt
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ + ψ¯
2
‖q∇W ‖2L2 + (Aγ )−
1
2 n¯
3−γ
2 (2π)N‖qm‖2L2
 C
(
22q‖qu‖2L2 + 2q‖qW ‖L2‖qG‖L2 + 2q‖qu‖L2
∥∥q(mdivu)∥∥L2
+ 2q‖qm‖L2
∥∥q(m∇m)∥∥L2 + ∥∥q(H˜(m)m)∥∥L2‖qm‖L2). (4.18)
In view of Lemma 2.1
‖q∇m‖L2 ≈ 2q‖qm‖L2 (q 0),
we get the estimates (4.6) and (4.7) immediately. 
On the electron ﬁeld e, we have the following a priori estimates.
Lemma 4.4. If (m,u,e) ∈ C([0, T ], Bσ2,1) ∩ C1([0, T ], Bσ−12,1 ) is a solution of (3.1)–(3.3) for any given T > 0, then
(I) q 0.
2q‖qe‖2L2  C
(
(Aγ )−
1
2 n¯
3−γ
2 ‖qm‖L2 +
∥∥q(H˜(m)m)∥∥L2)‖qe‖L2 . (4.19)
(II) q = −1.
− d
dt
∫
−1e · −1udx+ ‖−1e‖2L2  C
(
n¯‖−1u‖L2 +
∥∥−1(H(m)u)∥∥L2)‖−1u‖L2
+ C(‖−1∇m‖L2 + ‖−1u‖L2 + ‖u‖L∞‖−1∇u‖L2 + ∥∥[u,−1] · ∇u∥∥L2
+ ‖m‖L∞‖−1∇m‖L2 +
∥∥[m,−1] · ∇m∥∥L2)‖−1e‖L2 . (4.20)
Proof. (I) By applying the localization operator q to both sides of dive = H(m) (q  0), integrating it over RN after
multiplying q dive, and noticing the irrotationality of e, we can obtain (4.19) in virtue of Hölder’s inequality.
(II) From (1.1) and (1.3), we get
et = −∇−1∇ ·
{
H(m)u+ n¯u}, (4.21)
where the non-local term ∇−1∇ · f is the product of Riesz transforms on f . From (3.1) and (4.21), we have
− d
dt
∫
qe · qudx = −
∫
qetqudx−
∫
qequt dx
=
∫
∇−1∇ · q
{
H(m)u+ n¯u}qudx
−
∫
qe ·
(
−ψ¯q∇m − qu− uq∇u+ [u,q] · ∇u
− γ − 1
2
mq∇m + γ − 1
2
[m,q] · ∇m + qe
)
dx. (4.22)
Then using the L2-boundedness of Riesz transform and Hölder’s inequality, we derive (4.20) immediately. 
In addition, we still need to give a lemma to estimate those commutators in (4.3) and (4.20).
690 J. Xu / J. Math. Anal. Appl. 351 (2009) 682–693Lemma 4.5. (See [5].) Let s > 0 and 1< p < ∞, the following inequalities are true:
2qs
∥∥[ f ,q]Ag∥∥Lp 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ccq‖ f ‖Bsp,1‖g‖Bsp,1 , f , g ∈ Bsp,1, s = 1+ N/p;
Ccq‖ f ‖Bsp,1‖g‖Bs+1p,1 , f ∈ B
s
p,1, g ∈ Bs+1p,1 , s = N/p;
Ccq‖ f ‖Bs+1p,1 ‖g‖Bsp,1 , f ∈ B
s+1
p,1 , g ∈ Bsp,1, s = N/p.
(4.23)
In particular, if f = g, then
2qs
∥∥[ f ,q]Ag∥∥Lp  Ccq‖∇ f ‖L∞‖g‖Bsp,1 , s > 0, (4.24)
where the operator A = div or ∇ , C is a generic constant and cq denotes a sequence such that ‖(cq)‖l1  1.
Proof of Proposition 4.1. From the a priori estimate assumption (4.1), we have
sup
0tT
(∥∥(m,u,e)(·, t)∥∥W 1,∞) Cδ1. (4.25)
To ensure the smoothness of functions H(m) and H˜(m), we can choose 0 < δ1  ψ¯(γ−1)C , then
γ − 1
2
m(t, x) + ψ¯  ψ¯
2
> 0, (t, x) ∈ [0, T ] × RN
and
γ − 1
2
ςm(t, x) + ψ¯  ψ¯
2
> 0, ς ∈ [0,1], (t, x) ∈ [0, T ] × RN .
For the proof of Proposition 4.1, it can be divided into the following high-frequency part and low-frequency part.
Lemma 4.6. (q 0). There exist some positive constants K1, K2,μ2 such that the following estimate holds:
2q(σ−1) d
dt
{
K1
2
22q
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ K2
2
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ}1/2
+ μ22qσ
(‖qm‖L2 + ‖qu‖L2 + ‖qe‖L2)
 C
{
2qσ ‖∇W ‖L∞‖qW ‖L2 + cq‖W ‖2Bσ2,1 + 2
qσ
∥∥q(H(m)u)∥∥L2
+ 2q(σ−1)(‖qG‖L2 + ∥∥q(mdivu)∥∥L2 + ∥∥q(m∇m)∥∥L2 + ∥∥q(H˜(m)m)∥∥L2)}, (4.26)
where K1, K2 are given by (4.28).
Proof. Combining (4.3), (4.6) and (4.19), we have
d
dt
{
K1
2
22q
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ K2
2
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ}
+ K122q‖qu‖2L2 +
K2ψ¯
2
22q‖qm‖2L2 + K322q‖qe‖2L2
 K122q
{
1
2
‖∇u‖L∞
(‖qm‖2L2 + ‖qu‖2L2)+ ∥∥[u,q] · ∇m∥∥L2‖qm‖L2 + ∥∥[u,q] · ∇u∥∥L2‖qu‖L2
+ γ − 1
2
‖∇m‖L∞‖qm‖L2‖qu‖L2 +
γ − 1
2
∥∥[m,q]∇m∥∥L2‖qu‖L2 + γ − 12 ∥∥[m,q]divu∥∥L2‖qm‖L2
+ 1
n¯
∥∥q(H(m)u)∥∥L2‖qe‖L2}
+ K2C
{
22q‖qu‖2L2 + 2q‖qW ‖L2‖qG‖L2 + 2q‖qu‖L2
∥∥q(mdivu)∥∥L2
+ 2q‖qm‖L2
∥∥q(m∇m)∥∥L2 + ∥∥q(H˜(m)m)∥∥L2‖qm‖L2}
+ K32qC
(
(Aγ )−
1
2 n¯
3−γ
2 ‖qm‖L2 +
∥∥q(H˜(m)m)∥∥L2)‖qe‖L2 , (4.27)
where these positive constants K1, K2 and K3 satisfy
K2 = K1 , K3 = Aγ ψ¯ K2. (4.28)
4C 2C2n¯3−γ
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K1
2
22q
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ K2
2
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ
≈ 22q(‖qm‖2L2 + ‖qu‖2L2 + ‖qe‖2L2), (4.29)
since ∣∣∣∣ K22 Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ ∣∣∣∣ CK22 22q(‖qm‖2L2 + ‖qu‖2L2), (4.30)
and eliminate the quadratic term K2C22q‖qu‖2L2 , K3C(Aγ )−
1
2 n¯
3−γ
2 2q‖qm‖L2‖qe‖L2 in the right-hand side of (4.27) with
the aid of Young’s inequality, for similar details, see [5]. Dividing the resulting inequality by{
K1
2
22q
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ K2
2
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ}1/2
after eliminating the quadratic terms, then multiplying the factor 2q(σ−1) on the both sides of inequality, we arrive at (4.26)
immediately with the help of Lemma 4.5. 
Similarly, for the case of low frequency, we can also derive the following a priori estimate.
Lemma 4.7. (q = −1). There exist some positive constants K¯1 , K¯2 , K¯3 and μ3 such that the following estimate holds:
2−(σ−1) d
dt
{
K¯1
2
2−2
(
‖−1m‖2L2 + ‖−1u‖2L2 +
1
n¯
‖−1e‖2L2
)
+ K¯2
2
Im
∫
|ξ |((̂−1W )∗K (ξ)̂−1W )dξ
− K¯3
∫
−1e · −1udx
}1/2
+ μ32−σ
(‖−1m‖L2 + ‖−1u‖L2 + ‖−1e‖L2)
 C
{
2−σ
(‖∇W ‖L∞ + ‖W ‖L∞)‖−1W ‖L2 + c−1‖W ‖2Bσ2,1 + 2−σ ∥∥−1(H(m)u)∥∥L2
+ 2−(σ−1)(‖−1G‖L2 + ∥∥−1(mdivu)∥∥L2 + ∥∥−1(m∇m)∥∥L2 + ∥∥−1(H˜(m)m)∥∥L2)}. (4.31)
Remark 4.1. Similar to Lemma 4.6, the constants K¯1, K¯2, K¯3 are used to ensure
K¯1
2
2−2
(
‖−1m‖2L2 + ‖−1u‖2L2 +
1
n¯
‖−1e‖2L2
)
+ K¯2
2
Im
∫
|ξ |((̂−1W )∗K (ξ)̂−1W )dξ − K¯3 ∫ −1e · −1udx
≈ 2−2(‖−1m‖2L2 + ‖−1u‖2L2 + ‖−1e‖2L2) (4.32)
and eliminate some quadratic terms in the right-hand side of inequality (4.31).
Summing (4.26) on q ∈ N ∪ {0} and adding (4.31) together, according to the a priori assumption (4.1), (4.25) and Moser’s
estimates (Proposition 2.1), we obtain the following differential inequality:
d
dt
Q(t) + μ4
(‖m‖Bσ2,1 + ‖u‖Bσ2,1 + ‖e‖Bσ2,1) Cδ1(‖m‖Bσ2,1 + ‖u‖Bσ2,1 + ‖e‖Bσ2,1), (4.33)
where
Q(t) =
∑
q0
2q(σ−1)
{
K1
2
22q
(
‖qm‖2L2 + ‖qu‖2L2 +
1
n¯
‖qe‖2L2
)
+ K2
2
Im
∫
|ξ |((̂qW )∗K (ξ)̂qW )dξ}1/2
+
{
K¯1
2
2−2
(
‖−1m‖2L2 + ‖−1u‖2L2 +
1
n¯
‖−1e‖2L2
)
+ K¯2
2
Im
∫
|ξ |((̂−1W )∗K (ξ)̂−1W )dξ
− K¯3
∫
−1e · −1udx
}1/2
(4.34)
and μ4 is some positive constant. Note that
Q(t) ≈ ∥∥(m,u,e)(·, t)∥∥Bσ2,1 , t  0 (4.35)
and choosing δ1 =min{μ4 , ψ¯ }, we conclude the proof of Proposition 4.1 with μ1 = μ4 . 2C (γ−1)C 2
692 J. Xu / J. Math. Anal. Appl. 351 (2009) 682–693Based on Proposition 3.1 and Proposition 4.1, we establish the global existence of classical solutions to the system
(3.1)–(3.3) by using the standard continuation argument. From the embedding property in Besov space Bσ2,1, (m,u,e) ∈
C1([0,∞) × RN ) solves (3.1)–(3.3). The choice of δ1 is suﬃcient to ensure γ−12 m + ψ¯ > 0. According to Remark 3.1, we
know (n,u,e) ∈ C1([0,∞) × RN ) is a solution of (1.1)–(1.2) with n > 0. Furthermore, we attain Theorem 1.1.
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Appendix A
Following from the methods introduced in this paper, we study the multidimensional Euler equations with damping and
establish the corresponding global existence of classical solutions. First, the equations are of the following form:{
nt + ∇ · (nu) = 0,
(nu)t + ∇ · (nu⊗ u) + ∇p(n) = −nu, (A.1)
for (t, x) ∈ [0,+∞) × RN (N  3). The pressure function p(n) satisﬁes the usual γ -law
p(n) = Anγ , (A.2)
where the case γ > 1 corresponds to the isentropic gas and γ = 1 corresponds to the isothermal gas, A > 0 is a physical
constant. The system (A.1) is supplemented with the initial data
(n,u)(x,0) = (n0,u0)(x), x ∈ RN . (A.3)
Let us still consider the perturbation of the constant equilibrium state (n¯,0) (n¯ > 0). Under a smallness assumption, we
have
Theorem A.1. Suppose that n0 − n¯ and u0 ∈ Bσ+ε2,2 (ε > 0), there exists a positive constant δ0 such that if∥∥(n0 − n¯,u0)∥∥2Bσ+ε2,2  δ0,
then the system (A.1)–(A.3) admits a unique global solution (n,u) satisfying
(n − n¯,u) ∈ C([0,∞), Bσ+ε2,2 ).
Moreover, the energy inequality holds
∥∥(n − n¯,u)(·, t)∥∥2Bσ+ε2,2 +μ0
t∫
0
(∥∥u(·, ς)∥∥2Bσ+ε2,2 + ∥∥∇n(·, ς)∥∥2Bσ−1+ε2,2 )dς  C0∥∥(n0 − n¯,u0)∥∥2Bσ+ε2,2
for any t  0, where μ0 and C0 are some positive constants.
Remark A.1. From the proof of Lemma 4.3, we see the Poisson equation remedies the low-frequency estimate on m. Here,
with the absence of electron ﬁeld e, we have no estimates on ‖−1m‖L2 , however, thanks to the Hölder’s inequality and
Gagliardo–Nirenberg–Sobolev inequality (N  3), we can get the estimates on ‖−1∇m‖L2 . To ensure the Besov space is
still embedded in C1 functional space, we need to increase a little regularity (ε > 0), which is essentially different from
Euler–Poisson equations. For more details, the interested readers can refer to [4].
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