The performance of rapid prototyping (RP) processes is often measured in terms of build time, product quality, dimensional accuracy, cost of production, mechanical and tribological properties of the models and energy consumed in the process. The success of any RP process in terms of these performance measures entails selection of the optimum combination of the influential process parameters. Thus, in this work the single-objective and multi-objective optimization problems of a widely used RP process, namely, fused deposition modeling (FDM), are formulated, and the same are solved using the teaching-learningbased optimization (TLBO) algorithm and non-dominated Sorting TLBO (NSTLBO) algorithm, respectively. The results of the TLBO algorithm are compared with those obtained using genetic algorithm (GA), and quantum behaved particle swarm optimization (QPSO) algorithm. The TLBO algorithm showed better performance as compared to GA and QPSO algorithms. The NSTLBO algorithm proposed to solve the multiobjective optimization problems of the FDM process in this work is a posteriori version of the TLBO algorithm. The NSTLBO algorithm is incorporated with non-dominated sorting concept and crowding distance assignment mechanism to obtain a dense set of Pareto optimal solutions in a single simulation run. The results of the NSTLBO algorithm are compared with those obtained using non-dominated sorting genetic algorithm (NSGA-II) and the desirability function approach. The Pareto-optimal set of solutions for each problem is obtained and reported. These Pareto-optimal set of solutions will help the decision maker in volatile scenarios and are useful for the FDM process.
Introduction
In recent years, due to globalization, the market scenario for the manufacturing industries has become extremely competitive and volatile. To survive in such a dynamic market scenario, it is inevitable for the manufacturing industries not only to manufacture products with highest quality at a lowest possible cost, but also fulfill the fast-changing customer desires, consider significance of aesthetics and conform to environmental norms. In order to achieve these goals, manufacturing industries are constrained to adopt flexibility in the production system and minimize time-to-market of their products. In the pursuit of these objectives, manufacturing industries have opted to implement advanced and automated machine tools. In addition to this, the manufacturing industries are also adopting a new paradigm of technology known as the Rapid Prototyping (RP).
RP is a process in which physical objects are directly produced from computer-aided design (CAD) data. RP uses a process in which a physical model is created by selectively adding material in the form of thin cross-sectional layers. Hence, RP is also referred to as additive manufacturing.
RP allows engineers to produce tangible prototypes quickly rather than mere two-dimensional pictures, these prototypes can be used for various important purposes from communicating ideas to coworkers and customers to testing of different aspects of a prototype. Besides this, RP offers a plethora of other advantages such as unambiguous data handling and storage, ability to create complex shapes and interlocking structures, free from tool/workpiece debris, absence of molds, dies, fixtures and patterns, mass customization and democratized manufacturing.
Owing to these advantages, nowadays, RP processes are being widely used in the manufacturing industries not only for production of prototypes but also for large-scale production of biomedical, aeronautical and mechanical models.
The dominant RP processes currently available in the market are fused deposition modeling (FDM), stereolithography (SL), selective laser sintering (SLS), laminated object manufacturing (LOM), 3D printing and solid ground curing (SGC). However, the performance of any RP process is measured in terms of build time, quality characteristics such as surface roughness and dimensional accuracy, mechanical and tribological properties, cost of production and energy consumption. These performance measures of RP processes are significantly influenced by their process parameters. Due to this reason, many studies have been directed toward determining the optimum combination of process parameters for RP processes using traditional and advanced optimization techniques.
Pandey et al. [1] applied multi-criteria genetic algorithm (GA) to determine the optimum part deposition orientation in order to minimize the build time and improve the average surface quality of the FDM models. Lee et al. [2] applied Taguchi's method to optimize the process parameters of FDM to achieve the optimum elastic performance of the compliant acrylonitrile butadiene styrene prototype. Byun and Lee [3] applied GA to determine the optimum part deposition orientation in layered manufacturing (LM) in order to minimize the average weighted surface roughness, build time and support structure.
Thrimurthulu et al. [4] applied GA to determine the optimum part deposition orientation in FDM in order to minimize the average weighted surface roughness and build time of the models. Singhal et al. [5] determined the optimum part deposition orientation in SL process using the trust region method in order to achieve the best overall surface quality of the models. Chockalingam et al. [6] used design of experiments in order to optimize the SL process parameters to achieve maximum part strength. Raghunath and Pandey [7] applied Taguchi's method to optimize the SLS process in order to improve the accuracy through shrinkage modeling.
Tyagi et al. [8] used an advanced stickers-based algorithm inspired by the characteristics of deoxyribonucleic acid (DNA) as a tool to achieve the optimal orientation during fabrication of models in LM process. Singhal et al. [9] determined the optimum part deposition orientation for SL and SLS considering multiple objectives simultaneously, such as overall surface quality, build time and support structure of the models. The optimization problem was solved using an algorithm based on the trust region method. RongJi et al. [10] used artificial neural networks (ANN) to formulate the process model for SLS. GA was applied optimize the process parameters of SLS in order to achieve higher level of accuracy.
Canellidis et al. [11] applied GA to solve the multi-objective optimization problem in SL to improve the fabrication accuracy, minimize the cost and build time. Sood et al. [12] investigated the effect of process parameters on the dimensional accuracy of the FDM models. The optimum combination of process parameters to minimize the dimensional inaccuracy of the models was determined using gray relational analysis (GRA). Sood et al. [13] investigated the effect of process parameters on the mechanical properties of the FDM models. Empirical equations for tensile strength, flexural strength and impact strength of the FDM models were developed using response surface methodology (RSM) and desirability function approach was used to predict the optimum combination of process parameters. Paul and Anand [14] investigated the relationship between the cylindricity tolerance and part build orientation in RP process. Mathematical models were developed and optimum build orientation was determined using a graphical technique.
Paul and Anand [15] presented mathematical analysis of laser energy required for manufacturing parts using SLS process. An optimization model was presented to determine the minimum energy required for manufacturing parts using the SLS process. Sood et al. [16] developed an empirical model for compressive strength of the FDM model, and optimum process parameter setting was predicted using the quantum behaved particle swarm optimization (QPSO) algorithm. Sood et al. [17] investigated the effect of process parameters on the sliding wear of the FDM models, and empirical equation for sliding wear was developed and solved using QPSO algorithm to predict the optimum combination of process parameters for minimizing the sliding wear of the models.
Phatak and Pande [18] applied GA to determine the optimum part orientation in order to minimize the build time and material used and improve the part quality in the RP process. Singh et al. [19] used RSM and desirability function approach to improve the mechanical properties of polyamide parts in SLS process. Li and Zhang [20] applied multi-criteria GA for Pareto based optimization of RP process. Theoretical volume deviation and part height were optimized simultaneously. Boschetto et al. [21] used feed forward neural networks to predict the surface roughness in FDM, and the evaluation function developed was used to find the best solution.
Noriega et al. [22] used ANN to improve the dimensional accuracy of the FDM prismatic parts. Peng et al. [23] applied RSM in combination with fuzzy inference system to develop process models for the FDM process. GA was applied to optimize the responses such as the dimensional error, warp deformation and build time by formulating a single comprehensive response. Gurrala and Regalla [24] applied non-dominated sorting genetic algorithm (NSGA) for optimization of part strength and volumetric shrinkage in the FDM parts.
Rayegani and Onwubolu [25] applied differential evolution (DE) to determine the optimum combination of process parameters in order to improve the tensile strength of the FDM parts. Vijayaraghavan et al. [26] used an improved evolutionary computational approach for the process characterization of 3D printed components. Paul and Anand [27] analyzed the effect of part orientation on cylindricity and flatness error in parts manufactured using the LM process. An algorithm to provide the optimal part orientation to minimize the cylindricity and flatness error was proposed and tested.
Most of the RP process optimization problems involve complex functions and large number of process parameters. In such problems, traditional optimization techniques may get caught into local optima. In addition, traditional optimization techniques require an excellent initial guess of the optimal solution, and the results and the rate of convergence are very sensitive to this guess. In order to overcome these problems and to search a near optimum solution for complex problems, many population-based heuristic algorithms based on evolutionary and swarm intelligence have been developed by researchers in the past two decades. These optimization algorithms require common control parameters like population size, number of generations, elite size, etc. Besides the common control parameters, different algorithms require their algorithm-specific parameters. For example, GA uses mutation rate and crossover rate; particle swarm optimization (PSO) algorithm uses inertia weight, social cognitive parameters, maximum velocity; artificial bee colony (ABC) algorithm uses number of bees (scout, onlooker and employed) and limit; biogeography based optimization (BBO) algorithm requires habitat modification probability, mutation probability, maximum species count, maximum immigration rate, maximum emigration rate, maximum mutation rate, generation count limit and number of genes in each population member; heat transfer search (HTS) algorithm requires conduction factor, convection factor and radiation factor.
Proper tuning of these algorithm-specific parameters is a very crucial factor that affects the performance of the abovementioned algorithms. The improper tuning of algorithm-specific parameters either increases the computational effort or yields to local optimal solution. In addition to the tuning of algorithm-specific parameters, the common control parameters also need to be tuned which further enhances the effort.
Considering this fact, Rao et al. [28] have introduced the teachinglearning-based optimization (TLBO) algorithm that does not require any algorithm-specific parameters. It requires only common control parameters like population size and number of generations for its working. The TLBO algorithm possesses excellent exploration and exploitation capabilities; it is less complex and has also proved its effectiveness in solving single-objective and multi-objective optimization problems. The TLBO algorithm has been widely applied by optimization researchers in various fields of engineering in order to solve continuous and discrete optimization problems in mechanical engineering, electrical engineering, civil engineering, computer science, etc. [29] . Jaya algorithm is also a powerful algorithmspecific parameter-less algorithm but its multi-objective version is not yet developed [30] .
Ghasemi et al. [31] proposed a hybrid algorithm of imperialist competitive algorithm and TLBO. The performance of the hybrid algorithm was tested on optimal power flow problem. Chen et al. [32] applied the TLBO algorithm to solve global optimization problems. In order to improve the performance of the TLBO algorithm local learning and self learning methods were assigned. Ghasemi et al. [33] proposed an improved TLBO algorithm using Levy mutation strategy to solve non-smooth optimal power flow problem. The Levy mutation TLBO was effective in solving the optimal power flow problem. Li et al. [34] proposed a discrete TLBO algorithm for realistic flowshop rescheduling problems. The discrete TLBO algorithm showed high searching quality, robustness and efficiency.
Most of the real-world optimization problems are multi-objective in nature, involving multiple conflicting objectives to be satisfied simultaneously. As the RP processes involve more than one performance characteristic, in the case of RP processes, there also arises a need to formulate and solve optimization problems that are multiobjective in nature.
Researchers have solved the multi-objective optimization problem of RP processes, but most of these works are based on a priori approach [35] . In a priori approach, multi-objective optimization problem is transformed into a single objective optimization problem by assigning an appropriate weight to each objective. This ultimately leads to a unique optimum solution. However, the solution obtained by this process depends largely on the weights assigned to various objective functions. This approach does not provide a dense spread of the Pareto points. Furthermore, in order to assign weights to each objective the process planner is required to precisely know the order of importance of each objective in advance, which may be difficult when the scenario is volatile. This drawback of a priori approach is eliminated in a posteriori approach, wherein it is not required to assign the weights to the objective functions prior to the simulation run. A posteriori approach does not lead to a unique optimum solution at the end but provides a dense spread of Pareto points (Pareto optimal solutions). The process planner can then select one solution from the set of Pareto optimal solutions based on the requirement or order of importance of objectives. The major advantage of a posteriori approach over a priori approach is that, a posteriori approach provides multiple tradeoff solutions for a multiobjective optimization problem in a single simulation run. On the other hand, as a priori approach provides only a single solution at the end of one simulation run, in order to achieve multiple tradeoff solutions using a priori approach, the algorithm has to be run multiple times with different combination of weights. Thus, a posteriori approach is very suitable for solving multi-objective optimization problems in RP processes wherein taking into account volatility in the market and frequent change in customer desires is of paramount importance, and determining the weights to be assigned to the objectives in advance is difficult.
Therefore, in this work a parameter-less posteriori multiobjective optimization algorithm based on the TLBO algorithm is proposed to solve the multi-objective optimization problems of the FDM process and is named as "Non-dominated Sorting TeachingLearning-Based Optimization (NSTLBO)" algorithm. In the NSTLBO algorithm, the teacher phase and learner phase maintain the vital balance between the exploration and exploitation capabilities, and the teacher selection based on non-dominance rank of the solutions and crowding distance computation mechanism ensures the selection process toward better solutions with diversity among the solutions, in order to obtain a Pareto optimal set of solutions in a single simulation run. The TLBO and NSTLBO algorithms are described in detail in sections 2 and 3, respectively.
In this work, three single-objective optimization problems and two multi-objective optimization problems of the FDM process are considered. The single-objective and the multi-objective optimization problems of the FDM process are solved using the TLBO algorithm and NSTLBO algorithm, respectively, for the first time.
A computer program for the TLBO algorithm and NSTLBO algorithm is developed in MATLAB r2009a. A computer system with a 2.93 GHz processor and 4 GB random access memory is used for execution of the program.
Teaching-learning-based optimization algorithm
The TLBO algorithm emulates the teaching learning process of a classroom. In each generation, the best solution is considered as the teacher, and other solutions are considered as learners. The learners not only mostly accept the instructions from the teacher, but also learn from each other. In the TLBO algorithm, an academic subject is analogous to an independent variable or candidate solution feature. The TLBO algorithm consists of two important phases, i.e. the teacher phase and the learner phase. In the teacher phase, each independent variable s in each candidate solution xi is modified according to Eqs. (1) and (2) .
for i ∈ [1, N] and independent variable s ∈ [1, n] , where N is the population size, n is the total number of independent variables, xt is the best individual in the population (i.e. the teacher), r is the random number taken from a uniform distribution on [0, 1], and Tf is the teaching factor and is randomly set equal to either 1 or 2 with equal probability. The new solution obtained after the teacher phase ′ x i replaces the previous solution xi if it is better than xi.
As soon as the teacher phase ends the learner phase commences. The learner phase mimics the act of knowledge sharing among two randomly selected learners. The learner phase entails updating each learner based on another randomly selected learner as follows:
For i ∈ [1, N] and independent variable s ∈ [1, n] , where k is the random integer in [1, N] such that k ≠ i, and r is a random number taken from a uniform distribution on [0, 1]. Again, the new candidate solution obtained after the learner phase ′′ x i replaces the previous solution ′ x i if it is better than the previous solution ′ x i . Fig. 1 gives the flowchart for the TLBO algorithm. More details about the TLBO algorithm can be obtained from https://sites.google.com/ site/tlborao/tlbo-code/.
Non-dominated sorting teaching-learning-based optimization algorithm
The NSTLBO algorithm is an extension of the TLBO algorithm. It is a posteriori approach for solving multi-objective optimization problems and maintains a diverse set of solutions. NSTLBO algorithm consists of teacher phase and learner phase similar to the TLBO algorithm. However, in order to handle multiple objectives, effectively and efficiently the NSTLBO algorithm is incorporated with nondominated sorting approach and crowding distance computation mechanism proposed by Deb et al. [36] . Balasubbareddy et al. [37] have used the non-dominated sorting approach with a hybrid cuckoo search algorithm to solve the multi-objective power flow problem, and Pareto-optimal set of solutions were successfully obtained.
In the NSTLBO algorithm, the teacher phase and learner phase ensure good exploration and exploitation of the search space while non-dominated sorting approach makes certain that the selection process is always toward the good solutions and the population is pushed toward the Pareto front in each generation. The crowding distance assignment mechanism ensures the selection of teacher from a sparse region of the search space with a view to avert premature convergence of the algorithm at local optima.
In the NSTLBO algorithm, the learners are updated according to the teacher phase and the learner phase of the TLBO algorithm.
However, in case of single-objective optimization, it is easy to decide which solution is better than the other based on the objective function value. But in the presence of multiple conflicting objectives determining the best solution from a set of solutions is difficult. In the NSTLBO algorithm, the task of finding the best solution is accomplished by comparing the rank assigned to the solutions based on the non-dominance concept and the crowding distance value.
In the beginning, an initial population is randomly generated with NP number of solutions (learners). This initial population is then sorted and ranked based on the non-dominance concept. The learner with the highest rank (rank = 1) is selected as the teacher of the class. In case there exists more than one learner with the same rank, then the learner with the highest value of crowding distance is selected as the teacher of the class. This ensures that the teacher is selected from the sparse region of the search space. Once the teacher is selected, learners are updated based on the teacher phase of the TLBO algorithm, i.e. according to Eqs. (1) After the teacher phase, the set of updated learners (new learners) is concatenated to the initial population to obtain a set of 2NP solutions (learners). These learners are again sorted and ranked based on the non-dominance concept and the crowding distance value for each learner is computed. Based on the new ranking and crowding distance value, NP number of best learners are selected. These learners are further updated according to the learner phase of the TLBO algorithm, i.e. according to Eq. (3).
The superiority among the learners is determined based on the non-dominance rank and the crowding distance value of the learners. A learner with a higher rank is regarded as superior to the other learner. If both the learners hold the same rank, then the learner with higher crowding distance value is seen as superior to the other.
After the end of the learner phase, the new learners are combined with the old learners and again sorted and ranked. Based on the new ranking and crowding distance value, NP number of best learners are selected, and these learners are directly updated based on the teacher phase in the next iteration.
Non-dominated sorting of the population
In this approach the population is sorted into several ranks (fronts) based on the dominance concept as follows: a solution xi is said to dominate other solution xj if and only if solution xi is no worse than solution xj with respect to all the objectives and the solution xi is strictly better than solution xj in at least one objective. If any of the two conditions are violated, then solution xi does not dominate solution xj.
Among a set of solutions P, the non-dominated solutions are those that are not dominated by any solution in the set P. All such non-dominated solutions which are identified in the first sorting run are assigned rank one (first front) and are deleted from the set P. The remaining solutions in set P are again sorted, and the procedure is repeated until all the solutions in the set P are sorted and ranked.
Crowding distance computation
The crowding distance is assigned to each solution in the population with an aim to estimate the density of solutions surrounding a particular solution i. Thus, an average distance of two solutions on either side of solution i is measured along each of the M objectives. This quantity is called as the crowding distance (CDi). The following steps may be followed to compute the CDi for each solution i in the front F.
Step 1: Determine the number of solutions in front F as l = |F|. For each solution i in the set assign CDi = 0.
Step 2: For each objective function m = 1, 2,. . ., M, sort the set in the worst order of fm.
Step 3: For m = 1, 2,. . ., M, assign largest crowding distance to boundary solutions in the sorted list (CD1 = CDl = ∞), and for all the other solutions in the sorted list j = 2 to (l-1), assign crowding distance as follows: 
where j is a solution in the sorted list, fm is the objective function value of mth objective, f m max and f m min are the population-maximum and population-minimum values of the mth objective function.
Crowding-comparison operator
Crowding-comparison operator is used to identify the superior solution among two solutions under comparison, based on the two important attributes possessed by every individual i in the population, i.e. non-domination rank (Rank i) and crowding distance (CDi). Thus, the crowded-comparison operator ( ≺ n ) is defined as follows:
That is, between two solutions (i and j) with differing nondomination ranks, the solution with lower or better rank is preferred. Otherwise, if both solutions belong to the same front (Ranki = Rankj), then the solution located in the lesser crowded region (CDi > CDj) is preferred.
Number of teachers concept
In the TLBO algorithm, the learner with best objective function value is selected as the teacher of the class. The onus of improving the mean result of the class is on the teacher. However, in the case of multi-objective optimization problems with mutually conflicting objectives, if a solution is good with respect to one objective, it may not be good with respect to the other objective and vice versa. Thus, in the case of multi-objective optimization problems with mutually conflicting objectives, there may exist not a single but multiple learners suitable to be selected as the teacher of the class, and number of such suitable learners will depend upon the number of objectives considered.
Thus, in this work, in order to take advantage of the expertise of multiple teachers simultaneously, instead of assigning a single teacher to the entire class, a teacher is assigned to each learner individually depending on the proximity of the learner to a particular teacher. This is achieved by calculating the normalized Euclidean distance between the learners and the teachers. Such an approach is adopted with a perspective of enhancing the exploitation capability of the algorithm (as a learner would be trained by the closest teacher) at the same time to improve the diversity among the learners (as the class is influenced by multiple teachers at the same time). The normalized Euclidean distance between a teacher and a learner is calculated according to Eq. (5).
where n is the number of solution features or dimensions; N is the population size; i
Nt is the number of teachers; t
; Ei,t is the normalized Euclidean distance between a teacher (t) and a learner (i); x s max ( ) and x s min ( ) are the upper and lower bounds of solution feature (s). Among all the teachers the teacher which is closest to a learner is assigned as the teacher to that learner, according to Eq. (6) teacher E
Constraint handling
In order to effectively handle the constraints, a constrained dominance concept [36] is introduced in the proposed approach. In the presence of constraints a solution i is said to dominate solution j if any of the following conditions is true.
1. Solution i is feasible and solution j is not. 2. Solution i and j both are infeasible, but overall constraint violation of solution i is less than overall constraint violation of solution j. 3. Solution i and j both are feasible but solution i dominates solution j.
This constrained-dominance approach ensures better nondomination rank to feasible solutions as compared to infeasible solutions. The flowchart of NSTLBO algorithm is given in Fig. 2. 
Performance measures
The main aim behind adopting a posteriori approach to solve multi-objective optimization problems is to obtain a diverse set of Pareto optimal solutions. Thus, in order to assess the performance of any multi-objective optimization algorithm two performance measures can be adopted.
Coverage to two sets
This performance measure was proposed by Zitzler et al. [38] and it compares two sets of non-dominated solutions (A, B), and it gives the percentage of individuals of one set dominated by the individuals of the other set. It is defined as follows:
where A and B are the two non-dominated set of solutions under comparison; a b ≺= means a dominated or is equal to b. Non-dominated sorting, crowding distance computation and selection represent the percentage of solutions in set B which are either inferior or equal to the solutions in set A; C(B, A) represent the percentage of solutions in set A which are either inferior or equal to the solutions in set B.
Spacing
This performance measure was proposed by Schott [39] , and it quantifies the spread of solutions (i.e. how uniformly distributed the solutions are) along a Pareto front approximation. It is defined as follows:
where n is the number of non-dominated solutions.
where k denotes the number of objectives and fm is the objective function value of the mth objective. The next section describes the optimization case studies on the FDM process and the same are solved using the TLBO algorithm and NSTLBO algorithm.
Case studies
Fused deposition modeling is the most widely used RP process. The system fabricates, layer by layer, components by depositing acrylonitrile butadiene styrene (ABS) in filament form. A temperature-controlled extrusion head is fed with thermoplastic modeling material that is heated to a semi-liquid state. The head extrudes, crushes and directs the filament with precision in ultrathin layers onto a fixtureless base. Since the FDM process can be used for variety of applications including production of biomedical, aeronautical and mechanical models, many studies have been dedicated to improving the performance of the FDM process by selecting the optimum combination of process parameters. In order to select the optimum combination of process parameters for the FDM process, researchers have applied statistical techniques, heuristic optimization algorithm, fuzzy logic and neural network based optimization techniques [34] . In this work, the optimization problems in the FDM process are solved using the TLBO algorithm and NSTLBO algorithm.
Case study 1
The optimization problem formulated in this case study is based on the empirical model developed by Sood et al. [16] for prediction of the compressive strength 'CS' (MPa) of the FDM models. The objective function, process parameters and their bounds considered in this work are same as those considered by Sood et al. [16] and the process parameters are in the continuous form. The process parameters are: layer thickness 'A' (mm), orientation 'B' (degree), raster angle 'C' (degree), raster width 'D' (mm) and air gap 'E' (mm). The FDM vantage SE machine was used for fabrication of test specimens. Acrylonitrile butadiene styrene (ABS P400) was used as material for fabrication of test specimen [16] .
Objective function
The objective function in terms of coded values of process parameters is expressed by Eq. (11). The coded values at different levels of process parameters are given in Table 1 . 
Parameter bounds
The bounds on process parameters are expressed by Eqs. (12) to (16) .
Sood et al. [16] solved the optimization problem for maximization of CS using the QPSO algorithm, considering a population size of 50 and maximum number of generations equal to 500 (i.e. maximum number of function evaluations equal to 25000). Now, the same problem is solved using the TLBO algorithm. For the purpose of fair comparison of results, the maximum number of function evaluations for the TLBO algorithm is maintained as 25,000. The effect of population size on the performance of the TLBO algorithm is now evaluated considering different population sizes such as 10, 20, 30, 40 and 50. For each value of population size the TLBO algorithm is run 30 times, independently maintaining the maximum number of function evaluations as 25,000. Table 2 gives the best, mean, worst, standard deviation, mean function evaluations and mean computational time required by the TLBO algorithm over 30 independent run for maximization of compressive strength. Table 2 The performance of TLBO algorithm over 30 independent runs for case study 1. P is the population size; SD is the standard deviation; FE is the number of function evaluations required to achieve the best solution; CT is the computational time required to perform 25,000 function evaluations.
It is observed that the TLBO algorithm achieved the best (maximum) value for compressive strength equal to 17.998 MPa for all population sizes. However, the TLBO algorithm showed best performance for the population size of 50, with the lowest value of standard deviation and mean function evaluations required to achieve the maximum value of compressive strength is 4535. The mean computational time required by the TLBO algorithm did not change significantly with the change in population size. Table 3 gives the optimum combination of process parameters for maximization of compressive strength (CS) obtained using TLBO algorithm for a population size of 50 along with the solution obtained by the QPSO algorithm [16] . Fig. 3 shows the convergence graphs for the TLBO algorithm. The convergence graph of the TLBO algorithm rises continuously without getting caught into local optima until maximum value of CS is achieved. Fig. 4 shows of convergence graph of the QPSO algorithm [16] . It is observed from Fig. 4 that the number of function evaluations required by the QPSO algorithm to obtain the maximum value of CS is 7850 (i.e. 157 generations). Further, the convergence graph for QPSO [16] does not show a continuous trend, but rises in steps. This shows that the QPSO algorithm gets trapped into local optima and requires considerable number of function evaluations to recover from the same. This is mainly because performance of QPSO algorithm depends upon the tuning of algorithm-specific parameter called contractionexpansion coefficient (β). Improper tuning of algorithm-specific parameter adversely affects the convergence rate of the algorithm. On the other hand, the TLBO algorithm does not require any algorithm-specific parameters for its working. Hence, the TLBO algorithm has shown a higher convergence rate as compared to the QPSO algorithm.
The results obtained by the TLBO algorithm are well supported by the experimental observations reported by Sood et al. [16] and they are as follows. The compressive stress decreases with decrease in layer thickness or increase in part build orientation [16] ; therefore, to obtain a higher value of compressive stress a high value of layer thickness and low value of part build orientation is desirable. Thus, the TLBO algorithm has provided a value of layer thickness equal to the upper bound (i.e. 0.254 mm) and value of part build orientation equal to the lower bound (i.e. 0 degree). The compressive stress improves with an increase in raster angle [16] , thus a high value of raster angle is desirable. Therefore, the TLBO algorithm has provided a value of raster angle equal to the upper bound (i.e. 60 degrees). Further, as a maximum value of compressive strength was observed at a value of raster width and air gap in between the respective lower and upper bounds [16] , therefore, the values of raster width (i.e. 0.4268 mm) which lies in between lower and upper bound and a value of air gap equal to the lower bound as (i.e. 0 mm) provided by the TLBO algorithm are logical. On the other hand, the value of part build orientation, raster angle and air gap provided by QPSO (i.e. 0.036 degrees, 60 degrees and 0.00026 mm, respectively) are only close to the respective bounds when choosing bound values for these parameters was more desirable. Thus, the process parameter combination for maximization of compressive strength provided by the TLBO algorithm is more logically supported by experimental observations reported by Sood et al. [16] as compared to the combination of process parameters provided by QPSO.
The best value of compressive strength obtained by the TLBO algorithm (i.e. 17.998 MPa) is 2.99% higher as compared to the value of compressive strength obtained using QPSO algorithm (i.e. 17.475 MPa). The computational time required by the TLBO algorithm to perform 25,000 function evaluations is 2.27 s. However, the computational time required by the QPSO algorithm and the value of contraction-expansion coefficient (β) required by QPSO algorithm is not reported by Sood et al. [16] .
Case study 2
The optimization problem formulated in this case study is based on the empirical model developed by Sood et al. [17] for predicting the sliding wear (mm 3 /m) of the models built by the FDM process. The objective function, process parameters and their bounds considered in this work are same as those considered by Sood et al. [17] , and the process parameters are in the continuous form. The Fig. 3 . Convergence graphs for TLBO algorithm for population size of 50 (case study 1).
Fig. 4.
Convergence graph for QPSO algorithm [16] .
process parameters are: layer thickness 'A' (mm), part built orientation 'B' (degree), raster angle 'C' (degree), raster width 'D' (mm) and air gap 'E'. The bounds on the process parameters are same as those expressed by Eqs. (12) to (16).
Objective function
The objective function in terms of coded values of process parameters is expressed by Eq. (17). The coded values at different levels of process parameters are same as those given in Table 1 . 
Sood et al. [17] solved the optimization problem for minimization of sliding wear in the FDM models using the QPSO algorithm. A population size of 50 and maximum number of generations equal to 2000 (i.e. maximum number of function evaluations equal to 100,000) was considered by the QPSO algorithm. Now, the same problem is solved using the TLBO algorithm in order to see whether any improvement in result can be achieved. For the purpose of fair comparison of results, the maximum number of function evaluations for the TLBO algorithm is maintained as 100,000.
The effect of population size on the performance of the TLBO algorithm is now evaluated considering different population sizes such as 10, 20, 30, 40 and 50. For each value of population size the TLBO algorithm is run 30 times independently maintaining the maximum number of function evaluations as 100,000. Table 4 gives the best, mean, worst, standard deviation, mean function evaluations and mean computational time required by the TLBO algorithm over 30 independent runs for minimization of sliding wear.
It is observed that the TLBO algorithm achieved the best (minimum) value of sliding equal to 0.0033 mm 3 /min for all population sizes. However, the TLBO algorithm showed the best performance for the population size of 20 with the value of standard deviation as 0.0; mean function evaluations required by TLBO algorithm to achieve the best solution for population size of 20 is equal to 1504. The computational time required by the TLBO algorithm did not change significantly with the change in population size. Table 5 gives the optimum combination of process parameters for minimization of sliding wear obtained using TLBO algorithm for a population size of 20 along with the solution obtained by the QPSO algorithm [17] . Fig. 5 shows the convergence graphs for the TLBO algorithm. The convergence graph of the TLBO algorithm falls steeply without getting caught into local optima until minimum value of sliding wear is achieved. Fig. 6 shows the convergence graph of the QPSO algorithm [17] . It is observed from Fig. 6 that the number of function evaluations required by the QPSO algorithm to obtain the minimum value of sliding wear is 45,850 (i.e. 917 generations). Further, the convergence graph for QPSO [16] does not show a continuously decreasing trend, rather it reduces in steps. This shows that the QPSO algorithm gets trapped into local optima and requires considerable number of function evaluations to recover from the same. This is mainly because performance of QPSO algorithm depends upon the tuning of algorithm-specific parameter called contraction-expansion coefficient (β). Improper tuning of algorithmspecific parameters adversely affects the convergence rate of the algorithm. On the other hand, the TLBO algorithm does not require any algorithm-specific parameters for its working. Hence, the TLBO algorithm has shown a higher convergence rate as compared to the QPSO algorithm.
The results obtained by the TLBO algorithm are well supported by the experimental observation reported by Sood et al. [17] and they are as follows. Wear rate initially increases and then decreases as layer thickness or orientation increases [17] . Therefore a high value of layer thickness and orientation are desirable to achieve low sliding wear. Therefore, the value of layer thickness and Table 4 The performance of TLBO algorithm over 30 independent runs for case study 2. P is the population size; SD is the standard deviation; FE is the number of function evaluations required to achieve the best solution; CT is the computational time required to perform 100,000 function evaluations (s). orientation provided by the TLBO algorithm equal to their respective upper bounds (i.e. 0.254 mm and 60 degrees, respectively) is logical. However, the value of orientation provided by QPSO (i.e. 0.145 degrees) is close to the lower bound which in fact increases the sliding wear. Wear decreases with increase in raster angle at low level of air gap [17] . Thus, a high value of raster angle must be complimented with a low value of air gap to achieve a minimum value of sliding wear. Therefore, the TLBO algorithm has provided a value of raster angle equal to the upper bound (i.e. 60 degrees) and a value of air gap equal to lower bound (i.e. 0 mm). Sliding wear decreases with increase in rater width [17] . Therefore, the value of raster width provided by TLBO (i.e. 0.5064 mm) is more logical as compared to the value of raster width provided by QPSO (i.e.
mm).
The best value of sliding wear obtained using the TLBO algorithm (i.e. 0.0033 mm 3 /m) for a population size of 20 is 90.78% less as compared to the value of sliding wear obtained using QPSO algorithm (i.e. 0.0358 mm 3 /m). The computational time required by the TLBO algorithm to perform 100,000 function evaluations is 8.387 s. However, the computational time required by the QPSO algorithm and the value of contraction-expansion coefficient (β) required by QPSO algorithm is not reported by Sood et al. [17] .
Case study 3
The optimization problem formulated in this case study is based on the empirical relation developed by Peng et al. [23] considering the effect of controllable factors such as line width compensation 'x1' (mm), extrusion velocity 'x2' (mm/s), filling velocity 'x3' (mm/ s), layer thickness 'x4' (mm) on the responses such as dimensional errors, wrap deformation and build time. The experiments were conducted on rapid prototyping machine MEM 300. The test prototypes were made of ABS. Further, Peng et al. [23] converted the three responses into a single compressive response using a fuzzy inference system. The process parameters and their bounds considered in this case study are the same as those considered by Peng et al. [23] . The objective function, process parameters and their bounds are same as those considered by Peng et al. [23] , and all the process parameters are in the continuous form.
During fabrication, due to the width of filament, the actual contour path exceeds theoretical contour path by a certain value; therefore an offset is provided, called line width compensation. Extrusion velocity is the velocity at which the molten filament is extruded through the heated nozzle, depending on the filament feeding speed and extrusion pressure. Filling velocity is the moving speed of the nozzle. A very low value of filling velocity leads to the lower fabrication efficiency, the fabricated layers may get burnt because of the searing heat nozzle, and even form knots in the extreme cases, while a very high filling velocity creates mechanical vibrations in the nozzle, deteriorating part accuracy. A filling velocity is far greater than the extrusion velocity causing thinning of the filament diameter due to dragging and may result in fabrication failure. On the other hand, if the filling velocity is much less than the extrusion velocity, the filament diameter expands with the increase in extrusion velocity, and finally, after increasing to a certain degree, the extruded filament adheres to the outer conical surface of nozzle, resulting in fabrication failure. Therefore, it is important to select an appropriate combination of filling velocity and extrusion velocity in FDM [23] .
Objective function
The objective function is expressed by Eq. (18 
The optimization problem was solved by Peng et al. [23] using genetic algorithm (GA) toolbox in the Matlab software. A population size of 20 and maximum number of generations equal to 100 (i.e. maximum number of function evaluations equal to 2000) were used by GA. The algorithm-specific parameters required by GA and their corresponding values are reported in Table 6 . Now, the optimization problem of the FDM process is solved using TLBO algorithm, in order to see whether any improvement in results can be achieved.
For fair comparison of results, the maximum number of function evaluations considered by the TLBO algorithm is maintained as 2000. The effect of population size on the performance of the TLBO algorithm is now evaluated considering different population sizes such as 10, 20, 30, 40 and 50. For each value of population size the TLBO algorithm is run 30 times independently maintaining the maximum number of function evaluations as 2000. Table 7 gives the best, mean, worst, standard deviation, mean function evaluations and mean computational time required by the TLBO algorithm over 30 independent run for maximization of objective function (y).
It is observed that the TLBO algorithm achieved the best (maximum) value for objective function equal to 334.65 for all population sizes. However, the TLBO algorithm showed best performance for the population size of 50, with standard deviation equal to 0. The value of mean function evaluations required by the TLBO algorithm to achieve the maximum value of objective function for a population size of 50 is 905. The mean computational time required by the TLBO algorithm did not change significantly with the change in population size. Table 8 gives the optimum combination of process parameters for maximization of objective function (y) obtained using TLBO algorithm for a population size of 50 along with the solution obtained by the GA [23] . Fig. 7 shows the convergence graphs for the TLBO algorithm. The convergence graph of the TLBO algorithm rises linearly without getting caught into local optima until maximum value of objective function is achieved and then becomes stable.
The best objective function value obtained by the TLBO algorithm for a population size of 50 (i.e. 334.65) is 74.23% higher as compared to the objective function value obtained using GA (i.e. 192.0682), as in this case study the maximization of objective function is desirable. The TLBO algorithm required only 905 function evaluations to achieve the maximum value of objective function for a population size of 50. The number of generations required by GA to achieve its best value is greater than 65 (i.e. maximum number of function evaluations greater than 1300) [23] . This is mainly because the TLBO algorithm does not require tuning of algorithmspecific parameters. On the other hand, GA requires tuning of algorithm-specific parameters such as population type, creation function, fitness scaling, elite count, crossover fraction, crossover function, mutation function, and mutation fraction [23] . Improper selection of these algorithm-specific parameters may lead to stagnation of the algorithm at local optima or a low convergence rate which further increase the computational burden. The computational time required by the TLBO algorithm to perform 2000 function evaluations is 0.141 s. However, the number of function evaluations required by GA to converge at its best solution and the computational time is not reported by Peng et al. [23] .
Case study 4
The multi-objective optimization problem formulated in this case study is based on the empirical models for strength 'St' (MPa) and volumetric shrinkage 'VS' (%) developed by Gurrala and Regalla [24] . The process parameters and their bounds considered in this work are same as those considered by Gurrala and Regalla [24] , and all the process parameters are in the continuous form. The process parameters are: model interior 'A' (cubic cm), horizontal direction 'B' (degrees) and vertical direction 'C' (degrees). A Stratasys uPrint FDM machine was used to manufacture parts for the purpose of experimentation [24] .
Objectives function
The objective functions in terms of coded values of process parameters are expressed by Eqs. (23) and (24) . The coded levels of process parameters are given in Table 9 . . .
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Gurrala and Regalla [24] solved the multi-objective optimization problem using NSGA-II and a non-dominated set of solution was obtained. A population size of 100 and maximum number of generations equal to 100 were considered (i.e. maximum number Table 7 The performance of TLBO algorithm over 30 independent runs for case study 3. P is the population size; SD is the standard deviation; FE is the number of function evaluations required to achieve the best solution; CT is the computational time required to perform 2000 function evaluations (s). of function evaluations equal to 10,000) for NSGA-II. Besides population size and number of generations, NSGA-II requires tuning of algorithm-specific parameters such as crossover probability and mutation probability which were set to 0.90 and 0.10, respectively [24] . Now, NSTLBO algorithm is applied to solve the multi-objective optimization problem of FDM, in order to see whether any improvements in results can be achieved. For fair comparison of results, the maximum number of function evaluations of NSTLBO algorithm is maintained as 10,000. Gurrala and Regalla [24] provided a non-dominated set with 100 solutions using NSGA-II. Therefore to obtain a set of 100 non-dominated solutions using NSTLBO, a population size of 100 is chosen. In order to maintain the maximum number of function evaluations as 10,000, maximum number of generations equal to 50 are used by the NSTLBO algorithm. A nondominated set of solutions is obtained using NSTLBO algorithm and is reported in Table 10 .
The Pareto-front so obtained is shown in Fig. 8 . It can be observed from Fig. 8 that there is a remarkable increase in the part strength at the expense of volumetric shrinkage. Thus, Fig. 8 clearly explains the mutually conflicting nature of the two objectives. It is also observed that the results obtained using NSTLBO algorithm are well supported by the experimental observations of Gurrala and Regalla [24] which are as follows. As the model interior (A) increases, the amount of volume of material embedded in the part increases, thereby giving good strength to the part [24] . Therefore, the NSTLBO algorithm has maintained the model interior at its upper bound (i.e. A = 22.72 cm 3 ). Table 9 Process parameters and their coded levels [24] (case study 4).
Factor
Name Units Levels The horizontal direction (B) and vertical direction (C), describe the angle of deposition of material in horizontal and vertical planes of the build platform, respectively. Therefore, as the interaction effect of B and C increases the specimens load bearing capacity also increases [24] . Therefore, it can be observed from Fig. 8 and Table 10 that part strength increases on the expense of volumetric shrinkage as C increases toward its upper bound (i.e. C = 90 degrees) while B is maintained to its lower bound (i.e. B = 0 degrees). The part strength further increases on the expense of volumetric shrinkage as B increases from its lower bound toward the mid value (i.e. 22.5 degrees) while C is maintained at its upper bound (i.e. C = 90 degrees).
Gurrala and Reggala [24] had stated that any change in parameter setting may not yield a better strength that 35.83 MPa and any improvement in shrinkage value below 0.77% is not possible. However, the extreme points in Fig. 8 show that, the maximum value of part strength achieved by NSTLBO algorithm is 35.90 MPa which is higher than the maximum value of part strength achieved by NSGA-II [24] . Also, the minimum value of volumetric shrinkage achieved by NSTLBO is 0.70% which is lower than the minimum value of volumetric shrinkage achieved by NSGA-II [24] .
It is observed from Fig. 8 that the Pareto-front obtained using NSTLBO algorithm and NSGA-II overlap each other. Therefore, in order to quantify the performance of NSTLBO algorithm, two performance measures, that is, coverage and spacing of non-dominated sets have been adopted. The best, mean and worst values of coverage and spacing for NSTLBO algorithm obtained over 30 independent runs are reported in Table 11 . In Table 11 , P represents the non-dominated set of solutions obtained using NSTLBO algorithm; Q represents the non-dominated set of solutions obtained using NSGA-II.
The values of mean and standard deviation reported in Table 11 indicate that there is very less variation in the results obtained using the NSTLBO algorithm over 30 independent runs. The value of coverage C P Q best , .
( ) = 0 3267 implies that, considering best values 32.67% of the non-dominated solutions obtained using NSGA-II are inferior to the non-dominated solutions obtained NSTLBO algorithm. On the other hand, the coverage value C P Q best , .
( ) = 0 02
implies that 2% of the non-dominated solutions obtained using NSTLBO are inferior to the solutions obtained using NSGA-II. The spacing for the non-dominated set of solutions obtained using NSGA-II is calculated as S (Q) = 0.09564. It is observed that the nondominated set of solutions obtained using NSTLBO algorithm show better distribution as compared to the non-dominated set of solutions obtained using NSGA-II, as S P S Q best ( ) < ( ).
Thus, the values of performance indicators that is, coverage and spacing indicate that, the non-dominated set of solutions obtained using NSTLBO algorithm is better than the non-dominated set of solutions obtained using NSGA-II. It may be stated here that, the NSTLBO algorithm requires only common control parameters such as population size and number of generations and does not require tuning of any algorithm-specific parameters for its working.
The non-dominated set of solutions obtained using NSTLBO algorithm will be useful to the process planner. Since none of the solutions in the non-dominated set is absolutely better than any other, all of them are acceptable solutions. Each solution in the nondominated set corresponds to a particular order of importance of objectives, and the choice of one solution over another depends upon the requirement of the process planner. The process planner may require high strength or low volumetric shrinkage, based on the requirement a suitable combination of process parameters can be selected from Table 10 .
Case study 5
The optimization problem formulated in this case study is based on the empirical models developed by Sood et al. [13] relating mechanical properties such as tensile strength 'Ts' (MPa), flexural strength 'Fs' (MPa) and impact strength 'Is' (MPa) of the models fabricated using the FDM process with the process parameters such as layer thickness 'A' (mm), orientation 'B' (degree), raster angle 'C' (degree), raster width 'D' (mm), air gap 'E' (mm). The objective functions, process parameters and their bounds considered in this case study are same as those considered by Sood et al. [13] , and all the process parameters are in the continuous form. An FDM machine by Stratasys Inc., USA was used for manufacturing parts for the purpose of experimentation.
Objective functions
The objective functions in terms of coded levels of process parameters are expressed by Eqs. (28) to (30) . The coded levels of process parameters are same as those given in Table 1 . P is the non-dominated set of solutions obtained using NSTLBO algorithm; Q is the non-dominated set of solutions obtained using NSGA-II; SD is the standard deviation.
Parameter bounds
The bounds on process parameters are expressed by Eqs. (31) to (35) .
Sood et al. [13] solved the multi-objective optimization problem using RSM and desirability function approach assigning equal importance to all three objectives. The unique optimum solution obtained by them is reported in Table 12 . Now, the same problem is solved using NSTLBO algorithm in order to see whether any improvement in results can be obtained.
A population size of 50 and maximum number of generations equal to 100 are considered by the NSTLBO algorithm. The nondominated set of solutions obtained using the NSTLBO algorithm is reported in Table 13 . Figs. 9 and 10 show the graphical representations of the non-dominated set of solutions for the FDM process obtained using NSTLBO algorithm. It is observed from Figs. 9 and Table 12 Optimum solution by desirability function approach in terms of uncoded values of process parameters [13] (case study 5) . 
Table 13
Non-dominated set of solutions obtained using NSTLBO algorithm (case study 5). 10 that the objectives considered in this case study are mutually conflicting in nature. Sood et al. [13] have applied a statistical technique and have obtained a unique optimum solution to the problem. This unique solution corresponds to a specific set of weights assigned to the objectives (i.e. equal weightage to all objectives in this case). These weights depend upon the order of importance of objectives and may change if the order of importance of objective changes. The optimality of a unique solution may be invalid if the value of weights assigned to the objective changes. To mitigate this limitation, a nondominated set of solutions (Pareto-optimal set) is obtained using NSTLBO algorithm. The non-dominated set consists of multiple solutions, and all the solutions are equally good. Each solution in the non-dominated set corresponds to a particular order of importance of objectives, thus giving flexibility to the process planner to choose one solution from the non-dominated set which best suits the requirement. The non-dominated set of solutions obtained using NSTLBO algorithm is useful especially in volatile scenarios where the order of importance of objectives are subject to frequent change. Figs. 9 and 10 show that the NSTLBO algorithm has provided 50 nondominated solutions in a single simulation run which also covers the unique solution provided by desirability function approach. Now, the results obtained using the NSTLBO algorithm are coordinated with the experimental data reported by Sood et al. [13] . Solution no. 1 in the non-dominated set of solutions reported in Table 13 corresponds to a maximum importance to impact strength. It is observed that layer thickness, orientation, raster angle and raster width have a positive influence on the impact strength, therefore the values of these process parameters equal to their respective upper bounds (i.e. 0.254 mm, 2.9847 degrees, 60 degrees and 0.5064 mm, respectively) is selected by the NSTLBO algorithm. Thus, the results obtained using the NSTLBO algorithm are well supported by the experimental observations. Solution no. 30 in the non-dominated set reported in Table 13 corresponds to a maximum importance to flexural strength. Orientation, raster angle and air gap most predominantly affect the flexural strength. Orientation has a negative effect on flexural strength; therefore, the value of orientation equal to the lower bound (i.e. 0 degrees) is selected by the NSTLBO algorithm. Raster angle and air gap have a positive influence on flexural strength;, therefore, the values of raster angle and air gap equal to their respective upper bound (i.e. 60 degrees and 0.008 mm, respectively) is selected by the NSTLBO algorithm. Layer thickness and raster width have a negative influence on flexural strength; therefore, the values of layer thickness and raster width equal to their respective lower bounds (i.e. 0.127 mm and 0.4064 mm) is selected by the NSTLBO algorithm.
Solution no. 50 in the non-dominated set of solutions reported in Table 13 corresponds to a maximum importance to tensile strength. Layer thickness and orientation are the most predominantly affected tensile strength. The value of layer thickness equal to the upper bound (i.e. 0.254 mm) is selected by the NSTLBO algorithm because layer thickness has a positive influence on tensile strength. However, the interactions of layer thickness with air gap and raster angle have a negative effect on tensile strength; therefore, the values of air gap and raster angle equal to their respective lower bounds (i.e. 0 degrees and 0 mm, respectively) are selected by the NSTLBO algorithm. The value of orientation close to the lower bound (i.e. 2.0975 degrees) is selected by the NSTLBO algorithm because orientation has a negative influence on tensile strength. The interaction of layer thickness and rater width has a positive influence on Ts; therefore, the value of rater width equal to upper bound (i.e. 0.5064) is selected by the NSTLBO algorithm. The computational time required by the NSTLBO algorithm to obtain the Paretooptimal set is 4.4851 s. The computational time required by desirability function approach to obtain the unique optimum solution is not reported by Sood et al. [13] .
The optimization problems formulated in all the FDM process optimization case studies considered in section 4 are based on the mathematical models developed by previous researchers based on experimentation. The real data obtained from experimentation were used by the previous researchers for formulation of mathematical models. The confirmation experiments for the developed mathematical models were also conducted by the previous researchers such as Sood et al. [16, 17] , Peng et al. [23] , Gurrala and Regalla [24] and Sood et al. [13] for case studies 1 to 5, respectively. In addition, the previous researchers had solved the optimization problems using techniques such as QPSO [16, 17] , GA [23] , NSGA-II [24] and desirability function approach [13] . Now the same mathematical models have been solved using TLBO and NSTLBO algorithms, and the results obtained using TLBO and NSTLBO algorithms are compared with the results obtained by the previous researchers. Therefore, confirmation experiments for the results obtained using TLBO and NSTLBO algorithm are not required as the mathematical models used as objective functions in this work were already validated by previous researchers by conducting thorough experimentation. The previous researchers had considered the process parameters in their continuous form. Therefore, all the process parameters considered in this work are in their continuous form only. Therefore, the optimization problems formulated in this work are continuous parameter optimization problems. [However, in actual practice, the values allowed by the FDM machine which are closer to the suggested optimum values may be considered.]
The results obtained using TLBO and NSTLBO algorithms are better than the results obtained by previous researchers using algorithms such as QPSO [16, 17] , GA [23] , NSGA-II [24] . In addition, the Pareto-optimal set of solutions provided by NSTLBO algorithm contains a wide range of optimal values which will enable the process planner to choose a particular solution from the Pareto set depending on his preference and imperativeness of the objectives. Therefore, the results reported in the present work are useful for real rapid prototyping systems.
Conclusions
In this work single-objective and multi-objective optimization aspects of a widely used RP process, namely, FDM are considered. Three single-objective optimization problems and two multiobjective optimization problems pertaining to FDM are solved using the TLBO algorithm and NSTLBO algorithm, respectively.
The TLBO algorithm showed better performance as compared to GA and QPSO algorithms in terms of objective function value with a higher convergence rate. The NSTLBO algorithm showed better performance as compared to NSGA-II in terms coverage and spacing of the Pareto optimal set. Thus, the results presented in this work are useful for real RP systems. The results obtained in this work are well supported with the experimental data reported by the previous researchers.
In the present work the TLBO and NSTLBO algorithms are applied to solve the optimization problems of the FDM process only. These algorithms may also be applied to solve the optimization problems pertaining to other RP processes such as stereolithography, selective laser sintering, laminated object manufacturing, 3D printing, solid ground curing, etc.
