Large-scale simulations of many-particle systems. by Esselink, Klaas
  
 University of Groningen
Large-scale simulations of many-particle systems.
Esselink, Klaas
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
1995
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Esselink, K. (1995). Large-scale simulations of many-particle systems. s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Summary
The simulation of liquids is one of the first applications ever performed on a computer.
The basic idea is to model the interaction between the particles in a simulation cell
at an atomic level, and from there calculate for instance the motion of the individual
particles by numerical solution of the equations of classical mechanics, as is done in
the Molecular Dynamics (MD) simulation technique. It is also possible to generate
conformations of particles based on macroscopic parameters such as pressure, volume
and density, and sample properties of these conformations, as is done in the Monte
Carlo (MC) simulation technique. Both methods rely on appropriate models for the
interaction between the different atoms, for the way in which they attract or repel
each other. These interactions are very often the same in liquids, gases, solids, or,
analytically, even complete galaxies of stars. By no means is simulation therefore
restricted to liquids.
When the size of the simulated system is large, one would like to use as much
computing power as possible, for instance by using more than one processor in parallel.
Due to physical constraints, there is a theoretical speed limit beyond which no single
processor will ever operate. The only way to build faster computers yet is by placing
them in parallel. This concept is not new, but the way in which they should be operated
efficiently in parallel is still a very large area of research. Seldom is the task of letting a
network of processors solve a single problem trivial. In this thesis, we study the use of
parallel computers for MD or MC simulations.
Several atomic interactions play an important role in MD or MC simulations. The
Coulombic or gravitational potential is used to model the interaction between two
charges or masses. It is classified as'long-range', because it makes the potential energies
and forces of the particles depend on the macroscopic shape of the simulation cell.
Another common two-particle interaction is the Lennard-|ones potential, which models
the property that atoms repel each other on the very short distance, attract each other
when they are not too close, but tend not to feel each other at all for larger distances
(the van der Waals interaction). This potential is therefore classified as 'short-range'.
A harmonic spring, which is used to connect atoms in a molecule, is not short-range in
the true sense. Nevertheless, in practice the connected atoms will never be far apart,
and this makes the potential computationally short-range, just like the three-particle
bending potential to model a preference angle of three subsequent atoms in a molecule.
With respect to implementing MD on a parallel computer, we show in this thesis that a
proper distribution of the simulation cell over the individual processors can yield a very
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efficient algorithm, for any short-range potential. The communication requirements
can be kept modest, and the scalability to large problems or large computer networks
is good. The usefulness of this is demonstrated by results from two studies, both
originating from the oil industry. In the first one, we study surfactants in water and oil
environments and observe different forms of aggregation behavior, depending on the
shape of the surfactant molecules. This is used to study oil solubilization phenomena,
and we identify different mechanisms through which solubilization occurs. In the
second study we investigate the crystallization and melting of alkanes; we loe.k at
chain-length dependence, as well as size effects of the simulation; we determine the
crystai growth rate and open the way to design crystallization modifiers. For long-
range potentials, many different algorithms exist, and we make a comparison between
some of them with respect to accuracy and performance. It tums out that a combination
of fwo algorithms (of Appel and Greengard) yields a very efficient and versatile version.
For Monte Carlo simulations, the generation of conformations seems at first a rather
sequential process. We introduce a new algorithm which permits parallelization, and
works better for simulations in which generating acceptable conformations becomes
more difficult.
We focus on '1arge-scale' simulations, where the amount of particles ranges from
a few thousand to one hundred thousand. These large simulations are necessary to
minimize the unwanted effects of the behavior of the particles at the boundary or, in
case of periodic universes, to avoid unwanted self-interactions. Proper algorithms and
proper (parallel) hardware are vital tools for this research. Both these aspects are in
itself very large research areas, of which we are able to cover only a small part in this
thesis.
