Abstract
Introduction
Existing data networks such as the Internet are built using sophisticated stand-alone routers. In addition to forwarding packets, each router is currently required to perform elaborate routing and management functions. As the *Work supported by DARPA under the Next Generation Internet (NGI) t Corresonding author *Supported also by DARPA under contract number E583 initiative networks grow to handle more and increasingly diverse data, more processing will be required of each router. While such a "heavy-weight router" approach scales adequately and is fault tolerant in providing best effort service, it may not be an efficient solution for integrated services for the reasons that follow.
First, an integrated services network must guarantee Quality of Service (QoS) to individual user sessions. To meet this requirement, QoS based routing is required. Specifically, the network often needs to reserve resources (link bandwidth, buffers, etc.) for a set of packets at particular routers in order to establish an end-to-end flow path with a specific QoS. Compared to the classical shortest path routing algorithms, QoS routing algorithms need to deal with more constraints, and thus require much more processing on the part of each router [ 13, 5] . Moreover, it has been shown that it is desirable to use different QoS routing algorithms under different conditions to improve network performance
[9]. Having such flexibility also requires more computation at each router. Therefore, processing overhead will become a major concern if every router is required to perform QoS routing.
Second, an integrated services network must support real-time applications that have very stringent packet delay bound requirements. Consequently, when a path for a realtime flow becomes unusable because of a network fault. a replacement path should be established within a short time frame. (In other words, the flow should be quickly re-routed, preferably without involving the end user.) 0th-erwise, the performance of the corresponding real-time application will suffer noticeably. Several schemes have been proposed to address this problem in the context of a network with heavy-weight routers. Specifically, they make use of dispersity routing [l] or backup channels [7] . However, these schemes also reduce network utilization and increase the processing requirements of the routers.
In summary, a heavy-weight router can easily become a performance bottleneck due to a lack of processing power. The problem is compounded by the fact that integrated services will likely require packet forwarding methods that are much more elaborate than First-In-First-Out (FIFO).
In this paper, we present a Server and Agent based Active network Management (SAAM) architecture for the efficient support of integrated services. Specifically, in SAAM, individual routers are relieved of most routing and network management tasks. Instead, a small number of dedicated servers perform these tasks on behalf of the routers; in particular, the servers maintain a path information base (PIB), with which network functions such as QoS routing and re-routing of real-time flows can be efficiently implemented.
The use of route servers has been proposed for data networks [12, 171. The motivation was to reduce the computational overhead for a set of closely associated routers'. QoS routing and re-routing were not considered. Moreover, our development of SAAM has two additional motivations.
First, we envison SAAM to be the common platform where different network functions such as routing, resource reservation, network management, accounting, and security can be integrated. Second, by concentrating network management and control to a small number of servers, SAAM can potentially be used for faster deployment of new services than is currently possible.
*For example, a set of Intemet Service Provider (ISP) routers that share a Network Access Point (NAP) [17] .
The balance of the paper is organized as follows. In Section 2, we give an overview of the SAAM architecture and discuss some important design issues. In Section 3, we describe in detail a particular design of the PIB, and explain how SAAM can use the PIB to perform efficient QoS routing and re-routing of flows without involving the end user.
Overview of SAAM Architecture
Before describing the SAAM architecture, we present a list of issues that have a direct impact on the feasibility of a server based network architecture. Many of our design choices are based on the understanding of these issues. we describe how a particular router and the SAAM server process interact in this model. For brevity, we will focus on those aspects related to QoS routing. SAAM requires (preferably dedicated and real-time) duplex communication channels between each router and its server. We assume that these channels are established when the router joins the network. The router does not participate in QoS routing; it updates its flow-based routing table with route data passed down from the server. Note that the router can still participate in conventional routing if backward compatibility is required. In such a case, the router must pre-allocate a set of flow-ids for data that will not be routed by SAAM.
Design Issues
The SAAM server builds a PIB to support QoS routing. Specifically, the server identifies those paths or subpaths that can potentially be used to route flows, and maintains up-to-date performance parameters for each of them. The server computes path performance parameters by aggregating link level performance data passed up from each router.2
We will present more details on how to build the PIB in Section 3.
Hierarchical Organization of Servers
To address the scalability issue, SAAM organizes its servers in a hierarchy. (See Figure 2. ) Specifically, at the first level, SAAM partitions the network into regions, and sets up one server3 for each region. (A region is represented by a circle in Figure 2 .) The current approach to network partitioning using Autonomous Systems [ 101 can easily be extended to perform this task. Once established, the SAAM server will perform network functions on behalf of the routers in its region.
Similar to today's architecture, each SAAM region has a subset of routers, called border gateways, through which data can come in and go out of a region. SAAM uses a parent server at the top level to perform the network functions that enable communication between these routers.
The main advantage of the above irchitecture is that it allows SAAM to build a scalable PIB. The details are described in Section 3.2. The hierarchical architecture also permits SAAM to be gradually deployed into today's networks. Specifically, SAAM can be implemented initially in one part of a network. The top-level SAAM server will function as a speaker for all routers in the SAAM part of the network, i.e., it will become the sole participant in the information exchange with routers in the other (non-SAAM) part of the network. zDetails on how to collect such data is beyond the scope of this paper.
3SAAM also sets up one or more backup servers if high fault tolerance is required. While we examined the simplest two-level server hierarchy, it should be noted that this architecture can support a greater number of levels, as the situation demands.
Design of Path Information Base
As discussed earlier, an essential component of our S A A M architecture is the PIB. When designing a PIB, one must consider the following two issues:
1. Pei$ormance. The PIB will be used by a wide range of network functions that include routing, resource reservation and network management. To ensure good performance of these functions, the PIB should (i) maintain sufficient information, and (ii) supply that information in a timely manner.
2.
Cost. The overhead of building and maintaining the PIB should be carefully analyzed and controlled. In particular, the PIB must scale well as the network size grows.
In this section, we describe a PIB design that takes advantage of the SAAM architecture to achieve high performance and control cost. To illustrate the benefits of the design, we also explain how SAAM can make use of the created PIB to perform efficient QoS routing and re-routing. For ease of discussion and without loss of generality, we assume a two-level SAAM server hierarchy like the one shown in Figure 2. 
Preliminary
First, we describe the system model for our PIB design. Specifically, we define a path in the context of an integrated services network, and identify a set of important path parameters that will be managed by the PIB.
Path definition
In an integrated service network, each network link is shared by a set of logical service pipes [4] , each of which provides a particular level of network performance measured by packet delay and packet loss rate. (See Figure 3. ) An ATM virtual path that is dedicated to Constant Bit Rate (CBR) traffic is an example of a service pipe. 
Path parameters
Next, we list the set of path parameters that will be maintained in the PIB. Most of these parameters are generalizations of what have been defined for a service pipe.
41n this paper, we follow the convention of using the "." operator to associate a parameter with an object.
T.D the target upper bound on the total packet delay, which is expressed by5
Note that when a rate-based packet service discipline (e.g., Weighted Fair Queueing) is used at each service pipe, the target end-to-end delay upper bound of a path can be much smaller than the sum of the target per-hop delay bounds. In such a case, we re-define s.D to be a target delay upper bound based on the expected packet arrival time; 
n.E the upper bound on the percentage of packets that incur a delay greater than x.D, which is expressed by n.E w s.E.
SET
The derivation of the above equation is as follows.
Assuming that packet losses of a flow at different 'When appropriate, we consider the path as just a set, rather than an ordered sequence, of service pipes.
service pipes are independent events6, we have r that connects the source and the destination of the flow,
and satisfies: (6) (7) (8)
Building Path Information Base
We follow a divide-and-conquer strategy to control the cost of building and managing the PIB. The strategy is based on the following observation: With the hierarchical (9) n.B the total effective bandwidth, which is defined by architecture of SAAM, it suffices for the SAAM server of each region to build and manage a relatively small regional PIB that contains information for only local paths in the region. Specifically, information for a long-distance path (i.e., one that crosses multiple regions) is built and managed jointly by three SAAM servers: a first-level server responsible for the source segment, i.e., from the source to an n.B = min{s.B}. 
Link sharing
outgoing border gateway; another first-level server for the destination segment, i.e., from an incoming border gateway to the destination; and the parent server for the middle segment between the border gateways. In the remainder of this section, we will focus on how to build a regional PIB. We assume that a suitable link sharing algorithm [2, 4, 161 is implemented at every link SO that a firewall is established between the link's service Pipes. SPecificallY3 the Perfor-~M W X guarantees of one service are independent of those We also identify and exclude undesirable paths from each regional PIB to reduce the size of the PIB. Specifically, paths that contain a loop or have a hop count' greater than a predetermined value H,,, are deemed undesirable. of other services. For brevity and without loss of generality, we will focus exclusively on how to build a PIB for flows requesting a statistical service. Consequently, we assume that each link in the network is a statistical pipe, and we will represent a path by < a1 , a2, . . . , U K > where u k is the lcth router in the path. We use f to denote a statistical list of pointers to all PIA records that describe a path containing the service pipe. With the UIA, a SAAM server will react quickly when there is a significant change in the performance of a service pipe in its region; in particular, the server will update only the PIA records of affected paths following the pointers stored in the UIA, and re-route flows gin one region if necessary. (See Section 3.3.) Next, we describe, in detail, the algorithm that a SAAM server will use to build its regional PIB.
Consider a particular SAAM region and its SAAM server. Assume that there are M routers in the region. At boot-up time, the server assigns a unique index i E { 1,2, . . . ~ M} to each router: and for each router i, it computes and stores the following set9:
Parents(i)
= { j I there is a service pipe from router j to router i}
(14)
Afterwards, the server uses the following recursive search algorithm to build its regional PIB. Recail that the objective is to build the PIA and UIA, which we now formally define as follows: The details of the algorithm are specified in Figure 4 . The algorithm has an average complexity of O ( M . ZHm-), where 1 is the average size of the Parents set for a router. Typically 1 does not exceed 3, Hmaz is between 6 and 8, and M should be less than 50 for any given SAAM region. Therefore, the algorithm is not much of a burden for the SAAM server. Furthermore, the algorithm needs to be run only when there is a topological update, e.g., a service pipe being permanently added or removed, and other such infrequent events. A service failure will be considered a short-lived condition and will require only modification to the parameter values of paths that contain it.
Routing and Re-Routing of Flows
The PIB created by BuiZdSAAM-FIB() is much more comprehensive than those built using shortest path YFor efficiency, we implement a set as an array, algorithms.l0 Consequently, S A A M is able to use a more flexible QoS routing strategy. Specifically, SAAM supports the integration of multiple QoS routing schemes, each of which has its own very efficient PIB built on top of the SAAM PIB. A SAAM server will choose a different scheme at different times depending on the current state of its region. Such flexibility is quite desirable, as observed in [9].
The details of !he integration are dependent on the specifics of QoS routing schemes, and are beyond the scope of this paper. Next, we will explain how SAAM can use the PIB to perform (i) fast routing of a long distance flow, and (ii) flow re-routing in the event of a link failure or service malfunction.
Fast routing of long distance flows
Denote f to be a long distance statistical flow. SAAM uses the following steps to find a path for the flow. First, upon receiving the request to set up f , the source region SAAM server forwards the request to the parent server, selects" from its PIB a path (denoted by nsrc) that has the smallest D among those that go from the source to an outgoing border gateway, and then sends the information of K' " to the parent server. The parent server, after receiving the forwarded request, determines in which region the destination resides, forwards the request to the server of that region, and then waits for responses from the source and destination. The destination region SAAM server, upon receiving the forwarded request, selects from its PIB a minimum-D path (denoted by des) from an incoming border gateway to the destination, and then sends the information of rides to the parent server. Finally, after receiving the information of rSrc and rides, the parent server updates f.D and f.E where
AddPath (a, h) W t Parents(a[h]);
h t h i -1 ; 
Re-routing of flows
The network needs to re-route flows when a link fails or a service pipe malfunctions.'* Re-routing on a flow by flow basis would be inefficient and not suitable for real-time traffic because the number of flows that require re-routing could be quite large. With the UIA, a SAAM server can reroute on a path by path basis. Specifically, suppose < a, b > is the service pipe that fails. Upon detecting the failure, the server will select from P I A a replacement path with the minimum D for each path contained in UIA(a, b) .
A SAAM server can also adopt a backtracking scheme for flow re-routing. The scheme works as follows. The '*A service pipe malfunction is usually caused by a software problem such as a bug in the implementation of a packet scheduling algorithm.
SAAM server first tries to find a replacement path from a to 6 with the minimum D and a hop count no greater than the design parameter13 H b a k . If unsuccessful, the server would then try to find a replacement path from each parent of a to b; and continues the same process until either replacement paths are found in all subcases or the number of backtracking steps has exceeded the value of the design parameter B, , , .
In the latter case, the SAAM server would then try re-routing on a path by path basis using UIA(a, b).
13we are conducting experiments to evaluate the impact of Hbak on the performance.
Discussions
Between meeting the delay and loss requirements of a flow, our approach gives a higher priority to the former. Next, we give a mathematical justification for such consideration. Let x* be the best path found by SAAM for a flow f . Consider the following two cases when f uses R*: 
Conclusions
We have presented SAAM, a server based network architecture for integrated services. Unlike other current approaches, SAAM relieves individual routers from most routing and network management tasks. Instead, it employs a small number of dedicated servers to perform these tasks on behalf of the routers. We envison SAAM to be the common platform where different network functions such as routing, resource reservation, network management, and security can be integrated.
