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Abstract
Motivated by examples in inﬁnite group theory, we classify the ﬁnite groups whose subgroups can
never be decomposed as direct products.
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1. Introduction
A group is called indecomposable if it cannot be decomposed as a direct product of
two non-trivial subgroups. Various examples of indecomposable groups appeared in the
classical literature, notably in Kurosh book (1940); it is also known that, under suitable
hypothesis, many fundamental groups cannot be decomposed as direct products unless
the space itself admits such a decomposition. This list of indecomposable groups of topo-
logical or geometric interest has been considerably extended in recent years, including
• Inﬁnite irreducible Coxeter groups of non-afﬁne type (see [8]).
• Zariski-dense subgroups of inﬁnite simple connected algebraic groups (see [2]).
• Mapping class groups with trivial center (see [5]).
Further, it can be shown that the above groups satisfy the following stronger property.
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Deﬁnition 1.1. AgroupG is called strongly indecomposable if all its ﬁnite-index subgroups
are indecomposable.
In addition, variations of spherical-type Artin groups (like their commutator subgroups,
or their quotient modulo center), can be thought of as Zariski-dense subgroups of simple
connected algebraic groups (see [6,2]), and it is easy to show that Zariski-dense subgroups
of such groups over an inﬁnite ﬁeld are strongly indecomposable.
Maybe the most enlightening examples however are generalizations of free groups,
such as torsion-free hyperbolic groups. These groups, which have “small centralizers”,
ﬁt into the axiomatic class of non-abelian CSA groups. We quickly survey this example in
Section 2.
It is thus a natural question to ask which ﬁnite groups have this property, namely which
ﬁnite groups admit only indecomposable subgroups. We did not ﬁnd the answer in the
literature on ﬁnite groups, so it is the purpose of this note to classify such groups, building
on classical work in this area.
Recall that the generalized quaternion group Qn for n3 has order 2n and is deﬁned by
Qn = 〈x, y|x2n−1 = 1, y2 = x2n−2 , y−1xy = x−1〉.
It is readily checked that all subgroups of Qn are indecomposable, and it is known that its
center Z(Qn) has order 2 – contrasting with the inﬁnite examples given above.
Our main result is then the following.
Theorem 1.2. Let G be a ﬁnite group. All subgroups of G are indecomposable if and only
if G is of one of the following types:
(1) G isomorphic to Z/pnZ for some prime p.
(2) G is generalized quaternion, isomorphic to Qn for n3.
(3) G=Z/pZZ/qZ with p, q two different primes, p odd, such that q divides p − 1,
and the image of Z/qZ in (Z/pZ)× has order q.
2. Examples of strongly indecomposable groups: non-abelian CSA
groups
The acronymCSAstands for conjugately separated abelian. This class of groups is deﬁned
by the following conditions.
Deﬁnition 2.1. A group G is said to be CSA if, for any maximal abelian subgroup A of G
and all g ∈ G\A we have A ∩ gAg−1 = {e} (“A is malnormal”).
It is easily checked that every subgroup H of a CSA group G is CSA. Indeed, if B is a
maximal abelian subgroup of H, then it is contained in a maximal abelian subgroup A of
G; moreover B = A ∩ H , thus H\B = H\A and B ∩ gBg−1 ⊂ A ∩ gAg−1 = {e} for
all g ∈ H\B. We refer to [7,4] for other properties and extensive surveys of this class of
groups. In particular, there is a classical alternative deﬁnition, that we will not use here,
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ofCSAgroups as groups inwhich every non-trivial element ofG has abelian selfnormalizing
centralizer.
2.1. CSA groups and commutative-transitive groups
An important property of CSA groups is that they are commutative-transitive, meaning
that non-trivial elements have abelian centralizers. More formally, a group G is said to
be commutative-transitive, or to have the SA property, if it satisﬁes one of the following
equivalent properties:
• the relation “x commutes with y” in G\{e} is a transitive relation;
• the centralizers of non-trivial elements are abelian.
In particular subgroups of commutative-transitive groups are commutative-transitive. The
fact that a CSA group G is commutative-transitive is easy to show: if C is the centralizer
of some x ∈ G\{e}, and A a maximal abelian subgroup of G containing x, then C ⊂ A,
otherwise g ∈ C\A would satisfy x = gxg−1 ∈ A ∩ gAg−1 = {e}.
The connection with our deﬁnition of CSA groups is also made clear by another
(equivalent) property: if A and B are distinct maximal abelian subgroups then A∩B = {e}.
Non-abelian commutative-transitive groups are indecomposable: ifG=A×B withA,B
non-trivial, then A and B are subgroups of centralizers hence have to be abelian, and so is
G. However this class of groups is not suitable for our illustration purposes because there
exists non-abelian commutative-transitive groups which are not strongly indecomposable,
an elementary example being the alternating group A4.
2.2. Strong indecomposability
In fact the relevant class here is the class of non-abelian CSA groups – note that every
abelian group is CSA by deﬁnition. Non-abelian CSA groups obviously have trivial center.
The following fact is also an easy consequence of the deﬁnition.
Proposition 2.2. If G is a non-abelian CSA group, then its non-trivial normal subgroups
are also non-abelian CSA.
Proof. We have to show that, if H is a proper normal subgroup of G, then it cannot be
abelian. Suppose that H is normal, and that it is abelian. Then it is contained in a maximal
abelian subgroup H˜ , with H˜ = G since G is non-abelian. Letting x ∈ G\H˜ it follows that
{e}=xH˜ ∩ H˜⊃xH ∩ H = H = {e},
a contradiction. 
Corollary 2.3. A non-abelian CSA group is inﬁnite.
Proof. It is a classical fact that a non-abelian CSA group G does not contain any element
of order 2 (see e.g. [7, Remark 7]). If G were ﬁnite, then it would have odd order. By the
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Feit–Thompson theorem it is thus solvable. It follows that G admits a non-trivial subnormal
abelian subgroup, which is not possible by Proposition 2.2. 
A consequence is that ﬁnite-index subgroups of non-abelian CSA groups are non-abelian
CSA.
Proposition 2.4. Let G be a non-abelian CSA group. Then its ﬁnite-index subgroups are
non-abelian CSA.
Proof. Suppose that there exists an abelian ﬁnite-index subgroup H of G. We can assume
that H is maximal. Let g1 = e and
G = g1H unionsq g2H unionsq ... unionsq gnH
the corresponding partition of G in cosets. For all g ∈ G there exists g ∈ Sn such that
ggiH = gg(i)H , and g 
→ g deﬁnes a morphism G → Sn. Since G is inﬁnite, there
exists g = e such that g =e. In particuler g(1)=1 hence gH =H , and g ∈ H . Since G is
non-abelian, n2 and g(2) = 2. It follows that gg2H = g2H hence g−12 gg2 ∈ H ∩ Hg2 ,
contradicting once again the malnormality of H. 
Corollary 2.5. Non-abelian CSA groups are strongly indecomposable.
Proof. Let G be non-abelian CSA. By Proposition 2.4 it is sufﬁcient to show that, if A and
B are non-trivial normal subgroup of G, then A ∩ B = {e}. Since A ∩ B ⊃ (A,B) one
only needs to show (A,B) = {e}. Otherwise the centralizer in G of any b ∈ B\{e} would
contain A. But this centralizer is abelian since G is CSA, and A is not, a contradiction. 
Remark 2.6. Along the same lines it is possible to prove that non-abelian commutative-
transitive groups which are not virtually abelian are strongly indecomposable. I thank the
referee for pointing out that this applies to the Baumslag-Solitar group 〈a, t | ta2t−1 =a3〉,
which is not CSA.
Remark 2.7. The use of the Feit–Thompson theorem in the short proof of 2.3 given here
aims at emphasizing the role of elements of order 2 in this kind of properties, and their
incompatibility with deep results on ﬁnite groups. There are alternative proofs available in
the literature which avoid the use of this theorem, see for instance [3, Section 2.2].
3. Proof of the main theorem
Our goal here is to classify ﬁnite groups whose subgroups are all indecomposable.
We ﬁrst make some remarks concerning abelian subgroups.
An indecomposable abelian ﬁnite group has to be a cyclic p-group, i.e. to be isomorphic to
Z/pnZ for some prime p and positive integer n. Moreover, if a ﬁnite strongly indecompos-
able group G is not a p-group, then its center has to be trivial. Indeed, Z(G) is abelian hence
has order pn for some prime p. If n1, since G is not a p-group it would have a non-trivial
element x of order coprime to p and 〈x, Z(G)〉 would be a decomposable abelian subgroup
of G, by the Chinese Remainder Theorem. Hence Z(G) = {1} unless G is a p-group.
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Now assume that G is a p-group. We show that, if G is not abelian, then it is generalized
quaternion. Since G is a p-group, its center is non-trivial and contains an element x of order
p. Let assume that there exists y ∈ G\〈x〉 of order p. Then 〈y, x〉 would be an abelian
subgroup of G with two distinct subgroups of order p, which is a contradiction since such
a subgroup has to be cyclic. It follows that G is a p-group with exactly one subgroup of
order p. By a well-known characterization (see [9, 5.3.6]) it follows that G is either cyclic
or generalized quaternion, that is of none of the types (1) and (2) of Theorem 1.2.
For the remainder of this section we thus can assume that G is not a p-group. Moreover,
by the above we know that its Sylow subgroups of odd order are cyclic, and that its Sylow
2-subgroups are either cyclic or generalized quaternion. Since all the Sylow 2-subgroups
are conjugated, this splits the situation in two cases, that we study separately in Sections
3.1 and 3.2. Before proceeding to this, we prove a preliminary result.
Lemma 3.1. If G is strongly indecomposable and is not a p-group then none of its
2-subgroups is normal. Moreover, its 2-subgroups are cyclic if G is solvable.
Proof. Let N be a 2-subgroup of G. We prove that N is not normal. Indeed, it is included in
some 2-Sylow subgroup, which is either a cyclic 2-group or generalized quaternion, hence
contains only one element z of order 2. This element belongs to N because N contains an
element of order 2. Since G is not a 2-group, then there exists g ∈ G of odd order. If NG
then gzg−1 ∈ N would be the only element of order 2 in G, and gz = zg. It follows that
〈g, z〉 would be a non-cyclic abelian subgroup of G, which is a contradiction because such
a subgroup is decomposable.
We now assume that G is solvable. In order to prove that N is cyclic, we can assume that
N is a Sylow subgroup of G. Let Fit G be the Fitting subgroup of G. The fact that G is
solvable implies Fit G = {e}. Moreover Fit G is a nilpotent subgroup of G, hence a direct
product of p-groups. But Fit G is indecomposable, hence it is a p-group. Since Fit GG
one has 2 = p by the above. In particular, Fit G is cyclic. The action of N on Fit G by
conjugation is faithful : if g ∈ N and x ∈ Fit G\{1}, then gxg−1 = x would imply that
〈g, x〉 is an abelian non-cyclic subgroup of G, a contradiction. It follows that N embeds into
Aut(Fit G), which is abelian since Fit G is cyclic. Then N is abelian, hence cyclic. 
3.1. The cyclic case
Here we assume that the 2-Sylow subgroups of G are cyclic. We will use the
Hölder–Burnside–Zassenhaus theorem, abbreviated HBZ in the sequel, as stated in
[9, 10.1.10, p. 281]:
Theorem 3.2 (Hölder–Burnside–Zassenhaus). If G is a ﬁnite group all of whose Sylow
subgroups are cyclic, then G has a presentation
(∗) G = 〈a, b|am = 1 = bn, b−1ab = ar 〉,
where rn ≡ 1 (mod m), m is odd, 0r <m, and m and n(r − 1) are coprime. Conversely,
in a group with such a presentation all Sylow subgroups are cyclic.
A consequence of this theorem is that, if G is a strongly indecomposable ﬁnite group all
of whose Sylow subgroups are cyclic, then it is a semidirect product Z/mZZ/nZ of the
266 I. Marin / Expo. Math. 26 (2008) 261–267
form given by the theorem, and moreover m=p, n=q for some primes p, q and integers
, 1, because otherwise it would have decomposable abelian subgroups. The conditions
of the theorem imply p odd, p = q.
We make the remark that every G=Z/mZZ/nZ with m= p, n= q, p odd, p = q,
admits automatically a presentation of the form (*). Indeed, assume that G is a semidirect
product AB with A = Z/pZ and B = Z/qZ, and denote m = p, n = q. We choose
a generator a of A and a generator b of B. The action of B on A is given by ab = ar
for some integer r with 0r <m. Since bn = 1 we have rn ≡ 1 modulo m. Recall that
Aut(A) = (Z/pZ)×  Z/(p − 1)Z× Z/p−1Z admits only one subgroup isomorphic to
Z/p−1Z, and that it is the set of all s ∈ Z/pZ such that s ≡ 1 modulo p. Since p = q we
have Hom(Z/qZ,Z/p−1Z) = 0 hence r¯ ∈ (Z/pZ)× does not belong to the subgroup
isomorphic to Z/p−1Z. It follows that r /≡ 1 modulo p, hence r − 1 and p are coprime.
We thus have rn ≡ 1 modulo m, m is odd, m = p and n(r − 1) = q(r − 1) are coprime,
hence G = 〈a, b〉 admits a presentation of the form (*).
Proposition 3.3. Assume G = Z/pZZ/qZ with , 1, p odd and p = q. Choose a
presentation of G of the form (*). Then G admits no decomposable subgroup iff q divides
p − 1 and r has order q in (Z/pZ)×.
Proof. Let A=Z/pZ, B =Z/qZ and  : B → Aut(A)  Z/(p − 1)Z×Z/p−1Z the
morphism deﬁning the semidirect product. Choose generators a0 ∈ A, b0 ∈ B and deﬁne
0<r <p by(b0)(a0)=ab00 =ar0. The order of(b0) divides (p−1)p−1 and q, hence
p − 1 and q. It is the same as the order of r in (Z/pZ)× or (Z/pZ)×.
If G admits no decomposable subgroup then  is injective, otherwise (Ker)A would
provide a decomposable subgroup. It follows that q divides p − 1, and r has order q in
(Z/pZ)×, hence in (Z/pZ)×.
Conversely, assume that q divides p − 1 and that r has order q in (Z/pZ)×. Let H be







0 = au0 if and only if u(rv − 1) ≡ 0 modulo p. Since 0<u<p−1
this implies rv ≡ 1 modulo p, hence q divides v. Since 0v <q it follows that v = 0
and B ′ = {e}.
We now consider an arbitrary subgroup H of G. If it is a p-group or a q-group it is a
subset of some conjugate of A or B, hence it is indecomposable. Otherwise, let A′ be a
p-Sylow of H. It is a subgroup of the unique p-Sylow A of G, hence A′ = A ∩ H and A′
is normal in H. Let  : G → Z/qZ be the natural projection, and D = (H). We have
A′ = A ∩ H = Ker|H , and D is a q-group. The Schur-Zassenhaus theorem then implies
that A′ admits a complement D in H, which is a q-group. There exists g ∈ G such that
Dg
−1 = B ′ ⊂ B by the Sylow theorems. Let A′′ = (A′)g−1 . We have A′′ ⊂ A since AG,
and H = (A′′B ′)g , so the result follows from the above discussion. 
3.2. The quaternionic case
In view of proving the theorem, it only remains to show that this “quaternionic case”
is incompatible by the “strong indecomposability” property, if G is not a p-group. This is
achieved by the following proposition, in conjunction with Lemma 3.1.
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Proposition 3.4. If G is a strongly indecomposable ﬁnite group then G is solvable.
Proof. We prove this by induction on the order of G. If G is a 2-group then it is solvable, so
we exclude this case. If the Sylow 2-subgroups of G are cyclic, the conclusion follows from
the HBZ theorem, since metacyclic subgroups are solvable. Thus the Sylow 2-subgroups of
G are generalized quaternion. This implies that G is not simple, because no simple group
admit generalized quaternion group as 2-Sylow subgroup, by a result of Brauer and Suzuki
[1]. Let then N be a maximal normal subgroup of G. By the induction hypothesis N is
solvable, and by deﬁnition G/N is simple. It remains to show that G/N is abelian.
We argue by contradiction, assuming that G/N is not abelian. Let P be a Sylow
2-subgroup of G/N . We have P = {e} by the Feit–Thompson theorem, and P = G/N
since p-groups are solvable. We denote by H the preimage of P in G. Since H = G the
induction hypothesis implies that H is solvable. Since H is a solvable strongly indecompos-
able group of even order, lemma 3.1 and the previous discussions imply that it is either a
2-group or a metacyclic group.
If H is 2-group, then N ⊂ H is a normal 2-group of G, hence G is a 2-group by Lemma
3.1, which has been excluded. It follows that H is metacyclic, with a presentation of the form
(*). We use the notations a, b, n,m of this presentation. SinceNH , and N is a 2-group, we
know that n is a power of 2. Since a ∈ H has odd order, it has trivial image in P ⊂ G/N . It
follows that P is generated by b, hence is cyclic. This yields a contradiction, by the classical
fact (see [9, 10.1.9, pp. 280–281]) that the 2-Sylow subgroups of a simple non-cyclic group
are not cyclic. 
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