Abstract. We propose two adaptions of linear Hermite subdivisions schemes to operate on manifold-valued data based on a Log-exp approach and on projection, respectively. Furthermore, we introduce a new proximity condition, which bounds the difference between a linear Hermite subdivision scheme and its manifold-valued analogue. Verification of this condition gives the main result: The manifold-valued Hermite subdivision scheme constructed from a C 1 -convergent linear scheme is also C 1 , if certain technical conditions are met.
1. Introduction. In this paper we continue recent work on adapting linear subdivision schemes to operate on manifold-valued data. We are treating Hermite schemes, which are iterative methods for refining discrete point-vector data in order to obtain, in the limit, a function together with its derivatives.
As to linear Hermite schemes, many authors, see e.g. [5, 6, 7, 21] , follow [10, 11] and relate the C 1 analysis of linear Hermite schemes to the convergence analysis of scalar-valued or vector-valued stationary subdivision schemes, which are easier to handle. In particular [21] introduces the Taylor operator and Taylor scheme for linear Hermite schemes, which play the same role as the forward difference operator and derived scheme, respectively, in the analysis of ordinary subdivision schemes [1, 8, 9] . The Taylor operator is also important for our paper: We use it to define a smoothness condition for linear Hermite schemes (inspired by a similar condition in [25] ), which is sufficient for C 1 convergence. We present two adaptions of linear Hermite schemes to the manifold setting. The first one is based on the Log-exp approach of [17, 26] ; the second one is a socalled projection analogue as suggested by [15, 27] . The C 1 convergence of these nonlinear Hermite schemes is established from their linear counterparts by means of a new proximity condition, following the ideas of [25] . Like almost all previous work on subdivision in general Riemannian manifolds we show convergence only for dense enough input data, and we show C 1 smoothness of all limits which exist. There has been some progress in showing convergence for any input data, see e.g. [12, 13, 14, 24] .
Our results imply C 1 convergence of nonlinear analogues of linear Hermite schemes, in particular analogues of the examples listed in [20] .
The paragraph above mentioned previous work on (non-Hermite) subdivision in manifolds, but there is also previous work on nonlinear Hermite subdivision: The paper [3] gives a detailed discussion of shape-preserving subdivision on the basis of linear Hermite schemes. Here the dependence of the limit function on the data is nonlinear, but this topic is different from the one studied in the present paper.
The paper is organised as follows. In Section 2 we give a short survey on linear Hermite subdivision and introduce notation used throughout the text. Section 3 presents our adaption of linear Hermite schemes to the manifold setting. The Logexp approach as well as the projection analogue are discussed in detail. The Taylor operator and the Taylor scheme are defined in Section 4, which, together with convergence results of Section 5.1, are important ingredients for the C 1 analysis of linear and nonlinear Hermite schemes. In Section 5 we prove C 1 convergence results, first in the linear Hermite case by means of a smoothness condition and then in the manifold case using a proximity condition. Section 6 concludes the paper by proving that a proximity condition applies to both the Log-exp analogue and the projection analogue.
2. Linear Hermite Subdivision. We begin by introducing the notation and recalling some known facts about linear Hermite subdivision. The data to be refined by a linear Hermite subdivision scheme consists of a point-vector sequence, where we consider both the point and vector component to have values in the same real finite dimensional vector space V . In the course of our analysis we also encounter refinement of vector-data, which cannot be interpreted as points. To cover all cases we therefore assume that the data is always a sequence f (α), α ∈ Z with values in V 2 , hence an element of (V 2 ). A pair 
Since the linear combination in (2.1) is finite, it is clear that
where N is a positive integer such that the support of A is contained in the interval [−N, N ]. Therefore, S A restricts to an operator
, hence has an induced operator norm S A ∞ .
We associate two types of linear schemes to a linear subdivision operator S A :
• A linear Hermite subdivision scheme is the procedure of constructing
where D ∈ L(V ) 2×2 is the block-diagonal dilation operator
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Initial data: g 0
Step 1: Here a constant c is to be understood as c id V . This notation will be used throughout the text.
• The procedure of constructing g 1 , g 2 , . . . from g 0 ∈ (V 2 ) by the rule
will be called a linear point subdivision scheme. This is because here the two components of g i ∈ (V 2 ) are not interpreted as a point-vector sequence, but as a point-point sequence.
Note that if f 0 = g 0 , then the two schemes are related via D n f n = g n . Therefore, the refined sequences f n and g n only differ in the second component by the factor 2 n . A linear Hermite subdivision scheme is called interpolatory if the mask satisfies A(0) = D and A(2α) = 0 for all α ∈ Z\0.
We always assume a linear subdivision operator S A of a linear Hermite scheme to reproduce a degree 1 polynomial and its derivative
apart from a parameter shift. This means that we require that there is ϕ ∈ R such that
for all v, w ∈ V . This condition is called the spectral condition and is equivalent to the requirement that there is ϕ ∈ R such that both the constant sequence w 0 and the linear sequence h w (α) = (α+ϕ)w w obey the rule
The spectral condition has been introduced in [7] and is crucial for the C 1 analysis of linear Hermite subdivision schemes.
By means of the components of the mask A = a b c d the spectral condition reads
p (2) v (2) q(2) for some ϕ which indicates a parameter transform, and for all α ∈ Z.
Example 1. As a model example we consider one of the interpolatory linear Hermite subdivision scheme introduced in [20] , see Figure 1 . Its mask is given by
It is easy to see that it satisfies the spectral condition (2.2). It is well known that this scheme produces the piecewise cubic interpolant of given point-vector input data. ♦ 2.1. Transformation of Input Data. To a subdivision operator S A we associate a subdivision operator SÃ by transformation of input data. We change the point-vector input data 
i.e., the maskÃ is computed from the mask A by the relatioñ
Note that A satisfies (2.3) if and only ifÃ = ãb cd satisfies (2.5)
This is the reproduction property SÃ w w = w w for w ∈ V . In Section 3 the subdivision operator SÃ as well as property (2.5) will be useful.
In Example 1, the maskÃ associated to A is given by (2.6)Ã(−1) = 3. Hermite Subdivision on Manifolds. This section presents two methods for deriving nonlinear Hermite subdivision schemes from linear ones. The first one is an intrinsic construction. It works on any manifold that has an exponential mapping. The main instances of manifolds we consider here are Riemannian manifolds, Lie groups and symmetric spaces. The second method invokes a projection and can be defined on submanifolds. We start by generalising the notions of subdivision operator, point subdivision scheme, and Hermite subdivision scheme.
Definition 2 (Subdivision Operator). A subdivision operator is a map U which takes as argument a sequence f and produces a new sequence U f . It must satisfy
where L is the left shift operator, and (ii) U has compact support, that is, there exists N ∈ N such that both U f (2α) and U f (2α + 1) only depend on f (α − N ), . . . , f (α + N ) for all α ∈ Z and sequences f . Note that a linear subdivision operator satisfies these conditions. While for linear subdivision schemes both point-point and point-vector data can be taken from the same vector space V 2 , this is no longer the case in the manifold setting. On a manifold M , point-point data is sampled from the space M 2 . For point subdivision we therefore consider the associated sequence space (M 2 ).
Definition 3 (Point Subdivision Scheme). Let U be a subdivision operator which takes arguments in (M 2 ) and again produces a sequence in M 2 . We associate a point subdivision scheme to U :
A point subdivision scheme is the procedure of constructing
The derivative in a point of a manifold-valued curve g : R → M lies in a tangent space of M , namely g (t) ∈ T g(t) M . Therefore tangent vectors serve as point-vector input data for Hermite subdivision. Let T M = p∈M T p M be the tangent bundle of M and (T M ) its associated sequence space. We consider an element of (T M ) as a point-vector pair p v , where p is a sequence in M and v a sequence in the appropriate tangent space, that is v(α) ∈ T p(α) M for all α ∈ Z (strictly speaking v(α) carries the information which tangent space it is contained in, but we want to retain the analogy to the linear case). In this notation let D : (T M ) → (T M ) be the dilation operator
which is an analogue of the block-diagonal operator D defined in Section 2. Definition 4 (Hermite Subdivision Scheme). Let U be a subdivision operator which takes arguments in (T M ) and again produces a sequence in T M . We associate a Hermite subdivision scheme to U :
A Hermite subdivision scheme is the procedure of constructing
A Hermite subdivision scheme is called interpolatory if U f (2α) = Df (α) for all f and α ∈ Z. Note that if U is a linear subdivision operator, this is equivalent to the definition given in Section 2.
3.1. The Log-exp Analogue of a Linear Subdivision Scheme. The idea of using the exponential mapping for transferring linear operations to manifold-valued data has been proposed by [4, 22] . Analysis of subidivision schemes has been done by [16, 17, 26, 28, 29] and others.
Constructing a subdivision rule by the Log-exp method requires operations q = p ⊕ v and v = q p, which are similar to point-vector addition and the difference vector of points. We recall their definition which is found e.g. in [26] .
Let N be a Riemannian manifold. For p ∈ N and a tangent vector v ∈ T p N , the exponential mapping exp p (v) gives the endpoint of the geodesic line of length v emanating from p in direction v. It is a local diffeomorphism around 0 ∈ T p N and hence posses a local inverse exp
While ⊕ is often smooth for all tangent vectors v (for example, this is the case on complete Riemannian manifolds, see [18, Theorem 10.3] ), is a diffeomorphism only for points in some neighbourhood of p. Since the convergence and smoothness analysis of Section 5.3 only considers "dense enough" input data, we may assume that is always smooth.
Let G be a Lie group and g its Lie algebra, which is the tangent space at the identity element. By exp : g → G we denote the exponential mapping in the group [18 
Here p −1 · v is the transfer of v to the vector space g by left multiplication with p −1 . The map exp p is a local diffeomorphism, hence possesses a local inverse exp
Note that exp
On Lie groups ⊕ is globally smooth, while this is generally not the case for .
Definition (3.2) is invariant with respect to left translations in
We follow the construction of [26] to define an exponential mapping on symmetric spaces. Let X = G/K be a symmetric space with exponential mapping exp p : T p X → X. We define
where p, q ∈ X and v ∈ T p X. As in the Lie group case, ⊕ is globally smooth, while is a diffeomorphism in a neighbourhood of p. Furthermore, (3.3) is invariant with respect to the action of the group G.
Let M be a Riemannian manifold, Lie group or symmetric space. For p, q ∈ M we define their mean by
Again in the case of Lie groups and symmetric spaces we have invariance of the mean with respect to the action of the group, i.e. mean(gp, gq) = g mean(p, q).
In the following, we derive a subdivision operator U on T M from a linear subdivision operator S A which satisfies the spectral condition (2.2).
We write S A in the form
where p v is point-vector input data. In Section 2.1 we associated a linear subdivision operator SÃ to S A by changing the input data from point-vector form to point-point form:
,
−1 1 . By using the reproduction property (2.5), the operator (3.4) can be equivalently written as (3.5)
for any base point sequences m 0 , m 1 . This definition is useful for transferring the linear refinement rule to the manifold setting, since it consists of point-vector addition and point-point substraction. As we have seen in the beginning of this section, these operations are defined on manifolds. We therefore use (3.5) to define a subdivision operator U for sequences of tangent vectors:
As to the choice of base point sequences, we use
These choices have been suggested by [26] for C 1 and C 2 analysis of manifold-valued subdivision schemes.
1 Define p 1 , r 1 ∈ (M ) using (3.5):
Therefore, the operator U defined by
is a subdivision operator on T M . In Section 5 we show that the Hermite scheme (
. . converges to a curve and its derivative. In the case of symmetric spaces and Lie groups, U is invariant with respect to the group action. Example 5. Consider the 2-dimensional sphere S 2 in R 3 . It is a Riemannian manifold with metric induced from the ambient space R 3 . The operations ⊕, on p, q ∈ S 2 and v ∈ T p S 2 = {w ∈ R 3 : w, p = 0} are given by
We consider the Log-exp analogue of the linear interpolatory Hermite scheme introduced in Example 1 on the sphere. In Figure 3 the input data, the first step and the limit curve of the Log-exp analogue are shown. For input data (
Furthermore, for α, β ∈ Z we introduce the following sequences:
Therefore, the Log-exp operator
is given by the sequences
where the coefficients are taken from Equation (2.6).
The sphere is also a symmetric space, namely [25, 23, 15, 27] . We generalise this method to the Hermite case.
Let M be a submanifold of Euclidean space V = R n . A projection π is a smooth mapping onto M defined in a neighbourhood of M such that π| M = id. Its derivative is denoted by dπ.
Let S A be a linear subdivision operator. Define a subdivision operator U that operates on (T M ) by
In Section 5 we show that the sequence of refined data f, D
. . converges to a curve and its derivative.
Derived Schemes and Factorisation Results.
For the convergence and C 1 analysis of linear subdivision schemes, the derived schemes with respect to the forward difference operator ∆ are of importance, see for example [1, 9] . In the Hermite case, the Taylor operator T is the natural analogue of ∆, see [21] . It is introduced as follows:
Definition 6. We define operators T, ∆ 0 , ∆ 1 acting on (V 2 ) in block operator notation by
The operators of Definition 6 restrict to operators
, since it is easy to see that
The next proposition considers derived schemes of S A with respect to the operators ∆ 0 , T, ∆ 1 T . In order to keep an overview of these derived schemes, we introduce the notation ∂ T S A to mean the derived scheme of S A with respect to the operator T . Proposition 7. Let A be a mask that satisfies the spectral condition (2.2). Then there exist derived schemes of S A with respect to ∆ 0 , T, ∆ 1 T , i.e. subdivision operators
Furthermore, if we define a mask E by
is a result of [21] . The second factorisation of (ii) is also proved in [21] (in this paper ∆ 1 T is called complete Taylor operator ), but will follow from results we derive here. The Proposition 7 can be found at the end of this section.
The essential ingredient in the proof is the reproduction of constants property (2.2): S A w 0 = w 0 for all w ∈ V . The operator ∂ T S A satisfies a different reproduction property, namely Lemma 8. Let A be a mask that satisfies the spectral condition (2.2) and let ∂ T S A be the derived scheme of S A w.r.t. T (which exists by [21] ). Then for all w ∈ V we have
w . Therefore, in order to prove Proposition 7 we are going to study masks which reproduce either w 0 or 0 w or both. The mask of a linear subdivision scheme is often analysed by considering its symbol, which is a vector-valued or matrix-valued Laurent polynomial. We recall some basic facts concerning symbols, as they frequently appear in the sequel.
To a sequence f we associate its symbol by
By (2.1) we have the following identities:
where A has finite support. The operators of Definition 6, acting from the left on symbols f * (z), are given by (4.4)
Furthermore, we have the following well known result for a finitely supported symbol:
for a symbol h * (z). This follows from the fact that β∈Z f (α − 2β) = 0 for all α ∈ Z implies β∈Z f (1 − 2β) = 0 and β∈Z f (2β) = 0. Therefore −1 as well as 1 are zeros of f * (z). This yields that 1 − z 2 is a factor of f * (z). We say that a mask M annihilates (
Proposition 9. Let M be a mask that annihilates ( w 0 ) (resp. ( 0 w )). Then there exists a linear subdivision operator S N such that
Proof. We prove the case where ( w 0 ) is annihilated, the other case is analogous. In terms of symbols, we want to prove that (S M f ) * (z) = (S N ∆ 0 f ) * (z). By (4.3) and (4.4), this is equivalent to
Thus (4.5) implies that there exist symbolsã
The result follows with
. The proof of Proposition 7 follows from Proposition 9: Proof. (Proposition 7) Let A be a mask that satisfies the spectral condition (2.2) and ∂ T S A the derived scheme w.r.t. T . We prove (ii)-(iv) of Proposition 7.
(ii): The subdivision operator S A reproduces ( 
Therefore ∂ ∆1T S A exists and is given by ∂ ∆1T S A = ∂ ∆1 ∂ T S A .
(iii): The equation (S A − S E ) ( w 0 ) = 0 and Proposition 9 implies that there exists a subdivision operator S B such that (S A − S E ) = S B ∆ 0 .
(iv): is proved analogously to (iii).
5. Convergence Analysis. In this section we derive the following results concerning C 1 convergence of Hermite subdivision schemes: • We define a "smoothness condition" for linear Hermite subdivision schemes which is sufficient for C 1 convergence.
• We introduce a "proximity condition", which bounds the difference between a nonlinear Hermite subdivision scheme and a linear one.
• We show that the nonlinear Hermite subdivision scheme is C 1 convergent if its linear counterpart is, and certain technical conditions are met. We start by repeating the definition of convergence for point sequences and pointvector sequences. This needs the following notion: By F n (g n ) we denote the piecewise linear interpolant of the sequence g n on the grid 2 −n Z.
Definition 10 (Convergence of point and point-vector sequences).
(i) A point sequence g n in a vector space is said to be convergent if F n (g n ) converges uniformly on compact intervals to a continuous curve.
(ii) A point-vector sequence p n v n is said to be C 1 convergent if F n (p n ) converges uniformly on compact intervals to a continuously differentiable curve and F n (v n ) converges uniformly on compact intervals to its derivative. In the case of manifold-valued sequences, we require that (i) resp. (ii) is satisfied in a chart of the manifold.
In this paper, the sequences g n and p n v n are produced by subdivision. Due to the compact support of a subdivision operator U , the limit curve on compact intervals depends only on finitely many points of the initial data. In order to prove convergence and smoothness results for subdivision schemes it is therefore sufficient to consider finite input data. In particular we can assume that the input data is bounded.
For bounded input data Definition 10 is equivalent to the following: (i) A point sequence g n is convergent if there exists a continuous curve ψ such that
(ii) A point-vector sequence
Remark 11. Recall from Section 2 that the Hermite scheme D n f n = U n f 0 and the point scheme g n = U n g 0 only differ in the second component by a factor
we have 2 n u n = v n . If the Hermite scheme f n is C 1 convergent with limit ϕ, then the point scheme g n is convergent with limit ψ = ϕ 0 . In general, the converse is not true. Verification of the following, however, implies C 1 convergence of f n : • the point sequence p n converges to a continuously differentiable curve ψ 1 , • the point sequence 2 n u n converges to a continuous curve ψ 2 and • ψ 1 = ψ 2 . In Sections 5.2 and 5.3 we will use this line of arguments to prove C 1 convergence of Hermite schemes. ♦ Example 12. As already mentioned, the interpolatory linear scheme defined in Example 1 produces the piecewise cubic interpolant of given point-vector input data. Therefore the Hermite scheme is C 1 convergent in the sense of Definition 10 (and hence also the point scheme converges).
The scheme associated to the mask E we defined in Proposition 7 is interpolatory and adds midpoints between two consecutive points in every step. Therefore it produces a continuous, but generally not C 1 , limit. Hence the point scheme associated with it is convergent, but the associated Hermite scheme is not. ♦ 5.1. Convergence Results for Derived Schemes. This section deals solely with the convergence of linear point schemes. We treat the Taylor scheme g n = (∂ T S A ) n g 0 as well as g n = (∂ ∆0 S A ) n g 0 and g n = (∂ ∆1T S A ) n g 0 , with derived schemes from Proposition 7. Results obtained here will be useful in Sections 5. 
Equation (4.1) implies that both
. We already mentioned in Section 2 that a linear subdivision operator S A has an operator norm. It is given by S A ∞ = sup{ S A g ∞ , where g ∞ = 1}. Proposition 13. Let S A satisfy the spectral condition (2.2) and let ∂ T S A be its derived scheme w.r.t. the Taylor operator T . Then there exist constants c 0 , c 1 such that for all g ∈ ∞ (V 2 )
where we use the notation ϕ = sup t∈R ϕ(t) for a continuous curve ϕ. Furthermore the constant c 0 (resp. c 1 ) only depends on S A (resp. ∂ T S A ) and neither on n nor on g.
Proof.
Observe that
for n = 0, 1, . . . and g, h ∈ ∞ (V 2 ). Therefore using Proposition 7 and F n (g) = F n+1 (S E g), with E from Proposition 7,
A similar argument proves the result for ∂ T S A . Proposition 14. Let S A satisfy the spectral condition (2.2) and let ∂ ∆0 S A be the derived scheme w.r.t. to the operator ∆ 0 . Then the following are equivalent:
(i) The point scheme g n = S n A g 0 is convergent with continuous limit curve ψ 0 for all input data g 0 , (ii) The point scheme h n = (∂ ∆0 S A ) n h 0 converges to 0 for all input data h 0 = ∆ 0 g 0 , (iii) There exists a positive constant c 0 and α ∈ (0, 1] such that
Proof. In fact this proposition follows from similar results in [1, 2, 8] . For the convenience of the reader we give a proof.
Recall that it is sufficent to prove convergence for bounded input data. We therefore assume that
, which immediately implies that the second component of h n converges to 0. As to the first component, consider
The continuity of ψ together with (5.2) implies that sup α∈Z ∆p n (α) converges to 0 and hence h n converges to 0. 
Write a positive integer n as n = mN + r, where m = n N and 0 ≤ r < N . Then we have
where α = Since we want to prove convergence, we may assume that g 0 is bounded. By Proposition 13 and assumption (i) we have 
Note that if S A satisfies the spectral condition (2.2), then Proposition 15 can be applied to S D = ∂ T S A . The operator S F is then given by ∂ ∆1T S A .
C
1 Results for Linear Hermite Schemes. The C 1 analysis of linear Hermite subdivision schemes is often transferred to the convergence analysis of the respective Taylor schemes, see [5, 6, 7, 21] . The main theorem of this section (Theorem 18) is similar in this regard, but differs somewhat in the proof. Instead of constructing the limit function explicitly, we invoke convergence and smoothness conditions which we later adapt to the manifold-valued case.
Definition 16 (Convergence and Smoothness Conditions). Consider a linear subdivision operator S
. We use the following terminology:
S A satisfies a convergence condition, if there exists γ 0 < 1 and a positive constant c 0 such that
S A satisfies a smoothness condition, if there exists γ 1 < 1 and a positive constant c 1 such that
Define α = − log 2 (γ 0 ) and β = − log 2 (γ 1 ). Since γ i for i = 0, 1 satisfies 1 2 ≤ γ i , we have that α, β ∈ (0, 1]. We will always work with γ 0 = 2 −α and γ 1 = 2 −β . Definition 16 is based on similar conditions in [25, 23, 28] . Note that the convergence condition is exactly our condition (iii) of Proposition 14. Furthermore, the smoothness condition is our condition (iii) of Proposition 15 for input data of the form T g applied to ∂ T S A . The following Lemma is a preparation for Theorem 18.
Lemma 17. Let S A satisfy the spectral condition (2.2). If S A satisfies the smoothness condition of Definition 16, then it also satisfies the convergence condition.
by iterated subdivision. By Proposition 7 the derived scheme ∂ ∆0 S A exists. We will prove that the point scheme h n = (∂ ∆0 S A ) n h 0 with h 0 = ∆ 0 g 0 converges to 0. Then Proposition 14 implies the convergence condition.
By Proposition 7, the Taylor scheme ∂ T S A exists. By Proposition 15, the smoothness condition implies that the point scheme 
convergent for all input data f 0 ∈ (V 2 ). Proof. As suggested in Remark 11, we will use the linear point scheme g n = S n A g 0 to prove C 1 convergence of the Hermite scheme
By Definition 10, we have to prove that p n converges to a C 1 curve ϕ and that v n = 2 n u n converges to its derivative ϕ .
By Proposition 7, the Taylor scheme ∂ T S A exists. By Proposition 15, the point scheme k n = (∂ T S A ) n k 0 converges to a continuous curve
ψ . This implies that both v n = 2 n u n and 2 n ∆p n converge to ψ and that
By Lemma 17, the convergence condition applies and by Proposition 14, the linear point scheme g n = S n A g 0 converges to a continuous curve ϕ 0 . Hence, the sequence p n converges to ϕ. By Proposition 7, the derived scheme ∂ ∆1T S A exists. By Proposition 15, the linear point scheme
both 2 n (∆p n − u n ) and 2 n ∆u n converge to 0. Therefore
This together with (5.3) and ∆ ∞ = 2 indicates that
as n → ∞. To summarise, we showed that (i) p n converges to a continuous function ϕ, (ii) 2 n ∆p n as well as v n converge to a continuous function ψ and (iii) 2 n ∆ 2 p n converges to 0. Lemma 20 (see below) implies that ϕ is continuously differentiable and that ϕ = ψ, which gives the result.
Corollary 19. If S A satisfies the spectral condition (2.2) and there exists a positive integer N such that the derived scheme ∂ ∆1T S A satisfies ∂ ∆1T S N A < 1, then the linear Hermite scheme
. Proof. A similar argument as in the proof of Prop. 14 shows that ∂ ∆1T S N A < 1 implies the smoothness condition. The rest then follows from Theorem 18.
Lemma 20. [25, Lemma 8] Consider a sequence of polygons p n such that F n (p n ) converges to f as n → ∞ and f is continuous. If F n (2 n ∆p n ) is a Cauchy sequence and 2 n ∆ 2 p n ∞ → 0 as n → ∞, then f is continuously differentiable and F n (2 n ∆p n ) converges to f as n → ∞.
C
1 Convergence from Proximity. In this section we are going to derive C 1 convergence for nonlinear Hermite subdivision schemes, which are close enough to linear ones. The comparison of a subdivision operator U on T M to a linear subdivision operator S A only makes sense in a chart or in an embedding of M . This paper uses charts. Therefore, from now on, all results are to be understood in a chart of M . Hence we w.l.o.g. assume that T M ⊂ V 2 . Furthermore, since the particular mask of a linear subdivision operator is not important, we write S instead of S A .
We say that a subdivision operator U on T M and a linear subdivision operator S satisfy the proximity condition if there exists a constant c 0 such that
This is analogous to the proximity condition defined in [25] . We start with two theorems similar to [25, Theorem 2 and 5] and [28, Theorem 2.4] . By (V 2 ) we denote the set of sequences g : Z → V 2 which satisfy D 0 (g) < .
Theorem 21. Let U be a subdivision operator on T M and let S be a linear subdivision operator. Suppose that S and U satisfy the proximity condition (5.4) for all g ∈ (T M ) and that S satisfies the convergence condition
Then there exists a positive integer m such that for every β ∈ 0, α −
for all g ∈ (T M ). Furthermore, it is proved in [23, Lemma 3] that the iteratesŪ ,S satisfy a proximity condition as well. Hence
Choose β ∈ (0, µ) and ∈ (0, ) such that satisfies 2c + 2 −µm < 2 −βm . Note that we can choose such an since 2 −βm − 2 −µm > 0. Then for g ∈ (T M ) we have
Using this recursion, we will prove by induction that (5.6) holds. For n = 1 we have
Assume that (5.6) holds for 1, . . . , n − 1. Then
which concludes the induction. Theorem 22. Let U be a subdivision operator on T M and let S be a linear subdivision operator. Suppose that S and U satisfy the proximity condition (5.4) for all g ∈ (T M ) and that S satisfies the smoothness condition
Then there exists a positive integer m such that for every β 1 ∈ 0, α 1 − log 2 (c1) m there exist ∈ (0, ) and a linear polynomial P such thatŪ = U m satisfies
Proof. The linear subdivision operator S satisfies the smoothness condition (5. 
for g ∈ (T M ). As in the proof of Theorem 21, the proximity condition for the iteratesS = S m ,Ū = U m is satisfied:
Furthermore, by Theorem 21, for
there exists ∈ (0, ) such that
for g ∈ (T M ). Note that the modifications of c 1 and α 1 now imply that 1 + µ 1 − 2β 0 < 0. We have for all g ∈ (T M )
Choose β 1 such that β 1 ∈ (0, µ 1 ). Then iteration of this recursion gives
Defining P (n) = 4c2 m(1+µ1) n gives the result.
Theorem 23. Let U be a subdivision operator on T M and let S be a linear subdivision operator which satisfies the spectral condition (2.2). Suppose that S satisfies the smoothness condition of Definition 16 and that S and U satisfy the proximity condition (5.4) for all input from (T M ) for some > 0. Then there exists > 0 such that the Hermite scheme f
Proof. As suggested in Remark 11, we use the point scheme g n = U n g 0 to prove C 1 convergence of the Hermite scheme
We want to show that p n converges to a continuously differentiable curve ϕ and v n = 2 n u n converges to its derivative ϕ . Since S satisfies the smoothness condition for all f 0 ∈ (T M ), Theorems 21 and 22 imply that there exist a positive integer m such thatŪ = U m satisfies both the convergence (5.6) and the smoothness condition (5.9).
We start by considering the case m = 1. Then by (5.6) and (5.9) there exists an ∈ (0, ) such that U satisfies
for all f 0 ∈ (T M ) and β 0 , β 1 as in Theorems 21, 22. We prove C 1 convergence of f n for all input data f 0 ∈ (T M ). By arguments given at the beginning of this section, we may assume that f 0 is bounded. For simplicity, we denote the input data by f . We first prove that the sequence p n converges to a continuous curve:
Inequality (5.12) uses the proximity condition (5.4) for S and U and Proposition 13. We have proved that the point scheme g n = U n f is convergent. In particular, p n converges to a continuous curve ϕ.
We continue by proving that v n converges to a continuous function. By Proposition 7 the Taylor scheme ∂ T S exists. We compute
In (5.13) we used T ∞ = 3, the proximity condition (5.4) for S and U and Proposition 13. By performing modifications as in the proof of Theorem 22, we can achieve that 1 + µ 1 − 2β 0 < 0 for some µ 1 > 0. This implies that 1 − 2β 0 < 0. Therefore b n < ∞, which shows that 2 n T U n f is convergent. Since 2
, we have proved that 2 n u n = v n converges to a continuous curve ψ.
The rest of the proof is analogous to the proof of Theorem 18, that is, inequality (5.11) implies that • 2 n ∆p n − 2 n u n converges to 0 and hence 2 n ∆p n converges to ψ, • 2 n ∆u n converges to 0 and hence 2 n ∆ 2 p n converges to 0. Therefore, we have proved that (i) p n converges to a continuous curve ϕ, (ii) v n and 2 n ∆p n converge to a continuous curve ψ, (iii) 2 n ∆ 2 p n converges to 0. It follows from Lemma 20 that ϕ is C 1 with ϕ = ψ. For general m, the proof is analogous. We only have to replace U by U m , 2 by 2 m , etc.
6. Verification of Proximity Conditions. In the following, we verify that the proximity condition (5.4) holds between a linear subdivision operator and its nonlinear analogues we constructed in Section 3. In particular, this will imply the following result:
Theorem 24. Let M be a Riemannian manifold, Lie group or symmetric space (resp. a submanifold of Euclidean space R n ). Let S A be a linear subdivision operators that satisfies the spectral condition (2.2), let ∂ ∆1T S A be its derived scheme w.r.t. to ∆ 1 T and let U be the Log-exp analogue (resp. the projection analogue) of S A on T M . If there exists a positive integer N such that (∂ ∆1T S A ) N ∞ < 1, then the Hermite scheme f n = D −n U n f 0 is C 1 convergent for dense enough input data f 0 . Proof. A similar argument as in the proof of Prop. 14 shows that (∂ ∆1T S A ) N ∞ < 1 implies the smoothness condition of Definition 16. In Sections 6.1 and 6.2 we will show that the proximity condition holds between S A and U . Theorem 23 then implies that the Hermite scheme f n is C 1 convergent for dense enough input data.
Example 25. We consider the linear subdivision operator S A defined in Example 1. In [21] it is shown that mask F of ∂ ∆1T S A is given by and that ∂ ∆1T S A ∞ < 1. This implies that the Log-exp analogue (resp. the projection analogue) on any Riemannian manifold, Lie group or symmetric space (resp. submanifold of Euclidean space) of S A is C 1 convergent for dense enough input data. In particular, this includes Example 5. ♦ 6.1. Proximity for the Log-exp Analogue. Let M denote a Riemannian manifold, Lie group or symmetric space and exp p its exponential map. Using Taylor expansion, in a chart we have
where · is a norm on R n , for n = dim M . Let S A be a linear subdivision operator with mask A = a b c d that satisfies the spectral condition (2.2) and let U be its Log-exp analogue constructed in Section 3.1. As mentioned in Section 5, we can restrict the analysis to finite input data p v . We for all α, β ∈ Z.
Proof. In a sufficiently bounded neighbourhood any smooth function is Lipschitz, hence F (x) − F (x 0 ) ≤ c x − x 0 . Encode the finite input data The other inequalities are proved analogously.
6.2. Proximity for the Projection Analogue. Let M be a submanifold of Euclidean space R n , π a projection map onto M and S A be a linear subdivision operator with mask A = a b c d that satisfies the spectral condition (2.2). We want to prove that the proximity condition (6.2) holds between S A and its projection analogue U , which is defined by U f (α) = dπ(S A f (α)).
For α ∈ Z and finite input data f = p v , let
.
Hence in order to prove the proximity condition, we have to show the following inequalities where · is a norm on R n .
Preparation. Before we prove (6.4) and (6.5), we rewrite the terms p 1 , π(p 1 ), v 
