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Linear arrays of trapped and laser cooled atomic ions are a versatile platform for studying emergent
phenomena in strongly-interacting many-body systems. Effective spins are encoded in long-lived
electronic levels of each ion and made to interact through laser mediated optical dipole forces.
The advantages of experiments with cold trapped ions, including high spatiotemporal resolution,
decoupling from the external environment, and control over the system Hamiltonian, are used to
measure quantum effects not always accessible in natural condensed matter samples. In this review
we highlight recent work using trapped ions to explore a variety of non-ergodic phenomena in long-
range interacting spin-models which are heralded by memory of out-of-equilibrium initial conditions.
We observe long-lived memory in static magnetizations for quenched many-body localization and
prethermalization, while memory is preserved in the periodic oscillations of a driven discrete time
crystal state.
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2INTRODUCTION
It is well known that highly complex, non-linear, and chaotic classical systems will typically reach a thermal
equilibrium state [1]. It is natural to ask how generic this phenomenon might be and whether it can be applied
to quantum systems as well. Of particular interest is the extent to which thermalization occurs in closed quantum
systems, where many of the requirements for classical ergodicity do not apply [2–4]. These questions have led
to an extensive body of theoretical work for understanding and classifying the differences between thermalizing
and non-thermalizing quantum systems. Much of this is based on the eigenstate thermalization hypothesis [5–7],
which predicts that generic observables in strongly-interacting quantum systems exhibit thermal properties in their
massively entangled eigenstates. There are notable exceptions, like many-body localization (MBL), where systems fail
to thermalize despite strong interactions between constituent particles [8–10]. New analytic and numerical techniques
have been developed [3, 11–13] to make predictions about these highly excited and out of equilibrium quantum states,
where the typical tools of statistical physics do not apply.
As with any field of scientific inquiry, experimental measurements are required to confirm these predictions and
improve the theoretical tools. Experimental studies using synthetic quantum matter made of trapped and cooled
atoms have demonstrated remarkable versatility to study many of these engineered non-ergodic theories [14–19].
These experiments benefit from a high degree of isolation from thermal environments, making them excellent models
for closed quantum systems. A broad range of tunable Hamiltonians can be generated using externally applied
electromagnetic radiation. Often these optical or microwave radiation fields can be extinguished rapidly, allowing
access to highly excited but coherent quantum state dynamics via quench or Floquet processes.
This review will focus on recent experiments which have been performed with linear crystals of trapped atomic
ions. Such systems can be used to realize long-range transverse field Ising models (TFIM) in 1D by encoding an
effective spin in the internal states of each ion. It is possible to access both chaotic and non-ergodic regimes by
controlling interaction strength and range, applying axial or transverse magnetic fields, and generating local magnetic
field disorder. In section we begin with an overview of experimental tools for generating all relevant terms in
these long-range Ising models. In sections and , we discuss observations of many-body localization in the presence
of disorder and prethermalization of spin excitations in clean long-range systems. Both are examples of long-lived
memory of initial conditions, a hallmark of non-ergodicity. Finally in section we discuss the observation of a discrete
time crystal, a new non-equilibrium phase of matter with robust and long-lived temporal periodicity, followed by
future directions in section .
TOOLS FOR QUANTUM SIMULATION WITH TRAPPED IONS
High addressability [20], long range entanglement [21, 22], and high fidelity readout techniques [23] make trapped
atomic ions a versatile platform for both quantum computation [24] and simulation [25]. Effective spins are encoded
in internal electronic levels in each trapped atom. The Coulomb force strongly couples the ions’ motional states and
provides the mechanism for long-range spin-spin coupling via laser mediated spin-phonon interactions [26, 27].
In particular, the experiments outlined in this review were performed on chains of 171Yb+ in linear radiofrequency
(Paul) traps [28]. Effective spins are encoded in the 2S1/2 hyperfine ground states of
171Yb+, which we will label
|↑〉z ≡ |F = 1,mF = 0〉 and |↓〉z ≡ |F = 0,mF = 0〉 [29]. A laser tuned to 369.5 nm strongly couples the ground 2S1/2
and excited 2P1/2 states and is used for state initialization and readout (Figure 1c). Trapped ion motion is cooled into
the Lamb-Dicke regime by laser cooling, and the spins can be polarized using an optical pumping transition. Imaging
the ions with spin-dependent fluorescence allows high fidelity readout with short exposure times [23] (Figure 1b).
Generating Long-Range Transverse Field Ising Interactions
We perform coherent operations on the 171Yb+ qubits using stimulated Raman transitions. Two overlapped laser
beams at 355 nm provide a momentum transfer ∆k along the transverse direction of the ion chain (Figure 1a). If the
beatnote between them is set to the qubit frequency (ωhf/2pi = 12.642819 GHz), then the spins are coherently rotated
with a two-photon Rabi frequency Ω ∼ 1 MHz. Resolved sideband interactions between spin and motion result if the
beatnote is detuned from the spin transition frequency by an amount µ near the motional frequencies ωm, provided
we are in the Lamb-Dicke regime η = ∆k
√
~/2Mωm  1, for ion mass M .
Effective spin-spin interactions are engineered with an off resonantly driven optical dipole force [26]. Stimulated
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FIG. 1: Experimental Schematic: (a) A 1D chain of trapped ion spins evolves under the influence of global
Raman beams (blue) which generate long-range transverse field Ising interactions. Local disorder can be realized by
rastering a tightly focused individual addressing laser (grey) across selected ions. (b) Ion magnetizations 〈σzi 〉 are
imaged through state dependent fluorescence on an intensified camera (ICCD). (b) Energy level diagram of 171Yb+.
The ground state manifold has four sublevels, but the two picked for the qubit states |↑〉z and |↓〉z are magnetically
insensitive ‘clock states’.
Raman transitions with a bichromatic beatnote detuning ±µ generate an evolution operator
U(t) = exp
∑
i
φˆi(t)σ
x
i + i
∑
i,j
χi,j(t)σ
x
i σ
x
j
 . (1)
Here φˆi(t) describes spin-dependent displacements of phononic excitations in phase space, while χi,j(t) is a phonon
independent spin-spin coupling term [30, 31].
We operate in the detuned regime where |µ−ωm|  ηΩ, which keeps φˆi(t) small and bounded. The state evolution
is described by an effective Ising Hamiltonian in spin space alone (with ~ = 1)
HSS =
∑
i<j
Ji,jσ
x
i σ
x
j . (2)
The coupling matrix Ji,j is given by a sum over the ion couplings to all normal modes
Ji,j = Ω
2ωR
N∑
m=1
bi,mbj,m
µ2 − ω2m
, (3)
where ωR = ~∆k2/2M is the atomic recoil frequency and bi,m is the normalized eigenmode matrix for motional mode
ωm.
In the experiments described here, the spin-spin interactions are generated by “global” Raman lasers which produce
equal intensity and beatnote detuning (δm = µ − ωm) on each ion. The spin model realized under these conditions
takes the form of a power law decaying with distance
Ji,j ≈ J0|i− j|α , (4)
4where J0 is the average nearest neighbor strength and α the tunable range. The range can be adjusted continuously
from an all-to-all coupling of α = 0 when the contribution from the center-of-mass mode dominates (δCOM  δm) to
a short-range dipolar interaction of α = 3 as δm →∞.
For these experiments, the stimulated Raman transitions are driven by a mode-locked tripled Nd:YVO4 laser at
355 nm. The 120 MHz repetition rate and ∼ 14 ps pulse width of this laser creates a frequency comb with enough
bandwidth to span the qubit hyperfine splitting [32]. We tune Ji,j by adjusting µ or the trap voltages and are limited
to a range of (0.5 < α < 2) and J0/2pi ≤ 1 kHz by the available laser power and the Paul trap geometry. Tunability of
µ and the Rabi frequency (Ω(t)) is provided by an acousto-optic modulator (AOM) driven by an arbitrary waveform
generator (AWG), and drifts in the laser’s repetition rate are accounted for by stabilizing the beatnote at ωhf using
a feedback scheme [33].
Both transverse and axial field Ising models can be realized by adding effective magnetic fields
HB = B/2
∑
i
σγi (5)
where γ = (x, y, z). Magnetic fields in γ = (x, y) are generated by driving stimulated Raman transitions resonant
with the qubit frequency ωhf , where the phase of this third frequency component with respect to the bichromatic
beatnotes determines the axis of rotation in the xy-plane. Alternatively, by applying a global shift to the bichromatic
beatnotes by an amount B, a rotating frame shift between the qubit and the beatnotes generates an effective field
in γ = z [34]. In either case, we limit B/2  ηΩ  δCOM in order to prevent unwanted higher order terms in our
effective Hamiltonian, practially limiting us to B/2pi ≤ 10 kHz.
The particular shape of Ji,j and its dependence on δm can be verified using a spectroscopic technique [35]. We
weakly modulate the transverse magnetic field such that
H =
∑
i<j
Jijσ
x
i σ
x
j + (B0 +Bp sin(2piνpt)
∑
i
σyi . (6)
When the probe frequency νp is resonant with an energy splitting ∆E = |Ea − Eb| between eigenstates |a〉 and |b〉,
the transverse field will drive transitions if there is a nonzero matrix element 〈b|∑i σyi |a〉 6= 0. In the case of a
weak transverse field, (B0, Bp)  J0, this corresponds to transitions between the eigenstates of
∑
i σ
x
i that have a
single spin flipped (eg |↑↑ . . . ↑〉x and |↓↑ . . . ↑〉x). By scanning the probe frequency and monitoring the population
transfer between eigenstates, we can directly measure the eigenstate energy splittings of our many-body Hamiltonian
(Figure 2a).
For an eigenstate transition that has flipped spin i, the measured energy difference is ∆Ei = 2
∑
j Ji,j . Measuring
N(N − 1)/2 energy splittings provides sufficient information to solve this system of equations and extract each
component of Ji,j (Figure 2b,c). We can also utilize individual addressing to measure components of Ji,j by shelving all
ions except i, j into dark Zeeman sublevels (|1,±1〉) that do not interact when HSS is applied [36, 37]. The oscillation
frequency between |↓i↓j〉z → |↑i↑j〉z is a direct measurement of Ji,j . Both techniques have similar scaling with
system size to measure Ji,j with arbitrary couplings, but the spectroscopic method avoids the additional experimental
overhead required for individual addressing. Such a procedure will prove especially useful for verifying more complex
Ji,j matrices, which can be engineered with individually addressed stimulated Raman interactions [38].
Individual Addressing for State Preparation and Programmable Disorder
A critical tool for realizing a non-ergodic MBL Hamiltonian is the ability to apply controlled disorder to the system.
In this case, we apply local effective magnetic fields of the form
HD =
∑
i
Diσ
z
i . (7)
These interactions are generated with a tightly focused 355 nm laser beam which imposes a light shift 2Di on the
bare qubit frequency. For 171Yb+ qubits the differential shift from the (2nd order) AC Stark effect between the |↑〉z
and |↓〉z states from 355 nm light is highly suppressed [39]. This is advantageous for maintaining a stable qubit with
long coherence time, but makes it difficult to apply disorder using an interaction like HD.
When the light field contains coherent frequency components with a frequency difference (δ2) not far detuned from
the qubit frequency, a fourth-order light shift can become significant and dominate over the typical second-order
(AC Stark) shifts [20, 40]. When δ2 = 0, this light field drives stimulated Raman transitions with Rabi frequency
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FIG. 2: Spectroscopic Hamiltonian Measurement: (a) Scanning the frequency of a weak, oscillating
magnetic field probe νp will cause population transfer between an initially polarized state |↑↑↑↑↑↑↑↑〉x to those with
a single spin flipped when the probe is resonant with their frequency difference. Depleted population in the initial
state is observed simultaneously with an increased population in the excited states. (b) Measurement of
N(N − 1)/2 independent frequency splittings is sufficient to invert the many-body spectra and solve for the coupling
matrix Ji,j . (c) The average measured interaction range is fit to a power law decay in two cases, with good
agreement to a range calculated from the trap frequencies and laser beatnote detunings. Adapted from Ref. [35].
Ω = g20/2∆, where g0 is the resonant Rabi frequency of the 6S→ 6P transition and ∆ is the detuning of the 355 nm
laser from the 2P1/2 states. The resulting effective interaction can shift the qubit frequency by
δω(4) =
|Ω|2
2δ2
. (8)
The fourth order shift δω(4) has a quadratic dependence on the laser intensity since g20 ∝ I. The relative strength of
the 4th order and 2nd order light shifts is δω(4)/δω(2) =
g20
4δ2ωhf
, which means the 4th order shift dominates in the
limit of high laser intensity g20  δ2ωhf .
In our case since these frequency components arise from a mode-locked laser with 120 MHz repetition rate, |δ2| ≤
60 MHz. With a tight focus the intensity is sufficiently high that we observe a clear quadratic dependence of the qubit
shift on laser intensity [20]. The 355 nm light for individual addressing is focused through our imaging objective lens
to achieve a beam waist of a few microns. This limits crosstalk between individually addressed ions to < 2% and
provides sufficiently high fidelity single qubit light shifts for our application.
An acousto-optic deflector (AOD) is used to translate the lateral position of the addressing beam focus and select
which ion to address. Although multiple ions can be addressed simultaneously by driving the AOD with multiple
frequencies, this leads to an inefficient use of our optical power because of the quadratic intensity dependence of the
fourth order light shift. A linear scaling of δω(4) per ion can be recovered by instead rastering across all ions to be
6addressed. In the limit that the raster frequency is much faster than other relevant frequency scales in our quantum
simulation, then this simply acts like the desired time averaged local magnetic field with Di =
〈
δω
(4)
i
〉
/2.
This site dependent shift can also be utilized for preparation of arbitrary initial product states [41]. A Ramsey
scheme provides the highest fidelity technique for flipping individual spins. The spins are optically pumped then
rotated into |↓〉x, at which time HD is applied with equal light shifts D to select ions. The light shifted ions will
precess faster and after time t = pi/(2D) they will be 180◦ out of phase from the other spins. A final pi/2 pulse then
rotates this into an arbitrary spin eigenstate in the z−basis.
MANY-BODY LOCALIZATION IN A TRAPPED ION SPIN CHAIN
With the above described experimental tools, we can study various dynamical phenomena in the transverse field
Ising model, which exhibit rich quantum phases and transitions between them. Many-body localization is an intense
field of interest, whereby disorder gives rise to non-ergodic behavior even in strongly interacting systems [9, 10, 42].
This effect is a generalization of single-particle “Anderson” localization [43], which is well understood theoretically
and has been measured in a number of experimental platforms [15, 44–49]. In Anderson localization, experiments are
limited to regimes of low excitation energy and no interparticle interactions. In the case of MBL, non-ergodicity and
lack of thermalization apply even at much higher initial energy densities and temperatures, along with a broad set of
interaction ranges and disorder strengths.
Although a number of observables have been identified to characterize phase transitions between MBL and ergodic
states [50], the main experimental signature probed in trapped ion spin chains is the long-lived memory of initial
conditions [51, 52]. We begin the experiment by preparing the 10 spin Ne´el state with staggered order (|ψ0〉 =
|↓↑↓↑↓↑↓↑↓↑〉z) which is highly excited with respect to the disordered Ising Hamiltonian
HMBL =
∑
i<j
Ji,jσ
x
i σ
x
j +B/2
∑
i
σzi +
∑
i
Diσ
z
i (9)
where Di is sampled from a uniform distribution, Di ∈ [−W/2,W/2], where W is the width of the disorder distribution.
This Hamiltonian is rapidly quenched on and the resulting single spin magnetization dynamics 〈σzi (t)〉 are measured
for times up to t = 10/J0.
In the absence of disorder these same initial spin states will thermalize if the uniform transverse field B is sufficiently
large [5–7]. We prepare eigenstates of both σx and σz and measure the resulting single ion magnetization projected
into those directions. In the case of a thermalizing system we expect information of generic initial conditions to be
lost in all directions of the Bloch sphere, namely 〈σxi 〉 = 〈σzi 〉 = 0. We observe that the system is thermalizing at
short times (J0t < 1) for values of transverse field B ≥ 4J0 (Figure 3a).
The transverse field is held fixed at B = 4J0 in order to study how disorder localizes the spin (Figure 3b). Each
measurement of magnetization dynamics for disorder width W is repeated with 30 different realizations of disorder,
which are subsequently averaged together. This number of realizations is sufficient to reduce the disorder sampling
error to be smaller than the features of interest. Averaging over initial states is unnecessary because MBL applies
over a broad range of initial energies which are sampled by the disorder averaging.
We observe after some initial growth and oscillations, the magnetization of each spin settles to a steady state value
for J0t ≥ 5. To quantify the degree of localization, we compute the normalized Hamming distance (HD)
D(t) = 1
2
− 1
2N
∑
i
〈ψ0|σzi (t)σzi (0)|ψ0〉
=
1
2
− 1
2N
∑
i
(−1)i 〈σzi (t)〉 .
(10)
This counts the number of spin flips from the initial state, normalized to the length of the chain. At long times, a
randomly oriented thermal state shows D = 0.5 while one that remains fully localized has D = 0 (Figure 3c). The
average steady state value D(t) for J0t ≥ 5 serves as an order parameter for probing the crossover between localizing
and thermalizing parameter regimes.
As a function of W , the disorder clearly pushes the spin chain towards a localized regime (Figure 3d). Likewise,
the localization strengthens as α is increased towards shorter range interactions (Figure 3e), recovering Anderson
localization via a Jordan-Wigner transformation in the α → ∞ limit. Numerical studies have confirmed that full
localization occurs within experimentally accessible disorder strengths and interaction ranges [53]. A many-body
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FIG. 3: Many-Body Localization: (a) With no disorder present, the prepared Ne´el state of 10 ions thermalizes
to a state consistent with 〈σzi 〉 ≈ 0 for each spin. (b) With the strongest achievable disorder, W = 8J0, all spins
retain memory of initial conditions with | 〈σzi 〉 | 6= 0. (c) The normalized Hamming distance D(t) has reached a
steady state value for J0t ≥ 5 at all measured disorder strengths. (d) The time averaged steady state value 〈D(t)〉
after the plateau exhibits the onset of a crossover between a thermalizing regime (〈D(t)〉 = 0.5) and localizing
regime (〈D(t)〉 = 0). (e) The steady state Hamming distance increases with longer range interactions, indicative of
the movement away from single particle Anderson localization limit at α =∞. In all plots, each time series is an
average over 30 instances of disorder. Adapted from Ref. [36]
.
delocalization transition predicted at α > 1.5 is absent from our data, and is likely due to finite size effects [54].
Characterizing and eliminating these finite size effects is a major goal of future planned experiments using much
longer chains of trapped 171Yb+ ions.
Many-body localization is a unique case in which a closed quantum system remains non-ergodic and localized even
up to infinite times. Such a prediction is hard to verify experimentally, as there is always some some finite coupling
to the environment which will thermalize the system over accessible time scales [55, 56]. This makes it difficult to
distinguish truly MBL phases from those in which the dynamics are glassy or metastable, but will thermalize over
long timescales even in a closed system [57].
PRETHERMALIZATION - MEMORY WITHOUT DISORDER
While the disordered Hamiltonians necessary for MBL are inherently non-integrable, it is also interesting to study
the degree to which integrability breaking can lead to non-ergodic behavior in clean systems [3, 58, 59]. The long-range
transverse field Ising models realized in our trapped ion quantum simulator present a unique context to study this
since the degree of integrability breaking can be tuned via the interaction range [60]. Such near integrable systems
typically show metastable plateaus where memory of initial conditions is preserved for long, but not infinite, times.
Prethermalization describes the physics of these metastable states and the mechanisms by which they stay out of
equilibrium for extended periods of time [61]. Much of the experimental realizations of prethermalization involve
nearly integrable systems, such as 1D Bose gases [14, 16, 62], which can still be characterized by approximately
conserved quantities associated with integrability. The prethermalization in such cases is accurately described by
relaxation to a distribution given by a generalized Gibbs ensemble (GGE) [63].
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Adapted from Ref. [41].
In contrast, the long-range interactions realized in our trapped ion quantum simulator create a prethermal state
which is sufficiently far from integrability that it can not be predicted by a GGE [41, 64, 65]. We analyze this
prethermalization using a Holstein-Primakoff transformation, where spin excitations in an Ising chain are mapped to
free bosons. For nearest neighbor interactions with open boundary conditions, these bosons propagate in a square
well potential. An increased interaction range raises a potential barrier in the middle of the spin chain, resulting in
prethermal confinement of spin-excitations created on either side of the barrier (Figure 4a). The long-time memory
of initial conditions, relaxed by tunneling through this emergent barrier, is the observed signature of this prethermal
state.
The experiment begins by preparing a single spin excitation on either edge of a 7-ion chain |ψR〉 = |↓↓↓↓↓↓↑〉z or
|ψL〉 = |↑↓↓↓↓↓↓〉z. We then quench on the long range TFIM Hamiltonian
H =
∑
i<j
Ji,jσ
x
i σ
x
j +B
∑
i
σzi (11)
in the limit where B  J0 and for interaction ranges of either α = 0.55 (long-range) or α = 1.33 (short-range). In
this limit, the strong B field makes it energetically forbidden to create or destroy spin excitations, and the initial spin
excitation will propagate ballistically through the spin chain [37, 66].
We quantify the position of the spin excitation by measuring the observable
C(t) =
∑
i
2i−N − 1
N − 1
σzi + 1
2
(12)
which ranges from −1 to 1 if the spin excitation is on the left/right side of the chain, respectively. Memory of initial
conditions is observed only in the case of long-range interactions, where sign(〈C(t)〉) = sign(〈C(0)〉) for times up
to J0t = 25, regardless of initial conditions. The effect is pronounced in the cumulative time average
〈
C
〉
, which
averages out high frequency oscillations. The observed prethermalization is robust to weak interactions between spin
excitations. When two spin excitations are prepared in |ψ0〉 = |↓↑↓↑↓↓↓〉, which is even further from integrability
than the single spin flip case, the resulting dynamics are still prethermal in the presence of long-range interactions
(Figure 4b,c).
9This state should persist in the thermodynamic limit, where the long-range interactions and open boundary condi-
tions continue to effectively break the translational invariance in the bulk. We observed that this effect still persisted
when we more than tripled the length of the spin chain to 22 ions. This experiment serves as a good example of
non-ergodicity breaking in clean systems and is a clear demonstration that prethermal behavior cannot always be
described using the formalism of the GGE.
DISCRETE TIME CRYSTALS
So far we have considered cases where a quantum quench to a static Hamiltonian leads to non-ergodic quantum
dynamics. Time dependent or periodic Hamiltonians also support out-of-equilibrium phases with spin dynamics that
are either robustly oscillatory and localized in frequency space, or dephase from ergodic evolution [67, 68]. Take the
example of the quantum kicked rotor, where the periodic (Floquet) Hamiltonian generates dynamics which can be
tuned between chaotic and temporally localizing regimes [69, 70]. Many of the robustly oscillatory phases of matter
in Floquet systems have no direct analogs to phenomena in quenched static Hamiltonians [71, 72].
A discrete (Floquet) time crystal is an example of a non-ergodic time dependent phase, where symmetry breaking
spin oscillations show robustness to variations in the system Hamiltonian [71, 73–75]. This effect has a close connection
to many-body localization, which is used here as a mechanism to stabilize the time crystal dynamics and prevent
heating due to the Floquet drive [67, 68, 76]. While a static MBL Hamiltonian causes long lived memory of initial
conditions in spin magnetizations, a Floquet MBL Hamiltonian preserves the memory of the initial phase of oscillatory
dynamics.
In the case of a discrete time crystal (DTC) this long lived oscillation exhibits a form of discrete time translational
symmetry breaking. A discrete symmetry is imposed on the system by the periodicity T of the Hamiltonian, H(t) =
H(t + T ). However, the DTC state spontaneously breaks this symmetry by oscillating at a sub-harmonic frequency
with period 2T . When an MBL Hamiltonian is part of the Floquet drive cycle, the symmetry breaking is robust to
perturbations in the drive. Both the symmetry breaking oscillations and their robustness from many-body interactions
provide an analogy to spontaneous breaking of spatial symmetry in the formation of solid crystals [78]. The original
proposals for observing time crystals in the spontaneous breaking of continuous time translational symmetry in a
ground state were shown to be impossible [79–81], but the DTC is a generalization of this concept.
We perform an experiment driving a 10 ion spin chain with a periodic Hamiltonian to realize the DTC [77]. We
prepare an initial state polarized in |ψ0〉 = |↓〉x, then apply a three component Floquet Hamiltonian with overall
period T = t1 + t2 + t3
H =

H1 = g(1− ε)
∑
i σ
y
i , time t1
H2 =
∑
i Ji,jσ
x
i σ
x
j , time t2
H3 =
∑
iDiσ
x
i time t3.
(13)
where g is the effective Rabi frequency tuned such that 2gt1 = pi and ε is a fractional perturbation varied between
0− 15%. We observe the magnetization 〈σxi 〉 after each Floquet period T and evolve the system out to 100 periods.
The data is analyzed in the frequency domain by applying a discrete Fourier transform to the time series, where the
expected sub-harmonic oscillations will occur at a frequency of νtc = 1/(2T ).
The first term H1 is a perturbed pi pulse which breaks the system’s time translational symmetry. In the absence
of H2 and H3, the spin magnetizations do not generically oscillate at the sub-harmonic frequency, and the system
instead tracks the drive at frequency ν = T−1(1/2− ε) (Figure 5a). Terms H2 and H3 collectively serve to generate
a Hamiltonian deep in the MBL regime.[82] The short range (α = 1.5) interactions are weak J0t2 < 0.04 compared
to the disorder, which is pulled from a uniform distribution of width W set to Wt3 = pi.
The application of H2 and H3 with small ε restores the magnetization to oscillations at sub-harmonic frequency νtc
(Figure 5b). To quantify the degree of temporal ordering, the amplitude of the Fourier transform at the sub-harmonic
frequency h(νtc) is used as an order parameter (Figure 5c). By varying ε and J0, we can probe the cross over from
DTC to symmetry unbroken phases and observe that the temporal order is destroyed when ε & 2J0t2. The variance of
h(νtc), taken across 10 disorder instances, peaks at the cross over boundary as would be indicative of a phase transition
in the thermodynamic limit (Figure 5d). The peak of the variance observable exhibits a linear relationship between
ε and J0 as expected, revealing the parameter regime where the DTC is stable against perturbations (Figure 5e).
Discrete time crystals are not specific to 1D spin chains and have also been observed in a 3D crystal of nitrogen
vacancy center spins in diamond [83]. These experiments point to the role that Floquet drives can play in generating
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FIG. 5: Discrete Time Crystals: (a) Spin dynamics under repeated application of H1. A perturbation that
modifies the frequency response is clearly visible in the Fourier domain by two peaks separated by 2ε. (b) When the
MBL terms H2 and H3 are also applied all spins oscillate in phase and with a common frequency of 1/(2T ). (c) The
height of the Fourier peak h at 1/(2T ) is used as an order parameter to demonstrate how larger ε destroys the DTC
order at four different values of J0. (d) The variance of h diverges at the phase transition boundary for each value
of J0, and exhibits good agreement with numerical predictions (dashed lines). (e) The critical ε at the peak of the
data in (d) demonstrates a linear dependence with J0t2. This boundary separates DTC from symmetry unbroken
phases in the thermodynamic limit. Adapted from Ref. [77].
entirely new phases of matter, which may not exist in static or equilibrium systems. These states can exhibit a
gamut of features like symmetry protected topological order or non-ergodicity. Understanding all of these regimes will
require new theoretical tools for treating highly out of equilibrium quantum systems, and complementary experiments
on large and strongly interacting systems to verify them.
CONCLUSION AND FUTURE DIRECTIONS
We have discussed a few contexts where chains of trapped ions, tailored with optical forces to realize strongly
interacting spin models, can be made to exhibit non-ergodic many-body quantum dynamics [36, 41, 77]. There is
promise in expanding these studies to observe new examples of non-ergodic phenomena in quench or Floquet type
experiments. Performing similar experiments in 2D ion crystals would help answer questions about the viability
of MBL in more than one dimension [84]. Penning traps have been used to confine large rotating 2D ion crystals
with tunable long range interactions [85, 86], but similar crystals created in Paul traps would benefit from improved
spatiotemporal resolution for spin initialization and readout [87, 88].
While 2D Ising models lead to new phenomenon through enchanced spin connectivity, it is also possible to explore
how higher dimensional spins S > 1/2 would effect the observed examples of non-ergodicity. For example, the DTC has
modified sub-harmonic ordering for S = 1 systems [75, 83], and there might be many other unique effects considering
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the topological nature of integer spin Heisenberg chains [89, 90]. Integer spin dynamics have also been demonstrated
with our trapped 171Yb+ atoms [91–93], where three spin states can be encoded if we include additional Zeeman
sublevels in the 2S1/2 manifold: |+〉 = |F = 1,mF = 1〉, |−〉 = |F = 1,mF = −1〉, and |0〉 = |F = 0,mF = 0〉. We can
generate an effective Hamiltonian by applying a bichromatic field with beat frequencies ω−+µ and ω+−µ, where ω±
is the frequency splitting between the |0〉 and |±〉 states. The Hamiltonian in this case is an XY -interaction between
S = 1 particles
Heff =
∑
i<j
Ji,j
4
(S+i S
−
j + S
−
i S
+
j ) +
∑
i,m
Vi,m
[
Szi − (Szi )2
]
(14)
where S±i are raising and lowering operators and the matrix Vi,m is a local field term proportional to the phononic
excitations in the ion chain. These local field terms can be eliminated by addition of two more beat-note frequencies
at ω−−µ and ω+ +µ, which generate a long-range Ising interaction H =
∑
i<j Ji,jS
x
i S
x
j from a generalization of the
Mølmer Sørensen scheme used for simulating S = 1/2 chains [26].
We have observed both coherent quench dynamics between two interacting S = 1 ions and adiabatic state prepara-
tion in chains of 2-4 spins by ramping down a global (Sz)2 term [91]. Using our individual addressing laser, we could
generate controllable terms of the form αSzi + β(S
z
i )
2 in order to engineer a disordered S = 1 chain. This provides a
toolbox for S = 1 quantum simulations as complete as that for S = 1/2, and opens the door to experiments studying
localization in integer spin chains [94, 95].
So far all the experiments described here have been performed on relatively small system sizes of up to 22 spins. Most
of the physics here can be verified using exact or approximate numerical techniques, including exact-diagonalization
or the density-matrix-renormalization-group (DMRG). This has provided an excellent opportunity to demonstrate
the capability of trapped ion quantum simulation, while benchmarking their performance on these small systems.
However, once the system sizes are increased beyond ∼ 30 spins, exact calculations become impossible on highly
excited and entangled states like MBL. In this case larger experiments, with well controlled interactions that scale
efficiently with system size are necessary for verifying the numerical calculations and observing new phenomenon in
large condensed-matter-like systems.
Efforts are underway to dramatically increase the number of ions in a linear crystal and achieve these goals. A
current limitation in our experiments is the residual background gas molecules in the vacuum chamber, which can
collide with and destroy our long and fragile trapped ion chain. Our solution was to engineer a cryogenically pumped
ion trap chamber, which promises to have the background pressure and collision rate reduced by orders of magnitude.
We have demonstrated that we can trap up to 120 ions in a linear configuration for hours at a time, an important
step towards simulating long-range spin models in large systems. By combining this larger system with the techniques
for Hamiltonian control developed thus far, we hope to push into the regime of “quantum supremacy”, where our
experiments can help understand complex many-body systems in ways inaccessible to current numerical techniques.
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