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Abstract
We conduct a decomposition for the stock market return by incorporating the information
from 124 macro variables. Using factor analysis, we estimate six common factors and run a
VAR containing these factors and financial variables like the market dividend yield and the
T-bill rate. Including the macro factors does not have a significant impact in the estimation
of the components of aggregate (excess) stock returns—cash-flow, discount-rate, and interest
rate news. Using the macro factors in the computation of cash-flow and discount-rate news
does not significantly improve the fit of a two-factor ICAPM for the cross-section of stock
returns.
Keywords: asset pricing; macroeconomy and stock returns; return decomposition; stock
return predictability; discount-rate news; cash-flow news; Intertemporal CAPM; cross-section
of stock returns; factor analysis
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1 Introduction
What drives stock returns? Since the seminal work of Campbell and Shiller (1988) and
Campbell (1991) there has been growing interest in connecting the variation in realized
stock returns with shocks to future discount rates (discount-rate news) and cash flows (cash-
flow news). The bulk of the analysis has been in conducting variance decompositions for
stock returns, based on short-run vector autoregressions (VAR), which enable us to assess
if the variation in realized stock returns is associated with discount-rate news or cash-flow
news. An incomplete list of papers that conduct a return decomposition for aggregate stock
returns includes Campbell and Ammer (1993), Patelis (1997), Campbell and Vuolteenaho
(2004), Bernanke and Kuttner (2005), Sadka (2007), Larrain and Yogo (2008), Chen and
Zhao (2009), Garret and Priestley (2012), and Maio (2013c). Other studies compute variance
decompositions at the portfolio or individual stock level (e.g., Vuolteenaho (2002), Callen
and Segal (2004), Callen, Hope, and Segal (2005), Hecht and Vuolteenaho (2006), Eisdorfer
(2007), and Maio (2013a)).
In this paper, we conduct a variance decomposition for stock returns by incorporating
the information associated with a large macroeconomic panel data set. One of the common
criticisms associated with the VAR identification of the components of stock returns (based
on a small number of state variables) is the bias caused by the specification error incurred
when estimating discount-rate news. This translates into a misspecification of cash-flow
news, which represents the “residual” of the return decomposition.1 This “missing predictor”
problem is less likely to be relevant if we incorporate the information from a large group of
variables to forecast stock returns and thus identify more properly discount-rate news. In
fact, investors make decisions to invest in stocks based on information from a bounded, but
potentially large, set of signalling variables. As stated before, if we erroneously exclude some
of these variables, we will induce measurement errors in estimating cash-flow and discount-
rate news. Since we cannot observe which macro variables are indeed the relevant state
1Chen and Zhao (2009) presents a related discussion.
1
variables, we include a large panel of macro information into our analysis. Moreover, this
analysis enables us to check whether macro variables convey relevant information to forecast
stock returns in addition to the variables usually employed in the predictability and return
decomposition literatures—aggregate financial ratios (such as the dividend yield or earnings
yield), bond yield spreads (such as the slope of the yield curve or the credit risk spread), or
short-term interest rates. Therefore, the goal of this paper is to investigate whether there is
missing macro information that is relevant when conducting return decompositions for the
stock market.
We estimate six common macroeconomic factors using the asymptotic principal compo-
nent analysis developed by Connor and Korajczyk (1986) and widely implemented for large
macroeconomic panels (see, for example, Stock and Watson (2002a, 2002b)). These six fac-
tors summarize the information from a panel of 124 macro variables from 1964:01 to 2010:09,
which can be broadly classified into different categories: output and income; employment
and labor force; housing; manufacturing, inventories and sales; money and credit; interest
rates and bond yields; foreign exchange; and price indices.
We next estimate a first-order VAR containing the six macro factors, the aggregate stock
return, the aggregate dividend growth, and the market dividend yield (d − p). This VAR
specification is used to identify the components of the market return—discount-rate and cash-
flow news. We use two alternative identification schemes. First, the benchmark procedure,
which is typically used in the literature, consists of directly estimating discount-rate news
and obtaining cash-flow news as the residual implied from the return decomposition. In the
second procedure, we directly estimate cash-flow news and get discount-rate news as the
residual component of the stock market return. We estimate the variance decomposition for
the stock market return based on the benchmark VAR and a restricted VAR that excludes
the macro factors, that is, it does not incorporate the information from the large macro
panel set. The results show that the inclusion of macro factors, in addition to d−p, does not
add significant information in estimating the components of aggregate stock returns, that is,
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the contribution of each component for the variance of stock returns is basically the same
whether we include or not the macro factors.
Since most of the related literature focuses on excess returns, we also analyze the impact
of the macro variables on the components of excess stock returns by using a VAR specification
that includes both the excess log stock return and the log interest rate. Overall, the results
show that the macro factors play a relatively marginal role for the variance decompositions
of the excess market return. Thus, the relative importance of the components of excess stock
returns (cash-flow, discount-rate, and interest-rate news) does not change significantly by
including the macro factors in a VAR that already contains the aggregate dividend yield
and the T-bill rate. Therefore, such results suggest that these two financial state variables
already incorporate most of the relevant information to identify the components of the equity
premium.
One implication of these results is that the usual practice followed in the literature of
defining a VAR with a limited number of state variables, borrowed from the predictability
literature, does not seem to miss relevant information. Specifically, these results also indicate
that if there are missing variables in the return decompositions for stock (excess) returns,
those “missing” variables are not correlated with the large macroeconomic information set
considered in this paper. Another way to interpret these results is that the macro variables
do not add enough forecasting power (enough to change the relative importance of the stock
return components) to a VAR that already contains the market dividend yield, the short-term
interest rate (as well as lagged excess returns and dividend growth) in terms of predicting
aggregate (excess) stock returns, dividend growth, or interest rates.
We also analyze the implications of using the macro factors in the estimation of the
excess stock return components for the cross-section of stock returns. We use the time-series
of cash-flow and discount-rate news to test the two-factor Intertemporal CAPM (ICAPM)
from Campbell and Vuolteenaho (2004). The objective is to assess whether the macro factors
have an influence on the explanatory power of the model on the cross-section of stock returns.
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The results indicate that using macro factors to identify the components of the excess stock
market return does not improve significantly the explanatory power of the Campbell and
Vuolteenaho (2004) two-factor model in pricing the 25 size/book-to-market portfolios.
Apart from the return decomposition literature mentioned above, this paper is related
with previous work that uses macro factors, which summarize the information from a large
data set of macro variables, to forecast stock returns (e.g., Ludvigson and Ng (2007) or Bai
(2010)). The key difference relative to these papers is that we assess the impact of the macro
factors in the estimation of the components of stock returns, rather than focusing only on
return predictability. Our work is also related with a broader literature that focuses on the
effect of macro variables on stock prices (e.g., McQueen and Roley (1993), Hess and Lee
(1999), Flannery and Protopapadakis (2002), Boyd, Hu, and Jagannathan (2005), Bernanke
and Kuttner (2005), Baele, Bekaert, and Inghelbrecht (2010), among others). Finally, the
paper is also related with part of the asset pricing literature that derives and tests versions
or extensions of the Campbell (1993) ICAPM (e.g., Campbell (1996), Chen (2003), Guo
(2006), Khan (2008), Bianchi (2011), Botshekan, Kraeussl, and Lucas (2012), Campbell,
Giglio, Polk, and Turley (2012), Maio and Santa-Clara (2012), Campbell, Giglio, and Polk
(2013), Maio (2013c, 2013d), among others).
The paper proceeds as follows. In Section 2, we estimate the common macro factors.
Section 3 provides a variance decomposition for the stock market return. In Section 4, we
compute a variance decomposition for the equity premium. Section 5 analyzes the implica-
tions for estimating a version of the ICAPM. Finally, Section 6 concludes.
2 Macro variables and estimation of common factors
2.1 Data and variables
We use a large set of macroeconomic time series originally used by Stock and Watson (2002b,
2006) and later extended by Ludvigson and Ng (2010) until 2007:12. This data set represents
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a broad category of macro variables including output and income; employment and labor
force; housing; manufacturing, inventories and sales; money and credit; interest rates and
bond yields; foreign exchange; and price indices. We extend the Ludvigson-Ng data set until
2010:09 using the data from both the Global Insights Basic Economics and the Conference
Board databases.
Since some bond yield data are not available before 1964, our sample period starts from
1964:01. Some series were discontinued such as “Index of help-wanted advertising in newspa-
pers” (lhel), “Employment ratio” (lhelx ), and “Employee hours in nonagricultural establish-
ments” (a0m048 ), and hence excluded from our list. Also, we exclude the variable entitled
“Non-borrowed reserves of depository institutions” (fmrnba) since it shows negative values
during 2008.2 The stock market variables (fspcom, fspin, fsdxp, and fspxe) are directly in-
cluded in the VAR estimation and therefore we remove these from our macro variables list.
Hence, our final macro data set consists of 124 macro variables from 1964:01 to 2010:09.
To make the variables stationary we transform the macro time series by using growth
rates for real variables, first-differences for nominal interest rates, and changes in growth
rates for prices, following Stock and Watson (2002b). In our sample period some variables
such as the housing group variables are still non-stationary after using the original trans-
formations of Stock and Watson, and hence appropriate transformations are carried out to
ensure stationarity. After these transformations the variables are further standardized (zero
mean and variance of one) before undertaking the common factors estimation. The descrip-
tion of the list of macroeconomic variables and the transformations employed are detailed in
Table A.1 located in the appendix.
2Non-borrowed reserves by definition are equal to total reserves minus borrowed reserves. From 2008:01
to 2008:11 the non-borrowed reserves are negative, indicating that the borrowed reserves have exceeded
the total reserves, which contradicts its original definition. Barnett and Chauvet (2011) note that this is
a consequence of including the new Term Auction Facility Borrowing from the Fed into the non-borrowed
reserves, even though these funds are not held as reserves. Due to the significant measurement errors during
2008, we exclude this variable from our list.
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2.2 Estimation of macroeconomic factors
We estimate the common macroeconomic factors using asymptotic principal component anal-
ysis developed by Connor and Korajczyk (1986) and widely implemented for large macroe-
conomic panels (see Stock and Watson (2002a, 2002b, 2006), Ludvigson and Ng (2007, 2009,
2010), among others). For a large number of macroeconomic time series this methodology
can effectively distinguish noise from signal and summarize information into a small number
of estimated common factors.
Consider the stationary representation of a macroeconomic time-series panel with cross-
sectional, N , and time-series, T , dimensions and with r static factors:
yit = f
′
tγi + εit, (1)
where yit is the ith cross-sectional unit from the macroeconomic panel at time period t; ft
is the r-dimensional vector of latent common factors for all cross-sectional units at t; γi is
the r-dimensional vector of factor loadings for the cross-sectional unit i; and εit stands for
the idiosyncratic independently and identically distributed (i.i.d.) errors, allowed to have
limited correlation among units.
This model captures the main sources of variations and covariations among the N macro
variables with a set of r common factors (r << N). The framework is frequently referred to
as the approximate factor structure, and usually estimated by principal component analysis,
which is an eigen decomposition of the sample covariance matrix.
The estimated (T × r) factors matrix fˆ =
(
fˆ1, ..., fˆr
)
is equal to
√
T multiplied by the r
eigenvectors corresponding to the first r largest eigenvalues of the T × T matrix yy′/ (NT ),
where y is a (T × N) data matrix. The normalization fˆ ′fˆ = Ir is imposed, where Ir is
the r−dimensional identity matrix. This normalization is necessary since f and the factors
loading matrix Γ = (γ ′1, ...,γ
′
N)
′ are not separately identifiable.
The factor loadings matrix can be obtained as Γˆ = y′fˆ/T . The consistency of fˆ is
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shown by Connor and Korajczyk (1986) for a large number of cross-sectional units, N .
Stock and Watson (2002a) and Bai and Ng (2002) provide the theoretical conditions for
consistently estimating fˆ when both the cross-sectional, N , and time series, T , dimensions
are large (N, T →∞). This means that for large data sets we can use asymptotic principal
component analysis to estimate the factors and their factor loadings consistently.
To determine the value of r, which is the number of statistically significant common
factors, we use the IC2 information criteria suggested by Bai and Ng (2002). We minimize
over r the following criteria:
ln(Vr) + r
(
N + T
NT
)
ln(C2NT ), (2)
where Vr = (NT )
−1∑N
i=1
∑T
t=1
(
yit −
∑r
j=1 Fˆjtγˆji
)2
, with Fˆjt denoting the estimate of factor
j at time t, and C2NT = min {N, T}. We consider a maximum set of 20 factors when
estimating the optimal r, which is the common practice in the factor-analysis literature.
For the 124-macroeconomic panel analyzed we find that there are six macroeconomic
factors that are statistically significant over the sample period considered. Table 1 reports
the first-order autocorrelation coefficients of the six factors. The factors show a varying range
of persistence levels, from an insignificant first-order autocorrelation value of -0.038 (sixth
factor) to a maximum value of 0.738 (second factor). The first six macro factors cumulatively
explain around 44 percent of the total variations in the macroeconomic variables, with the
first factor explaining the largest proportion of the variations in the data (around 17%).
In order to provide some economic interpretation for the six statistical factors, we estimate
the r-squares (R2) from simple univariate regressions of the estimated factors against each
of the 124 macroeconomic variables:
F̂jt = τi,jyit + ui,jt, j = 1, ..., 6, i = 1, ..., 124, (3)
where ui,jt denotes an i.i.d. error term.
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Figure 1 plots the R2 statistics for the six factors. We see that the first factor is the real
activity factor (as it loads on the output and labor market variables), the second factor is
the bond yield factor, while the third factor is the price index factor. Moreover, the fourth
factor represents an interest rate factor, the fifth factor loads on interest-rate spreads and
inventories, while the sixth factor is a housing and output factor. Thus, to some extent
the different factors capture information from different groups of macro variables. The
time-series for each of the macro factors are plotted in Figure 2, which includes the NBER
recession bars. We observe that the first, second, and fourth factors tend to decrease in
recessions, while the third and fifth factors generally show a rise in volatility around the
recession periods.
2.3 Financial state variables
The asset return data used in our empirical analysis correspond to the log value-weighted
stock market return (rm), available from the Center for Research in Security Prices (CRSP).
To construct the excess log stock return (rem) we subtract the log one-month Treasury bill
rate (rf ), available from Kenneth French’s webpage. Both the log dividend-to-price ratio
(d− p) and the log dividend growth (∆d) are based on a 12-month rolling sum of dividends.
The dividend and price level data are associated with the Standard and Poors (S&P) 500
index and are obtained from Robert Shiller’s webpage.
Table 2 (Panel A) presents descriptive statistics for the financial variables used in the VAR
analysis conducted in the following sections. The log dividend yield is quite persistent as
indicated by the respective first-order autoregressive coefficient close to one. In comparison,
the monthly log dividend growth, although less persistent, still shows a high persistence as
indicated by the autocorrelation coefficient around 0.90. The high persistence of these two
variables should be partially related with the way dividends are measured (12-month rolling
sum).
In Panel B of Table 2, we present the correlations between the financial variables and the
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macro factors estimated above. We can see that the stock market return is not significantly
correlated with any of the factors, with all correlations below 0.20 in absolute terms, except
with the fourth factor (0.20). The log dividend yield is also not significantly correlated with
the macro factors, with the highest correlation occurring with the fifth factor (0.26). On
the other hand, log dividend growth is positively correlated with the first and second factors
(0.24 and 0.35 respectively).
3 Aggregate stock returns and macro variables
In this section we analyze whether the macro factors derived in the previous section drive
the variation in the aggregate stock return, that is, whether they have an impact in the
estimation of the components of the market return. In the next section, we analyse the case
of the excess market return.
3.1 Methodology
Following Campbell (1991), the (unexpected) current log stock return can be decomposed
into revisions of future expected log returns (discount-rate news) and revisions in expecta-
tions of future log dividend growth (cash-flow news):
rm,t+1 − Et(rm,t+1) = (Et+1−Et)
∞∑
j=0
ρj∆dt+1+j − (Et+1−Et)
∞∑
j=1
ρjrm,t+1+j
≡ NCF,t+1 −NDR,t+1, (4)
where Et denotes the conditional expectation at time t; NCF,t+1 represents cash-flow news;
and NDR,t+1 denotes discount-rate news. Equation (4) represents a dynamic present-value
relation that arises from the definition of stock return and by imposing a no-bubble condition
at very long-horizons. The parameter ρ is a discount coefficient linked to the average log
dividend-to-price ratio of the market portfolio. Following previous work (e.g., Campbell and
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Vuolteenaho (2004) and Maio (2013a, 2013c)), we calibrate ρ at 0.95
1
12 , which corresponds
to an annualized dividend yield of approximately 5%.
Given the dynamic identity in (4), we can produce the usual variance decomposition (in
percentage) for the unexpected stock market return:
1 =
Var (NCF,t+1)
Var [rm,t+1 − Et(rm,t+1)] +
Var (NDR,t+1)
Var [rm,t+1 − Et(rm,t+1)] −
2 Cov (NCF,t+1, NDR,t+1)
Var [rm,t+1 − Et(rm,t+1)] , (5)
where the first term on the right hand side represents the share of cash-flow news in driving
the variation in the current market return, and the other two terms have a similar interpre-
tation. Notice that due to the presence of the covariance term, −2 Cov (NCF,t+1, NDR,t+1),
the weight associated with each component of returns (NCF or NDR) can be greater than
one to the extent that these variables are not orthogonal.
Following Campbell (1991), Campbell and Ammer (1993), and many others, we employ
a first-order VAR to estimate the unobserved components of the market return, NCF and
NDR. The VAR equation below is assumed to govern the behavior of a state vector xt,
which includes the log market return and other variables known in time t that help to
forecast rm,t+1:
xt+1 = Axt + t+1, (6)
where A is the VAR coefficient matrix, and t+1 is a vector of zero-mean shocks.
3
The components of the market return are estimated as follows:
NDR,t+1 = e1
′ρA (I− ρA)−1 t+1 = ϕ′t+1, (7)
NCF,t+1 = rm,t+1 − Et (rm,t+1) +NDR,t+1
=
[
e1′ + e1′ρA (I− ρA)−1] t+1 = (e1 +ϕ)′ t+1, (8)
where e1 is an indicator vector that takes a value of one in the cell corresponding to the
3The VAR variables xt are previously demeaned, thus we do not include a vector of intercepts in the
VAR specification.
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position of the market return in the VAR; I is an identity matrix; and ϕ′ ≡ e1′ρA (I − ρA)−1
is the function that translates the VAR shocks into discount-rate news. In Equation (8),
cash-flow news is the residual component of unexpected stock market returns, which has the
advantage that one does not have to model directly the dynamics of aggregate dividends.
This has been the standard identification method conducted in the related literature.
However, there has been some criticism about this identification strategy. Specifically,
Chen and Zhao (2009) argue that any misspecification in the predictability of the market
return, which directly affects the estimate of the discount-rate news series, will translate in-
directly into cash-flow news since this is the residual component of the present-value relation
(4). Moreover, by treating cash-flow news as the residual its weight might be overstated.
Thus, directly identifying cash-flow news may lead to different estimates for cash-flow and
discount-rate news, and hence a different variance decomposition for the market return. In
contrast, both Campbell, Polk, and Vuolteenaho (2010) and Engsted, Pedersen, and Tang-
gaard (2012) argue that with a properly specified VAR the two identification approaches are
equivalent, and hence should yield relatively similar results.
To check the robustness of our results to the way cash-flow and discount-rate news are
measured, and following Maio (2013a), we conduct an alternative identification procedure in
which cash-flow news is now estimated directly, and discount-rate news is identified as the
residual component of the (unexpected) market return:
NCF,t+1 = e2
′ (I− ρA)−1 t+1 = λ′t+1 (9)
NDR,t+1 = NCF,t+1 − [rm,t+1 − Et(rm,t+1)]
=
[
e2′ (I− ρA)−1 − e1′] t+1 = (λ− e1)′ t+1, (10)
where e2 is an indicator vector that takes a value of one in the cell corresponding to the
position of log dividend growth in the VAR, and λ′ ≡ e2′ (I− ρA)−1 is the function that
translates the VAR residuals into cash-flow news. Notice that both this identification and
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the benchmark identification (7)-(8) are based on the Campbell (1991) dynamic identity for
the market return.4
To assess the statistical significance of the weights associated with each component in
the variance decomposition, we compute empirical t-statistics from a Bootstrap experiment.
In this simulation, the VAR residuals are simulated 10,000 times and the first-order VAR,
return components, and respective variance decomposition are estimated for each pseudo
sample. The pseudo t-stats correspond to the individual shares (in the variance decomposi-
tion) estimated for the original sample divided by the bootstrap standard errors. Details of
the bootstrap experiment are presented in Appendix A.5
The state vector associated with the benchmark VAR for the market return (denoted by
VAR I) is given by
xt ≡ [dt − pt, f ′t,∆dt, rmt]′ , (11)
where f ′ ≡ (F1t, ..., F6t) is the vector of six estimated macro factors. We use the same VAR
specification under the two alternative identification schemes to preserve consistency and
enable the comparison between both methods. The inclusion of the log aggregate dividend
growth, ∆dt, is needed in order to identify cash-flow news under the alternative identification
procedure. The inclusion of the log dividend-to-price ratio (d−p) is justified on the grounds
that this variable is among the most important predictors of the market return in the pre-
dictability literature.6 Specifically, based on the Campbell and Shiller (1988) present-value
relation, the log dividend yield is theoretically justified as a valid predictor for both stock
returns and dividend growth.7
4In related work, Garret and Priestley (2012) measure cash flow news based on a cointegration variable
from annual dividends, price, and earnings. On the other hand, Da and Warachka (2009) and Da, Liu,
and Schaumburg (2013) use direct measures of cash flow news based on revisions of equity analyst earnings
forecasts.
5Similar statistical inference procedures are employed by Vuolteenaho (2002), Campbell and Vuolteenaho
(2004), and Maio (2013a).
6See Campbell and Shiller (1988), Fama and French (1988, 1989), Cochrane (1992), Hodrick (1992),
Goetzmann and Jorion (1993), among many others.
7A recent branch of the return predictability literature analyses stock return and dividend growth pre-
dictability from the dividend yield in association with the Campbell and Shiller (1988) present-value relation
(see Cochrane (2008, 2011), Engsted and Pedersen (2010), Chen, Da, and Priestley (2012), Rangvid, Schmel-
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The reduced or baseline VAR specification associated with VAR I excludes the macro
factors:
xt ≡ [dt − pt,∆dt, rmt]′ . (12)
The comparison between the baseline and benchmark specifications allows us to analyze the
incremental effect associated with the macro factors in the variance decomposition for the
market return, which represents the focus of our analysis.8
3.2 VAR estimates
The estimation results for VAR I are displayed in Table 3. To save space we only present
the results for the return and dividend growth equations in the VAR, which represent the
key regressions for the identification of discount-rate and cash-flow news. In the simple VAR
specification that excludes the macro factors (columns 3 and 4), the dividend-to-price ratio
forecasts positive market returns and the coefficient is significant at the 5% level according
to Newey and West (1987) asymptotic t-statistics computed with one lag. We can also see
that there is some degree of momentum in aggregate stock prices (returns) as indicated by
the positive slope associated with the lagged market return, which is significant at the 10%
level. The forecasting ratio is only 1%, which is in line with the explanatory power typically
found in the literature for monthly predictive regressions of the market return.
In the equation for log dividend growth, the slope associated with lagged dividend growth
(0.90) is strongly significant (1% level). On the other hand, none of the other two variables
can forecast aggregate cash flows as indicated by the very low t-stats. The forecasting ratio
in the monthly dividend growth equation is as large as 80%, due to the large persistence
of this variable. Therefore, these results show that at the monthly frequency (and using
cumulative annual dividends in the computation of both d− p and ∆d), it is much easier to
ing, and Schrimpf (2012), Maio and Santa-Clara (2013), among others).
8Chen and Zhao (2009) (Section 4.3) incorporate in the VAR five factors (estimated from principal
component analysis) from a “large set of state variables that can predict stock returns”. They do not
present, however, any information about the identity of these state variables.
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forecast aggregate dividend growth than aggregate stock returns.
The results for the VAR benchmark specification that includes the six macro factors
are presented in columns 1 and 2 of Table 3. In the regression for the market return,
the coefficient (and respective t-stat) associated with d − p is similar to the corresponding
estimate in the baseline VAR, which means that the macro factors are relatively orthogonal
to this state variable, as shown in Table 2. In contrast, the positive slope for the lagged
market return decreases in magnitude and is no longer significant at the 10% level. Among
the six macro factors, only F2 (at the 1% level) and F4 (5% level) are significant forecasters
of the market return, conditional on the other state variables. The R2 estimate in the
return equation is 4%, showing that the addition of the six factors (specifically, the two
factors mentioned above) leads to a (modest) increase in the forecasting power of the market
return at the one-month horizon. These results are somewhat consistent with the findings in
Ludvigson and Ng (2007) showing that macro factors add relatively small forecasting power
for the market return at the quarterly horizon, when controlling for other predictors like the
consumption-to-wealth ratio (cay) or the relative T-bill rate.910
In the equation for dividend growth, the slopes (and respective t-stats) associated with
both d − p and lagged ∆d are similar to the corresponding estimates in the baseline spec-
ification. All the factors forecast significantly positive dividend growth, and this effect is
statistically significant (5% or 1% level) in the cases of F1, F2, F5, and F6. However, the
forecasting ratio of 81% shows that the inclusion of the six macro factors has quite marginal
impact for forecasting aggregate dividend growth. In other words, the information about fu-
ture dividend growth contained in the macro factors is already incorporated in the dividend
9See Table 2 in their paper. Notice that Ludvigson and Ng (2007) use non-linear transformations of the
original macro factors in their predictive regressions, which may lead to an increased forecasting power. In
our case, to preserve the economic intuition associated with each factor, the VAR only contains the original
factors.
10There is evidence of greater stock return predictability from macro variables at the quarterly or lower fre-
quencies (see Lettau and Ludvigson (2001), Rangvid (2006), Cooper and Priestley (2009, 2013), Hsu (2009),
among others). This increased forecasting power should be partially related with the higher persistence of
macro variables at lower frequencies. Our empirical analysis is based on monthly data in order to achieve
greater statistical power on the econometric tests, similarly to Ludvigson and Ng (2009).
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yield and especially in the lagged dividend growth.
3.3 Variance decomposition
The benchmark variance decomposition for the market return is presented in Table 4, Panel
A. In the baseline VAR specification (excluding the macro factors, row 2) we can see that the
bulk of variation in the current market return is discount-rate news, which accounts for 68%
of the variance of the realized return, around two times the share associated with cash-flow
news (34%). The two components of the market return are nearly orthogonal (correlation
of 0.02) so that the covariance term, −2 Cov(NCF,t+1, NDR,t+1), has a very marginal role,
representing only 2% of the total variance in absolute value. Still, the very low empirical
t-stats show that all components of the stock market return decomposition are estimated
with substantial sampling error.
These results are in line with some of the previous evidence showing that the dominant
component of the (unexpected) market return is discount rate news (e.g., Campbell (1991),
Campbell and Ammer (1993), Campbell and Vuolteenaho (2004), Bernanke and Kuttner
(2005), and Maio (2013a, 2013e), among others), despite the decrease in the magnitude of
return predictability observed in recent years, which directly affects the discount-rate news
series.11 There is also evidence showing an increase in the importance of cash-flow news in
driving recent movements in stock prices (see Campbell, Giglio, and Polk (2013)).12
By adding the macro factors to the VAR estimation (row 1) the variance decomposition
does not change in a significant way. The weights associated with NDR and NCF increase
only marginally to 73% and 37% respectively, while the share for the covariance term is also
11Specifically, Maio (2013c) by using a different VAR specification shows that the decline in stock return
predictability in recent years leads to a lower share of discount rate news in the market return decomposition.
On the other hand, Chen and Zhao (2009) show that small changes in the choice of state variables included
in the VAR lead to sharp differences in the variance decomposition for the market return. In related work,
Sadka (2007) finds evidence of a similar weight for cash flow and discount rate news in the aggregate stock
return decomposition.
12At the portfolio or stock levels there is more clear evidence that the dominant component of equity
returns is cash flow news (see Vuolteenaho (2002), Callen and Segal (2004), Callen, Hope, and Segal (2005),
and Maio (2013a), among others).
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marginally larger in magnitude (-9%). The bootstrapped t-stats associated with discount
rate and cash-flow news are now 1.52 and 1.81 respectively, while the covariance term is
estimated with very low precision. Thus, this result suggests that excluding the information
associated with a lot of macro variables does not change the relative importance of discount-
rate and cash-flow news in driving the current aggregate stock return. However, by including
the macro factors in the VAR, we obtain more precise estimates for the shares associated
with both NDR and NCF .
The results for the alternative identification of the market return components in the
baseline specification (Panel B, row 2) show that the share for discount rate news is sig-
nificantly higher than in the benchmark identification (113%). This comes as a result of a
slightly lower share for cash flow news (24%), and especially, a larger absolute share for the
covariance term, which represents now around -38% of the market variance (the correlation
of the two components is now 0.36).13 However, all the shares are estimated with very low
precision as indicated by the bootstrapped t-stats. When we include the six macro factors in
the VAR, the variance decomposition for the stock return is basically the same, similarly to
the benchmark identification case. The main difference refers to the higher t-stats, especially
the share associated with NDR, which is now 2.34 standard errors away from zero. Hence,
incorporating the macro factors in the VAR leads to more precise estimates of the individual
shares in the return decomposition, as in the benchmark identification case.
3.4 Lagged factors
We conduct the variance decomposition by using the lagged realizations of the six macro
factors in the VAR. The reason is that some of the original macro variables (e.g., industrial
production or CPI) become publicly available with a lag (usually one month). Thus, an
investor might not have had access to this information when forecasting stock returns in real
13This result showing that the two alternative identification methods yield different results might be related
with the fact that log dividends (annualized) are not measured on the same time interval as log prices and
log returns, and thus the Campbell (1991) decomposition is not strictly satisfied in this case.
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time. On the other hand, other variables like short-term interest rates or bond yields are
available in real time. Untabulated results show that the variance decomposition based on
the lagged macro factors (in both identification schemes) is very close to the one based on
the raw macro factors.
3.5 Innovation in factors
We redo the variance decomposition by including in the VAR the innovations in the macro
factors rather than the original time-series obtained from Section 2. The idea is to use the
“surprise” or unexpected component of the macro variables in order to forecast stock returns
or dividend growth. The innovation in each factor is obtained by fitting an AR(1) process
for each variable,
Fj,t+1 = φ0 + φ1Fj,t + uj,t+1, j = 1, ..., 6, (13)
and then using the innovations, f∗′ ≡ (u1t, ..., u6t), in the VAR employed to estimate the
components of the stock return,
xt ≡ [dt − pt, f∗′t ,∆dt, rmt]′ . (14)
Untabulated results show that the variance decomposition obtained from using the in-
novations in the macro factors is quite similar to the variance decomposition based on the
original factors, and this holds for both identification schemes. Thus, using the surprise
elements of the macro factors does not change in a significant way the predictive power for
stock returns and dividend growth.
3.6 Alternative macro variables
We estimate the first-order VAR by using individual macro variables which are “represen-
tative” of each of the common macro factors. The representative variable for each common
factor corresponds to the original macro variable that yields the highest R2 in regression (3)
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above. The motivation for this exercise is two-fold. First, the common macro factors are
estimated with error, which can have an impact on the estimated VAR slopes, and thereby
on the variance decomposition for the market return. Second, using raw macro variables ac-
counts for the “look-ahead” bias associated with the estimated common factors (since their
estimation is based on the full sample), which can impact the slopes estimates within the
VAR.
The macro variables used in the VAR, and associated with factors 1 to 6, are “Employees
on nonfarm payrolls–goods-producing” (series number 29); “Spread between Moodys Baa
corporate bond yield and Federal funds effective rate” (98); “CPI-U: commodities” (115);
“1-year Treasury bond yield” (86); “Spread between Treasury-bill 6-month rate and Federal
funds effective rate” (93); and “Housing starts” (48), respectively. A detailed description
of the variables is provided in Table A.1. Results not tabulated show that the variance de-
composition obtained from using the raw macro variables, in place of the common factors, is
basically the same as the variance decomposition from the original factors, and this holds for
both identification schemes. Thus, any potential “look-ahead” bias from using the estimated
common factors is not driving our results.
3.7 Alternative measure of dividends
Following most of the return predictability literature, our measure of dividends is based on
the cumulative dividend over the previous 12 months to account for dividend seasonality (see
Ang and Bekaert (2007), Goyal and Welch (2008), Chen (2009), among many others). In this
section we compute the log dividend-to-price ratio and log dividend growth based on monthly
dividends. According to the Campbell and Shiller (1988) and Campbell (1991) present-value
relations, the return, dividend yield, and dividend growth should be based on log dividends
and log prices measured over the same time interval (monthly in our case). Thus, by using
annualized dividends in the construction of d− p and ∆d, the Campbell and Shiller (1988)
present-value relation—and the resulting predictability patterns from d−p—are not satisfied.
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Following Cochrane (2008), we construct the aggregate monthly dividend-to-price ratio and
dividend growth by combining the monthly series on the total return and return without
dividends associated with the value-weighted CRSP index.
Untabulated results show that in the baseline VAR specification (excluding the macro
factors) the bulk of variation in the current market return is cash-flow news, which accounts
for more than 100% (about 122%) of the variance of the realized return, while the share
associated with discount-rate news is only 4%. The two components of the market return are
positively correlated (0.59) so that the covariance term, −2 Cov(NCF,t+1, NDR,t+1), represents
about 26% of the total variance in absolute value. The very small weight associated with
discount-rate news is a consequence of the new measure of d− p, which is significantly less
persistent than the conventional proxy, and thus has much less forecasting power for the stock
market return. More relevant to the focus in this paper, by adding the macro factors to the
VAR estimation, the variance decomposition changes only slightly. The weights associated
with NDR and NCF increase only marginally to 17% and 125% respectively, while the share
for the covariance term shows a larger increase in magnitude (to -42%).14
The variance decompositions based on the alternative VAR identification are quite close
to those based on the direct estimation of discount-rate news in both the baseline and
augmented VAR specifications. This is a consequence of the large forecasting power of
d− p for dividend growth under the new proxy for dividends. Thus, with the new dividend
measure the order of identification of the return components (estimating discount-rate news
directly, or in alternative, deriving it as the residual component) does not make a difference
to the relative share of discount-rate and cash-flow news in the stock return variance. Hence,
our results are consistent with the claims from Campbell, Polk, and Vuolteenaho (2010) and
Engsted, Pedersen, and Tanggaard (2012).
14Given the Campbell and Shiller (1988) present-value relation for the log dividend-to-price ratio, one could
be tempted to conclude that d − p is the only relevant state variable for the stock return decomposition.
However, this present-value relation only holds at very long horizons, and in fact the evidence of predictability
of future returns and dividend growth from d−p at short horizons (as in the case of the first-order VAR being
estimated here) is relatively weak (see Cochrane (2008) and Maio and Santa-Clara (2013), among others).
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3.8 Alternative VAR specification
We estimate an alternative VAR specification that excludes dividend growth,
xt ≡ [dt − pt, f ′t, rmt]′ . (15)
This specification is in line with most of the related literature, which typically does not
include dividend growth in the set of VAR state variables. Moreover, this specification might
allow for a cleaner estimation of the effect of the macro factors in the return decomposition
given the positive correlations between dividend growth and some of these variables, as
documented in Table 2. In untabulated results, the shares associated with discount rate
news and cash flow news are 83% and 21% respectively, while the covariance term plays a
negligible role. When we exclude the macro factors from the VAR the variance decomposition
is basically the same.
3.9 Sensitivity to ρ
We analyze the sensitivity of the results to the value of the log-linearization parameter, ρ.
We calibrate two alternative values for the discount factor, 0.93
1
12 and 0.97
1
12 . Untabulated
results show that the benchmark return decomposition is quite sensitive to this parameter,
with higher values of ρ corresponding to larger shares of discount rate news on the total
return variance. However, for the purposes of this paper, by adding macro factors to the
VAR state vector the variance decomposition does not change in a meaningful way.
Overall, the punch line from the results presented in this section is quite simple: inclusion
of the macro factors in addition to d − p (as well as lagged dividend growth and lagged
market return) does not add significant information to the estimation of the components of
the aggregate stock return.
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4 Macro variables and the excess market return
In this section, we analyze the impact of the macro variables on the components of the excess
stock market return. In fact, most of the related literature focuses on the determinants of
the components of excess returns rather than stock returns.
4.1 Methodology
Following Campbell (1991) and Campbell and Ammer (1993), we can derive a dynamic
present-value relation for the unexpected excess stock return:
rem,t+1 − Et(rem,t+1) = (Et+1−Et)
∞∑
j=0
ρj∆dt+1+j − (Et+1−Et)
∞∑
j=1
ρjrem,t+1+j − (Et+1−Et)
∞∑
j=1
ρjrf,t+1+j
≡ NCF,t+1 −NDR,t+1 −NF,t+1, (16)
where rem,t+1 ≡ rm,t+1−rf,t+1 denotes the excess log return andNF,t+1 ≡ (Et+1−Et)
∑∞
j=1 ρ
jrf,t+1+j
represents the revision in future short-term interest rates (interest-rate news). The main dif-
ference relative to the dynamic identity for stock returns in Equation (4) is the inclusion of
NF,t+1 due to the fact that we are now working with excess log returns rather than log re-
turns. Thus, according to this present-value relation, a positive shock in excess stock returns
today must be matched by positive shocks in future dividend growth rates, and/or negative
shocks in both future excess returns and short-term interest rates. A full derivation of the
decomposition in (16) is presented in Appendix B.
Given the present-value relation in (16), the variance decomposition for the excess stock
return is given by
1 =
Var (NCF,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
] + Var (NDR,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
] + Var (NF,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
]
− 2 Cov (NCF,t+1, NDR,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
] + 2 Cov (NDR,t+1, NF,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
] − 2 Cov (NCF,t+1, NF,t+1)
Var
[
rem,t+1 − Et(rem,t+1)
] . (17)
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The additional terms relative to the variance decomposition for the stock return in the
previous section arise from the presence of interest-rate news.
In the benchmark identification of the excess stock returns’ components, interest rate
news, equity-premia news, and cash-flow news are estimated in a similar way to Campbell
(1991), Campbell and Ammer (1993), and Hollifield, Koop, and Li (2003):
NF,t+1 = e3
′ρA (I − ρA)−1 t+1 = ψ′t+1, (18)
NDR,t+1 = e1
′ρA(I− ρA)−1t+1 = ϕ′t+1, (19)
NCF,t+1 = (Et+1−Et)rem,t+1 +NDR,t+1 +NF,t+1
= (e1 +ϕ+ψ)′t+1, (20)
where e1 is the indicator vector that assigns a value of one in the cell corresponding to
the position of the excess stock market return in the VAR, and ϕ′ ≡ e1′ρA(I − ρA)−1
is the function that relates the VAR shocks with revisions in expected future excess stock
returns. Similarly, e3 identifies the position of the log interest rate within the VAR, and
ψ′ ≡ e3′ρA (I − ρA)−1 is the function that relates the VAR shocks with interest-rate news.
As in the last section, the alternative identification of the excess stock returns’ compo-
nents directly estimates cash-flow news, and implies discount-rate news as the residual of
the present-value relation:
NCF,t+1 = e2
′ (I− ρA)−1 t+1 = λ′t+1, (21)
NDR,t+1 = NCF,t+1 − [rm,t+1 − Et(rm,t+1)]−NF,t+1
= (λ− e1−ψ)′ t+1. (22)
The state vector associated with the VAR for excess returns is given by
xt ≡ [rft, dt − pt, f ′t,∆dt, remt]′ , (23)
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where the only differences relative to the benchmark VAR in the last section is the inclusion
of the log short-term interest rate, rft—which is necessary to identify interest rate news—and
the fact that we now have the excess stock return instead of the nominal equity return.
As in the previous section, the associated baseline VAR excludes the macro factors:
xt ≡ [rft, dt − pt,∆dt, remt]′ . (24)
4.2 VAR estimates
The estimation results for the VAR associated with the aggregate equity premium are pre-
sented in Table 5. To save space we only present the estimates for the excess stock return,
dividend growth, and log interest rate equations, which represent the key equations for the
identification of the unobserved components of the excess stock return. In the case of the
baseline specification without macro factors (columns 4 to 6), the forecasting ratio in both
the dividend growth and equity premium equations is the same as in the benchmark VAR
estimated in the last section, thus suggesting that rf does not add forecasting power for
both excess stock returns and dividend growth.15 The slope for the dividend yield in the
excess return equation is now only marginally significant (10% level) suggesting that the log
dividend-to-price ratio has greater forecasting ability for the aggregate stock return than the
equity premium. The log interest rate is relatively persistent as indicated by the autoregres-
sive coefficient of 0.94, which is strongly significant (1% level). Moreover, both d − p and
∆d forecasts a increase in the monthly T-bill rate, and these slopes are significant at the 1%
level. The fit of the interest rate equation is fairly large (92%), which is partially explained
by its high persistence.
When we include the six macro factors (columns 1 to 3), the forecasting ratios in the
interest rate and dividend growth regressions increase only marginally, thus showing that
15There is evidence showing that the change or innovation in short-term interest rates is a significant
forecaster of excess stock returns, at least for short-horizons (see Campbell (1991), Hodrick (1992), Campbell
and Ammer (1993), Maio (2013b, 2013e), among others).
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the macro factors as a whole do not add relevant forecasting power. In the regression for
rf,t+1, it follows that F1, F2, F5, and F6 significantly forecast an increase in the future short-
rate, while F4 significantly predicts a decline. The autoregressive coefficient (0.92) is only
marginally lower than in the baseline VAR, while the lagged equity premium forecasts an
increase in future interest rates, and this effect is marginally significant (10% level). On the
other hand, dividend growth is no longer a significant predictor of the T-bill rate. In the
dividend growth equation, F1, F2, and F6 forecast an increase in future dividend growth,
and the respective slopes are statistically significant (marginally so in the case of the second
factor). In the equation for the equity premium, the forecasting ratio increases to 4% (from
1% in the restricted VAR) indicating that the macro factors jointly have some incremental
forecasting ability for excess stock returns, similarly to the VAR for the market return in
the last section. However, individually only the second and fourth factors are significant
predictors of the equity premium, as in the case of the stock return.
4.3 Variance decomposition
The variance decomposition for the excess stock market return is presented in Table 6. In the
restricted VAR (Panel A, row 2), both cash flow and discount rate news play a similar role in
driving excess stock returns with shares of 34% and 35% respectively. Interest-rate news play
a smaller role in moving the excess market return as illustrated by the weight of 18% over the
return variance. The covariance terms associated with cash flow news also play a marginal
role, with shares around 10% in absolute terms as a result of the small correlations among
the respective equity premium components. On the other hand, the share associated with
2 Cov(NDR, NF ) represents 15% of the excess return variance. However, only the weights
associated with the variances of discount rate and cash flow news are at least one standard
error away from zero.
When we include the macro factors in the VAR estimation (row 1), the weights for each
term in the variance decomposition do not change significantly. The weights associated with
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NDR and NCF increase marginally to 40% and 37% respectively, while the share of interest
rate news declines to 14%. The weights associated with discount rate and cash flow news
are now 1.54 and 2.02 standard errors away from zero, while the other shares remain highly
insignificant. Thus, as in the last section, by incorporating the macro variables in the VAR
estimation we obtain more precise estimates in the variance decomposition of the excess
stock return.
The results for the alternative identification of the excess stock return components (Panel
B) show that all the weights are relatively similar under both the restricted and augmented
VAR (that includes the macro variables). In the full VAR, discount rate news accounts for
69% of the variation in the excess stock return, and this estimate is highly significant (3.14
standard errors away from zero). The shares associated with cash flow and interest rate news
have significantly lower magnitudes than discount rate news (27% and 14%, respectively),
and both estimates have significantly higher sampling error. When we exclude the macro
factors, the shares associated with the variances of NDR, NCF , and NF are 63%, 26%, and
18% respectively, but only the share for discount rate news is at least one standard error
greater than zero.
Overall, the results of this section largely confirm the findings in the previous section:
The macro factors play a relatively marginal role for the variance decomposition of the excess
stock return. Thus, the relative importance of the components of excess stock returns (cash-
flow, discount-rate, and interest-rate news) does not change significantly by including the
macro factors in a VAR that already contains the aggregate dividend yield or the T-bill rate.
Therefore, such results suggest that these financial state variables already incorporate most
of the relevant information required to identify the components of the equity premium.
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5 Implications for the cross-section of stock returns
In this section, we use the time-series of cash-flow and discount-rate news estimated in the
previous section to test the two-factor Intertemporal CAPM (ICAPM) from Campbell and
Vuolteenaho (2004). The objective is to assess whether the macro factors have an influence
on the explanatory power of the model on the cross-section of stock returns.
5.1 Methodology
Following the Campbell (1993) version of the Merton (1973) ICAPM, Campbell and Vuolteenaho
derive the following two-factor model:
E(ri,t+1 − rf,t+1) + σ
2
i
2
= γωCov(ri,t+1, NCF,t+1)− ωCov(ri,t+1, NDR,t+1), (25)
where ri,t+1 denotes the log return for asset i; σ
2
i ≡ Var(ri,t+1) is the respective variance;
rf,t+1 is the log risk-free rate; and γ denotes the coefficient of relative risk aversion. This
version of the Campbell and Vuolteenaho ICAPM is based on the first-order condition of the
consumption-portfolio choice problem for an investor with a reference portfolio invested on
the stock index and a risk-free asset:
rp,t+1 ≈ ωrm,t+1 + (1− ω) rf,t+1, (26)
where rp,t+1 denotes the log portfolio return and rm,t+1 is the log return on the stock index.
The advantage of this specification is that the risk price for the discount-rate covariance
(beta) is freely estimated in the cross-section of stock returns rather than being fixed at -1,
as in the benchmark specification used in Campbell and Vuolteenaho (2004):
E(ri,t+1 − rf,t+1) + σ
2
i
2
= γ Cov(ri,t+1, NCF,t+1)− Cov(ri,t+1, NDR,t+1). (27)
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As in Campbell and Vuolteenaho (2004), in the pricing equation taken to the data we replace
excess log returns by excess simple returns on the left hand side of the equation:
E(Ri,t+1 −Rf,t+1) = bCF Cov(ri,t+1, NCF,t+1) + bDR Cov(ri,t+1, NDR,t+1), (28)
where bCF ≡ γω denotes the risk price for cash-flow news, and bDR ≡ −ω is the discount-
rate risk price. Thus, according to this pricing equation, the signs of bCF and bDR should be
positive and negative, respectively.
Although the pricing equation above contains no intercept, as a robustness check, we also
test an alternative version of the model that includes an intercept:
E(Ri,t+1 −Rf,t+1) = b0 + bCF Cov(ri,t+1, NCF,t+1) + bDR Cov(ri,t+1, NDR,t+1). (29)
If the two-factor model is specified correctly, the intercept should be indistinguishable from
zero.
To estimate the model above we employ first stage GMM (Hansen (1982), Cochrane
(2005)), which uses as weighting matrix the identity matrix. This procedure is equivalent to
an OLS cross-sectional regression of average excess returns on factor covariances (betas), and
enables us to assess whether the model can explain the returns of a set of equity portfolios.
The first N sample moments correspond to the pricing errors for each of the N test assets:
gT (b) ≡
1
T
T∑
t=0

(Ri,t+1 −Rf,t+1)− bCF ri,t+1 (NCF,t+1 − µCF )− bDRri,t+1 (NDR,t+1 − µDR)
NCF,t+1 − µCF
NDR,t+1 − µDR
= 0,
i = 1, ..., N, (30)
where (µCF , µDR) denote the means of (NCF,t+1, NDR,t+1). The last two moment conditions
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in (30) enable us to estimate the factor means; thus, the standard errors of the estimated
covariance risk prices (obtained from the first N moments) account for the estimation error
in the factor means, as in Cochrane (2005) (Chapter 13), Maio and Santa-Clara (2012),
and Maio (2013c). The asymptotic t-statistics for the risk price estimates are based on
heteroskedasticity-robust standard errors (White (1980)); that is, no lags of the moment
functions are considered in the computation of the spectral density matrix, as in Cochrane
(2005) and Maio (2013c, 2013d).
The test assets are the 25 portfolios sorted according to size and book-to-market (SBM25),
which represent the focus of the empirical asset pricing literature. SBM25 are obtained from
Kenneth French’s website. To compute excess portfolio returns we subtract the one-month
T-bill rate from the raw returns. The sample used in the asset pricing tests is 1964:02
to 2010:09. The estimates for cash-flow and discount-rate news are those from the VAR
associated with the excess market return, estimated in the previous section.
A test for the null hypothesis that the N pricing errors are jointly equal to zero (that is,
the model is perfectly specified) is given by
αˆ′V̂ar (αˆ)† αˆ ∼ χ2(N −K), (31)
where K denotes the number of factors (K = 2 in the ICAPM with no intercept); αˆ is the
(N × 1) vector of cross-sectional pricing errors; and V̂ar (αˆ)† denotes a pseudo-inverse for
the covariance matrix of the pricing errors, V̂ar (αˆ).
A more robust and intuitive goodness-of-fit measure to evaluate the overall pricing ability
of the two-factor model is the cross-sectional OLS coefficient of determination,
R2 = 1−
∑N
i=1 αˆ
2
i∑N
i=1 R
2
i
, (32)
whereRi =
1
T
∑T−1
t=0 (Ri,t+1 −Rf,t+1)− 1N
∑N
i=1
{
1
T
∑T−1
t=0 (Ri,t+1 −Rf,t+1)
}
denotes the (cross-
sectionally) demeaned (average) excess returns; αˆi represents the pricing error for asset i;
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and αˆi stands for the (cross-sectionally) demeaned pricing errors. R
2 measures the fraction
of the cross-sectional variance in average excess returns explained by the model.
5.2 Empirical results
The results for the cross-sectional test of the benchmark specification of the ICAPM (without
intercept) are presented in Table 7. When we consider the ICAPM based on the restricted
VAR (row 2 in each panel), only under the alternative identification (of cash flow and discount
rate news, Panel B) do we have a positive explanatory ratio, but the level is quite modest
(11%). When the ICAPM is based on the benchmark identification of the equity premium
components we have a negative R2 estimate (-36%), that is, the ICAPM performs worse
than a model that predicts constant expected excess returns in the cross-section of equities.
When we include the macro factors in the VAR estimation (row 1) the results for the
ICAPM are mixed. If we use the alternative identification of cash flow and discount rate
news the fit of the model does not change as the cross-sectional R2 stays at 11%. On
the other hand, the two-factor model based on the benchmark identification of the equity
premium components shows an increased explanatory power for the cross-section of stock
returns, in comparison to the model based on the restricted VAR. However, the fit is still
very modest as indicated by the R2 estimate of 17%. Despite the low explanatory power,
the two-factor model (based on the macro variables) is not rejected by the specification test,
with p-values clearly above 5%. This shows how misleading the χ2-test can be in some
cases, that is, the null (that the pricing errors are equal to zero) is not rejected because
the inverse of the variance matrix is underestimated, rather than as a result of low pricing
errors. Moreover, the discount-rate risk prices are in all cases estimated positively (although
not statistically significant), which is inconsistent with the theory underlying the two-factor
ICAPM as discussed above.
The relatively poor performance of the two-factor ICAPM is consistent with the evidence
in Maio (2013d) (for a shorter sample) showing that the fit of the model from Campbell and
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Vuolteenaho (2004) relies critically not only on the inclusion of the value spread in the VAR
used to estimate the factors (cash flow and discount rate news), but also on the computation
of Dimson (1979) betas, which include the covariances with the lagged factors.
In Table 8, we present the estimation results when an intercept is included in the ICAPM
pricing equation. For the ICAPM based on the restricted VAR we see that the estimates
for the excess zero beta rate are economically significant (above 1% per month), and these
estimates are statistically significant in the version based on the benchmark identification.
This suggests that the two-factor model is misspecified, that is, there are relevant missing
risk factors in the model. The explanatory ratios are now positive, especially in the ICAPM
version based on the alternative identification of cash flow and discount rate news (59%).
However, this higher fit is basically due to the inclusion of the intercept in the pricing
equation, which represents model’s misspecification.
When the ICAPM is based on the benchmark VAR that contains the macro factors,
under the benchmark identification the estimate for the intercept decreases in magnitude
relative to the version based on the restricted VAR, and is no longer statistically significant.
Yet, in the version based on the alternative identification, the estimate for the intercept
is the same as in the model based on the restricted VAR. The fit of the model increases
slightly relative to the version based on the VAR without the macro factors when we use the
benchmark identification method. However, similarly to the ICAPM specification without
intercept, when we use the alternative identification the fit of the model does not change by
including the macro variables in the VAR. For both versions of the ICAPM (restricted and
benchmark VAR), the risk price estimates for the discount-rate factor have the wrong sign
(positive) in all cases, and all of these estimates are now statistically significant at the 10%
level.
The results of this section can be summarized as follows: using macro factors to iden-
tify the components of the excess stock market return does not significantly improve the
explanatory power of the Campbell and Vuolteenaho (2004) two-factor model in pricing the
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size-BM portfolios. Actually, in some cases the fit of the model does not change at all by
incorporating the information associated with the macro factors. An implication of these
results is that macro variables (unrelated to stock prices) do not seem to be valid ICAPM
state variables in terms of explaining risk premia in the cross-section of stocks.
6 Conclusion
We conduct a variance decomposition for stock returns by incorporating the information
associated with a large macroeconomic panel data set. This analysis enables us to check
whether macro variables convey relevant information to forecast stock returns in addition to
the variables usually employed in the predictability and return decomposition literatures—
aggregate financial ratios (such as the dividend yield or earnings yield), bond yield spreads
(such as the slope of the yield curve or the credit risk spread), or short-term interest rates.
Using dynamic factor analysis, we estimate six common macroeconomic factors that sum-
marize information from a panel of 124 macro variables, which can be broadly classified into
different categories: output and income; employment and labor force; housing; manufactur-
ing, inventories and sales; money and credit; interest rates and bond yields; foreign exchange;
and price indices. We then estimate a first-order VAR containing the six macro factors, the
aggregate stock return, the aggregate dividend growth, and the market dividend yield (d−p).
This VAR specification is used to identify the components of the market return—discount-
rate and cash-flow news. We compare the variance decomposition for stock returns with a
restricted VAR that excludes the macro factors; that is, it does not incorporate the informa-
tion from the large macro panel set. The results show that the inclusion of the macro factors
in addition to d − p does not add significant information in estimating the components of
aggregate stock returns.
We also analyze the impact of the macro variables on the components of the equity
premium by using a VAR specification that includes the excess stock market return and the
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T-bill rate. Overall, the results show that the macro factors play a relatively marginal role
for the variance decompositions of the excess stock return. Thus, the relative importance
of the components of excess stock returns (cash-flow, discount-rate, and interest-rate news)
does not change significantly by including the macro factors in a VAR that already contains
the aggregate dividend yield and the short-term interest rate. In other words, the macro
variables do not add enough forecasting power (enough to change the relative importance
of the excess return components) to a VAR that already contains the financial variables in
terms of predicting the equity premium or dividend growth.
We use the time-series of cash-flow and discount-rate news to test the two-factor In-
tertemporal CAPM (ICAPM) from Campbell and Vuolteenaho (2004). The results indicate
that using macro factors to identify the components of the excess stock market return does
not improve significantly the explanatory power of the two-factor model in pricing the 25
size/book-to-market portfolios.
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A Bootstrap algorithm
The bootstrap algorithm associated with the variance decompositions for (excess) stock
returns consists of the following steps:
1. We estimate the first-order VAR:
xt+1 = Axt + t+1, (A.1)
for the original sample and save the estimated VAR coefficient matrix, Â, and the
vector of VAR residuals, ̂t+1.
2. In each replication b = 1, ..., 10, 000, we draw with replacement from the VAR residuals:
{̂bt+1}, t = sb1, sb2, ..., sbT , (A.2)
where the time indices sb1, s
b
2, ..., s
b
T are created randomly from the original time se-
quence 1, ..., T . Notice that the innovations in all VAR residuals have the same time
sequence in order to account for their contemporaneous cross-correlation.
3. For each replication b = 1, ..., 10, 000, we construct a pseudo-sample of the VAR state
variables by imposing recursively the VAR equations:
xbt+1 = Âx
b
t + ̂
b
t+1. (A.3)
4. In each replication, we estimate the VAR(1), but using the artificial data rather than
the original data:
xbt+1 = A
bxbt + ν
b
t+1, (A.4)
and construct the corresponding variance decompositions for (excess) stock returns.
For example, in the case of the stock return, we have:
1 =
Var
(
N bCF,t+1
)
Var
[
rbm,t+1 − Et(rbm,t+1)
] + Var (N bDR,t+1)
Var
[
rbm,t+1 − Et(rbm,t+1)
] − 2 Cov (N bCF,t+1, N bDR,t+1)
Var
[
rbm,t+1 − Et(rbm,t+1)
] ,
(A.5)
where the superscript b is to clarify that the stock return and its components are based
on artificial data.
5. Given the collection of 10,000 estimates of each term in the variance decomposition,
we construct an empirical standard error. For example, in the case of the share of
cash-flow news, sbCF ≡
Var(NbCF,t+1)
Var[rbm,t+1−Et(rbm,t+1)]
, we have:
se(sbCF ) =
√√√√ 1
10000
10000∑
b=1
(sbCF − sCF )2, (A.6)
where sCF ≡ 110000
∑10000
b=1 s
b
CF denotes the mean of the shares across all pseudo samples.
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The pseudo t-ratio associated with the share in the variance decomposition is then
calculated as
t(sbCF ) =
sCF
se(sbCF )
, (A.7)
where sCF denotes the weight computed from the original sample.
B Decompositions for excess stock returns
Following Campbell and Shiller (1988) and Campbell (1991), the decomposition for unex-
pected stock returns is given by
(Et+1−Et)rm,t+1 = (Et+1−Et)
∞∑
j=0
ρj∆dt+1+j − (Et+1−Et)
∞∑
j=1
ρjrm,t+1+j. (B.8)
By adding and subtracting the one-period log risk-free interest rate, and rearranging, it
follows:
(Et+1−Et)rem,t+1 = (Et+1−Et)
∞∑
j=0
ρj∆dt+1+j
−(Et+1−Et)
∞∑
j=1
ρjrem,t+1+j − (Et+1−Et)
∞∑
j=0
ρjrf,t+1+j, (B.9)
where rem,t+1 ≡ rm,t+1 − rf,t+1 denotes the excess log return. By further noting that the
nominal interest rate is known at the beginning of period, it follows that (Et+1−Et)rf,t+1 = 0,
implying the present-value decomposition for excess stock returns:
(Et+1−Et)rem,t+1 = (Et+1−Et)
∞∑
j=0
ρj∆dt+1+j
−(Et+1−Et)
∞∑
j=1
ρjrem,t+1+j − (Et+1−Et)
∞∑
j=1
ρjrf,t+1+j. (B.10)
41
Table 1: Summary statistics for the macroeconomic factors
This table reports the summary statistics for the factors estimated using asymptotic princi-
pal component analysis on the macroeconomic panel of 124 variables. The sample is from
1964:01 to 2010:09. F1 to F6 are the six statistically significant factors of the macroeco-
nomic panel. The column φ designates the first-order autocorrelation coefficients of the fac-
tors. The numbers in parentheses are the heteroskedasticity-adjusted robust t−statistics. The
Column Fraction reports the proportion of the variance explained by the factor and the Col-
umn R2j reports the cumulative proportion of the total variance explained by the first j factors.
φ Fraction R2j
F1 0.729 0.166 0.166
(16.35)
F2 0.738 0.074 0.239
(18.77)
F3 -0.192 0.070 0.310
(-2.02)
F4 0.332 0.053 0.363
(5.81)
F5 0.379 0.041 0.404
(5.65)
F6 -0.038 0.032 0.436
(-0.69)
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Table 2: Descriptive statistics for state variables
This table reports descriptive statistics for the state variables employed in the first-order
VAR. The state variables are the log stock market return (rm); log dividend-to-price ratio
(d − p); log dividend growth (∆d); and estimated macroeconomic factors (F1 to F6). The
sample is 1964:01–2010:09. φ designates the first-order autocorrelation coefficient. The cor-
relations between the state variables (including the macro factors) are presented in Panel B.
Panel A
Mean Stdev. Min. Max. φ
rm 0.008 0.046 −0.255 0.153 0.096
d− p −3.557 0.416 −4.503 −2.775 0.997
∆d 0.004 0.006 −0.023 0.018 0.895
Panel B
rm d− p ∆d
rm 1.00
d− p 0.02 1.00
∆d −0.04 0.13 1.00
F1 −0.03 −0.06 0.24
F2 −0.17 0.19 0.35
F3 −0.01 0.01 0.02
F4 0.20 0.06 0.17
F5 0.01 0.26 −0.02
F6 0.03 0.08 0.06
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Table 3: VAR estimation results
This table presents the estimated coefficients (first row of each variable) and associated Newey-
West t-statistics (second row, in parenthesis) for the stock market return and dividend growth
equations in a first-order VAR. The VAR state vector in columns 1 and 2 is given by [dt −
pt, f
′
t ,∆dt, rmt]
′, where d − p is the log dividend-to-price ratio; f ′t ≡ (F1t, ..., F6t) is a vector
of six estimated macro factors; ∆d denotes the log dividend growth; and rm is the log stock
market return. In columns 3 and 4 the VAR vector is given by [dt − pt,∆dt, rmt]′. The
original sample is from 1964:01 to 2010:09. Italic, underlined, and bold t-statistics denote
statistical significance at the 10%, 5%, and 1% levels, respectively. R
2
is the adjusted R2.
1 2 3 4
rm,t+1 ∆dt+1 rm,t+1 ∆dt+1
dt − pt 0.012 −0.000 0.010 −0.000
(2.27) (−0.84) (2.01) (−0.23)
F1t −0.001 0.000
(−0.25) (3.18)
F2t −0.008 0.000
(−3.49) (2.05)
F3t 0.002 0.000
(0.87) (0.71)
F4t 0.004 0.000
(2.05) (1.55)
F5t 0.001 0.000
(0.42) (2.02)
F6t 0.000 0.000
(0.26) (3.27)
∆dt −0.121 0.862 −0.472 0.896
(−0.38) (31.79) (−1.41) (31.12)
rmt 0.045 0.002 0.091 0.002
(0.82) (0.86) (1 .74 ) (0.89)
R
2
0.04 0.81 0.01 0.80
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Table 4: Variance decomposition for stock market return
This table presents the variance decomposition for the unexpected stock market return. The two
components of market returns are cash-flow news (NCF ) and discount-rate news (NDR). The
VAR state vector is given by xt ≡ [dt − pt, f ′t ,∆dt, rmt]′, where d − p is the log dividend-to-
price ratio; f ′t ≡ (F1t, ..., F6t) is a vector of six estimated macro factors; ∆d denotes the log
dividend growth; and rm is the log stock return. In each panel, row 1 displays the results
for the full VAR specification while row 2 presents the results for the VAR estimation exclud-
ing the macro factors, f . Panel A shows the results for the benchmark identification for the
stock return components, while Panel B refers to an alternative identification. In each row,
the first line presents the variance decomposition weights and the second line reports empiri-
cal t-statistics obtained from a Bootstrap simulation. The sample is from 1964:01 to 2010:09.
Var(NDR) −2 Cov(NDR, NCF ) Var(NCF )
Panel A: Benchmark identification
1 0.73 −0.09 0.37
(1.52) (−0.15) (1.81)
2 0.68 −0.02 0.34
(0.66) (−0.01) (0.37)
Panel B: Alternative identification
1 1.14 −0.41 0.27
(2.34) (−0.57) (1.10)
2 1.13 −0.38 0.24
(0.99) (−0.18) (0.24)
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Table 5: VAR estimation results for excess market return
This table presents the estimated coefficients (first row of each variable) and associated Newey-
West t-statistics (second row, in parenthesis) for the excess stock market return, interest rate,
and dividend growth equations in a first-order VAR. The VAR state vector in columns 1
to 3 is given by [rft, dt − pt, f ′t ,∆dt, remt]′, where rf is the log one-month T-bill rate; d − p
is the log dividend-to-price ratio; f ′t ≡ (F1t, ..., F6t) is a vector of six estimated macro fac-
tors; ∆d denotes the log dividend growth; and rem is the excess log stock market return.
In columns 4 to 6 the The VAR vector is given by [rft, dt − pt,∆dt, remt]′. The origi-
nal sample is from 1964:01 to 2010:09. Italic, underlined, and bold t-statistics denote sta-
tistical significance at the 10%, 5%, and 1% levels, respectively. R
2
is the adjusted R2.
1 2 3 4 5 6
rem,t+1 rf,t+1 ∆dt+1 r
e
m,t+1 rf,t+1 ∆dt+1
rft 0.002 0.920 0.028 −1.487 0.935 0.083
(0.00) (49.98) (0.39) (−1.25) (42.74) (1.39)
dt − pt 0.009 0.000 −0.000 0.012 0.000 −0.000
(1.37) (3.13) (−0.80) (1 .83 ) (2.81) (−0.85)
F1t −0.001 0.000 0.000
(−0.24) (4.31) (3.18)
F2t −0.009 0.000 0.000
(−3.35) (3.39) (1 .74 )
F3t 0.002 −0.000 0.000
(0.85) (−0.31) (0.69)
F4t 0.004 −0.000 0.000
(2.07) (−7.92) (1.50)
F5t 0.000 0.000 0.000
(0.06) (1 .67 ) (1.46)
F6t 0.000 0.000 0.000
(0.23) (3.10) (3.27)
∆dt −0.163 0.005 0.861 −0.427 0.010 0.890
(−0.50) (1.31) (32.24) (−1.29) (2.98) (32.61)
remt 0.043 0.001 0.002 0.091 −0.000 0.002
(0.78) (1 .67 ) (0.86) (1 .72 ) (−0.40) (0.93)
R
2
0.04 0.94 0.81 0.01 0.92 0.80
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Table 6: Variance decomposition for excess stock market return
This table presents the variance decomposition for the unexpected excess stock market return. The
three components of market (excess) returns are cash-flow news (NCF ), discount-rate news (NDR),
and interest-rate news (NF ). The VAR state vector is given by xt ≡ [rft, dt − pt, f ′t ,∆dt, remt]′,
where rf is the log one-month T-bill rate; d − p is the log dividend-to-price ratio; f ′t ≡
(F1t, ..., F6t) is a vector of six estimated macro factors; ∆d denotes the log dividend growth;
and rem is the excess log stock market return. In each panel, row 1 displays the results for
the full VAR specification while row 2 presents the results for the VAR estimation excluding
the macro factors, f . Panel A shows the results for the benchmark identification for the stock
excess return components, while Panel B refers to an alternative identification. In each row,
the first line presents the variance decomposition weights and the second line reports empiri-
cal t-statistics obtained from a Bootstrap simulation. The sample is from 1964:01 to 2010:09.
Var(NDR) −2 Cov(NDR, NCF ) 2 Cov(NDR, NF ) Var(NCF ) −2 Cov(NCF , NF ) Var(NF )
Panel A: Benchmark identification
1 0.40 0.02 0.19 0.37 −0.12 0.14
(1.54) (0.06) (0.79) (2.02) (−0.41) (0.81)
2 0.35 0.08 0.15 0.34 −0.10 0.18
(1.06) (0.20) (0.40) (1.19) (−0.24) (0.79)
Panel B: Alternative identification
1 0.69 −0.17 0.31 0.27 −0.24 0.14
(3.14) (−0.44) (1.36) (1.33) (−0.75) (0.81)
2 0.63 −0.12 0.32 0.26 −0.27 0.18
(2.78) (−0.31) (1.14) (0.89) (−0.61) (0.79)
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Table 7: Factor risk premia for two-factor ICAPM
This table reports the estimation and evaluation results for the two-factor ICAPM applied to
the 25 size/book-to-market portfolios (SBM25). The estimation procedure is first-stage GMM with
equally weighted errors. Cash-flow and discount-rate news are obtained from the VAR specification,
xt ≡ [rft, dt − pt, f ′t ,∆dt, remt]′. For a description of the VAR state variables, see the tables above.
Panel A is based on the direct estimation of discount-rate news, while Panel B is based on the direct
estimation of cash-flow news. In each panel, row 1 shows the results for the full VAR specification
while row 2 presents the results for the VAR estimation excluding the macro factors, ft. bCF and bDR
denote the risk price estimates associated with the cash-flow news and discount-rate news factors,
respectively. The second line associated with each row presents asymptotic heteroskedasticity-
robust t-statistics, in parentheses. The column labeled χ2 presents the χ2 statistic (first line)
and associated p-values (in parenthesis) for the test on the joint significance of the pricing errors.
R2 refers to the OLS cross-sectional R2. The sample is from 1964:02 to 2010:09. Italic, under-
lined, and bold numbers denote statistical significance at the 10%, 5%, and 1% levels, respectively.
Row bCF bDR χ
2 R2
Panel A (Benchmark identification)
1 70.47 39.57 14.18 0.17
(1.64) (1.53) (0.92)
2 20.47 8.57 72.80 −0.36
(0.87) (0.54) (0.00)
Panel B (Alternative identification)
1 52.83 1.62 31.67 0.11
(1 .87 ) (0.58) (0.11)
2 52.15 1.95 35.72 0.11
(1 .79 ) (0.59) (0.04)
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Table 8: Factor risk premia for two-factor ICAPM (intercept)
This table reports the estimation and evaluation results for the two-factor ICAPM applied to the
25 size/book-to-market portfolios (SBM25). The estimation procedure is first-stage GMM with
equally weighted errors. Cash-flow and discount-rate news are obtained from the VAR speci-
fication, xt ≡ [rft, dt − pt, f ′t ,∆dt, remt]′. For a description of the VAR state variables, see the
tables above. Panel A is based on the direct estimation of discount-rate news, while Panel B
is based on the direct estimation of cash-flow news. In each panel, row 1 shows the results for
the full VAR specification while row 2 presents the results for the VAR estimation excluding
the macro factors, ft. bCF and bDR denote the risk price estimates associated with the cash-
flow news and discount-rate news factors, respectively. b0 represents an estimate of the excess
zero-beta rate. The second line associated with each row presents asymptotic heteroskedasticity-
robust t-statistics, in parentheses. The column labeled χ2 presents the χ2 statistic (first line)
and associated p-values (in parenthesis) for the test on the joint significance of the pricing errors.
R2 refers to the OLS cross-sectional R2. The sample is from 1964:02 to 2010:09. Italic, under-
lined, and bold numbers denote statistical significance at the 10%, 5%, and 1% levels, respectively.
Row b0 bCF bDR χ
2 R2
Panel A (Benchmark identification)
1 0.009 52.22 35.72 13.83 0.45
(0.93) (1.43) (1 .65 ) (0.91)
2 0.014 43.99 39.45 17.97 0.30
(1 .71 ) (1.32) (1 .71 ) (0.71)
Panel B (Alternative identification)
1 0.011 44.46 7.41 25.19 0.59
(1.58) (1 .70 ) (1 .75 ) (0.29)
2 0.011 45.78 8.21 27.76 0.59
(1.58) (1 .67 ) (1 .73 ) (0.18)
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Figure 1: R-squares of factors
This figure reports the r-squares from simple univariate regressions of the six statistically significant
factors against each of the 124 macroeconomic variables. The broad categories are output and
income (series 1 to 17); employment and labor force (18–47); housing (48–57); manufacturing,
inventories and sales (58–71); money and credit (72–81); interest rates and bond yields (82–98);
foreign exchange (99–103); and price indices (104–124). The sample is from 1964:01 to 2010:09.
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Panel A (F1) Panel B (F2)
Panel C (F3) Panel D (F4)
Panel C (F5) Panel D (F6)
Figure 2: Macro factors
This figure plots the time-series for the macro factors, F1, F2, F3, F4, F5, F6. The sam-
ple period is 1964:01–2010:09. The vertical lines indicate the NBER recession periods.
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Table A.1: Macroeconomic variables
This Appendix lists the 124 macroeconomic variables along with the mnemonic labels, brief
description of the series and the transformations applied to the series. In the transf col-
umn, we report the transformations for the variables where 1 denotes using levels, 2 de-
notes taking first-differences, 3 denotes taking second-differences, 4 denotes taking logs, 5
denotes taking log-differences, and 6 denotes taking second-log-differences. All the series
are from Global Insights Basic Economics database unless specified as TCB (The Con-
ference Board) or AC (Author calculation). The sample is from 1964:01 to 2010:09.
Series no.
Name Mnemonic Description transf
1 PI ypr Personal Income (AR, Bil. Chain 2000 $) 5
2 PI less trans-
fers
a0m051 Personal Income less Transfer Payments (AR, Bil.
Chain 2000 $)
5
3 IP: total ips10 Industrial Production Index - Total Index 5
4 IP:products ips11 Industrial Production Index - Products, Total 5
5 IP:final prod ips299 Industrial Production Index - Final Products 5
6 IP:consgds ips12 Industrial Production Index - Consumer Goods 5
7 IP: cons dble ips13 Industrial Production Index - Durable Consumer 5
8 IP: cons
nondble
ips18 Industrial Production Index - Nondurable Consumer 5
9 IP: bus eqpt ips25 Industrial Production Index - Business Equipment 5
10 IP: matls ips32 Industrial Production Index - Materials 5
11 IP: dble matls ips34 Industrial Production Index - Durable Goods 5
12 IP: nondble ips38 Industrial Production Index - Nondurable Goods 5
13 IP: mfg ips43 Industrial Production Index - Manufacturing 5
14 IP: res util ips307 Industrial Production Index - Residential Utilities 5
15 IP: fuels ips306 Industrial Production Index - Fuels 5
16 NAPM prodn pmp Napm Production Index (Percent) 1
17 Cap util utl11 Capacity Utilization (SIC-Mfg) 2
18 Emp CPS to-
tal
lhem Civilian Labor Force: Employed, Total (Thous.,Sa) 5
19 Emp CPS
nonag
lhnag Civilian Labor Force: Employed, Nonagric.Industries
(Thous.,Sa)
5
20 U: all lhur Unemployment Rate: All Workers, 16 Years 2
21 U: mean du-
ration
lhu680 Unemploy.By Duration: Average(Mean)Duration In
Weeks (Sa)
2
22 U ¡ 5 wks lhu5 Unemploy.By Duration: Persons Unempl.Less Than 5
Wks (Thous.,Sa)
5
23 U 5-14 wks lhu14 Unemploy.By Duration: Persons Unempl.5 To 14 Wks
(Thous.,Sa)
5
24 U 15+ wks lhu15 Unemploy.By Duration: Persons Unempl.15 Wks +
(Thous.,Sa)
5
25 U 15-26 wks lhu26 Unemploy.By Duration: Persons Unempl.15 To 26
Wks (Thous.,Sa)
5
26 U 27+ wks lhu27 Unemploy.By Duration: Persons Unempl.27 Wks +
(Thous,Sa)
5
27 UI claims luinc Average Weekly Initial Claims, Unemploy. Insurance
(Thous. Sa)
5
28 Emp: total ces002 Employees On Nonfarm Payrolls: Total Private 5
29 Emp: gds
prod
ces003 Employees On Nonfarm Payrolls - Goods-Producing 5
30 Emp: mining ces006 Employees On Nonfarm Payrolls - Mining 5
31 Emp: const ces011 Employees On Nonfarm Payrolls - Construction 5
32 Emp: mfg ces015 Employees On Nonfarm Payrolls - Manufacturing 5
33 Emp: dble
gds
ces017 Employees On Nonfarm Payrolls - Durable Goods 5
34 Emp: nond-
bles
ces033 Employees On Nonfarm Payrolls - Nondurable Goods 5
35 Emp: ser-
vices
ces046 Employees On Nonfarm Payrolls - Service-Providing 5
36 Emp: TTU ces048 Employees On Nonfarm Payrolls - Trade, Transporta-
tion, & Utilities
5
37 Emp: whole-
sale
ces049 Employees On Nonfarm Payrolls - Wholesale Trade. 5
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Series no. Name Mnemonic Description transf
38 Emp: retail ces053 Employees On Nonfarm Payrolls - Retail Trade 5
39 Emp: FIRE ces088 Employees On Nonfarm Payrolls - Financial Activities 5
40 Emp: Govt ces140 Employees On Nonfarm Payrolls - Government 5
41 Avg hrs ces151 Avg Weekly Hrs of Prod or Nonsup Workers On Pri-
vate Nonfarm Payrolls - Goods-Producing
1
42 Overtime: ces155 Avg Weekly Hrs of Prod or Nonsup Workers On Pri-
vate Nonfarm Payrolls - Mfg Overtime Hours
2
43 Avg hrs: mfg a0m001 Average Weekly Hours, Mfg. (Hours) 1
44 NAPM empl pmemp Napm Employment Index (Percent) 1
45 AHE: goods ces275 Avg Hourly Earnings of Prod or Nonsup Workers On
Private Nonfarm Payrolls - Goods-Producing
6
46 AHE: const ces277 Avg Hourly Earnings of Prod or Nonsup Workers On
Private Nonfarm Payrolls - Construction
6
47 AHE: mfg ces278 Avg Hourly Earnings of Prod or Nonsup Workers On
Private Nonfarm Payrolls - Manufacturing
6
48 Starts: non-
farm
hsfr Housing Starts:Nonfarm(1947-58);Total Farm &
Nonfarm(1959-)(Thous.,Saar)
5
49 Starts: NE hsne Housing Starts:Northeast (Thous.U.)S.A. 5
50 Starts: MW hsmw Housing Starts:Midwest(Thous.U.)S.A. 5
51 Starts: South hssou Housing Starts:South (Thous.U.)S.A. 5
52 Starts: West hswst Housing Starts:West (Thous.U.)S.A. 5
53 BP: total hsbr Housing Authorized: Total New Priv Housing Units
(Thous.,Saar)
5
54 BP: NE hsbne Houses Authorized By Build. Per-
mits:Northeast(Thou.U.)S.A
5
55 BP: MW hsbmw Houses Authorized By Build. Per-
mits:Midwest(Thou.U.)S.A.
5
56 BP: South hsbsou Houses Authorized By Build. Per-
mits:South(Thou.U.)S.A.
5
57 BP: West hsbwst Houses Authorized By Build. Per-
mits:West(Thou.U.)S.A.
5
58 PMI pmi Purchasing Managers Index (Sa) 1
59 NAPM new
ordrs
pmno Napm New Orders Index (Percent) 1
60 NAPM ven-
dor del
pmdel Napm Vendor Deliveries Index (Percent) 1
61 NAPM In-
vent
pmnv Napm Inventories Index (Percent) 1
62 Orders: cons
gds
a1m008 Mfrs New Orders, Consumer Goods & Materials (Mil.
Chain 1982 $) (TCB)
5
63 Orders: dble
gds
a0m007 Mfrs New Orders, Durable Goods Industries (Bil.
Chain 2000 $) (TCB)
5
64 Orders: cap
gds
a0m027 Mfrs New Orders, Nondefense Capital Goods (Mil.
Chain 1996 $) (TCB)
5
65 Unf orders:
dble
a1m092 Mfrs Unfilled Orders, Durable Goods Indus. (Bil.
Chain 2000 $) (TCB)
5
66 M&T invent a0m070 Manufacturing & Trade Inventories (Bil. Chain 2005
$) (TCB)
5
67 M&T in-
vent/sales
a0m077 Ratio, Mfg. & Trade Inventories To Sales (Based On
Chain 2005 $) (TCB)
2
68 Consumption cons-r Real Personal Consumption Expenditures (AC) (Bil.
$) pi031 / gmdc
5
69 M&Tsales mtq Manufacturing & Trade Sales (Mil. Chain 1996 $) 5
70 Retail sales a0m059 Sales Of Retail Stores (Mil. Chain 2000 $) (TCB) 5
71 Consumer ex-
pect
hhsntn U. Of Mich. Index Of Consumer Expectations(Bcd-
83)
2
72 M1 fm1 Money Stock: M1(Curr,Trav.Cks,Dem Dep,Other Ck-
able Dep)(Bil. $,Sa)
6
73 M2 fm2 Money Stock:M2(M1+Onite Rps,Euro$,G/P&B/D &
Mmmfs&Sav&Sm Time Dep(Bil. $,Sa)
6
74 Currency fmscu Money Stock: Currency held by the public (Bil $,Sa) 6
75 M2 (real) fm2-r Money Supply: Real M2, fm2 / gmdc (AC) 5
76 MB fmfba Monetary Base, Adj For Reserve Requirement
Changes(Mil. $,Sa)
6
77 Reserves tot fmrra Depository Inst Reserves:Total, Adj For Reserve Req
Chgs(Mil. $,Sa)
6
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Series no. Name Mnemonic Description transf
78 C&I loans fclnbw Commercial & Industrial Loans Outstanding + Non-
Fin Comm. Paper (Mil. $, SA) (Bci)
6
79 C&I loans fclbmc Wkly Rp Lg Coml Banks:Net Change Coml & Indus
Loans(Bil$,Saar)
1
80 Cons credit ccinrv Consumer Credit Outstanding - Nonrevolving(G19) 6
81 Inst cred/PI crdpi Ratio, Consumer Installment Credit To Personal In-
come (Pct.) (TCB)
2
82 Fed Funds fyff Interest Rate: Federal Funds (Effective) (% Per An-
num,Nsa)
2
83 Comm paper cpf3m 3-Month AA Financial Commercial Paper Rate
(FRED)
2
84 3 mo T-bill fygm3 Interest Rate: U.S.Treasury Bills,Sec Mkt,3-Mo.(%
Per Ann,Nsa)
2
85 6 mo T-bill fygm6 Interest Rate: U.S.Treasury Bills,Sec Mkt,6-Mo.(%
Per Ann,Nsa)
2
86 1 yr T-bond fygt1 Interest Rate: U.S.Treasury Const Maturities,1-Yr.(%
Per Ann,Nsa)
2
87 5 yr T-bond fygt5 Interest Rate: U.S.Treasury Const Maturities,5-Yr.(%
Per Ann,Nsa)
2
88 10 yr T-bond fygt10 Interest Rate: U.S.Treasury Const Maturities,10-
Yr.(% Per Ann,Nsa)
2
89 Aaa bond fyaaac Bond Yield: Moodys Aaa Corporate (% Per Annum) 2
90 Baa bond fybaac Bond Yield: Moodys Baa Corporate (% Per Annum) 2
91 CP-FF
spread
scp90F cp90-fyff (AC) 1
92 3 mo-FF
spread
sfygm3 fygm3-fyff (AC) 1
93 6 mo-FF
spread
sfygm6 fygm6-fyff (AC) 1
94 1 yr-FF
spread
sfygt1 fygt1-fyff (AC) 1
95 5 yr-FF
spread
sfygt5 fygt5-fyff (AC) 1
96 10 yr-FF
spread
sfygt10 fygt10-fyff (AC) 1
97 Aaa-FF
spread
sfyaaac fyaaac-fyff (AC) 1
98 Baa-FF
spread
sfybaac fybaac-fyff (AC) 1
99 Eff ex rate:
US
exrus United States;Effective Exchange Rate (Merm)(Index
No.)
5
100 Ex rate:
Switz
exrsw Foreign Exchange Rate: Switzerland (Swiss Franc Per
U.S.$)
5
101 Ex rate:
Japan
exrjan Foreign Exchange Rate: Japan (Yen Per U.S.$) 5
102 Ex rate: UK exruk Foreign Exchange Rate: United Kingdom (Cents Per
Pound)
5
103 EX rate:
Canada
exrcan Foreign Exchange Rate: Canada (Canadian $Per
U.S.$)
5
104 PPI: fin gds pwfsa Producer Price Index: Finished Goods (82=100,Sa) 6
105 PPI: cons gds pwfcsa Producer Price Index: Finished Consumer Goods
(82=100,Sa)
6
106 PPI: int ma-
terials
pwimsa Producer Price Index: Intermed Mat.Supplies & Com-
ponents(82=100,Sa)
6
107 PPI: crude
materials
pwcmsa Producer Price Index: Crude Materials (82=100,Sa) 6
108 Spot market
price
psccom Spot market price index: bls & crb: all commodi-
ties(1967=100)
6
109 PPI: nonfer-
rous materi-
als
pw102 Producer Price Index: Nonferrous Materials
(1982=100, Nsa)
6
110 NAPM com
price
pmcp Napm Commodity Prices Index (Percent) 1
111 CPI-U: all punew Cpi-U: All Items (82-84=100,Sa) 6
112 CPI-U: ap-
parel
pu83 Cpi-U: Apparel & Upkeep (82-84=100,Sa) 6
113 CPI-U:transp pu84 Cpi-U: Transportation (82-84=100,Sa) 6
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Series no. Name Mnemonic Description transf
114 CPI-U: medi-
cal
pu85 Cpi-U: Medical Care (82-84=100,Sa) 6
115 CPI-U:
comm.
puc Cpi-U: Commodities (82-84=100,Sa) 6
116 CPI-U:dbles pucd Cpi-U: Durables (82-84=100,Sa) 6
117 CPI-
U:services
pus Cpi-U: Services (82-84=100,Sa) 6
118 CPI-U:exfood puxf Cpi-U: All Items Less Food (82-84=100,Sa) 6
119 CPI-
U:exshelter
puxhs Cpi-U: All Items Less Shelter (82-84=100,Sa) 6
120 CPI-U:exmed puxm Cpi-U: All Items Less Midical Care (82-84=100,Sa) 6
121 PCEdefl gmdc Pce, Impl Pr Defl:Pce (2005=100, Sa) (BEA) 6
122 PCEdefl:
dlbes
gmdcd Pce, Impl Pr Defl:Pce; Durables (2005=100, Sa)
(BEA)
6
123 PCEdefl:
nondble
gmdcn Pce, Impl Pr Defl:Pce; Nondurables (2005=100, Sa)
(BEA)
6
124 PCEdefl: ser-
vice
gmdcs Pce, Impl Pr Defl:Pce; Services (2005=100, Sa) (BEA) 6
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