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Abstract
Let P(X, Y ) denote the set of all linear, continuous projections from a Banach space X onto a linear
subspace Y . Let fˆ = ( f1, . . . , fk) ∈ Rk be such that 0 < f1 ⩽ f2 ⩽ · · · ⩽ fk ,
∑k
i=1 fi = 1.
Define f (0) = ( f1, f2, . . . , fk , 0, . . . , 0), f ( j) = (0, . . . , 0, 1 j+k , 0, . . . , 0) for j = 1, 2, . . . , n − k. Let
Hˆ = ker fˆ and H = n−kj=0 ker f ( j). In this paper we prove that the strongly unique minimal projection
constant (SUP-constant) of the space P(l(k)∞ , Hˆ) is equal to the SUP-constant of the space P(l(n)∞ , H). This
solves a conjecture stated in Odyniec and Prophet (2007) [12, p. 120]. The main tool applied in our proof
is a Kolmogorov type theorem for the strongly unique best approximation.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we discuss equality of two strong unicity constants in the minimal projection
problem. The notion of strong unicity was introduced by Newman and Shapiro [10]. Let us
recall it now.
Let X be a normed space and let Y ⊂ X be a nonempty subset. An element y ∈ Y is called a
strongly unique best approximation (for short SUBA) to x ∈ X if and only if there exists r > 0
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such that for every v ∈ Y
‖x − v‖ ⩾ ‖x − y‖ + r‖v − y‖. (1)
The biggest constant r satisfying (1) is called the strong unicity constant.
The significance of this notion can be illustrated by its two main applications. The error
estimate of the Remez algorithm is based on an iteration process for finding the constant r
satisfying (1). The strong unicity of the best approximation yields the Lipschitz continuity of
the best approximation mapping (see e.g. [4, p. 82]).
Now denote by L(X, Y ) the set of all linear, continuous operators from X into Y and by
P(X, Y ) the set of all projections going from X onto Y .
In the case of projections, the notion of strong unicity reduces to the following definition:
Definition 1. Let P0 ∈ P(X, Y ). Then P0 is called a strongly unique minimal projection (we
will write this as a SUM-projection for brevity) if and only if there exists r > 0 such that for any
P ∈ P(X, Y )
‖P‖ ⩾ ‖P0‖ + r‖P − P0‖. (2)
The largest possible constant for which the inequality in (2) holds is called a strongly unique
projection constant (for short, a SUP-constant).
Note that any SUM-projection is the unique minimal projection in P(X, Y ).
Now let us introduce some notation. By SX we denote the unit sphere in a normed space X
and by ext SX the set of its extreme points. Let X be a Banach space and let Y ⊂ X be its closed
subspace. Set
E(x) = { f ∈ ext SX∗ : f (x) = ‖x‖}
and
LY = {L ∈ L(X, Y ) : L |Y = 0}. (3)
Theorem 2 (See e.g. [13], [5, Prop. 2.1, p. 55]). Let X be a finite-dimensional normed space.
Then
ext SL∗(X) = ext SX∗ ⊗ ext SX ,
where (x∗ ⊗ x)(L) = x∗(Lx) for x ∈ X, x∗ ∈ X∗ and L ∈ L(X, X).
Lemma 3 (See e.g. [3]). Assume that X is a normed space and let Y be a subspace of
codimension k, Y = ki=1 ker f i , where the f i ∈ X∗ are linearly independent. Then there
exist y1, . . . , yk ∈ X satisfying f i (y j ) = δi j for i, j = 1, . . . , k such that
Px = x −
k−
i=1
f i (x)yi for x ∈ X.
Now we present a Kolmogorov type criterion which permits us to calculate the strong unicity
constants of some subspaces of L(l(n)∞ ).
Theorem 4 (See e.g. [14, Th. 2.1, p. 855]). Let X be a normed space and let Y ⊂ X be one of
its subspaces. Assume that x ∈ X \ Y . Then y0 ∈ Y is the strongly unique best approximation to
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x (for short SUBA) with a constant r > 0 if and only if for any y ∈ Y there exists f ∈ E(x − y0)
such that Ref(y) ⩽ −r‖y‖.
2. Preliminary results
We start with a well-known lemma which characterizes the optimal strong uniqueness
constants. This characterization first appeared in [2]. For the sake of completeness we will
include the proof.
Lemma 5 (See [2], [6, Th. 1.3, p. 84]). Let V ⊂ X, dim V = n, x0 ∈ X \ V, v0 ∈ V . If v0 is a
SUBA to x0 in V , then
r = inf
v∈SV

sup
g∈E(x0−v0)
g(v)

is the strong unicity constant.
Proof. By Theorem 4, for every v ∈ SV there exists g ∈ E(x0 − v0) such that g(−v) < 0.
Consequently g(v) > 0 and r ⩾ 0. Denote
h(v) = sup
g∈E(x0−v0)
g(v).
Let {vn}∞n=1 ⊂ SV be such that
lim
n→∞ h(vn) = infv∈SV h(v) = r. (4)
By compactness of SV , there exists a subsequence {nk}∞k=1 such that limk→∞ vnk = vˆ ∈ SV .
Notice that h(vˆ) = r . Suppose that this is not true, namely h(vˆ) > r + δ for some δ > 0. Then
g(vˆ) > r + δ for some g ∈ E(x0 − v0). Since limk→∞ g(vnk ) = g(vˆ),
h(vnk ) ⩾ g(vnk ) > r + δ for k ⩾ k0,
which leads to a contradiction with (4).
Let v ∈ V \ {0}. Since E(x0 − v0) is ω∗-closed, there exists g ∈ E(x0 − v0) such that
g

− v‖v‖

= h

− v‖v‖

⩾ r. (5)
In particular r = h(vˆ) = g(vˆ) for some g ∈ E(x0 − v0). Hence r > 0 and we can write
r = min
v∈SV

max
g∈E(x0−v0)
g(v)

.
By (5),
g(−v) ⩾ r‖v‖ and g(v) ⩽ −r‖v‖,
which shows that the strong unicity constant is not less than r . Now we prove the opposite
inequality. Let r1 > r . Then there exists v ∈ SV such that
sup
g∈E(x0−v0)
g(−v) < r1.
Note that for every g ∈ E(x0 − v0) we have g(−v) < r1. This implies that g(v) > −r1‖v‖ for
every g ∈ E(x0 − v0). By Theorem 4, r1 is not the strong unicity constant. 
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Corollary 6. Let 0 < f1 ⩽ f2 ⩽ · · · ⩽ fk < 1/2 and ∑ki=1 fi = 1. Define
Uˆ :=

y ∈ l(k)∞ :
k−
i=1
fi yi = 0, ‖y‖∞ = max
i=1,...,k
|yi | = 1

. (6)
Let us define
rˆ := min
y∈Uˆ

max
i=1,...,k
(1− 2 fi )yi

. (7)
Then rˆ is the SUP-constant of a space P(l(k)∞ , Hˆ), where
Hˆ := ker fˆ , fˆ = ( f1, . . . , fk) ∈ Rk .
Proof. Let P0 ∈ P(l(k)∞ , Hˆ) be a minimal projection. By Lemma 3, P0 has a form P0(x) =
x − fˆ (x)y, where fˆ (y) = 1. Since P0 is a minimal projection, 0 ∈ LHˆ (see (3)) is the best
approximation to P0 in LHˆ . Assume that L ∈ LHˆ and ‖L‖ = 1. Then L(·) = fˆ (·)y for some
y ∈ Hˆ such that ‖y‖∞ = 1. By Theorem 2 and [11, Ex. III.2.9, p. 103],
E(P0) = {ei ⊗ x i : i = 1, . . . , k}, (8)
where
x i = (−1, . . . ,−1, 1i ,−1, . . . ,−1) for i = 1, . . . , k. (9)
Hence we can write
max
g∈E(P0)
g(L) = max
i=1,...,k
(ei ⊗ x i )( fˆ (·)y) = max
i=1,...,k
fˆ (x i )yi = max
i=1,...,k
(2 fi − 1)yi .
Consequently, by Lemma 5, the SUP-constant r is equal to
r = min
L∈L
Hˆ
,
‖L‖=1

max
g∈E(P0)
g(L)

= min
y∈Hˆ ,
‖y‖∞=1

max
i=1,...,k
(2 fi − 1)yi

= min
y∈Uˆ

max
i=1,...,k
(1− 2 fi )yi

. 
Now we state a theorem which has been proved by V.V. Lokot in [8]. He showed that the
SUP-constant of P(l(k)∞ , ker fˆ ), 0 < f1 ⩽ f2 ⩽ · · · ⩽ fk < 1/2 is equal to
u f1(1− 2 f1)
1− 2 f1 − u f1 , where u = 1− ‖P0‖ =

k−
i=1
fi
1− 2 fi
−1
.
We also present a different proof of this result.
Theorem 7 (See [8]). Let fˆ = ( f1, . . . , fk). Uˆ and rˆ are the same as in Corollary 6 (see
(6), (7)). Then
rˆ = f1
A
, where A =
k−
i=2
fi
1− 2 fi . (10)
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Proof. Let y ∈ Uˆ yield the minimum in (7). By (6), there exists i0 ∈ {1, . . . , k} such that
|yi0 | = 1. Now we consider two cases.
Case 1: yi0 = 1.
If i0 = 1, then f11−2 f1 ⩽
fi
1−2 fi (since f1 ⩽ fi ) for all i = 2, . . . , k. Hence
f1
(1− 2 f1) ⩽
k−
i=2
fi
1− 2 fi ,
and
(1− 2 f1) · A ⩾ f1. (11)
Suppose that i0 ∈ {2, . . . , k}. Then
(1− 2 fi0) · A ⩾ (1− 2 fk) ·
fk
1− 2 fk = fk ⩾ f1. (12)
By (11) and (12),
max
i=1,...,k
(1− 2 fi )yi ⩾ (1− 2 fi0) ⩾
f1
A
. (13)
Case 2: yi0 = −1. Then
k−
i=1
i≠i0
fi yi = − fi0 yi0 = fi0 ⩾ f1.
Now we show that there exists i1 ∈ {1, . . . , k} \ {i0} such that yi1 ⩾ f1(1−2 fi1 )·A . Suppose that for
every i ∈ {1, . . . , k} \ {i0}, yi < f1(1−2 fi )·A . Then
f1 ⩽ fi0 =
k−
i=1
i≠i0
fi yi <
k−
i=1
i≠i0
fi · f1
(1− 2 fi ) · A =
f1
A

A + f1
1− 2 f1 −
fi0
1− 2 fi0

.
Hence
f1
1− 2 f1 −
fi0
(1− 2 fi0)
> 0,
which leads to a contradiction with fi0 ⩾ f1. Hence
max
i=1,...,k
(1− 2 fi )yi ⩾ (1− 2 fi1)yi1 ⩾
f1
A
.
From both cases we get that rˆ ⩾ f1A .
For the converse inequality we find y ∈ Uˆ such that
max
i=1,...,k
(1− 2 fi )yi = f1/A.
Let us define
y =

−1, f1
(1− 2 f2)A ,
f1
(1− 2 f3)A , . . . ,
f1
(1− 2 fk)A

.
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By (12) we obtain that ‖y‖∞ = 1. For every i ∈ {2, . . . , k},
(1− 2 fi )yi = f1/A and (1− 2 f1)y1 < 0.
Hence
max
i=1,...,k
(1− 2 fi )yi = f1/A.
This implies that rˆ ⩽ f1/A. The proof is completed. 
Example 8. (a) Let f1 = f2 = · · · = fk = 1k < 12 . Then
A =
k−
i=2
1/k
1− 2/k =
k − 1
k − 2 and rˆ =
k − 2
k(k − 1) .
(b) Let f1 = f2 = · · · = fk−1 < fk < 12 . Then
A = (k − 2) f1
1− 2 f1 +
1− (k − 1) f1
2(k − 1) f1 − 1 =
2 f 21 (k − 1)2 + f1(1− 2k)+ 1
(1− 2 f1)((2k − 2) f1 − 1)
and rˆ = f1(1− 2 f1)((2k − 2) f1 − 1)
2 f 21 (k − 1)2 + f1(1− 2k)+ 1
.
3. The main result
Let us define
f (0) = ( f1, f2, . . . , fk, 0, . . . , 0) ∈ Rn, (14)
f ( j) = (0, 0, . . . , 1 j+k, 0, . . . , 0) ∈ Rn, j = 1, 2, . . . , n − k. (15)
To the end of this section we will assume that k ⩾ 3, n > k. Let
H =
n−k
j=0
ker f ( j). (16)
Remark 9. Let L ∈ LH (see (3)). Then L has the form
L(·) =
n−k
j=0
f ( j)(·)y j ,
where y j ∈ H for j = 0, . . . , n − k. Since H ⊂n−kj=0 ker f ( j), we additionally get that y ji = 0
for j = 0, . . . , n − k, i = k + 1, . . . , n and∑ki=1 fi y ji = 0 for j = 0, . . . , n − k.
Lemma 10. Let L ∈ LH , L(·) =∑n−kj=0 f ( j)(·)y j , where y j ∈ H. Then
‖L‖ = max
i=1,...,k

n−k
j=0
|y ji |

. (17)
Proof.
‖L‖ = max
i=1,...,n,
‖x‖∞=1
|(Lx)i | = max
i=1,...,n

max
‖x‖∞=1
n−k
j=0
f ( j)(x)y ji


.
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Since functionals f ( j) have disjoint supports and ‖ f ( j)‖ = 1 for j = 0, . . . , n−k, we can select
x ∈ l(n)∞ such that
‖L‖ = max
i=1,...,n

n−k
j=0
|y ji |

.
By Remark 9, y ji = 0 for j = 0, . . . , n − k, i = k + 1, . . . , n, which implies (17). 
Lemma 11. Let us define
U =

(y0, . . . , yn−k) ∈ (l(n)∞ )n−k+1|y j ∈ H, j = 0, . . . , n − k,
max
i=1,...,k
n−k
j=0
|y ji | = 1

. (18)
Then the SUP-constant of P(l(n)∞ , H) is equal to
r = min

max
i=1,...,k

(1− 2 fi )y0i +
n−k
j=1
|y ji |

: (y0, . . . , yn−k) ∈ U

. (19)
Proof. Let Q0 ∈ P(l(n)∞ , H) be a minimal projection. Then by (8)–(9) and [7, Th. 1.11]
E(Q0) = {ei ⊗ x, x ∈ Ai : i = 1, . . . , k}, where (20)
Ai = {(−1, . . . ,−1, 1i ,−1, . . . ,−1k,±1, . . . ,±1)}, i = 1, . . . , k. (21)
Since Q0 is minimal projection, 0 ∈ LH is a best approximation to Q0 in LH . Assume that
L ∈ LH and ‖L‖ = 1, i.e. maxi=1,...,k
∑n−k
j=0 |y ji |

= 1 (see Lemma 10). By (20) and Remark 9,
we can write
max
g∈E(Q0)
g(L) = max
i=1,...,k

max
x∈Ai
(ei ⊗ x)(L(·))

= max
i=1,...,k

max
x∈Ai

f (0)(x)y0i +
n−k
j=1
f ( j)(x)y ji

= max
i=1,...,k

(1− 2 fi )y0i + maxx∈Ai
n−k
j=1
x j+k y ji

= max
i=1,...,k

(1− 2 fi )y0i +
n−k
j=1
|y ji |

.
The last equality results from the definition of the sets Ai for i = 1, . . . , k. Consequently, by
Lemma 5, the SUP-constant r is equal to
r = min
L∈LH ,‖L‖=1

max
g∈E(Q0)
g(L)

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= min

max
i=1,...,k

(1− 2 fi )y0i +
n−k
j=1
|y ji |

: (y0, . . . , yn−k) ∈ U

. 
Proposition 12. Let Hˆ = ker( f1, . . . , fk),∑ki=1 fi = 1. We use the notation from (14)–(16).
Let us denote by rˆ and r the SUP-constant of P(l(k)∞ , Hˆ) and the SUP-constant of P(l(n)∞ , H),
respectively. Then r ⩽ rˆ .
Proof. Let L ∈ LH , L = ∑n−kj=0 f ( j)y j , where (y0, . . . , yn−k) = (y0, 0, . . . , 0) ∈ U and let
ei ⊗ x ∈ E(Q0). Then
(ei ⊗ x)(L(·)) = (L(x))i = ( f (0)(x)y0)i = fˆ (x1, . . . , xk)y0i = (ei ⊗ x i )( fˆ (·)y),
where ei ⊗ x i ∈ E(P0) (see (8)–(9) and (20)–(21)), y = (y01 , . . . , y0k ) ∈ Hˆ and fˆ (·)y ∈ SLHˆ .
Hence
r = inf
L∈SLH

sup
g∈E(Q0)
g(L)

⩽ inf
L∈SL
Hˆ

sup
g∈E(P0)
g(L)

= rˆ .  (22)
Remark 13. For any j = 0, 1, . . . , n − k if (y0, . . . , yn−k) ∈ U (see (18)), then
(y0, . . . , y j−1,−y j , y j+1, . . . , yn−k) ∈ U . Hence, by a form of the right-hand side of (19)
we can assume that for some i0 ∈ {1, . . . , k}y ji0 ⩾ 0 for all j = 1, . . . , n − k.
Now we prove the main result of this paper.
Theorem 14. Let fˆ = ( f1, . . . , fk). Uˆ and rˆ are the same as in Corollary 6. Consider
f ( j), j = 0, . . . , n − k defined by (14)–(15) and H defined by (16). Then the SUP-constant
rˆ of a space P(l(k)∞ , Hˆ) is equal to the SUP-constant r of a space P(l(n)∞ , H).
Proof. Assume to the contrary that r < rˆ (compare with Proposition 12). Let y ∈ U realize a
minimum in (19). Take i0 ∈ {1, . . . , k} such that
n−k
j=0
|y ji0 | = 1. (23)
Applying Remark 13, we can assume that y ji0 ⩾ 0 for j = 1, . . . , n−k. Now consider two cases:
Case 1: y0i0 ⩾ 0.
Note that
n−k
j=1
y ji0 = 1− y0i0 . (24)
By our hypothesis
(1− 2 fi0)y0i0 +
n−k
j=1
|y ji0 | < rˆ . (25)
By (24) this is equivalent to
(1− 2 fi0)y0i0 + 1− y0i0 < rˆ ,
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which gives
y0i0 >
1− rˆ
2 fi0
. (26)
By (13),
1− 2 fi0 ⩾
f1
A
= rˆ ,
which combined with (26) leads to
y0i0 >
1− rˆ
2 fi0
⩾ 1,
a contradiction with (23).
Case 2: y0i0 < 0.
We have
n−k
j=1
y ji0 = 1+ y0i0 . (27)
By our hypothesis
(1− 2 fi )y0i +
n−k
j=1
|y ji | < rˆ for i = 1, . . . , k.
Multiplying each of the above inequalities by fi1−2 fi for i = 1, . . . , k we get
n−k
j=1
fi
1− 2 fi |y
j
i | <
fi
1− 2 fi rˆ − fi y
0
i for i = 1, . . . , k. (28)
Summing up inequalities (28) for i = 1, . . . , k, i ≠ i0, we conclude that
k−
i=1
i≠i0
n−k
j=1
fi
1− 2 fi |y
j
i | <
k−
i=1
i≠i0
fi
1− 2 fi rˆ −
k−
i=1
i≠i0
fi y
0
i . (29)
Since y j ∈ ker f (0) for j = 0, . . . , n − k,
k−
i=1
i≠i0
fi y
j
i = − fi0 y ji0 for j = 0, 1, . . . , n − k. (30)
Combining (29) with (30) we get
k−
i=1
i≠i0
n−k
j=1
fi
1− 2 fi |y
j
i | <

A + f1
1− 2 f1 −
fi0
1− 2 fi0

rˆ + fi0 y0i0 . (31)
Since f1 ⩽ fi0 ,
− 1
1− 2 f1
n−k
j=1
k−
i=1
i≠i0
fi y
j
i ⩽
k−
i=1
i≠i0
n−k
j=1
fi
1− 2 f1 |y
j
i | ⩽
k−
i=1
i≠i0
n−k
j=1
fi
1− 2 fi |y
j
i |. (32)
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By (30)–(32) we obtain
1
1− 2 f1
n−k
j=1
fi0 y
j
i0
<

A + f1
1− 2 f1 −
fi0
1− 2 fi0

rˆ + fi0 y0i0 .
Applying (27), taking into account that A · rˆ = f1 (see (10)) and f1 ⩽ fi0 , we get
fi0
1− 2 f1 (1+ y
0
i0) <

f1
1− 2 f1 −
fi0
1− 2 fi0

rˆ + fi0(1+ y0i0). (33)
Note that (33) is equivalent to
y0i0 <
1− 2 f1
2 f1 fi0

f1
1− 2 f1 −
fi0
1− 2 fi0

rˆ − 1. (34)
Since f1 ⩽ fi0 , inequality (34) implies y0i0 < −1, a contradiction with (23). 
Remark 15. The SUP-constant of P(l(4)∞ , H), where H = ker f ∩ ker g, f = (1, r, s, 0), g =
(0, 0, 0, 1), was found by Martinov in [9]. Theorem 14 solves the conjecture stated in [12, Rem.
4, p. 120] and generalizes [9].
Now we shall investigate the case when a norm of minimal projection is equal to 1. First we
prove a preliminary result.
Lemma 16. Let 0 ⩽ f1 ⩽ · · · ⩽ fk−1 < fk , fk ⩾ 1/2 and fk−1 < 1/2. Consider
f ( j), j = 0, . . . , n− k defined by (14)–(15) and H defined by (16). Assume that Q ∈ P(l(n)∞ , H)
and let Q0 ∈ P(l(n)∞ , H) be a minimal projection. Then
‖Q − Q0‖ = max
i=1,...,k−1
n−k
j=0
|y ji |.
Proof. Since y j ∈ H for j = 0, . . . , n − k,
− fk y jk =
k−1
i=1
fi y
j
i , j = 0, . . . , n − k.
Hence
fk |y jk | =
k−1
i=1
fi y
j
i
 , j = 0, . . . , n − k. (35)
Summing up Eq. (35) for j = 0, . . . , n − k we get
fk
n−k
j=0
|y jk | =
n−k
j=0
k−1
i=1
fi y
j
i
 ⩽ n−k
j=0
k−1
i=1
fi |y ji | ⩽
k−1
i=1
fi max
i=1,...,k−1
n−k
j=0
|y ji |
= (1− fk) max
i=1,...,k−1
n−k
j=0
|y ji | ⩽ fk maxi=1,...,k−1
n−k
j=0
|y ji |. (36)
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In the last inequality we have applied the fact that fk ⩾ 12 . Dividing (36) by fk we get
n−k
j=0
|y jk | ⩽ maxi=1,...,k−1
n−k
j=0
|y ji |.
Applying Lemma 10 we get the desired equality. 
Theorem 17. Let 0 ⩽ f1 ⩽ · · · ⩽ fk , where fk ⩾ 1/2, fk−1 < 1/2, k ⩾ 3 and n > k. Consider
fˆ = ker( f1, . . . , fk), f ( j), j = 0, . . . , n − k defined by (14)–(15) and H defined by (16). Then
the SUP-constant of a space P(l(k)∞ , Hˆ) is equal to the SUP-constant of a space P(l(n)∞ , H).
Proof. Let P0 ∈ P(l(k)∞ , Hˆ) and Q0 ∈ P(l(n)∞ , H) be the minimal projections. Then (see [7])
‖P0‖ = ‖Q0‖ = 1 and
P0(x) = x − fˆ (x)y, x ∈ l(k)∞ , y = (0, . . . , 0, 1/ fk), (37)
Q0(x) = (P0(x1, . . . , xk), 0, . . . , 0), x ∈ l(n)∞ .
Let Q ∈ P(l(n)∞ , H). Notice that Q − Q0 ∈ LH and Q(·) − Q0(·) = ∑n−kj=0 f ( j)(·)y j , where
y j ∈ H for j = 0, . . . , n − k (see Remark 9). By Lemma 16, for some i0 ∈ {1, . . . , k − 1},
‖Q − Q0‖ =
n−k
j=0
|y ji0 |.
Since yi0 = 0, we get that (ei0 ◦ P0)(x) = xi0 (see (37)). Consequently,
‖Q‖ ⩾ ‖ei0 ◦ Q‖ = max‖x‖∞=1
(ei0 ◦ P0)(x)+ n−k
j=0
f ( j)(x)y ji0

= max
‖x‖∞=1
xi0 + k−
i=1
fi xi y
0
i0 +
n−k
j=1
xk+ j y ji0

= max
‖x‖∞=1
xi0(1+ fi0 y0i0)+
k−
i=1
i≠i0
fi xi y
0
i0 +
n−k
j=1
xk+ j y ji0

= |1+ fi0 y0i0 | + (1− fi0)
y0i0
+ n−k
j=1
 y ji0

⩾ 1+ (1− 2 fi0)
n−k
j=0
|y ji0 | ⩾ ‖Q0‖ + (1− 2 fk−1)‖Q − Q0‖.
The last inequality results from fi0 ⩽ fk−1 for i0 ∈ {1, . . . , k − 1}. It is well known that the
SUP-constant of a space P(l(k)∞ , Hˆ) is equal to rˆ = 1− 2 fk−1 [11, Th. III.3.1, p. 105]. Hence we
have shown that r ⩾ 1− 2 fk−1 = rˆ . By Proposition 12, the proof is complete. 
Remark 18 (See [11, Theorem III.3.1, p. 105]). Let P0 ∈ P(l(k)∞ , ker fˆ ) be the minimal
projection, where fˆ = ( f1, . . . , fk),∑ki=1 | fi | = 1.
If ‖P0‖ = 1, then P0 is the SUM-projection if and only if | fi | ⩾ 1/2 for exactly one index
i ∈ {1, . . . , k}.
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If ‖P0‖ > 1, then P0 is the SUM-projection if and only if 0 < | fi | < 1/2 for i = 1, . . . , k.
For results involving SUM-projections onto hyperplanes in ln∞ see also, for example, [1].
Remark 19 (See [11, Th. III.3.1, p. 105]). Let f = ( f1, . . . , fk) ∈ Rk and ∑ki=1 | fi | = 1. Let
σ be a permutation of the set {1, . . . , k}. Set fˆ = (| fσ1 |, . . . , | fσk |). Then the SUP-constant of
P(l(k)∞ , ker fˆ ) is equal to the SUP-constant of P(l(k)∞ , ker f ).
Proof. Let P ∈ P(l(k)∞ , ker f ), P(x) = x − f (x)y. Set y¯i = yσi if fσi = 0, y¯i = fσi /| fσi |yσi if
fσi ≠ 0. Let Pˆ(x) = x − fˆ (x)y¯. Then Pˆ ∈ P(l(k)∞ , ker fˆ ) and ‖Pˆ‖ = ‖P‖. Hence the mapping
P → Pˆ is an isometry from P(l(k)∞ , ker f ) onto P(l(k)∞ , ker fˆ ). This completes the proof. 
Now we can state the main result of this paper in a more general form.
Theorem 20. Consider f ( j), j = 0, . . . , n − k, defined by (14)–(15) and H defined by (16). Let
fˆ = ( f1, . . . , fk) ∈ Rk , ∑ki=1 | fi | = 1 and Hˆ = ker fˆ . Assume that the minimal projection
P0 ∈ P(l(k)∞ , ker fˆ ) is the SUM-projection. Then the minimal projection Q0 ∈ P(l(n)∞ , H) is the
SUM-projection and the SUP-constant rˆ of a space P(l(k)∞ , Hˆ) is equal to the SUP-constant r of
a space P(l(n)∞ , H). Additionally:
If ‖P0‖ = 1, then there exists exactly one index i ∈ {1, . . . , k} such that | fi | ⩾ 1/2 and
r = rˆ = min{1− 2| f j | : j = 1, . . . , k, j ≠ i}.
If ‖P0‖ > 1, then 0 < | fi | < 1/2 for i = 1, . . . , k and
r = rˆ = u| fi0 |(1− 2| fi0 |)
1− 2| fi0 | − u| fi0 |
,
where u = 1− ‖P0‖ =
∑k
i=1
| fi |
1−2| fi |
−1
and | fi0 | = min{| f j | : j = 1, . . . , k}.
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