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Abstract 
Al-Rabeh, A., Towards a general integration algorithm for time-dependent one-dimensional systems of 
parabolic partial differential equations using the method of lines, Journal of Computational and Applied 
Mathematics 42 (1992) 187-198. 
An algorithm for the solution of nonlinear systems of parabolic partial differential equations is presented. In 
this algorithm the second-order spatial derivatives are approximated by a three-point, five-point or seven-point 
central differencing scheme. The first-order spatial derivatives are approximated by hybrid schemes that 
combine central differencing with upwinding schemes that are based on two, three, four and five points 
interpolating polynomial formulas. The system of nonlinear ODES that result from the spatial discretization is 
solved using a variable time step/variable order algorithm based on the backward differentiation formulas. 
Due to the inclusion of higher-order spatial differencing and upwinding, the resultant algorithm is capable of 
solving a wide class of nonlinear systems of one-dimensional parabolic PDEs efficiently. Realistic numerical 
examples are given with emphasis on the convection diffusion equation. 
Keywords: Parabolic partial differential equations, method of lines, upwinding. 
1. Introduction 
A flexible approach in the numerical solution of time-dependent partial differential equa- 
tions (PDEs) is obtained by applying the method of lines (MOL). The numerical solution 
process may be considered as to consist of two parts, viz. space semi-discretization and time 
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integration. In the space semi-discretization the PDE is converted into a system of ordinary 
differential equations (ODES) by discretizing the space variable, while the time variable is left 
continuous. Usually, space semi-discretization is accomplished using finite differences, or finite 
elements: collocation or Gale&in. 
In the time integration the resulting system of ODES is integrated by a numerical integration 
scheme to obtain an approximate solution of the original differential equation. Note that if 
discretization of the spatial and temporal variables is performed simultaneously, then the PDE 
is said to have been approximated by a direct grid method. Both approaches are essentially the 
same. However, a difference exists in the formulation and presentation of methods. The 
method of lines (MOL) generally leads to a more general formulation and a more unifying 
treatment of methods for time-dependent PDEs. In addition, the MOL approach enables us to 
utilize the well-develop ed variable time step/variable order integrators available for the 
solution of ODES. Various spatial discretization schemes have been proposed; these include 
difference schemes 1153, finite-element collocation [4], finite-element Galerkin [6] and polyno- 
mial, Hermite and periodic interpolation. Compact difference schemes of high order that 
preserve the tri-diagonal nature of the matrices are proposed in [ll]. For PDEs dominated by 
advection, hyperbolic solution techniques are proposed including the method of characteristics 
[S], upwind compact schemes [2] and the Lax-Wendroff scheme [17]. Upwinding schemes are 
popular for approximating the first derivative; these schemes preserve the diagonal dominance 
of the discretization matrix and lead to a smoother solution, however, the low-order scheme 
lehds to smearing near sharp fronts. In [9] it is argued that numerical oscillations produced by 
central differences indicate an inappropriate spatial grid and that suppressing them via 
upwinding eliminates useful symptoms in favor of a less informative flow, smearing. As for the 
time integration, the most widely used algorithms for stiff systems of ODES are based on the 
backward differentiation formulas. Alternative techniques include diagonally implicit Runge- 
Kutta methods [l]. For a comprehensive survey of time integration methods see [18]. 
In Section 2 the system of PDEs is formulated. Spatial discretization is discussed in Section 
3. Time integration is discussed in Section 4. Implementation details are outlined in Section 5. 
Test problems and numerical results are listed in the Appendix. 
2. !hui-discrete formulation of parabolic PDEs 
The parabolic initial boundary problems (IBVP) considered in this paper are as follows: 
(1 ) a 
where 0 
au, 
ail41 + Pi% = 717 (x, t) E iTA2 x (0, T] ) 
Z?i(-~i 0) =gi(X), xa&?, 
is a bounded domain, with a smooth boundary Z?, and 
LUi = -Q* (a(x, t, U) VU,) + Q- b(x, t, u). 
(lb) 
(1 ) C 
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Appropriate assumptions on the functions a, b and f are 
(a) the symmetric matrix a(x, I, u) is uniformly positive definite and bounded; 
(b) the coefficients aij are uniformly Lipschitz continuous as a function of t and u; 
(c) the functions b and f are uniformly Lipschitz continuous as functions of u. 
When the IBVP is discretized in space using finite differences or finite elements, the result is 
an IVP for a system of ODES: 
But(t) +Acr(t) = F(u), I E [0, 7-1, 
and u(0) is given. 
The system of ODES (2) can be solved using a standard integration scheme such as the one 
based on Backward Differentiation Formulas (BDF) or diagcnally implicit Runge-Kutta 
methods. All these space discretization techniques give rise to matrices A, B which are usually 
sparse and have a banded structure. In selecting methods for the solution of (2) such properties 
of the matrices should be exploited whenever appropriate. 
The problem of stiffness is invariably associated with the process of solving the IVP (2). The 
system of ODES (2) is stiff if the following hold for the eigenvalues of the Jacobian matrix: 






min 1 2+ Ai 1 1, (3) 
where Ai’S are the eigenvalues of J. Note that R = O(m*), where m is the number of spatial 
points. Thus the degree of stiffness largely depends on the nature of the problem and the 
spatial discretization scheme used. 
As a consequence, the numerical solution of (2) using an explicit method may require 
excessive computational effort due to severe restrictions on the stepsize imposed by the stability 
of the components corresponding to the eigenvalues with large negative parts. Note that these 
components become negligible after a transient phase. The system (2) is stiff for diffusion- 
dominated applications, i.e., when the principal part of the operator L in (1) dominates the 
lower-order term. However, as the influence of the advective term in (1) increases, the equation 
assumes a hyperbolic character, where the eigenvalues of the Jacobian matrix are complex with 
large imaginary parts. In this case the system (2) is oscillatory and integration schemes such as 
the ones based on the BDF are not suitable for integration. 
3. Finite-difference spatial discretization 
The selection of the spatial mesh and the approximating method can profoundly affect the 
efficiency and accuracy of the final numerical approximation achieved. Assume that a spatial 
mesh which consists of a sequence of m points in [c, b] such that a = xl <x2 < - - * < x,,~ = b. 
We define mesh spacing hi = xi+ i -xi, for i = 1, 2,. . . , m - 1. The quality and accuracy of the 
approximate solution obtained is usually dependent on how well the user mesh is suited to the 
problem one is attempting to solve. It is worth noting that for some problems this can be a 
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nontrivial task. Moreover, for certain cases where the nature of the problem changes dynami- 
cally, an adaptive spatial mesh is more appropriate. 
Consider the mesh function, Uk,i(S), k = 1,. . . , n and i = 1, 2,. . . , ~TI, where lf~,i( t) =r u,( t, n-i). 
A number of finite-difference and interpolation-based schemes have been proposed. The most 
popular are based on standard second-order central differences, for example as in [20], 
au 
[ 1 uj+ I - Uj- 1 &, = xj+l -Xi-l ’ 
a au 
[ 1 1 GR ax ,-) = “j-b l/2 -xj- I/2 1 Ilj+l - Uj Uj - Uj- 1 aj+ l/2 - aj- 1/2 i 9 Xj+l -Xj Xj -Xi- 1 
(4) 
(5) 
where Lij = U(Xj, t), Qj;l/Z = U(Nj+l/z, Xj+l/z, t), Uj+l/z = +(Uj+l + lfj) and Xj+ljz = +(Xj+ 1 + 
Xj)’ 
It may be shown by Taylor expansion that this representation has second-order accuracy 
when Q is continuous. In [3] modifying the algorithm is suggested such that the function aij is 
evaluated at the mesh points only. This does not reduce the order of accuracy for a mesh with 
smoothly varying step length; furthermore numerical tests suggest hat it has little effect on the 
results [3]. Higher-order central differences can be constructed in a similar way. As for the 
boundary points x = x 1 and x =x,, a number of possibilities arise. 
Case 1. Dirichlet boundary condition. In this case & = 0 and uli,, = yk/ali. To avoid 
complications, particularly for a system of ODES, the algorithm uses the dummy equation 
dli,_,/dt = 0. 
Case 2. General boundary condition. In this case & # 0 and the derivative at the boundary is 
approximated by 
alfj 
[ 1 Yj - "j"j.1 as II= p, ’ 
and the spatial operator is approximated by 
a alii 1 
‘= 
mak.j ax 
“j-2 - “j 1 Yj - ajuj,l 




i Pj . 
This approximation has only first-order accuracy. 
By using the above finite-difference schemes, we obtain a semi-discrete system of mn ODES 
of the form 
(6) 
for k = 1 ). . . , n, where Iii = (11,~. U7i,. . . , cl,i). 
This scheme forms the basis of d general-purpose software for nonlinear parabolic PDEs 
[3,13,14,2Oj. However, it is well documented, see, for example, [7,10,16,19], that second-order 
central differencing leads to numerical oscillations for advection-dominated problems. The 
oscillations can be eliminated by reducing the space discretization spacing. This, however, will 
increase the number of ODES to be solved at each time step. To overcome these difficulties a 
number of alternatives have been proposed. A number of authors suggested the use of 
hyperbolic equation techniques to treat the advective term. These include a Lax-Wendroff 
space discretization scheme [17]. In [5] the use is proposed of the method of characteristics with 
finite difference or finite elements. A standard technique for dealing with oscillations stemming 
from spatial discretization involves adding artificial diffusion in an optimal way so that it 
balances the apparent negative diffusion inherent in central differencing of the advective term. 
The addition of artificial diffusion is accomplished in a variety of schemes. In Galerkin 
finite-element methods modified forms of the standard test functions are used as weighting 
functions. In finite-difference schemes artificial diffusion is implemented via a backward or 
upwind difference expression for the advective term. This essentially introduces a truncation 
error which has the same form as the physical diffusion term The upwinding technique was 
popularized for finite differences by Spalding [21]. The scheme proposed by Spalding retains 
the three-point central difference approximation to the second derivative and uses backward 
differences based on directions dictated by the coefficients of the problem to approximate the 
first-order space derivatives. It has been shown in [16,19] that such a scheme does not create 
any oscillation for the case of the one-dimensional linear advection-diffusion equation with 
constant coefficients. A disadvantage of upwind differencing, in general, is a loss of accuracy as 
compared with the approximation generated using central differencing with the same number 
of points for cases where diffusion is comparable with advection. Moreover, low-order upwind 
schemes result in numerical diffusion, thus the solution profile is unrealistically smeared near a 
sharp front. 
In this paper we adopt a weighted scheme, thus 
d 
y--& =aD-+(1 -Ly)C,,, 
where D- and D,, are appropriate upwinding and central space difference operators of various 
orders, respectively. The objective of combining the central difference scheme ((Y = 0) and the 
upwind scheme ((x = 1) is to enable the algorithm to handle strong!y parabolic problems as well 
as strongly advective problems. This can be achieved by adjusting the value of QI. This scheme 
offers adaptability as cy can be modified near a boundary layer, or adjusted following the 
coefficients of the differential equation and the size of the spatial mesh being used. 
4. Integration in the time direction 
We will restrict ourselves to the case of finite differences where the system of ODES takes 
the form 
g- =f(t, 4, +,,) =fi,,. (8) 
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The system is generall; stiff. Consequently, if we wish to avoid very short time steps, it is 
necessary to use an implicit method to compute th e so!ution. The simplest implicit method for 
parabolic PDEs is the trapezium rule (or Crank-Nicolson. 1.V.- 1 ~~wwx7 this !ws it fixed order. It 
is more satisfactory to use a variable order/variable stepsize scheme, which aims to integrate 
the system as efficiently as possible over a range while meeting a specified accuracy criterion. 
The most widely used schemes are based on the backward differentiation formulas (BDF). The 
methods are A(cu) and stiffly stable [S]. The k-step bDF is given by 
k 
c RjL1tt+l-j =6t b*ftt+l* (9) 
j=O 
Alternatives to the BDF include the diagonally implicit Runge-Kutta methods [l], extrapola- 
tion methods,. . , etc. See [ 181 for a comprehensive survey. However, various studies comparing 
numerical methods for stiff ODES conclude that a variable order/variable stepsize scheme 
based on the BDF is especially effective when the solution of the stiff IVP is nonoscillatory. 
However. if the solution of the stiff IVP is oscillatory, then A-stable methods such as the 
diagonally implicit Runge-Kutta methods are more appropriate. 
5. Algorithm implementation 
In this section we discuss the implementation of the algorithm presented earlier. As the 
finite-difference discretization is of relatively low order, only similar accuracy is likely to be 
needed in the time dimension. Consequently the maximum order is restricted to 4. This 
improves considerably the stability properties of the BDF algorithm and reduces storage 
requirements. The Jacobian matrix J is evaluated numerically. An LU-decomposition of the 
iteration matrix I - Pi& J is retained and may have to be updated if 
(a) 6t changes, or 
(b) the elements of J currently in use become outdated causing difficulties in convergence. 
Note that in case (a) the current J is used to recompute the LU-decomposition of the 
iteration matrix, and only in case (b) is J itself recomputed. The algorithm is required to 
compute the solution at a predetermined set of time points using an appropriate interpolation 
scheme. 
To a~ss ihe performance of the algorithm, tests are carried out. Two types of measure- 
ments are taken, the first reflects cost, the second reflects reliability. The cost measurements 
include number of function evaluations (FEV), number of Jacobian updates (JEW and number 
of matrix inversion (SEW. The number of successful (NISI and unsuccessful (NRS) integration 
steps are recorded. Two measures of reliability are included; the first is the maximum global 
error defined by 
MGE=max 4/,,;.jr O,<k<n, O<i<m, O<j<M, 
the second is the average global error, defined by 
AGE 
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where 
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ek,i,j = ABS 
‘k,i.j -uk(xi, fj) 
1 + ‘k,i,j ’ 
M is the total number of successful integration steps. 
A total of six representative problems were selected for testing purposes, see the Appendix. 
For Test Problems 4, 5 and 6, where a closed-form solution is not readily available, the true 
solution is approximated using the algorithm outlined in this paper with smaller spatial mesh 
size, and higher specified time accuracy requirement. 
6. Conclusion 
An algorithm for the solution of nonlinear systems of parabolic partial differential equations 
is developed. In this algorithm the second-order spatial derivatives are approximated by 
three-point, five-point or seven-point central differencing schemes. The first-order spatial 
derivatives are approximated by hybrid schemes that combine central differencing with upwind- 
ing schemes that are based on two, three, four and five points interpolating polynomial 
formulas. It is worth noting that at points near the boundary either the lower-order difference 
formulas can be used (thereby reducing the global order of accuracy), or nonsymmetric 
difference equations can be employed which can induce instability. Analysis of the relative 
merits of each approach is beyond the scope of this paper. 
The system of nonlinear ODES that results from the spatial discretization is solved using a 
variable time step/variable order algorithm based on the backward differentiation formulas. 
Due to the inclusion of higher-order spatial differencing and upwinding, the resultant algo- 
rithm is capable of solving a wide class of nonlinear systems of one-dimensional parabolic PDEs 
efficiently. Numerical experimentation supports this conclusion. 
Appendix: test problems 
The following test problems illustrate the performance of the algorithm. 
Test problem 1. The first problem is Burgers’ equation given by 
au a2u au 
-= 
at Q-U 
ax_9 (x9 t) E (0, 1) x (09 11. 
The solution satisfies Dirichlet boundary conditions and initial conditions consistent with the 
analytic solution defined by 
0.1 A +os B+C 
u(x, t) = 
A+B+C ’ 
Table 1 
Test Problem 1 
Time FEV/JEV/SEV Maximum error Average error NIS NRS 
Z/l/I 0.00000002 o.oooooOc2 ! 0 
52/6i’6 0.00050 108 0.00023861 22 0 
90/7/ 7 0.‘30056141 0.00934428 34 0 
127/9/9 0.00066335 0.00040826 45 0 
169/ 12,‘12 0.00 120584 0.0005074 1 57 0 
217/ 13/ 15 0.00575674 0.00093543 70 1 
1.183Q 241/14/16 0.0 1833632 0.00192835 77 1 
A = exp 
[ 
-0.05( s - 0.5 + 4.95 : ) 1 
A 1 
B = exp 
[ 




-0.5(X - 0.375) 1 . A 
See Table 1. 
Test Problem 2. 
au, a’14 * au, 1 a% ;! -=-_ -=-- 
at a.$ l at 9 ax-’ ’ 
XC [o, $1, DO, 
with initial conditions 
zfI(x, 0) = sin x + $, zf,(x. 0) = sin 3x + 9, 
and boundary conditions, at x = 0, 
au, 
- = 311-$, e-‘, 
ax 
and at x = in, 
arr , 
aLf2 0 -=--_= 
ax ax . 
The exact solution is 
cc, =e -‘sin x+ 4, 
See Table 2. 
u, = e-’ sin 3x + 9. 
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Table 2 
Test Problem 2 
Time FEV/JEV/SEV Maximum error Average error NIS NRS 
~0000100 2/l/! 0.00000 0.00000 1 0 
1.0781686 43/j/5 0.00172 c).oo102 17 0 
2.2068310 55/6/6 0.00172 0.00108 22 0 
3.0496733 62/6/6 0.00172 0.00 107 25 0 
4.3646464 75/6/7 0.00172 0.00106 29 0 
5.1177249 79/6/7 0.00172 0.00105 31 0 
Test Problem 3. 
au, a*t4, au, a*u, -=- - = lOOO- 
at ax* ’ at ax* ’ 
XE [“, +Tr], t 20, 
with initial conditions 
2+(x, 0) = sin x - $, u2(x, 0) = sin x + 9, 
and boundary conditions, at x = 0, 
au, 
- = 3U;U2 6, 
ax 
au2 
ax = 3U;U, ,-‘ooot, 




The exact solution is 
u1 =e --I sin x + +, 
See Table 3. 
u2 = e-‘ooor sin x + 9. 
Test Problem 4. Nonlinear elliptic problem. 
a*u 
- - 10 sinh(lOu) = 0, 
ax* 
x E [0, 11, 
Table 3 
Test Problem 3 
Time FEV/JEV/SEV Maximum error Average error NIS NRS 
0.0000010 3/w 0.00001 0.0000 1 1 0 
1.0235568 244/10/15 0.00249 0.00187 94 0 
2.0381174 292/10/16 0.00249 0.00198 114 0 
3.0622487 322/10/16 0.00249 0.00203 129 0 
4.0836639 355/‘10/16 0.00249 0.00207 140 0 
5.1464067 379/10/17 0.00249 0.00209 148 0 
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Table 4 
Test Problem 4 
Time FEV/JEV/SEV Maximum error ’ NIS NRS 
0.00010052 29/3/3 0.08. lo-’ 15 0 
0.0010,5994 96/7/8 0.0044 39 0 
0.01014177 152/10/12 0.0044 61 0 
0.1 9657 249/12/e 0.0044 151 0 
d Maximum error at last time step. 
and N( t, 0) = 0, n( t, 1) = 1 .O. We consider the related time-dependent parabolic problem 
an a% 
-= - - 10 sinh(lOl& 
at as’ 
with artificially generated initial condition ~(0, x) = 
solution (i.e., i)zz/at = 0). See Table 4. 
0 and integrate to find a steady state 
Test Problem 5. Nonlinear diffilsion with nonlineur boundary condition. Given the nonlinear 
parabolic diffusion equation on the interval [0, 11, 
a~f a azf 
z=-$ “ax -4, ( ) x E [o, 11, t > 0, 
subject to the initial condition 
z4(0, x) = 100, 
and the nonlinear boundary 
u(!, 9) = 50 and 
See Table 5. 
conditions 
aif 
--(t, l)= 1 -sin z4, DO. 
Test Problem 6. SSTpoZZzrtion sirnzrlation in the stratosphere. The pollution effect of supersonic 
transports (SSTs) flying in the stratosphere has been investigated [20]. The SST exhaust has the 
potential to disrupt the chemical balance of the stratosphere, which could lead to a net 
decrease in ozone (0,). This would lead to an increase in ultraviolet radiation on the surface of 
Table 5 
Test Problem 5 
Time FEV/JEV/SEV 
O.QO6040 18 256/l l/12 
0.10517561 390/ 19/23 
a Maximlrm error at last time step. 
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the earth. A crude one-dimensional model which describes the interactions of the chemical 
species 0, 0, and NO, along with normal diffusion processes is given by the equations 
ai2 a*u 
at- -Q +a1 - a2u + a3v + a,y - aSuv - aguy, 
au a*u 
Tit- 
-Daxz +b,u - b,v + b,uv - bpv, 
aw a*w 
-D- 
at- ax* - cIw + c2 y + c+y + c4vw + 800 + SSTl, 
aY a*Y 
dt- -Ds 
- d, y + d,ow - d,uy + 800, 
where 
D = 10-9, 
a,, . . . , a6 are 4 l 105, 272.443800016, 10W4, 0.007, 3.67 - 10-16, 4.13 - lo-‘*, 
b, , . . . , b4 are 272.4438, 1.000 16 l 10s4, 3.67 l 10-16, 3.57 l 10-15, 
cl , . . . , c, are 1.6 l lW8, 0.007,4.1283 9 lo- ‘*, 3.57 l lo- 13, 
d,, d,, d, are 7.000016 l 10m3, 3.57 l lo-‘, 4.1283 l lo-‘*, 
SST1 = ;;r’ 
( 




The reflecting boundary conditions 
au au aw ay 
ax=ax=ax=ax= 0 
are assumed to hold at each end of the normalized domain [0, 11. The variables u, v, w and y, 
respectively represent the chemical species 0, O,, NO, NO, and are assumed to have the 
constant initial values 
~(0, x) = 1.306028 - 106, ~(0, x) = 1.076508 l lo’*, 
~(0, x) = 6.457715. lOlo, ~(0, x) = 3.542285 - lOlo. 
Test Problem 6 is difficult as the chemical interactions make the problem stiff and we are 
interested in obtaining solutions for real time up to lo8 seconds. For this problem we used a 
uniform grid of 31 points, an error tolerance of 10M4. See Table 6. 
Table 6 




FEV/JEV/SEV Maximum error a 
89/9/9 0.2. lo-lo 





a Maximum error at last time step. 
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