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THE V-NUMBER OF EDGE IDEALS
DELIO JARAMILLO AND RAFAEL H. VILLARREAL
Abstract. The aim of this work is to study the v-number of edge ideals of clutters and graphs.
We relate the v-number with the regularity of edge ideals and study the combinatorial structure
of the graphs whose edge ideals have their second symbolic power Cohen-Macaulay.
1. Introduction
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over a field K with the standard grading
and let C be a clutter with vertex set V (C) = {t1, . . . , ts}, that is, C is a family of subsets of
V (C), called edges, none of which is included in another. The set of edges of C is denoted by
E(C). The primer example of a clutter is a simple graph G. The edge ideal of C, denoted I(C),
is the ideal of S generated by all squarefree monomials te :=
∏
ti∈e
ti such that e ∈ E(C). In
what follows I denotes the edge ideal of C.
A prime ideal p of S is an associated prime of S/I if (I : f) = p for some f ∈ Sd, where (I : f)
is the set of all g ∈ S such that gf ∈ I. The set of associated primes of S/I is denoted Ass(S/I)
or simply Ass(I). The v-number of I, denoted v(I), is the following invariant of I that was
introduced in [5] to study Reed–Muller-type codes:
v(I) :=
{
min{d ≥ 1 | ∃ f ∈ Sd and p ∈ Ass(I) with (I : f) = p} if I ( m,
0 if I = m,
where m = (t1, . . . , ts) is the maximal ideal of S. This invariant can be computed using the
software system Macaulay2 [11] (Proposition 3.1, Procedure A.1). The Castelnuovo–Mumford
regularity of S/I, denoted reg(S/I), is bounded from above by dim(S/I) (Proposition 3.2). We
will show that in many interesting cases reg(S/I) is bounded from below by v(I).
A subset A of V (C) is called independent or stable if e 6⊂ A for any e ∈ E(C). The dual
concept of a stable vertex set is a vertex cover , i.e., a subset C of V (C) is a vertex cover if and
only if V (C)\C is a stable vertex set. A minimal vertex cover is a vertex cover which is minimal
with respect to inclusion. If A is a stable set of C, the neighbor set of A, denoted NC(A), is
the set of all vertices ti such that {ti} ∪A contains an edge of C. For use below FC denotes the
family of all maximal stable sets of C and AC denotes the family of all stable sets A of C whose
neighbor set NC(A) is a minimal vertex cover of C.
Our next result gives a combinatorial formula of the v-number of the edge ideal of a clutter.
In particular, as is seen below, it shows that the v-number is bounded from above by the
independent domination number of the clutter.
Theorem 3.5. Let I = I(C) be the edge ideal of C. Then, FC ⊂ AC and
v(I) = min{|A| : A ∈ AC}.
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The number of vertices in any smallest vertex cover of C, denoted α0(C), is called the vertex
covering number of C. The independence number of C, denoted by β0(C), is the number of
vertices in any largest stable set of vertices of C. The Krull dimension of S/I(C), denoted
dim(S/I(C)), is equal to β0(C) and the height of I(C), denoted ht(I(C)), is equal to α0(C). A
dominating set of a graph G is a set A of vertices of G such that every vertex not in A is
adjacent to a vertex in A. The domination number of G, denoted γ(G), is the minimum size
of a dominating set. An independent dominating set of G is a set that is both dominating and
independent in G. Equivalently, an independent dominating set is a maximal independent set,
see [1, Proposition 2] and Lemma 3.4(b). The independent domination number of G, denoted
by i(G), is the minimum size of an independent dominating set. Thus, one has
i(G) = min{|A| : A ∈ FG}.
By analogy, we define the independent domination number of a clutter C by
i(C) := min{|A| : A ∈ FC}.
For every graph G, one has γ(G) ≤ i(G) ≤ β0(G) [10, Theorem 2.7]. The equality γ(G) = i(G)
holds if G is claw-free, that is, if the complete bipartite graph K1,3 is not an induced subgraph
of G [1, p. 75]. As a consequence of Theorem 3.5 one has
v(I(C)) ≤ i(C) ≤ β0(C).
A clutter is well-covered if every maximal stable set is a maximum stable set. We prove that
v(I(C)) = β0(C) if and only if C is well-covered and FC = AC (Corollary 3.7).
A simplicial complex ∆ is vertex decomposable [3] if either ∆ is a simplex, or ∆ = ∅, or ∆
contains a vertex v, called a shedding vertex , such that both the link lk∆(v) and the deletion
del∆(v) of the vertex v are vertex-decomposable, and such that every facet of del∆(v) is a
facet of ∆ (Section 2). The simplicial complex ∆C whose faces are the independent vertex
sets of C is called the independence complex of C. If all maximal faces of ∆C are of the same
size the independence complex ∆C is called pure. A clutter is called vertex decomposable if its
independence complex is vertex decomposable.
We show a family of ideals where the v-number is a lower bound for the regularity.
Theorem 3.13. If the independence complex ∆C of a clutter C is vertex decomposable, then
v(I(C)) ≤ reg(S/I(C)).
If I is the edge ideal of the clutter of circuits CM of a matroid M on the set X = {t1, . . . , ts},
then by a result of Provan and Billera [33, Theorem 3.2.1] the independence complex ∆ of
M whose facets are the bases of M is vertex decomposable, I = I∆ and, by Theorem 3.13,
v(I) ≤ reg(S/I) (Corollary 3.14). If G is a graph with no chordless cycles of length other
than 3 or 5, then by a result of Woodroofe [42, Theorem 1.1] the independence complex of G
is vertex decomposable and, by Theorem 3.13, v(I(G)) ≤ reg(S/I(G)) (Corollary 3.15). The
work done in [28], though formulated in a different language, shows that v(I(G)) ≤ reg(S/I(G))
for any Cohen–Macaulay bipartite graph G [28, Proposition 4.7]. We extend this result to any
sequentially Cohen–Macaulay bipartite graph (Corollary 3.16). We give an example of a graph
G with v(I(G)) > reg(S/I(G)) (Example 5.3), disproving [28, Conjecture 4.2] that the v-number
of a squarefree monomial ideal I is a lower bound for the regularity of S/I. In dimension 1, the
conjecture is true as was shown in [5]. It is an open problem whether or not v(I) ≤ reg(S/I)+1
holds for any squarefree monomial ideal.
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The clutter of minimal vertex covers of C, denoted C∨, is called the blocker of C. The edge
ideal of C∨, denoted by Ic(C), is called the ideal of covers of C. If the independence complex ∆G
of G is pure and shellable, we prove v(Ic(G)) = α0(G)− 1 (Proposition 3.18).
If G is a graph without isolated vertices and I(G) has a linear resolution, we prove that
v(I(G)) = 1 (Proposition 3.19). If WG is the whisker graph of a graph G, we show that the
v-number of I(WG) is equal to i(G) and that the v-number of I(WG) is bounded from above by
the regularity of K[V (WG)]/I(WG) (Theorem 3.20).
A graph G belongs to class W2 if |V (G)| ≥ 2 and any 2 disjoint stable sets are contained in 2
disjoint maximum stable sets. A complete graph Km on m vertices belongs to W2 for m ≥ 2. A
graph G is 1-well-covered if G is well-covered and G\v is well-covered for all v ∈ V (G). A graph
G is in W2 if and only if G is 1-well-covered and has no isolated vertices [23, Theorem 2.2]. For
other characterizations of graphs in W2 see [23, 37] and the references therein.
Our next two results classify the class of W2 graphs.
Theorem 4.3. Let G be a graph without isolated vertices. Then G is in W2 if and only if G is
well-covered and FG = AG.
The next result gives us an algebraic method to determine if a given graph is in W2 using
Macaulay2 [11] (Procedure A.1) and shows that for edge ideals of W2 graphs, the v-number is
an upper bound for the regularity.
Theorem 4.5. Let G be a graph without isolated vertices and let I = I(G) be its edge ideal.
Then, G is in W2 if and only if v(I) = dim(S/I).
The n-th symbolic power of an edge ideal I, denoted I(n), is given by I(n) :=
⋂r
i=1 p
n
i , where
p1, . . . , pr are the associated primes of I. There are algebraic characterizations of the Cohen–
Macaulay property of I(2) and I(G)(2), G a graph, given by N. C. Minh and N. V. Trung [26,
Theorem 2.1] and D. T. Hoang, N. C. Minh and T. N. Trung [18, Theorem 2.2], respectively.
We are interested in the combinatorial properties of graphs whose edge ideals have their second
symbolic power Cohen–Macaulay.
An edge in a graph is critical if its removal increases the independence number. An edge-
critical graph is a graph with only critical edges. The concept of an edge-critical graph is
introduced by Ore [29]. An edge-critical graph must be a block and any two adjacent edges in
such a graph must lie on a common odd cycle [2]. A structural characterization of edge-critical
graphs remains unknown [31, 32].
Staples proves that a triangle-free W2 graph is edge-critical [36] and that a connected W2
graph different from K2 cannot have endvertices [37, Theorem 4]. If G is a graph with no
isolated vertices, D. T. Hoang and T. N. Trung prove that I(G)2 is Cohen–Macaulay if and only
if G is a triangle-free member of W2 [20, Theorem 4.4]. From these results, one obtains that a
graph G is edge-critical if I(G)2 is Cohen–Macaulay.
A graph G is triangle-free if and only if I(G)2 = I(G)(2) [6, Theorem 4.13]. If I(G)(2) is
Cohen–Macaulay, our next result shows that I(G) is edge-critical regardless of whether G has
triangles or not. This result—together with the tables of edge-critical graphs given in [31, 34]—
allows us to give the list of all connected graphs G with fewer than 10 vertices such that I(G)(2)
is Cohen–Macaulay over a field of characteristic 0 (Remark 5.1, Table 2).
Theorem 4.8. If G is a graph and I(G)(2) is Cohen–Macaulay, then G is edge-critical.
If a graph G is in W2 and v is a vertex of G, then Pinter shows that Gv := G \ NG[v] is
in W2 and β0(Gv) = β0(G) − 1, where NG[v] is the closed neighborhood of v [30, Theorem 5].
A recent result of Levit and Mandrescu shows that the converse holds for well-covered graphs
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without isolated vertices [23, Theorem 3.9]. As an application of our classification of W2 graphs
in terms of the v-number and the independence number (Theorem 4.5), for well-covered graphs
without isolated vertices we give a proof of the converse quite different from that of [23]. Using
[18, Theorem 2.2] and a result of D. T. Hoang [17, Lemma 8] it follows that all graphs G with
I(G)(2) Cohen–Macaulay are in class W2. There are Cohen–Macaulay connected edge-critical
graphs G in W2 with I(G)
(2) not Cohen–Macaulay (Example 5.3).
If a graph G has triangles, to the best of our knowledge there is no characterization of the
Cohen–Macaulayness I(G)(2) in terms of the graph G [18, p. 1079]. The Serre condition (S2) for
S/I(G)(2) has been nicely classified in graph theoretical terms by D. T. Hoang, G. Rinaldo and
N. Terai [19, Lemma 1]. An open question is whether the (S2) property of S/I(G)
(2) implies
that I(2) is Cohen–Macaulay [19, p. 5].
For a squarefree monomial ideal I of dimension 2, the associated Stanley–Reisner complex ∆I
of I is a graph, N. C. Minh and N. V. Trung [25, Theorem 2.3] give a combinatorial classification
in terms of ∆I for the Cohen–Macaulay property of I
(2). For the edge ideal I(G) of a graph G
with independence number 2, we give a characterization in terms of the combinatorics of G for
the Cohen–Macaulayness of I(G)(2).
Theorem 4.19. Let G be a graph. If β0(G) = 2, then I(G)
(2) is Cohen–Macaulay if and only
if G is edge-critical.
If G is an edge-critical graph without isolated vertices and β0(G) = 2, we prove that G
is in W2, then using that any 1-dimensional connected complex is vertex decomposable [33,
Theorem 3.1.2], we prove that v(I(G)) = reg(S/I(G)) = 2 (Corollary 4.20).
For all unexplained terminology and additional information we refer to [14, 35, 41] (for graph
theory, Stanley–Reisner rings and edge ideals), and [7, 24] (for commutative ring theory).
2. Preliminaries
In this section we present some of the results that will be needed throughout the paper and
introduce some more notation. All results of this section are well-known. To avoid repetitions,
we continue to employ the notations and definitions used in Section 1.
Definition 2.1. Let I ⊂ S be a graded ideal and let F be the minimal graded free resolution
of S/I as an S-module:
F : 0→
⊕
j
S(−j)bg,j → · · · →
⊕
j
S(−j)b1,j → S → S/I → 0.
The Castelnuovo–Mumford regularity of S/I (regularity of S/I for short) is defined as
reg(S/I) = max{j − i | bi,j 6= 0}.
If g = dim(S)− dim(S/I), we say that the ring S/I and the ideal I are Cohen-Macaulay.
For squarefree monomial ideals the regularity is additive.
Proposition 2.2. (The regularity is additive [43, Lemma 7]) Let R1 = K[x] and R2 = K[y] be
two polynomial rings over a field K and let R = K[x,y]. If I1 and I2 are squarefree monomial
ideals of R1 and R2, respectively, then
reg(R/(I1R+ I2R)) = reg(R1/I1) + reg(R2/I2).
Lemma 2.3. [27, Lemma 3.5] Let S′ = K[t1, . . . , ts−1] and let I
′ be a squarefree monomial ideal
of S′. If S = K[t1, . . . , ts] and I = I
′S, then reg(S/I) = reg(S′/I ′).
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Let ∆ be a simplicial complex with vertex set V contained in {t1, . . . , ts}, that is, ∆ is a
family of subsets of V called faces such that F ⊂ G ∈ ∆ implies F ∈ ∆ and {v} ∈ ∆ for all
v ∈ V . For v ∈ V , define the star of v as
star(v) := {G ∈ ∆| {v} ∪G ∈ ∆}.
The deletion of v, denoted del∆(v), is the subcomplex on V \ {v} of all faces of ∆ that do not
contain v. The induced subcomplex on a set of vertices A of ∆, denoted ∆[A], is obtained by
successively deleting the vertices of A. The link of v is the subcomplex of del∆(v) given by
lk(v) := {H ∈ ∆| v /∈ H and H ∪ {v} ∈ ∆}.
The Stanley–Reisner ideal I∆ is the ideal of S defined as
I∆ := ({ti1 · · · tir | i1 < · · · < ir, {ti1 , . . . , tir} /∈ ∆}) ,
and its Stanley–Reisner ring K[∆] is the quotient ring S/I∆. Note that ti /∈ I∆ for all ti ∈ S.
Proposition 2.4. ([13, Lemma 2.3], [21, p. 1588]) If ∆ is a simplicial complex with vertex set
V and I∆ is its Stanley–Reisner ideal over a field K, then
reg(K[V ]/I∆) = max{d | H˜d−1(∆[A]) 6= (0) for some A ⊂ V }
= min{d | H˜i(∆[A]) = (0) for all A ⊂ V and i ≥ d},
where H˜i(∆[A]) is the i-th simplicial homology module with coefficients in K.
Let C be a clutter with vertex set V (C) = {t1, . . . , ts} and edge set E(C). A clutter is also
called a simple hypergraph. A clutter with no edges is called a discrete clutter. The edge ideal
of a discrete clutter is (0) by convention. An isolated vertex of C is a vertex that is not in any
edge of C. Any squarefree monomial ideal is the edge ideal of a clutter [41, pp. 220–221]. The
Krull dimension of S/I(C) is equal to max{dim(S/p)| p ∈ Ass(I(C))}.
A graded ideal is called unmixed if all its associated primes have the same height. A clutter is
called unmixed if its edge ideal is unmixed. The next result tells us that a clutter C is unmixed
if and only if C is well-covered.
Lemma 2.5. [41, Lemma 6.3.37] Let C be a set of vertices of a clutter C. Then C is a minimal
vertex cover of C if and only if the ideal of S generated by C is an associated prime of I(C).
The following result of Woodroofe gives a sufficient condition for vertex decomposability of
graphs and is an extension of the fact that chordal graphs are shellable [40].
Theorem 2.6. [42, Theorem 1] If G is a graph with no chordless cycles of length other than 3
or 5, then G is vertex decomposable (hence shellable and sequentially Cohen-Macaulay).
3. The v-number of a squarefree monomial ideal
In this section we study the v-number and the algebraic invariants of edge ideals of clutters and
give a combinatorial description of the v-number of a squarefree monomial ideal I by considering
the clutter C whose edge ideal I(C) is equal to I. To avoid repetitions, we continue to employ
the notations and definitions used in Sections 1 and 2.
For a graded module M 6= 0 we denote α(M) = min{deg(f) | f ∈M,f 6= 0}. By convention,
for M = 0 we set α(0) = 0. The next result was shown in [5, Proposition 4.2] for unmixed
graded ideals. For squarefree monomial ideals the unmixed assumption is not needed.
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Proposition 3.1. Let I ⊂ S be a squarefree monomial ideal. Then
v(I) = min{α ((I : p)/I) | p ∈ Ass(I)}.
Proof. Let p1, . . . , pr be the associated primes of I. If I is prime, then (I : 1) = I, (I : I) = S,
and v(I) = α(S/I) = 0. Thus, we may assume that I has at least 2 associated primes. There is
pi and f ∈ Sd such that (I : f) = pi and v(I) = deg(f). Then f ∈ (I : pi) \ I and
v(I) = deg(f) ≥ α((I : pi)/I) ≥ min{α ((I : p)/I) | p ∈ Ass(I)}.
Since I =
⋂r
i=1 pi (
⋂
i 6=k pi = (I : pk) for 1 ≤ k ≤ r, we can pick a homogeneous polynomial
fk in (I : pk) \ I such that α((I : pk)/I) = deg(fk). Note that fk 6∈ pk since fk /∈ I. Therefore,
from the inclusions
pk ⊂ (I : fk) =
r⋂
i=1
(pi : fk) =
⋂
fk 6∈pi
pi ⊂ pk,
we get (I : fk) = pk, and consequently v(I) ≤ deg(fk) for k = 1, . . . , r. 
Proposition 3.2. If I is a squarefree monomial ideal of S, then reg(S/I) ≤ dim(S/I).
Proof. Let V be the set of variables of S. There is a simplicial complex ∆ with vertex set V
such that I is the Stanley–Reisner ideal I∆ of ∆ and dim(S/I) = dim(∆) + 1. For A ⊂ V , let
∆[A] be the induced subcomplex on A and let H˜i(∆[A]) be the i-th simplicial homology module
with coefficients in K. Then, H˜i(∆[A]) = (0) for all A ⊂ V and i ≥ dim(S/I). Hence, the result
follows from Proposition 2.4. 
A set of edges in a graph G is called matching if no two of them have a vertex in common.
By [43, p. 295], reg(S/I(G)) is at most the size of a minimum maximal matching.
Proposition 3.3. Let G be a graph and let isol(G) be the set of isolated vertices of G. Then
reg(S/I(G)) ≤ dim(K[V (G) \ isol(G)]/I(G \ isol(G)).
Proof. By Lemma 2.3, reg(S/I(G)) = reg(K[V (G)\isol(G)]/I(G\isol(G)). Hence, the inequality
follows from Proposition 3.2. 
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over a field K with the standard grading
and let C be a clutter with vertex set V (C) = {t1, . . . , ts} and edge set E(C). We shall always
assume that I(C) is not a prime ideal and E(C) 6= ∅. If I(C) is prime its v-number is 0.
For use below we introduce the following two families of stable sets:
FC := {A|A is a maximal stable set of C}, and
AC := {A|A is a stable set of C and NC(A) is a minimal vertex cover of C}.
Lemma 3.4. Let I = I(C) be the edge ideal of a clutter C. The following hold.
(a) If A ∈ AC and tA =
∏
ti∈A
ti, then (I : tA) = (NC(A)).
(b) If A is stable and NC(A) is a vertex cover, then NC(A) is a minimal vertex cover.
(c) If (I : f) = p for some f ∈ Sd and some p ∈ Ass(I), then there is A ∈ AC with |A| ≤ d
such that p = (NC(A)) and (I : tA) = (NC(A)).
(d) If A ∈ FC , then NC(A) = V (C) \ A and (I : tA) = (NC(A)).
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Proof. (a): To show the inclusion “⊂” take tc ∈ (I : tA), that is, t
ctA = t
bte for some monomial
tb and some e ∈ E(C). As NC(A) is a minimal vertex cover, one has e ∩ NC(A) 6= ∅. Pick ti
in e ∩NC(A). Then {ti} ∪ A contains an edge of C, and consequently ti /∈ A since A is stable.
Then from the equality tctA = t
bte, we get that ti divides t
c. Thus tc ∈ NC(A). To show the
inclusion “⊃” take ti ∈ NC(A), that is, {ti} ∪ A contains an edge e of C, and ti /∈ A since A is
stable. Hence titA = t
bte for some monomial t
b. Thus, ti ∈ (I : tA).
(b): Take ti ∈ NC(A). It suffices to show that B := NC(A) \ {ti} is not a vertex cover of C.
As ti is a neighbor of A, there is e ∈ E(C) such that e ⊂ {ti} ∪A, and ti /∈ A since A is stable.
Then titA = t
bte for some monomial t
b. We need only show B ∩ e = ∅. By contradiction assume
that B ∩ e 6= ∅. Pick tj ∈ B ∩ e. Then, tj 6= ti, tj ∈ e, tj /∈ A since {tj} ∪ A contains an edge
and A is stable. From the equality titA = t
bte we obtain a contradiction.
(c): Writing f =
∑r
i=1 λit
ci , where 0 6= λi ∈ K and t
ci ∈ Sd for all i, one has
(I : f) =
r⋂
i=1
(I : tci) = p,
and consequently (I : tck) = p for some k. Thus we may assume f = tck = ta11 · · · t
as
s . As I is
squarefree, we may also assume that ai ∈ {0, 1} for all i. We set
A := supp(tck) = supp(ta11 · · · t
as
s ) = {ti| ai = 1},
and tA =
∏
ti∈A
ti. The set A is stable because (I : tA) = p ( S. Now we show the equality
p = (NC(A)). To show the inclusion “⊂” take ti in p. Then, we can write titA = t
bte for some
monomial tb and some edge e of C. Hence {ti} ∪A contains e, that is, ti ∈ NC(A). To show the
inclusion “⊃” take ti ∈ NC(A). Then {ti} ∪A contains an edge e of C. Thus, titA = t
bte and ti
is in (I : tA) = p. As p is generated by a minimal vertex cover of C (Lemma 2.5), we obtain that
NC(A) is a minimal vertex cover of C. Thus A is in AC .
(d): First we show the equality NC(A) = V (C)\A. To show the inclusion “⊂” take ti ∈ NC(A).
Then {ti}∪A contains an edge and ti /∈ A since A contains no edges of C. To show the inclusion
“⊃” take ti /∈ A, then {ti}∪A contains an edge since A is a maximal stable set. Thus ti ∈ NC(A).
Now we show that (I : tA) is equal to (NC(A)). By the previous equality it suffices to show
the equality (I : tA) = (V (C)\A). To show the inclusion “⊂” take t
c ∈ (I : tA), that is, t
ctA ∈ I.
Thus tctA = t
bte for some monomial t
b and some e ∈ E(C). As e 6⊂ A, there is ti ∈ e \A. Hence
ti divides t
c, and tc ∈ (V (C) \ A). To show the inclusion “⊃” take ti ∈ V (C) \ A. As A is a
maximal stable set, {ti} ∪A contains an edge e of C such that ti ∈ e. Thus titA = t
bte for some
monomial tb ∈ S, that is, ti ∈ (I : tA). 
The next result gives a combinatorial description of the v-number of the edge ideal of a clutter.
Theorem 3.5. Let I be the edge ideal of a clutter C. If I is not prime, then FC ⊂ AC and
v(I) = min{|A| : A ∈ AC}.
Proof. To show the inclusion FC ⊂ AC take A ∈ FC . Then, by Lemma 3.4(d), (I : tA) = (NC(A)).
Thus, (NC(A)) is an associated prime of I. According to Lemma 2.5 any associated prime of I
is generated by a minimal vertex cover of C, and consequently NC(A) is a minimal vertex cover
of C. Thus A ∈ AC . Now we prove the formula for v(I). For any A ∈ AC , by Lemma 3.4(a),
one has (I : tA) = (NG(A)). Hence,
v(I) ≤ min{|A| : A ∈ AC}.
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To show the reverse inequality pick a polynomial f ∈ Sd and p ∈ Ass(I) such that (I : f) = p
and v(I) = d. By Lemma 3.4(c), there is A ∈ AC with |A| ≤ d such that (I : tA) = p. Therefore,
we get v(I) ≥ min{|A| : A ∈ AC}. 
Corollary 3.6. If C is a clutter with independent domination number i(C) and independence
number β0(G), then v(I(C)) ≤ i(C) ≤ β0(C).
Proof. The inequalities follow at once from Theorem 3.5. 
A clutter C is well-covered if every maximal stable set is a maximum stable set. A clutter C
is 1-well-covered if C is well-covered and C \ v is well-covered for all v ∈ V (C).
Corollary 3.7. Let I = I(C) be the edge ideal of a clutter C. Then, v(I) = dim(S/I) if and
only if C is well-covered and FC = AC.
Proof. ⇒) By Theorem 3.5, one has FC ⊂ AC . Assume B is any maximal stable set. Then
B ∈ FC ⊂ AC and dim(S/I) = v(I) ≤ |B| ≤ dim(S/I). Thus |B| = dim(S/I). This proves that
C is well-covered. To show the equality FC = AC take B ∈ AC. Pick a maximal stable set B
′
that contains B. Then, dim(S/I) = v(I) ≤ |B| ≤ |B′| = dim(S/I) and B = B′. Thus B ∈ FC .
⇐) As C is well-covered and FC = AC , one has
v(I) = min{|A| : A ∈ FC} = max{|A| : A ∈ FC} = dim(S/I). ✷
For squarefree monomial ideals the v-number is additive.
Proposition 3.8. (The v-number is additive) Let R1 = K[x] and R2 = K[y] be two polynomial
rings over a field K and let R = K[x,y]. If I1 and I2 are squarefree monomial ideals of R1 and
R2, respectively, then
v(I1R+ I2R) = v(I1) + v(I2).
Proof. We set I = I1R + I2R. Pick f = x
ayb and p ∈ Ass(R/I) such that (I : f) = p and
deg(f) = v(I). Then, by [12, Lemma 3.4], we can write p = p1R+ p2R, where p1 ∈ Ass(R1/I1)
and p2 ∈ Ass(R2/I2). It is not hard to prove that the following equalities hold:
(I1 : x
a) = p1 and (I2 : y
b) = p2.
Thus, v(I1) + v(I2) ≤ deg(x
a) + deg(yb) = deg(f) = v(I). To show the reverse inequality, for
i = 1, 2 pick pi ∈ Ass(Ri/Ii) and fi a squarefree monomial in Ri such that (Ii : fi) = pi. Then,
p := p1R + p2R is an associated prime of I [12, Lemma 3.4] and (I : f1f2) = p. Hence, setting
f := f1f2, one has v(I) ≤ deg(f) = v(I1) + v(I2). 
Proposition 3.9. If I is a complete intersection squarefree monomial ideal minimally generated
by G(I) = {ta1 , . . . , tar} and let di be the degree of t
ai for i = 1, . . . , r. Then
v(I) = d1 + · · · + dr − r = reg(S/I).
Proof. As I is a complete intersection tai and taj do not have common variables for i 6= j. Note
that the regularity of S/(tai) and the v-number of (tai) are equal to di−1. Hence, the equalities
follow from Propositions 2.2 and 3.8. 
Lemma 3.10. Let I = I(C) be the edge ideal of a clutter C and let ti be a vertex of C such that
{ti} /∈ E(C). Then, v(I) ≤ v(I : ti) + 1.
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Proof. If (I : ti) is generated by a set of variables, that is, (I : ti) is an associated prime of I,
then v(I) ≤ 1 and, by Proposition 3.9, v(I : ti) = 0. Thus, we may assume that (I : ti) is not an
associated prime of I. By Lemma 3.4(a) and Theorem 3.5, we can pick a squarefree monomial
f and an associated prime p of (I : ti) such that
((I : ti) : f) = p and deg(f) = v(I : ti).
Then, (I : tif) = p and, by definition of v(I), one has v(I) ≤ 1 + deg(f) = 1 + v(I : ti). 
If v is a vertex of a graph G, then we denote the neighborhood of v by NG(v) and the closed
neighborhood NG(v) ∪ {v} of v by NG[v]. Recall that NG(v) is the set of all vertices of G that
are adjacent to v. The subgraph G \ NG[v] is denoted by Gv . Note that Gv is the induced
subgraph G[V (G) \ NG[v]] on the vertex set V (G) \ NG[v] whose edges are all the edges of G
that are contained in V (G) \NG[v].
Lemma 3.11. Let G be graph and let I = I(G) be its edge ideal. If ti is a vertex of G, then
dim(S/(I : ti)) = 1 + dim(K[V (G) \NG[ti]]/I(G \NG[ti])).
Proof. One has (I : ti) = (I(G \NG(ti)), NG(ti)) = (I(Gti ), NG(ti)). As ti does not occurs in a
minimal generating set of I(Gti), the equality follows. 
Proposition 3.12. Let I = I(G) be the edge ideal of a graph G. The following hold.
(a) If ti is a vertex of G, then v(I) ≤ v(I : ti) + 1.
(b) v(I : ti) ≤ v(I) for some ti ∈ V (G).
(c) If v(I) ≥ 2, then v(I : ti) < v(I) for some ti ∈ V (G).
(d) If ti is a vertex of G, then v(I) ≤ v(I, ti) + 1.
(e) v(I, ti) ≤ v(I) for some ti ∈ V (G).
Proof. (a): As G is a simple graph, {ti} /∈ E(G). Thus, this part follows from Lemma 3.10.
(b): By Lemma 3.4(a) and Theorem 3.5, there exist a stable set A of the graph G and an
associated prime p of S/I such that
p = (I : tA) = (NG(A)) and deg(tA) = v(I).
Pick a vertex ti not in p. Then, p = (I : titA). Indeed, the inclusion “⊂” is clear. To show the
reverse inclusion take tc ∈ (I : titA). Then, tit
c ∈ (I : tA) = p. As ti /∈ p, we get t
c ∈ p. Thus
p = (I : tA) = (I : titA) = ((I : ti) : tA),
and consequently v(I : ti) ≤ deg(tA) = v(I).
(c): Let A and p be as in part (b). Pick ti ∈ A and set B = A \ {ti}. Note that B 6= ∅ since
v(I) ≥ 2. Then
(I : tA) = ((I : ti) : tB) = p,
and consequently v(I : ti) ≤ deg(tB) < deg(tA) = v(I).
(d): By Proposition 3.8, one has v(I, ti) = v(I(G \ ti), ti) = v(I(G \ ti)). If ti is isolated, by
Proposition 3.8, v(I) = v(I, ti). Thus, we may assume that ti belongs to an edge of G. We may
also assume that G \ ti is not a discrete graph; otherwise G is a star K1,r with some isolated
vertices, v(I) = 1 and v(I, ti) = 0. By Lemma 3.4(a) and Theorem 3.5, there exist a stable set
A of G \ ti and an associated prime p of I(G \ ti) such that
(I(G \ ti) : tA) = p and deg(tA) = v(I(G \ ti)) = v(I(G \ ti), ti) = v(I, ti).
Note that ti /∈ A, ti /∈ p, and tA /∈ p. We consider two cases.
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Case (I): Assume that NG(ti) ∩A = ∅. We claim that (I : titA) = (p, NG(ti)). The inclusion
“⊃” is clear. To show the inclusion “⊂” take tc in (I : titA), that is, t
ctitA = t
bte for some
e ∈ E(G) and some monomial tb. If ti is not in e, then t
c is in (I(G \ ti) : tA), that is, t
c is in p.
If ti is in e, then e = {ti, tk} for some tk in NG(ti). As tk is not in A since NG(ti) ∩A is empty
and tk 6= ti, we get that tk divides t
c and tc ∈ (NG(ti)). This proves the claim. Hence, in this
case one has v(I) ≤ 1 + v(I, ti).
Case (II): Assume that NG(ti) ∩ A 6= ∅. We claim that (I : tA) = (p, ti). First we show the
inclusion “⊂”. Take tc in (I : tA), that is, t
ctA = t
bte for some e ∈ E(G) and some monomial t
b.
If ti is not in e, then t
c is in (I(G \ ti) : tA) = p. If ti is in e, then ti divides t
c since ti is not
in A. Thus, tc is in (p, ti). Next we show the inclusion “⊃”. Clearly p is contained in (I : tA).
Pick tj in NG(ti) ∩ A. Then, tj ∈ A and there is e ∈ E(G) of the form e = {ti, tj}. Then, titA
is in I and ti is in (I : tA). This proves the claim. Hence, v(I) ≤ v(I, ti).
(e): Let A and p be as in part (b). Then, p is generated by a minimal vertex cover C of G.
Pick ti in C. Then, titA = t
bte for some e ∈ E(G) and some monomial t
b. Note that ti /∈ A.
Indeed, if ti ∈ A, then t
2
i divides titA, and tA must be a multiple of te, a contradiction since A
is stable. By Proposition 3.8, one has
v(I, ti) = v(I(G \ ti), ti) = v(I(G \ ti)).
If C = {ti}, then (I, ti) = (ti) since any edge of G is adjacent to ti. Thus, 0 = v(I, ti) ≤ v(I).
Assume C 6= {ti}. It suffices to prove the equality (I(G \ ti) : tA) = (C \ {ti}). To show the
inclusion “⊂” take a minimal generator tc of (I(G \ ti) : tA). Note that t
c does not contains ti.
Then, as tc ∈ p = (C), we get tc ∈ (C \ {ti}). To show the inclusion “⊃” take a variable tk in
C \ {ti}. Then tktA ∈ I and tk is in (I(G \ ti) : tA) since ti does not divides tktA. 
Theorem 3.13. If ∆ is a vertex decomposable simplicial complex with vertex set V and I∆ is
its Stanley–Reisner ideal over a field K, then
v(I∆) ≤ reg(K[V ]/I∆).
Proof. Setting I = I∆ and S = K[V ], we proceed by induction on V . The case |V | = 2 is easy to
show. We may assume that ∆ is not a simplex, otherwise reg(S/I) = v(I) = 0. Assume |V | ≥ 3
and pick a shedding vertex v in V . The minimal generating set of (I : v) does not contains v.
Then, by Lemma 2.3, we obtain
(3.1) reg(S/(I : v)) = reg(K[V \ {v}]/(I : v)) = reg(S/((I : v) + (v))).
To use induction recall that lk∆(v) is vertex decomposable since v is a shedding vertex and
note that—according to [13, p. 25]—one has
(3.2) Ilk∆(v) = (v) + Istar∆(v) = (v) + (I : v).
Hence, using [13, Theorem 1.5], Eqs. (3.1)–(3.2) and induction, we get
reg(S/I) = max{reg(S/(I : v)) + 1, reg(S/(I, v))} ≥ reg(S/(I : v)) + 1
= reg(S/(I : v) + (v)) + 1 = reg(S/Ilk∆(v)) + 1 ≥ v(Ilk∆(v)) + 1
= v(I : v) + 1 ≥ v(I).
The last equality follows from the additivity of the v-number of Proposition 3.8, and the last
inequality follows from Lemma 3.10 since {v} ∈ ∆ for all v ∈ V . 
Corollary 3.14. Let M be a matroid on X = {t1, . . . , ts} and let CM be its set of circuits. If
I = (te| e ∈ CM ) is the ideal of circuits of M , then v(I) ≤ reg(S/I).
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Proof. Let ∆ be the independence complex ofM , that is, the faces of ∆ are the independent sets
of M . Then, the Stanley–Reisner ideal I∆ of ∆ is equal to I. By a result of [33, Theorem 3.2.1],
∆ is vertex decomposable and the inequality follows from Theorem 3.13. 
Corollary 3.15. If G is a graph with no chordless cycles of length other than 3 or 5, then
v(I(G)) ≤ reg(S/I(G)).
Proof. By [42, Theorem 1], the independence complex ∆(G) of G is vertex decomposable, see
Theorem 2.6. Since I∆(G) = I(G), the result follows from Theorem 3.13. 
Corollary 3.16. If G is a bipartite graph and S/I(G) is sequentially Cohen-Macaulay, then
v(I(G)) ≤ reg(S/I(G)).
Proof. By a result of [39], the independence complex ∆(G) of G is vertex decomposable. Since
I∆(G) = I(G), the result follows from Theorem 3.13. 
Lemma 3.17. If C is a clutter and Ic(C) is its ideal of covers, then α0(C)− 1 ≤ v(Ic(C)).
Proof. Let C∨ be the clutter of minimal vertex covers of C. By Lemma 3.4(a) and Theorem 3.5,
there is a stable set A of C∨ and p ∈ Ass(Ic(C)) such that
(Ic(C) : tA) = (NC∨(A)) and deg(tA) = v(Ic(C)).
Pick ti in NC∨(A). Then {ti} ∪A contains an edge c of C
∨. As c is a minimal vertex cover of
C, one has α0(C) ≤ |c| ≤ 1 + |A| ≤ 1 + v(Ic(C)). 
Proposition 3.18. Let G be a graph and let Ic(G) be its ideal of covers. If the independence
complex ∆G of G is pure and shellable, then
v(Ic(G)) = reg(S/Ic(G)) = α0(G) − 1.
Proof. We may assume that α0(G) ≥ 2. If α0(G) = 1, then Ic(G) is generated by a set of
variables and the result is clear. As ∆G is pure and shellable, by [15, Theorem 1.4(c)], Ic(G) has
linear quotients, that is, we can order the minimal vertex covers of G as c1, . . . , cr such that for
all 1 ≤ i ≤ r− 1, the colon ideal ((tc1 , . . . , tci) : tci+1) is generated by variables of S. It is known
that edge ideals with linear quotients generated by monomials of the same degree d have a d-
linear resolution [8, Lemma 5.2]. Thus, reg(S/Ic(G)) = α0(G) − 1. Therefore, by Lemma 3.17,
we need only show the inequality v(Ic(G)) ≤ α0(G)−1. Since (tc1 : tc2) is generated by variables,
there are variables tk ∈ (tc1 : tc2) and tj, j 6= k, such that tktc2 = tjtc1 . Setting A := c1 \ {tk}
and noticing that tk (resp. tj) does not divides tc2 (resp. tc1), we get the equalities
A ∪ {tk} = c1 and A ∪ {tj} = c2.
The second equality follows from the inclusion A ∪ {tj} ⊂ c2 because |c1| = |c2|. Hence,
{tj , tk} ⊂ (Ic(G) : tA). Note that A contains none of the ci’s, that is, A is a stable set of the
clutter G∨ of minimal vertex covers of G. Therefore, from the embedding
S/(Ic(G) : tA)
tA
−֒−−→ S/Ic(G),
and observing that any associated prime p of Ic(G) is of the form p = (e) for some e ∈ E(G) it
follows that (tj, tk) is an associated prime of S/(Ic(G) : tA) and this is the only associated prime
of S/(Ic(G) : tA). Thus, (Ic(G) : tA) = (tj , tk) and v(Ic(G)) ≤ deg(tA) = α0(G) − 1. 
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A graph G is called chordal if every cycle Cr of G of length r ≥ 4 has an edge joining two non-
adjacent vertices of Cr. A vertex ti of a graph G is called simplicial if the subgraph G[NG(ti)]
induced by the neighbor set NG(x) is a complete subgraph. An induced matching in a graph G
is a set of pairwise disjoint edges f1, . . . , fr such that the only edges of G contained in ∪
r
i=1fi
are f1, . . . , fr. The induced matching number of G, denoted by im(G), is the number of edges
in a largest induced matching.
Proposition 3.19. Let G be a graph without isolated vertices. If the edge ideal I(G) of G has
a linear resolution, then v(I(G)) = reg(S/I(G)) = 1.
Proof. Since I(G) has a d-linear resolution with d = 2, directly from the minimal free resolution
of S/I(G), we get reg(S/I(G)) = d − 1 = 1. By Theorem 3.5, to show v(I(G)) = 1 it suffices
to show that {ti} is in AG for some vertex ti, that is, we need only show that the neighbor set
NG(ti) is a minimal vertex cover of G for some ti ∈ V (G). Using a result of Fro¨berg [9], one
has that I(G) has a linear resolution if and only if the complement G of G is a chordal graph.
Then, according to [38], there exists a simplicial vertex ti of G, that is, the subgraph G[NG(ti)]
induced by the neighbor set NG(ti) is a complete subgraph of G. Next, we show the equality
(3.3) NG(ti) = V (G) \NG[ti],
where NG[ti] := NG(ti) ∪ {ti} is the closed neighborhood of ti in G. To show the inclusion “⊂”
take tj ∈ NG(ti). Then, {ti, tj} ∈ E(G) for some vertex tj . Thus, {ti, tj} is not in E(G) and tj
is not in NG[ti]. Now we show the inclusion “⊃”. Take tj /∈ NG[ti], that is, tj 6= ti, and {ti, tj} is
not in E(G). Thus {ti, tj} is in E(G) and tj ∈ NG(ti). Since NG(ti) induces a complete subgraph
of G, so does NG [ti]. Thus NG [ti] is a stable set of G. Furthermore NG [ti] is a maximal stable
set of G. Indeed, if tk∪NG [ti] is a stable set of G for some tk ∈ V (G)\NG [ti]. Then {tk}∪NG [ti]
induces a complete subgraph of G. Thus tk ∈ NG [ti], a contradiction. Therefore, by Eq. (3.3),
NG(ti) is a minimal vertex cover of G since NG [ti] is a maximal stable set of G. 
Let G be a graph with vertex set V = {t1, . . . , ts} and let U = {u1, . . . , us} be a new set of
vertices. The whisker graph or suspension of G, denoted by WG, is the graph obtained from G
by attaching to each vertex ti a new vertex ui and a new edge {ti, ui}. The edge {ti, ui} is called
a whisker or pendant edge.
Theorem 3.20. Let G be a graph, let i(G) be its independent domination number and let WG
be its whisker graph. Then
(a) v(I(WG)) = i(G), and
(b) v(I(WG)) ≤ reg(K[V (WG)]/I(WG)).
Proof. (a): Let A be a maximal stable set of G such that i(G) = |A|. Then, NG(A) = V (G) \A
and NG(A) is a minimal vertex cover of G. As A is stable in WG and NWG(A) is a vertex cover
of WG, by Lemma 3.4(a), (I(WG) : tA) = (NWG(A)). Thus, v(I(WG)) ≤ deg(tA) = i(G).
Next, we show the inequality v(I(WG)) ≥ i(G). By Lemma 3.4(a) and Theorem 3.5, there is
a stable set A ∪B of WG, A ⊂ V (G), B ⊂ {u1, . . . , us}, such that
p := (NWG(A ∪B)) = (I(WG) : tAuB),
and v(I(WG)) = deg(tAuB). If for some i, ui ∈ B and ti ∈ NG(A), then the neighbor sets in
WG of A ∪B and A ∪ (B \ {ui}) are equal. Indeed, take v in NWG(A ∪B), that is, {v, v
′} is in
E(WG) for some v
′ ∈ A∪B. We may assume v′ = ui ∈ B, otherwise v is in NWG(A∪(B \{ui})).
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Then, v = ti ∈ NG(A), and v is in NWG(A∪ (B \{ui})). The other inclusion is clear. Therefore,
by Lemma 3.4(a), we get
p := (NWG(A ∪B)) = (NWG(A ∪ (B \ {ui}))) = (I(WG) : tAuB\{ui}).
Thus, v(I(WG)) < deg(tAuB), a contradiction. Hence, for all ui in B one has ti /∈ NG(A),
and ti /∈ A because A∪B is stable in WG, that is, for all ui ∈ B one has that A∪{ti} is a stable
set of both WG and G. Hence, the set
D := (A ∪ {ti}) ∪ (B \ {ui})
is a stable set of WG. We claim that C := NWG(D) is a minimal vertex cover of WG. By
Lemma 3.4(b) it suffices to show that C is a vertex cover of WG. Take e an edge of WG. If
ui ∈ e, then ti is in e, ui ∈ NWG(ti), and e ∩ C 6= ∅. Now, assume ui /∈ e. We may assume that
e ∩ NWG(A ∪ {ti}) = ∅. As NWG(A ∪ B) is a vertex cover of WG, one has e ∩ NWG(B) 6= ∅.
Then, we can pick tk in e∩NWG(B). If e∩B = ∅, then e = {tk, tℓ} for some ℓ. If k = i, then tℓ
is in e∩NWG(ti), a contradiction. If k 6= i, then tk is in NWG(B \ {ui}) since {tk, uk} is an edge
of WG, and e ∩ C 6= ∅. If e ∩B 6= ∅, then e = {tk, uk} for some k and k 6= i since ui /∈ e. Thus,
tk is in NWG(B \ {ui}) and e ∩ C 6= ∅. This proves the claim. As D is stable and NWG(D) is a
minimal vertex cover of WG, by Lemma 3.4(a), we get the equality
q := (I(WG) : tA∪{ti}uB\{ui}) = (NWG((A ∪ {ti}) ∪ (B \ {ui}))),
q is an associated prime of I(WG), and v(I(WG)) = deg(tA∪{ti}uB\{ui}). If B \ {ui} 6= ∅, we can
repeat the previous argument with A ∪ {ti} playing the role of A and B \ {ui} playing the role
of B, as many times as necessary until we get B \ {ti} = ∅. At the end of this process we obtain
a stable set A′ of WG such that A
′ ⊂ V (G),
(3.4) p′ := (I(WG) : tA′) = (NWG(A
′)),
p′ an associated prime of I(WG), and v(I(WG)) = deg(tA′). The set A
′ is also a maximal stable
set of G. Indeed, A′ is stable in G since A′ is stable in WG. To show maximality, take tk /∈ A
′,
then {tk, uk} ∩ NWG(A
′) 6= ∅ because NWG(A
′) is a vertex cover of WG. If uk is in NWG(A
′),
then tk ∈ A
′, a contradiction. Thus, tk is in NWG(A
′), and tk is in NG(A
′). This proves that A′
is maximal. By Eq. (3.4), one has (I(G) : tA′) = (NG(A
′)), and since A′ is a maximal stable set
of G, we get i(G) ≤ deg(tA′) = v(I(WG)).
(b): It is not hard to see that the induced matching number im(WG) of the whisker graph
WG is β0(G). Therefore, by part (a) and [22, Lemma 2.2], one has
v(I(WG)) = i(G) ≤ β0(G) = im(WG) ≤ reg(K[V (WG)]/I(WG)). ✷
4. Edge-critical and W2 graphs, and the second symbolic power of edge ideals
By a result of Staples [37, p. 199] a graph G is in W2 if and only if β0(G \ v) = β0(G) and
G \ v is well covered for all v ∈ V (G).
Theorem 4.1. [23, Theorem 2.2] Let G be a graph without isolated vertices. Then, G is in W2
if and only if G is 1-well-covered.
Lemma 4.2. [23, Proposition 2.5] If G is a W2 graph, then G does not contain a vertex u and
a stable set A, such that u /∈ A and NG(u) ⊂ NG(A).
Theorem 4.3. Let G be a graph without isolated vertices. Then, G is in W2 if and only if G is
well-covered and FG = AG.
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Proof. ⇒) The graph G is 1-well-covered by Theorem 4.1. By Theorem 3.5 one has FG ⊂ AG.
To show the reverse inclusion take A ∈ AG, that is, A is a stable set of G and NG(A) is a minimal
vertex cover ofG. By contradiction assume that there is a maximal stable set F of G with A ( F .
Pick ti ∈ F \ A. We claim that NG(ti) ⊂ NG(A). Let tj be a vertex in NG(ti), then {ti, tj} is
in E(G), and tj /∈ F since F contains no edges of G. Then, tj ∈ NG(F ). By Lemma 3.4(d),
NG(F ) is a minimal vertex cover of G. As NG(A) ⊂ NG(F ), we get NG(A) = NG(F ). Thus,
tj ∈ NG(A). This proves the inclusion NG(ti) ⊂ NG(A), a contradiction to Lemma 4.2.
⇐) Let ti be a vertex of G and let G
′ := G \ ti. Take a maximal stable set A
′ of G′. As G
is well-covered, by Theorem 4.1, we need only show β0(G) = |A
′|. If A′ ∩NG(ti) 6= ∅, then A
′
is a maximal stable set of G and |A′| = β0(G). Now we assume A
′ ∩ NG(ti) = ∅. Then, using
Lemma 3.4(d) and noticing ti /∈ NG(A
′), we get
(i) NG(ti) ⊂ NG′(A
′) = NG(A
′), and
(ii) NG′(A
′) is a minimal vertex cover of G′.
We claim that A′ ∈ AG. Clearly A
′ is a stable set of G. Thus, we need only show that
NG(A
′) is a minimal vertex cover of G. Take an edge e of G. If ti ∈ e, one can write e = {ti, tj}
with tj ∈ NG(ti). Then, by (i), tj ∈ NG(A
′). If ti /∈ e, then e ∈ E(G
′). Thus, by (ii), e
contains a vertex of NG′(A
′) = NG(A
′). Hence, NG(A
′) is a vertex cover of G. That NG(A
′) is
minimal follows from Lemma 3.4(b). This proves that A′ is in AG. Therefore, A
′ is in FG and
β0(G) = |A
′| since any element of FG has cardinality β0(G). 
Lemma 4.4. Let G be a graph and let G1, . . . , Gr be its connected components.
(1) [23, p. 263] G is in W2 if and only if Gi is in W2 for all i.
(2) reg(S/I(G)) =
∑r
i=1 reg(K[V (Gi)]/I(Gi)).
(3) v(I(G)) =
∑r
i=1 v(I(Gi)).
Proof. (2), (3): These follow from Propositions 2.2 and 3.8, respectively. 
Theorem 4.5. Let G be a graph without isolated vertices and let I = I(G) be its edge ideal.
Then, G is in W2 if and only if v(I) = dim(S/I).
Proof. ⇒) By Theorem 4.3, G is well covered and FG = AG. Hence, by Corollary 3.7, one has
the equality v(I) = dim(S/I).
⇐) By Corollary 3.7, G is well-covered and FG = AG. Then, by Theorem 4.3, G is inW2. 
Lemma 4.6. Let C be a clutter and let I = I(C) be its edge ideal. The following hold.
(a) C is edge-critical if and only if β0(C \ e) = β0(C) + 1 for all e ∈ E(C).
(b) C is edge-critical if and only if dim(S/(I(C \ e) : te)) = dim(S/I(C))+ 1 for all e ∈ E(C).
(c) If C is edge-critical, then dim(S/(I(C \ e) : te)) = dim(S/I(C \ e)) for all e ∈ E(C).
(d) A graph G is edge-critical if and only if β0(G \ (NG(ti) ∪ NG(tj))) = β0(G) − 1 for all
edges {ti, tj} of G.
Proof. (a): It suffices to show that β0(C \ e) ≤ β0(C) + 1 for any clutter C and any edge e of
C. Pick a stable set A of C \ e with |A| = β0(C \ e). If e 6⊂ A, then A is a stable set of C and
β0(C \ e) ≤ β0(C). If e ⊂ A, take ti ∈ e. Then A \ {ti} is a stable set of C and |A| − 1 ≤ β0(C).
(b): Let e be any edge of C. We set d := |e|. Pick p ∈ Ass(I(C \ e)) such that dim(S/p) is
equal to dim(S/I(C \ e)). Consider the exact sequence
(4.1) 0 −→ S/(I(C \ e) : te)[−d]
te−→ S/I(C \ e) −→ S/I(C) −→ 0,
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and set N := S/(I(C \ e) : te), M := S/I(C \ e), and L := S/I(C). From Eq. (4.1) we get that
either p is in Ass(N) or p is in Ass(L).
(b): ⇒) By part (a) one has β0(C \ e) = β0(C) + 1, that is, dim(M) = dim(L) + 1. Hence, as
the first map of Eq. (4.1) is an inclusion, we get dim(N) ≤ dim(M). If p ∈ Ass(L), then
dim(L) ≥ dim(S/p) = dim(M) = dim(L) + 1,
a contradiction. Thus, p is in Ass(N), and dim(N) ≥ dim(M). Hence, dim(N) is equal to
dim(M). Therefore, dim(N) = dim(M) = dim(L) + 1.
(b): ⇐) The first map of Eq. (4.1) is an inclusion and by hypothesis dim(N) = dim(L) + 1.
Hence, one has dim(N) ≤ dim(M) and dim(L) + 1 ≤ dim(M). If p ∈ Ass(L), then
dim(L) + 1 ≤ dim(M) = dim(S/p) ≤ dim(L),
a contradiction. Thus, p ∈ Ass(N) and dim(M) ≤ dim(N) = dim(L) + 1. This proves the
equality dim(L) + 1 = dim(M), that is, C is edge-critical.
(c): This follows from parts (a) and (b).
(d): Let e = {ti, tj} be an edge of G. From the equalities
(I(G \ e) : te) = (I(G \ (NG[ti] ∪NG[tj])), (NG[ti] ∪NG[tj]) \ {ti, tj}),(4.2)
V (G) \ ((NG[ti] ∪NG[tj]) \ {ti, tj}) = {ti, tj} ∪ (V (G) \ (NG[ti] ∪NG[tj])),(4.3)
and setting Ge := G \ (NG[ti] ∪NG[tj]), we obtain
S/(I(G \ e) : te) ≃ K[{ti, tj} ∪ V (Ge)]/I(G \ e),(4.4)
dim(S/(I(G \ e) : te)) = 2 + dim(K[V (Ge)]/I(Ge)) = 2 + β0(Ge),(4.5)
where the 2 on the right of Eq. (4.5) comes from the fact that ti and tj do not occur in a minimal
generating set of (I(G \ e) : te). By part (b), G is edge-critical if and only if
(4.6) dim(S/(I(G \ e) : te)) = dim(S/I(G)) + 1 = β0(G) + 1
for all e ∈ E(G). Therefore, by Eqs. (4.5) and (4.6), we obtain that the graph G is edge-critical
if and only if β0(Ge) = β0(G)− 1 for all e ∈ E(G). 
In [18, 20] the Cohen–Macaulay property of the square and the symbolic square of the edge
ideal of a graph is classified.
Theorem 4.7. Let G be a graph. The following hold.
(a) [18, Theorem 2.2] I(G)(2) is Cohen–Macaulay if and only if G is a Cohen–Macaulay
graph and for any edge e = {ti, tj} of G, the subgraph Ge := G \ (NG[ti] ∪ NG[tj])) is
Cohen–Macaulay and β0(Ge) = β0(G) − 1.
(b) [20, Theorem 4.4] If G has no isolated vertices, then I(G)2 is Cohen–Macaulay if and
only if G is a triangle-free member of W2.
The next result—together with the tables of edge-critical graphs given in [31, 34]—allows us
to give a list of all connected graphs with fewer than 10 vertices such that the symbolic square
of its edge ideal is Cohen–Macaulay over a field of characteristic 0 (Table 2).
Theorem 4.8. If G is a graph and I(G)(2) is Cohen–Macaulay, then G is edge-critical.
Proof. By Theorem 4.7(a), β0(Ge) = β0(G)− 1 for all e ∈ E(G). Hence, by Lemma 4.6(d), G is
edge-critical. 
16 D. JARAMILLO AND R. H. VILLARREAL
Lemma 4.9. [4, Lemma 4.1] Let I ⊂ S be a squarefree monomial ideal and let f be a squarefree
monomial. Then depth(S/(I : f)) ≥ depth(S/I).
Proposition 4.10. Let S = K[T ] and B = K[U ] be polynomial rings over a field K, let I be a
squarefree monomial ideal of S, let V be a subset U , and let R = K[T,U ]. The following hold.
(a) (I, u)(2) = (I(2), uI, u2) for all u ∈ U .
(b) (I, V )(2) is Cohen–Macaulay if and only if I(2) is Cohen-Macaulay.
Proof. (a): Let p1, . . . , pr be the associated primes of I. The set of associated primes of (I, u) is
{(pi, u)}
r
i=1 [12, Lemma 3.4]. The equality follows from the following expressions:
I(2) = p21 ∩ · · · ∩ p
2
r and (I, u)
(2) = (p1, u)
2 ∩ · · · ∩ (pr, u)
2.
(b): We proceed by induction on |V |. Assume that |V | = 1, that is, V = {u} for some variable
u in U . First assume that (I, u)(2) is Cohen–Macaulay. Let h = {h1, . . . , hd} be a homogeneous
system of parameters for S/I(2), that is, d = dim(S/I) and rad(I(2), h) = S+. By part (a) it
follows that h is a system of parameters for S[u]/(I, u)(2) and, since this ring is Cohen–Macaulay,
h is a regular sequence on S[u]/(I, u)(2). Then, it is seen that h is a regular sequence on S/I(2),
and this ring is Cohen–Macaulay. Conversely, assume that I(2) is Cohen–Macaulay. Then, I is
Cohen–Macaulay since I is the radical of I(2) [16]. By part (a), one has
((I, u)(2) : u) = (I, u) and ((I, u)(2), u) = (I(2), u),
and both ideals are Cohen–Macaulay. From the exact sequence
(4.7) 0 −→ R/((I, u)(2) : u)[−1]
u
−→ R/(I, u)(2) −→ R/(I(2), u) −→ 0
and the depth lemma [41, Lemma 2.3.9] it follows that (I, u)(2) is Cohen–Macaulay since all
rings in Eq. (4.7) have the same dimension.
To complete the induction process assume V = {u1, . . . , um} and m ≥ 2. Then
(I, V )(2) = ((I, u1, . . . , um−1), um)
(2),
and, by an appropriate application of the previous case, (I, V )(2) is Cohen–Macaulay if and only
if (I, u1, . . . , um−1)
(2) is Cohen–Macaulay. Then, by induction onm, (I, V )(2) is Cohen-Macaulay
if and only if I(2) is Cohen–Macaulay. 
Lemma 4.11. Let G be a well-covered graph without isolated vertices. If v(I(G)) = 1 and
G \NG[ti] has no isolated vertices for all ti ∈ V (G), then G = Ks is a complete graph.
Proof. As v(I(G)) = 1, by Theorem 3.5, there is ti ∈ V (G) such that NG(ti) is a minimal vertex
cover of G. Note that V (G) = NG[ti]. Indeed, if V (G) is not equal to NG[ti], then any vertex
outside NG[ti] will be an isolated vertex of G \NG[ti], a contradiction. Hence, {ti} is a maximal
stable set of G, and G = Ks since G is well-covered. 
Theorem 4.12. [30, Theorem 5] If a graph G is in W2 and G is not complete, then the subgraph
Gv := G \NG[v] is in W2 and β0(Gv) = β0(G) − 1 for all v ∈ V (G).
The next result of Levit and Mandrescu gives a partial converse of Theorem 4.12. As an
application of our classification of W2 graphs in terms of the v-number and the independence
number (Theorem 4.5), we give a proof of this result.
Theorem 4.13. [23, Theorem 3.9] Let G be a well-covered graph without isolated vertices. If
G \NG[ti] is in W2 for all ti ∈ V (G), then G is in W2.
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Proof. By Lemma 4.11, we may assume that v(I(G)) ≥ 2. We set I = I(G). According to
Proposition 3.12(c), v(I : ti) < v(I) for some ti ∈ V (G). By Lemma 3.11, one has
dim(S/(I : ti)) = 1 + dim(K[V (G) \NG[ti]]/I(G \NG[ti])),
and by Theorem 4.5 we get dim(K[V (G\NG[ti])]/I(G\NG[ti])) = v(I(G\NG[ti])) since G\NG[ti]
is in W2. From the equality
(I : ti) = (I(G \NG[ti]), NG(ti))
and Proposition 3.8 we get v(I(G \NG[ti])) = v(I : ti). Altogether, by Corollary 3.6, one has
dim(S/(I : ti)) = 1 + v(I : ti) ≤ v(I) ≤ dim(S/I).
Hence, as G is well-covered, dim(S/(I : ti)) = dim(S/I), and we have equality everywhere.
Then, v(I) = dim(S/I), and G is in W2 by Theorem 4.5. 
Proposition 4.14. Let I ⊂ S be a squarefree monomial ideal and let ti be a variable.
(a) If I(2) is Cohen–Macaulay, then (I : ti)
(2) is Cohen–Macaulay.
(b) If G is a graph and I(G)(2) is Cohen–Macaulay, then I(G\NG[ti])
(2) is Cohen–Macaulay.
Proof. (a): Let p1, . . . , pr be the associated primes of I. Then, from the equalities
(I(2) : t2i ) =
⋂
ti /∈pk
p
2
k and (I : ti) =
⋂
ti /∈pk
pk,
we obtain (I(2) : t2i ) = (I : ti)
(2). Hence, by Lemma 4.9, (I : ti)
(2) is Cohen–Macaulay.
(b): Since (I(G) : ti) = (I(G \ NG[ti]), NG(ti)), by part (a) and Proposition 4.10, we obtain
that I(G \NG[ti])
(2) is Cohen–Macaulay. 
Lemma 4.15. Let G be a graph without isolated vertices. If G is edge-critical and ti is a vertex
of G, then G \NG[ti] has no isolated vertices.
Proof. Let ti be a vertex of G. If β0(G) = 1, then any two vertices of G are adjacent, and G
is a complete graph. Thus, G \ NG[ti] = ∅. Now, we assume β0(G) ≥ 2. Since β0 is additive
on the connected components of G, each component of G is edge-critical and we may assume
that G is connected. We proceed by contradiction assuming that there exists a vertex tk of
Gti := G \NG[ti] which is isolated in Gti . Then, NG(tk) ⊂ NG(ti). We may assume that
NG[ti] = {ti, t1, . . . , tm} and NG(tk) = {t1, . . . , tj},
where 1 ≤ j ≤ m and tk /∈ NG[ti]. We set e = {ti, tj} and Ge := G \ (NG[ti] ∪ NG[tj ])). By
Lemma 4.6, one has β0(Ge) = β0(G) − 1 ≥ 1. Pick a stable set A of Ge with |A| = β0(Ge)
and note that A is a stable set of G. We claim that A ∪ {ti, tk} is a stable set of G. Let f
be any edge of G. It suffices to show that f 6⊂ A ∪ {ti, tk}. If f ⊂ A ∪ {ti, tk}, then either
f = {ti, v} with v ∈ A or f = {tk, v} with v ∈ A. Then, v ∈ NG(ti) or v ∈ NG(tk), a
contradiction since NG(tk) ⊂ NG(ti) and A ∩ (NG[ti] ∪ NG[tj]) = ∅. This proves the claim.
Hence, β0(G) ≥ β0(Ge) + 2 = β0(G) + 1, a contradiction. 
Corollary 4.16. ([18, Theorem 2.2], [17, Lemma 8]) If G is a graph without isolated vertices
and I(G)(2) is Cohen–Macaulay, then G is in W2.
Proof. We proceed by induction on s = |V (G)| ≥ 2. If s = 2, then G is a complete graph on 2
vertices and G is in W2. Assume s ≥ 3. Let ti be any vertex of G. By Theorem 4.8, G is edge-
critical. Then, by Lemma 4.15, G \NG[ti] has no isolated vertices. Using Proposition 4.14, we
obtain that I(G \NG[ti])
(2) is Cohen–Macaulay. Hence, by induction, G \NG[ti] is in W2 for all
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ti ∈ V (G). Now, the ideal I(G) is Cohen–Macaulay because I(G) is the radical of I(G)
(2) [16],
and consequently G is well-covered [41, p. 269]. Therefore, by Theorem 4.13, G is in W2. 
A triangle-free graph is maximal triangle-free, if joining any two non-adjacent vertices creates
a triangle. The next lemma was pointed out to us by Carlos Valencia.
Lemma 4.17. Let G be a graph. The following are equivalent.
(a) G is edge-critical and β0(G) = 2.
(b) G is a maximal triangle-free graph and |V (G)| ≥ 2.
Proof. (a)⇒(b): G is triangle free, otherwise β0(G) ≥ 3. Take two non-adjacent vertices ti, tj
of G. Then, e := {ti, tj} is an edge of G and β0(G \ e) = β0(G) + 1 = 3 since G is edge-critical.
Thus, there is a stable set A of G \ e with |A| = 3. Hence, A is the set of vertices of a 3-cycle
of G + e, that is, G + e contains a triangle. This follows noticing that e ⊂ A since A is not a
stable set of G, and picking a vertex tk of G such that A = {tk} ∪ e. Then, the vertices ti, tj , tk
form a 3-cycle of G+ e.
(b)⇐(a): If β0(G) = 1, then G = Ks with s ≥ 2, and G is a set of s isolated vertices which
is not a maximal triangle-free graph, a contradiction. Thus, β0(G) ≥ 2, and β0(G) = 2 since G
is triangle-free. To show that G is edge-critical take any edge e = {ti, tj} of G. Then, ti is not
adjacent to tj in G, and G+ e must contain a triangle with vertex set A such that e ⊂ A. Then,
A is a stable set of G \ e, and β0(G \ e) ≥ 3, as required. 
The diameter of a connected graph G, denoted diam(G), is the greatest distance between
any two vertices of G. For triangle-free graphs of order s ≥ 3 being maximal triangle-free is
equivalent to having diameter 2.
Theorem 4.18. [25, Theorem 2.3] Let I ⊂ S be the Stanley–Reisner ideal of a pure simplicial
complex ∆ of dimension 1. Then, S/I(2) is Cohen–Macaulay if and only if diam(∆) ≤ 2.
Theorem 4.19. Let G be a graph. If β0(G) = 2, then I(G)
(2) is Cohen–Macaulay if and only
if G is edge-critical.
Proof. Assume that I(G)(2) is Cohen–Macaulay. Then, by Theorem 4.8, G is edge-critical.
Conversely assume that G is edge-critical. Let G be the complement of G. Then, by Lemma 4.17,
G is a maximal triangle-free graph and |V (G)| ≥ 2. In particular, G is connected. If s = 2, then
G = K2, I(G) = (0), and I(G) is Cohen–Macaulay. If s ≥ 3, then diam(G) = 2 and since the
independence complex of G is G and the Stanley–Reisner ideal IG of G is I(G), by Theorem 4.18
we get that I(G)(2) is Cohen–Macaulay. 
Corollary 4.20. If G is an edge-critical graph without isolated vertices and β0(G) = 2, then G
is in W2 and v(I(G)) = reg(S/I(G)) = 2.
Proof. By Theorem 4.19 and Lemma 4.17, I(G)(2) is Cohen–Macaulay and G is a connected
graph. Therefore, by Corollary 4.16, G ∈ W2. By a result of Provan and Billera [33, The-
orem 3.1.2] any 1-dimensional connected complex is vertex decomposable. Thus, G is vertex
decomposable and the Stanley–Reisner ideal IG of G is I(G). Hence, by Theorems 3.13, 4.5 and
Proposition 3.2, one has
reg(S/I(G)) ≥ v(I(G)) = dim(S/I(G)) ≥ reg(S/I(G)).
Thus, we have equality everywhere. Note that dim(S/I(G)) = β0(G) = 2. 
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5. Examples
Remark 5.1. There are 53 connected edge-critical graphs with at most 9 vertices and at least
2 vertices [31, 34] of which 31 have 9 vertices. Using Theorem 4.8 and Procedure A.2, in Table 2
we show the list of all connected graphs such that the symbolic square of its edge ideal is Cohen–
Macaulay over a field of characteristic 0. Table 2 consists of 19 graphs with fewer than 9 vertices
and 17 graphs with 9 vertices.
Example 5.2. Let G be the graph whose edge ideal is given by
I(G) = (t1t2, t2t3, t3t4, t4t5, t5t6, t1t6, t1t8, t2t9, t3t7, t4t8, t5t9, t6t7, t7t8, t7t9, t8t9).
Using Procedure A.2 forMacaulay2 [11] we obtain that I(G)(2) is a Cohen–Macaulay ideal over
a field of characteristic 0. Using Procedure A.1 we get that v(I(G)) = reg(S/I(G)) = β0(G) = 3,
G is a graph in W2, and G is edge-critical. In the list of 36 graphs of Table 2, this graph
corresponds to graph number 5 from bottom.
Example 5.3. The edge ideal of the graph G in Figure 1 is given by
I = I(G) = (t1t3, t1t4, t1t7, t1t10, t1t11, t2t4, t2t5, t2t8, t2t10,
t2t11, t3t5, t3t6, t3t8, t3t11, t4t6, t4t9, t4t11, t5t7,
t5t9, t5t11, t6t8, t6t9, t7t9, t7t10, t8t10).
The combinatorial properties and algebraic invariants of G, I(G), and I(G)(2) were computed
using Procedures A.1 and A.2 for Macaulay2 [11]. The invariants of I(G) are shown in Table 1.
In particular in characteristic 0 this gives a counterexample to [28, Conjecture 4.2] because the
v-number of I(G) is 3 and the regularity of S/I(G) is 2. The graph G is edge-critical, it is in
W2, and it is Cohen–Macaulay over Q. The symbolic square I(G)
(2) is not Cohen-Macaulay.
t2t8t3
t6 t10
t4 t1
t11 t7
t5 t9
•••
• •
• •
• •
• •
✟✟✟✟✟✟✟✟✟
✻✻✻✻✻✻✻✻✻
⑧⑧⑧⑧⑧⑧⑧
❧❧❧❧
❧❧❧
❘❘❘❘❘❘❘
❄❄❄❄❄❄❄
❦❦❦❦
❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦
❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❩❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔✔
✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
❬❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬❬
❬❬❬ ♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Figure 1.
Table 1. Invariants of I = I(G) in characteristic 0 and characteristic 2.
Q Z2
v(I) = 3 v(I) = 3
reg(S/I) = 2 reg(S/I) = 3
dim(S/I) = 3 dim(S/I) = 3
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Appendix A. Procedures for Macaulay2
Procedure A.1. Computing the regularity, the v-number, and the dimension of the edge ideal
I = I(G) of a graph G with Macaulay2 [11]. This procedure also checks if a graph G is in W2,
is Cohen–Macaulay or is edge-critical. This procedure can also be applied to clutters and their
edge ideals. The v-number is computed using Proposition 3.1. This procedure corresponds to
Example 5.3. To compute other examples just replace the ideal I, the variable list, and the
ground field K.
R=QQ[t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11]--ground field K=QQ
X=toList{t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11}
I=monomialIdeal(t1*t3,t1*t4,t1*t7,t1*t10,t1*t11,t2*t4,t2*t5,t2*t8,
t2*t10,t2*t11,t3*t5,t3*t6,t3*t8,t3*t11,t4*t6,t4*t9,t4*t11,t5*t7,
t5*t9,t5*t11,t6*t8,t6*t9,t7*t9,t7*t10,t8*t10)
--The next is True if and only if I is Cohen-Macaulay
codim(I)==pdim coker gens gb I
dim(I), M=coker gens gb I, L=ass I
f=(n)->flatten flatten degrees mingens(quotient(I,L#n)/I)
g=(a)->toList(set a-set{0})
vnumber=min(flatten apply(apply(0..#L-1,f),g))
regularity M
--The next is True if and only if G is in W2
dim(I)==vnumber
G=flatten entries gens gb I
G1=(a)->toList(set G-set{a})
--The next two are True if and only if G is edge-critical
min apply(apply(apply(G,G1),ideal),codim)==max apply(apply
(apply(G,G1),ideal),codim)
codim I-min apply(apply(apply(G,G1),ideal),codim)==1
Procedure A.2. (Jonathan O’Rourke) This procedure for Macaulay2 [11] computes the k-th
symbolic power I(k) of an edge ideal I and determines whether or not I(k) is Cohen–Macaulay.
This procedure corresponds to Example 5.2.
R=QQ[t1,t2,t3,t4,t5,t6,t7,t8,t9]
X=toList flatten entries vars R
I=monomialIdeal(t1*t2,t2*t3,t3*t4,t4*t5,t5*t6,t6*t1,t1*t8,t2*t9,
t3*t7,t4*t8,t5*t9,t6*t7,t7*t8,t7*t9,t8*t9)
--Computes the k-th Symbolic Power of I
SP = (I,k) -> (temp = primaryDecomposition I;
temp2 = ((temp_0)^k); for i from 1 to #temp-1 do(temp2 =
intersect(temp2,(temp_i)^k)); return temp2)
--The next is True if and only if
--the second symbolic power is Cohen-Macaulay
codim(I)==pdim coker gens gb SP(I,2)
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Table 2. Connected graphs with I(G)(2) Cohen-Macaulay
|V (G)| Graph G I = I(G)
2
t2t1
••
(t1t2)
3 t3t1
t2
••
•⑧⑧⑧⑧ ❄
❄❄
❄
(t1t2, t1t3, t2t3)
4
t4
t3t1
t2 •
••
•
❊❊
❊❊
❊❊
❊❊
②②
②②
②②
②② (t1t2, t1t3, t1t4,
t2t3, t2t4, t3t4)
5
t1
t2
t3t4
t5
•
•
••
•
❍❍
❍❍
❍
✈✈
✈✈
✈
✗✗
✗✗
✗✬✬✬✬✬
(t1t2, t2t3, t3t4,
t4t5, t5t1)
5
t1
t2
t3t4
t5
•
•
••
•
❍❍
❍❍
❍
✈✈
✈✈
✈
✗✗
✗✗
✗✬✬✬✬✬
✓✓✓✓✓✓✓✓✓ ✰
✰✰
✰✰
✰✰
✰✰
tttttttttt
❏❏❏❏❏❏❏❏❏❏
(t1t2, t1t3, t1t4,
t1t5, t2t3, t2t4,
t2t5, t3t4, t3t5,
t4t5)
6
t1
t2
t3t4
t5
t6
•
•
••
•
•
❍❍
❍❍
❍
✈✈
✈✈
✈
✗✗
✗✗
✗✬✬✬✬✬
❤❤❤❤❤
❱❱❱❱❱
(t1t2, t1t5, t1t6,
t2t3, t2t6,
t3t4, t4t5, t5t6)
6
t1
t3
t4t5
t6
t2•
•
••
•
•✭✭✭✭✭
✔✔✔✔✯
✯✯
✯✖
✖✖
✖✖
▲▲▲
▲▲▲
▲▲▲
✽✽
✽✽
✽✽
✽✽
✽✽
✽ ✝✝✝✝✝✝✝✝✝✝✝
rrrrrrrrr ♦♦♦♦♦♦♦♦♦ ❖❖
❖❖❖
❖❖❖
❖
(t1t2, t1t3, t1t4, t1t5,
t1t6, t2t3, t2t4, t2t5,
t2t6, t3t4, t3t5, t3t6,
t4t5, t4t6, t5t6)
7
t1
t2t7
t3t6
t4t5
•
•
•
••
•
•
❋❋
❋❋
❋
✹✹
✹✹
✹✹
✹✹
✹✹
✫✫
✫✫
✫
✛✛
✛✛
✛✛
✛✛
☞☞☞☞
✡✡✡✡✡✡✡✡✡✡
①①①①①
✘✘✘✘✘
✷✷
✷✷
★★★★★★★★
(t1t2, t1t3, t1t6,
t1t7, t2t3, t2t4,
t3t4, t4t5, t5t6,
t5t7, t6t7)
7
t1
t2t7
t3t6
t4t5
•
•
•
••
•
•
❋❋
❋❋
❋
✫✫
✫✫
✫
☞☞☞☞
①①①①①
✘✘✘✘✘
✷✷
✷✷ ★★
★★
★★
★★ ✛✛✛✛✛✛✛✛❦❦❦
❦❦❦
❦❦❦
❙❙❙
❙❙❙
❙❙❙
(t1t2, t5t3, t4t6,
t1t7, t2t3, t2t4,
t3t4, t4t5, t5t6,
t5t7, t6t7, t3t6)
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|V (G)| Graph G I = I(G)
7
t1
t2t7
t3t6
t4t5
•
•
•
••
•
•
❋❋
❋❋
❋
✫✫
✫✫
✫
☞☞☞☞
①①①①①
✘✘✘✘✘
✷✷
✷✷
✹✹✹✹✹✹✹✹✹✹
✡✡✡✡✡✡✡✡✡✡
♥♥♥♥♥♥♥♥♥♥♥ PP
PPP
PPP
PPP
(t1t2, t1t3, t1t6,
t1t7, t2t3, t2t6,
t3t4, t4t5, t5t6,
t3t7, t6t7, t2t7)
7
t1
t2t7
t3t6
t4t5
•
•
•
••
•
•
❋❋
❋❋
❋
✫✫
✫✫
✫
☞☞☞☞
①①①①①
✘✘✘✘✘
✷✷
✷✷
✹✹✹✹✹✹✹✹✹✹
✡✡✡✡✡✡✡✡✡✡
♥♥♥♥♥♥♥♥♥♥♥ PP
PPP
PPP
PPP
✭✭
✭✭
✭✭
✭✭
✭✭
✭✭
✖✖
✖✖
✖✖
✖✖
✖✖
✖✖
✛✛✛✛✛✛✛✛
           
❦❦❦❦❦❦❦❦❦ ❙❙
❙❙❙
❙❙❙
❙
❃❃
❃❃
❃❃
❃❃
❃❃
❃
★★
★★
★★
★★
(t1t2, t1t3, t1t4, t1t5, t1t6,
t2t3, t2t4, t2t5, t2t6, t3t4,
t3t5, t3t6, t4t5, t4t6, t5t6,
t7t1, t7t2, t7t3, t7t4, t7t5, t7t6)
8
t1
t2
t3
t4t5
t6
t7
t8
•
•
•
••
•
•
•
❖❖❖
❖❖❖
❖
✴✴
✴✴
✴✴
✴
✎✎
✎✎
✎✎
✎
♦♦♦
♦♦♦
♦
♦♦♦♦♦♦♦❖❖
❖❖❖
❖❖
✴✴
✴✴
✴✴
✴ ✎✎✎✎✎✎✎
❚❚❚❚
❚❚❚❚
❚❚❚
❥❥❥❥❥❥❥❥❥❥❥
❥❥❥❥❥❥❥❥❥❥❥❚❚❚❚❚❚❚❚❚❚❚
(t1t3, t1t2, t1t6, t1t7, t2t7, t2t6,
t2t4, t3t7, t3t5, t3t8, t4t5, t4t6,
t4t8, t5t7, t5t8, t6t8)
8
t1 t2
t3
t4t5
t6
t7
t8
• •
•
••
•
•
•
✸✸✸✸✸✸
☎☎
☎☎
☎
▲▲▲
▲▲▲
▲▲rrrrrrrr✿
✿✿
✿✿
✓✓
✓✓
✓✓
✶✶
✶✶
✶✶
✶✶
✶✶
✶
❑❑❑
❑❑❑
❑❑❑
❑ ②②②②②②②②
✩✩✩✩✩✩✩✩✩✩
(t1t2, t1t3, t1t4, t1t7, t2t3, t2t4,
t2t8, t3t4, t3t8, t4t8, t5t6, t5t7,
t5t8, t6t7, t6t8)
8
t7
t2
t3
t4t5
t6
t1
t8
•
•
•
••
•
•
•
✸✸✸✸✸✸
☎☎☎☎☎✿
✿✿
✿✿
✓✓
✓✓
✓✓
✡✡
✡✡
✡
✼✼
✼✼
✼✼
✩✩
✩✩
✩✩
✩✩
✩✩
❘❘❘❘❘❘❘❘❘❘❘
❧❧❧❧❧❧❧❧❧❧❧
♦♦♦♦♦♦♦♦♦♦♦♦
(t1t2, t1t5, t1t6, t1t7, t2t3, t2t4,
t2t7, t3t4, t3t8, t4t8, t5t6, t5t7,
t5t8, t6t7, t6t8)
8 t7
t2
t3
t4t5
t6
t1
t8
•
•
•
••
•
•
•
✸✸✸✸✸✸
☎☎
☎☎
☎✿✿✿✿✿
✓✓
✓✓
✓✓
✩✩
✩✩
✩✩
✩✩
✩✩
rrrrrrrr
▲▲▲▲▲▲▲▲
❧❧❧❧❧❧❧❧❧❧❧
❘❘❘❘❘❘❘❘❘❘❘
(t1t2, t1t5, t1t6, t2t3, t2t4, t3t4,
t3t7, t3t8, t4t7, t4t8, t5t6, t5t7,
t5t8, t6t7, t6t8, t7t8)
8
t7
t2
t3
t4t5
t6
t1
t8
•
•
•
••
•
•
•
✶✶✶✶✶✶✶
✌✌
✌✌
✌✌
✌✶✶✶✶✶✶✶
✔✔
✔✔
✔✔ ❲❲❲
❲❲❲❲❲ ✐✐✐✐✐
✐✐
❘❘❘❘❘❘❘❘❘❘❘
✹✹✹✹✹✹✹✹✹✹✹✹
☎☎
☎☎
☎☎
☎☎
☎☎
☎
❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦❡❡❡❡❡❡
❡❡❡❡
▲▲▲
▲▲▲
▲▲
rrr
rrr
rr
(t1t2, t1t6, t1t7, t2t3, t2t4, t2t7,
t2t8, t3t4, t3t5, t3t7, t3t8, t4t5,
t4t7, t4t8, t5t6, t5t8, t7t8)
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|V (G)| Graph G I = I(G)
8
t1
t3
t4t5
t6
t2
t8 t7
•
•
••
•
•
••
✭✭✭✭✭
✔✔✔✔✯
✯✯
✯✖
✖✖
✖✖
▲▲▲
▲▲▲
▲▲▲
✽✽
✽✽
✽✽
✽✽
✽✽
✽ ✝✝✝✝✝✝✝✝✝✝✝
rrrrrrrrr ♦♦♦♦♦♦♦♦♦ ❖❖
❖❖❖
❖❖❖
❖
(t1t8, t1t3, t1t4, t8t7,
t1t5, t1t6, t2t3, t7t2,
t2t4, t2t5, t2t6,
t3t4, t3t5, t3t6,
t4t5, t4t6, t5t6)
8
t7
t2 t3 t4
t5t6
t1
t8
•
• • •
••
•
•
✻✻✻✻✻✻✻✻✻✻✻✻✻✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟ (t1t2, t1t8, t2t3, t2t6, t3t4, t3t7,
t4t5, t5t6, t6t7, t7t8)
8
t1
t2t7
t3t6
t4t5
t8•
•
•
••
•
•
•
❱❱❱❱❱
❱❱❱❱❱
❱❱❱
✭✭
✭✭
✭
♦♦♦♦♦♦♦
ssssss
✖✖✖✖✖
❖❖❖
❖❖❖
❖
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
☎☎☎☎☎☎☎☎☎☎☎
❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣ ❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✡✡✡✡✡✡✡✡✡✡
ttttttttttttttt
❣❣❣❣❣❣❣❣❣❣❣❣❣❣ ❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❏❏
❏❏❏
❏❏
❏❏❏
❏❏
❏❏❏
✹✹
✹✹
✹✹
✹✹
✹✹
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞ ❑❑❑
❑❑❑
✿✿
✿✿
✿✿
✿✿
✿✿
✿
rrr
rrr
rrr
rrr
rrr
r
❤❤❤❤❤
❤❤❤❤❤
❤❤❤
(t1t2, t1t3, t1t4, t1t5, t1t6,
t2t3, t2t4, t2t5, t2t6, t3t4,
t3t5, t3t6, t4t5, t4t6, t5t6,
t7t1, t7t2, t7t3, t7t4, t7t5, t7t6,
t8t1, t8t2, t8t3, t8t4, t8t5, t8t6, t7t8)
9
t1 t2
t8
t3
t4
t5
t9
t6
t7
• •
•
•
•
•
•
•
•
●●
●●
●●
●●
●●
④④
④④
④④
④④❲❲❲❲❲❲❲❲❲❲❲❲❲
✧✧✧✧✧✧✧
✓✓✓✓✓✓✓✓✓
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏
♠♠♠♠♠♠
❋❋
❋❋
❋❋
❋
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙
❜❜❜❜❜❜❜❜❜❜❜
❜❜❜❜❜❜❜❜❜
✹✹✹✹✹✹✹✹✹✹✹✹
✂✂✂✂✂✂✂✂✂
♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
(t1t2, t1t3, t1t7, t2t3, t2t7, t3t5,
t4t3, t3t9, t5t4, t4t6, t4t8, t4t9, t5t8,
t5t9, t5t6, t6t7, t6t8, t6t9, t7t8, t8t9)
9
t1 t2
t3
t4
t5
t6t7
t8
t9
• •
•
•
•
••
•
•
❉❉❉
❉❉
❏❏
❏❏
④④
④④
④④
④④▼▼▼▼▼▼▼
✧✧✧✧✧✧✧
✓✓
✓✓
✓✓
✓✓
✓
❱❱❱❱❱
❱❱❱❱❱
❱❱❱
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✙✙
✇✇✇✇✇✇✇✇✇✇✇✇✇✇
✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
❧❧❧❧❧❧❧❧❧❧❧❧❧❧ ❲❲❲❲
❲❲❲❲❲
❲❲❲❲
(t1t2, t1t3, t1t8, t1t9, t2t9, t2t8,
t2t3, t3t4, t3t9, t4t6, t4t5, t7t4, t6t8,
t5t6, t5t7, t5t8, t7t8, t8t9, t6t7)
9
t1 t2
t8
t3
t4
t5
t9
t6
t7
• •
•
•
•
•
•
•
•
●●
●●
●●
●●
●●
④④
④④
④④
④④❲❲❲❲❲❲❲❲❲❲❲❲❲
✧✧✧✧✧✧✧
✓✓✓✓✓✓✓✓✓
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙
✰✰
✰✰
✰✰
✰✰
✰ ✇✇✇✇✇✇✇✇✇✇✇✇✇✇ ✍✍
✍✍
✍✍
✍✍
✍✍
✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏
❚❚❚❚
❚❚❚❚
❜❜❜❜❜❜❜❜❜❜❜
❜❜❜❜❜❜❜❜❜
❨❨❨❨❨❨❨
❨❨❨❨❨
✬✬✬✬✬✬✬✬
✂✂✂✂✂✂✂✂✂
♠♠♠♠♠♠♠♠♠♠♠♠
◗◗◗◗
◗
(t1t2, t2t3, t3t4, t4t5, t5t6, t6t7, t7t9,
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|V (G)| Graph G I = I(G)
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|V (G)| Graph G I = I(G)
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