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Abstract
We prove a result of formation of singularities for the classical solutions of the planar motion of a
nonlinear elastic string. In a particular, but physically relevant, case we give a characterization of the
global C1 solutions with positive tension.
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1. Introduction
Let us consider an elastic string of infinite length which is constrained to move in a
plane. In absence of external forces the equations of motion (see [1,3]) form the 4 × 4
system of first order conservation laws{
ut − vx = 0
vt − ( T̂ (|u|)|u| u)x = 0 in [0,∞)×Rx,
(1.1)
where u= (u1, u2), v = (v1, v2) are unknown vectors, |u| =
√
u21 + u22 represents the local
elongation, equal to 1 in the reference configuration with 0 tension; T̂ is the tension defined
by the so called stress-strain relation
T̂ (r)=
{
T (r), r  1,
0, 0 r < 1,
(1.2)
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T (1)= 0, T ′(r) > 0 ∀r > 0. (1.3)
As it is known, by (1.2)–(1.3), system (1.1) is hyperbolic for |u|> 1 with eigenvalues
−λ1 = λ4 =
√
T ′(|u|), −λ2 = λ3 =
√
T (|u|)/|u|; (1.4)
λ1, λ4 are genuinely nonlinear provided T ′′(r) = 0; λ2, λ3 are linearly degenerate. Two
typical conditions on T ′′(r) are the following (see [3,13,14]):
(a) T ′′(r) < 0 for all r > 0;
(b) there exists ξ > 1 such that T ′′(r) < 0 for r < ξ and T ′′(r) > 0 for ξ > r .
In this paper we assume that (b) holds and that the tension T̂ (r) is related to the local
elongation in such a way to ensure the strict hyperbolicity for |u|> 1; more precisely, we
suppose that
T ′(r) >
T (r)
r
> 0 ∀r > 1. (1.5)
Besides, we consider initial data of the form{
u(0, x)= u˜0 + u0(x) with u˜0 ∈R2, |u˜0|> 1,
v(0, x)= v0(x),
(1.6)
where u0(x), v0(x) ∈ C10 (R). Finally, we suppose the tension T̂ (|u|) everywhere positive
for t = 0, i.e., we require that∣∣u(0, x)∣∣> 1 ∀x ∈R. (1.7)
We shall prove the following:
Theorem 1.1. Assume that T (r) ∈ C2(0,+∞) verifies (1.3), condition (b) and (1.5).
Besides, let the initial data (u(0, x), v(0, x)) satisfy (1.6), (1.7) with |u˜0| = ξ .
Then, we have:
(i) If the initial data is a nonconstant vector such that ∫ u0(x) · u˜0 dx  0, then the
Cauchy problem (1.1), (1.6) has not global C1 solution U = (u, v)τ such that |u|> 1
in [0,∞)×Rx .
(ii) Let U = (u, v)τ be a global C1 solution of (1.1), (1.6) such that |u|> 1 in [0,∞)×
Rx . Then, after a suitable time t0  0 we have |u| = ξ and the solution consists of
traveling waves pertaining to the linearly degenerate eigenvalues λ2, λ3.
Remark 1.2. The result of (i) means that for some finite time t1 > 0 the solution of (1.1),
(1.6) is a C1 vector in [0, t1)×R such that |u(t, x)|> 1 and at least one of the following
facts happen: if u0(x)= v0(x)= 0 for |x| ρ and λ=√T ′(ξ), then
(1) lim supt→t−1 max|x|ρ+λt |∇U(t, ·)| = +∞ or
(2) lim inft→t− min|x|ρ+λt |u(t, ·)| = 1.1
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|u(t, x)| ↘ 1 before ∇U(t, x) blows up. See Remark 3.3.
Concerning (ii), in [t0,∞)×Rx we have∣∣u(t, x)∣∣= ξ, −λ2 = λ3 =√T (ξ)/ξ
and the solution has the simple form
U(t, x)=W2(x − λ2t)+W3(x − λ3t), (1.8)
where W2(s),W3(s) are C1 vectors such that
dWi
ds
∣∣∣
s=x−λi t
‖ ri
(
U(t, x)
)
for i = 2,3 (1.9)
with r2, r3 the right eigenvectors corresponding to λ2, λ3. See (2.1)–(2.3) below.
Remark 1.3. Condition (b) can be relaxed: both the conclusions of Theorem 1.1 still hold
true if we merely assume that r = ξ is a strict local minimum for T ′(r). Namely, for some
δ > 0, T ′(r) > T ′(ξ) if 0 < |r − ξ |< δ. See Remark 3.1 below.
Condition (1.5) holds, for instance, in the case of the linear elastic string, i.e., when
T (r)= T(r)= C(r − 1) with C > 0.
In the statement (i), if u0(x) ≡ 0, the assumption
∫
u0(x) · u˜0 dx  0 implies that the
nonconstant initial data (u(0, x), v(0, x)) contains nonlinear waves. See Remark 3.2.
When u0(x)≡ 0, but v0(x) ≡ 0, the Cauchy problem (1.1), (1.6) cannot have global C1
solution with strictly positive tension.
Remark 1.4. The question of formation of singularities for the C1 solutions of system (1.1)
was proposed by Majda [9, p. 108] observing that the general result of Liu [12] does not
apply to system (1.1) because linear waves generate nonlinear waves (see (2.10) below).
The formation of singularities for system (1.1) was proved in [6, Theorem 6.3] for small
initial data; namely, U(0, x) = (u˜0 + εφ(x), εψ(x)) with |u˜0| > 1, φ(x) and ψ(x) C1
vectors and ε > 0 a small parameter. Assuming that for some integer k  2 and for some
real µ> 0{
T (k)(|u˜0|) = 0, T (j)(|u˜0|)= 0 for 1 < j < k,
supx∈R{(1+ |x|)1+µ[|φ| + |φ′| + |ψ| + |ψ ′|]}<∞,
and that the scalar products u˜0 · φ(x), u˜0 ·ψ(x) are not both identically equal to zero, they
proved that ∀ε > 0 sufficiently small the C1-norm of the solution must blows up in finite
time t (ε)≈ ε1−k .
A similar result, but for compactly supported C1 vectors φ(x) and ψ(x), can be proved
applying [2, Theorem 2.1] assuming merely that T ′′(r) = 0 on a dense subset of some
neighborhood of r = |u˜0|.
Finally, let us remark that the formation of singularities for the nonlinear vibrating string
was widely investigated in the case of transverse or longitudinal oscillations. See [5,6,9,
11]. See also [7,8,13,14] where the question of the solvability of the Riemann problem was
studied.
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Setting U = (u, v)τ , we write system (1.1) in the standard form
Ut +A(U)Ux = 0, (2.1)
where, by (1.4)–(1.5), the 4× 4 matrix A(U) has C1 entries and real distinct eigenvalues
λ1 < λ2 < λ3 < λ4 for |u| > 1. We denote with ri , li the corresponding right and left
eigenvectors normalized as follows: Ari = λiri , liA= λi li and
|ri | = 1, li · rj = δij (1 i, j  4) (2.2)
where the dot · denotes the scalar product in R4. In particular, for system (1.1) the right
eigenvectors ri are such that
r1 ‖
(
uτ√
T ′(|u|)uτ
)
, r4 ‖
( −uτ√
T ′(|u|)uτ
)
,
r2 ‖
(
wτ√
T (|u|)/|u|wτ
)
, r3 ‖
( −wτ√
T (|u|)/|u|wτ
)
, (2.3)
where w = (−u2, u1). Noting that w ⊥ u, we easily have ∇λ2 · r2 =∇λ3 · r3 ≡ 0. Hence,
the eigenvalues λ2, λ3 are always linearly degenerate.
In the following we consider U(t, x) = (u(t, x), v(t, x))τ a given C1 solution with
initial data U(0, x) = U0(x) constant for |x| large enough. We suppose U(t, x) defined
in [0, t¯)×R, for some t¯ > 0, and satisfying |u(t, x)|> 1 in [0, t¯)×R. For this particular
solution system (1.1) has regular coefficients and distinct, real eigenvalues. Thus, we can
apply the classical theory of strictly hyperbolic systems.
Definition 2.1. Given p = (tp, xp) ∈ [0, t¯) × R, the ith characteristic curve x = xi(t,p)
passing through p satisfies{
d
dt xi(t,p)= λi(U(t, xi(t,p))),
xi(tp,p)= xp.
(2.4)
As usual we indicate with ∂
∂ti
def= ∂
∂t
+ λi ∂∂x the derivative in the direction of the i-
characteristic curve. Besides, we denote with Γi(p) the trace of the application t →
(t, xi(t,p)) on the stripe [0, t¯)×R:
Γi(p)=
{
(t, x): 0 t < t¯, x = xi(t,p)
}
. (2.5)
When p = (0, α), for some α ∈ R, we write xi(t, α) and Γi(α) instead of, respectively,
xi(t,p) and Γi(p). Moreover, we indicate with Ci(α),Di(α) the subsets of [0, t¯)×R
Ci(α)=
{
(t, x): x  xi(t, α)
}
, Di(α)=
{
(t, x): x  xi(t, α)
}
. (2.6)
John’s formula. Setting
wi = li ·Ux for 1 i  4, (2.7)
from (2.2) we see that Ux =∑4i=1 wiri , Ut = −∑4i=1 λiwiri . The quantities wi satisfy
the so-called John’s formula: given (t0, xi(t0,p)) and (t1, xi(t1,p)) in Γi(p) we have
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(
t1, xi(t1,p)
)−wi(t0, xi(t0,p))
=
t1∫
t0
4∑
j,k=1
γijk
(
U
(
τ, xi(τ,p)
))
wj
(
τ, xi(τ,p)
)
wk
(
τ, xi(τ,p)
)
dτ, (2.8)
where
γijk = (λj − λk)li · ∇rk{rj } − δik∇λi · rj (2.9)
(here∇rk{rj } denotes the differential ofU → rk(U) applied to rj ). In particular, it is useful
to notice that
γijj ≡ 0 for i = j,
γiii =−∇λi · ri ,
γ2jk = γ3jk ≡ 0 for j, k ∈ {1,4},
γ1jk ≡ 0, γ4jk ≡ 0 for j, k ∈ {2,3}.
(2.10)
Thus, from the last of (2.10), we see that linear waves may generate nonlinear waves.
Formula (2.8) was proved by John [4] for C2 solutions (see also [6,9,12]). But it holds for
C1 solutions. This fact can be proved by approximating a given C1 solution with a suitable
sequence of C2 solutions (see [10]). Let us finally recall two lemmas (see [2,10]) that we
shall need in the following:
Lemma 2.2. Let U(t, x) be a C1 solution of system (1.1) such that |u|> 1 in [0, t¯)×R.
Let i0 ∈ {1,2,3,4} and α,β ∈R with α < β . Assume that
wi(0, x)= 0 ∀x ∈ [α,β] and i = i0. (2.11)
Then we have wi(t, x)≡ 0 for i = i0 in the region
Ωβα =
{
(t, x): 0 t < t¯, xm(t, α) x  x(t, β)
}
, (2.12)
where = min{1 i  4: i = i0}, m= max{1 i  4: i = i0}.
With the same assumptions on U(t, x), we have:
Lemma 2.3. Let p = (tp, xp) ∈ [0, t¯)×R, β ∈R and i0 = 2 or 3. Suppose that p /∈ Γi0(β)
and that the graphs Γi0−1(p), Γi0+1(p) intersect Γi0(β) in [0, t¯)×R.
Then, if
wi
(
t, xi0(t, β)
)= 0 ∀t ∈ [0, t¯) and i = i0, (2.13)
we have also
wi(t, x)≡ 0 in Ω(i0, β,p) for i = i0, (2.14)
where Ω(i0, β,p) is the region bounded by Γi0(β), Γi0−1(p) and Γi0+1(p).
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(i) By contradiction, let U(t, x) = (u(t, x), v(t, x))τ be a C1 global solution of (1.1),
(1.6) such that |u| > 1 in [0,∞) × R. We will prove that u(t, x) ≡ u˜0 and v(t, x) ≡ 0.
Hence, U(t, x) must be the constant solution.
To begin with, we may suppose that u0(x)= v0(x)= 0 when |x| ρ, for some ρ  0.
Then, by the finite speed of propagation property, we have u(t, x)= u˜0 and v(t, x)= 0 in
C1(−ρ)∪D4(ρ). Besides, applying Lemma 2.2, we find that{
w2 =w3 =w4 = 0 in C2(−ρ),
w1 =w2 =w3 = 0 in D3(ρ). (3.1)
This means that Ux = w1r1 in C2(−ρ) and Ux =w4r4 in D3(ρ), i.e., the solution U is a
simple wave in these regions. In particular, we have
∂U
∂t1
≡ 0, ∂U
∂t2
= (λ2 − λ1)w1r1 in C2(−ρ), (3.2)
∂U
∂t4
≡ 0, ∂U
∂t3
= (λ3 − λ4)w4r4 in D3(ρ). (3.3)
Now, let us prove that w4 = 0 in D3(ρ). From the first of (3.3)U is constant in D3(ρ) along
the characteristics x4(t,p). Thus, given p(s)
def= (s, x3(s, ρ)) for some s  0, we have
x4
(
t, p(s)
)= x3(s, ρ)+√T ′(∣∣u(p(s))∣∣)(t − s) ∀t  s. (3.4)
In order that the solution be C1 it is necessary that the graphs Γ4(p(s)) of the different
characteristics x4(t,p(s)), for s  0, do not intersect in D3(ρ). Namely, for s1 > s2  0,
x4(t,p(s1)) = x4(t,p(s2)) for all t  s1. Thus the function
s → T ′(∣∣u(s, x3(s, ρ))∣∣) (3.5)
must be non increasing in [0,∞). On the other hand, by condition (b), r = ξ is a strict
absolute minimum for T ′(r), namely
T ′(r) > T ′(ξ) for r = ξ. (3.6)
Hence, having u(0, x3(0, ρ))= u˜0 with |u˜0| = ξ , we find |u(s, x3(s, ρ))| = ξ for all s  0
and then that |u| = ξ in D3(ρ) by (3.3). But, using the second of (3.1) and the particular
form of the right eigenvector r4 in (2.3), we easily have∣∣∣∣ ∂∂x |u|2
∣∣∣∣= 2|w4||u|√1+ T ′(|u|) in D3(ρ). (3.7)
It follows that
w4(t, x)= 0 in D3(ρ), (3.8)
thus Ux = Ut = 0 in D3(ρ). Then, since the previous argument gives also Ux =Ut = 0 in
C2(−ρ), we can finally deduce that U = (u˜0,0)τ in C2(−ρ)∪D3(ρ). Moreover, we have
x2(t,−ρ)=−ρ −
√
T (ξ)/ξ t, x3(t, ρ)= ρ +
√
T (ξ)/ξ t ∀t  0. (3.9)
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any point p = (tp, xp) ∈ D2(ρ) \ D3(ρ), it is clear that Γ2(p) intersects Γ3(ρ) in some
point q2 = (t2, q2) with 0 t2 < tp . Besides, from condition (b) and (1.5) we know that√
T ′(r)
√
T ′(ξ) >
√
T (ξ)/ξ ∀r > 1. (3.10)
Noting (3.9), we see that Γ4(p) must intersects Γ3(ρ) in some point q4 = (t4, x4) with
t4 > tp . Thus, having
w1 =w2 =w4 = 0 in Γ3(ρ), (3.11)
from Lemma 2.3 we find that w1 =w2 =w4 = 0 in Ω(3, ρ,p). In C3(−ρ) \C2(−ρ) we
have a similar situation. Thus we obtain{
w1 =w3 =w4 = 0 in C3(−ρ),
w1 =w2 =w4 = 0 in D2(ρ). (3.12)
It follows that Ux = w2r2 in C3(−ρ) while Ux = w3r3 in D2(ρ) and, by the particular
form of the eigenvectors r2, r3 (see (2.3)),
∂
∂x
|u|2 = 0 in C3(−ρ)∪D2(ρ). (3.13)
This finally gives that |u| = ξ in C3(−ρ)∪D2(ρ) and
x3(t,−ρ)=−ρ +
√
T (ξ)/ξ t, x2(t, ρ)= ρ −
√
T (ξ)/ξ t ∀t  0. (3.14)
Now, taking
t0
def= ρ√
T (ξ)/ξ
, (3.15)
we have |u| = ξ in [t0,∞) × R and we are in position to prove that U = (u˜0,0)τ in
[t0,∞)×R. In fact, since
v(x, t)= 0 for |x| ρ +√T (ξ)/ξ t (3.16)
and ut = vx (by (1.1)), it follows that
d
dt
∫ [
u(t, x)− u˜0
] · u˜0 dx = 0 for all t  0. (3.17)
Then, from the assumption∫
u0(x) · u˜0 dx  0,
in the statement (i) of Theorem 1.1, we find∫ [
u(t, x)− u˜0
] · u˜0 dx = ∫ [u(0, x)− u˜0] · u˜0 dx  0. (3.18)
The last inequality can be verified for t  t0 only if u(t, x)≡ u˜0 in [t0,∞)×R. Hence, we
have U = (u˜0,0)τ for t  t0. Finally, solving the initial value problem backward in time,
we see that U = (u˜0,0)τ in [0,∞)×R. Clearly, this contradicts the assumption that U has
nonconstant initial data and proves that (i) holds.
260 R. Manfrin / Bull. Sci. math. 128 (2004) 253–263Remark 3.1. In the proof of Theorem 1.1, instead of condition (b), we can merely assume
that r = ξ be a strict local minimum for T ′(r). Namely, for some δ > 0,
T ′(r) > T ′(ξ) when 0 < |r − ξ |< δ. (3.19)
In fact, we use condition (b) two times. In the first, after (3.5), we can immediately replace
(3.6) with (3.19) to deduce that |u(s, x3(s, ρ))| = ξ for all s  0. In the second, after (3.9),
using (3.19) instead of condition (b) we cannot conclude that (3.10) holds. Hence, given
p ∈D2(ρ) \D3(ρ) it is not clear if Γ4(p) intersects Γ3(ρ).
However, we can follow a slight different argument: for every q ∈ Γ3(ρ), namely
q = (s, ρ +√T (ξ)/ξs) for some s  0, (3.20)
we may consider the 4th characteristic x4(t, q) passing through q . By construction, we can
then apply Lemma 2.3 for every point p = (tp, xp) such that
p ∈D2(ρ) \D3(ρ), p ∈ Γ4(q). (3.21)
We find that w1 = w2 = w4 = 0 in Ω(3, ρ,p). Thus |u| = ξ in Ω(3, ρ,p) and, by
Definition 2.1, we obtain
x4(t, q)= ρ +
√
T (ξ)/ξs +√T ′(ξ)(t − s) (3.22)
for tp  t  s. By standard arguments, from (3.22) it is now clear that choosing a suitable
q ∈ Γ3(ρ) we can reach every point p ∈D2(ρ) \D3(ρ).
Remark 3.2. When u0(x) ≡ 0 and
∫
u0(x) · u˜0 dx  0, the nonconstant initial data
(u(0, x), v(0, x)) contains nonlinear waves. Namely, the quantities w1(0, x),w4(0, x) are
not both identically equal to zero. In fact, if w1(0, x)=w4(0, x)≡ 0, then ux ⊥ u for t = 0
by (2.3). Thus we have |u(0, x)| = |u˜0| and∫ [
u(0, x)− u˜0
] · u˜0 dx < 0 unless u(0, x)≡ u˜0.
(ii) Let U = (u, v)τ be a C1 global solution such that |u| > 1. Following the same
arguments of (i), after (3.12)–(3.15) we know that{
wi = 0 (1 i  4) in C3(−ρ)∩D2(ρ),
|u| = ξ in C3(−ρ)∪D2(ρ). (3.23)
Hence, U is constant in C3(−ρ)∩D2(ρ), namely U = (u¯, v¯)τ for suitable u¯, v¯ ∈R2 with
|u¯| = ξ . Let us prove that
U = (u˜0,0) in C3(−ρ)∩D2(ρ). (3.24)
Defining
T (r) def=
r∫
ξ
T (y)dy for r > 1, (3.25)
it is easy to check that the C1 solution U = (u, v)τ has the conserved energy
E
def= 1
∫
|v|2 dx +
∫
T (|u|)dx. (3.26)2
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1
2
∫
|v|2 dx =E for t  t0. (3.27)
On the other hand, since
C3(−ρ)∩D2(ρ)=
{
(t, x): |x|√T (ξ)/ξ(t − t0), t  t0}, (3.28)
we have that∫ ∣∣v(t, x)∣∣2 dx  2|v¯|2√T (ξ)/ξ(t − t0) ∀t  t0. (3.29)
Clearly, the last inequality implies that v¯ = 0. Then, to show that u¯ = u˜0, we follow the
same argument of (3.16)–(3.18). From (3.9), (3.14) for every t  t0 we have∫ [
u(t, x)− u˜0
] · u˜0 dx  2(u¯− u˜0) · u˜0√T (ξ)/ξ (t − t0)+ 8ρξ2. (3.30)
But, integrating for t = 0, we have also∫ [
u(0, x)− u˜0
] · u˜0 dx −2ρξ‖u0‖L∞ . (3.31)
By (3.17) the integrals in the left-hand side of (3.30) and (3.31) are equal. On the other
hand, (u¯− u˜0) · u˜0 < 0 unless u¯= u˜0. Thus we must have u¯= u˜0 and this concludes the
proof of (3.24).
We can now show that for t  t0 the solution consists of traveling waves pertaining to
the linearly degenerate vector fields r2, r3; i.e., it satisfies (1.10), (1.11). In fact, tanks to
(3.24) and (3.28), we can define the C1 vectors
V2(s)
def=
{
U(t0, s) for s  0,
U˜0 for s > 0,
(3.32)
and
V3(s)
def=
{
U˜0 for s < 0,
U(t0, s) for s  0,
(3.33)
where U˜0 = (u˜0,0)τ . By construction, Vi = (ui, vi)τ (i = 2,3) are such that |ui | = ξ and
(using (3.12))
d
ds
Vi(s)=wi(t0, s)ri
(
Vi(s)
)
. (3.34)
Thus, setting −λ2 = λ3 =√T (ξ)/ξ , it is easy to verify that
V (t, x)= V2
(
x − λ2(t − t0)
)+ V3(x − λ3(t − t0))− U˜0 (3.35)
is a C1 solution of the problem
Vt +A(V )Vx = 0, V (t0, x)=U(t0, x) (3.36)
in [t0,∞)×R. By the uniqueness property of the Cauchy problem we deduce that
V =U in [t0,∞)×R. (3.37)
Besides (1.10) holds with Wi(s) = Vi(s + λi t0) − U˜0/2 for i = 2,3. This concludes the
proof of (ii).
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see this, let us suppose u2 = v2 ≡ 0 in (1.1). Setting u= u1, v = v1 and assuming u > 0,
we find the 2× 2 system{
ut − vx = 0
vt − T̂ (u)x = 0 in [0,∞)×Rx. (3.38)
Thanks to (1.2)–(1.3), this system can be globally diagonalized in {u > 1} using the
coordinate system of Riemann invariants. More precisely, defining
l
def= 1
2
(
v +
u∫
1
√
T ′(s)ds
)
, r
def= 1
2
(
v −
u∫
1
√
T ′(s)ds
)
(3.39)
when u > 1 we may write (3.38) in the simpler form{
lt − k(l − r)lx = 0
rt + k(l − r)rx = 0 in [0,∞)×Rx, (3.40)
where k(s) def=√T ′(g−1(s)) and g(w) def= ∫ w1 √T ′(s)ds.
Now let us suppose T (r) close enough to T(r) = C(r − 1) for some C > 0. Taking
suitable initial data l(0, x)= l0(x) and r(0, x)= r0(x), with l0(x) > r0(x) ∀x , it is easy to
see that system (3.40) has a C1 solution (l(t, x), r(t, x)) in [0, t¯)×R (t¯ > 0) such that{
l(t, x) > r(t, x)
l(t1, x1)= r(t1, x1) in [0, t1)×R, (3.41)
for some (t1, x1) ∈ [0, t¯)×R. Hence, g−1(l − r) verifies
g−1(l − r)(t, x) > 1 in [0, t1)×R, g−1(l − r)(t1, x1)= 1. (3.42)
Then setting u= g−1(l− r), v = l+ r we obtain a C1 solution of (3.38) in [0, t1)×R such
that u↘ 1 as (t, x)→ (t1, x1). On the other hand ∇u,∇v are bounded in [0, t1)×R, thus
(u, v) does not blow up.
We conclude observing that every C1 solution of system (3.38) satisfies
u(0, ·) ξ1 > 1, v(0, ·)= 0 ⇒ u(t, ·) ξ1. (3.43)
Hence we may ask if in the planar motion of an elastic string the following holds:
|u(0, ·)| ξ1 > 1, v(0, ·)= 0⇒ |u(t, ·)|> 1 as long as ∇U(t, ·) does not blow up.
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