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Abstract
In this paper, we study regression problems over a separable Hilbert space with the
square loss, covering non-parametric regression over a reproducing kernel Hilbert space. We
investigate a class of spectral/regularized algorithms, including ridge regression, principal
component regression, and gradient methods. We prove optimal, high-probability conver-
gence results in terms of variants of norms for the studied algorithms, considering a capacity
assumption on the hypothesis space and a general source condition on the target function.
Consequently, we obtain almost sure convergence results with optimal rates. Our results
improve and generalize previous results, filling a theoretical gap for the non-attainable cases.
Keywords Learning theory, Reproducing kernel Hilbert space, Sampling operator, Regu-
larization scheme, Regression.
1 Introduction
Let the input space H be a separable Hilbert space with inner product denoted by 〈·, ·〉H
and the output space R. Let ρ be an unknown probability measure on H × R, ρX(·) the
induced marginal measure on H, and ρ(·|x) the conditional probability measure on R with
respect to x ∈ H and ρ. Let the hypothesis space Hρ = {f : H → R|∃ω ∈ H with f(x) =
〈ω, x〉H , ρX -almost surely}. The goal of least-squares regression is to approximately solve the
following expected risk minimization,
inf
f∈Hρ
E(f), E(f) =
∫
H×R
(f(x)− y)2dρ(x, y), (1)
where the measure ρ is known only through a sample z = {zi = (xi, yi)}ni=1 of size n ∈ N,
independently and identically distributed according to ρ. Let L2ρX be the Hilbert space of
square integral functions from H to R with respect to ρX , with its norm given by ‖f‖ρ =(∫
H |f(x)|2dρX
)1/2
. The function that minimizes the expected risk over all measurable functions
is the regression function [6, 27], defined as
fρ(x) =
∫
R
ydρ(y|x), x ∈ H, ρX -almost every. (2)
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Throughout this paper, we assume that the support of ρX is compact and there exists a constant
κ ∈ [1,∞[, such that
〈x, x′〉H ≤ κ2, ∀x, x′ ∈ H, ρX -almost every. (3)
Under this assumption, Hρ is a subspace of L
2
ρX
, and a solution fH for (1) is the projection of
the regression function fρ(x) onto the closure of Hρ in L
2
ρX
. See e.g., [14, 1], or Section 2 for
further details.
The above problem was raised for non-parametric regression with kernel methods [6, 27] and
it is closely related to functional regression [20]. A common and classic approach for the above
problem is based on spectral algorithms. It amounts to solving an empirical linear equation,
where to avoid over-fitting and to ensure good performance, a filter function for regularization
is involved, see e.g., [1, 10]. Such approaches include ridge regression, principal component
regression, gradient methods and iterated ridge regression.
A large amount of research has been carried out for spectral algorithms within the setting of
learning with kernel methods, see e.g., [26, 5] for Tikhonov regularization, [33, 31] for gradient
methods, and [4, 1] for general spectral algorithms. Statistical results have been developed in
these references, but still, they are not satisfactory. For example, most of the previous results
either restrict to the case that the space Hρ is universal consistency (i.e., Hρ is dense in L
2
ρX
)
[26, 31, 4] or the attainable case (i.e., fH ∈ Hρ) [5, 1]. Also, some of these results require an
unnatural assumption that the sample size is large enough and the derived convergence rates
tend to be (capacity-dependently) suboptimal in the non-attainable cases. Finally, it is still
unclear whether one can derive capacity-dependently optimal convergence rates for spectral
algorithms under a general source assumption.
In this paper, we study statistical results for spectral algorithms. Considering a capacity
assumption of the space H [32, 5], and a general source condition [1] of the target function fH ,
we show high-probability, optimal convergence results in terms of variants of norms for spectral
algorithms. As a corollary, we obtain almost sure convergence results with optimal rates. The
general source condition is used to characterize the regularity/smoothness of the target function
fH in L
2
ρX
, rather than in Hρ as those in [5, 1]. The derived convergence rates are optimal in
a minimax sense. Our results, not only resolve the issues mentioned in the last paragraph but
also generalize previous results to convergence results with different norms and consider a more
general source condition.
2 Learning with Kernel Methods and Notations
In this section, we first introduce supervised learning with kernel methods, which is a special in-
stance of the learning setting considered in this paper. We then introduce some useful notations
and auxiliary operators.
Learning with Kernel Methods. Let Ξ be a closed subset of Euclidean space Rd. Let µ be
an unknown but fixed Borel probability measure on Ξ× Y . Assume that {(ξi, yi)}ni=1 are i.i.d.
from the distribution µ. A reproducing kernel K is a symmetric function K : Ξ × Ξ → R
such that (K(ui, uj))
`
i,j=1 is positive semidefinite for any finite set of points {ui}`i=1 in Ξ. The
kernel K defines a reproducing kernel Hilbert space (RKHS) (HK , ‖ · ‖K) as the completion
of the linear span of the set {Kξ(·) := K(ξ, ·) : ξ ∈ Ξ} with respect to the inner product
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〈Kξ,Ku〉K := K(ξ, u). For any f ∈ HK , the reproducing property holds: f(ξ) = 〈Kξ, f〉K . In
learning with kernel methods, one considers the following minimization problem
inf
f∈HK
∫
Ξ×R
(f(ξ)− y)2dµ(ξ, y).
Since f(ξ) = 〈Kξ, f〉K by the reproducing property, the above can be rewritten as
inf
f∈HK
∫
Ξ×R
(〈f,Kξ〉K − y)2dµ(ξ, y).
Defining another probability measure ρ(Kξ, y) = µ(ξ, y), the above reduces to (1).
Notations and Auxiliary Operators. We next introduce some notations and auxiliary oper-
ators which will be useful in the following. For a given bounded operator L : L2ρX → H, ‖L‖
denotes the operator norm of L, i.e., ‖L‖ = supf∈L2ρX ,‖f‖ρ=1 ‖Lf‖H .
Let Sρ : H → L2ρX be the linear map ω → 〈ω, ·〉H , which is bounded by κ under Assumption
(3). Furthermore, we consider the adjoint operator S∗ρ : L2ρX → H, the covariance operator
T : H → H given by T = S∗ρSρ, and the operator L : L2ρX → L2ρX given by SρS∗ρ . It can be easily
proved that S∗ρg =
∫
H xg(x)dρX(x), Lf =
∫
H f(x)〈x, ·〉HdρX(x) and T =
∫
H〈·, x〉HxdρX(x).
Under Assumption (3), the operators T and L can be proved to be positive trace class operators
(and hence compact):
‖L‖ = ‖T ‖ ≤ tr(T ) =
∫
H
tr(x⊗ x)dρX(x) =
∫
H
‖x‖2HdρX(x) ≤ κ2. (4)
For any ω ∈ H, it is easy to prove the following isometry property [27]
‖Sρω‖ρ = ‖
√
T ω‖H . (5)
Moreover, according to the spectral theorem,
‖L− 12Sρω‖ρ ≤ ‖ω‖H (6)
We define the sampling operator Sx : H → Rn by (Sxω)i = 〈ω, xi〉H , i ∈ [n], where the norm
‖ · ‖Rn in Rn is the Euclidean norm times 1/
√
n. Its adjoint operator S∗x : Rn → H, defined
by 〈S∗xy, ω〉H = 〈y,Sxω〉Rn for y ∈ Rn is thus given by S∗xy = 1n
∑n
i=1 yixi. Moreover, we can
define the empirical covariance operator Tx : H → H such that Tx = S∗xSx. Obviously,
Tx = 1
n
n∑
i=1
〈·, xi〉Hxi.
By Assumption (3), similar to (4), we have
‖Tx‖ ≤ tr(Tx) ≤ κ2. (7)
A simple calculation shows that [6, 27] for all f ∈ L2ρX ,
E(f)− E(fρ) = ‖f − fρ‖2ρ.
Then it is easy to see that (1) is equivalent to inff∈Hρ ‖f − fρ‖2ρ. Using the projection theorem,
one can prove that a solution fH for the above problem is the projection of the regression
function fρ onto the closure of Hρ in L
2
ρX
, and moreover, for all f ∈ Hρ, (see e.g., [14]),
S∗ρfρ = S∗ρfH , (8)
and
E(f)− E(fH) = ‖f − fH‖2ρ. (9)
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3 Spectral/Regularized Algorithms
In this section, we demonstrate and introduce spectral algorithms.
The search for an approximate solution in Hρ for Problem (1) is equivalent to the search of
an approximated solution in H for
inf
ω∈H
E˜(ω), E˜(ω) =
∫
H×R
(〈ω, x〉H − y)2dρ(x, y). (10)
As the expected risk E˜(ω) can not be computed exactly and that it can be only approximated
through the empirical risk E˜z(ω), defined as
E˜z(ω) = 1
n
n∑
i=1
(〈ω, xi〉H − yi)2,
a first idea to deal with the problem is to replace the objective function in (10) with the empirical
risk, which leads to an estimator ωˆ satisfying the empirical, linear equation
Txωˆ = S∗xy.
However, solving the empirical, linear equation directly may lead to a solution that fits the
sample points very well but has a large expected risk. This is called as overfitting phenomenon
in statistical learning theory. Moreover, the inverse of the empirical covariance operator Tx does
not exist in general. To tackle with this issue, a common approach in statistical learning theory
and inverse problems, is to replace T −1x with an alternative, regularized one, which leads to
spectral algorithms [8, 4, 1].
A spectral algorithm is generated by a specific choice of filter function. Recall that the
definition of filter functions is given as follows.
Definition 3.1 (Filter functions). Let Λ be a subset of R+. A class of functions {Gλ : [0, κ2]→
[0,∞[, λ ∈ Λ} is said to be filter functions with qualification τ (τ ≥ 1) if there exist some positive
constants E,Fτ <∞ such that
sup
α∈[0,1]
sup
λ∈Λ
sup
u∈]0,κ2]
|uαGλ(u)|λ1−α ≤ E. (11)
and
sup
α∈[0,τ ]
sup
λ∈Λ
sup
u∈]0,κ2]
|(1− Gλ(u)u)|uαλ−α ≤ Fτ . (12)
Given a filter function Gλ, the spectral algorithm is defined as follows.
Algorithm 1. Let Gλ be a filter function indexed with λ > 0. The spectral algorithm over the
samples z is given by1
ωzλ = Gλ(Tx)S∗xy, (13)
and
fzλ = Sρωzλ. (14)
1Let L be a self-adjoint, compact operator over a separable Hilbert space H. Gλ(L) is an operator on L defined
by spectral calculus: suppose that {(σi, ψi)}i is a set of normalized eigenpairs of L with the eigenfunctions {ψi}i
forming an orthonormal basis of H, then Gλ(Tx) =
∑
i Gλ(σi)ψi ⊗ ψi.
4
Different filter functions correspond to different regularization algorithms. The following
examples provide several specific choices on filter functions, which leads to different types of
regularization methods, see e.g. [10, 1, 26].
Example 3.1 (Spectral cut-off). Consider the spectral cut-off or truncated singular value de-
composition (TSVD) defined by
Gλ(u) =
{
u−1, if u ≥ λ,
0, if u < λ.
Then the qualification τ could be any positive number and E = Fτ = 1.
Example 3.2 (Gradient methods). The choice Gλ(u) =
∑t
k=1 η(1−ηu)t−k with η ∈]0, κ2] where
we identify λ = (ηt)−1, corresponds to gradient methods or Landweber iteration algorithm. The
qualification τ could be any positive number, E = 1, and Fτ = (τ/e)
τ .
Example 3.3 ((Iterated) ridge regression). Let l ∈ N. Consider the function
Gλ(u) =
l∑
i=1
λi−1(λ+ u)−i =
1
u
(
1− λ
l
(λ+ u)l
)
.
It is easy to show that the qualification τ = l, E = l and Fτ = 1. In the case that l = 1, the
algorithm is ridge regression.
The performance of spectral algorithms can be measured in terms of the excess risk, E(fzλ)−
infHρ E , which is exactly ‖fzλ − fH‖2ρ according to (9). Assuming that fH ∈ Hρ, which implies
that there exists some ω∗ such that fH = Sρω∗ (in this case, the solution with minimal H-norm
for fH = Sρω is denoted by ωH), it can be measured in terms of H-norm, ‖ωzλ − ωH‖H , which
is closely related to ‖L− 12Sρ(ωzλ−ωH)‖H = ‖L−
1
2 (fzλ − fH)‖ρ according to (6). In what follows,
we will measure the performance of spectral algorithms in terms of a broader class of norms,
‖L−a(fzλ − fH)‖ρ, where a ∈ [0, 12 ] is such that L−afH is well defined. Throughout this paper,
we assume that 1/n ≤ λ ≤ 1.
4 Convergence Results
In this section, we first introduce some basic assumptions and then present convergence results
for spectral algorithms.
4.1 Assumptions
The first assumption relates to a moment condition on the output value y.
Assumption 1. There exists positive constants Q and M such that for all l ≥ 2 with l ∈ N,∫
R
|y|ldρ(y|x) ≤ 1
2
l!M l−2Q2, (15)
ρX-almost surely.
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The above assumption is very standard in statistical learning theory. It is satisfied if y is
bounded almost surely, or if y = 〈ω∗, x〉H + , where  is a Gaussian random variable with
zero mean and it is independent from x. Obviously, Assumption 1 implies that the regression
function fρ is bounded almost surely, as
|fρ(x)| ≤
∫
R
|y|dρ(y|x) ≤
(∫
R
|y|2dρ(y|x)
) 1
2
≤ Q. (16)
The next assumption relates to the regularity/smoothness of the target function fH . As
fH ∈ Range(Sρ) and L = SρS∗ρ , it is natural to assume a general source condition on fH as
follows.
Assumption 2. fH satisfies∫
H
(fH(x)− fρ(x))2x⊗ xdρX(x)  B2T , (17)
and the following source condition
fH = φ(L)g0, with ‖g0‖ρ ≤ R. (18)
Here, B,R ≥ 0 and φ : [0, κ2]→ R+ is a non-decreasing index function such that φ(0) = 0 and
φ(κ2) < ∞. Moreover, for some ζ ∈ [0, τ ], φ(u)u−ζ is non-decreasing, and the qualification τ
of Gλ covers the index function φ.
Recall that the qualification τ of Gλ covers the index function φ is defined as follows [1].
Definition 4.1. We say that the qualification τ covers the index function φ if there exists a
c > 0 such that for all 0 < λ ≤ κ2,
c
λτ
φ(λ)
≤ inf
λ≤u≤κ2
uτ
φ(u)
. (19)
Condition (17) is trivially satisfied if fH is bounded almost surely. Moreover, when making
a consistency assumption, i.e., infHρ E = E(fρ), as that in [26, 4, 5, 28], for kernel-based non-
parametric regression, it is satisfied with B = 0. Condition (18) is a more general source
condition that characterizes the “regularity/smoothness” of the target function. It is trivially
satisfied with φ(u) = 1 as fH ∈ Hρ ⊆ L2ρX . In non-parametric regression with kernel methods,
one typically considers Ho¨lders condition (corresponding to φ(u) = uα, α ≥ 0) [26, 5, 4] .
[1, 18, 21] considers a general source condition but only with an index function φ(u)
√
u, where
φ can be decomposed as ψϑ and ψ : [0, b] → R+ is operator monotone with ψ(0) = 0 and
ψ(b) <∞, and ϑ : [0, κ2]→ R+ is Lipschitz continuous with ϑ(0) = 0. In the latter case infHρ E
has a solution fH in Hρ as that [27, 22]
L 12 (L2ρX ) ⊆ Hρ, (20)
In this paper, we will consider a source assumption with respect to a more general index function,
φ = ψϑ, where ψ : [0, b] → R+ is operator monotone with ψ(0) = 0 and ψ(b) < ∞, and
ϑ : [0, κ2] → R+ is Lipschitz continuous. Without loss of generality, we assume that the
Lipschitz constant of ϑ is 1, as one can always scale both sides of the source condition (18).
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Recall that the function ψ is called operator monotone on [0, b], if for any pair of self-adjoint
operators U, V with spectra in [0, b] such that U  V , φ(U)  φ(V ).
Finally, the last assumption relates to the capacity of the hypothesis space Hρ (induced by
H).
Assumption 3. For some γ ∈]0, 1] and cγ > 0, T satisfies
tr(T (T + λI)−1) ≤ cγλ−γ , for all λ > 0. (21)
The left hand-side of of (21) is called as the effective dimension [5], or the degrees of freedom
[32]. It can be related to covering/entropy number conditions, see [27] for further details.
Assumption 3 is always true for γ = 1 and cγ = κ
2, since T is a trace class operator which
implies the eigenvalues of T , denoted as σi, satisfy tr(T ) =
∑
i σi ≤ κ2. This is referred to as
the capacity independent setting. Assumption 3 with γ ∈]0, 1] allows to derive better rates. It
is satisfied, e.g., if the eigenvalues of T satisfy a polynomial decaying condition σi ∼ i−1/γ , or
with γ = 0 if T is finite rank.
4.2 Main Results
Now we are ready to state our main results as follows.
Theorem 4.2. Under Assumptions 1, 2 and 3, let a ∈ [0, 12 ∧ ζ], λ = nθ−1 with θ ∈ [0, 1], and
δ ∈]0, 1[. The followings hold with probability at least 1− δ.
1) If φ : [0, b]→ R+ is operator monotone with b > κ2, and φ(b) <∞, or Lipschitz continuous
with constant 1 over [0, κ2], then
‖L−a(fzλ − fH)‖ρ
≤λ−a
(
C˜1
nλ
1
2
∨(1−ζ) +
C˜2√
nλγ
+ C˜3φ(λ)
)
log
6
δ
(
log
6
δ
+ γ(θ−1 ∧ log n)
)1−a
. (22)
2) If φ = ψϑ, where ψ : [0, b]→ R+ is operator monotone with b > κ2, ψ(0) = 0 and ψ(b) <∞,
and ϑ : [0, κ2] → R+ is non-decreasing, Lipschitz continuous with constant 1 and ϑ(0) = 0.
Furthermore, assume that the quality of Gλ covers ϑ(u)u 12−a, then
‖L−a(fzλ − fH)‖ρ ≤λ−a log
6
δ
(
log
6
δ
+ γ(θ−1 ∧ log n)
)1−a
(23)
×
(
C˜1
nλ
1
2
∨(1−ζ) +
C˜4√
nλγ
+ C˜5φ(λ) + C˜6ϑ(λ)ψ(n
− 1
2 )
)
,
Here, C˜1, C˜2, · · · , C˜6 are positive constants depending only on κ2, cγ , γ, ζ, φ, τ B,M,Q,R,E, Fτ ,
b, a, c and ‖T ‖ (independent from λ, n, δ, and θ, and given explicitly in the proof).
The above theorem provides convergence results with respect to variants of norms in high-
probability for spectral algorithms. Balancing the different terms in the upper bounds, one
has the following results with an optimal, data-dependent choice of regularization parameters.
Throughout the rest of this paper, C is denoted as a positive constant that depends only on
κ2, cγ , γ, ζ, φ, τ B,M,Q,R,E, Fτ , b, a, c and ‖T ‖, and it could be different at its each appear-
ance.
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Corollary 4.3. Under the assumptions and notations of Theorem 4.2, let 2ζ + γ > 1 and
λ = Θ−1(n−1) where Θ(u) = (φ(u)/φ(1))2uγ . The following holds with probability at least 1− δ.
1) Let φ be as in Part 1) of Theorem 4.2, then
‖L−a(fzλ − fH)‖ρ ≤ C
φ(Θ−1(n−1))
(Θ−1(n−1))a
log2−a
6
δ
. (24)
2) Let φ be as in Part 2) of Theorem 4.2 and λ ≥ n− 12 , then (24) holds.
The error bounds in the above corollary are optimal as they match the minimax rates
from [21] (considering only the case ζ ≥ 1/2 and a = 0). The assumption that the quality
of Gλ covers ϑ(u)u 12 in Part 2) of Corollary 4.3 is also implicitly required in [1, 18, 21], and
it is always satisfied for principle component analysis and gradient methods. The condition
λ ≥ n−1/2 will be satisfied in most cases when the index function has a Lipschitz continuous
part, and moreover, it is trivially satisfied when ζ ≥ 1, as will be seen from the proof.
As a direct corollary of Theorem 4.2, we have the following results considering Ho¨lder source
conditions.
Corollary 4.4. Under the assumptions and notations of Theorem 4.2, we let φ(u) = κ−2(ζ−1)+uζ
in Assumption 2 and λ = n
− 1
1∨(2ζ+γ) , then with probability at least 1− δ,
‖L−a(fzλ − fH)‖ρ ≤ C
{
n
− ζ−a
2ζ+γ log2−a 6δ if 2ζ + γ > 1,
n−(ζ−a) log 6δ
(
log 6δ + log n
γ
)1−a
if 2ζ + γ ≤ 1.
(25)
The error bounds in (25) are optimal as the convergence rates match the minimax rates
shown in [5, 3] with ζ ≥ 1/2. The above result asserts that spectral algorithms with an
appropriate regularization parameter converge optimally.
Corollary 4.4 provides convergence results in high-probability for the studied algorithms. It
implies convergence in expectation and almost sure convergence shown in the follows. Moreover,
when ζ ≥ 1/2, it can be translated into convergence results with respect to norms related to H.
Corollary 4.5. Under the assumptions of Corollary 4.4, the following holds.
1) For any q ∈ N+, we have
E‖L−a(fzλ − fH)‖qρ ≤ C
{
n
− q(ζ−a)
2ζ+γ if 2ζ + γ > 1,
n−q(ζ−a) (1 ∨ log nγ)q(1−a) if 2ζ + γ ≤ 1.
(26)
2) For any 0 <  < ζ − a,
lim
n→∞ ‖L
−a(Sρfzλ − fH)‖ρn
ζ−a−
1∨(2ζ+γ) = 0, almost surely.
3) If ζ ≥ 1/2, then for some ωH ∈ H, SρωH = fH almost surely, and with probability at least
1− δ,
‖T 12−a(ωzλ − ωH)‖H ≤ Cn−
ζ−a
2ζ+γ log2−a
6
δ
. (27)
Remark 4.6. If H = Rd, then Assumption 3 is trivially satisfied with cγ = κ2(d ∧ σ−1min), γ =
0, and Assumption 2 could be satisfied 2 with any ζ > 1/2. Here σmin denotes the smallest
2Note that this is not true in general if H is a general Hilbert space, and the proof for the finite-dimensional
cases could be simplified, leading to some smaller constants in the error bounds.
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eigenvalue of T . Thus, following from the proof of Theorem 4.2, we have that with probability
at least 1− δ,
‖L−a(fzλ − fH)‖ρ ≤ C
√
cγ
n
log
6
δ
(
log
6
δ
log cγ
)1−a
.
The proof for all the results stated in this subsection are postponed in the next section.
4.3 Discussions
There is a large amount of research on theoretical results for non-parametric regression with
kernel methods in the literature, see e.g., [30, 23, 29, 15, 7, 18, 25, 13] and references therein.
As noted in Section 2, our results apply to non-parametric regression with kernel methods. In
what follows, we will translate some of the results for kernel-based regression into results for
regression over a general Hilbert space and compare our results with these results.
We first compare Corollary 4.4 with some of these results in the literature for spectral
algorithms with Ho¨lder source conditions. Making a source assumption as
fρ = Lζg0 with ‖g0‖ρ ≤ R, (28)
1/2 ≤ ζ ≤ τ , and with γ > 0, [11] shows that with probability at least 1− δ,
‖fzλ − fρ‖ρ ≤ Cn−
ζ
2ζ+γ log4
1
δ
.
Condition (28) implies that fρ ∈ Hρ as Hρ = range(Sρ) and L = SρS∗ρ . Thus fH = fρ almost
surely.3 In comparison, Corollary 4.4 is more general. It provides convergence results in terms
of different norms for a more general Ho¨lder source condition, allowing 0 < ζ ≤ 1/2 and γ = 0.
Besides, it does not require the extra assumption fH = fρ and the derived error bound in (25)
has a smaller depending order on log 1δ . For the assumption (28) with 0 ≤ ζ < 1/2, certain results
are derived in [26] for Tikhonov regularization and in [31] for gradient methods, but the rates
are suboptimal and capacity-independent. Recently, [13] shows that under the assumption (28),
with ζ ∈]0, τ ] and γ ∈ [0, 1], spectral algorithm has the following error bounds in expectation,
E‖fzλ − fρ‖2ρ ≤ C
{
n
− 2ζ
2ζ+γ if 2ζ + γ > 1,
n−2ζ(1 ∨ log nγ) if 2ζ + γ ≤ 1.
Note also that [7] provides the same optimal error bounds as the above, but only restricts to
the cases 1/2 ≤ ζ ≤ τ and n ≥ n0. In comparison, Corollary 4.4 is more general. It provides
convergence results with different norms and it does not require the universal consistency as-
sumption. The derived error bound in (25) is more meaningful as it holds with high probability.
However, it has an extra logarithmic factor in the upper bound for the case 2ζ + γ ≤ 1, which
is worser than that from [13]. [1, 3] study statistical results for spectral algorithms, under a
Ho¨lder source condition, fH ∈ Lζg0 with 1/2 ≤ ζ ≤ τ. Particularly, [3] shows that if
n ≥ Cλ−2 log2 1
δ
, (29)
3Such a assumption is satisfied if infHρ E˜ = E˜(fρ) and it is supported by many function classes and reproducing
kernel Hilbert space in learning with kernel methods [27].
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then with probability at least 1− δ, with 1/2 < ζ ≤ τ and 0 ≤ a ≤ 1/2,
‖L−a(fzλ − fH)‖ρ ≤ Cn−
ζ−a
2ζ+γ log
6
δ
.
In comparison, Corollary 4.4 provides optimal convergence rates even in the case that 0 ≤ ζ ≤
1/2, while it does not require the extra condition (29). Note that we do not pursue an error
bound that depends both on R and the noise level as those in [3, 7], but it should be easy to
modify our proof to derive such error bounds (at least in the case that ζ ≥ 1/2). The only
results by now for the non-attainable cases with a general Ho¨lder condition with respect to fH
(rather than fρ) are from [14], where convergence rates of order O(n
− ζ
1∨(2ζ+γ) log2 n) are derived
(but only) for gradient methods assuming n is large enough.
We next compare Theorem 4.2 with results from [1, 21] for spectral algorithms considering
general source conditions. Assuming that fH ∈ φ(L)
√Lg0 with ‖g0‖ρ ≤ R (which implies
fH = SρωH for some ωH ∈ H,) where φ is as in Part 2) of Theorem 4.2, [1] shows that if the
qualification of Gλ covers φ(u)
√
u and (29) holds, then with probability at least 1− δ,
‖L−a(fzλ − fH)‖ρ ≤ Cλ−a
(
φ(λ)
√
λ+
1√
λn
)
log
6
δ
, a = 0,
1
2
.
The error bound is capacity independent, i.e., with γ = 1. Involving the capacity assumption4,
the error bound is further improved in [21], to
‖L−a(fzλ − fH)‖ρ ≤ Cλ−a
(
φ(λ)
√
λ+
1√
nλγ
)
log
6
δ
, a = 0,
1
2
.
As noted in [11, Discussion], these results lead to the following estimates in expectation
E‖L−a(fzλ − fH)‖2ρ ≤ Cλ−2a
(
φ(λ)
√
λ+
1√
nλγ
)2
log n, a = 0,
1
2
In comparison with these results, Theorem 4.2 is more general, considering a general source
assumption and covering the general case that fH may not be in Hρ. Furthermore, it provides
convergence results with respect to a broader class of norms, and it does not require the condition
(29). Finally, it leads to convergence results in expectation with a better rate (without the
logarithmic factor) when the index function is φ(u)
√
u, and it can infer almost-sure convergence
results.
5 Proofs
In this section, we prove the results stated in Section 4. We first give some basic lemmas, and
then give the proof of the main results.
5.1 Lemmas
Deterministic Estimates
We first introduce the following lemma, which is a generalization of [1, Proposition 7]. For
notational simplicity, we denote
Rλ(u) = 1− Gλ(u)u, (30)
4Note that from the proof from [21], we can see the results from [21] also require (29).
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and
N (λ) = tr(T (T + λ)−1).
Lemma 5.1. Let φ : [0, κ2] → R+ be a non-decreasing index function and the qualification
τ of the filter function Gλ covers the index function φ, and for some ζ ∈ [0, τ ], φ(u)u−ζ is
non-decreasing. Then for all a ∈ [0, ζ],
sup
0<u≤κ2
|Rλ(u)|φ(u)u−a ≤ cgφ(λ)λ−a, cg = Fτ
c ∧ 1 , (31)
where c is from Definition 4.1.
Proof. When λ ≤ u ≤ κ2, by (19), we have
φ(u)
uτ
≤ 1
c
φ(λ)
λτ
.
Thus,
|Rλ(u)|φ(u)u−a = |Rλ(u)|uτ−aφ(u)u−τ ≤ |Rλ(u)|uτ−ac−1φ(λ)λ−τ ≤ Fτ c−1λ−aφ(λ),
where for the last inequality, we used (12). When 0 < u ≤ λ, since φ(u)u−ζ is non-decreasing,
|Rλ(u)|φ(u)u−a = |Rλ(u)|uζ−aφ(u)u−ζ ≤ |Rλ(u)|uζ−aφ(λ)λ−ζ ≤ Fτφ(λ)λ−a,
where we used (12) for the last inequality. From the above analysis, one can finish the proof.
Using the above lemma, we have the following results for the deterministic vector ωλ, defined
by
ωλ = Gλ(T )S∗ρfH . (32)
Lemma 5.2. Under Assumption 2, we have for all a ∈ [0, ζ],
‖L−a(Sρωλ − fH)‖ρ ≤ cgRφ(λ)λ−a, (33)
and
‖ωλ‖H ≤ Eφ(κ2)κ−(2ζ∧1)λ−(
1
2
−ζ)+ . (34)
The left hand-side of (33) is often called as the true bias.
Proof. Following from the definition of ωλ in (32), we have
Sρωλ − fH = SρGλ(T )S∗ρfH − fH = (LGλ(L)− I)fH .
Introducing with (18), with the notation Rλ(u) = 1− Gλ(u)u, we get
‖L−a(Sρωλ − fH)‖ρ = ‖L−aRλ(L)φ(L)g0‖ρ ≤ ‖L−aRλ(L)φ(L)‖R.
Applying the spectral theorem with (4) and Lemma 5.1 which leads to
‖L−aRλ(L)φ(L)‖ ≤ sup
u∈[0,κ2]
|Rλ(u)|u−aφ(u) ≤ cgφ(λ)λ−a,
11
one can get (33).
From the definition of ωλ in (32) and applying (18), we have
‖ωλ‖H = ‖Gλ(T )S∗ρφ(L)g0‖H ≤ ‖Gλ(T )S∗ρφ(L)‖R.
According to the spectral theorem, with (4), one has
‖Gλ(T )S∗ρφ(L)‖ =
√
‖φ(L)SρGλ(T )Gλ(T )S∗ρφ(L)‖ = ‖Gλ(L)L
1
2φ(L)‖ ≤ sup
u∈[0,κ2]
|Gλ(u)u
1
2φ(u)|.
Since both φ(u) and φ(u)u−ζ are non-decreasing and non-negative over [0, κ2], thus φ(u)u−ζ′ is
also non-decreasing for any ζ ′ ∈ [0, ζ]. If ζ ≥ 1/2, then
sup
u∈[0,κ2]
|Gλ(u)|u
1
2φ(u) = sup
u∈[0,κ2]
|Gλ(u)|uφ(u)u−
1
2 ≤ Eφ(κ2)κ−1,
where for the last inequality, we used (11) and that φ(u)u−
1
2 is non-decreasing. If ζ < 1/2,
similarly, we have
sup
u∈[0,κ2]
|Gλ(u)|u
1
2φ(u) = sup
u∈[0,κ2]
|Gλ(u)|u
1
2
+ζφ(u)u−ζ ≤ Eλζ− 12φ(κ2)κ−2ζ .
From the above analysis, one can prove (34).
Probabilistic Estimates
We next introduce the following lemma, whose prove can be found in [13]. Note that the lemma
improves those from [12] for the matrix cases and Lemma 7.2 in [24] for the operator cases ,
as it does not need the assumption that the sample size is large enough while considering the
influence of γ for the logarithmic factor.
Lemma 5.3. Under Assumption 3, let δ ∈ (0, 1), λ = n−θ for some θ ≥ 0, and
an,δ,γ(θ) = 8κ
2
(
log
4κ2(cγ + 1)
δ‖T ‖ + θγmin
(
1
e(1− θ)+ , log n
))
. (35)
We have with probability at least 1− δ,
‖(T + λ)1/2(Tx + λ)−1/2‖2 ≤ 3an,δ,γ(θ)(1 ∨ nθ−1),
and
‖(T + λ)−1/2(Tx + λ)1/2‖2 ≤ 4
3
an,δ,γ(θ)(1 ∨ nθ−1),
To proceed the proof of our next lemmas, we need the following concentration result for
Hilbert space valued random variable used in [5] and based on the results in [19].
Lemma 5.4. Let w1, · · · , wm be i.i.d random variables in a Hilbert space with norm ‖ · ‖.
Suppose that there are two positive constants B and σ2 such that
E[‖w1 − E[w1]‖l] ≤ 1
2
l!Bl−2σ2, ∀l ≥ 2. (36)
Then for any 0 < δ < 1/2, the following holds with probability at least 1− δ,∥∥∥∥∥ 1m
m∑
k=1
wm − E[w1]
∥∥∥∥∥ ≤ 2
(
B
m
+
σ√
m
)
log
2
δ
.
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The following lemma is a consequence of the lemma above (see e.g., [26] for a proof).
Lemma 5.5. Let 0 < δ < 1/2. It holds with probability at least 1− δ :
‖T − Tx‖ ≤ ‖T − Tx‖HS ≤ 6κ
2
√
n
log
2
δ
.
Here, ‖ · ‖HS denotes the Hilbert-Schmidt norm.
One novelty of this paper is the following new lemma, which provides a probabilistic estimate
on the terms caused by both the variance and approximation error. The lemma is mainly
motivated by [26, 5, 14, 13]. Note that the condition (17) is slightly weaker than the condition
‖fH‖∞ <∞ required in [14] for analyzing gradient methods.
Lemma 5.6. Under Assumptions 1, 2 and 3, let ωλ be given by (32). For all δ ∈]0, 1/2[, the
following holds with probability at least 1− δ :
‖T −1/2λ [(Txωλ − S∗xy)− (T ωλ − S∗ρfρ)]‖H ≤
(
C1
nλ
1
2
∨(1−ζ) +
√
C2(φ(λ))2
nλ
+
C3
nλγ
)
log
2
δ
. (37)
Here, C1 = 8κ(M + Eφ(κ
2)κ(1−2ζ)+), C2 = 96c2gR2κ2 and C3 = 32(3B2 + 4Q2)cγ .
Proof. Let ξi = T −
1
2
λ (〈ωλ, x〉H − yi)xi for all i ∈ [n]. From the definition of the regression
function fρ in (2) and (8), a simple calculation shows that
E[ξ] = E[T −
1
2
λ (〈ωλ, x〉H − fρ(x))x] = T
− 1
2
λ (T ωλ − S∗ρfρ) = T
− 1
2
λ (T ωλ − S∗ρfH). (38)
In order to apply Lemma 5.4, we need to estimate E[‖ξ − E[ξ]‖lH ] for any l ∈ N with l ≥ 2. In
fact, using Ho¨lder’s inequality twice,
E‖ξ − E[ξ]‖lH ≤ E (‖ξ‖H + E‖ξ‖H)l ≤ 2l−1(E‖ξ‖lH + (E‖[ξ]‖H)l) ≤ 2lE‖ξ‖lH . (39)
We now estimate E‖ξ‖lH . By Ho¨lder’s inequality,
E‖ξ‖lH = E[‖T
− 1
2
λ x‖lH(y − 〈ωλ, x〉H)l] ≤ 2l−1E[‖T
− 1
2
λ x‖lH(|y|l + |〈ωλ, x〉H |l)].
According to (3), one has
‖T −
1
2
λ x‖H ≤ ‖T
− 1
2
λ ‖‖x‖H ≤
1√
λ
κ. (40)
Moreover, by Cauchy-Schwarz inequality and (3), |〈ωλ, x〉H | ≤ ‖ωλ‖H‖x‖H ≤ κ‖ωλ‖H . Thus,
we get
E‖ξ‖lH ≤ 2l−1
(
κ√
λ
)l−2
E[‖T −
1
2
λ x‖2H(|y|l + (κ‖ωλ‖H)l−2|〈ωλ, x〉H |2). (41)
Note that by (15),
E[‖T −
1
2
λ x‖2H |y|l] =
∫
H
‖T −
1
2
λ x‖2H
∫
R
|y|ldρ(y|x)dρX(x)
≤1
2
l!M l−2Q2
∫
H
‖T −
1
2
λ x‖2HdρX(x).
13
Using ‖w‖2H = tr(w ⊗ w) which implies∫
H
‖T −
1
2
λ x‖2HdρX(x) =
∫
H
tr(T −
1
2
λ x⊗ xT
− 1
2
λ )dρX(x) = tr(T
− 1
2
λ T T
− 1
2
λ ) = N (λ), (42)
we get
E[‖T −
1
2
λ x‖2H |y|l] ≤
1
2
l!M l−2Q2N (λ). (43)
Besides, by Cauchy-Schwarz inequality,
E[‖T −
1
2
λ x‖2H |〈ωλ, x〉H |2] ≤ 3E[‖T
− 1
2
λ x‖2H(|〈ωλ, x〉H − fH(x)|2 + |fH(x)− fρ(x)|2 + |fρ(x)|2)].
By (40) and (33),
E[‖T −
1
2
λ x‖2H(|〈ωλ, x〉H−fH(x)|2] ≤
κ2
λ
E[|〈ωλ, x〉H−fH(x)|2] = κ
2
λ
‖Sρωλ−fH‖2ρ ≤ c2gR2κ2
(φ(λ))2
λ
,
and by (16) and (42),
E[‖T −
1
2
λ x‖2H |fρ(x)|2] ≤ Q2E[‖T
− 1
2
λ x‖2H ] = Q2N (λ).
Therefore,
E[‖T −
1
2
λ x‖2H |〈ωλ, x〉H |2] ≤ 3
(
c2gR
2κ2φ2(λ)λ−1 + E[‖T −
1
2
λ x‖2H |fH(x)− fρ(x)|2] +Q2N (λ)
)
.
Using ‖w‖2H = tr(w ⊗ w) and (17), we have
E[‖T −
1
2
λ x‖2H |fH(x)− fρ(x)|2] =E[|fH(x)− fρ(x)|2 tr(T
− 1
2
λ x⊗ xT
− 1
2
λ )]
= tr(T −1λ E[(fH(x)− fρ(x))2x⊗ x])
≤B2 tr(T −1λ T ) = B2N (λ),
and therefore,
E[‖T −
1
2
λ x‖2H |〈ωλ, x〉H |2] ≤ 3
(
c2gR
2κ2(φ(λ))2λ−1 + (B2 +Q2)N (λ)) .
Introducing the above estimate and (43) into (41), we derive
E‖ξ‖lH ≤2l−1
(
κ√
λ
)l−2(1
2
l!M l−2Q2N (λ) + 3(κ‖ωλ‖H)l−2(c2gR2κ2(φ(λ))2λ−1 + (B2 +Q2)N (λ))
)
≤2l−1
(
κM + κ2‖ωλ‖H√
λ
)l−2
1
2
l!
(
Q2N (λ) + 3(c2gR2κ2(φ(λ))2λ−1 + (B2 +Q2)N (λ))
)
,
≤2l−1
(
κM + κ2‖ωλ‖H√
λ
)l−2
1
2
l!
(
3c2gR
2κ2(φ(λ))2λ−1 + (3B2 + 4Q2)cγλ−γ
)
,
where for the last inequality, we used Assumption 3. Introducing the above estimate into (39),
and then substituting with (34) and noting that λ ≤ 1, we get
E[‖ξ−E[ξ]‖lH ] ≤
1
2
l!
(
4κ(M + Eφ(κ2)κ(1−2ζ)+)
λ
1
2
∨(1−ζ)
)l−2
8
(
3c2gR
2κ2(φ(λ))2λ−1 + (3B2 + 4Q2)cγλ−γ
)
.
Applying Lemma 5.4, one can get the desired result.
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Basic Operator Inequalities
Lemma 5.7. [9, Cordes inequality] Let A and B be two positive bounded linear operators on a
separable Hilbert space. Then
‖AsBs‖ ≤ ‖AB‖s, when 0 ≤ s ≤ 1.
Lemma 5.8. [17, 16] Suppose ψ is an operator monotone index function on [0, b], with b > 1.
Then there is a constant cψ <∞ depending on b−a, such that for any pair B1, B2, ‖B1‖, ‖B2‖ ≤
a, of non-negative self-adjoint operators on some Hilbert space, it holds,
‖ψ(B1)− ψ(B2)‖ ≤ cψψ(‖B1 −B2‖).
Moreover, there is c′ψ > 0 such that
c′ψ
λ
ψ(λ)
≤ σ
ψ(σ)
,
whenever 0 < λ < σ ≤ a < b.
Lemma 5.9. Let ϑ : [0, a] → R+ be Lipschitz continuous with constant 1 and ϑ(0) = 0. Then
for any pair B1, B2, ‖B1‖, ‖B2‖ ≤ a, of non-negative self-adjoint operators on some Hilbert
space, it holds,
‖ϑ(B1)− ϑ(B2)‖HS ≤ ‖B1 −B2‖HS .
Proof. The result follows from [2, Subsection 8.2].
5.2 Proof of Main Results
Now we are ready to prove Theorem 4.2.
Proof of Theorem 4.2. Following from Lemmas 5.3, 5.5 and 5.6, and by a simple calculation,
with λ = nθ−1 and θ ∈ [0, 1], we get that with probability at least 1− δ, the following holds:
‖T
1
2
λ T
− 1
2
xλ ‖2 ∨ ‖T
− 1
2
λ T
1
2
xλ‖2 ≤ ∆1, ‖T − Tx‖ ≤ ‖T − Tx‖HS ≤ ∆3, (44)
and ‖T −1/2λ [(Txωλ − S∗xy)− (T ωλ − S∗ρfρ)]‖H ≤ ∆2, (45)
where
∆1 = C4(log
6
δ
+ γ(
1
θ
∧ log n)), C4 = 24κ2 log 2eκ
2(cγ + 1)
‖T ‖ ,
∆2 =
(
C1
nλ
1
2
∨(1−ζ) +
√
C2φ(λ) +
√
C3√
nλγ
)
log
6
δ
,
∆3 =
6κ2√
n
log
6
δ
.
Obviously, we have ∆1 ≥ 1 since log 6δ > 1 and by (4), C4 ≥ 1.
We now begin with the following inequality:
‖L−a(fzλ − fH)‖ρ = ‖L−a(Sρωzλ − fH)‖ρ ≤ ‖L−aSρ(ωzλ − ωλ)‖ρ + ‖L−a(Sρωλ − fH)‖ρ.
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Introducing with (33), we get
‖L−a(fzλ − fH)‖ρ ≤‖L−aSρ(ωzλ − ωλ)‖ρ + cgRφ(λ)λ−a
≤‖L−aSρT a− 12 ‖‖T
1
2
−a
λ T
a− 1
2
xλ ‖‖T
1
2
−a
xλ (ω
z
λ − ωλ)‖H + cgRφ(λ)λ−a.
By the spectral theorem, L = SρS∗ρ , T = S∗ρSρ, and (4), we have ‖L−aSρT a−
1
2 ‖ ≤ 1. Moreover,
by Lemma 5.7 and 0 ≤ a ≤ ζ ∧ 12 ,
‖T
1
2
−a
λ T
a− 1
2
xλ ‖ = ‖T
1
2
(1−2a)
λ T
− 1
2
(1−2a)
xλ ‖ ≤ ‖T
1
2
λ T
− 1
2
xλ ‖1−2a ≤ ∆
1
2
−a
1 .
We thus get
‖L−a(fzλ − fH)‖ρ ≤ ∆
1
2
−a
1 ‖T
1
2
−a
xλ (ω
z
λ − ωλ)‖H + cgRφ(λ)λ−a.
Subtracting and adding with the same term, using the triangle inequality and recalling the
notation Rλ(u) defined in (30), we get
‖L−a(fzλ − fH)‖ρ ≤ ∆
1
2
−a
1
(
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H + ‖T
1
2
−a
xλ (ω
z
λ − Gλ(Tx)Txωλ)‖H
)
+ cgRφ(λ)λ
−a.
Introducing with (13),
‖L−a(fzλ − fH)‖ρ ≤ ∆
1
2
−a
1
(
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H + ‖T
1
2
−a
xλ Gλ(Tx)(S∗xy − Txωλ)‖H
)
+ cgRφ(λ)λ
−a.
(46)
Estimating ‖T
1
2
−a
xλ Gλ(Tx)(S∗xy − Txωλ)‖H :
We first have
‖T
1
2
−a
xλ Gλ(Tx)(S∗xy − Txωλ)‖H ≤‖T
1
2
−a
xλ Gλ(Tx)T
1
2
xλ‖‖T
− 1
2
xλ T
1
2
λ ‖‖T
− 1
2
λ (S∗xy − Txωλ)‖H .
With (11) and (7), we have
‖T
1
2
−a
xλ Gλ(Tx)T
1
2
xλ‖ ≤ sup
u∈[0,κ2]
|(u+ λ)1−aGλ(u)| ≤ sup
u∈[0,κ2]
|(u1−a + λ1−a)Gλ(u)| ≤ 2Eλ−a,
and thus
‖T
1
2
−a
xλ Gλ(Tx)(S∗xy − Txωλ)‖H ≤2Eλ−a∆1/21 ‖T
− 1
2
λ (S∗xy − Txωλ)‖H
Since by (33) and (8),
‖T −
1
2
λ (S∗xy − Txωλ)‖H
≤‖T −
1
2
λ [(S∗xy − Txωλ)− (T ωλ − S∗ρfρ)]‖H + ‖T
− 1
2
λ (T ωλ − S∗ρfρ)‖H
≤‖T −
1
2
λ [(S∗xy − Txωλ)− (T ωλ − S∗ρfρ)]‖H + ‖T
− 1
2
λ S∗ρ‖‖Sρωλ − fH‖ρ
≤∆2 + cgRφ(λ),
we thus have
‖T
1
2
−a
xλ Gλ(Tx)(S∗xy − Txωλ)‖H ≤ 2Eλ−a∆1/21 (∆2 + cgRφ(λ)). (47)
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Estimating ‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H :
Note that from the definition of ωλ in (32), (18), L = SρS∗ρ , and T = S∗ρSρ,
ωλ = Gλ(T )S∗ρφ(L)g0 = Gλ(T )φ(T )S∗ρg0,
and thus,
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H ≤ ‖T
1
2
−a
xλ Rλ(Tx)Gλ(T )φ(T )S∗ρ‖R = ‖T
1
2
−a
xλ Rλ(Tx)Gλ(T )φ(T )T
1
2 ‖R. (48)
In what follows, we will estimate ‖T
1
2
−a
xλ Rλ(Tx)Gλ(T )φ(T )T
1
2 ‖, considering three different cases.
Case 1: φ(·) is operator monotone.
We first have
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤‖T
1
2
−a
xλ Rλ(Tx)T
1
2
xλ‖‖T
− 1
2
xλ T
1
2
λ ‖‖T
− 1
2
λ T
1
2 ‖‖φ(T )Gλ(T )‖
≤‖T 1−axλ Rλ(Tx)‖∆
1
2
1 ‖φ(T )Gλ(T )‖
By the spectral theorem and (12), with (7),
‖T 1−axλ Rλ(Tx)‖ ≤ sup
u∈[0,κ2]
|(u+ λ)1−aRλ(u)| ≤ sup
u∈[0,κ2]
|(u1−a + λ1−a)Rλ(u)| ≤ 2Fλ1−a,
(where we write Fτ = F throughout) and it thus follows that
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤2F∆
1
2
1 λ
1−a‖φ(T )Gλ(T )‖.
Using the spectral theorem, with (4), we get
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤2F∆
1
2
1 λ
1−a sup
u∈[0,κ2]
|Gλ(u)φ(u)|.
When 0 < u ≤ λ, as φ(u) is non-decreasing, φ(u) ≤ φ(λ). Applying (11), we have
Gλ(u)φ(u) ≤ Eφ(λ)λ−1.
When λ < u ≤ κ2, following from Lemma 5.8, we have that there is a c′φ ≥ 1, which depends
only on φ, κ2 and b, such that
φ(u)u−1 ≤ c′φφ(λ)λ−1.
Then, combing with (11),
Gλ(u)φ(u) = Gλ(u)uφ(u)u−1 ≤ Ec′φφ(λ)λ−1.
Therefore, for all 0 < u ≤ κ2, Gλ(u)φ(u) ≤ Ec′φφ(λ)λ−1 and consequently,
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤2Ec′φF∆
1
2
1 λ
−aφ(λ).
Introducing the above into (48), we get
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H ≤ 2Ec′φFR∆
1
2
1 λ
−aφ(λ). (49)
17
Case 2: φ(·) is Lipschitz continuous with constant 1.
By the triangle inequality, we have
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖
≤‖T
1
2
−a
xλ Rλ(Tx)φ(Tx)Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)(φ(T )− φ(Tx))Gλ(T )T
1
2 ‖
≤‖Rλ(Tx)φ(Tx)‖‖T
1
2
−a
xλ T
a− 1
2
λ ‖‖T
1
2
−a
λ Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)‖‖φ(T )− φ(Tx)‖HS‖Gλ(T )T
1
2 ‖.
Since φ(u) is Lipschitz continuous with constant 1 and φ(0) = 0, then according to Lemma 5.9,
‖φ(T )− φ(Tx)‖HS ≤ ‖T − Tx‖HS . It thus follows that
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖
≤‖Rλ(Tx)φ(Tx)‖‖T
1
2
−a
xλ T
a− 1
2
λ ‖‖T
1
2
−a
λ Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)‖‖T − Tx‖HS‖Gλ(T )T
1
2 ‖
≤cgφ(λ)‖T
1
2
−a
xλ T
a− 1
2
λ ‖‖T
1
2
−a
λ Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)‖∆3‖Gλ(T )T
1
2 ‖,
where for the last inequality, we used (31) to bound ‖Rλ(Tx)φ(Tx)‖:
‖Rλ(Tx)φ(Tx)‖ ≤ sup
u∈[0,κ2]
|Rλ(u)φ(u)| ≤ cgφ(λ).
Applying Lemma 5.7 which implies
‖T
1
2
−a
xλ T
a− 1
2
λ ‖ = ‖T
1
2
(1−2a)
xλ T
− 1
2
(1−2a)
λ ‖ ≤ ‖T
1
2
xλT
− 1
2
λ ‖1−2a ≤ ∆
1
2
−a
1 ,
we get
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤ cgφ(λ)∆
1
2
−a
1 ‖T
1
2
−a
λ Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)‖∆3‖Gλ(T )T
1
2 ‖.
(50)
By the spectral theorem and (11), with (4) and 0 ≤ a ≤ 12 , we have
‖Gλ(T )T
1
2 ‖ ≤ sup
u∈[0,κ2]
|u 12Gλ(u)| ≤ Eλ−
1
2 and (51)
‖T
1
2
−a
λ Gλ(T )T
1
2 ‖ ≤ sup
u∈[0,κ2]
(u
1
2
−a + λ
1
2
−a)|Gλ(u)|u
1
2 ≤ 2Eλ−a.
Similarly, by (12), with (7),
‖T
1
2
−a
xλ Rλ(Tx)‖ ≤ sup
u∈[0,κ2]
(u
1
2
−a + λ
1
2
−a)|Rλ(u)| ≤ 2Fλ
1
2
−a.
Therefore, following from the above three estimates and (50), we get
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖ ≤ 2cgφ(λ)∆
1
2
−a
1 Eλ
−a + 2EFλ−a∆3. (52)
Introducing the above into (48), we get
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖H ≤ 2ERλ−a(cgφ(λ)∆
1
2
−a
1 + F∆3). (53)
Applying (53) (or (49)) and (47) into (46), by a direct calculation, we get
‖L−a(fzλ − fH)‖ρ ≤ ∆
1
2
−a
1 2Eλ
−a(∆
1
2
1 ∆2 + ∆
1
2
1R(c
′′
φ + cg)φ(λ) + FR∆3) + cgRφ(λ)λ
−a.
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Here, c′′φ = c
′
φF if φ is operator monotone or c
′′
φ = cg if φ is Lipschitz continuous with constant
1. Introducing with ∆1, ∆2 and ∆3, by a direct calculation and λ ≤ 1, one can prove the first
part of the theorem with
C˜1 = 2EC1C
1−a
4 , C˜2 = 2E
√
C3C
1−a
4 + 12κ
2EFRC
1
2
−a
4 , and
C˜3 = 2E
√
C2C
1−a
4 + cgR+ 2ERC
1−a
4 (c
′′
φ + cg).
Case 3: φ = ψϑ, where ψ is operator monotone and ϑ is Lipschitz continuous with constant 1.
Since φ = ϑψ, we can rewrite φ(T ) as
φ(Tx) + (ϑ(T )− ϑ(Tx))ψ(T ) + ϑ(Tx)(ψ(T )− ψ(Tx)).
Thus, together with the triangle inequality,
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖
≤‖T
1
2
−a
xλ Rλ(Tx)φ(Tx)Gλ(T )T
1
2 ‖+ ‖T
1
2
−a
xλ Rλ(Tx)(ϑ(T )− ϑ(Tx))Gλ(T )T
1
2 ‖‖ψ(T )‖
+ ‖T
1
2
−a
xλ Rλ(Tx)ϑ(Tx)(ψ(T )− ψ(Tx))Gλ(T )T
1
2 ‖. (54)
Following the same argument as that for (52), we know that
‖T
1
2
−a
xλ Rλ(Tx)φ(Tx)Gλ(T )T
1
2 ‖ ≤ 2cgEφ(λ)∆
1
2
−a
1 λ
−a, (55)
and
‖T
1
2
−a
xλ Rλ(Tx)(ϑ(T )− ϑ(Tx))Gλ(T )T
1
2 ‖ ≤ 2EFλ−a∆3. (56)
As the quality of Gλ covers ϑ(u)u 12−a, applying the spectral theorem and Lemma 5.1, we get
‖T
1
2
−a
xλ Rλ(Tx)ϑ(Tx)‖ ≤ sup
u∈[0,κ2]
(u+ λ)
1
2
−aRλ(u)ϑ(u) ≤ c′gϑ(λ)(λ
1
2
−a + λ
1
2
−a).
Since ψ is operator monotone on [0, b] where b > κ2, we know from Lemma 5.8 that there exists
a positive constant cψ <∞ depending on b− κ2, such that
‖ψ(Tx)− ψ(T )‖ ≤ cψψ(‖T − Tx‖).
If
√
n ≥ 6 log 6δ , as ψ is non-decreasing, following from (44), we have ψ(‖T − Tx‖) ≤ ψ(‖T −
Tx‖HS) ≤ ψ(∆3) and thus
‖ψ(Tx)− ψ(T )‖ ≤ cψψ(∆3) ≤ cψc′ψψ(n−1/2)6κ2 log
6
δ
,
where for the last inequality, we used Lemma 5.8. If
√
n ≤ 6 log 6δ , then as ‖T − Tx‖ ≤
max(‖T ‖, ‖Tx‖) ≤ κ2,
‖ψ(Tx)− ψ(T )‖ ≤ cψψ(κ2) ≤ cψψ(κ2)6 log 6
δ
1√
n
≤ c′ψcψ6κ2 log
6
δ
ψ(n−1/2),
where for the last inequality, we used Lemma 5.8. Therefore, following from the above analysis
and (51),
‖T
1
2
−a
xλ Rλ(Tx)ϑ(Tx)(ψ(T )− ψ(Tx))Gλ(T )T
1
2 ‖
≤‖T
1
2
−a
xλ Rλ(Tx)ϑ(Tx)‖‖ψ(T )− ψ(Tx)‖‖Gλ(T )T
1
2 ‖
≤12c′gcψc′ψEκ2 log
6
δ
λ−aϑ(λ)ψ(n−1/2).
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Introducing the above estimate, (55) and (56) into (54), with ‖ψ(T )‖ ≤ ψ(κ2) (since ψ is
operator monotone and (4)), we conclude that
‖T
1
2
−a
xλ Rλ(Tx)φ(T )Gλ(T )T
1
2 ‖
≤2λ−a
(
cgEφ(λ)∆
1
2
−a
1 + EF∆3ψ(κ
2) + 6κ2c′gcψc
′
ψEϑ(λ)ψ(n
− 1
2 ) log
6
δ
)
.
Introducing the above into (48), we get
‖T
1
2
−a
xλ Rλ(Tx)ωλ‖ ≤ 2λ−a
(
cgEφ(λ)∆
1
2
−a
1 + EFψ(κ
2)∆3 + 6κ
2c′gcψc
′
ψEϑ(λ)ψ(n
− 1
2 ) log
6
δ
)
R.
Combining the above and (47) with (46), by a direct calculation, we get
‖L−a(fzλ − fH)‖ρ
≤λ−a
(
2E∆1−a1 (∆2 + 2cgRφ(λ)) + cgRφ(λ) + 2EFRψ(κ
2)∆
1
2
−a
1 ∆3
+ 12κ2c′gERcψc
′
ψ∆
1
2
−a
1 ϑ(λ)ψ(n
− 1
2 ) log
6
δ
)
.
Introducing with ∆1, ∆2 and ∆3, by a simple calculation, with λ ≤ 1, we can prove the second
part of the theorem with
C˜4 = 2EC
1−a
4
√
C3 + 12EFRψ(κ
2)κ2C
1
2
−a
4 , C˜5 = 2EC
1−a
4 (3cgR+
√
C2),
and C˜6 = 12κ
2c′gcψc
′
ψERC
1
2
−a
4 .
Proof of Corollary 4.3. Let θ be such that λ = nθ−1. As Θ(u) is non-decreasing, Θ(0) = 0,
Θ(1) = 1 and that λ satisfies Θ(λ) = n−1, then 0 ≤ λ ≤ 1. Moreover, as that φ(λ)λ−ζ is
non-decreasing which implies (
φ(1)√
nφ(λ)λ−ζ
)2
≥ 1
n
, (57)
and that
λγ+2ζ =
(
φ(1)√
nφ(λ)λ−ζ
)2
,
then λ ≥ n− 12ζ+γ . Thus, with 2ζ + γ > 1, θ = logn λ+ 1 ≥ − 12ζ+γ + 1 > 0. Also, θ ≤ 1 as λ ≤ 1.
Applying Part 1) of Theorem 4.2, and noting that by 2ζ + γ > 1, 1 ≥ λ ≥ n− 12ζ+γ and (57),
1
nλ
1
2
≤ 1√
n
≤ 1√
nλγ
=
φ(λ)
φ(1)
,
1
nλ1−ζ
≤ 1√
nλγ
(if 2ζ ≤ 1).
we can prove the first desired result. The second desired result can be proved by using Part 2) of
Theorem 4.2, the above estimates, as well as ψ(n−1/2) ≤ ψ(λ) (since ψ is non-decreasing).
Proof of Corollary 4.4. If ζ ≤ 1, then φ is operator monotone [17, Theorem 1 and Example
1]. If ζ ≥ 1, then φ is Lipschitz continuous with constant 1 over [0, κ2]. Applying Part 1) of
Theorem 4.2, one can prove the desired results.
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Proof of Corollary 4.5. The proof can be done by using Corollary 4.4 with simple arguments.
For notional simplicity, we let
Λn =
{
n
− (ζ−a)
2ζ+γ if 2ζ + γ > 1,
n−(ζ−a) (1 ∨ log nγ)(1−a) if 2ζ + γ ≤ 1.
1) Using the fact that for any non-negative random variable ξ, E[ξ] =
∫
t≥0 Pr(ξ ≥ t)dt, and
Corollary 4.4, for any q ∈ N+
E‖L−a(fzλ − fH)‖qρ ≤ C
∫
t≥0
exp
{(
− t
CΛqn
) 1
q(2−a)
}
dt ≤ CΛqn.
2) By Corollary 4.4, we have, with δn = n
−2,
∞∑
n=1
Pr
(
n
ζ−a−
1∨(2ζ+γ) ‖L−a(fzλ − fH)‖ρ > Cn
ζ−a−
1∨(2ζ+γ) Λn log
2−a 6
δn
)
≤
∞∑
n=1
δ2n <∞.
Note that Cn
ζ−a−
1∨(2ζ+γ) Λn log
2−a 6
δn
→ 0 as n→∞. Thus, applying the Borel-Cantelli lemma, one
can prove Part 2).
3) Following the argument from the proof of Corollary 4.4, one can prove Part 3).
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A List of Notations
Notation Meaning
H the input space - separable Hilbert space
ρ, ρX the fixed probability measure on H × R, the induced marginal measure of ρ on H
ρ(·|x) the conditional probability measure on R w.r.t. x ∈ H and ρ
Hρ the hypothesis space, {f : H → R|∃ω ∈ H with f(x) = 〈ω, x〉H , ρX -almost surely}.
n the sample size
z the whole samples {zi}ni=1, where each zi is i.i.d. according to ρ
y the vector of sample outputs, (y1, · · · , yn)>
x the set of sample outputs, {x1, · · · , xn}
E the expected risk defined by (1)
L2ρX the Hilbert space of square integral functions from H to R with respect to ρX
fρ the regression function defined (2)
κ2 the constant from the bounded assumption (3) on the input space H
Sρ the linear map from H → L2ρX defined by Sρω = 〈ω, ·〉H
S∗ρ the adjoint operator of Sρ: S∗ρf =
∫
X
f(x)xdρX(x)
L the operator from L2ρX to L2ρX , L(f) = SρS∗ρf =
∫
X
〈x, ·〉Hf(x)ρX(x)
T the covariance operator from H to H, T = S∗ρSρ =
∫
X
〈·, x〉xdρX(x)
Sx the sampling operator from H to Rn, (Sxω)i = 〈ω, xi〉H , i ∈ {1, · · · , n}
S∗x the adjoint operator of Sx, S∗xy = 1n
∑n
i=1 yixi
Tx the empirical covariance operator, Tx = S∗xSx = 1n
∑n
i=1〈·, xi〉xi
fH the projection of fρ onto the closure of Hρ in L
2
ρX
Gλ(·) the filter function of the regularized algorithm from Definition 3.1
τ the qualification of the filter function Gλ
E,Fτ the constants related to the filter function Gλ from (11) and (12)
λ a regularization parameter λ > 0
ωzλ an estimated vector defined by (13)
23
fzλ an estimated function defined by (14)
M,Q the positive constants from Assumption (15)
B the constant from (17)
φ,R the function and the parameter related to the ‘regularity’ of fH (see Assumption 2)
γ, cγ the parameters related to the effective dimension (see Assumption 3)
{σi}i the sequence of eigenvalues of L
ψ, ϑ the functions from Part 2 of Theorem 4.2, φ = ψϑ
Tλ, Tλ = T + λ
Txλ, Txλ = Tx + λ
ζ the parameter related to the Holder source condition on fH (see (28))
Rλ(u) = 1− Gλ(u)u
N (λ) = tr(T (T + λ)−1)
cg the constant from Lemma 5.1
ωλ the population vector defined by (32)
an,δ,γ(θ) the quantity defined by (35)
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