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Abstract
This thesis has two modest goals. The primary goal is to deliver three results involving
particle detectors interacting with a quantum field in presence of non-trivial boundary
conditions (Dirichlet, Neumann, periodic; dynamical or otherwise). The secondary goal is
to cover some technical, less “interesting” aspects of numerical integration performed in
one of the works discussed in this thesis.
For the primary goal, we will first discuss how particle detector models known as Unruh-
DeWitt model, which mimics essential aspects of light-matter interaction in quantum field
theory (QFT) in general curved spacetimes, can be used to reanalyse the Weak Equiva-
lence Principle (WEP) involving uniformly accelerating cavity (Dirichlet boundaries). This
complements past literature, in particular the relatively recent solid work in [1], expands
past results to cover highly non-diagonal field states and clarifies a minor disagreement
with another old result in [2]. We will then move on to the problem of zero mode of a
bosonic quantum field in presence of periodic and Neumann boundary conditions and show
that relativistic considerations require careful treatment of zero mode in order to respect
(micro)causality of QFT. We will quantify the amount of causality violation when the
zero mode is ignored. Finally, we will discuss entanglement dynamics between two detec-
tors coupled to a bosonic field in presence of non-uniformly accelerating mirror (moving
Dirichlet boundary) for several non-trivial mirror trajectories.
For the secondary goal, we aim to briefly summarize some technical difficulties regarding
symbolic and numerical integration encountered in these works. While this is not directly
relevant for the physical results of the papers, explicit discussion seems appropriate and
useful even if concise. In particular, we will discuss, in the context of Unruh-DeWitt model,
a particular way involving Mathematica’s symbolic integration which prove superior in
many settings than simply “plug-in-and-integrate” from textbooks like [3] or the literature,
as one might naturally do in the absence of closed-form expressions. This will prove useful
as an explicit reference for future UDW-related studies when more complicated integrals
of similar nature are encountered.
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Notation and Convention
In this thesis, we will adopt the natural units c = ~ = 1. For convenience, we mention
explicitly that in this implies that we have the following dimensional relationships between
energy, mass, length and wavevector (momentum): [E] = [m] = [L]−1 = [k].
Let (M, g) be our Lorentzian manifold and let X be a timelike vector. In this thesis we
will use the following convention that if X ∈ TpM is a timelike vector, then the norm with
respect to the metric is negative g(X,X) < 0. This is equivalent to the “mostly plus” or
“East coast convention” (e.g. as is used in [4]) when dimM = D > 2. Since in this thesis
most of the work is carried out in (1 + 1) model spacetimes, the signature is exactly zero
and hence the usual terminology is ambiguous.
Finally, we will almost always refer to metric tensor using its components gµν since g
will be used, following many texts, to denote the metric determinant, i.e. g := det[gµν ],
where [gµν ] is the matrix representation of the metric. Context will make this clear.
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On a journey, there are things you learn for the first time;
That this scenery is indispensable;
That even if you are not looking, the people and the world change;
That there is no such thing as an uneventful day.
「宇宙より遠い場所」
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In this chapter we will carry out two things: (1) to motivate the subject matter of relativistic
quantum information which this thesis is a small subset of, and (2) to give an overview of
the content of this thesis. We do not attempt to provide an exhaustive list of literature
references in this chapter.
1.1 Relativistic quantum information
The overall subject matter covered in this thesis can be considered a small subset of an
intersection of two large fields: quantum field theory (QFT) in curved spacetimes and
quantum information (QI). This intersection can be considered a subfield in itself, now
known by its practitioners as relativistic quantum information (RQI).
One can survey standard resources such as the famous reference by Nielsen and Chuang
[7] to know the generic scope of QI: they can be broadly categorised into information theory
and quantum computation. It is not an oversimplification to say that QI as it is normally
understood excludes special relativity (SR) and general relativity (GR) a priori, since the
regime of the problems of interest — such as the highly desired implementation of quantum
computers — is expected to be highly non-relativistic.
One strong motivation may come from the desire of the practitioners of fundamental
physics to unify two most successful theories at two extreme scales: quantum field theory
which describes non-gravitational interactions at small scales, and general relativity which
describes gravitational interaction at large scales. While proposals abound, ranging from
efforts in string theory to loop quantum gravity to asymptotic safety to causal sets, none
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are satisfactory enough theoretically. The lack of experimental data in the regime where
quantum-gravitational effects are important certainly does not help. The first surprise came
from the 1970s, when Hawking discovered in the framework of Euclidean quantum gravity
that semi-classical black holes must radiate and hence black holes are thermodynamic
objects [8]. This in turn leads to the (in)famous black hole information paradox whose
resolution is to this day not universally agreed (see e.g. [9,10] for more recent arguments).
Without going too far into quantum gravity, it is not difficult to see that entanglement
in QFT must play a crucial role. It was shown that QFT vacuum is itself entangled in a
way that saturates a properly formulated Bell inequality [11–13]. Furthermore, from the
perspective of algebraic quantum field theory, entanglement seems to be not a sole property
of the field but also on the algebra of observables [14]. This development also influences
Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence, where entanglement
entropy of a state in CFT living in the boundary of asymptotically AdS bulk spacetime is
computed using extremal surfaces in the gravitational bulk [15]. Entanglement has thus
been conjectured to be fundamentally related to gravitational degrees of freedom, leading
to the picture that one can build spacetime using entanglement (see e.g. [16–18]). All these
however have an obvious, though arguably less “fundamental” drawback: as stated, none
of these entanglement measures are operational, i.e. they cannot be reasonably measured
by observers carrying (finite) laboratory with them. This state of affair was worsened by
the observation that QFT does not carry with it an intrinsic local measurement theory,
unlike quantum mechanics [19].
The above limitation partially motivated the Unruh-DeWitt particle detector model
[20,21], which was able to demonstrate both Unruh effect and Hawking effect in operational
language. This particle detector model, as we will review in Chapter 2, essentially transfers
the burden of measurement to a non-relativistic quantum system such as an atom coupled
to a quantum field. The idea that one can study classical and quantum correlations in the
field using detector models was first explicitly demonstrated in e.g. [22, 23]. Away from
quantum-gravitational context, it turns out that relativistic considerations also appear in
seemingly harmless, flat space settings in which entanglement again plays a central role.
One of the most remarkable results involves the demonstration that spin-spin entanglement
is not Lorentz covariant [24]. It was also shown that entanglement is affected by relative
motion, especially in presence of acceleration [25–27]. In these scenarios, the use of particle
detector models is also extremely useful in making the physics transparent. In certain cases,
non-perturbative methods are available and fundamental concepts such as channel capacity
can be made for arbitrary curved spacetimes [28].
There are many other results in RQI which merit mention, however we do not do it here
for brevity and we will mention them in subsequent chapters if they are relevant. In this
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thesis we will explore a small corner of RQI, as described in what follows.
1.2 Overview of the thesis
The main goal of this thesis is to present a modest sets of results, spread over three chapters,
done in the context of particle detector models (known more commonly as Unruh-DeWitt
model) in quantum field theory. It is fortunate that ‘boundary conditions’ turn out to be
a common theme among these works, though it was not intended when they were first
studied. With this in mind, ‘boundary conditions’ will be used to partition this thesis into
several coherent and relatively independent chapters. This thesis also contains secondary
goal, namely to illustrate (in the last chapter) in somewhat detailed manner a numerical
integration problem faced in one of the works presented in this thesis.
Chapter 2 reviews the basics of quantum field theory in curved spacetime and the
Unruh-DeWitt model, a class of particle detector models that are commonly employed in
the context of relativistic quantum information. This chapter will be kept as general as
possible in order to provide common ground for setting up the problems in the next three
chapters. Actual details unique to each problem (such as the number of detectors or actual
initial state of the detector and the field) will be addressed specifically in each chapter.
Chapter 3 studies the old problem of the weak equivalence principle (WEP) in the con-
text of particle detector models in relative motion with a cavity (i.e. Dirichlet boundary
conditions along the direction of motion). We review the classical WEP and its generaliza-
tion to a semiclassical setting when there is a quantum field present in the compact region
in which the WEP is usually cast (imagine the prototypical free-falling lift or rocket). We
will show that in principle, a detector can locally detect the difference between a free-
falling cavity crossing a static detector and a free-falling detector in a static cavity and in
the ‘non-relativistic’ regime, whose meaning we will clarify, the weak equivalence principle
holds in semiclassical setting. This result holds largely independently of the quantum state
of the field. One takeaway from this is that there seems to be a disagreement between what
we found here — namely that WEP holds in appropriate sense — and the relatively old
claim that massive quantum fields can be used as a quantum accelerometer, distinguishing
the two setups locally simply by the transition probability of the detector [2].
Chapter 4 turns to the use of periodic boundary condition for massless quantum scalar
fields. In this scenario, a zero mode can arise and we will discuss its properties and its
effect on particle detector phenomenology. We show that while it may appear appealing to
ignore the zero mode, this breaks causality in the relativistic sense and one can use this to
3
indeed send superluminal signals. We describe the situations in which the zero mode can
arise and discuss how it ought to be handled when relativity is relevant for the physics in
question.
Chapter 5 covers the use of a moving Dirichlet boundary condition — also known as
a moving mirror — for a (1 + 1)-dimensional massless quantum scalar field. We will call
the spacetime with a mirror a mirror spacetime. In this chapter we focus on how two
detectors coupled to the field in mirror spacetime can or cannot harvest entanglement.
This scenario provides another vantage point for understanding entanglement structure of
quantum fields on black hole spacetimes, since moving mirrors were originally designed
to mimic Hawking radiation in the context of black hole physics. We will see that indeed
entanglement harvesting provides a complementary picture to the current analogy between
mirror and black hole spacetimes that uses non-local quantities, namely the matching of
Bogoliubov coefficients. We will obtain a side bonus that entanglement extraction between
detectors turns out to be robust against the IR structure of the theory, thus providing a
reason for trusting aspects of (1 + 1)-dimensional massless field theory, which is known to
be IR-ambiguous.
Chapter 6 consists of a small detour into numerical integration used in Chapter 5, which
appears often in investigations involving Unruh-DeWitt models. We provide examples
and compare several methods to demonstrate and propose that in many situations, the iε
prescription as it appears may be inferior to a more complex-analytically motivated contour
integration and how to perform this numerically. We believe this discussion is potentially
of great use for readers who are working with this model or integrals of similar form.
Finally, Chapter 7 provides some summary and thoughts on the research presented in
this thesis. A set of appendices has been included to demonstrate details that may distract
from the main ideas presented in the main body of the thesis.
4
Chapter 2
Quantum field theory in curved
spacetimes and particle detectors
In this chapter we will review the quantization of classical scalar field in arbitrary curved
spacetime satisfying certain nice properties and also Unruh-DeWitt particle detector model.
Our aim is to first show how the notion of particle creation arises within the context of
quantum field theory, which will then provide us with some basic motivations to employ
particle detector models to probe the field properties in relativistically covariant manner.
Although the contributions in this thesis are concerned with mostly with scalar fields on
flat spacetime, we will work with the most general coordinates in curved spacetimes as it
simplifies and unifies some treatment in non-inertial frames. For instance, the Klein-Gordon
equation in arbitrary curved spacetime can easily account for Klein-Gordon equation in
Rindler coordinates (cf. Chapter 3).
2.1 Classical scalar field
Let (M, gab) be a (D + 1)-dimensional Lorentzian manifold. A real-valued scalar field is
a smooth function φ : M → R. The dynamics of a classical scalar field φ with mass









1We take the following opportunity to express variational quantities in slightly more rigorous manner.
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Let h : M → R be a test function on M in the sense of distribution theory. For our
purposes, it suffices that the test function belongs to the space of compactly supported,
smooth, real test functions C∞0 (M), as is usually required for algebraic formulation of
scalar field quantization [29]. For a given test function h, the functional derivative of S[φ],













The function εh is usually called the variation of φ, often denoted by δφ in physics liter-
ature. Therefore, the variation of the action δS encountered in physics literature really
means
δS ≡ 〈δS[φ], h〉 := ddε
∣∣∣∣∣
ε=0
S[φ+ εh] , (2.2)
where the inner product notation is used to make the dependence on the test function



















In physics, the dynamics of a physical system is given by Hamilton’s principle, which in
this case dictates that this variation δS vanishes for all test functions h which vanish on
∂M . Therefore, by the fundamental lemma of variational calculus, we must have that the
functional derivative of S identically vanishes, i.e. we obtain the Euler-Lagrange equations









This expression involving the full covariant derivative with respect to Levi-Civita con-
nection ∇ is convenient even in flat space, since for non-trivial coordinate systems e.g.
2This is the same notation as when one defines (distributional) derivative of one-dimensional Heaviside




involving accelerating observers, the connection coefficients Γρµν will generally be non-zero.
For the scalar field minimally coupled to the metric in Eq. (2.1), one can show that the





−m2φ = 0 . (2.6)
The second expression can be obtained from the first using the fact that φ is a smooth
function (0-form) over M hence ∇µφ = ∂µφ and also the identity
Γµµν = ∂ν log
√−g . (2.7)
The expression in Eq. (2.6) will be used for the rest of the thesis since the metric gµν
and its determinant √−g will be relevant for various non-trivial coordinates even in flat
spacetime, such as when using Rindler coordinates.
An important classical observable which is very useful for quantum field theory is the
Hamiltonian associated to the field. The Hamiltonian can be obtained using the Legendre
transformation, as is done for classical mechanics of particles. The main difficulty in doing
this for a given manifold M is that we will need single out a preferred time direction in
M . In flat space, this is straightforward due to the full Poincaré symmetry which provides
global timelike Killing vectors to label time. In the most generic spacetimes, this cannot
be unambigously done.
However, it can be shown that if M is globally hyperbolic, then the spacetime admits
a (3 + 1)-decomposition (ADM decomposition) [4]: that is, the spacetime has natural
topology M = R × Σ where R is along the timelike direction. In other words, one can
foliate spacetime into one-parameter family of spacelike hypersurfaces Σt, where t ∈ R. In
particular, if the spacetime is static, i.e. it admits a global timelike Killing vector ξ, i.e.
Lξgab = 0 , ξaξa < 0 , (2.8)
then together with global hyperbolicity3 one can label Σt with time parameter associated
with the timelike Killing vector ξ. For example, in Minkowski space ∂t is a valid timelike
Killing vector and the time parameter t is the global time associated to this Killing field.
Global hyperbolicity is important because it implies that the Klein-Gordon equation is
well-posed, i.e. it has a well-defined initial value problem: that is, if one is given an initial
data on one slice Σt0 , then Klein-Gordon equation will evolve the initial data for all t ∈ R.
3It is not true that if the spacetime admits a timelike Killing vector then it must be globally hyperbolic,
as some pathological examples show [4]. I thank José de Ramon for pointing this out.
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In other words, one can know the values of the scalar field at all spacetime points p ∈M .
As such, we will restrict ourselves to globally hyperbolic static spacetimes. Let t be a
global time function associated to the timelike Killing vector ξ, i.e. we write ξ = ∂t. Since
the spacetime is static, Σt is time-translation invariant and so we write Σ for all of the














dDxL(φ, φ̇,∇jφ) , (2.10)
where L is the Lagrangian projected to Σ and φ̇ = ∂tφ ≡ Lξφ. Now, the conjugate















2.2 Quantization of scalar field
2.2.1 General picture of quantization
In general, a physical system is specified by three basic ingredients: its state, an alge-
bra of fundamental observables that provides quantities one can measure and build more
complicated observables, and an equation of motion (with suitable boundary conditions,
if applicable). In classical mechanics, the state is encoded in the phase space, e.g. by
specifying position and momentum (which is a point in phase space). The equation of
motion in this case can be given by Hamilton’s equation of motion, which is equivalent
to Newton’s second law. The fundamental observables are position and momentum sat-
isfying Poisson algebra, and one can build more complicated observables as a function of
position and momentum, such as the total energy (Hamiltonian). In quantum mechanics,
the state is specified by a state in a Hilbert space H. The equation of motion is provided
4Note that if we use different slicing with different normal vector nµ to Σ, the conjugate momentum is
strictly speaking is given by π = √γnµ∂µφ, where γ is the determinant of the induced metric on Σ.
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by the Schödinger equation or equivalently the Heisenberg equation. The fundamental
observables are provided by certain set of operators acting on H whose eigenvalues can be
associated to measurable outcomes (through the “projection postulate”, among others).
The fundamental observables can be e.g. position and momentum operators satisfying
canonical commutation relations (so-called “CCR algebra” for obvious reason), and more
complicated observables such as the Hamiltonian can be built from these. Other technical
requirements may or may not be required to make this general 3-ingredient picture work.
In our case, the physical system of interest is a real scalar field φ on a spacetime M
that we would like to quantize, and canonical quantization is a prescription that provides
us with the same three basic ingredients — the space of states, observables, and dynamics.
Complication arises for many (technical) reasons, one of which being the Hilbert space
is necessarily infinite-dimensional in a manner much more complicated than the quantum
harmonic oscillator. Note that canonical quantization is one of the many ways to quantize
a physical system: the so-called path-integral quantization does not, for example, work with
operators and Hilbert space directly and instead directly go for correlation functions and
expectation values5. We will not pursue path-integral quantization here.
At the heart of canonical quantization, we wish to make the classical field observable
(field amplitude) φ : M → R into an operator acting on a Hilbert space H, i.e. φ̂ : H → H.
The Hilbert space contains quantum states {|φ〉} associated to the quantum field. In H,
one expects to have a state corresponding to the “lowest energy state” in an appropriate
sense (unique or otherwise), called a vacuum state |0〉 (ground state) of the field, and hope
to generate all other states by suitable operators acting on |0〉. This is usually done most
easily using the so-called Fock representation, where the Hilbert space basis is countable
— the number state basis {|n〉 : n ∈ 0 ∪ N} — and the fundamental operators are now
the ladder operators {âk, â†k : k ∈ Rn}. These operators can be used to generate all
the “n-particle states” of the theory, which provides us with a notion of (anti-)particle
excitations. And finally, among all other operators that one can build using the basic
operators, one of the most important ones is the Hamiltonian operator Ĥ : H → H, whose
eigenvalues provide energy spectrum of the theory. In particular, a vacuum state (suitably
regularized) is one which is annihilated by the Hamiltonian, i.e. Ĥ |0〉 = 0. Once the
algebra (i.e. operators and commutation relation) and states are available, one can then
start to compute physical quantities of interest, such as the S-matrix in scattering theory
(see e.g. [30,31] for standard calculations in various quantum field theoretic contexts, from
high-energy physics to condensed matter physics).
As it turns out, the field operator φ̂ as described above is an operator-valued distribution,
5These contain all the information about the system packaged differently, i.e. in the partition function.
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i.e. it is not a well-defined operator at a spacetime point p ∈ M and is only defined over
suitable space of test functions T (which may or may not contain Dirac delta function [32]).
That is, if h ∈ T , then φ̂(h) is a valid operator in a distributional sense. These operators
will then define a valid algebra of observables, which in the case of scalar field, is known as
the CCR algebra.
As this algebra is (schematically) not too difficult to understand and relate to standard
QFT formulation, we state it here (with slight modification) [29]. We will not attempt to
explain every technical point but instead loosely describe what they mean as a whole.
Definition 1. A CCR algebra of the quantum field φ on M is the unital ∗-algebra A
with the following presentation and relation: the generators of the algebra are (smeared
abstract) field operators, φ̂(f), labelled by the test functions f ∈ C∞0 (M) which satisfy
the following relations:
(a) (R-linear) φ̂(af + bg) = aφ̂(f) + bφ̂(g) for all f, g ∈ C∞0 (M).
(b) (Hermiticity) φ̂(f)∗ − φ̂(f) = 0 for f ∈ T .
(c) (Klein-Gordon)6 φ̂ ((∇a∇a −m2)f) = 0 for g ∈ C∞0 (M).
(d) (Commutation relation) [φ̂(f), φ̂(g)] − iE(f, g)1 = 0, where E is the causal
propagator.
The causal propagator E is formally a map from the space of test functions to the space
of solutions of the Klein-Gordon equation, i.e. E : C∞0 (M) → Sol(KG) with the property
that with the property that
• E(f, ·) = Af − Rf , where Af,Rf are advanced and retarded solutions with source
f respectively,
• E(f, g) := ∫M(gAf − gRf)
√−g dnx.
Another formal ingredient we need is the notion of state of a quantum field.
Definition 2. Given a unital ∗-algebra A, an (algebraic) state ω over A is a C-linear
map ω : A → C which is both positive (i.e. ω(â†â) ≥ 0 for all â ∈ A) and normalized (i.e.
ω(1) = 1, where 1 is multiplicative identity element of A).
6Note that in the context of PDE, the space of test functions may include non-smooth functions and
distributions; usually g is then known as weak solution to the field equation.
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Loosely translated to the standard QFT notions, the definition of CCR algebra A and
algebraic state ω suggest the following picture: canonical quantization of the scalar field
phi is a specification of an algebra of Hermitian operators φ̂ with a specific canonical
commutation relations between these operators. The Hilbert space of states as we usually
understand is obtained from A and ω using the so-called GNS representation theorem [29].
Note that relations (c) and (d) in Definition 1 tell us that indeed our field is a scalar
field satisfying a specific equation of motion, namely the Klein-Gordon equation, which
in turn encodes that our construction obeys relativistic dispersion relation. Furthermore,
these operators are formally distributional, which is why Dirac delta functions appear
in commutation relations in standard texts (compare e.g. [3, 30, 31] and [29, 32]). What
remains missing from the CCR algebra is how to specify “lowest-energy state” and hence
other states in H: in standard QFT, one passes to the Fock representation for H just
obtained from GNS construction, whose fundamental operators are ladder operators with
which one can then construct explicitly the “n-particle states” of the theory.
The above discussion is meant to illustrate roughly what one would need to perform
canonical quantization and what comes out of the procedure. Much of the framework
in algebraic quantum field theory (AQFT) are concerned with making these procedures
mathematically rigorous and fundamentally as satisfactory as possible in generic curved
spacetimes. Unfortunately, to date most interacting field theories have not been rigorously
proven to exist in (3 + 1) dimensions7 [36].
2.2.2 Quantization procedure
From the above discussion, we see that we more or less have canonically quantized the
theory if we specify the field operators φ̂ and its associated commutation relations. We
also need to specify the Hilbert space of states H (e.g. as a span of simple basis), and
a way to construct n-particle states from the vacuum state of the theory — in particu-
lar, we need to construct the Hamiltonian operator Ĥ which certifies our vacuum state
|0〉. Finally, we need to specify the equation of motion which specifies how the states
and/or operators evolve with respect to some time parameter: whether states and/or op-
erators evolve in time depends on which picture we adopt (Schrödinger, Heisenberg, or
Dirac/interaction picture). We will, in view of AQFT framework, adopt the less rigorous
approach to canonical quantization as is done in e.g. [3, 31].
This proceeds in three basic steps.
7An interesting fact is that the usual φ4 theory and other self-interacting scalar theories have been
proven to not exist in five dimensions or more [33–35].
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Step 1: The quickest way to quantize the theory will be to elevate the field φ and
its conjugate momentum π to operators acting on Hilbert space H and impose canonical
commutation relations between them. That is, we now have φ̂, π̂ : H → H and for a given









= 0 . (2.14)
Step 2: We write down the Fourier decomposition of the scalar field φ. Promoting φ
into an operator φ̂ then amounts to promoting the Fourier coefficients into ladder operators.




(akuk(t,x) + a∗ku∗k(t,x)) , ak ∈ C , (2.15)
and uk(t,k) are a complete set of orthonormal mode functions of the decomposition. If
we define the real-valued solution space of the Klein-Gordon equation to be Sol, then this
decomposition can be written as
SolC = span{uk, u∗k : k ∈ RD} , (2.16)
where SolC is the enlarged solution space which includes complex-valued solutions of the
Klein-Gordon equation. These mode functions are orthogonal with respect to the Klein-
Gordon inner product, defined by




√−g (f ∗∂µg − g∗∂µf) , (2.17)
where dΣµ = nµdΣ, nµ is future-directed unit normal orthogonal to spacelike hypersurface
Σ. Since the spacetime is globally hyperbolic, the ADM foliation allows us to take Σ to be
a Cauchy surface. By Stokes’ theorem, this inner product is independent of which Σt we
use (hence we drop the t subscript). The orthonormality relations between mode functions
are as follows:
(uk, uk′) = δk,k′ , (u∗k, u∗k′) = −δk,k′ , (uk, u∗k′) = 0 . (2.18)
Note that the Klein-Gordon inner product not a valid inner product on the entire SolC, but
8We have for simplicity used the summation instead of integral, analogous to quantizing the field with
periodic boundary conditions and take the periodic length L→∞ at the end [3]
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it is positive-definite or negative definite on subspaces spanned by uk and u∗k respectively.
In view of this, we can write the complexified solution space as a direct sum of a Hilbert
space and its complex conjugate, i.e.
SolC = HSol ⊕H∗Sol , H := span{uk} . (2.19)
This splitting has an intuitive interpretation. The mode function uk(t,x) is said to be
positive frequency mode with frequency ωk if it is an eigenfunction of the operator iLξ with
positive eigenvalue ωk, i.e.
iLξuk = ωkuk , ωk > 0 , (2.20)
where Lξ is the Lie derivative with respect to timelike Killing vector ξ. Therefore, we can
think of HSol as the space of the positive frequency solutions, and we can say that a real
scalar field is an (infinite) linear combinations of positive and negative frequency modes.




















= 0 . (2.22)
These commutation relations are required for the original commutation relations in terms
of field operators and its conjugate momentum to hold.
Step 3: Finally, we can construct the vacuum state upon which all other states can be
built from. The field decomposition above provides us with a characterisation of the Hilbert
space H of the quantum field in terms of a very convenient basis representations known as
Fock representation. This is the representation of the Hilbert space using a complete set
of basis states constructed out of the vacuum state |0〉 by applying all possible and finitely
many creation operators on |0〉. The vacuum state with respect to Killing time t is defined
by the state annihilated by any âk:
âk |0〉 = 0 ∀k ∈ RD .
This matches what we had previously about characterising the vacuum state using the
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kâk =⇒ Ĥ |0〉 = 0 . (2.23)












where F = span
{
â†k |0〉 : k ∈ RD
}
is the one-particle Hilbert space spanned by “1-particle
states” â†k |0〉, i.e. states acted by one creation operator of some momentum k, and S(·)
here refers to the symmetrisation operator, i.e. the n-particle states are symmetrised in the
sense that â†kâk′ |0〉 = âk′ â†k |0〉 whenever k 6= k′. This symmetrisation reflects the bosonic
character of the real scalar field. The n = 0 case is the subspace spanned by the vacuum
state, i.e. HS0 := span {|0〉}.
An operator closely related to the Hamiltonian is the number operator N̂ with respect
to some momentum k, defined to be
N̂k := â†kâk . (2.25)
This operator, in the language of quantum harmonic oscillator, counts the number of
particle excitations with momentum k. This operator will be essential to show how particle
creation first arises in quantum field theory.
2.3 Particle creation
Recall that in flat spacetime, one can identify a preferred vacuum by the existence of global
timelike Killing field — this is usually called the global Minkowski vacuum. The existence
of this Killing field allows us to define uniquely the positive and negative frequency modes,
and consequently a preferred vacuum state. We will see that even in flat space this choice is
not unique. This lack of uniqueness is in fact physical — it is the origin of the phenomenon
of particle creation.
9One might wonder how the Hilbert space of solutions HSol is related to the Hilbert space H of our
quantum field here. This connection is quite non-trivial but is described by algebraic framework of QFT:
it has to do with how one relates positive frequency solutions with “particle excitations” and negative
frequency solutions with “anti-particle” excitations. See [32] for details.
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âjuj + â†ju∗j =
∑
j
b̂jvj + b̂†jv∗j . (2.26)
Here we have used discrete index j to label the modes for clarity10. Since {uj, u∗j}, {vj, v∗j}




αjiui + βjiu∗i . (2.27)
The coefficients αji, βji ∈ C are called Bogoliubov coefficients and this relation between
two bases is called a Bogoliubov transformation. Given the basis modes, we can find these
coefficients using the Klein-Gordon inner product:
αji = (vj, ui) , βji = −(vj, u∗i ) . (2.28)
Using Eq. (2.26) and Klein-Gordon inner product, together with the Bogoliubov transfor-












jk − βikβ∗jk = δij , (2.30)
∑
k
αikβjk − βikαjk = 0 . (2.31)
We are now ready to see how particle creation arises in QFT, even in flat spacetime.
Suppose we quantize the field using two different bases, B1 = {uj, u∗j} and the other using
B2 = {vj, v∗j}. Then we will obtain two distinct Fock spaces H1,H2 with their own vacuum
states |0〉1 , |0〉2 respectively. By construction we described in the previous subsection, the
10Strictly speaking, we are summing over ZD since the mode decomposition was written as sum over
momenta
∑
k, but we can make this into a sum over Z by virtue of countability. This is the notation
used in standard texts e.g. [3], with the advantage that the change of basis can be properly thought of
as (infinite-dimensional) matrices (i.e. encoded in an invertible object with two indices). If we sum over
the wavevector k, the argument still holds but we will have to think of the change of basis “matrix” as
something with more than two indices.
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vacuum states are defined by
âj |0〉1 = b̂j |0〉2 = 0 ∀j . (2.32)













i |0〉2 . (2.33)
This relation shows that |0〉2 is generically not a vacuum state of the first Fock represen-









|βji|2 ≥ 0 . (2.34)
This says that the vacuum state |0〉2 in fact contains
∑
i |βji|2 excitations in the j-th mode.
In standard QFT interpretation, this means that, for example, two observers quantizing in
different frames even in flat spacetime will not in general agree about the particle content
of the field, unless they are both in specially related frames — such as inertial frames. This
is the phenomenon of particle creation in QFT.
In other words, we can characterise the relationship in terms of the mode frequencies.
Clearly, if vj can be written as linear combinations of only positive frequency modes uj,
then all βji = 0. This in turn implies that âj |0〉2 = 0, thus the two quantization proce-
dures employing different bases will agree on what is the vacuum state of the theory (and
hence the particle content). This problem is worse in curved spacetimes, since in general
spacetimes, no timelike Killing vectors exist to even pick out a vacuum state, so vacuum
states are not even well-defined at all times.
2.4 Summary 1: how to count particles?
We started from classical scalar field and performed canonical quantization on the field. We
briefly discussed certain algebraic aspects which lend credence to the less rigorous treatment
of the quantization. We found at the end that there is generically particle creation even
in flat spacetimes. Equivalence principle then dictates that this expectation should hold
for gravitation, i.e. a gravitational field induces particle creation. This is true even in
static spacetimes with timelike Killing vectors: in generic spacetimes, vacuum states are
16
not even well-defined at all times. This is the case for example in expanding cosmological
spacetimes, where a vacuum state is only well-defined only on one spatial hypersurface.
This phenomenon underlies the famous Unruh and Hawking effects, describing particle
creation due to acceleration and gravitational collapse respectively.
While we do not focus on Unruh and Hawking effects specifically for this thesis, we
should point out that the description of particle creation in this chapter has one unsat-
isfactory aspect: it is not clear how the particle content can be operationally understood
without some sort of measurement protocols. The number operator â†kâk is highly non-local
in spacetime since it is localised in momentum space (at k), thus no reasonable observer
can in fact measure quantities such as the number expectation 〈N̂ (1)k 〉2. This is true even
in presence of timelike Killing vectors where one has natural choices of vacua, since any
quantum state of the field is “global” in spacetime, i.e. not defined as tensor product of
states at each point p ∈ M . This is worsened by the fact that there is no satisfactory
measurement theory for the quantum field without additional, non-QFT ingredients [19].
In view of this difficulty, we will study in the next section the notion of particle detectors,
which is a simple quantum-mechanical system coupled weakly to the quantum field φ̂ in
background spacetime M . Unlike QFT, quantum mechanics does have a well-established
measurement theory, such as projective measurements, and so the burden of measuring
particle creation phenomena is shifted to how detectors respond to these excitations. It
turns out that this model can be treated relativistically and even employ quantum infor-
mation theory involving these detectors (e.g. how two detectors can be entangled). This
is the starting point of the relatively new field of relativistic quantum information (RQI).
2.5 Unruh-DeWitt (UDW) model
In view of the considerations in the previous section, we now review the Unruh-DeWitt
(UWD) model. The study of quantum fields via particle detectors has been a fruitful avenue
of research in quantum field theory in curved spaces, quantum optics and in relativistic
quantum information [20, 26, 27, 37, 38]. Particle detectors are non-relativistic localized
quantum systems that couple locally to quantum fields obtaining information about the
field state. This allows us to probe the field without invoking projective measurements
[19, 39–41]. The paramount example of a particle detector is an atom coupled to the
electromagnetic field. Among the most successful models of particle detectors we have the
Unruh-DeWitt (UDW) model, consisting of a two-level quantum system coupled locally to
a scalar field [21]. Despite its simplicity, this model has been shown to capture the main
features of the light-matter interaction [42, 43] and has been extensively used to study
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fundamental properties of quantum fields [44,45]. It also turns out that particle detectors
serve as a basic example of local measurement theory for QFT which can be formalized in
algebraic settings [46].
At the heart of the Unruh-DeWitt model is bilinear weak coupling between a sim-
ple, well-controlled quantum-mechanical system (“detector”) such as a two-level system or
quantum harmonic oscillator, and a quantum field of interest. In this thesis we focus on
a qubit detector. In the interaction picture, the interaction Hamiltonian in the detector’s
frame takes the form
ĤI(τ) = λχ(τ)µ̂(τ)⊗ φ̂(x(τ)) , (2.35)
where τ is the proper time of the detector, λ is the coupling constant, and µ̂(τ) is the
monopole coupling of the detector, given by
µ̂(τ) = σ̂+eiΩτ + σ̂−e−iΩτ , (2.36)
with σ̂± being the ladder operators of su(2) algebra and Ω is the energy gap between the
detector’s ground state |g〉 and excited state |e〉. The ladder operator acts in such a way
that σ̂+ |g〉 = |e〉 , σ̂+ |e〉 = 0 and σ̂− |e〉 = |g〉 , σ̂− |g〉 = 0. Here we use x to denote the
spacetime coordinates for notational compactness. The switching function χ(τ) governs
how the detector is “switched on/off”, effectively controlling the strength and duration of
interaction (beyond the constant coupling parameter λ). Note that the field operator is
evaluated on the detector’s trajectory x(τ).
To describe the dynamics involving this bilinear interaction, we need an initial state
of the field and the detector. In general this could be any arbitrary entangled state, but
for simplicity we always choose our initial state to be a product state of the field and the
detector density matrices, which reads
ρ̂0 = ρ̂0,d ⊗ ρ̂0,φ̂ . (2.37)
For example, if both are in ground state, we may write ρ̂ = |g〉〈g| ⊗ |0〉〈0|. If there are n




ρ̂d,n ⊗ ρ̂0,φ̂ , (2.38)
which will be the case if we are studying for example entanglement dynamics between two
detectors coupled locally to the quantum field (cf. Chapter 5).
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The last piece we need is the time evolution operator that implements the dynamics of
the detector-field interaction. This is given, as in the usual QFT, by a unitary operator in
interaction picture:














where T is the time-ordering operator. In the last expression we have suppressed the
integration limit since it is implicitly assumed that we are integrating over R, and any
“finite-time” requirement is implemented by the switching function that appears in the
interaction Hamiltonian ĤI .
At this point, one can choose two routes: perturbative or non-perturbative calculations.
In general, the latter is extremely difficult to achieve except in very special cases even-
though formally all information is contained in the partition function of the field (hence
in the correlation functions). In Unruh-DeWitt model, one example of non-perturbative
calculations involve using “delta interaction”, i.e. when detectors interact at exactly one
instant in time — this completely removes the need for time-ordering and integral in Û
(see e.g. [47–50]). Another alternative is to restrict to the use of harmonic oscillators as
qubits in which there are (formidable but executable) ways to perform non-perturbative
calculations involving Gaussianity property (see e.g. [51–53]). In this thesis, we focus on
the use of time-dependent perturbation theory which already displays many interesting
physics despite rendering some physical effects invisible [52,54].
With perturbation theory, we can employ the standard Dyson series expansion in cou-
pling constant λ, written schematically as
Û = 1 + Û (1) + Û (2) +O(λ3) , (2.40)
where Û (n) is of order λn in the series expansion. The operator Û (1), Û (2) take the form
Û (1) = −i
∫
dτ ĤI(τ) , (2.41)




dτ ′ ĤI(τ)ĤI(τ ′) . (2.42)
This expansion has the benefit that it preserves the trace of the density matrix and hence
at all orders in the expansion the time-evolution we have a valid density matrix. At first
glance, one may wonder why there is no prefactor of 1/2! in Û (2) in the Dyson series, since
after all we used series expansion of the exponential map. We derive this in Appendix A.
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With this expansion, the time-evolved density matrix can be schematically written as
ρ̂ = Û ρ̂0Û †
= ρ̂0 + ρ̂(1) + ρ̂(2) +O(λ3) , (2.43)
ρ̂(1) = Û (1)ρ̂0 + ρ̂0Û (1)† , (2.44)
ρ̂(2) = Û (2)ρ̂0 + ρ̂0Û (2)† + Û (1)ρ̂0Û (1)† . (2.45)
Strictly speaking, we are almost done since the burden of extracting the physics lie mostly
in evaluation ρ̂(1) and ρ̂(2), which can be formidable if the problem lacks symmetries or
further simplifications.
The last step involves extracting information from this model. Recall that there is
no valid local measurement protocols intrinsic to quantum fields in the sense of standard
quantum mechanics which respect causality [19]: for example, it is not possible to respect
causality if we insist one can perform projective measurement on the field in a compact
subregion U ⊂ M . The Unruh-DeWitt model circumvents this problem by the fact that
we indirectly probe the field by measuring the detector. In practice this means we first
trace out the field state and obtain the detector’s reduced density matrix:
ρ̂d = trφ ρ̂ . (2.46)
If we have more than one detectors, tracing out the field gives us the reduced joint density
matrix of the detectors.
The detector’s reduced density matrix contains all the information we can extract to
the order of perturbation theory we perform. In particular, truncation of the Dyson series
effectively implements “selection rule” at each order. Trivially, at zeroth order the detector
does not evolve. To first order in λ, one can show that ground state detector cannot be
excited by the vacuum of the field as the excitation probability is of order λ2. To be more
specific, if we consider a smeared detector, i.e. a detector of finite size given by smearing
function F (x) centred at the detector’s centre of mass, then the transition probability is
given by the coefficients of the |e〉〈e| if we expand ρ̂d in the {|g〉 , |e〉} basis, namely
P = λ2
∫∫
dτ dτ ′dDx dDx′ e−iΩ(τ−τ ′)χ(τ)χ(τ ′)F (x)F (x′)W (x(τ), x(τ ′)) , (2.47)
W (x(τ), x(τ ′)) := 〈0| φ̂(x(τ))φ̂(x(τ ′)) |0〉 . (2.48)
The function W (x(τ), x(τ ′)) is known as two-point Wightman function of the field φ̂ eval-
uated along the trajectory of the detector (or pullback of the Wightman function to the
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detector’s trajectory x(τ)). If more than one detector is involved, one can also compute
useful quantities such as signalling estimators (cf. Chapter 4) and entanglement measures
(cf. Chapter 5), and one can also explore higher-order effects (see e.g. [55]). Up to second-
order in perturbation theory, one essentially only requires the knowledge of the Wightman
function to proceed to extract the physics of the problem.
2.6 Summary 2: fine details of UDW model
We saw how one could probe a quantum field operationally using the Unruh-DeWitt model
via linear coupling. In essence, the model is extremely flexible: one can consider, for
example, more complicated and nonlinear coupling to mimic e.g. fermionic interactions (see
e.g. [56]). One could also modify the problem so as to exploit non-perturbative methods,
use harmonic oscillators instead of qubits, etc. In view of this flexibility, more specific
extensions of this model and how to extract useful information from this model will be
relegated to the subsequent chapters depending on the physical setup: for example, in
Chapter 3 we encounter the use of non-vacuum field states while in Chapter 4 and Chapter 5
we use two detectors coupled to the field.
We stop here to emphasize that in the context of time-dependent perturbation theory,
the burden of computing the time evolution of the detector’s density matrix and hence
various useful quantities such as entanglement measure or transition probability lies in the
computation of integrals over the two-point function modulated by the switching function
χ(τ), smearing function F (x), and the phase factor with respect to energy gap Ω. Even for
the simplest observable such as transition probability P (Ω), this is generically an 2(D+1)-
dimensional integral over a distribution (two-point functions are distributions). Even for
(1+1)-dimensional spacetime, this is a four nested integral that is difficult to evaluate. The
first natural simplification that comes to mind is to consider the pointlike detector limit,
where we assume the detector to be very small relative to all length scales of the problem.
This reduces the problem to two nested integrals for arbitrary spacetime dimensions, which
is still quite formidable to evaluate. Next, one often exploits the simplicity of the trajectory
and time-translation symmetry to reduce the integral into a Fourier transform (see e.g.
[43, 55, 57, 58]). Alternatively, in the case of Unruh-Dewitt models involving cavities or
boundary conditions, the integral reduces to summations that can still be computationally
intensive (as exemplified by four-dimensional black hole scenarios due to higher harmonics
[59–62]) though they are less ill-behaved (see e.g. [37, 63–65]).
In the worst case scenario, one is faced with lack of time-translation symmetry, which in
most cases means that the computation is difficult even with direct numerical integration,
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despite the closed-form expression of the full Wightman function [66]. In this last case,
rewriting the integrals in certain manner and evaluating them in a slightly different manner
from “plug-in-and-integrate” will be necessary while maintaining reasonable computational
resources. This “worst-case scenario” occurs in one of our investigations, which we describe
in Chapter 5 where we have a non-uniformly accelerating boundary condition. In view of
this, it seems appropriate to introduce a trick that may be applicable for similar problems
in future, in Chapter 6. Note that this “worst-case scenario” does not occur if we are
computing transition rate for pointlike detectors (as is done e.g. in [67–69]), since by
definition it is a single integral and not nested integrals, and there are more ways to make
this both numerically and analytically tractable.
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Chapter 3
Particle detectors and weak
equivalence principle
In this chapter we analyse a quantum version of the weak equivalence principle, in which
we compare the response of a static particle detector crossed by an accelerated cavity with
the response of an accelerated detector crossing a static cavity in (1+1)-dimensional flat
spacetime. In this context, we show that qualitatively the weak equivalence principle holds
and discuss how the setup works in Unruh-DeWitt model. We also clarify the role of field
mass parameter on this setup.
3.1 Introduction
The weak equivalence principle (WEP) has been one of the central tenets of gravitational
physics. It has a variety of formulations, but it asserts that the local effects of motion in
a curved spacetime cannot be distinguished from those of an accelerated observer in flat
spacetime. The proviso of locality eliminates measurable tidal forces (that would originate,
for example, from a radially convergent gravitational field) acting upon finite sized physical
bodies. It implies that the trajectories of bodies with negligible gravitational binding energy
are independent of their composition and structure, and depend only their initial positions
and velocities.
With the development of the Unruh-DeWitt (UDW) model in quantum field theory,
WEP can be analyzed in the presence of quantum fields in contrast to the original classical
formulation. While not equivalent to a full quantum version of the WEP, this approach
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provides an operational means of understanding some important aspects of the WEP in a
quantum context. In particular, since UDW detectors capture fundamental features of the
light-matter interaction for atomic systems [70], one can operationally study the WEP by
asking if a free-falling detector in a stationary cavity in a uniform gravitational field has
a different response from that of a stationary detector surrounded by a free-falling cavity.
This problem has recently been revisited in the context of moving mirrors [1].
Renewed effort has been expended in recent years towards reanalyzing the role of atomic
detector models coupled to a real scalar field with regards to the connection to gravita-
tional phenomena. It has been argued that non-inertiality can be distinguished locally by
exploiting nonlocal correlations of the field [2, 63, 71], effectively providing an accelerome-
ter. An analysis of the behaviour of a UDW detector in a static cavity indicated that QFT
may provide a way of distinguishing between flat-space acceleration and free-fall in the
near-horizon regime [71]. More recently [72] atoms falling through a cavity near an event
horizon, together with short-wavelength approximations, led to radiation that is Hawking-
like as seen by observers at spatial infinity. Even more recently, an analysis of a moving
mirror in cavity [1] has been used to argue once and for all that a “qualitative WEP”
should hold in a quantum-field theoretic setting, and emphasized the importance of the
initial state of the field in determining radiation from a moving mirror. This investigation
focused on mirrors lacking internal degrees of freedom, but nonetheless had the advantage
of providing information about the stress-energy tensor in the cavity, which was apparently
missed in the past.
Here we will complement these recent studies, especially the one by [1], by showing
that atomic UDW detectors also exhibit a qualitative WEP. In particular, we revisit the
old problem of computing the response of a static detector surrounded by an accelerating
cavity, and the response of an accelerating detector that is surrounded by a static cavity.
The key issue here is not the composition of the detector (the body), but rather of its
quantum field (vacuum) environment. We consider the response for various field states,
including the (scalar) vacuum, excited Fock states, and also single-mode coherent field
states. We find that the mass of the quantum scalar field does not enter into the response
of the detector in an important way apart from the ‘usual’ amplitude degradation compared
to the massless counterpart.
For non-vacuum field states, we show how resonance can be used to amplify the tran-
sition probability via co-rotating terms and demonstrate the qualitative irrelevance of the
mass of the field in the physics underlying WEP. This result is to be contrasted with the
findings in [2].
This chapter is organized as follows. In Section 3.2, we revisit the formulation of WEP
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and clarify the contexts in which this work and others, in particular [1,72], are performed.
In Section 3.3 we provide the standard setup and generic expressions for a UDW detector
coupled to a Klein-Gordon field, without restriction to the vacuum state of the field.
In Section 3.3.1 we consider an accelerating detector traversing the entire static cavity,
noting the necessary changes if detector starts accelerating somewhere within the cavity.
In Section 3.3.2 we consider a static UDW detector that encounters an accelerating cavity,
entering one end and leaving the other due to the motion of the cavity; we also note the
necessary modifications if the trajectory of the detector is changed. In Section 3.4 we
consider various non-vacuum field excitations and the role of resonance between atomic
gap and excited cavity modes. In Section 3.5 we discuss the interpretation of our results.
3.2 Weak equivalence principle revisited
It is a remarkable property of gravity, in contrast to other non-gravitational forces, that
every test particle equally and universally experiences the influence of gravitational fields.
This underlies the WEP, which states that phenomenology of bodies observed from frames
in uniform gravitational fields is equivalent to that of frames that accelerate uniformly
relative to inertial [free-falling] frames [73]. In other words, WEP states that a mass
free-falling in a stationary cavity with uniform gravitational field g = −gez is completely
equivalent to a stationary mass with uniformly accelerating cavity1 with a = gez, as
shown in Figure 3.1. This principle has been verified to great accuracy through various
experiments and effectively sets inertial mass and gravitational mass to be equal.
The purely classical version of the WEP, while asserting that free-fall is independent of a
body’s composition, does not consider internal quantum degrees of freedom of a body. For
example, the body is considered to be uncharged and the space inside the cavity to be free
of electromagnetic fields. In a semi-classical setting using the UDW model, our setup will
involve an atomic detector (qubit) coupled to some field prepared in some state, as shown in
Figure 3.2. The state most closely resembling the classical environment of the WEP would
be the quantum vacuum. Other field states can of course be considered, but they will in
general produce environments analogous to those of air or some other fluid that produces
drag on the body. For example [1], having an electromagnetic field makes the argument
less trivial: a classical electric charge in uniform accelerated motion radiates and it is
nontrivial to ask whether a free-falling charge radiates. The reason is because in general
1Alternatively, the normal force experienced by a test mass on the floor of a closed cavity cannot be
attributed to cavity acceleration or a uniform gravitational field without additional non-local information
(e.g. by looking out of the cavity).
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cavity, entering one end and leaving the other due to the
motion of the cavity; we also note the necessary modi-
fications if the trajectory of the detector is changed. In
Section VI we consider various non-vacuum field excita-
tions and the role of resonance between atomic gap and
excited cavity modes. In Section VII we compute tran-
sition rate to better understand if the di erence between
two scenarios are not averaged out by the transition prob-
ability calculations.
Throughout we adopt c = ~ = 1 so that the mass
parameter m has units of inverse length.
II. WEAK EQUIVALENCE PRINCIPLE
REVISITED
It is a remarkable property of gravity, in contrast to
other non-gravitational forces, that every test particle
equally and universally experiences the influence of grav-
itational fields. This underlies the WEP, which states
that phenomenology of bodies observed from frames in
uniform gravitational fields is equivalent to that of frames
that accelerate uniformly relative to inertial [free-falling]
frames [7]. In other words, WEP states that a mass free-
falling in a stationary cavity with uniform gravitational
field g = ≠gez is completely equivalent to a stationary
mass with uniformly accelerating cavity1 with a = gez,
as shown in Figure 1. This principle has been verified
to great accuracy through various experiments and ef-
fectively sets inertial mass and gravitational mass to be
equal.
The purely classical version of the WEP, while assert-
ing that free-fall is independent of a body’s composition,
does not consider internal quantum degrees of freedom of
a body (unlike a qubit). For example, the body is con-
sidered to be uncharged and the space inside the cavity
to be free of electromagnetic fields. The quantum version
of the WEP essentially requires us to consider an atomic
detector coupled to some field prepared in some state,
as shown in Figure 2. The state most closely resembling
the classical environment of the WEP is the quantum
vacuum. Other field states can of course be considered,
but they will in general produce environments analogous
to those of air or some other fluid that produces drag
on the body. For example [2], having an electromagnetic
field makes the argument less trivial: a classical electric
charge in uniform accelerated motion radiates and it is
nontrivial to ask whether a free-falling charge radiates.
The reason is because in general relativity, free-falling
is an inertial motion (geodesic motion) and acceleration
corresponds to non-geodesics in spacetime. According to
the equivalence principle, however, we should be able to
1 Alternatively, the normal force experienced by a test mass on the
floor of a closed cavity cannot be attributed to cavity accelera-
tion or uniform gravitational field without additional non-local
information (e.g. by looking out of the cavity).
speak of uniform acceleration and constant gravitational




FIG. 1. Classical WEP setup: test mass m in a closed cavity.
WEP claims that these two are kinematically indistinguish-
able in absence of second-order e ects such as tidal forces or
non-uniform acceleration. The space inside the cavity is a
true vacuum in the classical sense, apart from existence of




FIG. 2. Quantum WEP setup: a two-level atomic ‘detector’
with gap   (with respect to its proper frame) in a cavity.
The cavity contains a quantum field whose modes may lead
to atomic excitations (even in the vacuum state), and hence
detector responses. The atom serves as a detector in the sense
that a particle is detected when the atom is excited and then
emit radiation [8].
Here we revisit this problem using an Unruh-DeWitt
(UDW) detector to replace the mirror in [2]. Specifically,
we consider two di erent “Experiments”:
(1) Stationary cavity, accelerating detector: In this
scenario, we let an atomic detector undergo uniform
acceleration as it crosses the cavity containing the
quantum field. This mimics the scenario of free-
falling atom in gravitational field e.g. outside a black
hole especially near the horizon, when the metric is
approximately Rindler-like [6].
(2) Stationary detector, accelerating cavity: In
this scenario, a rigid cavity is accelerating such that a
stationary detector traverses across the cavity. This
mimics a free-falling cavity in gravitational field un-
der appropriate quasilocal approximations.
If WEP holds, then we should expect that Experiment
1 and Experiment 2 should be qualitatively symmetric
in some regimes for the scalar field vacuum. More gener-
ally., we might expect that for other field states that the
motion of the body is independent of the field mass. In
Figure 3.1: Classical WEP setup: test mass m a closed cav ty. WEP claims that these
two are kinematically indistinguishable in absence of second-order effects such as tidal
forces or non-uniform acceleration. The space inside the cavity is a true vacuum in the
classical sense, apart from existence of gravitational field to mimic acceleration.
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cavity, entering one end and leaving the other due to the
motion of the cavity; we also note the necessary modi-
fications if the trajectory of the detector is changed. In
Section VI we consider various non-vacuum field excita-
tions and the role of resonance between atomic gap and
excited cavity modes. In Section VII we compute tran-
sition rate to better understand if the di erence between
two scenarios are not averaged out by the transition prob-
ability calculations.
Throughout we adopt c = ~ = 1 so that the mass
parameter m has units of inverse length.
II. WEAK EQUIVALENCE PRINCIPLE
RE ISITED
It is a remarkable property of gravity, in contrast to
other non-gravitational forces, that every test particle
equally and universally experiences the influence of grav-
itational fields. This underlies the WEP, which states
that phenomenology of bodies observed from frames in
uniform gravitational fields is equivalent to that of frames
that accelerate uniformly relative to inertial [free-falling]
frames [7]. In other words, WEP states that a mass free-
falling in a stationary cavity with uniform gravitational
field g = ≠gez is completely equivalent to a stationary
mass with uniformly accelerating cavity1 with a = gez,
as shown in Figure 1. This principle has been verified
to great accuracy through various experiments and ef-
fectively sets inertial mass and gravitational mass to be
equal.
The purely classical version of the WEP, while assert-
ing that free-fall is independent of a body’s composition,
does not consider internal quantum degrees of freedom of
a body (unlike a qubit). For example, the body is con-
sidered to be uncharged and the space inside the cavity
to be free of electromagnetic fields. The quantum version
of the WEP essentially requires us to consider an atomic
detector coupled to some field prepared in some state,
as shown in Figure 2. The state most closely resembling
the classical environment of the WEP is the quantum
vacuum. Other field states can of course be considered,
but they will in general produce environments analogous
to those of air or some other fluid that produces drag
on the body. For example [2], having an electromagnetic
field makes the argument less trivial: a classical electric
charge in uniform accelerated motion radiates and it is
nontrivial to ask whether a free-falling charge radiates.
The reason is because in general relativity, free-falling
is an inertial motion (geodesic motion) and acceleration
corresponds to non-geodesics in spacetime. According to
the equivalence principle, however, we should be able to
1 Alternatively, the normal force experienced by a test mass on the
floor of a closed cavity cannot be attributed to cavity accelera-
tion r unif rm gravitational field without additional non-loc l
information (e.g. by looki g out of the cavity).
speak of uniform acceleration and constant gravitational




FIG. 1. Classical WEP setup: test mass m in a closed cavity.
WEP claims that these two are kinematically indistinguish-
able in absence of second-order e ects such as tidal forces or
non-uniform acceleration. The space inside the cavity is a
true vacuum in the classical sense, apart from existence of




FIG. 2. Quantum WEP setup: a two-level atomic ‘detector’
with gap   (with respect to its proper frame) in a cavity.
The cavity contains a quantum field whose odes may lead
to atomic excitations (even in the vacuum state), and hence
detector responses. The atom serves as a detector in the sense
that a particle is detected when the atom is excited and then
emit radiation [8].
Here we revisit this problem using an Unruh-DeWitt
(UDW) detector to replace the mirror in [2]. Specifically,
we consider two di erent “Experiments”:
(1) Stationary cavity, accelerating detector: In this
scenario, we let an atomic detector undergo uniform
acceleration as it crosses the cavity containing the
quantum field. This mimics the scenario of free-
falling atom in gravitational field e.g. outside a black
hole especially near the horizon, when the metric is
approximately Rindler-like [6].
(2) Stationary detector, accelerating cavity: In
this scenario, a rigid cavity is accelerating such that a
stationary detector traverses across the cavity. This
mimics a free-falling cavity in gravitational field un-
der appropriate quasilocal approximations.
If WEP holds, then we should expect that Experiment
1 and Experiment 2 should be qualitatively symmetric
in some regimes for the scalar field vacuum. More gener-
ally., we might expect that for other field states that the
motion of the body is independent of the field mass. In
Figure 3.2: Quantum WEP setup: a two-level at mic ‘dete tor’ with gap Ω (with respect
to its proper frame) in a cavity. The cavity contains a quantum field whose modes may
lead to atomic excitations (even in the acuum state), and hence detector responses. The
atom serves as a detector in h sens hat a particle det cted when the atom is excited
and then mit radiation [3].
relat vity, free-falling is an in rtial motion (geodesic motion) and acceleration corresponds
to no -geodesics in spacetime. According to the equivalence principle, however, we should
be able to speak of uniform acceleration and constant gravitational field intercontrovertibly.
Where is the problem?
Here we revisit this proble using an Unruh-DeWitt (UDW) detector to replace the
mirro in [1]. Specifically, we consider two different “Experiments”:
(1) Stationary cavity, accelerating tector: In this scenario, we let an atomic detec-
to undergo uniform acceleration as it crosses the cavity containing the quantum field.
This mimics the scenario of free-falling atom in gravitational field e.g. outside a black
hole especially near the horizon, when the metric is approximately Rindler-like [72].
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(2) Stationary detector, accelerating cavity: In this scenario, a rigid cavity is ac-
celerating such that a stationary detector traverses across the cavity. This mimics a
free-falling cavity in gravitational field under appropriate quasilocal approximations.
If WEP holds, then we should expect that Experiment 1 and Experiment 2 should be
qualitatively symmetric in some regimes for the scalar field vacuum. More generally, we
might expect that for other field states that the motion of the body is independent of
the field mass. In order to make useful and valid comparisons in the context of WEP, we
generally need to ensure two additional ‘requirements’ on the setup in question.
First of all, we will need to be able to set up a kind of cavity undergoing constant accel-
eration across its full spatial extent. This is forbidden in special relativity without aban-
doning the rigidity condition [74–76] (static boundary condition in Rindler coordinates).
Therefore, a rigid accelerating cavity suitable for WEP is necessarily in a quasilocal regime
in the sense of aL  1 where L is the proper length of the cavity at rest as measured
in the lab frame and a is the spatial acceleration. Outside this regime, we see that the
accelerating cavity will have detectable non-uniform proper accelerations across the cavity:
in this case, with respect to the co-moving frame of the cavity, the stationary detector does
not undergo uniform acceleration since the worldline of the detector crosses hypersurfaces
of constant but varying accelerations. Therefore, Experiment 1 and Experiment 2 are only
equivalent in quasilocal approximations, or at most qualitatively equivalent.
Secondly, we will need to show that the distinction between detector responses in Exper-
iments 1 and 2 should be qualitatively independent of the mass of the quantum field and
the initial state of the field within the quasilocal regime. In other words, quantitative differ-
ences between Experiments 1 and 2 would then be attributed to nonlocal correlations: the
atom is sensitive to the inequivalent setups in the two experiments and also the fact that
moving-boundary/stationary-atom is not the same as a moving-atom/stationary-boundary
from a physical point of view.
We make a remark that the role of the field mass should only serve to degrade non-local
correlations of the field and hence diminish transition amplitudes, all else being equal.
This requirement, however, is in slight tension with previous results [2] claiming (in the
non-relativistic regime) that the field mass term can enhance the transition probability
of a detector, making it a better accelerometer in the case of highly excited field states.
This would mean that the mass of a scalar field leads to additional physical effects beyond
suppressing correlations. For the WEP in particular, one could imagine increasing the mass
more and more to detect increasingly small local accelerations. We will recover consistency
with WEP by showing that this discrepancy is in part due to mixing conformal flatness
with conformal invariance of the Klein-Gordon equation. We also note that the idea that
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massive excitations should be ‘harder’ to detect than the massless ones, all things being
equal, is not new — it has been investigated e.g. in [77]. A more complete discussion of
these issues is given in Appendix B.1 and B.2.
In light of these requirements, in the next few sections we will consider the setup and
demonstrate that the qualitative WEP holds.
3.3 Setup
Our starting point is the Klein-Gordon equation for a real scalar field: the covariant
formulation of Klein-Gordon equation which governs the dynamics of a real scalar field






−m2φ = 0 . (3.1)
For global Minkowski spacetime, the solutions are given by plane waves. Recall that all
(1+1) dimensional spacetimes are conformally equivalent to Minkowski spacetime: by this
we mean that there exists a coordinate system in which the metric is conformally flat, i.e.
with metric that takes the form
gµν(x) = Ω2(x)ηµν . (3.2)
This conformal flatness can be exploited in the case of m = 0 to map the solutions of the
Klein-Gordon equation to the plane-wave solutions in Minkowski spacetime because the
massless Klein-Gordon equation is conformally invariant in (1+1) dimensions. This allows
us to obtain an exact closed form for the spectrum of the field modes2. For m 6= 0, the
conformal invariance of the wave equation is lost and hence conformal flatness provides
no particular advantage. For uniform acceleration, the field modes can still be written in
closed form but neither the normalization nor the spectrum can.
To probe the field, we consider a pointlike Unruh-DeWitt (UDW) detector whose inter-
acting Hamiltonian is given by
ĤI(τ) = λχ(τ)µ̂(τ)φ̂(t(τ), x(τ)) ,
µ̂(τ) = eiΩτ σ̂+ + e−iΩτ σ̂− ,
(3.3)
2An important point here is that conformal invariance is convenient but not always necessary. We show
this in Appendix B.1 for the case of uniform acceleration.
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where τ is the proper time of the detector, λ is the coupling strength of the detector and
the field, µ̂(τ) is the monopole moment of the detector, σ̂± are su(2) ladder operators
characterizing the two-level atomic detector, and χ(τ) is the switching function of the
detector. Here σ̂+ |g〉 = |e〉 and σ̂− |e〉 = |g〉 where |g〉 , |e〉 refer to the ground and excited
states of the atom respectively, separated by energy gap Ω. Note that the interacting
Hamiltonian is given in the interaction picture.
We first consider the initial state to be a separable state |g, ψ〉 = |g〉 ⊗ |ψ〉 where |ψ〉 is
some initial pure state of the field. If the field is in some |out〉 state after the interaction
and the detector is in excited state |e〉, then the transition probability of the detector is








where the time evolution operator in the Dirac picture is







where it is understood that the integral is over R. Employing the Dyson expansion, we get
Û = 1 + Û (1) +O(λ2) ,









dτ ′χ(τ)χ(τ ′)e−iΩ(τ−τ ′)W (τ, τ ′) +O(λ4) ,
W (τ, τ ′) = 〈ψ|φ̂(x(τ))φ̂(x(τ ′))|ψ〉 ,
(3.7)
where W (τ, τ ′) is the pullback of the Wightman function on the detector’s trajectory x(τ).
The remaining task is to compute the Wightman function for different scenarios and choose
an appropriate switching function of the detector.
Recall from Section 3.2 that we are interested in two types of scenarios (“Experiments”)
contrasting accelerating detector and accelerating cavity scenarios. The spacetime diagram
for these two setups are shown in Figure 3.3.
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operators characterizing the two-level atomic detector,
and ‰(·) is the switching function of the detector. Here
‡̂+ |gÍ = |eÍ and ‡̂≠ |eÍ = |gÍ where |gÍ , |eÍ refer to the
ground and excited states of the atom respectively, sepa-
rated by energy gap  . Note that the interacting Hamil-
tonian is given in the Dirac picture.
We consider the initial state to be a separable state
|gÍ ¢ |ÂÍ = |g,ÂÍ where |ÂÍ is some initial pure state of
the field. If the field is in some |outÍ state after the inter-
action and the detector is in excited state |eÍ, then the
transition probability of the detector is given by Born’s








where the time evolution operator in the Dirac picture is









Employing the Dyson expansion
Û = 1̂ + Û (1) +O(⁄2) ,






we obtain the leading order contribution to the transition
probability






Õ)W (·, · Õ) +O(⁄4) ,
W (·, · Õ) = ÈÂ|„̂[x(·)]„̂[x(· Õ)]|ÂÍ ,
(7)
where W (·, · Õ) is the pullback of the Wightman function
on the detector’s trajectory x(·). The remaining task is
to compute the Wightman function for di erent scenar-
ios and choose an appropriate switching function of the
detector.
We would like to study further the situation when one
speaks of the weak equivalence principle in the presence
of a quantum field subject to a boundary condition (a
Dirichlet cavity) in (1+1) dimensions. We are interested
in two types of scenarios (“Experiments”) that can be
summarized as follows:
(1) A cavity is static relative to some laboratory frame
(t, x) and the detector is accelerating with constant
proper acceleration. In the language of the equiv-
alence principle, this should also describe a static
cavity in a constant gravitational field (like on the
surface of the Earth), with a free-falling detector.
(2) The detector is static relative to the lab frame and a
rigid cavity uniformly accelerates, mimicking a free-







FIG. 3. Spacetime diagram for the setup under considera-
tion. The accelerating detector-static cavity scenario corre-
sponds to the trajectories in blue, with accelerating detector
denoted by the solid curved arrow. The accelerating (rigid)
cavity-static detector scenario corresponds to the trajectories
in black, with the static detector denoted by the vertical solid
vertical curve. In both scenarios the trajectories of the end-
points of the cavity are given by dashed lines.
The spacetime diagram for these two setups are shown in
Figure 3. Case (1) corresponds to the trajectories in blue,
with accelerating detector denoted by solid curved arrow.
Case (2) corresponds to trajectories in black, with static
detector denoted vertical solid vertical curve. In both
scenarios the cavity trajectories are in dashed lines.
We will see that this result continues to hold even
for excited field states, including coherent states [13].
Therefore, this e ectively shows that massive scalar fields
do not generally provide additional insight over massless
scalar fields, apart from introducing an additional degra-
dation factor (for example in the studies of entanglement
generation or degradation [14]).
IV. ACCELERATING DETECTOR
Let us first consider the case of a static cavity relative
to the lab frame (t, x). In this case, the cavity is equiva-
lent to a Dirichlet boundary condition „(x1) = „(x2) = 0
where xj are the locations of the boundary and the length
of the cavity as measured by the lab frame is L = x2≠x1.
The equation of motion for the quantized scalar field re-
duces to
(ˆµˆµ +m2)„̂ = 0 (8)
Figure 3.3: Spacetime diagram for the setup. The detector’s trajectories are given by
solid arrows and the cavities by the dashed lines. The ac elerating detector-static cavity
scenario is given in blue, while the accelerating (rigid) cavity-static detector scenario is
given in black.
3.3.1 Accelerati g d tecto , static cavity
Let us first consider the case of a static cavity relative to the lab frame (t, x). In this case,
the cavity is equivalent to Dirichlet boundary condition φ(x1) = φ(x2) = 0 where xj are
the locations of the boundary and the length of the cavity as measured by the lab frame
is L = x2 − x1. The equation of motion for the quantized scalar field reduces to
(∂µ∂µ −m2)φ̂ = 0 (3.8)






















+m2 and n ∈ N. The normalization of un can be found using the
Klein-Gordon inner product [3]




√−g (φ1∂µφ∗2 − (∂µφ1)φ∗2) , (3.10)
where dΣµ = dΣnµ and Σ is the spacelike hypersurface with unit normal nµ (cf. Chapter 2).
In this case, √−g = 1 and Σ is spacelike hypersurface at constant t.
For the detector/cavity configuration in Figure 3.3, if the detector is accelerating from
the left wall to the right wall of the cavity then x1 = 0; if the detector starts from the
midpoint, then x1 = −L/2. Starting at the midpoint (as in [2]) is useful if we wish to
consider the a = 0 limit, since the Dirichlet boundary renders the limit ill-defined for a
detector starting from the left where the field vanishes (i.e. the detector ‘merges’ with the
wall). We will consider trajectories in which the detector travels from one wall to the other
as well as from the midpoint as appropriate; we shall refer to the latter kind of trajectory
as a ‘midpoint trajectory’.
If the initial state the field is vacuum state |0〉 with respect to Killing time t, then the
pullback of the Wightman function along the trajectory x(τ) is
W0(τ, τ ′) =
∞∑
n=1
un(x(τ))u∗n(x(τ ′)) . (3.11)
For a uniformly accelerating detector, this trajectory is given by
x(τ) = 1
a
(sinh aτ, cosh aτ − 1) (3.12)
where the integration constant is chosen so that x(τ = 0) = 0. Solving for the time taken





If the detector starts from the midpoint of the cavity, then the expression for the time to
























for the detector transition probability for the field in the vacuum state. Eq. (3.14) holds
for both massless and massive scalar field, since the mass enters through ωn. Note that the
limits of integration are effectively governed by the switching function. We shall generally
choose χ(τ) = 1 for the interval [0, τmax] and zero otherwise (the so-called top-hat switch-
ing). We use the superscript D to denote an accelerating detector in a cavity that is static
with respect to the lab frame (t, x); otherwise we use a superscript C. The cavity forces
the field to be compactly supported in the interval [x1, x2], beyond which the detector
experiences no interaction with the field.
Here we make some less important but technical remarks. For a trajectory where the
detector traverses the entire cavity (from one wall to another), the divergences associated
with sudden switching do not occur because the Dirichlet boundary condition causes the
field to vanish there (see for instance [37]). Effectively, the detector does not see the
discontinuity in the switching. Furthermore, while divergences due to sudden switching
arise in quite general contexts [78], it is also now known that the spurious divergence
due to sudden switching in Minkowski space is in fact dimension-dependent [68] and the
setup (1 + 1)D does not suffer this problem due to logarithmic nature of the singularity in
the Wightman function. Since the mode sum is convergent even without a UV regulator,
imposing a UV cutoff is a computational convenience (cf. Appendix B.3). An IR cutoff
naturally arises from the Dirichlet boundary condition; thus the usual IR divergence of a
massless scalar field in (1+1) dimensions does not appear either.
3.3.2 Accelerating cavity, static detector
Now suppose we consider a rigid cavity of length L as measured in the lab frame at t = 0.
The cavity is uniformly accelerating in the positive x-direction, and there is an inertial
UDW detector at rest at (t, xd) where xd is constant. Note that by ‘uniform’ we mean
that each point of the cavity traces a constant-acceleration trajectory at all times; different
points may have different proper accelerations. This scenario corresponds to the detector
passing through a cavity with moving boundary conditions. In (1+1) dimensions, there









where (ς, ζ) are sometimes known as the Lass or radar Rindler coordinates [79] — we will
refer to these as conformal Rindler coordinates. This coordinate system covers the usual
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Rindler wedge and has the special property that the metric is conformal to the Minkowski
metric:





Each line of constant ζ describes a uniformly accelerating trajectory with proper accel-
eration |aµaµ|1/2 = ae−aζ . Consequently the kinematical parameter a for the line ζ = 0
corresponds to the proper acceleration of the test particle along this trajectory. In these
coordinates, the cavity walls correspond to Dirichlet boundary conditions at ζ = ζ1, ζ2. We
denote L′ = ζ2 − ζ1. Since we are comparing the scenarios in which the detector traverses
the entire cavity, we will also choose ζ1 = 0 so that the proper acceleration of the left wall










x2d − t2 . (3.18)
If we define the left wall to be at ζ = ζ1 = 0, then the proper length of the cavity in
conformal coordinates is










which can be inverted to give L′ = a−1 log(1 + aL). Crucially, x2 − x1 6= ζ2 − ζ1 and
lima→0 L′ = L. If the detector starts at the right wall and the cavity accelerates in the
positive x-direction, then we have xd = a−1+L. The maximum interaction time is obtained
by solving for in the detector’s frame
a
√




+ L2 . (3.20)
For the massless field, the Klein-Gordon equation is conformally invariant under the above
3Note that if we consider the midpoint of the cavity to have acceleration a, then it is not true that the
walls are located at ζj = ±L′/2: conformal transformations do not preserve distances between two points.









which is manifestly not symmetric with respect to the detector position ζd = 0.
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transformation and hence the spatial part of the mode functions in this coordinate system
















where we have used the fact that the normalization simplifies due to L′ω̃n = nπ. Here
we see that the reason why L′ 6= L is simply because conformal transformation does not
preserve length.
Since t = τ is the proper time of the detector, the full transition probability4 for












(1 + aL)2 − a2τ 2







with the top-hat switching in the interval [0, τmax], noting that here tmax = τmax.
If the field is massive (m 6= 0), the Klein-Gordon equation is no longer invariant under
a conformal transformation, and it is more advantageous to use the manifestly simpler,
standard Rindler coordinates
t = ξ sinh η , x = ξ cosh η . (3.24)
Let us work this out explicitly from the Klein-Gordon equation: since √−g = ξ, the















+m2φ = 0 . (3.25)
4If the detector trajectory is such that at t = 0 it is at midpoint of the cavity (‘midpoint detector’),
then some parts of these expressions will need to be changed if we want the kinematical parameter a to be
the proper acceleration at the centre of the cavity (such as is done in [2]). Both tmax and L′ will change
for the midpoint detector to these:








and there will be a slight modification of Eq. (3.23). Also, clearly ζ1 would not be zero in this case.
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Separating variables φ = v(ξ)T (η), we can show that T (η) ∝ exp±iωη and hence we







2 −m2ξ2)v = 0 . (3.26)
Implementing the Dirichlet boundary condition v(ξ1) = v(ξ2) = 0 as before, the modes will
have discrete spectrum labelled by n ∈ Z and the spatial mode can be expressed in terms
of modified Bessel functions of imaginary order [80]:
vn(ξ) = |An| (Re (Iiωn(mξ1))Kiωn(mξ)− Re (Iiωn(mξ))Kiωn(mξ1)) . (3.27)






|vn(ξ)|2 = 1 . (3.28)
The discrete spectrum and the normalization must be solved numerically. Similar to the
massless case, we can then do the pullback of the Wightman function onto the trajectory
of the detector which is given by
ξ(τ) =
√




where the constant xd describes the static detector trajectory with respect to the lab
coordinates.
We pause to comment about rigid body motion in the Rindler frame. Note that even
if the leftmost wall acceleration gets arbitrarily large, the centre of mass acceleration is
bounded above by the rigidity condition: a rigid cavity of length L in the lab frame must
have a different proper acceleration at each point in order to remain rigid. The proper
acceleration at any point x within the cavity is given by
a(x) = a11 + a1(x− x1)
, (3.30)
where x1 = a−11 is the location of left wall and a1 is the proper acceleration of the left wall.











If the centre of the cavity attains an acceleration larger than this, the rear wall will cross
the future Rindler horizon.
Another way to see this geometrically is by looking at the spacetime diagram (cf. Fig-
ure 3.3). For a uniformly accelerating rigid cavity, the two walls must both be on two
different hypersurfaces of constant ξ in order for them to be a Dirichlet boundary i.e.
ξ = ξ1 and ξ = ξ2. Different values of ξ correspond to trajectories with different proper
accelerations, and the lab observer does not see this cavity as rigid because the the cavity
shrinks across plane of simultaneity of constant t. The rigidity condition essentially means
that cavity has constant length when measured in the plane of simultaneity of constant η.
3.3.3 Results for vacuum states
In Figure 3.4 we plot the absolute probability difference between the accelerating cavity
and the accelerating detector scenarios as a function of the proper acceleration a. A larger
energy gap generally suppresses the transition probability in massless scenario as shown
in Figure 3.4, and similar qualitative suppression is observed in the massive case. For
comparison of the convergence of the mode sums, we considered ranging both N = 15 and
N = 100. The larger value of N is required for larger acceleration parameters a (see also
Appendix B.3 for separate convergence checks).
In Figure 3.5 we compare the absolute probability difference for massless and massive
fields. Here our results agree with previous work [2] in that if the initial field state is the
vacuum, then for aL 1 the difference in responses between inertial and non-inertial de-
tectors quickly vanishes. For completeness, we plot in Figure 3.6 the transition probability
of the accelerating cavity scenario for very small mass. We see that indeed it provides the
correct massless limit despite the rather complicated mode functions involving modified
Bessel functions. The accelerating detector case will trivially have the correct limit since
the functional form of the Wightman functions is the same.
Furthermore, we do see considerable distinction between the massive and massless cases
once a becomes sufficiently large (cf. Figure 3.5). The larger difference in response for the
two setups at large a should not be taken to be a fundamental violation of the WEP: for
large a, the non-uniformity of the cavity acceleration at different points is more pronounced,
similar to how the non-uniformity of Earth’s gravitational field is detectable if we consider
a large enough region in space.
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N = 100 N = 15








N = 100 N = 15
Figure 3.4: Absolute difference in probability |∆P | = |PC0 − PD0 | as a function of acceler-
ation aL for m = 0. For small accelerations, the mode sums quickly converge for small N
and the difference in transition probability of the two scenarios is vanishingly small in low
acceleration limit. Left: for Ω = π/L. Right: for larger gap Ω = 2π/L.







N = 100, Ω = π/L








M = 0 M = 2
Figure 3.5: Comparing the absolute difference in probability |PC0 − PD0 |/λ2 as a function
of acceleration for Ω = π/L when the field is initially in the vacuum state. The difference
vanishes quickly for aL 1.
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Ω = π/L, N = 100
Cavity (m = 0) Cavity (m = 0.00001/L)
Figure 3.6: Transition probability as a function of acceleration for Ω = π/L, showing
that in the small mass limit the results agree with massless case. Note that a value of
m = 0.0001/L is small enough to be indistinguishable from the m = 0 case, with relative
difference in probability of 2 parts in a billion (10−9) at aL ≈ 0.01.
3.4 Excited field states
The results in the previous section show that qualitatively WEP holds when the field is
prepared in vacuum state5. After considering the vacuum state of the field, a natural
question then arises: can sensitivity to non-inertiality be enhanced if the field state is not
a vacuum state? The additional terms in the Wightman function due to the excited field
states may have co-rotating term of the form Ω − ωn which may produce resonant-like
behaviour, while for the vacuum state this cannot occur for a ground state atom. For
simplicity, we will consider both single-mode excited Fock states and single-mode coherent
states.
5This is interesting partly because the two setups involve unitarily inequivalent vacua, just as Rindler
and Minkowski vacua are not unitarily equivalent [32]. It is an interesting question to see if for large accel-
eration the unitary inequivalence manifests itself, in addition to the “non-uniformity” of the acceleration
across the cavity; or perhaps the two cavity vacua are physically equivalent [81].
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3.4.1 Single-mode excited Fock state
The simplest excited field state we can consider is a single-mode non-vacuum Fock state,
i.e. when the k-th momentum has nk excitations. This is a straightforward generalization
from the expression found in [2]. We denote this by |nk〉 which formally reads |nk〉 ∼
|000...0 nk 000...〉 (i.e. the zeros are suppressed), where the enumeration is valid because
of the countably infinite spectrum. The corresponding Wightman function is given by





u∗l (x′) |1l, nk〉+
√
nk + 1u∗l (x′) |nk + 1〉+
√
nkul(x′) |nk − 1〉 , (3.33)
where the {uj} are the eigenmodes of the Klein-Gordon equation (not just the spatial
part), we obtain
W (x, x′) =
∑
j,l 6=k




uj(x)u∗j(x′) + nkuk(x)u∗k(x′) + nku∗k(x)uk(x′)
:= W0(x, x′) +Wexc(x, x′) . (3.34)
Here W0(x, x′) corresponds to the summation over j encoding vacuum contribution, while
Wexc corresponds to the second and the last term proportional to nk, the contribution
from the non-zero excitations to the full expression for the Wightman function. Therefore,
for a single-mode excited Fock state, the Wightman function is the sum of the vacuum
Wightman function W0 and an additional piece Wexc that is explicitly dependent on which
mode is excited. Since the transition probability is linear in W (x, x′), we see that the
transition probability for this state reads













We are interested in Wexc since we found W0 in the previous section and we can always
subtract off the vacuum contribution. Note that
e−iΩτuk(τ) ∼ e−i(ωkT (τ)+Ωτ) ,
e−iΩτu∗k(τ) ∼ e−i(ωkT (τ)−Ωτ) ,
(3.36)
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k = 3, nk = 3, Ω = 2.5π/L
Cavity (m = 0) Detector (m = 0) Cavity (m = 2/L)
Detector (m = 2/L)







k = 3, nk = 3, Ω = 3.5π/L
Cavity (m = 0) Detector (m = 0) Cavity (m = 2/L)
Detector (m = 2/L)
Figure 3.7: Transition probability as a function of acceleration for two different gaps,
comparing massless and massive cases. The field is in the third excited state i.e. k = 3
and we chose n3 = 3. Top: Ω = 2.5π/L. Bottom: Ω = 3.5π/L.
where T (τ) is the time function (which in our case is either η(τ) or t(τ)) along the trajectory
of the detector. The third term in Ptot is the ‘co-rotating term’ which will tend to dominate
over the second (‘counter-rotating’) term.
The above results teach us that there are two ways in which one can “neglect” the
vacuum contribution. One is when we have an approximate resonance (up to some Doppler
shifts) i.e. when Ω ∼ ωk. In this case, the resonance will amplify the transition rate and
the vacuum contribution can be rendered negligible compared to the rest. The other is if






where the denominator 1/k comes from the normalization of uk. This means for a given
energy gap Ω, the higher momentum mode will need an excitation of order nk ∼ k to
achieve a given probability amplitude. When it is off-resonance, a larger gap tends to
diminish the transition probability, which simply reflects the fact that atoms with larger
energy gaps are harder to excite.
Some of these results are made more explicit in Figure 3.7. A notable result upon
comparison of the two figures is that one can indeed amplify transition probability by
considering gaps that are ‘close’ to the excited field state frequency. In Figure 3.7, by
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considering ‘off-resonant’ gap at Ω = 3π/L± ε, there are regimes of accelerations in which
the massive fields have better transition probabilities for both accelerating detector/cavity
scenarios than do their massless counterparts, and vice versa depending whether Ω = ωn−ε
or Ω = ωn + ε (in the plots, ε = 0.5π/L). However, for each mass the distinction between
an accelerating detector and an accelerating cavity quickly vanishes for small a.
Here we make a parenthetical comment that the relative magnitude of Ω− ωk or Ω/ωk
does matter for comparison purposes: for a given fixed atomic gap Ω, one can engineer a
situation in which massive fields can have larger transition probability than the massless
counterpart using resonance and vice versa. This is already apparent in Figure 3.7 for
small a, where transition probability for massive case can be lower or higher than the
massless case depending on choice of gap Ω. This is, however, a separate problem from
fundamentally distinguishing local accelerations.
The relative magnitude matters less as one moves away from resonance, e.g. when
Ω/ωk  1. We check this for the case of highly populated field state nk  1 as shown
in Figure 3.8, where we choose k = 1/L and nk = 1000 to match the setup in [2] for
convenience. In the top figure, the massive field seems to outperform the massless case for
distinguishing local accelerations. However, this can be attributed to resonant effect, since
for our choice of fixed Ω, the magnitude of Ω− ωk is smaller for the massive case than the
massless case. A possibly fairer comparison would be to use the same |Ω − ωk| or Ω/ωk,
as shown in the middle and bottom plot of Figure 3.8. When this is done, we see that the
apparent advantage of the massive field over massless one disappears and massless field
seems to perform equally well if not better6.
We conclude from these that massive fields do not seem to offer any obvious funda-
mental advantages at low accelerations as compared to their massless counterpart. In
Appendix B.2 we suggest a possible reason for the disparity with the results found in [2].
3.4.2 Coherent field state
An interesting case to consider is when the field is in a coherent state, analogous to that
of a laser field in quantum optics scenarios. For one, this state is highly non-diagonal
in Fock basis, as one can verify from the density matrix. It is defined as the continuum
6This issue is somewhat tricky since it is arguable as to which comparison is fairer. Furthermore, one
can argue whether massive and massless scalar fields should be compared with the same coupling strength
λ. We brought this ‘fairness’ problem up since for WEP, fair comparison is analogous to “not being able
to look out of the window of a rocket” to decide the asymmetry of the problem.
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M = 0 M = 2















M = 0 M = 2
















M = 0 M = 2
Figure 3.8: Absolute probability difference as a function of acceleration for large excitation
number nk. The field is in the third excited state i.e. k = 3/L and we chose n3 = 3. Top:
Ω = 4π/L. Middle: Ω− ωk = 8.84/L where the reference ωk is chosen to be the angular
frequency for the massive case. Bottom: Ω/ωk = 3.37.
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limit of a quantum-mechanical coherent state for a quantum harmonic oscillator using the
displacement operator D̂α(k) (see, for instance [82]):









Here α(k) is the coherent amplitude distribution defining a coherent amplitude for every
mode k. As a coherent state, it satisfies the ‘eigenvalue’ equation
âk′ |α(k)〉 = α(k′) |α(k)〉 , (3.39)
noting that |α(k)〉 does not mean an explicit dependence on k but rather on coherent
amplitude distribution α(k). In a cavity, the spectrum becomes discrete and so we label
the modes with integers n instead (for example, the continuous variable k becomes discrete:







Note that in this case we can formally write




which denotes tensor product of coherent states each with complex coherent amplitude αj.
For single-mode coherent state, say for the j-th momentum, we have (cf. Eq. (3.39))
âj |α(k)〉 = αjδjk |α(k)〉 , αj ∈ C . (3.42)




which means that modes with higher momenta have suppressed coherent amplitude. Here
we will not employ the infinite multimode coherent state, and instead focus specifically on
the more realistic single-mode coherent state as is used in quantum optics. The Wightman
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function for the coherent state reads



































Similar to the single-mode excited Fock state, the vacuum contribution to the Wightman
function does not vanish. If we define the one-point function of the coherent state as




we can compactly write the full Wightman function as
W (x, x′) = W0(x, x′) + J(x)J(x′) + J(x)J∗(x′)
+ J∗(x)J(x′) + J∗(x)J∗(x′)
:= W0(x, x′) +Wc(x, x′) ,
Wc(x, x′) = 4Re[J(x)]Re[J(x′)] .
(3.46)
The fact that Wc(x, x′) factorizes into product of one-point functions allow us to simplify
the expression for the transition probability. The transition probability due to the purely
coherent part (i.e. modulo the vacuum contribution W0(x, x′)) then reads
Pc(Ω) = λ2
∫









With a judicious choice of {αn}, it may be possible to perform the infinite sum in J(τ)
exactly. Before we proceed, it is worth noting that resonant behaviour similar to that of
the previous section is expected, since the real part of J(τ) contains cosωnt(τ) term which
produces co-rotating term when combined with the exponential of the gap e−iΩτ .







where m-th mode is to be the coherent state and the rest are all vacuum modes. For
simplicity we can consider, for example, m/L = 2 and restrict α ∈ R (though α can be
arbitrary complex number).
We illustrate the case when the second mode k = 2/L is in a coherent state with coher-
ent amplitude α2 = 1 while others are in the vacuum state, shown in Figure 3.9. We also
intentionally adjust the energy gap of the detector so that Ω = 1.9ωn, which is different for
massless and massive fields. This comparison can be thought of as making the comparison
somewhat fairer since the amount by which the atom is off-resonant from the mode fre-
quency is of the same weight. We see that even with massive fields, the overall behaviour
remains unchanged and as expected, the transition amplitude degrades with larger mass.
While we do not probe extremely non-relativistic regimes due to computational resources,
it is clear that the role of mass is vanishingly small for smaller acceleration. We have
ignored the vacuum contribution because we have chosen the value of Ω such that the vac-
uum contribution is negligible compared to the contribution due to the excited field state
and we had shown previously that vacuum states are not sensitive to local accelerations.









M = 0, Ω = 1.9ωn
Cavity Detector








M = 2, Ω = 1.9ωn
Cavity Detector
Figure 3.9: Transition probability (modulo the vacuum contribution) for an accelerating
detector and an accelerating cavity for two different masses when the second mode (k =
2/L) is in coherent state and other modes are in vacuum state.
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Accelerating Cavity, k = 7
a = 0.02, nk = 7 a = 0.02, nk = 14
a = 0.1, nk = 7 a = 0.1, nk = 14









Accelerating Cavity, k = 7
a = 0.0001, nk = 14
a = 0.0001, nk = 28
Figure 3.10: Transition probability for fixed acceleration as a function of energy gap Ω =
kπ/L where nk is the number of excitations of the massless field in mode k, with L = 1.
3.4.3 Resonance
The resonance phenomenon, while not very exact due to accelerated motion of the detector
or cavity, can be made manifest if we study the “resonance peak” of the detector. The
resonance peak for the case of the field in a Fock state |nk〉 is shown in Figure 3.10. Recall
that in this notation, it is the k-th momentum having nk excitations: if field is in the
seventh excited state with 20 excitations, then we write |207〉.
From Figure 3.10 we observe that for large acceleration there is a larger Doppler shift,
which smears out resonance and damps out transition probability. The number of resonance
peaks matches the mode number k that defines the excited state of the field. As the
acceleration decreases, the resonance peaks becomes narrower and higher, indicating that





where t(τ) is the pullback of the coordinate time in terms of proper time τ of the detector.









+O(a3τ 3) , (3.50)
which is to first order the same as the case for static detector and static cavity.
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We remark that near resonance Ω − ωk ≈ 0, Figure 3.10 seems to indicate that the
probability amplitude may be divergent if aL is small enough, potentially breaking the
perturbative calculation. We expect this to be an artefact of the approximations in the
whole setup, including perturbative calculations of transition probability. As an example
of such an artefact, note that in Eq. (3.35) the transition probability scales linearly with
nk (this also appears in [2]). Clearly, this cannot be valid for arbitrary nk since for large
enough excitations, the probability can be made greater than 1. These may be cancelled
by higher order terms which would also contain co-rotating terms. Also, recall that since
our detector starts from one end of the cavity, in the limit where a = 0 we should expect
no excitation at all due to Dirichlet boundary condition given the choice of coupling. This
suggests that for computations involving non-vacuum contributions and co-rotating terms,
one should be careful in extrapolating results.
Nonetheless, our results so far do not change even if we stay away from the Ω ≈ ωk limit
(cf. Figure 3.9), since all that the resonance condition and large nk limit do is allow us to
ignore vacuum contributions from W0(τ, τ ′) by amplifying the non-vacuum contributions.
Even if the excited parts Wexc,Wc of the Wightman function are smaller than W0, we could
simply subtract off the W0 part since we find a negligible difference between the responses
in Experiment 1 and Experiment 2.
As a side remark, we also checked whether some details arise if we compute instead the
transition rate instead of transition probability, since it may be the case that transition
probability (which can be thought of as integral of the transition rate) may average out
some important information. We discuss these briefly in Appendix B.4. The answer is that
transition rate sees nothing particularly different between massless and massive fields.
3.5 Discussion
With hindsight we should not be surprised by these results, since they are basically an
Unruh-type setup confined to cavity. As clarified in [1], what is important in these WEP
considerations is really the fact that there is relative acceleration between the atom and
the cavity. In the slow acceleration limit, every point in the cavity can be approximated
to have the same constant proper acceleration (hence the same clock ticking rates) and so
an accelerating cavity-static detector and an accelerating detector-static cavity should lead
to the same physical results. The mass parameter of the scalar field enters the quantum
field via the mode frequency and amplitude, which generally degrades response since the
integral over Wightman function is more oscillatory and the normalization for each mode
is smaller than those for a massless field. In this respect, if a ‘fair’ comparison is made
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between the massless and massive cases (e.g. adjusting Ω/ωk or |Ω− ωk| instead of fixing
Ω, cf. Section 3.4), the massless field should lead to larger detector responses because mass
suppresses nonlocal correlations. Note that this suppression is independent of WEP.
Why would the responses be different at large a? As argued in the context of mir-
rors [1], the accelerating cavity-static detector and the accelerating detector-static cavity
setups are also not mathematically equivalent: if our experiments are sensitive enough to
non-uniformity of acceleration across the cavity, then the notion of “relative acceleration”
becomes blurred. For an accelerating detector, in the cavity frame one observes that the
detector has a constant-acceleration trajectory; for an accelerating cavity, in the cavity
frame observes that the detector is not uniformly accelerating because its worldline crosses
all the hypersurfaces of constant ξ between one cavity wall ξ = ξ2 to another ξ = ξ1. In
the slow acceleration limit, these constant-ξ surfaces describe approximately the same ac-
celeration and hence the detector is observed to be approximately uniformly accelerating.
We can think of the correlation functions of the field as capturing this non-local difference
and the inequivalent setups lead to unequal responses. It is in this spirit that WEP makes
sense — the responses between the free-falling cavity-stationary detector and free-falling
detector-stationary cavity will be different once the non-uniformity of the gravitational
field is detectable.
Finally, a small qualification about the comparison between the two different scenarios
(accelerating detector and accelerating cavity) is in order. There are a couple of ways in
which the two scenarios can be argued not to be on equal footing, First, we note that in
relativity there is no absolute rigidity [74–76]; it is impossible to maintain fixed coordinate
distance between two cavity walls in all frames. Accelerating the cavity whilst keeping
it rigid in the cavity rest frame (Fermi-Walker rigidity) is the simplest and most natural
setup. The fact that for accelerating cavities the detector is seen to be non-uniformly
accelerating from the cavity’s frame, is sufficient to show that the detector response should
be different from the constantly accelerating detector scenario.
There is one possible alternative interpretation for the lack of equivalence between the
two scenarios: The accelerating cavity is a setup of accelerating mirrors, which are perfectly
reflecting boundary conditions, whereas an accelerating detector is a quantum object that
can absorb, transmit and reflect parts of an illuminating plane wave. Consequently, they
constitute rather distinct field configurations (e.g., dynamical Casimir effect and Unruh
radiation respectively) and the two setups are not identical beyond the ‘non-uniformity’ of
the acceleration. This interpretation is likely to be relevant when we consider the “energy”
cost of carrying out the acceleration, since different amount of effort is likely to be required
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mL = 2, 1st harmonic, aL = 0.03
Accelerating cavity Accelerating detector
Figure 3.11: The amplitude of the first harmonic for mL = 2. It is clear that the accel-
erating detector and accelerating cavity scenario have practically indistinguishable mode
function even for aL ∼ 0.03, not yet a highly non-relativistic regime. Since distinguisha-
bility rests solely on the field modes being different, this shows that massive fields cannot
do better than massless one.
to accelerate perfectly reflecting cavity and a transmissive detector7. In this setup, since
the trajectories are fixed from the outset, only relative motion matters and hence any
distinction must come from non-uniformity of acceleration. If so, then it is likely that in
the deep non-relativistic regime, both massless and massive fields cannot distinguish local
accelerations, a conclusion that [1] supports.
We can make this argument even more explicit. Suppose we choose to take the quasilocal
regime and non-relativistic regime. Then, we effectively disregard variations of acceleration
across the cavity, similar to how we disregard spacetime curvature (‘spacetime is locally
flat’). For WEP to hold, it must mean that both massless and massive cases are equally bad
at distinguishing relative local acceleration. For massless case, it is easy: we perform Taylor
series expansion in acceleration aτ ∈ [0, aτmax] and show that the transition probability
in Eq. (3.23) and Eq. (3.14) are equal. In this sense, the claim of [2] is correct: massless
fields are not able to distinguish relative local accelerations, however conformal invariance is
really just the ‘easy’ way to show it (the hard way would be the way done in Appendix B.1).
7This conclusion is somewhat different from the one given in the paper [64] which this chapter was
based, after some additional thoughts during the writing of this thesis.
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For massive case, we cannot do this analytically but there is actually a simple numerical
check, as exemplified in Figure 3.11. Here we compare the first harmonic of the field mode
for mL = 2, and it is easy to see that with proper normalization (which we believe is not
done in [2], cf. Appendix B.2), accelerating cavity and accelerating detector scenarios have
practically identical mode function, and this is not even highly non-relativistic (aL ∼ 0.03).
Since for arbitrary state of the field the local distinguishability via detector responses
depends on the mode function, the fact that the mode functions are indistinguishable
in non-relativistic limit must imply that massive fields cannot be used for distinguishing
relative local acceleration either, contrary to the claim [2].
3.6 Conclusion
We have investigated a quantum version of the WEP in which we consider the response of a
particle detector in two scenarios: a) a detector accelerating in a static cavity and b) a static
detector in an accelerating cavity. We found that the qualitative WEP is indeed satisfied
insofar as quasilocal approximations are valid. We do this by investigating the transition
probability of a two-level atomic detector on various field states, namely vacuum state
(Minkowski-like and Rindler-like vacuum), arbitrary Fock state, and single-mode coherent
state. We also check the effect of bringing the atomic gap closer to the resonant frequency
when we have co-rotating terms and clarify the validity of some approximations such as
large nk limit for Fock state of the field. We believe that these results support that WEP
holds in semiclassical settings; in this sense, our results complement those of [1, 72].
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Chapter 4
Zero mode and superluminal
signalling
In this chapter we turn to Unruh-DeWitt detectors coupled to a scalar field in the pres-
ence of periodic and Neumann boundary conditions. With these boundary conditions, the
so-called zero mode — an oscillator with vanishing frequency — appears. We investigate
the impact of this mode to particle detector phenomenology. We show that in the rela-
tivistic regime, the zero mode has direct consequence on causality, namely it may lead to
superluminal signalling if the zero mode is not treated properly.
4.1 Motivation
In applied settings such as in solid state physics and quantum optics, the spatial topology of
the setup is something that can be given by the particular experimental setup. For example,
one can have an optical fibre coiled around itself to have periodic boundary conditions in
one dimension. Hence, it is natural to ask what the role of boundary conditions have in
modeling the light-matter interaction, and whether assuming simpler models could lead
to faster-than-light signalling between spacelike separated operators of particle detectors.
For instance, it has been recently studied how factors such as the detector smearing,
rotating-wave approximations or the introduction of UV regularization have implications
on causality in particle detector models [57].
It is known that in (1 + 1) dimensional flat spacetime, a scalar field subjected to pe-
riodic boundary conditions has a zero mode which contributes to a particle detector’s
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response, the field’s stress-energy tensor, and the ability for particle detectors to get en-
tangled through the field [54, 83]. Zero modes also appear in other contexts such as two-
dimensional conformal field theories (CFTs) and in the minimal coupling of massless scalar
field in certain spacetimes with nontrivial compact topology [84–88], where regularization
schemes for the Wightman function have impacts on the zero modes. However, the zero
mode is peculiar as compared to the regular oscillator modes since it does not admit a
Fock space representation. For this reason, it is perhaps desirable to be able to ignore
or remove the zero mode from any calculation by hand. In some contexts, such as the
UDW model coupled via derivative coupling, its effect can indeed be made negligible at
the level of detector responses in appropriate limits [83], but in some other contexts it has
significant impact on detector dynamics and entanglement [54, 83, 89, 90]. There are also
cases when the zero mode has been excluded by assumption from a setup with periodic
boundary conditions (e.g., in [91–95]), thus it is of interest to further study the impact
of the zero mode may have on the relativistic nature of the interaction within particle
detector model.
Here we will investigate how neglecting the zero mode of a massless scalar field can lead
to faster-than-light signalling between particle detectors via violations of microcausality1.
We will show how two particle detectors coupled locally to the field can non-negligibly
communicate faster than light when the zero mode is neglected. As a consequence, we
show that whenever a zero mode arises, one cannot remove it by hand and only consider
the oscillator part if relativistic phenomenology is important in the setup under study.
We will also show how this zero mode-induced causality violation is alleviated in higher
dimensions. In this paper, we first study the causality with respect to zero mode in (1 + 1)
and (2 + 1) dimensions and then make an argument for arbitrary dimensions.
The chapter is organized as follows. In Section 4.2 we briefly review the UDW model
and the notion of signalling estimator, and its relation to microcausality. In Section 4.3
we study microcausality in (1 + 1) dimensions. In Section 4.4 we study several cases in
(2+1) dimensions for different choices of spatial section topology. In Section 4.5 we briefly
discuss the general case in arbitrary dimensions.
4.2 How do we evaluate causality?
When microcausality is violated, the commutator between two observables at two spacelike
separated events may no longer be zero. This in turn can be used to perform faster-than-
1Note that in the context of algebraic quantum field theory (AQFT), sometimes this is known (modulo
some technical subtleties) as a version of locality [81, 88].
52
light signalling with particle detectors. To make this idea precise in an operational manner
we follow [57] and we consider two observers Alice and Bob who are spacelike separated,
each carrying a particle detector that can interact with the field locally. We model these
detectors using a pair of Unruh-DeWitt detectors consisting of two-level quantum systems
(qubits). The monopole moment of each detector in the interaction picture is given by
µ̂ν(τ) = σ̂+ν eiΩντ + σ̂−ν e−iΩντ (4.1)
where ν = {a,b} denotes Alice or Bob respectively. Here we have σ̂+ν = |eν〉 〈gν |, σ̂−ν =
|gν〉 〈eν | are the usual su(2) ladder operators, |gν〉 , |eν〉 are the ground and excited states
of the qubit, Ων is the gap of the qubit and τ is the proper time of the the qubits. Since
we are in flat space, the proper time for both detectors will be the same.
The linear UDW model prescribes the following interaction between the field and a
stationary detector [42] (cf. Chapter 2)
Ĥν = λνχν(t)µ̂ν(t)
∫
dnxFν(x− xν)φ̂(t,x) , (4.2)
where F (x − xν) is the spatial smearing of the detector ν, centred at xν , χν(t) is the
switching function of the detector, and λν is the coupling strength. We can assume that
the Hamiltonians generate translations with respect to the same time parameter for both
detectors assuming they are at rest relative to each other and also relative to the lab frame
where the field quantization is performed.
The full interaction Hamiltonian for the field and the two detectors is given by
ĤI(t) = Ĥa(t) + Ĥb(t) . (4.3)
We assume that the system is initialized in the completely uncorrelated state
ρ̂0 = ρ̂a ⊗ ρ̂b ⊗ ρ̂φ̂ (4.4)
where ρ̂φ is an arbitrary field state, which in the presence of a zero mode we can split as
ρ̂φ̂ = ρ̂osc⊗ ρ̂zm where ρ̂osc is the state of all the modes that admit a Fock quantization and
ρ̂zm is the state of the zero mode. The state ρ̂a ⊗ ρ̂b is the most general product state of

























where αν ∈ R.
Notice that while there is an ambiguity to choose the physically meaningful state for a
zero mode, all the results in this paper are independent of the state of the field, therefore
we do not need to concern ourselves with discussing what would be a reasonable state for
the field in general and in particular for the zero mode as long as the expectation values
of the field commutators are well defined.
The state evolves as
ρ̂ = Û ρ̂0Û † , (4.7)
where the time evolution operator is








and T denotes time-ordering. The time evolution can be found perturbatively order-by-
order in the coupling strengths λν . The final state of the two-detector subsystem is then
given by the reduced joint density matrix
ρ̂ab = trφ̂ ρ̂ = ρ̂ab,0 + ρ̂
(1)
ab + ρ̂(2)ab +O(λ3) , (4.9)
where the superscript (j) denotes the contribution to the time-evolved density matrix of
order λj.
In order to see how signalling using particle detectors is connected to microcausality,
we first note that any contributions linear in λa or λb are local, thus ρ̂(1) cannot contribute
to signalling. The signalling part of the detectors’ density matrix ρ̂ab must be of second
order in the product of coupling strengths λaλb [57]. Therefore, we can split the second








The last two terms are of the order λ2a and λ2b respectively, hence they are local noise
terms that do not contribute to signalling between the two detectors. The first term is the
signalling term, which is of the order λaλb. This can also be seen by finding the reduced
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In order to cleanly separate effect of zero mode on microcausality from the smearing and



















where σ is the width of the spatial smearing (i.e. an effective detector diameter). We
require that these supports do not overlap, i.e.






























The function C(xa, xb) ≡ C(t,xa, t′,xb) in the integrand is the spatially smeared pull-back







dnx′Fa(x− xa)Fb(x′ − xb) 〈[φ(t,x), φ(t′,x′)]〉 , (4.15)
where xj are the centres of mass of the smearings of the detectors used to probe causality.
To estimate the ability of A and B to perform faster-than-light signalling we analyze the
causality estimator E proposed in [57], which is proportional to the signal strength of the










Furthermore, it has been shown that channel capacity, measured by a lower bound to the
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number of bits per unit time that can be sent from Alice to Bob, is directly related to
E [96, 97].
Notice that one can also particularize to a delta switching (that can be understood as
the limit of very short time Gaussian switching when the total strength of the interaction
over time is fixed, see, e.g., [98]). In the case of this instantaneous switching, the reduced
density matrix of detector B will simply be proportional to C, thus this function is a
legitimate measure of signalling between detectors. For this reason we will make use of
both E and C as causality estimators in the subsequent sections.
4.3 Causality and zero mode in (1+1) dimensions
We consider massless scalar field on the Einstein cylinder with the metric [3]
ds2 = −dt2 + dx2 , (4.17)
where the spacetime has topology R × S1. The topological identification is made for
x ∼ x + L, where L is the circumference of the cylinder. This is the same as having a
periodic cavity in (1 + 1) dimensions, i.e. implementing periodic boundary condition for
the scalar field in Minkowski spacetime. The field operator can be decomposed into two
parts, namely
φ̂(t, x) = φ̂zm(t) + φ̂osc(t, x) . (4.18)
The first term φ̂0 is the zero mode term which is spatially constant. The spatially constant
nature can be understood from the standard Fourier series: the zero mode corresponds to
the constant c0 term in complex Fourier series expansion [99]. The second term φ̂osc(t,x)












, n ∈ Z \ {0} . (4.19)
The oscillator modes have a Fock vacuum |0〉 defined by ân |0〉 = 0 for all n ∈ Z \ {0} and
the usual canonical commutation relation for the ladder operators [âj, â†k] = δjk.
Note that the zero mode behaves as a “free-particle”: specifically, the Lagrangian only






where Q := φ̃0 is the Fourier component of the zero mode. We can think of this as an
“oscillator” with zero frequency, since after a Legendre transformation the zero-mode free
Hamiltonian (after quantization) is given by:
Ĥzm =
P̂ 2




In the interaction picture, we have that




where the subscript S means Schrödinger picture operator. The Heisenberg equation of
motion then implies that




The field commutator can be written as the sum of the commutator for the oscillator
modes and the zero mode,
[φ̂(x), φ̂(x′)] = [φ̂zm(t), φ̂zm(t′)] + [φ̂osc(x), φ̂osc(x′)] . (4.24)
The oscillator contribution to the commutator is given by (see Appendix C.1)



















where u = t − x and v = t + x are the double null coordinates in Minkowski space and
∆u = u− u′ and ∆v = v − v′. The commutator due to the zero mode reads [83]
[φ̂zm(x), φ̂zm(x′)] = −
i∆t
L
, ∆t = t− t′ . (4.26)
Let us now check the causality estimators in (1 + 1) dimensions. The simplest case is
when we take pointlike detectors and instantaneous switching, which reduces the estimators
E to be proportional to C. Note that even if we do not know the ground state for the zero
mode, commutator is a c-number so the causality estimator is state-independent.
In general, for a pointlike detector in arbitrary dimensions and delta switching, one can
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Figure 4.1: Causality estimator for delta switching and pointlike detector, with ∆x = 5 in
natural units. (a): excluding the zero mode. The commutator does not vanish even for
spacelike separated regions. (b): including the zero mode. Microcausality is recovered as
commutator vanishes identically for |∆t| < |∆x|.
run into UV-divergent detector reduced density matrix. However, the causality estimator is
UV-safe and does not have such problems even in the limiting cases where UV-divergences
may appear [100, 101]. Note as well that we can always avoid this problem by not taking
both limits (infinitely fast switching and pointlike smearing) simultaneously.
In Figure 4.1(a) we show the causality estimator (4.16) for a delta switching and pointlike
detectors for L = 10, ∆x = 5 (that is, the separation between the detectors so that ∆t < 5
corresponds to spacelike separation). The figure demonstrates causality violation when
one removes the zero mode contribution. The causality violation coming from ignoring
the zero mode is very strong as it can be seen in the figure. The decay of the signalling
contributions (thus the decay of the superluminal channel capacity between Alice and Bob)
decays only linearly with the distance to the light cone.
When we plot the whole commutator including the zero mode in Figure 4.1(b) we
recover the full causal behaviour: the commutator vanishes in the spatial separation domain
∆t < 5. We should also note that in (1 + 1) dimensions we have a violation of strong
Huygens’ principle [97, 100–103], i.e. the support of the commutator is on the whole
timelike region bounded by the light cone, and in fact it is constant inside the lightcone.
Note that the zero mode contribution is inversely proportional to L. As one may
have expected, the oscillator mode contribution to the commutator dominates at large L
and also uniformly becomes microcausal for large L, as shown in Figure 4.2(a). In other
words, if the cavity is large, the causality violation is small when one ignores zero mode
contribution of the quantum field. Consequently, the usual “toroidal” quantization used
e.g. in [3] where one puts a field in a torus and take L → ∞ to reproduce free space
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Figure 4.2: (a): Causality estimator of the purely oscillator part as a function of time gap
between detector switching times ∆t for several choices of L. For large L microcausality
is approximately recovered. (b): Causality estimator of the purely oscillator part as a
function of L. We see that the causality estimator falls quickly with increasing L when
detectors are spacelike separated and quickly approaches constant value when timelike
separated.
quantization does not suffer causality violation because of the limit taken. However, one
has to be careful since the superluminal signaling decays only linearly with the length L,
hence the faster-than-light signalling will not be strongly suppressed. This is illustrated in
Figure 4.2(b).
In a more general setting, we could consider the presence of compactly supported spatial
smearing and switching functions. In Figure 4.3 we show the causality estimator E when
we include the zero mode for various choices of detector size σ and duration of switching
δ for each detector. In this plot we used the hard-sphere smearing and finite Heaviside























where δ := T onν − T offν is the duration of the switching which we set to be equal for both
detectors and σ is the finite size of both detectors. We also fix the time gap between the
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δ/Δ = 0.17 δ/Δ = 0.07 δ/Δ = 0.013
E
D/∆
L/∆ = 10/3, δ/σ = 1
Figure 4.3: Causality estimator E as a function of outer distance of the finite-sized detectors
D for various switching duration δ and size of detector σ. The time gap between the switch-
off of detector A and switch-on of detector B is denoted ∆.
two detector’s switch-on/off times ∆ := T onb −T offa and D is the surface-to-surface distance
between both detectors. We choose δ/σ = 1 in all cases but we decrease the value of δ/∆,
which amounts to shorter switching duration and smaller detector size. Indeed, we see that
the causality estimator approaches the delta switching and pointlike limit. These results
also indicate that causality estimator E is largely independent of the type of switching or
smearing functions and mainly dependent on their durations/lengths. Therefore, to discuss
causality violations in detector signalling for higher dimensional cases it suffices to focus
on the pointlike and fast-switching limits for E .
We also note here that when we impose Neumann boundary condition instead of periodic
boundary condition, it will also yield a zero mode. In this case, the spacetime still has the










= 0 . (4.28)
The eigenfunctions now take the form
un(t, x) = Nn cos
nπx
L
e−i|kn|t , n ∈ N ∪ 0 . (4.29)
The spatially constant solution u0(t, x) ≡ u0(t) corresponds to the zero mode. Therefore,




zero mode un(t, x) has to be treated separately. The oscillator part of the commutator now















































This commutator differs from the case for periodic boundary conditions shown in Eq. (4.25)
by a factor of 2 in the momentum kn and the fact that the commutator is no longer
translationally invariant. The zero mode commutator remains the same as before. The
estimator E for Neumann boundary condition will be qualitatively similar to the periodic
boundary case shown previously in Figure 4.1, thus we do not repeat the plot for Neumann
boundary conditions.
Last but not least, there is an interesting observation we can make regarding the ex-
pressions for the commutators: if we invoke the identity
log (1− e
iφ)(1− eiψ)
(1− e−iφ)(1− e−iψ) ≡ log e
i(φ+ψ) = i(φ+ ψ) + 2πin , n ∈ Z , (4.32)
the expression seems to simplify considerably. However, one has to be careful with the
branch cuts of the logarithm when applying this simplification. When the detectors are
spacelike separated we do not cross the branch cut of the of the logarithm when taking
its principal branch (n = 0). In that case, taking the principal branch of the logarithm,
the oscillator contribution [φ̂osc(x), φ̂osc(x′)] for both the periodic and Neumann boundary














Consequently, by adding Eq. (4.25) or Eq. (4.31) to [φ̂zm(x), φ̂zm(x′)], followed by the limit
ε→ 0, we get the following simple result for for spacelike separated x, x′:
[φ̂(x), φ̂(x′)] = 0 , (4.34)
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as it should be if microcausality is not violated.
However, there are some subtleties associated with the above simplifications. For one,
the identity seems to hide the role of spatial separation ∆x because only ∆t appears in the
expression for [φ̂osc(x), φ̂osc(x′)] in Eq. (4.33). It turns out that depending on the values of
t, t′, x, x′, we may cross branch cuts and the terms in the commutator may refer to different
branches of the logarithm. For arbitrary separation, from Eq. (4.32) the simplification reads
[φ̂(x), φ̂(x′)] = n2 , n ∈ Z . (4.35)
Here n refers to different branches of the full simplified logarithm in Eq. (4.33) which
depends on t, t′, x, x′ in nontrivial manner. The timelike separated case as shown in Fig-
ure 4.1(b) is in fact the n = 2 branch. For arbitrary values of x, x′, t, t′ the value of n
will depend on how many logarithms in the sums in Eq. (4.25) and (4.31) cross branch
cuts for the value of the parameters. The consequent piecewise simplification of the zero-
mode commutator would in general be cumbersome so we only included it in detail for the
spacelike case which is the one we focus on to study causality.
As a side remark, it has been argued that microcausality as we describe here is in fact
a property of causal structure of classical theory rather than Lorentz invariance, since
Lorentz invariance is manifestly broken in generic curved spacetimes [104]. This suggests
that our results should hold even for non-flat background.
4.4 Causality and zero mode in (2+1) dimensions
In (1+1) dimensions, we showed that both periodic and (homogeneous) Neumann boundary
conditions have zero modes which lead to causality violations when they are removed
unjudiciously. Both boundary conditions are essentially unique since there is only one
way to implement them. For example, in (1 + 1) dimensions there is a unique spatial
topology corresponding to periodic boundary conditions, namely S1. Similarly, there is
only one possible homogeneous Neumann boundary condition, namely spatial derivatives
at both ends are set to zero. In higher dimensions, there are more possibilities due to
more freedom in imposing the boundary conditions. For instance, homogeneous Neumann
boundary conditions can be implemented for various boundary shapes, and one can impose
periodic boundary condition in one dimension and, e.g., Dirichlet boundary condition on
the remaining spatial dimensions.
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4.4.1 Annular boundary condition
The simplest case we consider will involve a two-dimensional ‘annular’ cavity, where the
spatial topology is I×S1 where I ⊂ R is a compact interval. This is equivalent to taking the
massless scalar field in Minkowski spacetime but impose Dirichlet boundary conditions in
one direction and periodic boundary conditions in another. If we let x to be the coordinate
with the periodic boundary condition and y the coordinate with the Dirichlet boundary
condition, we have
φ̂(t, x, y) = φ̂(t, x+ L1, y) ,
φ̂(t, x, 0) = φ̂(t, x, L2) = 0 .
(4.36)
For convenience we consider the case with L1 = L2 = L. The positive eigenmodes with
respect to Minkowski timelike Killing vector for this case is given by
















, n ∈ Z, l ∈ N ,
(4.37)
where Nnl is a normalization constant. For clarity, we explicitly derive the normalization


























= |knl| |Nnl|2L2 = 1 (4.39)
and hence we can set Nnl = 1/
√
2L |knl|.
The above expression alone is sufficient to conclude that there is no zero mode problem
even though we have n = 0 eigensolutions. The reason is because since l ∈ N, we have
|knl| 6= 0 for all n ∈ Z including n = 0. Consequently, under canonical quantization every
mode with a definite n, l is an oscillator mode with nonzero frequency |knl|. Without
computing the commutator, we will know that microcausality is fully governed by the
oscillator modes. We show this concretely in Figure 4.4, where we highlight the differences
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Figure 4.4: (a) Free space commutator. (b) Commutator for finite cylindrical spacetime
with spatial topology Σ = I × S1 for 50 × 50 and 100 × 100 modes. Within the timelike
interval, as we sum more higher mode, the estimator uniformly approaches zero (here the
average is already zero). At the null boundary there is Gibbs phenomenon [99] due to the
UV cutoff.
between the signalling of the detectors in free space studied in [57] (Fig. 4a) and detectors
in finite cylindrical cavity of topology I × S1 (Fig. 4b).
To have a zero mode in (2+1) dimensions, we must consider the case where we have the
“harmonic” solution with vanishing frequency |k00| = 0. This suggests two other nontrivial
cases: (1) toroidal boundary and (2) a (2 + 1) dimensional Einstein cylinder.
4.4.2 Toroidal boundary condition
For the case with toroidal boundary, the spatial topology is S1 × S1, i.e. both x, y have
periodic boundary conditions,
φ̂(t, x, y) = φ̂(t, x+ L1, y) ,
φ̂(t, x, y) = φ̂(t, x, y + L2) .
(4.40)
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Again for simplicity let us set L1 = L2 = L. This gives us the positive frequency eigenmodes
of the form




















where in this case the zero mode will appear. The oscillator part of the commutator is


























Since the sum cannot be done analytically, we resort to partial sums for the computation
of estimator C and take the imaginary part, Im C. This will give us the same information
about superluminal signalling due to the absence of zero mode, since from Eq. (4.16) and
for a delta-switching and pointlike detector the estimator E is the modulus of C, which is
purely imaginary. Plotting Im C is visually clearer.
The results are shown in Figure 4.5(a). It is clear that there is a causality violation
and superluminal signalling between detectors when one discounts zero mode. Causality is
recovered when the zero mode contribution is included, even at the level of partial sums.
Furthermore, note that the zero mode commutator is different from the one in (1 + 1)
dimensions, namely




4.4.3 (2+1) dimensional Einstein cylinder
The other nontrivial case involves the Einstein cylinder, where the only difference is that
the sum over modes along one direction is a continuum (hence an integral over modes
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Figure 4.5: Commutator for toroidal spacetime with spatial topology Σ = S1 × S1. (a)
50× 50 modes, ∆x = 5,∆y = 0. (b) for 100× 100 modes, ∆x = 5,∆y = 2.
instead of a summation). The mode decomposition is given by














While formally it appears that the result should be the same as the case for toroidal
scenario, we should be careful because from the perspective of the y-modes, the ω00-mode
is a point and hence is a measure zero proper subset of the real line R which has strictly
greater measure. The partially mode-summed estimator is shown in Figure 4.6, where we
can see the faster-than-light signalling that appears when the zero mode is ignored. Indeed














does not violate microcausality as ε→ 0.
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Figure 4.6: Commutator for (2+1) dimensional Einstein cylindrical spacetime with spatial
topology Σ = R × S1 for (kmin, kmax) = (−50, 50). It does not display causality violation
despite the integral domain excluding the zero mode.
Again we note that Neumann boundary conditions similarly produce a zero mode, as
in (1 + 1) dimensions. However, in (2 + 1) dimensions it is now possible to have periodic
boundary conditions in one direction and Neumann boundary conditions on another. A
zero mode will arise whenever there is “zero frequency” component of the eigenfunctions
which is spatially constant (see Appendix C.1 and Appendix C.3 for more details).
4.5 Results in higher dimensions
Based on our results in (2 + 1) dimensions, we can easily generalize the results to higher
dimensions. In particular, the toroidal case with topology S1× S1× ...× S1 will present a
zero mode in arbitrary dimensions since the construction is analogous. The oscillator part
of the commutator for arbitrary dimensions with toroidal boundary conditions (and more
general boundary conditions) is given by Eq. (C.3) in Appendix C.1. Another notable
feature is that in higher dimensions, one can have strong Huygens’ principle, e.g. in (3+1)
dimensions [102,103]. This is shown in Figure 4.7, where the support of the full commutator
(including the zero mode) is only on the light cone. Notice that the zero mode commutator
in arbitrary dimensions is given by (see Appendix C.3 for derivation)
[φ̂zm(x), φ̂zm(x′)] = −
i∆t
Ln
, ∆t = t− t′ . (4.46)
67








Figure 4.7: Commutator for (3 + 1) dimensional toroidal spacetime with spatial topology
Σ = S1×S1×S1 for 30×30×30 oscillator modes. Here L = 1 and ∆x = 0.5,∆y = ∆z = 0.
The curve without zero mode is somewhat tilted clockwise relative to the origin, reflecting
causality violation. The spikes correspond to the divergences due to the support of the
commutator on the null cone.
That is, the impact of the zero mode is polynomially weaker in higher dimensions. In
Figure 4.7 we already see that the estimator Im C is not very much different visually, but
removing zero mode nonetheless leads to causality violation and, in this case, also violation
of strong Huygens’ principle in (3 + 1) dimensions.
Another feature of higher dimensional cases is that there are more transverse dimen-
sions in which one can impose boundary conditions. For example, to have zero mode,
strictly speaking one does not need toroidal boundary condition. One could instead use a
combination of periodic boundary condition in some transverse dimensions and Neumann
boundary condition on the remaining dimensions (see Appendix C.1 for details).
4.6 Conclusion
In this chapter we have shown that when zero modes are present due to periodic or Neu-
mann boundary conditions (associated either to cavities or spacetimes with compact spatial
topology), excluding them in modelling light-matter interactions using particle detector
models can lead to faster-than-light signalling between two detectors.
We explicitly quantify the amount of violation in terms of the strength of the super-
luminal signal that one emitter operating a particle detector can send to another if the
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detector is not coupling to the zero mode, and find that for a fixed spatial separation
∆x, the causality violation decays polynomially with the temporal separation ∆t, and
the length across the boundary condition L. The power law of this decay is given by the
number of spatial dimensions n so that the decay is linear in (1 + 1) dimensions, quadratic
in (2 + 1), etc. Therefore, any relativistic scenario where we analyze the light-matter in-
teraction, communication, entanglement harvesting, or any other phenomenological study
where relativity is of importance should consider that particle detectors couple to the zero
mode explicitly. As a corollary, in such scenarios one might need to care about the state of
the zero mode, whose impact on detector dynamics is non-trivial [83], and one cannot get





In this chapter we study how two Unruh-DeWitt detectors extract entanglement from the
quantum vacuum of a massless scalar field in (1 + 1) dimensional spacetime in presence of
a moving Dirichlet boundary condition. We will call this spacetime with moving mirrors as
“mirror spacetime”. We consider a variety of non-trivial trajectories for these accelerating
mirrors and find (1) an entanglement inhibition phenomenon similar to that recently seen
for black holes, as well as (2) trajectory-independent entanglement enhancement in some
regimes. We show that qualitative result obtained is the same for both linear and derivative
couplings of the detector with the field. This provides an additional validity of studying
entanglement dynamics of massless scalar field with Dirichlet boundary condition in (1+1)
dimensions despite the fact that the theory has infrared divergences in free space [105–107].
5.1 Introduction
The study of quantum entanglement has far-reaching consequences in many fields, such as
in the study of black hole entropy [108, 109] and the anti-de Sitter/conformal field theory
(AdS/CFT) correspondence [15]. In more formal algebraic quantum field theory, it was
shown that the vacuum state of a quantum field can maximally violate Bell’s inequalities
[11]. A more operational approach to study quantum field entanglement was initiated in
[22], where it was shown that atoms initialized as uncorrelated states can become entangled
after some time due to the global nature of field correlators. This particle detector model,
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now known as the Unruh-DeWitt (UDW) model [20, 21], has been extensively used to
study the phenomenon of entanglement harvesting [110, 111], discerning the topology of
spacetime [55] and distinguishing a thermal bath from an expanding universe at the same
temperature [112], among others.
In this chapter we study the phenomenon of entanglement harvesting in the context of
mirror spacetimes, i.e. the Minkowski spacetime spatially divided by a (possibly dynam-
ical) Dirichlet boundary condition, in (1 + 1) dimensions. This would constitute the first
investigation of entanglement harvesting in a highly non-stationary background quantum
field essentially due to the Dynamical Casimir effect (DCE). The DCE has been recently
observed experimentally [113, 114] thus motivating the use of mirror spacetimes to study
aspects of particle creation in quantum field theory.
The conformal invariance of the massless wave equation in (1 + 1) dimensions, together
with the ease of obtaining exact analytic expressions for the Wightman functions of moving
mirrors in certain classes of trajectories, make the study of mirror spacetimes a very at-
tractive toy model to gain insights into the physics of quantum fields in curved spacetimes.
The study of responses and transition rates of UdW detectors in receding mirror space-
times was first investigated decades ago [3, 115, 116]. For some classes of trajectories, one
can even match certain mirror trajectories to Hawking radiation associated with black hole
spacetimes, whether at the level of the response rate [59] or at the level of the Bogoliubov
transformation and stress-energy tensor [117]. More recently it has been shown that for
some generic trajectories certain limits can also be taken to obtain thermal responses [118]
or even model black hole collapse from a null shell [119–121]. We note in this context
that a study of entanglement harvesting in black hole spacetimes was recently initiated
for the first time for (2 + 1)-dimensional black holes [58], and so it is of further interest
to investigate entanglement harvesting in spacetimes with non-trivial boundary conditions
that could simulate the collapse of matter into a black hole.
We will see that, despite the differences between the physics of mirrors and black holes,
a pair of atoms can experience (1) entanglement inhibition and even “entanglement death”1
near a mirror, an effect recently associated with the event horizon of a black hole [58], as
well as (2) trajectory-independent entanglement enhancement in some regimes.
This chapter is organized as follows. In Section 5.2 we describe the setup involving
the UDW model and provide several ray-tracing functions for the mirror trajectories that
will be studied in this paper. In Section 5.3 we study entanglement harvesting between
two detectors in the presence of a static mirror and also a non-inertial mirror first studied
1In other contexts, the term separability island has been used due to the island-like region in the contour
plot (see e.g. [62, 122]).
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in [117]. In Section 5.4 we show that the same qualitative results are obtained using a
derivative-type coupling.
5.2 Setup
In this section we recall the standard UDW model in the context of a massless scalar field
in (1+1) dimensions interacting with two first quantized atom (“detectors”) which we label
A and B. In the interaction picture, the light-matter interaction between each detector
and the field is provided by the interacting Hamiltonian of the form
ĤjI (τ) = λjχj(τ)µ̂j(τ)⊗ φ̂(xj(τ)) , j = A,B . (5.1)
Here index j labels each detector, λj is the coupling strength, χj(τ) is a switching function,
φ̂ is the field operator and xj(τ) = (tj(τ), xj(τ)) is the trajectory of detector j parametrized
by its proper time τ . In addition, µ̂j(τ) = σ̂+j eiΩjτ + σ̂−j e−iΩjτ is the monopole moment of
the detector, where σ̂± are the ladder operators of the su(2) algebra and Ωj is the energy
gap of each detector.
In order to study entanglement harvesting, we have two atomic detectors so the full
interacting Hamiltonian takes the form
ĤI(t) = ĤAI (t) + ĤBI (t) . (5.2)
We shall also consider for simplicity the case where the two atoms are identical so ΩA =
ΩB = Ω, χA = χB = χ and λA = λB = λ. We will also focus on the case when both
detectors are static in the quantization frame (t, x), so that both detectors are at rest
relative to one another and their proper times are given by τ = t. This will ensure that
the physical results can be attributed purely to the relative motion between the mirror and
the detectors.
We consider the initial state of the full system to be a separable state ρ0 = |ψ〉 〈ψ| where
|ψ〉 = |0〉 |g〉A |g〉B, and where |0〉 is the field vacuum and |g〉 is the atomic ground state.
The final state of the detector ρAB is obtained by tracing out the field state after time
evolution:







ρAB = trφ |ψf〉 〈ψf | .
(5.3)
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In the {|g〉A |g〉B , |e〉A |g〉B , |g〉A |e〉B , |e〉A |e〉B} basis, the reduced joint density matrix




1− PA − PB 0 0 X∗
0 PB C 0
0 C∗ PA 0
















′)W (xj(t), xj(t′)) (5.6)
where W (x, x′) = 〈0|φ̂(x)φ̂(x′)|0〉 is the pullback of the Wightman function to the detector
trajectories and Θ(·) is the Heaviside step function. We derive these expressions in Ap-
pendix D.1 for completeness. Since the detectors are identical, we also choose the same








where the parameter σ characterises the effective duration of the interaction with the field
and tj is the temporal peak of the switching function. We specialize to the case when
tA = tB.
The entanglement measure we use here is concurrence C(ρAB), computed in this case to
be [55]







which is simple and transparent for our purposes2.
2Negativity N is another usable well-known entanglement measure but in this context does not yield
qualitatively different results. Concurrence admits a simpler interpretation due to a clean separation of
local and nonlocal terms and the fact that it monotonically increases with the entanglement of formation.
In fact for identical detectors, C ≈ 2N if PA ≈ PB (cf. [23, 55]), which occurs e.g. when the detectors are
identical and not too far apart from one another as is the case in this chapter.
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In (1+1) dimensions, the metric for Minkowski spacetime can be written in terms of
double null coordinates u, v = t∓ x so that
ds2 = −dt2 + dx2 = −du dv . (5.9)
The Wightman function for massless scalar field in (1 + 1) dimensions in terms of these
coordinates is







where the logarithm is taken with respect to the principal branch, the subscript f denotes
‘free space’, Λ is an IR cutoff and ε is a small positive constant serving as the UV cutoff. In
free space, the IR regulator cannot be removed, which is a peculiarity of (1+1) dimensions
alone [123]. This leads to the well-known IR ambiguity in the response of a detector coupled
linearly to (1 + 1) massless scalar field.
Unlike the free-space case, the presence of a (moving) mirror i.e. Dirichlet boundary
condition removes this IR ambiguity. Hence our investigation does not suffer the funda-
mental IR cutoff problem encountered in the free-space scenario. It modifies the Wightman
function via ray-tracing functions p(u) or f(v) depending on whether we use u or v to ‘trace’
rays: in the presence of a mirror, some of the ‘reflected’ right-moving modes can be written
in terms of the incoming left-moving modes. Anticipating our results, we choose p(u) to
avoid issues involving coordinate singularities (see e.g. [117] or [118]) and the Wightman
function is now given by [3]
W (x, x′) = − 14π log

(ε+ i(p(u)− p(u
′))(ε+ i(v − v′))
(ε+ i(p(u)− v′)(ε+ i(v − p(u′)))

 (5.11)
For a static mirror located at the origin x = 0 we have p(u) = u, and the result reduces to
the well known fact that the Wightman function is the difference between the free-space
Wightman function and its parity-reversed counterpart [59].
In this paper we will consider three ray-tracing functions, corresponding to three differ-
ent trajectories [118]:




















Static CW BHC vH=0
Figure 5.1: The various mirror trajectories considered in this paper are shown here, with
κ = 1/2 for CW and κ = 1/4 and vH = 0 for BHC.
where W(x) is the Lambert W function [124]. The Lambert W function (sometimes known
as product logarithm) is not to be confused with Wightman function W (x, x′).
The ray-tracing function p0 describes a static mirror located at the origin. The function
p1 corresponds to a mirror that emits thermal radiation just like that of an eternal black
hole, and is known as the Carlitz-Willey (CW) trajectory [117]. We shall call the last
ray-tracing function p2 the black hole collapse (BHC) trajectory, since it has been shown
that there is one-to-one correspondence between the Bogoliubov coefficients for this moving
mirror setup and the scenario of (1 + 1) null shockwave collapse [119, 125, 126]. In both
cases the parameter κ can be interpreted as some kind of acceleration parameter since both
p1, p2 correspond to non-inertial motion of the mirror. The corresponding trajectories are
shown in Figure 5.1.
5.3 Results and discussions
We present the main findings in this section. The variable parameters will be denoted as fol-
lows: (tj, xj) for the time and position coordinates of the peak of the Gaussian switching of
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detector j, Ω for the energy gap of the detectors, dA for the distance of detector A from the
mirror at t = tA and finally ∆x = xB − xA for the detector separation. The results will be
presented in terms of the corresponding dimensionless variables, {tA/σ, dA/σ, Ωjσ, ∆x/σ}.
We first describe general results for all mirror trajectories, followed by an analysis of the
effects due to specific mirror motions.
Note that the entanglement results below are strictly speaking given by C(ρAB)/(λ2σ2)
on dimensional grounds but for convenience we will just write C(ρAB) as a shorthand.
5.3.1 Entanglement enhancement by a mirror
A mirror serves as a Dirichlet boundary condition for the quantum field along the mirror
trajectory, i.e.
φ̂(z(t)) = 0 (5.13)
where z(t) is the mirror trajectory parametrized by, say, Minkowski time t. Consequently
the Wightman function must also vanish wherever one of the detector trajectories coincides
with the mirror trajectory. Since the Wightman function gives a measure of correlations
present in the field, we would expect to see a drop in the entanglement harvested when
the mirror is approached.
For a static mirror, we show in Figure 5.2 the concurrence C[ρAB] against dA/σ plot for
different values of the energy gap Ωσ. Somewhat surprisingly, for fixed detector separation
∆x/σ, we find that the presence of a mirror can actually enhance entanglement.
Let us analyse the results in greater detail. Firstly, observe that for all parameter
choices, the entanglement increases initially as the detectors are positioned furthered from
the mirror due to Dirichlet boundary condition in Eq. (5.13). Far from the mirror, concur-
rence vanishes for large ∆x and small Ωσ (the blue and orange curves in the right figure).
When the detector separation ∆x is decreased it becomes easier to harvest entanglement
as we expect. Indeed, for very small ∆x (Figure 5.2, left), the region of entanglement
extraction is very large (possibly everywhere dA > 0). Conversely, for sufficiently large ∆x
the concurrence vanishes and so entanglement cannot be extracted anywhere.
The more interesting observation from Figure 5.2 is that concurrence in the presence
of a mirror can overtake the free-space result (dashed lines on the figure) at large enough
dA/σ and small enough detector separation ∆x/σ. As a representative example, consider
∆x/σ = 3,Ωσ = 1. Noting that the free space case (dashed line) has zero concurrence,
we see that entanglement harvesting would not have been possible at all if not for the
presence of the mirror. Heuristically, this can be understood as a reflection effect in which
76







Ωσ = 1 Ωσ = 1.5 Ωσ = 2








Ωσ = 0.75 Ωσ = 1 Ωσ = 1.5
Figure 5.2: Concurrence as a function of distance from static mirror at the origin dA with
σ = 1 and for various energy gaps. The left and right plots are obtained for different
detector separations ∆x/σ as indicated in the plots. The corresponding free space results
are shown as dashed lines in each plot. We observe entanglement enhancement relative
to that of free-space in some regions. For ∆x/σ = 3 (right plot) and Ωσ = 0.75, 1, the
free space cases (computed by choosing Λ = 10−12) have zero concurrence (dashed lines on
dA/σ axis).
information from one detector can reach the other detector after reflecting off the mirror.
The trade off between this reflection effect and the vanishing of the Wightman function close
to the mirror leads to a peak in the concurrence at some optimal dA away from the mirror.
This qualitative behaviour is also present for the other mirror trajectories considered. The
main feature displayed here is that of entanglement enhancement: mirrors can amplify
entanglement extraction relative to the free-space scenario.
Accelerating mirrors contain richer entanglement dynamics from the static one because
the Wightman function is generally non-stationary. Furthermore, in this case there will




in which φ̂(z(t)) 6= 0, so naively we do not expect entanglement
to completely vanish even if the detector coincides with the mirror for a short period of
switch-on time. We investigate these in more details below.
5.3.2 Entanglement death near moving mirrors
The results for the CW mirror are shown in Figures 5.3 and 5.4. Such mirrors are known
to have a constant flux of Hawking radiation. We focus on one particular choice of κσ =
0.5,Ωσ = 1 which captures all the qualitative features we hope to highlight.
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ΔxAB/σ = 2 ΔxAB/σ = 2.5









ΔxAB/σ = 2 ΔxAB/σ = 2.5
Figure 5.3: Concurrence as a function of position of detectorA for fixed detector separations
∆x, with κ = 0.5,Ω = 1, σ = 1 for CW mirror (in red at time t = tA = tB when the
switching function is peaked). Note that xA/σ,Ωσ, κσ are dimensionless and numerically
equal to xA, κ,Ω since σ = 1. Left: tA/σ = −20. Right: tA/σ = 20. The horizontal
dashed lines are the corresponding free-space limit and the dot-dashed curves are the static
mirror scenarios.
The CW mirror scenario contains more interesting physics compared to its static coun-
terpart. In contrast to the static mirror case, where entanglement vanishes strictly at the
mirror due to the boundary condition (cf. Figure 5.2), we see from Figure 5.3 that there
can be a small finite region of entanglement death near the mirror. This is reminiscent
of the situation when detectors are placed too close to a black hole event horizon [58],
but the physical origin is different since there is no black hole in our case. For the black
hole the origin of entanglement death is due to a redshift factor diminishing the non-local
correlations relative to the local noise terms. In the present case, superficially there is a
(nonlinear) competition between the local noise term
√
PAPB and the nonlocal term |X|
due to the logarithmic behaviour of the Wightman function since they grow at different
pace with distance from mirror at some fixed time t, as shown in the left plot of Figure 5.4.
Furthermore, by comparing with the static mirror case (dot-dashed curves in Figure 5.2),
we can clearly see that at late times generically entanglement degrades relative to the static
mirror scenario.
This result is interesting because the CW mirror trajectory z(t) has a future horizon
[117]. This is the line vH = 0 in Figure 5.1. The trajectory is asymptotically null in the
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Figure 5.4: Left: A plot of concurrence for the CW mirror (in red at time t = −1), as
a function of the position of detector A for various fixed detector separations ∆x, with
κ = 0.5,Ω = 1, σ = 1. Middle: The nonlocal term |X| and local noise √PAPB terms
for the ∆x = 2σ trajectory in the left figure. Right: The nonlocal term |X| and local
noise
√
PAPB terms for the ∆x = 3σ trajectory in the left figure. The small region where
the two curves intersect give the small entanglement enhancement region. Note the small
zones of entanglement death near the mirror on the left plot for both cases; these appear
in the other two plots where we see that |X| < √PAPB very close to the mirror.




W (e−2κt) + 1 − 1 =⇒ limt→±∞
dz
dt = ±1 . (5.14)
Similar to black hole event horizon, the mirror’s accelerating horizon prevents some modes
at past null infinity I − from reaching (being ray-traced to) null infinity I +. This suggests
that the analogy/mapping between accelerating mirror and black hole spacetimes can be
understood as mapping horizons in both spacetimes.
CW mirrors can also enhance entanglement. The size of the region of entanglement
enhancement depends on the relative separation of the two detectors, as the left plot of
Figure 5.4 shows. Meanwhile, Figure 5.3 demonstrates that the entanglement structure
of this mirror spacetime is not time-symmetric even though the thermal spectrum is time
independent; unlike the radiation spectrum, concurrence is sensitive to the non-stationary
nature of the spacetime. At “early” times (left plot), in addition to a finite region of
entanglement death we observe a finite region of entanglement enhancement relative to the
free space result. However, at “late” times (right plot) the size of the entanglement death
zone increases and the harvesting zone always yields an amount of concurrence strictly less
than free-space limit. This is likely due to the fact that at t = 10 the mirror is already
at ultrarelativistic speed. From this we see that generically at late times an accelerating
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mirror inhibits entanglement compared to early times.
To summarize, we see that the main effect a non-trivial mirror trajectory has on entan-
glement harvesting is the generic presence of an entanglement death zone near the mirror.
The strip where this occurs may increase or decrease in size depending on the proximity of
the detectors, as shown in Figure 5.3. The fact that C(ρAB) is sensitive to non-stationarity
of the mirror also suggests that entanglement is not correlated directly with a thermal flux
of radiation, since a CW mirror models a constant flux of Hawking radiation but C(ρAB)
is clearly dependent on when the detector is switched on.
5.3.3 Effect of different trajectories
While the Carlitz-Willey trajectory models black hole radiation, it does not model black
hole collapse because particle creation due to an accelerating mirror following a CW tra-
jectory is always thermal [126]. This is understandable since the CW trajectory has an
exact one-to-one correspondence with an eternal black hole [121]. Modelling black hole
collapse on the other hand requires a mirror trajectory in which particle creation is only
thermal at late times. In (1+1) dimensions, the analysis is surprisingly manageable and is
provided by the mirror trajectory [125,126]
z(t) = vH − t−
W (2e2κ(vH−t))
2κ (5.15)
where to model collapse to a black hole of mass M the identification κ = 1/4M is made
and the horizon is given by the future light cone of the point with double-null coordinate
(vH , v0) where vH = v0 − 4M [126]. This trajectory has zero velocity and acceleration in
the asymptotic past at infinity and models the shock-wave collapse of a null shell at v = v0,
i.e. the spacetime that is flat for v < v0 and Schwarzschild for v > v0. We shall call this
trajectory the “black hole collapse” (BHC) trajectory.
Since both CW and BHC trajectories are asymptotically null in the future, we might
expect that their differences must arise at early and intermediate times. We note that
unlike the CW trajectory, the BHC mirror is at x = ∞ when t = −∞ whereas the CW
mirror is at x = −∞ (see Figure 5.1). As such, for the BHC trajectory, in principle the
mirror will cross the detectors at some time; in this case, we imagine that the detectors
have Gaussian switching that effectively makes the detector active only when the mirror
is on the left side of both detectors and imposes the boundary condition so that the field
vanishes on the left side of the mirror.
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ΔxAB/σ = 2 ΔxAB/σ = 2.5
Figure 5.5: Concurrence for a BHC mirror (in red at time t when the detector is temporally
peaked) for various fixed detector separations as a function of position of detector A with
κ = 0.25,Ω = 1, σ = 1. From left to right: Left vH = 0, the “earlier”time t = −20. Right
vH = 0, the “late” time t = 20. The dot-dashed curves are for the static mirror case, which
we include for comparison.
We are interested in the generic behaviour of entanglement between the detectors as
compared to the static and CW mirror cases. First, we obtained the expected dependence
on the detector separation ∆x/σ (not illustrated) generic to all three mirror trajectories:
for small ∆x/σ, we find that we can extract entanglement from the vacuum very far away
from the mirror; for large ∆x/σ, no entanglement can be extracted at all for any dA/σ.
The situation becomes more interesting when we choose to turn on the detectors at
different times, to see what “early” or “late” times do to the concurrence. Unlike the
CW trajectory, the BHC mirror trajectory has no turning point, i.e. it always moves in
the negative x direction, and so it is not obvious what will happen here. The results are
illustrated in Figure 5.5, and turn out to be qualitatively similar to the CW trajectory.
Again by comparing with the static mirror case (dot-dashed curves in Figure 5.5), we
can clearly see that at late times generically entanglement for BHC mirror also degrades
relative to the static mirror scenario.
Last but not least, we note that the overall entanglement inhibition at late times when
the mirror trajectory is almost null, as well as the entanglement death near the mirror are







W (2e2κ(vH−t)) + 1 − 1 (5.16)
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which gives limt→−∞ ż(t) = 0 and limt→∞ ż = 1, the mirror only has one accelerating
(future) horizon, which is similar to a collapsing Vaidja-type spacetime (which also only
has one apparent horizon asymptotically approaching future event horizon H+).
Overall, our study on entanglement extraction by two localized detectors in these mirror
spacetimes provide further indication that we should take seriously that one can establish
correspondence between the mirror spacetimes and black hole spacetimes as argued in
[118, 119, 125, 126] where the correspondence is made based on nonlocal, non-observable
quantities, namely that their Bogoliubov coefficients agree.
For all the different accelerating mirror trajectories considered here, we have mostly
focused on detectors which are at least separated by ∆xAB/σ = 2. As such, the entan-
glement dynamics is not dominated by ‘reflection’ effects, i.e. the physics due to signals
reflecting off the mirror allowing detector A to influence detector B causally. By looking at
the light cone of detector A, one can see, for e.g. the static mirror case with ∆xAB ≥ 2σ,
that reflection effects would start to dominate only when the switching time is at least 3σ
(the detectors considered here are all switched on for about 1σ in duration). This will be
generically true for accelerating mirrors here since the mirror moves away from the detec-
tors. Therefore, the two detectors are indeed spacelike separated even in the presence of
these mirrors.
5.4 Derivative coupling with moving mirrors
Upon closer scrutiny, two subtleties in the above sections may cause one to question the
validity of the results. The first is the ambiguity in the free-space concurrence results due
to the infrared cut-off and the second is the spurious effect of an unbounded growth in the
excitation probability of a detector in the mirror spacetime (see Figure 5.4). We include
an appendix D.2 detailing the origin of the blow up in P (Ω) and how |X| compensates this
to result in sensible results for the concurrence in mirror spacetimes. We also show there
how the free-space concurrence is independent of the infrared cutoff.
However, these two subtleties can be bypassed altogether by considering a derivative
type coupling (see for example [67]) between the detector and the field. In this subsection,
we employ this alternative coupling, and show that in the absence of the above two effects,
the qualitative results obtained in the previous sections still hold.



















Figure 5.6: Derivative coupling results. Left: The use of derivative coupling removes
the IR ambiguity in the free-space P (Ω) (dashed, green). The probability of excitation
in the CW mirror spacetime now remains bounded at large xA/σ. It asymptotes to a
value (dotted, yellow) slightly higher than the free-space result. Right: The concurrence
against xA/σ plot shows the same qualitative behaviour as linear coupling. Namely, we
observe a region of entanglement enhancement and a region of entanglement death close to
the mirror. The concurrence will asymptote to a value (dotted, yellow) slightly below the
free-space result (dashed, green). In this plot, κσ = 0.5, Ωσ = 1, tA/σ = 0 and ∆x/σ = 1.
we can replace φ̂(x(t)) with its proper time derivative to obtain the derivative coupling,
H̃jI = λχj(τ)µ̂j(τ)⊗ uµ∇µφ̂(xj(τ)) .
For detectors static in the (t, x) coordinates, we have t = τ and the proper time derivative
reduces to partial derivative ∂t. As shown in [67], in addition to removing the dependence
of the excitation probability on the infrared cut-off, this coupling also results in an ex-
pression for the probability that looks more similar to the (3 + 1)D case. In the current
case, we can see this by the following: the expressions for P (Ω) and X given in sec. 5.2
can be easily modified to accommodate the change in coupling by making the replace-
ment W (xj1(t), xj2(t′))→ A(xj1(t), xj2(t′)) ≡ ∂t∂t′W (xj1(t), xj2(t′)) whenever it appears. In
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particular, we have


































respectively for free space and mirror spacetimes. These replace the Wightman functions
in (5.10) and (5.11). Since Af does not require an IR regulator to be well-behaved, the IR
ambiguity in P (Ω) and |X| is removed. Furthermore, the similarity between Af and the
(3 + 1)D Wightman function (c.f. Appendix D.2) also indicates that the results for P (Ω)
and |X| in (3 + 1)D using linear coupling will be similar to that obtained using derivative
coupling in (1 + 1)D. In fact, for the free space scenario the Wightman function Af (x, x′)
in (1 + 1) dimensions only differs from the linear coupling Wightman function Wf (x, x′) in
(3 + 1)D by a constant factor of 2, so the physics is practically identical.
In Figure 5.6, we show the results obtained using derivative couplings between the
detectors and the field. From the P (Ω) plot, we see that the probability in the CW mirror
spacetime remains bounded at large dA rather than blowing up as in Figure 5.4. We note
also that the free-space value in this case was computed without the need for choosing
an IR cut-off. In addition, we see that derivative coupling results in the same qualitative
findings as the previous subsections: there is a region of entanglement enhancement over
the free-space result and entanglement death near the mirror.
The derivative coupling scenario reinforces the fact that entanglement dynamics be-
tween detectors in mirror spacetimes can be understood as intrinsically the physics of
horizons: even though the time-evolved reduced density matrix depends strongly on the
type of coupling used, we see that entanglement itself is qualitatively robust and captures
the essential physics induced by presence of horizons. Our study complements the corre-
spondence previously established in [118, 119, 121, 125, 126] using nonlocal/non-observable
quantities such as Bogoliubov coefficients and expectation value of stress-energy tensor, by
establishing qualitative correspondence via local measurements using detectors.
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5.5 Free-space limit
The previous sections seem to suggest that in general we should not expect our results to
approach the free-space limit (without mirror) even in the large xA limit (keeping ∆xAB
fixed). This may appear counter-intuitive, and it turns out that this is related to the IR
ambiguity of the free-space case. Recall that a massless scalar field in (1 + 1)-dimensional
Minkowski spacetime is IR-ambiguous because the Wightman function is ambiguous up
to an arbitrary constant which depends on the logarithm of the IR cutoff Λ (see e.g.
[3, 59]). Note that we showed in Appendix D.2 that IR ambiguity does not pose problems
for computations involving concurrence, so we should try to understand how the limit is
approached.
The two-point Wightman function for Carlitz-Willey (CW) mirror is given by

























Now let us take the κ → 0 limit, which should correspond to zero acceleration. This in
fact goes to the free-space limit
lim
κ→0






− i4 +O(κ) . (5.20)
The additive constant i/4 agrees with what was found in [59]. Therefore, by comparing
with the free-space scenario, we can identify the small small acceleration κ for any x, x′
with the free space IR cut-off3 Λ! In other words, the concurrence asymptotes to the free
space limit only for small κ: a larger κ asymptotes to free space scenario with larger IR
cutoff. Another compact way of saying this is that the accelerating mirror approaches free-
space results only if κ = Λ. Therefore, it follows that even for large distances away from
the mirror, we will not exactly recover free-space results for entanglement or transition
probability if κ is not comparable to Λ. Another way of saying this is that no matter how
far the mirror is, detectors can distinguish the presence of the mirror if the mirror has large
enough acceleration parameter κ.
3See Appendix D.2 for further discussion of IR-cutoff in (1+1)D massless scalar field.
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The result is the same for Black Hole Collapse (BHC) mirror:


































Again taking the κ→ 0 limit, we get
lim
κ→0




κ2 (∆v − iε) (∆u− iε)
W (1)(W (1) + 1)
)
− i4 +O(κ) , (5.22)
where W (1) ≈ 0.56714. Notice that this is exactly the same as the free-space limit of CW
mirror up to redefinition of κ, i.e.
κ→ κ√
W (1)(W (1) + 1)
≈ 1.06072κ . (5.23)
Therefore, in the limit κ → 0 they agree. This rescaling also means that a fixed small κ
of CW and BHC mirrors corresponds to slightly different IR cutoff in free space. One can
check that indeed, for arbitrary positive κ, the limit xA →∞ (at fixed ∆x), the limit does
not approach free-space case unless κ ≈ Λ.
One can repeat the same calculation for derivative coupling. Denoting the derivative
coupling Wightman functions in Minkowski space, CW mirror and BHC mirrors respec-









Af −ABHC = 0 , (5.24)
independently of x, x′.
Finally, it is important to notice that κ→ 0 does not approach the static mirror limit.
In this sense, we should view static mirror as a quite different setup; alternatively, we
should view κ→ 0 limit as the limit when the mirror does not accelerate (i.e. static) but
at the same time the mirror is pushed to x = −∞, thus tending towards full Minkowski
space instead of Minkowski half-space (where the mirror is at the origin).
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5.6 Conclusion
We have performed in (1+1) dimensions the first investigation of entanglement harvesting
between two detectors in the presence of mirrors using both linear and derivative couplings
between the detectors and the quantum field. We looked at both static and non-inertial
trajectories, focusing on the CW and BHC trajectories for the latter because of their re-
spective correspondence to eternal black holes and black hole formation. We find that
a similar correspondence exists for their entanglement structures, in particular the phe-
nomenon of an entanglement death zone, similar to that recently found for a black hole
event horizon [58]. Physically, our results provide a theoretical prediction of what to expect
of the entanglement detection in the presence of the DCE.
Finally, and perhaps most interestingly, we also find that mirrors can enhance entan-
glement: entanglement harvested between two detectors can be greater in the presence of
a mirror as compared to free space. Qualitatively this enhancement is largely trajectory-
independent, and is thus attributable to the inherent presence of a Dirichlet boundary
condition. Quantitatively there are distinctions between different mirror trajectories, as a
comparison between Figures 5.2 and 5.3 indicates. We focused on three types of mirror
trajectories that have the simplicity of having smooth ray-tracing functions pj(u) that are
regular for all u ∈ R. Important trajectories such as a mirror with constant uniform accel-
eration have ray-tracing functions that are not defined for all u, indicating that only some
modes at future null infinity I+ can be ‘ray-traced’ to modes at past null infinity I−. We
have also not investigated the case of piecewise mirror trajectories, such as a mirror that
only accelerates at t = 0 and static at t ≤ 0, which are often used in analyses involving
Bogoliubov transformations. We defer this for future work.
Finally, we make a brief comment about physicality of the (1+1)-dimensional setup. One
of the main concerns about the Unruh-DeWitt model coupled linearly to massless scalar
fields in (1 + 1) dimensions is the IR ambiguity of the field. In this work we showed that
this does not pose a problem in presence of Dirichlet boundary condition, and in particular
entanglement dynamics can be IR-safe. It may also be argued that (1 + 1)-dimensional
setup can be used as an effective description (e.g. think about very thin optical fiber). This
would make sense as a form of dimensional reduction, where (3 + 1) massless scalar field is
reduced to an effective theory of (1+1) massive scalar fields, where the transverse momenta
kj⊥ of the dominant modes enter the description as effective mass meff ∼
√∑
j |kj⊥|2. The
extent to which this reduction gives valid results has been recently studied in [37] in the
context of scalar fields in a cavity, thus it would be interesting avenue to see how much
dimensional reduction affects entanglement dynamics between Unruh-DeWitt detectors.
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Chapter 6
Detour: numerical contour integral
in the Unruh-DeWitt model
In this chapter we take a short detour from the main work in this thesis and explore the
problem of contour integration using numerical methods, primarily using Mathematica1.
This was motivated by some numerical computations undertaken in the last chapter, and
we present here some discussions about what we found to be both useful and requires some
explanation. This may prove relevant for future investigations in the Unruh-DeWitt model
involving highly non-stationary Wightman functions which contain poles. This is the case
for derivative coupling in (1 + 1) dimensions (cf. Chapter 5) and linear coupling in (3 + 1)
dimensions.
6.1 Prelude: failing simple integral
It is well-known that numerical integration is hard to perform — much harder than differ-
entiation. Given a closed-form expression, one can differentiate any differentiable function
to obtain new closed form expressions but one cannot integrate any integrable function to
get a closed-form anti-derivative function. This is especially the case when distributions
are involved: the (distributional) derivative of the Heaviside step function is the Dirac
delta distribution, but one cannot really integrate a Dirac delta distribution and expect to
obtain Heaviside step function. Therefore, we cannot say that a Heaviside step function
1In this thesis version 11 of Mathematica was used.
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is an antiderivative of a Dirac delta distribution. This is one of the many ways in which
integration is “harder” than differentiation2.
For our discussion, another factor that leads to difficulty in integration is related to
local-versus-global information. Given p ∈ RN , differentiation at point p only requires
information about the open neighbourhood Bp(ε). Integration however requires us to
know information about the entire domain of integration. For integrals in which there is
exponential suppression at large ranges, one can attempt to truncate the range to a smaller
one and obtain approximate but more tractable expressions. The subject of numerical
integration and how to optimise it in various settings, softwares, etc. is too broad so it
suffices for our purposes that in general numerical integration is “hard” without any further
simplifying conditions or nice behaviour of the integrand3.
Let us start with a very simple integral before we focus on our real problem. This is






2 Erf(x− 1) , (6.1)






π ≈ 1.77245 . (6.2)
Symbolic integration software such as Mathematica can do this analytically. Numerical








2dx ≈ 1.63305 , (6.4)
where the first truncation to [−5, 5] has error of about 10−12 from √π (this range is con-
sidered to be a strongly supported region of the Gaussian function, since beyond it the
integral is highly suppressed). The second integral is clearly off. This is a well-known
2There is a sense in which differentiation can be harder than integration: this is when we think of a finite
difference as dividing small quantities with small quantity, a numerically unstable process; integration as
Riemann sum, however, tends to average things out.
3For example, one of the banes of integration is “highly oscillatory” integrands, in which the Riemann
sum will have to be adaptive enough to catch the oscillations, as well as integrals with singularities.
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problem in Mathematica4, and for this simple problem there is a simple solution because
the problem is quite “obvious”: the numerical integration did not sample enough points.
For example, by increasing the option MinRecursion to 3 (default is 0), the error from
√
π
is 10−16, which is even better than the strong support truncation at [−5, 5] (but without
additional settings). Numerically Python can do the same and obtain the correct result
without fiddling5.
While this integral does not provide insight into the problems we want to solve, it does
give us one way to check consistency: namely, if the integrand is strongly supported, i.e.
exponentially suppressed at large values of x, then truncation at strong support should
give sensible result6.
6.2 The problematic double integral
Consider the following double integral









− 14π2(t− T − iε)2
)
. (6.5)
This is in fact the integral associated to transition probability (divided by coupling strength
factor λ2) of a two-level detector initialized in its ground state and with Gaussian switching
function (cf. Chapter 2) when the detector is inertial in (3 + 1) Minskowski spacetime; the
term in the bracket is the pullback of the the Wightman function in (3 + 1) Minkowski
spacetime for inertial trajectory when the field is prepared in vacuum state [3]. The iε
prescription (ε > 0) is required since Wightman function is strictly speaking a distribution.
Let us first consider the special case when σ → ∞, the so-called “long interaction” limit,
equivalent to an Unruh-DeWitt detector being on at all times.
4https://reference.wolfram.com/language/tutorial/NumericalIntegration.html
5I thank Erico Tjoa who works with Python for his PhD daily for checking this.
6We have been able to make use of this fact to verify that in some situations, not truncating the integral
is computationally faster while in other cases the opposite is true, both with acceptable error trade-offs.
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6.2.1 Long interaction limit and contour integral
In the “long interaction” limit σ →∞, this integral formally divergent [3]; this can be seen






















and this integral is identically zero for Ω > 0 (i.e. for detectors in ground state). To see
this, the iε prescription requires us to deform the contour to the lower complex plane near
the pole u = 0 and since we close the contour in the lower complex plane, Cauchy’s integral
theorem certifies this to be zero since the contour encloses no poles. This analytic result
says that “an inertial detector which is always on detects no particles in vacuum” [3].
Now suppose we attempt to perform the integral in Eq. (6.7) numerically as is. It can
be shown that without truncating the integration domain to finite [−a, a], Mathematica
gives the following answer (Ω = 1):
ε = 10−1 ∼ 10−14 ,
ε = 10−3 ∼ 10−15 ,
ε = 10−5 ∼ 10−14 .
We see that the answer does converge to zero for sufficiently small ε but not too small. If
we truncate the domain, we will see convergence to zero as the interval [−a, a] widens but
not too wide: the answer deviates greatly when a ∼ 103, similar to the Gaussian integral
in the previous section — i.e. for larger a we need some auxiliary settings to refine the
domain subdivision by Mathematica. It turns out that this convergence issue is worse in
double integral scenarios, as the subdomain division is a rectangle and in general numerical
integration schemes become much harder to control than single integrals7.
The case in Eq. (6.7) might be worrying since the example above tells us that the range
of ε which gives sensible result is not actually very large when in theory we should be able
7In Mathematica, for instance, there are more schemes, transformations and methods that work for
one-dimensional integrals but not higher dimensional integrals.
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Figure 6.1: Contour for Eq. (6.7) (top), compared to the iε prescription (bottom).
to take arbitrarily small ε. Furthermore, oftentimes we do not a priori knows the expected
value of the integral. This might mean that for more complicated integrands, we may not
be able to inspect the values to know that we are correctly computing the integral (i.e.
the numerical integral converges to the wrong result): after all, in this example we cheated
since we know without solving the integral (and on physical grounds) that the integral
should vanish.
A potential solution comes from complex analysis: the deformation theorem [127] states
that if γ1, γ2 are two contours with the same endpoints such that the integrand is holomor-
phic in the interior enclosed by these curves, then the two contour integrals agree. Loosely
speaking, if we can deform the the contour without crossing any poles or singularities, then
the integral should be the same. For Eq. (6.7), we can perform contour integration directly
and numerically instead of using the iε prescription. One example of the contour is given
in Figure 6.1.
To test this, we consider the following one-parameter family of contours parameterized









Basically, ε now parameterizes the three segments to the lower complex plane around
the pole at t = T (i.e. u = 0). Of course analytically we know the answer: it is zero.
Numerically, we need to explicitly request that we integrate u in this sequence (ε > 0):
• Along the real direction u = −∞ to u = −ε
• Along the imaginary direction u = −ε to u = −ε− iε
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• Along the real direction u = −ε− iε to u = ε− iε
• Along the imaginary direction u = ε− iε to u = ε
• Finally, along the real direction from u = ε to u =∞.
Note that this contour parametrization is not unique, since we could choose many other
ways to deform the contour on the lower half of the complex plane by the deformation
theorem. Our choice here is simply the simplest to implement in Mathematica8.
With this, we obtained similar results approaching zero (Ω = 1):
ε = 10−1 ∼ 10−9 ,
ε = 10−3 ∼ 10−11 ,
ε = 10−5 ∼ 10−12 .
This appeared to be worse than the iε prescription. Also, in our comparison we only chose
the most minimalistic settings (we could optimize things to make both cases better). It
turns out that for this integral Ĩ(Ω, ε), numerical contour integration does not perform
much better in many cases, but either way the results are both consistent with zero. This
may be due to one-dimensional integrals along the real line being more robust numerically
than across the complex plane and the fact that the value of the integral is very close to
zero. We will see that this implementation performs much better when we encounter the
integral such as I(Ω, σ, ε) in Eq. (6.5) when σ is finite (hence the integral does not vanish).
6.2.2 Double integral revisited
Let us now try to solve the integral in Eq. (6.5). It turns out that this integral can be
solved analytically using a judicious coordinate transformation: this reads (see e.g. [78])
Iexact := lim
ε→0









where Γ(a, b) is the incomplete Gamma function. For Ωσ = 1, this gives
Iexact ≈ 0.00708827 . (6.10)
Let us see how direct integration with iε prescription fares. The results are shown in
Table 6.1. It turns out that the result is very badly behaved: without any optimizations,
the result does not converge properly and we get the following results with only ε ∼






10−4 17.1784 + 0.732602i
10−5 −41.3518− 1.42294i
Table 6.1: Integral values of I[1, 1, ε] using Method 0 (direct iε integration) as ε varies.
10−1, 10−2 barely making the cut: Several choices of optimization attempts, including
changing integration methods, the number of recursions for sampling points, do not appear
to help reaching close to the exact answer. In principle there should be a way to reach
the result, but our trials suggest that this will be far from straightforward and requires
rather detailed knowledge of numerical analysis and back-end Mathematica’s integration
schemes. We should also make a remark that to the author’s knowledge, most results
involving this double integral in the literature have been mostly dealt with analytically due
to nice symmetries of the problem, either directly such as is done in [78], or by performing
some sort of Fourier transform along the way (see e.g. [43,55,56]). What can we do?
Below we will present four other methods to compute the integral above which fare
better and demonstrate how contour integral can be seen as superior. We will refer to
direct integration with iε prescription as Method 0. Let us regard the exact answer Iexact
given above as Method 1 (thus I1[Ω, σ] := Iexact) and the rest of the methods as Ij where
j is the method number.
Method 2: numerical contour integration
The principle is the same as the contour integral in the previous section, except that now
we perform double integral. That is, for every fixed T , we perform contour integration as
in Figure 6.1, deforming at the poles t = T , and then integrate over all T . If we choose
to integrate T first for every fixed t, note that due to the relative sign in e−iΩ(t−T ), the
contour deformation must be towards the upper complex plane instead of lower complex
plane. Thus, we write the integral as





















10−5 0.00708827 + 1.28× 10−9i
Table 6.2: Integral values of I[1, 1, ε] using Method 2 (numerical contour integration).
where C(ε) is the contour towards the lower complex plane (cf. Figure 6.1), and ε here
marks how far away the deformation is from the poles at t = T . The results are shown in
Table 6.2. Clearly, we observe the manifestation of deformation theorem: the probability is
constant and converge to the exact answer very satisfactorily. This is completely different
outcome from the previous section.
We make a rather obvious but subtle remark that this integral is not solvable by residue
theorem, as one may wish to attempt given the fact that this can be solved by contour
integration. The reason is because the Gaussian switching function in the integrand renders
Jordan’s lemma [127] inapplicable. Also, while in theory the deformation theorem allows
arbitrary ε > 0, in practice for a fixed precision and accuracy settings, ε cannot be too
large (otherwise the Gaussian overflows) or too small (otherwise the contour is too close
numerically to the pole).
Method 3: Satz’s integral
In [69], the transition probability was recast into the following form:


























It is clear from the second line that using Gaussian switching and inertial detector in free
space gives a result very close to [78], since the integral in u is just Gaussian integral and
the integral over s will lead to the expression in [78]. This method is nonetheless more
useful since it is applicable for general switching and Wightman functions. Let us evaluate
this expression numerically as it is.
It turns out that without any optimization, this integral behaves very badly, coming
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ε Integral value ε Integral value
10−1 0.00670271 10−6 0.00708827
10−2 0.00704838 10−7 0.00708827
10−3 0.00708427 10−8 0.00708827
10−4 0.00708787 10−9 0.00708827
10−5 0.00708823 10−10 0.00708816
Table 6.3: Integral values of I[1, 1, ε] using Method 3 (Satz’s integral).
close to the exact answer only for ε = 10−2 − 10−3. However, unlike Method 0, this is
actually improvable quite easily. With MinRecursion increased to 3 and adopting Double-
Exponential method, the results we get are shown in Table 6.3. This is actually much more
stable than even the numerical contour integral (without optimization), since the range of
convergence can be extended to 10−9 and with more effort and time for even smaller ε while
for numerical contour we just performed, it was good as it is for ε ∼ 10−5. Unfortunately,
we will see later that this benefit only appears because the Wightman function Wε(u, u−s)
happens to be independent of u in this case; this effectively reduced the problem to prod-
ucts of single integrals. For more complicated trajectories and spacetimes, this will not
be the case (e.g. the case with moving mirrors in Chapter 5) and the double integral no
longer factors.
Method 4: Juárez-Aubry’s integral
In [67], the transition probability is rewritten as the following integral:























W (u, u− s) + 14π2s2
))
(6.13)
Note that this form was supposed to be advantageous because it eliminates the regulator,
i.e. there is no iε anywhere [67]. For an inertial detector in free space, the second line
is identically zero9. So what remains are the first two terms. The first two terms are
9This is because the Wightman function is cancelled exactly by the 1/(4π2s2). Note that we need to
modify here the full integral in [67] by a factor of 2π because the derivative coupling Wightman function
in (1 + 1) dimensions differs from the usual Wightman function in (3 + 1) dimensions by a prefactor of 2π.
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completely finite and hence evaluating the integral yields (Ω = σ = 1)
I4 ≈ 0.00708827 , (6.14)
as expected. Since there is no ε, this method either works or does not work. A subtle point
is that the second term involving 1/s2 is in fact a principal value integral: one would need
to actually ask Mathematica to recognize this by using PrincipalValue→ True, otherwise
the integral diverges.
Interestingly, [67] actually provided an equivalent integral given by























W (u, u− s) + 14π2s2
))
(6.15)
which modifies the first two terms. Unlike the previous form, the second term involving
cos Ωs/s2 is now a well-defined integral on its own and not strictly a principal value integral.
Of course the answer is the same.
6.3 Why should we do numerical contour integration?
Recall that our integral can be slightly generalized to take the form







2σ2 e−iΩ(t−T )Wε(t, T ) , (6.16)
where we put subscript ε to make explicit that the Wightman function in general has ε
as UV regulator. We focus on Gaussian switching so we do not write χ(t) in place of the
Gaussian.
Based on the previous section, it looks as if Method 4 (Juárez-Aubry’s integral) should
be the best; it involves a completely real-valued integral over the real line/plane, and no
regulator that pushes things to the complex plane. It should, if anything, give uniquely
correct result. The rest of the methods has to be parameterized by ε which may perform
better or worse depending on situations. Unfortunately, in exchange for clarity and sim-
plicity of our discussion, it turns out that Method 4 is only unambiguously the winner for
inertial detectors in free space.
To see this, consider the derivative coupling Wightman function for (1 + 1) dimensional
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spacetime in the presence of a static mirror (cf. Chapter 5), given by
Aε(t, T, d) := −
1
2π(t− T − iε)2 +
1
4π(t− T + 2d− iε)2 +
1
4π(t− T − 2d− iε)2 (6.17)
where d is the distance away from the mirror fixed at the origin x = 0. The first term
corresponds to the free-space Wightman function for derivative coupling, but now we have
additional two terms are contributions due to the mirror. Now if we multiply this by
1/(2π) so that the first term mimics the free-space case in (3 + 1) dimensions, inserting
A0(u, u−v, d) (setting ε = 0) in place ofW(u, u−v) into I4, the regular part of the integral
becomes (d > 0)
















Notice that now we are in trouble: the integrand now contains second-order poles at
v = ±2d and as it is, this integral will diverge! The simplest way to solve this is to reinstate
iε on these mirror-dependent terms. This problem naturally persists for most Wightman
functions that contain singularities that cannot be cancelled purely by the 1/s2 term in
the regular part of the integral. One is then forced to reinstate the iε prescription on these
d-dependent terms to regulate the integral.
On the other hand, Method 2 (numerical contour integration) continues to apply ver-
batim. For the static mirror scenario, one simply has to break the integral into three
parts: the free part which has poles at t = T and two pieces from the mirror with poles at
t = T ± 2d. It can again be shown that for large range of ε parameterizing the size of the
contour, the integral value does not change as required by the deformation theorem.
To make the comparison slightly more explicit, we show the results comparing Method
2, 3 and 4 (contour, Satz, and Juárez-Aubry respectively) for the static mirror above10 in
Figure 6.2. For each method, we plot 50 data points. We also tried to disable the Symbol-
icProcessing command in order to speed up calculation (essentially asking Mathematica
not to try too hard to transform the integral into something nicer). To make comparison
slightly fairer, we set MinRecursion to 3 and MaxRecursion to 20 (as one of the methods
perform better in this). As it turns out, numerical contour integration in these settings
took 70 seconds for all 50 data points, gives the correct result for all d, and largely indepen-
dent of choice of ε (the smaller the ε, the integral is slightly slower). Juárez-Aubry integral
took 63 seconds but fails near d = 0 (as seen from the dotted red curve). Satz integral
10Now we use a (1 + 1) Wightman function so all the 2π factors from before are not needed anymore.
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Figure 6.2: Comparing three methods for static mirror. For contour integral, we chose
ε = 1/10 since it is faster than smaller values (and the answer is constant). For Satz,
we chose ε = 10−3 and for Juárez-Aubry, we chose ε = 10−2. It is clear that the contour
integral gives the correct result for all d, while Juárez-Aubry integral fails near d = 0.
Satz integral fluctuates at some places but remains correct otherwise; the fluctuations are
purely numerical artefacts.
99
took 630 seconds in total, correctly giving the transition probability modulo numerical
instabilities at several points; the points where it fluctuates change with ε, thus it is purely
numerical artifact. Therefore, in this simple example alone, we see that contour integra-
tion is superior, and this superiority is not obvious when one considers inertial detector in
free-space.
Of course, Method 1 (analytic expression) is no longer available in this case and Method
0, which is simply direct integration of the default expression in Eq. (6.5), remains the worst
method to use without (significant) further efforts in controlling errors. The only main
disadvantages, as far as the author is aware of, regarding numerical contour integration
is that (1) for complicated Wightman functions, the integral does not always behave very
well under domain truncation and when the poles are near the endpoints of the domain
of integration; (2) if the Wightman functions are logarithms (hence no poles but branch
cuts instead), then the method does not apply as it is; one may need to investigate specific
contours (so-called “keyhole” contours, etc.) and how to implement them easily. How to
deal with these is left for future investigation.
As a side remark, we have also checked that Method 2 works as well for computations
of transition rate in the manner done e.g. in [67–69]. Therefore, investigations involving
transition rate calculations will also benefit from this approach.
6.4 Summary and conclusion
In this chapter we briefly discuss the problem of evaluating certain double integrals that
often appear in investigations involving the Unruh-DeWitt model. We compared several
known methods and demonstrate, to the best of the author’s knowledge, that numerical
contour integration is a superior way of computing these integrals numerically. This is
somewhat surprising because Mathematica’s documentation does not make it obvious that
integration along the imaginary axis (which Mathematica obviously can do) can be ex-
ploited to perform an actual contour integration11. This chapter therefore serves as both a
demonstration and a summary of how this could be done for readers interested in exploiting
this method.
Given the breadth and depth of numerical analysis, much improvements can be possibly
attained with further investigations, but for our purposes we chose to keep the depth to a
minimum. This is partially motivated by the fact that most physicists are not numerical
11This possibility was partially found in other problems e.g. in mathematica.stackexchange.com and
more obscure sections of Mathematica’s documentation.
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analysts, and requiring one to know the back-end processes of symbolic/numerical integra-
tion softwares somewhat defeats the purpose of such a high-level language. At the level
of our discussion, it is good enough to solve problems encountered in Chapter 5 when we
encounter derivative coupling of moving mirrors. We wish to apply this method to one
of the most problematic integrals — namely, in the context of (1 + 1)-dimensional Vaidja
spacetime [128]. We should also mention that in the works such as [67–69, 128], despite
the seemingly complicated Wightman function for collapsing spacetime, the question of
transition rate reduces the integral to one-dimensional integral, and hence the difficulties
we face do not occur there. Our method will be relevant, therefore, for studies involv-
ing entanglement dynamics between two detectors where these double integrals will be
prevalent.
The short story one should at least take away from this chapter is that even with well-
defined integrands and reasonably powerful symbolic integration methods, often the “plug-
in-and-integrate” and choose settings that hopefully optimize the results may not help. In
our case, the use numerical contour integration, while not a completely new method in
itself, was inspired by the deformation theorem. We demonstrated the numerical stability
for some of the relevant but manifestly difficult integrals in line with the theorem. The
usual iε prescription, while theoretically equivalent to contour integrals, turns out to be
not the same when implemented numerically. Worse, optimal settings are found only by
case-by-case basis: depending on the Wightman functions and other choices of parameters,
settings may need to be changed and it is almost an art to find these things.
It is this gulf between theoretical, mathematical and numerical computations that form
the core of this chapter. It is hoped that this chapter can serve as a guide for further
investigations involving similar integrals, and more improvements can be found with more
widespread use. In fact, the most recent MAPLE 2019 has implemented a new integration
method using differentiation12 and delta functions [129–131]. Whether these new methods
would prove superior or even complement our proposed method will be of future interest.




The primary goal of this thesis was to present three modest results on the Unruh-DeWitt
model applied to three different setups involving bosonic quantum field theory with non-
trivial boundary conditions. The secondary goal was to discuss subtleties and difficulties
and propose improved solutions in performing relevant integrals that appear in investiga-
tions involving Unruh-DeWitt model. Before concluding this thesis, it is perhaps a good
time to briefly look back at what has been done and what could be pursued from now on.
Weak equivalence principle (WEP) has been at the centre stage of many attempts
at formulating a quantum theory of gravity. It is not surprising that many believe this
principle should be broken either at some scale or by some other processes in which quantum
gravitational effects become important. There are several formulations of and tests of WEP,
classical or otherwise, which have been proposed and tested (see e.g. [132–135]). At least
within the regime when gravitational field is not quantized or treated non-classically, these
tests suggest that WEP should be maintained. Our first result, somewhat different in spirit,
by studying an atomic detector accelerating in a static cavity and vice versa, and checking
the responses in various situations, complement these results. One message to take away
is perhaps this: one should not expect violation of WEP in presence of any quantum test
masses or probes, background fields, etc. unless it modifies the gravitational sector in some
non-trivial way. This could be e.g. via non-minimal coupling, higher curvature gravity,
direct quantization of gravitational field or quantum reference frames (see e.g. [136–138] for
a discussion of quantum reference frames). How quantum reference frames can be applied
to curved spacetimes is an interesting future pursuit.
The second result concerning the zero mode of a quantum field shows that there are
operational implications when one attempts to ignore something that may appear harmless.
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The zero mode, which has no Fock vacuum, seems to suggest that it should be discarded
if one were to work with the massless field theory in two dimensions. We showed that this
cannot be done if we wish to maintain relativistic causality, as the detector couples to that
mode as well as other oscillatory modes of the field. It is also known that zero modes have
led to problems in properly quantizing fields e.g. in de Sitter spacetimes [87, 90], and it is
interesting to see if Unruh-DeWitt model sees something different. While our results do
not solve the zero mode problem, our result shows at least that the Unruh-DeWitt model
cares about the zero mode in order to respect some of the basic relativistic principles.
The third result concerning entanglement harvesting in moving mirror spacetimes fills
a gap in the literature where most studies have involved some high degree of symmetry.
In [43,47,50,58,62,82], all of them have enough symmetry — at the very least time trans-
lation symmetry — which could render the computation of the density matrix manageable
even in the presence of non-trivial curvature. The study of moving mirrors is attractive
because they are known to be quite experimentally tenable (see e.g. [139, 140]). Lacking
symmetries, Unruh and Hawking-like effects with moving mirrors were then studied in
certain asymptotic limits where some degrees of symmetry is recovered. Here we take the
problem head-on and evaluate the entanglement dynamics between two detectors coupled
to the field with moving mirrors. We find that mirrors impact entanglement of the detectors
in new ways, some of which closely resemble horizon effects in black hole spacetimes. Our
result is more operational in contrast to the computations done e.g. in [141] or holographic
calculations. A natural forward direction is to apply the model to holographic spacetimes
or collapsing spacetime models such as Vaidja spacetimes.
Finally, our discussion on numerical schemes illustrate that some of the most common
integrals in Unruh-DeWitt models are in fact difficult to integrate reliably, even if their
expressions do not make it appear so. In facing these difficulties, we borrowed insights from
complex analysis — the deformation theorem [127] — to modify the practical implemen-
tation from iε to numerical contour integration. We make comparison with several known
methods, and show that in a certain sense at least that this method is superior. This
would be of interest for more complicated integrals e.g. in the context of QFT in Vaidja
spacetime [128]. It would also be interesting to compare how these rather difficult inte-
grals fare in the face of “integration by differentiation” recently developed in [129–131] and
implemented in the latest MAPLE 2019 software, in contrast to Mathematica’s methods.
The Unruh-DeWitt model has become central in the studies of quantum field theory in
curved spacetimes and relativistic quantum information. It is mostly limited by perturba-
tive calculations, which can be avoided with judicious setup and specific purposes, and the
fact that it should couple semi-classically to the background field. It remains to be seen if
the model can help us study beyond semi-classical limit, e.g. implementing it under quan-
103
tum reference frame settings, or using the model or its modification to quantized models
of gravity, higher curvature gravity, spacetimes with holographic duals, interacting fields,
etc. In many of these instances, even with perturbation theory certain numerical imple-
mentations may be needed which to the author’s knowledge is not very well-developed due
to the distributional nature of the two-point functions. Yet another interesting avenue is
to see if there is a way to embed Unruh-DeWitt models to path-integral formalism: the
reason is because interacting fields tend to admit nice treatments in terms of path integrals,
e.g. as is done here [142]. Our results here are modest attempts to fill some gaps in the
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[67] B. A. Juárez-Aubry and J. Louko, Onset and decay of the 1+1 Hawking-Unruh
effect: what the derivative-coupling detector saw, Classical and Quantum Gravity 31
(2014) 245007.
[68] L. Hodgkinson and J. Louko, How often does the Unruh-DeWitt detector click
beyond four dimensions?, Journal of Mathematical Physics 53 (2012) 082301.
[69] J. Louko and A. Satz, Transition rate of the Unruh-DeWitt detector in curved
spacetime, Class. Quant. Grav. 25 (2008) 055012.
[70] A. Pozas-Kerstjens and E. Mart́ın-Mart́ınez, Entanglement harvesting from the
electromagnetic vacuum with hydrogenlike atoms, Phys. Rev. D 94 (2016) 064074.
[71] A. Ahmadzadegan, E. Martin-Martinez and R. B. Mann, Cavities in curved
spacetimes: the response of particle detectors, Phys. Rev. D 89 (2014) 024013.
[72] M. O. Scully, S. Fulling, D. M. Lee, D. N. Page, W. P. Schleich and A. A.
Svidzinsky, Quantum optics approach to radiation from atoms falling into a black
hole, Proceedings of the National Academy of Sciences 115 (2018) 8131.
[73] B. Schutz, A First Course in General Relativity. Cambridge University Press, 2009.
[74] G. Herglotz, über den vom standpunkt des relativitätsprinzips aus als starr zu
bezeichnenden körper, Ann. Phys. (Leipzig) 31 (1910) 393.
[75] F. Noether, Zur kinematik des starren körpers in der relativtheorie, Ann. Phys.
(Leipzig) 31 (1910) 919.
110
[76] R. J. Epp, R. B. Mann and P. L. McGrath, Rigid motion revisited: Rigid quasilocal
frames, Class. Quant. Grav. 26 (2009) 035015.
[77] F. Kia lka, A. R. H. Smith, M. Ahmadi and A. Dragan, Massive unruh particles
cannot be directly observed, Phys. Rev. D 97 (2018) 065010.
[78] L. Sriramkumar and T. Padmanabhan, Finite-time response of inertial and
uniformly accelerated Unruh-DeWitt detectors, Classical and Quantum Gravity 13
(1996) 2061.
[79] H. Lass, Accelerating frames of reference and the clock paradox, American Journal
of Physics 31 (1963) 274.
[80] “NIST Digital Library of Mathematical Functions.” http://dlmf.nist.gov/, Release
1.0.18 of 2018-03-27.
[81] R. Haag and D. Kastler, An algebraic approach to quantum field theory, Journal of
Mathematical Physics 5 (1964) 848.
[82] P. Simidzija and E. Martin-Martinez, All coherent field states entangle equally,
Phys. Rev. D 96 (2017) 025020.
[83] E. Mart́ın-Mart́ınez and J. Louko, Particle detectors and the zero mode of a
quantum field, Phys. Rev. D 90 (2014) 024015.
[84] P. Francesco, P. Mathieu and D. Senechal, Conformal Field Theory. Island Press,
1996.
[85] B. Allen and A. Folacci, Massless minimally coupled scalar field in de sitter space,
Phys. Rev. D 35 (1987) 3771.
[86] K. Kirsten and J. Garriga, Massless minimally coupled fields in de sitter space:
O(4)-symmetric states versus de sitter–invariant vacuum, Phys. Rev. D 48 (1993)
567.
[87] D. N. Page and X. Wu, Massless scalar field vacuum in de sitter spacetime, Journal
of Cosmology and Astroparticle Physics 2012 (2012) 051.
[88] J. Bros, H. Epstein and U. Moschella, Scalar tachyons in the de sitter universe,
Letters in Mathematical Physics 93 (2010) 203.
111
[89] J. Louko and V. Toussaint, Unruh-DeWitt detector’s response to fermions in flat
spacetimes, Phys. Rev. D 94 (2016) 064027.
[90] Y. K. Yazdi, Zero modes and entanglement entropy, J. High Energ. Phys. 2017
(2017) 140.
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We follow the derivation in [36]. First, we start from the time-ordered exponential





































+ ... , (A.1)
where the second order term needs to be time-ordered because the interaction Hamilto-
nian ĤI may not commute at different times. The definition of time-ordering for bosonic
operators are
T [Â(τ)B̂(τ ′)] = Θ(τ − τ ′)Â(τ)B̂(τ ′) + Θ(τ ′ − τ)B̂(τ ′)Â(τ) , (A.2)
where Θ(·) is the Heaviside step function.
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Inserting this into the previous expression,

































dτ ĤI(τ ′)ĤI(τ) + ... . (A.3)
Notice that the double integrals are identical under relabelling τ ↔ τ ′. Therefore, we get









dτ ′ ĤI(τ)ĤI(τ ′) + ... . (A.4)
This final expression is used in many literature texts and we see the disappearance of 1/2!
prefactor. In this thesis, since the switching function governs the duration of interaction, we
are really computing a quantity which is usually called the Ŝ-operator (as in the Ŝ-matrix)
in standard QFT [31,36]:
Û := Û(∞,−∞) ≡ Ŝ , (A.5)
that is, by setting t0 = −∞ and t =∞.
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Appendix B
Particle detectors and weak
equivalence principle
B.1 Massless Klein-Gordon equation without confor-
mal transformation
In this section we solve for the solution for the massless Klein-Gordon field equation without
invoking conformal transformation of any sort. We quote again the standard Rindler
coordinates for convenience:
t = ξ sinh η , x = ξ cosh η .
From the general Klein-Gordon field equation (cf. Eq. (3.1)) in this coordinate system,






2 −m2ξ2)v = 0 . (B.1)
The solution basis for m 6= 0 is given by Re(Iiω) and Kiω which are both real and linearly
independent due to nontrivial Wronskian [80]. Now let us set m = 0 on Eq. (B.1). The
eigenbasis1 of the solution space is given by sin (ω log ξ) and cos (ω log ξ). Note that we
1This is not the ones used in e.g. [2,148], but for our purposes either one will work. Roughly speaking,
one can check from the series expansion at small m that this is analogous to the choice of writing solutions
to harmonic oscillator equation in terms of cosine/sine functions or plane waves.
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could also obtain this by doing a series expansion for small m→ 0+ on the mode solutions
in Eq. (3.27) which satisfies the Dirichlet boundary condition at ξ = ξ1 [80]. Since η is
dimensionless, so is ω here. If we let the boundary conditions to be at ξ1 = a−1 and
ξ2 = a−1 + L, we get






cos (ωn log ξ) , (B.2)
where ωn is now a discrete spectrum due to the second boundary condition ξ = ξ2. The
normalization can be found by standard Klein-Gordon inner product [3]. Remarkably, even
after imposing the second boundary condition, the spectrum is still exact, which reads
ωn =
nπ
log(1 + aL) , n ∈ N , (B.3)
which is precisely what we got from the conformal transformation where we identify the
denominator as aL′, the conformally transformed length of the cavity multiplied by the
kinematical parameter a. In some sense this is perhaps not surprising, since the same
physical situation should be described by the same differential operator with the same set
of spectrum (which is invariant under coordinate transformations).
Some representative plots of the modes for small and large accelerations are given in
Figure B.1. Now it is very clear that the spatial modes approach Minkowski static cavity
scenario very quickly for not too small a ∼ 0.01, while for large acceleration (of the left wall)
the modes are “deformed sine functions”. These deformed modes are in fact very similar
in form as the modes for massive case described in terms of modified Bessel functions of
imaginary order Re(Iiω) and Kiω.
This clearly demonstrates that the differential equation governing the form of the spa-
tial modes is solvable directly even if the metric is not the one conformally equivalent to
the Minkowski metric. In this standard Rindler coordinates, the Klein-Gordon equation
would also not be conformally invariant under the change of coordinates. However, the
standard Rindler coordinates and conformal Rindler coordinates both cover the Rindler
wedge portion of Minkowski spacetime and each hypersurface of constant ξ in either co-
ordinates describe the trajectory of uniformly accelerating test particles. One would not
conclude that massless fields cannot distinguish the two scenarios on grounds of conformal
invariance, while massive fields can; instead, one would conclude that both should have
qualitatively similar behaviour up to some degradation factor due to mass of the field that
enters the normalization constant and phase factor in the integral of transition probability.
Here we make a short remark on the distinction between conformal flatness and confor-
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Accelerating cavity, a = 0.01, M = 0
n = 1 n = 2 n = 5






Accelerating cavity, a = 4.00, M = 0
n = 1 n = 2 n = 5
Figure B.1: Sample plots of mode functions for the second mode n = 2 for small and
large accelerations. This makes clear that large acceleration limit is “Bessel-like”, in that
the mode function is a deformed sine function, squashed in the direction of acceleration.
These plots are not normalized since we are concerned with their forms rather than their
amplitudes.
mal invariance of field equations via a conformal transformation. A spacetime M is said to
be conformally flat if there exists a coordinate system in which the metric can be rewritten
as
gµν(x) = Ω(x)2ηµν , (B.4)
and in (1+1) dimensions all Lorentzian manifolds are conformally flat. The massless KG
field is conformally invariant because under conformal transformation, the KG equation
takes the same form as the wave equation in global Minkowski coordinates. However,
performing conformal transformation is a calculational advantage that does not change
the physics, since we could equally do physics using non-conformally equivalent metric
that describes the same spacetime. Alternatively, we say that the physics is contained in
Ω(x) and so the physics will still be different from static Minkowski spacetime [1]. A good
example is the de Sitter expanding universe, which can be written in coordinates such
that it is conformally flat — the mode functions inherit the form in flat space, but static
detector in conformal vacuum of the de Sitter spacetime detects particles while a static
detector in Minkowski vacuum does not.
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Cavity Detector Detector (discrepancy)







Cavity Detector Detector (discrepancy)
Figure B.2: The transition probability plot simulating the plots found in [2]. The discrep-
ancy is possibly related to incorrect normalization for massive field-accelerating detector
scenario (labelled ‘discrepancy’ here), thus producing the result that massive fields can
better distinguish local acceleration.
B.2 Discrepancy with past results
Based on the argument above, there is a slight disparity in a result we obtained here and
the results obtained in [2]. Since the exact parameters used previously [2] are unknown, we
attempt to emulate the construction and the result is shown in Figure B.2. From what we
can discern, this discrepancy arises from making the same (inappropriate) normalization
choice for both the massive and massless cases. For a detector accelerating in a static cavity
with a massive scalar field [2], this leads to the conclusion that (in the non-relativistic
regime) massive fields can distinguish local acceleration whereas massless fields cannot.
Despite the discrepancy, the results here and in [2] nonetheless show that detector
responses can indeed detect non-uniformity of accelerations in cavities, which lead to dis-
tinguishability between the two scenarios. Essentially, it boils down to the fact that in
the accelerating cavity scenario, the static detector is only approximately uniformly ac-
celerating from the perspective of the cavity frame, since the vertical worldlines cross
hypersurfaces of constant but different ξ, which is approximately constant for very short
cavity or very small accelerations. On the other hand, an accelerating detector is an exactly
uniformly accelerating test body; thus the setup is not mathematically equivalent — hence
“qualitative weak equivalence principle” [1].
To summarize, we first note that both accelerating cavity and accelerating detector
setups are kinematically inequivalent for any nonzero aL, as illustrated in Section 3.3.2 and
Appendix B.1. What conformal invariance in (1 + 1) dimensions gives us is convenience, a
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point made also in [1]. It boils down to the fact that in the rest frame of an accelerating
cavity the detector does not undergo uniform acceleration. Therefore, for any value of aL,
there exists a finite difference in transition probability ∆ Pr = |Prcav−Prdet| between the
two setups regardless of the mass of the field. This difference quickly vanishes as aL→ 0:
in this ‘quasilocal regime’, we can approximate the whole cavity as accelerating with a
single proper acceleration, recalling that the acceleration along the length of the cavity
a(x) is related to the acceleration of the rear wall a1 by
a(x) = a11 + a1(x− x1)
≈ a1 (B.5)
if a1(x−x1) < a1L 1. For this reason, ∆ Pr falls quickly as a→ 0, becoming exactly zero
when a = 0 (entirely static detector and cavity setups). So long as aL 6= 0, in principle we
can always distinguish local accelerations using nonlocal correlations of the field regardless
of mass. Choosing the detector gap to be closer to the resonant frequency of the field (e.g.
excited Fock state) will help in amplifying very small transition probabilities, noting that
the resonant frequencies between massless and massive cases would be different.
B.3 Convergence of mode sums
We show some plots demonstrating how quickly the mode sums converge for certain choices
of parameters. In Figure B.3 we plot the transition probabilities as a function of mode
sum for the field initiated as vacuum state for two different accelerations a.
We see that the convergence is attained for relatively small N ∼ 100, and even if we
sum N = 15 (the smallest N in these plots), the values do not stray far from the converged
value, thus for practical purposes we choose to perform calculations involving vacuum state
for N = 15. Note that for fields initiated in excited states, the Wightman function has
vacuum and excited state contributions but the latter does not occur as sums over modes
and hence convergence issue does not appear.
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Convergence, a = 0.01, Ω = π /L
Cavity Detector









Convergence, a = 1, Ω = π /L
Cavity Detector
Figure B.3: Probability as a function of mode sum N for a = 0.01 and a = 1.0 with M = 0.
B.4 Transition rate
Computation of a transition probability — also known as a response function F (Ω) of a
particle detector with energy gap Ω — as a detector traverses through a quantum field
coupled to it has a physical interpretation: it provides an operational way of defining the
particle content of the field without invoking a high degree of spacetime symmetry [20,21].
However, the fact that it is a double integral may obscure information about the atom-
field interaction. This prompts us to consider whether the transition rate, essentially the
time-derivative of the response function along the detector trajectory, can provide further
insights into the WEP.
To obtain the response rate, we need to rewrite the response function in such a way
that it can be easily differentiated. This is done by changing variables [69]






dse−iΩsW (u, u− s) , (B.6)
where τ0 denotes the time in which the detector is switched on. Instead of the usual
response function which gives transition probability of exciting the atom from its ground
state, we can now compute the instantaneous transition rate of a detector turned on at
time τ0 and read at time τ , given by [69]
Ḟ (Ω) = dF (Ω)dτ = 2Re
∫ τ−τ0
0
ds e−iΩsW (τ, τ − s) . (B.7)
Despite some subtleties in handling this observable for free space involving regularization,
we expect that the cavity setup removes these difficulties since the field is compactly
125






M = 0, vacuum state, Ω = π /L
Cavity Detector
0.2 0.4 0.6 0.8 1.0









a = 0.02, M = 2, vacuum state, Ω = 1.2π /L
Cavity Detector
Figure B.4: Transition rate as a function of time τ . Note that in both cases the transition
rates for accelerating cavity and accelerating detector scenarios are practically indistin-
guishable regardless of mass. We chose different parameters for variations.
supported and there is an infrared cutoff. In our scenario it is convenient to compute the
case where τ0 = 0. If different field states have a chance of causing different responses to
the detector, transition rate may be able to pick this up2. Conversely, if transition rate is
identical, then the response of the detector should be the same under integration.
Since the response rate is linear in W (τ, τ ′), we will split them into two parts:
Ḟ (Ω) = Ḟ0(Ω) + Ḟ1(Ω) (B.8)
where Ḟ0 is the vacuum contribution and Ḟ1 is the remaining contribution due to the
field in excited state. The vacuum state transition rate is shown in Figure B.4. The
crucial thing to note here is that the vacuum contribution for both cases have negligible
differences in transition rate — therefore the transition probability must be the same as well
after integrating across the full trajectory. For computational time convenience, we chose
a = 0.02 to represent the massive case and the same conclusion holds. This justifies our
earlier results (also in [2]) that vacuum contributions are not sensitive to local accelerations.
Two examples for a highly populated first excited state (k = 1, nk = 100) for the
massless case are shown in Figure B.5. We see that while the rate appears qualitatively
different at different read-out times, the difference between an accelerating cavity and an
accelerating detector is very small (of course it is only exactly zero for a static setup). As
far as differences go, massive fields generically do not perform better than massless ones,
2On the other hand, it is possible that response function washes out differential differences due to mean
value theorem.
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M = 0, first excited state, Ω = 1.2π /L
Cavity Detector
0.2 0.4 0.6 0.8 1.0






a = 0.02, M = 2, first excited state, Ω = 1.2π /L
Cavity Detector
0.2 0.4 0.6 0.8 1.0







a = 0.02, first excited state, Ω = 1.2π /L
M = 0 M = 2
Figure B.5: Transition rate as a function of time τ for the first excited state of the field.
Top: massless case. Middle: massive case. Bottom: Difference in transition rate for
both scenarios. It appears that transition rate and hence transition amplitude is slightly
more advantageous for massless case for a given acceleration. Here “∆Rate” is simply
∆Ḟ = ḞD = ḞC .
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a = 0.02, M = 0, Ω = 1.012ω1
Cavity (M = 0) Detector (M = 0) Cavity (M = 2)
Detector (M = 2)
Figure B.6: Transition rate as a function of time τ for the first excited state of the field
for massless and maassive case, close to resonance.
which is consistent with the idea that the role of mass tends to ‘kill off’ correlations at
large distances and diminish the amplitudes.
From Figure B.5, one might be led to think that a massive field seems to have a very
large response rate compared to a massless field, but this is not the right comparison. Note
that the co-rotating frequency Ω − ωn determines quite directly the magnitude of these
rates, and given the same gap Ω, one of the two fields will be closer to ‘resonant frequency’
than the other. In Figure B.6, we adjust the gap so that both massless and massive fields
the atomic gap is Ω = 1.012ω1, where ω1 is the frequency of the first mode. As expected,
the absolute value of the transition rate for massless fields dominate the massive case. The
difference in response rates ∆Ḟ = ḞD − ḞC , where C,D denotes accelerating cavity and
detector respectively, are of approximately the same order, as seen in Figure B.6.
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Appendix C
Zero mode and superluminal
signalling
C.1 Derivation of the oscillator part of the field com-
mutator
Here will write derive the expressions for the commutators of the field in arbitrary dimen-
sions when periodic boundary conditions and Neumann boundary conditions are imposed,
or a combination of periodic and Neumann boundary conditions if spatial dimension is at
least two. We first derive the most general expression and then illustrate in full detail the
particular cases for various boundary conditions in (1 + 1) and (2 + 1) dimensions.
C.1.1 General expression in arbitrary dimensions
In (n+ 1) dimensions, given an arbitrary state of the field ρ̂φ̂, the expectation value of the
commutator with respect to the state ρ̂φ̂ is given by






To reduce notational clutter, let us define I, J to be collective indices where n is the
number of spatial dimensions. This will simplify the expression for the sum over modes in
the commutators below. We define A := A1, A2, ..., An to be the collective indexing sets for
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I, J which excludes the zero mode (if any). That is, I ∈ A means that every component il
of the multi-index I takes values in the set Al for each l = 1, 2, ..., n.
We can expand the field operator in terms of a complete set of orthonormal solutions








Notice that the sum over the set of modes I can be a continuous sum (an integral) or a
discrete sum depending on the boundary conditions imposed (by changing the indexing set






〈[âI , âJ ]〉ρ̂ uIu′J + 〈[â†I , â†J ]〉ρ̂ u∗Iu′J
∗ + 〈[âI , â†J ]〉ρ̂ uIu′J















≡ 〈[φ̂osc(x), φ̂osc(x′)]〉 , (C.3)
where we have shortened notation by using u′I ≡ uI(x′). We have also used the canonical
commutation relations [âI , â†J ] = δIJ1 to show explicitly the fact that the expectation value
of the commutator is independent of the state of the field and drop the subscript ρ̂ from
the expectation value.
Eq. (C.3) above is the most general expression for the commutator of the oscillator
part of the field. When different boundary conditions are imposed, we vary the choice of
indexing set A. For example, in the case of toroidal boundary conditions (periodic in all
n spatial dimensions), the eigenfunctions are given by








where the indices il are nonzero integers (hence excludes the zero mode), i.e., Al = Z\{0}.
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′)− uj100...0(x′)u∗j100...0(x) . (C.5)















and the indexing set is given by Al = N∪{0} in such a way that it excludes the zero mode,
i.e. at least one of the summation is over N. More concretely, we replace the summation
for jk ∈ Z with jk ∈ N ∪ {0} and the summation for jk 6= 0 with jk ∈ N in (C.3).
We will now use these results to write down the explicit expressions used in Chapter 4.
C.1.2 (1+1) periodic boundary conditions




e−i|kn|t+iknx , kn =
2πn
L
, n 6= 0 . (C.7)
where the normalization constant Nn = 1/
√










































and we obtain the commutator in Eq. (4.25).
C.1.3 (1+1)-dimensional Neumann boundary conditions
In the case of Neumann boundary conditions, the eigenfunctions of the Klein-Gordon






e−i|kn|t , kn =
nπ
L
, n ∈ N , (C.10)
where the normalization constant Nn = 1/
√


































where ∆t = t−t′. Notice that due to the form of the eigenfunction in Eq. (C.10), this com-
mutator is no longer translation-invariant, unlike the case of periodic boundary conditions

















































C.1.4 (2+1)-dimensional periodic boundary conditions
In (n + 1) dimensions with n ≥ 2, the mode sums do not have a closed form because
the normalization constant NI mixes contributions from different transverse momenta. As
such, in practice, one would numerically impose a UV cutoff to evaluate these sums.
For simplicity let us impose the boundary condition across a length L in both trans-
verse directions. This will simplify the expression for the normalization constant Nmn.
The eigenfunctions for toroidal boundary condition (periodic boundary in both spatial
directions) in (2 + 1) dimensions read
















































These two sums only exclude the |k00| term corresponding to the zero mode. This expres-
sion generalizes easily to higher dimensions, essentially including all sums which excludes
the “zero frequency” part containing |k00...0|.
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C.1.5 (2+1)-dimensional Neumann boundary conditions
For the Neumann boundary conditions on both transverse directions, we get










































In fact, this suggests the possibility of using periodic and Neumann boundary conditions
on different transverse dimensions. If we impose Neumann boundary along x-direction and
periodic boundary across y-direction, the eigenfunctions would be













































C.2 (n+1)-dimensional Einstein cylinder
In the case of the (n + 1) Einstein cylinder, the result is analogous to the toroidal case
except replacing the sum over Z with an integral over momentum along the non-compact
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spatial direction (see Eq. (4.45) for the (2 + 1) case). In our multi-index notation, this
is basically setting Al = R for non-compact transverse dimensions and integrating over
momentum instead of summing over discrete momentum. However, since the spectrum is
continuous, the commutator of the oscillator modes computed in this manner is in fact the
full field commutator (or rather, the zero mode does not contribute since it is a point of
measure zero in momentum space). Therefore, effectively there is no zero mode relevant
physics in the Einstein cylinder when n ≥ 2.
C.3 Derivation of the zero mode commutator
Here we derive the fact that the zero mode commutator scales polynomially with the length
of the “cavity” where the boundary conditions are imposed, i.e.




where n is the number of spatial dimensions. Thus, in some sense, the zero mode contri-
bution is (polynomially) weaker in higher dimensions.
To prove this, it is simplest to start from the Lagrangian of the field theory. In (n+ 1)

















The boundary conditions which will produce zero modes need to have discrete spectrum.







where we have used the notation I for collective indices for summation as defined in
Appendix C.1. Here we denote the Fourier coefficients as {ϕI(t)}.


















(t)ei(kI+kJ )·x . (C.23)
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When we have periodic/Neumann boundary conditions across distance L (in all spatial























The second term reads
∫
[0,L]n















ϕ̇−I + |kI |2ϕIϕ−I
]
. (C.26)
From this expression, we can read off the zero mode Lagrangian (which corresponds to


































Canonical quantization converts πI , ϕI into operators π̂I , ϕ̂I , thus we have the zero mode







So, for n dimensions, the procedure that lead Eq. (4.26) is exactly the same replacing L
by Ln in (4.21). Consequently, the commutator of the zero mode in (n + 1) dimension is
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obtained by replacing L with Ln, namely
〈[φ̂zm(x), φ̂zm(x′)]〉 = −
i∆t
Ln






D.1 Derivation of the joint detector density matrix
Here we explicitly derive the time-evolved joint detector density matrix of the two detectors.
This is partially motivated by the fact that in the literature there are many versions which
may not be manifestly clear how they are the same. Once and for all we rectify and
expound clearly the derivation by calculating very explicitly the density matrix.
Recall that the Dyson expansion reads
Û = 1 + Û (1) + Û (2) +O(λ3) ,










dt′ĤI(t)ĤI(t′) +O(λ3) . (D.2)
The evolved density matrix reads
ρ̂ = Û ρ̂Û † = ρ̂0 + ρ̂(1) + ρ̂(2) , (D.3)
where ρ̂(j) refers to terms of order λj. We derive this term by term. First of all, notice
that for trφ ρ̂(1) = 0 if the field is in ground state. To see this, we just have to look at the
term trφ Û (1)ρ̂ (and its Hermitian conjugate) since these are the only two terms of order
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O(λ). It is clear that they both depend on one-point function of the field 〈0|φ̂(xj(t))|0〉
because there is only one copy of ĤI acting on ρ̂0, and hence only one copy of φ̂(x(t))
acting on the field vacuum |0〉〈0|. The one-point function is always zero for Fock states
because schematically
〈n|φ̂|n〉 ∼ 〈n|â+ a†|n〉 ∼ 〈n+ 1|n〉+ 〈n|n+ 1〉 ≡ 0 (D.4)
by orthonormality of the Fock basis, no matter which momentum mode k the excitation is
in. We conclude therefore that in our time-dependent perturbative calculation, the density
matrix does not have any O(λ) contribution and the leading order contribution is O(λ2).
It remains to compute the second-order contributions. Since in this case we have
ĤI = ĤAI + ĤBI , (D.5)
the second-order operator U (2) can be broken into four parts:









I (t′) , j = A,B . (D.7)
Let us now compute them. We use the shorthand xj ≡ xj(t) and x′j = xj(t′). Let us




























































′)W (xA, x′A) |gAgB〉〈gAgB|
≡ −12PA |gAgB〉〈gAgB| . (D.8)
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The case for [BB] is obtained by simply replacing A ↔ B in the integral (but not the
ket and bra) and the ladder operators σ±B acting on detector B’s Hilbert space instead of
detector A’s Hilbert space. This integral is half the full transition probability because the
domain of integration is an infinite triangle, i.e. subset of R2 given by t′ < t. If we compute
the Hermitian conjugate part trφ ρ̂0[jj]†, this will give the other half of the triangle as a
domain of integration and they can be combined to give the full double integral over R2.





























































W (xA, x′B) |eAeB〉〈gAgB| . (D.9)









W (xB, x′A) |eAeB〉〈gAgB| . (D.10)
Together, [AB] + [BA] contribution gives the entry X in the density matrix. To see this,
we relabel t↔ t′ in [BA] and we get

















W (x′B, xA) |eAeB〉〈gAgB| .
(D.11)
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dt′Θ(t− t′)F (t, t′) , (D.12)








′ [Θ(t− t′)W (xA, x′B) + Θ(t′ − t)W (x′B, xA)] . (D.13)








′) [Θ(t− t′)W (xA, x′B) + Θ(t′ − t)W (x′B, xA)]
≡ X |eAeB〉〈gAgB| . (D.14)
This can be simplified even further if we choose the same switching χj(t) = χ(t). The Her-
mitian conjugate contribution ρ̂0([AB]+[BA])† will give X∗ contribution (i.e. |gAgB〉〈eAeb|
entry) in the density matrix. Notice that this expression for X is different from [58, 122],
and to our knowledge the expression in [58,122] is in fact X∗.
An alternative expression that does not involve the Heaviside step function is obtained
simply by adding Eq. (D.9) and Eq. (D.10), and if we set χj(t) = χ(t), λj = λ and Ωj = Ω,








dt′χ(t)χ(t′)eiΩ(t+t′) [W (xA, x′B) +W (xB, x′A)] |eAeB〉〈gAgB| . (D.15)
This expression agrees with the first equality of Eq. (4) of [112] but not the second, since it
is not clear that the symmetry of the Wightman function in [112] holds in general. This also
agrees with Eq. (A20) of [55], Eq. (32) of [70] (after using pointlike limit) and the middle
term of Eq. (31) in [47]. However, oddly enough this does not match with Eq. (3.40) or
Eq. (4.39c) of [144] despite the matching with [55], and to our knowledge this is because
the expression flips X and X∗.
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If we do the exact same computation but for Û (1)ρ̂0Û (1)†, we will again be able to
break the computation into four parts, which we can again label as [AA], [BB], [AB], [BA]







dt′Ĥ iI(t) |gAgB〉〈gAgB| ⊗ |0〉〈0| ĤjI (t′) (D.16)
The contribution due to the [AB] and [BA] parts will give the entries with values C,C∗,
while [AA] and [BB] will give the diagonal elements whose values are PA and PB respec-
tively.
D.2 IR cut-off in free-space and unbounded transition
probability in mirror spacetimes
One peculiarity we found in this work is that for a linearly coupled detector in (1 + 1)
dimensions, there seems to be a slow but unbounded growth of the transition probability
P (Ω) as a function of distance from the boundary, which we denote by d. In particular,
this means that in (1 + 1) dimensions the static mirror does not smoothly recover the
free space limit as d → ∞, which is in contrast to the expectation that a detector does
not sense nonlocal differences and in particular whether there is a boundary far away.
This may influence the reliability of entanglement measures that inherently depend on |X|
and P (Ω). Although the problem of particle detectors in half-space has been previously
considered [115, 116, 155], the growth of P (Ω) as a function of d was not clarified. We
will compare two scenarios for static Dirichlet boundary conditions in (1+1) and (3+1)
dimensions. We will show that the peculiarity is dimension dependent and not generically
true in the presence of a boundary.
In (3 + 1) dimensions, the Wightman function for a Dirichlet boundary on the yz-plane
such that a detector is located at (d, 0, 0) where d > 0 is given by the image sum
W (x, x′) = −14π2
[
1
(∆τ − iε)2 −
1
(∆τ − iε)2 − 4d2
]
(D.17)
where the second term is the image term that gives the distance dependence d. Evaluating
the expression for P (Ω) in Eq. (5.6) for this Wightman function and the usual Gaussian
switching in Eq. (5.7), we will get two contributions to the integral:
P (Ω) = Pfree(Ω) + Pimage(Ω) (D.18)
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Figure D.1: Transition probability for Gaussian switching σ = 1 and Ω = 1 (Ωσ = 1) in
(3 + 1)D. Near the mirror P (Ω) decays quickly, and far from the mirror the contribution
from the image term vanishes quickly. In this figure the asymptotic behaviour is reached





















(y − iε)2 − 4d2 .
(D.19)
The first term is just the finite-time response of a detector in free space and hence is
independent of d. The image term [78] is known to be finite even in free space for finite
width σ > 0. We are interested in the behaviour of the integral of the image term as d
increases, which we show in Figure D.1. This is in fact not hard to see from the form of
the Wightman function: as d → ∞, the image term becomes more and more negligible
because the finite width Gaussian window suppresses contributions at large u. Hence, in
(3+1) dimensions the phenomenology of inertial (static) detectors in Minkowski half-space
has the expected free-space limit as d→∞.
This, however, is not true in (1+1) dimensions because the Wightman function has a

























Λ2 ((ε+ iy)2 + 4d2)
]
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where we have made the free-space IR cutoff Λ explicit for comparison. The branch of
the logarithm is chosen to match that of Eq. (5.10). Recall that in (1+1) dimensions,
the free-space Wightman function is infrared (IR) divergent. The common regularisation
scheme employed in the literature is the addition of an IR cutoff, which can be thought
of (for example) as the length scale of an optical fibre [111, 123]. Numerical results have
been shown to be reliable as long as Λ is chosen to be significantly smaller than the lowest
frequency scale in the problem (i.e. the sensitivity to the choice of cutoff is very small). In
the mirror spacetime, we note that the computation of P (Ω) does not require an IR cut-off
as we see from the last expression in Eq. (D.20). However, the growth in the image term as
d increases causes P (Ω) to eventually overtake the free-space result instead of asymptotic
to it. The comparison is shown in Figure D.2. We also note that this growth is strictly a
finite-time effect, i.e. not in the long interaction regime (cf. [66]). To see this, note that
the total probability in Eq. (D.20) can be re-expressed as total probability per unit time









2Ωε (1− cos(2Ωd)) , (D.21)
which is in fact oscillatory for excited detector (Ω < 0), as one may expect from e.g. [59].
However, the transition probability itself diverges (though the rate does not), so in this
sense the large-d growth of P (Ω) is similar to large-σ growth, as one may have guessed
from relativistic considerations, which put space and time on equal footing.
What this highlights is that within perturbation theory, one should take extra care
in distinguishing what is due to the physics of the boundary and what is an artifact of
the dimensionality of spacetime. An effect strictly confined to (1 + 1) dimensions will
not necessarily provide guidance to our understanding of (3 + 1) dimensional physics. In
particular the observable P (Ω) in the presence of a mirror is generically an ill-behaved
quantity in (1+1) dimensions, even without the IR ambiguity associated with the free-
space counterpart.
144









Figure D.2: Transition probability for Gaussian switching σ = 1 and Ω = 1 (Ωσ = 1) in
(1 + 1) dimensions. Near the mirror P (Ω) still decays quickly, but far from the mirror the
contribution from the image term dominates and will exceed the free space case for any
choice of IR cutoff Λ.






Δx = 1 Δx = 2 Δx = 5
Figure D.3: The concurrence in free space as a function of IR cutoff (in logarithmic scale),
for Ω = 1 and σ = 1 in natural units (i.e. Ωσ = 1 is dimensionless).
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However, not all is lost. As we saw earlier, the concurrence is a quantity based on the
difference |X| − √PAPB. Roughly speaking, we can understand this by noting that for
static mirror we have a log[(∆τ − iε)2−4d2A] dependence due to the form of the Wightman




(∆τ − iε)− (2dA −∆xAB)2
)] (D.22)
which can be seen to scale the same way as
√
PAPB for any fixed xAB. From this, we
expect that concurrence C is in some sense ‘dimension-independent’: it removes the part
of the Wightman function that depends on the absolute distance dA, dB away from the
mirror. What remains is the relative distance dependence ∆xAB of C(ρAB) which leads to
the usual decay of correlations as we make the detectors have larger spacelike separation.
Effectively, C(ρAB) ‘regulates’ the ill-behaved part of |X| and P (Ω) somewhat analogous to
adding counterterms in QFT. This provides strong evidence that we can rely on concurrence
calculations in (1 + 1) dimensions even if we cannot separately trust the entries in the
evolved density matrix ρAB as d → ∞ due to the divergent behavior at large mirror
distance.
With some thought, this growth of P with distance from the mirror d may not be as
surprising at it seems: it is already known in classical gravity that the Newtonian grav-
itational potential in one-dimensional space also grows linearly with separation between
masses [151, 152] unlike the 1/r power law in the three-dimensional context [156]. We
should also remark that since this is an inherent problem associated with the long-distance
behaviour of the Wightman function, the issue will not disappear for general choices of
ray-tracing functions. We can check this numerically for the three ray tracing functions in
this paper – we find that indeed C(ρAB) seems to provide proper regularization in (1 + 1)
dimensions: that is, for each ray tracing function we find similar divergences in both the
nonlocal term |X| and probability P , but not in C(ρAB).
As a consequence of this “regularization”, the concurrence C(ρAB) also does not suffer
from an IR ambiguity even in free space. For the same reason as why the divergences
in the dA → ∞ limit is subtracted off by the definition of C(ρAB), the IR ambiguity is
also subtracted off. We can thus think of C(ρAB) as having an IR regulator by definition.
This is the reason why the free space limit of the concurrence in the presence of mirrors is
well-defined (cf. Figure 5.2). Since concurrence is IR-regular, it can be reverse-engineered
to induce a natural IR cutoff for the free-space Wightman function. This is shown in
Figure D.3. We see that the concurrence approaches an approximately constant value once
Λ is reasonably small, which we can take to be at least Λ . 10−3. In [111] and [123]
146
the value Λ = 10−3 was adopted arbitrarily due to the ambiguity argument: this value
is arguably small enough for their purposes, though choosing a smaller value allowed by
the numerical precision used during computation is preferable. We verified this for up to
Λ ∼ 10−100 and the IR ambiguity does not seem to play a role in computation of C(ρAB).
In short, we see that concurrence C(ρAB) is an IR-safe quantity for the Unruh-DeWitt
detector coupled linearly to a massless scalar field in any dimensions. That is, as the IR
cutoff Λ→ 0, the concurrence converges quickly to a fixed value. We propose that this can
be used to choose an appropriate IR cutoff Λ for computation of the density matrix ρ̂AB in
perturbation theory despite the IR ambiguity of massless scalar field in (1+1) dimensional
Minkowski space.
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