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Fluctuation theorems establish deep relations between observables away from ther-
mal equilibrium. Until recently, the research on fluctuation theorems was focused on
time-reversal-invariant systems. In this review we address some newly discovered fluc-
tuation relations that hold without the time-reversal symmetry, in particular, in the
presence of an external magnetic field. One family of relations connects non-linear trans-
port coefficients in the opposite magnetic fields. Another family relates currents and
noises at a fixed direction of the magnetic field in chiral systems, such as the edges of
some quantum Hall liquids. We review the recent experimental and theoretical research,
including the controversy about the microreversibility without the time-reversal symme-
try, consider the applications of fluctuation theorems to the physics of topological states
of matter, and discuss open problems.
Keywords: Fluctuation relations; fluctuation-dissipation theorem; quantum transport;
nonequilibrium statistical mechanics; steady states; chirality; quantum Hall effect; spin-
tronics
1. Introduction
From the very beginning of condensed matter physics, solid state theory relied on
two complementary approaches: model-building and the use of general principles.
The atomistic model was invoked by early crystallographers to explain the laws of
crystal habit 1; more than 400 years ago, Kepler speculated about the connection
of the shape of a snowflake with the dense packing of spheres 2. The simple Drude
3 and Sommerfeld 4 models of metals were followed by a more realistic band theory
of solids 5,6. Later, improved models that incorporate electron interactions led to
some of the greatest triumphs of condensed matter physics including the Fermi-
liquid theory 7 and the explanation of superconductivity 8. Any recent issue of
this journal contains articles on the Hubbard, Tomonaga-Luttinger, Kondo or other
models of materials.
In some cases it is possible to obtain nontrivial predictions without the use
of models, solely from the basic principles of quantum and statistical mechanics.
1
2Thermodynamics is a particularly powerful source of such predictions and Einstein
famously said 9: “A theory is the more impressive the greater the simplicity of its
premises is, the more different kinds of things it relates, and the more extended is its
area of applicability. Therefore the deep impression which classical thermodynamics
made upon me.” Einstein himself made some of the most brilliant predictions from
general principles by his masterful use of detailed balance 10,11. The fluctuation
relations, addressed in this review, are a far-reaching development of his ideas.
Early milestones in the field, opened by Einstein, included the Nyquist formula
12,13 and the Onsager reciprocity relations 14,15. Their generalization led to the
fluctuation-dissipation theorem 16 (FDT) and the linear response theory 17. An-
other breakthrough in the application of general principles to many-body systems
came from the idea of universality 18. It allowed a precise quantitative description
of critical phenomena from the symmetry considerations without any microscopic
information 19.
These and other achievements greatly advanced the theory of condensed matter
in and close to thermal equilibrium. On the other hand, far from equilibrium, little
could be told without the resort to microscopic models 20. That situation changed
in the 1990s, when the discovery of fluctuation relations brought a powerful general
principle to nonequilibrium statistical mechanics 21,22,23,24,25,26.
The key idea behind fluctuation relations is similar to the principle of detailed
balance. Consider a time-reversal-invariant system in an initial state |ψi〉. The sys-
tem evolves during the time t0. From the unitarity of quantum mechanics, the
probability to find the system in the final state |ψf 〉 is exactly the same as the
probability to find the system with the initial state |ψ(t = 0)〉 = Θ|ψf 〉 in the final
state |ψ(t = t0)〉 = Θ|ψi〉, where Θ is the time-reversal operator. We now consider
a process made of the following three steps:
1) The initial state of the system is measured;
2) The system undergoes unitary evolution over the time interval t0;
3) The final state is determined through measurement.
The probability to observe the evolution from |ψi〉 into |ψf 〉 is no longer the same as
the probability to observe the evolution from Θ|ψf 〉 to Θ|ψi〉 since the probabilities
to find the system in the initial states |ψi〉 and Θ|ψf 〉 are not the same away from
thermal equilibrium. However, it is often possible to write a simple relation between
the two probabilities 28. This, in turn, allows a derivation of numerous relations
between correlation functions of observables. In this review we will be particularly
interested in the correlation functions of electric currents.
One might think that all this is of no use in the absence of time-reversal symme-
try, e.g., when an external magnetic field is applied. Indeed, most work on fluctuation
relations assumes the time-reversal symmetry. However, it transpired recently that
a number of nontrivial fluctuation relations hold even without such symmetry. One
result 29 connects systems that transform into each other under the action of the
time-reversal operator. A family of relations has been found for nonlinear transport
coefficients of a system, close to thermal equilibrium, at two opposite directions of
3the magnetic field. Another result 30,31 applies even far away from equilibrium and
connects non-linear response and noise at a fixed direction of the magnetic field.
The latter result holds in chiral systems. Since the word “chirality” has all too many
meanings, we need to explain ours.
By chiral we mean systems, where excitations can propagate in one direction
only, that is, either all excitations can propagate only clockwise or all excitations
can only propagate counterclockwise. Such transport is known to occur on the edges
of certain quantum Hall liquids and in some other systems. There has been much
recent interest in chiral transport in the quantum Hall effect (QHE). The interest
comes, in part, from the search for elusive neutral modes 32. Besides, the question
of chirality proved relevant for the ongoing search for non-Abelian anyons 33 in
quantum Hall states in the second Landau level (see Section 4). The more powerful
fluctuation relations 30,31 in chiral systems originate from a stronger form of the
causality principle for chiral transport. The standard causality principle states that
the past is not affected by the future events. In the chiral case, in addition, one of
the following two alternatives holds: either what happens on the right is not affected
by the past events on the left or what happens on the left is not affected by the
past events on the right.
In this review we address theoretical and experimental work on fluctuation rela-
tions in the absence of the time-reversal symmetry in chiral and non-chiral systems.
Many questions remain open and we discuss future directions in Section 6. We also
address the ongoing controversy about microreversibility without the time-reversal
symmetry.
The paper is organized as follows. In the second section we derive the quantum
fluctuation theorem 26,34,35,36,37,38 that serves as a foundation for all subsequent
discussion. In Section 3, we extract from that theorem the Saito-Utsumi relations 29
for the nonlinear transport coefficients of identical systems in the opposite magnetic
fields. We also address the verification of the Saito-Utsumi relations in microscopic
models and the experimental results 39,40. In Section 4 we introduce chiral systems
with the emphasis on QHE. We derive fluctuation relations 30,31 for chiral systems
in Section 5. Finally, we address open problems and summarize in Section 6.
2. Fluctuation theorems
In statistical mechanics, physical quantities of interest usually undergo random fluc-
tuations. Fluctuation theorems are a class of exact relations for the distribution
functions of those random fluctuations, regardless whether the system under inves-
tigation is in an equilibrium or nonequilibrium state. There are fluctuation theorems
for, e.g, entropy in driven isolated systems, work and heat in closed systems, etc.
Fluctuation theorems are typically of the form 25,26,27
PF (x) = PB(−x) exp[a(x− b)], (1)
4where x is the physical quantity or the collection of quantities under investigation,
PF (x) and PB(x) are the distribution functions of x in the so-called forward and
backward processes respectively, and the constants a and b are determined by the
initial conditions of the two processes. The definitions of the forward and backward
processes may differ slightly for different systems, but in general they follow these
lines: 1) Initially in both processes, the system obeys a Gibbs distribution or can
be factorized into several subsystems that obey Gibbs distributions and 2) the
dynamical equations (e.g., the Schro¨dinger equation) in the backward process is
obtained from the dynamical equations in the forward process by the time-reversal
operation. Generally speaking, the system in the forward process and the system
in the backward process should not be considered as the same system because they
follow different microscopic dynamical equations. However, for a system with the
time-reversal symmetry, the dynamical equation is the same in the forward and
backward processes. Hence, provided that the initial Gibbs distributions in the
two processes are the same, no difference exists between the two processes for a
time-reversal invariant system, and thereby the subindices F and B in (1) can be
dropped.
In this review, we consider systems without the time-reversal symmetry, and
focus on a particular fluctuation theorem for energy and particle transport in quan-
tum open systems. This fluctuation theorem is very useful for studying transport
phenomena in systems without the time-reversal symmetry, and, particularly, in
systems with chirality (see Sections 4 and 5). For a reader, interested in other fluc-
tuation theorems, many excellent reviews exist, for example, Refs. 25, 26, 27.
The approach of this section builds on Refs. 37, 38 and closely follows Supple-
mentary information to Ref. 31.
Let us discuss the specific fluctuation theorem that we are interested in. We
consider a setup shown in Fig. 1: the system in the center is coupled to r reservoirs,
each being in equilibrium. The system serves as a bridge, so that energy and particles
can be transported between the reservoirs. This setup is commonly used in transport
experiments with mesoscopic systems, such as quantum dots, quantum Hall bars,
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Fig. 1. Schematics of a quantum open system. The system can exchange energy and particles
with r equilibrium reservoirs. Chemical potential difference or temperature difference between any
two reservoirs will induce particle current and/or heat current.
5etc. A forward process can then be defined as follows. Initially, at t ≤ 0, the system
and reservoirs are decoupled. An interaction V(t) that allows particle and energy
exchange with the reservoirs is turned on at the times 0 ≤ t ≤ τ . The interaction
is turned off at t ≥ τ . At t ≤ 0, reservoir i is at equilibrium with the inverse
temperature βi = 1/Ti and the chemical potential µi = qVi, where q is the charge
of a charge carrier and Vi the electric potential. We use only one set of chemical
potentials and thus assume that only one carrier type is present which is usually
electron. We assume that the size of the system is much smaller than that of the
reservoirs, so its initial state is irrelevant in the τ → ∞ limit which we will take.
It is convenient to regroup the system with one of the reservoirs37, for example,
the r-th reservoir. The interaction V(t) becomes a constant V0 when fully turned
on during τ0 ≤ t ≤ τ − τ0. We assume that τ0 ≪ τ and τ is much longer than the
relaxation time so that the system remains in a steady state during most of the
time interval τ .
We now find the statistical distribution of the changes ∆Ni = Ni(t = τ) −
Ni(t = 0) and ∆Ei = Ei(t = τ) − Ei(t = 0), where Ni is the particle number
and Ei is the energy of the i-th reservoir. Let Hi and Ni be the Hamiltonian
and particle number operators of the i-th reservoir (Hr includes the system). The
particle numbers conserve in the absence of V(t), i.e., [Hi,Ni] = 0. Thus, the initial
density matrix factorizes into a product of Gibbs distributions in each reservoir,
ρn =
1
Z+0
∏
i
e−βi[Ein−µiNin] (2)
where Z+0 is the initial partition function and the index n labels the quantum state
|ψn〉 with the reservoir energies Ein and particle numbers Nin. Here, the “+” sign
reminds us that we are studying the forward process. An initial joint quantum
measurement of Hi and Ni is performed at t = 0, so that the quantum state of the
system collapses to a common eigenstate |ψn〉 with the probability ρn. The state
|ψn〉 then evolves according to the evolution operator U(t; +), which satisfies
i
d
dt
U(t; +) = H(t; +)U(t; +), (3)
where the Hamiltonian H(t; +) =
∑
iHi + V(t), and the initial condition is
U(0;+) = 1. At t = τ , a second joint measurement is taken, leading to the col-
lapse of the system to the state |ψm〉 with the reservoir energies Eim and particle
numbers Nim. The probability to observe such process is
P [m,n] = |〈ψm|U(τ ; +)|ψn〉|
2ρn. (4)
Hence, repeating the forward process, we obtain the joint distribution function of
the energy and particle changes ∆Ei,mn = Eim − Ein and ∆Ni,mn = Nim −Nin
P [∆E,∆N; +] =
∑
mn
r∏
i=1
δ(∆Ei −∆Ei,mn)δ(∆Ni −∆Ni,mn)
× |〈ψm|U(τ ; +)|ψn〉|
2ρn, (5)
6where the vectors ∆E = (∆E1, . . . ,∆Er) and ∆N = (∆N1, . . . , Nr). Since the total
energy and particle number are conserved, one finds that
∑
i∆Ei =
∑
i∆Ni = 0.
The energy conservation is an approximation due to the time-dependent interaction
V(t). However, in the limit τ → ∞, the violation of the energy conservation is
negligible since the time-dependence is relevant only during a short period of time
τ0.
We now study the backward process. In that process, the initial temperatures and
chemical potentials of the reservoirs are the same as those in the forward process.
Note that such initial temperatures and chemical potentials are not necessarily the
same as the final thermodynamic parameters at t = τ in the forward process for
large but finite reservoirs. The time evolution operator U(t;−) is determined by the
equation
i
d
dt
U(t;−) = H(t;−)U(t;−), (6)
where the Hamiltonian H(t;−) = ΘH(τ − t; +)Θ−1 with Θ being the time-reversal
operator. Here, the “−” sign stands for the backward process. The i-th reser-
voir has the Hamiltonian ΘHiΘ−1. Clearly, Θ|ψm〉 is a common eigenstate of
ΘHiΘ−1 and Ni = ΘNiΘ−1 with the eigenvalues Eim and Nim respectively. The
amplitude of the transition from the state Θ|ψm〉 to Θ|ψn〉 after the time τ is
(〈ψn|Θ−1U(τ ;−)Θ|ψm〉)∗. Hence, performing two quantum measurements at t = 0
and t = τ in the backward process, we find that the probability to observe the
collapse to the state Θ|φm〉 at t = 0 and the collapse to the state Θ|φn〉 at t = τ is
P [m,n] = |〈ψn|Θ
−1U(τ ;−)Θ|ψm〉|
2ρm, (7)
where the initial density matrix ρm =
∏
i e
−βi[Eim−µiNim]/Z−0 . It follows from the
antiunitarity of Θ that Z+0 = Z
−
0 , that is, the Gibbs distribution ρm in the time-
reversed basis is the same as Eq. (2). One then finds the distribution of the energy
and particle number changes, similar to Eq. (5),
P [∆E,∆N;−] =
∑
mn
r∏
i=1
δ(∆Ei −∆Ei,nm)δ(∆Ni −∆Ni,nm)
× |〈ψn|Θ
−1U(τ ;−)Θ|ψm〉|
2ρm. (8)
where ∆Ei,nm = Ein − Eim and ∆Ni,nm = Nin −Nim.
We want to relate the distribution functions (5) and (8), i.e., obtain the fluctu-
ation theorem. The evolution operators have an important property37
Θ−1U(τ ;−)Θ = U †(τ ; +). (9)
This can be seen by checking that both operators Θ−1U(t;−)Θ and U(τ − t; +)
satisfy the equation
i
d
dt
V (t) = −H(τ − t; +)V (t). (10)
7In terms of Θ−1U(t;−)Θ, we find that given the initial condition V (0) =
Θ−1U(0;−)Θ = 1, the final operator at t = τ is V (τ) = Θ−1U(τ ;−)Θ. In terms of
U(τ − t; +), given the initial condition V (0) = U(τ ; +), we have V (τ) = U(0;+).
In other words, if we have the initial condition V (0) = 1 = U †(τ ; +)U(τ ; +), the
final operator at t = τ will be V (τ) = U †(τ ; +)U(0;+) = U †(τ ; +). Therefore, due
to the uniqueness of the solution of Eq. (10), the property (9) is obtained.
Now, we combine Eqs. (5), (8) and (9), and obtain the fluctuation theorem
P [∆E,∆N; +]
P [−∆E,−∆N;−]
=
∏
i
eβi(∆Ei−µi∆Ni). (11)
Clearly, it is of a general form (1). As mentioned above, in the case of time-reversal
invariant systems, i.e., for H(t; +) = ΘH(τ − t; +)Θ−1, the microscopic dynamical
equations (3) and (6) are the same. Hence, the “+” and “−” can be dropped in
the fluctuation theorem. However, in what follows, we will focus on systems with-
out the time-reversal symmetry. Therefore, one has to keep in mind that the two
distribution functions in (11) describe two different systems. In most of the follow-
ing applications, the system in the backward process is realized by reversing the
direction of the magnetic field B which is present in the system in the forward
process.
3. Saito-Utsumi relations
The Saito-Utsumi relations 29 connect transport properties of a conductor in two
opposite magnetic fields. They generalize quantum fluctuation relations for the elec-
tric current and noise in time-reversal invariant systems 26.
We consider a conductor, connected to two reservoirs with the voltage difference
V and the same temperature T , in the presence of a magnetic field, Fig. 2. It
is possible to generalize to a multi-terminal case. Below we will only investigate
the simplest two-terminal situation. We will derive the relations between various
current correlation functions for two opposite orientations of the magnetic field. An
infinite number of relations can be derived for an infinite number of the correlation
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗
⊗⊗
⊗
⊗ ⊗
⊗I
V
Fig. 2. A conductor is placed in a magnetic field and connects two terminals at the same
temperature and the voltage difference V .
8functions but we will focus on a few simplest relations that are most relevant for
the experiment.
We will be interested in three quantities:
1) The electric current
I = e〈∆N〉/τ ; (12)
2) The noise power
S = 2e2(〈∆N2〉 − 〈∆N〉2)/τ ; (13)
3) The third cumulant
C =
2e3
τ
[〈∆N3〉 − 3〈∆N〉〈∆N2〉+ 2〈∆N〉3], (14)
where e < 0 is one electron charge, τ the duration of the protocol, Section 2, ∆N
the number of electrons transferred between the reservoirs, and the angular brackets
denote the average over the distribution P (∆N,B), where B is the magnetic field.
Note that 〈∆N〉 → 0 at V → 0 since there is no current at zero voltage. We will
only compute the noise S with the accuracy up to the linear term in V below. Thus,
it is legitimate to omit the contribution 〈∆N〉2 in Eq. (13).
The fluctuation relations, considered in this section, were first derived in Ref.
29. We follow a simpler derivation from Ref. 40.
3.1. Symmetric and antisymmetric variables
The results express in the simplest way in terms of the symmetrized and an-
tisymmetrized combinations of the currents and noises I± = I(B) ± I(−B),
S± = S(B)± S(−B) in the opposite magnetic fields ±B. We introduce the Taylor
expansions in powers of the voltage V
I+ = G1V +
G2V
2
2
+ . . . ; (15)
I− = G
A
1 V +
GA2 V
2
2
+ . . . ; (16)
S+ = S0 + S1V + . . . ; (17)
S− = S
A
0 + S
A
1 V + . . . ; (18)
9C− = C
A
0 + . . . . (19)
The Saito-Utsumi relations connect the above Taylor coefficients.
According to the Onsager reciprocity relations 14,15, the linear conductance is
an even function of the magnetic field, G1(B) = G1(−B). Hence, G
A
1 = 0. Next,
the Nyquist formula 13 implies that the equilibrium noise power S1 = 4G1T does
not depend on the direction of the magnetic field and SA0 = 0. We will also see that
the symmetrized third cumulant C+ = C(B) + C(−B) is zero at v = 0.
3.2. Fluctuation relations for symmetric variables
We will use the notation P (∆N,B) for the probability to transfer ∆N electrons
from the left reservoir to the right one during the protocol, Section 2. According to
the fluctuation theorem (11),
P (∆N,B) = P (−∆N,−B)ev∆N , (20)
where v = eV/T . We next introduce the symmetrized and antisymmetrized proba-
bilities P±(∆N) = P (∆N,B) ± P (∆N,−B). Eq. (20) then yields
P±(∆N) = ±P±(−∆N)e
v∆N . (21)
We also introduce the symmetrized and antisymmetrized averages 〈∆Nk〉± =∑
P±(∆N)∆N
k.
Eq. (21) for P+ assumes exactly the same form as the fluctuation theorem for
P (∆N,B = 0). Thus, all fluctuation relations for the symmetric currents I+ and
noises S+ are the same as the relations for the currents and noises in the absence
of the magnetic field.
Note that at v = 0, Eq. (21) yields P+(∆N) = P+(−∆N). Hence, 〈∆N2k+1〉+ =∑
P+(∆N)∆N
2k+1 is zero at v = 0 for any odd 2k + 1. A trivial consequence of
this relation is the absence of the average electric current in equilibrium, I+ =
e〈∆N〉/τ = 0. We also find that C+ = C(B) + C(−B) = 0.
We now expand in powers of v the left and right hand sides of the relation
〈∆N〉+ =
∑
∆N
∆NP+(∆N) = −
∑
∆N
∆NP+(∆N)e
−v∆N . (22)
After defining
〈∆Nk〉± = N
±
k,0 + vN
±
k,1 +
v2
2
N±k,2 + . . . (23)
we obtain N+2,0 = 2N
+
1,1 and N
+
1,2 = N
+
2,1, where we used the fact that N
+
3,0 = 0.
Comparing with Eqs. (15) and (17), we finally obtain
10
S0 = 4G1T ; (24)
S1 = 2TG2. (25)
The first equation is nothing but the Nyquist formula. Eq. (25) goes beyond the
standard fluctuation-dissipation relation since it contains the nonlinear transport
coefficient G2. Since that coefficient is nonzero in general, the noise S = S0+V S1+
. . . is minimal at a nonzero voltage, Fig. 3.
3.3. Fluctuation relations for antisymmetric variables
We now turn to the new results that distinguish systems in a magnetic field from
the time-reversal invariant situation. First, consider the identity
〈∆N〉− =
∑
∆N
P−(∆N)∆N =
∑
∆N
P−(∆N)∆Ne
−v∆N . (26)
The Taylor expansion of the left and right hand sides yields
N−3,0 = 2N
−
2,1. (27)
This is equivalent to
SA1 =
CA0
2T
. (28)
The normalization of probability implies
V
S
Fig. 3. Noise is minimal at a nonzero V .
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∑
P−(∆N) = 0 = −
∑
P−(∆N)e
−v∆N . (29)
One obtains from the expansion of the right hand side in powers of v
3N−1,2 − 3N
−
2,1 +N
−
3,0 = 0. (30)
This reduces to
SA1 − 2TG
A
2 = C
A
0 /3T. (31)
Equations (28) and (31), first derived in Ref. 29, are the main results of Section
3.
3.4. Microreversibility
The crucial assumption behind our derivation is microreversibility: we assume that
after the magnetic field, the velocities of all particles and their spins are reversed,
the system traces its evolution backwards. As was pointed out in Refs. 41, 42,
such assumption is counterintuitive in mesoscopic systems without time-reversal
symmetry.
Consider a mesoscopic conductor, connected to several infinite reservoirs, main-
tained at different voltages. A standard way to calculate currents and noises is based
on the Landauer-Bu¨ttiker formalism 43. One first finds the self-consistent charge
density ρ(r) as a function of the coordinates in the conductor. The charge distri-
bution creates a self-consistent electrostatic potential. The currents and noises can
be computed from the scattering theory for free particles, entering the mesoscopic
conductor from the reservoirs, and moving in the self-consistent potential in the
conductor. While this picture is compatible with microreversibility at zero magnetic
field, there is a conflict at a finite B. Indeed, ρ(r, B) is not the same as the charge
distribution ρ(r,−B) in the opposite field. Fig. 4 illustrates why. In that oversimpli-
fied example, charged particles can enter a square box through holes 1 and 3 only.
At one direction of the magnetic field, particles from hole 1 move into hole 2 and
particles from hole 3 move into hole 4. At the opposite field the particle trajectories
⊙ ⊙ ⊙
⊙ ⊙ ⊙
⊙ ⊙ 1
2
3
4
(a)
⊗ ⊗ ⊗
⊗ ⊗ ⊗
⊗ ⊗ 1
2
3
4
(b)
Fig. 4. Trajectories of charged particles connect different holes in opposite magnetic fields.
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connect hole 1 with 4 and 2 with 3. Since the charge density is nonzero only on those
trajectories, ρ(r, B) 6= ρ(r,−B). The self-consistent electrostatic potentials depend
on ρ and are different in the opposite magnetic fields. Consider now a scattering
process in which a particle with the momentum ki acquires the momentum kf at
the magnetic field B. The scattering amplitude depends on the self-consistent elec-
trostatic potential φ(r, B). The scattering probability for the time-reversed process
at the field −B describes the transition form the state with the momentum −kf
into the state with the momentum −ki. It depends on a different self-consistent
potential φ(r,−B) and hence is different from the scattering probability ki → kf
in the field B. Such asymmetry of the self-consistent potential is closely related to
the physics of rectification in mesoscopic conductors 44,45,46,47,48,49,50.
The above argument does not by itself disprove microreversibility. Indeed, it
is a mean-field argument which deals with single-particle states. On the other
hand, the proof of the fluctuation theorem, Section 2, considers many-particle
states. The unitarity of the evolution operator in quantum mechanics shows that
the transition probability between the many-body states of the whole system,
P (initial state → final state, B), always equals P (time− reversed final state →
time− reversed initial state,−B). In each point, the charge densities in the forward
and backward processes remain exactly the same in the corresponding moments of
time. Hence, the electrostatic potentials do, in fact, remain the same. The mean-
field argument is based on the different charge distributions in the steady states in
the opposite magnetic fields. However, if one reverses time in a system in a steady
state then the charge distribution does not change and hence does not become the
steady state distribution of the electric charge in the opposite magnetic field.
We would like to emphasize that time-reversal in an interacting macroscopic
system is not mathematical fiction. It was demonstrated experimentally long ago in
the context of NMR 51,52.
Several groups have verified the fluctuation relations at a finite magnetic field
without the use of microreversibility. The Saito-Utsumi relations were confirmed
by microscopic calculations beyond the Landauer-Bu¨ttiker formalism in two models
53,54. Note also that an approximate calculation beyond the mean-field theory in
Ref. 55 agrees with Eq. (25). The fluctuation relations for a general chiral system
from Section 5 below were derived both from microreversibility 31 and without
its use 30. Recent experiments 39,40 were interpreted as supporting the fluctuation
relations 29 (see the next subsection). While all this gives credibility to the approach,
based on microreversibility, one must remember some subtleties.
All models in Refs. 53, 54, 55, 30 assume a finite range of the electrostatic in-
teraction. This implies the presence of screening gates. The gates are crucial for the
fluctuation relations in chiral systems 30,31 since it is meaningful to speak about
chiral transport only in systems with short-range interactions (Section 4). At the
same time, the Saito-Utsumi relations do not make assumptions about the range
of interactions. Yet, our derivation of the fluctuation theorem, Section 2, implicitly
assumes short-range forces. Indeed, in the presence of the long-range Coulomb inter-
13
action, the reservoirs are not independent even in the beginning of the forward and
backward processes and cannot be described by the Gibbs distribution. Certainly,
this is a rather standard issue. It can be resolved by splitting the Coulomb force into
a finite-range part with some large but finite interaction radius and the long-range
part which must be treated in the mean-field approximation. This allows using the
Gibbs distribution but returns the problem from the Landauer-Bu¨ttiker approach.
Indeed, the average charge densities are not the same at the opposite field orien-
tations and hence the mean-field effective long-range potentials are not the same
in the forward and backward process. Fortunately, if the reservoirs are sufficiently
large and the radius of the finite-range interaction is selected large enough, one can
see that the difference of the long-range potentials can be neglected.
Another issue equally affects systems with and without the time-reversal sym-
metry. Our derivation, Section 2, assumes that the system is isolated. This may not
be easy to accomplish in practice. Moreover, if this has been accomplished then no
experiments can be performed since any measurement device disturbs the system.
Fortunately, energy exchange with the outside world turns out not to be a problem
provided the temperature of the environment is the same as the temperature of the
system of interest. Indeed, let us include the environment as an additional reservoir
and repeat the derivation of Eq. (11). The energy changes ∆Ei of the reservoirs in
the forward process enter Eq. (11) in the form
∑
βi∆Ei. This combination is zero at
equal βi from the energy conservation. Thus, all ∆Ei, including the energy absorbed
by the environment, drop out from Eq. (11). On the other hand, the electrostatic
potential of the environment drops out only in the absence of the particle exchange
with the outside world. In fact, the fluctuation theorem Eq. (11) may break down
even if charges are transfered between different regions of the environment in the
absence of the particle exchange with the system of interest 56,57. This issue has
been a major difficulty in the experiments on fluctuation relations in mesoscopic
conductors as we discuss in the next subsection.
3.5. Experiment
Note that Eq. (28) crucially depends on the microreversibility while Eq. (31) does
not require such assumption as shown in Ref. 41, see also Ref. 58. Thus, the verifica-
tion of Eq. (28) is particularly interesting. On the other hand, it is easier to measure
noises and currents than the third cumulant 59. As a result, recent experiments have
focused on the verification of a consequence of Eqs. (28,31):
SA1 = 6TG
A
2 . (32)
Refs. 39, 40 tested Eqs. (32) and (25) in a mesoscopic interferometer. Ref. 39
observed SA1 /[TG
A
2 ] = 8.7
+1.3
−0.7 and Ref. 40 obtained S
A
1 /[TG
A
2 ] = 9.7
+1.3
−1.2 in sat-
isfactory agreement with Eq. (32). This was interpreted as a proof of microre-
versibility. On the other hand, the results for S1, S1/TG2 = 10.8
+2.4
−1.4, Ref. 39, and
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Fig. 5. Ideal gas in a reservoir with a tube (from Ref. 30).
S1/TG2 = 12.0
+1.9
−2.0, Ref. 40, are incompatible with (25). The reasons for the dis-
crepancy of the theory and experiment are unclear. A related experiment without
a magnetic field may provide some hints.
A violation of the fluctuation theorem (11) was found in a single electron tunnel-
ing experiment through a double quantum-dot system 56,57. The violation has been
explained by a careful analysis of the experimental circuit. The circuit included a
quantum point contact (QPC) electrometer, used as a measurement device. When
a finite voltage bias is applied to the quantum point contact, the fluctuation theo-
rem (11) must be modified. The right hand side now contains an additional factor
exp(QVQPC/T ), where VQPC is the bias at the QPC and Q is the charge that trav-
els through the QPC during the forward process. The derivation of the modified
relation is exactly the same as our argument in Section 2. One just needs to include
the QPC, connected to two reservoirs at different electrochemical potentials, into
the system under consideration. This interpretation is supported by the fact that a
modified fluctuation relation was found to hold in the experiment 39,40,60.
4. Chiral systems
The Saito-Utsumi relations from the previous section are very general and apply
to any conductor in a magnetic field. This generality comes at a price. Indeed,
the relations connect the coefficients in the expansions of the currents and noises
in powers of the voltage. Thus, they only apply at low voltages, that is, close to
equilibrium. One can overcome this limitation by looking at so-called chiral systems.
In such systems all excitations propagate in one direction only, for example all
excitations propagate to the right only.
The simplest example of a chiral system is illustrated in Fig. 5. A box is filled
with an ideal gas and placed in vacuum. A narrow tube with an open end and
smooth walls is attached to the box. Particles can leave the box through the tube
but do not come back. Thus, the transport in the tube is chiral.
The above example is too simple to be interesting other than as a toy model.
Several more interesting examples of chiral transport are known. For example, sta-
tistical mechanics has been used to model traffic 61. Transport is chiral on a network
of one-way roads. In some biological systems, transport can only occur in one di-
rection. Most importantly, chiral transport takes place on the edges and surfaces of
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some topological states of matter.
4.1. Chiral transport in topological systems
Chiral transport occurs in several topological systems without the time-reversal
symmetry. For example, the surface of a 3D stack of integer quantum Hall liquids is
chiral 62,63,64. Transport is chiral on the edges of p± ip superconductors 33,65,66.
Besides, many states of the two-dimensional electron gas in the conditions of the
quantum Hall effect 67 (QHE) are chiral. So far, most research on chiral transport
has been focused on those QHE states.
We expect that the bulk of a quantum Hall system is gapped (see, however,
Refs. 68, 69). Thus, low-energy transport occurs on the edges. Wen’s hydrodynamic
theory 70 predicts that in many cases the low-energy transport is chiral. The integer
QHE with the filling factor ν = 1 is the simplest example. Wen’s theory describes
the edge physics in terms of a single field φ, where ∂xφ is proportional to the linear
charge density. The action assumes the form
L =
∫
dxdt[∂tφ∂xφ− v(∂xφ)
2]. (33)
The solution of the equation of motion, φ = φ(x + vt), describes excitations that
move only to the left.
Generalizations of the action (33) also predict 32,70 chiral transport at all other
integer filling factors and in many fractional QHE states, including the states with
the filling factors ν = 1/3 and ν = 2/5. Some other QHE states are not expected to
be chiral. This point can be easily understood by considering ν = 2/3. The ν = 2/3
liquid can be described as the ν = 1/3 state of holes on top of the ν = 1 state of
electrons. Thus, its edge theory contains two excitation branches, corresponding to
ν = 1 and ν = 1/3, with the opposite chirality of the electron and hole edges.
Such description of the 2/3 edge conflicts with the experiment that shows only
one propagation direction for charged excitations. This was explained by Kane,
Fisher and Polchinsky 71 who uncovered the nontrivial role of impurities which
are inevitably present along QHE edges. Impurities promote tunneling between the
contra-propagating edge channels and change the nature of the edge modes: all
charge excitations move in the same direction, called downstream; in addition, a
neutral excitation branch of the opposite, i.e., upstream, chirality emerges.
A similar picture is expected to apply in several other QHE states. Detecting up-
stream neutral modes proved to be a great challenge and only recently has progress
been reported in the field 72,73,74. We will see that the fluctuation relations from
Section 5 give a tool to test the presence of upstream neutral modes. Confusingly,
there were recent reports of upstream modes in the 1/3 and 2/5 states and even
at the integer filling factors 69,73,74. Thus, an independent test of chirality on the
edges is of great importance.
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4.2. Non-Abelian quantum Hall states
The question of chirality on QHE edges also touches upon the ongoing search for
non-Abelian anyons 33. Quasiparticles in fractional QHE states are known to be
anyons with a different exchange statistics from bosons and fermions 70. The sim-
plest Abelian anyons accumulate nontrivial phases when encircle each other. The
many-body quantum state of a system of Abelian anyons does not change after
one of them makes a circle around another adiabatically. Hypothetical non-Abelian
anyons 33,75 change their quantum state after one particle braids another. This
does not involve a change of the internal quantum numbers of any particle and
reflects the fact that the information about a quantum state of an anyonic system
is distributed over the whole system. This property makes non-Abelian anyons at-
tractive for topological quantum information processing, naturally protected from
errors 33,76. Indeed, local perturbations from the interaction with the environment
cannot change or erase quantum information that is stored globally.
The most promising candidate for non-Abelian anyons is the QHE state
77 at ν = 5/2. At the same time, there are many competing Abelian and
non-Abelian candidate states at that filling factor 75,78,79,80,81,82,83,84,85,86
and the existing body of experiments does not allow the determination
of the right state at this point, see Ref. 86 for a review. Interferometry
87,88,89,90,91,92,93,94,95,96,97,98,99,100,101,102,103,104,105,106 is the most direct
approach but its implementation has faced significant difficulties. This moti-
vated the search for non-interferometric ways to obtain information about the
5/2 state 86,107,108,109,110,111,112,113,114,115,116,117,118,119,120. Neither non-
interferometric method would provide a direct observation of anyonic statistics but
their combination may be sufficient to identify the correct state. In particular, some
of the proposed states are chiral while others are not. This makes a chirality test,
based on the fluctuation relations from Section 5, a useful tool in the search for
non-Abelian particles.
4.3. Chirality and causality
In chiral systems transport occurs in one direction only. This includes the transport
of information. Thus, the causality principle is enhanced. In addition to the require-
ment that future events do not affect the past, we also expect that the downstream
events do not affect upstream events even in the future. Such modified causality
principle allows one to generalize the Nyquist formula for nonlinear transport far
from equilibrium (Section 5). Indeed, the standard derivation of the fluctuation-
dissipation theorem (FDT) is based on the combination of the Gibbs distribution
and linear response theory. Causality is the key ingredient of the latter theory. The
enhanced causality principle allows a derivation of a generalized FDT even without
the use of the Gibbs distribution, that is, far from equilibrium.
Note that our definition of chirality assumes the absence of long-range forces 30.
Otherwise, such forces could mediate instantaneous information exchange between
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distant points so that the upstream events would affect the events downstream. In
particular, we assume the presence of screening gates in chiral systems of charged
particles.
5. Fluctuation relations in chiral systems
In this section we focus on chiral systems. We discover that fluctuation relations as-
sume a form 30,31, similar to the equilibrium FDT, but hold for nonlinear transport
away from equilibrium. We start with a heuristic derivation in Subsection 5.1. In
Subsection 5.2 we verify the nonequilibrium FDT in the toy model, Fig. 5. We then
give a general proof in Subsection 5.3. Numerous generalizations 31 and possible
applications are briefly addressed in Subsections 5.4 and 5.5.
One closely related fluctuation relation was derived in Refs. 122, 123, 124 in an
exactly solvable model. Interestingly, that model could be used to describe both a
chiral system in the context of QHE physics and a nonchiral quantum wire. Our
results show that the integrability of the Hamiltonian is not required for the exis-
tence of an infinite number of fluctuation relations in chiral systems. At the same
time, chirality is crucial. The applicability of the results of Refs. 122, 123, 124 in a
nonchiral system is a peculiar feature of the exactly solvable model.
5.1. Qualitative argument
In the next three subsections, we only consider the simplest example of the nonequi-
librium FDT30,31. The extended causality principle (Subsection 4.3) will be exten-
sively used in the derivation of these results. Many more generalized nonequilibrium
fluctuation relations, e.g, fluctuation relations in a multi-terminal setup and for heat
transport, can be derived31 but their discussion is postponed to section 5.4.
Let us study the nonequilibrium FDT in the three-terminal system shown in
Fig. 6. It is a Hall bar with one of the two chiral edges coupled to a third terminal.
The three terminals [the source (S), the drain (D) and the third contact (C)] are
D S
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VC
Fig. 6. From Ref. 30. Three-terminal setup of a chiral system. We consider a quantum Hall
bar with the lower edge, coupled to terminal C. Charge can tunnel between terminal C and the
lower edge. The solid lines represent chiral edge modes whose directions are shown by arrows and
determined by the external magnetic field. The arrow on the dotted line represents our convention
about the positive direction of the tunneling current IT.
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assumed to be ideal reservoirs that have zero impedance and infinitely large capac-
itance. The bulk of the Hall bar is gapped and the edges are chiral. The strength of
the coupling between the Hall bar and the third contact is unimportant. We assume
that the two chiral edges are fully absorbed by source S at the left end and drain
D at the right end, and they are far apart so that they do not interfere with each
other. Source S is biased at the voltage VS, contact C is at VC, and the drain is
grounded. Let the temperature of the system be T . Steady currents flow between
the terminals, in particular, charge tunnels into terminal C, leading to a tunneling
current IT. We will show that the following relation holds
SD = SC − 4T
∂IT
∂VS
+ 4GT, (34)
where SD =
∫
dt〈∆ID(t)∆ID(0)+∆ID(0)∆ID(t)〉 is the zero-frequency noise of the
drain current ID, SC =
∫
dt〈∆IT(t)∆IT(0) + ∆IT(0)∆IT(t)〉 is the zero-frequency
noise of the tunneling current IT, and G is the quantized Hall conductance in the
absence of contact C. The FDT (34) holds for arbitrary T , VS and VC as long as
they are far below the QHE gap. Note that the system is far from equilibrium when
T . VC, VS.
Below we give a heuristic derivation of the nonequilibrium FDT (34) following
Ref. 30. As shown in Fig. 6, the current ID = IL − IU, where IL is the current,
entering the drain along the lower edge, and IU is the current, emitted from the
drain along the upper edge. Since the system is in a steady state and no charge
is accumulated on the lower edge, the low-frequency part of IL can be written as
IL = IS − IT, where IS is the current, emitted from the source. Because the two
edges are uncorrelated, the low-frequency noises obey the relation
SD = SC − 2SST + SS + SU, (35)
where SST =
∫
dt〈∆IT(t)∆IS(0) + ∆IS(0)∆IT(t)〉 is the cross noise of IS and IT,
and SS and SU are the noises of IS and IU respectively. To derive (34) from (35),
let us first find SS and SU. To do this, it is enough to consider a simplified case,
where contact C is absent. In that case, we have an obvious result: both SS and SU
are equal to one half of the standard Nyquist noise, that is
SS = SU = 2GT. (36)
Crucially, in the presence of contact C, Eq.(36) still holds. We notice that adding
contact C does not affect the noise of IS because of the extended causality principle
in chiral systems. Also, it does not affect the noise of IU because of the assumption
that the two edges are uncorrelated. Hence, the noises SS and SU are given by Eq.
(36) even in the presence of terminal C.
We are left with the calculation of the cross noise SST. Let us analyze the
dependence of the tunneling current IT(t) on the emitted current IS. The tunneling
current IT depends on the average emitted current I¯S and its fluctuations Iω, where
ω denotes the fluctuation frequency. According to the extended causality principle,
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the average emitted current I¯S depends only on VS and is not affected by terminal
C. In other words, I¯S = GVS. We now assume that the central part of the lower
edge has a relaxation time τ , so that the instantaneous value of IT(t) depends
only on the emitted current within the time interval τ . It is convenient to separate
the fluctuations of IS into the fast part I
> which contains the fluctuations of the
frequencies above 1/τ , and the slow part I< which contains the fluctuations of the
frequencies below 1/τ . Within the time interval τ , I< does not exhibit a time-
dependence. Hence I< enters the expression for the tunneling current IT(t) in the
combination I¯S + I
< only, IT = 〈I(I¯S + I<, I>)〉, where the brackets denote the
average with respect to the fluctuations of IS. According to the Nyquist formula for
the emitted current, its harmonics with different frequencies have zero correlations
〈IωI−ω′〉 ∼ δ(ω − ω′). For the sake of the heuristic argument, we will assume a
Gaussian distribution of IS, hence, independence of the high- and low-frequency
fluctuations. With this assumption, we average over the fast fluctuations and write
IT = 〈J(I¯S + I<)〉, where J is obtained by averaging over I>. I< corresponds to
a narrow frequency window and can be neglected in comparison with I¯S, i.e., the
average tunneling current IT = J(I¯S). For the calculation of the cross noise, we
expand J(I¯S + I
<) to the first order in I< and obtain
SST = 〈IT,ωI−ω + IT,−ωIω〉 =
δJ(I¯S)
δI¯S
〈IωI−ω + I−ωIω〉 = 2T
∂IT
∂VS
, (37)
where we have used the result SS = 〈IωI−ω + I−ωIω〉 = 2GT , and δI¯S = GδVS.
Combining the results (35)-(37), the nonequilibrium FDT (34) is easily obtained.
We have seen that chirality plays an important role in the derivation of Eqs.
(36) and (37). In this heuristic derivation, an unnecessary assumption of Gaussian
fluctuations of IS has been made. In Subsection 5.3, the nonequilibrium FDT will
be derived from the fluctuation theorem (11) without that assumption.
5.2. Toy model
Before moving to a general proof of the nonequilibrium FDT (34), let us verify it
in a toy model of an ideal gas (Fig. 5). Our discussion will follow the appendix to
Ref. 30.
Consider a large reservoir of an ideal gas of noninteracting molecules at the
temperature T and chemical potential µ. Molecules can leave the reservoir through
a narrow tube with smooth walls. By smooth, we mean such walls that the collisions
of the molecules with the walls are elastic and do not change the velocity projection
along the tube axis. Thus, molecules can only leave the reservoir but never come
back. The system is chiral. Imagine now that molecules can escape through a side
hole in the wall of the tube (Fig. 5). We can derive a relation, similar to Eq. (34):
SD = SC − 4T
∂IT
∂µ
+ SS, (38)
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where IT is the particle current through the side hole in the tube wall and SC is its
noise, Fig. 5, SD is the noise of the current ID at the open end of the tube, and
SS is the noise of the particle current IS at the opposite end, attached to the box.
The noise SS can be determined from the measurement of SD in the absence of the
side hole in the tube wall. Note that the above relation is almost the same as the
nonequilibrium FDT (34) in the QHE setup, Fig. 6.
The proof of the above expression is rather simple and builds on Ref. 125. It is
most convenient to work with a Fermi gas with a high negative chemical potential.
Other cases, such as a Bose gas, can be considered in a similar way but will not be
addressed below. Let f = 1/{exp[(E − µ)/T ] + 1} be the Fermi distribution in the
box and TE the transmission coefficient through the side hole in the tube wall for a
particle of the energy E. According to Ref. 125, for the particles within the energy
window (E,E + dE), the current through the side hole is TEfdE and the noises
SS = 2f(1−f)dE, SC = 2TEf(1−TEf)dE, and SD = 2(1−TE)f [1−(1−TE)f ]dE.
One needs to integrate over the energy to obtain the overall current and noises. It
is then easy to obtain the expression (38).
5.3. General derivation
In this subsection, we give a derivation of the nonequilibrium FDT (34) based on the
fluctuation theorem (11). In the heuristic argument, Subsection 5.1, an unnecessary
assumption was only made in the derivation of the expression for the cross noise
(37). Thus, below we focus on proving the relation (37).
Fig. 6 is a three-terminal case of the most general setup Fig. 1, so the fluctuation
theorem (11) applies. Let us follow the protocol in Section 2 and assume that after
the time period τ , the changes of the particle numbers in the three terminals are
∆NS, ∆NC, and ∆ND = −∆NS−∆NC, respectively, and the distribution function
is P (∆NS,∆NC;B). Note that only two out of the three ∆N ’s are independent due
to the charge conservation. Then the fluctuation theorem (11) becomes
P (∆NS,∆NC; +B)
P (−∆NS,−∆NC;−B)
= e−βe(VS∆NS+VC∆NC) (39)
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Fig. 7. The time-reversed setup. The only differences from Fig. 6 are the reversed directions of
the magnetic field and the chiral edge modes.
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where β = 1/T , e is the electron charge, and P (∆NS,∆NC;−B) is the distribution
function for the backward process (see Section 2) in the time-reversed version of
Fig. 6 as illustrated in Fig. 7. Note that we could write the drain voltage VD
explicitly in the fluctuation theorem instead of setting VD = 0. That, however,
would only burden our notation without providing any advantage. Fig. 7 shows
the time-reversed setup which has the opposite chirality, compared to Fig. 6. It
is worth emphasizing that the observables IT, SST, etc., that we are interested in
are defined in the setup from Fig. 6. The role of the time-reversed setup is only to
help us prove the nonequilibrium FDT (34). In terms of the distribution function
P (∆NS,∆NC;B), the observables of interest can be written as
IT =
e
τ
〈∆NC〉, (40)
IR = IU − IS =
e
τ
〈∆NS〉, (41)
SST = −SRT = −2
e2
τ
(〈∆NS∆NC〉 − 〈∆NS〉〈∆NC〉), (42)
where
〈x〉 =
∑
∆NS,∆NC
xP (∆NS,∆NC;B). (43)
We have defined the current IR as the overall current flowing into source S. The
cross noise SRT of IR and IT equals −SST since IU is uncorrelated with IT.
It is convenient to define the cumulant generating functions
Q(x, y;±B) = lim
τ→∞
1
τ
ln


∑
∆NS,∆NC
e−xe∆NS−ye∆NCP (∆NS,∆NC;±B)

 . (44)
With these generating functions, the quantities of interest can be expressed as
IR = −
∂Q(x, y; +B)
∂x
∣∣∣∣
x=y=0
, (45)
IT = −
∂Q(x, y; +B)
∂y
∣∣∣∣
x=y=0
, (46)
SST = −2
∂2Q(x, y; +B)
∂x∂y
∣∣∣∣
x=y=0
. (47)
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Inserting the fluctuation theorem (39) into the definition (44), we find that the
generating functions Q(x, y;±B) have a very nice property:
Q(x, y; +B) = Q(−βVS − x,−βVC − y;−B). (48)
Note that this is an equation, relating two generating functions, Q(x, y; +B) and
Q(x, y;−B). Also, because the distribution functions P (∆NS,∆NC;±B) are nor-
malized, we have Q(x = 0, y = 0;±B) = 0. Since the distribution functions depend
on the biases VS and VC, the generating functions are also functions of VS and VC
Q = Q(x, y, VS, VC;±B). (49)
We now prove the relation (37) and hence also the nonequilibrium FDT (34) from
the property (48) and enhanced causality. We first apply the differential operator
Dˆ =
(
d
dx
− T
d
dVS
)(
d
dy
− T
d
dVC
)
(50)
on both sides of Eq. (48). A straightforward calculation using the expressions (45)-
(47) yields
1
2
SST =T
∂IT
∂VS
+ T
∂IR
∂VC
+ T 2
∂2Q(x, y, VS, VC; +B)
∂VS∂VC
∣∣∣∣
x=y=0
− T 2
∂2Q(x, y, VS, VC;−B)
∂VS∂VC
∣∣∣∣
x=−βVS,y=−βVC
. (51)
This equation does not look the same as Eq. (37), which is simply SST = 2T
∂IT
∂VS
.
However, we will show that only the first term on the right-hand-side of Eq. (51) is
nonzero.
The third term on the right-hand-side of Eq. (51) is zero simply because Q(x =
0, y = 0, VS, VC;B) = 0.
Now the chirality-enhanced causality principle enters the game as a key tool
to prove that the second and fourth terms vanish. First, it is easy to see that the
second term is zero, because: (1) IR = IU − IS; (2) IS does not depend on VC
due to extended causality and (3) the upper and lower edges are assumed to be
uncorrelated, so IU does not depend on VC.
To prove that the last term is zero, we need a more sophisticated argument from
extended causality. Note that the last term comes from the time-reversed setup,
Fig. 7. Since the upper and lower edges in Fig. 7 are uncorrelated, we can write the
distribution function P (∆NS,∆NC;−B) as
P (∆NS,∆NC;−B) =
∑
∆N ′
S
P1(∆N
′
S;−B)P2(∆NS −∆N
′
S,∆NC;−B), (52)
where P1(∆N
′
S;−B) is the probability that −∆N
′
S particles leave source S through
the upper edge during the time interval τ , and P2(∆NS − ∆N
′
S,∆NC;−B)
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is the probability that ∆NS − ∆N ′S particles enter S through the lower edge
while ∆NC particles enter contact C. This property of the distribution function
P (∆NS,∆NC;−B) allows one to decompose the generating function Q(x, y;−B)
as
Q(x, y;−B) = Q1(x, y;−B) +Q2(x, y;−B), (53)
Q1(x, y;−B) = lim
τ→∞
1
τ
ln


∑
∆N ′
S
e−xe∆N
′
SP1(∆N
′
S;−B)

 ,
Q2(x, y;−B) = lim
τ→∞
1
τ
ln


∑
∆N ′′
S
,∆NC
e−xe∆N
′′
S
−ye∆NCP2(∆N
′′
S ,∆NC;−B)

 .
With the above decomposition (53), we look at the dependences of Q1 and Q2 on
the voltages VS and VC. Since the upper edge is chiral, the distribution P1 depends
on VS but not on VC. Similarly, since the lower edge is chiral, the distribution P2
does not depend on VS while it does depend on VC. Therefore, Q1 depends on VS
but not on VC, while Q2 depends on VC but not on VS. Hence,
∂2Q(x, y, VS, VC;−B)
∂VS∂VC
=
∂2Q1
∂VS∂VC
+
∂2Q2
∂VS∂VC
= 0. (54)
Thus, the last term on the right-hand-side of Eq. (51) is zero.
To sum up, we have proved that three of the terms on the right-hand-side of
Eq. (51) are zero, leaving the equation to be simply
SST = 2T
∂IT
∂VS
, (55)
which is exactly the relation (37). Therefore, the nonequilibrium FDT (34) is indeed
true for chiral systems.
5.4. Generalizations
Above, we studied the simplest example of the nonequilibrium FDT for charge
transport. Let us mention some generalizations.
One of the generalizations is to study chiral heat transport in the three-terminal
setup in Fig. 6. In this case, the three terminals are at different temperatures, TS in
S, TC in C, and TD in D. We can assume that they have the same chemical potential.
According to Ref.31, the cross noise ShST of the heat currents I
h
S and I
h
T satisfies
ShST = 2T
2
S
∂IhT
∂TS
, (56)
where IhT is the heat current flowing into contact C and I
h
S is the heat current
flowing out of source S. This expression, valid for nonequilibrium states, resembles
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Fig. 8. From Ref. 30. A possible experimental setup. Charge carriers, emitted from the source,
can either tunnel through constriction Q and continue toward the drain or are absorbed by Ohmic
contact C.
the standard equilibrium FDT which has the form Sh = 4T 2Gh with Sh being the
noise of the heat current in equilibrium, Gh being the thermal conductance and T
the temperature.
Nonequilibrium fluctuation relations of higher-order cumulants can also be ob-
tained in chiral systems. For example, the following relation holds31 for the three-
terminal setup in Fig. 6
CTTS = T
∂STT
∂VS
, (57)
where STT is the noise of the current IT, and CTTS is the third cumulant defined
as
CTTS = −
2e3
τ
〈(∆NC − 〈∆NC〉) · (∆NC − 〈∆NC〉) · (∆NS − 〈∆NS〉)〉. (58)
It is also possible to generalize nonequilibrium fluctuation relations to multi-
terminal systems and to higher-order cumulants for heat transport. The reader may
consult Ref. 31 for details.
5.5. Applications
Our main result, Eq. (34), as well as its generalization from the previous subsection
apply to chiral systems only. Thus, the nonequilibrium FDT can be used to test edge
chirality. If the FDT is satisfied both in and beyond equilibrium this is compatible
with chirality. If it is broken then the edge is not chiral.
A possible experimental setup is shown in Fig. 8. One of the mechanisms how
our FDT gets broken in nonchiral systems is illustrated in Fig. 9. The downstream
charged mode dissipates energy in the hot spot 121, where it enters the drain. The
upstream neutral mode carries the dissipated energy back to the tunneling contact
and the point, where the charged mode exits the drain, and heats them. This affects
both the tunneling current and the noise and breaks the theorem (34).
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Fig. 9. From Ref. 30. A nonchiral system. The solid line along the lower edge illustrates the
downstream mode, propagating from the source to the drain. The dashed line shows a counter-
propagating upstream mode
Recently there has been much interest in neutral modes on QHE edges. They
were first reported 72 in the particle-hole conjugated QHE states, where the theory
predicts upstream neutral modes. Latter, upstream neutral modes were also re-
ported in some states where they had not been expected 69,73,74. In such situation
a new experimental test, based on the FDT (34), will be helpful.
Our results can also be used to narrow the range of the candidate QHE states at
the filling factor 5/2. Some candidates (e.g., the Pfaffian state 75 or the 331 state 81)
have chiral edges. Others, most notably the anti-Pfaffian state 78,79, are not chiral.
Some evidence of an upstream neutral mode on the 5/2 edge has been reported
recently 72. Obviously, verification with a different method is highly desirable. Our
FDT (34) provides such a method.
6. Conclusion
In this review we considered fluctuation relations in the absence of the time-reversal
symmetry. The Saito-Utsumi relations29 apply to any conductor in a magnetic field
and connect nonlinear transport coefficients in the opposite magnetic fields close to
equilibrium. The fluctuation theorem for chiral systems 30,31 applies even far from
equilibrium and connects currents and noises at the same direction of the magnetic
field. This relation can be used to test the chirality of QHE edges. This is relevant
in the ongoing search for neutral modes on QHE edges and in the search for non-
Abelian anyons.
Many questions remain open. New experimental tests of the fluctuation rela-
tions 29 beyond Refs. 39, 40 would be important. The conflict between the existing
experimental data and Eq. (25) has not been understood yet. On the theory side,
fluctuation relations for electric currents can be generalized for any other conserving
quantity. In particular, Ref. 31 addresses fluctuation relations for heat currents in
chiral systems. Fluctuation relations for spin currents is another interesting ques-
tion. In that context time-reversal symmetry may be broken by an external magnetic
field or by the spontaneous magnetization of the leads. Some work, based on weaker
fluctuation relations 41, has been published in Refs. 126, 127. Ref. 128 attempted
to apply stronger fluctuation relations to spintronics but overlooked the correct
26
transformation law for spin currents under time reversal.
External magnetic fields and spontaneous magnetization are not the only ways
how the time-reversal symmetry gets broken. It is interesting to extend the results,
discussed in this review, to systems with time-dependent Hamiltonians which are
not invariant with respect to time reversal. Research in that direction includes Ref.
129. Ref. 130 considers a system with a time-dependent magnetic field. The ideas
from Refs. 131, 132 may be useful for the class of problems considered in this review.
Most research in the field has focused on quantum systems but there is nothing
inherently quantum about time-reversal symmetry breaking. A discussion of fluc-
tuation relations in classical systems with time-reversal symmetry breaking can be
found in Refs. 133, 134. An intriguing question involves possible applications of the
results to biological systems with unidirectional transport.
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