Purpose: To quantitatively evaluate and compare six proposed system architectures for cardiac CT scanning. Methods: Starting from the clinical requirements for cardiac CT, we defined six dedicated cardiac CT architectures. We selected these architectures based on a previous screening study and defined them in sufficient detail to comprehensively analyze their cost and performance. We developed rigorous comparative evaluation methods for the most important aspects of performance and cost, and we applied these evaluation criteria to the defined cardiac CT architectures. Results: We found that CT system architectures based on the third-generation geometry provide nearly linear performance improvement versus the increased cost of additional beam lines (i.e., source-detector pairs), although similar performance improvement could be achieved with advanced motion-correction algorithms. The third-generation architectures outperform even the most promising of the proposed architectures that deviate substantially from the traditional CT system architectures. Conclusion: This work confirms the validity of the current trend in commercial CT scanner design. However, we anticipate that over time, CT hardware and software technologies will evolve, the relative importance of the performance criteria will change, the relative costs of components will vary, some of the remaining challenges will be addressed, and perhaps new candidate architectures will be identified; therefore, the conclusion of a comparative analysis like this may change. The evaluation methods that we used can provide a framework for other researchers to analyze their own proposed CT architectures.
INTRODUCTION 1.A. Background and prior work
In previous work, 1 we reviewed the need for increased availability of computed tomography (CT) scanners capable of coronary CT angiography (CCTA). We hypothesized that given the clinical need, a scanner that was designed specifically to meet the requirements of CCTA could potentially better meet those requirements in a cost-efficient manner than a general-purpose scanner. We identified the key clinical requirements for CCTA (Table I 1 ), based on which we defined specific evaluation metrics related to cost and performance. We identified thirty candidate architectures, scored them versus the defined metrics, and combined scores for all metrics into a single overall score for each architecture. Ultimately, we identified six architectures that showed sufficient promise to merit further in-depth analysis and comparison. This paper presents a comprehensive comparative analysis of the six selected cardiac CT architectures.
1.B. Organization of this report
Given the clinical requirements described in Table I and the six most promising architectures identified in our prior work, our procedure was to (a) define evaluation methods by which candidate architectures can be quantitatively compared, (b) define the candidate CT architectures in sufficient detail to be able to apply the metrics, (c) apply the evaluation methods to the candidate architectures, and (d) identify the best system configurations for a dedicated cardiac CT scanner.
We derived evaluation metrics and system design details from the clinical requirements. In doing so, we fixed the transaxial field of view (FOV) and longitudinal coverage (Z coverage) as shown in Table I . We did not evaluate each system's spatial resolution directly; however, we chose consistent system geometry, source focal spot (FS) size, and detector pixel size that could approximately provide the required spatial resolution. These realistic design parameters enabled a meaningful comparison between the candidate architectures with regard to their ability to meet the temporal resolution, image quality, and radiation dose requirements, as well as in terms of development and production cost.
The remainder of our report is organized as follows:
Section 2: We define the evaluation metrics and our rationale in choosing them. Section 3: We describe each architecture and how we arrived at the final designs to be evaluated. Section 4: We provide the results of evaluating each architecture with respect to each metric. Section 5: We discuss the overall comparative analysis for all architectures.
METHODS -EVALUATION METRICS
We identified seven criteria that are critical to choosing between candidate architectures, and we defined specific evaluation metrics for scoring each criterion. All evaluation metrics were designed to be relative metrics on a positive scale, so that they could be weighted and summed for comparison purposes.
Three criteria relate to cost: System complexity and calibration complexity both relate to development cost; system cost relates to production cost. Four of the criteria compare the performance capability of the candidate architectures with respect to data completeness for image reconstruction, power capability, temporal resolution, and dose efficiency. The other performance criteria in Table I were met by all systems, by design.
After scoring each candidate architecture for a given criterion, we applied the scores using a "Prioritization Matrix." This is a Six Sigma tool designed to help in ranking alternatives. 2 Finally, we summed the weighted cost and performance criteria scores respectively for each system, to produce final scores.
A summary of the evaluation criteria is provided in Table II . The following sections describe each evaluation metric and the scoring system in more detail.
2.A. System cost
This criterion is intended to reflect the relative production cost of the candidate architectures. To determine production cost for each candidate, we developed a detailed cost model, as summarized in Table III . For most subsystems, we estimated costs based on actual current production costs. The absolute cost numbers are not provided as they are vendor specific and proprietary. The detector cost is typically 40-80% of the total system cost of a third-generation CT scanner, and the X-ray tube is typically 10-15% of the system cost. For nonstandard X-ray source technologies, estimated source costs were provided by experts with experience in 
Integrated effective power
Total capability to deliver X-ray energy to the subject within a given scan time. It determines the lower limit of noise in raw data.
Temporal resolution
Capability to provide required temporal resolution through high-speed data acquisition, not including the effect of motion-correction algorithms.
Dose efficiency
Ability to deliver dose uniformly throughout the volume of interest and measure the transmitted X rays with minimal loss of information.
prototyping relevant X-ray sources. We then normalized the estimated system costs to the estimated cost of manufacturing a single-source CT system.
2.B. System complexity
This criterion is intended to reflect the effort required to develop technology and manufacturing processes (expected research and development cost) in order to begin production of each candidate architecture. This depends on the maturity of the proposed technologies and represents the cost of developing robust designs and manufacturing processes for new technologies, for example, multi-beam-line systems and new X-ray source technologies.
Scores were assigned after discussion and consensus by experts in development, design, and manufacturing of the required technologies. (Experts included the authors and those listed in the Acknowledgement section, who have nearly two centuries of combined experience in imaging system design and characterization. Specifically, we included input from multiple clinicians and experts in CT system hardware, analytic reconstruction, iterative reconstruction, CT physics and correction, X-ray tube design, and CT detector development.) We assigned the lowest complexity score to the simplest system, and increased the score for other candidates according to the challenges associated with each.
2.C. Calibration complexity
For this criterion, we estimated the effort required to develop new calibration/correction procedures that are extensions of those commonly implemented on contemporary CT scanners. Challenging calibration scenarios also increase the risk of residual artifacts. Calibration categories are described in the following paragraphs. For each category, an expert panel considered the challenges associated with each candidate architecture, and by consensus, assigned a rating of "Low effort," "Medium effort," or "High effort," based on the relative effort level required. We defined a "complexity" score by assigning "Low effort" a score of 1, "Medium effort" a score of 3, and "High effort" a score of 9. (The 1-3-9 weighting scale is commonly used in prioritization tasks.) Also by consensus, each of four subcategories for calibration complexity (geometric, gain, spectral, and scatter) was assigned a weight based on the estimated relative criticality of each calibration subcategory. The complexity scores for each subcategory were then multiplied by the weights, and weighted scores were summed for each candidate architecture.
2.C.1. Geometry calibration complexity
We estimated the effort required to develop accurate geometric calibration of each architecture (i.e., FS locations and detector pixel locations for all views).
2.C.2. Gain calibration complexity
We estimated the effort required to evaluate and correct for variations in signal due to geometric and physical factors; these variations are typically captured in an air calibration.
2.C.3. Spectral calibration complexity
We estimated the effort required to perform complete spectral characterization, including angle-dependent variations in source spectra as well as pixel-dependent detector spectral sensitivities.
2.C.4. Scatter calibration complexity
We performed a quantitative scatter analysis to estimate the effort required to develop scatter calibration methods for each candidate architecture.
2.D. Completeness
For this criterion, we evaluated the fundamental challenges associated with the image reconstruction for each of the proposed CT architectures, assuming "ideal" data, not including errors introduced by X-ray physics effects and cardiac motion. With this criterion, we differentiated the architectures in terms of their susceptibility to cone-beam artifacts. All architectures have the same interior reconstruction challenge as all are collimated to a 300-mm cardiac FOV, so we do not include this aspect as a basis for comparison. Moreover there is now evidence that interior reconstruction is feasible (under certain conditions).
3-10 Figure 1 shows a diagram of the measured frequency directions on a unit Radon sphere. Figure 1(a) shows a tilted circle corresponding to the measured data for a single view at 0°. Figure 1(b)-1(d) shows the accumulated frequency information for increasing view intervals up to 45°, 90°and 210°, respectively. The zoomed unit sphere in Fig. 1(e) shows that, after acquiring a 210°view interval, there is still a significant unmeasured portion (unshaded) of Radon space. The larger the cone angle of a given voxel, the larger is this region of missing data. The impact on image quality due to reduced data completeness is strongly exacerbated for voxels that are near the edge of the FOV in images that are near the ends of the Z coverage. These voxels are not always illuminated by the Xray beam -a phenomenon called longitudinal truncation. Consequently, it is difficult to accurately reconstruct a cylindrical volume with 160-mm Z coverage from architectures that use a single, circular source trajectory.
The level of cone-beam artifacts associated with an architecture is evaluated by computing the amount of data missing in Radon space. 11 Our completeness score is defined as the percentage of the Radon space that is actually measured, for the worst-case voxel location in the imaged volume.
2.E. Integrated effective power
A certain number of X-ray photons are required to reconstruct a volume with sufficiently low image noise. While the noise level depends on many factors, including patient attenuation and the reconstruction algorithm, we are interested in comparing the system architectures' relative capability to deliver a high number of photons to the voxels of interest within the desired scan time. Our study considers X-ray sources that contain various numbers of FSs; these FSs deliver X-ray photons to the subject at varying duty cycles. Focal spot number variations include single-, dual, and triple-source systems with a single continuously energized FS in each source, a dual-source system with two alternately energized FSs in each source, a triple-source system with each source containing 31 serially-energized FSs, and a ring-source system with 4,000 serially-energized FSs. We defined a figure of merit to account for these variables and calculate each architecture's ability to deliver X-ray energy to the subject: These are defined as: P FS represents the power that each FS can produce. P FS strongly depends on the type of FS, on the FS size, and -to a lesser extent, due to thermal limits -on the total scan time.
D V is the fraction of the time that each voxel in the final image is irradiated by each FS. If the D V varies over the image volume, the smallest D V is used. D V is determined by the FS type and geometry, the scan geometry, and the scan protocol.
T E is defined as the time that X rays are integrated to contribute to image noise reduction. Sometimes, T E is smaller than the total scan time. For example, in a half-scan, we assume that only 180°worth of data effectively contributes to reducing the image noise in a given voxel, even though the total scan lasted 212°; the remaining portion of the half-scan is partly redundant and will have lower impact on noise reduction.
2.F. Temporal resolution
Due to the high velocity of coronary artery motion, temporal resolution is one of the most important requirements of a dedicated cardiac CT system. The main purpose of such an imaging system is to generate diagnostic-quality images of the heart for proper assessment of cardiac disease. Therefore, one must acquire projection data in such a manner so as to "freeze" the motion of the heart. We have specified the temporal resolution requirement for a dedicated cardiac imaging system to be 50 ms. This requirement can be achieved in a variety of ways: by physically rotating the CT gantry faster, using multiple beam lines to reduce requirements for gantry rotation speed at the cost of system complexity, or utilizing motion-correction algorithms to improve temporal resolution. Each method has its benefits and limitations, as is evident in our evaluation.
For all architectures, the temporal resolution will vary across the FOV. For a half-scan operating mode, projection data are acquired over a minimum rotation that is dependent on the number of beam lines and the angular offset between beam lines. This minimum rotation provides complete data for reconstruction for only part of the FOV, including at the isocenter. For complete data throughout the FOV, additional projections are required over an additional angular rotation equal to the fan angle. To reduce the complexity of the temporal resolution evaluation, we considered the temporal resolution of each system based on the temporal resolution at isocenter. This is a good figure of merit for each systemone that allows an objective comparison of each imaging topology. This metric depends on system differences such as the azimuthal separation between X-ray source/detector pairs in multi-beam-line system configurations.
New motion-correction algorithms 12, 13 have been demonstrated to substantially improve upon the "native" temporal resolution associated with the "minimum" rotation time. An effective algorithmic solution is preferred as it does not come with the cost associated with brute-force hardware solutions. To remain vendor neutral, we assume that any current or future algorithms can be applied to all architectures. The weight given to the temporal resolution criterion depends largely on whether motion correction can efficiently eliminate the need for fast hardware. As this equivalence has not yet been proven, we keep a high weight for the temporal resolution criterion and still give a temporal resolution advantage to systems with multiple beam lines.
2.G. Dose efficiency
Accurately estimating the absolute dose levels of a CT scanner is challenging, in particular for the nontraditional architectures investigated in this paper. We developed a method to compare the dose efficiency on a relative basis.
We identified the major architecture-dependent factors that impact dose efficiency. We quantified each effect, and determined a dose efficiency score for each architecture by multiplying the dose inefficiencies from each effect. The major factors that impact dose efficiency, and our methods for quantifying their impacts, are described in the next paragraphs.
2.G.1. Scatter
Scatter is a critical concern in wide-cone CT architectures. Therefore, we first sought to quantify the reduction in dose efficiency due to scatter.
It is well known that scatter increases image noise and degrades the contrast-to-noise ratio (CNR); to retain the CNR that would result from a scatter-free image, radiation dose must be increased, resulting in a dose penalty from scatter. CNR is degraded by a factor of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ SPR p , 14 where SPR is the scatter-to-primary ratio. This corresponds to a dose penalty factor of 1 + SPR, which cannot be recovered by scatter correction.
For the cardiac CT architectures we evaluated, two sources of scattering events must be considered: forward scatter and cross-scatter for multiple sources irradiating a volume simultaneously (Fig. 2) .
The candidate architectures, to be discussed in more detail later, are summarized in Table V . We first estimated the forward SPR that would be detected in the three classes of system configurations included in our study. The three classes of system configurations included one that can incorporate a 2D antiscatter grid (SSCT, DSCT, TSCT, and OSDRDCT), one that can only use a 1D antiscatter grid (DTZCT), and one that cannot employ any antiscatter grid (TIGCT). We based our scatter estimates on values found in the literature. 15, 16 For cross-scatter, two assumptions are used to estimate the magnitude of the cross-scatter for different architectures: (a) According to the studies in the literature, 17,18 the cross-scatter on a dual-source system is roughly at the same level as the forward scatter; and (b) for the dual-source and the triple-source systems, the angular probabilities of Compton scattering are roughly equal for photon energies used in the medical CT applications. 19 Based on the two assumptions above, it is reasonable to predict that on a triple-source CT system, the cross-scattering would be twice the forward scatter.
Therefore, to estimate the total scatter, we can simply multiply the effect of forward scatter by the number of beam lines.
2.G.2. Detection efficiency (impact of antiscatter grid)
The antiscatter grid affects dose efficiency by absorbing primary X rays, and thereby reducing the detection efficiency. This effect is proportional to the size of the active detection area divided by the nominal detector pixel size. We estimated the detection efficiency using the detector pixel fill factor with antiscatter grid (where used). The detection efficiency was calculated as
where W is the detector pixel pitch in the lateral direction, L is the detector pixel pitch in the longitudinal direction, W P is the active detector pixel width, L P is the active detector pixel length, and T S is the antiscatter grid's septa thickness. The active detector pixel dimensions are slightly smaller than the detector pixel pitch due to the thickness of the reflector material, typically used to improve light collection efficiency and reduce crosstalk in scintillator-based detectors.
2.G.3. Redundant rays
This analysis characterizes the utilization efficiency of the projection ray redundancy. For instance, a short scan is less efficient than a full scan by a factor of 180 180þfanÀangle as some projection lines are measured with higher redundancy than others. Scores for this criterion were determined as the ratio of the theoretically required view range (e.g., 180°) and the practically acquired view range (e.g., 180°+ fan angle).
2.G.4. Virtual bowtie capability
A system architecture has the capability of effecting a "virtual bowtie" if it can modulate the X-ray flux transaxially during acquisition by adjusting X-ray FS current. TIGCT is the only architecture that has the "virtual bowtie" capability; therefore, every architecture should receive a score of 1, except TIGCT which should receive a score based on the estimated benefit of the virtual bowtie.
2.G.5. Geometric irradiation efficiency (GiRE)
The GiRE (Fig. 3) represents how effectively the scanner geometry distributes the radiation across the volume of interest (VOI), considering that some radiation may go outside the VOI and that the radiation distribution may be nonuniform. GiRE is defined as the product of the useful irradiation factor and the irradiation uniformity factor. We compute the irradiation (x) of each voxel based on how many measured projection lines go through that voxel. This is computed by performing a backprojection of a unity sinogram with the specific scanner geometry and scan protocol.
The useful irradiation factor is defined as the ratio of the irradiation integrated over the VOI and the total irradiation: useful irradiation factor ¼ P VOI x P TOTAL x and ranges from 0 (all radiation wasted) to 1 (all radiation useful and applied to the VOI). The irradiation uniformity factor represents how much the radiation in the VOI deviates from its mean:
and also ranges from 0 (most nonuniform radiation) to 1 (perfectly uniform).
2.H. Spatial resolution
Each system has identical spatial resolution properties because we chose a consistent system geometry, source FS size, and detector pixel size that could provide the required spatial resolution. Therefore, spatial resolution is not a comparative criterion, but the requirement is met by design. These design choices impact other factors, system cost in particular.
2.I. Prioritization matrix
We applied the scores for each criterion to a "Prioritization Matrix," a Six Sigma tool that is used to compare and rank different alternatives. 2 Our prioritization matrix was implemented as shown in Table IV . This method has the effect of systematically applying a nonlinear amplification to the relationship between the scores, thereby accentuating the difference between the highest-scoring candidates. Each candidate's score for a given criterion was entered into a prioritization matrix for that criterion.
2.J. Criteria weighting and final scores
Before combining the individual criterion scores from the prioritization matrix into a final score for each architecture, the results were normalized, setting single-source CT's (SSCT's) score to 100 (baseline). The normalized scores were then scaled by a weight for each criterion. Weights were intended to reflect the relative importance of each criterion, and were assigned after discussion and consensus by experts. The weights chosen for each criterion were applied to a prioritization matrix. The weighted results were summed and normalized to SSCT's score to produce final scores for each candidate architecture.
METHODS -CT SYSTEM ARCHITECTURES
One current trend in CT system design for cardiac imaging is to increase the temporal resolution. This improvement has been achieved mainly in three different ways: by rotating the gantry faster, by including two beam lines (i.e., two tubes and two detectors), and by applying algorithmic motion compensation. Another trend is to increase the volumetric coverage; while early cardiac CT scanners offered 4-cm or less longitudinal coverage (Z coverage), several commercial CT scanners now offer 16-cm Z coverage.
Our goal is to identify an ultimate configuration for a cardiac CT scanner -one that will meet performance-related criteria while not being prohibitive with respect to costrelated criteria.
The architectures for this evaluation study were selected based on a previous screening study 1 and are summarized in Table V . They include system architectures that employ one, two, and three beam lines (source-detector pairs) to address the temporal resolution challenge. Other variations include multiple FSs in the lateral and longitudinal directions, and a stationary source ring. One difference relative to the architectures selected in the previous study is the number of beam lines for twin-Z and inverse-geometry CT architectures; here, we chose two and three beam lines, respectively, to accommodate their power limitations (as detailed in Sections 3.D and 3.E).
For all system designs, we held many major parameters constant for a fair comparison, as summarized in Table VI  (an expansion of Table 2 in previous work 1 ) . As this study focused on CT scanners that would be used exclusively for cardiac imaging, we assumed use of "interior reconstruction" and collimated the beam down to a "cardiac" transaxial field of view. Note that our previous, preliminary study also included some mixed-FOV (both 300-mm and 500-mm FOV) architectures because of their broader applicability for noncardiac applications.
Given the promise of emerging "interior tomography" CT reconstruction algorithms, the radiation dose associated with cardiac scans can potentially be reduced by introducing transaxial source collimation, resulting in "truncated" projections. The lateral truncation of the X-ray beam reduces the radiation dose to the patient periphery -largely the skin, which is a radiation-sensitive organ. To include the beating heart of most patients, a minimum FOV of approximately 200 mm is required. However, due to considerations such as patient positioning, the asymmetrical position of the heart within the thorax, and the variation in heart size and position across the patient population and exam conditions, our clinical collaborators suggested that a practical cardiac FOV should be substantially larger than 200 mm and as large as 300 mm. For all system architectures included in this study, we have assumed that interior reconstruction can be successfully developed and applied.
To scan the entire heart in one rotation, we chose the longitudinal coverage ("Z coverage") to be 160 mm. Gantry rotation time was chosen to be 200 ms, and the source FS size and detector pixel pitch were chosen to be 0.5 mm at isocenter. Details related to the detector and antiscatter grid designs, as well as X-ray source FS size and power capability, were determined by consulting with detector and X-ray source experts, and reflect state-of-the-art capabilities.
3.A. Single-source CT (SSCT)
The SSCT system architecture (Fig. 4) is the "baseline" for our evaluation. Unlike existing commercial CT scanners, the FOV we chose for SSCT (and for all other architectures) is only 300 mm for this cardiac-specific design. As the detector pixel pitch is specified as 0.5 mm 9 0.5 mm at isocenter, corresponding to 0.88 mm 9 0.88 mm physically, the number of detector rows is 320.
This system has a half-scan interval of 180°+ 32°= 212°o r 118 ms with a 200-ms rotation period. For the isocenter, the "minimum" data acquisition time corresponds to 180°of rotation. With a 200-ms rotation period, this configuration results in 100-ms temporal resolution, which does not meet our design goal of 50-ms temporal resolution. Therefore, to meet our design requirements, a motion-correction algorithm would be required. We estimate that data would need to be acquired over an additional 45°of gantry rotation to improve the temporal resolution by 2x after motion correction.
The single-source CT architecture has been proven to be viable by all major commercial CT manufacturers. To evaluate the viability of extending to 160-mm Z coverage and 300-mm FOV in terms of space required on the gantry, we scaled the required volume of the detector and ancillary components from those of a current commercial CT product, the CT750HD (GE Healthcare, Chicago, IL, USA). The results are shown in Fig. 5 .
3.B. Dual-source CT (DSCT)
The DSCT system architecture (Fig. 6 ) is related to a current commercial dual-source CT system, but with the detector extended in the longitudinal direction to a 160-mm Z coverage, and both X-ray beams collimated in the lateral direction to a 300-mm FOV.
By design, the X-ray tubes are spaced by 106°, which is half of the (180°+ 32°) half-scan interval. Therefore, a halfscan can be acquired using 106°rotation or 59 ms with our 200-ms rotation period. As this does not quite meet our design goal, some software motion correction would still be required.
To ensure good image quality, a few degrees of redundant data are required to "feather" the data in the angular range where projection data from the two beam lines need to be combined. We estimate that approximately 10°of rotation (approximately 5 ms) would be required for "feathering." This slightly degrades the temporal resolution as well as the dose efficiency, leading to a total acquisition time of 64 ms. Adding another 30°of rotation (15 ms) for motion correction would bring the total acquisition time to 79 ms.
The DSCT architecture has proven technical performance, although with a smaller Z coverage and temporal resolution than we propose. We evaluated the physical viability of this architecture by again scaling the volume of current commercial system components, as shown in Fig. 7 . To fit all components on the gantry, some components need to be moved to the "back" of the scanner. This results in a longer bore, similar to a magnetic resonance (MR) scanner. However, we are less concerned with the claustrophobia issues encountered here than with MR scanners, because for a cardiac-specific scanner, the patient would enter the bore feet first, and the patient's head would remain outside the bore.
3.C. Triple-source CT (TSCT)
The TSCT system architecture ( Fig. 8) represents the logical extension of the previous two system concepts, with a third beam line added, and with each beam line separated by 120°. We previously presented a more detailed analysis of the Radon space sampling properties of this architecture. 20 The TSCT architecture is especially interesting because it provides the highest native temporal resolution (without motion correction) to satisfy our system requirement (50 ms). To our knowledge it has never been implemented, even though it was invented in 1980. At isocenter, the "minimum" data acquisition time requires 60°rotation. With our 200-ms rotation period, this results in 33-ms temporal resolution, which exceeds our design goal. While the shortest possible scan mode would be a (60°+ 32°) acquisition, this would not be as dose efficient, as some projection lines would be acquired once and some other projection lines twice. Our preferred operation mode is a full-scan acquisition over a 120°angle (67 ms), and an additional 10°(5 ms) for data feathering, for a total scan interval of 130°(72 ms). This results in some level of 4D imaging capability. We hypothesize that algorithms can be developed to use the data in the entire full scan and still preserve the native temporal resolution (e.g., using warp-and-average or using iterative reconstruction with temporal regularization).
We evaluated the physical viability of this architecture by scaling the volume of current commercial system components, as shown in Fig. 9 . To fit all components on the gantry, even more components need to be moved to the "back" of the scanner than with the DSCT architecture. This results in an even longer bore.
3.D. Dual twin-Z CT (DTZCT)
The dual twin-Z architecture (Fig. 10) is based on the "Twin-Z" X-ray source, comprising a longitudinally offset pair of X-ray sources (i.e., two FSs stacked in Z). This architecture splits a larger symmetric cone beam into two smaller asymmetric cone beams. The X-ray sources can either be incorporated into a single vacuum housing, as dual anodes on a common shaft, or as two independent X-ray tubes with the anodes positioned back to back. In either case, the longitudinally offset X-ray sources are operated in an alternating manner (only one source emitting at any time), leading to only 50% average flux in some regions of the imaged volume, and consequently lower image quality (increased image noise).
The "dual" denomination implies that the dual twin-Z architecture also has two azimuthally offset source-detector pairs, so the transaxial geometry is identical to the dualsource CT system described in Section 3.B.
When considering the longitudinal (Z) geometry providing a 300-mm FOV, the two cone beams need to intersect at least 150 mm away from isocenter, that is, half of the FOV diameter. We found that a source Z spacing of 128 mm and a detector Z dimension of 184 mm is the most compact geometry (smallest detector size) to achieve 160-mm Z coverage and 300-mm FOV. As the detector pixel pitch is specified as 0.5 mm 9 0.5 mm at isocenter, corresponding to 0.88 mm 9 0.88 mm physically, the number of detector rows is 210.
The X-ray tube anodes are located toward the inside of the system, so the electron beams come from the outside. This ensures the highest spatial resolution near isocenter. From a heel effect perspective, this choice also ensures that the highest flux is on the outside of the Z coverage, where only one X-ray beam illuminates the scan volume, while the lowest flux is on the inside, where both beams illuminate a portion of the scan volume.
The one-sided cone angle on the side toward the anode is 9.34°. As the minimum anode takeoff angle is 2.5°, we arrive at an anode angle of 11.84°.
We set the nominal spot size as the spot size seen from the center of each cone beam (not from isocenter). The center of the cone has a takeoff angle of 8.0°; the thermal length is therefore 8.31 mm. This results in a FS power of 126 kW. The effective power is also 126 kW (dividing by two because many voxels are only irradiated half of the time and multiplying by two because of the two beam lines).
As shown in Fig. 11 , DTZCT is like DSCT in most respects, except that the sources each produce two cone beams displaced in the Z direction, and thus, the detectors are smaller in the Z direction. Note that the two cone beams from each source are not activated simultaneously, but they are both shown in Fig. 11. 
3.E. Triple inverse-geometry CT (TIGCT)
In a standard CT architecture [ Fig. 12(a) ], all X rays emanate from one source position. A fan-beam-shaped or conebeam-shaped X-ray beam is transmitted through the patient -covering the field of view of interest, and X rays are detected by a large arc-shaped detector. In an inverse-geometry CT architecture [ Fig. 12(b) ], this configuration is essentially inverted in the sense that X rays are emitted from a large array of FSs, many narrow X-ray beams are transmitted sequentially through complementary portions of the patient, and all X rays converge at a small X-ray detector. The optimal IGCT design may be somewhere in between [ Fig. 12(c)] , where both the X-ray FS array and the detector are about the same size and the resulting X-ray beams are arranged in a pattern similar to a second-generation CT scanner.
In designing the optimal cardiac IGCT architecture, the first question is how many rows of FSs are desired in the Z direction. The same analysis performed for the Twin-Z source in Section 3.D applies here. Including two rows of FSs will reduce cone-beam artifacts and may have other benefits, but it will also reduce the effective power, as many voxels are only covered by one of two cone beams. As X-ray source power is a major challenge of distributed source technology, we choose not to sacrifice X-ray exposure, and limit this analysis to a single row of FSs.
To define the transaxial geometry of an IGCT system, we made the following assumptions:
1. The X-ray beam can illuminate about 100 mm transaxially (measured at the detector) and still maintain a reasonable scatter-to-primary ratio, as well as maintain some capability to shape the flux profile across the FOV (the so-called virtual bowtie concept 22 ). If we align the outer FSs with the edge of the 300-mm field of view (as shown in Fig. 12(c) ), we could position 31 FSs over a distance of 300 mm, with 10-mm spacing. As the X-ray beams cover 100 mm at the detector and they are spaced at 10 mm, we have a redundancy of about 10 (overlap of X-ray beam for a given voxel in the object), except near the edges. Each FS is activated for 50 ls, with a repeat time (time between the start of one exposure and the start of the next exposure for that same FS) of 31 9 50 ls = 1.55 ms, so each FS has a 3% duty cycle. Given a thermal area of 6.11 mm 9 1.16 mm (thermal length x thermal width), the maximum FS power is about 42 kW (computed for impact temperature 1911°C, bulk temperature 689°C, total temperature 2600°C). Most voxels are irradiated for only 10/ 31 = 32% of the time, resulting in 13 kW effective power for the beam line. More peripheral voxels are only irradiated for 5/31 = 16% of the time, resulting in 6.7 kW effective power for those voxels.
To cover a physical detector area of 300 mm 9 281 mm with a detector pixel pitch of 0.88 mm 9 0.88 mm, we need 342 9 320 detector pixels.
Two design changes can increase the effective power of this system: 1. Use a dual-or triple-beam-line system. A dual-beamline system will increase the effective power to about 26 kW. A triple-beam-line system will increase the effective power to about 40 kW. Note that this power benefit is lost if we shorten the total scan time by a factor two or three, respectively. 2. Use a photon-counting detector with very small dwell time (5 ls instead of 50 ls) and high efficiency (20% improvement relative to energy-integrating detectors).
As tube power scales roughly by 1/sqrt(dwell time), we would realize an increase in effective power by a factor of 3.2. The combination of both effects would result in an improvement by a factor of 4 or 52 kW. A dualbeam-line photon-counting system could have an effective power of about 103 kW and a triple-beam-line photon-counting system could have 155 kW.
For our analysis, to avoid an unfair advantage of photoncounting detectors, we chose a triple-beam-line IGCT system with energy-integrating detectors. Similar to the TSCT system, we choose a total scan interval of 130°(72 ms), assuming advanced algorithms can preserve its native temporal resolution of 60°(33 ms). ancillary components, but these could probably be reduced in size due to the smaller detector size and lower source power.
3.F. Ring source, dual-rotating-detector CT (OSDRDCT)
The OSDRDCT architecture is similar to DSCT in that two detectors are utilized to acquire projection data in one half of the time required for a SSCT system; however, the two rotating-anode sources are replaced by a stationary ring of fixed-anode sources (Fig. 15) . The dual detectors are attached to a gantry, which rotates within the stationary X-ray source ring. Only two X-ray FSs are activated at any given time, as the rotating detectors are sweeping directly opposite these FS positions.
For this study, we assumed a gantry rotation period of 200 ms and a maximum detector sampling rate of 20 kHz, requiring 4000 discrete X-ray FS locations. Like the DSCT architecture, the beam lines (detectors) are spaced by 106°, which is half of the (180°+ 32°) half-scan interval. Therefore, a half-scan can be acquired using 106°rotation or 59 ms. Including 10°for data feathering, the total scan time becomes 116°(64 ms), during which a total of approximately 2500 FS locations are activated.
To be technically feasible, we envision that the 4000 X-ray FSs would be implemented as cold-cathode field-emission devices to mitigate the large quiescent power dissipation required when using thermionic emission devices, and utilize a distributed tungsten anode, all enclosed in a toroid-shaped vacuum housing. Like conventional rotating-source systems, but unlike TIGCT, the detectors are always nominally focused on an active FS. Therefore, a 2D antiscatter grid can be used with each detector, thereby dramatically reducing scatter in measured projection data. However, as the FSs are stationary while the detectors are rotating, effective FS motion results during each projection view. The resulting shadow of collimator plates in the transaxial direction may present a calibration challenge. However, increasing the number of X-ray source locations reduces the impact of this effect. Furthermore, one could eliminate this effect by utilizing electron emitters that can sweep the X-ray beam over a limited angular range, thereby effecting FS motion comparable to gantry rotation. The FSs in an OSDRDCT system have a thermal area of 6.11 mm 9 1.16 mm, a dwell time of 50 ls and no repeat activation. Due to the large number of discrete FSs, a large distributed anode, and the fact that that each FS need only be activated once during a data acquisition interval, the instantaneous power capability for each FS is approximately 56 kW, with an integrated effective power of 112 kW.
With a 200-ms rotation period, the temporal resolution in the measured projection data is 59 ms, which is very close to our design specification. If needed, one could rotate the detectors slightly faster, which we believe is feasible due to the substantially reduced mass on the rotating gantry with the OSDRDCT configuration (the X-ray tube, generator, and heat exchanger hardware are not mounted on the rotating gantry as with DSCT), but this is not reflected in the evaluative scores.
We envision that this architecture could be implemented as shown in Fig. 16 . Note that the source ring and its ancillary components are stationary and therefore are not located on the rotating gantry. To clear the source ring, the detector's data conversion and multiplexing electronics must be offset in the Z direction, represented here as the rectangular boxes attached to the detectors but behind the source ring. The detectors' heat exchangers are re-formed to fit into the same plane as the detectors' electronics. (Table VI ) and the specific designs described in Section 2, we derived several design parameters and key performance parameters. These are summarized in Table VII . The six systems were then analyzed in detail according to the methods described in Section 2. The raw scores are summarized in Table VIII . The derivation of these results is explained in Sections 4.A-4.G.
RESULTS

From our design choices
4.A. System cost
The normalized cost estimates are shown in Table VIII . Our cost model produced normalized estimated costs that were slightly nonlinear for SSCT, DSCT, as TSCT, as one would expect, as there are fixed costs as well as variable costs depending on the number of beam lines. DTZCT was slightly lower cost than DSCT, resulting from 34% smaller detectors. TIGCT, with three 31-spot sources but far smaller detectors than TSCT, was slightly lower cost than TSCT. OSDRDCT was by far the most expensive candidate, with its cost dominated by 4,000 FSs contained within a full vacuum ring.
4.B. System complexity
The complexity scores are shown in Table VIII . SSCT is the baseline architecture and has the lowest complexity. As the system complexity represents the maturity of its technologies, the scores increased with the number of beam lines, number of FSs, and the physical size of the source and detector assemblies. TIGCT and OSDRDCT are the most different from today's CT scanners, with exceptional challenges in Xray source technology; hence, these architectures received the highest scores.
4.C. Calibration complexity
Calibration complexity included several criteria; the results of our detailed calibration complexity assessment are shown in Table IX . The resulting "calibration complexity" score was then used in our overall evaluation, summarized in Table VIII .
Geometric calibration and gain calibration are fairly similar for all traditional architectures (SSCT, DSCT, TSCT), with some added complexity for DTZCT and very high complexity for TIGCT and OSDRDCT. Spectral calibration is straightforward for SSCT, DSCT and TSCT. For OSDRDCT it is more complex as calibration of many different FSs is required, but each FS still irradiates the entire VOI. Spectral calibration for DTZCT and TIGCT was thought to be the hardest as they require seamless transitioning between FSs. For heel effect, the only architecture that has less spectral variation across the cone is DTZCT, thanks to the smaller cone angle range. SSCT has the lowest scatter. DSCT and OSDRDCT have increased cross-scatter between beam lines. TSCT has further increased scatter between three beam lines. DTZCT has a larger problem with scatter due to its 1D Calibration task Task weight antiscatter grid. TIGCT has an even larger problem with scatter due to the absence of an antiscatter grid, although the smaller solid angle of the beam partly mitigates that challenge. Scatter calibration received the highest task weight as it is the most complex and it is an object-dependent calibration task. Heel effect received the lowest task weight as it is easily compensated using a hardware filter or a correction algorithm.
4.D. Completeness
From a cone-beam perspective, most architectures in this study had the same level of data completeness, as their FS positions have the same Z-coordinate.
The DTZCT architecture differs substantially from all other architectures in several aspects. Its worst-case cone angle of 9.34°is actually slightly worse than for all other architectures 8.43°. However, the data from both FSs fill up Radon space in a somewhat complimentary fashion, substantially reducing the amount of missing data throughout the volume. Moreover, given that the FSs are positioned toward the longitudinal boundaries of the scanned volume; the amount of truncation is substantially reduced. Overall, the DTZCT has a theoretical advantage in terms of data completeness and reduced cone-beam artifacts.
Recently, sophisticated cone-beam reconstruction algorithms have been proposed [18] [19] [20] [23] [24] [25] that effectively deal with the challenges described above, reducing the potential impact of the DTZCT architecture for reducing cone-beam artifacts.
4.E. Integrated effective power
Table VIII summarizes all results derived in this section. For this study, we used a hypothetical but realistic 100 kW tube as a benchmark; this tube has a FS size of 1.2 mm thermal width and 6.5 mm thermal length. For rotating-anode Xray tube designs where the maximum instantaneous power is limited by the temperature at the anode, this power ("focal spot power") approximately scales by FS thermal length and by the square root of the FS width. Hence, we compute that -for the desired anode angle and FS size -the singlesource CT, dual-source CT and triple-source CT systems have 92.4 kW FS power. The SSCT system effectively integrates flux from one X-ray FS over 100 ms, so it has an integrated effective power of 9.24 kWÁs. The DSCT system effectively integrates flux from two FSs over 50 ms, so it also has an integrated effective power of 9.24 kWÁs. The TSCT system effectively integrates flux from three FSs over 67 ms, so it has an integrated effective power of 18.5 kWÁs.
Due to its smaller X-ray tube anode angle, the DTZCT system has a slightly larger thermal FS area, resulting in a FS power of 126 kW. In the "overlap" region between the two cone beams, the system has a duty cycle of 50% and effectively integrates flux from four FSs over 50 ms, so in this region it has an integrated effective power of 12.6 kWÁs. However, a large fraction of the image volume is only illuminated by one FS from each beam line; this leads to an integrated effective power of 6.3 kWÁs in those regions. We used the latter value to rate DTZCT.
For the architectures that include a stationary X-ray anode (TIGCT and OSDRDCT), we performed a detailed thermal analysis to estimate the FS power limit, based on the FS thermal area, the dwell time, and the repeat time, as detailed in Sections 3.E and 3.F. TIGCT has a FS power of 42 kW, and an effective power of 13.5 kW as each voxel is illuminated by only approximately one-third of the FSs. With an effective scan time of 67 ms, TIGCT has an integrated effective power of 2.71 kWÁs. OSDRDCT has an effective power of 56.0 kW and an effective scan time of 50 ms, resulting in an integrated effective power of 5.60 kWÁs. Table VII contains the temporal resolution capability of each of the systems that we evaluated. When considering the TSCT and TIGCT system architectures, both systems exceeded the nominal temporal resolution criterion of 50 ms (temporal resolution capability when considering the central ray) as each configuration utilized three beam lines. We did not reward these systems for exceeding the design specification; both TSCT and TIGCT were assigned a score equal to the design requirement of 50 ms (Table VIII) . For the other system configurations, the actual temporal resolution capabilities were used directly as temporal resolution scores. Trends in the data are as expected: (a) SSCT achieved a temporal resolution score that is approximately half of the scores generated for the other architectures, which means that algorithmic means would be required in order for SSCT to meet the temporal resolution specification; and (b) the systems with three beam lines slightly outperformed their counterparts comprising two beam lines.
4.F. Temporal resolution
4.G. Dose efficiency
For our evaluation, we considered the same detector cell configuration for each architecture, that is, the same pixel pitch, active area, reflector area, and scintillator detection efficiency. As such, dose efficiency depends on scatter; scatter depends strongly on subject size, collimation scheme, and location within the FOV, and to a lesser extent on kVp. To determine scatter's impact on dose efficiency, we needed to choose a nominal value for the scatter-to-primary ratio (SPR). For SSCT, DSCT, TSCT, and OSDRDCT, we used SSCT as reference. The SPR for a system such as SSCT with a 2D antiscatter grid has been reported to range from 6% to 10%; 16 we used 8% for our analysis. The SPR for a similar system but with a 1D antiscatter grid ranges from 11% to 21%; 16 we used 16% for DTZCT. As relates to TIGCT, with no antiscatter grid, we are not aware of any dedicated diagnostic CT systems that are manufactured without a grid. However, for performance of systems with no grid, we can look to cone-beam CT (CBCT), which use flat-panel detectors with no antiscatter grid. SPR has been measured on a CBCT system 15 and was reported to be approximately 200% using a cardiac-CT-relevant subject size. We scaled this result for conditions relevant to TIGCT (differences in irradiated area and system geometry); by this method, we estimated SPR for TIGCT to be 87%. For each candidate architecture, we determined the number of scatter sources (forward scatter + crossscatter) and we computed the SPR and dose impact. The results are shown in Table X . The dose efficiency scores for all sources that reduce this efficiency are listed in Table XI . The total dose efficiency is the product of the scores for each contributor to dose efficiency. The contribution from scatter is taken from Table X . Detection efficiency depends only on the presence, type, and spatial dimensions of the antiscatter grid. Redundant ray scores are computed as the ratio between the effective scan time and the total scan time. We estimate that TIGCT has a 10% dose benefit in the virtual bowtie and that its irradiation distribution is similar to SSCT. The GIRE factors were simulated as defined in Section 2.G.
4.H. Prioritization matrix and final score calculation
We applied the raw scores to the prioritization matrix, normalized those results to SSCT, and obtained the results in Table XII . SSCT by definition has scores of 100 for all criteria. All systems have strengths and weaknesses relative to the baseline system and the final system choice depends on the relative weight given to each criterion.
We determined criteria weights by expert consensus; the weights after applying the prioritization matrix are shown in Table XIII. After applying the weights to the  scores from Table XII , we obtained final scores by summing all cost-related scores and performance-related scores (we kept the performance-related scores separate from the cost-related scores so we could better illustrate the relationship between overall cost and overall performance). These results are also shown in Table XIII . Each system's total scores in each category are inherently normalized to SSCT.
Finally, we can plot the performance versus the cost (Fig. 17) . Note that due to its high cost, OSDRDCT cannot be represented on the scale of this plot.
DISCUSSION
Although the SSCT and DSCT designs are conceptually similar to currently-available clinical scanners, none of the systems studied here exactly matches any of today's commercial scanners, as we required cardiac-specific designs with a 300-mm FOV, 160-mm Z coverage, 50-ms temporal resolution, 20-lp/cm spatial resolution, and sufficient power to maintain image noise below 10 HU while also providing the high spatiotemporal resolution. Interestingly, the three architectures that have the best cost-performance tradeoff are the systems that are based on traditional X-ray tubes using one, two or three beam lines. The additional beam lines in DSCT and TSCT offer additional performance relative to SSCT, but come with increased cost. For these third-generation architectures, our scoring system produced a nearly linear relationship between the incremental cost and increased benefit derived.
It is an open question whether algorithmic motioncorrection approaches can match or even outperform the brute-force performance of a system with multiple beam lines, which could become cost-prohibitive at 160-mm coverage. The cost-performance tradeoff of DTZCT is relatively close to the characteristic curve when using traditional X-ray tubes, but does not offer any significant improvements that could justify its increased cost, although this subtle conclusion might change for different parameters and component choices. The two systems with distributed sources (TIGCT and OSDRDCT) can be ruled out due to cost and related performance characteristics. Spectral CT is an important aspect that was not included in the current analysis. For cardiac imaging, spectral information should ideally be collected simultaneously, meaning that a set of energy-dependent projection images must be acquired at the same time and angular position. This characteristic requires either an energy-sensitive detector or a fast voltage switching approach with a fast-response X-ray source and detector. It is possible to use systems with multiple beam lines in dual-energy mode (beam lines operating at different voltages), but the measurements at each projection angle would not be simultaneous. Additionally, the temporal resolution benefit captured in our analysis would be lost. To acquire dual-energy data for an entire half-scan, the effective scan time would be the same as a fast voltage switching SSCT system.
CONCLUSION
We performed a comprehensive analysis of six candidate architectures for a dedicated cardiac CT system. We used objective scoring methods and included inputs from numerous experts in the respective technologies comprising a CT scanner. The results should be interpreted as guidance in understanding some of the tradeoffs in CT scanner design. As CT technologies evolve or breakthrough technologies emerge, the relative magnitude and importance of complexity and performance criteria and the relative cost of components will change, perhaps dramatically, and some of the remaining technical challenges will be addressed. Consequently, the relative rankings of the candidate architectures that we evaluated will almost certainly change and entirely new architectures will likely emerge; therefore, the results of our evaluation will ultimately be superseded. However, at this time, we feel confident in our evaluations that indicate that CT architectures with one or multiple traditional X-ray tube and detector combinations are currently the best option, which is not surprising as these third-generation technologies and configurations have been developed and matured for over four decades. We look forward to seeing new CT architecture ideas and we hope that the evaluation framework that we have reported here can help others to objectively compare new ideas with state-of-the-art CT scanners.
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