This is a survey on certain results which bring about a connection between Fibonacci sequences on the one hand and the areas of matrix theory and quantum information theory, on the other.
Introduction
As evidenced in the mathematics literature, several mathematical problems eventually reduce to studying one sequence of numbers or the other. In this regard, the Fibonacci sequence is one of the most well known sequences of positive integers that are characterized by the fact that every term after the first two terms is the sum of the two preceding ones, given the first two terms. The name Fibonacci comes after the Italian mathematician Leonardo of Pisa, known as Fibonacci (1175 -1250). For a natural number n, the nth Fibonacci number is denoted by F n and they are defined recursively by 
Thus, F 2 n −F n−1 F n+1 = F n F n−2 −F 2 n−1 . Proceeding in this manner inductively, it follows that F 2 n − F n−1 F n+1 = (−1) n+1 .
As another instance, starting with the symmetric matrix Here is an outline of the contents of this survey, which may be considered to have mainly two overarching objectives. The first purpose is to present an overview of some hand picked results in Linear Algebra which have Fibonacci fervour. This task is undertaken in Section 2, which in turn has various subsections focussing on specific topics, viz., general matrices with entries given by Fibonacci numbers in subsections 2.1 and 2.2 and, the case of circulant matrices in subsection 2.3. While subsection 2.4 briefly surveys special matrices whose determinants are Fibonacci numbers, the last subsection of Section 2 recalls some rather recent results on certain interesting relationships between sums of entries of {0, 1}-matrices and Fibonacci numbers. The second aim of this survey is to present an exposition of essentially fundamental ideas in Quantum Information Theory that have certain genuine connections with Fibonacci and Lucas number sequences. This is presented in Section 3. Starting with a detailed discussion for the case of two dimensions as motivation in subsection 3.1, we move on to higher dimensions in subsection 3.2. The concept of symmetric informationally complete positive operator valued measure (SIC-POVM) is the focus in subsection 3.3, whereas subsection 3.4 brings in its relevance to algebraic number theory.
The penultimate subsection 3.5 deals with certain particular results between SIC-POVM and the number sequences of Fibonacci and Lucas, completing the circle of discussion.
Properties of Matrices with Fibonacci Numbers as its Entries
In this section, we present a review of the various properties of matrices whose entries are either Fibonacci numbers or their variants.
Fibonacci Matrices
The name Fibonacci matrix is used in a variety of contexts in the literature.
For instance, Lee, Kim and Lee [31] proposed the following definition: Let
be the n × n matrix whose entries are given by
They studied certain factorizations of these and their symmetric versions.
Here, the n × n symmetric Fibonacci matrix Q n = [q ij ] is defined as follows:
Let q i0 be set to zero. Next let,
They showed that Q n has the Cholesky factorization given by Q n = F n F T n .
k-Fibonacci Matrices
Lee and Kim extended the concepts given in 2.1 to k-Fibonacci matrices and k-symmetric Fibonacci matrices [29] . For a positive k ≥ 2, the k-Fibonacci sequence {F (k) n } is defined as:
and for n > k(≥ 2),
where q(k) ij = 0 for j ≤ 0. Then F(2) n and Q(2) n reduce to F n and Q n described earlier in subsection 2.1. The Cholesky factorization of
n . Some factorizations of F(k) n are also given in [29] .
Several other matrices have been studied in the literature like the Bell matrix, the Pascal matrix and Stirling matrices of various types, with which Fibonacci matrices are related. Lee, Kim, Cho [30] gave factorizations of the Pascal matrix and Stirling matrices, in terms of Fibonacci matrices. Also, they discussed some identities involving Fibonacci numbers and binomial coefficients. Zhang and Wang [45] revealed a factorization for the Pascal matrix involving Fibonacci matrices. Subsequently, Wang and Wang [43] obtained a factorization with one factor as a Fibonacci matrix, for the Bell matrix.
Circulant Matrices Whose Entries are Fibonacci Numbers
There are notions of circulant matrices (see [18] , [28] ) with Fibonacci numbers as their entries. An n × n right circulant matrix C = Circ(c 0 , c 1 , · · · , c n−1 ) is of the form
Observe that each row is a cyclic shift of the previous row to the right. If such a shift is to the left then we obtain a left circulant matrix and it is denoted by LCirc(c 0 , c 1 , · · · , c n−1 ). The following theorem tells us about the invertibility of a right circulant matrix:
. Then we have the following:
j=0 v j x j and ω = exp(2πi/n). Then V n is invertible if, and
then its inverse is also a right circulant matrix.
Continuing with our discussion on circulant matrices, Lind gave a determinant formula for Circ(F r , F r+1 , · · · , F r+n−1 ) (r ≥ 1) [33] . Later, using Theorem 2.1 and other tools, Shen, Cen and Hao considered circulant matrices with Fibonacci and Lucas numbers as entries [39] . They obtained the value of their determinants and computed their inverses, explicitly. One must mention that Lucas numbers are closely related to Fibonacci numbers and defined as L n = L n−1 + L n−2 , n ≥ 3 with L 1 = 1 and L 2 = 3 as the two initial terms.
Altinşik, Yalçin and Büyükköse studied Circ(F * 1 , F * 2 , · · · , F * n ) and showed that such matrices are invertible [1] . Here, F * n stands for the complex Fibonacci number defined as F * n = F n + iF n+1 . They also computed their determinants and inverses. Jiang, Gong and Gao introduced two new sequences in terms of the sum and product of Fibonacci and Lucas numbers [22] . For right circulant and left circulant matrices whose entries are given by these sums, they determined the inverses and determinants. For similar types of results involving k-Fibonacci and k-Lucas numbers, we refer the reader to the work by Jiang, Gong and Gao [23] . 
respectively. Gao, Jiang and Gong calculated the determinants and inverses of such skew circulant matrices involving Fibonacci and Lucas numbers [17] .
Jiang, Yao and Lu studied the matrices SCirc(F r+1 , F r+2 , · · · , F r+n ) and [25] . They presented explicit determinants and inverses of these special matrices which reduce to the formulae of [17] for r = 0. Again, matrices whose entries are defined as the sum of Fibonacci and Lucas numbers were considered, this time in the context of skew circulant and skew left circulant matrices by Jiang and Wei in the work [24] . Formulae for determinants and inverses of such matrices were presented.
Karaduman [26] , defined k-sequences of the generalized order-k-Fibonacci numbers and studied the determinants of matrices consisting of these numbers. We refer the reader to the work by Fu and Zhou [14] for the definition of general order-k sequence and determinants of special matrices whose entries have been taken from these general order-k sequences. Most of the results of [26] come as a special case in [14] . In the work of Tasci and Kilic, reported in [41] , the authors defined the order-k generalized Lucas numbers. These are a particular case of the numbers defined in [26] . They investigated some interesting properties of such sequences. We also would like to mention the work of Karaduman [27] for properties of the determinants of matrices obtained by generalized order-k Fibonacci numbers.
Fibonacci Numbers as Determinants of Certain Special Matrices
Fibonacci numbers are related to special forms of matrices like Hessenberg matrices, triangular matries, tridiagonal matrices etc. via their determinants, sum of the entries etc. An n×n matrix A = (a ij ) is an upper(lower) triangular matrix if a ij = 0 when i > j (j > i) and upper(lower) Hessenberg matrix if a ij = 0 when i + 1 > j (j + 1 > i). Ching showed that for the collection of all n × n lower Hessenberg matrices with entries 0 and 1, the maximum determinant is F n [11] . Strang [40] presents a family of tridiagonal matrices given by
It is shown by induction that the determinant of M(n) is the Fibonacci number F 2n+2 . Another example is the family of tridiagonal matrices given by
where i is the imaginary unit, i = √ −1. Cahill, Errico, Narayan and Narayan showed that the determinant of H(n) is F n+1 [7] . In that work, the authors presented a recurence relation for the determinants of a general lower Hessenberg matrix and derived various other examples of tridiagonal matrices whose determinants are Lucas numbers, odd Fibonacci numbers
are replaced by 1 (above diagonal) and −1 (below diagonal) then it has been shown that the determinant remains the same (F n+1 ) [40] . Cahill and Narayan [8] , defined a symmetric family of tridiagonal matrices M α,β (k) and T α,β (k) with α, β being positive integers, where k is the order of the matri-
the determinants form subsequences of Fibonacci and Lucas numbers. For related results we refer to the works [35] , [42] and [13] .
Some Recent Results and their Extensions
Now, let us recall some recent results. Let S(X) denote the sum of the entries of a matrix X. Huang, Tam and Wu [21] showed that a number s is equal to S(A −1 ) for an adjacency matrix A (a symmetric (0, 1) matrix with trace zero)
if, and only if, s is rational. Motivated by this work, Farber and Berman [12] presented a nice connection between Fibonacci numbers and matrix theory, An extension of this result for group invertible matrices is presently being investigated by the first and third authors [34] . Let us present a brief account of such a generalization. The details will appear elsewhere. For every n ≥ 6, let C 1 , C 2 , C 3 and C 4 be nonsingular matrices of order n − 1 whose entries are from the set {0, 1}. Let
and
, where u n , v n , w n and z n are vectors with n − 1 coordinates, whose entries are either 0 or 1. It is shown that for certain specific choices of these vectors, the numbers p n , q n , r n and s n are nonnegative integers. Then the following result is shown:
Theorem 2.2. Let s be an integer satisfying either:
Then there exists an upper triangular, {0, 1}, group invertible, singular ma- 
Fibonacci and other Relevant Number Sequences in Quantum Tomography
In this section, we shall give an exposition on the relationships between Fibonacci sequences and Quantum Tomography. While our discussion in the earlier part of this survey concerned mainly matrices with real entries (with some exceptions, viz., in the case of circulant matrices) here, we are interested in vectors and matrices in the set-up of finite dimensional linear spaces mostly over the field C of complex numbers. We shall make no attempt at the history or the development of the topic under consideration. On the other hand, our objective is to create a feel for Quantum Tomography, in as simple a way as one possibly could. We refer to essentially general articles like [15] , [16] , and references therein, particularly the originators [44] , [36] , [32] . We mainly draw upon [6] , [20] , [4] , [2] and [3] and use them freely in the form suited for our purpose.
The Two Dimensional Case as a Motivation
We begin with the usual inner product space C 2 with the standard basis
The space of linear operators on C 2 to itself can be identified with that of 2 × 2 complex matrices, viz., M 2 (C), or in short, M 2 ; M 2 can be made into an inner product space via T, S = trace of T * S, in short, tr(T * S). Here U j , j = 0, 1, 2, 3} is an orthonormal basis for M 2 , due to the fact that tr(U * j U k ) = 2δ jk for 0 ≤ j, k ≤ 3. Also, any matrix T ∈ M 2 has the form
with p, a, u, l ∈ C. We note that T is hermitian if, and only if, p, a, u, l are all real. Further in this case, T is positive semi-definite if, and only if, p ≥ 0 and In what follows, we let P ξ denote the rankone projection on C 2 given by P ξ (x) = ξ, x ξ, x ∈ C 2 . Then, for T ∈ M 2 , tr(T P ξ ) = ξ, T ξ . So, we look for a basis for M 2 consisting of projections like P ξ , viz., (self-adjoint) rank-one projections.
Example 3.1. One instance for such a sought after basis is provided by
which are eigenvectors for U and L, respectively for the eigenvalue 1; and then consider {P ξ (j) : 0 ≤ j ≤ 3}. This works fine due to the reason that
and the earlier proved fact that {U j : 0 ≤ j ≤ 3} is a basis for M 2 .
Remark 3.2. The following observation will be useful in the sequel. For unit vectors ξ, η in C 2 , we take T = P η and obtain tr(P η P ξ ) = | ξ, η | 2 ; in other words, P ξ , P η = | ξ, η | 2 .
For any subset S, let |S| denote the cardinality of the set S.
Definition 3.3. Let S be a subset of C 2 consisting of unit vectors satisfying the following conditions:
(a) |S| ≥ 3.
(b) For ξ, η ∈ S, one has ξ = λη for some λ ∈ C if and only if ξ = η i.e., if
T ⊂ S with |T | = 2, then T is linearly independent.
(i) Then S will be called an admissible set.
(ii) S will be called equiangular if, and only if, {| ξ, η | : ξ, η ∈ S, ξ = η} is a singleton, say {a}.
In this case, in view of condition (b), a = 1 and in view of condition (a) and Remark 3.2, one has a = 0. This yields 0 < a s = cos −1 a < π 2
and we call a s the common angle for S.
Remark 3.4. Let S be an admissible set.
(a) For any function f : S → [0, 2π), the subset of
(b)S is equiangular if, and only if, S f is equiangular. In this case, the common angle is the same for both S and S f . We treat all such sets S f to be equivalent.
There are uncountably many orthonormal basis in C 2 . On the other hand, any non-empty orthonormal set in C 2 has cardinality 1 or 2. So, by Remark 3.2, any non-empty orthonormal set in M 2 consisting of projections like P ξ has cardinality 1 or 2. So, it cannot be a basis for M 2 , which has dimension 4.
Remark 3.5. The basis given in Example 3.1 for M 2 can be referred to as mixed type, due to the fact that
for j = 0 or 1, k = 2 or 3 and
Example 3.6. Let {ξ (j) , 0 ≤ j ≤ 3} be as in Example 3.1. Then one may 
We look for ξ for which S(ξ) is an equiangular set (having four elements) in the sense of item (b) of Remark 3.4. This immediately rules out the cases β = 0, α = 0, α = β and α = −β. Further, it is enough to consider the case α > 0. So, to begin with, we may take α = cosθ, β = sinθe iφ , 0 < θ < , 0 = φ = π.
We list different | x, y | for x = y ∈ S(ξ): (1 + We now summarize the findings of the discussion above. For the second part, let a = 1 be the common value of {| ξ, η | 2 : ξ = η ∈ S}.
Let, if possible {P ξ : ξ ∈ S} be not linearly independent. Then there exists a finite non-empty subset S 1 of S and a non-zero tuple (α ξ ) ξ∈S 1 of scalars such that ξ∈S 1 α ξ P ξ = 0. Then for η ∈ S 1 , one has:
So, for η 1 = η 2 in S 1 , one has:
This gives (1 − a)(α η 1 − α η 2 ) = 0, so that α η 1 = α η 2 . Thus, for any point η ∈ S 1 , one has α η (1 + (|S 1 | − 1)a) = 0, so that α η = 0 for η ∈ S 1 , a contradiction. 
Higher dimensions
Then D 00 = I H (the identity operator on H) and all D jk 's are unitary operators with tr(D jk ) = 0 for (j, k) = (0, 0). The product of two displacement operators is, up to a phase factor a third, in the sense that
Thus, by allowing the generators to be multiplied by phase factors, we may "define" the so-called Weyl-Heisenberg group Once again, we summarize our observations below. 
works fine simply because We now write an analogue of Remark 3.5 based on (a) of Remark 3.9.
Finally, the proof of (a) of Theorem 3.8 can be adapted to extend it to general d ≥ 2, the statement of which is as given below. 
It is pertinent to point out that certain analogues of (b) of Theorem 3.8 have been conjectured by Renes, Blume-Kohout, Scott and Caves [36] and Zauner [44] in stronger forms or particular forms involving the WeylHeisenberg group (among other things). However, these have been proved only for some special cases. The rest of the article is devoted to an idea of that which brings in connections with Fibonacci numbers and Lucas numbers, in particular.
Symmetric Informationally Complete Positive Operator Valued Measure (SIC-POVM) and Equiangular Lines
SIC-POVMs were introduced by Renes, Blume-Kohout, Scott and Caves [36] .
There, details of some basic examples, basic properties and the relationship to frames and spherical designs without knowing [44] and geometrical regular simplexes in R d 2 − 1 were given. We will confine over attention to the basics.
The Concept
As indicated in Subsection 3.1 and Subsection 3. (b) It is clear from the paragraph just before Remark 3.9, that
is an IC-POVM, though not linearly independent. The subset
is linearly independent, it spans M d but the elements in it do not add to I.
(c) What is appealing is the situation when there is symmetry, in the sense that τ = d 2 , dS = {dS : S ∈ S} is equiangular with common angle
2 } is equiangular with
). Such an IC-POVM, if any, will be called a 
The Renes-Kohout-Scott-Caves Conjecture
The statement of the conjecture is this: There exists a unit vector ξ ∈ C d such that
is a SIC-POVM.
We collect further observations in the following remark: 
phase, (group invariance) and It is instructive to look at the details for d = 4 as in [36] , for instance and note that it involves √ 5 instead of √ 3 for d = 2, a fact of importance for certain higher d's as elaborated in the next two subsections.
SIC-POVM and Algebraic Number Theory
This subsection is essentially a summary of a some extracts from [4] , [2] , [3] and [6] in a form and order that we have preferred. The purpose is to display some deep relationships between SIC-POVMs and algebraic number theory.
It is clear from Example 3.7 and the discussion in the previous subsection, that SIC vectors are likely to be expressed in terms of algebraic numbers.
In view of the comments made in Subsection 3.2 and Remark 3.13 of the previous section, for a rank one projection P ξ and for j, k ∈ Z d , tr((P ξ D jk ) = ξ, D jk ξ . So by Remark 3.13, it follows that P ξ is a fiducial projector or projection (i.e., ξ is a fiducial vector) if, and only if, for j, k ∈ Z d , (j, k) = (0, 0) one has,
for some phase factor e iθ jk . Next, in view of the discussion in item 3.2.1,
Thus P ξ can be constructed from phase factor e iθ jk 's.
For d = 4, the phase factors turn out to be ±u, ±
. The smallest number field Q(u) containing Q, the field of rationals and u, can be seen to be Q(
. Its minimal polynomial is various facts observed by them in known cases [3] . We state only a few of those, to give a feel of the relationship between SIC-POVMs and algebraic number theory.
To get an idea of sparseness, we note that 
Fibonacci-Lucas SIC-POVMs
It may be remarked that the development by Grassl and Scott [20] 
This U F is unique upto an overall phase.
(b) If we take F in (a) to have determinant −1 instead, then U F will be anti-unitary in the sense that U F x, U F y = y, x for x, y ∈ C d .
(c) If we take d even in (a) and (b) above, then F will have to be considered
(d) Zauner takes F to be
In fact, for d = 3 (mod 9), every canonical order three unitary is equivalent 
so that F n = φ n −ψ n φ−ψ for each n, while the Lucas numbers L n 's may be determined as follows:
So, L n = φ n + ψ n for all n.
Finally we see that F n f is simply
  for all n > 0.
The Scott and Grassl Conjecture
The conjecture is the statement: For the infinite sequence of dimensions We term such a set of vectors a Fibonacci-Lucas SIC-POVM.
Let us record some facts proved in [20] . Details of exact solutions and numerical solutions are provided in [20] which can be found in the paper and online at http://sicpovm.marks-grassl.de.
Concluding Remarks
Fibonacci numbers are everywhere and so are polynomials as we saw above, for instance. The second author and Somshubhro Bandyopadhyay [5] 
