*E-mail: liju@mit.edu (J. L.) S1. Separating "leak and re-enter" and "unphysical ions into sample"
S1.1. The nanowire case
We have performed simulations by Furukawa theory (i.e., convolution method) for the nanowire case, which are summarized in Fig. S1 . For 1D approach, it will have the problems of both "leak and re-enter" and "unphysical ions into sample", while Furukawa approach only has the problem of "leak and re-enter". Fig. S1b-c (Furukawa theory) and S1e-f (Correct defects distribution, by IM3D) shows that Furukawa theory can predict the real distribution much better than 1D approach. Especially, it is surprising to find that the vacancies distributions always track the right trend (See grey dotted arrow in Fig. S1c and S1f). However, for implanted ion distributions, we find that Furukawa theory cannot predict the big peak-shift (see grey dotted arrow in Fig. S1b and S1e). The relative errors of 1D approach and relative errors of Furukawa theory are compared in Fig.  S1g . Please note that the equation for calculation of relative error of Furukawa theory is:
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Here we denote the ions that first leak from the nanowire boundaries but later re-enter as 're-entry ions'. It is found that the re-entry ions contribute significantly to the relative errors of implanted ions by Furukawa theory, and the relative error increases dramatically as nanowire radius shrinks. However, it is again interesting to discover that the Furukawa theory predicts the vacancies in nanowires very well, with relative errors maintains around 4%-5% even when the nanowire radius decreases to 10 nm. These errors are mainly resulted from errors of discrete numerical calculations. As such, the re-entry ions basically have no effects on the radiation damage in the nanowires. The reasons are two-fold:
(1) The leaked ions have to undergo a few large scattering-angle ( ) collisions in order to go back to the nanowires. The kinetic energy loss T due to scattering is:
where M 1 and M 2 are the atomic mass of ion and target respectively, and E is the original kinetic energy. In our case, M 1 = 30.97 and M 2 = 28.09. So:
Because K is very close to 1, a few large-angle scatterings will reduce ion's kinetic energy significantly. Therefore, we can image that the re-entry ions should have very low energy and thus has ignorable contribution to atomic displacements creation.
(2) Even when K is low, the re-entry ions have a weak effect on atomic displacements. Here we show an example of 100 keV H + into Au, and in this case K = 0.02. The trajectories of 100 keV H + into Au bulk sample is shown in Fig. S2 . It is shown that large-angle scattering happens more often at the tail, i.e., when the ion energy is low. It is because the backscattering cross-section is proportional to 1/E 2 [R. D. Evan, The Atomic Nucleus (McGraw-Hill, New York, 1955), p. 607]. We further performed a full-3D simulation for 100 keV H + into Au nanowire with radius of 20 nm (head-on implantation). Our simulation of 100,000 energetic ions shows that no ion is implanted in the nanowire, while Furukawa theory predicts that 0.4% of ions are implanted in the nanowire, leading to an infinite large relative error because the denominator in Equation S1 is zero. For vacancies in the nanowire, the relative error of Furukawa theory is about 20%, not ignorable but still small.
S1.2 The proton irradiated copper case
The comparison figures are shown in Fig. S3 . The difference between these two methods are very small except for the very edge region. It is similar to what we see in Fig. S1 , where we found that the results of vacancies by Furukawa theory match that by full-3D simulations very well. Both results predict that the top 400nm should be cut off from the pillar. 
S2. Considerations for setting the criterion of using full-3D simulations

S2.1. The choice of k=5 for our examples
As can be seen from Fig 3d in our paper, the relative error of 1D approach for vacancy (red curve) is about 10% when the nanowire diameter is more than four times of the SRIM longitudinal range. For implanted ion calculation (see blue curve), the relative error is even higher. Therefore, we roughly estimated that when the beam/target size is smaller than five times of the SRIM longitudinal range, we should consider full-3D simulations. Depending on different applications, the requirements for accuracy may varies.
S2.2. The choice of longitudinal range instead of lateral range
Although lateral range seems to be convenient in our first and second example, we want to points out that these two examples are simplified, ideal cases. A more realistic case is shown in Fig. S4 . In this case, it's difficult to know whether longitudinal range or lateral range is more suitable. However, one thing is sure that the longitudinal range is larger than lateral range. Thus, it is safer and more convenient if we choose longitudinal range to set a criterion. [Note] In fact, the factor k depends on ion mass, energy, target composition and structure, so it is impossible to give a rigorous general rule for all applications.
S3. Convolution method requires a precise point spread function
Furukawa theory (or the convolution method) requires a precise point spread function (PSF). The analytical form of defects distribution by ion implantation is difficult to obtain. As an alternate way, we can readily get a discrete form of the PSF by Monte Carlo simulations, and perform discrete convolution to get the actual defects distribution. The resolution of the discrete PSF is very important. We can see that the peak damage region at surface is very narrow (~ 5 nm laterally)
in Fig. S5a . An insufficient-resolution PSF will have damage peak at deeper position, equivalent to convolution of the correct PSF with a square-shaped function. However, SRIM usually cannot generate a PSF with sufficient resolution/accuracy. This is led by the fact that the whole tally space in SRIM is divided into N cubic by N cubic by N cubic, with each cubic share the same size ∆l. N is fixed to be 100 and cannot be changed because of SRIM's closed-source engine. A schematic example is shown in Fig. S5b . If we want to have sufficient resolution along x direction, we will need to shrink the tally range along z direction, rendering loss of the information at the trajectory tails (see red markers in Fig. S5b ). Therefore, other codes (such as IM3D, iradina, Corteo etc.) that enable improvement of tally resolution are suggested if one wants to perform Furukawa theory prediction. 
