Abstract
Introduction
Recently, scientific workflows have become visible as a new method for scientists to develop and design complex and distributed scientific processes to enable and accelerate many scientific discoveries [1, 2] . Scientific workflows are becoming an efficient way of handling these complex computations and automating such complex scientific experiments. Scientific workflows are rapidly becoming recognized as an important unifying mechanism to combine scientific data management, analysis, simulation, and visualization tasks [3] . A scientific workflow is a formal specification of a scientific process, which represents, streamlines, and automates the analytical and computational steps that a scientist needs to go through from dataset selection and integration, computation and analysis, to ultimately data products presentation and visualization [4, 5] . In scientific workflows, it is very important to seamlessly access and integrate various heterogeneous and distributed datasets and to integrate and reuse various third-party analysis tools. The design of a scientific workflow system often focuses on "data flows," i.e., how the input data are streamlined into various analyses using data channels to produce multiple intermediate data products and ultimately final workflow output data products.
Many scientific problems involve processing huge amount of data and other complex computations which may require the use of many other tools to analyze data and execute accordingly. Typically, scientists spend tremendous amounts of effort to handle manual work and computations. The results from such computations are shared among the interested scientists for further analysis or modification. Scientific workflows can provide such a supportive and creative environment for scientists in their research by integrating complex computations and automating complex scientific analysis.
Workflow design is often concerned with the automation of procedures whereby files and data are passed between participants according to a defined set of rules to achieve an overall goal [6] . Automation is a major benefit of the scientific workflow approach. A scientist may want to execute the same data analysis pipeline over and over again with many different input datasets and/or the same dataset using different parameter settings. Another benefit is the sharing and the reusing of computational components and/or whole workflows. Analyses and results of scientific workflows can be easily shared among collaborators. Workflow systems can be designed to easily implement additional computational steps that will be linked by data or dependencies to preexisting workflow elements.
Several scientific workflow systems have been developed (e.g. Taverna [5] , Swift [7] , Kepler [4] , VIEW [8] , Pegasus [9] , Triana [10] ). Some are visualizationbased system and others are script-based systems. Most of the systems have their proprietary language representations. Based on a scientific problem that is been researched, a scientist may need to combine the results and analyses from multiple systems which can take time since it will be done manually.
Based on an evaluation conducted on five SWFMSs using the reference architecture for SWFMSs [11] , none of the systems meet all the requirements. Pegasus and Swift provide weak user interaction support while Taverna, Kepler, and Triana provide better user interactions support [11] . Almost all systems have poor support to user interface customizability.
Taverna, Kepler, and Triana have partial support to the integration of heterogeneous service and software tools, while Pegasus and Swift focus only on grid-based applications [11] . Pegasus and Swift have better support to high-end computing while other systems are being enhanced in such support. Taverna and Kepler provide customer tasks to communicate with the Grid environment, while Triana uses the GAT interface to access Grid jobs [11] . No system provides the ability to reuse existing workflows implemented by other systems.
The problems noted with existing scientific workflow management software, provide the rationale for the development of new workflow processes for efficient use of heterogeneous scientific workflows system and utilizing grid computing. When some functionality is missing in one workflow system, it might be available by another, so with a system that support heterogeneous scientific workflow, the user can develop the targeted scientific workflow. Also, scientific workflows can be shared among users. To illustrate, a user can implement a Taverna workflow and pass it to another user who doesn't know how to use Taverna but can add the workflow to his GENOMEFLOW workflow using a user friendly interface.
By analyzing at the results of our previous research and processing time when running the Recombination Simulation Scientific Workflow System (RSSWS) [12] and Intragenomic Gene Conversion [13] , we realized the importance of scientific workflow system that support the execution of heterogeneous workflows using various services.
In this paper, we will present a scientific workflow system that can support the design, develop, and execution of heterogeneous scientific workflow systems. The main contributions of this paper are:
 We implemented the GENOMEFLOW Scientific Workflow system to design, develop, and execute heterogeneous tasks in heterogeneous environment.  We propose a scientific workflow scheduling algorithm for executing applications in parallel processing in a high performance computing environment.  We present a GENOMEFLOW scientific workflow application to demonstrate the capabilities of GENOMEFLOW in support of user interaction intensive scientific workflows in a heterogeneous and distributed computing environment.
Organization. Section 2 describes the implementation of the GENOMEFLOW scientific workflow system. Section 3 presents the GENOMEFLOW Specification Language, and Section 4 presents a scheduling algorithm. Section 5 presents an application of GENOMEFLOW as a case study. Section 6 presents more information about existing scientific workflow systems and use of the grid environment, followed by Section 7 that concludes the paper and future work.
Service-Oriented Architecture for GENOMEFLOW
In this paper, we present the GENOMEFLOW scientific workflow system.
The system was designed and implemented by following the Reference Architecture for Scientific Workflow Management Systems [8] . The system consists of the following major sub-systems (Fig.  1A ): Interface and workflow design subsystem, Workflow Engine, Workflow Monitor, Task Manager, and Data Product/Provenance subsystem. The interface and design subsystem will be represented by a workbench that will give the user the ability to visually design the scientific workflow. A list of available built-in tasks will be available. If a task is not available, the user can create a new task which will be then available for future usage as well. A workflow consists of one or more tasks and each task has input/output ports. Each task represents a workflow that was built by a scientific workflow developed by a third party SWFMS. The user will have to enter data for the input ports and/or create data links between input ports and output ports of another task which indicate a dependency step. An example of a GENOMEFLOW workflow specification
The Workflow Monitor will be monitoring the workflow and task execution status. The Task Manager will execute workflow tasks. The Data and Provenance Data Product Managers will store and manage data products. A database storage, along with a file repository, will hold the task workflows and implemented workflows. The results from running the workflows will also be saved in the storage based on the name of the workflow. Inputs and outputs will be transferred back and forth between the local machine and the remote machines when necessary; if the actual execution is occurring remotely. Fig. 1B represents a service-oriented architecture for the Task Manager. The Task Manager will consist of heterogeneous scientific workflows and their executable programs with other software tools, including high-end computing environments. The execution of the workflow will start by transferring the GENOMEFLOW Specification Language (GSL) files (.xml) that represent the workflow and internal tasks to the remote machine along with job script execution file. The job script file will be called to start the execution and once it finishes, the resulted data will be transferred back to the local machine.
When implementing GENOMEFLOW, we applied the key architectural requirements for a scientific workflow management system (SWFMS) [11] . The system has user interface and support user interaction (Requirement 1). The end user can develop scientific workflow by user use the user friendly workbench. The system also meets the second requirement that it support reproducibility of results by re-executing the workflow. Provenance data will be stored to support this requirement. The core of this system is to support heterogeneous and distributed services and tools (Requirement 3). GENEOMEFLOW will give the end user the ability to develop workflows that contains tasks implemented by heterogamous scientific workflows systems and tools. As shown in Fig.  1B , the Task Manager can execute tasks that represent Taverna workflow, Swift workflow, etc. The system will also support heterogeneous and distributed data product (4 th requirement). GENOMEFLOW also supports highend computing by executing tasks and sub-workflows in parallel mode on the grid when needed.
GENOMEFLOW Specification Language (GSL)
Many systems were developed to execute scientific workflows as described in section 2 and each one has its own language to represent its workflow. Each system only supports workflows designed and implemented by itself.
However, GENOMEFLOW will support heterogeneous workflows that were implemented by other systems and will be connected and represented via GSL. In this section, we will introduce the GENOMEFLOW Specification Language (GSL) that will represent a scientific workflow consisted of one of more tasks. Each task represents a workflow implemented by any one of the other systems. Two tasks are represented in the GSL (Fig. 2) ; one for a Swift workflow and the other one for a Taverna workflow. The language will also show the data links between each task and any other dependency. 
Scheduling
In this section, we propose a scheduling algorithm to execute scientific workflow in order to optimize the process and execution time of the workflow.
Algorithm Execute_GENOMEFLOW, given in Fig. 4 , corresponds to the scheduling algorithm implemented in GENOMEFLOW. The end user will design his/her scientific workflow using the GENOMEFLOW workbench. Once it is saved, the system will follow the algorithm to prepare the execution job script files. The input for the algorithm will be an XML file representing the GENOMEFLOW workflow designed in the previous step.
The XML will contain information about the tasks involved in the workflow, inputs/outputs for each task, and the task executor. A task executor is the program that will understand and execute the workflow language representation integrated in each task. The output will be the results from executing each task. In line 5, the system will parse the XML file and capture a list of all tasks with their inputs (name, type) associated with teach task. In line 6, based on the dependency of each task, a list of subworkflows will be created. In line 7, a dependency list will be created based on parsing the workflow file and the data link section of the workflow file. In line 8, a corresponding job scripts to execute each sub-workflow will be prepared. In line 10, we start going through each job script. If a sub-workflow doesn't depend on any previous tasks then the job script file that contains this sub-workflow will be executed after allocating resources necessary to execute it. All the jobs that were executed will be added to the executed job list (line 14). Once going through all the jobs for the first round, we parse through all the jobs that are being executed. Any job that was done, we parse through the dependency and job lists. Any sub-workflow that was depending on the job that was just finished, we executed it. The last few steps are repeated until all the jobs have been executed. 
Hence, equation (1) represents all the tasks in the GENOMEFLOW. Equation (2) 
Case Study
In this section, we will demonstrate the implementation of a scientific workflow application in GENOMEFLOW to analyze Intragenomic Gene Conversions (IGC). Previously [13] , we identified a methodology to analyze the complete bacterial genomes for intragenomic recombination. Intragenomic recombination, genes which share sequence similarity and therefore exchange or transfer genetic material through recombination, is analyzed by identifying groups of genes having sequence similarity in a genome and then analyzing each group for gene conversions.
Recombination is the transfer, insertion, or replacement of a length of DNA into a genome from another source. This can occur between two cells or different regions of the same cell. The usual requirement for recombination to occur is a similarity of sequence between recombining regions. Gene conversion, which is an outcome of a recombination event, is the nonreciprocal transfer of genetic information from one gene to another. Recombination and gene conversion can occur between separate genes with related sequences within the (A) (B) (C) Figure 5 . Designing a GENOMEFLOW scrientific workflow with heterogeneous tasks, each of which is a sub-workflow developed by a third-party SWFMS same genome, a process known as Intragenomic Gene Conversion (IGC). IGC plays an important role in the evolution of multigene families of bacteria and the generation of antigenic variations [14] . Genome-wide analysis is the key to identifying sequences likely to have resulted from IGC events Despite the public availability of the microbial genome sequences and various sequence analysis tools, current IGC analysis relies on a manual and error-prone procedure. The procedures include downloading multiple datasets from public databases, integrating protein and genome data, modifying the format of the output of one analysis tool, and then transferring it into another analysis tool, and so on. IGC analysis and other genomic analysis procedures typically involve over 50 steps of human or computational tasks, and require an inordinate amount of time and labor for analysis.
Taking into consideration the importance of IGC, a methodology to analyze the occurrence of IGC in bacterial genomes has been developed. This application performs genome wide analysis to identify gene conversions found among multigene family members of entire microbial genomes. To accomplish this task, complete genomes are retrieved from GenBank, and then BLASTClust, ClustalW, GENECONV, and various parsing and statistical computations are applied to the genomic data.
Experimental Study
The experiments reported in this paper utilized two environments: a frontend system and a backend system. Inputs are entered via a user interface implemented in C# on a windows PC with 2.8 GHz and 1 GB memory. The windows client machine connects to the backend via a secure channel. The backend is the Wayne State University grid with AMD and Intel machines. They have 8-16 GB RAM and 2-2.3 GHz operated by Linux machines.
Once the user design and execute the workflow, it passes the necessary data to the grid for processing after applying the scheduling algorithm motioned in section 4. Once the execution is complete, the output data are transferred back to the user's machine. Output files are organized by the workflow name and other related provenance data.
Preliminary results show that the time it took to process 19 genomes individually for IGCs in windows using the Taverna GUI system is about two hours and 46 minutes. Using GENOMEFLOW, we were processing two genomes at the same time which resulted to process all 19 genomes in one hour and three minutes. Taverna. Taverna is a scientific workflow management environment developed by myGrid, a UK project [5] . In Taverna, a workflow can be described as a set of processors and the relations between those processors used to define a complex process. A processor is the smallest reusable component, which performs some well-defined function within a process. Data links transfer information from workflow input, or an output of one processor, to the input of another processor, or to a workflow output. A control link enables you to set dependencies between services in a workflow that do not directly share data (i.e. that are not otherwise linked by passing data from one to the other directly or indirectly). A control link allows you to delay the invocation of a service until another has finished.
VIEW. VIsual SciEntific Workflow Management system (VIEW) is developed by a group of researchers in the Scientific Workflow Research Laboratory at Wayne State University. VIEW [11, 15] is a service-oriented scientific workflow management system. VIEW comprises a workbench [15] to visually design workflows, a workflow engine [16] to execute workflows, a task manager to manage the execution of workflow tasks, a provenance manager [17] to store and query workflow provenance, and a data product manager to 
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store and manage data products. VIEW is the first system that features a service-oriented architecture conforming to the reference architecture for scientific workflow management systems [11] . Also, VIEW is the first system that supports dataflow-based MapReduce-style scientific workflows for data-intensive scientific applications [16] , and it supports an innovative task abstraction and mapping technique that uniquely addresses the type-II shimming problem, which occurs due to the incompatibility between the ports of a task and the inputs/outputs of its internal task component [18] . Swift [7] . Swift is a system for scheduling large scale scientific projects. It provides a scripting language that allows the users to express operations on datasets in terms of their local organization [19] . Swift supports the parallel and distributed execution of computationally demanding and data intensive scientific computations [20] . With Swift, the performance gains depend primarily on the parallelism that the workflow exhibits [20] .
Kepler [4] .
Kepler is an open source workflow management system that is available for download at the Kepler website [21] . Kepler is based on Ptolemy II, developed at UC Berkeley, and provides a platform for building and executing workflows. Kepler is an Actororiented workflow system designed specifically to improve component reusability.
Triana [10] .
Triana is an open source graphical problem solving environment available for download at Triana website [22] , which enables creation and execution of scientific applications, especially signal, text and image processing tasks. Triana is not only a powerful visual programming tool but also provides grid technology as a means to providing an "easy to use" environment to scientists who may not be interested in the complex details of its implementation. VLE-WFBus [23] . VLE-WFBus is a scientific workflow management system developed to support workflow interoperability. Legacy SWMSs are wrapped as federated components and are loosely coupled as one workflow system. The supported workflow systems are called sub-workflows. The VLE-WFBus support is limited to certain workflow systems.
Use of GRID for scientific workflow systems
Along with the scientific workflow systems, scientific communities are utilizing Grids to share, manage and process large data sets [24] . In order to support complex scientific experiments, distributed resources such as computational devices, data, applications, and scientific instruments need to be orchestrated while managing the application workflow operations within Grid environments [25] .
Grids [26] have emerged as a global cyberinfrastructure for the next-generation of e-Science applications by integrating large-scale, distributed and heterogeneous resources. Imposing the workflow paradigm for application composition on Grids offers several advantages [27] such as utilization of resources that are located in a particular domain to increase throughput or reduce execution costs, and execution spanning multiple administrative domains to obtain specific processing capabilities. Some of the existing scientific workflow management systems have tried to exploit the advantages of using Grid technology with scientific workflows. Scientific communities are utilizing Grids to share, manage and process large data sets [24] . In order to support complex scientific experiments, distributed resources such as computational devices, data, applications, and scientific instruments need to be orchestrated while managing the application workflow operations within Grid environments [25] .
Some of the features of scientific workflow in Grid environment are: (1) resources are highly distributed, (2) scientific workflows often contains many tasks and involve large data sets which requires intensive computation, so it will be easy to use on the Grid environment [28] .
Conclusions and Future Work
Many scientific discoveries are achieved through complex and distributed computations. The advantages of high-performance grid-based computing for scientific workflows. The problems noted with existing scientific workflow management software, provide the rationale for the development of new workflow processes for efficient use of heterogeneous scientific workflows system and utilizing grid computing. When some functionality is missing in one workflow system, it might be available by another, so with a system that support heterogeneous scientific workflow, the user can develop the targeted scientific workflow. Also, scientific workflows can be shared among users. To illustrate, a user can implement a Taverna workflow and pass it to another user who doesn't know how to use Taverna but can add the workflow to his GENOMEFLOW workflow using a user friendly interface. By analyzing at the results of our previous research [12] and [13] , we realized the importance of scientific workflow system that support the execution of heterogeneous workflows using various services.
In this paper, we presented a scientific workflow system that allows users to execute heterogeneous tasks where each task represent a third party SWFMS. We implemented an application to validate the feasibility of GENOMEFLOW. Ongoing work includes the extension of our system to address support more scientific workflow system and optimizing data movements between heterogeneous environments.
