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Preface

This work originated in 1990 as a Telecom Australia funded research
project undertaken at the Switched Networks Research Centre at the Uni
versity of Wollongong, Australia. The initial aim of this project was to
investigate the design of a future Broadband Integrated Services Digital
Network based on the Asynchronous Transfer Mode. From this the project
matured into the development of design tools and methodologies suitable
for examining the design of such networks.
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Abstract

The future Broadband Integrated Services Digital Network (BISDN) prom
ises a versatile high speed communications capability. This network will
need to support a wide range services with differing traffic characteristics
and performance requirements. These services range from existing services
to new services utilising the broadband aspects of the BISDN. Asynchro
nous Transfer Mode (ATM) is a suitable transmission, multiplexing and
switching technology for the BISDN. This technology introduces a number
of capabilities not available in current communications networks including
the ability to support connections at different bit rates and statistically mul
tiplex connections with varying bit rates.
This thesis is concerned with the development of a methodology for exam
ining the design of an ATM based BISDN utilising the Virtual Service Net
work concept. The Virtual Service Network concept is a traffic
management technique that segregates the network into separate logical
networks to simplify the control problem allowing improved management
of resources. An essential initial step in examining the design of an ATM
network using Virtual Service Networks is the ability to optimise the net
work for any given scenario. This enables different design techniques to be
examined and compared. As there are no appropriate methodologies cur
rently available for optimising Virtual Service Networks the contribution of
this thesis is the development of a methodology for optimising an ATM
network utilising Virtual Services Networks.

in

The thesis is presented in two main parts with the first part examining traf
fic control in ATM networks. This identifies the Virtual Service Network as
a promising technique for solving the traffic control problem and investi
gates current methods for designing an ATM network based on the tech
nique. With no appropriate methods currently available in the literature an
analysis is performed to determine the requirements of a Virtual Service
Network based design methodology. The first part of the thesis concludes
with a description of the Virtual Service Network design problem.
The second part of the thesis investigates solutions to the identified design
problem and discovers that the problem area is very difficult with no cur
rently available solution. This leads to the development of a optimisation
methodology which can be used to examine the design of an ATM based
BISDN utilising Virtual Service Networks.
The work performed in this thesis shows that:
1. The Virtual Service Network concept provides a promising framework
for traffic control with an ATM network and that no tools are currently
available for analysing their design.
2. Algorithms can be developed to solve the Virtual Service Network opti
misation problem enabling the design of such networks to be examined.
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1. Introduction

1.1

Background
The future Broadband Integrated Services Digital Network (BISDN) prom
ises a versatile high speed communications capability. This network will
need to support a wide range services with differing traffic characteristics
and performance requirements. These services range from existing services
supported by present day networks to new services utilising the broadband
aspects of the BISDN.
The ITU-T (formerly CCITT) is responsible for standardising BISDN and
has identified Asynchronous Transfer Mode (ATM) as a suitable transmis
sion, multiplexing and switching technology for the BISDN. This new tech
nology introduces a number of capabilities not available in current
communications networks. These capabilities, which result from ATM’s evo
lution from both Asynchronous Time Division Multiplexing and Fast Packet
Switching technologies, include the ability to support connections at differ
ent bit rates and statistically multiplex connections with varying bit rates.
ATM is currently being standardised by the ITU-T as well as a consortium of
manufacturers known as the ATM Forum. These two groups aim to standard
ise the many facets of the ATM network stemming from the introduction of a
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new technology: requirement to interface with existing technologies and
need to support new undefined services.
To efficiently carry the range of varying traffic types it will be necessary to
statistically multiplex traffic, leading to the probability of delay and loss. The
effect this has on traffic will vary depending on the characteristics of the indi
vidual services and the required levels of performance. This leads to some
very difficult traffic control problems. These problems have generated a great
deal of interest in the research community over the past few years with cer
tain areas being standardised while others areas have been left for future
investigation for a satisfactory solution.
One solution to the traffic control problem is through the use of Virtual Paths
to provide service segregation and simplified routing capabilities through the
use of logical overlay networks. A logical overlay network or Virtual Service
Network is a logical grouping of Virtual Paths providing the same service
within the network [Anido 89]. This enables the problem to be separated into
a number of smaller and more manageable sub-problems. The initial aim of
this research was to determine the feasibility and optimum way of designing
an ATM based BISDN using Virtual Service Networks. However, as the
project progressed it became obvious that methodologies were not currently
available to allow such a study to be performed and this was probably due to
the complexity of the methodology required. Therefore the aim of this thesis
was revised to the development of a methodology for optimising a network
of Virtual Service Networks. This is an essential first step for examining the
Virtual Service Network based design of ATM networks. For this reason the
thesis is presented in two parts with the requirements for examining the
design of a Virtual Service Network based network being examined in the
first part and the development of an appropriate optimisation methodology in
the second.
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Overview
This thesis is divided into two parts to facilitate the logical presentation of
material and to avoid excessive forward referencing. This first part of the the
sis addresses Virtual Path traffic control of ATM networks and is presented in
Chapters 2 and 3. The second part of the thesis addresses the optimisation of
Virtual Service Networks which is a Virtual Path based ATM traffic control
technique identified in Part 1. This is presented in Chapters 4-7 and includes
a separate literature review. The whole thesis is then concluded in Chapter 8.
Chapter 2 describes the ATM traffic control problem in detail, outlining the
standards developed so far and the associated literature. It provides details on
the characteristics of ATM that will be exploited by a BISDN and proposed
techniques for solving the traffic control problem. This focuses on Virtual
Path based techniques and, in particular, the Virtual Service Network con
cept. This sets the scene for this investigation.
Chapter 3 examines the design of Virtual Service Networks to provide traffic
control through Network Resource Management. As no design methodology
is currently available it investigates the requirements of such a methodology.
This results in a description of the Virtual Service Network design problem
and corresponding optimisation problem and concludes Part 1 of the thesis.
Part 2 of the thesis starts with a new literature survey in Chapter 4. This sur
vey examines the optimisation problem identified in Part 1 and investigates
possible solution techniques. It becomes clear that the optimisation problem
being considered is very difficult and there are no solutions currently availa
ble. This leads to the identification of an existing technique which can poten
tially be enhanced to provide a solution to the optimisation problem. Also
examined are the traffic modelling requirements for network level optimisa
tions. Such optimisations require repeated solving of complicated models
and the calculations of derivatives. These solution times need to be mini
mised to allow the network optimisation to be performed in a realistic time
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scale. The results of this chapter provides the background for the network
optimisation methodology and associated models developed in the remainder
of the thesis.
The examination of suitable network level traffic models is presented in
Chapter 5. The approach taken is to develop a parametric approximation for a
known traffic model using curve fitting techniques. Such approximations can
be formulated so they are differentiable and have constant solution times,
irrespective of the traffic load being considered. These two properties are
important for improving the performance of the optimisation algorithm being
considered.
In Chapter 6 the Virtual Service Network optimisation algorithm is devel
oped. This is developed in a number of stages reflecting the different types of
network conditions that need to be considered. This includes the ability to
optimise both single and multiple Virtual Service Networks as well as net
works with and without link capacity constraints. The optimisation is devel
oped so that it requires only one algorithm for all conditions. This also
includes a number of heuristics to improve the execution time of the algo
rithm and enable the solution space, containing multiple local minima, to be
explored.
Chapter 7 examines the performance of the developed optimisation algo
rithm. This is performed in a number of stages, matching the order of the
development in Chapter 6. Also examined is the performance of the paramet
ric approximations developed in Chapter 5 in terms of their accuracy and
execution time. Some of the Virtual Path usage issues addressed in Chapter 3
are also addressed indicating their importance to the design of ATM net
works and the ability of the algorithm to investigate these issues.
Chapter 8 contains the conclusions of the research presented in this thesis.
This covers the identification of the Virtual Service Network as a proposed
technique for traffic control in ATM networks, the requirements for investi-
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gating Virtual Service Networks design and the development of the optimisa
tion methodology. This optimisation methodology is the combination of the
optimisation algorithm and associated heuristics and approximations. It also
highlights areas of future work that can be examined using the optimisation
methodology.

1.3

Contributions
The following contributions have resulted from the work presented in this
thesis:
3. Observation that the Virtual Service Network concept, based on the logi

cal overlay network [Anido 89], provides a promising framework for traf
fic control with an ATM network (Section 2.5-2.6).
4. Determination that current models for examining the design of Virtual

Service Network style networks do not adequately incorporate all facets
affecting the design such as the need to statistical multiplex traffic within
the network and different'Quality Of Service requirements (Section 2.7).
5. Determination that a comprehensive design methodology is required to

examine the number of Virtual Service Networks required (which traffic
should be segregated) and the Virtual Path layout for each VSN (Section

2 . 8).
6. Determination that the bandwidth requirement of Virtual Paths, within
Virtual Service Networks, can be used as a common measure for compar
ing traffic services which have different Quality O f Service requirements
(Section 3.2).
7. Determination that the advantages of merging of Virtual Paths to improve
network utilisation from additional statistical multiplexing, will depend
on the level of switching and the additional Call Admission Control
requirements (Section 3.3).
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8. Development of the Virtual Path Grouping concept which enables Virtual
Paths to be merged while preserving the identification of the merged Vir
tual Paths and allowing additional statistical multiplexing to be performed
(Section 3.3.1).
9. Determination that the bandwidth savings from the statistical multiplexing
of VPs increases as the number of connections decreases and the cell loss
probability and burstiness increase, for Variable Bit Rate traffic (Section
3.4.1) .
10.Observation that the level of additional statistical multiplexing achieved
through VP merging is dependent on the utilisation of the incoming VPs,
which, is determined by the parameters of the supported connections. This
indicates a potential for a simplified Connection Admission Control
scheme based on the admitted Variable Bit Rate Connections (Section
3.4.1) .
11 .Determination that a simplified Call Admission Control scheme, that
requires no intermediate control at merging nodes, can achieve significant
bandwidth savings if the burstiness and peak rate of connections is limited
to a specific range for Variable Bit Rate traffic statistically multiplexed at
the cell level (Section 3.5.2.2).
l2.Formulation of the VSN design problem as the minimisation of a set of
dependent multi-commodity flow problems with concave performance
functions and non-linear constraints (Section 4.2).
l3.0bservation that no solutions currently exist for the formulated optimisa
tion problem but the potential exists to adapt an existing technique, known
as the Flow Deviation Method [Fratta 73] (Section 4.3).
l4.0bservation that the developed optimisation algorithm will require effi
cient traffic models for repeatedly calculating the required bandwidth of
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Virtual Paths and associated gradients. These gradients should be smooth
to ensure stability of the algorithm (Section 4.4).
15. Development of a parametric approximation for heterogeneous Variable
Bit Rate traffic, statistically multiplexed at the cell level, which provides
near constant time performance and is differentiable (Section 5.2).
16. Determination that a bandwidth reservation scheme which ensures a mini
mum bandwidth for wideband Constant Bit Rate connections provides the
simplest technique for improving the blocking performance of wideband
connections under a variety of load conditions (Section 5.3.4).
17. Determination that bandwidth reservation can be used to reduce the
capacity requirements of Virtual Paths, carrying heterogeneous Constant
Bit Rate, when all connections require the same maximum connection
blocking probability (Section 5.3.5).
18.Observation that current techniques for modelling bandwidth reservation
are to complex to allow a detailed analysis of Virtual Path bandwidth
requirements over an acceptable range of operating conditions (Section
5.3.5).
19. Development of a parametric approximation for heterogeneous Constant
Bit Rate traffic, statistically multiplexed at the connection level, which
provides near constant time performance and is differentiable (Section
5.4).
20. Development of an optimisation algorithm for an unconstrained Virtual
Service Network based on the Flow Deviation Method and utilising an
path based formulation so that Virtual Paths are a direct output (Section
6.4.1).
21 .Development of a heuristic to find a reduced but legitimate initial path set
for the optimisation algorithm which decreases the number of iterations
required (Section 6.4.2.1).
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22. Development of initial load calculating heuristics to improve the ability of
the optimisation algorithm to find a local optimum near the global opti
mum by aiming to avoid incorrectly biasing the initial load towards any
particular optimum (Section 6.4.2.2).
23. Development of heuristics that will generate different starting points, nec

essary for finding a range of local optima, since it cannot be guaranteed
that the global optimum will be found (Section 6.4.2.1-6A2.2).
24. Adaptation of the developed unconstrained optimisation algorithm, and

associated heuristics, to also handle a single Virtual Service Network with
link bandwidth constraints (Section 6.5).
25. Adaptation of the developed single Virtual Service Network optimisation

algorithm, and associated heuristics, to handle multiple Virtual Service
Networks (Section 6.6).
26. Determination that merging of Virtual Paths to increase the level of statis

tical multiplexing can significantly reduce the required bandwidth (Sec
tion 7.2.1).
27. Observation that requiring Virtual Paths, that connect common nodes in

opposite directions, to follow the same route can significantly change the
local of the global optimum and required network bandwidth (Section
7.2.1).
28.0bservation that the introduction o f limited link constraints can signifi
cantly change the routing o f the global minimum, indicating the potential
need for significant reconfiguration following seemingly minor network
changes (Section 7.3).
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2. ATM Traffic Control

2.1

Introduction
This chapter provides a review of the ATM traffic control problem to provide
a context for the work that follows. The traffic control problem considered
addresses the requirements of an ATM network to support a B-ISDN. The
review focuses on the use of VP based resource management techniques to
provide the required traffic control. Such techniques have been widely recog
nised in the literature and is the premise of the work in the thesis.
This chapter will only address the literature on VP based resource manage
ment techniques which is the focus of the first part of the thesis. The first part
of this chapter, Section 2.2, provides an overview of an ATM based B-ISDN
outlining the requirements of such a network and is followed by a brief
description of an ATM network in Section 2.3. The currently defined ATM
traffic control functions which have been developed to enable the support of
broadband services are then discussed in Section 2.4. The main function of
interest in this thesis is Network Resource Management which provides high
level control of resources such as link bandwidth and routing.
Early research on the use on VPs identified that they can be configured to
carry a particular traffic type and thus provide separate services [Burgin
89b]. Policing of the VPs, using peak cell rate policers, ensures that VPs do
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not exceeded their allocated bandwidth and do not affect other VPs using the
same link [Anido 89]. This separation of VPs allows multiple VPs to be
established between Origin-Destination pairs enabling the network to pro
vide service diversity and simplify the traffic control process. These capabil
ities led to the development of “Service-specific Virtual Networks” [Anido
89] or Virtual Service Networks (VSN) where all VPs carrying the same
class of traffic would be formed into a single VSN. The B-ISDN network
would then consist of a number of VS Ns overlaid onto the underlying physi
cal ATM network. This concept combines all the reported features of VPs
utilising the simplified routing and connection establishment within each
VSN while providing service diversity and bandwidth control across the
VSNs. The design and optimisation of these VSNs is the topic of this thesis.
The provision of Network Resource Management through the use of VPs is
discussed in Section 2.5 which introduces the concept of VSNs [Anido 89]
for managing the B-ISDN. This raises the question of how many VSNs are
required and what VPs do they require. The literature concerning these two
questions is reviewed in Sections 2.6 and 2.7 respectively. The results of this
review are discussed in Section 2.8 which highlights the present level of
knowledge on the design of an ATM based on VSNs as well as any areas
where further research is required.

2.2

ATM and the B-ISDN
“A BISDN functional principle is the support of a wide range of data, video
and voice applications in the same network. A key element of service inte
gration for such a network is the provision of a range of services using a lim
ited number of connection types and multipurpose interfaces. BISDNs
support switched and non-switched connections. BISDNs support services
requiring both circuit-mode and packet-mode information transfer capabili
ties. BISDNs will support capabilities for the purpose of providing services
features, maintenance, and network management functions.” [ATM B-ICI].
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ATM has been recognised and standardised as a suitable technology for sup
porting the range of traffic types and requirements expected in the B-ISDN.
This stems from the ability of ATM to support a wide variety of traffic char
acteristics through the use of high speed packet switching technology. Infor
mation is organised into short fixed-length packets called cells. These cells
consist of a 48 byte data field plus a 5 byte header which is used to transport
the cells to their destination. This allows continuous and variable bit rate traf
fic to be supported and potentially multiplexed to increase the utilisation of
resources.
The requirement to increase the utilisation of resources stems from the nature
of the expected B-ISDN traffic. In an ATM network a traffic source can be
modelled at three different levels [Hui 88] as shown in Figure 2.1. The con
nection level models the connection of a source to the network with the abil
ity to send cells into the network. The burst level models the data generation
characteristics and reflects whether the source is a continuous or variable bit
rate stream. The cell level models the segmentation of the source data into
ATM cells which transport and route the information across the network.
This is the level at which all sources are multiplexed together in the buffers
of high speed switches within the network.

Connection
Level

Connection
Rate

Burst Level

Information
Rate

Cell Level

Transmission
Rate

Figure 2.1

Three level model of an ATM traffic source [Hui 88].

It is the presence of the burst level that leads to a potentially poor utilisation
of network resources. Continuous bit rate sources, where the burst level
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matches the connection level, will make full use of the resources when allo
cated the peak bit rate. A variable bit rate source, when allocated the peak bit
rate, will not fully utilise the allocated bandwidth for the duration of the con
nection. The level of utilisation will depend of the burstiness of the source
and may be quite low. To overcome this low utilisation sources can be statis
tically multiplexed together at the cell level by over allocating the available
bandwidth based on the assumption that not all sources will be bursting at the
same time. This over allocation of available bandwidth causes overload peri
ods where the cell generation rate exceeds the available bandwidth. The
excess cells are either be buffered, introducing a delay, or lost. The amount of
loss and delay depends on the size of the multiplexing buffers within the
ATM switches and the allocated bandwidth. The preferred operating point
depends on whether the traffic is delay or error sensitive and the required per
formance.
The ability to statistically multiplex traffic within switch buffers introduces a
number of Quality of Service (QOS) measures including cell delay, cell
delay variation and cell loss rate at the cell level. These are combined with
the equivalent measures at the burst and connection levels. The B-ISDN is
expected to support a wide range of traffic types with different and conflict
ing QOS requirements. Therefore the ATM network will need to provide suf
ficient traffic control to meet these requirements. These traffic control
requirements have been investigated by both the ITU (formerly CCl'lT ) and
the ATM Forum. Before reviewing the current ATM traffic control standards
the structure of an ATM network will be reviewed.

2.3

An ATM Network
The basis of ATM is the cell which is used to transport all information. This
is a fixed length 53 bytes cell with a 5 byte header and 48 byte payload. Each
cell header contains an address field which is used to route the cell through
the ATM network. This routing is performed in high speed switches that
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interconnect the links within the network. The address field has two compo
nents, a Virtual Channel Identifier (VCI) and a Virtual Path Identifier (VPI).
This provides two levels of addressing with the VCI being the lowest level.
The VCI identifies the Virtual Channel (VC) that the cell will use within the
network. A VC may traverse one or several links with routing at each switch
being performed using routing tables configured when the VC is established.
These tables are indexed using the VCI and indicate the outgoing link and
VCI value to use on the link. The ability to change a cell’s VCI on each link
allows the VCI range to be dynamically allocated providing greater flexibil
ity and utilisation of the VCI range. VCs may be concatenated to provide an
end to end connection referred to as a Virtual Channel Connection (VCC).
[ITU 1311].

vcs a

vp ^/

VCs

VP

VCs

VP

Figure 2.2

Transmission
Path

VP

x;
Relationship between VCs, VPs and the transmission path
[ITU 1311].

Each VC is associated with a particular Virtual Path (VP) or Virtual Path
Connection (VPC), where a VPC is a concatenation of VPs. The relationship
between the VC and VP is shown in Figure 2.2 with VCs considered to exist
within VPs. A VP can transverse multiple links and ATM cells can also be
routed using the VPI. The use of a VCI and VPI field allows cells to be
routed using either or both of the fields. VP switching allows multiple VCs to
be switched at once while preserving the VCI values on the new link. [ITU
1311].
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The use of the VCI/VPI field in conjunction with established VCs and VPs
means that routing in an ATM is fundamentally connection orientated. VCs
and VPs can either be established by management (permanent) or signalling
(switched) as required. The establishment of connections and level of switch
ing (VPI or VCI) depends on the required traffic control.

2.4

ATM Traffic Control
To allow ATM networks to meet the desired traffic control objectives a
number of functions have been identified [ATM B-IO][ITU 1371]. These
functions operate on different time scales as shown in Figure 2.3.

Timescale
Long Term

Network Resource Management (NRM)
Connection Admission Control (CAC)

Connection Time

Fast Resource Management (FRM)
Propagation Delay

Feedback Controls
Network/User Parameter Control (NPC/UPC)

Cell Scale

Priority Control
Figure 2.3

2.4.1

ATM traffic control functions classified by timescale.

Priority Control
A Cell Loss Priority (CLP) bit has been allocated in the ATM cell header to
allow connections to select between a high and low priority level. If neces
sary network elements may discard low priority cells to protect the perform
ance of high priority cells. This provides a limited traffic control capability
[Gallassi 90a].
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2.4.2

User/Network Parameter Control (UPC/NPC)
These two functions monitor traffic flow to protect the network and ensure
QOS of connections. This monitoring occurs at the User to Network Inter
face (UNI) and Network to Network Interface (NNI) respectively. This is
coupled with the Traffic Contract which is negotiated when the connection is
established

within

the

network.

(See

Call

Admission

Control in

Section 2.4.5).

2.4.3

Feedback Controls
Allows reactive control of ATM connections via congestion feedback mes
sages from congested parts of the network. These controls are primarily
intended for data services such as Local Areas Networks. An example of
these is the Available Bit Rates schemes being developed by the ATM
Forum. Such schemes rely on end-user compliance and cannot be relied on to
control network congestion [ATM B-ICI].

2.4.4

Fast Resource Management (FRM)
These functions provide resource reservation capabilities for connections
that are likely to suffer high cell loss within the network. These include large
image or file transfer searches requiring a significant number of resources
within the network for a small amount of time. They will operate on the time
scale of the round-trip propagation delay and are currently under study.
[ATM B-ICI]. An example of such services include ATM Block Transfer
(ABT) [ITU 1371] and Available Bit Rate (ABR) [ATM TMS] which provide
mechanisms for allocating bandwidth to a series of cells.

2.4.5

Connection Admission Control (CAC)
CAC provides a preventative form of traffic control accepting or rejecting
new connection requests depending on available resources within the ATM
network. When a connection is accepted the user and network performance
parameters are negotiated and form a Traffic Contract. This contract may be
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renegotiated during the duration of the connection and are used to monitor
the connection using lower level traffic controls such as UPC/NPC. The
exact form of the Traffic Contract and the parameters involved depends on
the type of service, QOS requirements and capabilities of the other traffic
control functions. This is one of the major areas of research in ATM net
works as it defines the characteristics of the connection, the required QOS
and potential to achieve a statistical multiplexing gain to improve network
utilisation. These effectiveness of these quantities depends on the capabilities
of Network Resource Management
2.4.6

Network Resource Management (NRM)
NRM is primarily concerned with the allocation of resources within the net
work to meet the needs of the carried traffic. Through the use of cell scale
policers and intelligent switch buffer management systems it is possible to
allocate resources to a particular connection or set of connections. Policers
provide a mechanism for ensuring the cell rate of a particular stream of traf
fic does not exceed of specified level. They can be used at the VC (a single
VCI) or VP level (multiple VCIs with a common VPI) and form part of the
UPC/NPC control capabilities. It is also possible to allocate buffers for par
ticular connections with an ATM switch to meet different delay and loss
requirements.
One NRM technique which has received a lot of attention in the literature is
the use of policed VPs to allocate bandwidth and provide service separation.
It has been widely recognised [Anido 89][Gallassi 90b][Rathgeb 91][Aagesen 91][Sato 91] that some form of service separation is required in the net
work to meet the many different and conflicting QOS requirements. An
example of this are the inefficiencies involved with meeting the most strin
gent QOS requirement when a range of QOS levels are present [Sato 91]. By
separating services through the use of policed VPs, the network can meet the
many different expected service requirements while providing a framework
for improving the network efficiency in both the bandwidth utilisation and
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connection control areas [Wang 90b]. The level of performance achieved by
each VP depends on the allocation of resources as determined by NRM. It is
the requirement of NRM to support this use of VPs that is the focus of the
work in this thesis. Therefore, the literature review will concentrate on NRM
and only consider other traffic control functions as required. The remainder
of this chapter provides an overview of the development of VPs and a critical
review of the literature in this area.

2.5

Virtual Path based Network Resource Management
The Virtual Path concept was initially developed as a traffic control method
to simplify the management of connections in ATM networks. It was devel
oped independently in both Japan [Kanada 87] and Australia [Addie 87] for
inclusion in the CCITT Study Group XVIII recommendations on B-ISDN. It
has since been included in the CCITT, now ITU, recommendations and has
been adopted by the ATM Forum. The initial VP concept was based on the
bundling of multiple connections (VCs) to reduce node processing costs and
increased flexibility through improved controllability. This is all achievable
using simple equipment and was a result of two main features of the pro
posed VP concept.
The first of these was the use of a common VPI in each cell header allowing
multiple VCs to be simultaneously switched within the network. This
reduces the size of switching tables and allows bundles of connections to be
rerouted at the VP level simplifying network reconfiguration. This feature is
illustrated in Figure 2.4 b) where the use of VP switching preserves the VCIs
and uses simpler switching tables as compared to VC switching in Figure 2.4
a). The second feature is the use of established VPs spanning multiple links
to simplify call admission. When a call is admitted to a VC within an existing
VP that spans multiple links processing is only required at the end nodes. All
switching at intermediate nodes is performed at the VP level with the VCI
preserved on all links in the VP. This is demonstrated in Figure 2.4 with the
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switching tables in the VC switches requiring additional configuration to
establish a new VC while not such configuration is required in the VP
switches.

VC Switch

V C Switch

VCI 6

vci 1
V CI2

Q

VPI 5
VCI 1
IN
VPI/VCI
5/1
5/2

VPI 5

VPI 3

)■ ■

VCI 4

VPI 1

VPI 2

) ■ ■ ■ VCI 3

—

OUT
VPI/VCI
5/6
1/1

IN
VPI/VCI
5/6
1/1

OUT
VPI/VCI
2/3
3/4

a) Representation of VC switching.
VP Switch

VP Switch

VCI 1
VCI 2

IN
VPI
5

OUT
VPI
2

IN
VPI
2

OUT
VPI
3

b) Representation of VP switching.
Figure 2.4

Representation of ATM connection switching at the a) VCI level
and b) VPI level.

For a VP to accept connections it requires an allocated bandwidth on each of
the links traversed. This allocated bandwidth can be dynamically controlled
with each VP being able to renegotiate their bandwidth as connections are
accepted and terminated [Ohta 88]. Using such a control scheme the network
could regulate the allocated bandwidth to all VPs to improve network effi
ciency. This relies on the development of a bandwidth control algorithm that
can choose and maintain an operating point that optimises both the level of
bandwidth renegotiation and network utilisation [Burgin 88]. A number of
studies were carried out to determine the optimum operating point for the VP
resource management problem [Burgin 88] [Ohta 88] [Burgin 89a] [Burgin
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89b]. These all assumed a VP earned the same load on all links allowing the
same bandwidth to be allocated on the links.
It was noted [Burgin 89b] that VPs can be configured to carry a particular
traffic type and thus provide separate services. However, no mention was
made of how the network would ensure VPs did not exceed their allocated
bandwidth. Such an event is possible if connections are allocated a band
width below their peak rate to improve network utilisation through statistical
multiplexing. A solution to this was to police VPs using peak cell rate polic
e s such as the leaky bucket [Anido 89]. This policing ensures that VPs that
exceeded their allocated bandwidth do not impact other VPs using the same
link. This separation of VPs allows multiple VPs to be established between
O-D pairs enabling the network to provide service diversity. Each VP can be
configured to provide a particular QOS depending on the type of traffic car
ried. This also simplified the traffic control process since the traffic carried
by each VP could be considered independently of the other network traffic.
These capabilities led to the development of “Service-specific Virtual Net
works” [Anido 89] or Virtual Service Networks (VSN) where all VPs carry
ing the same class of traffic would be formed into a single VSN. The B-ISDN
network would then consist of a number of VSNs overlaid onto the underly
ing physical ATM network. This concept combines all the reported features
of VPs utilising the simplified routing and connection establishment within
each VSN while providing service diversity and bandwidth control across the
VSNs. The use of VSNs provides a two level traffic control mechanism
[Burgin 90] with NRM management at the VSN/VP level and CAC at the VC
level. The use of VPs also enables network reconfiguration of services to be
performed at the software level through redimensioning of the VPs within
each VSN.
For the VSN concept to be realised there are two fundamental problems that
need to be solved. These are the number of VSNs required and how many
VPs each VSN network requires for a given mix of services and traffic load.
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While these two problems are not completely separable they have generally
been treated separately in the literature. For this reason the literature on these
areas will be presented separately and then jointly summarised.

2.6

Number of Virtual Service Networks Required
The answer to the question of how many VSNs is essentially the original VP
resource management problem. The inclusion of policed VPs simplifies this
problem by allowing the traffic within a VP to be modelled independently.
While this simplifies the modelling it still leaves the question of how much
and when bandwidth should be allocated to VPs as well as what traffic each
VP should carry. The dominant question is the traffic carried by a VP as this
depends on the trade-off between network control complexity and network
utilisation. Due to the wide range of traffic types and service requirements
this trade-off has been identified in a number of areas leading to a variety of
reasons for separating traffic to improve the network performance. The areas
which relate to the capability of traffic control and NRM are examined in the
remainder of this section. Other reasons for requiring traffic separation
include the provision of Virtual Private Networks for exclusive use by a cus
tomer and to allow new or specialised services to be introduced. These can
all be accommodated using VSNs and require no specialised treatment.

2.6.1

Required Level of Traffic Modelling
To take advantage of the statistical multiplexing of connections the network
must model the traffic performance at the level at which the multiplexing is
occurring. This can occur at either the cell, burst or connection level. Model
ling traffic at a lower level than required only increases the control complex
ity with no gain in network utilisation. This means CBR only needs to be
modelled at the connection level while VBR traffic may require modelling at
all levels. This difference in modelling requirement was one of the first logi
cal boundaries identified for separating CBR and VBR traffic into different

A T M T raffic C ontrol

23

VPs [Anido 89][Gallassi 90b] [Cooper 90]. This allows CBR traffic to be
modelled using existing circuit based techniques while the VBR traffic was
modelled using more complicated techniques such as On/Off models [Dutkiewicz 89][Gallassi 90b] [Cooper 90][Decina 90][Decina 90a][Baiocchi 91].
2.6.2

Required QOS Level
Within a traffic class it is possible that connections may require different
QOS service levels. This may be a result of users choosing to trade-off per
formance against tariff. If all connections are carried within the same VP
then all connections must be supported at the most stringent QOS level [Sato
91]. This reduces the network utilisation through over dimensioning of
resources for the lower QOS connections. Separation based on QOS level
will improve network utilisation through improved statistical multiplexing of
lower QOS connections [Hughes 92].
One method of providing multiple QOS levels within a VP is through the use
of priorities. With an ATM cell only providing a single priority bit in the
header and the inability of priority schemes to guarantee performance at mul
tiple levels [Dutkiewicz 89], such schemes have limited application and do
not provide a solution for all situations. However, priorities can still be used
within VPs to provide additional traffic separation within a particular class
[Hughes 92].
A study [Chan 94] of bandwidth allocation for multiple QOS classes deter
mined that segregating traffic into separate VPs was more bandwidth effi
cient under certain conditions. The study examined the statistical
multiplexing of multiple classes of On/Off sources using an MMDP/D/l/K
queue with the buffer size limited to 50 cells. A buffer size of 50 cells pro
vides an acceptable maximum delay for delay sensitive traffic [Hughes 92].
Each source was modelled using a peak rate, mean rate, mean burst length
and maximum cell loss probability. The results showed that it is bandwidth
efficient to separate traffic when the highest peak rate traffic does not have
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the lowest maximum cell loss probability. Since this traffic has the highest
bandwidth requirement it should be multiplexed at the highest allowable cell
loss probability.

2.7

Virtual Path Configuration for a Virtual Service Network
Most early studies on the topological configuration of VPs assumed that a
single VP or VPC with a constant bandwidth existed between each O-D pair
[Burgin

88][Ohta

88][Burgin

89a][Burgin

89b][Dutkiewicz

89][Sato

90b][Wang 90a][Wang 90b][Sato 91]. This allowed bandwidth allocation to
be studied by modelling a single link. This single link analysis approach does
not consider the possibility of selecting an optimum path through the net
work to avoid link capacity constraints or maximise statistical multiplexing
gain through merging of traffic within the network. While VPs carrying dif
ferent service classes will be separated the VPs within a VSN will be carry
ing the same service class and can be merged to increase network utilisation.
Such possibilities depend on the routing within the network requiring an
analysis of multiple links and VPs [Roosma 91].
A study by [Sato 90a] assumed that a direct and stand-by VP existed between
each O-D pair thereby including multiple links and VPs. However, the routes
were assumed to be given and multiplexing with other traffic within the net
work was not considered. The effect of routing in an ATM network was con
sidered by [Sykas 91] and concluded that it will affect the achievable
bandwidth utilisation of the network. This was in the context that all connec
tions were multiplexed on all links which is analogous to considering a single
VSN. While the study only considered statistical multiplexing at the connec
tion level (circuit switching) and did not consider the optimum bandwidth
required, it does highlight the need to consider multiplexing within a VSN. It
also highlighted the difficulties in modelling such networks opting to utilise
simulations to perform the analysis as well as ignoring cell scale effects. This
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supports the argument for segregating traffic based on modelling require
ments (Section 2.6.1).
One such modelling simplification is the use of an “effective bandwidth” for
VBR sources which was utilised by [Sykas 91]. This lies somewhere
between the peak rate and average rate and depends on current traffic mix
and QOS level [Griffiths 90]. While it allows VBR sources to be considered
as CBR sources it is still dependent on the traffic mix and therefore requires
recalculation whenever the routing changes. A variety of methods for calcu
lating an effective bandwidth were used by [Mase 91] when considering the
real-time bandwidth requirements of a network of VPs with dynamic routing.
This is analogous to sharing capacity amongst a set of VPs within a single
VSN assuming that all link bandwidth is available. While this study exam
ined some of the routing aspects of VPs within a VSN it still requires a
higher level of analysis to determine what bandwidth the VSN requires. The
work also relied on the future development of a suitable central resource
management system to re-allocate the bandwidth amongst the VPs and noted
the control complexities involved even if resource management is performed
at the VP level.
A more comprehensive study of the design of ATM networks using VPs was
presented in [Hui 91]. This study concentrated on the traffic segregation
issue by examining whether VPs should share bandwidth or be allocated sep
arate portions. It was assumed that the network provided a set of VPs for
which the optimal flow assignment is required. Depending on the nature of
the performance function this either produces a unique stationary point,
which could be efficiently found, or a NP-hard problem with a set of local
minima. This corresponds respectively to a convex or linear performance
function, which can be used to avoid full utilisation of resources, or a con
cave function which takes economy of scale effects into account. The latter is
more realistic as it models bandwidth reduction through statistical multiplex
ing. However, the study assumed a linear cost function which allowed solu
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tions to the flow problem to be easily found. The results of the study showed
that significant savings can be achieved if traffic is not segregated into sepa
rate paths but these savings are reduced if significant statistical multiplexing
occurred within the segregated VPs. While it was assumed all aggregated
VPs would see the same QOS, which ignores many of the segregation issues
in Section 2.6, the results note that the added control complexity may make
such aggregation infeasible. This provides further support for simplifying
control through the use of VSNs. A conclusion that can be drawn from this
study is that loss of network efficiency through traffic separation can possi
bly be offset by improving traffic aggregation within each VSN. This implies
VPs should be merged within a VSN whenever possible.

Node A

Node B

VC
VC

Figure 2.5

Representation of a VP that loses and gains traffic (VCs) at
each node.

The required bandwidth of VPs that lose and gain traffic at each node along
the route was examined by [Onvural 92]. This is analogous to merging and
splitting of VPs within a VSN. An example of this is shown in Figure 2.5
which shows a VP losing and/or gaining VCs at each switching node. The
study showed that the required bandwidth can change significantly, as indi
cated by the thickness of the VP on each link in Figure 2.5, but requires a
complex control system to utilise these variations if variable bandwidths are
to be allocated to the links of a single VP. This further highlights the potential
gains to be made by merging traffic within a VSN but warns that merging
may require a large control overhead. This supports the conclusion drawn
from [Hui 91].
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Node A

Node B

Node C

a)
Node A

Node B

Node C

b)
Figure 2.6

Representation of VP layout options showing a) VPs spanning
all links and b) VPs spanning a single link only with VPs
merged on each link.

A study of the optimum VP layout for an ATM network was presented in
[Ahn 94] for a single class of traffic. This is analogous to examining a single
VSN and concentrated on determining the number of links each VP should '
span. This can vary between all links between an O-D pair as shown in
Figure 2.6 a), thereby simplifying call setup but decreasing network utilisa
tion through traffic separation, to a single link where all traffic is merged into
a new VP on each link as shown in Figure 2.6 b). The latter decreases the
number of VPs required but increases the control costs with CAC required on
each VP between an O-D pair. The problem was formulated as a flow optimi
sation problem which assumes the network capacity is known. Multiple
paths were allowed between O-D pairs with capacity being allocated to VPs
as required. The required capacity for a connection, while modelled as an
equivalent bandwidth, was assumed to be constant on all links in the connec
tion making it independent of the other traffic in the network. This model is
not directly applicable to the VSN design problem because it assumes the
network capacity is known and does not consider the statistical multiplexing
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that can be achieved by merging traffic in the network. However, the results
provide a useful insight into the configuration of a VSN. The model was
optimised to find the condition that produces the lowest blocking probability
while satisfying the setup delay constraints and maximum number of allowed
VPIs per switch. This occurred when the number of routes and VPs per route
are minimised. This implies that without considering the effects of improved
statistical multiplexing through traffic aggregation within the network the
simplified connection control qualities of VPs are dominant. Therefore any
scheme that considers the merging or concatenation of VPs to improve net
work utilisation also needs to concentrate on preserving these qualities.
Another study [Chlamtic 94] examined the optimum layout of VPs which
minimised the maximum link load on any link. It was assumed that the band
width requirement for each VP was constant with a single VP connecting the
O-D pairs. This automatically excludes the possibility of aggregating traffic
in the network to improve efficiency. The problem is therefore reduced to
finding the shortest path through the network to minimise the bandwidth
requirement of a known set of VPs while evenly distributing the traffic across
the links. Such an approach is not applicable to the VP design of a VSN as
the bandwidth requirement is independent of traffic mix.
Another study into the design of ATM networks utilising VPs was presented
in [Farago 95]. This was based around optimising a set of virtual ATM net
works (comprised of separated VPs) overlaid on an underlying ATM net
work. This is exactly the same as the VSN idea (initially presented in [Anido
89]) and was justified using many of the arguments in Section 2.6. The
design was based on optimising the network revenue given a set of link
capacities, available routes and load matrix. The decision variables were the
required VP capacities on each link and the flow on the available paths. The
revenue was based on the carried traffic which is a function of the offered
traffic and the resultant blocking probability of the optimal configuration.
The model also accounted for statistical multiplexing within the network
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from traffic aggregation for the fixed set of routes. While this bears many
similarities to the VSN design problem it has a number of deficiencies. These
include the routes being an input and the blocking probability being the com
mon measure and also an output rather than an input. Having the routes as an
input requires another model to determine the optimum set while the call
blocking probability may not be a suitable measure for delay based networks.
Also, VSNs such as private networks requiring a certain minimum perform
ance may require a maximum call blocking probability which makes this an
input constraint. Despite these deficiencies the model is useful when consid
ering certain VSNs and also supports the VSN concept.
A recent survey of ATM resource management using VPs in presented in
[Friesen 96]. The review identifies four VP management activities which are
performed at different timescales. For short-term to long-term these are
defined as: successive capacity reallocation, successive topology reconfigu
ration, global reconfiguration and long-term planning. It also notes that while
a number of studies have been performed at all levels it is not clear which
combination of activities would provide the most effective network design. It
concludes that a “ ‘good* general VPC overlay network” might simplify
NRM. This conclusion supports the need to examine the design of an ATM
network based on VSNs.

2.8

Conclusions
It is apparent from the literature that the VP will play a significant role in
realising the eventual implementation of a B-ISDN. This is based on the
enhanced traffic control and resource management properties which are
required to meet the many sometimes opposing traffic requirements. One
proposed method of utilising the qualities of VPs is through the use of Vir
tual Service Networks to provide a range of different services within the
ATM network. To evaluate the feasibility of this method a number of issues
need to be resolved. These include the number of VSNs required as well as
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the configuration of VPs within the network. At present there is a range of
literature supporting the need to separate traffic into different VSNs with
CBR and VBR traffic being a common division. However, whether more
divisions are required and on what basis will depend on the bandwidth and
control efficiencies of VSNs. This will depend on how efficiently VPs are
used with each VSN.
To determine the optimum configuration of VPs with each VSN a model is
required that will consider all possible requirements. This includes maintain
ing the simplified connection capabilities of VPs as well as taking advantage
of statistically multiplexing traffic within a VSN. It also needs to be able to
include constraints such as maximum cell or connection blocking probabili
ties or delay. These qualities need to be considered both within VSNs as well
as across VSNs enabling multiple VSNs to be configured on the underlying
physical network.
At present there is no model available in the literature which considers all
these requirements. Without this model it is not possible to examine the fea
sibility of using VSNs as well as the number of VSNs required. The develop
ment of a such a model is the main aim of this thesis. In the next chapter the
modelling requirements for a single VSN are examined. This is based on the
type of traffic a VSN may carry as well as the topological configuration of
VPs within each VSN. Based on these results a model is developed for the
internal and cross optimisation of VSNs. This optimisation is presented in
Part II of this thesis which includes a separate literature review examining the
optimisation of the developed VSN model.
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3. Virtual Service Network Design

3.1

Introduction
This chapter examines the modelling requirements for designing the individ
ual VS Ns. These requirements depend on how the multiple VS Ns will be
jointly designed to be supported by the underlying ATM network as well as
the topological configuration of the VPs forming each VSN. The joint opti
misation of VSNs requires a model that allows the resource requirements of
each VSN to be compared irrespective of their QOS criteria. The topological
configuration of VPs will depend on whether VPs are merged to increase
traffic aggregation and how this affects the simplified CAC properties of
VPs.
The first design issue addressed is the modelling of VSNs to allow joint opti
misation. This is discussed in Section 3.2 and identifies a common measure
for dimensioning all VPs in the network. This is followed by an examination
of both the switching and CAC requirements of VP merging in Section 3.3.
A technique which we call VP grouping is identified as a useful technique
for simplifying the switching requirements when VPs are merged. VP
Grouping represents a significant contribution of this work. The ability to
improve network utilisation is dependent on the ability of CAC to take
advantage o f the additional traffic aggregation while maintaining the simpli
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fied CAC capabilities of VPs. This is examined in Section 3.4 and concen
trates on VBR traffic which requires statistically multiplexing to improve a
potentially poor bandwidth utilisation. Based on this a simplified CAC tech
nique is proposed and examined in Section 3.5. This CAC technique repre
sents another contribution of this work. This is followed by a summary of the
VSN modelling requirements for the joint optimisation of multiple VSNs in
Section 3.6.

3.2

Virtual Service Network Configuration
With the number of VSNs and type of service provided by each VSN
unknown, a generic modelling method is required. This model should be spe
cific to the traffic carried by each VSN while allowing multiple VSNs to be
jointly optimised onto an underlying ATM network. To achieve this each
VSN model needs to be comparable requiring some form of common meas
ure. The review in the previous chapter identified that VSNs can be split into
two broad categories depending on whether they provide CBR or VBR based
services. A CBR VSN is essentially a circuit switched network with a con
nection level QOS while a VBR VSN can be a circuit or packet network with
multiple QOS criteria including delay. The one common measure that all the
potential VSNs will have is the required bandwidth on each link. It is the
summation of these bandwidths that will determine whether all the VSNs can
be concurrently supported by the underlying ATM network. Therefore each
VSN model will need to be capacity based to enable the joint optimisation of
VSNs to be performed.
A capacity based VSN model requires the QOS measures to be inputs rather
than outputs. For a CBR network it is assumed each connection will have a
fixed cell loss rate of zero and a fixed maximum delay governed by the
switch buffer size [Hughes 92]. If the connection level blocking probability
is specified as an input, a minimum QOS, then the model’s output will be the
required capacity. Therefore the required model is similar to those used for
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Capacity Assignment Problems in circuit based networks [Kleinrock 76].
This also holds for the modelling of a delay based VSNs where the maxi
mum or average network wide delay is an input. Capacity based models have
also been developed for VBR traffic if the cell loss rate is specified as an
input. An example of these are the On/Off based source models such as the
MM PP/D/l/K. To adapt these models to the design of VSNs they need to be
modified to use VPs to provide the links between O-D pairs. This requires
knowledge on how VPs should be configured to form a VSN.
The VP configuration should be optimised to carry the required VSN traffic
load while minimising the required network control and maximising the net
work utilisation. This translates to finding the minimum bandwidth required
to meet the desired QOS level for each VSN using the capacity based
approach. This will be based on the following assumptions regarding the use
of VPs to provide VSNs:
• VPs will be policed using maximum cell rate policers at the UNI/NNI
interfaces. This allows traffic in a policed VP to be modelled separately
from other traffic in the network.
• Switch buffers will be limited to ensure the maximum delay constraint of
real time traffic is satisfied. Where it is possible to provide additional buff
ering to improve the performance of delay based traffic this will be
included in the model for calculating the required capacity of the delay
based traffic.
• CAC is only required at the first node of a VP if the same bandwidth is
allocated to the VP on all links and no additional VCs are added at any
intermediate node. The use of policers implies that the same conditions
will apply on each link. (This also assumes links can be independently
modelled by ignoring any cell loss at intermediate nodes of a VP).
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Based on these assumptions there are two extremes in the way VPs can be
used to m eet the needs o f a VSN. The first is to provide a VP between each
O-D pair, as shown in Figure 3.1(a), which minimises the required CAC and
hence setup delay. The second is to combine all VPs on a common link into a
single VP, as shown in Figure 3.1(b), which minimises the required band
width of the VSN but requires CAC whenever VPs are concatenated. It is
also possible to use a hybrid approach where some of the VPs are not com
bined depending on the trade-off between required bandwidth and traffic
control requirements. This will depend on the relevant network costs and
constraints (such as the available V C W P I range [Ahn 94]) and may change
as the network evolves. This trade-off is based on the assumption that VP
merging and concatenation requires additional CAC. However, if it could be
shown that VPs could be m erged without requiring additional CAC, then net
work utilisation could be improved while maintaining the simplified traffic
control capabilities of VPs. This would represent a significant contribution
resulting from this work.

Figure 3.1

V S N Virtual Path Configuration: a) VP between each O -D pair,
b) merged V P s within network.
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3.3

Merging of Virtual Paths
The flexibility of VPs for both simplified routing, CAC and service separa
tion is achieved by the policing of the VPs. Bandwidth savings through sta
tistical multiplexing can only be achieved for connections within a policed
bandwidth. To achieve further bandwidth savings through merging requires
the merged VPs to share a common policed bandwidth. This can be achieved
by switching the VPs into a single VP which is policed. This is shown in
Figure 3.2 (a) where the policed capacity of VP3 is less than the combined
capacities of VP1 and VP2. An alternative is to group the VPs together for
policing purposes, as shown in Figure 3.2 (b) where the combined policed
capacities of VP1 and VP2 is less than combined capacities before merging.
This raises the question of how much larger is grouped policed bandwidth in
Figure 3.2 (b) compared to the merged policed bandwidth in Figure 3.2 (a).
Also, the grouping of VPs for policing purposes maintains VP identity for
routing and switching puiposes while merging into a single VPI requires
more complicated switching. Therefore the use of VP Grouping may produce
a significant reduction in the control complexity, compared to VP merging,
while both methods will require a more elaborate CAC procedure to handle
the aggregation of connections.
Policed

A

E

B

F
a) Paths Merged at C and split at D.
Policed
Bandwidth

b) Paths remain separate.
Figure 3.2

Virtual Paths Merging Options
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Present policing mechanisms are currently proposed for a single VP at the
UNI/NNI while the group policing concept is not in the standards. However,
group policing is a straightforward concept that is a simple extension of the
single VP policing mechanism requiring policers to monitor multiple VPIs.
(This VP grouping concept differs from the one independently proposed in
[Hadama 94] which only considers grouping to simplify the configuration of
routing tables within switches). Since grouping is currently not in the stand
ards both options will be considered and compared based on the switching
and CAC requirements.

3.3.1

Switching Requirements
The merging of VPs into a single VP requires all incoming VPIs to be
switched to a common VPI. This terminates the incoming VPs and creates a
new combined VP. This does not necessarily require switching to be per
formed at the VCI level but does place restrictions on the incoming VCIs to
ensure the incoming VPs do not have common VCI’s. This can be achieved
without VCI switching by either assigning exclusive VCI ranges to the VPs
to be merged or checking for currently available VCIs during CAC. Check
ing for available VCIs during CAC increases the level of control required
with all merged VPs being involved for each CAC operation. This negates
the simplified CAC properties of VPs. Assigning VPs a set VCI range for the
exclusive end to end VCIs may significantly restrict the number of connec
tions available if multiple VPs are merged throughout the network and may
require extensive reconfiguration as VPs are added, removed or altered.
Exclusive VCIs can be maintained through VCI level switching but this
requires extra configuration at each switching which implies either additional
CAC or restrictive preconfigured VCI tables. In either case the use of VCI
level switching negates the ability to reroute at the VP level. Irrespective of
how the incoming VPs are merged into a common VPI, VCI level switching
will be required to separate the VPs when they can no longer be merged.
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If VP grouping is utilised then VP merging can be performed with no extra
switching considerations. The only requirement is that VPs can be grouped
for policing purposes within switches. VPs maintain their identity through
the merging process, which also maintains the VCIs, and can be separated
without the need for VCI level switching. The VP group also provides the
network a flexible technique for avoiding merging limitations if the VCI
range within a VP is an active constraint. An additional VP can be configured
if more VCIs are required while still allowing the extra VCs to be statistically
multiplexed with the existing VCs. While VP grouping is perhaps a superior
technique for merging VP based on switching requirements, both merging
techniques require enhanced CAC to ensure QOS requirements are not vio
lated.

3.3.2

Call Admission Control Requirements
The simplified CAC properties of VPs which span multiple links relies on a
priori knowledge of link conditions along the VP. This is provided by allo
cating the same bandwidth to all links accommodating the VP and the knowl
edge that the CAC at the originating node controls all traffic within the VP.
When VPs are merged and statistically multiplexed these link conditions no
longer hold. For example the CAC at nodes A and B in Figure 3.2 require
knowledge of each others actions to ensure that the QOS requirements are
meet on the merged link CD. Without this knowledge the CAC may admit
connections which satisfy the QOS requirements on VP1 and VP2 but when
combined, through either merging or grouping, do not meet the QOS require
ments of the reduced policed bandwidth link CD. This knowledge can be
achieved in a number of ways depending on how the VP merging is achieved.
If the paths are merged into a single VP, as in Figure 3.2 (a), then CAC can
be performed at the merging node which has complete knowledge of all traf
fic on the merged links. CAC can also be used to ensure that all VCs remain
unique on the merged VP. The disadvantage is that an extra stage of CAC has
been introduced which obviates the simplified CAC properties of VPs. To
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maintain these desired properties the objective is to keep the CAC functions
at the originating node of the VP only, irrespective of whether the VP is
merged. Therefore any form of VC level control within the VP is undesirable
since it requires additional CAC with QOS related bandwidth calculations
and/or VCI switching table configuration required.
If CAC is performed only at the originating node of a merged VP, the
required knowledge needs to be obtained and updated by all originating
nodes. Without intermediate CAC the next obvious solution is for all origi
nating nodes to store information on the current state of all relevant VPs.
This information would need to be updated whenever a significant change in
state occurred. This requires all originating nodes to signal each other as con
nections are accepted and terminated placing extra load on the network. This
information load can be decreased by reducing the state update rate but
increases the probability of over allocating resources which reduces the
achievable capacity savings. Message passing between nodes also introduces
the possibility of over allocating resources through race conditions between
nodes. The extra capacity required for CAC signalling would also offset the
bandwidth savings achieved through statistical multiplexing, the purpose of
the additional CAC. However, such a CAC system may be viable if the extra
control costs are not prohibitive compared to the additional bandwidth sav
ings.
Depending on the number of VPs involved such a distributed CAC system
can be optimised by centralising the signaling and storage requirements. This
centralising is best performed at the merging node since it is the common
point connected to all CAC nodes. This is another form of intermediate CAC
where the current state is updated as it changes instead of when it is required.
If the need for continuous state updates of merging VPs can be removed,
merging can be performed without the extra CAC or bandwidth overheads.
To determine if this is possible an examination of the properties of statisti
cally multiplexed VPs. Since connection level statistical multiplexing is gen-
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erally well understood in circuit switched networks the focus will be on cell
level statistical multiplexing. This is can be used to improve the network uti
lisation of VBR sources.

3.4

Merging Virtual Paths Carrying VBR Traffic
To examine the statistical multiplexing of VBR traffic an appropriate source
model is required. One of the most popular sources models is the On/Off
model will has been widely used in the literature, for example [Dutkiewicz
89][Gallassi 90b] [Cooper 90][Decina 90a] [Hughes 92][Kvols92][Horigome
92] [Yang 95]. Using this source model the required network bandwidth or
QOS can be calculated using the Zero Buffer Approximation [Hughes 92].
This model is described in Appendix A and provides a simple approximation
based on the assumption that the switch buffer length is smaller than the
average burst length.
The results of [Hughes 92] on the cell level statistical multiplexing of On/Off
traffic showed that the achievable bandwidth saving depended on the peak to
link ratio and burstiness of the sources and the maximum cell loss probabil
ity. The burstiness of a source is defined as the ratio between the peak and
average cells rates. The peak to link ratio is the defined as the ratio between
the peak cell rate of the source and the cell rate of the link. When considering
the statistical multiplexing of connections within VPs the link rate is the
policed cell rate of the VP or VP group. As the burstiness decreases and peak
to link ratio of the traffic increases the achievable bandwidth savings were
found to decrease. When the peak to link ratio is approximately 0.1 or greater
the bandwidth savings are almost negligible. Therefore the traffic that is suit
able for statistical multiplexed is fairly bursty and has a peak to link ratio less
than 0.1, which produces low network utilisations. It was also found that the
bandwidth savings decrease as the minimum cell loss probability decreases
which is expected.
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3.4.1

Two VP Case Study

VPl

c.

VP3

Figure 3.3

9

Bandwidth Allocation for Merging VPs.

To analyse the effects of merging and statistically multiplexing VPs a simple
network of two VPs will be considered as shown in Figure 3.3. To ascertain
the capacity savings from additional statistical multiplexing the comparison
will be based upon comparing the unmerged case to the merged case. To sim
plify the initial comparison the connections in each VP are assumed to be
homogeneous.
With the VBR traffic modelled as a set of On/Off sources the required capac
ity, after statistical multiplexing, is a function of the peak rate (pr ), number of
connections (5 ), burstiness (B ) and the required cell loss probability (clp).
This will be calculated using the Zero Buffer Approximation which is out
lined in Appendix A. Using the above parameters the required VP capacity C
can be expressed as:
C = ZBA(s, pr, B clp).

(Eqn3.1)

The bandwidth savings from statistically multiplexing VPs is calculated by
comparing the merged and unmerged VP capacities. Using the network in
Figure 3.3 the unmerged capacity is, C j + C 2, and the merged capacity is C3.
At this point the saving is based on the assumption that CAC is performed on
all VPs. This capacity saving from merging is calculated, as a percentage,
using Equation 3.2. This saving occurs on all links where the two VPs are
merged and statistical multiplexed.
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Capacity Saving =

1x 100%
V c x+ c 2 )

(Eqn 3.2)

The relationship between the capacity saving and the parameters in
Equation 3.1 is shown in Figure 3.4 (a) and (b). They show the capacity sav
ing versus burstiness for a range of cell loss probabilities and connection
numbers. Both figures show that as the burstiness increases the savings
increase. Figure 3.4(a) also shows that the savings increase as the cell loss
probability decreases while Figure 3.4(b) shows an increase as the number of
connections in the merging VPs decrease. The jaggedness of the lines is
caused by the use of discrete capacities and connections. This usually causes
sharp edges as the required capacity changes from one discrete level to the
next. (A similar effect is shown later in Figure 3.7). Since the curves in
Figure 3.4 are a ratio of two such relationships and the edges are not neces
sarily correlated the resulting effect is the jaggedness shown.

a)
Figure 3.4

b)
Capacity savings from merging two VPs: (a) for a range of cell
loss probabilities with 200/100x2 sources in the merged and
unmerged VPs, (b) for a range of source mixes with a cell loss
probability of 1e-9.

The relationship between the capacity savings and the various parameters
appears to be counter intuitive when compared to established statistical mul
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tiplexing expectations. The results of [Hughes 92] showed that statistical
multiplexing improves as the burstiness, number of connections increase and
the cell loss probability decreases. The merging results show that as the cell
loss probability increases and the number of connections and burstiness
decreases, connections can be statistically multiplexed at a rate closer to their
average rate. The apparent reversal of properties stems from realisation that
two levels of statistical multiplexing are occurring during VP merging.
Therefore any additional gains during merging stem from traffic which is not
well multiplexed in the unmerged VPs. This explains the reversal of proper
ties with traffic that is initially not well multiplexed benefiting more from the
extra stage of multiplexing.
The results in Figure 3.4 assume that all connections are homogeneous
including the peak rate. The effect of varying the peak rate ratio between of
the connections in the two VPs is shown in Figure 3.5. This ratio is based on
the assumption that all connections are homogeneous within a VP. The
results show that the savings from additional multiplexing decrease as the
ratio of the peak rates between two VPs increase. The drop in. savings is
caused by the difference in total VP capacity requirement. The smaller peak
rate VP requires significantly less capacity and any gains from merging are
small when compared to the capacity requirement of the higher peak rate VP.

Burstiness

Figure 3.5

Capacity savings from merging two VPs with 100 sources each
and a cell loss probability of 1e-9 for a range of peak rates
within the VPs.
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The results in Figures 3.4 and 3.5 show that the greatest savings from merg
ing will occur for traffic with a stringent QOS, low number of connections,
bursty nature and comparable peak rates. Such a service may need to merge
VPs within the VSN to improve the utilisation and viability. Figure 3.4 (a)
and (b) also show that savings of 10% or greater can be obtained from merg
ing at low burstinesses indicating a benefit from merging VPs over a wide
range of VBR services. To take advantage of these savings a CAC algorithm
is required that does not add a significant control overhead. The optimum
algorithm would require no additional control once the VPs are configured.
This requires the separate CACs on each VP holding enough knowledge to
ensure the QOS requirements can be met.

Burstiness

Figure 3.6

Burstiness

a)
b)
Virtual Path Utilisation: (a) unmerged paths with 100x2
sources, (b) merged paths with 200 sources total.

The savings from merging occur because the individual VPs are not well
multiplexed and have a lower than desirable utilisation. The change in utili
sation for the VP merging in Figure 3.4 (a) is shown in Figure 3.6 (a) and (b)
for the unmerged and merged VPs.

Comparing Figure 3.4(a) and

Figure 3.6(a) shows gains of 20% when the input VP has a utilisation as high
as 50%. These gains increase as the input VP utilisation decreases. This indi
cates that the capacity savings through merging are dependent on the utilisa-
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tion of the input VPs. This suggests that if the maximum utilisation of the
input VPs is known, then a reduced capacity can be allocated to the merged
VP to achieve additional statistical multiplexing. While input VPs are at or
below this utilisation the QOS of the merged VP will not be violated. If the
utilisation level is exceeded then the merged VPs may not be able to guaran
tee the QOS with the allocated capacity. Such a scheme only requires each
VP to monitor it’s own utilisation once a centralised controller has config
ured the VPs. While the concept of basing the statistical multiplexing gain on
VP utilisation appears to be overly simplistic and ignores the input parame
ters leading to the resultant utilisation, it does raise the possibility of a form
of simplified CAC along similar lines.

3.5

Simplified CAC
The results in Figure 3.6 (a) and (b) show that the utilisation is a function of
the QOS and burstiness and will also be a function of the peak rate. There
fore a limit on the utilisation of a VP is really a limit on the connections that
can be accepted into a VP. An example of this is if the burstiness is limited to
a minimum value in Figure 3.6(a) then the utilisation is limited to a particular
maximum. Therefore a limit on the acceptable burstiness may provide a
means of implementing simplified CAC. This result assumes all connections
have the same peak rate. If the peak rate decreases it is assumed that the utili
sation will increase for the same allocated VP capacity since more connec
tions can be accepted. Therefore a limit is also required on the peak rate of
accepted connections. However, such a limit may not be required if the
number of connections that can be accepted is limited to a predetermined
value.
In reality some or all of these limits may be required to enforce the utilisation
limit. To determine which limits and whether the proposed CAC is viable
information is required on the maximum theoretical savings as well as any
losses incurred by restricting the range of connections.
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Maximum Bandwidth Savings
To evaluate the optimum parameters and operating point for the proposed
CAC it is initially assumed that all sources operate at a minimum burstiness
and fixed peak rate. This means that the peak rate ratio of the merging VPs
will be one (same peak rate) and the maximum capacity savings will follow
the appropriate curve in Figure 3.5. (The effect of carrying connections that
operate at different peak rates and burstinesses will be examined later in
Section 3.5.2). The clp is assumed to be le-9 which is a commonly accepted
value for cell loss [Hughes 92][Cavallero 92][Mitra 94].
Evaluating the optimum operating point involves finding a minimum bursti
ness and peak rate that allows significant capacity savings while satisfying
the requirements of the offered traffic load. This point will depend on the
total offered traffic load. The results of [Hughes 92] found that the multiplex
ing gain decreases as the peak to link ratio increases with a high peak to link
ratio corresponding to a small number of sources. This was found by plotting
the multiplexing gain versus peak to link ratio for a range of sources. The
results showed that there is little multiplexing gain when the peak to link
ratio is greater than 0.1. A similar relationship between capacity saving and
peak to link rate ratio can be used to determine the maximum capacity sav
ing. This is shown in Figure 3.7 for a range of minimum burstiness values
where all connections are assumed to operate at the limiting values. (The jag
gedness o f the curves is caused by the use of discrete capacities and connec
tions with the sharp edges indicating points where we move from one
discrete value to the next. This becomes more pronounced at high peak to
link ratios where the number of connections is smaller.) The curves show that
at low peak to link rate ratios the savings are small but increase as the ratio
increases. When the ratio reaches about 0.1, depending on the minimum
burstiness, the savings decrease again. The decrease at low ratios occurs
because there are a large number of connections already well multiplexed in
the

VPs

before

merging.

This

relationship

was

demonstrated

in
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Figure 3.4(b). The decrease at higher ratios is a result of the inability to sta
tistically multiplex small numbers of connections which corresponds with
the results of [Hughes 92].

Assumed Peak/Link Ratio

Figure 3.7

Maximum capacity savings when merging two identical VPs at
a cell loss probability of 1e-9 for a range of minimum burstiness
values.

The conclusion that can be drawn from Figure 3.7 is that merging VPs to
obtain further capacity savings is not feasible at high peak to link rate ratios.
This coincides with the region where VBR traffic is not suitable for statistical
multiplexing. However, as the number of VPs being merged increases, shown
in Figure 3.8, significant savings can be achieved at high peak to link ratios.
Figure 3.8 shows the capacity savings when multiple identical VPs are
merged with a fixed minimum burstiness. It shows that the savings increase
at a decreasing rate with the number of VP merged, even at high peak to link
rate ratios. These savings may lead to situations where it is necessary to
merge VPs to improve the viability of offering services to high peak rate con
nections. At low peak to link rate ratios the capacity savings are not as signif
icant since there are already large numbers of connections well multiplexed.
In these conditions there are no significant advantages from merging the VPs
unless there is a requirement to reduce the number of VPs.
Based on these results a region can be defined using a minimum and maxi
mum peak rate where the capacity saving is greater than a known minimum.
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This provides a region that can be used for simplified CAC in conjunction
with a minimum burstiness. It is also the range where VBR traffic should be
statistically multiplexed at the cell level to improve network utilisation

Assumed Peak/Link Ratio

Figure 3.8

Maximum capacity savings when merging multiple VPs at a
cell loss probability of 1e-9 and a minimum burstiness of B>= 6.

The individual curves in Figure 3.7 show that the capacity savings increase
as the assumed minimum burstiness increases. The rate of increase decreases
rapidly as the burstiness increases beyond 6. This corresponds to the knee of
the curves in Figures 3.4, 3.5 and 3.6 and illustrates that significant maxi
mum capacity savings can be obtained at low minimum burstiness values.
The above results show that significant maximum bandwidth savings can be
achieved for a range of burstiness and peak to link rate ratios. These ranges
can be defined by a minimum burstiness and a minimum and maximum peak
rate which limits the maximum utilisation of the VPs to be merged. There
fore it may be possible to develop a CAC based on using the burstiness and
peak rate ranges. These results are only for the maximum savings and do not
consider any losses introduced by imposing the limits. Losses will occur
whenever the actual VP utilisation is lower than the selected maximum. The
effectiveness of any CAC will depend on these losses which are dependent
on the choice of parameter values and CAC scheme.
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Optimum CAC Parameters
The optimum CAC parameters will depend on the CAC algorithm used to
limit the utilisation on the VPs to be merged. This limitation can be achieved
in a number of ways depending on how the CAC uses the identified parame
ters. Obviously it is desirable to use the simplest scheme which can remove
the need for intermediate CAC while providing significant capacity savings.
Therefore the simplest CAC scheme will be considered first with extra com
plexity only being added if required.

3.5.2.1

Common Connection Based CAC

One method of setting a predictable limit on the utilisation of a VP is to
assume all connections are the same, a common connection. With known
connection parameters and VP bandwidth the maximum number of connec
tions and utilisation can be determined. With this knowledge no intermediate
CAC is required at the merging point if the merged VP is dimensioned for
the maximum utilisation. The only updates required occur when the band
width of the merging VPs is changed and the maximum number of connec
tions changes.
Even though all connections will not conform to the chosen common connec
tion parameters, connections with a higher burstiness and/or lower peak rate
can still be accepted provided the maximum number of connections is not
violated. This leads to a very simple CAC procedure with a minimum bursti
ness and maximum peak rate and number of connections. No minimum peak
rate is required since the number of connections is limited. Accepting a con
nection with a higher burstiness and/or lower peak rate reduces the achieva
ble statistical multiplexing gain. This is caused by the accepted connections
having a lower average rate than the common connection. Therefore the
attainable statistical multiplexing gain of the common connection based tech
nique depends on the chosen operating point, the parameters of the common
connection.
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VP1

c/

a) Merged

VP1

Œ

a

VP2

b) Unmerged
Figure 3.9

Bandwidth Allocation for Merging VPs using a Common Con
nection based CAC.

To calculate the overall capacity savings using the common connection based
CAC both the additional capacity savings from merging and losses from
restricting CAC need-to be take into account. The simplest case of VP merg
ing is shown in Figure 3.9(a) with Figure 3.9(b) showing the unmerged case
for comparison. The required capacities, C 1 and C2, in the unmerged case are
calculated using the true connection parameters while the merging VP capac
ities, C j , C2* and C3*, are calculated using the common connection parame
ters. Assuming the capacity cost in each VP is the same the total capacity
saving from using a common connection CAC is calculated using
Equation 3.3.

Total Capacity Saving

'
A

c *1+ c*2 + c v x 100%
2 (Cj + C2) ,

(Eqn 3.3)

The total capacity saving for the two merged VPs example is shown in
Figure 3.10 for a range of minimum burstiness values and actual burstiness
values. The example assumes all connections are homogeneous with the
same peak rate and the two VPs are identical with 100 connections each.
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Assuming all connections are homogeneous provides a worst case scenario
for any particular condition. A negative capacity saving indicates more
capacity is required by the simplified CAC with merging than that required
when the two VPs remain separate. In these situations the merged VP has
insufficient capacity to guarantee the required QOS. Therefore Figure 3.10
shows that it is only feasible to use a common connection based CAC when
all calls have a burstiness at or close to the minimum value. If all connections
do not have the same peak rate then the feasibility region may be even
smaller making the CAC scheme only viable if all connections are essentially
identical.

Figure 3.10 Total capacity savings versus connection burstiness for com

mon connection based CAC for two identical merged VPs with
100 connections and a range of minimum burstiness values. All
connections have the same peak rate.

The increase in capacity losses as burstiness of the accepted connections
increases is due to the difference between the assumed connection parame
ters and the actual connection parameters, leading to a higher utilisation.
This loss occurs in all three VPs in Figure 3.9(b) making the scheme infeasi
ble for general VBR traffic where a range of parameter values is expected.
Therefore a more complicated CAC scheme is required.
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3.5.2.2

Minimum Burstiness and Peak Rate Based CAC

While the common connection provides a very simple CAC algorithm the
capacity cost is prohibitive. This is caused by the mismatch in required
resources when each of the limited number of connections is modelled by the
common connection. To overcome this a CAC method that can admit connec

tions based on their own parameters is required. The only requirement is that
the maximum utilisation can be predicted so the appropriate capacity can be
allocated to the merged VP. The results in Section 3.4 indicated that the utili
sation could be limited by restricting the burstiness to a minimum value as
indicated in Figure 3.6. With the burstiness being a function of the peak rate
this also implies a limit on the peak rate and peak to link rate ratio as dis
cussed in Section 3.5.1. Unlike the common connection based CAC the
number of possible connections will depend of the current connection mix.
Connections will be accepted provided the burstiness and peak rate criteria is
met. These values will need to be selected to limit the maximum utilisation
will providing significant capacity savings.
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Figure 3.11 Bandwidth Allocation for Merging VPs using a Minimum Bursti
ness CAC.
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To determine the best operating point a simple example based on two VPs
will be considered as shown in Figure 3.11. To simplify the analysis it will
initially be assumed that all connections have the same peak rate. With all
connections also satisfying the minimum burstiness criteria the CAC for the
unmerged and merged VPs will be the same. Therefore the VP capacities on
the unmerged VPs in Figures 3.11 (a) and (b) will be the same. The differ
ence in capacity requirement occurs when the VPs are merged and the
merged VP capacity, C3*, is calculated assuming all connections accepted
have a burstiness equal to the minimum burstiness. In this situation the
unmerged VPs will have their greatest utilisation and the merged VP can be
dimensioned to guarantee QOS for the worst case traffic load.
Assuming equal VP capacity costs the total capacity saving from using a
minimum burstiness based CAC is calculated using Equation 3.4. This sav
ing occurs for all links where the VPs can be merged.
f

Total Capacity Saving =

1-

C*,
(Cj + C2) ,

x 100%

(Eqn 3.4)

To calculate the total capacity savings from using the minimum burstiness
scheme the two unmerged VPs in Figure 3.11 are given a fixed bandwidth,
Cj and C2, into which the CAC admits as many connections as possible.
These two paths are then merged and the required capacity, C3*, calculated
assuming all connections admitted have the minimum burstiness and a com
mon peak rate. Whenever the capacity saving in Equation 3.4 is positive the
QOS on the merged VP will be satisfied.
The total capacity savings for two identical incoming VPs operating at a peak
to link rate ratio of 0.04 are shown in Figure 3.12(a). These savings are
shown for a range of minimum burstiness values and a common peak rate for
all connections. Since the VPs have the same capacity requirement before
merging and the merged VP has a fixed capacity, based on the maximum uti
lisation, the total savings are constant for a particular minimum burstiness.
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These values correspond to the maximum savings for a particular minimum
burstiness as shown in Figure 3.7. The curves in Figure 3.12(a) show that
significant capacity savings can be obtained even when the accepted connec
tions have burstiness values greater than the selected minimum. The curves
also show that, given a common peak rate, the saving is always positive
therefore the QOS os the merged VP is satisfied. Therefore no intermediate

Total Capacity Saving (%)

CAC is required to ensure the QOS of the merged VP.

a)

b)

Figure 3.12 (a) Total capacity savings and (b) Provided/required capacity

versus connection burstiness for minimum burstiness CAC for
two identical VPs with a peak to link rate ratio of 0.04 and a
range of minimum burstiness values. All connections have the
same peak rate.

While Figure 3.12(a) shows that a minimum burstiness based CAC removes
the need for intermediate CAC, there is an associated opportunity cost. This
opportunity cost is the capacity savings or statistical multiplexing that could
be achieved if intermediate CAC was used. This opportunity cost can be
observed by comparing the required capacity on the merged VP for both the
simplified CAC and intermediate CAC. The ratio of the two capacities is
shown in Figure 3.12(b) for the curves in Figure 3.12(a). In all cases the ratio
is greater than 1 confirming that the simplified CAC provides enough capac
ity to guarantee the QOS. As expected the ratio and hence opportunity cost
decreases significantly for assumed minimum burstiness values greater than
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6. Therefore significant capacity savings can be achieved, greater than 10%,
using simplified CAC for connections with burstiness values greater than 6
and a common peak rate.
Since all connections may not have the same peak rate the simplified CAC
needs to allow a range of peak rate values to be accepted. To examine the
effect of varying peak rate on total capacity savings the two VP example will
be used and compared using the simplified CAC to intermediate CAC capac
ity ratio that was used in Figure 3.12(b). The two merging VPs will have
homogeneous connections with peak rates varied against a chosen fixed peak
rate. This chosen peak will be the peak rate that is used, in conjunction with
the minimum burstiness, to calculate the merged capacity C3*.
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Figure 3.13 Simplified to Intermediate CAC capacity ratio versus connec

tion burstiness for two merged identical VPs with a fixed capac
ity and minimum burstiness CAC with £ > = 1 4 and a range of
peak rates for the VPs connections. The designate peak rate is
set at 1.

The simplified CAC to intermediate CAC capacity ratio is shown in
Figure 3.13 for a range of peak rate ratios between the VP connections and a
designated peak rate. The minimum burstiness has been set to b = 1 4 . When
connections are accepted below the designated peak rate the ratio is less than
one which means the CAC algorithm has failed and will not guarantee the
QOS. The ratio is greater than one for a range of increasing peak rates start
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ing from the designated peak rate. When the peak rate becomes to high the
ratio drops rapidly to a value below one. This corresponds to a very high
peak to link rate ratio on the unmerged VPs (peak to link ratio = 0.32 for
Peak rate-% in Figure 3.13). This corresponds to the reduced capacity sav
ings observed in Figures 3.7 and 3.8.
The curves in Figure 3.13 show that the significant capacity savings in
Figure 3.12(a) can be achieved provided the peak rate range is limited to
meet the QOS requirements. This requires a minimum peak rate to be set
along with a maximum peak to link ratio on the incoming or unmerged VPs.
To set these values the relationship between the minimum peak rate and max
imum peak to link ratio, which corresponds to a maximum peak rate, is
required. This range should be as large as possible while still achieving sig
nificant capacity savings. To evaluate this relationship the simplified CAC to
intermediate CAC capacity ratio has been plotted for a number of peak to
link ratios in Figure 3.14. These were generated by setting a minimum peak
rate and burstiness (B=14) for the simplified CAC along with the capacities
of the two VPs to be merged. Into these VPs as many homogeneous connec
tions as possible were admitted. This was done for a range of connection
peak rates, starting from the minimum peak rate, as well as a range of
unmerged VP capacities. Varying the admitted connection peak rate pro
duces a range of unmerged VP peak to link rate ratios, (the horizontal axis).
Varying the VP capacity gives a range of peak to link rate ratios for a mini
mum CAC peak rate, (the individual curves).
The curves in Figure 3.14 show an increase in the simplified CAC to inter
mediate CAC capacity ratio as the peak to link ratio increases followed by a
decrease at high ratios as expected. The operating range increases as the peak
to link ratio of the unmerged paths decrease. This corresponds to choosing a
small minimum peak rate to increase the maximum allowable peak rate. This
requirement would appear to be an advantage since decreasing the minimum
peak rate also increases the maximum peak to link ratio. The drawback of
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this potential win-win system is that decreasing the minimum peak rate
decreases the capacity saving as shown in Figure 3.7. Therefore the overall
capacity savings achieved on the merged VP through statistical multiplexing
is proportional to the minimum peak rate and burstiness. The selected operat
ing point can be chosen using curves like those shown in Figure 3.7 which
show significant savings can be achieved for a range of values.

Figure 3.14 Simplified to Intermediate CAC capacity ratio versus Peak to
Link ratio of the unmerged VPs connections for a range of min
imum peak rates (peak to link ratios) in the unmerged VPs.
Each connection has B= 14 which is the minimum burstiness.

Based on the above results it is possible to provide simplified CAC while
achieving statistical multiplexing gains using a minimum burstiness and peak
rate based CAC. Based on these parameters and the bandwidths of the VPs to
be merged the bandwidth of the merged VP can be calculated. Once calcu
lated, connections can be admitted to the unmerged VPs without requiring
CAC at the merging node. The only other CAC parameter required is the
maximum peak to link rate ratio which is also enforced at the unmerged VP
CAC. The merged VP bandwidth and maximum peak to link rate ratios only
require reconfiguration when the bandwidths of merging VPs are modified.
The minimum burstiness and peak rate can be selected depending on the
offered traffic load and required statistical multiplexing gain. To maximise
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the bandwidth saving the peak rate and burstiness should be as large as possi
ble. Making them smaller increases the range of connection parameters that
can be admitted at the expense of network utilisation.
The required bandwidth management of a VBR service using the simplified
CAC matches the NRM provided by VSNs. The VSN NRM allocates capac
ity to the VPs within the VSN. This also involves allocating the bandwidth to
the merged VPs depending on the range of connections the VSN is servicing
and the capacity of each VP to be merged. Once this has been done the next
level of management is performed by the CAC on each VP which can all
operate independently provided they know the allowable connection parame
ter ranges. Whenever a VP requires more or less bandwidth this is handled by
the VSN NRM which also updates the bandwidth on any merged VPs. This
capacity based VSN NRM also meets the modelling requirement to allow
multiple VSNs to be jointly optimised.
The VSN NRM also manages the configuration of switching tables within
the ATM switches. If VP grouping is used changes are only required as VPs
are added or removed. If VPs are merged into a common VPI then configura
tion will be required at the CAC level whenever VPs are concatenated or
split. This will be done when the CAC is performed on each VP making up
the VPC. With VP grouping each VPC only requires a single VP provided
there are available VPI values.

3.6

Conclusions
In this chapter the internal VP configuration of VSNs has been examined to
enable appropriate models to be developed. It was observed that each VSN is
likely to carrying a different service class and will therefore have a different
QOS service measure. Since each VSN will need to be accommodated by the
underlying ATM network there is a need to jointly optimise the VSNs to use
the available ATM resources. Therefore a common measure is required to
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enable the VSNs to be compared and jointly optimised, the most appropriate
common measure is the required VP bandwidth as all models, irrespective of
their QOS measure, incorporate the bandwidth and it can be used directly to
determine if all VPs can be accommodated. Therefore the VSN design and
optimisation problem is a Capacity Assignment Problem involving multiple
VSNs.
Capacity based models already exist for delay and circuit switched traffic.
Link level models have also been developed for VBR services which can be
used to determine capacity requirements. For these models to be applied to
the VSN design problem they need to be modified to include the use of
policed VPs to provide bandwidth between nodes. The chosen VP configura
tion directly affects the level of traffic aggregation and hence required band
width within each VSN. It also affects the level of connection control
required to admit calls into each VSN. This configuration is determined by
where and how VPs are merged, concatenated and split within a VSN.
An examination of the switching required for VP merging, concatenation and
splitting introduced the concept of VP grouping where group of VPIs are
policed at the UNI/NNI. Through this method it is possible to merge VPs
without the need to concatenated VPs or provide VCI level switching. If VP
grouping is not used then the same level of aggregation can be achieved but
more switching control is required.
The other important aspect of VP merging is whether an additional statistical
multiplexing gain can be achieved through the merging of VPs. This directly
affects the modelling requirements of each VSN and depends on the level of
CAC required to achieve this gain. This was examined by considering VBR
traffic as it is the least well understood and dependent on statistical multi
plexing to improve network utilisation. Tlie results of Section 3.5 showed
that a CAC algorithm based on burstiness and peak rate limits will achieve
significant capacity savings without the requirement for intermediate CAC
when VPs are merged. Therefore the VSN models should assume traffic can
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be aggregated and statistically multiplexed on each link as it is possible to do
without prohibitive control costs.
To determine the optimum number of VSNs and required VSN VP configu
ration an optimisation model is required which can jointly optimised the
appropriately modelled VSNs. These two problems are not separable since
the required number of VSNs will depend on the achievable network utilisa
tion within each VSN. This depends on the VP configuration which depends
on the traffic in each VSN and the number of VSNs competing for the under
lying network bandwidth. It is also unlikely that a single configuration can be
found as the network requirements and number of VSNs will change as the
network evolves. The optimisation model should therefore be capable of ana
lysing these changing requirements as well as forming part of the required
VSN NRM to manage the VSNs once configured.
The literature review in Chapter 2 indicated that there is currently no model
capable of performing this joint optimisation. Therefore the second part of
this thesis concerns the development of such an optimisation model that will
allow the design of a VSN based ATM network to be examined.

Part II
Virtual Service Network
Optimisation
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4. Network Optimisation

4.1

Introduction
In the first part of this thesis the Virtual Service Network has been identified
as a viable technique for supporting multiple service types within a single
ATM network. Each VSN, consisting of a number of policed VPs, provides
sufficient bandwidth to meeting the QOS requirements of the carried traffic.
To determine the optimum network design we need optimise the number of
VSNs and VPs required for a range of scenarios. The second part of this the
sis details the development of an appropriate methodology for the network
optimisation.
This chapter provides a review of the current algorithms and models availa
ble for the identified optimisation problem. An overview of the type of net
work optimisation being considered is presented in Section 4.2 which
identifies the appropriate operations research areas. This is followed by a
review of the relevant literature in these areas in Section 4.3 which identifies
a technique that can be adapted to the problem. With a possible optimisation
technique identified, Section 4.4 discusses the VP modelling requirements
and models currently available in the literature. The results of the reviews are
then summarised in the final section and areas where further development is
required to find an acceptable solution to the problem are identified.
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Network Optimisation
Network optimisation generally involves determining the required network
capacity and/or routing for a given traffic load while minimising (or maxim
ising) some well-defined performance function [Fratta 73]. This can be
defined as a multi-commodity flow problem with each origin-destination pair
being a commodity. For the VSN based ATM network the routing refers to
the placement and dimensioning of VPs within each VSN while the perform
ance function is defined by the capacity requirement of each VP. With VP
capacity considered as a cost the optimisation process is the minimisation of
a cost function.
The routing and capacity requirements of VPs will depend on the carried
traffic and the capabilities of NRM and CAC. The ability to statistically mul
tiplex traffic at the call, burst and cell levels means the capacity function will
have a concave performance with respect to the number of connections. This
results in a reduced capacity requirement per connection or “economy of
scale” as more traffic is aggregated [Ash 81]. This will occur within each VP
and when VPs are merged making the required capacity a function of both
routing and traffic load. Therefore the routing, flow and capacity require
ments are interdependent and need to be jointly optimised.
With the optimisation involving the cross optimisation of multiple VSNs as
well as the internal optimisation of each VSN it may be possible to identify
independent sub-problems. The ability to separate the problem into inde
pendent sub-problems can significantly simplify the problem [Kleinrock 76].
Within the VSN NRM each VSN optimisation is only dependent on the other
VSNs through the common reliance on available link bandwidth. However,
this is an important and non-separable dependence since it affects both rout
ing and flow within each VSN. This dependence is only removed if the link
bandwidth is assumed to be unlimited. However, the optimisation model
required should be able to handle all link bandwidth conditions which means
the VSNs will be considered as non-separable. The unconstrained link band
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width problem will be considered as a special case of the constrained band
width problem.
The dependence at the VSN NRM also means the routing, flow and capacity
requirements within each VSN are not separable. The routing and flow deter
mine the capacity requirement which determines whether the routing and
flow is feasible. This means the optimisation is a constrained multi-commod
ity flow problem with a concave performance function. For VSN NRM the
constraint can be considered to be constant with a network having fixed link
bandwidths. Within each VSN these constraints appear to be non-linear as
the available bandwidth depends on the capacity requirements of the other
VSNs. Also, while there may be a constant amount of link bandwidth availa
ble to all VSNs the optimisation process should not aim to use all this band
width. The bandwidth use should be minimised as any additional bandwidth
not used by the designated set of VSNs can be used for ABR and UBR serv
ices as well as improving the networks ability to handle failures or overload
conditions. This minimisation of bandwidth requirement will also allow the
unconstrained case to be used for link bandwidth design. Therefore the opti
misation problem is really the minimisation of a set of concave multi-com
modity flow problems with non-linear constraints.
With the optimisation problem now defined a review of the relevant literature
is required to find an appropriate solution. Also, none of the models consid
ered in Chapter 2 provides a solution to this problem.

4.3

Current Optimisation Techniques
The general theory of the minimisation of concave multi-commodity flow
problems with non-linear constraints is very hard and the solutions are NPhard [Fratta 73]. This is caused by a large number of local minima occurring
at extreme points in the solution space. The extreme points are characterised
by shortest paths between each O-D pair or commodity carrying all the flow.
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This maximises the economy of scale effect thereby minimising the required
capacity. The presence o f link constraints further complicates the problem
since an active constraint will directly affect where extreme points can exist.
This also makes it inappropriate to use penalty functions to force the solution
away from constraints since the optimum solution may occur at an active
constraint. This is further complicated by the non-linear behaviour of con
straints within each VSN preventing the possibility of reformulating the
problem as an unconstrained problem using penalty functions. Therefore the
optimisation problem cannot be simplified from the original but very difficult
problem [Fratta 73]. For this reason there is very little literature available
concerning the optimisation of such problems. A comprehensive review of
optimisation techniques by [Assad 78], at the time when a significant amount
of research was being carried out is this general area, identified the class of
problem but reported no known solutions. A review of the literature since
then has also not found a demonstrated solution, only a number of hints and
possible techniques that a solution could be based on. Therefore, this review
will outline the work which has led to the technique developed in this thesis.
Early work investigating the minimisation of unconstrained concave cost
functions focused on single commodity or single source networks [Zangwill
68][Florian 71]. The work showed that for concave networks with a single
source and/or destination, the optimal solution would be a set of aborescent
flows. In this set all flows will be extremal flows and follow the minimum
cost route. This work highlighted the presence of extremal flows in the mini
misation of concave functions which can be used to improve the solution
time.
The improvement in solution is based on the knowledge that extremal flows
occur at points where all flow is directed on a single path, the minimum cost
path. The route o f this path depends on the routing of other paths in the net
work when traffic is aggregated on common links (VP merging). It is the
large number of possible routes, even for small networks, that leads to the
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number of local minima and NP-completeness of the problem. However,
knowing the solutions occur at extremal points means only these points need
to be considered during the optimisation process.
The optimisation of the unconstrained multi-commodity flow problem with
concave performance was also used to model long-haul circuit based com
munications networks [Yaged 71]. The resultant paths showed that local opti
mal routing occurred where all flow between origin-destination pairs was
routed on the minimum cost path. Therefore the optimisation could be for
mulated as one of finding the appropriate links costs. It was considered that
while the global optimum cannot be found amidst the immense number of
local minimum acceptable sub-optimal solutions can be found. The algo
rithm used was an iterative algorithm using Kuhn-Tucker multipliers as the
link cost estimates which are re-evaluated at each step until the optimal link
costs are found. It was assumed that all flow is routed on the current mini
mum cost paths so the local optimum found can only consist of a single path
for each commodity. The results agree with and reinforce the results of
[Zangwill 68][Florian 71].
The shortest path simplification can be applied to the VSN optimisation if it
is assumed that each commodity only requires a single path. While this
assumes that a VSN does not require route diversity, the minimisation of
required bandwidth on all VSNs means more spare bandwidth is available if
required. This bandwidth can be used dynamically by NRM to alleviate net
work conditions that require route diversity. However, while this simplifica
tion is applicable to the unconstrained cases being considered it does not lend
itself completely to the constrained case. When link constraints are imposed
it may be necessary to use two or more routes to carry the flow of a single
commodity. Therefore the single minimum cost path routing is not applicable
in these conditions. However, the knowledge that the solutions will contain
shortest paths if no link constraints are present means the solutions are likely
to contain single paths. This is especially the case when there may only be a
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few feasible solutions requiring the total required bandwidth to be close to
the global minimum. Therefore, a optimisation approach that aims for single
paths will minimise the required network bandwidth as well as improving the
chances of finding a feasible solution in the presence of tight constraints.
However, the model should allow for multiple paths if required to satisfy the
constraints.
This model of [Yaged 71] also considered the nature of the cost function and
considered case where a non-zero intercept occurred. An example of this is
where each link has a fixed charge, such as an installation cost, added to the
required capacity costs considered by [Zangwill 68][Florain 71]. In such
cases the link performance function used can be based on an average cost in
place of a gradient or marginal cost. Therefore, either form of cost function
can be considered using the same algorithm with a different performance
function to compare the operating costs of individual links.
The most suitable approach found was the Flow Deviation Method [Fratta
73]. This method was initially developed for optimising Store and Forward
networks, such as the ARPA network, which are convex in their performance
and can be generally represented as unconstrained problems [Kleinrock 76].
The authors [Fratta 73] noted the versatility of the method and suitability to
non-linear performance and non-linear constraint problems as a potential
application. An important feature of the Flow Deviation method is the supe
rior performance when the problem is differentiable. In such situations it
does not add new variables or constraints allowing large networks to be
solved. Also, the method can be applied to non-separable problems which is
important for the internal optimisation of a VSN and constrained cross opti
misation of VSNs. These features have made the How Deviation a popular
technique for solving a variety of optimisations problems requiring these
properties, for example [LeBlanc 90] [Chang 92] [Jin 94].
The H ow Deviation method is a steepest descent method which iteratively
finds stationary solutions for unconstrained, non-linear, differentiable flow

N e tw o r k O p tim isa tio n

67

problems. The algorithm operates by following the direction of steepest
descent from any non-stationary point until a stationary point is found. The
direction o f steepest descent is evaluated using an appropriate metric repre
senting the rate of change of total cost to possible flow deviations within the
network. The stationary point found will be stable and is therefore a local
minima o f the flow problem. To ensure the local minima is feasible (satisfies
the network constraints) the initial or starting point needs to be feasible.
Since the solution space is not convex all local minima need to be explored if
the global minimum is required [Dantzig 63]. For large networks a system
atic search is infeasible requiring heuristic approaches to reduce the number
of minima searched by the algorithm. The algorithm can also be simplified
with the knowledge that the directions of steepest descent represent shortest
paths allowing the convergence time to be reduced [Fratta 73].
With no other plausible techniques apparent in the literature the most appro
priate approach is to extend Flow Deviation technique to solve the multiple
VSN optimisation problem. The gradient based nature of the algorithm is
well suited to the use of VP bandwidth for modelling the requirements of
individual VSNs. Such an application was also suggested by the original
authors [Fratta 73] and also allows large networks to be solved. Applying the
Flow Deviation method to the VSN optimisation problem requires placing a
number of constraints on the modelling of traffic within each VSN. Since the
technique is a gradient based technique it requires the performance function
to be differentiable. In the case of VSN optimisation, the performance func
tion is the required capacity which is a discrete function requiring piecewise
approximation to find the derivative. Also, with the Flow Deviation being a
iterative technique which will need to be solved multiple times, efficient
models are required to calculate the required VP capacities. This is particu
larly relevant to VBR models, such as the Zero Buffer Approximation and
M M PP/D /l/K, which are computationally intensive. Therefore a further
search is also required for suitable traffic models for the network optimisa
tion. These models will be referred to as network traffic models as they are
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specifically required for network optimisation which considers multiple VPs
and links placing constraints on the computational complexity.

4.4

Traffic Modelling
Since there is no technique that can directly be applied to the optimisation
process it is necessary to develop one based on the Flow Deviation tech
nique. With all VSNs being modelled using concave capacity based perform
ance functions the emphasis is on finding simple models to aid development
of the new optimisation algorithm as opposed to exact models for each VSN.
Appropriate models can then be developed for each VSN type when the spe
cific needs become clear. These models need to have minimal solution times
and be differentiable at all points. The derivatives should be smooth to ensure
there are no inaccuracies when comparing VP gradients. With this is mind,
models will be examined for CBR and VBR VSNs.

4.4.1

Constant Bit Rate Models
A significant proportion of the B-ISDN is expected to be “peak rate allo
cated” or Constant Bit Rate (CBR) connections. Such connections will be
allocated a fixed cell rate for the duration of the connection. This is analo
gous to traditional circuit switched connections with the exception that con
nections will receive different peak cell rates depending on the type of
service. Such connections can be statistically multiplexed at the call level in a
similar manner to current circuit switched networks. However, this statistical
multiplexing will need to handle attributes of combining CBR connections
with differing peak rates. From the NRM perspective the requirement is to
evaluate the VP capacities for the range of CBR traffic expected. This is the
minimum required capacity to satisfy the connection blocking probability of
the carried CBR traffic.
A number of studies have been performed [Gimpelson 65] [Ko 8 8] [Kaufman
81][Chandramohan 91][Labourdette 92][Stasiak 93] which examined link
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performance when more than one CBR traffic type is carried. Their results
showed that different traffic types experience different connection blocking
probabilities based on their connection or peak rate. To improve fairness and
network utilisation a number of bandwidth reservation schemes were pro
posed and analysed. Depending on the scheme and performance require
ments it was shown that both the network utilisation and fairness of
connection blocking could be adjusted. Although not explicitly addressed in
any of these or other studies, the ability to improve network utilisation raises
the possibility of reducing the required capacity. Therefore, to calculate the
required VP bandwidth a study is required to determine whether bandwidth
reservation schemes can affect and possibly reduce the bandwidth require
ment. The analysis will need to include how sensitive bandwidth reservation
schemes are to varying load conditions and the complexity of modelling such
schemes. Both these factors affect the versatility of resource management
depending on how easily load can be distributed and requirements calculated.
The model presented by [Chandramohan 91] will be used to analyse the
effect that bandwidth reservation schemes have on the required bandwidth.
This model is the most versatile of the models that could be found allowing a
variety of different schemes to be analysed for multiple connection rates. The
versatility comes at the price of complexity with the model requiring a large
state space [Chandramohan 91]. This complexity is a very significant factor
since the optimisation will require the capacity to be calculated many times
each time it searches for a local optima. With a network level optimisation
reportedly capable of reducing the required capacity by 10% [Fratta 73], a
fast, but less accurate, capacity model which allows a near optimal solution
to be found in acceptable time is preferable. Any loss in accuracy in the
capacity model will be offset by the significant savings obtained through the
network level optimisation. Also, provided the less accurate solution selects
the optimal flows and routes the VP capacities can be recalculated using a
more accurate model.
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With the proposed VSN optimisation being based on the Flow Deviation
technique the network level traffic model should be selected to efficiently
calculate the VP capacity and required derivatives. Therefore it is preferable
that the capacity is an output rather than an input of the model. This is gener
ally not the case with most models calculating the connection blocking prob
ability for a given capacity. Calculating the required capacity using these
models requires an iterative search to find the minimum capacity that satis
fies the required QOS. Also, the solution times depend on the number of con
nections being considered as well as the required capacity making them less
efficient as the network gets bigger.
A constant time solution can be found for complex models by empirically fit
ting a simple parametric function to the output of the model. This has suc
cessfully been done for the Erlang B loss formula [Harel 88][Pinksy
92]Pinsky 92a]. While the Erlang B loss formula is inadequate for multirate
CBR traffic the results achieved show the benefit of such solutions with the
simple functions also being differentiable if the appropriate parameters are
chosen. Therefore, such approximations would appear to be ideal for the
VSN optimisation if a suitable function can be found. These approximations
will need to be developed since a search of the literature to date has not found
any such approximations for multirate CBR traffic. However, before they can
be developed the effect of bandwidth reservation will need to be determined
as mentioned previously in this section.
4.4.2

Variable Bit Rate Models
In Section 3.4 the Variable Bit Rate traffic was modelled using two state
On/Off models which have been widely used in the literature. These models
allow the statistical multiplexing of connections at the cell level to be ana
lysed but do not included connection level multiplexing. To incorporate con
nection level multiplexing simplifications such as the equivalent bandwidth
technique are used [Sykas 91]. The equivalent bandwidth is the average
bandwidth used by a connection when statistically multiplexed with a fixed
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set of connections. These values are precalculated using either simulations or
models such as the On/Off model which are generally quite complex and
time consuming to solve. Once determined each VBR connection can be
treated as a CBR connection and the statistical multiplexing at the connec
tion level determined using CBR based models.
The use of equivalent bandwidth allows the statistically multiplexing prob
lem to be separated into two independent problems at the cell and connection
levels. It relies on static cell level multiplexing characteristics to ensure the
equivalent bandwidths are correct. This is not the case when VPs are being
merged in a network. This is why On/Off models where used in the VP merg
ing analysis in Section 3.4. Therefore, these models will also need to be used
for the VSN optimisation algorithm. This means an efficient network model
is required for calculating the capacity requirements of VBR connections sta
tistically multiplexed at the cell level. Such a model will be used to calculate
the capacity required for a static set of connections and can also be used to
estimate equivalent bandwidths.
The Zero Buffer approximation was utilised in Section 3.4 as it provides a
simple approximation for VBR traffic based on an On/Off source model.
While this model is suitable for examining the merging of VPs it is too com
plex for network level optimisation or CAC [Uose 90]. A computationally
simpler but less accurate approximation can be made based on the Chemoff
Bound [Uose 90]. This approximation along with the Zero Buffer approxi
mation determines the cell scale blocking probability with the capacity as an
input. This means an iterative search is required to determine the required VP
capacity in a similar manner to the CBR models discussed in the previous
section. Therefore a constant time parametric approximation is also required
for the cell scale multiplexing of VBR connections. This will also need to be
developed since a search o f the literature to date has not found any suitable
approximations. A simple approximation was presented by [Cavallero 92]
which provided a way for calculating the equivalent bandwidth of VBR con
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nections. This was developed as it was deemed that the existing VBR models
were too complex for use in network planning problems, supporting the view
presented here. The model is reportedly reasonably accurate for On/Off mod
els with a cell loss probability of 10'9. However, the approximation is limited
by requiring the link capacity as an input and assumes all connections are the
same type.

4.5

Conclusions
The VSN optimisation problem has been identified as the minimisation of a
set of concave multi-commodity flow problems with non-linear constraints.
While there are currently no demonstrated techniques for solving such a
problem the Flow Deviation technique has been identified as a possible solu
tion to this type of problem [Fratta 73]. Based on this and the knowledge
gained from literature on comparable problems the technique will be adapted
to optimise the VSN design problem. This knowledge includes the likely
existence of solutions at extremal points or shortest paths thereby allowing a
more efficient search of the solution space for local minima.
With the Flow Deviation being a gradient based technique and the VSN
being modelled using the required VP bandwidths efficient models are
required for calculating these measures. A review of the literature identified
that current models incorporate the required capacity as an input, are com
plex to solve and are not directly differentiable. Therefore more efficient
models need to be developed for use in the iterative optimisation algorithm.
Approximations based on empirical analysis for the Erlang-B function have
shown the potential of such techniques for providing very fast and differenti
able solutions. Such techniques are ideal for the Flow Deviation based VSN
optimisation provided they can be developed for the required VSN models.
Based on these findings an optimisation algorithm will be developed based
on the Flow Deviation technique and will utilise empirical approximations
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developed for calculating the VP capacities and gradients. The development
of empirical approximations for VBR and CBR is discussed in Chapter 5 fol
lowed by the development of the optimisation algorithm in Chapter 6. Since
all VP capacity functions are considered to be concave only simple VBR and
CBR functions will be considered. More specific and exact functions can be
developed later when the optimisation algorithm has be designed and shown
to work and the exact traffic details are known. Also, since we are almost
completely developing the optimisation algorithm the emphasis is on design
ing an algorithm that can handle a range of conditions as opposed to a spe
cific network problem. Therefore the algorithm will be tested on a range of
network conditions in Chapter 7.
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5. Network Traffic Modelling

5.1

Introduction
This chapter examines the development of empirical approximations for both
VBR and CBR traffic. The need for such approximations was highlighted in
Chapter 4 and stems from the need to find fast solutions for the VP capacity
and associated derivatives. Such approximations can be empirically obtained
by curve fitting where the parameters of an appropriate function are calcu
lated to provide a best fit for a given set of data [Ko 88]. Provided an appro
priate function is found these “parametric” approximations provide a fast
solution which is differentiable and has a constant solution time irrespective
of the number of connections involved. An approximation with a constant
solution time is especially useful when considering large networks.
To calculate the appropriate parameter values a curve fitting algorithm is
required. In this thesis a package called SigmaPlot™ was used to provide this
function. SigmaPlot™ performs a non-linear regression using the Marquardt
Levenberg algorithm to determine up to 25 different parameters and allows
up to 10 different equation variables [SigmaPlot 95].
The first parametric approximation considered is for VBR traffic and is pre
sented in Section 5.2. It is based on the Zero Buffer Approximation which
models the cell scale statistical multiplexing of traffic and was used in Chap
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ter 3. The parametric approximation will determine the VP capacity for a
static set of On/Off connections and can be used to determine equivalent
bandwidths for use in an appropriate CBR approximation. Before consider
ing the CBR approximation the effective of bandwidth reservation schemes
on VP capacity is examined in Section 5.3. Based on this an appropriate
model will be chosen and a CBR parametric approximation developed in
Section 5.4.

5.2

Variable Bit Rate Parametric Approximation
A parametric approximation is required for the VP capacity requirements of
VBR traffic statistically multiplexed at the cell level. This approximation
should provide the capacity as an output and be differentiable with respect to
the number and type of connections in the VP. Therefore appropriate param
eters describing the connections need to appear in the approximating func
tion. With the VBR traffic being modelled as a set of On/Off sources the
available parameters are:
M = number o f connection types,
sx = number o f connections o f type i,
onri = on rate for each connection o f type /,
offrx- o ff rate for each connection o f type /,
ont{ = on time for each connection o f type i,
ojfh = o ff time for each connection o f type i.
The burstiness of each type can be written as:
bx - burstiness = peak rate/average rate o f type i,
onri
“

(

onrionti + offr.offt^ / ( onti + offt.)

*
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The required capacity after statistical multiplexing is a function of the
number of connection types, peak rate, number of connections and burstiness
of each type as well as the required cell loss probability (dp), C =fn( M , s-v
onrv b-lt dp). Therefore, with no restriction on the number of connection
types, the function theoretically has an infinite number of inputs or dimen
sions.
To find an acceptable parametric approximation the problem needs to be
reformulated so that there are a feasible number of dimensions for empirical
analysis. This can be done by either fixing certain parameters and/or reduc
ing the problem into sub-problems with fewer dimensions. With five main
parameters, (Af, sv onrv bu d p ), the cell loss probability is the only one
which is independent of the number or type of connections. With the QOS
being fixed for the capacity based modelling of VPs this parameter can be
removed and the function defined for a particular fixed value of dp. Different
d p values can be provided by establishing a set of function parameter esti
mates for each required value [Ko 88]. For the initial empirical approxima
tion the QOS will be fixed to dp=10~9 which is a widely used level for ATM
connections, see for example [Uose90][Cavallero 92][Mitra 94][Choudhury
96].
Removing d p from the function reduces the number of possible parameters
to four. If the number of dimensions is reduced to three then the results can
be graphically displayed to aid the empirical evaluation. This can be done by
initially assuming all connections are homogeneous with a constant on rate
and an off rate of zero. With AT, onrv offr{ and d p fixed the remaining param
eters are S[ and blt with the third dimension being the required capacity. Once
an acceptable approximation has been found for the homogeneous case it can
be extended to include varying connections, burstinesses and on rates.
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Homogeneous Curve Fitting
To determine the best function for approximating VBR statistically multi
plexing a function is required that allows both the VP capacity as well as
derivatives with respect to the VP connections to be calculated. This implies
a function based on the requirements of each connection which can also be
extended to the heterogeneous case. The required capacity C as a function of
b and s is shown for a set of statistically multiplexed homogeneous connec

tions in Figure 5.1. This required capacity is the minimum capacity required
by a Virtual Path for a clp=10~9 and was calculated using the Zero Buffer
Approximation. The figure shows that the required capacity rises for both b
and s. Therefore a function that directly includes these parameters for indi
vidual connections would seen appropriate.

Figure 5.1

Statistical multiplexing capacity versus burstiness and connec
tions for a set of VBR homogeneous connections. Each con
nection has a normalised peak rate capacity required of one
unit.

Another way of representing the multiplexing phenomenon is by the average
capacity per multiplexed connection, R, and provides the requirements of
each connection. This is calculated as

R

=

c/s

and is comparable to the

equivalent bandwidth of a connection. Figure 5.2(a) shows the capacity
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required per connection for the curve in Figure 5.1 and illustrates how
dependent the function is on the number of connections. This dependency
highlights the limitation of equivalent bandwidth techniques for modelling
networks where the traffic mix in each VP changes. The asymptote of the
function is the average bandwidth of each connection and is approached as
the number of connections increases. Having such an asymptote is useful for
curve fitting since it introduces regions that do not need to be explicitly fitted
provided the approximating function is itself asymptotic.
Another representation of the statistical multiplexing phenomenon is the
multiplexing gain per connection, G. This can be normalised and represented
as a percentage between the minimum and maximum gains depending on the
burstiness. A gain of zero is where a connection is peak rate allocated while
the maximum gain (100%) is where a connection is effectively allocated the
average rate. For homogenous sources with the on rate normalised to unity
the gain can be calculated using Equation 5.1.

a)
Figure 5.2

b)
a) Normalised Capacity and b) Multiplexing gain - per connec
tion versus burstiness and connections for homogeneous con
nections.
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The multiplexing gain per connection for the curve in Figure 5.1 is shown in
Figure 5.2(b). The gain, G, increases as both the number of connections, s,
and burstiness, 7?, increase. This is where the peak to link rate ratio is
decreasing and where significant gains can be achieved through statistical
multiplexing. Conversely, if traffic is not statistically multiplexed then a low
utilisation can be expected. As the number of connections and burstiness
decreases the multiplexing gain rapidly decreases. In this region the curve
has discontinuities, caused by quantisation errors in the cell loss probability
calculation. These discontinuities may cause problems during network opti
misation if they cause erratic gradients to be interpolated when estimating
the rate of change of capacity with respect to connections on a VP. Since the
local minima of the network design problem involves shortest path routes,
where the number of connections multiplexed is maximised, it is unlikely
that capacity estimation errors at these discontinuities will appear in the final
solution. Therefore it is more important that the approximating function pro
duces consistent gradients the will enable the local optima to be found.
When selecting the appropriate statistical multiplexing representation to
approximate, the imposed constraints and the effect of relaxing those con
straints are relaxed must be considered. For the homogeneous function the
range of varying connection types as well as the peak rate have been con
strained. Therefore, an approximation that will allow the peak rate and
number of different input streams to be varied at a later date is required.
Since the homogeneous function will give an output for a particular bursti
ness and number of connections, an approximation that provides the capacity
or multiplexing gain per connection, similar to Figure 5.2(a) and (b), appears
to be logical. Using such an approximation will allow the generation of val
ues for varying connections types which can potentially be combined and
scaled for varying peak rates and burstinesses.
The first curving fitting experiment was performed on the statistical multi
plexing gain per connection data in Figure 5.2(b). This data was chosen since
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there is a similar and almost symmetric characteristic between the multiplex
ing gain and both burstiness and number of connections. This characteristic
was found to be well approximated by a hyperbola and a curve fit was per
formed using separate hyperbolas for both the burstiness and number of con
nections. W hile the fit achieved had a maximum error of le-3 for the
multiplexing gain of a connection, the error increased significantly when
multiplied by the number of connections to determine the total VP capacity.
This was more noticable as the number of connections increased since the
curve is asymptotic making it hard to weight the fitting function to be more
accurate at higher connection numbers. Since this is the region where accu
racy is required the solution was deemed to be unacceptable. From this it was
concluded that the function to be approximated should be the required VP
capacity. This means the error generated and used by the fitting function is
the same as the error being used to measure the accuracy of the approxima
tion.

8.

Figure 5.3

Equation 5.2: a) Approximated capacity for homogeneous
sources, b) Capacity calculation error.

Based on the results of the initial parametric fit the VP capacity curve in Fig
ure 5.1 was used for the approximation. Since the function is not symmetri
cal in terms of the relationship between burstiness and capacity, and number
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of sources and capacity, the parametric fit was harder to obtain. An accepta
ble fit was empirically found using the function in Equation 5.2 and is shown
in Figure 5.3(a). This function was found using the experience gained from
the initial curve fitting combined with a knowledge of the performance in
terms of derivatives and asymptotes. The discontinuities occurring at small
connection numbers and burstiness caused fitting problems and were
removed since they occur in regions of less relevance. Several different
weightings were used to obtain the best coefficient values which are dis
played in Table 5.1.

c

b+ a-r
1 2b

= an + a,

0

+ a~- ---------r

C o e fficien t

Table 5.1

, b = burstiness, s = connections

3(j + a4)

(Eqn 5.2)

V alue

ao

8 .8 1 5 1

ai

-0 .0 6 5 1

a2

1 .2 7 8 6

a3

1 5 .9 0 2 5

a4

1 3 3 .2 3 4 8

Coefficient values for Equation 5.2.

The calculation error for the parametric approximation in Equation 5.2 is
shown in Figure 5.3(b) which is the difference between Figure 5.3(a) and
Figure 5.1. The error is only significant in the regions that are least likely to
be used for statistical multiplexing, such as small connection numbers. The
more important concern in these regions is that the approximation is continu
ous and conforms to the concave characteristic of the statistical multiplexing
function. For a concave function the first derivative, with respect to the
number of connections, should be greater than zero and the second derivative
should be less than zero. These two derivatives are shown in Equations 5.3
and 5.4 and Figures 5.4 (a) and (b) respectively and conform to the required
characteristics. As the number o f connections increase Equation 5.2 is domi
nated by the sib term which is an asymptote indicating that provided there are
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enough connections, each connection is allocated the average rate. Therefore
the approximation has an equivalent asymptote to the statistical multiplexing
function. The other terms in Equation 5.2 model the non-linearities at low
connection numbers and burstinesses. It should be noted that the number of
connections required to reach the s/b asymptote increases as b increases.

a)
Figure 5.4

b)
Graph of (a) Equation 5.3, (b) Equation 5.4, for the parameter
values in Figure 5.1.

dc
37 =

1

a,3 a4

aib +

(s +a4)

(E q n 5.3)

2

ac

2 a 3a 4

ds2

(s + aA)

(E q n 5.4)

Based on the above results an acceptable parametric approximation has been
found for the homogeneous case. The approximation is least accurate for
lowest burstiness connections and low numbers of connections and improves
as the burstiness and number of connections increases. This is the region
where statistical multiplexing of connections is expected. The next stage is to
enhance the approximation to consider the multiplexing of heterogeneous
sources.
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Heterogeneous Curve Fitting
The step from homogeneous to heterogeneous connections is a step from two
parameters to a possible infinite number of parameters, depending on the
number of different input streams. Since the homogeneous fit is based on the
burstiness and number of connections, a logical approach would be to find an
equivalent burstiness and connection number for the heterogeneous sources.
This will provide a way of combining the varying parameters into two equiv
alent homogeneous parameters.
To reduce the number of variables, so that they can be represented graphi
cally, two heterogeneous traffic streams will initially considered under a vari
ety of traffic conditions. This makes the capacity a function of four
parameters (Af, sv onrv b[) with the clp and on rate being held constant.
To calculate the equivalent homogeneous parameters from the heterogeneous
parameters, the relationship between the required capacity and each parame
ter must be considered. With the required capacity increasing with the
number of connections, the effective number of connections will be esti
mated as the unweighted sum of the connections of the input streams, as
shown in Equation 5.5. In the case of burstiness the required capacity
decreases with increasing burstiness. Hence the equivalent burstiness value
will lie in the range between the minimum and maximum burstinesses of the
input streams. The effect or weighting of the each burstiness will depend on
the number of sources in a stream compared to the other streams. Therefore
the effective burstiness can be approximated as a weighted inverse sum of the
input streams as shown in Equation 5.6.

=

_

J , + Jr

J , + Jr

1

2

E ~ s , / b . + s~/b.

Using these heuristic approximations for effective burstiness

(E q n 5.5 )

(E q n 5.6)

and number

of connections sj?, a number of tests were carried out over a wide range of
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parameter variations. To enable the results to be plotted only two parameters
were varied per test. Two representative plots of the estimation errors over a
range of values are shown in Figures 5.5 (a) and (b). From these figures it can
be seen that the approximation performs well in most regions. When the
burstiness and/or number of sources decrease the approximation error
increases. This is expected since this is the region where the homogeneous
approximation was worst.

Figure 5.5

Capacity prediction for two varying input streams, a) Fixed
number of sources, varying burstiness. b) Fixed burstiness,
varying number of sources.

Based on the success of the simple method of calculating sE and b E, the
approximation was expanded to handle multiple sources as shown in Equa
tions 5.7 and 5.8 respectively. Testing and displaying the results when more
than two inputs streams are involved is difficult due to the large number of
parameters that vary. Therefore, some results from multiplexing four input
streams have been tabulated and are shown in Table 5.2. The range of param
eters was chosen to cover the range of burstiness and connection number val
ues. These results are very good since the estimation error is quite small for a
wide range of a parameter values. This is explained by the increased number
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o f connections from multiplexing multiple streams causing the approxima
tion to operate in the region o f best fit.

(E q n 5 .7 )

SE

S ',

bE ~

(E q n 5 .8 )

S >/bi
Burstiness
b r b4

Connections
sr s4

Estimation
Error (%)

bE

SE

4, 10, 50, 100

20, 20, 20, 20

80

10.526

0.14

4 ,1 0 , 50,100

50, 50, 50, 50

200

10.526

-2.20

4 ,1 0 , 50,100

150,150,150,150

600

10.526

-2.00

4 ,1 0 , 50,100

300,300,300,300

1200

10.526

0.50

4, 10, 50,100

20,50,150,300

520

39.820

-0.56

4 ,1 0 , 50,100

300,150,50,20

520

137.710

-0.17

Table 5.2

Approximation results for four heterogeneous inputs.

With multiple input streams the gradients in Equations 5.3 and 5.4 need to be
re-evaluated so that they are input stream dependent. This is required to dis
tinguish between streams which are multiplexed together. The gradients for
an individual input stream are shown in Equations 5.9 and 5.10 respectively.
These gradients also conform to the expected characteristics for the deriva
tives of a concave function. W hile the partial derivatives are based on indi
vidual

homogeneous

input

streams

these

input

streams

could

be

heterogeneous and represented by equivalent parameters.

dc

a,a
3 4

l

J T = a2b +

1 (SF+aA)

d C
ds;2

^a3a4

2 - alsE +aU ^ .
bE

— — —-r + 2 a ,1— 2,
ô— -- "2a
u\
( s E + a 4>

SE b i

2 2
SE b i

(E q n 5.9 )

(E q n 5 .1 0 )
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The last stage of the approximation is to vary the on rate. To this point all
connections have had the same normalised on rate. The ability to vary con
nection on rates adds a new array of dimensions to the problem. Therefore, a
technique that allows the number of dimensions to be reduced, such as the
equivalent burstiness and number of connections in Equations 5.7 and 5.8, is
preferable.
The required capacity for non-unit on rate homogeneous traffic can be calcu
lated using the homogeneous approximation in Equation 5.2. This is done by
multiplying the result of the homogeneous approximation by the required on
rate. This multiplication only introduces very small errors when the number
of sources is low. This is caused by quantisation errors and is restricted to the
high peak to link rate traffic. Therefore homogeneous traffic of varying on
rates can be approximated using Equation 5.2 modified by a rate adjustment
factor.
For heterogeneous traffic the on rate may vary for each connection type.
Therefore an approach similar to Equations 5.7 and 5.8 to generate an equiv
alent on rate adjustment factor is desirable. For two input streams with vary
ing burstiness but the same number of connections an effective on rate, RE,
was found as shown in Equation 5.11. A simple weighting equation was used
since R e will range somewhere between the peak rate of the two input
streams. Since the required capacity is inversely proportional to the bursti
ness the weighting factors, bj and b2, have been reversed. Initial tests showed
that the effective on rate provided acceptable results for the two input case.

Rr = — r

*

+ ^2b\
r

, where R: = Peak Rate for stream i.

(E q n 5 .1 1)

b l + b2

The next step was to include the effect of varying the number of connections
in the two input streams. Using the same weighting scheme as used in
Equation 5.11, but with RE being proportional to the number of connections,
Equation 5.12 is obtained after some simplification. The two plots in
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Figure 5.6 (a) and (b) show the estimation error for Equation 5.12 for varying
burstiness and number of connections for the two input streams. While the
error is greater for low burstiness values, as expected from Figure 5.3(b), it is
small in the regions of interest.

R \ b2s \ + R 2b l s 2
re

-

b \ s 2 + b 2S \

(E q n 5.12)

Capacity Prediction Error (%)

a)
b)
Figure 5.6 Capacity estimation error for Equation 5.12. a) varying connec
tions, b) varying burstiness.

The final step is to extend the effective peak rate for two heterogeneous input
streams, Equation 5.12, to handle multiple input streams. This extension to
multiple streams is not straight forward since the capacity is inversely pro
portional to the burstiness. Hence the weighting co-efficients are reversed as
shown in Equation 5.11. Taking this into account the multiple stream approx
imation for R e is shown in Equation 5.13.
M
(«-T--*,)
Re =

-----------------------

.where

(E q n 5.13)

6,)
1=1
M
bT = X bi •

i= 1

(E q n 5.14)

N e tw o r k T raffic M o d e llin g

88

The required capacity estimation results for Equation 5.13 have been tabu
lated in Table 5.3 due to the large number of parameters involved. The results
show that the extended approximation only produces significant errors when
the low burstiness stream has the dominant peak rate. This error is further
emphasised when the stream has a small number of connections. This is
expected since this is the region where parametric approximation had the
worst performance in the homogeneous case. In other regions the approxima
tion gives rise to acceptable errors.
B u rstin ess

C on n ectio n s

P ea k R a te

b r b4

S 1-S4

R 1-R 4

E stim ation
SE

Re

t>E

Error (%)

10, 3 0 , 5 0 , 1 0 0

20 , 20, 20,20

1 .1 ,1 .1

80

1.0 0

2 4 .4 9 0

-3 .7 3

10, 3 0 , 5 0 , 1 0 0

20, 20, 20, 20

5, 5, 5, 5

80

5 .0 0

2 4 .4 9 0

-3 .7 8

80

1 0 .0 0

2 4 .4 9 0

-3 .7 8

10, 3 0 , 5 0 , 1 0 0

2 0 , 2 0 , 20, 2 0

1 0 ,1 0,10,10

10, 3 0 , 5 0 , 1 0 0

5 0 , 5 0 , 50, 5 0

1 ,1 .1 ,1

200

1.0 0

2 4 .4 9 0

-0 .3 2

1 0 ,3 0 , 5 0 , 1 0 0

5 0 , 5 0 , 50, 5 0

5, 5 , 5 , 5

200

5 .0 0

2 4 .4 9 0

-0 .3 4

10, 3 0 , 5 0 , 1 0 0

50, 50, 50, 50

1 0,10,10,10

200

1 0 .0 0

2 4 .4 9 0

-0 .3 4

10, 3 0 , 5 0 , 1 0 0

1 5 0 ,1 5 0 ,1 5 0 ,1 5 0

1 ,1 .1 .1

600

1.0 0

2 4 .4 9 0

5 .4 6

10, 3 0 , 5 0 , 1 0 0

1 5 0 ,1 5 0 ,1 5 0 ,1 5 0

Sy Sy Sy S

600

5 .0 0

2 4 .4 9 0

5 .4 6

10, 3 0 , 5 0 , 1 0 0

1 5 0 ,1 5 0 ,1 5 0 ,1 5 0

1 0 ,1 0,10,10

600

1 0 .0 0

2 4 .4 9 0

5 .4 6

10, 3 0 , 5 0 , 1 0 0

2 0 ,5 0 ,1 5 0 ,3 0 0

1 .1 .1 ,1

520

1 .0 0

5 3 .7 9 3

1.49

1 0 , 3 0 , 5 0 ,1 0 0

2 0 ,5 0 ,1 5 0 ,3 0 0

1 ,4 ,7 ,1 0

520

7 .5 9

5 3 .7 9 3

-5 .3 7

10, 3 0 , 5 0 , 1 0 0

3 0 0 ,1 5 0 ,5 0 ,2 0

10, 7 , 4 , 1

520

8 .5 0

1 4 .3 6 5

14.31

10, 3 0 , 5 0 , 1 0 0

3 0 0 ,1 5 0 ,5 0 ,2 0

1 ,4 ,7 ,1 0

520

2 .5 0

1 4 .3 6 5

-8.61

Table 5.3

Approximation results for four heterogeneous inputs.

W ith the approximation extended to included varying rate connections the
derivatives in Equations 5.9 and 5.10 needed to be updated. The complete
equation for calculating the required capacity for heterogeneous sources is
given in Equation 5.15 with the appropriate equivalent parameters. The new
first and second derivatives are given in Equations 5.16 and 5.16 respectively
using the simplifications in Equations 5.18 and 5.19.
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It should be noted that when only one input stream is present Equation 5.13
is not valid. In this case the homogeneous equations should be used.

5.2.3

Discussion
A parametric approximation has been successfully developed for VBR traffic
modelled as heterogeneous On/Ofif traffic sources. This approximation is
suitable for network optimisation where multiple calculations of both the
required bandwidth and gradients is required. The approximation provides
acceptable performance in the expected operating regions while providing a
continuous and consistent derivative suitable for optimisation functions.
W hile the approximation is not strictly constant, as the calculation of equiva
lent parameters depends on the number of source types, the increase in com
putational complexity is very small making it appropriate for use in large
network optimisation. The accuracy of the approximation will be further
examined when implemented in the network optimisation in Chapter 7.
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The approximation allows sources with varying on rates, burstinesses and
number of connections to be multiplexed. Only the cell loss probability and
the off rate is fixed but further extensions or approximations could be made
to include these two parameters.
The main sources of error occur when considering low burstiness connec
tions as shown in Table 5.3. Since most of these errors relate back to the
homogeneous fit in Equation 5.2, shown in Figure 5.3, they can be reduced,
if required, by re-examining this fit
The parametric approximation will determine the VP capacity for a static set
of On/Off connections and can be used to determine equivalent bandwidths
for use in an appropriate CBR approximation. Before considering the CBR
approximation the effective of bandwidth reservation schemes on VP capac
ity will be examined in the next section. Based on this an appropriate model
will be chosen and a CBR parametric approximation developed in
Section 5.4.

5.3

Bandwidth Reservation
Bandwidth reservation schemes are used to modify the performance seen by
different users sharing the same bandwidth. This is achieved by controlling
the bandwidth available to different user groups depending on network con
ditions. Such schemes have been be shown (for example [Gimpelson
65][Chandramohan 91][Labourdette 92]) to improve network utilisation and
individual user group utilisation for CBR connections. This raises the ques
tion o f whether these schemes can be used to significantly reduce the total
VP capacity requirement and should be modelled at the network level. The
aim o f this section is to determine if there is a significant capacity require
ment reduction.
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The bandwidth reservation schemes proposed in the literature can be grouped
into the following categories:
• No boundary or Complete Sharing: gives all users equal access to the
available bandwidth as shown in Figure 5.7(a). It has been shown [Gimpelson 65] that under this scheme traffic that requires a higher bandwidth
per connection sees a higher connection blocking probability for the same
traffic load.
• Fixed Boundary or No Sharing: allows no sharing of bandwidth between
the different rate users, as shown in Figure 5.7(b). The VP bandwidth in
this case is that required when no multiplexing occurs between the differ
ent user groups. This represents a potential loss of bandwidth from sepa
ration of connections that could be statistically multiplexed.
• Movable Boundary: in these schemes the boundaries controlling the
amount of bandwidth each user has access to can alter depending on the
load conditions of the VP. This can be done in 2 ways as shown in
Figure 5.7(c) and (d). These 2 schemes are:
• Maximum Allowable Bandwidth: in this scheme each traffic group is
limited to a maximum total bandwidth as shown in Figure 5.7(c). This
maximum is fixed and is not affected by the other groups on the VP. If
other groups have no maxima or overlapping maxima then, depending
on the load conditions, groups may only have access to a bandwidth
less than the specified maximum.
• Minimum Available Bandwidth: this scheme differs from the previous
scheme by limiting a group so that a connection can only be accepted if
a certain minimum bandwidth remains available on the VP, as shown in
Figure 5.7(d). This enables certain groups to be blocked before other
groups.
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An additional control which can be applied to both schemes is the use of a
rejection probability. When a source from either scheme violates the
bandwidth reservation level it is rejected with a probability of 0 < p < l.
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Figure 5.7

Bandwidth Reservation Schemes

The model developed by [Chandramohan 91] allows the analysis of two traf
fic streams, each with its own service time, bandwidth requirements and
imposed bandwidth reservation scheme. The modelled allows a wide range
of reservation schemes to be examined and can be extended to allow more
than two streams to be analysed. Each stream arrival process is modelled as a
two-state Markov Modulated Poisson Process allowing the analysis of nonPoisson arrival streams such as peaked streams. For this study the main inter
ested is in the effect of different bandwidth reservation schemes (as opposed
to non-Poisson input). For this reason the model has been simplified to use
Poisson arrival streams while maintaining the ability to analyse different
bandwidth reservation strategies.
The two movable boundary strategies in Figure 5.7 form the basis of a
number of reservation schemes which utilise different combinations of the
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strategies and imposed boundary values. These reservation schemes will
enhance the network and/or user performance depending on the traffic mix
and requirements. From the network design perspective it can be assumed
that any one of these schemes may be used within an allocated VP. The
requirement to model the schemes will depend on whether they significantly
affect the bandwidth requirement. That is, if no bandwidth reservation is
used then more capacity is required to achieve the same overall user QOS. If
not, modelling can be simplified by not considering bandwidth reservation.
Therefore the emphasis will be placed on reservation schemes which mini
mise bandwidth requirement.
5.3.1

Evaluation of Reservation Schemes
To determine whether bandwidth reservation schemes have a significant
impact on capacity requirements the multiplexing of two different traffic
streams will be considered. This will reduce number of variables to be con
sidered as well as the computational state space. If the parameters of the two
streams are varied to cover the feasible range then the effect of including
extra traffic streams can be interpolated from the results of the two stream
analysis.
The two traffic stream (source type) study need only consider reservation
schemes that may reduce the bandwidth requirement with a focus on the
maximum possible reduction. Using the same terminology as other studies
[Gimpelson 65][Chandramohan 91] the two source types can be considered
as high cell rate or wideband and low cell rate or narrowband.
As a starting point it is assumed that both the wideband and narrowband have
the same maximum connection blocking probability or grade of service, gos.
(The gos is the QOS measure for CBR services). The effects of varying this
assumption will be discussed where appropriate. Based on this it can be
stated that the worst case minimum bandwidth requirement is fixed boundary
reservation where no multiplexing of the two streams occurs. The other

N etw ork Traffic M odelling

94

extreme, although not necessarily in terms of bandwidth requirement, is
complete sharing where the QOS of both source types is met with the nar
rowband traffic seeing a better QOS than required [Gimpelson 65]. Therefore
the reservation schemes that may reduce the bandwidth requirement are
those that will improve the blocking performance of the wideband traffic
while shifting the blocking performance of the narrowband traffic closer to
the specified QOS.
For the two source study only two schemes need to be considered to deter
mine the maximum possible bandwidth reduction. These two schemes are:
i) Minimum Available Bandwidth (MINAB) with only the narrowband
sources having a minimum free bandwidth threshold,
ii) Maximum Allowable Bandwidth (MAXAB) with only the narrowband
sources having a maximum bandwidth.
5.3.2

Effect of Bandwidth Reservation
A simple model of the connection level multiplexing of two input source
types is shown in Figure 5.8. The two source types are defined by a connec
tion arrival rate (X), connection service rate (p.) and connection cell rate (cr).
From this a load can be defined as

y =\cr

(E qn 5.20)

which is similar to the Erlang load but includes the cell rate. The inclusion of
the cell rate allows the two sources types to be compared by their bandwidth
(cr!/cr2) and load (Y1/Y2) ratios. For all cases the narrowband connections
will be source type 1. In all cases the narrowband cell rate will be normalised
to 1 which will from the base unit for all bandwidth values. For simplicity
this unit cell rate will be referred to as a circuit (cct) with a wideband connec
tion requiring multiple circuits.
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Virtual Path Capacity (O
crx

[Li = connection service rate

^2-^2 ¿ r2

Xi = connection arrival rate

crt-= connection cell rate
Figure 5.8

Connection level multiplexing of two source types.

The only other parameter that needs to be defined is the connection rejection
probability (rjp) which is the probability that a connection exceeding the
reserved bandwidth limit will be rejected. This will be varied between 0 and
1 to determine the effect on required bandwidth for the two bandwidth reser
vation schemes to be considered.
Before examining the VP bandwidth requirements of the two reservation
schemes identified an analysis will be performed to determine the operating
characteristics of each scheme under a variety of load conditions. These
characteristics will indicate how easy the scheme will be to implement in a
way that will enable bandwidth reduction to be achieved, if possible.
5.3.3

Minimum Available Bandwidth
The minimum available bandwidth threshold blocks narrowband traffic, with
a probability of rjp , if the acceptance of a narrowband connection will leave
the VP with less than the threshold bandwidth available. The effect this has
on the blocking probabilities and VP utilisation will be examined by fixing
the load characteristics and varying the threshold. Fixing the load character
istics includes an allocated VP capacity C, total load Yi +Y2> l°ad rati° Y1/Y2
and connection bandwidth ratio cr^icr2.
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Bandwidth Reservation Threshold (ccts)

a)
b)
Figure 5.9 Minimum Available Bandwidth reservation threshold versus
connection blocking probability and VP utilisation for a VP with
C=100, Yi +Y2= 100> crj/cr2= 1/10 and load ratios (a) Yi / y2=1, (b)
Yi/Y2=0.25.

The blocking probability of the two sources types and VP utilisation versus
minimum available bandwidth threshold is shown in Figure 5.9 for two dif
ferent load conditions. The bandwidth value has been normalised to the
bandwidth of a single narrowband channel (cr{). The two plots represent dif
ferent load ratios with all other conditions being identical. When the band
width reservation threshold is zero the narrowband traffic has no requirement
to leave bandwidth available for the wideband traffic. At this point the nar
rowband traffic experiences a lower blocking probability as expected [Gimpelson 65]. As the reservation threshold is increased, for non-zero rejection
probabilities irjp> 0), the gos increases for the wideband traffic and decreases
for the narrowband traffic. This also causes a decrease in VP utilisation indi
cating that the overall blocking probability has increased.
The rate of gos change, with increasing reservation threshold, is dependent
on the rejection probability with rjp = 1 causing the greatest change. It should
also be noted that with rjp = l the point where both traffic types have the same
gos, the “fairness point“, will occur at a particular reservation threshold. The

“fairness point” signifies the condition where both connection types experi
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ence the same gos which would be the ideal operating point if a VP is config
ured for a particular gos for all connection. The rate of gos change is also
affected by the load ratio of the traffic types. Comparing Figures 5.9 (a) and
(b), where (b) has four times the wideband traffic, the effect of changing the
threshold is less pronounced. This is expected with the smaller narrowband
traffic load having a reduced effect on the VP operation.

Load Ratio

Figure 5.10 Minimum Available Bandwidth Reservation threshold versus
connection load ratio for a VP operating at the “fairness point”
with C=100, Yi+y2=100 and a range of connection bandwidth
ratios, cr^lcr^.

While the change in load ratio affects the gos for a given threshold the fair
ness point remains at approximately the same threshold. This relationship is
shown in Figure 5.10 where the fairness point reservation threshold for a
range of loads and load ratios is plotted. The bandwidth connection ratio,
cri/cr2=1/10, curve includes the results from the curves in Figure 5.9. It
shows that the reservation threshold remains constant at a value equal to the
normalised wideband traffic bandwidth. This equates to ensuring that the
narrowband traffic always leaves room for at least one wideband connection.
Even if the wideband bandwidth is doubled, o q / c ^ l ^ O , the reservation
threshold still remains constant at cr 2 = 2 0 as shown.
The fairness point in Figure 5.10 corresponds to a gos of approximately 0.2
for crj/cr2=l/10, which is a lower than expected gos. If this gos is varied, by
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changing the total load Yi +Y2> to approximately 0.02 the reservation thresh
old remains at c r^ This is expected since the interaction between the two
traffic types lessens as the load decreases. If the load decreases further the
requirement for a reservation threshold will decrease and fairness will not be
an issue. Therefore an imposed threshold of cr2 will not affect or detriment
the gos in such cases enabling the same value to be used for a variety of load
conditions.
These results show that the minimum available bandwidth reservation
scheme can be used to adjust the blocking performance experienced by two
traffic with different bandwidth requirements. Further more, the reservation
threshold required for the “fairness point” is stable under varying total load
and load ratio conditions. The threshold is easy to calculate being equal to
the bandwidth of the wideband traffic. Therefore the scheme will be easy to
implement and will guarantee that the gos of the wideband traffic will always
be improved. Before determining whether this condition will allow a reduced
bandwidth to be allocated the operating characteristics of the maximum
allowable bandwidth reservation scheme will be analysed.
5.3.4

Maximum Allowable Bandwidth
The analysis of the maximum allowable bandwidth reservation scheme will
be conducted using the same approach as that of the minimum available
bandwidth scheme in the previous section. That is, the same simple model in
Figure 5.8 will be used and the same VP conditions.
The blocking probability of the two sources types and VP utilisation versus
maximum allowable bandwidth threshold is shown in Figure 5.11. Similar to
Figure 5.9, the bandwidth value has been normalised to the bandwidth of a
single narrowband channel (cr{) with the two plots represent different load
ratios with all other conditions being identical. When the bandwidth reserva
tion threshold is at a maximum (total VP bandwidth) the narrowband traffic
has access to all the bandwidth. At this point the narrowband traffic experi-
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ences a lower blocking probability as expected [Gimpelson 65]. As the reser
vation threshold is decreased, for non-zero rejection probabilities (rjp> 0), the
gos increases for the wideband traffic while decreasing for the narrowband

traffic. This also causes a decrease in VP utilisation indicating that the over
all blocking probability has increased as was observed in the minimum avail
able bandwidth scheme. The “step” effect, predominantly observed in the
plot for r j p - 1, occurs at intervals of c r This step change is caused by the
reservation threshold passing points where enough bandwidth for an addition
wideband connection is reserved.

a)
b)
Figure 5.11 Maximum Allowable Bandwidth Reservation threshold versus
connection blocking probability and VP utilisation for a VP with
C=100, Yi + y2=100, c r jc r 2= 1/10 and load ratios (a) Yi /Y2= 1> (b)
Yi / y2=0.25.

The rate of gos change, with respect to reservation threshold, is again
dependent on the rejection probability with the maximum change occurring
at rjp = 1. The load ratio also affects the rate of change, as observed for mini
mum available bandwidth, with the major difference being that the gos is not
affected until a particular reservation threshold is reached. This threshold is
affected by the load ratio as shown by the decrease in threshold from
Figure 5.11(a) to (b).
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The “fairness point” occurs in a similar manner to that observed for mini
mum available bandwidth. This point is also affected by the load ratio as
shown by the decrease from Figure 5.11(a) to (b). The relationship between
the fairness point and the load ratio, for a fixed load condition, is shown in
Figure 5.12. This shows that the required maximum bandwidth threshold
varies significantly as the load ratio changes. Therefore, the use of such a
scheme is limited due to the requirement to recalculate the bandwidth reser
vation threshold as the load ratio changes. A failure to recalculate the thresh
old may cause either the wideband or narrow band traffic to experience a
worse than expected/allowed gos. This limitation assumes that the VP is
dimensioned to provide a guaranteed minimum gos which is specified for the
VSN.

Figure 5.12 Maximum Allowable Bandwidth Reservation threshold versus
connection load ratio for a VP operating at the “fairness point”
with C=100, yl +y2=100 and a range of connection bandwidth
ratios, crj/cr2.
5 .3 .5

E ffe c t o f B a n d w id th R e s e rv a tio n o n B a n d w id th R e q u ire m e n ts
The above results show that the two bandwidth reservation schemes can be
used to provide a fairness point when source types with varying bandwidth
requirements share a common link. From a network level dimensioning per
spective this effect only needs to be modelled if such schemes can reduce the
bandwidth requirement. To determine this the best case or maximum band
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width reduction will be considered. From the results the best case will be
Minimum Available Bandwidth with a rejection probability of one since this
provides the most significant effect and is more likely to be implemented as
it is more stable under varying load conditions.
Bandwidth reservation schemes will only reduce the bandwidth requirement
if they require less bandwidth than Complete Sharing to achieve the same
gos. If sources are multiplexed to achieve a statistical gain at the connection
level using complete sharing the required bandwidth will be dominated by
the gos requirements of the wideband traffic. The narrowband traffic will,
assuming equal gos requirements, always meet the gos requirement. Band
width reservation can reduce the required bandwidth if providing better
access to the VP bandwidth for the wider band connections can reduce the
VP bandwidth while still meeting the gos requirements.
Based on the results in Section 5.3.3 the Minimum Allowable Bandwidth
(MINAB) scheme will be compared to Complete Sharing (CPS) using the
model in Figure 5.8. Within the network a VP will be configured to carry an
expected traffic load with a particular gos for all connections. The results so
far indicate the required bandwidth will depend on the connection bandwidth
requirements, load ratio between the connection types and gos. Therefore
bandwidth requirements for MINAB and CPS for a range of these parameters
is shown in Figure 5.13.
The curves in Figure 5.13(a), arranged in a CPS - MINAB pair for each total
load, show the VP bandwidth increases as the total load increases, as
expected. (For these curves the cell rate ratio and gos is assumed to be con
stant.) They also show the bandwidth requirement increases as the wideband
traffic becomes more dominant. Where the MINAB line is below the CPS
line, for the same load conditions, a lower bandwidth can be allocated using
MINAB. These savings are more significant when the narrowband traffic
dominates and increase as the total load increase. The curves in
Figure 5.13(b) show a similar relationship when the gos is varied and the
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total load and cell rate ratio is held constant. This relationship is also shown
in Figure 5.13(c) when the cell rate ratio is varied and the total load and gos
is held constant. In this case the YP bandwidth requirement increases as the
cell rate ratio increases.

Figure 5.13 Required VP bandwidth versus connection load ratio for a VP
operating at the “fairness point” for CPS and MINAB with: a)
varying total load, cr1/cr2= 1/10, QOS=0.1; b) varying gos,
crl/cr2=1/10, y1+72=40; c) varying connection bandwidth ratio,
y1+72=60, gas=0.1.
From the three graphs in Figure 5.13 it can be seen that bandwidth reserva
tion provides a reduction in required bandwidth as the total load, connection
bandwidth ratio and gos increase. These savings are more significant when
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the narrowband traffic dominates. While it is possible to achieve bandwidth
savings these are restricted to particular load conditions and may place sig
nificant restrictions on what traffic can be accepted into an allocated VP. To
determine this affect a more comprehensive study is required using a larger
range of load conditions. The range of load conditions examined in
Figure 5.13 was limited by the solvable computational state space and
restricted the analysis to relatively small total loads. A search of the literature
to date has not found a suitable model for further analysing bandwidth reser
vation. Due to the computational complexity the use of bandwidth reserva
tion techniques to reduce the required bandwidth will not be modelled, even
though bandwidth savings may be achievable. It will be assumed that all con
nections will be multiplexed using CPS with the gos being dominated by the
widest band source. This assumption will only over estimate the bandwidth
requirement if bandwidth reservation is being used in instances where the
narrowband traffic dominates and the network is dimensioned based on this
bandwidth reservation. Also, if bandwidth reservation is used these models
can be developed at a later date and the need will probably still exist for mod
elling multirate CBR services without reservation.

5.4

Constant Bit Rate Parametric Approximation
Based on the results of Section 5.3 the parametric approximation for connec
tion level statistical multiplexing of CBR will not include any effect of band
width reservation. The approximation will need to estimate the VP capacity
as an output and be differentiable with respect to the number and type of con
nections in the VP. Therefore appropriate parameters describing the connec
tions need to appear in the approximating function in a similar manner to the
VBR function developed in Section 5.2. For connection level statistical mul
tiplexing the CBR traffic is modelled as a set of sources with the following
parameters:
M = n u m b er o f s o u r c e ty p e s ,
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i,

P i = c o n n e c tio n s e r v ic e rate fo r so u r c e ty p e j,

cri c o n n e c t i o n c e ll rate fo r so u r c e ty p e i,

h
e i = — . e r la n g lo a d .

These are the same parameters as those defined in Section 5.3.2. The
required multiplexed capacity is a function of four main parameters,
C =fn(M,ev crvgos), where ex and crt- are potentially multi-dimensional
parameters depending on the value of N. It will be assumed that the required
gos is the same for all source types. Using a similar approach to the VBR
parametric approximation (Section 5.2) a homogeneous case will be consid
ered first followed by the heterogeneous case where all parameters are
included. The model chosen for determining the required VP capacity is one
developed by [Kaufman 81] which provides an efficient algorithm for deter
mining the blocking probability of multiple connection types for a complete
sharing scenario. The efficiency of the algorithm, achieved by a clever reduc
tion of the state space, will allow a wide range of load conditions to be mod
elled and approximated.
5.4.1

Homogeneous Curve Fitting
Like the VBR approximation, the CBR approximation also has a potentially
unlimited number of parameters. The approach used by the VBR approxima
tion was to convert a potentially unlimited number of dimensions into a sin
gle equivalent parameter, which was then used in a homogeneous
approximation. With fewer parameters to consider for CBR traffic there is
the potential to incorporate more of the parameters in the homogeneous
approximation. However, the approximation still need to incorporate a poten
tially unlimited number of source parameters. Therefore the homogeneous
approximation will only consider a single source type with a constant cell
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rate and gos. This allows an equivalent erlang load and cell rate multiplier to
be calculated for approximating multiple source types.
The required capacity, C, versus erlang load, e , for homogeneous traffic with
unity cell rates, calculated using Kaufman’s algorithm, is shown in
Figure 5.14. The VP capacity scale has been normalised so that the cell rate
for a single connection is represented as one unit The required VP capacity
is shown for a range of gos values and indicates that the relationship is simi
lar for all values. Based on this a gos= 10'3 was chosen as an acceptable value
for the parametric approximation and has been used in other relevant litera
ture, for example [Mitra 94]. In a similar approach to that used for the clp in
the VBR approximation, a single gos value will be used with the possibility
of recalculating the appropriate parameters if different gos values are
required.
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Figure 5.14 Required Capacity versus Erlang Load for a homogenous CBR
sources.
Using the knowledge gained from the VBR curve fitting an acceptable fit
was empirically found for the gos= le-3 curve in Figure 5.13 using
Equation 5.21, with the coefficients in Table 5.4. The estimation error for this
equation is shown in Figure 5.15 and shows that the error is very small. The
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first and second derivatives are shown in Equations 5.22 and 5.23 respec
tively and comply to the expected trends for a concave function.
C = a n + a . e + a - ~ ------ r

0

1

2(e + a )

Coefficient

Table 5.4

(Eqn 5.21)

Value

ao

4.2640

ai

1.0564

a2

25.2408

a3

34.6592

Coefficient values for Equation 5.21

dC
Te =

a. +

2

aC

fl2 a 3

(e + a3)2

(Eqn 5.22)

2a2^3
7( e + a 3)73

(Eqn 5.23)

Extending the function to include homogeneous sources with non-unity cell
rates involves multiplying Equation 5.21 by the required cell rate, cr. This is
the same method as was used in Section 5.2.2 for varying the on rate of VBR
connections and also produces small errors. The next extension required
involves extending the approximation to incorporate heterogeneous sources
with varying cell rates and loads.

Figure 5.15 Estimation error for the homogeneous CBR parametric approx
imation in Equation 5.21.
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Heterogeneous Curve Fitting
To extend the homogeneous approximation to handle heterogeneous sources
an equivalent parameter is required for both the erlang load and the cell rate
multiplier. The results of Section 5.3 showed that when different rate CBR
sources are multiplexed the required capacity calculation is dominated by the
highest cell rate sources. Using this knowledge the equivalent parameters,
crE and eE, were approximated using Equations 5.24 and 5.25 respectively.
The equivalent cell rate is the maximum of all cell rates since this is the dom
inant source. The equivalent erlang load is a weighted sum of loads with
respect to the crE. This is the equivalent load of each source type, as if it had
a cell rate of crE, divided by a weighting factor that accounts for the load, eM,
of the dominant cell rate source. As the load

increases the load of lower

cell rate sources been less significant and an additional function was found to
approximate this relationship as shown in Equation 5.25.
cr£ = max(crf.), V»

(Eqn 5.24)

(Eqn 5.25)

C oefficient

Table 5.5

Value

bo

1.1840

bi

40 .8 3 3 8

Coefficient values for Equation 5.25.

Initial tests of Equations 5.24 and 5.25 were carried out using two heteroge
neous sources. Selected estimation error results from a range of tests are
shown in Figure 5.16 and show that the equivalent parameters produce
acceptably small errors over a range of parameter values. The largest error
shown is the first curve in Figure 5.16(b) where the dominant cell rate source
has a very low load. In this region the original function is not smooth because
the required VP capacity is small compared to the source cell rates. This will
cause significant quantisation errors. As the load increases the approximation
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error decreases significantly to acceptable values. The approximation was
also tested for more than two source types and a selected set of results cover
ing a range of parameter values is tabulated in Table 5.6. These results as also
show acceptable estimation errors.

a)

b)

Figure 5.16 Estimation error versus equivalent erlang load for a two hetero
geneous streams with a range of load conditions.

Load
er e4

Cell rate
crr cr4

crE

eE

Estimation
Error ( % )

C

1,1.1,1
50,50,50,50

1,2,4,8

1.7997

8

59

0.4905

1,2,6,8

104.3996

8

1059

0.8497

100,100,100,100

1,2,3,7

183.2789

7

1520

0.9029

1,50,100,200

U ,U

350.2612

1

398

-0.1904

350.2612

5

1990

-0.1904

1,50,100,200
1,50,100,200

1,3,4,10

254.3678

10

2943

0.3017

200,100,50,1

1,2,4,8

67.5023

8

729

1.2345

400,200,100,5

1,2,4,8

139.2968

8

1406

-2.3462

Table 5.6

Approximation results for four heterogeneous CBR inputs.

C = cr,

¿Za
o

d 1 € fj*

IE

“4“d ry2 f( e E + a 3)V J

(E qn 5.26)
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With the approximation extended to included heterogeneous connections the
derivatives in Equations 5.22 and 5.23 needed to but updated. The complete
equation for calculating the required capacity for heterogeneous sources is
given in Equation 5.26 with the appropriate equivalent parameters. The new
first and second derivatives are given in Equations 5.27 and 5.28 respectively.
These equations also conform to the expected characteristics of a concave
£

function, dominated by the hyperbola, -— -—- , in Equation 5.26.

dc

(
a^a
2 3
= cr< a. + —
(er

2

ac
Be.

5.4.3

2 =

f
~ 2 a 2a 3c r i /

^ (
y

b 0c r E

+1

(Eqn 5.27)

( b l + eA f) c r i

b QcrE
( b l + eA i)Cri

^2
+1 ( eF. + a?)

(Eqn 5.28)

Discussion
A parametric approximation has been successfully developed for a heteroge
neous mixture on CBR connections. This approximation is suitable for net
work optimisation where multiple calculations of both the required
bandwidth and gradients is required. The approximation provides acceptable
performance over a range of parameter values while providing a continuous
and consistent derivative for network optimisation. The approximation is also
essentially a constant time approximation, being similar to the VBR approxi
mation, making in suitable for large network optimisation. The accuracy of
the approximation will be further examined when implemented in the net
work optimisation.

5.5

Conclusion
In this chapter parametric approximations, which are nearly constant time,
have been developed for VSNs carrying either VBR and CBR traffic. They
provide the required VP capacity as an output as well as derivatives making
them suitable for the VSN optimisation. The speed improvement and accu-
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racy of the approximations will be examined when they are implement in the
optimisation.
Both approximations showed greater errors for low load conditions. This is
caused by quantisation errors when determining the required QOS. In such
cases the provision of a smooth gradient at these points is more important
than an accurate VP bandwidth. An error in the gradient calculation, caused
by the quantisation effects, will have a more significant effect on the optimi
sation than a small error in the calculation of the VP bandwidth at low loads.
The examination of bandwidth reservations schemes for connection level
multiplexing of CBR traffic indicated that there are conditions where a band
width saving can be achieved. However, these savings occur for a limited
range of load conditions and may be difficult to realise. To ascertain if this is
the case an improved model is required that will allow a greater range of
parameters to be examined.
With efficient network level traffic models now developed, in the form of
parametric approximations, the next stage is to develop the VSN optimisa
tion algorithm. This is presented in chapter 6 with the results and further test
ing of the approximations presented in chapter 7.
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6. Network Optimisation Algorithm

6.1

Introduction
In previous chapters the Virtual Service Network has been identified as a
possible technique for supporting multiple service types within a single ATM
network. To determine how many VS Ns are required and what bandwidth
each VSN should be allocated an optimisation methodology is required. The
aim of this chapter is to present the optimisation methodology that has been
developed for this purpose. Test results and evaluation of the methodology is
presented in Chapter 7.
In Chapter 4 the optimisation problem was identified as the minimisation of a
set o f concave multi-commodity flow problems with non-linear constraints.
A review of the literature revealed that this type of problem is very difficult
and a solution to the problem could not be found. However, the Flow Devia
tion technique was identified as a possible technique, with suitable modifica
tions, for solving this type a problem [Fratta 73] and forms the basis of the
optimisation methodology developed in this chapter.
Before discussing the optimisation procedures developed a formal definition
o f the optimisation problem is presented in Section 6.2. This provides a
mathematical definition to the problem defined in Chapter 4 and introduces
the notation used throughout this chapter and the results in Chapter 7. The
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optimisation technique is then presented in Section 6.3 and describes how the
Flow Deviation technique will be modified for the VSN optimisation prob
lem. These modifications are then presented in Sections 6.4, 6.5 and 6.6,
which cover the unconstrained and constrained optimisation of a single VSN
followed by the optimisation of multiple VSNs.

6.2

Formal Definition
A communications network [n , l , s] consists of a finite set of nodes N = {n\:
i = 1,..,n) and a finite set of links L = f t : i = 1 ,..,1} that are ordered pairs of
nodes from N. A finite set of traffic flows S = {s^.i =

that are ordered

pairs of nodes from N with a corresponding load, represents the traffic load
on the network. Each sv s ^g S, represents a commodity making S a set of
commodities or origin-destination pairs representing the network load.
Each link i, is L, carries some proportion aLj of the flow in each commodity j.
The representation of the traffic flow for a commodity

will depend on the

traffic model used to represent the traffic type. For generality the flow on
each link can be represented as aijsi .
Denoting the subsets of L with links terminating or originating at node k as
l*

and l \ respectively, the total flow for a node is:

- Xv

ieL k

idL t

j

= rt, • v /e s

a¡jSjZ 0, t e N , V/ e S ,
X

rki

= 0,VjeS.

<Ecin 6-1>
(Eqn 6.2)
(Eqn 6.3)

k e N KJ

Equations 6.1 and 6.3 ensure conservation of flow at the node and network
level while Equation 6.2 ensures non-negativity of flows. If a node k is a
source or destination for commodity j then rkj = s} or rkj = -Sj respectively. A
node with rkj = o is termed a transit node for commodity j.
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All traffic flow on a link i is allocated a capacity c. that guarantees that the
QOS requirements for the traffic types are met. The calculation of q will
depend on the traffic types and operation of the VSNs carrying the flow.
These link capacities form a set C = {C[: i =

} which is the required net

work capacity. The total required network capacity is

tc

=£

c. and is

characterised by large number of local minima.
When considering a network with a fixed available bandwidth, an additional
set B = {b \: i =

that are ordered pairs of nodes from N, is defined that

represents the link bandwidths for the network

\n , l , s , b\

. This produces an

additional constraint
ci < bi , V / e L , b-t & B .

(E q n 6.4)

The sets N, L, S, B and corresponding Equations (6.1- 6.4) defined the physi
cal communications network and traffic flows within the network. Using
these definitions the optimisation and VSN definitions will now be defined.
The first additional definition is the feasible set F = {C-x : i = 1,..} which is
the set of required link capacities that satisfy Equations (6.1- 6.4). This set is
useful for defining solutions that satisfy the network constraints. Within this
set is the set of extremal flows E = {C\ : i = 1,..} where E e F which is the set
of link capacities that represent local optima or minimum points of TC.
These two sets, F and E, define the operation space and solution space for the
optimisation process.
Since each VSN consists of a network of Virtual Paths it is appropriate to
extend the definition of the network to the path level. By considering the flow
in the network using a path based formulation the optimisation will produce
a set of optimised paths corresponding to the VPs forming the VSNs.
Consider a sequence of nodes P = {ph • **, p nJ , n >2 , such that (p[, Pi+{) e L
for i = 1, ***, n. The resulting sequence of links and nodes defined by P is
called a path [Zangwill 68]. Since the optimal solutions will occur at extreme
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points (minimum cost paths) the path set P can be limited to paths that do not
contain loops, p x * p} if i * j. Each commodity se S has a defined set of paths
P s = /p sk; k=

} where p s^ e P and t is the number of defined paths for

commodity s. Each path k of the commodity s carries a proportion o of the
load st , where ^ kok = 1 ,

Vjg

s.

Using the notations defined above the objective is to find the set of paths Ps,
s e s , subject to constraints previously specified, that minimises the total
required network capacity TC. This may be formerly stated as:

minimise

TC = Y

(E q n 6.5)

c . , V c. g f
VieL 1
1

where:
L = f in it e s e t o f lin k s th a t are o r d e r e d p a ir s o f n o d e s fr o m N ,

N = f in it e s e t o f n e tw o r k n o d e s ,

c- = c a p a c it y r e q u ir e d o n e a c h lin k

i to

s a t is f y th e s p e c if ie d Q O S ,

F = f e a s ib l e s e t o f p o in ts s a t is f y in g th e f o l l o w i n g c o n s tr a in ts ,

I.V , -

«eL k

te L k

a i}Sj> 0 , i € N , V ;

0 , V/

ke
c i < b.t , Vi

g

L .

g

g

S,

5

,

B ,

oqj = th e p r o p o r tio n o f f lo w o n lin k

iof

c o m m o d it y

j,

= to ta l f lo w o f c o m m o d it y j ,

l \ - s e t o f lin k s te r m in a tin g a t n o d e k ,

L+
k g L,

L \ - s e t o f lin k s o r ig in a tin g a t n o d e k , L k g

L,

S = f in it e s e t o f c o m m o d it ie s th a t a n o r d e r e d p a ir o f n o d e s fr o m N ,

r kj

= to ta l

f l o w g e n e r a te d a t n o d e

k fo r

c o m m o d it y ;,
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B = finite set of link bandwidths for each link in L,

= bandwidth for link i.
It should be noted that the above definitions do not identify which VSN a
particular commodity belongs to. This is only required for determining the
link capacities q and will be expanded upon as required. Also, at this stage
each link is assumed to be the same length and cost making all links identi
cal. Once the basic algorithm has been proven this limitation can be relaxed.
This limitation will not affect the performance of the algorithm as any link
costs are likely to be linear or concave [Ash 81].

6.3

Optimisation Technique
The optimisation procedure is based on the Flow Deviation technique [Fratta
73] and has been enhanced to handle constrained concave networks. The ini
tial presentation of the algorithm concentrated on the optimisation of uncon
strained convex delay based networks. To simplify the explanation of the
optimisation procedure the more general field of steepest ascent/descent opti
misation methods will be discussed from which the Flow Deviation method
is derived.

1. Select an Initial solution xP = (X]0^ 0, . ^ 0). Set k = 0.
2. Evaluate the gradient vector g k = (d f/d x j,..,d f/d x n) at xP.
3. Find the step size 5* to minimise fix* - 5kgk ).
4 . Generate the new solution / +I = f{ x k - 8 kg k ). If lx*+i - **ke, arbitrarily
small, Vj, stop at minimum J c+I. Otherwise, k-ric+1 and return to step

2.
Figure 6.1

Steepest Descent Algorithm [Dallenbach 83].
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The steepest descent minimisation is an iterative optimisation technique that,
given some starting point, searches for a stationary point or minimum.
Depending on the nature of the solution space this will either be the global
minimum, if convex, or one of multiple local minimums. The operation of
the search can be expressed in the form o f an algorithm as shown in
Figure 6.1. The functions performed at each step depend on the type of opti
misation problem, e.g. constrained or unconstrained, and formulation, e.g
link or path based.
The algorithm operates by following the direction of steepest descent based
on the current solution x*. The direction of steepest descent refers to the
change in solution set that the will bring the greatest reduction in the cost
function/(x*) based on local conditions. For the VSN design problem the
gradient is the change in capacity with respect to traffic load, which can be
provided by the approximations developed in Chapter 5. In the Flow Devia
tion algorithm following the direction of steepest descent involves deviating
flow from one link or set of links to another link or set of links [Fratta 73].
The initial solution is found by distributing the available load across the
links. The process of following the direction of steepest descent is iterated
until the process converges at a minima. At this stage it will be assumed that
the process will converge with the final solution consisting of a set of mini
mum cost paths for each commodity. The possibility of not converging arises
when acceleration methods are considered and when constraints are
imposed. This will be discussed later when these possibilities arise.
Since the direction of steepest descent is calculated based on the current
solution or operating point, the final outcome is heavily dependant on the
starting point when the solution space is not convex. (The selection of a start
ing point or initial condition will be discussed in Section 6.4.2). With each
starting point only considering those points which are “visible” during the
iteration process, multiple starting points are required to search all possible
local minima. “Visible” points are defined as those points which can be
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reached in a single optimising step from any point jc* in the optimisation
process.
The exact direction of descent depends on the problem formulation and
achievable rate of convergence. To improve the rate of convergence the step
size should be maximised. The size of the step depends on the number of var
iables modified and the amount each one is modified by. If the problem is
separable then several state variables can be modified at each iteration due to
their independence. If the state variables and corresponding gradients are
dependent then the step size needs to be limited to ensure the steepest
descent is always taken. Since a path based formulation is being used each
step will involve modifying the traffic load on at least two paths with one
path having its load redistributed to another path. Each path may incorporate
multiple links or state variables. Since the problem is not separable the gradi
ent of any link/path may change after each step. Therefore the direction of
descent at each iteration should be limited to the paths within a single com
modity that yield the greatest reduction in cost. This limits the number of
changed variables to those associated with the paths modified for a single
commodity.
Once the number of variables to be modified has been determined the
amount of change needs to be calculated. To do this an understanding of the
significance and relationship between the gradients is required. For the path
formulation the calculated gradient is the change in cost for a unit change in
load on the links in a path. Therefore, the path with the greatest gradient has
the greatest cost per unit load. A step involves deviating the flow from one
path to another while satisfying whatever constraints are placed on the net
work. For a concave cost function the gradient decreases as the load
increases. Therefore, if load is removed from the steepest gradient path and
placed on another path the ordering of the gradients will not change and the
total cost will always be reduced. The path being reduced will always be the
most expensive one in the network that can reduced. Obviously a commodity
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with only one path cannot be modified and such paths can be ignored by the
optimisation irrespective of their gradients.
Since the steepest path will always remain the steepest path after load is
removed, the direction of steepest descent is that taken when load is removed
and redistributed onto other available paths. Therefore, Step 2 in Figure 6.1
involves determining the steepest path that can have its load redistributed.
The step size, Step 3, is the maximum step which, in an unconstrained case,
involves removing all the load from the path. This allows the path to be
removed from the optimisation process, reducing the number of paths that
need to be considered. When the network is constrained it may not be possi
ble to remove all the flow from the path. In this case as much load as possible
will be diverted. In the next iteration that path will not be considered since it
is not possible to divert any more load. However, later on in the optimisation,
after other paths have been optimised, it may be possible to further reduce
the load on this path.
Being able to remove a path at each iteration allows the optimisation to be
completed with one iteration per additional initial path for each commodity.
Each commodity only requires one path, unless constrained, which is opti
mally the minimum cost path. When constraints are imposed it may not be
possible to remove one path per iteration, slowing down the convergence and
introducing the possibility of oscillations between two similar constrained
states. These oscillations will need to be detected and either another less opti
mal direction chosen or the optimisation halted.
The other major affect that constraints have is on the choice of initial condi
tions in Step L In the unconstrained case whatever initial flow set is chosen
that satisfies Equations 6.1 - 6.3 will be feasible. Also, the optimisation will
produce a feasible solution since the flow set is convex and all solutions, x*,
will be feasible. When constraints are applied the flow set is no longer con
vex and not all solutions that satisfy Equations 6.1 - 6.3 will satisfy
Equation 6.4. If the initial condition is feasible then the optimisation algo-
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rithm in Figure 6.1 will ensure that the final solution is feasible. However, if
the initial condition is not feasible then the feasibility of the final solution
cannot be guaranteed. Therefore, the initial condition selection algorithm for
the constrained case needs to ensure that a feasible starting point can be
found. This may involve performing part of the optimisation process until all
constraints are satisfied within Step 1.
To simplify the explanation of the optimisation methodology it is described
in a number of sections. The first of these concerns the optimisation of
unconstrained networks as in presented in Section 6.4. This section explains
in detail the algorithms and heuristics used to perform the optimisation pro
cedure in Figure 6.1. This will be followed by a description of the con
strained optimisation in Section 6.5, concentrating on the changes and
additions required to incorporate the imposed links constraints. In both Sec
tion 6.4 and 6.5 the optimisation of a single VSN is considered. The changes
and additions for multiple VSNs is then discussed in Section 6.6.

6.4
6.4.1

Unconstrained Optimisation
Optimisation Procedure
W hen the network has no bandwidth constraints the global optimum will be
an extremal flow, E, where each commodity will use a single VP to carry the
load. These VPs will be the minimum cost paths for each commodity. Such
knowledge of the final solution raises the possibility of formulating an
exhaustive search to test all possible extremal flow. While this may be feasi
ble for unconstrained networks such approaches cannot be extended to con
strained networks since the optimum solution may not lie at an extremal
flow. Therefore, the formulation of such an exhaustive search has not been
considered as a solution to the general problem but can be used to validate
certain results. However, the knowledge that most traffic will be routed over
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a single path can be used to speed up the convergence by maximising the step
size at each iteration, as discussed in Section 6.3.
The flow chart for the unconstrained network optimisation is shown in
Figure 6.2. The procedure is the same as the one outlined in Figure 6.1. The
optimisation is path based so that a set of Virtual Paths is generated, as dis
cussed in Section 6.3.

Figure 6.2

Optimisation Procedure for the Unconstrained Network.

The starting point for the optimisation procedure is the generation of a set of
initial conditions, which is discussed in Section 6.4.2. This includes the gen
eration of a set of initial paths P s, s e S , between all commodities which is
discussed in Section 6.4.2.1 and utilises a heuristic to reduce the solution
space. Using the initial path set an initial starting point J, JeF , is calculated
by distributing the traffic load onto the paths in P s. The distribution of traffic
load onto the initial path set is discussed in Section 6.4.2.2. With no guaran
tee that the global minimum will be found the optimisation will be performed
multiple times with a variety of starting conditions. The generation of the dif-
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ferent starting points is also discussed in Section 6.4.2. Once the initial path
set has been generated the network is optimised using a iteration process
which redistributes the flow around the network until a local minima is
found. This process is discussed in Section 6.4.3.

6.4.2

Calculation of Initial Conditions
The performance of the gradient based search procedure is heavily dependant
on the starting point or initial conditions. The algorithm will find the best
local minimum “visible” during the optimisation process, which is not neces
sarily the global minimum. With the multivariable concave cost function hav
ing a large number of local minima [Yaged 71] a range of initial starting

*

points are required that will provide an acceptable solution.
The set of feasible starting points, /, contains all points that satisfy the con
straints in Equations 6.1 - 6.3, IeF . To ensure the final solution is feasible the
gradient based search technique requires a starting point in the feasible
region. From each starting point the optimisation will consider all “visible”
points. Due to the infinite range of varying F the generation of a generic
algorithm to ensure that all points in F are “visible” is infeasible and may be
more computationally intensive than the optimisation itself. Therefore a heu
ristic algorithm is required to choose / to maximise the visibility of F and
ensure an acceptable minimum is found.
With the gradient based optimisation searching downwards from the given
starting point in the M dimensional space, the optimum starting point to max
imise the visibility is at the top of one of the M dimensional hills. The start
ing set I will contain multiple starting points or “hill tops” chosen to
maximise the visibility of F. The generation of / involves developing a com
putationally efficient algorithm to determine the set of starting points given
some generic network with feasible set F.
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For a VSN, a starting point / , J e l , consists of a set of paths
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s e S , with

corresponding flows V5, seS . The generation of the starting point set /
involves the determination of one or more initial path sets with one or more
initial path flows per initial path se t

6.4.2.1

Initial Path Set

The initial conditions for the optimisation algorithm are a set of paths
between each commodity loaded with some proportion, a kp of the commod
ity flow that satisfies Equations 6.1 - 6.3. The gradient based search algo
rithm redistributes the flow amongst the paths to find the optimal solution
based on the starting point. The initial path set is therefore a set or sub-set of
all paths available for each commodity.
The optimisation process only considers paths in the initial set. This set will
be reduced during the optimisation process as more expensive paths are
removed via flow redistribution to cheaper paths. Therefore, the optimal
point found will be limited by the initial path set while the optimisation time
or number of iterations will depend on the number of initial paths. This intro
duces a trade-off between the ability to find the global minimum and time
required to solve a particular optimisation. Since it cannot be guaranteed that
the global minimum will be found without an exhaustive search a number of
optimisations will be required. Therefore, the initial path set should be lim
ited to eliminate paths that can be considered infeasible. Also, the ability to
change the initial path set provides a mechanism for generating multiple
starting points.
Assuming that link cost increases with link length and bandwidth, shorter
paths are more likely to appear in the final solution. Combining this knowl
edge with the desire to reduce the initial path set size, a simple heuristic has
been developed to generate initial path sets. The smallest or base path set that
can be selected is the set containing all shortest paths or minimum hop paths
for each commodity. This set will be denoted Ps°, se S and contains all paths
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which have the highest probability of being a local optimum. This heuristic is
based on the assumption that all links are identical in terms of cost and can
be compared at the hop level, discussed in Section 6.2. The next initial path
set contains all paths in Ps° plus all minimum hop plus one paths between
each commodity. This set, Ps! , is referred to as the set of paths with a “path
hop variance” of one. The “path hop variance” refers to the allowable vari
ance from the minimum hop distance for paths to be included in the initial
set.
To provide some insight into the number of paths in the initial set, for a par
ticular “path hop variance”, an upper bound can be calculated by considering
a fully connected network. In an TVnode fully connected network the number
of uni-directional shortest paths or single hop paths is given by:

»<0

=

w hy.

■

( E q n 6 -6 )

This is simply the number of permutations of N different node pairs assum
ing the network is fully connected. This relationship also holds for calculat
ing the number of k hop paths. Therefore the number of paths in the initial set
with “path hop variance” y, is calculated as:
j
n(/y
Jt=0

N\
(N - (£ + 2) ) !

(E q n 6.7)

The proportional increase in additional paths added when the path hop vari
ance is increased by one is calculated as:
m
n ( P j + l ) - n ( P sj )

<pj)

(N - O' + 3) ) !
Nl

(N-j-2)

(Eqn 6.8)

(N-C/ + 2))!

For large N and small j the solution set and required number of iterations is
increased by a factor of approximately TV. While this is an upper bound for
fully connected networks it highlights the reduction in computational
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requirements when the initial path set is limited to more probable paths with
small “path hop variances”.
To reduce the number of paths considered, a heuristic based on the “path hop
variance” has been used. Using the “path hop variance” as an input the a set
of initial paths is generated. This path set is then used as an input for the sec
ond phase of initial condition generation where the path flows are generated.
This heuristic provides a simple way of calculating a small but sensible path
set for examining a network while allowing it to be logically expanded if
required. If all links are not identical a similar heuristic could be developed
using a path cost variance and has been left for further study.

6.4.2.2

Initial Path Flows

Once the set of initial paths has been generated the available flow needs to be
distributed onto the paths so that Equations 6.1 - 6.3 are satisfied. To maxim
ise the “visible” points the flow needs to be distributed so that the starting
point is on a “hill top” and not biased towards any particular local minimum.
With the optimisation being the minimisation of a concave cost function,
biasing refers to the loading of a particular path that will increase the proba
bility of the path appearing in the final solution. A simple example of this
occurs when the load is unevenly distributed on two equal cost paths. The
path with the greatest load will have a better gradient or cost benefit “bias
ing” the optimisation towards that path from the start. A different and per
haps more even loading may have resulted in the other path appearing in the
global minimum. Therefore, the path loading should avoid biasing any path
within each commodity. This will give the optimisation a better chance of
choosing the optimum paths based on the combined network loading.
To reduce biasing within each commodity a initial flow matrix

can be cal

culated which evenly distributes the flow amongst the individual commodity
paths in P j . The weighting for each path j in commodity s using equal path
loading is:
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a s . = \ nf P { ) ]

1

(Eqn 6.9)

where nj(PsJ) is the number of paths in commodity j.
W hen all connections within a commodity are homogeneous, partitioning the
load using a sj is straight forward provided the load is large enough to avoid
quantisation problems. For network dimensioning it is assumed that the load
is adequate to avoid quantisation problems. If the connections are not homo
geneous then the option exists to separate the heterogeneous traffic types into
different available paths. This separation may cause separate equally loaded
paths to have different capacity requirement characteristics. This will bias the
optimisation towards a particular path depending on the initial loading within
the commodity. Since the final outcome is all load following a single path
this biasing is not representative of the final network state and should be
avoided. Therefore in the case of heterogeneous traffic the different traffic
types within the commodity should be individually partitioned using a s. This
will ensure the each path will have the same capacity requirement character
istics within the commodity and be representative of the final network state.

Path 1: 1-2-4-6
Path 2: 1-2-5-6
Path 3: 1-3-5-6

Figure 6.3

Example initial path set with uneven link loadings.
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W hile equal path loading avoids biasing an individual commodity towards a
particular path, based on the initial load conditions, it relies on even link
loadings. To understand this consider the initial path set for a individual com
modity which has three equal cost paths as shown in Figure 6.3. If all paths
are equally loaded then all links will be equally loaded except link 5-6 which
sees twice the load. Assuming that all load on a link is statistically multi
plexed, paths 2 and 3 will appear more cost effective than path 1. Therefore
the solution will be biased towards paths 2 and 3 by the initial path loadings.
The biasing from uneven link loadings can be removed by not multiplexing
paths from the same commodity on any link. However, this removes the
capability of finding solutions that use more than one path, required when
considering constrained links. Since removing the biasing will not guarantee
that the global minimum will be found the approach taken is to assume that
paths on common links will be multiplexed and find an alternative technique
to counter the biasing. This will also provide another starting point flow
hueristic for generating a set of starting point flows, Vy
One method of offsetting the biasing caused by uneven link loading is to
attempt to balance the link load at the “minimum cut” with the most uneven
link loads. “A cut in a network is defined as a collection of directed links
such that every directed path from source to sink contains at least one link in
the cut” [Dallenbach 83]. A “minimum cut” contains the smallest flow value.
This will equal the total flow of the commodity and contain one link from
each path. The cut with most uneven load represents the links with the worst
biasing within the commodity. While balancing this cut will not guarantee all
cuts are balanced and no paths are biased it does reduce the overall biasing.
Rather than search for the worst minimum cut a computationally simpler
algorithm has been developed which generates a similar loading condition.
This algorithm distributes the load between the paths depending on the fre
quency that links are used within the paths.
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If the number of times a link i appears in path set Ps is denoted as f( i), then
the link frequency count of a path y, je Ps, is calculated as:

lj =

£
v ‘ e

AO,

(Eqn 6.10)

P.j

where p sj is the set of links in path y. The link frequency count lj indicates
how frequently the links in the path are used by all paths in the commodity. A
high value, relative to the other paths in the commodity, indicates that the
links in this path are common to other paths and the traffic load on this path
should be reduced to avoid biasing. The proportion of traffic load allocated
depends on the value of lj for all paths.
To calculate the traffic load for each path the sense of the link frequency
count needs to be inverted so that the path with the highest or maximum lj
receives the smallest load. This can be achieved by subtracting each lj from
the maximum /y. Since the required output is a fraction of the total traffic
load, one is added to the subtraction so that the minimum value is one and
not zero. The fraction of load for each path is then calculated by normalising
the resulting values against the sum of all values. The required loading for
each path y in commodity s using link frequency based loading is:
max {l ) - / . + 1
tj

£

(E q n 6.11)

max ( Z ) - / f- + l

Vi* P.j

W hile link frequency based load attempts to reduce the biasing towards com
monly used links, within a commodity, it will bias the loading towards
shorter paths with less frequently used links. This biasing can potentially be
offset by weighting the paths using the average link frequency of the links in
each path. Using average link frequency based loading, the required loading
for each path j in commodity s with h} links in each path is:
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max {I ) - l j + 1
(E q n 6.12)

r>

X max (/ *) - / *+ 1 ’
V i€ P,j

where

X AO
V.€P„
J~
h:

(E qn 6.13)

So far three different loading schemes have been developed, Equations 6.9,
6.11 and 6.12, which endeavour to avoid biasing within each commodity
using the path set. To provide a range of initial starting conditions capable of
finding a variety of local minima a number of additional initial flow calcula
tion techniques have been added to the non-biasing set discussed above.
To provide starting points which are independent of the network topology a
random load distribution scheme has been implemented. This distributes the
load based on a set of random numbers for the available paths. For simplicity
the random numbers are selected from a normal distribution and normalised
to ensure conservation of flow. Using random loading, the required loading
for each path j in commodity s is:
rand..
a

= ----------- J-— .

(E q n 6.14)

X ra n d i
Vi e pt

Another simple variation is to load the paths depending on the number of
links in each path. With local minima consisting of the minimum cost paths
the initial condition can be biased either towards or away from these paths. If
the weighting for a h link path is

and path j has hj links then the required

loading for each path in commodity s is:
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Additional starting points can be generated using a simulated annealing type
of approach where the calculated starting point from any of the above
schemes is randomly modified.
An example initial path set, generated using a path hop variance of one, is
shown in Figure 6.4. A set of example path loadings generated for Figure 6.4
is shown in Table 6.1 using the previously described loading schemes. The
two “Weighted Link Count” examples at the bottom of the table illustrate the
ability to bias the initial conditions based on path length.

- - Path 1: 1-2-5-4
----- Path 2: 1-3-5-4
-----Path 3: 1-3-6-5-4
----- Path 4: 1-2-6-5-4
----- Path 5: 1-3-2-5-4
----- Path 6: 1-2-3-5-4

Figure 6.4

Example initial path set with unity path hop variance.

Path Loadings
Loading Scheme
°1

o2

a3

c4

<*5

°6

Equal Path - Eqn 6.9

0.166

0.166

0.166

0.166

0.166

0.166

Link Frequency - Eqn 6.11

0.250

0.250

0.125

0.125

0.125

0.125

Average Link Freq. - Eqn 6.12

0.190

0.190

0.155

0.155

0.155

0.155

Weighted Link Count - Eqn 6.15
wj = 3, w 4 = 1

0.300

0.300

0.100

0.100

0.100

0.100

0.071

0.071

0.214

0.214

0.214

0.214

Weighted Link Count - Eqn 6.15

w3 = 1»w4 ~ 3

Table 6.1

Example initial path loadings for the paths in Figure 6.4.
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Path Reduction
Once an initial starting point has been calculated the optimisation algorithm
iterates through the solution space until a local minima is found. The optimi
sation process involves diverting flow from high cost paths to lower cost
paths. The cost o f a path is defined as the incremental cost of adding or
removing a single unit of load to the path. This incremental cost is the gradidcp
ent determined by differentiating path capacity cost with respect to load,
,
where cB is the path capacity for path k of commodity s and ss is the com
modity load.
Since each path is represented by a set of directed links the capacity gradient
for path p sk is determined by summing the gradients on each link. This is
expressed as:
y 3c,
ds. ~

ds.

^

(E q n 6.16)

p.k

where q is the capacity requirement for link i. The calculation of q depends
on the type of traffic and will include all traffic that the path is being multi
plexed with on each link. For the two traffic types considered in Chapter 5, q
would be calculated using the appropriate approximation. The optimisation
algorithm will work with any appropriate concave capacity allocation tech
nique.
Depending on the type of traffic being considered and the capacity allocation
scheme used within the network, both the capacity q and load ss may be disdcp
Crete functions. Therefore, q may not be differentiable and
will need to
be estimated by making a linear approximation between adjacent points.
W here ss is discrete these adjacent points will be the discrete points while a
continuous s5 requires a suitable increment to be evaluated. This suitable
increment needs to be common across all commodities, irrespective of traffic
type, so that paths can be compared on a common cost metric.
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This common cost metric needs to be maintained across the different traffic
types in individual VSNs as well as across the traffic within each VSN.
W hile the traffic within a VSN may be classified as the same type the param
eters of each connection may differ. Therefore, a gradient calculated with
respect to a connection will not be equivalent for different connection types.
One advantage o f using the parametric approximations developed in Chapter
5 is that the derivative is common within each approximation irrespective of
the traffic parameters. This is because the derivatives include all parameters
allowing comparison within each traffic type. The relationship between the
derivatives of the two approximations will be discussed in Section 6.6 when
multiple VSN optimisation is addressed.
Another potential problem with the calculation of a capacity gradient occurs
when the capacity function is discrete. The discreteness may be a result of
finite capacity increments in the underlying network where each increment
may provide bandwidth for multiple connections. Alternatively, it may be
caused by the multiplexing of relatively few connections and the addition or
removal of a connection causes a significant relative change in capacity
requirement. For the purposes of the work in this thesis this problem has
been removed by assuming the capacity function is continuous. Therefore the
capacity available in the underlying network is continuous and enough con
nections are present in each path to consider the required capacity function is
continuous. Obviously, both of the assumptions may not be valid in certain
situations. The use of discrete cost functions has been left for future work
once the general optimisation technique has been shown to work.
Once the gradients for each path of each commodity have been calculated
they are ordered in descending order based on their gradient. During this
process paths from single path commodities are removed from the list as they
cannot be modified. This sorting process produces an ordered list of paths
that are capable of flow adjustment to other paths within a particular com
modity. This list will be referred to as the Path Reduction List (PRL). The
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first path in the list has the greatest gradient or cost increment. This is the
most expensive path within the network that can be reduced and, is therefore,
the path chosen for reduction using a steepest descent based approach.
W hile the most expensive path, per unit traffic load, is the path with the
greatest gradient it is not necessarily the path where the greatest reduction
can be made. The traffic from this path may be diverted to another path
which has a similar gradient. The reduction achieved is a function of the dif
ference between the gradients of the path to be reduced and the paths that
will receive the additional traffic load. Since a commodity may have more
than two paths the gradient difference or delta gradient for each path can be
calculated by averaging the gradients of the other paths. This assumes the
load will be evenly spread onto the other paths. The delta gradient is calcu
lated for each path using:

A

3c.p.k r
ds.

\ Vi e pt, i * j

ds.

/ ( n f P J s) ~ 1)

(E q n 6.17)

where njfPj) is the number of paths is the set of paths for commodity j. The
paths can then be ordered using the delta gradient. To provide multiple tech
niques for finding local minima both the delta gradient and the gradient will
be used for generating the PRL with the first path in the list being chosen for
reduction.
Reduction of a path involves diverting the traffic load from the chosen path to
the other available path or paths in the commodity. Since the network is
unconstrained all other paths are always capable of accepting extra flow. For
a concave cost function the first derivative, x r , is always positive and the
&c
5
.
second derivative, - j" r , is always negative. Therefore, as load is removed the
gradient of the path being reduced will increase and always remain greater
than other paths within the commodity as well as compared to the other paths
in the PRL. Therefore, all flow should be removed from the path and diverted
to other paths. If this is not done then this path will appear at the top of the
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PRL after the next iteration. Once all flow has been removed the path can be
removed from the optimisation process since it will never be reconsidered.
Using this process one path is removed on each iteration until each commod
ity has only one path. At this point an extremal flow, E; , or local minima will
have been found comprising of a set of local minimum cost paths for each
commodity.
W hile the removal of flow from the most expensive task is straight forward,
in an unconstrained network, the redistribution is not. When more than one
other path is available a decision is required on the distribution of flow
between the available paths. To maximise the cost reduction all flow should
be placed on the minimum cost path in the commodity. However, this may
not necessarily be the best choice in terms of overall network optimisation
since the ordering of paths in the PRL is only based on the current iteration
and network conditions. Other commodity flows in the network may need
optimising before a decision needs to be made between the remaining paths
in the commodity. It is possible that when a path in the same commodity next
reaches the top of the PRL, the ordering of the paths within the same com
modity has changed. Taking this into account the flow should be redistrib
uted amongst the remaining paths without unnecessarily biasing the paths
with the additional flow.
The distribution of traffic flow to avoid biasing was discussed in
Section Ô.4.2.2 when considering the calculation of initial path flows. For an
unconstrained network the redistribution of flow within a commodity is
exactly the same problem since the redistribution should not take current
load conditions into account. Ignoring current network conditions ensures
that the redistribution is not biased by the present state and will not intention
ally bias the optimisation towards a particular path. Therefore, the redistribu
tion of load flow can be achieved using any of the initial flow calculations
schemes developed in Section 6.4.2.2. To simplify the implementation and
analysis the redistribution scheme used will be the same as the initial flow
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calculation for the particular optimisation. If results prove to be inadequate
this simplification will be removed.
After the removal of each path the gradients need to be recalculated for each
path and a new PRL generated. Only the links which have been modified,
either by removal or addition of traffic load, need to be recalculated at each
step. Once the new PRL has been calculated the path reduction step is
repeated until no paths are eligible for reduction, as shown in Figure 6.2. At
this stage each commodity will have only one path and a local minima will
have been found for the unconstrained network.
Before testing the performance of the unconstrained optimisation algorithm
the constrained and multiple VSN optimisation algorithms will be discussed
as they are modification of the unconstrained algorithm. All testing in cov
ered in Chapter 7.

6.5

Constrained Optimisation
The placing o f constraints on link capacities has a significant impact on the
optimisation o f a network. This is due to the effect these constraints have on
the solution space. In an unconstrained network it is possible to define all
possible local minima and therefore, theoretically, search them for the global
minimum. This is made possible by the knowledge that local minima will
occur at extreme points where all flow follows shortest paths. It is also possi
ble to find a feasible starting point and then search for a local minima using
some form o f steepest descent technique. Any starting point that satisfies
traffic flow in Equations 6.1-6.3 will be feasible. The addition of constraints
may cause all extreme points to be infeasible and initial points cannot be
found without satisfying Equation 6.4.
The change in the solution space can be easily demonstrated using a single
O-D flow with two possible paths. If each path is allocated less than the
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required capacity then any feasible solution will need to use both paths. In
this case the two extreme points are no longer feasible. Therefore, when con
straints are imposed a new set of extremal flows needs to be defined and will
designated as E* = {C^: i = 1,..} where Q satisfies Equations 6.1-6.4. The set
}jc

E may contain all or some of the entries in the corresponding unconstrained
matrix E. The feasible set F also needs to be redefined to F* = f Q : i = 1,..}
where Q satisfies Equations 6.1-6.4 and E* e F*. The set of extremal flows,
£*, can now contain shortest path or aborescent solutions as well as solutions
containing two or more paths between an O-D pair. In this case one or more
of the flows will occur at an active constraint, requiring more than path. The
point at which a constraint will become active on a link depends of the traffic
using that link. Therefore, E* effectively has an infinite number of members
making it infeasible to exhaustively search. It also increasing the difficulty of
finding an acceptable local minima because an active constraint does not
mean a local minima has been found.
Another problem that occurs is that F* and hence £*may be empty. Recon
sidering the two path single O-D pair problem, if the total capacity of the two
paths is less than the required capacity then no solution exists. Therefore, a
optimisation algorithm may try in vain to find a solution in an empty set, or,
assume the set is empty when solutions exist. Any algorithm needs to be
aware of the possibility of failure but avoid assuming failure or being led into
failure incorrectly.
In view of the difficulties encountered in optimising constrained networks it
is unrealistic to believe that an algorithm can be developed to handled all
conditions. Even if such an algorithm did exist it would be very difficult if
not impossible to prove under all conditions. Therefore, the algorithm devel
oped aims to find an acceptable feasible solution which is also a local mini
mum. This local minimum should be as close to the global minimum as
possible. There are certain conditions under which the algorithm may not
perform well which will be highlighted at the appropriate stage. The opera
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tion of the algorithm and calculation of initial conditions is described in the
following two sections. Since the algorithm is a modification of the previ
ously described unconstrained algorithm, it will be described in terms of the
modifications required.
6.5.1

Optimisation Procedure
The optimisation of an unconstrained network is simplified by the knowledge
that local minima occur at extreme points. These extreme points are defined
by minimum cost flows within the network. Therefore, a local minimum can
be found by removing paths until all commodities have a single path. Path
removal can be determined based on gradient only since any path can be
removed if an alternate path exists. In a constrained network extreme points
are not necessarily defined by shortest path and paths can only be removed if
bandwidth is available on the alternate paths. This modifies both the location
of the local minimums as well as the validation for removing or reducing par
ticular paths. This requires a change in approach from that used for optimis
ing unconstrained networks.
In a constrained network, if none of the link constraints are active at the glo
bal minimum, then this minimum is a shortest path solution and appears in
the set of solutions, £ , for the unconstrained network. (An active link con
straint is one where the required bandwidth equals the link bandwidth and all
the preferred load cannot be carried by the link). This global minimum may
not be the global minimum of E as that minimum may violate the constraints.
It may also occur that the global minimum of the constrained network has
active constraints in which case one or more commodities will have more
than one path. This global minimum will not occur in E. If each link con
straint is removed, one by one, then the global minimum will progress
towards the global minimum of the unconstrained network. This indicates
that the global minimum of the constrained network will have as many short
est paths as possible. Therefore, an algorithm that finds as many shortest path
as possible, without violating constraints, seems a logical approach to find
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the global minimum of a constrained network. When no more shortest paths
can be found, and alternate paths still exist, then obviously the solution will
contain active link constraints. In this case the algorithm needs to adjust the
flow between the alternate paths to minimise the required capacity without
violating link constraints. This is the advantage of the Flow Deviation tech
nique which can be stopped at any point since each iteration is always feasi
ble. (This is on the provision that a feasible starting point can be found).

Figure 6.5

Optimisation Procedure for the Constrained Network.

The flow chart for the proposed constrained optimisation algorithm is shown
in Figure 6.5. It shows two different loops, one for finding shortest paths and
the other for optimising the capacity if all paths are constrained. A con
strained path infers that the flow cannot be removed from the path since the
alternate paths are limited by the link constraints. A unconstrained path is
therefore one that can be removed by deviating all flow to alternate paths. By
working with unconstrained paths only in the first loop the algorithm will be
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removing paths until a shortest path is found for each commodity. This part
of the algorithm is the same as the unconstrained algorithm and uses the
same path ordering and flow distribution algorithms. If no unconstrained
paths exist, and alternate paths are still present, the algorithm starts redistrib
uting the flow on the constrained paths. It is assumed, at this stage, the initial
network state is feasible. Therefore, the algorithm is designed to ensure all
subsequent states are feasible leading to a feasible final state. The generation
of a feasible initial condition will be discussed in Section 6.5.2.
To optimise the network when all paths are constrained the algorithm needs
to determine the best path for reduction. To do this it needs to determine
which paths can be reduced and by how much. In fact this calculation needs
to be performed for all paths, that have alternate paths, to determine whether
they are constrained or unconstrained. To determine whether a path is con
strained the algorithm needs to determine the amount of available or free
bandwidth on the alternate paths. This bandwidth needs to be converted into
the traffic load that can be diverted from the path. (The traffic load that can
be diverted from a path will be referred to as the divertable traffic load while
the load that can be diverted to a path will be referred to as the available traf
fic load). With the required bandwidth being a concave function this can be
estimated using the first and second derivatives for each link. This is consid
erably quicker than iteratively diverting flow until a constraint is active.
Especially when this is required for all paths so they can be ordered.
For each link, z, the available or spare bandwidth, cav is given by:
ca- = b- —c.

(E qn 6.18)

where bi is the link bandwidth and c,- is the current used link bandwidth. The
available traffic load, s a on link z for a path s of commodity k, can be
approximated from the available bandwidth, using the first and second deriv
atives, by:
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fci
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ca. =

(E qn 6.19)

This can be rearranged to give:

Bc:
Bsa.isk

2

Be:
Bsa.isk

s a isk =

Bcf
+2

d-a¿a.ij/fc

(E qn 6.20)

Bcf

d ifik
which is the positive root of Equation 6.19. If Equation 6.20 is not real then
no s a ^ exists that will fill the available link bandwidth. In this case it can be
assumed that this link will not be a constraint. This situation may eventuate if
there are approximation errors caused by Equation 6.19 and during the calcu
lation of the derivatives. These errors are less likely to occur using the con
stant time approximations developed in Chapter 5 since they produce smooth
derivatives. Given s a ^ the available path traffic load, sask, for path s of com
modity k, can be calculated. It is equal to the minimum available traffic load
of the links in the path, as shown in Equation 6.21.

S a sk =

rnin(saisl)

Vi

(E qn 6.21)

Since the paths in a commodity can share common links, these links are
removed from Equation 6.21 since they already carry the required band
width. This accounts for situations where load is removed and added to a link
in the one operation.
The total divertable traffic load, sds/c, from a path k, is calculate as:

sdsk =

X

S a si

( Eqn 6‘22 ^

V/V * k

If sdsk is greater than ssk, the traffic load on path k in commodity s, then the
path is unconstrained. Otherwise the path is constrained and the possible
reduction is limited to sdsk.
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When all paths are constrained, the path for reduction is selected using the
same procedure as for unconstrained paths. That is, the paths are ordered
based on their gradient or delta gradient. (See Section 6.4.3). The amount by
which a path can be reduced is not taken into account in ordering except to
remove irreducible paths from the list. Reducing a path will decrease the
overall bandwidth requirement making room for flow deviations elsewhere.
These reductions may make other paths unconstrained which is why, after
any flow deviation, the algorithm searches for unconstrained paths again.
This is shown in Figure 6.5 with the iteration loop restarting at the uncon
strained path reduction step. The steepest paths are reduced first as they are
the least desirable in the final solution. When these paths cannot be reduced,
due to constraints, the less steep paths are considered until no further reduc
tion is possible.
When a constrained path is reduced the step size is maximised by removing
as much load as possible. Therefore, the step size sdsk is redistributed to the
alternate paths. A number of redistribution methods are possible and were
discussed in Section 6.4.2.2. The difference in the constrained network is
that the alternate paths may be constrained and cannot take the calculate pro
portion. In this case each constrained path accepts as much of it’s proportion
as possible and the remainder is divided between the unconstrained paths
using the same proportioning technique. A constrained path in this case is
one that cannot accept the required load.
One situation which can arise in a constrained network is oscillations. Oscil
lations can be demonstrated using a simple two path single commodity net
work. If each path has two thirds of the required bandwidth then there are
two local minima occurring at the points when one of the two paths is con
strained. At each of these points the optimisation algorithm will discover that
one path is constrained and the other path is not. Therefore, flow can be devi
ated from the constrained path to the unconstrained path. The deviation can
be made at each iteration and the algorithm will oscillate between the two
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states. The oscillation could be prevented if the algorithm did not allow load
to be deviated from paths with lower gradients to paths with higher gradients
which is the case in this simple network. However, stopping such flow devia
tions is dangerous since, depending on the constraints, a situation may exist
where the global minimum occurs using a path of higher gradient. Such situ
ations will eventuate when the lower gradient path is constrained. Therefore,
these flow deviations are required to allow the algorithm to search for the
global minimum. This means oscillations are possible and the algorithm
needs to detect such oscillations and stop the search at one of the local
minima. If the oscillation points are not equal then the best point should be
chosen.
It is possible that oscillations may involve multiple commodities which may
have paths that share common constrained links. If they share a common
constrained link then oscillations will occur when all commodities are con
strained by the bandwidth of the link. In such cases no commodity can
remove an oscillating path. If the commodities do not share common con
strained links then the algorithm will cycle through each oscillation. Such sit
uations require the algorithm to detect oscillations with long cycles.
To detect oscillations the algorithm records all iterations, keeping track of the
commodity, path, step size and total network capacity. When the start of the
third cycle of a possible oscillation is detected, through state comparison
over increasing oscillation lengths, the optimisation is stopped at the mini
mum total network capacity. The oscillation test is included in the reduce
path and redistribute load phase in Figure 6.5.
By only considering constrained paths after all unconstrained paths have
been reduced the algorithm in Figure 6.5 can also be used for optimising an
unconstrained network. When no paths are constrained the algorithm is the
same as the unconstrained algorithm discussed in Section 6.4.1. The only
difference is the calculation of initial conditions which is discussed in the fol
lowing section.
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Calculation of Initial Conditions
The constrained optimisation algorithm, described in the previous section,
assumes that the starting point is feasible. If it is then the local minima found
at the end of the iteration will also be feasible. Generating a feasible initial
condition for the constrained network is considerably more difficult than for
the unconstrained network. In the unconstrained network all points are feasi
ble allowing the algorithm to concentrate on finding a point not biased
toward any particular local minimum. In the constrained network, not only
are there regions of infeasibility, but the least biased starting points are more
likely to be infeasible due to the dispersion of traffic load. This means it may
be necessary to partially (or completely) optimise the network before a feasi
ble point can be found. Therefore, the initial condition calculation algorithm
needs to be capable of redistributing and partially solving the network.

Figure 6.6

Initial Condition calculation algorithm for constrained net
works.
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The flow chart of the algorithm developed for finding initial conditions for
the constrained optimisation is shown in Figure 6.6. The algorithm starts
with an initial condition generated for the unconstrained version of the net
work, as described in Section 6.4.2. To this the link constraints are applied
and, after calculating the required VP bandwidths, the network is checked for
any violations of constraints. If a violation exists the algorithm needs to
redistribute the traffic load on the violated links.
It is possible that a number of links may be violated and several redistribu
tions are required. Since all link constraints eventually need to be satisfied,
for a feasible solution, the order in which violating links are processed is
arbitrary. If processing the links in a particular order does improve the search
for a feasible point, due to violated links having common VPs, the identifica
tion is likely to be very intricate, if actually possible. This option has been
left for future examination, depending on the results obtained.
When a violated link constraint is detected the load on the link needs to be
diverted to other unconstrained links. The amount of reduction possible is
dependent on the available capacity on the other links. This available capac
ity is determined in a similar manner to the total divertable traffic load, sds^
in Section 6.5.1. In this case all paths from all commodities using the link
need to be considered. Once determined the redistribution proportions for
each commodity and path need to be considered. This can be done using any
of the schemes detailed in Section 6.4.3 with an equal load taken from all
commodities. This will aim to avoid biasing the solution toward any particu
lar local minima and toward any particular commodity using or not using the
link.
If it is not possible to meet the bandwidth constraint of a particular link, the
link bandwidth is reduced as much as possible and then the next link is con
sidered. This process is performed, as shown in Figure 6.6, until either all
constraints are met or not reduction is possible. If all constraints are met then
the solution is feasible and the optimisation stage can be started. If con-
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straints are not met then the initial condition is not feasible and the optimisa
tion stage cannot guarantee a feasible local minima. However, rather than
failing at this point the optimisation can still be preformed. Due to the nature
of the optimisation algorithm, described in Section 6.5.1, the procedure will
automatically search for a feasible solution. This occurs because the only
flow deviations allowed are those that will leave the associated links feasible.
Therefore, it may be possible that the final solution is feasible making it
advantageous to use the infeasible starting points. Any infeasible solutions
can be discarded.
In some situations the network may need to be near the global minimum
before any points become feasible. This means the network may not be able
to find a feasible starting point, relying on the optimisation to find a feasible
solution. If feasible starting points cannot be found using the traffic redistri
bution schemes described in Section 6.4.3 it is possible to start optimising
from the unconstrained initial condition. This involves removing load from
the steepest path or paths until the link constraints are satisfied. This redistri
bution scheme can be used in the procedure in Figure 6.6 and provides
another technique for finding initial conditions for a constrained network.
By starting with the unconstrained initial conditions and only modifying
them if constraints are violated, the unconstrained and constrained optimisa
tions can use the same algorithm for finding initial conditions. Since the
unconstrained and constrained optimisation are performed using the same
algorithm, as discussed in Section 6.5.1, the same algorithm can be used for
any network irrespective of the constraint conditions. The final stage of
development is to extend the algorithm to handle multiple VSNs which is
discussed in the following section.
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Optimisation of Multiple VSNs
The optimisation algorithm developed in the previous sections of this chapter
has dealt exclusively with the optimisation of a single VSN. This section dis
cusses the extension of the developed algorithm for the optimisation of mul
tiple VSNs. Each VSN will provide a required network service, for example
a CBR or VBR service. Providing appropriate models can be developed, any
service type can be handled by the optimisation algorithm. In this thesis the
focus is on VBR and CBR services with appropriate models being developed
in Chapter 5. Development of other models has been left for further research
beyond the scope of this thesis.
The main issue in the optimisation of multiple VSNs is determining where
each VSN should be allocated bandwidth in the network. In an unconstrained
network this is not a problem as there is always available bandwidth for all
VSNs. Therefore, the results of the joint optimisation should be the same as
the results of the individual VSN optimisations added together. However,
when the network is constrained the optimisation algorithm needs to deter
mine which VSNs should use a particular link, if all VSNs cannot use the
link. This is a similar problem to determining which VPs within a VSN
should use a link, except the VPs belong to different VSNs.
If all paths belong to the same type of VSN, using the same bandwidth mod
els, the VP bandwidth requirements can be compared and ordered using the
gradients as discussed in Section 6.4.3. If the VPs belong to VSNs using dif
ferent bandwidth models then this comparison is not as simple since the gra
dients may no longer be directly comparable. For example, the CBR and
VBR models statistically multiplex traffic at different levels and conse
quently use different parameters to describe the traffic load. The gradients for
the simple homogeneous cases of VBR and CBR traffic are given in Equa
tions 6.23 and 6.24 respectively. (Reproduced from Equations 5.3 and 5.22
respectively). These equations show the associated parameters being burstiness and number of connections for VBR traffic and erlangs from the CBR
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traffic. While these parameters describe different load characteristics the
similarities between the two models can be seen with the form of Equations
6.23 and 6.24 being exactly the same, when the burstiness is assumed to be a
constant. The difference in constant values, given in Tables 5.1 and 5.4,
shows the difference between cell and call level statistical multiplexing.
However, the main difference is that the two derivatives are with respect to
different parameters, being connections and erlangs. These can be directly
compared since the models assume a unit connection and a unit erlang and
both require one unit of capacity.

l
dc
3s = a2B +
d£
de

_

a,3 “a4

(Eqn 6.23)

(S + ad)
a~,a
2 3

(Eqn 6.24)

( e + a 3)

While the two models can be directly compared based on the gradients it
should be noted that other factors may influence the comparison between
VSNs. This includes the expected revenue from a particular service type
where two VSNs servicing identical traffic types may generate different lev
els of revenue. This property can be accommodated by providing a weighting
factor for the VP gradients of a VSN. The VPs can then be ordered based on
the VP gradient multiplied by the weighting factor for each VSN. This tech
nique can be applied to both the gradient and delta gradients techniques dis
cussed in Section 6.4.3. The application of a weighting factor will not affect
the optimisation within a VSN since it is applied to all gradients.
With the VP paths from each VSN being compared based on their gradients
it is possible to jointly optimise the VSNs using the single VSN optimisation
algorithm. Using the common metric of VP capacity the algorithm can treat
the network as one large VSN. Therefore, the only change to the optimisation
algorithm is the addition of the weighting factor for ordering the VPs. This
should be applied for both initial condition calculation and optimisation
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since some optimisation may occur when finding initial conditions in a con
strained network.

6.7

Conclusions
In this chapter the development of a optimisation algorithm for constrained
multicommodity networks has been presented. This algorithm is based on the
Flow Deviation Method [Fratta 73] and has been modified to optimise a net
work consisting of multiple VSNs. These networks are modelled using the
bandwidth requirements of the constitute VPs which provides the perform
ance function and common metric for optimising the VSNs.
The optimisation algorithm has been developed so that a single algorithm can
be used to handle all network conditions including both single and multiple
VSNs for both the constrained and unconstrained cases. Before drawing any
conclusions, the performance of the optimisation algorithm needs to be
tested. This testing is described in detail in the following chapter where a
range of networks are considered covering the different aspects and problems
of the optimisation process.
A number of assumptions have been made to simplify the network optimisa
tion. These include assuming all links are identical in length and cost. Such
simplifications do not invalidate the optimisation algorithm and can be exam
ined when the general operation of the algorithm has been proven.
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7. Network Optimisation Results

7.1

Introduction

‘

In the previous chapter the VSN optimisation algorithm was developed. In
this chapter the performance of the different components of this algorithm
and associated heuristics is examined using a number of case studies. These
case studies aim to examine the performance of the many different modes
and aspects of the optimisation algorithm. Also examined is the performance
of the parametric or Constant Time approximations developed in Chapter 5
and the benefits of merging VPs, discussed in Chapter 3. In the case of VBR
traffic, only cell level statistical multiplexing is considered to provide further
testing of the Constant time approximation and an alternative model to the
CBR model.
To test the effectiveness of the optimisation algorithms relatively small net
works are initially considered. This enables an exhaustive search to be per
formed to find the global minimum and distribution of the solution space.
This is only possible for unconstrained networks. Constrained network opti
misation is examined by applying constraints to a known unconstrained net
work. This provides some knowledge of the solution space of the constrained
network which can be used to examine the success of the optimisation.

N e tw o r k O p tim is a tio n R esults

149

The unconstrained optimisation of a single VSN is initially considered in
Section 7.2. The networks considered include a homogeneous and heteroge
neous VBR VSN as well as a heterogeneous CBR VSN. These results are
used to examine the performance of the optimisation algorithm as well as the
accuracy of the developed Constant Time approximations. Based on these
results the optimisation of a single constrained VSN is considered in
Section 7.3. The effect of applying link constraints as well as the use of heu
ristics, such as the Minimum Path Hop, are examined. In Section 7.4 the opti
misation of multiple VSNs is considered by examining the unconstrained and
constrained optimisation of a CBR and VBR VSN.

7.2

Unconstrained Optimisation of a VSN
In this section the optimisation of a single unconstrained VSN is considered.
Several different VSNs are considered to enable the performance of the opti
misation algorithm to be examined under a variety of conditions. The accu
racy of the developed Constant Time approximations and the use of VP
merging is also examined. The performance of the algorithm is determined
by comparing the optimisation results to the results obtained from an exhaus
tive search.

7.2.1

Homogeneous VBR VSN
The initial test network is a single unconstrained VSN carrying VBR traffic
and is shown in Figure 7.1. All links are assumed to be the same length with
a cost based purely on the bandwidth. While such assumptions may appear to
be simplistic it actually makes the optimisation more difficult since routes
cannot be differentiated using the link lengths. Therefore, all paths with the
same number of hops are equally likely. Also, each link is assumed to have
unlimited available capacity so that no link bandwidth constraints are
present.
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Figure 7.1
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Test network number 1.

To allow an exhaustive search to be performed the number of OD pairs or
commodities in the network needs to be limited as well as the number of
paths considered for each commodity. The selected commodities are shown
in Table 7.1 and have been chosen to span most links and nodes. The paths to
be considered have been restricted to minimum hop paths as the optimum
solution will mostly likely be a minimum hop path. However, this assump
tion does not affect the analysis as it simply becomes a test of how well the
optimisation algorithm finds the global minimum of all minimum hop paths.

Table 7.1

Bi-directional Commodity Origin-Destination pairs for test
network number 1.
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Given the commodities in Table 7.1 and the minimum hop limit the number
of possible combinations or local minima is 944,784. Each commodity is
modelled as an On/Off source and is assumed to have a peak rate =1, burstiness = 10, and 40 active connections. The peak rate is normalised to 1 with

the burstiness chosen as a mid range value from the results in Chapter 5. All
commodities are considered to be homogeneous which may make the opti
misation more difficult with the links and paths not separable based on the
carried traffic type. A network of homogeneous connections is also equiva
lent to dimensioning a VSN using a minimum burstiness based CAC with all
VPs offering the same service to the admissible set of connections.
With the number of local minima limited to 944,784 it is feasible to perform
an exhaustive search. This was carried out using the VBR Constant Time
approximation and took 14 hours and 40 minutes on a 75MHz Pentium PC
running the Linux operating system. The system is a standalone system
ensuring that the only significant task being run is the exhaustive search. This
reduces any variance in the execution time introduced by the multi-tasking
system. The exhaustive search routine was written using the same routines as
the network optimisation algorithm.
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Figure 7.2

Exhaustive search results using the Constant Time Approxima
tion for the network in Figure 7.1 with the traffic load based on
Table 7.1.
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The frequency histogram of the total network capacity results for the exhaus
tive search are shown in Figure 7.2 with the minimum being 532.36 and the
maximum 720.13. While the minimum is not clearly visible on the graph,
due to the scaling, there were 2 identical results at 532.36 followed by 2 at
538.57 and then 2 at 539.76. (The relevance of these results will become sig
nificant later when the optimisation algorithm results are discussed). The
comb structure of the results in Figure 7.2 is caused by the symmetry of the
network in terms of the node structure, link lengths and homogeneity of the
traffic load. The distribution of minima shows that most points are well away
from the global minimum with a shallow tail down to the global minimum.
To test the optimisation algorithm a set of initial conditions was generated
using the techniques discussed in Section 6.4.2. The optimisation was also
performed using three different methods for calculating the required capacity
and corresponding gradients. The three methods are the Zero Buffer,
Chemoff Bound and Constant Time approximations. This comparison will
show how well the optimisation performs and the execution time of each
method. The optimisation software was executed on the same standalone
75MHz Pentium PC, running the Linux operating system, as the exhaustive
search. All executions times are generated using the average of ten identical
trials.
Since the execution is heavily dependant on the coding of the algorithms, the
times calculated are only a guide to the relevant execution times of the differ
ent bandwidth calculation techniques. However, all algorithms have been
implemented in an efficient manner using binary search techniques where
applicable. This was driven by the natural progression of the research which
started with the Zero Buffer approximation. When it became obvious this
method was quite slow the Chemoff Bound approximation was explored.
The improved but still relatively slow performance of this approximation led
to the development of the Constant Time approximation.
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The results for the Constant Time, Zero Buffer and Chemoff Bound approxi
mations are shown in Tables 7.2, 7.3 and 7.4 respectively with the three left
hand columns indicate the operating mode of the optimisation algorithm, as
discussed in Section 6.4. The results show that all three techniques perform
well in terms of their ability to find the global minimum or points near die
global minimum. All the results are in the lower 0.0026% of all local mini
mum, with the global minimum being the lowest value. Fractional capacities
are given since the allocated capacity does not need to be a multiple of the
peak cell rate. The optimisation algorithm started with 42 different possible
paths between the 18 commodities, requiring 24 iterations to reach the final
18 paths.

Execution Time

Total Capacity
Loading Scheme

Path
Ordering

Random
Weighting

Constant
Time
Approx.

Zero
Buffer
Approx.

Chemoff
Bound

x (s)

a (s)

Equal Path

Gradient

No

538.57

579.44

614.81

0.15

0.0049

Equal Path

Gradient

Yes

532.36

574.44

609.37

0.14

0.0046

Equal Path

AGradient

No

538.57

579.44

614.81

0.15

0.0038

Equal Path

AGradient

Yes

538.57

579.44

614.81

0.14

0.0051

Link Frequency

Gradient

No

539.76

580.44

616.55

0.15

0.0062

Link Frequency

Gradient

Yes

532.36

574.44

609.37

0.15

0.0040

Link Frequency

AGradient

No

538.57

579.44

614.81

0.14

0.0047

Link Frequency

AGradient

Yes

538.57

579.44

614.81

0.14

0.0042

Ave. Link Freq.

Gradient

No

539.76

580.44

616.55

0.15

0.0039

Ave. Link Freq.

Gradient

Yes

532.36

574.44

609.37

0.15

0.0040

Ave. Link Freq.

AGradient

No

538.57

579.44

614.81

0.15

0.0058

Ave. Link Freq.

AGradient

Yes

538.57

579.44

614.81

0.15

0.0059

Table 7.2

Optimisation results using the Constant Time Approximation
for the network in Figure 7.1 with traffic load in Table 7.1.
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Total Capacity
Loading Scheme

Path
Ordering

Random
Weighting

Execution Time

Constant
Time
Approx.

Zero
Buffer
Approx.

Chernoff
Bound

X

(s)

a (s)

Equal Path

Gradient

No

532.36

574.44

609.37

113.12

3.74

Equal Path

Gradient

Yes

532.36

574.44

609.37

106.03

3.53

Equal Path

AGradient

No

532.36

574.44

609.37

115.76

3.65

Equal Path

AGradient

Yes

542.59

585.05

620.87

109.45

3.84

Link Frequency

Gradient

No

532.36

574.44

609.37

112.12

3.90

Link Frequency

Gradient

Yes

532.36

574.44

609.37

105.94

4.01

Link Frequency

AGradient

No

538.57

579.44

614.81

115.28

3.67

Link Frequency

AGradient

Yes

539.76

580.44

616.55

111.45

3.89

Ave. Link Freq.

Gradient

No

532.36

574.44

609.37

111.65

378

Ave. Link Freq.

Gradient

Yes

532.36

574.44

609.37

105.55

3.97

Ave. Link Freq.

AGradient

No

538.57

579.44

614.81

115.28

4.12

Ave. Link Freq.

AGradient

Yes

539.76

580.44

616.55

112.34

3.44

Table 7.3

Optimisation results using the Zero Buffer Approximation for
the network in Figure 7.1 with traffic load in Table 7.1.

Execution Time

Total Capacity
Loading Scheme

Path
Ordering

Random
Weighting

Constant
Tune
Approx.

Zero
Buffer
Approx.

Chernoff
Bound

X

(s)

a (s)

Equal Path

Gradient

No

532.36

574.44

609.37

43.34

2.87

Equal Path

Gradient

Yes

538.57

579.44

614.81

42.78

2.64

Equal Path

AGradient

No

532.36

574.44

609.37

45.76

2.61

Equal Path

AGradient

Yes

540.42

582.01

617.91

45.11

2.57

Link Frequency

Gradient

No

532.36

574.44

609.37

39.05

2.69

Link Frequency

Gradient

Yes

532.36

574.44

609.37

40.42

2.62

Link Frequency

AGradient

No

532.36

574.44

609.37

38.35

2.78

Link Frequency

AGradient

Yes

532.36

574.44

609.37

44.87

2.78

Ave. Link Freq.

Gradient

No

532.36

574.44

609.37

44.34

2.59

Ave. Link Freq.

Gradient

Yes

532.36

574.44

609.37

44.09

2.35

Ave. Link Freq.

AGradient

No

532.36

574.44

609.37

43.36

2.23

Ave. Link Freq.

AGradient

Yes

532.36

574.44

609.37

38.65

2.54

Table 7.4

Optimisation results using the Chernoff Bound Approximation
for the network in Figure 7.1 with traffic load in Table 7.1.
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The execution times do not include the generation of the initial paths as these
are common for all results. They also include the time taken to display tex
tual status information at each iteration. The times for the individual optimi
sation runs are consistent within each set of results showing a low variance as
expected. Comparing the execution times of the three data sets shows that the
Constant Time approximation is about 280 and 700 times faster than the
Chemoff Bound and Zero Buffer approximations respectively. Even if it is
possible to improve the efficiency of the slower algorithms, through better
implementation, the time improvement is still significant. Especially consid
ering the network is quite small and the small number of connections in each
commodity.
A graph of the total network capacity for each iteration of the optimisation
algorithm for the second entry in Table 7.2 is shown in Figure 7.3. This
shows a reduction in network capacity with each step, as the algorithm fol
lows the direction of steepest descent until a local minimum is found. In the
example chosen the local minimum is also the global minimum. The steps in
the graph show that the direction of steepest descent is not necessarily great
est step since the step size is not considered when selecting the direction.
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Figure 7.3

Total Network Capacity versus iteration for the second entry in
Table 7.2.
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Another com parison that can be m ade is on the accuracy o f the Constant
Tim e approxim ation and the relationship betw een the C hernoff B ound and
Zero B uffer approxim ations. The Constant Tim e approxim ation produces a
result approxim ately 7% b elow the Zero Buffer approxim ation for the net
work considered. This error is acceptable considering that the optim isation
algorithm still finds the sam e or com parable local m inim a but in a fraction o f
the tim e. The m inim a can then be recalculated using the Zero B uffer approx
im ation. The Chernoff Bound produces results approxim ately 6% above the
Zero Buffer approxim ation w hich is expected [U ose 90].
The final area for com parison is the benefit from performing V P m erging on
each link carrying m ultiple V Ps from the sam e V S N . The optim ised network
is considered to be a single V S N where VP merging occurs w here possible.
The w ay V Ps are m erged is not important as the optim isation is only consid
ering the bandwidth requirements o f the traffic load matrix. The load matrix
w ill im ply the level o f CAC through the declared traffic parameters. For the
results in Tables 7 .2 , 7.3 and 7.4 the connections are assum ed to be hom oge
neous im plying a m inim um burstiness based CAC. If intermediate CAC was
used then a heterogeneous set o f connections could be expected, depicting
the actual offered traffic.
If no V P m erging occurs w ithin the network then each com m odity has two
V Ps connecting the end nodes. Therefore, there are 36 V Ps connecting the
com m odities all spanning the m inim um number o f links. If statistical m ulti
plexing occurs w ithin each V P then the total required capacity is calculated
as 9 1 5 .3 2 using the Constant Tim e approximation. The sam e capacity is
required for any o f the 9 9 4 ,7 8 4 m inim um hop solutions. W hen compared to
the total required capacity for the V S N with V P m erging (532.36), the use o f
V P m erging reduces the total capacity requirement by 41.8% . The V P band
w idth per link required for one o f the two global m inim um s is show n in
Figure 7 .4 w ith the associated V P routes for each com m odity listed in
Table 7.5. A ssum ing that the V Ps are merged into a com m on V P on each
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link, then only 16 VPs are required. If VP grouping is used then 36 VPs are
required with 16 VP groupings.

Figure 7.4

Table 7.5

One of the two global minimum solutions for the network in
Figure 7.1 with the traffic load based on Table 7.1.

C om m odity

V P R oute

A -H

A -D -E -H

H -A

H -G -D -A

A -J

A -D -G -J

J-A

J-G -D -A

A -1

A -D -G -I

I- A

I-G -D -A

B -J

B -D -G -J

J- B

J-G -D -B

B -1

B -D -G -I

I- B

I-G -D -B

B -F

B -D -G -F

F -B

F -C -D -B

E -1

E -H -G -I

I-E

I-G -D -E

E -F

E -H -G -F

F -E

F -C -D -E

H- C

H -G -F-C

C -H

C -D -E -H

VP routes for the network in Figure 7.4.
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One interesting result that is evident in Figure 7.4 is the placement of merged
VPs. The set of commodities in Table 7.1 is not symmetric in terms of the
link loading placed on the network. However, every commodity has at least
one minimum hop path that uses the either of the two central links, D-E or E
D. Therefore, it might be presumed that the global minimum would have
every path using this link to maximise the “economy of scale” effect on these
links. This is not the case with, for example, the F-E load being routed via
nodes C and D as indicated in Table 7.5. This occurs because the incremental
bandwidth saving is greater when additional connections are routed via a
lightly loaded link as opposed to a heavily loaded link. The effect was noted
in Section 4.4.1 when studying the additional gains from merging VPs.
Therefore the optimum network design does not necessarily produce a tree
like network with a few concentrated high capacity links but may produce a
more diverse network which aims to increase the minimum load on a mini
mum number of links.
Another interesting result is the two VPs between commodities with the
same end nodes do not necessarily flow the same route. This is evident from
capacity only being allocated in one direction on certain links in Figure 7.4.
(Note: the other equivalent global minimum requires the same VP bandwidths but has the VP directions reversed around the centre square). If it is
required that these VPs follow a common route then the solution may be a
non-optimal in terms of minimum possible bandwidth requirement.
To study the effect of requiring VPs, that join commodities with the same end
nodes, follow a common route an exhaustive search of the network was per
formed with this constraint imposed. This additional constraint reduces the
number of local minimums from 944,784 to 972 which is the square root
since the number of paths is effectively halved. The frequency histogram for
the exhaustive search results is shown in Figure 7.5 with a minimum and
maximum of 542.63 and 720.13, respectively.
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Total Capacity

Figure 7.5

Exhaustive search results using the Constant Time Approxima
tion with common routes for VPs joining OD pairs.

The global optimum network design is shown in Figure 7.6, which also hap
pens to be the optimum if all VPs, where applicable, use link G-D or D-G.
While the global optimum in Figure 7.6 is higher than in Figure 7.4 it is in
the bottom 0.0026% of the minimums in Figure 7.2. Therefore, while the
common routing of VPs between common end nodes does not produce the
global optimum, it does produce an optimum acceptably close to the global
optimum. Since the above results are example specific, OD pairs may not be
connected in both directions and common routing may not be a constraint,
this area of research has been left for the future. However, the optimisation
algorithm can be modified to handle the common routing of VPs by combin
ing the rerouting of the two commodities into a single step and the gradients
of the common paths.
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Figure 7.6
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Global minimum for the network in Figure 7.1 with the traffic
load based on Table 7.1 with common routes for VPs joining
OD pairs.

H e te ro g e n e o u s V B R V S N
The results so far indicate that the optimisation is capable of finding an
acceptable global minimum for a network of homogeneous flows which is
approximately evenly loaded. Therefore, to test the algorithm further a larger
network with a more unbalanced set of heterogeneous connections will be
used. The test network in shown in Figure 7.7 with the traffic load matrix
given in Table 7.6. The traffic load matrix has been restrict in size so that an
exhaustive search can be performed to validate the optimisation results.

Figure 7.7

Test network number 2.
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By considering only minimum hop paths, assuming the global minimum for
the unconstrained network uses minimum hop paths, the total number of
local minima is 995,328. An exhaustive search was performed using the
Constant Time approximation and took 16 hours on the 75MHz Pentium PC
used in the previous network. The results of the exhaustive search are shown
in Figure 7.8 with a minimum of 1374.29 and maximum of 1792.79. The
range of local minimum is uniformly spread across the range of possible val
ues with an apparent normal distribution. This differs from the comb like
appearance of the results in Figure 7.2 which had a more uniform traffic load
in terms of the commodity distribution and traffic parameters.

Bi-directional
Commodities

Table 7.6

Number of
Connections

Peak Rate

Burstiness

A-M

140

1

50

A-L

80

1

30

C-M

60

2

20

B-J

70

2

70

B-I

45

1

40

K-J

30

1

14

L-I

90

4

10

E-F

50

4

40

N-C

40

1

18

L-G

60

1

24

K-N

70

3

16

I-A

100

10

30

J-K

70

1

20

I-L

80

1

12

F-B

50

5

14

F-K

90

1

24

Traffic load for test network number 2.
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Figure 7.8

Exhaustive search results using the Constant Time Approxima
tion for the network in Figure 7.7 with the traffic load in
Table 7.6.

Total C apacity
L oading Schem e

Path
O rdering

R andom
W eighting

C onstant
Tune
A pprox.

Z ero
B uffer
A pprox.

E xecution T im e

x (s)

a (s)

E q u al Path

G radient

No

1432.85

1560.99

0.12

0.0047

E qual Path

G rad ien t

Yes

1449.01

1580.95

0.12

0.0045

E q u al Path

A G radient

No

1470.38

1587.58

0.13

0.0041

E q u al Path

A G radient

Yes

1449.01

1580.95

0.12

0.0048

L ink F requency

G radient

No

1420.00

1545.88

0.12

0.0 0 5 2

L in k Frequency

G rad ien t

Yes

1505.64

1629.29

0.13

0.0041

L ink F requency

A G radient

No

1460.93

1578.62

0.12

0.0045

L ink F requency

A G radient

Yes

1505.64

1629.29

0.12

0.0043

Ave. L ink F req.

G rad ien t

No

1420.00

1545.88

0.12

0.0049

Ave. L ink F req.

G rad ien t

Yes

1505.64

1629.29

0.12

0.0042

Ave. L ink F req.

A G radient

No

1460.93

1578.62

0.12

0.0048

Ave. L ink F req.

A G radient

Yes

1505.64

1629.29

0.13

0.0050

Table 7.7

Optimisation results using the Constant Time Approximation
for the network in Figure 7.7 with the traffic load based on
Table 7.6.
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Total Capacity
Loading Scheme

Path
Ordering

Random
Weighting

Execution Time

Constant
Time
Approx.

Zero
Buffer
Approx.

x (s)

CT (s)

Equal Path

Gradient

No

1448.94

1576.60

241.85

11.76

Equal Path

Gradient

Yes

1469.30

1590.82

232.69

11.45

Equal Path

AGradient

No

1444.59

1575.93

235.01

11.43

Equal Path

AGradient

Yes

1476.79

1599.72

231.46

10.34

Link Frequency

Gradient

No

1485.98

1600.74

220.96

14.67

Link Frequency

Gradient

Yes

1505.64

1629.29

214.46

14.11

Link Frequency

AGradient

No

1478.36

1588.86

249.35

13.87

Link Frequency

AGradient

Yes

1505.64

1629.29

218.16

12.68

Ave. Link Freq.

Gradient

No

1485.98

1600.74

220.83

11.45

Ave. Link Freq.

Gradient

Yes

1505.64

1629.29

214.43

13.34

Ave. Link Freq.

AGradient

No

1478.36

1588.86

247.28

12.98

Ave. Link Freq.

AGradient

Yes

1505.64

1629.29

218.41

12.62

Table 7.8

Optimisation results using the Zero Buffer Approximation for
the network in Figure 7.7 with the traffic load based on
Table 7.6.

The optimisation was performed using the same initial condition generation
technique as used in the first test network. The results for the Constant Time
and Zero Buffer Approximation based optimisations are shown in Tables 7.7
and 7.8 respectively. Since the previous results showed the Constant Time
approximation is significantly quicker, even with small traffic loads, only the
Zero Buffer Approximation will be used to provide an accuracy comparison.
Since the Chernoff Bound approximation requires a similar binomial search
to the Zero Buffer approximation it can be assumed the performance of both
will vary in a similar manner when compared to the Constant Time approxi
mation.
The results in Tables 7.7 and 7.8 show that both techniques find local mini
mums near the global minimum of the network. All minimums found are in
the lower 5.18% of all local minima with the lowest minima being within
0.0149%. While the Constant Time approximation found a slightly lower
minimum neither approximation found the global minimum with the results
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being comparable and acceptable. When comparing execution times the
Constant Time approximation is about 1000 times faster for this network
which reflects the increase in traffic load and network size. The error in cal
culation between the two approximations is around 8% which is acceptable
considering the Constant Time Approximation is accurate enough to enable
an acceptable minimum to be found. These results further confirm the accu
racy of the Constant Time approximation for VBR traffic and show its suita
bility for network level traffic modelling.
7.2.3

Heterogeneous CBR VSN
To test the performance and accuracy of the multirate CBR Constant Time
approximation, developed in Section 5.4, a heterogeneous network will be
considered. This will test both the gradient and bandwidth approximations
for a range of multirate CBR connections. The test network, shown in
Figure 7.9, is the same topology as the first network considered in
Section 7.2 (Figure 7.1). The traffic load placed on the network is listed in
Table 7.9 and spreads, although not evenly, the load around the network. It
also provides a range of loads and connection rates.

Figure 7.9

Test Network for C B R Constant Time Approximation.
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Bi-directional
Commodities

Erlangs

Peak Rate

A-H

40

3

A-J

20

1

A-I

60

5

B-J

40

2

B-I

50

1

B-F

45

2

E-I

60

1

E-F

40

7

H-C

80

2

Traffic load for the test network in Figure 7.9.

Assuming that the global minimum will contain only minimum hop solu
tions, there are 944,784 local minima which took 15 hours and 30 minutes to
search on the 75 MHz Pentium PC. The frequency histogram of the local
minima is shown in Figure 7.10 and has a similar distribution to that in
Figure 7.8 for the heterogeneous VBR network. The global minimum is a
single point and is furthest from the mean. The solution space is quite steep
around the global minimum indicating significant savings if a point in this
region can be found.
The network was optimised using both Kaufman’s model and the developed
CBR Constant Time approximation. Kaufman’s model was implemented
using the same binary search as was used for the Zero Buffer and Chemoff
Bound approximations for the VBR optimisations. The same initial condition
generation algorithms were also used with the results for the two optimisa
tions shown in Tables 7.10 and 7.11 respectively. In both cases the optimisa
tion algorithm was capable of finding the global minimum. Each
optimisation run required 24 iterations to find a local minima. The total net
work capacity after each iteration for the first entry in Table 7.10 is shown in
Figure 7.11. This shows an expected capacity reduction for each step.
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Figure 7.10 Exhaustive search results using the CBR Constant Time
Approximation for the network in Figure 7.9 with the traffic load
in Table 7.9.

T otal C apacity
L oading S chem e

Path
O rdering

R andom
W eighting

C onstant
T im e
A pprox.

K aufm an
A pprox.

E xecution T im e

x (s)

a (s)

E q u al Path

G radient

No

8883.24

8963.05

0.16

0 .0030

E q u al Path

G radient

Yes

9035.74

9095.75

0.16

0.0032

E q u al Path

A G radient

No

8883.24

8963.05

0.16

0.0034

E q u al Path

A G radient

Yes

8946.91

9004.83

0.15

0.0029

L in k F requency

G radient

No

9035.74

9095.75

0.16

0.0039

L in k F requency

G radient

Yes

9035.74

9095.75

0.15

0.0 0 3 4

L in k F requency

A G radient

No

8883.24

8963.05

0.16

0.0 0 3 0

L in k F req u en cy

A G radient

Yes

9 035.74

9095.75

0.16

0.0028

A ve. L ink Freq.

G radient

No

9035.74

9095.75

0.16

0 .0040

A ve. L ink Freq.

G radient

Yes

9035.74

9095.75

0.16

0.0031

A ve. L ink Freq.

A G radient

No

8883.24

8963.05

0.17

0.0035

A ve. L ink F req.

A G radient

Yes

9 0 35.74

9095.75

0.16

0.0035

Table 7.10

Optimisation results using the CBR Constant Time
Approximation for the network in Figure 7.9 with the traffic load
in Table 7.9.
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Figure 7.11 Total Network Capacity versus iteration for the first entry in
Table 7.10.

Total C apacity
L o ading S chem e

Path
O rdering

R andom
W eighting

C o n stan t
T im e
A pprox.

K aufm an
A pprox.

E xecution Tim e

x (s)

a (s)

E q u al Path

G radient

No

9029.04

9043.53

337.55

31.12

E q u al Path

G radient

Yes

9115.51

9252.29

297.50

32.14

E q u al Path

A G radient

No

8883.24

8963.05

368.93

34.56

E qual Path

A G radient

Yes

9078.78

9182.16

318.19

29.59

L in k F requency

G rad ien t

No

9010.58

9 0 46.60

344.99

30.21

L ink F requency

G radient

Yes

9115.51

9252.29

297.50

30.87

L in k F requency

A G radient

No

8897.85

8921.47

378.86

31.24

L in k F requency

A G radient

Yes

9078.78

9182.16

318.19

29.59

A ve. L in k Freq.

G radient

No

9010.58

9046.60

344.99

33.31

Ave. L ink Freq.

G radient

Yes

9115.51

9252.29

297.50

31.38

Ave. L ink Freq.

A G radient

No

8897.85

8921.47

370.13

34.56

Ave. L ink Freq.

A G radient

Yes

9078.78

9182.16

324.69

27.89

Table 7.11

Optimisation results using the Kaufman Approximation for the
network in Figure 7.9 with the traffic load in Table 7.9.

The Kaufman results were all within the bottom 4.03% all local minima
while the Constant Time based results were within 0.53%. This improved
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performance is due to the smoothness of the approximated gradient for the
constant time approximation. Close inspection of each iteration showed
incorrect ordering of paths at certain points when using the Kaufman model.
On average the Constant Time approximation was around 1800 times
quicker than the Kaufman based optimisation for the network considered.
Like the VBR results this time improvement is significant even if some
improvements could be made to the implementation of Kaufman’s model.
The relative time improvement of the VBR and CBR approximations can not
be directly compared since the traffic model and descriptors are significantly
different. Also, there is little to be gained from such a comparison.
The total network capacity generated by the constant time approximation
was within 1.5% of the Kaufman result in all cases. This further proves the
accuracy of the developed approximation. One interesting result is the sev
enth entry in Table 7.11 which shows a lower total capacity, using the
Kaufman model, than the global minimum found using the Constant Time
approximation. (See the third entry of the same table). Therefore, the global
minimum found using the exhaustive search based on the Constant Time
approximation is not the same global minimum that would be found using
Kaufman’s model. However, since it would take in the order of 2 years
(based on the above results) to exhaustively search the network using
Kaufman’s model the Constant Time approximation based result is accepta
ble. Especially when it cannot be guaranteed that the global minimum will be
found and the total network capacities found only had a 1.5% error.

The results of this section have shown that the developed optimisation algo
rithm is capable of finding acceptable solutions for unconstrained networks.
In the next section the constraint handling capability of the algorithm for sin
gle VSNs is examined.
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Constrained Optimisation of a VSN
When constraints are imposed on a network the global minimum may no
longer be at a shortest path extremal point. Local minima may occur when
ever a constraint becomes active. Therefore it is no longer feasible to perform
an exhaustive search of the solution space to find the global minimum. This
means it is no longer possible to test the performance of the optimisation
algorithm using the results of an exhaustive search. However, it is possible to
find a lower bound on the global minimum of a constrained network since
the set of feasible points F of a constrained network is a subset of the set of
feasible points F of the corresponding unconstrained network, Fe F*. There
fore, the global minimum of F will be equal to or less than the global mini
mum of F*. This relationship will be used to test the handling of constraints.
In Section 7.2.1 an unconstrained network was examined and the global min
imum found using an exhaustive search. Two global minimums were found,
one of which was shown in Figure 7.4. The other global minimum is identi
cal in network bandwidth requirements with the traffic looping around nodes
C-D-E-H-G-F in the reverse direction. In both cases the most heavily used
links are D-G and G-D which are the central links of the network. Therefore,
placing constraints on these two links will ensure that the constrained net
work will have a different global minimum to the unconstrained network.
This will test the algorithm’s ability to find a different global minimum.
While the presence of constraints means the global minimum is not feasible
to find, reducing the number of constraints will increase the overlap between
F and F*. For this reason the first network considered will be the network in
Figure 7.1 with the traffic load in Table 7.1 and constraints on the links D-G
and G-D.
The available bandwidth on the two links D-G and G-D should ensure the
global minimum will change but will keep the link as a viable option for
some of the traffic load. The global minimum in Figure 7.4 indicates that
approximately 100 units of capacity is required between the top and bottom
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halves of the network. (Taking into account the extra capacity required from
less efficient statistical multiplexing). With three links joining the two net
work halves, in either direction, a link bandwidth of 35 will ensure the global
minimum changes while keeping the links as viable options.

Loading
Scheme

Path
Ordering

Random
Weighting

Constraint
Meeting

Total
Capacity

Iterations

Execution Time
Paths
x (s)

<5 (s)

Equal Path

Gradient

No

Balance

618.07

35

18

0.14

0.019

Equal Path

Gradient

No

Optimise

618.07

27

18

0.11

0.017

Equal Path

Gradient

Yes

Balance

619.22

33

18

0.12

0.016

Equal Path

Gradient

Yes

Optimise

618.07

34

18

0.12

0.020

Equal Path

AGradient

No

Balance

618.07

35

18

0.14

0.018

Equal Path

AGradient

No

Optimise

629.78

29

18

0.12

0.015

Equal Path

AGradient

Yes

Balance

619.22

33

18

0.13

0.019

Equal Path

AGradient

Yes

Optimise

639.75

31

18

0.12

0.018

Link Frequency

Gradient

No

Balance

627.33

33

18

0.15

0.026

Link Frequency

Gradient

No

Optimise

618.07

27

18

0.11

0.020

Link Frequency

Gradient

Yes

Balance

619.22

32

18

0.13

0.019

Link Frequency

Gradient

Yes

Optimise

618.07

29

18

0.11

0.022

Link Frequency

AGradient

No

Balance

620.37

39

18

0.16

0.019

Link Frequency

AGradient

No

Optimise

637.60

28

18

0.12

0.017

Link Frequency

AGradient

Yes

Balance

619.22

32

18

0.13

0.022

Link Frequency

AGradient

Yes

Optimise

619.22

31

18

0.12

0.019

Ave. Link Freq.

Gradient

No

Balance

627.33

38

18

0.15

0.026

Ave. Link Freq.

Gradient

No

Optimise

618.07

27

18

0.11

0.018

Ave. Link Freq.

Gradient

Yes

Balance

619.22

32

18

0.13

0.017

Ave. Link Freq.

Gradient

Yes

Optimise

618.07

29

18

0.11

0.020

Ave. Link Freq.

AGradient

No

Balance

620.37

39

18

0.15

0.022

Ave. Link Freq.

AGradient

No

Optimise

637.60

28

18

0.11

0.021

Ave. Link Freq.

AGradient

Yes

Balance

619.22

32

18

0.13

0.018

Ave. Link Freq.

AGradient

Yes

Optimise

619.22

31

18

0.12

0.014

Table 7.12

Optimisation results for the network in F ig u r e 7 .1 with the traffic
load in T a b le 7 .1 and links D -G an d G -D constrained to 3 5 units.

The optimisation results for the network in Figure 7.4 with the traffic load in
Table 7.1 and links D-G and G-D constrained to 35 units are shown in
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Table 7.12. All link capacities were calculated using the VBR Constant Time
approximation using a similar set of starting points to those used in
Section 7.2. Since the network is now constrained it is possible that some
load redistribution is required to find a feasible initial condition, as discussed
in Section 6.5.2 This redistribution can either aim to keep the initial condi
tion unbiased or start optimising the number of network paths. These two
options are represented as Balance and Optimise in the Constraint Meeting
column of Table 7.12. To simplify the presentation the number of combina
tions has been limited by assuming the load redistribution scheme used for
generating the unconstrained initial conditions is the same as for the traffic
load redistribution to satisfy any violated link constraints.
The results in Table 7.12 include two columns labelled Iterations and Paths,
which refer to the number of iterations required to find the local minimum
and the number of paths in the final solution. Unlike an unconstrained opti
misation, each step will not necessarily remove a path and the final solution
may contain multiple paths per commodity. The network considered has 18
commodities which, considering only minimum hop paths, have 42 paths in
the initial path set. The unconstrained network found a local minimum in 24
iterations with 18 paths, one per commodity, in the final solution. The Paths
column shows that all solutions found had 18 paths indicating that each solu
tion was a shortest path solution belonging to both F and F*. The Iterations
column indicates that in all cases the link constraints caused the algorithm to
take more steps than the minimum value of 18. This shows the optimisation
algorithm needed to take small steps working within the imposed constraints
to keep the solution feasible.
The best local minima found in Table 7.12 was 618.07 which is also the glo
bal minimum of the feasible shortest path solutions for the same network.
This global minimum was found using an exhaustive search from which a
frequency histogram has been plotted in Figure 7.12. While the shortest path
global minimum may not be the global minimum of the constrained network,
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it is more likely that they are the same points when only a small number of
constraints have been imposed. Bearing this in mind all local minimum
found in Table 7.12 were in the bottom 1.4% of all local minima in
Figure 7.12. This shows the optimisation algorithm has provided an accepta
ble solution for this example with a small number of link constraints
imposed.

F ig u re 7.12 Exhaustive search results for the network in Figure 7.1 with the
traffic load in Table 7.1 and links D-G and G-D constrained to 35
units.

The affect the introduction of constraints has on the solution space of a net
work can be seen by comparing the frequency histograms in Figures 7.2 and
7.12 for the constrained and unconstrained networks respectively. The intro
duction of the two link constraints has reduced the number of feasible local
minima from 944,784 to 30,976, a 97% reduction. While the highest local
minima has not changed the global minimum has moved from 532.96 to
619.07 which is just below the mean for the unconstrained local minima.
This shows how important the links D -G and G-D are for minimising the
total network capacity and indicate that the optimal network design tends to
group the traffic together into a few high usage links. It also shows how
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important the optimisation stage is on any network design through the sensi
tivity of required network capacity on routing decisions.

Figure 7.13 Lowest local minima found for the network in Figure 7.1 with
the traffic load based on Table 7.1 with links D-G and G-D con
strained to 35 units.

Table 7.13

C om m odity

V P R outes

A -H

A -D -E -H

H -A

H -E -D -A

A -J

A -D -G -J

J- A

J-G -D -A

A -1

A -D -G -I

I-A

I-G -D -A

B -J

B-E-H -J

J-B

J-H -E -B

B- 1

B -D -G -I

I-B

I-G -D -B

B -F

B -D -C -F

F -B

F-C -D -B

E -1

E -H -G -I

I- E

I-G -H -E

E -F

E -D -C -F

F -E

F -C -D -E

H -C

H -E -D -C

C -H

C -D -E -H

V P routes for the network in Figure 7.13.
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The network link bandwidth requirements of the best minimum found is
shown in Figure 7.13 with the corresponding VP routes in Table 7.13. Com
paring this solution to the unconstrained solution in Figure 7.4 there are sig
nificant differences in die link usage around the centre of the network. The
bandwidth requirements on links D-G and G-D are below the link constraints
indicating there is spare capacity on these links. Therefore the link con
straints are not active at the presumed global minimum even though they
have affected the location. The links E-H and H-E now carry the greatest load
between the top at bottom halves of the network.
So far the optimisation algorithm has performed well for a network with a
small number of constraints. This is expected since finding feasible initial
conditions should not require much load redistribution as there are probably
other unconstrained links available to take the additional load. The next step
in testing the optimisation algorithm is to place realistic constraints on all
links in the network. A realistic set of constraints is one that ensures that the
feasible set is not empty while forcing the algorithm to work around con
straints on multiple links. To do this the network in Figure 7.1 with the traffic
load based on Table 7.1 will be used with all links constrained to 35 band
width units. The link bandwidths in Figure 7.13 indicate that a global con
straint of 35 will ensure the feasible set is not empty while many of the
constraints will be active, especially during the initial iterations when the
paths are not well multiplexed.
The optimisation results for the network in Figure 7.1 with the traffic load in
Table 7.1 and all links constrained to 35 units are shown in Table 7.14. This
table has the same format as the previous constrained optimisation results in
Table 7.12. With all links constrained the optimisation algorithm was still
capable of finding a feasible initial condition for all conditions, but the local
minima found were not all shortest path solutions. These solutions contained
some commodities with more than one path as indicated in the Paths column.
(A value greater than 18 indicates at least one commodity has more than one
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path). All these solutions produced oscillations which were detected as dis
cussed in Section 6.5.1.

Loading
Scheme

Path
Ordering

Random
Weighting

Constraint
Meeting

Total
Capacity

Itera
tions

Execution Time
Paths
x (s)

o (s)

Equal Path

Gradient

No

Balance

615.56

44

21

0.23

0.065

Equal Path

Gradient

No

Optimise

616.84

35

20

0.13

0.064

Equal Path

Gradient

Yes

Balance

619.75

40

19

0.20

0.054

Equal Path

Gradient

Yes

Optimise

659.99

34

18

0.13

0.041

Equal Path

AGradient

No

Balance

615.77

59

21

0.29

0.051

Equal Path

AGradient

No

Optimise

630.64

34

18

0.16

0.037

Equal Path

AGradient

Yes

Balance

619.75

40

19

0.15

0.047

Equal Path

AGradient

Yes

Optimise

638.20

39

20

0.14

0.043

Link Frequency

Gradient

No

Balance

620.37

39

18

0.15

0.041

Link Frequency

Gradient

No

Optimise

616.22

39

20

0.14

0.047

Link Frequency

Gradient

Yes

Balance

617.99

43

19

0.16

0.041

Link Frequency

Gradient

Yes

Optimise

636.70

36

20

0.13

0.042

Link Frequency

AGradient

No

Balance

620.37

39

18

0.15

0.041

Link Frequency

AGradient

No

Optimise

640.91

29

18

0.12

0.034

Link Frequency

AGradient

Yes

Balance

619.75

38

19

0.14

0.039

Link Frequency

AGradient

Yes

Optimise

617.99

41

19

0.15

0.047

Ave. Link Freq.

Gradient

No

Balance

620.37

39

18

0.16

0.047

Ave. Link Freq.

Gradient

No

Optimise

616.22

39

20

0.14

0.041

Ave. Link Freq.

Gradient

Yes

Balance

617.99

43

19

0.16

0.049

Ave. Link Freq.

Gradient

Yes

Optimise

636.70

36

20

0.13

0.049

Ave. Link Freq.

AGradient

No

Balance

620.37

39

18

0.16

0.041

Ave. Link Freq.

AGradient

No

Optimise

640.91

29

18

0.12

0.034

Ave. Link Freq.

AGradient

Yes

Balance

619.75

38

19

0.15

0.040

Ave. Link Freq.

AGradient

Yes

Optimise

619.99

41

19

0.15

0.044

Table 7.14

Optimisation results for the network in F ig u r e 7.1 with the traffic
load in T a b le 7.1 and all links constrained to 35 units.

The frequency histogram of the minimum hop exhaustive search results for
the network are shown in Figure 7.14. The global minimum has increased
slightly from that in Figure 7.12, where only two links were constrained. The
number of feasible solutions has decreased from 30,976 to 3,512, showing
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the effect of placing constraints on all links. This does not mean the global
minimum is easier to find, as all 944,784 local minima need to be checked,
but makes it less likely the global minimum is a shortest path solution. This
is confirmed by the results in Table 7.14 which have a number of solutions
with lower total network capacities than the global minimum found using the
shortest path exhaustive search. The optimisation algorithm also found the
shortest path global minimum, which while not being the overall global min
imum, is within 0.8% of the best local minimum found for this particular
example.

Total Capacity

Figure 7.14 Exhaustive search results for the network in Figure 7.1 with the
traffic load in Table 7.1 and all links constrained to 35 units.

The required network link capacities for the best local minimum found are
shown in Figure 7.15 with the corresponding VP routes in Table 7.15. This
solution is similar to the previous results in Figure 7.13 with the constraint
on links E-H and H -E forcing some of the traffic load to be diverted to links
D -G and G -D until those links have met the bandwidth constraint. Finding

the lowest total network capacity at the point where links D -G and G-D are
active is not surprising since these two links had the highest bandwidth
requirements in the unconstrained global minimum in Figure 7.4.
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Figure 7.15 Lowest local minima found for the network in Figure 7.1 with
the traffic load based on Table 7.1 with all links constrained to
35 units.

C om m odity

Table 7.15

V P R outes

A -H

A -D -E -H

H -A

H -E -D -A

A- J

A -D -G -J

I- A

J-G -D -A

A -1

A -D -G -I

I-A

I-G -D -A

B -J

B -D -G -J, B -E-H -J

J-B

J-G -D -B , J-H -E -B

B-1

B -D -G -I

I-B

I-G -D -B

B -F

B -D -C -F

F -B

F-C -D -B

E-1

E -D -G -I, E -H -G -I

I-E

I-G -H -E

E -F

E -D -C -F

F -E

F -C -D -E

H -C

H -E -D -C

C -H

C -D -E -H

V P routes for the network in Figure 7.15.
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The saturating of links D-G and G-D is achieved by providing more than one
path to selected commodities as shown in Table 7.15. These paths show that
commodities E-I and D-J both have two paths that use links E-H and D-G.
This means it may be possible to redistribute the traffic load, between the two
commodities, so that one commodity has exclusive use of one of the links.
This solution was achieved in the second entry of Table 7.12 which shows
one less route but a higher total network capacity. This occurs because nei
ther commodity can be completely accommodated on link D-G but one can
be completely accommodated on the less attractive link E-H. This link is less
attractive because it and the surrounding links provide a lower statistical mul
tiplexing gain than link D-G and the surrounding links. Therefore searching
for shortest paths will not always find the global minimum, especially when
constraints are active at the minimum.
The solution in Figure 7.15 is also a feasible solution to the network consid
ered in Table 7.12 where only links D-G and G-D where constrained. There
fore the solution in Figure 7.13 is not the global minimum for this network.
This suggests that the optmisation algorithm should not necessarily aim for
shortest path solutions as were found in Table 7.12. This raises the question
of what constitutes an optimum solution. For the network with all links con
strained the global minimum of the shortest path solutions is shown in
Figure 7.16 with the corresponding VP paths in Table 7.16. This solution
requires 0.78% more capacity than the solution shown in Figure 7.15 but
only requires one path per commodity. It could be argued that this solution is
more optimal since it is easier to implement within a network using simple
routing rules. This area has been left for further study beyond the scope of
this thesis. The important point is that the optimisation can find such solu
tions for constrained networks with solution times comparable to the uncon
strained network. This provides a tool for further study.
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Figure 7.16 Global minimum shortest path solution found for the network in

Figure 7.1 with the traffic load based on Table 7.1 with all links
constrained to 35 units.

Table 7.16

C om m odity

V P R outes

A -H

A -D -E -H

H -A

H -E -D -A

A -J

A-D-G-T

J-A

J-G -D -A

A -1

A -C -F -I

I-A

I-F -C -A

B -J

B -D -G -J

J-B

J-G -D -B

B-1

B -D -G -I

I-B

I-G -D -B

B -F

B -D -C -F

F- B

F -C -D -B

E -1

E -H -G -I

I-E

I-G -H -E

E -F

E -D -C -F

F -E

F -C -D -E

V P routes for the network in Figure 7.15.
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Constraint
Meeting

To til
Capacity

Itera
tions

Execution Time
Paths
x (s)

a (s)

Equal Path

Gradient

No

Balance

640.91.

172

18

3.83

0.240

Equal Path

Gradient

No

Optimise

615.49

199

21

4.21

0.225

Equal Path

Gradient

Yes

Balance

617.63

172

21

3.52

0.245

Equal Path

Gradient

Yes

Optimise

633.55

183

19

3.80

0.237

Equal Path

AGradient

No

Balance

666.13

192

20

3.86

0.239

Equal Path

AGradient

No

Optimise

670.07

192

20

4.01

0.231

Equal Path

AGradient

Yes

Balance

615.77

187

21

3.79

0.239

Equal Path

AGradient

Yes

Optimise

620.37

167

18

3.69

0.240

Link Frequency

Gradient

No

Balance

640.91

187

18

3.54

0.235

Link Frequency

Gradient

No

Optimise

640.91

187

18

3.81

0.242

Link Frequency

Gradient

Yes

Balance

655.53

187

20

3.53

0.243

Link Frequency

Gradient

Yes

Optimise

655.53

187

20

3.51

0.238

Link Frequency

AGradient

No

Balance

647.14

228

19

4.26

0.237

Link Frequency

AGradient

No

Optimise

647.14

228

19

4.18

0.229

Link Frequency

AGradient

Yes

Balance

659.99

168

18

3.55

0.234

Link Frequency

AGradient

Yes

Optimise

659.99

168

18

3.51

0.238

Ave. Link Freq.

Gradient

No

Balance

630.64

199

18

3.91

0.242

Ave. Link Freq.

Gradient

No

Optimise

629.93

202

20

3.98

0.243

Ave. Link Freq.

Gradient

Yes

Balance

636.70

194

19

3.65

0.234

Ave. Link Freq.

Gradient

Yes

Optimise

663.00

172

20

3.60

0.230

Ave. Link Freq.

AGradient

No

Balance

616.58

184

19

3.80

0.232

Ave. Link Freq.

AGradient

No

Optimise

620.37

163

18

3.45

0.239

Ave. Link Freq.

AGradient

Yes

Balance

620.37

166

18

3.63

0.232

Ave. Link Freq.

AGradient

Yes

Optimise

679.03

206

27

3.75

0.241

Table 7.17

Optimisation results for the network in F ig u r e 7.1 with the traffic
load in T a b le 7.1, all links constrained to 35 units and a path hop
variance of 1.

So far all optimisations have used a path hop variance of zero since it is
likely that the global optimum will be a minimum hop solution for the net
works considered. This limitation has also limited the number of paths con
sidered allowing exhaustive searches to be performed to check the
performance of the optimisation algorithm. For the constrained network con
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sidered in Table 7.14, where all links are constrained, it is possible that a bet
ter optimum exists that uses a non minimum hop path set. To test this the
optimisations performed in Table 7.14 have been repeated using a path hop
variance of 1. Therefore minimum hop and minimum hop plus one paths are
considered, as discussed in Section 6.4.2.1. This increases the number of
possible solutions to 1,365,508,096 which is an increase of three orders of
magnitude compared to only considering minimum hop paths. This makes an
exhaustive search infeasible. The number of paths to be considered increases
from 42 to 172 requiring a minimum of 154 steps to find a minimum path
solution.
The optimisation results with a path hop variance of one for the same net
work considered in Table 7.14 are shown in Table 7.17. The increase in opti
misation time is caused by the increased number of paths in the initial path
set. All solutions found contained only minimum hop paths and are compara
ble to the results obtained in Table 7.14. This indicates that applying a global
constraint to all links in this example still has the best local optima using
minimum hop paths. This may be caused by the near symmetrical loading of
traffic load on the network. Therefore, to test the optimisation algorithm fur
ther a network is required which is more likely to produce a global minimum
which has paths which are not minimum hop.
Rather than change the network and traffic loading, where the unconstrained
solution space is known, the link constraints can be modified to produce a
global minimum which has paths which are not minimum hop. Figure 7.16
shows the required link capacities for the minimum hop global minimum
when all links have the same capacity constraint. To produce a network that
may have a non minimum hop global minimum constraints are required to
force a commodity or commodities to use links not appearing in the mini
mum hop paths. One way of achieving is to constrain links C-F and F-C
while making more capacity available on links E-H and H-E. This may force
some commodities using C-F and F-C to use E-H and H-E, which may only
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appear in non-minimum hop paths. Based on the link capacities in
Figure 7.16, links C-F and F-C will be constrained to 20 units while links E
H and H-E will be constrained to 50 units with all other links constrained to
35 units. These constraints will allow some load to be carried on links C-F
and F-C and ensure the minimum hop path set has not changed.
The optimisation results using minimum hop and minimum hop plus one
path sets are shown in Tables 7.18 and 7.19 respectively. The table format has
been changed slightly to allow extra information to be included. The first
four columns have been merged into a single column, referred to as the Con
dition. These conditions match the conditions given in the first four columns
of Table 7.17 with the entry order remaining the same. The extra information
includes two columns for the Paths information referred to as Min. Hop and
Min. Hop+1. These columns indicate the number and type of paths in the
optimised solution. The other new column is Feasible Initial Conditions
which indicates if the initial conditions were feasible. Until now all previous
optimisations have managed to find a feasible starting point for the optimisa
tion.
Looking at the minimum hop results in Table 7.18 first, all solutions obvi
ously have minimum hop paths only. The best solution was a minimum path
solution with a total network capacity of 637.20. The required link capacities
for this solution are shown in Figure 7.17, confirming that the solution is fea
sible, with the associated VP routes in Table 7.20. Not all optimisations
could find a feasible initial starting point but all produced a feasible solution.
One interesting feature of the results is the number of solutions involving sig
nificantly more routes than the minimum number. This reflects the difficulty
of the network being optimised in terms of the constraints imposed and the
paths considered. Since the optimisation algorithm is searching for the mini
mum required capacity and all capacity is multiplexed on all links there is no
distinct advantage in forming all commodities into single paths. While this
will naturally occur, when there is available capacity, it may not occur when
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operating close to the constraints. This condition is indicated by the inability
to consistently find feasible starting points.

Paths

Execution Time

Min.
Hop

Min.
Hop+1

Feasible
Initial
Conditions

46

18

0

Y

0.21

0.056

637.20

75

18

0

N

0.34

0.061

C

676.36

30

27

0

Y

0.12

0.051

D

657.22

84

20

0

N

0.32

0.060

E

678.26

63

18

0

Y

0.41

0.065

F

657.73

41

18

0

Y

0.15

0.054

G

637.20

46

18

0

Y

0.16

0.053

H

676.00

64

26

0

N

0.30

0.057

I

640.35

46

22

0

Y

0.24

0.058

J

637.20

75

18

0

N

0.37

0.055

K

677.35

25

28

0

Y

0.10

0.040

L

637.20

85

18

0

N

0.39

0.056

M

659.39

50

20

0

Y

0.33

0.051

N

657.73

41

18

0

Y

0.15

0.056

O

637.20

47

18

0

Y

0.16

0.054

P

655.84

77

24

0

N

0.38

0.061

Q

640.35

48

22

0

Y

0.32

0.060

R

637.20

75

18

0

N

0.39

0.060

S

677.35

25

28

0

Y

0.10

0.045

T

637.20

85

18

0

N

0.40

0.065

U

659.39

50

20

0

Y

0.39

0.062

V

657.73

41

18

0

Y

0.21

0.055

W

637.20

47

18

0

Y

0.16

0.054

X

655.84

77

24

0

N

0.39

0.062

Total
Capacity

Iterations

A

657.73

B

Condition

Table 7.18

x (s)

CT (s)

Optimisation results for the network in F ig u r e 7 .1 with the traffic
load in T a b le 7 .1 , all links constrained to 35 units except C -F
and F -C constrained to 20 and E -H and H -E constrained to 50
and a path hop variance of 0.
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Paths

Execution Time

Min.
Hop

Min.
Hop+1

Feasible
Initial
Conditions

175

16

2

Y

3.99

0.240

638.52

177

16

2

Y

3.56

0.237

C

637.20

164

18

0

Y

3.46

0.240

D

638.68

173

16

2

Y

3.66

0.235

E

663.69

172

17

1

Y

4.18

0.242

F

643.15

162

17

1

Y

3.56

0.239

G

618.71

150

16

2

Y

3.32

0.238

H

643.15

179

17

1

Y

3.79

0.237

I

618.71

163

16

2

Y

3.71

0.243

J

660.91

169

21

2

Y

3.77

0.241

K

651.80

177

17

1

Y

3.38

0.244

L

653.42

170

17

1

Y

3.63

0.239

M

618.71

174

16

2

Y

3.73

0.238

N

642.99

180

17

1

Y

3.60

0.238

O

641.03

155

18

1

Y

3.18

0.236

P

654.15

177

17

1

Y

3.83

0.233

Q

653.42

168

17

1

Y

4.00

0.247

R

629.14

172

16

2

Y

3.45

0.240

S

619.04

151

16

2

Y

3.39

0.242

T

667.27

160

18

0

Y

3.54

0.237

U

628.98

167

16

2

Y

3.86

0.241

V

629.14

167

16

2

Y

3.62

0.233

w

678.41

158

18

0

Y

3.53

0.237

X

620.33

166

16

2

Y

3.70

0.236

Total
Capacity

Iterations

A

629.87

B

Condition

Table 7.19

x (s)

a (s)

Optimisation results for the network in F ig u r e 7 .1 with the traffic
load in T a b le 7 .1 , all links constrained to 3 5 units except C-F
and F -C constrained to 2 0 and E -H and H -E constrained to 5 0
and a path hop variance of 1.

The results for minimum hop plus one paths in the initial path set are shown
in Table 7.19. These results are more consistent with the previous con
strained network results than those in Table 7.18. This suggests that the con
straints are less restricting when more paths are considered. This is indicated
by all initial conditions being feasible and most solutions requiring the mini
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mum number of paths. The best solution found was a minimum path solution
with a total network capacity of 618.71. The required link capacities for this
solution are shown in Figure 7.18 with the associated VP routes in
Table 7.21. This solution requires less capacity than the minimum hop solu
tion in Figure 7.17 and uses two minimum hop plus one paths as indicated in
Table 7.19. This result explains why the results in Table 7.18 were erratic
with the optimisation algorithm searching for an optimum without the neces
sary paths in the initial path set. This highlights the requirement for an effi
cient optimisation algorithm since the inclusion of non-minimum hop paths
can significantly increase the optimisation time. For the network considered
the additional paths made the solution time approximately 25 times longer.
Fortunately, using the developed constant time approximation the increase is
not a limiting factor with the average solution time being approximately 3.5
seconds.

Table 7.20

Commodity

VP Routes

A -H

A-D-E-H

H -A

H-E-D-A

A -J

A-D-G-J

J-A

J-G-D-A

A -1

A-D-G-I

I-A

I-G-D-A

B -J

B-E-H-J

J-B

J-H-E-B

B -1

B-D-G-I

I-B

I-G-D-B

B -F

B-D-C-F

F -B

F-C-D-B

E -1

E-H-G-I

I- E

I-G-H-E

E -F

E-H-G-F

F -E

F-G-H-E

VP routes for the network in Figure 7.17.
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Figure 7.17 Best minimum path solution found in Table 7.18.

Figure 7.18 Best minimum path solution found in Table 7.19.

The results in this section have shown that the developed optimisation algo
rithm was capable of finding acceptable solutions to the constrained net
works considered. The networks considered explored both the introduction
of a small number of active constraints as well as constraints on all links. It
also considered the case where the initial path set affected the results but pro
viding insufficient or limited options for the optimisation algorithm. This
condition was highlighted by erratic results using the limited path set.
Increasing the initial path set size showed this limitation with the algorithm
providing more consistent and better results. This also demonstrated the sealability of the algorithm to handle increased numbers of paths and hence net-
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work sizes for a single VSN. The next stage of testing is to determine the
performance of the algorithm when handling multiple VSNs.

Commodity

Table 7.21

7.4

VP Routes

A -H

A-D-E-H

H -A

H-E-D-A

A -J

A-D-E-H-J*

J-A

J-G-D-A

A -1

A-D-G-I

I-A

I-G-D-A

B -J

B-E-H-J

J-B

J-H-E-B

B -1

B-D-G-I

I- B

I-G-H-E-B*

B -F

B-D-G-F

F -B

F-G-D-B

E -1

E-H-G-I

I- E

I-G-H-E

E -F

E-H-G-F

F -E

F-G-H-E

H -C

H-E-D-C

C -H

C-D-E-H

VP routes for the network in Figure 7.18. An * indicates a
minimum hop plus one path.

Joint Optimisation of VSNs
In Section 6.6 the optimisation algorithm was extended to handle multiple
VSNs. Each VSN requires a set of VPs which are allocated the required
capacity on the links of the underlying network. While the traffic in each
VSN is modelled independently of the traffic in other VSNs, all VSNs com
pete for the same underlying network bandwidth. This requires a joint or
simultaneous optimisation of all VSNs to determine the best routing and
hence capacity allocation for each VSN. In this section the performance of
the algorithm when optimising multiple VSNs is examined.
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While each VSN can carry any type of traffic the performance testing of the
optimisation algorithm will be carried out using a CBR and VBR VSN. Only
two VSNs are considered to simplify the presentation and interpretation of
results. Since the algorithm treats multiple VSNs as one, but large appropri
ately scaled VSN, showing the algorithm works for two VSNs is sufficient to
show it will work for multiple VSNs. Using a VBR and CBR VSN will
examine the performance of the algorithm when optimising VPs using differ
ent traffic models.
The underlying network chosen for the multiple VSN is the one used in
Figure 7.1 which has been repeated in Figure 7.19. The traffic load for the
two VSNs is shown in Table 7.22 with the CBR and VBR traffic being serv
iced by the appropriate network. The commodities and traffic parameters
have been selected to provide a near symmetrical loading on the network for
each VSN with each VSN requiring approximately the same total capacity.
This loading implies the VSNs will require roughly the same amount of
capacity on each link.

Figure 7.19 Test network number 1 repeated from Figure 7.1.

The initial tests carried out on the network will consider the unconstrained
case which should produce the same results as optimising each VSN sepa
rately. The results from these tests will then be used for testing the con
strained case in a similar manner to the tests earned out in Section 7.3.
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VBR Parameters
Bi-directional
Commodity

Number of
Connections

Peak Rate

Burstiness

Bi-directional
Commodity

Erlangs

Peak Rate

C-J

300

1

6

A-H

20

3

A-J

200

3

5.5

A-J

10

1

A-I

200

10

20

A-I

30

5

B-J

300

1

14

B-J

20

2

B-I

400

2

10

B-I

25

1

B-F

150

6

4.75

B-F

22

2

E-I

400

1

1

E-F

20

7

E-F

500

5

8.8

H-C

40

2

H-C

250

1

8

E-I

30

1

Table 7.22

7.4.1

CBR Parameters

Traffic load for the two VSN test network.

Unconstrained Network
The network in Figure 7.19 with the load in Table 7.22 and no link con
straints was optimised using the VBR and CBR Constant Time approxima
tions. The results of the optimisation algorithm are shown in Table 7.23. The
optimisation was performed using a variety of VSN gradient weighting fac
tors (discussed in Section 6.6) and produced the same network capacities in
all cases. This is expected since there is no interaction between the VSNs in
an unconstrained network. Identical individual VSN capacities were also
produced when each VSN was independently optimised. This is also
expected and was used to check the implementation of the algorithm.
The two best local minima for the individual VSNs were found in the first
optimisation in Table 7.23. The required link bandwidths for the two VSNs
are shown in Figure 7.20 with the corresponding VP routes given in
Table 7.24. While the two VSNs do not use exactly the same links they tend
to concentrate traffic on a selected number of centralised links in the net
work. In both cases the central links, G-D and D-G are the most heavily uti
lised links requiring more than twice the capacity of any other link. An
exhaustive search, taking approximately 30 hours, found the global required
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network capacities of 8515.45 and 8883.24 for the VBR and CBR VSNs
respectively. Therefore the optimisation algorithm found the CBR global
minimum and was found to be within the top 0.004% of all minima for the
VBR network, requiring only 0.5% more network capacity. These results
provide further proof of the algorithm’s ability to find acceptable solutions.

N etw ork C apacity
L o ad in g S ch em e

Path
O rd erin g

R andom
W eighting

VBR
V SN

CBR
V SN

E x ecu tio n T im e
Total

x (s)

a (s)

E q u al P ath

G rad ien t

No

8557.67

8883.24

17440.91

0.61

0.040

E q u al P ath

G rad ien t

Yes

8804.69

8883.24

17687.93

0.61

0.041

E q u al P ath

A G radient

No

8557.67

8883.24

17440.91

0.63

0.042

E q u al P ath

A G radient

Yes

8713.18

8883.24

17596.42

0.59

0.049

L ink F req u en cy

G rad ien t

No

9197.96

9035.74

18233.70

0.66

0.038

L ink F re q u en c y

G ra d ie n t

Yes

8797.12

8917.22

17714.34

0.52

0.047

L ink F req u en cy

A G radient

No

8745.25

8883.24

17628.49

0.62

0.045

L in k F req u en cy

A G radient

Yes

8862.21

8883.24

17562.85

0.66

0 .044

Ave. L in k F req.

G rad ien t

No

9197.96

9035.74

18233.70

0.67

0.039

Ave. L in k F req.

G rad ien t

Yes

8743.89

8986.85

17730.74

0.57

0.041

Ave. L in k F req.

A G radient

No

8745.25

8883.24

17628.49

0.6 0

0.043

Ave. L in k F req.

A G radient

Yes

8862.21

8883.24

17562.85

0.63

0.042

Table 7.23

a)

Optimisation results using the VBR and CBR Constant Time
approximations for the network in Figure 7.1 with the two VSN
traffic load in Table 7.22.

b)

Figure 7.20 Required link bandwidth for the best local minimum found in

Table 7.23 for a) VBR VSN and b) CBR VSN.
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These results show that the optimisation algorithm can successfully optimise
multiple VSNs in an unconstrained network. As expected the results
obtained were also achieved when each VSN was individually optimised and
then superimposed on a common underlying network. The major test for the
optimisation algorithm is when the network is constrained. This is consid
ered in the next section and uses the results of this section to determine
appropriate link constraints.

VBR VSN
Commodity

VP Routes

Commodity

VP Routes

C -J

C-F-G-J

A -H

A-D-G-H

J-C

J-G-F-C

H -A

H-G-D-A

A -J

A-D-G-J

A -J

A-D-G-J

J-A

J-G-D-A

J-A

J-G-D-A

A -1

A-D-G-I

A -1

A-D-G-I

I-A

I-G-D-A

I-A

I-G-D-A

B -J

B-E-H-J

B -J

B-D-G-J

J-B

J-H-E-B

J-B

J-G-D-B

B -I

B-D-G-I

B -1

B-D-G-I

I- B

I-G-D-B

I-B

I-G-D-B

B -F

B-D-G-F

B -F

B-D-G-F

F -B

F-G-D-B

F -B

F-G-D-B

E -1

E-D-G-I

E -1

E-D-G-I

I-E

I-G-D-E

I- E

I-G-D-E

E -F

E-D-G-F

E -F

E-D-G-F

F -E

F-G-D-E

F -E

F-G-D-E

H -C

H-G-F-C

H -C

H-G-D-C

C -H

C-F-G-H

C -H

C-D-G-H

Table 7.24

7.4.2

CBR VSN

VP routes for VBR and CBR VSNs in Figure 7.20.

Constrained Network
The results in Figure 7.20 show that both VSNs heavily utilise links G-D and
D-G in the unconstrained network. The total capacity required across the
links C-Fy D-G and E-H is approximately 1500 units for either VSN. There-
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fore the total load is approximately 3000 for both VSNs across the links in
either direction. Assuming that more capacity will be required when con
straints are imposed, all links will be constrained to 1200 units. This will
ensure that feasible solutions exist while both VSNs will be constrained on
links G-D and D-G. Also, most of the capacity on the six central links, C-F H -E will be required. This should provide a good test for the joint network
optimisation.
The optimisation results for the constrained network are shown in Table 7.25,
using the same traffic load as the unconstrained network. The condition
labelling is identical to that used in Table 7.18. All conditions found a feasi
ble starting point and subsequently produced a feasible solution. The vari
ance in the number of iterations required corresponds to the loading
redistribution scheme used for finding a feasible initial condition. The high
iteration counts occur when load balancing is used for redistribution and
indicates that the constraints were active when finding the initial condition.
With all conditions using more than the minimum number of iterations (49)
the constraints were active in all optimisations. All conditions found solu
tions requiring similar capacities with some solutions requiring more paths
caused by the interaction between the starting point and the constraints. This
variability shows the capability of the optimisation algorithm for exploring
the solution space of the constrained network in search of feasible solutions.
The best local minimum was found in condition B in Table 7.25. The
required link capacities for the two VSNs are shown in Figure 7.21 with the
corresponding VP routes shown in Table 7.26. This solution is similar to the
unconstrained solution in Figure 7.20 except the load has been spread across
the central links to satisfy the link constraints. The VP routes in Table 7.26
show that the commodities use the same routes in both directions. This is
reflected in the symmetry of the required link capacities in both directions.
These features, along with the similarity to the unconstrained network, show
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that this is an acceptable solution for the constrained network and is probably
near the global minimum.

Network Capacity
Condition

Execution Time
Iterations

Paths

VBR
VSN

CBR
VSN

Total

A

9256.61

9029.04

18285.65

185

38

3.81

0.098

B

8715.19

9075.05

17790.24

55

36

1.31

0.103

C

8911.01

9304.30

18215.31

133

39

2.80

0.087

D

8717.40

9233.29

17950.69

60

36

1.22

0.088

E

8957.86

9546.41

18504.27

156

43

3.46

0.102

F

9398.28

9607.47

19005.75

64

48

1.48

0.099

G

8788.92

9275.50

18064.42

135

39

2.80

0.105

H

8911.38

9466.08

18377.46

54

43

0.69

0.082

I

9103.70

9132.38

18236.08

155

37

4.24

0.097

J

9069.52

9206.48

18276.00

67

38

1.30

0.091

K

8972.38

9394.84

18367.22

229

39

5.33

0.107

L

8797.12

9149.80

17946.92

52

36

1.10

0.090

M

8977.91

9208.67

18186.58

172

38

3.97

0.102

N

9131.54

9491.60

18623.14

52

42

0.53

0.092

O

9021.95

9528.07

18550.03

220

43

5.30

0.106

P

8865.54

9258.91

18124.46

50

40

1.16

0.108

Q

9103.70

9132.38

18236.08

155

37

4.16

0.109

R

9069.52

9206.48

18276.00

67

38

1.43

0.097

S

8972.38

9394.84

18367.22

229

39

5.21

0.103

T

8797.12

9149.80

17946.92

52

36

1.32

0.099

U

8977.91

9208.67

18186.58

172

38

3.97

0.103

V

9131.54

9491.60

18623.14

52

42

0.53

0.113

W

9021.95

9528.07

18550.03

220

43

5.30

0.109

X

8865.54

9258.91

18124.46

50

40

1.15

0.102

Table 7.25

x (s)

a (s)

Optimisation results using the VBR and CBR Constant Time
approximations for the network in Figure 7.1 with the two VSN
traffic load in Table 7.22, all links constrained to 1200 units and
a VSN weighting of unity for both.
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a)

b)

Figure 7.21 Required link bandwidth for the best local minimum found in
Table 7.25 for a) VBR VSN and b) CBR VSN.

V B R V SN

CBR VSN

C o m m o d ity

V P R outes

G radient

C om m odity

V P R outes

G rad ien t

C -J

C -F -I-J

0.67

A- H

A -D -E -H

12.86

J-C

J-I-F -C

0.67

H -A

H -E -D -A

12.86

A -J

A -D -G -J

2.08

A -J

A -D -G -J

4.33

J-A

J-G -D -A

2.08

J-A

J-G -D -A

4.33

A -1

A -D -G -I

2.74

A -1

A -C -F -I

21.65

I-A

I-G -D -A

2.74

I-A

I-F -C -A

21.65

B -J

B -E -H -J

0.78

B-. T

B -D -G -J

8.45

J- B

J-H -E -B

0.78

J- B

J-G -D -B

8.45

B - 1

B -D -G -I

0.68

B -1

B -D -G -I

4.03

I- B

I-G -D -B

0.68

I- B

I-G -D -B

4.03

B -F

B -D -G -F

4.74

B -F

B -D -C -F

8.14

F -B

F-G -D -B

4.74

F -B

F -C -D -B

8.14

E - 1

E -D -G -I

0.28

E -1

E -D -G -I

3.99

I-E

I-G -D -E

0.28

I-E

I-G -D -E

3.99

E -F

E -H -G -F

2.32

E -F

E -D -C -F

29.44

F -E

F -G -H -E

2.32

F -E

F -C -D -E

29.44

H -C

H -G -F -C

0.32

H -C

H -E -D -C

8.23

C -H

C -F -G -H

0.32

C -H

C -D -E -H

8.23

Table 7.26

VP routes for VBR and CBR VSNs in Figure 7.21.
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The two VSN solutions in Figure 7.21 show that VBR VSN dominates the
central links, G-D and D-G. This raises the question of what proportion of
the constrained links should each VSN be allocated. Included in Table 7.26 is
the gradient for each path which indicates that the CBR traffic flows gener
ally have a greater gradient than the VBR flows. Therefore, one would
assume that it is more important to optimise the CBR VSN than the VBR
VSN. The dominance of the central links by the VBR VSN appears to con
tradict the importance of the CBR traffic and the reliance on the central links
demonstrated in the unconstrained optimisation. This may be the result of an
inaccurate comparison between the VBR and CBR path gradients.
The results in Table 7.25 were obtained using a unity weighting for the gradi
ents of all VPs. To test the validity of the calculated gradients for comparison
between the VSNs the optimisations were repeated using different weight
ings between the VSNs. When the CBR was given a weighting twenty times
the VBR weighting exactly the same results as those in Table 7.25 were
achieved. This is expected since the CBR gradients are already the steepest.
When the weighting was reversed a new set of results was obtained and is
shown in Table 7.27. These results are generally worse than those in
Table 7.25 although some results are near the best result. This trend held for
a variety of weightings with the best result still being Condition B in
Table 7.25. From this it can be concluded that a direct comparison of the gra
dients is satisfactory for the cost functions being used. The steeper CBR
routes should generally be optimised first since they potentially provide the
greatest savings during the optimisation process. The fact that the CBR VSN
did not dominate the central links gives no indication to whether the solution
is near the global minimum. As the path gradients increase it becomes more
important for the load to be concentrated onto a few dominant links. A VSN
with lower gradients can afford to spread the load more evenly compared to
the higher gradient VSN. This effect is shown in Figure 7.21 with the CBR
VSN using less links and concentrating load onto the C-F and F-C links.
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Network Capacity
Condition

Execution Time
Iterations

Paths

VBR
VSN

CBR
VSN

Total

A

9313.76

9718.63

19032.40

143

54

3.88

0.110

B

9047.46

9455.47

18502.93

51

50

1.25

0.105

C

9300.06

9640.10

18940.16

105

48

2.75

0.097

D

8980.09

9323.89

18303.98

59

39

1.56

0.089

E

9173.63

9362.97

18536.60

153

43

3.42

0.105

F

9160.00

9632.58

18792.58

47

47

1.13

0.102

G

9009.04

9264.28

18273.32

123

36

2.81

0.104

H

8938.29

9428.20

18366.49

73

43

1.23

0.089

I

9154.86

9700.24

18855.10

137

53

3.12

0.095

J

9230.65

9274.53

18505.19

109

40

1.87

0.099

K

9015.52

9646.32

18661.84

221

44

5.02

0.101

L

8899.64

9420.87

18320.51

63

38

1.32

0.096

M

8872.55

9267.51

18140.06

168

39

3.84

0.097

N

9061.59

9132.38

18193.97

59

37

1.35

0.098

O

8911.01

9476.30

18387.31

218

39

4.59

0.105

P

8756.46

9229.85

17986.31

59

36

1.26

0.104

Q

9154.86

9700.24

18855.10

137

53

3.41

0.102

R

9230.65

9274.53

18505.19

109

40

1.72

0.105

S

9015.52

9646.32

18661.84

221

44

4.97

0.106

T

8899.64

9420.87

18320.51

63

38

1.27

0.096

U

8872.55

9267.51

18140.06

168

39

3.56

0.108

V

9061.59

9132.38

18193.97

59

37

1.20

0.103

W

8911.01

9266.47

18177.48

222

37

4.99

0.099

X

8756.46

9229.85

17986.31

59

36

1.27

0.101

Table 7.27

x (s)

a (s)

Optimisation results using the VBR and CBR Constant Time
approximations for the network in Figure 7.1 with the traffic
load in Table 7.22, all links constrained to 1000 units and VSN
weightings of 10 and 1 for the VBR and CBR VSN respectively.

Optimising the network with a larger initial path set did not result in a better
local minimum. Neither did optimising the two VSNs separately, with and
without links D-G and G-D, and combining the results. The latter tests were
carried out to determine if allowing one VSN exclusive access to the central
links would produce a better local minimum. A better solution was not found
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with many of the solutions being infeasible due to constraint violations on
other links. This emphasised the importance of being able to jointly optimise
the two VSNs at once. An exhaustive search was also infeasible since there
are approximately 9x10*1 possible local minima when considering minimum
hop paths only.
While the VSN weighting did not significantly change the performance of
the optimisation algorithm is does provide another useful technique for
exploring the constrained solution space. The more restricting the constraints
become the more difficult it is to find feasible solutions that require a mini
mal number of paths, as the results in Tables 7.25 and 7.27 show. The irregu
larity of the solution space may place these solutions at extremal points
difficult to find using the gradient based search. Reordering the paths during
flow reduction using VSN weighting provides a useful algorithm variation
for finding these solutions.
The results in this section have shown that the algorithm successfully opti
mised the multiple VSNs considered. This was achieved by considering the
joint optimisation of VSNs as the optimisation of a single VSN enabling
multiple VSNs to be considered. The results also showed the ability of the
algorithm to simultaneously handle traffic requiring different models and
highlighted the use of the VSN weighting factor for exploring the solution
space of such networks.

7.5

Conclusions
In this chapter the performance of the network optimisation algorithm, devel
oped in Chapter 6, has been examined. The results achieved show that the
one algorithm, in conjunction with a number of heuristics and options, can be
successfully used to find solutions to the network optimisation problems con
sidered. The networks considered include both constrained and uncon
strained, single and multiple VSNs, carrying CBR and VBR traffic.
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Acceptable solutions were found for each example network in a very short
amount of time considering the number of possible solutions.
The results also confirmed the effectiveness of the Constant Time approxi
mations developed in Chapter 5 for VBR and CBR traffic. Using these
approximations the optimisation algorithm was capable of finding acceptable
solutions in a fraction of the time taken by the models that were being
approximated. Also examined was the achievable gains from statistically
multiplexing VPs within the network. Whether the multiplexing is achieved
using one of the schemes discussed in Chapter 3, or through simple path con
catenation, there are still significant gains to be made and utilised using net
work optimisation tools such as the one developed in this thesis.
While it cannot be guaranteed that the optimisation algorithm will find
acceptable solutions to all networks, due to the complexity of the problem
considered, it has been demonstrated to perform successfully on a variety of
networks. Obviously, as the constraints become tighter and the solution space
becomes smaller, the algorithm may fail to find any solutions even though
they exist. However, the algorithm can still be used to examine such net
works and through use of the options and heuristics may be able to lead the
network designer to a feasible solution. This is the advantage of the fast solu
tion time provided by the path based approach in conjunction with the Con
stant Time approximations.
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8. Conclusions

8.1

Introduction
In this final chapter the conclusions reported in the proceeding chapters are
brought together. The general approach taken in this thesis is summarised in
Section 8.2, showing the progression through the two parts of the thesis. This
is followed by the major findings regarding the development of an optimisa
tion methodology for examining the design of a VSN based ATM network.
The chapter is concluded with a brief discussion of the VSN design issues
which can now be examined and possible enhancements to the optimisation
methodology.

8.2

Approach
Part 1 of this thesis began with an investigation of how an ATM network can
be used to support a B-ISDN. This led to the proposed Virtual Service Net
work concept [Anido 89] which enables multiple service types to be sup
ported through the use of multiple logical networks of VPs, called VSNs.
The B-ISDN is formed by overlaying the required VSNs onto an underlying
ATM network. With the VSN identified as a useful technique for managing
the resources of an ATM network, the investigation focused on identifying
how many VSNs are required and what VPs they require. A search of the lit

C o n c lu s io n s

200

erature identified that a complete answer was not available and the two prob
lems are interrelated and not separable. Therefore an appropriate model was
required which would allow the multiple VSN design problem to be exam
ined. This led to an investigation of the requirements of an appropriate model
which could be optimised to examine the design of VSNs. This investigation
concluded the first part of the thesis.
With the requirements of an appropriate VSN model identified, the second
part of the thesis was to address the development of a methodology to opti
mise this model and the subsequent investigation of the design of a VSN
based ATM. A search of the literature identified that the VSN optimisation
problem belongs to a class of very difficult problems and no methodologies
were currently available for solving such a problem. Therefore, to allow the
design of a VSN based ATM to be investigated an appropriate optimisation
methodology needed to be developed. Due to the complexity of the optimisa
tion problem, the development became the focus of the second part of the
thesis with the aim of providing a tool for a future study of a VSN based
ATM. This included development of network level models suitable for use in
an optimisation algorithm and the development of an algorithm which is
flexible enough to allow a variety of VSN scenarios to be examined in a prac
ticable time frame.

8.3

Major Findings
The major findings of this thesis are:

Virtual Path Merging
There is a need to merge VPs within a VSN to improve the utilisation of
resources through additional statistical multiplexing. This can be achieved in
a variety of ways and requires either VCI or VPI level switching. Additional
statistical multiplexing can be achieved without the need for switching using
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a technique we have called Virtual Path Grouping. This maintains the iden
tity of VPs and the simplified routing characteristics.
W hile VP Grouping maintains the simplified routing characteristics of indi
vidual VPs, statistical multiplexing of grouped VPs requires additional CAC
to be performed. This additional CAC removes the ability to admit connec
tions at the originating node of a multi-link VP on the assumption that all
link conditions are identical. A study of VBR traffic, under static cell level
statistical multiplexing, showed that it is possible to performed CAC at the
originating node of a merged VP and still achieve significant bandwidth sav
ings. This is achieved by limiting the range of connections admitted to all
concerned VPs.
Virtual Service Network Modelling
A VSN based ATM network will support a number of VSNs providing a
range of services. To enable the complete network to be designed a model is
required which allows the requirements of the VSN to be compared and allo
cated appropriate resources. The fundamental component of the resource
requirements of all VSNs is the bandwidth allocated to each VP within the
VSNs. Therefore, we have modelled the individual VSNs by the bandwidth
requirements of their VPs. This enables direct comparison of the VSNs when
vying for common resources and allows new services to be incorporated by
developing a new VP bandwidth requirement model. These models are
expected to exhibit “economy of scale” characteristics with services requir
ing less bandwidth per connection as the offered load increases.

Virtual Service Network Optimisation
The design problem for a VSN based ATM network can be modelled as the
optimisation of a set of a concave multicommodity flow problems with non
linear constraints. Such problems are very difficult to solve and are charac
terised by a large number of local minima. Therefore, a solution technique is
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required which allows the solution space to be explored multiple times in
search of an acceptable minima. This technique needs to work for a variety
of network models, numbers of VSNs and be scalable to large networks. We
have developed such a solution using a path based formulation of the Flow
Deviation technique, enhanced with appropriate heuristics and tailored to
solve the multiple VSN optimisation problem. This forms the basis of a opti
misation methodology which provides a powerful technique for exploring
the design of VSNs.
Network Level Traffic Modelling
The network level optimisation of telecommunications networks generally
involves the repeated solving of complex traffic models. This models may
also be non-continuous providing further complications when derivatives are
required. For the optimisation of VSNs the traffic models need to provide the
required VP capacity, first and second derivatives under a variety of changing
load conditions. Appropriate network level traffic models have been devel
oped for CBR and VBR traffic models by empirically fitting parametric func
tions to the complex traffic models. These approximations provide sufficient
accuracy to enable the network to be optimised in a fraction of the time,
when compared to the models they are approximating. Such approximations
are invaluable for realising the optimisation of large networks with multiple
VSNs.

8.4

Future Work
With an optimisation methodology now available there a number of areas
that can be examined regarding the design of a VSN based ATM network.
These include determining the number of VSNs, number of VPs, VP and VC
switching requirements and bandwidth allocation policies. Such examina
tions may require further enhancements to the optimisation methodology
now that the basis of the technique has be proven.

C o n c lu s io n s
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Enhancements to the optimisation methodology include the inclusion of var
iable link costs since all links are no identical. This enhancement will also
require the path hop based heuristics to modified to be based on link dis
tance. Both enhancements are straight forward and will not change the oper
ation of the algorithm. Another enhancement is to allow a fixed cost to be
included in the link cost model. This will require the VP gradients to be
replaced by the average cost function which includes both the capacity
requirement and fixed cost on each link.
Other enhancements include applying constraints to allow specific scenarios
to be examined. An example of this is examining the effect of requiring any
two uni-directional VPs joining common nodes in opposite directions to fol
low the same route. This is the same as modelling bi-directional VPs.
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Appendix A : The Zero Buffer
Approximation

A.1

Introduction
T h e z e r o b u ffe r a p p r o x im a tio n ( a ls o k n o w n as th e B in o m ia l M u ltis e r v e r A p p r o x i
m a t io n ) w a s fir s t d e v e lo p e d b y W e in s te in fo r a n a ly s in g fr a c tio n a l s p e e c h lo s s in
T A S I s y s t e m s [W e in s te in 7 8 ] . T h e a n a ly s is in v o lv e d u s in g a b ir th -d e a th p r o c e s s to
m o d e l th e c h a r a c te r is tic s o f a s e t o f h o m o g e n e o u s s o u r c e s . It h a s b e e n s h o w n
[H u g h e s 9 1 ] [ B a i o c c h i 9 1 ] th a t th e s a m e a p p r o x im a tio n c a n b e u s e d to p r o v id e a
s im p le e s t im a t io n o f th e c e ll l o s s p e r fo r m a n c e in A T M n e tw o r k s .

T h e s im p le h o m o g e n e o u s c a s e is p r e s e n te d first, b a s e d o n [H u g h e s 9 1 ] , w ith a d d i
tio n s to in c lu d e n o n u n ity c e ll r a te s a n d c a lc u la tio n o f th e s h a p e o f th e o u tp u t traffic
fr o m th e m o d e l m u litp le x e r . T h is m o d e l is th en e x p a n d e d to in c lu d e h e te r o g e n e o u s
in p u t tr a ffic.

A.2

Homogeneous Traffic
T h e s o u r c e s are a s s u m e d to b e id e n tic a l O N /O F F s o u r c e s as s h o w n in F ig u r e A . l .
T h e a v e r a g e c e l l s p e r t im e s lo t n o r m a lis e d to o n e w ith a d e te r m in is tic c e ll rate d u r
in g th e O N a n d O F F p e r io d s . T h is s e r v ic e tim e is d e te r m in is tic fo r A T M c e lls w ith
th e s e r v e r b e i n g c a p a b le o f s e r v ic in g u p to C c e ll s p e r tim e s lo t. S in c e n o b u ffe r in g
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is provided the first C cells arriving in a time slot are served and all other cells pro
duced during the time slot are lost.

^on
^“Off

◄------K
^ on

T > ff

Figure A.1 On/Off source model.
The burstiness of a source is defined as

(Eqn A.1)

b

where
%0j f

= mean OFF duration,

x on =

mean ON duration.

The probability of a source becoming active q is given by :
_
q~

Ton_____ P_
1+ P

(Eqn A.2)

The steady state probability that k sources are active is given by :
nk = ( f y q ^ N - k ) ( l - q )

= B(k, N, q)

(Eqn A.3)

where N = maximum number of sources.
With the average cell rate normalised to one the ON rate is given by :
l
4

(Eqn A.4)

r = -

since :
r ■X.
r = 1 =

T

on

+ X rf

(Eqn A.5)

off

The steady state probability of the number of cells generated in a time slot can be
obtained from the steady state source probability as follows :
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I nk/r, k / r = in t (k/r)
^

0,

(Eqn A.6)

otherwise

T h e u t ilis a t io n c a n b e c a lc u la t e d a s f o llo w s :

N- r

P=

l, k > c

s

PkPk>
Jfc = 0

where P* = 1 k
C’ " ' ~

(Eqn A.7)

T h e c e ll l o s s p r o b a b ility fo r a g iv e n se r v e r c a p a c ity C c a n b e c a lc u la te d u s in g
W e is t e in ’s fo r m u la :

N- r

c lp

(k -c ) ■Pk

I

average cells lost
average load

N- r

(Eqn A.8)

X k ’Pk

k=0

T h e s te a d y s ta te p r o b a b ility d istr ib u tio n o f th e n u m b e r o f c e lls se r v e d is :

N- r

tk

~

Y,Pk’ k =c
p k,

A.3

(Eqn A.9)

i=C

k<C

Heterogeneous Traffic
T h e m o d e l c a n b e e x p a n d e d to in c lu d e h e te r o g e n e u o s s o u r c e s w ith e a c h s o u r c e
b e in g r e p r e s e n te d b y a b in o m ia l d istrib u tio n . T h e s e d istr ib u tio n s are c o n s id e r e d to
b e in d e p e n d e n t a n d c a n b e c o n v o lv e d in to a s in g le s te a d y sta te d istr ib u tio n fo r th e
n u m b e r o f c e ll s p r o d u c e d in e a c h tim e slo t.

L et:

S = n u m b e r o f d iffe r e n t s o u r c e ty p e s ,

N i = n u m b e r o f s o u r c e s fo r s o u r c e ty p e i,

r, = o n r a te f o r s o u r c e i,

q t = p r o b a b ility o f a s o u r c e i b e in g a c tiv e .

216

T h e n s te a d y s ta te p r o b a b ility d istr ib u tio n fo r e a c h s o u r c e is:

(N; - i ) ( 1 -? ,.)

nik =

(Eqn A.10)

F r o m th is th e s te a d y s ta te p r o b a b ility o f th e n u m b e r o f c e l l s g e n e r a te d c a n b e
o b ta in e d fo r e a c h s o u r c e :

nit,r'
lk/r k/ri
Pik =

0,

= int(*/rP

(Eqn A.11)

otherwise

T h is c a n th e n b e c o n v o lv e d to o b ta in th e ste a d y s ta te c e ll g e n e r a tio n p r o b a b ility :

'

pk =

r\ ^ i

’

ri

X X
= o y2 = o

s

N s -rs

.....

X

P j f j r - p j , A-

js = o

wherc A =

1, £ y z= *
i =i

(Eqn A.12)

0, otherwise

F r o m th is th e u tilis a t io n , c e ll lo s s p r o b a b ility a n d s e r v e d c e ll d istr ib u tio n c a n b e c a l
c u la te d u s in g th e s a m e e q u a tio n s u s e d fo r th e h o m o g e n o u s c a s e .

