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O escoamento de soluções poliméricas em meios porosos está relacionado a muitas 
aplicações, como a recuperação avançada de petróleo (EOR). O desempenho da injeção de 
polímeros para EOR está relacionado às propriedades da solução polimérica e suas interações 
com o meio poroso. Estudos experimentais são fundamentais para prever o comportamento 
dessas soluções sob condições de EOR e melhorar tal técnica. Experimentos envolvendo 
soluções poliméricas e meios porosos são complexos e o desenvolvimento de modelos 
matemáticos pode auxiliar seus desenvolvimentos. O objetivo deste trabalho é investigar os 
mecanismos de transporte de soluções poliméricas através de meios porosos. Os fenômenos 
investigados são: volume poroso inacessível (IAPV), retenção hidrodinâmica, adsorção, 
redução da permeabilidade (RRF), viscosidade in-situ, dispersão, degradação mecânica e 
digitação viscosa miscível. Este trabalho também objetiva o desenvolvimento de um simulador 
focado no planejamento e análise experimentais. O trabalho é dividido em duas partes: 
modelagem e experimental. O simulador desenvolvido é capaz de representar o transporte 
de fluido, polímero e sal através de um meio poroso unidimensional. O simulador é uma 
modelagem de difusão hidráulica e convecção-reação-dispersão de componentes. Essas 
equações são acopladas a duas equações de transporte, para fluidos e espécies, e seis 
equações constitutivas, para fenômenos relacionados a polímero, fluido e escoamento. O 
modelo é resolvido pelo método das diferenças finitas e implementado no Matlab®. A 
validação do simulador é feita através de comparação com soluções analíticas e ajuste de 
histórico a um experimento relatado na literatura. O simulador é usado para o planejamento 
e análise dos experimentos. A parte experimental concentra-se em testes de injeção 
monofásicos em testemunhos de arenito sob diferentes velocidades de escoamento, 
concentrações de polímero e permeabilidades. Mecanismos físicos propostos na literatura são 
estendidos e novos são propostos para explicar as observações. O IAPV aumenta com a 
concentração do polímero, o que pode dever-se ao aumento da incompatibilidade de 
tamanho polímero-poro ou ao aumento da camada depletada, como corroborado pela 
redução da viscosidade reômetro-in-situ sem efeitos elongacionais. O IAPV diminui com o 
aumento da velocidade de escoamento, através da passagem forçada através das gargantas 
do poro induzida pelo fluxo, ou redução da camada depletada pelo alinhamento de cadeias. 
O IAPV do polímero aumenta com a redução da permeabilidade, o que leva à proposição de 
um critério de seleção e descarte para EOR. A adsorção do polímero em meio poroso fresco 
segue uma isoterma do tipo IV, enquanto os resultados de re-adsorção indicam uma do tipo 
I. O mecanismo de re-adsorção proposto pode estar relacionado à dessorção local de uma 
seção de cadeia polimérica e adsorção de moléculas livres. A retenção hidrodinâmica aumenta 
com a velocidade de escoamento até atingir um patamar, indicando que algum polímero 
retido pode ser liberado próximo a poços de injeção. Os resultados indicam que há retenção 
hidrodinâmica relevante sob altas taxas de escoamento e ela é intensificada por baixas 





resultados revelam que a estrutura da rede de poros é importante para o RRF e a viscosidade 
elongacional de polímeros. Os resultados indicam que a retenção hidrodinâmica pode ser tão 
influente quanto a adsorção no RRF. A degradação mecânica do polímero aumenta com a 
concentração do polímero, o que pode estar relacionado ao aumento do grau de interação 
entre as cadeias. A degradação mecânica diminui com o aumento da taxa de cisalhamento da 
medição, indicando uma degradação preferível nas cadeias maiores. A dispersão longitudinal 
do polímero é consideravelmente maior do que a do sal, o que aponta o tamanho molecular 
como importante nesta propriedade. A dispersão longitudinal aumenta com a concentração 
do polímero, o que pode estar relacionado ao aumento do emaranhamento das cadeias 
poliméricas. No contexto de transporte de polímeros através de meios porosos e aplicação da 
injeção de polímeros para EOR, a investigação integrada desenvolvida neste trabalho contribui 
principalmente para: o avanço de técnicas experimentais, a proposição de técnicas para 
melhoria da injeção de polímeros, e o entendimento dos fenômenos influenciadores no 
transporte de polímeros em meios porosos. 
Palavras Chave: Soluções poliméricas; Transporte em meios porosos; Recuperação avançada 
de petróleo; Adsorção; Retenção hidrodinâmica; Volume poroso inacessível; Redução da 






The flow of polymer solutions in porous media is related to many applications, one of them 
being enhanced oil recovery (EOR). The polymer flooding performance is directly related to 
the polymer solution properties and its interactions with the porous medium. Due to its 
complexity, experimental studies are key to predict the behavior of these solutions under EOR 
conditions and improve the technique. Experiments involving polymer solutions and porous 
media are complex and the development of mathematical models and simulators can help 
their development. The objective of this work is to investigate the transport mechanisms of 
polymer solutions through porous media. The investigated phenomena are: inaccessible pore 
volume (IAPV), retentions of reversible (hydrodynamic retention) and irreversible (adsorption) 
nature, permeability reduction (RRF), in-situ viscosity, dispersion, mechanical degradation, 
and miscible viscous fingering. This work also targets the development of a simulator focused 
on experimental planning and analysis. Therefore, this work is divided into two main parts: 
modeling, and experimental. The developed simulator is capable of representing the transport 
of fluid, polymer and salt through one-dimensional porous medium. The simulator is modelled 
by hydraulic diffusion, and advection-reaction-dispersion of components. These equations are 
coupled with two transport equations, for fluid and species transport, and six constitutive 
equations, for specific phenomena related to polymer, fluid, and flow. The model is solved by 
the finite difference method and implemented in a Matlab® algorithm. The simulator 
validation is done through comparison with simple analytical solutions first, and then by 
history matching an experiment reported in the literature. The simulator is used for the 
planning and analysis of experiments. The experimental studies focus on single-phase 
sandstone core flooding, and consider different conditions of flow velocity, polymer 
concentration, and core permeability. Physical mechanisms are extended from past literature 
or proposed to explain the experimental observations. The IAPV increases with polymer 
concentration, which may be related to increased polymer-pore size incompatibility, or 
depleted layer enlargement, as corroborated by the viscosity reduction from bulk to in-situ in 
the absence of elongational effects. The IAPV decreases with increasing flow velocity possibly 
through flow-induced forced passage through pore throats, or chain alignment-induced 
depleted layer reduction. Polymer IAPV increases with permeability reduction, which leads to 
the proposition of a screening criterion for EOR. Adsorption of polymer in fresh porous 
medium follows a type IV isotherm, while re-adsorption results indicate a type I isotherm. The 
proposed re-adsorption mechanism can be related to local polymer section desorption and 
adsorption of free molecules. Hydrodynamic retention increases with flow velocity until it 
reaches a plateau, which indicates that some trapped polymer can be liberated near injection 
wells during EOR. The results indicate that relevant polymer hydrodynamic retention takes 
place takes place under high flow rates and is intensified by low permeabilities, which indicate 
that hydrodynamic retention should not be neglected in EOR. The results indicate that the 





The results indicate that hydrodynamic retention may be as influential as adsorption in the 
RRF mechanism. Polymer mechanical degradation increases with polymer concentration, 
which may be related to increased degree of interaction between chains. Mechanical 
degradation decreases with increasing measurement shear rate, approaching Newtonian 
behavior, and indicating preferable degradation on larger chains. Polymer longitudinal 
dispersion is considerably higher than the salt one, which points the molecular size as an 
important agent on this property. Longitudinal dispersion increases with polymer 
concentration, which may be related to increased entanglement of polymer chains. In the 
context of polymer transport through porous media and the application of polymer flooding 
for EOR, the integrated investigation developed in this work mainly contributes to: the 
furthering of experimental techniques, the proposition of techniques to improve polymer 
flooding, and the understanding of the phenomena influencing polymer transport in porous 
media. 
Key Words: Polymer solutions, Transport in porous media, Enhanced oil recovery, Adsorption, 
Hydrodynamic retention, Inaccessible pore volume, Permeability reduction, In-situ viscosity, 
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LIST OF NOMENCLATURES 
Latin characters and expressions 
𝐴 - Area - 𝐿2𝑀0𝑇0Θ0𝑁0 
𝑨 - Coefficient matrix - - 
𝐴𝑏 - Absorbance or optical density - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑏 - Langmuir equilibrium constant - 𝐿3𝑀−1𝑇0Θ0𝑁0* 
𝐵𝑇 - Breakthrough instant in terms of injected pore volume - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑐 - Concentration - 𝐿−3𝑀1𝑇0Θ0𝑁0† 
𝑐̅ - Normalized concentration - 𝐿0𝑀0𝑇0Θ0𝑁0 
c* - 
Critical overlap concentration characteristic of the transition between 
dilute and semidilute concentration regimes 
- 𝐿−3𝑀1𝑇0Θ0𝑁0† 
c** - 
Critical overlap concentration characteristic of the transition between 
semidilute and concentrated concentration regimes 
- 𝐿−3𝑀1𝑇0Θ0𝑁0† 
𝑐𝑓 - Compressibility of the fluid - 𝐿1𝑀−1𝑇2Θ0𝑁0 
𝑐𝑡 - System total compressibility - 𝐿
1𝑀−1𝑇2Θ0𝑁0 
𝑐𝜙 - Compressibility of the formation - 𝐿1𝑀−1𝑇2Θ0𝑁0 
𝐶1 - 




Experimental exponent for the Ostwald-de Waele model including 
concentration effects 
- 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐶𝐴𝐹𝐴𝑍 - Empirical constant of the Al-Fariss-Al-Zahrani fluid model - 𝐿
3𝑀−1𝑇0Θ0𝑁0* 
𝐶𝐶  - Empirical tuning parameter of the Cannella in-situ shear rate model - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐶𝐶𝑍 - 
Experimental tuning parameter of the Chauveteau-Zaitoun in-situ shear 
rate model 
- 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐶𝐺1 - Experimental tuning constant of the Gogarty in-situ shear rate model - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐶𝐺2 - Experimental tuning exponent of the Gogarty in-situ shear rate model - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐶𝐺3 - 








Characteristic adsorption adjust exponent for the component i in the 
Langmuir-Freundlich adsorption model 
- 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐶𝑝 - 
Constant to prevent error when the observed data is close to zero in the 
AQD calculations 
- 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐶𝑝𝑒𝑟 - Permeability meter maker’s constant - - 
𝐶𝑆 - Variable correlated to the IAPV in the Stavland in-situ viscosity model - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑑 - Bulk density - 𝐿−3𝑀1𝑇0Θ0𝑁0 
𝒅 - Constant vector - - 
𝑑𝐻  - Degree of hydrolysis - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑑𝑝 - mean diameter of the particles forming the porous medium - 𝐿1𝑀0𝑇0Θ0𝑁0 
𝑑𝑖𝑓 - Relative difference - - 
𝐷 - Diffusion - 𝐿2𝑀0𝑇1Θ0𝑁0 
𝐷𝑒𝑔 - Relative degradation - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐸 - Effective viscosity ratio - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐸0 - Energy of activation - 𝐿
2𝑀1𝑇−2Θ0𝑁0 
𝑓𝑟𝑟,𝑖 - Reversible retention fraction for the component i - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐹𝐴𝑅 - Front advance rate (same as flow velocity or superficial velocity) - 𝐿1𝑀0𝑇−1Θ0𝑁0 
𝐹𝑅 - Retardation factor - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐹𝑅𝑅𝐹,𝑎𝑑𝑠 - Multiplication factor that correlates the polymer adsorption to the RRF - 𝐿
0𝑀0𝑇0Θ0𝑁0 
* – Is the inverse of the definition of concentration; † – The concentration is also reported throughout this work in terms of mass/mass (i.e., 







Multiplication factor that correlates the polymer hydrodynamic retention to 
the RRF 
- 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐹𝑉𝐹  - Viscous finger correction factor - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐺′ - Elasticity (or storage) modulus of the material - 𝐿−1𝑀1𝑇−2Θ0𝑁0 
𝐻 - Height - 𝐿1𝑀0𝑇0Θ0𝑁0 
𝐻𝐹 - Degree of heterogeneity factor - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐻𝑚 - Height of the permeability meter middle manometer - - 
𝐻𝑜𝑟 - Height of the permeability meter orifice manometer - - 
𝐼 - Intensity of radiation - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐼𝐴𝑃𝑉 - Inaccessible pore volume - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝐽𝑖 - Mass flux of component i per unit area - 𝐿
−2𝑀1𝑇0Θ0𝑁0 
𝐽𝑖
𝑎 - Advective mass flux of component i per unit area - 𝐿−2𝑀1𝑇0Θ0𝑁0 
𝐽𝑖
𝑑  - Diffusive mass flux of component i per unit area - 𝐿−2𝑀1𝑇0Θ0𝑁0 
𝐽𝜐 - Flow velocity, or apparent velocity, or Darcy velocity - 𝐿
1𝑀0𝑇−1Θ0𝑁0 
𝑘𝑓 - Absolute permeability - 𝐿2𝑀0𝑇0Θ0𝑁0 
𝑘𝑝ℎ - Effective permeability to phase ph - 𝐿2𝑀0𝑇0Θ0𝑁0 
𝐾 - Ostwald-de Waele fluid consistency index - 𝐿−1𝑀1𝑇𝑛−2Θ0𝑁0* 
𝐾𝐹  - Koval’s effective displacement factor - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝐾𝐿  - Longitudinal dispersion - 𝐿
2𝑀0𝑇1Θ0𝑁0 
𝐾𝑇 - Transversal dispersion - 𝐿
2𝑀0𝑇1Θ0𝑁0 
𝐿 - Length - 𝐿1𝑀0𝑇0Θ0𝑁0 
𝑚 - Mass - 𝐿0𝑀1𝑇0Θ0𝑁0 
𝑀 - Mobility ratio - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑀𝑤 - Molecular weight - 𝐿
0𝑀1𝑇0Θ0𝑁0 
𝑛 - Ostwald-de Waele fluid flow behavior index - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑛𝑜𝑏𝑠 - Number of observed data - - 
𝑁 - Injection number - - 
𝑁𝐴 - Avogrado number – 6.02214076x10
23 𝑚𝑜𝑙−1 - 𝐿0𝑀0𝑇0Θ0𝑁−1 
𝑁𝐴𝑇 - 
Number of polymer injections performed at the after test polymer sample 
collection step 
- - 
𝑁𝐷𝐸 - Deborah number - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑁𝐿𝐴 - Langmuir number - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑁𝑃𝐸  - Péclet number - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑁𝑅𝐸  - Reynolds number - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑂 - Error order - - 
𝑂𝑏𝑠 - Observed data - - 
𝑝 - Pressure - 𝐿−1𝑀1𝑇−2Θ0𝑁0 
𝑃𝑉 - Pore volume - 𝐿3𝑀0𝑇0Θ0𝑁0 
?̃? - Source (positive) or sink (negative) - - 
𝑄 - Volumetric flow rate - 𝐿3𝑀0𝑇−1Θ0𝑁0 
𝑄𝑜𝑟 - 
Calibrated orifice gas volumetric flow rate rating for the permeability 
meter 
- 𝐿3𝑀0𝑇−1Θ0𝑁0 
𝑅 - Radius - 𝐿1𝑀0𝑇0Θ0𝑁0 
?̅? - Gas constant – 8.3144598 𝐽 (𝑚𝑜𝑙 ∙ 𝐾)⁄  - 𝐿2𝑀1𝑇−2Θ−1𝑁−1 
𝑅2 - Coefficient of determination - - 
𝑅𝐻 - Polymer hydrodynamic radius - 𝐿
1𝑀0𝑇0Θ0𝑁0 
𝑅𝑝𝑜𝑟 - Average pore radius - 𝐿1𝑀0𝑇0Θ0𝑁0 
𝑅𝐹 - Resistance factor - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑅𝑅𝐹 - Residual resistance factor - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑠 - Saturation - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝑠𝑜𝑟 - Residual oil saturation - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑆𝑖𝑚 - Data obtained through simulation - - 
𝑡 - Time - 𝐿0𝑀0𝑇−1Θ0𝑁0 
𝑡𝑐 - Characteristic time of the fluid - 𝐿
0𝑀0𝑇−1Θ0𝑁0 





𝑇 - Temperature - 𝐿0𝑀0𝑇0Θ1𝑁0 
𝑇𝑜𝑙 - Tolerance related to the observed data - - 
𝑇𝑜𝑟 - Torque - 𝐿2𝑀1𝑇−2Θ0𝑁0 
𝑉 - Volume - 𝐿3𝑀0𝑇0Θ0𝑁0 
𝑉𝑅 - Viscosity ratio - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝑉𝑃𝐼 - Injected pore volume - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝒘 - Vector of unknowns - - 
𝑊 - Generic variable - - 
𝑋 - Generic variable - - 
𝑌 - Generic variable - - 
𝑍 - Generic variable - - 
𝑥 - Space - 𝐿1𝑀0𝑇0Θ0𝑁0 
𝑧 - Case in the sensitivity analysis - - 
Greek characters 
𝛼 - Dispersivity - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝛼𝑓  - System hydraulic diffusivity - 𝐿2𝑀0𝑇−1Θ0𝑁0 
𝛽 - Dispersion exponent - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝛽𝑓 - Fluid’s shear-concentration viscosity behavior index - 𝐿0𝑀0𝑇0Θ0𝑁0 
?̇? - Shear rate - 𝐿0𝑀0𝑇−1Θ0𝑁0 
?̇?0 - Maximum shear rate for the low shear rate Newtonian plateau - 𝐿
0𝑀0𝑇−1Θ0𝑁0 
?̇?∞ - Minimum shear rate for the high shear rate Newtonian plateau - 𝐿
0𝑀0𝑇−1Θ0𝑁0 
𝛤 - Retention - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝜀 - Molar attenuation coefficient or molar absorptivity - 𝐿2𝑀0𝑇0Θ0𝑁−1 
𝜂 - Apparent viscosity - 𝐿−1𝑀1𝑇−1Θ0𝑁0 
𝜂0 - Viscosity characteristic of the low shear rate Newtonian plateau - 𝐿
−1𝑀1𝑇−1Θ0𝑁0 
𝜂∞ - Viscosity characteristic of the high shear rate Newtonian plateau - 𝐿
−1𝑀1𝑇−1Θ0𝑁0 
𝜂𝑟𝑒𝑙 - Relative viscosity - 𝐿
0𝑀0𝑇0Θ0𝑁0 
𝜃 - Angle - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝜃𝑓  - Fluid relaxation time - 𝐿0𝑀0𝑇1Θ0𝑁0 
𝜆 - Mobility - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝜆1 - Fluid relaxation time - 𝐿
0𝑀0𝑇1Θ0𝑁0 
𝛬𝑎𝑑𝑠 - Adsorption rate constant - 𝐿
0𝑀0𝑇−1Θ0𝑁0 
𝛬𝑚𝑒 - Empirical mechanical entrapment constant - 𝐿
−1𝑀0𝑇0Θ0𝑁0 
𝜇 - Viscosity - 𝐿−1𝑀1𝑇−1Θ0𝑁0 
𝜌 - Specific mass - 𝐿−3𝑀1𝑇0Θ0𝑁0 
𝜎 - Uncertainty - - 
𝜏 - Shear stress - 𝐿−1𝑀1𝑇−2Θ0𝑁0 
?̅? - Tortuosity of the pore network - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝜏0 - Shear stress above which there is flow - 𝐿
−1𝑀1𝑇−2Θ0𝑁0 
𝜏1/2 - 
Shear stress in which the apparent viscosity is half of that characteristic 
of the Newtonian plateau 
- 𝐿−1𝑀1𝑇−2Θ0𝑁0 
𝜙 - Effective porosity - 𝐿0𝑀0𝑇0Θ0𝑁0 
𝜔 - Angular velocity - 𝐿0𝑀0𝑇−1Θ0𝑁0 
Superscripts 
𝑎𝑓𝑡𝑒𝑟 - After (polymer flush) 
𝑎𝑐𝑞 - Acquisition 
𝑏𝑎𝑠𝑒 - Base curve, injection, or sample 
𝑏𝑒𝑓𝑜𝑟𝑒 - Before (polymer flush) 
𝑏𝑒𝑠𝑡 - Best among the obtained values following an objective function 
𝐶ℎ𝑟𝑜𝑚𝑒𝑙𝑒𝑜𝑛 - Data associated with the Chromeleon® software 





𝑓𝑖𝑙𝑡 - Filtered variable 
𝑓𝑖𝑛𝑎𝑙 - Final 
𝑖𝑛 - Refers to the inlet face 
𝑖𝑛𝑖 - Initial 
𝑖𝑛𝑗 - Refer to the injected quantity 
𝑖𝑟𝑟𝑒𝑣 - Irreversible (retention) 
𝑘 - Current time step 
𝐿𝑎𝑏𝑉𝑖𝑒𝑤 - Data associated with the LabVIEW® software 
𝑙𝑜𝑠𝑠 - Loss (of viscosity) 
𝑚𝑎𝑥 - Maximum 
𝑚𝑒𝑎𝑠 - Measured variable 
𝑁 - Injection number 
𝑜𝑢𝑡 - Refers to the outlet face 
𝑜𝑣𝑒𝑟𝑎𝑙 - Overall (retention) 
𝑟𝑒𝑓 - Reference 
𝑟𝑒𝑣 - Reversible (retention) 
𝑠𝑎𝑡 - Saturated condition 
𝑠𝑡𝑒𝑝 - Step of variation of a given variable 
𝑠𝑦𝑛𝑐ℎ - Synchronization 
𝑡𝑎𝑟𝑔𝑒𝑡 - Target curve or injection 
Subscripts 
𝑤 - Water phase 
𝑜 - Oil phase 
𝑝 - Polymer component or polymeric solution 
𝑟 - Rock 
𝑠 - Salt component or brine 
𝑖 - Generic component 
𝑠𝑜𝑙𝑢 - Solution 
𝑠𝑜𝑙 - Solvent 
𝑚𝑎𝑥 - Maximum 
𝑠𝑎𝑡 - Denotes complete saturation 
𝑎𝑑𝑠 - Adsorption 
𝑚𝑒 - Mechanical entrapment 
𝑝𝑙𝑎𝑡𝑒 - Plate 
𝑒𝑥𝑡 - External 
𝑖𝑛𝑡 - Internal 
𝑖𝑠 - In-situ 
𝑏𝑢𝑙𝑘 - Bulk 
𝑚 - Molecular 
𝑎𝑣𝑔 - Average 
𝜐 - Reference to volume 
𝐷𝐼𝑆𝑃 - Displacing 
𝑑𝑖𝑠𝑝 - Displaced 
𝑓 - Refers to the fluid 
𝐷 - Dimensionless 
j - Current space step 
HD - Hydraulic diffusion equation 
ARD - Advection-reaction-dispersion equation 
nx - Number of grid cells 
nc - Number of components 
min - Minimum 
exp - Refer to data obtained experimentally 





𝑒𝑐 - Empty porosimeter chamber 
𝑐𝑐 - Porosimeter chamber with core inside 
𝑣𝑜𝑖𝑑 - Void (volume) 
𝑠𝑜𝑙𝑖𝑑𝑠 - Solids (volume) 
start - Start of the section considered for calculation 
end - End of the section considered for calculation 
dead - Dead (volume) 
ℎ𝑟 - Hydrodynamic retention 
𝑠𝑢𝑟 - Surface (area) 
Acronyms 
AA - Acrylic acid 
AM - Acrylamide 
AMPS - Acrylamide-methyl propane sulfonate (same as ATBS) 
AQD - Acceptable quadratic distance 
ATBS - Acrylamide-tertiary-butyl sulfonate (same as AMPS) 
API - American petroleum institute 
CMC - Carboxymethylcellulose 
CR - Constant rate 
DI - Deionized 
EOR - Enhanced oil recovery 
FAR - Front advance rate (same as flow velocity or superficial velocity) 
HEC - Hydroxyethylcellulose 
HMP - Hydrophobically modified polymers 
HPAM - Partially hydrolyzed polyacrylamide 
HPG - Hydroxypropyl guar gum 
HPLC - High-performance liquid chromatography 
HSSE - Health, safety, security, and environment 
IAPV - Inaccessible pore volume 
LCST - Lower critical solution temperature 
LD - Linear distance 
NALD - Normalized absolute linear distance 
NQD - Normalized quadratic distance 
NQDS - Normalized quadratic distance including signal 
nVP - N-vinyl-pyrrolidone 
PAM - Polyacrylamide 
PDE - Partial differential equation 
PV - Pore volume 
QD - Quadratic distance 
RAM - Random access memory 
RF - Resistance factor 
RRF - Residual resistance factor 
TDS - Total dissolved solids 
TVP - Thermoviscosifying polymers (also known as thermothickening or thermoassociative polymers) 
UHPLC - Ultra-high-performance liquid chromatography 
UV - Ultraviolet 
UV-vis - Ultraviolet-visible 
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The study of the flow of polymer solutions in porous media is related to many 
applications, such as enhanced oil recovery (EOR), filtration, polymer processing, gel 
permeation chromatography, and well drilling (Duda et al., 1983; Rodriguez et al., 1993). 
Polymer flooding is an EOR method based on the mobility control of the injected 
water. In this EOR method, water-soluble polymers are added to the injection water to 
increase its viscosity and reduce its effective permeability (Taber and Martin, 1983). According 
to Sheng (2011), the main mechanism for oil recovery associated with this method is the 
mobility control, i.e., the reduction of the mobility ratio between the displacing (polymer 
solution) and displaced (oil) fluids. According to Green and Willhite (1998), the cause of this 
reduction is the increase of water viscosity and decrease of its effective permeability. Due to 
these effects, sweep and displacement efficiencies are improved (Buckley and Leverett, 1942; 
Caudle and Witte, 1959), which gives the polymer flooding an advantage over the 
conventional waterflooding. When compared to conventional waterflooding, the polymer 
flooding results in an oil recovery anticipation (or acceleration) as well as water management 
improvement in the form of lower volumes of injected and produced water. 
In the scope of polymer flooding, Sorbie (1991) defines that there are two ways of 
improving the oil recovery: viscosity control, and heterogeneity control. The viscosity control 
is applicable in mostly homogeneous reservoirs containing high viscosity oils and aims to 
reduce the effects of viscous fingering. With the heterogeneity control the operator aims to 
reduce the effective permeability to water in high permeability channels contained inside 
heterogeneous reservoirs, therefore reducing the channeling effects. 
The viscosity of polymer solutions are dependent on the shear rate of the solution, 
as well as other factors. These solutions are named non-Newtonian fluids or, in the case of 
polymer solutions, shear thinning (pseudoplastic) solutions, as the viscosity decreases as the 
shear rate increases. However, when polymer flows through porous medium, its apparent 
viscosity is different than bulk viscosity, and flexible polymers may even exhibit a shear 
thickening behavior at high shear rates (Stavland et al., 2010) 
As Sorbie (1991) describes, polymer retention is a key parameter on applications 
of polymer solutions in porous media. This effect results in a reduction of the polymer 
concentration in solution, as well as a delay in the propagation of the polymer front. This 
phenomenon impacts indirectly in the viscosity of the solution, and is related to the reduction 





Another important property related to the transport of polymers in porous media 
is the inaccessible pore volume (IAPV). According to Sorbie (1991), the IAPV is the fraction of 
the porous volume in which there is no transport of polymer molecules. This effect results in 
a faster transport of polymer species than small molecules (e.g., solvent or salts) through the 
porous medium. 
During polymer flooding, the polymer solution is injected to displace oil that is 
more viscous and this polymer bank is in turn displaced by a less viscous water bank. According 
to Vishnudas and Chaudhuri (2017), this viscosity difference leads to an unfavorable 
displacement and causes viscous fingering in the displacing fronts, which affects polymer 
transport. Immiscible fingering issues in the oil-displacing polymer front, while miscible 
fingering is present in the water front that displaces the polymer bank. The miscible fingering 
is mitigated by polymer dispersion, which is the spreading of the concentration polymer 
during flow in porous media. According to Delgado (2007), the dispersion results from the 
molecular diffusion along with the macroscopic mixing resulting from small velocity 
differences within and between pores. 
Laboratory experiments are necessary to determine the key parameters of 
polymer transport through porous media. These core flooding experiments require complex 
instrumentation, as well as careful planning. One should acquire accurate profile and history 
data in order to determine the parameters involved in these experiments. These key 
parameters are fundamental to analyze and predict the behavior of polymer flow through 
porous medium and, therefore, are one of the key aspects related to the success of reservoir 
simulation models for history matching and decision-making. 
Mathematical models may auxiliate in the planning and analysis of these 
experiments. In general, models that involve the representation of the combined phenomena 
target by this work do not have analytical solutions and, therefore, require a numerical 
solution. Mathematical models are widely used in engineering for their capacity of describing 
phenomena is situations close to the reality. These models are important to make sensitivity 
analysis and behavior forecast feasible under a plethora of conditions. 
1.1 Motivation 
According to Pye (1964), polymer flooding gained interest in the 1950’s because 
of its capacity to increase the viscosity of water. It was known then that increasing the water 
viscosity during waterflooding would improve the sweep (Caudle and Witte, 1959) and 
displacement efficiencies (Buckley and Leverett, 1942). Early successful field pilots were 
reported in the 1960’s (Pye, 1964; Sandiford, 1964). Since then, the technology has advanced, 
and many successful cases of polymer flooding have been reported worldwide in both onshore 
(Al-Saadi et al., 2012; Delamaide et al., 2016, 2014a, 2014c; Hryc et al., 2013; Let et al., 2012; 





(Etebar, 1997; Kang et al., 2011; Morel et al., 2012, 2008; Zhou et al., 2007) reservoirs. Polymer 
flooding is especially promising for highly viscous oils (Delamaide et al., 2016, 2014c; Kang et 
al., 2011) or heterogeneous formations (Demin et al., 1996; He et al., 1998; Liu et al., 2007; 
Standnes and Skjevrak, 2014). 
The efficiency of polymer flooding for EOR is difficult to forecast due to the 
multiple phenomena related to the transport of polymers in porous media. Along with the 
technical challenges related to polymer injection in an oil reservoir, polymer flooding have 
intrinsic costs associated with it. However, due to the advantages of this process over 
conventional waterflooding, the total costs of a polymer flooding project may be lower than 
a waterflooding one. Pope (2007) reported that for the Daqing field, China, the polymer 
flooding costed US$ 6.60 per barrel of incremental oil compared to US$ 7.85 associated with 
waterflooding. 
According to Alboudwarej et al. (2006), the estimated world oil resources are 
between 9 and 13 trillion barrels, distributed according to Table 1.1. 
Table 1.1: Distribution of the world oil resources. 
Type 
Fraction of world 
resources * 
Relative density † Viscosity † 
Conventional oil 30% Higher than 22 °API Lower than 100 mPa·s 
Heavy oil 15% Between 10 and 22 °API Higher than 100 mPa·s 
Extra-heavy oil 25% Lower than 10 °API Between 100 and 10000 mPa·s 
Natural bitumen 30% Lower than 10 °API Higher than 10000 mPa·s 
* – According to Alboudwarej et al. (2006); † – Based on Meyer & Attanasi (2003). 
Saboorian-Jooybari et al. (2016) consider the EOR by polymer flooding feasible in 
oils with viscosities lower than 5400 mPa·s and relative densities higher than 11°API. 
Therefore, through this superficial analysis, it is possible to say that polymer flooding is 
feasible for conventional and heavy oils, i.e., about 45% of the world oil resources. This 
fraction corresponds to around 4.05 and 5.85 trillion of barrels. 
 





The success of the application of the polymer flooding for a specific field depends 
on studies in different areas. These studies determine whether this method is feasible for 
application in that specific case or not. In a simplified way, these areas are: 
 Screening: an initial step in the evaluation of a reservoir candidate to this type of EOR. 
This step is done with simple objective criteria based on field conditions and properties 
such as oil viscosity, reservoir rock permeability, among others; 
 Laboratory: an experiment-centered area that is focused on designing the polymeric 
solution (type of polymer, concentration, etc.) and measuring its properties (rheology, 
adsorption, etc.). This is a specific and important step for the application of chemical 
EOR, such as polymer flooding; 
 Simulation: focuses on the application of computational tools to predict the behavior 
of fluid flow in porous media in different scales and diverse conditions. On the 
reservoir scale, the simulation models enable the assessment of risks and selection of 
the best production strategy for full-scale production. In the case of polymer flooding, 
modeling is more complex than for conventional methods; 
 Field: regards the aspects related to field operations from pre-pilot to full field 
extension. For polymer flooding, the pilot is a crucial step in the implementation step. 
This work focuses on the laboratory and simulation areas related to polymer 
flooding. 
According to Pope (2007), laboratory experiments are essential to the success of 
a polymer flooding and should be performed in an early stage in the project evaluation. 
Delamaide (2014) stated that the pilot design should be based on laboratory and simulation 
data. More so, to perform accurate predictions of polymer flow through porous media, 
laboratory measured parameters must be inputted in simulation models and the phenomena 
related to it must be correctly modelled. 
To design a polymer solution for EOR and measure its properties, rheology, core 
flooding, and degradation experiments are required. More so, laboratory experiments can 
help the understanding of the mechanism acting in the observed phenomena, which can aid 
the improvement of the process and construct models that are more accurate. 
Experimental studies should benefit from literature survey and development of 
models that represent the phenomena to be studied and allow visualization of their relative 
importance. This way, it is possible to choose adequate instruments, as well as define a test 
protocol coherent with the target objectives. This is especially true for complex experiments 
such as core flooding. In this sense, a computational tool capable of simulating core flooding 
experiments can be valuable for experimental planning (e.g., reveal the order of magnitude 
or rate of variation of properties to be measured) and property determination (e.g., 






The primary objective of this thesis is to investigate the transport mechanisms of 
polymer flowing through a porous medium. The transport phenomena investigated are: 
inaccessible pore volume, reversible and irreversible retentions, permeability reduction, in-
situ viscosity, dispersion, and miscible viscous fingering. This study is divided into two parts: 
modeling and experimental. 
The modeling studies have the following objectives: 
 Verify and improve mathematical models to represent the aforementioned 
phenomena; 
 Develop a laboratory-scale simulator capable of representing the polymer flow 
through porous medium in a laboratory scale; 
 Apply the proposed simulator in the planning of the experimental studies; 
 Use the proposed simulator to determine multifactorial experimental properties. 
The experimental studies have the following objectives: 
 Develop laboratory methodologies and workbench capable of observing the transport 
phenomena aforementioned; 
 Investigate these key parameters under different conditions of polymer concentration, 
flow rate, and permeability; 
 Improve the understanding of the mechanisms associated with these key phenomena; 
 Associate the key observations to the improvement of enhanced oil recovery by 
polymer flooding. 
1.3 Note on Novelty 
This section aims to clarify the main contributions of this work to the state of the 
art. 
A one-dimensional simulator was developed in chapter 3. This simulator is able to 
represent polymer and tracer transport through porous media and accounts for the various 
polymer properties relevant for this kind of transport as well as miscible viscous fingering 
during unfavorable displacement. The author is unaware of a simulator capable of 
representing the miscible viscous fingering effects during polymer displacement through 
porous medium without a multidimensional grid. Therefore, the approach taken to represent 
this phenomenon in a one-dimensional grid is considered novel. 
This work presents experimental characterization studies of polymer IAPV, 





dispersion in porous media with varying flow velocity, permeability, and polymer 
concentration. The author is unaware of thorough studies on: 
 Adsorption versus permeability (section 4.3.4.2); 
 Hydrodynamic retention versus polymer concentration (section 4.3.5.2); 
 Polymer longitudinal dispersion versus polymer concentration (section 4.3.9.2); 
 Polymer longitudinal dispersion versus permeability (section 4.3.9.4); 
Nor conclusive works on: 
 Polymer inaccessible pore volume versus flow velocity (section 4.3.3.3); 
 Polymer re-adsorption (section 4.3.4.1.2); 
 Hydrodynamic retention versus permeability (section 4.3.5.3); 
 Permeability reduction versus flow velocity (section 4.3.6.3). 
Therefore, the author considers the experimental results in the aforementioned 
topics as novel. 
The workbench and experimental protocol developed in chapter 4 allows for 
measurements of reversible and irreversible retentions, IAPV, RRF, in-situ viscosity, 
mechanical degradation, and dispersion. To the author’s knowledge, there is no proposed 
experimental protocol capable of measuring all these properties in a single experiment. 
The methodology for the rheology-based estimation of the polymer IAPV 
proposed in section 4.2.3.2 is original, even though it did not issue good results in this work. 
The technical screening criterion proposed for polymer EOR based on the IAPV 
versus permeability behavior (section 4.3.3.4) is novel. 
In section 4.3.3.2, a new theory on the polymer concentration influence on IAPV 
is proposed. 
The findings on polymer adsorption and re-adsorption (section 4.3.4.1) are 
extensions on the theory proposed by Zhang and Seright (2014). 
Based on the results presented on section 4.3.5.1, the author proposes that 
liberation of hydrodynamic trapped polymer near the injection wells can represent an 
economic advantage in some EOR projects, which is novel. 
The study reported in section 4.3.5.4 reveals that, under certain conditions, 
hydrodynamic retention can represent a significant part of the overall retention. This result 
goes against the concept spread throughout classic literature, which considers hydrodynamic 
retention negligible (Sheng, 2011; Sorbie, 1991). 
The field study conducted on APPENDIX J regarding the application of an injection 
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1.4 Manuscript Organization 
This work is divided into 5 chapters. 
In Chapter 1, the theme is introduced, the motivation is defined and the objectives 
are named. 
Chapter 2 focuses on a literature review of the fundamental concepts related to 
polymer flooding. The factors that influence the flow of polymer solutions in porous media 
are discussed, as well as the practical screening criteria for polymer EOR. The key phenomena 
are presented along with their respective mathematical models (constitutive equations) and 
laboratory aspects. 
Chapter 3 is dedicated to the development of a custom simulator to represent 
single-phase polymer flow through porous media in the laboratory scale. The dimensional and 
dimensionless models are presented and a numerical solution is developed. The simulator is 
able to estimate the pressure and species concentration during flow through porous media. 
Also, that simulator is capable of representing effects of non-Newtonian viscosity, in-situ shear 
rate, heterogeneous media, component retention, permeability reduction, inaccessible pore 
volume, dispersion, and miscible viscous fingering. Finally, a sensitivity analysis considering 13 
input variables and a history matching of a literature-reported core flooding experiment are 
performed. 
Chapter 4 presents the experimental studies. The materials and methods are 
discussed in detail, as new methodologies are proposed. A total of 89 core flooding 
experiments, divided in 10 sets, are reported and their findings are discussed. The properties 
reported and discussed are: inaccessible pore volume, irreversible (adsorption in this case) 
and reversible (hydrodynamic) retentions, permeability reduction, bulk and in-situ viscosities, 
chemical and mechanical degradations, and dispersion. Correlations among the investigated 
properties are discussed as well as the implications of the findings on polymer EOR. 
Chapter 5 summarizes the main conclusions and defines suggestions to future 
work. 
APPENDIX A compiles the experimental results from the literature review. 
APPENDIX B presents the full dimensional mathematical model for the developed simulator, 
while APPENDIX C presents the dimensionless one. APPENDIX D presents the results of the 
sensitivity analysis performed with the developed simulator as well as their discussions. 
APPENDIX E shows the detailed description of the experimental methods. APPENDIX F 





measurements. APPENDIX G discusses the main experimental challenges face during this 
study. APPENDIX H presents the graphs of the measured data from which the experimental 
results were obtained. APPENDIX I compiles the values of all the experimental results. 
APPENDIX J reports polymer flooding studies with a commercial reservoir 
simulator in both core and field scales. These studies are performed to evaluate the economic 
feasibility to implement an injection scheme to reduce polymer adsorption during EOR. The 
core-scale simulations assess the correct representation of the phenomena, and the field-
scale evaluate the economic feasibility. The field-scale studies are comprised of deterministic 






This chapter focuses on the basic concepts regarding polymeric solutions, their 
flow through porous media, and their application in EOR. 
Initially, it is presented the recovery mechanisms acting during polymer flooding. 
Then, an analysis of the intervenient factors in the flow of polymers through porous media is 
addressed. Next, a review of the polymer types for EOR is presented. Following, the 
theoretical, experimental, and modeling aspects of retention, permeability reduction,  
non-Newtonian fluid rheology, rheology in porous media, inaccessible pore volume, 
dispersion, and viscous fingering are discussed. Finally, the transport equations related to the 
problem are presented. Note that the order of the phenomena presented in this chapter is 
intentional, as the understanding of some phenomena are necessary to the discussion of 
others. For example, permeability reduction is regarded as a consequence of polymer 
retention and, thus, the latter is discussed before the former. 
A literature review on polymer core flooding experiments is presented in 
APPENDIX A. 
2.1 Oil Recovery Mechanisms of Polymer Flooding 
During conventional waterflooding, a significant amount of oil may be left 
unrecovered because it is trapped by capillary forces or bypassed due to poor sweep 
efficiency. Polymer flooding is a method to improve sweep and displacement efficiencies, with 
its main mechanism being the mobility control (Green and Willhite, 1998; Sheng, 2011; Sorbie, 
1991), however the viscoelastic nature of some polymer may also enable a reduction on 
residual oil saturation (Boekhout, 2015). 
2.1.1 Mobility control 
The mobility ratio (𝑀) between displacing (e.g., water or polymeric solution) and 
displaced (e.g., oil) fluids is one of the key factors in evaluating the sweep efficiency of an oil 









 ( 2.1 ) 
Where λ, μ, and k are mobility, viscosity, and effective permeability respectively, 






According to Craig (1971), a favorable mobility ratio takes place when M ≤ 1, and 
M > 1 is considered unfavorable. Fluid displacement under unfavorable mobility ratio 
conditions leads to an unstable advance front and results in a phenomenon known as viscous 
fingering. The viscous fingering causes the displacing fluid to bypass the displaced one, which 
forms a preferential flow path. The addition of water-soluble polymers to the injection water 
results in enhancement of the water viscosity and reduction of its effective permeability 
(Taber and Martin, 1983), i.e., reduction of water mobility and water-oil mobility ratio. Figure 
2.1 shows the sweep efficiency improvement that polymer flooding causes over waterflooding 
when displacing oil. 
 
Figure 2.1: Oil displacement under unfavorable (water, left) and favorable (polymer solution, right) mobility ratios 
showcasing the sweep efficiency and formation of preferential flow paths (adapted from Sheng, 2012). 
One can see in Figure 2.1 that the waterflooding presents various pronounced 
viscous fingers. The waterflood resulted in an early breakthrough of the injected fluid and 
inefficient oil sweep efficiency. However, when observing the polymer flooding displacement, 
one can see that fingers are minimal, which improved the areal sweep efficiency. 
Furthermore, the breakthrough of the injected fluid was delayed during polymer flooding, 
anticipating the production of oil (Silva et al., 2007; Taber and Martin, 1983). 
Flow in heterogeneous or layered reservoirs can cause a phenomenon known as 
channeling. Channeling occurs when injected water bypasses oil by flowing through high 
permeability zones (Lawry, 1946). The mobility control mechanism characteristic of polymer 
flooding results in the correction of the advance front in channeling-induced flows. Figure 2.2 














Figure 2.2: Channeled advance front during oil displacement by water (left) and polymer solution (right) in a layered 
reservoir (adapted from Sorbie, 1991). 
2.1.2 Residual oil saturation reduction due to viscoelasticity 
As a polymer macromolecule flows through the tortuous channels of a porous 
medium, it is subject to various stresses. These stresses causes flexible polymer molecules to 
coil and stretch, exhibiting an elastic behavior (Boekhout, 2015). 
Some authors claim that, due to the elasticity of certain polymer, an improvement 
on microscopic displacement efficiency can be achieved and the polymer flooding is capable 
of reducing residual oil saturation when compared to waterflooding (Wang et al., 2001b, 
2000). 
Wang et al. (2007) performed flooding experiments in homogeneous cores using 
fluids of similar bulk viscosities. The authors concluded that the tests using polyacrylamide 
solutions achieved lower residual oil saturations than those performed with glycerin or 
xanthan gum solutions. The authors attributed the better performance of the polyacrylamide 
solutions to their viscoelastic properties, which are not presented on xanthan gum solutions 
nor glycerin (i.e., those are purely viscous fluids). Similarly, Veerabhadrappa et al. (2011) 
performed core-flooding experiments using hydrolyzed polyacrylamide solutions with similar 
viscosities and molecular weight, but different elasticities. Those authors obtained 
successively higher oil recovery factors the higher the elasticity of the injected polymer 
solution. Figure 2.3 exemplifies the observations of the reduction in residual oil saturation by 






Figure 2.3: Residual oil trapped in dead end pores (top) and by capillary forces (bottom) after waterflooding (left), 
glycerin flooding (center), and polyacrylamide flooding (right) (adapted from Wang et al., 2000). 
Urbissinova et al. (2010) evaluated the contribution of the viscoelastic property of 
polymers on oil recovery through core flooding experiments. Those authors concluded that 
the elastic component of the polymer behavior has a fundamental role not only in macro-scale 
sweep efficiency but also in microscopic displacement efficiency. Furthermore, they showed 
that the oil recovery could be improved by widening the molecular weight distribution of the 
polymer in solution without changing fluids viscosity, i.e., increasing the elastic behavior 
without changing the viscous one. 
According to Vermolen et al. (2014), the viscoelasticity of the polymer solution 
impacts on the residual oil saturation reduction. However, this decrease in residual oil 
saturation only took place when displacing low viscosity oil. For highly viscous oils, the 
injection of polymer solutions did not display any reduction in residual oil saturation. 
2.2 Limitations on the Application of Polymer Enhanced Oil Recovery 
Polymer are organic macromolecules that are subject of physical, chemical, and 
biological effects with diverse implications. These effects can result in modification or loss of 
properties relevant to their flow in porous media. This section aims to present an analysis of 
these factors as well as other factors that limit the application of polymer flooding. 
2.2.1 Water composition 
Salinity and hardness have a high impact on the viscosity of the polymeric solution, 





thus decreasing the solution viscosity (Delamaide, 2014). Additionally, the thermal 
degradation of polymers is dependent on the salinity and hardness of the solution (Saleh et 
al., 2014) and the presence of ferrous iron (Fe2+), or any free radical, can also degrade 
polymers in the presence of oxygen (Delamaide, 2014). If the divalent content and the 
temperature are high, partially hydrolyzed polyacrylamide (HPAM) can also precipitate 
(Moradi-Araghi and Doe, 1987). Therefore, Saboorian-Jooybari et al. (2016) suggest analyzing 
temperature alongside with water composition as a more significant criterion. 
According to Delamaide (2014), biopolymers are more resistant to salinity and 
hardness than polyacrylamides due to their more rigid structure. Sheng et al. (2015) also 
suggest biopolymers usage in highly saline reservoirs due to their superior resistant to salt. 
The copolymerization of polyacrylamides with acrylamide-methyl propane sulfonate (AMPS) 
can increase the salinity resistance of the polyacrylamides. Withal, HPAM-AMPS are still less 
resistant than xanthan (Delamaide, 2014). 
According to Sheng et al. (2015), formation water composition itself should not be 
a screening criterion. In practice, many polymer floods begin after an extensive waterflood. 
This way, the water composition in the reservoir just before the start of the polymer flooding 
should be used as a guideline. Fresh water pre-flush can help mitigate the effect of the salinity 
and hardness of the formation water in the injected polymer (Maitin and Volz, 1981). However 
this is not always the case (Boekhout, 2015). Maitin (1992) showed that a polymer bank 
prepared with fresh brine could effectively maintain its integrity (low divalent concentration) 
throughout a reservoir containing a high hardness formation water. Therefore, injection water 
composition is much more important than reservoir brine from a screening standpoint. 
2.2.2 Temperature 
The isolated consideration of temperature level is difficult because temperatures 
effects also depend on water composition (Delamaide, 2014). These effects are viscosity 
dependence and stability, which are highly dependent on the polymer type. 
Hydrolysis degradation of the polymer molecules limits the application of 
polyacrylamides in high temperatures. The water composition influences this degradation 
process, e.g., in the absence of divalent ions and oxygen, polyacrylamide solutions can remain 
stable at 120ºC (Seright et al., 2010), as opposed to a limit of 70ºC in the presence of divalent 
ions (Delamaide, 2014). Most of the HPAMs in the 1980s and 1990s were tolerant to hardness 
levels of up to hundreds of ppm. However, reports of modern polymers present tolerances up 
to several thousands of ppm (Saboorian-Jooybari et al., 2016). According to Saleh et al. (2014), 
associative polymers can increase the temperature resistance of HPAM. Polyacrylamides can 
be co- or terpolymerized with acrylamide-tertiary-butyl sulfonate (ATBS, also known as 
AMPS), and N-vinyl-pyrrolidone (nPV) to increase the temperature resistance, albeit they are 





reported that an HPAM copolymerized with AMPS and nVP remained stable for more than 
180 days at 120ºC in a very saline and hard brine (20% TDS). 
Bourdarot and Ghedan (2011) say that biopolymers can be used for more extreme 
conditions of high salinity and temperature when compared to polyacrylamides, even though 
their cost is much higher than synthetic polymers and they are highly biodegradable. 
According to Delamaide (2014), xanthan, scleroglucan, and schizophyllan exhibit good 
resistance to salinity and temperature. 
The temperature screening criteria can be extended further as new polymer 
technology evolves and is successfully tested (Boekhout, 2015). 
2.2.3 Oil viscosity 
Polymer flooding has been tested successfully in reservoirs with oils up to 10000 
mPa·s, albeit the process efficiency reduces as oil viscosity increases (Boekhout, 2015; 
Delamaide, 2014; Saboorian-Jooybari et al., 2016). For heavy oil reservoirs, the permeability 
should be high to enable a successful polymer flooding (Saleh et al., 2014). Horizontal wells 
and hydraulic fracturing technology allow the application of polymer flooding technique to 
heavy oil crudes (Saleh et al., 2014). Additionally, polymer flooding combined with hot water 
injection can extend the range of applicability regarding oil viscosity (Delamaide, 2014). 
Saboorian-Jooybari et al. (2016) believe that oil mobility is a better screening 
criterion than evaluating permeability and viscosity individually. That is because high 
permeability reservoirs containing heavy oil may be candidates for polymer flooding, but can 
be excluded in the screening stage due to the evaluation of viscosity independently. Similarly, 
individual permeability screening can exclude a light oil tight reservoir for polymer flooding, 
while it could be a good candidate. 
Polymer processes in offshore fields have been applied to higher oil viscosity 
conditions than most onshore cases, although in higher permeability formations (Kang et al., 
2016). 
2.2.4 Oil gravity 
Many authors consider the API gravity as a screening parameter (Al-Adasani and 
Bai, 2010; Carcoana, 1982; Dickson et al., 2010; Meyer et al., 2007; Taber and Martin, 1983). 
However, Sheng et al. (2015) do not consider the API gravity as a necessary criterion because 
the viscosity effects are more important than density for polymer flooding. Saboorian-
Jooybari et al. (2016) also highlight that oil API gravity is somewhat correlated with viscosity. 
Therefore it is a redundant criterion. This criterion is even less relevant for heavy oil reservoirs, 






2.2.5 Oil saturation 
Reduction of residual oil saturation can be achieved by increasing the capillary 
number by several orders of magnitude. According to Delamaide (2014), even though polymer 
increases the viscosity of the injected solution, sufficient increase of the capillary number is 
only feasible by interfacial tension reduction through the use of surfactants. However, some 
authors suggest that residual oil saturation can be reduced due to the viscoelastic properties 
of the polymer (Wang et al., 2001b, 2001a, 2000). According to Vermolen et al. (2014), this 
seems to occur only for light oils. Therefore, various authors consider that the critical 
screening factor is, in fact, the mobile oil saturation (Boekhout, 2015; Delamaide, 2014; Kang 
et al., 2016; Saboorian-Jooybari et al., 2016). 
Saboorian-Jooybari et al. (2016) highlight that the higher the mobile oil saturation 
at the start of an EOR process, the higher the success probability of that process. Wang et al. 
(2002) also point out that polymer flooding recovers considerably more oil in a secondary 
condition than in a tertiary stage. However, at early stages of reservoir production, the 
reservoir data is scarce, so an implementation of polymer flooding early in the reservoir 
production life is more prone to uncertainties and risks (Saboorian-Jooybari et al., 2016). 
2.2.6 Permeability 
Permeability is critical to polymer flooding applicability because polymers may not 
be able to flow through pore throats in low-permeability formations (Boekhout, 2015; Saleh 
et al., 2014). 
According to Delamaide et al. (2014), polymer flooding can be successfully applied 
in low permeability reservoirs. Saleh et al. (2014) reported several successful application of 
polymer flooding in reservoirs of permeability lower than 10 mD. That value is considered the 
lower limit for polymer flooding application by many authors (Bourdarot and Ghedan, 2011; 
Kang et al., 2016; Meyer et al., 2007; Taber and Martin, 1983). Among the successful low-
permeability polymer floods reported by Saleh et al. (2014), nine were applied in carbonates 
(Leveland, 0.6 mD; Mabee, 1.5 mD; Robertson, 1.54 mD; Harris, 3 mD; McElroy, 5 mD; C-Bar, 
6 mD; Slaughter, 6.02 mD; Fitts, 6.6 mD; and Stephens County Regular field, 9mD) and four 
were implemented in sandstones (So. Eunice/Langile Matrix, 1.3 mD; Spraberry Deep, 5.7 mD; 
Elaine, 6 mD; and Langile mattix, 7.2 mD). According to Saleh et al. (2014), polymer 
propagation through fractures and micro-fractures can explain the success of the polymer in 
low permeability carbonates. Unfortunately, the detailed design of the polymeric solution for 
those fields is not available. 
For heavy oils, a high permeability is needed to enable sufficient injectivity and 





According to Saboorian-Jooybari et al. (2016), studies have shown that polymer 
retention increases as the rock permeability decreases. That can be the result of mechanical 
entrapment and higher surface area per rock volume available for polymer adsorption when 
compared to a more permeable formation. 
Rellegadla et al. (2017) also highlighted that the high shear rates experienced by 
the polymers near to the wellbore in low permeability formations could lead to mechanical 
degradation. 
As stated in Section 2.2.3, oil mobility may be a better guideline than permeability 
or oil viscosity individually. 
2.2.7 Heterogeneity 
During the polymer flooding through a heterogeneous reservoir, the injected 
solution tends to flow through the more permeable layers or fractures, which can lead to a 
reduction in the volumetric sweep efficiency and early breakthrough (Saboorian-Jooybari et 
al., 2016; Saleh et al., 2014). Du and Guan (2004) reported that successful polymer floods had 
been performed in reservoirs with Dykstra-Parsons coefficients between 0.28 and 0.8. 
Polymer flooding can be feasible in single or multi-layered reservoirs. For thin 
mono-layer reservoirs, horizontal wells are the best option, while vertical wells are more 
suited for multi-layered formations (Delamaide, 2014) 
Polymer flooding in heavy oil fractured carbonates has not been tested in the field 
yet. 
2.2.8 Lithology 
Most polymer flooding projects have been carried out in sandstones because 
anionic polymers (e.g., HPAM) have high retention in carbonates due to the presence of 
calcium carbonate (CaCO3) (Boekhout, 2015; Kang et al., 2016; Saboorian-Jooybari et al., 
2016). Also, the matrix of carbonate rocks has low permeability. Therefore, high molecular 
weight polymer may not be able to sweep the oil from the matrix (Boekhout, 2015). However, 
there are several reports of successful polymer floods in carbonates, even those of low 
permeability, albeit all of those contained light oils (Manrique et al., 2007; Saleh et al., 2014; 
Standnes and Skjevrak, 2014). Even so, Saboorian-Jooybari et al. (2016) report that, in general, 
chemical methods in carbonates are less successful than in sandstones. 
The presence of clays and gypsums can also be a problem due to increased 
polymer adsorption and clay swelling (Delamaide, 2014; Rellegadla et al., 2017; Saboorian-
Jooybari et al., 2016). According to Delamaide (2014), the injection water must be compatible 






Some authors consider field depth as a redundant screening criterion due to its 
relationship with temperature (Boekhout, 2015; Saleh et al., 2014). Delamaide (2014) 
highlights that shallow reservoirs may have poor injectivity due to maximum injection 
pressure limitation, while Melo et al. (2017) showed that there were no injectivity problems 
on shallow onshore reservoirs. On the other hand, Saboorian-Jooybari et al. (2016) state that 
higher operational costs are associated with deep reservoirs, increasing the financial risks. 
Thus, from a technical screening point-of-view, depth does not act as a limitation. 
2.2.10 Considerations for offshore prospects 
There is a recent interest in using polymer flooding for offshore fields (Mogbo, 
2011; Raney et al., 2012; Urkedal et al., 2017; Zhou et al., 2008, 2007). According to Kang et 
al.(2011), polymer flooding technology has been proved in onshore applications, raising 
expectations of a high potential for offshore applications. However, additional challenges arise 
in offshore applications due to limited platform space, weight, and heat, as well as remote 
location, long well spacing, and HSSE concerns (Delamaide, 2014; Kang et al., 2016; Saboorian-
Jooybari et al., 2016; Saleh et al., 2014). 
Remote location makes it challenging to have low salinity water for solution 
preparation (Kang et al., 2016; Saboorian-Jooybari et al., 2016; Saleh et al., 2014). Additionally, 
weight, space, and heat limitations render thermal-based water desalination techniques hard 
to perform. Due to the remote location, a large storage capacity for the polymer is required, 
as disposal, recycling, or reinjection of the produced polymer solution are difficult (Kang et al., 
2016). That way, Kang et al. (2016) state that HPAM-AMPS, hydrophobically-associating 
polymers, and biopolymers are a better alternative than conventional HPAM for offshore 
applications. 
According to Kang et al. (2016), oils with a high acid number, frequent in offshore 
reservoirs, can form stable emulsions, and polymer addition tends to increase the emulsion 
stability and viscosity. The limited space and weight also makes it challenging to separate 
production fluids, especially considering emulsions and precipitations related to the polymer. 
Polymer flooding offshore has additional concerns regarding polymer stability. As 
stated by Kang et al. (2016), the subsurface system can lead to polymer mechanical 
degradation, and large well spacing requires the polymeric solution to be stable for long 
periods of time due to their extended residence time inside the reservoir. 
Polymer powder and biocide dispersed in the air also raise concerns on health, 
safety, security, and environmental (HSSE) aspects. Therefore, the handling of polymer and 





According to Saleh et al. (2014), to meet these challenges, polymers need to have 
high dissolution to water, high resistance to salinity and be environmentally friendly. 
Offshore reservoirs do not pose a limitation to the technical screening criteria. 
However, offshore polymer flooding projects will have many technical and financial 
challenges.  
2.2.11 Screening criteria for polymer flooding 
As shown throughout section 2.2, there are many intervenient factors related to 
the polymer solution behavior, its interactions during flow through porous media, and the 
implementation of a polymer flooding project. Therefore, arises the need of quantitative 
criteria to evaluate whether polymer flooding is a good candidate for a target reservoir or not, 
i.e., screening criteria. Many authors compiled a series of studies in order to establish simple 
screening criteria. Table 2.1 reports the criteria defined by many authors and their evolution 
throughout the years. 
It is worth noting that, as Taber et al. (1997) emphasizes, these criteria are never 
absolute. These criteria are established in order to show the interval for good candidates. 
However, an extreme factor or a composition of many unfavorable factors can lead to this 
method being discarded as a candidate. On the other hand, even though a reservoir may be 
within all the limits established by the criteria, this does not mean that implementation of 





Table 2.1: Literature review on screening criteria for polymer flooding. 
Author Oil viscosity Oil gravity 
Mobile oil 
saturation 




Chang (1978) < 200 mPa·s - > 10% Sandstone > 20 mD 
Avoid naturally 
fractured reservoirs 
< 93 ºC - 
Avoid shallow 
or very deep 
Carcoana (1982) 50 to 80 mPa·s 
13 to 35 
ºAPI 
> 50% Sandstone > 50 mD 
Avoid naturally 
fractured reservoirs 
< 80 ºC - < 2000 m 
Taber & Martin 
(1983) 
< 150 mPa·s > 25 ºAPI > 10% 
Sandstone and 
carbonate 
> 10 mD - < 93 ºC - < 2750 m 
Littman (1988) 5 to 50 mPa·s - High 
Low-clay 
sandstone 
> 0.5 mD 
Desirable vertical 
heterogeneity 
< 90 ºC Low 
Avoid shallow 
reservoirs 
Sorbie (1991) * < 70 mPa·s - - 
Low-clay 
sandstone 
> 20 mD Low < 95 ºC Not critical - 
Sorbie (1991) † < 20 mPa·s - - 
Low-clay 
sandstone 
> 20 mD 
Some heterogeneity, 
especially vertical 
< 95 ºC Not critical - 
Taber et al. (1997) 
10 to 150 
mPa·s 
> 15 ºAPI > 50% Sandstone > 10 mD - < 93 ºC Low < 2750 m 
Melo et al. (2002) < 100 mPa·s - > 20% 
Low-clay 
sandstone 
> 100 mD 
Low, without natural 
fractures 
< 80 ºC < 1% - 
Meyer et al. (2007) < 150 mPa·s > 15 ºAPI > 50% Sandstone > 10 mD - < 93 ºC - < 2750 m 
Al-Adasani & Bai 
(2010) ‡ 
0.4 to 4000 
mPa·s 
13 to 42.5 
ºAPI 
34 to 82% Sandstone 
1.8 to 5500 
mD 
- 23 to 114 ºC - 
210 to 2900 
m 
Dickson et al. 
(2010) 
10 to 1000 
mPa·s 
> 15 ºAPI > 30% - > 100 mD § - < 77 ºC < 0.3% § 
240 to 2750 
m 
Bourdarot & 
Ghedan (2011) ¶ 
water viscosity 
to 150 mPa·s 
> 15 ºAPI > 50% 
Sandstone and 
carbonate 
> 10 mD 
Avoid naturally 
fractured reservoirs 
< 93 ºC < 1% Not critical 
Delamaide (2014) # < 10000 mPa·s - > 30% 
Low-clay 
sandstone 
> 10 mD 
Avoid naturally 
fractured reservoirs 
< 135 ºC < 7% 
Avoid shallow 
reservoirs 
Saleh et al. (2014) < 130 mPa·s ** > 12º API > 21% 
Sandstone and 
carbonate 
> 0.6 mD - < 99 ºC - 
170 to 2860 
m 
Sheng et al. (2015) < 150 mPa·s Not critical > 10% 
Law-clay 
sandstone 
> 50 mD - < 93.3 ºC < 5% TDS Non-critical 
Kang et al. (2016) < 240 mPa·s 
> 15.2 
ºAPI 
> 0 Sandstone > 10 mD - < 85 ºC < 2% - 
Saboorian-Jooybari 
et al. (2016) †† 
< 5400 mPa·s > 11 ºAPI > 50% - > 1000 mD - < 65 ºC < 4.6% < 1600 m 
* – Viscosity control; † – Heterogeneity control; ‡ – Based on 53 field cases; § – Criteria for oil viscosity lower than 100 mPa·s: for more viscous oils, higher permeability formations and lower salinity are desirable; ¶ – Criteria for 





2.3 Polymer Types 
The industry and the academia have studied several different types of polymers 
for application in EOR. These polymers can be divided into two categories due to their 
production origin. Synthetically produced polymers are referred to as synthetic polymers, 
while polymers produced by living organisms and its derivatives are named biopolymers. 
According to Pu et al. (2017), synthetic polymers are available in large quantities, 
with customized properties (e.g., molecular weight), and at low prices. Owning to those 
advantages, this type of polymer is the most used in the field by the petroleum industry, and 
the HPAM is the more applied one (Pu et al., 2017). As Pu et al. (2017) reports, biopolymers 
are advantageous over synthetic polymers due to their eco-friendly nature and their superior 
chemical stability. However, this kind of polymer is often more expensive than their synthetic 
counterparts. The most used biopolymer in the petroleum industry is the xanthan gum (Kamal 
et al., 2015). 
This section presents a review on various polymer types focusing on their potential 
application in EOR. 
2.3.1 Polyacrylamide (PAM) 
The un-hydrolyzed polyacrylamide is a non-ionic polymer. According to Sheng 
(2011), the non-ionic polyacrylamide (PAM) has high adsorption in mineral surfaces, and so it 
is not used in EOR. However, polyacrylamide-based polymers are the most used type of 
polymer in EOR (Kamal et al., 2015). The chemical composition of the acrylamide monomer is 
presented in Figure 2.4. 
 
Figure 2.4: Chemical composition of the acrylamide (AM) monomer (adapted from Zaitoun et al., 2012). 
The structure of PAM is of a flexible chain, often referred to as random coil (Sorbie, 
1991). Due to this flexible nature, the polyacrylamide and modified polyacrylamides (e.g., 
partially hydrolyzed PAM) are very sensitive to dissolved ions in the solvent. This sensitivity is 
intensified for polymers that contain anions and/or cations (polyelectrolytes). The 





sensitivity to the dissolved ions when compared to a rigid polymer (e.g., xanthan gum). Figure 
2.5 presents a sketch of this chain conformation for flexible polymers. 
 
Figure 2.5: Polymer chain conformation according to solvent ionic strength for flexible polymers (adapted from Sorbie, 
1991). 
According to Atesok et al. (1988), hydrogen bonding between the amide group 
and the rock surface is the primary cause of PAM adsorption. Adsorption of PAM to the rock 
surface increases in the presence of calcium ions (Lee et al., 1989), non-ionic surfactants 
(Samoshina et al., 2003), and polymer concentration (Sorbie, 1991), and decreases with 
temperature increase (Wiśniewska, 2012). 
2.3.2 Partially hydrolyzed polyacrylamide (HPAM) 
Partially hydrolyzed polyacrylamide is an anionic flexible copolymer of acrylamide 
(AM) and acrylic acid (AA) as shown in Figure 2.6. 
 
Figure 2.6: Chemical structure of the HPAM, with acrylamide (left) and acrylate (right) monomers (adapted from Kamal et 
al., 2015). 
HPAM is the most used polymer for EOR projects (Sheng, 2011). 
Polyacrylamide is subject to hydrolysis at high temperatures and/or high pH. The 
hydrolysis of PAM results in the formation of an anionic backbone composed of a carboxylate 
(COO–) group. The degree of hydrolysis of an HPAM refers to the percentage of the acrylate 
groups in the polymer (Kamal et al., 2015). The negative charge of the carboxylate groups 
results in intermolecular repulsion (due to Coulomb forces), thus increasing the viscosity of 
the bulk solution when compared to PAM (Xu et al., 2011). However, if the degree of 
hydrolysis is too high, the strong interactions between carboxylate groups can lead to a 





HPAM behaves as a Newtonian fluid at low shear rates, shear-thinning fluid at mid 
shear rates, and shear-thickening fluid at high shear rates (Stavland et al., 2010). The shear 
thickening is related to the viscoelasticity of the HPAM solution due to its chain flexibility. The 
viscosity of an aqueous solution of HPAM is significantly affected by ionic strength due to 
charge shielding effect (Kamal et al., 2015). Temperature also reduces the viscosity of HPAM 
solutions (Ghannam and Esmail, 1998). Interactions with ionic surfactants can also be adverse 
for HPAM solution viscosity due to charge shielding (Methemitis et al., 1986; Xin et al., 2008). 
Depending on the degree of hydrolysis, the concentration of divalent ions and the 
temperature, polymer precipitation can occur (Moradi-Araghi and Doe, 1987). 
Although HPAM is less sensitive to shear degradation than PAM, it is still very 
susceptible to shearing due to its flexible chain (Kamal et al., 2015). 
HPAM adsorbs to the rock surface through hydrogen bonding. However, 
electrostatic repulsion forces due to the anionic nature of the HPAM predominate over the 
hydrogen bonding. For non-ionic PAM, electrostatic forces are unimportant. Therefore 
hydrogen bonding dominates (Atesok et al., 1988). The electrostatic repulsion results in lower 
HPAM adsorption in sandstone when compared to PAM. However, HPAM adsorption is very 
high in carbonates due to the strong interaction between Ca2+ and COO– (Kamal et al., 2015). 
Salinity increases HPAM adsorption while temperature decreases it. The HPAM chain reduces 
its size in the presence of salt (Lecourtier et al., 1990), and the negative charges in the rock 
surface increase as temperature increases (Sheng, 2011). Concentration also significantly 
increases HPAM adsorption (Zhang and Seright, 2014). 
2.3.3 Copolymer of acrylamide and acrylamide tertiary butyl sulfonic acid (AM-ATBS) 
The copolymerization of AM with acrylamide tertiary butyl sulfonic acid (ATBS, 
also known as 2-acrylamide-2-methylpropane sulfonic acid, AMPS), leads to an anionic 
polymer with good thermal stability and salinity resistance (Kamal et al., 2015; Zaitoun et al., 
2012). The chemical structure of the AM-ATBS copolymer is shown in Figure 2.7. 
 
Figure 2.7: Chemical structure of the AM-ATBS, with acrylamide (left) and 2-acrylamide-2-methylpropane sulfonic acid 





ATBS monomers are more expensive than AM monomers and have lower 
viscosifying power than the AM (Kamal et al., 2015). The inclusion of ATBS monomers into 
PAM-based polymers improves the solubility of the polymer in brines (Rashidi et al., 2010). 
Polymers with high ATBS content are less prone to precipitation at elevated 
temperatures, and hard brines than the PAMs with low or no ATBS content (Moradi-Araghi et 
al., 1987). Natural hydrolysis of ATBS monomers is slower than AM ones, i.e., the higher the 
ATBS content of a copolymer, the more resistant this polymer is to thermal degradation 
(Dexter and Ryles, 1989). ATBS copolymers are more shear stable than PAM or HPAM due to 
its increased rigidity (Zaitoun et al., 2012). 
Adsorption of AM-ATBS in sandstones is an inverse function of pH, an increasing 
function of salinity, and temperature has little impact (Hollander et al., 1981). Carbonate 
materials cause high adsorption of anionic ATBS copolymers because of the surface charge of 
carbonates, i.e., mostly positive as opposed to the negative charges in sandstones (Celik et al., 
1991). Additionally, adsorption behavior regarding temperature, pH, and salinity is different 
for carbonates when compared to sandstones (Kamal et al., 2015). 
2.3.4 Copolymer of acrylamide and n-vinylpyrrolidone (AM-nVP) 
The copolymerization of AM n-vinylpyrrolidone (nVP) leads to a nonionic polymer 
with very good thermal stability (Kamal et al., 2015; Zaitoun et al., 2012). The chemical 
structure of the AM-nVP copolymer is shown in Figure 2.8. 
 
Figure 2.8: Chemical structure of the AM-nVP, with acrylamide (left) and n-vinylpyrrolidone (right) monomers (adapted 
from Kamal et al., 2015 and Zaitoun et al., 2012). 
Doe et al. (1987) found that copolymers of AM and nVP have excellent thermal 
stability in hard brines. Also, the shear stability of copolymers containing nVP is improved due 
to the rigidity of the nVP monomer (Zaitoun et al., 2012). However, nVP monomers are 
significantly more expensive than PAM (Doe et al., 1987), they are not good viscosifyers (Bock 
et al., 1987; Doe et al., 1987), and they have high adsorption on rock (Bock et al., 1987). 
2.3.5 Other copolymers of acrylamide 
Several monomers can improve PAM performance in the perspective of EOR. 
Investigators studied co- ter- and tetrapolymers with various monomers to enhance thermal 
stability (X.-J. Liu et al., 2012; Sabhapondit et al., 2003; Shepitka et al., 1983; Ye et al., 2012), 





2012), alkali resistance (Kotsuchibashi et al., 2013), shear resistance (Liu et al., 2012; Ye et al., 
2012) injectivity (Kotsuchibashi et al., 2013; Uhl et al., 1995), solubility (Liu et al., 2012), and 
adsorption reduction (Khune et al., 1985; Kotsuchibashi et al., 2013). However, the addition 
of such monomers often results in setbacks other than the price increase, such as reduction 
of shear stability (Khune et al., 1985), incompatibility with alkalis (Uhl et al., 1995), lower 
permeability reduction (i.e., lower RRF) (Kotsuchibashi et al., 2013), and increase of retention 
(Khune et al., 1985). 
2.3.6 Hydrophobically modified polymers (HMP) 
According to Berret et al. (2003), hydrophobically modified polymers (HMP) are 
polymers chemically modified by inclusion of short hydrophobic groups (hydrophobes) along 
the backbone. The same authors explain that HMP can be divided into two groups: side-chain 
associative polymers, and telechelic associative polymers. In the side-chain associative 
polymers, the hydrophobes are attached to the backbone directly or through a spacer. In the 
telechelic associative polymers, only the extremities of the polymeric chain contain 
hydrophobes. Figure 2.9 illustrates the two groups of HMP. 
 
Figure 2.9: The two types of hydrophobically associating polymers (adapted from Berret et al., 2003). 
There are a plethora of hydrophobic monomers used in HMPs (Kamal et al., 2015). 
As Berret et al. (2003) define, the hydrophobes of different molecules connect 
itself in aqueous solution, forming aggregates similar to surfactant micelles. The same authors 
state that, above a critical concentration, the HMP solutions behave as gels with higher 
viscosities than unmodified polymers with similar molecular weight and at the same 
concentration. The presence of longer hydrophobic chain length improves the solution 
viscosity (Niu et al., 2001). An increase in the hydrophobic monomer content increases the 
viscosity of the solution up to a certain point, from which it starts to decrease (Zhong et al., 
2009). The distribution of the hydrophobes in the polymer chain also influences the viscosity 
behavior (Hill et al., 1993). Polymers with a more blocky microstructure result in more viscous 
solutions (Volpert et al., 1998). 
As Zhong et al. (2009) reports, increasing the salinity of an HMP solution may result 





increase in viscosity is linked with reinforced intermolecular associations caused by the 
increased solution polarity, while the viscosity reduction occurs because the hydrophobic 
microstructures become more compact, thus reducing intermolecular associations. Zhong et 
al. (2009) and Lai et al. (2013) reported similar behavior regarding the temperature, i.e., 
viscosity increases up to a certain temperature, and then the viscosity starts to decrease with 
temperature rise. As Lai et al. (2013) explain, the viscosity increase is related to intermolecular 
hydrophobic associations strengthening at low temperatures, while the viscosity reduction is 
explained by the instability of the intermolecular interactions at high temperatures. 
HMP polymers are more shear stable than conventional polyacrylamides (Lijian 
and Biao, 1995). 
HMP experiences multilayered adsorption in rock surface, i.e., there are a few 
molecules adsorbed to the rock surface, and others are trapped due to hydrophobic 
interactions with the adsorbed polymers (E. Volpert et al., 1998). As opposed to non-
associative polymers, HMP adsorption isotherm does not reach a plateau in the 
concentrations used for EOR, which results in much higher adsorption than non-associative 
polymers, especially for high polymer concentrations (Argillier et al., 1996; E. Volpert et al., 
1998). 
2.3.7 Termoviscosifying polymers (TVP) 
As Hourdet et al. (1994) explain, thermoviscosifying polymers (TVP, also known as 
thermothickening or thermoassociative polymers), are composed by a water-soluble 
backbone that contains some hydrophobic side-chains (or block regions). If considered 
individually, the side-chains are soluble in water at room temperature, but they precipitate 
upon heating, i.e., the side-chains exhibit a lower critical solution temperature (LCST). The 
same authors explain that, upon heating to the LCST, the side-chains of the TVP start to form 
aggregates. However, precipitation does not occur since the backbone is soluble. These 
aggregates act as crosslinks between the polymeric chains, thus increasing the viscosity.  
Figure 2.10 presents the structure and the thermoviscosifying mechanism of the TVPs. 
 
Figure 2.10: Structure of the thermoviscosifying polymers and the mechanism of viscosification upon heating above the 





There is an optimum salinity and temperature to maximize the viscosity of TVP 
solutions (Hourdet et al., 1994; L’Alloret et al., 1995; Ma et al., 2005). Other external 
parameters influence the rheology of TVPs, such as pH and polymer concentration (Hourdet 
et al., 1994; Ma et al., 2005). The charge density of the backbone, molecular weight, and LCST 
side-chains density are internal parameters that also influence solution viscosity of TVPs 
(Kamal et al., 2015; Ma et al., 2005; Petit et al., 2007). 
2.3.8 Cationic polymers 
The cationic polymer is a broad term used for polymers that have positively 
charged molecules in solution. This terminology can be applied to synthetic and biopolymers. 
However, only cationic polyacrylamides have been studied from EOR perspective, such as 
methacrylamide propyl trimethyl ammonium chloride monomer, shown in Figure 2.11. 
 
Figure 2.11: Chemical structure of the methacrylamide propyl trimethyl ammonium chloride, a synthetic cationic 
monomer (adapted from Fernandez, 2005). 
Rheological behavior of cationic polyacrylamides is similar to that of anionic 
polyacrylamides, such as HPAM (Koteeswaran, 2017). Some cationic polymers can exhibit 
improved thermal stability when compared to PAM (Fernandez, 2005). Due to electrostatic 
forces, cationic polymers have more affinity to negatively charged surfaces (e.g., sandstone), 
and less affinity to positively charged ones (e.g., carbonate) (Esumi and Matsui, 1993). 
Therefore, cationic polymers are expected to adsorb less than anionic polymers in positively 
charged rocks, but more in negatively charged ones. 
2.3.9 Biopolymer xanthan gum 
According to Sorbie (1991), xanthan gum is a polysaccharide produced by the 
bacteria Xanthomonas campestris. Xanthan gum is the most commonly used biopolymer in 
the petroleum industry (Sorbie, 1991), but it is also widely used in food, pharmaceutical, 
cosmetics, paint, and textile industries (Pu et al., 2017). According to Sorbie (1991), there are 
different strains of Xanthomonas campestris which can produce slightly different xanthan 
polymers. The basic structure of the xanthan is composed of three carbohydrates: mannose, 
glucose, and glucuronic acid (Pu et al., 2017). However, acetate and pyruvate may also be 







Figure 2.12: Chemical structure of the xanthan gum (adapted from Sorbie, 1991 and Philips et al., 1985). 
Moorhouse et al. (1977) proposed a helical structure for the xanthan molecule, 
which is often referred as a rod-like structure. This structure makes the xanthan a rigid 
polymer, and confers superior resistance to mechanical degradation and makes this polymer 
less sensitive to brine salinity and hardness (Abidin et al., 2012; Kamal et al., 2015; Pu et al., 
2017). 
According to Sheng (2011), xanthan solution viscosity in deionized water is 
generally lower than PAM-based polymers of same molecular weight and concentration. The 
same author states that this situation inverts in brines, i.e., xanthan solutions in brine exhibit 
higher viscosity than PAM-based polymers. Xanthan solutions also do not display the viscosity 
increase at high shear rates due to chain elongation effects observed for flexible polymers 
(e.g., HPAM). 
Xanthan gum has an ordered (double helix) and a disordered (coil) structure. The 
ordered structure confers the superior properties of this polymer. Therefore, this is a key 
parameter. The structure of the xanthan tends to the disordered configuration at high 
temperatures and low salinities. For example, the study of Lund et al. (1990) revealed that 
solution of xanthan in a 5 g/L NaCl brine has this ordered-disordered transition at about 90ºC. 
Therefore, Lund et al. (1990) observed that xanthan was stable at 90ºC in brines of salinity 
higher than 5 g/L of NaCl. 
Xanthan gum adsorption on limestone is caused by electrostatic attraction 
between the rock surface (positive charge) and the pyruvate (negative charge). This 
adsorption increases with decreasing pH, decreasing temperature, and increasing salinity 
(Celik et al., 1991). In sandstone, adsorption of xanthan is caused by hydrogen bonding. 





adsorption in sands increases at high salinities (Lee et al., 1989). Xanthan adsorption is lower 
than HPAM adsorption (Kamal et al., 2015). 
The main advantages of xanthan gum, when compared to HPAM, are viscosity 
tolerance to salinity and temperature, shear and thermal stability, and eco-friendliness (Pu et 
al., 2017). Disadvantages are high cost, biological and oxidative degradations, and injectivity 
problems due to cellular debris left from the manufacturing process (Kamal et al., 2015; Pu et 
al., 2017). 
2.3.10 Other biopolymers 
Other biopolymers with diverse characteristics have been studied for EOR 
applications. Their application in polymer flooding is much less significant than xanthan gum 
and therefore are not discussed in detail. 
According to Lopes et al. (1994), the welan gum is a bacterial anionic 
polysaccharide that assumes a three-fold double helical conformation in solution. The solution 
of this polymer is shear thinning and viscoelastic, presenting a superior viscosifying power 
when compared to xanthan gum (Xu et al., 2014). However, welan gum solutions are very 
sensitive to salinity (Pu et al., 2017). 
Thombare et al. (2016) reports that guar gum is a natural nonionic, semi-rigid 
polysaccharide obtained from Cyamopsis tetragonolobus, a plant that grows in arid zones of 
India, Pakistan, Sudan, and the USA. As Mothé et al. (2006) reports, this polymer is not very 
sensitive to salinity and presents a good viscosifying power. However, potential pore plugging, 
and poor thermal stability are the main drawbacks associated with this polymer (Gastone et 
al., 2014; Pu et al., 2017). 
Scleroglucan is a nonionic, fungus-derived polysaccharide that assumes a rigid 
triple helix structure in solution (Rivenq et al., 1992; Yanaki et al., 1981). This polymer is very 
resistant to salinity (Gallino et al., 1996; Rivenq et al., 1992), and pH (Fariña et al., 2001), as 
well as being very stable under high shear and temperature conditions (Pu et al., 2017). 
Schizophyllan is a nonionic polysaccharide produced by the Schizophyllum 
commune fungus (Quadri et al., 2015; Zentz et al., 1992). In aqueous solution, this polymer 
assumes a triple helical structure (Quadri et al., 2015). As Leonhardt et al. (2011) reports, the 
schizophyllan has excellent mechanical and temperature stabilities, high resistance to salinity, 
and relatively low adsorption onto rock surfaces. 
According to Kamal et al. (2015), hydroxyethylcellulose (HEC) is a nonionic, semi-
rigid polysaccharide, which is obtained by reaction between water-insoluble cellulose and 
ethylene oxide. This polymer is resistant to salinity and pH (Abbas et al., 2013; Pu et al., 2017), 





Carboxymethylcellulose (CMC) is a flexible anionic polymer produced by the 
reaction between water-insoluble cellulose and chloroacetic acid in an alkaline environment 
(Benchabane and Bekkour, 2008; Thomas, 1982). As studied by Benchabane and Bekkour 
(2008), this polymer exhibits pseudoplastic, viscoelastic, and thixotropic behavior, all of those 
more pronounced in higher concentrations. However, carboxymethylcellulose is very 
susceptible to thermal and oxidative degradations and it is not very resistant to salinity (Pu et 
al., 2017). 
2.4 Polymer Retention in Porous Media 
When polymer solutions are displaced through a porous medium, several 
interactions between the medium and the polymer can lead to polymer retention (Sorbie, 
1991). Polymer retention refers to any process that removes polymer from the solution, 
inhibiting its propagation through the porous medium. This leads to the formation of a bank 
of injected fluid partially or completely polymer-free, which may be detrimental to project 
economics (Sorbie, 1991). On the other hand, polymer retention is often associated with 
permeability reduction, which can be beneficial to EOR, especially in mature fields (de Melo 
et al., 2017)Therefore, the determination of the retention levels is critical to any polymer 
flooding project. 
Polymer retention can be due to three mechanisms: adsorption, mechanical 
entrapment, and hydrodynamic retention (Sheng, 2011), such as depicted in Figure 2.13. 
 
Figure 2.13: Polymer retention mechanisms in porous media (adapted from Sorbie, 1991). 
2.4.1 Adsorption 
According to Ruthven (1984), adsorption can be due to physical adsorption and 





involves the formation of a chemical bond between sorbate and adsorbent. Polymer 
adsorption in porous media is caused by physical adsorption rather than chemisorption. 
Brunauer et al. (1940) have divided the physical adsorption in five classes, 
represented in Figure 2.14. 
 
Figure 2.14: Physical adsorption isotherms as classified by Brunauer et al. (1940). 
As Ruthven (1984) states: 
Type I isotherms are characteristic of microporous adsorbents, in which the pore 
size is not much larger than the diameter of the sorbate molecules. 
Type II and type III isotherms are only observed in adsorbents with a great 
variation in pore size. 
Type IV isotherms are observed in two-layer adsorption, occurring in planar 
surfaces or pores much larger than the molecular diameter of the sorbate. 
Type V isotherms are observed if effects of intermolecular attraction are large. 
According to Goddard and Gruber (1999), as opposed to small molecules, which 
display a Langmuir-type low-affinity isotherm, polymers often present high-affinity isotherms, 
such as the one presented by Figure 2.15. 
 
Figure 2.15: High-affinity polymer adsorption isotherm (solid line) and low-affinity isotherm (dotted line) (adapted from 





Polymer adsorption is also slower than small molecules adsorption. Goddard and 
Gruber (1999) say that this is due to polymers having much lower diffusion coefficients than 
small molecules, and requiring time to rearrange from solution conformation to adsorbed 
conformation. According to Ruthven (1984), the adsorption rates of adsorbents transported 
in porous media are generally controlled by the sorbent transport rather than the adsorption 
kinetics. So Zhang and Seright (2014) state that polymer adsorption can be considered 
instantaneous. 
Due to its size, it is highly unlikely that all the segments of the polymer 
macromolecule will be adsorbed in the surface at the same time. The adsorbed polymer in 
solid surface adopts a conformation consisting of tails, loops, and trains, such as schematized 
in Figure 2.16 (Goddard and Gruber, 1999). 
 
Figure 2.16: Polymer conformation when adsorbed on a solid surface (adapted from Goddard and Gruber, 1999). 
The attachment of multiple points of the macromolecule in the surface makes 
desorption of the molecule difficult (Goddard and Gruber, 1999). Thus, polymer adsorption 
can be considered irreversible (Zhang and Seright, 2014), even though individual segments of 
the macromolecule can desorb (Goddard and Gruber, 1999). 
According to Goddard and Gruber (1999), the forces that control physical 
adsorption are van der Waals forces (attractive) and electrostatic forces (attractive or 
repulsive). 
2.4.1.1 Effect of Polymer Concentration 
Zhang and Seright (2014) observed different behaviors regarding concentration 
regimes. In both the dilute and concentrated regimes, the adsorption was independent of the 
concentration, while in the semi-dilute regime, the adsorption increased with the 
concentration. Zhang and Seright (2014) proposed an isotherm for polymer adsorption similar 
to the type V isotherm. 
Zhang and Seright (2014) also observed that if a pre-flush of the dilute polymer 
was injected into the porous medium to satisfy the adsorption, a second polymer bank would 
experience no further adsorption. However, Zheng et al. (2000) observed a Langmuir type 
adsorption isotherm as they injected successively higher polymer concentrations in a core, 





experiments by Vela et al. (1976) also revealed relevant adsorption after flooding with a low 
concentration polymer solution. 
2.4.1.2 Effect of Polymer and Surface Charges 
As Goddard and Gruber (1999) state, adsorption of polyelectrolytes depend on the 
charge sign of both the polymer and the surface. If the polymer has the same charge of the 
surface, electrostatic repulsion forces will act, and contribute to non adsorption. If the 
polymer has the opposite charge of the surface, strong attractive electrostatic forces will 
increase the adsorption. 
According to Kamal et al. (2015), the surface charge of rocks is dependent on its 
isoelectric point. As the same author explains, the pH value at which a surface or molecule 
does not have any net electrical charge is defined as the isoelectric point. The surface or 
molecule charge will be positive at pH below the isoelectric point, while their charge will be 
negative at pH above the isoelectric point. Jaafar et al. (2014) found that the isoelectric point 
of sandstones is around 2.4, while it is 9.5 in carbonates. Therefore, the adsorption of an 
anionic polymer will reduce with increasing pH, and high values are observed when the surface 
charge is positive (pH < 2.4 for sandstones and pH < 9.5 for carbonates). The opposite behavior 
is expected for cationic polymers. 
Most polymer flooding is performed close to neutral pH conditions (pH ≈ 7), so 
sandstones have negative charges and carbonates have positive charges. However, the 
influence of the pH in the surface charge of rocks should be an important factor for alkali-
polymer flooding. 
Page et al. (1993) state that nonionic polymer adsorption is governed by weak 
intermolecular forces, such as hydrogen bonds and van der Waals forces. While Chiappa et al. 
(1999) say that electrostatic interactions between the polymer and the surface dominate 
retention in polyelectrolytes. Cationic polymers have high retention in negatively charged 
surfaces, while anionic polymers do not (Chiappa et al., 1999), and the inverse is observed for 
positively charged surfaces (Meister et al., 1980). For ionic polymers, charge interactions 
between adsorbed and non-adsorbed polymers counteract the van der Waals and hydrogen 
bonding forces, resulting in lower adsorption when compared to nonionic polymers (Page et 
al., 1993). 
According to Meister et al. (1980), the higher the degree of hydrolysis (or degree 
of anionicity) of HPAM polymers, the higher the adsorption is in positively charged rocks, and 
the lower the adsorption is in negatively charged rocks. However, Manichand and Seright 






2.4.1.3 Effect of Lithology 
Polymer adsorption in clay minerals is very high due to their high specific surface 
area (Chiappa et al., 1999; Hughes et al., 1990; Manichand and Seright, 2014; Page et al., 
1993). Iron minerals also increase the polymer adsorption in rocks (Hughes et al., 1990; 
Manichand and Seright, 2014; Wan and Seright, 2017), especially in aerobic conditions (Wan 
and Seright, 2017). 
Broseta et al. (1995) report that adsorption may be influenced by wettability. The 
same authors say that oil-wet surfaces may increase the retention of nonionic and anionic 
polymers, especially for hard or acid brines. 
2.4.1.4 Effect of Dissolved Salts 
According to Goddard and Gruber (1999), the presence of other electrolytes in the 
solution (e.g., salt ions) affect the adsorption of polyelectrolytes. Charge shielding of both the 
electrolyte and the surface will ensue with increasing solution ionic strength, which decreases 
the interactions between polymer and adsorbent. On the other hand, interactions between 
adsorbed polymer molecules will decrease with increasing ionic strength, which makes the 
adsorption more compact. Therefore, adsorption will generally increase with increasing ionic 
strength (Page et al., 1993). Martin et al. (1983) observed that HPAM and xanthan adsorption 
increased slightly with increasing NaCl content in sandstone. 
Chiappa et al. (1999) observed that the presence of calcium can greatly increase 
the adsorption of anionic polymers in siliceous materials because of the capacity of this cation 
to bridge the negatively charged polymer to the negatively charged surface. 
The results of Meister et al. (1980) indicate that a decrease the solvating capacity 
of the solvent (by adding nonsolvents or salt) increases the retention. 
2.4.1.5 Effect of Temperature 
Increase in temperature results in a reduction in adsorption (Page et al., 1993; 
Wiśniewska, 2012). This is due to the temperature affecting electrostatic and non-electrostatic 
interactions in a different degree (Page et al., 1993), and polymer chains adopting a more 
stretched conformation at a higher temperature than at a lower temperature (Wiśniewska, 
2012). 
2.4.1.6 Other Effects 
According to Goddard and Gruber (1999), the structure of copolymers determines 
their adsorption extent. Random copolymers have intermediate adsorption compared to their 






Polymer structure influences adsorption. For example, xanthan and HPAM are 
both anionic polymers, but xanthan adsorption is much lower than HPAM adsorption (Martin 
et al., 1983). 
Polydispersivity can affect the shape of the adsorption isotherm. That is because 
high molecular weight polymer chains adsorb preferentially (Goddard and Gruber, 1999). 
Oil saturation affects the retention values due to additional adsorbing oil surface 
and limited access to the rock surface. The former is dominant in water-wet rocks, which 
results in a slight increase in adsorption, while the latter is dominant in oil-wet systems, 
resulting in great decrease in adsorption (Broseta et al., 1995). 
Permeability can only be correlated with adsorption if a lower permeability is 
associated with a higher surface area. High polymer retention observed in low permeability 
rocks (< 500 mD) is often associated with mechanical entrapment (Manichand and Seright, 
2014). 
2.4.2 Mechanical entrapment 
According to Willhite and Dominguez (1977), mechanical entrapment occurs in 
restrictions inside the porous medium that are too small relative to the polymer molecular 
size. The same authors state this retention mechanism is similar to the process of deep bed 
filtration. The sites inside a porous medium in which the polymer molecules can be 
mechanically trapped are illustrated in Figure 2.17. 
 
Figure 2.17: Potential sites for polymer mechanical entrapment in porous media (adapted from Willhite and Dominguez, 
1977). 
Crevice sites trap polymers in the contact are of two rock grains, in which 
molecules get jammed between the grains (Willhite and Dominguez, 1977). Retention in dead-





Constriction sites are pores too small for polymer molecules to pass (Dominguez 
and Willhite, 1977). Retention in porous media that have pores with similar size as the polymer 
molecules should be high. The retention of a large polymer molecule in a small pore can 
initiate a process of further retention of other polymer molecules, even smaller ones, such as 
the case illustrated by Figure 2.18. 
 
Figure 2.18: Polymer retention at a constriction site (adapted from Willhite and Dominguez, 1977). 
According to Huh et al. (1990), polymer retention leads to two effects on polymer 
effluent concentration during coreflooding: delayed polymer front breakthrough, and 
prolonged delay in attaining the injected concentration. Figure 2.19 illustrates both 
characteristics. 
 
Figure 2.19: Polymer concentration effluent history highlighting the delayed front characteristic and the delay in 
attaining the injected concentration (adapted from Huh et al., 1990). 
Adsorption is largely responsible for the delayed front, while the mechanical 
entrapment causes the slow rising of the effluent concentration to injected levels (Farajzadeh 





Vela et al. (1976) states that a decrease in permeability results in increased 
retention due to mechanical entrapment. However, according to Manichand and Seright 
(2014), this is only relevant for low permeability cores (< 500 mD). Huh et al. (1990) attributed 
50% of the xanthan retention to mechanical entrapment in 41 mD cores, while Yerramilli et 
al. (2013) observed that mechanical entrapment is absent in high permeability cores 
(>2000mD) for both filtered and unfiltered polymer. 
According to Dominguez and Willhite (1977), the rate of mechanical entrapment 
seems to be dependent on the injected concentration. 
2.4.3 Hydrodynamic retention 
According to Sorbie (1991), the hydrodynamic retention is the least understood 
polymer retention mechanism. Hydrodynamic retention was theorized because of 
experimental observations that indicated flow rate-dependent retention, which can be either 
due to flow stop or flow velocity change (Marker, 1973; Sorbie, 1991). 
As Sorbie (1991) states, this retention mechanism arises from some polymer 
molecules which are reversely trapped in regions of stagnant flow by hydrodynamic drag 
forces. The polymer concentration in these zones is higher than the injected concentration 
and when the flow reduces (or stops), these molecules can diffuse back into the main flow 
channels, causing an increase in the production concentration. According to Willhite and 
Dominguez (1977), flow-dependent retention can happen in cavern sites inside the porous 
medium (Figure 2.20, left), which are locations where there is a reduction in the flow rate. This 
reduction can be due to tortuosity-induced change in the flow direction or permeability 
reduction in the direction of flow. The same authors also state that constriction sites are slowly 
converted to cavern sites as mechanical entrapment takes place (Figure 2.20, right). 
  
Figure 2.20: Causes of hydrodynamic retention: left - cavern site in a porous medium acting as a retention site (adapted 
from Willhite and Dominguez, 1977); right - constriction site converted to cavern site. 
Another physical explanation of the hydrodynamic retention is provided by 
Chauveteau and Lecourtier (1988). These authors state that hydrodynamic retention of a 





 The polymer molecule have a gyration radius larger than half of the restriction in 
the pore structure; 
 The Péclet number of the polymer flow through the restriction is large enough  
(Pe >> 1) to not allow diffusion of the polymer molecules to flow zones; 
 The hydrodynamic forces are not strong enough to force the polymer molecule 
through the restriction. 
According to Chauveteau and Lecourtier (1988), if these conditions are met, the 
retained polymer molecule will retain more molecules (even smaller ones), which leads to an 
accumulation of polymer molecules. This accumulation takes place until there is an 
equilibrium between the osmotic force driven by the concentration difference and the 
hydrodynamic force induced by the flow. 
Chauveteau and Lecourtier (1988) state in their work that hydrodynamic retention 
can only be observed for high flow velocities (30 m/d or upwards). However, several authors 
have observed hydrodynamic retention in velocities as low as 0.8m/day (Chen et al., 2016; 
Zhang and Seright, 2015). 
According to the study conducted by Chen et al. (2016), hydrodynamic retention 
increases with decreasing permeability. Hydrodynamic retention has been observed for 
permeabilities ranging from 120 mD to 5000 mD (Marker, 1973; Zhang and Seright, 2015). 
Hydrodynamic retention increases with increasing flow rate (Chen et al., 2016; 
Dominguez and Willhite, 1977; Marker, 1973; Zhang and Seright, 2015), reaching a plateau of 
retention at high flow rates (Zhang and Seright, 2015). 
Hydrodynamic retention increases when the molecular weight of polyacrylamides 
increase (Chen et al., 2016). 
According to Chauveteau and Lecourtier (1988), hydrodynamic retention should 
be lower for polymers of rigid structure because their hydrodynamic orientation is more 
probable to be along the direction of flow, due to their structure. Chen et al. (2016) found that 
hydrodynamic xanthan retention was more sensitive to the change of injection rate than 
polyacrylamide. 
This kind of retention can contribute to a significant portion of the overall 
retention. Zhang and Seright (2015) observed upwards of 30% of the overall retention to be 
caused by hydrodynamic effects for an HPAM in a 1900 mD sandstone core. 
2.4.4 Retention measurement 
Polymer retention in reservoir material can be measured by static and dynamic 
experiments, even though dynamic experiments are considered to be more representative of 





2.4.4.1 Static retention measurement 
Static measurement of retention aims to measure only the adsorption of polymer 
in reservoir material since mechanical entrapment and hydrodynamic retention are  
flow-induced mechanisms. According to Sorbie (1991), a static measurement of adsorption 
can be done by mixing a polymer solution with reservoir material. That can be done either 
with consolidated or unconsolidated rocks. 
One can measure static polymer adsorption (𝛤𝑝,𝑎𝑑𝑠) through mass balance or 
calorimetry. 
The mass balance measurement requires the both the masses of rock (𝑚𝑟) and 
adsorbed polymer (𝑚𝑝,𝑎𝑑𝑠). The adsorbed polymer mass can be obtained through weighting 
the rock before (𝑚𝑟
𝑏𝑒𝑓𝑜𝑟𝑒
) and after (𝑚𝑟
𝑎𝑓𝑡𝑒𝑟
) the adsorption experiment, as in ( 2.2 ). 
Alternatively, one can estimate the adsorbed polymer mass by the solution volume (𝑉) and 
polymer concentrations before (𝑐𝑝
𝑏𝑒𝑓𝑜𝑟𝑒
) and after (𝑐𝑝
𝑎𝑓𝑡𝑒𝑟
) the adsorption experiment, as in  
( 2.3 ). 
Sorbie (1991) highlights that the concentration measurements should be done 
after the adsorption has reached equilibrium. Zhang and Seright (2014) found that adsorption 
equilibrium was reached within 3 minutes in their experiment. Nevertheless, the same authors 
say that they did their polymer concentration measurements only after one hour to ensure 
adsorption equilibrium. 
Polymer measurement by calorimetry can be achieved since adsorption is an 
exothermic process. According to Littmann (1988), this heat is a measurement of the union 
force between the adsorbed polymer and the solid adsorbent surface, which can be measured 
in laboratory through calorimeters. To perform this measurement, one must know the 
adsorption isotherm along with the heat of adsorption for each polymer concentration in the 
temperature of the experiment. If this is known, the polymer adsorption can be measured 
through the heat of adsorption. 
As Littmann (1988) reports, a major disadvantage of the calorimetry method is the 
fact that this measurement depends on a previous characterization of adsorption regarding 
polymer concentration, heat of adsorption, and temperature. The literature for this type of 
characterization in EOR polymers is rare. However, the same author says that this method is 



























De Melo et al. (2002) state that static adsorption experiments should not 
substitute the dynamic experiments because: 
 Exposure of polymer to more surface area than it would be exposed in a core can 
lead to overestimation of adsorption; 
 Flow-induced mechanisms are not measured, and can lead to underestimation of 
retention; 
 Wettability of a disaggregated rock can be different from the reservoir, which can 
affect retention adversely. 
However, de Melo et al. (2002) also identify that static adsorption tests are simple, 
fast, and inexpensive when compared to dynamic experiments, and can serve as a preliminary 
screening for polymers. 
2.4.4.2 Dynamic retention measurement 
The dynamic measurement of polymer retention is done through single-phase 
core flooding experiments, which can be performed at the residual oil saturation or without 
oil. However, Manichand and Seright (2014) report that the presence of oil is of minor 
influence on the measurements. According to de Melo et al. (2002), this kind of measurement 
is better than the static one, because it is closer to the field retention experienced by the 
polymer. 
Several authors developed different methodologies to measure polymer retention 
through core flooding (API, 1990; Dawson and Lantz, 1972; Dominguez and Willhite, 1977; 
Lotsch et al., 1985). The method proposed by Lotsch et al. (1985) is widely accepted by many 
authors as the best method to measure dynamic polymer retention (Hughes et al., 1990; 
Osterloh and Law, 1998; Zhang and Seright, 2014). 
The Lotsch et al.(1985) method requires the injection of multiple polymer banks 
(at least two) separated by a large water bank. The polymer retention is measured by the 
difference between the polymer concentration production curves. A production curve that is 
subject to no retention is considered the base curve, and a production curve of a polymer 
injection subjected to retention is named a target curve. The polymer retention, according to 
the methodology reported by Lotsch et al. (1985), is proportional to the difference between 






Figure 2.21: Measurement of polymer retention by the methods of Lotsch et al. (1985), Dominguez and Willhite (1977), 
and Dawson and Lantz (1972). 
In Figure 2.21, the base curve is the orange dashed line, and the target curve is the 
full orange line, the retention is given by the area colored in yellow. To calculate polymer 
retention, one needs the polymer injected concentration, slug size, and rock sample dry mass 
along with the difference between the areas below the target and the base curves. 
2.4.5 Polymer concentration measurement 
One of the challenges related to polymer retention experiments is related to the 
determination of the polymer concentration in solution. API (1990) presents three 
quantitative methods to measure the polyacrylamide concentration and two for 
polysaccharides. Additionally, this section discusses the use of UV-vis spectrophotometry, 
rheology, and gravimetry for polymer concentration measurement. 
2.4.5.1 Bleach method 
API (1990) describes that this method may be used for polyacrylamides only. 
According to this standard, this method is based on the reaction between polyacrylamide and 
sodium hypochlorite. This reaction results in the formation of a water-insoluble chloramide of 
white coloration. The turbidity of the samples after the reaction can be compared with 
standards to determine the polymer concentration. However, this method may have 
problems when used in the presence of oil (emulsified or free) or colored compounds. 
According to Dang et al. (2014), this method is only recommended for low polymer 
concentrations (≤ 500 ppm). 
Allison et al. (1987) presented a system for automated measurement of 
polyacrylamide concentration based on this method. The proposed system consists of a pump 
to sample the fluid, a mixer to add the reagent, a delay coil to allow complete reaction before 






As an example, the work of Teixeira (2005) uses this technique to determine HPAM 
concentration in core flooding experiments. 
2.4.5.2 Starch iodide method 
According to API (1990), this method is adequate to measure the concentration of 
water-soluble polymer containing pendant primary amide groups, such as polyacrylamides. 
This method measures the amide groups and, consequently, is sensitive to the hydrolysis 
degree of the polyacrylamide. 
As Scoggins and Miller (1979) report, this method is based on the oxidation of the 
amide groups, which leads to the formation of a blue-colored starch iodide complex. The 
intensity of the coloration can be measured through spectrophotometry in 610 nm 
wavelength. 
According to Dang et al. (2014), this method is disadvantageous because it is slow 
and may suffer interferences related to the polymer degree of hydrolysis , and presences of 
oil, amides, iodide ions, and colored material. API (1990) reports that this technique can be 
used to determine polymer concentrations between 10 and 300 ppm by direct comparison of 
a 1 g sample with an absorbance standard. 
As an example, the work of Thomas et al. (2013) uses this technique to determine 
the concentration of associative polyacrylamides in core flooding experiments. 
2.4.5.3 Phenol-sulfuric method 
This method is based on the content of carbohydrates in solution. According to 
API (1990), this method is adequate for measurement of the concentration of polysaccharides 
in solutions free of oil and other colored elements. This measurement is achieved through the 
reaction between carbohydrates and phenol in an acid environment, which is enabled by the 
sulfuric acid in solution. This reaction results in colored species, which can be compared with 
standards to determine the polymer concentration. 
Special care should be taken to avoid solution contamination with fabric or paper, 
because the organic content of these materials can influence the measurement. Also, this 
method is not able to differentiate the content of different polysaccharides in solution (API, 
1990). 
2.4.5.4 High-performance liquid chromatography (HPLC) method 
According to API (1990), this procedure measures the concentration of high 
molecular weight molecules, such as polymers. A size-exclusion chromatography can be used 
in samples to separate macromolecules from smaller components. After separation, the 
polymer molecules can be detected by a differential refractometer and the peaks measured 





The standard API (1990) define that this method is adequate for determining the 
concentration of polysaccharides between 50 and 1500 ppm and polyacrylamides between  
50 and 800 ppm. However, Dang et al. (2014) state that this method requires more complex 
equipment and procedures. 
As an example, Huh et al. (1990) used this method to determine the effluent 
concentration of polymer in their experiments. 
2.4.5.5 UV-vis spectrophotometry method 
Spectroscopy is the study of matter through its interaction with electromagnetic 
radiation. The spectrophotometry UV-vis refers to the application of spectroscopy in the 
spectrum of ultraviolet (100 to 400 nm) and visible (400 to 700 nm) lights. This technique is 
adequate to determine the concentration of organic compounds in solution. 
A UV-vis spectrophotometer consists of an electromagnetic radiation source, a 
detector, and a measurement cell to hold the sample. The radiation passes through the 
sample-containing cell and the radiation intensity is measured by the detector. This way, it is 
possible to measure the sample absorbance (or optical density, 𝐴𝑏) in one specific 
wavelength. The absorbance is defined by the Beer-Lambert law, ( 2.4 ). 
Where 𝜀𝑖 is the molar attenuation coefficient (or molar absorptivity) of a 
component i, 𝑐𝑖 is the concentration of a component i, 𝐿 is the path length that the light passes 
through the substance, 𝐼𝑟𝑒𝑓 is the intensity of a reference radiation, and 𝐼𝑠𝑜𝑙𝑢 is the intensity 
of radiation of the solution sample. The absorbance is a dimensionless property, however it is 
frequently reported in absorbance units (AU). 
The polymer concentration in solution can be determined by an absorbance 
measurement and comparison with a calibration curve. 
Aghamir-baha (2014) reports that this method is capable of detection 
polyacrylamides in concentrations as low as 0.01 ppm. However, precautions are necessary to 
avoid sample contamination with organic matter (e.g., oil), or some salts (e.g., potassium 
iodide, KI). 
Pancharoen et al. (2010) and Manichand and Seright (2014) used this technique 
to determine the concentration of polyacrylamide is their core flooding experiments. 
2.4.5.6 Rheology method 
If the rheology of a polymer solution is known, the polymer concentration in said 
solution may be obtained through the viscosity of the solution. 
 𝐴𝑏 = 𝜀𝑖 𝑐𝑖 𝐿 = 𝑙𝑜𝑔10 (
𝐼𝑟𝑒𝑓
𝐼𝑠𝑜𝑙𝑢





The viscosity of a polymer solution can be obtained through a capillary viscometer, 
for instance. Other methods to determine the viscosity can be used. However, the capillary 
viscometer is an interesting solution because it can be easily adapted inline within an 
experimental setup. Therefore, such technique allows for automation and high data 
acquisition rate. 
This method can be used for any type of polymer. When using a capillary 
viscometer, the accuracy and resolution of the method are associated with the quality of the 
rheological study previously done, and pressure sensors used to measure the pressure drop 
across the capillary tube. The operator should also be aware of end effects in the capillary 
viscometer, which can induce noise in the measurement. 
For example, Manichand and Seright (2014) and Moradi (2011) used this capillary 
viscometer to determine the HPAM concentration in core flooding experiments. Differently, 
Lund et al. (1992) used a Couette viscometer to determine the polymer concentration. 
However, the use of a Couette viscometer requires sampling of the effluents, which is 
laborious. 
2.4.5.7 Gravimetry method 
Mezzomo et al. (2002) define that this method consists in sampling and acquiring 
the weight of a solution as water is evaporated from it. When a constant value is obtained, 
one can measure the polymer mass in that sample original volume, and estimate the 
concentration associated with that sample. The same authors define that this method requires 
a high precision scale and large sample volumes. These requirements should be met since 
polymer concentration in solutions are usually in the parts per million order of magnitude. 
Chisholm et al. (2009) proposed a method to measure polymer concentration 
using a high precision densimeter, and comparison with calibration curves. The authors report 
that this can be a feasible method to measure the concentration of polymer in solution due 
to its simplicity and robustness. 
2.4.6 Retention modeling 
Polymer retention can be represented as a sink (?̃?𝑖), in the form ( 2.5 ). 
Where 𝑑𝑟 is the rock bulk density, and 𝛤𝑖 is the ammount of adsorbate i (e.g., 
polymer) that is adsorbed in the adsorbent (e.g., rock), measured in mass of adsorbate per 
mass of adsorbent. 
 ?̃?𝑖 = −𝑑𝑟  
𝜕𝛤𝑖
𝜕𝑡





It is possible to model adsorption in two different forms: equilibrium, which 
neglects the adsorption dynamics; and non-equilibrium, which considers the adsorption 
dependence with time. A model for mechanical entrapment modeling is also discussed. 
2.4.6.1 Equilibrium adsorption 
There are plenty of models to represent different types of isotherms (Foo and 
Hameed, 2010). This work focuses on type I adsorption isotherms and presents a few simple 
models. 
In the case of equilibrium adsorption in isothermal ambient, the sink presented by 
( 2.5 ) is simplified to ( 2.6 ). 
2.4.6.1.1 Langmuir isotherm 
Langmuir (1916) proposed a correlation to the adsorption of gasses in solids based 
on the rates of evaporation and condensation of the molecules in contact with a solid. This 
correlation can be expressed by ( 2.7 ). 
Where 𝛤𝑖,𝑠𝑎𝑡 is the quantity of adsorbed solute in which the adsorbent saturates, 
and 𝑏𝑖 is the Langmuir equilibrium constant. 
According to Ruthven (1984), this is the simplest theoretical model to represent 
single-layer adsorption. 
This model assumes that: 1. The molecules are adsorbed in fixed and well defined 
sites; 2. Each site may only hold one molecule of sorbate; 3. Every site are energetically 
equivalent; 4. There are no interactions between adsorbed molecules in neighbor sites. 
Ruthven (1984) defines that this kind of isotherm represents the type I adsorption, 
and may represent a good match to experimental measurements if 𝑏𝑖 and 𝛤𝑖,𝑠𝑎𝑡 are chosen 
appropriately. 
2.4.6.1.2 Langmuir-Freundlich equation 
This equation is a modification of the Langmuir model and introduces the power 
expression in Freundlich form. This model for pure components is ( 2.8 ). 






 ( 2.6 ) 
 𝛤𝑖 = 𝛤𝑖,𝑠𝑎𝑡  
𝑏𝑖 𝑐𝑖
1 + 𝑏𝑖 𝑐𝑖





Where 𝐶𝐿𝐹,𝑖 is the characteristic adsorption adjust exponent. 
This model considers the same premises as the Langmuir isotherm. However, it 
introduces an additional tuning parameter to take into account the sorbent rugosity. 
2.4.6.2 Non-Equilibrium adsorption 
According to Ruthven (1984), the adsorption and desorption rates in sorbent 
porous media are generally controlled by the transport of components through the porous 
matrix rather than the adsorption dynamics itself. However, simple models to represent non-
equilibrium adsorption may be used to represent this phenomenon. 
2.4.6.2.1 Exponential model 
The exponential model is the simplest model to represent non-equilibrium 
adsorption. This model, as reported by (Sorbie, 1991), is expressed by ( 2.9 ). 
Where 𝛬𝑎𝑑𝑠 is the adsorption rate constant, and 𝛤𝑖,𝑚𝑎𝑥 is the maximum adsorption 
capacity of the medium for a local concentration 𝑐𝑖. 
2.4.6.3 Mechanical entrapment 
Huh et al. (1990) studied the polymer retention in low permeability sandstone 
porous media. Those authors developed a phenomenological model to represent the 
retention rate of a polymer in a porous medium simplified to a capillary tube. This model, 
represented by ( 2.10 ), takes into account the dynamics of both mechanical entrapment and 
adsorption. 
Where 𝛬𝑎𝑑𝑠 is the adsorption rate constant, 𝛬𝑚𝑒 is an empirical mechanical 
entrapment constant, 𝛤𝑖,𝑎𝑑𝑠 represents the change of retention state, when all adsorption 
sites are filled, 𝛤𝑖,𝑚𝑎𝑥 is the maximum retention capacity of the medium for a local 
concentration 𝑐𝑖, and 𝐽𝜐 is the volumetric flow rate per unit area (flow velocity, or apparent 
velocity, or Darcy velocity). 
 𝛤𝑖 = 𝛤𝑖,𝑠𝑎𝑡  
𝑏𝑖 𝑐𝑖
𝐶𝐿𝐹,𝑖
1 + 𝑏𝑖 𝑐𝑖
𝐶𝐿𝐹,𝑖












 𝛬𝑚𝑒 𝑐𝑖 𝐽𝜐⃗⃗⃗   (1 −
𝛤𝑖(𝑡)
𝛤𝑖,𝑚𝑎𝑥
) + 𝛬𝑎𝑑𝑠 𝑐𝑖  (1 −
𝛤𝑖(𝑡)
𝛤𝑖,𝑎𝑑𝑠
) , 0 ≤ 𝛤𝑖 ≤ 𝛤𝑖,𝑎𝑑𝑠
𝛬𝑚𝑒 𝑐𝑖 𝐽𝜐⃗⃗⃗   (1 −
𝛤𝑖(𝑡)
𝛤𝑖,𝑚𝑎𝑥
) , 𝛤𝑖,𝑎𝑑𝑠 < 𝛤𝑖 ≤ 𝛤𝑖,𝑚𝑎𝑥





The constants that are related to the rate of retention have to be estimated 
experimentally, but it is expected 𝛬𝑎𝑑𝑠 to be much higher than 𝛬𝑚𝑒. 
Farajzadeh et al. (2016a) used this model to simulate the flow of polymer through 
a linear core and obtained a good match to core flooding experimental data in cores of 
permeabilities between 37 mD and 2500 mD. 
2.5 Permeability Reduction 
When polymer flows through a porous medium, there is a permanent reduction 
of permeability of the medium (Sorbie, 1991). In core flooding, this phenomenon is observed 
as the brine flow resistance after a polymer flush is higher than one before polymer injection. 
This permeability reduction is named the residual resistance factor (RRF) is illustrated in Figure 
2.22 and can be calculated by ( 2.11 ). 
 
Figure 2.22: Typical core pressure drops for a polymer core flooding experiment. 
Where ∆𝑝 is the pressure differential. 
According to Baijal and Dey (1982), this permeability reduction can be interpreted 
as the reduction of the effective pore diameter in the porous medium, which can be due to 
adsorption or mechanical entrapment of polymer. Dupuis et al. (2011) found in their 
experiments that the RRF could be explained by the formation of a thick layer of adsorbed 
polymer in the pore throats. Choi et al. (2015) performed a simulation analysis based on core 
flooding experiments to study the effect of adsorption and mechanical entrapment on the 
permeability reduction. The results obtained by Choi et al. (2015) indicated that mechanical 











Jennings et al. (1971) concluded that RRF is produced even when small amounts of polymer 
are retained and that it is correlated with pore size and shape. 
Several authors observed that RRF increases with increasing polymer molecular 
weight (Chen et al., 2016; Hirasaki and Pope, 1974; Smith, 1970). However, Baijal and Dey 
(1982) found that RRF increases with increasing polymer molecular size, which in turn is 
dependent on molecular weight and degree of hydrolysis. 
The permeability reduction is more severe at higher polymer concentrations 
(Baijal and Dey, 1982; Mishra et al., 2014). Mishra et al. (2014) results indicate that the 
adsorbed layer thickness also increases with increasing polymer concentration. 
Reports on permeability reduction behavior regarding the flow rate are diverse. 
Thomas et al. (2013) observed behaviors of increasing, decreasing, and non-variating RRF 
regarding the flow rate. Experiments by Dupuis et al. (2011) indicate that the RRF reduced 
with increasing flow rate. The experiments by Dupuis et al. (2011) also indicate a hysteretic 
effect on the RRF-flow rate behavior. In their experiments, the RRF measured at a low flow 
rate was higher than the RRF measured at the same flow rate after the core was exposed to a 
high flow rate and then brought back to the low flow rate. Chen et al. (2016) observed that 
RRF was independent of flow rate. However, Chen et al. (2016) performed a staged brine post 
flush consisting of several stop-and-go sequences, which may have adversely affected the 
retained polymer, and thus, the RRF. 
The work of Martin et al. (1983) revealed that generally the RRF reduces with 
increasing salinity, however, few polymers experienced an increase in RRF at higher salinity. 
That seems to go against the adsorption explanation for the RRF since adsorption tends to 
increase with increasing salinity. However, the observations in the work of Martin et al. (1983) 
may be due to increased electrostatic interactions reducing the adsorbed layer thickness. 
Baijal and Dey (1982) found that polymer permeability reduction is lower in the 
presence of oil, probably due to reduced interactions between free and adsorbed molecules. 
Experiments by Chen et al. (2016) indicate that Xanthan RRF is lower than the one 
observed for HPAM. Thomas et al. (2013) found a wide range of RRF (between 2 and 60) for a 
series of different polymers (mostly associative polymers). Therefore, polymer type also 
influences the permeability reduction or increase. 
Permeability plays an important role, as RRF increases with decreasing 
permeability (Chen et al., 2016). Extremely low permeabilities or presence of gels in the 





2.5.1 Permeability reduction measurement 
The measurement of the permeability reduction caused when a porous medium 
is contacted by polymer can be done in core flooding experiments. This permeability reduction 
is observed as the RRF. To estimate the RRF in core flooding experiments, one needs to 
perform a brine-polymer-brine flooding sequence, ensuring that steady state conditions are 
reached in each step, as in Figure 2.22. A pressure sensor should measure the pressure drop 
across the core or a section of the core. The pressure differential at the end of each step of 
the brine-polymer-brine injections should be recorded and the RRF estimated through  
( 2.11 ). 
2.5.2 Permeability reduction modeling 
It is possible to model the permeability reduction in proportion to the local 
adsorbed polymer, as proposed by Bondor et al. (1972). The model proposed by those authors 
is represented by ( 2.12 ). 
Where 𝑅𝑅𝐹𝑖 is the residual resistance factor associated with the component i, 
𝑘𝑓
𝑖𝑛𝑖 is the porous medium permeability before permeability alteration, and 𝑘𝑓 is the 
permeability of the medium after permeability reduction. 
This model was originally developed considering the adsorption effect in the 
permeability reduction. However, it can also be employed to represent the global retention 
influence (i.e., combined effects of adsorption, mechanical entrapment, and hydrodynamic 
retention) in the permeability reduction if the ratio 𝛤𝑖 𝛤𝑖,𝑠𝑎𝑡⁄  refer to the retention as a whole. 
2.6 Inaccessible Pore Volume (IAPV) 
Dawson and Lantz (1972) were the first to report a phenomenon that resulted in 
faster transport of polymer molecules through porous media when compared with small 
molecules (e.g., salts). These authors named it the inaccessible pore volume (IAPV). 
According to Dawson and Lantz (1972), IAPV occurs on pores that are too small 
compared to polymer molecular size or blocked pores. This concept is similar to that of gel 
permeation chromatography (GPC), which separates molecules of different sizes as they pass 
through a porous chromatographic column. GPC is widely used as a method to analyze the 
molecular weight distribution of polymers. The higher the molecular weight of a polymer 
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faster it will be transported through the medium (Moore, 1964). Figure 2.23 exemplifies this 
interpretation of the IAPV. 
 
Figure 2.23: Dawson and Lantz (1972) interpretation of the inaccessible pore volume. 
According to Sorbie (1990), the interpretation of the IAPV given by Dawson and 
Lantz (1972) may be true for very low permeability materials; however, for higher permeability 
materials, the IAPV interpretation is quite different. As Sorbie (1990) states, the IAPV is a 
consequence of a thin layer of polymer-free fluid near the pore surfaces, the depleted layer. 
The same author explains that the depleted layer is caused by entropic (or steric) exclusion of 
large molecules from the pore walls. 
 
Figure 2.24: Depleted layer effect as cause of the inaccessible pore volume (adapted from Sorbie, 1990). 
However, Manichand and Seright (2014) theorize that the IAPV may be related to 
a mechanism that were still not identified by researchers. Those authors arrived at this 
conclusion after a literature review that contemplated the main mechanisms and identified 
inconsistent and unexplained behavior. 
Nonetheless, the polymer flows through a smaller pore volume than small 





polymer in core-flooding experiments, counteracting the retardation effect that is 
characteristic of adsorption. 
According to Manichand and Seright (2014), there has not been a conclusive study 
on the permeability effect on polymer IAPV, even though the IAPV should increase in low 
permeability rocks according to the interpretation given by Dawson and Lantz (1972). Zhang 
and Seright (2015) theorized that at high flow rates, the polymer molecules might be forced 
through some small pores. Thus the IAPV could decrease as the flow rate increases. This 
reduction in IAPV regarding the flow rate was observed by Idahosa et al. (2016). However, 
experiments by Zhang and Seright (2015) indicate that IAPV has little variation with flow rate. 
2.6.1 Inaccessible pore volume measurement 
Polymer IAPV can be measured by the method introduced by Dawson and Lantz 
(1972). This method consists in single-phase polymer flooding in the presence of a tracer (e.g., 
inorganic salt) in the injection fluid. The history of polymer and tracer concentrations in the 
effluents have to be measured. The difference between polymer and tracer breakthrough 
curves is the polymer IAPV, such as demonstrated in Figure 2.25. 
 
Figure 2.25: Example of polymer and tracer concentration in the effluents of a core flooding experiment illustrating the 
measurement of polymer inaccessible pore volume by the method proposed by Dawson and Lantz (1972). 
Note that Figure 2.25 exemplifies the IAPV estimation for the point of 50% of 
injected concentrations. However, the IAPV measurement can be done at other concentration 
thresholds. 
The IAPV measurement should only be done in an injection where no retention 
takes place, or IAPV will be underestimated. As the first polymer injection in a virgin porous 
medium is usually dominated by retention (mainly adsorption), the IAPV should be measured 






2.6.2 Inaccessible pore volume modeling 
The modeling of IAPV for a polymer component in solution is straightforward, and 
can be achieved through inclusion of an effective porosity to the polymer(𝜙𝑝), in the form  
( 2.13 ). 
2.7 Rheology 
Polymer solutions generally exhibits a non-Newtonian behavior, i.e., there is not a 
linear relationship between shear stress and shear rate. Therefore, the apparent viscosity of 
these fluids is dependent on the shear rate. According to Sochi (2010), non-Newtonian fluids 
are divided into three categories: 
Time-independent, in which the shear stress is only dependent on the instantaneous shear 
rate; 
Viscoelastic, characterized by having properties of viscous fluids and elastic solids; 
Time-dependent, in which the shear stress is a function of the magnitude and duration of the 
stress. 
2.7.1 Time-Independent non-Newtonian fluids 
The viscosity behavior of a fluid regarding the shear rate can be divided in six 
categories, as Figure 2.26 depicts: 
1. Newtonian: the viscosity is constant with shear rate variation; 
2. Shear thinning: the apparent viscosity decreases as the shear rate increases; 
3. Shear thickening: the apparent viscosity increases with shear rate; 
4. Bingham plastic: fluids that behave as a solid below an yield shear stress, and as a 
Newtonian fluid above this shear stress; 
5. Shear thinning with yield stress: similar to the Bingham plastic, but above the yield shear 
stress, this fluid has shear thinning behavior; 
6. Shear thickening with yield stress: similar to the Bingham plastic, but above the yield shear 
stress, this fluid has shear thickening behavior. 







Figure 2.26: Examples of the velocity profiles in a duct (left), and the relationship between shear stress and shear rate 
(right) for non-Newtonian fluids. 
Polymer solutions have three distinct behaviors regarding the relationship 
between bulk viscosity and shear rate. At low shear rates, the polymer solution has a viscosity 
plateau (i.e., Newtonian behavior) referred to as zero shear viscosity. At medium shear rates, 
the polymer solution behaves as a shear thinning fluid. Then, at high shear rates, the solution 
exhibits a second plateau of Newtonian viscosity, which is close to the solvent viscosity. This 
second plateau is named infinite shear rate (Sheng, 2011; Sorbie, 1991). Figure 2.27 illustrates 
a typical viscosity versus shear rate curve for a polymer solution. 
 
Figure 2.27: Typical flow curve behavior for polymer solutions (adapted from Sorbie, 1991). 
2.7.2 Viscoelasticity 
A viscoelastic fluid stands in an intermediate region between a purely elastic solid 
(i.e., Hookean solid) and a purely viscous fluid (i.e., Newtonian fluid). For elastic materials, a 
deformation is observed if an external force is applied to it. In those materials, the energy 





observed when the external force ceases to act. Differently, viscous materials experience an 
irreversible deformation when an external force is applied to it. In those materials, the energy 
is dissipated and transformed to flow and the deformed state remains after the removal of 
the external force. Any material whose behavior fits within these two ideal materials is 
classified as viscoelastic (Lopes, 2017). 
According to Sochi (2010), polymer solutions are characteristic for displaying 
viscoelastic effects. Sochi (2007) say that attempts to describe this kind of fluid involves a 
characteristic time that represents the fluid’s memory. That is, the shear stress is dependent 
on the strain or shear rate of previous times, but with fading memory. Figure 2.28 illustrates 
the memory behavior of a viscoelastic fluid. 
 
Figure 2.28: Shear stress transient on viscoelastic fluids subject to a shear rate step from rest. 
Note that, as shown by Figure 2.28, after the viscoelastic fluid is subject to a shear 
rate from rest, the fluid exhibits a high shear stress until it stabilizes on a steady state value. 
2.7.3 Polymer overlap concentration 
The polymer concentration in a solution determines three different concentration 
regimes: dilute, semidilute, and concentrated. The behavior of a polymer solution changes in 
each of these regimes with the rheology being the most notable change. The crossover from 
dilute to semidilute regimes is named the overlap concentration c*, while the transition from 
semidilute to concentrated regimes is the overlap concentration c** (Ying and Chu, 1987). 
According to Utracki and Jamieson (2010), the dilute concentration regime refer 
to a situation where the macromolecule chains are interacting weakly via direct and indirect 
(hydrodynamic) interactions. In this regime, the macromolecules are separated from each 
other and the viscosity of the solution is mainly due to the size and structure of the polymer 
molecules (Lopes, 2017). Utracki and Jamieson (2010) say that the semidilute and 





molecules (e.g., chain entanglements, restricted rotation and translational degrees of 
freedom). According to Sorbie (1991), this molecular interaction increases de difficulty of the 
molecules to orient themselves towards the flow direction, increasing the viscosity of the 
polymer solution. 
2.7.4 Polymer rheology in porous media (in-situ rheology) 
The rheology of polymers as they flow in porous media is named the in-situ 
rheology. Polymer in-situ rheology is different from bulk rheology, i.e., rheology measured in 
well-defined flow conditions such as in rheometers. This difference is mainly due to the 
complexity of the pore network (Sorbie, 1991). As in the bulk rheology, molecular structure 
(e.g., rigid or flexible polymer structures) plays a major role in the in-situ rheology behavior. 
However, in-situ rheology also depends on the pore structure of the porous medium. 
An experimental study by Chauveteau and Zaitoun (1981) revealed that in-situ 
xanthan viscosity is always lower than bulk viscosity. This behavior is due to the depleted layer 
effect (Chauveteau et al., 1984; Chauveteau and Zaitoun, 1981; Sorbie, 1990; Stavland et al., 
2010). As Sorbie (1990) explains, as the polymer flows through the porous medium, its 
concentration in the center of pores is the injected one. However, the depleted layer near the 
pore surface is at a concentration lower than the injected, such as depicted in Figure 2.29. 
 
Figure 2.29: Concentration profile due to the depleted layer effect (adapted from Sorbie, 1990). 
The depleted layer effect causes an apparent slip effect that makes the measured 
in-situ viscosity to be lower than bulk. Chauveteau and Zaitoun (1981) found that the depleted 
layer is more relevant in small pores, so the in-situ viscosity is lower in porous media with 
smaller pores. The same authors also found that the depleted layer apparently decreases as 
shear rate increases, therefore in-situ viscosity approaches bulk viscosity at high flow/shear 
rates. 
Due to IAPV also being caused by the depleted layer, the relationship between 
bulk and in-situ viscosities can be linked to the IAPV (Stavland et al., 2010). The strong 





corroborates with the theory of Sorbie (1990), in which he states that IAPV is mostly caused 
by the depleted layer effect rather than small inaccessible pores. 
The depleted layer effect in the in-situ viscosity of xanthan has been observed by 
many authors (Chauveteau et al., 1984; Chauveteau and Zaitoun, 1981; Stavland et al., 2010) 
and should be valid for other polymers with rigid structures. For HPAM, however, the depleted 
layer effect is only relevant for low shear rates, as elongational viscosity is observed at high 
flow rates (Randall S. Seright et al., 2009; Stavland et al., 2010). 
As Stavland et al. (2010) states, there are four distinct in-situ viscosity regions for 
HPAM polymers: 1) Newtonian plateau at low shear rates; 2) pseudoplastic region at medium 
shear rates; 3) shear-thickening region at high shear rates; 4) another shear-thinning region 
at very high shear rates. 
Regions 1 and 2 have similar behavior to bulk rheology. However, the in-situ 
viscosity is lower than bulk due to the aforementioned depleted layer effects. 
Region 3 is related to the viscoelastic characteristic of the HPAM. Flexible polymers 
start to exhibit a viscoelastic behavior when the time for the polymer molecule to conform 
and go from one pore to another is in the same order of magnitude as the polymer relaxation 
time constant. This relationship can be defined as the Deborah number (𝑁𝐷𝐸), as seen in  
( 2.14 ) (Sorbie, 1991). 
Therefore, as the Deborah number approaches the unity, the more viscoelastic 
behavior the solution will exhibit (Heemskerk et al., 1984). The characteristic time for fluid 
flow assumes lower values as flow rate and pore network tortuosity increases. 
Region 4 is dominated by mechanical degradation. In the very high flow rates of 
this region, the stresses suffered by the polymer molecule may cause chain scission, leading 
to an irreversible reduction of viscosity. 
The previous interpretation for HPAM in-situ viscosity should be valid for other 
flexible polymers. 
The differences between bulk and in-situ viscosities for rigid and flexible polymers 
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Figure 2.30: Synthetic example of bulk and in-situ viscosities behavior for rigid and flexible polymers (based on 
Chauveteau and Zaitoun (1981) and Al-Shakry et al. (2019)). 
2.7.5 Effects on polymer rheology 
Polymer rheology is affected by a series of external (e.g., temperature) and 
internal factors (e.g., polymer concentration). 
2.7.5.1 Dissolved salts 
Polyelectrolytes (i.e., anionic or cationic polymers) are more easily dissolved in 
aqueous solutions. However, the presence of dissolved ions in a polymer solution composed 
of polyelectrolytes results in a viscosity reduction (Aluhwal, 2008; Sheng, 2011; Sorbie, 1991). 
On the other hand, nonionic polymers have a high tolerance to solution salinity (Pu et al., 
2017). It should be noted, however, that even though xanthan gum is an anionic polymer, 
there are several reports of viscosity enhancement as salinity increased for xanthan solutions 
(Guo et al., 1999; Pastor et al., 1994; Rochefort and Middleman, 1987; Sandford et al., 1977; 
Zatz and Knapp, 1984). 
Rashidi (2010) reports that ions resulting from salt ionization in water neutralize 
the charges in the polymer macromolecules. This charge neutralization, results in a diminished 
intermolecular charge repulsion among the polymer molecules. According to the same author, 
this charge repulsion confers a higher viscosity to the solution. Therefore, a reduction of this 
repulsion effect causes an approximation of polymer molecules which results in viscosity 
reduction and even precipitation in some cases. The presence of ions of greater charges (e.g., 
transition metal ions) intensifies the aforementioned effect (Aluhwal, 2008; Sheng, 2011). 
There are some polymers that assume ordered structures in solution, such as 
xanthan gum (double helix) and schizophyllan (triple helix). However, these polymers 
experience a transition from the ordered state to a disordered state under low salinity and 





viscosifying power. Therefore, the temperature-salinity condition is an important aspect for 
polymers with ordered structures (Lund et al., 1990; Seright and Henrici, 1990). 
2.7.5.2 pH 
According to Sorbie (1991), a lower pH have similar effects to a higher salinity, i.e., 
viscosity reduction is associated with a pH lowering. This effect is due to a reduction in the 
intermolecular forces enabled by a pH reduction. 
For HPAM, Sorbie (1991) reports that low pH values correspond to high availability 
of hydrogen ions in solution. These free hydrogen ions convert the carboxylate groups present 
in the HPAM macromolecules into carboxylic acids. This effect causes charge neutralization 
and results in solution viscosity reduction. 
Note that the viscosity of solutions composed of nonionic ions is insensitive to pH 
change (Jensen et al., 2018). 
2.7.5.3 Temperature 
Generally, an increase in temperature is associated with a decrease in viscosity of 
a polymer solution, as Sheng (2011) reports. This is due to the intermolecular forces being 
lowered as temperature increases which, consequently, results in a lower shear resistance. 
As discussed in section 2.7.5.1, polymers with ordered structures can change to a 
disordered state in a condition with high temperature and low salinity. This disordered state 
is very detrimental to solution viscosity. 
Note that HMP or TVP have a more complex behavior and exhibit viscosity 
increase as temperature increases up to a characteristic temperature value (Hourdet et al., 
1994; L’Alloret et al., 1995; Lai et al., 2013; Ma et al., 2005; Zhong et al., 2009). 
2.7.5.4 Polymer type and structure 
Rashidi (2010) reports that, for every polymer, a higher molecular weight results 
in a more viscous polymer solution. This correlation is due to the molecular weight being 
directly linked to the molecular size and, consequently, the intensity of the interactions among 
the polymer chains in solution. 
The rigidity of the polymer chain is also associated with the viscosity of the 
resulting solution. Rigid polymers (e.g., guar gum or HEC) or polymer with rigid structures in 
solution (e.g., xanthan gum, welam gum, schizophyllan, and scleroglucan) confer the solution 
a higher viscosity than that characteristic of solution made out of flexible polymers (e.g., PAM, 
HPAM, and CMC) (Green and Willhite, 1998). However, as Sorbie (1991) reports, flexible 





Chang (1978) reported that the degree of hydrolysis of a polyacrylamide has a 
strong influence in the solution viscosity. The same author defines that the viscosity increase 
is practically linear with the degree of hydrolysis increase up to 30%. Above 30%, the viscosity 
of the solution starts to decrease with increasing degree of hydrolysis. De Melo et al. (2002) 
report that even though a higher viscosity is desirable, low values of degree of hydrolysis may 
be used to mitigate the sensitivity of the polymer to dissolved ions.  
2.7.5.5 Polymer concentration 
As explained by Sorbie (1991), an increase in the polymer concentration in solution 
results in an increase of its viscosity. Sheng (2011) states that this phenomenon occurs 
because an increase in the polymer concentration results in greater intermolecular 
interactions, which increases the solution viscosity. Sorbie (1991) also states that a decrease 
in polymer concentration results in a diminished shear thinning and viscoelastic characteristics 
of the solution (i.e., the solution behavior approximates that of a Newtonian fluid). 
As discussed in section 2.7.3, there are two critical polymer concentrations in a 
solution named overlap concentrations. These overlap concentrations are characteristic of the 
transition from dilute to semidilute (c*) and semidilute to concentrated (c**) regimes. In all 
three concentration regimes, the increase of polymer concentration results in an increase in 
the solution viscosity. However, the viscosity increase observed for a fixed polymer 
concentration increase is different for each regime. The viscosity increase observed for the 
concentrated regime due to a fixed increase in polymer concentration is higher than the one 
observed for the semidilute regime, which is higher than the one associated with the dilute 
regime. The effect is exemplified in Figure 2.31. 
 





2.7.6 Polymer rheology measurement 
Since polymer in-situ apparent viscosity is different from bulk viscosity, the 
measurement of those properties is done is different experiments. The former is performed 
in core flooding experiments, while the latter in rheometers or viscometers. 
2.7.6.1 Bulk 
The rheological behavior of polymer solutions is complex to determine. Therefore, 
one should not perform this measurement with simple viscometers, such as u-tube or falling 
ball viscometers. In order to characterize these solutions correctly, more complex equipment 
are required, such as capillary viscometers or rheometers. 
According to Sorbie (1991), to measure the rheological properties of a polymer 
solution, such solution has to be submitted to a well-defined flow which can be analyzed 
mathematically. 
Some specialized geometries have been created to study the rheology of polymer 
solutions, such as: 
 Chauveteau (1982) used specially designed capillary viscometers to perform accurate 
measurements of low viscosity polymer solutions in a large range of shear rates; 
 Liauh and Liu (1984) developed a capillary viscometer to measure dilute polymer 
solutions for EOR application under high temperature and low shear rates. 
However, Sorbie (1991) informs that the most common geometries to measure 
polymer rheology are: capillary tube, cone and plate, and Couette (concentric cylinders). 
2.7.6.1.1 Capillary viscometer 
It is possible to estimate the viscosity of a fluid by flowing it through a capillary 
tube. According to Sorbie (1991), even though the concept of this viscometer is simple, the 
measurement of a fluid’s viscosity through this apparatus is more complex than other 
viscometers. Figure 2.32 illustrates this viscometer and equations ( 2.15 ), ( 2.16 ), and  
( 2.17 ) rule the viscosity estimative in this apparatus. 
 









Where 𝜏 is the shear stress on the capillary wall, ?̇? is the shear rate on the capillary 
wall, 𝜂 is the apparent viscosity, ∆𝑝 is the pressure drop across the length 𝐿, 𝑅 is the tube 
radius, and 𝑄 is the volumetric flow rate. 
As Barnes et al. (1989) reports, this kind of viscometer is characteristic for having 
boundary effects in the pressure measurements This boundary effects are due to: 1. viscous 
and inertial losses in the convergent (inlet) and divergent (outlet) streamlines; and 2. Inlet and 
outlet velocity redistribution until steady state conditions are reached. These effects can be 
minimized or eliminated by using a capillary tube with a great length-radius ratio (> 100), or 
pressure readings by pressure tappings along the length of the tube. 
2.7.6.1.2 Cone and plate viscometer 
Figure 2.33 defines the geometry for this kind of viscometer. 
 
Figure 2.33: Geometry of a cone and plate viscometer (adapted from Sorbie, 1991).  
According to Barnes et al. (1989), this geometry allows the shear rate to be 
basically the same in any position along the plate radius, as long as the cone angle is small. 



































Where ?̇? is the shear rate, 𝜂 is the apparent viscosity, 𝜔 is the angular velocity, 𝜃 
is the cone angle, 𝑇𝑜𝑟 is the torque, and 𝑅 is the radius of the plate. 
As Barnes et al. (1989) reports, an issue related to this type of viscometer is 
present on the measurement of low viscosities or high shear rates. In these cases, one have 
to input a high angular velocity in order to produce a measurable torque. However, this leads 
to secondary flows that absorb some energy and lead to an increase in the torque. This 
phenomenon can be wrongly mistaken with a shear thickening behavior of the solution. 
2.7.6.1.3 Couette viscometer 
Sorbie (1991) defines the geometry of the Couette (or concentric cylinders) 
viscometer as in Figure 2.34. 
 
Figure 2.34: Geometry of the Couette viscometer (adapted from Sorbie, 1991). 
According to Barnes et al. (1989), the viscosity measurement in this apparatus is 
based on the input of a known rotation in the central element while measuring the resulting 
torque in the external element. Maurice M. A. Couette introduced this method in 1888. Barnes 
et al. (1989) also reports that George F. C. Searle introduced in 1912 a similar method, in which 
a torque is applied in the central element while measuring the resulting rotation in the same 
element. 
Equations ( 2.20 ), and ( 2.21 ) rule the viscosity measurement by this apparatus, 
as reported by Sorbie (1991). 
 ?̇? =
|𝜔𝑒𝑥𝑡 − 𝜔𝑖𝑛𝑡| 𝑅𝑖𝑛𝑡
(𝑅𝑒𝑥𝑡 − 𝑅𝑖𝑛𝑡)
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Where ?̇? is the shear rate, 𝜂 is the apparent viscosity, 𝜔 is the angular velocity, 𝑀 
is the torque, and 𝑅 is the radius of the cylinders, and 𝐻 is the height of the internal cylinder. 
The subscripts 𝑖𝑛𝑡 and 𝑒𝑥𝑡 refer to the internal (inner) and external (outer) cylinders, 
respectively. 
2.7.6.2 In-situ 
There is no way to measure the in-situ viscosity of a polymer flowing through a 
porous medium directly (Sorbie, 1991; Stavland et al., 2010). Therefore, to measure the in-
situ viscosity (or apparent viscosity) one first need to measure the polymer resistance factor 
(RF) and residual resistance factor (RRF). 
Polymer RF is a measurement of the mobility reduction of a given polymer, which 
can be measured in core-flooding experiments. The RF is illustrated in Figure 2.35 and can be 
estimated by ( 2.22 ) 
 
Figure 2.35: Typical core pressure drops for a polymer flooding experiment. 
Measurement of RRF is similar and is reported in section 2.5.1. 
Since RF and RRF are measurements of mobility and permeability reduction, 
respectively, the polymer in-situ viscosity (𝜂𝑖𝑠) can be estimated by ( 2.23 ). 
Where µw is the water viscosity.  
However, as the in-situ viscosity is calculated in core-flooding experiments, it will 
be estimated for specific values of flow rate or superficial velocity. Therefore, the comparison 














polymer in the porous medium can be calculated by a combination of polymer, medium, and 
flow properties. Estimation of the in-situ shear rate can be done by one of the models shown 
in section 2.7.7.8. 
2.7.7 Polymer rheology modeling 
This section focuses on the modeling of polymer rheology and presents models for 
bulk viscosity as well as for in-situ viscosity and shear rate, i.e., the viscosity and shear rate 
experienced by a polymer solution while flowing through a porous medium. 
There are several rheological models in the literature to represent the shear rate 
(Sochi, 2007), temperature, and solute concentration (Al-Shammari et al., 2011) effects on the 
viscosity of a solution, as well as viscoelastic and time-dependent behaviors (Sochi, 2007). This 
section presents some of these models. 
2.7.7.1 Ostwald-de Waele model (power-law model) for time-independent fluids 
As Sochi (2010) describes, the power-law approach is very used in engineering to 
represent a plethora of non-Newtonian fluids due to its simplicity. 
Ostwald (1925), and de Waele (1923), apud Sharp (1993), proposed a model to 
correlate the viscosity and the shear rate. This model was named in honor to these two 
scientists. The shear stress (τ) in the Ostwald-de Waele model is represented by ( 2.24 ). 
Where ?̇? is the shear rate, K is the fluid’s consistency index, and 𝑛 is the flow 
behavior index. 
From ( 2.24 ), it is possible to obtain the apparent (or effective) viscosity (𝜂) of the 
fluid, which is represented by ( 2.25 ). 
The flow behavior index (𝑛) is characteristic to the fluid and is representative of 
shear thinning (𝑛 < 1), Newtonian (𝑛 = 1) or shear thickening (𝑛 > 1) fluids. 
Figure 2.36 illustrates the behavior of a shear thinning power law fluid. 
 𝜏 = 𝐾 (?̇?)𝑛 ( 2.24 ) 






Figure 2.36: Log-log graph of apparent viscosity versus shear rate for a shear thinning fluid represented by Ostwald-de 
Waele model. 
According to Balhoff (2005), this model has a disadvantage in representing 
polymer solutions under flow. This disadvantage is that polymer solutions often exhibit two 
Newtonian plateaus under low and high shear rates. This way, the Ostwald-de Waele model 
is suitable only for intermediate shear rates. To improve the + of this model for polymer 
solutions, one can use a truncated Ostwald-de Waele model, in the form ( 2.26 ). 
Where ?̇?0 is the maximum shear rate for the low shear rate Newtonian plateau, and 
?̇?∞ is the minimum shear rate for the high shear rate Newtonian plateau. 
2.7.7.2 Ellis model for time-independent fluids 
According to Matsuhisa and Bird (1965), one of the problems with Ostwald-de 
Waele model can be solved by including a constant to describe a Newtonian behavior at low 
shear rates. The same authors inform that Ellis was the first to suggest this inclusion. This 
model is represented by the three-parameter equation ( 2.27 ). 




 𝜂 = {
𝐾 (?̇?0)
𝑛−1 , ?̇? < ?̇?0
𝐾 (?̇?)𝑛−1 , ?̇?0 < ?̇? < ?̇?∞
𝐾 (?̇?∞)
𝑛−1 , ?̇? > ?̇?∞

















Figure 2.37: Log-log graph of apparent viscosity versus shear rate for a shear thinning fluid represented by Ellis model. 
This model does not include a Newtonian plateau for high shear rates. However, 
Balhoff (2005) reports that this region is not always a region of interest to analyze non-
Newtonian fluids. 
2.7.7.3 Carreau model for time-independent fluids 
Carreau (1972) presented two rheological models to describe non-Newtonian 
fluids, named models A and B by the author. The model A proposed by Carreau (1972) is now 
known simply as Carreau model. This four-parameter model can be expressed by ( 2.28 ). 
Where 𝜂∞ is the viscosity for infinite shear rate, and 𝑡𝑐 is the characteristic time 
of the fluid. 
 
Figure 2.38: Log-log graph of apparent viscosity versus shear rate for a shear thinning fluid represented by Carreau 
model. 
 𝜂 = 𝜂∞ +
𝜂0 − 𝜂∞
[1 + (?̇? 𝑡𝑐)2]
1−𝑛
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The Carreau model, ( 2.28 ), is similar to the truncated Ostwald-de Waele model, 
( 2.26 ), with the advantage of being continuously differentiable. 
2.7.7.4 Herschel-Bulkley model for time-independent plastic fluids 
This is a rheological model capable of representing the behavior of plastic fluids, 
i.e., Newtonian, shear thinning or shear thickening fluids with yield stress. Herschel and 
Bulkley (1926), apud Tang and Kalyon (2004), first presented this model in a study on rubber-
benzene solutions. The shear stress is represented by ( 2.29 ) in this model. 
Where τ0 is the shear stress above which there is flow. 
Note that, for 𝜏0 = 0, equation ( 2.29 ) is reduced to the Ostwald-de Waele model. 
According to Balhoff (2005), this is the simplest model to represent plastic fluids. 
The same author says that, even though more complex models are able to represent the 
rheological behavior of such fluids more accurately, the Herschel-Bulkley model is largely 
employed due to its mathematical simplicity. 
2.7.7.5 Maxwell model for viscoelastic fluids 
As Sochi (2007) reports, there are several constitutive models proposed to model 
viscoelastic fluids. A common feature to all those models is the presence of at least one 
characteristic time aiming to represent the fluid’s memory. 
According to Sochi (2010), the Maxwell model is the first known attempt to obtain 
a constitutive equation for viscoelastic fluids. This is a linear viscoelastic model that combines 
the concepts of the viscosity of fluids and elasticity of solids. Maxwell (1867) proposed this 
model, which can be represented by ( 2.30 ). 
Where 𝐺′ is the elasticity modulus of the material. Note that the ratio 
𝜂
𝐺′⁄  is a time 
constant characteristic of the fluid, named the fluid relaxation time (𝜃𝑓, but also referred as 
𝜆1 in some literature). 
It is important to highlight that, as Sochi (2010) reports, this is a linear viscoelastic 
model. Therefore, this model is only valid for low strain values. 
 𝜏 = 𝜏0 + 𝜂0 (?̇?)












2.7.7.6 Temperature and concentration effects: Al-Fariss and Al-Zahrani (1993) 
Al-Fariss and Al-Zahrani (1993) extended the Ostwald-de Waele model to account 
for the temperature effect ( 2.31 ) and combined temperature-polymer concentration effects 
( 2.32 ). 
Where 𝐸0 is the energy of activation, ?̅? is the gas constant, 𝑇 is the absolute 
temperature, 𝐶𝐴𝐹𝐴𝑍 is an empirical constant, and 𝑐𝑝 is the polymer concentration. 
Note that equation ( 2.32 ) has a major drawback, since it may not approach 
solvent viscosity as the concentration reaches zero. Therefore, ( 2.32 ) can only be employed 
when dealing with non-zero concentrations. 
2.7.7.7 Model for polymer flow in porous media: Stavland et al. (2010) 
As explained in section 2.7.4, the macroscopic observation of the apparent 
viscosity of a polymer solution flowing through a porous medium results in a lower value when 
compared to the bulk viscosity for the same shear rate. This is caused by the depleted layer 
effect, which is linked to the IAPV. Some models have been proposed to correlate the depleted 
layer effect to apparent viscosity reduction (Sorbie, 1990; Stavland et al., 2010; Zitha, 2001). 
It should be noted that these models present a correction on polymer viscosity from bulk to 
in-situ. Therefore, to model one may use a bulk rheology model presented in sections 2.7.7.1 
through 2.7.7.5 and corrected by an in-situ viscosity model. 
Stavland et al. (2010) developed an expression to calculate the polymer in-situ 
viscosity based on the IAPV. It can be expressed by ( 2.33 ) and ( 2.34 ). 
Note that the polymer in-situ (𝜂𝑝,𝑖𝑠) and bulk viscosities (𝜂𝑝,𝑏𝑢𝑙𝑘) in ( 2.33 ) 
correspond to the same shear rate. 
This model assumes that the IAPV is mainly caused by the depleted layer effect. 
However, in low permeability porous media, a considerable portion of the porous media may 
be inaccessible due to pore inaccessibility. Therefore, the model proposed by Stavland et al. 
(2010) may be inappropriate to low permeability media (< 100 mD). 
 𝜂 = 𝐾 (?̇?)𝑛−1 𝑒𝐸0 (?̅? 𝑇)⁄  ( 2.31 ) 
 𝜂 = 𝐾 (?̇?)𝑛−1 𝑒𝐸0 (?̅? 𝑇)⁄  𝑒𝐶𝐴𝐹𝐴𝑍 𝑐𝑝  ( 2.32 ) 
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Note that this model should not be applied for polymer solutions under 
extensional flow (i.e., flexible polymers under high shear rates) or during mechanical 
degradation (i.e., extremely high shear rates). 
2.7.7.8 In-situ shear rate 
When dealing with non-Newtonian fluids in porous media, it is necessary a 
correlation to determine the shear rate experienced by the fluid inside the pores, i.e., in-situ 
shear rate. This shear rate should be correlated with a measurable parameter, such as flow 
rate or superficial velocity. An estimative to the in-situ shear rate is necessary because 
rheology studies are done in rheometers, which reveal the viscosity behavior as a function of 
the shear rate. 
Some notable models to model the in-situ shear rate are presented in this section. 
All the models consider the simplification of the porous medium to a bundle of capillaries of 
equal diameter, long, straight, and parallel. According to Jennings et al. (1971), a Newtonian 
fluid flowing through this simplified porous medium has the correlation between average wall 
shear rate and superficial velocity given by ( 2.35 ). 
Where 𝑘𝑓 is the absolute permeability, and 𝜙 is the porosity. 
The models presented in this section are expansions of equation ( 2.35 ). 
2.7.7.8.1 Christopher and Middleman (1965) 
Christopher and Middleman (1965) developed a model for the in-situ shear rate. 
This model considers a bundle of capillaries of equal diameter, long, straight, and parallel, and 
corrects the length of the tubes to represent the tortuosity of the system. Considering that a 
power law fluid flow through the capillary bundle aforementioned, the in-situ shear rate can 
be represented by ( 2.36 ). 
Where 𝑛 is the power law fluid’s flow behavior index, 𝑘𝑓 is the absolute 
permeability, 𝜙 is the porosity, and 𝐽𝜐⃗⃗⃗   is the superficial velocity. 
2.7.7.8.2 Cannella et al. (1988) 
Cannella et al. (1988) expanded the model presented by Christopher and 
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of capillaries. The expanded model can be expressed by ( 2.37 ) for single-phase flow and by  
( 2.38 ) for two-phase flow. 
Where 𝑘𝑤 is the effective permeability to the aqueous phase, s𝑤 is the aqueous 
phase saturation, and 𝐶𝐶  is an empirical tuning parameter. 
While Cannella et al. (1988) used 𝐶𝐶 = 6 in their studies, those authors report 
equivalent values for this tuning parameter adopted by other authors. Christopher and 
Middleman (1965) used an equivalent of 𝐶𝐶 = √24 25⁄ , Teeuw and Hesselink (1980)  
𝐶𝐶 = √2, and Bird et al. (2002) 𝐶𝐶 = √25 6⁄ . 
2.7.7.8.3 Gogarty (1967) 
One of the pioneering studies to determine the rheological behavior of non-
Newtonian fluids in porous media was done by Gogarty (1967). That author developed the 
equation ( 2.39 ), which correlates the shear rate (?̇?) with the superficial velocity (𝐽𝜐⃗⃗⃗  ) of a non-
Newtonian fluid flowing through a porous medium. 
Where 𝑘𝑓 is the absolute permeability, 𝜙 is the porosity, 𝐶𝐺1 is an experimental 
constant, 𝐶𝐺2 is a tuning exponent, and 𝑓(𝑘𝑓) is determined by ( 2.40 ). 
 
Where 𝑘𝑓
𝑟𝑒𝑓 is a reference permeability, and 𝐶𝐺3 and 𝐶𝐺4 are fluid and rock 
depending constants. 
Note that differently from the models proposed by Cannella et al. (1988) and 
Christopher and Middleman (1965), this model does not assume the type of nonlinearity of 
the fluid. 
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2.7.7.8.4 Chauveteau and Zaitoun (1981) 
Similarly to the model proposed by Gogarty (1967), Chauveteau and Zaitoun 
(1981) correlated the in-situ shear rate with the superficial velocity of a generic fluid through 
( 2.41 ). 
Where 𝐶𝐶𝑍 is a tuning parameter between the viscosity observed in the porous 
media and the measurements given by rheometers. There are various definitions for the value 
of 𝐶𝐶𝑍. Chauveteau and Zaitoun (1981) say that 𝐶𝐶𝑍 = 1.7 is adequate for a packing of large 
spheres of equal diameter, while Stavland et al. (2010) consider 𝐶𝐶𝑍 = 2.5 as suitable. 
2.8 Polymer Degradation 
Any process that breaks the molecular structure of a polymer molecule is referred 
to as degradation (Sheng, 2011). Polymer degradation is very detrimental to enhanced oil 
recovery (EOR) processes because it reduces the viscosity of the polymeric solution. Polymer 
degradation can be divided into three types: chemical, mechanical, and biological (Sorbie, 
1991). Also, the chemical degradation refers to both the oxidation-reduction (often referred 
to as thermal degradation -LEVITT; POPE; JOUENNE, 2011; MULLER, 1981a, 1981b), and the 
natural hydrolysis of polymer molecules. 
Distinct types of polymers degrade differently because of their diverse molecular 
structures (Ryles, 1988). For example, when studying xanthan degradation, one should be 
concerned with the order/disorder (helix/coil) transition of the molecule, because disordered 
molecules (low salinity or high temperatures) are much more prone to chemical (Seright and 
Henrici, 1990) and mechanical degradation. Polyacrylamides, on the other hand, are much 
more prone to mechanical degradation when exposed to elongational flow, and this condition 
changes their shear and elongational viscosities at different proportions (Dupas et al., 2013; 
Maerker, 1975). Oxygen and free radicals (such as ferrous iron: Fe2+) are also a major concern 
for stability evaluation of polymers. 
Polyacrylamides with different co-polymers also have slightly distinct degradation 
characteristics. For example, the presence of acrylate (HPAM) or acrylamide tert-butyl 
sulfonate (ATBS) groups increases the polymer shear resistance (Zaitoun et al., 2012). 
Additionally, there is no hydrolysis of ATBS molecules under alkaline conditions (Levitt et al., 
2011a). 
In field-scale polymer flooding, polymer degradation is a major concern (Muller et 
al., 1980). Many laboratory experiments have been developed to address the study of polymer 
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degradation for field applications (Maerker, 1975; Moradi-Araghi and Doe, 1987; Ryles, 1988; 
Seright and Henrici, 1990; Shupe, 1981; Yang and Treiber, 1985). However, polymer chemical 
degradation is sometimes regarded as too slow to affect core-flooding experiments. 
2.8.1 Mechanical degradation 
Polyacrylamides are known to be shear sensitive (Sheng, 2011; Sorbie, 1991). 
Shear degradation is irreversible, and consists of the rupture of the macromolecules caused 
by the stresses the flow generates in the polymer molecules (Müller et al., 1997). Molecular 
scission is near the center of the molecule in dilute solutions, but it is increasingly randomized 
as polymer concentration increases (Müller et al., 1992). This breakage of the polymer 
molecules reduces the average molecular size and decreases the viscosifying capabilities of 
the polymer (Zaitoun et al., 2012). 
During EOR, shearing of polymer molecules can occur in different stages of the 
injection system (Al-Hashmi et al., 2013; Jouenne et al., 2014; Zaitoun et al., 2012), such as: 1) 
use of shearing devices for polymer dissolution in water; 2) recirculation with centrifugal 
pump; 3) flow through chokes and valves; 4) high flow rate through perforations and sandface. 
Sheng (2013) reports viscosity losses in different stages of the injection system of the Daqing 
field. According to the same author, the shear degradation in the metering pump, 
transportation pump, filter, and flow through perforation were 5%, 2%, 1%, and 9%, 
respectively. Wang et al. (2006) reported that total mechanical degradation in the Daqing field 
was as high as 64%. Usually, the operator accepts a viscosity loss of 10% to 20% (Sheng, 2011; 
Zaitoun et al., 2012). 
According to Müller et al. (1997), semi-rigid polysaccharides (e.g. xanthan gum or 
hydroxypropyl guar) are more stable to mechanical degradation than flexible polymers (e.g. 
polyacrylamides). The same authors state that this is a consequence of the smaller contour 
length of semi-rigid polymers when compared to flexible ones of the same molecular weight. 
Zaitoun et al. (2012) found that the presence of acrylate, nVP or ATBS groups in acrylamide 
increases the shear resistance of polyacrylamide-based polymers, with ATBS being the most 
shear resistant. Also, Dupuis et al. (2013) found that polyacrylamide-based microgels have 
excellent shear stability due to the presence of internal cross-links, albeit they are less shear 
stable than xanthan. 
The viscosity of polyacrylamide solutions has basically four distinct behaviors 
regarding the shear rate (Stavland et al., 2010). As shear rate increases from low to high, the 
solution exhibits the following behaviors: Newtonian; shear thinning; shear thickening, due to 
the viscoelasticity (i.e. elongational or extensional viscosity); and shear thinning, due to 
mechanical degradation. Some authors found that mechanical degradation is more 
detrimental to the elongational viscosity (high shear rates) than shear viscosity (low shear 
rates) of polyacrylamides. Maerker (1975) found that the same flow rate results in a much 





shear viscosity. Dupas et al. (2013) observed no significant modification on shear viscosity 
while a 30% loss in extensional viscosity for a moderate flow rate, and reduction of 10% and 
60%, respectively, on shear and extensional viscosities for a high flow rate. Dupas et al. (2013) 
also suggest that a moderated mechanical degradation on polyacrylamides could be a method 
for injectivity improvement, without affecting the mobility control capability of this polymer. 
Other than the higher shear stresses and less rigid molecular structure, the factors 
that increase the mechanical degradation of polymers are: higher molecular weight (Zaitoun 
et al., 2012), higher salinity (Maerker, 1975; Zaitoun et al., 2012), longer travel distances 
(Jouenne et al., 2014; Maerker, 1975; Moan and Omari, 1992; Müller et al., 1997), and lower 
permeabilities (Maerker, 1975; Moan and Omari, 1992). 
Some attempts were made to model the mechanical degradation of polymers with 
varying degrees of success (Brakstad and Rosenkilde, 2016; Sorbie and Roberts, 1984). 
2.8.2 Oxidative degradation 
Oxidative degradation of polyacrylamides almost always occurs when oxygen is 
dissolved in the solution (Sheng, 2011), and some radicals can catalyze this degradation. This 
kind of chemical degradation is often referred to as thermal degradation (Levitt et al., 2011a; 
Muller, 1981a, 1981b) and can severely degrade the polymer in a short period. There are 
reports of oxidative degradation resulting in loss of 70% of the original viscosity within one 
week (Seright and Skjevrak, 2015). 
The oxidative degradation of polyacrylamide ceases when the reaction consumes 
all the available oxygen (Yang and Treiber, 1985), regardless of temperature (Seright and 
Skjevrak, 2015). This phenomenon is true if there is dissolved oxygen or other peroxide 
impurities available (Levitt et al., 2011b). 
Yang and Treiber (1985) found that the viscosity loss is faster and more severe the 
more oxygen is available, and that temperature accelerates the process, albeit temperature is 
less influent. Shupe (1981) found that oxidative degradation of polyacrylamides is intensified 
if metallic ions (carbon steel, brass, and copper), certain biocides, or any free radical initiator 
are present and oxygen is available. 
According to Seright and Skjevrak (2015), several approaches exist to minimize 
oxidative degradation: 1) removal of all iron; 2) removal of all dissolved oxygen, by inert gas 
blanketing, minimizing leaks, gas stripping, or adding chemical oxygen scavengers (such as 
sodium hydrosulfite/sodium dithionite); 3) addition of free radical scavengers; and 4) no 
action, since the reservoir is a reducing environment (Ryles, 1988; R. S. Seright et al., 2009; 
Shupe, 1981; Yang and Treiber, 1985). 
Ferrous iron (Fe2+) is one of the most studied element in polymer oxidative 





Degradation of organic compounds in the presence ferrous iron was described by Fenton 
(1894) apud Levitt et al. (2011b). In this reaction, ferrous iron is reduced to ferric iron (Fe3+). 
And a degradation cycle can be formed when the ferric iron is reduced to ferrous iron, but this 
depends on certain conditions (Levitt et al., 2011b). For example, degradation effects were 
observed by Knight (1973) and Yang and Treiber (1985) when using sodium dithionite, which 
can reduce ferric iron. However, Levitt et al. (2011b) demonstrated that carbonate and 
bicarbonate ions are stabilizing agents in solutions containing ferrous iron, oxygen, and 
sodium dithionite. This stabilization occurs because these ions jeopardize the solubility of 
ferrous iron. Dissolved ferric iron also leads to gel/precipitate formation, such as observed by 
Seright and Skjevrak (2015), although the same authors did not observe the formation of Fe3+ 
in sufficient quantities from the degradation reactions involving Fe2+. 
Muller (1981a) identified that residual impurities that remain in the polymer from 
the polymerization process are key radicals that contribute to the degradation of 
polyacrylamides if sufficient levels of oxygen and temperature are present. Ramsden et al. 
(1987) believe that free radicals, especially the hydroxyl radicals, are responsible for this 
degradation. 
Also, special care has to be taken when preparing the chemical package of a field 
injection solution. For example, Shupe (1981) observed that some formaldehyde (biocide) 
reacts with sodium hydrosulfite (oxygen scavenger), negating the beneficial effects of them 
and, more than that, greatly accelerating the polymer degradation. The same author also 
reports that biocides, such as acrolein and glutaraldehyde, cause substantial degradation in 
solutions containing oxygen. 
2.8.3 Natural hydrolysis 
The hydrolysis of EOR polyacrylamides at high temperatures was noted in 
laboratory experiments due to viscosity increase, alteration of pH, and precipitation on brines 
containing divalent cations (Davison and Mentzer, 1982; Muller, 1981a, 1981b; Muller et al., 
1980; Shupe, 1981). This kind of degradation is often referred solely as chemical degradation 
(Levitt et al., 2011a; Muller, 1981a, 1981b) and is long-term, as opposed to the short-term 
degradation associated with oxidation. In short-term observations, an oxygen-free polymer 
solution can exhibit a viscosity increase, although, after months or years pass, this degradation 
will be detrimental to polymer viscosity (Levitt et al., 2011a). Yang and Treiber (1985) reported 
that, for short-term observations, polymer viscosity might increase by two or three times the 
original, if the solution is prepared with fresh brine and kept at high temperatures in an 
oxygen-free environment. Long-term stability was reported by Seright et al. (2009), for 
example. These authors estimated that the projected half-life of an HPAM viscosity (50% loss 
of original viscosity) was seven years at 100ºC and two years at 120ºC, in a solution free of 





Hydrolysis is strongly dependent on pH and can be explained as a combination of 
acid or alkaline hydrolysis mechanisms as well as neighbor effects, as explained by Levitt et al. 
(2011a). An alkaline pH is preferred for long term stability of polyacrylamides (Levitt et al., 
2011a; Shupe, 1981). Levitt et al. (2011a) also report that hydrolysis of HPAM is more gradual 
than unhydrolyzed polyacrylamides, and ATBS groups are not hydrolyzed under alkali pH. 
Temperature also plays an important role in both the rate and the magnitude of 
the polymer hydrolysis (Moradi-Araghi and Doe, 1987; Yang and Treiber, 1985). Other less 
influent factors that increase the rate of hydrolysis are oxidative degradation (Levitt et al., 
2011a) and higher brine ionic strength (Yang and Treiber, 1985). 
Hydrolysis itself not only affects the viscosity of polymeric solutions but can also 
lead to precipitation in the presence of divalent ions. For a given polymer hydrolysis level and 
divalent cation concentration, if the temperature is slowly raised, the polymer solution will 
suddenly turn cloudy, and any further increase in temperature will result in precipitation. 
Many works base their study of polyacrylamide precipitation in the determination of this cloud 
point. This precipitation results from the interaction between the carboxylate groups, present 
in hydrolyzed polymers, and divalent cations in makeup water (Moradi-Araghi and Doe, 1987). 
The main parameters that influence this precipitation are: degree of hydrolysis, temperature, 
and divalent cations concentration. 
Moradi-Araghi and Doe (1987) found that at low hardness levels (< 20 ppm), the 
cloud point of polyacrylamides is higher than 200ºC regardless of the degree of hydrolysis. On 
the other hand, Zaitoun and Potie (1983) observed precipitation in their experiments at 
temperatures as low as 30ºC, due to high divalent cation concentration. 
Calcium cations (Ca2+)are the most influent divalent ion in polyacrylamide 
precipitation (Moradi-Araghi and Doe, 1987). Barium cations (Ba2+) were found to have a 
similar effect to Ca2+ by Zaitoun and Potie (1983) and less influent than Ca2+ by Moradi-Araghi 
and Doe (1987). Magnesium (Mg2+) and strontium (Sr2+) cations are less influent in 
polyacrylamide precipitation than Ca2+ (Moradi-Araghi and Doe, 1987; Ryles, 1988; Zaitoun 
and Potie, 1983). Zaitoun and Potie (1983) also found that higher concentrations of Ca2+ are 
needed to cause precipitation in a solution of higher concentrations of sodium chloride (NaCl). 
The cloud point is also influenced by polymer concentration and molecular weight, 
as well as pH, although these are of a less importance (Levitt et al., 2011a; Moradi-Araghi and 
Doe, 1987; Ryles, 1988). Levitt et al. (2011a) suggest that alkali may mitigate polymer 
degradation in the presence of divalent ions. Seright et al. (2009) state that polyacrylamides 
co-polymerized with nVP or ATBS are significantly more resistant to precipitation. 
Maitin (1992) showed that a polymer bank prepared with fresh brine could 
effectively maintain its integrity (low divalent concentration) throughout a reservoir 





can be a result of ion exchange from clays. In this condition, the operator should take actions 
to maintain the freshness of the polymer solution throughout the reservoir if precipitation is 
a concern. 
2.8.4 Biological degradation 
According to Sheng (2013), biological degradation is the breakage of polymer 
macromolecules by bacteria either during storage (aerobic bacteria) or in the reservoir 
(anaerobic bacteria). Sorbie (1991) states that both synthetic polymers and biopolymers may 
be subjects to this kind of degradation, although this problem is more detrimental for 
biopolymers. For example, Bragg et al. (1982) report that bacteria were capable of causing a 
90% loss in xanthan viscosity within four days in the Loudoun field pilot. 
Sheng (2013) reports that biological degradation only takes significant effect at 
low temperatures. Sorbie (1991) states that for treating in-situ bacteria, the operator needs 
to employ a biocide that is effective against all types of bacterial attack. Also, the same author 
highlights that biocides may interfere with the effect of other chemical additives to the 
injection fluid. 
2.9 Dispersion 
According to Booth (2008), diffusion of a component in a porous medium is 
complex, especially if the transport is dominated by convection. That is due to convection in 
porous medium enabling mechanical mixing due to rapidly varying velocities at the pore scale. 
As Delgado (2007) states, the combination of the molecular diffusion (𝐷𝑚) and mechanical 
(convective) mixing enables a phenomenon known as dispersion. 
As Alkindi et al. (2011) reports, dispersion describes the increase in spreading seen 
in the concentration of an inert tracer when flowing through a porous medium. This spreading 
is greater than that expected solely from molecular diffusion (Alkindi et al., 2011; Booth, 
2008). Therefore, Booth (2008) reports that molecular diffusion is not sufficient to describe 
the effective diffusion (i.e., dispersion) of a substance at the macroscopic scale. 
According to Alkindi et al. (2011), the dispersion is a tensor, but it is normally 
described by longitudinal (𝐾𝐿) and transverse (𝐾𝑇) dispersion coefficients. The longitudinal 
dispersion coefficient refers to the dispersion parallel to the macroscopic flow direction, while 
the transverse one describes the dispersion perpendicular to the macroscopic flow direction. 
As Delgado (2007) states, when the fluid velocity is low (i.e., 𝐽𝜐 → 0), the dispersion is basically 
due to molecular diffusion (i.e., 𝐾𝐿 ≈ 𝐾𝑇 ≈ 𝐷𝑚). For high fluid velocities, the mechanical 
dispersion dominates, but the contribution of the molecular diffusion cannot be neglected. 
The same author also reports that generally, the longitudinal dispersion coefficient is five 





The dispersion depends on the structure of the porous medium, concentration of 
the component, velocity, density, and viscosity of the fluid and it may also be anisotropic. 
(Alkindi et al., 2011; Bird et al., 2002; Booth, 2008). 
The study of dispersion of components is important for the fields of groundwater 
contamination (Flowers and Hunt, 2007), petroleum engineering (Shrivastava et al., 2005), 
and flow through packed beds (Ebach and White, 1958). 
Polymer dispersion is much more complex than dispersion of an inert tracer due 
to molecular size, structure, and its interactions with the medium. As for its molecular 
diffusion, according to Bird et al. (2002), by modeling the polymer molecules as bead-spring 
chains in a dilute solution, it is possible to arrive to the result that polymer diffusion in a 
solvent is proportional to the inverse of the square root of its molecular weight, as predicted 
by Kirkwood and Riseman (1948) 
2.9.1 Dispersion coefficient measurement 
Longitudinal dispersion coefficients can be estimated by displacing a solvent with 
a solution containing the component to be diffused in a linear porous medium. The 
concentration in the effluents is measured. The longitudinal dispersion coefficient can then be 
estimated by matching the analytical solution to the diffusion equation for the one-
dimensional flow of a component initially separated by a sharp interface (Alkindi et al., 2011; 
Brigham et al., 1961; Carberry and Bretton, 1958; Von Rosenberg, 1956), in the form of  
( 2.42 ). 
Where 𝑐𝑖 is the concentration of the component i, 𝐿 is the distance from the initial 
interface, 𝑡 is time and 𝐾𝐿 is the longitudinal dispersion coefficient. 
Note that this is valid for an inert tracer. For polymer flow through porous media, 
for example, equation ( 2.42 ) should not be valid because it does not consider effects of 
retention or IAPV for instance. However, if a more representative model is available, one 
should be able to estimate the dispersion of polymer by experiment history matching. 
According to Alkindi et al. (2011), to measure transverse dispersion coefficients, 
injection of a solvent and a concentrated solution must be done at the same time by parallel 
injection points in a two-dimensional porous medium. After steady state is established, 
samples in two parallel openings on the production side are collected. The transverse 
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2.9.2 Dispersion coefficient modeling 
According to Delgado (2007), the macroscopic modeling of the dispersion 
phenomenon is represented by Fick’s law (see section 2.11.2). In this section, some 
approaches to model the dispersion coefficient in the longitudinal direction are presented. 
2.9.2.1 Flow in capillary tubes 
Taylor (1953) and Aris (1956) studied the flow of components through capillary 
tubes. These authors found that the longitudinal diffusion was enhanced by the velocity 
profile in the tube, and obtained an expression for the effective longitudinal diffusion (𝐾𝐿) 
during viscous flow in a tube, ( 2.43 ). 
Where  𝐷𝑚 is the molecular diffusion coefficient, 𝑅 is the radius of the tube, and 
𝐽𝜐,𝑎𝑣𝑔 is the average velocity of the fluid. 
According to Booth (2008), this is the simplest model for velocity dependent 
diffusion. 
2.9.2.2 Flow in porous media 
There is a plethora of approaches to develop a model for dispersion coefficients 
during flow in porous media (Bird et al., 2002; Delgado, 2007; Koch and Brady, 1985; Saffman, 
1960, 1959; Tsotsas and Schlünder, 1988). One of the most notable approaches is represented 
by ( 2.44 ) and ( 2.45 ) (Alkindi et al., 2011; Delgado, 2007; Perkins and Johnston, 1963). 
Where 𝐷𝑚 is the bulk molecular diffusion coefficient, 𝜏̅ is the tortuosity of the pore 
network, 𝛼 is the dispersivity, 𝛽 is the dispersion exponent, and 𝑁𝑃𝐸  is the Péclet number 
(defined here as 𝑁𝑃𝐸 = 𝐽𝜐 𝑑𝑝 𝐷𝑚⁄ , where 𝐽𝜐 is the superficial velocity, and 𝑑𝑝 is the mean 
diameter of the particles forming the porous medium). 
As reported by Delgado (2007), 0 ≤ 𝛼𝐿 ≤ 2.2, 1 ≤ 𝛽𝐿 ≤ 1.2, 0 ≤ 𝛼𝑇 ≤ 0.025, 
and 1 ≤ 𝛽𝑇 ≤ 1.1, for 𝑁𝑃𝐸 < 10
5. 

























2.10 Viscous Fingering 
The displacement of a more viscous fluid by a less viscous one leads to the 
appearance of viscous fingers, i.e., viscous fingering take place when viscosity increases in the 
direction of flow (Gilje, 2008; Sesini et al., 2010; Vishnudas and Chaudhuri, 2017; Yortsos and 
Huang, 1986). 
According to Vishnudas and Chaudhuri (2017), there are two types of viscous 
fingering regarding the miscibility of the fluids: immiscible and miscible. The study of 
immiscible fingering is important for reservoir engineering, enhanced oil recovery, 
groundwater hydrology, irrigation, and infiltration (Cueto-Felgueroso and Juanes, 2009; 
DiCarlo and Blunt, 2000). While the study miscible fingering is of interest for enhanced oil 
recovery, liquid chromatography, contaminant transport (Mishra et al., 2007; Tan and Homsy, 
1986). 
As stated by Vishnudas and Chaudhuri (2017), typically, polymer EOR consists of 
injection of a bank of polymer-viscosified water to displace more viscous oil, and is followed 
by water injection. Therefore, the same authors say that both immiscible and miscible fingers 
take place during polymer EOR. Figure 2.39 illustrates miscible and immiscible fingers during 
an oil displacement by a polymer bank. 
 
 
Figure 2.39: Two dimensional visualization of viscous fingers during an oil displacement by injection of a polymer bank 
followed by water: unfavorable mobility ratio between polymer and oil while favorable mobility ratio between polymer 
and brine (top); and favorable mobility ratio between polymer and oil, while unfavorable mobility ratio between 





Viscous fingers can have a very detrimental effect on the sweep efficiency of a 
displacement process (Gilje, 2008; Greenkorn et al., 1965). The same author states that the 
presence of viscous fingers in displacements are associated with early breakthrough of the 
displacing fluid. However, the instability of the displacement can be mitigated by the existence 
of a graded mobility transition zone (Mahaffey et al., 1966; Yortsos and Huang, 1986). 
Gilje (2008) states that there are two important aspects in the viscous fingering 
phenomenon: finger initiation, and finger growth. The same author states that the balance 
between capillary and gravitational forces along with the heterogeneity of the rock affect the 
initiation of viscous fingers. Once the fingers are initiated, they grow with the viscosity ratio 
between displaced and displacing fluids. 
As reported by Homsy (1987), small scale permeability heterogeneities are often 
the cause for finger initiation. Even at pore structures deemed homogeneous, microscopic 
heterogeneities exist are generally are the cause of finger initiation (Benham and Olson, 1963; 
Blackwell et al., 1959; Gilje, 2008; Sesini et al., 2010). Viscous fingers start to grow after a 
perturbation above a critical wavelength takes place. Then, finger initiation may ensue from 
the ends of growing fingers (Gilje, 2008). 
After the formation of a perturbation in the displacing front, this perturbation will 
increase exponentially with time when M > 1, and decrease exponentially with time if M < 1 
(Gilje, 2008). Therefore, the viscous fingering is governed by the mobility ratio between the 
displaced and displacing fluids (Habermann, 1960; Sesini et al., 2010). The larger the mobility 
ratio, the more pronounced are the viscous instabilities, which causes an increase in the finger 
growth rate (Gilje, 2008). 
Gravity forces may reduce the viscous fingering effects given that fluid densities 
are sufficiently different and displacement rates are low (Blackwell et al., 1959; Gilje, 2008). 
Dispersion results in reduction of viscous fingering in miscible flow, while in immiscible flow, 
the capillary forces tend to dampen viscous fingers (Benham and Olson, 1963; Gilje, 2008; 
Mahaffey et al., 1966; Perkins et al., 1965). 
The fingers grow in both length and width. Longitudinal dispersion has a small 
influence on the finger length growth (Gilje, 2008; Perkins et al., 1965). However, transverse 
dispersion may reduce the number of fingers by merging multiple fingers. This finger merging 
leads to a more stable displacement (Blackwell et al., 1959; Perkins et al., 1965; Slobod and 
Thomas, 1963), even though experiments have concluded that dispersion is not sufficient to 
mitigate all the perturbations in the flow in reservoir scale and most laboratory scales 
(Benham and Olson, 1963; Blackwell et al., 1959; Greenkorn et al., 1965; Habermann, 1960; 
Mahaffey et al., 1966; Perkins et al., 1965; Slobod and Thomas, 1963). 
Azaiez and Singh (2002) report that shear thinning fluids provide conditions for 





Other important factors that influence finger growth are flow velocity, velocity 
dependence of dispersion, and non-monotonic viscosity profiles (Benham and Olson, 1963; 
Hill, 1952; Sesini et al., 2010). 
2.10.1 Miscible viscous fingering measurement 
Hill (1952) conducted one of the earliest comprehensive investigations on viscous 
fingers. This author investigated the one-dimensional stability of flows applied to the 
displacement of sugar liquors by water in columns of granular bone charcoal. Latter, Saffman 
and Taylor (1958) and Chuoke et al. (1959) published similar advancements on the instability 
analyses of one-dimensional displacement. Both of these works also present comprehensive 
experimental works on the finger formation in Hele-Shaw cells (parallel plates). 
Most investigations on viscous fingers Involve two-dimensional experiments on 
packed beds (Blackwell et al., 1959; Greenkorn et al., 1965; Habermann, 1960; Hill, 1952; 
Perkins et al., 1965; Slobod and Thomas, 1963) or Hele-Shaw cells (Benham and Olson, 1963; 
Chuoke et al., 1959; Mahaffey et al., 1966; Saffman and Taylor, 1958; Stoneberger and 
Claridge, 1988). This majority is due to the characterization of fingers in terms of initiation, 
growth, merging, and shape being observable only on two-dimensional models. However, 
there are studies on the effects of fingers on one-dimensional experiments (Brigham et al., 
1961; Koval, 1963; Ligthelm, 1989). Figure 2.40 illustrates the one- and two-dimensional 
visualization of fingers. 
 
 
Figure 2.40: Representation of an unstable displacement with finger formation: two-dimensional observation of fingers 
(top), and averaged one-dimensional observation of fluid saturations (bottom) (adapted from Koval, 1963). 
To quantify the fingering effect in fluid saturation or component concentration in 





effluents in order to obtain a production history. Then, an averaged model, such as the one 
presented in section 2.10.2.1, can be matched with the experimental results in order to obtain 
the viscous finger influence in the displacement. However, it should be noted that several 
other phenomena can influence fluid or component transports (e.g., dispersion). Therefore, 
one should match a model that accounts for these various transport-influencing phenomena. 
Two-dimensional characterization of viscous fingers can be done by using a 
transparent model associated with a video camera, or by using microtomography. A more 
thorough characterization of the fingers can be done in these two-dimensional models (e.g., 
instant of initiation, shape of fingers, conditions for finger merging). 
2.10.2 Miscible viscous fingering modeling 
Viscous fingering is essentially a multi-dimensional phenomenon initiated by small 
heterogeneities in the porous medium and grown by viscosity differences between displaced 
and displacing fluids. However, an averaged model was developed for the one-dimensional 
case. 
2.10.2.1 One-dimensional flow 
Koval (1963) developed a model for one-dimensional displacement of oil by a 
solvent in porous medium considering viscous finger formation. The model developed by that 
author is based on the fractional flow equations proposed by Buckley and Leverett (1942) for 
immiscible flow, as is represented by ( 2.46 ). 
Where 𝑠 is the saturation, the subscript DISP refers to the displacing fluid, and 𝐾𝐹 
is represented by ( 2.47 ). 
Where 𝐻𝐹 is the degree of heterogeneity factor (𝐻𝐹 = 1 for a homogeneous 
system), and 𝐸 is the effective viscosity ratio. 
Now, consider the case of water containing a given concentration of species i 
(𝑐𝑖
𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑖𝑛𝑔
) displacing a solution of water which contains another concentration of the same 
species i (𝑐𝑖
𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑑). The equation ( 2.46 ) proposed by Koval (1963) can then be interpreted 






1 + 𝑠𝐷𝐼𝑆𝑃 (𝐾𝐹 − 1)
 ( 2.46 ) 





𝐾𝐹 (1 − 𝑐?̅?)
1 + (1 − 𝑐?̅?) (𝐾𝐹 − 1)





Where 𝑐?̅? is the normalized concentration of component i, expressed by ( 2.49 ). 
Where the subscript 𝑑𝑖𝑠𝑝 refers to the displaced fluid. Note that this normalization 
yields 𝑐?̅?,𝐷𝐼𝑆𝑃 = 0 and 𝑐?̅?,𝑑𝑖𝑠𝑝 = 1. 
Also, the total velocity (𝐽𝜐) is the sum of the displaced and displacing ones  
(i.e., 𝐽𝜐 = 𝐽𝜐,𝐷𝐼𝑆𝑃 + 𝐽𝜐,𝑑𝑖𝑠𝑝). Therefore, one can obtain the expression ( 2.50 ). 
Due to the normalization issued by ( 2.49 ), the velocity of the component i is given 
by the displaced velocity, i.e., ( 2.51 ). 
Where 𝐽𝑖  is the mass flux of component i per unit area, 𝑑𝑑𝑖𝑠𝑝 is the bulk density of 
the displaced fluid. Note that if there is no viscous fingering (i.e., 𝐾𝐹 = 1), the expression  
( 2.51 ) is reduced to the purely convective transport of a component (without instabilities), 
i.e., 𝐽𝑖 𝑑𝑑𝑖𝑠𝑝⁄ = 𝑐?̅? 𝐽𝜐. Also, note that in the notation adopted here, the concentration is treated 
as dimensionless (mass of solute per mass of solvent). 
Several authors studied how to determine the effective viscosity ratio for miscible 
displacements in terms of the viscosity ratio (𝑉𝑅) (Koval, 1963; Ligthelm, 1989; Stoneberger 
and Claridge, 1988; Todd and Longstaff, 1972), as summarized by Table 2.2. 
Table 2.2: Summary of effective viscosity ratio reported in the literature. 
Effective viscosity ratio (𝑬) Based on Reference 
𝐸 = 𝑉𝑅 Derivation for zero mixing 
Scheidegger and Johnson 
(1961), apud Ligthelm (1989) 








2 3⁄  
History matching between simulation and 
experimental results 
Todd and Longstaff (1972) 




Fit of results from Hele-Shaw flooding 
experiments (quarter of five-spot) 
Stoneberger and Claridge 
(1988) 
𝐸 = 𝑉𝑅
2 3⁄  Heuristic theoretical model Ligthelm (1989) 
𝐸 = √𝑉𝑅 
Fit of results from core flooding and field 
tests 
Ligthelm (1989) 
 𝑐?̅?  =
𝑐𝑖 − 𝑐𝑖,𝐷𝐼𝑆𝑃
𝑐𝑖,𝑑𝑖𝑠𝑝 − 𝑐𝑖,𝐷𝐼𝑆𝑃






𝐾𝐹 + 𝑐?̅? (1 − 𝐾𝐹)






𝐾𝐹 + 𝑐?̅? (1 − 𝐾𝐹)





2.10.2.2 Multi-dimensional flow 
Finger initiation often is caused by small heterogeneities in the medium while a 
less viscous fluid is displacing a more viscous one. Therefore, if these small heterogeneities 
are introduced in a grid, any multi-dimensional simulator of flow in porous media should be 
able to simulate those fingers (Farajzadeh et al., 2016b; Gilje, 2008; Hosseini and Chalaturnyk, 
2012; Peaceman and Rachford, 1962; Sesini et al., 2010; Vishnudas and Chaudhuri, 2017). 
Peaceman and Rachford (1962) conducted a pioneer work on the modeling of 
viscous fingering in multidimensional miscible displacement. Those authors developed a 
numerical model to represent oil displacement by solvent, and generated a pseudo-random 
permeability distribution to ensue initiation of the viscous fingers. The simulation results of 
those authors were in good agreement with experimental observations. 
Gilje (2008) introduced small permeability heterogeneities in multidimensional 
models simulated in UTCHEM. That author was able to match two-dimensional experimental 
data for both miscible and immiscible displacements. However, immiscible displacement at 
zero initial water saturation did not match well with experimental data. 
Farajzadeh et al. (2016b) used MoReS (Shell in-house modular reservoir simulator) 
to evaluate finger formation in surfactant alternating gas (SAG) foam enhanced oil recovery. 
To ensue finger initiation those authors perturbed the permeability grid within a modest 
Dijktra-Parsons’ coefficient. These authors highlight that the fingers may not be well 
represented in poor grid resolutions. 
It is worth mentioning that the viscous finger phenomenon should not be confused 
with channeling. Channeling is caused by a high permeability channel in a porous medium, 
issuing a preferential flow channel and forming a finger even under favorable viscosity ratios 
(Luo et al., 2017a). On the other hand, viscous fingering is initiated by non-preferential small-
scale heterogeneities. 
2.11 Transport Equations 
This section presents the equations for fluid and component transport equations 
associated with this work. 
2.11.1 Darcy’s law 
The hydraulic conduction is a fluid movement from a high-pressure region to a 
low-pressure one. Darcy (1856), apud Brown (2002), formulated an empirical linear equation 
that describes this phenomenon in porous media, named Darcy’s law in his honor. The Darcy’s 





Where 𝜇𝑓 is the viscosity of the fluid and 𝑝 is the pressure. 
Whitaker (1986) presents a theoretical derivation of the Darcy’s law. 
2.11.2 Fick’s law 
The molecular diffusion of components is the movement of a species from a region 
in which its concentration is high to a low concentration one. Fick (1855), apud Philibert 
(2005), formulated a linear equation that describes the molecular diffusion as an isolated 
phenomenon, named Fick’s law in his honor. The Fick’s law can be expressed as ( 2.53 ).  
For each component 𝑖 = 1,2, … , 𝑛𝑐 − 1, where 𝐽𝑖
𝑑⃗⃗  ⃗ is the diffusive flow of a 
component i, 𝑐𝑖 is the concentration of the component i, 𝐷𝑖𝑖  is the molecular diffusion 
coefficient of the pure component i in free solution, and 𝑛𝑐 is the number of components in 
the system. Note that this formulation disregards the effects of multicomponent diffusion. 
Note that, if the component i is dissolved in a fluid during flow, the transport of 
said component is given as the composition between the diffusive and convective flows, which 
takes the form ( 2.54 ) for a porous medium. 
  
 𝐽𝜐⃗⃗⃗  =
𝑘𝑓
𝜇𝑓
 (−𝛻𝑝) ( 2.52 ) 
 𝐽𝑖
𝑑⃗⃗  ⃗ = 𝐷𝑖𝑖 (−𝛻𝑐𝑖) ( 2.53 ) 
 𝐽𝑖⃗ = 𝜙 𝐽𝑖






This chapter focuses on the development of a custom simulator aiming to 
represent polymer and tracer transport through linear porous media. It is a one-dimensional 
and single-phase simulator aiming to serve as a tool to plan and analyze experimental core 
floodings using polymer solutions. The simulator accounts for the following phenomenon in 
the transport of polymer: irreversible and reversible retention, permeability reduction, 
inaccessible pore volume, non-Newtonian fluids, dispersion, advection, and miscible viscous 
fingering. The model developed in this chapter was based on the work by Moreno (2000). 
Firstly, the dimensional mathematical model proposed for the simulator is 
presented, followed by its dimensionless representation and the numerical model for solution 
in a computer algorithm. Then, some results involving this simulator are presented in the form 
of a sensitivity analysis and history matching with a literature experiment. A more complete 
history matching using this simulator is done in chapter 4, using original and more complete 
experimental data. 
3.1 Dimensional Mathematical Model 
In this section, the partial differential equations (PDE) and the constitutive 
equations of the proposed model are presented. This model is based on the continuity 
equation (i.e., mass balance) and phenomenological equations. The complete model 
derivation is presented on APPENDIX B. 
3.1.1 Hydraulic diffusion equation 
The mass balance of the fluid phase flowing through a completely saturated 
porous medium is given by ( 3.1 ). 
Where ?̃?𝑓 is the source or sink of fluid (negative for sink, and positive for source), 
and 𝜌𝑓 is the specific mass of the fluid phase. 
The fluid and the rock formation are considered slightly compressible. Therefore, 
the isothermal compressibility of the formation (𝑐𝜙) and of the fluid (𝑐𝑓) can be represented 
















If we consider: 
 Source and sink of fluid phase are negligible; 
 The fluid density and the porosity of the medium are a function of the pressure only; 
 The system is under Darcian flow; 
 The variations of pressure and fluid phase compressibility are small; 
 The total system compressibility (𝑐𝑡) is given by ( 3.4 ). 
We now have the final form of the proposed dimensional hydraulic diffusion 
equation, ( 3.5 ). 
Equation ( 3.5 ) takes the form ( 3.6 ) for the horizontal one-dimensional case. 
Note that, if the porous medium permeability and the fluid viscosity are constants, 
the equation ( 3.6 ) is reduced to the classic form of the hydraulic diffusion (or groundwater 
flow equation), as presented by Rosa et al. (2006), for example. 
3.1.2 Advection-reaction-dispersion equation 
The mass balance of each component i being transported through a porous 
medium is given by ( 3.7 ). 
The source/sink term (?̃?𝑖) has to be accounted with care. If the source/sink is 
expressed in terms of volume of fluid, it has to be pondered by the apparent porosity. Note 
that in the proposed case, this consideration is not necessary because the source/sink is due 
to retention. 







 ( 3.3 ) 
 𝑐𝑡 = 𝑐𝑓 + 𝑐𝜙 ( 3.4 ) 
 𝜙 𝑐𝑡  
𝜕𝑝
𝜕𝑡
= 𝛻 ∙ (
𝑘𝑓
𝜇𝑓
 𝛻𝑝) ( 3.5 ) 





















 The effective porosity to the component i is time-constant; 
 The dispersion coefficient is space-constant. 
We arrive at the proposed dimensional equation of advection-reaction-dispersion 
of a component i, ( 3.8 ). 
Considering one-dimensional flow, equation ( 3.8 ) becomes ( 3.9 ). 
Note that if the convection of component i is under steady state conditions, and 
there is no source or sink for the species i, the equation ( 3.9 ) is reduced to the classic 
advection-diffusion equation, as presented by Lake (1989), Sorbie (1991), or Logan (2001). 
3.1.3 Transport equations 
3.1.3.1 Fluid transport 
Fluid transport is given by Darcy’s law, ( 3.10 ). 
Where 𝐽𝜐⃗⃗⃗   is the flow velocity (i.e., volumetric flow rate by area open to flow), 𝑘𝑓 is 
the porous medium permeability, 𝜇𝑓 is the fluid viscosity, and 𝑝 is the pressure. 
For the horizontal one-dimensional case, ( 3.10 ) becomes ( 3.11 ). 
3.1.3.2 Species transport 
Species transport is given by ( 3.12 ). 
Where 𝐽𝑖⃗  is the mass flux per unit area of component i,  𝜙𝑖  is the effective porosity 
to the component i, and 𝑐𝑖  is the concentration of component i. 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡
= 𝜙𝑖 𝐾𝑖  𝛻
2𝑐𝑖 − 𝛻 ∙ 𝐽𝑖
𝑎⃗⃗  ⃗ + ?̃?𝑖 ( 3.8 ) 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡







+ ?̃?𝑖 ( 3.9 ) 
 𝐽𝜐⃗⃗⃗  =
𝑘𝑓
𝜇𝑓
 (−𝛻𝑝) ( 3.10 ) 






) ( 3.11 ) 
 𝐽𝑖⃗ = 𝜙𝑖 𝐽𝑖
𝑑⃗⃗  ⃗ +  𝐽𝑖





The diffusive mass flux per unit area of component i, 𝐽𝑖
𝑑⃗⃗  ⃗, is given by Fick’s law for 
dispersion, ( 3.13 ). 
Where K𝑖 is the dispersion coefficient for the component i. 
For the one-dimensional case considering dispersion in the direction of flow,  
( 3.13 ) becomes ( 3.14 ). 
The advective mass flux per unit area of component i, 𝐽𝑖
𝑎⃗⃗  ⃗, is given by ( 3.15 ). 
Where 𝐽𝜐⃗⃗⃗   is the flow velocity as given by ( 3.11 ), 𝑐?̅? is the normalized concentration 
of component i, and 𝐾𝐹 is the Koval’s effective displacement factor, given by ( 3.16 ). 
Where 𝐻𝐹 is the degree of heterogeneity factor (𝐻𝐹 = 1 for homogeneous 
systems), and 𝐸 is the effective viscosity ratio. 
Note that miscible viscous fingering effects in the transport of polymer are 
represented with this approach, but the fingers cannot be observed due to the one-
dimensional nature of the model. 
3.1.4 Constitutive equations 
Polymer apparent viscosity (𝜂) was modeled by the truncated Ostwald-de Waele 
model including concentration effects, ( 3.17 ). 
Where 𝐶1 and 𝐶2 are experimental constants, 𝑐𝑖 is the solute concentration, 𝐾 is 
the fluid’s consistency index, 𝑛 is the flow behavior index, ?̇?0 is the maximum shear rate for 
the low shear rate Newtonian plateau, ?̇?∞ is the minimum shear rate for the high shear rate 
Newtonian plateau, and 𝜇𝑠𝑜𝑙.is the viscosity of the solvent. 
 𝐽𝑖
𝑑⃗⃗  ⃗ = 𝐾𝑖  (−𝛻𝑐𝑖) ( 3.13 ) 
 𝐽𝑖
𝑑⃗⃗  ⃗ = 𝐾𝐿,𝑖  (−
𝜕𝑐𝑖
𝜕𝑥
) ( 3.14 ) 
  𝐽𝑖
𝑎⃗⃗  ⃗ = 𝐽𝜐⃗⃗⃗   
𝑐?̅? 
𝐾𝐹 + 𝑐?̅? (1 − 𝐾𝐹)
 ( 3.15 ) 
 𝐾𝐹 = 𝐻𝐹 𝐸 ≥ 1 ( 3.16 ) 
 𝜂 = 𝑚𝑎𝑥 [𝜇𝑠𝑜𝑙  , {
𝐶1 (𝑐𝑖)
𝐶2 𝐾 (?̇?0)
𝑛−1 , ?̇? < ?̇?0
𝐶1 (𝑐𝑖)
𝐶2  𝐾 (?̇?)𝑛−1 , ?̇?0 ≤ ?̇? ≤ ?̇?∞
𝐶1 (𝑐𝑖)
𝐶2 𝐾 (?̇?∞)
𝑛−1 , ?̇? > ?̇?∞





The in-situ shear rate (?̇?) was modeled after Cannella’s model (Cannella et al., 
1988), ( 3.18 ). 
Where 𝐶𝐶  is an empirical tuning parameter, 𝑛 is the flow behavior index of the 
power law fluid,  𝐽𝜐⃗⃗⃗   is the fluid velocity, 𝑘𝑓 is the permeability of the medium, and 𝜙 is the 
porosity of the medium. This work used 𝐶𝐶 = 6, after the studies performed by Cannella et al. 
(1988). 
The retention of component i (𝛤𝑖) was modeled by the Langmuir isotherm with a 
reversible component, ( 3.19 ). 
Where 𝛤𝑖,𝑠𝑎𝑡 is the quantity of adsorbed solute in which the adsorbent saturates 
with the species i, 𝑏𝑖 is the Langmuir equilibrium constant, 𝑓𝑟𝑟,𝑖 is the reversible retention 
fraction for component i, 𝑐𝑖 is the component i concentration, and 𝑐𝑖
𝑚𝑎𝑥 is the historically 
maximum local concentration of component i (the highest concentration that has ever passed 
through a specific fraction of the medium). 
The permeability reduction caused by retention was modeled by Bondor’s model 
(Bondor et al., 1972), ( 3.20 ). 
Where 𝑅𝑅𝐹𝑖 is the residual resistance factor associated with the component i, 
𝑘𝑓
𝑖𝑛𝑖 is the porous medium permeability before permeability alteration, 𝑘𝑓 is the permeability 
of the medium after permeability reduction, 𝛤𝑖 is the retention of component i, and 𝛤𝑖,𝑠𝑎𝑡 is 
the quantity of adsorbed solute in which the adsorbent saturates with the species i. 
The inaccessible pore volume of component i (𝐼𝐴𝑃𝑉𝑖) was modeled by ( 3.21 ). 
Where 𝜙𝑖  is the effective porosity to the component i, 𝜙 is the effective porosity 
of the medium (i.e., all the connected pores, accessible to the small solvent molecules). 
 ?̇? = 𝐶𝐶  [








 ( 3.18 ) 
 𝛤𝑖 = 𝑚𝑎𝑥 [(1 − 𝑓𝑟𝑟,𝑖) 𝛤𝑖,𝑠𝑎𝑡  
𝑏𝑖 𝑐𝑖
𝑚𝑎𝑥
1 + 𝑏𝑖 𝑐𝑖
𝑚𝑎𝑥 , 𝛤𝑖,𝑠𝑎𝑡  
𝑏𝑖 𝑐𝑖
1 + 𝑏𝑖 𝑐𝑖





= 1 + (𝑅𝑅𝐹𝑖 − 1) 
𝛤𝑖
𝛤𝑖,𝑠𝑎𝑡
 ( 3.20 ) 





3.2 Dimensionless Mathematical Model 
According to Çengel and Cimbala (2006), there are two advantages in solving a 
dimensionless problem: 1. it enhances the view over correlations between key parameters; 
and 2. reduces the number of system parameters. Another advantage is related to numerical 
solutions of these problems. With the normalization of variables, numerical errors resulting 
from operations between large and small numbers are reduced. 
3.2.1 Dimensionless variables 
Aiming at dimensionalizing a problem, one has to introduce a series of 
dimensionless variables. These dimensionless variables are obtained by the normalization of 
the problem variables using reference values. This process frequently leads to the appearance 
of dimensionless numbers that represent a ratio between phenomena associated with the 
problem at hand. 
Table 3.1 summarizes the dimensionless variables used in the proposed model. 
Table 3.1: Dimensionless variables associated with the proposed model. 
Table 3.2 defines the dimensionless numbers associated with the proposed model. 
The origin of these numbers is demonstrated in the APPENDIX C.  
Variable Dimensionless form 










































Langmuir equilibrium constant 𝑏𝑖𝐷 = 𝑏𝑖  𝑐𝑖
𝑟𝑒𝑓
 









Table 3.2: Dimensionless numbers associated with the proposed model. 
Note that the Péclet number defined in Table 3.2 considers the interstitial velocity 
of the fluid. Therefore, the transport ratio given by 𝑁𝑃𝐸
𝑟𝑒𝑓
 refers to the pore scale. If the 
superficial velocity was considered, the Péclet number would refer to transport at a 
macroscopic level. 
Table 3.3 summarizes the reference values used in the proposed model. 




injection pressure * 
∆𝑝𝑟𝑒𝑓 = ∆𝑝𝑖𝑛,𝑚𝑎𝑥 − ∆𝑝𝑖𝑛𝑖 
At constant 
































Volumetric flow rate per 
unit area (i.e., fluid 
velocity) 
At constant 
injection pressure * 
𝐽𝑣











injection rate * 𝐽𝑣
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗
= 𝐽𝑣
𝑖𝑛,𝑚𝑎𝑥⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗b 
Mass flow rate per unit area for component i 𝐽𝑖
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗



























* – in the case of successive injections, the maximum input parameter is used (i.e., maximum concentration, differential pressure, or fluid velocity); 
† – 𝜇𝑓
𝑖𝑛𝑖 refers to the fluid viscosity that saturates the porous medium initially (i.e., at 𝑡 = 0). 
Note that the reference values for the differential pressure and the fluid velocity 
are defined according to the boundary conditions. 
Number Description Form 
Péclet number 
Ratio between the transport of component i by 









𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗
 
Langmuir number 
Ratio between the adsorptive capacity of the 














3.2.2 Dimensionless forms of the PDEs 
By using the dimensionless variables presented in Table 3.1 and algebraic 
manipulation, it is possible to at the dimensionless PDE presented in section 3.1. The complete 
derivation of the dimensionless model is presented in APPENDIX C. 
The dimensionless hydraulic diffusion equation is ( 3.22 ). 
The dimensionless advection-reaction-dispersion equation for a component i may 
be expressed in two forms: ( 3.23 ), considering non-equilibrium retention, and ( 3.24 ), 
considering equilibrium retention. 
The viscous finger correction factor (𝐹𝑉𝐹), in ( 3.23 ) and ( 3.24 ) is a correction for 
the advective transport of the component i based on the viscous fingers. The 𝐹𝑉𝐹 is given by  
( 3.25 ). 
The retardation factor (𝐹𝑅) in ( 3.24 ) is a factor that consumes the component i 
given its retention. The 𝐹𝑅 is represented by ( 3.26 ). 
Equilibrium retention is considered throughout this chapter, i.e., equation ( 3.24 ). 
3.2.3 Dimensionless transport equations 
Along with the continuity equations, the transport equations also need to be 































 ( 3.23 ) 











𝜕(𝑐𝑖𝐷 𝐽𝜐𝐷⃗⃗ ⃗⃗  ⃗ 𝐹𝑉𝐹)
𝜕𝑥𝐷
] ( 3.24 ) 
 𝐹𝑉𝐹 =
1 
𝐾𝐹 + 𝑐𝑖𝐷 (1 − 𝐾𝐹)
 ( 3.25 ) 









The fluid transport equation (i.e., horizontal one-dimensional Darcy’s law),  
( 3.11 ), represented in its dimensionless form using the variables presented in Table 3.1 
becomes ( 3.27 ). 
Similarly, the species transport, ( 3.12 ), has its dimensionless form represented by  
( 3.28 ). 
3.2.4 Dimensionless constitutive equations 
The truncated Ostwald-de Waele model with concentration effects, ( 3.17 ), in its 
dimensionless form is expressed by ( 3.29 ). 
The in-situ shear rate, ( 3.18 ), is expressed dimensionally by ( 3.30 ). 
Equation ( 3.19 ), for the retention of component i becomes ( 3.31 ) in its 
dimensionless form. 
The permeability reduction, ( 3.20 ), in its dimensionless form is given by ( 3.32 ). 
The inaccessible pore volume model as well as the Koval’s effective displacement 
factor are already dimensionless, therefore equations ( 3.21 ) and ( 3.16 ) are unchanged. 






 ( 3.27 ) 

































( 3.29 ) 
 ?̇?𝐷 = 𝐶𝐶  [






𝐽𝜐𝐷⃗⃗ ⃗⃗  ⃗
√𝑘𝑓𝐷
 ( 3.30 ) 
 𝛤𝑖𝐷 = 𝑚𝑎𝑥 [(1 − 𝑓𝑟𝑟,𝑖) 
𝑏𝑖𝐷 𝑐𝑖𝐷
𝑚𝑎𝑥
1 + 𝑏𝑖𝐷 𝑐𝑖𝐷
𝑚𝑎𝑥  ,
𝑏𝑖𝐷 𝑐𝑖𝐷
1 + 𝑏𝑖𝐷 𝑐𝑖𝐷




1 + (𝑅𝑅𝐹𝑖 − 1) 𝛤𝑖𝐷





3.2.5 Initial and boundary conditions 
Table 3.4 summarizes the dimensionless initial and boundary conditions 
associated with the proposed model. 
Table 3.4: Dimensionless initial and boundary conditions. 
3.3 Numerical Model 
The finite difference method, which is based on Taylor series expansion, was used 
to express the equations in a discrete way. 
For the space diffusive derivatives, approximations by central differences were 
used. The generic form of the central differences is represented by ( 3.33 ). 
Where 𝑊 is a generic variable. 
For the space advective derivatives, approximation by backward differences was 
used. Equation ( 3.34 ) is the generic form of the backward differences approximation. 
For the time derivatives, approximation by forward differences was used, which 
its generic form is expressed by ( 3.35 ). 























𝑝𝐷(0, 𝑡𝐷) = 1 
𝜕𝑝𝐷
𝜕𝑥𝐷




𝑝𝐷(1, 𝑡𝐷) = 0 
𝜕𝑝𝐷
𝜕𝑥𝐷
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Note that only the most significant error term is presented in equations ( 3.33 ),  
( 3.34 ), and ( 3.35 ). 
In a simplified notation, the equations ( 3.33 ), ( 3.34 ), and ( 3.35 ) can be 
expressed as ( 3.36 ), ( 3.37 ), and ( 3.38 ), respectively 
Where 𝑘 is the current time step, and 𝑗 the current grid cell. The space grid is 
interpreted as in Figure 3.1. 
 
Figure 3.1: Space grid representation. 
Note that the diffusive terms appear as second derivatives in both PDEs in the 
proposed model. Therefore, no variable is evaluated at the cells’ interfaces (i.e., 𝑥𝑗+1 2⁄
 and 
𝑥𝑗−1 2⁄
). This discretization choice was done to minimize the error of these terms. 
3.3.1 Discretization of the hydraulic diffusion equation 
Introducing the finite difference approximations on the dimensionless hydraulic 
diffusion equation ( 3.22 ), we can obtain ( 3.39 ). 
In order to evaluate the permeability and viscosity variables in the middle of the 
cells, we have to perform a downstream weighting of them, i.e., evaluate these variables half 














































































solution, the permeability and viscosity are evaluated explicitly. With these considerations,  
( 3.39 ) becomes ( 3.40 ). 
If we rearrange ( 3.40 ) so that all the implicit variables are on the left side of the 
equality, we come to the form ( 3.41 ). 
Where: 
3.3.2 Discretization of the advection-reaction-dispersion equation 
Introducing the finite difference approximations on the dimensionless advection-
reaction-dispersion equation ( 3.24 ), we can obtain ( 3.42 ). 
Introducing ( 3.36 ) again for the concentration space derivative, ( 3.42 ) becomes  





























( 3.40 ) 
 𝑎𝐻𝐷 ∆𝑝𝐷,𝑗−1
𝑘+1 + 𝑏𝐻𝐷 ∆𝑝𝐷,𝑗
𝑘+1 + 𝑐𝐻𝐷 ∆𝑝𝐷,𝑗+1
𝑘+1 = 𝑑𝐻𝐷 ( 3.41 ) 




































 𝑑𝐻𝐷 = ∆𝑝𝐷,𝑗













































If we rearrange ( 3.43 ) so that all the implicit variables are on the left side of the 
equality, we come to the form ( 3.44 ). 
Where: 
The viscous finger correction factor (𝐹𝑉𝐹) is represented by ( 3.47 ). 
Note that 𝐾𝐹,𝑗
𝑘 ≥ 1, and 0 ≤ 𝑐𝑖𝐷,𝑗
𝑘 ≤ 1, therefore 𝐹𝑉𝐹,𝑗
𝑘  cannot be undefined (i.e., 
no division by zero). 



































( 3.43 ) 
 
 𝑎𝐴𝑅𝐷𝑖  𝑐𝑖𝐷,𝑗−1
𝑘+1 + 𝑏𝐴𝑅𝐷𝑖  𝑐𝑖𝐷,𝑗
𝑘+1 + 𝑐𝐴𝑅𝐷𝑖 𝑐𝑖𝐷,𝑗+1
𝑘+1 = 𝑑𝐴𝑅𝐷𝑖 ( 3.44 ) 
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𝑘  (1 − 𝐾𝐹,𝑗
𝑘 )
 






















3.3.3 Transport equations discretization 
The dimensionless fluid transport equation, ( 3.27 ), approximation using finite 
differences is given by ( 3.47 ). 
Similarly, the finite differences approximation of the dimensionless species 
transport, ( 3.28 ), is given by ( 3.48 ). 
3.3.4 Constitutive equations discretization 
The dimensionless truncated Ostwald-de Waele, ( 3.29 ), numerical approximation 
by finite differences is given by ( 3.49 ). 
The dimensionless in-situ shear rate, ( 3.30 ), is approximated by finite differences 
to become ( 3.50 ). 
Equation ( 3.31 ), for the dimensionless retention of component i becomes  
( 3.51 ) after approximation by finite differences. 
The dimensionless permeability reduction, ( 3.32 ), in its numerical approximation 













) ( 3.47 ) 
 𝐽𝑖𝐷𝑗






















































( 3.49 ) 
 ?̇?𝐷,𝑗
𝑘 = 𝐶𝐶  [










 ( 3.50 ) 
 𝛤𝑖𝐷,𝑗
𝑘 = 𝑚𝑎𝑥 [(1 − 𝑓𝑟𝑟,𝑖) 
𝑏𝑖𝐷 𝑐𝑖𝐷,𝑗
𝑚𝑎𝑥




1 + 𝑏𝑖𝐷 𝑐𝑖𝐷,𝑗





The finite differences approximation of equation ( 3.21 ), for the inaccessible pore 
volume is given by ( 3.53 ). 
The Koval’s effective displacement factor, ( 3.16 ), in its proposed numerical form 
is ( 3.54 ). 
Where the effective viscosity ratio (𝐸) is either a constant value or given by the 
discretized Ligthelm (1989) correlation, ( 3.57 ). 
3.3.5 Discretization criterion 
All forms of discretization are subject to error induction in the results. Different 
magnitudes of errors have been introduced in the discretization of the mathematical model, 
i.e., sections 3.3.1 through 3.3.4. Therefore, it is important to perform a careful analysis aiming 
to develop a criterion to choose the time steps and size of grid cells in order to reduce those 
approximation errors. 
The analyses presented in the sections 3.3.5.1 and 3.3.5.2 are based on the 
methodology presented by Moreno (2000). This methodology only takes into consideration 
the lowest order errors (i.e., the most significant ones) of each finite difference approximation 
on the PDEs. This consideration is valid because the lowest order errors are the major cause 
of numerical dispersion. 
3.3.5.1 Error analysis for the hydraulic diffusion equation 







1 + (𝑅𝑅𝐹𝑖 − 1) 𝛤𝑖𝐷,𝑗
𝑘 
( 3.52 ) 
 𝜙𝑖,𝑗




𝑘) ( 3.54 ) 
 𝐸𝑗









The finite difference approximation of the time term in ( 3.22 ) results in ( 3.56 ). 
Where the lowest order error (𝑂𝐻𝐷,𝑡) is given by ( 3.57 ). 
The finite difference approximation of the diffusion term in ( 3.22 ) results in  
( 3.58 ). 
Where the lowest order error (𝑂𝐻𝐷,𝑑) is given by ( 3.59 ). 
From ( 3.57 ) and ( 3.59 ), we can see that the lowest order error of the time term 
is of second order, while the one for the diffusion term is of third order. Therefore, the major 
cause for numerical dispersion in the hydraulic diffusion PDE is the time approximation. This 
can be minimized by using a fine time step. 
3.3.5.2 Error analysis for the advection-reaction-dispersion equation 
The dimensionless concentration PDE, ( 3.24 ), can be modified to be expressed by  

























+ 𝑂𝐻𝐷,𝑡  ( 3.56 ) 







































































































+ 𝑂𝐻𝐷,𝑑 ( 3.58 ) 















3 (𝑊1  
𝜕𝑝𝐷
𝜕𝑥𝐷





The finite difference approximation of the time term in ( 3.60 ) is given by ( 3.61 ). 
Where the lowest order error (𝑂𝐴𝑅𝐷,𝑡) is given by ( 3.62 ). 
Analyzing the finite difference approximation of the diffusion term in ( 3.60 ), we 
arrive at ( 3.63 ). 
Where the lowest order error (𝑂𝐴𝑅𝐷,𝑑) is given by ( 3.64 ). 
The advection term in ( 3.60 ), as approximated by finite differences, is given by  
( 3.65 ). 
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) + 𝑂𝐴𝑅𝐷,𝑡 ( 3.61 ) 






























































































2 ] + 𝑂𝐴𝑅𝐷,𝑑 ( 3.63 ) 








4  ( 3.64 ) 
−𝑊3  
𝜕(𝑐𝑖𝐷 𝐽𝜐𝐷⃗⃗ ⃗⃗  ⃗ 𝐹𝑉𝐹)
𝜕𝑥𝐷














From ( 3.62 ), ( 3.64 ), and ( 3.66 ), we can see that the lowest order errors from 
the time, diffusion, and advective terms are of second, fourth, and second orders, 
respectively. The second order errors are the most critical when analyzing numerical 
dispersion. 
The model is solved in its dimensionless form. Therefore, it is expected that the 
time and space variations have a similar order of magnitude impacts on the dependent 
variable. If the previous statement is true for concentration, the second order errors can be 
minimized if ( 3.67 ) is honored. 
Therefore, a discretization criterion for the proposed numerical model is defined 
as ( 3.68 ). 
The only parameter that is not constant in ( 3.68 ) is the retardation factor. If the 
retention is irreversible, then 𝐹𝑅 ≥ 1. In the case of polymers in porous media, the retention 
is regarded mostly due to irreversible processes (Sheng, 2011; Sorbie, 1991). Therefore, a 
conservative discretization criterion is obtained when using ( 3.68 ) with 𝐹𝑅 = 1. The previous 
statement is true because ∆𝑥𝐷(∆𝑡𝐷, 𝐹𝑅 > 1) > ∆𝑥𝐷(∆𝑡𝐷, 𝐹𝑅 = 1), and if the reversible 
retention is not major. 
The algorithm developed to solve the numeric model use an adaptive time step 
based on the relative variations of the dependent variables of the PDEs. When the maximum 
variations of the dependent variables are kept under a small threshold, one can guarantee 
that the approximation errors are small. Additionally, a variable time step allows an 
accelerated solution of the system. This kind of solution is valuable because initially there are 
large gradients in the system, which require a fine time step. However, as the system 
approaches steady state conditions, larger time steps are allowed due to the reduced 
gradients in action. 
Even though an adaptive time step algorithm is used to solve the system, the 
discretization criterion ( 3.68 ) can be used as the first value for the time step. 
A better way to implement the discretization criterion developed in this section is 
to incorporate it in an adaptive time and space algorithm. This algorithm should allow 




𝜕2(𝑐𝑖𝐷 𝐽𝜐𝐷⃗⃗ ⃗⃗  ⃗ 𝐹𝑉𝐹)
𝜕𝑥𝐷

























variations in the time step and the grid cell size. This way, the correlation ( 3.68 ) could be 
maintained throughout the simulation. In this case, as the system approached steady state, 
the time and space discretizations would be relaxed (i.e., allow the use of larger time step and 
grid cells). With such algorithm, the solution of the problem could be faster without 
compromising the precision of the results. The faster solution of the system is only possible if 
the computational effort of the adaptive time and space algorithm does not outweigh the 
necessary computational effort to solve the problem without an adaptive space discretization. 
Even though an adaptive time and space algorithm is technically feasible, the 
implementation of said algorithm is complicated. Since the focus of this work is not on 
computational methods, this kind of solution was not implemented. 
3.3.6 Solution scheme 
Through finite differences discretization and algebraic manipulations, we were 
able to obtain a specific format for the PDE systems, given by ( 3.69 ). 
Where 𝐰 is the vector of unknowns (𝑝𝐷
𝑘+1 or 𝑐𝑖𝐷
𝑘+1),  𝐝 is the constant vector, and 
𝐀 is the coefficient matrix. Note that 𝐀 is a tridiagonal matrix, as ( 3.70 ). 
Where 𝑛𝑥 is the number of grid cells. The coefficients 𝑎, 𝑏, and 𝑐, and the 
constants 𝑑 are the ones present in equations ( 3.41 ) and ( 3.44 ). The boundary values for 
the coefficients and constants are the ones present in Table 3.5.  
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Table 3.5: Definition of the boundary conditions to solve the numeric PDE systems. 
Since the numeric model can be represented as a linear system with a tridiagonal 
coefficient matrix, each PDE can be solved through the Thomas algorithm. The Thomas 
algorithm is a simplification of the Gaussian elimination for systems with tridiagonal 
coefficient matrices. The Thomas algorithm requires less mathematical operations than the 
Gaussian elimination method, resulting in less computational effort by the former. 
Additionally, the matrix 𝐀𝒏𝒙×𝒏𝒙 can be represented by three vectors (𝐚𝒏𝒙×𝟏, 𝐛𝒏𝒙×𝟏, and 𝐜𝒏𝒙×𝟏) 
in the Thomas algorithm, which means less memory use than the Gauss method. 
The Thomas algorithm is stable when the coefficient matrix is strictly diagonally 
dominant (Press et al., 2007), i.e., if ( 3.71 ) is true for all 𝑗. 
The numeric forms of the hydraulic diffusion and advection-reaction-dispersion 
presented in sections 3.3.1 and 3.3.2 are strictly diagonally dominant. Therefore, the Thomas 
algorithm can be used to solve the proposed numerical model. 
The proposed numeric model allows for an implicit solution of the problem, but 
with a time decoupling of the PDEs. The time-decoupling is done as the dependent variable 
(pressure or concentration) calculation is implicit, while the auxiliary variables (superficial 
velocity with viscous fingering correction, viscosity, permeability, retention, and retardation 
factor) are evaluated in the previous time step, i.e., are constants in the current time step. 
The initial permeability vector, as inputted by the user, is converted to the 
dimensionless permeability vector in the initialization. Auxiliary functions are used to calculate 

















𝒃𝟏 1 1 1 - 












𝑘  - 
Outlet 








 ( 𝐽𝜐𝐷 𝐹𝑉𝐹)𝑛𝑥−1
𝑘  




































the coupled effects, i.e., non-Newtonian viscosity, in-situ shear rate, retention, and 
permeability reduction. The models used for each coupled effect is described in sections 3.1.4, 
3.2.4, and 3.3.4. The dimensionless variables of fluid velocity (𝐽𝜐𝐷) and mass flux of component 
i per unit area (𝐽𝑖𝐷) are estimated for each cell for each time step. The miscible viscous 
fingering effect is represented directly in the equation for species transport (see section 
3.1.3.2). The retardation factor and viscous fingering correction factor are also calculated for 
each cell and time step. 
After the resolution of the dimensionless problem (i.e., conclusion of last time step 
calculations), all the variables are converted to dimensional values and the answer is saved. 
Figure 3.2 illustrates the solution sequence for the proposed numerical model. 
 
Figure 3.2: Flowchart of the proposed numerical model solution. Note that the calculations start at 𝒊 = 𝟏 (first 





The simulator uses an adaptive time step routine based on the relative variations 
of the dependent variables of the PDEs. These differences are relative to the previous time 
step. This routine aims to keep these relative differences within an upper limit (𝑑𝑖𝑓𝑚𝑎𝑥). Thus, 
the simulator tends to carry on with the solution in a refined way when there are large 
pressure or concentration gradients in action. Similarly, the simulator accelerates the solution 
(i.e., large time steps) when these gradients are small (i.e., near steady state). 
Equation ( 3.72 ) represents the choice of the next time step (∆𝑡𝐷
𝑛+1). 
Where 𝑚 is the number of components, 𝑑𝑖𝑓𝑚𝑎𝑥 is the upper limit for the 
differences, and 𝑑𝑖𝑓𝑚𝑖𝑛 is calculated by ( 3.73 ). 
Where the maximum differences for the pressure and concentrations are 
expressed by ( 3.74 ) and ( 3.75 ), respectively. 
At each new injection (i.e., change in the boundary conditions), the time step is 
reset to a new initial value defined by the discretization criterion. 
The steady state criterion is defined by a time step threshold. If the current time 
step is above this threshold, the system is admitted to be at steady state. 
3.3.7 Model validation and discretization criterion discussion 
The simulator developed to solve the problem proposed in this chapter can be 
evaluated through comparison with classic analytical solutions. Note that the analyses 
presented in this section consider the case of an idealized polymer displacing water. 
The hydraulic diffusion of a single Newtonian fluid in a horizontal, homogeneous, 
isotropic, one-dimensional system completely saturated is expressed by the dimensionless 
equation ( 3.76 ). 
 ∆𝑡𝐷




] , ∆𝑡𝐷,𝑚𝑖𝑛} ( 3.72 ) 
𝑑𝑖𝑓𝑚𝑖𝑛 = 𝑚𝑖𝑛(|𝑑𝑖𝑓𝑝𝐷,𝑚𝑎𝑥 − 𝑑𝑖𝑓𝑚𝑎𝑥|, |𝑑𝑖𝑓𝑐1𝐷,𝑚𝑎𝑥 − 𝑑𝑖𝑓𝑚𝑎𝑥|, … , |𝑑𝑖𝑓𝑐𝑛𝑐𝐷,𝑚𝑎𝑥
− 𝑑𝑖𝑓𝑚𝑎𝑥|) 
( 3.73 ) 
 𝑑𝑖𝑓𝑝𝐷,𝑚𝑎𝑥 = 𝑚𝑎𝑥{|𝑝𝐷,𝑗
𝑛+1 − 𝑝𝐷,𝑗
𝑛 |} , 𝑗 = {1,2, … , 𝑛𝑥} ( 3.74 ) 
 𝑑𝑖𝑓𝑐𝑖𝐷,𝑚𝑎𝑥 = 𝑚𝑎𝑥{|𝑐𝑖𝐷,𝑗
𝑛+1 − 𝑐𝑖𝐷,𝑗












Admitting a finite system, initially stabilized, and with injection and production at 
constant pressures, we have the initial and boundary conditions expressed by the expressions 
of Table 3.6. 
Table 3.6: Initial and boundary conditions for the classic solution of the hydraulic diffusion. 
The analytical solution for the classic hydraulic diffusion problem is ( 3.77 ). 
Now consider the transport of a non-reactive component under steady state and 
uniform flow with no viscous fingering effects and constant dispersion coefficient. This is a 
simplification of the advection-reaction-dispersion problem proposed in the chapter and is 
represented by ( 3.78 ). 
Equation ( 3.78 ) is also known as the dimensionless advection-dispersion 
equation. 
Consider a semi-infinite system (i.e., bound inlet and unbound outlet), initially 
stabilized with injection and production at constant concentrations. The initial and boundary 
conditions for this simplified problem are expressed in Table 3.7. 
Table 3.7: Initial and boundary conditions for the classic solution of the advection-dispersion. 
The analytic solution to the classic advection-dispersion problem is ( 3.79 ).  
Initial condition Boundary conditions 
𝑝𝐷(𝑥𝐷 , 0) = 0 𝑝𝐷(0, 𝑡𝐷) = 1 𝑝𝐷(1, 𝑡𝐷) = 0 











𝑥𝐷 ≥ 0, 𝑡𝐷 ≥ 0 













 ( 3.78 ) 
Initial condition Boundary conditions 
𝑐𝑖𝐷(𝑥𝐷 , 0) = 0 𝑐𝑖𝐷(0, 𝑡𝐷) = 1 lim𝑥𝐷→∞





In this section, a study of the discretization criterion developed in section 3.3.5 is 
performed. Some cases with different time and space discretizations were simulated. Every 
case studied had the same number of total iteractions (i.e., time iteractions plus space 
iteractions). The numeric results were compared with the analytic ones for error calculation. 
Note that this study would not be valid if the simulator used the time step variation 
algorithm. Therefore, a fixed time step was used exclusively for this section. 
In order to the numeric solutions to be at the same conditions of the analytic ones, 
the simulations were performed under the conditions summarized by Table 3.8. 
Table 3.8: Conditions of the numerical simulations to allow comparison with analytic solutions. 
One can see that the 𝑁𝑃𝐸 condition presented in Table 3.8 indicates a convection-
dominated transport. This was chosen because convective transport is prone to numeric 
dispersion. 
Figure 3.3 and Figure 3.4 show the comparative results between the analytic and 
numeric solutions for five different time-space discretizations. Note that only the case in 
magenta satisfy the discretization criterion. 






 (𝑥𝐷 − 𝑡𝐷)]
+ 𝑒𝑥𝑝(𝑁𝑃𝐸  𝑥𝐷) 𝑒𝑟𝑓𝑐 [√
𝑁𝑃𝐸
4 𝑡𝐷
 (𝑥𝐷 + 𝑡𝐷)]},  
𝑥𝐷 ≥ 0, 𝑡𝐷 ≥ 0,𝑁𝑃𝐸 > 0 


















Figure 3.3: Dimensionless pressure profiles for selected dimensionless times: 0.01 (continuous line); 0.1 (dashed line); 1 
(dotted line); for the analytic (blue), and numeric (red, cyan, magenta, yellow, and green) solutions. Only the numeric 
solution in magenta respects the discretization criterion. 
 
 
Figure 3.4: Dimensionless concentration profiles for selected dimensionless times: 0.1 (continuous line); 0.8 (dashed 
line); for the analytic (blue), and numeric (red, cyan, magenta, yellow, and green) solutions. Only the numeric solution in 
magenta respects the discretization criterion. 
Table 3.9 summarizes the maximum absolute errors as well as the average errors 
for the cases simulated in this section. The position and instant of occurrence of the maximum 
absolute errors are also present in Table 3.9. Note that the errors for the advection-dispersion 
of a component were only calculated for the interval  0 ≤ xD ≤ 0.5. The region for error 
calculation was limited because, given the boundary conditions of the problem, the 





Table 3.9: Summary of the maximum and mean errors for the classic hydraulic diffusion and advection-dispersion of a 
component for five different time-space discretizations (only case 3 satisfy the discretization criterion). 
Case 1 2 3 4 5 
𝜟𝒙𝑫 10
−1 10−2 10−3 10−4 10−5 
𝜟𝒕𝑫 10
−5 10−4 10−3 10−2 10−1 



































































0.031463 0.006865 0.001852 0.024036 0.076162 
* – Absolute values; † – Errors were calculated for 0 ≤ xD ≤ 0.5 due to the comparison being valid only for positions far from the production face. 
3.3.7.1 Hydraulic diffusion analysis 
Analysis of the mean errors for the hydraulic diffusion reveals that the error tends 
to get smaller with a finer time step, which corroborates with the error analysis presented in 
section 3.3.5.1. The case 1 (red) is an exception to that statement, because the space 
discretization is too gross. 
For every case, the mean errors for the hydraulic diffusion are small in magnitude. 
The small errors indicate a good coherence between the analytic and numeric solutions. 
However, one can see in Figure 3.3 that only cases 1, 2, and 3 (red, cyan, and magenta) have 
a good match with the analytic solution for all instants. 
Table 3.9 data shows that the maximum errors happen near the injection face at 
instants close to the start. These small time and space steps for maximum error are expected, 
since those are the positions and instants that are under the highest pressure differentials. 
Through this analysis, it is possible to conclude that near steady state all the 
simulated cases converge to the analytic solution. However, the cases with gross time 
discretization (i.e., cases 4 and 5) tend to large errors near the injection face and at the initial 
time steps. Therefore, only the cases 1, 2, and 3 displayed satisfactory results for the hydraulic 
diffusion. 
Therefore, it is possible to say that the simulator is validated for hydraulic diffusion 
simulation as long as a fine time discretization is employed. 
3.3.7.2 Advection-dispersion analysis 
The mean error analysis for the advection-dispersion of a component analysis 
reveals that the error between the numeric and analytic solutions is minimized when the 





The maximum error for case 2 (cyan) is lower than for case 3 (magenta). However, 
analyzing Figure 3.4, one can see that the case 3 solution is more cohesive to the analytic 
solution than the one gotten by case 2. Therefore, it can be said that, for a few initial time 
steps, case 3 is less accurate than case 2. However, the overall accuracy for all time steps is 
better for case 3 than for case 2. So, in conclusion, the discretization used in case 3 allows for 
better numeric accuracy, i.e., the discretization criterion proposed in section 3.3.5.2 is 
confirmed as a good option. 
Cases 1 and 5 have gross discretizations of space and time, respectively. Analysis 
of Figure 3.4 reveals that these extreme cases display a very poor accuracy. These results 
indicate that the farther the time-space discretization is from the criterion developed in 
section 3.3.5.2, the farther the numeric solutions are from the real ones. 
Similarly to what was observed for the hydraulic diffusion, the maximum errors 
for all cases occur close to the injection face and near the initial time. These differences occur 
in these points because those are characteristic for having the greatest concentration 
gradients during the whole process (i.e., from start to steady state). 
Therefore, it is possible to say that the simulator is validated for the advection-
dispersion simulation as long as the time-space discretization is close to the criterion 
developed in section 3.3.5.2. 
The author is unfamiliar with any analytic solution for the advection-reaction-
dispersion equation that can be compared to the numeric simulator developed in this chapter. 
Therefore, it is not possible to validate this algorithm with a more generic analytic solution. 
However, the simulator is used for history matching with experimental data in section 3.5, 
which gives insights on the model’s validity under real conditions. 
3.4 Sensitivity Analysis 
A sensitivity analysis is an evaluation of the effects of the input data on the output 
data. The results of the modification of input data in a non-linear problem are not trivial. 
Therefore, this kind of sensitivity study is valuable for non-linear problems, such as the one 
proposed in this chapter. 
3.4.1 Input data 
A sensitivity analysis is done with a base case and many cases with variation of 
only one input parameter. The solution is generated for the base and modified cases, which 
allows comparison of the results and insights on the effects of the input parameter. 
The choices for the base input values were based on some references. The total 





calculate 𝑑𝑟, and the water viscosity at 20°C was used for 𝜇𝑓
𝑖𝑛𝑖 and 𝜇𝑤, all taken from Lide 
(2003). The longitudinal dispersion coefficient for polymer (𝐾𝐿,𝑝) was based on Sorbie (1991), 
and for salt (𝐾𝐿,𝑠, considered to be NaCl) was based on Lide (2003) and  Alkindi et al. (2011). 
The other values were based on average conditions found throughout the literature of core 
flooding experiments. 
The input data common to all cases simulated are presented in Table 3.10, and the 
sensitivity analysis cases are summarized in Table 3.11. 
Table 3.10: Dimensional input data common for all the cases simulated in the sensitivity analysis. 
Variable Symbol Value (SI) Value (Usual) 
Core length 𝐿 0.25 𝑚 25 𝑐𝑚 
Core diameter 𝑑 0.0381 𝑚 1.5 𝑖𝑛 
Core cross section area 𝐴 0.00114 𝑚2 11.4 𝑐𝑚2 
Core porosity 𝜙 0.25 0.25 
Core bulk density 𝑑𝑟 1986 𝑘𝑔 𝑚
3⁄  1.986 𝑔 𝑐𝑚3⁄  
Isothermal system total compressibility 𝑐𝑡 7x10
-10 𝑃𝑎−1 
7x10-5 𝑏𝑎𝑟−1 or 
4.8x10-6 𝑝𝑠𝑖−1 
Viscosity of the fluid that saturates the porous medium initially 𝜇𝑓
𝑖𝑛𝑖 0.001 𝑃𝑎 ∙ 𝑠 1 𝑐𝑃 
Viscosity of the polymer solvent 𝜇𝑠𝑜𝑙 0.001 𝑃𝑎 ∙ 𝑠 1 𝑐𝑃 
Salt longitudinal dispersion coefficient 𝐾𝐿,𝑠 8x10-8 𝑚
2 𝑠⁄  0.048 𝑐𝑚2 𝑚𝑖𝑛⁄  
Maximum shear rate for the lower Newtonian plateau ?̇?0 0.1 𝑠
−1 0.1 𝑠−1 
Minimum shear rate for the upper Newtonian plateau ?̇?∞ 500 𝑠
−1 500 𝑠−1 
Polymer concentration-viscosity tuning constant 𝐶1 1.8 (𝑚
3 𝑘𝑔⁄ )0.9 1800 (𝑝𝑝𝑚)0.9 * 
Polymer concentration-viscosity tuning exponent 𝐶2 0.9 0.9 
Degree of heterogeneity factor 𝐻𝐹 1 1 
* – Considering the solvent density equal to 1000 𝑘𝑔 𝑚3⁄ . 
Table 3.11: Summary of the sensitivity analysis cases 
Variable Symbol z Case 𝟐𝐳 − 𝟏 Base Case 𝟐𝐳 
Injected polymer concentration 𝑐𝑝
𝑖𝑛 1 50 𝑝𝑝𝑚 500 𝑝𝑝𝑚 5000 𝑝𝑝𝑚 
Injection volumetric flow rate 𝑄𝜐
𝑖𝑛 2 0.1 𝑐𝑚3 𝑚𝑖𝑛⁄  1 𝑐𝑚3 𝑚𝑖𝑛⁄  10 𝑐𝑚3 𝑚𝑖𝑛⁄  
Permeability * 𝑘𝑓 3 50 𝑚𝐷 500 𝑚𝐷 5000 𝑚𝐷 
Quantity of retained polymer in which the 
medium saturates 
𝛤𝑝,𝑠𝑎𝑡 4 0 𝜇𝑔 𝑔⁄  † 100 𝜇𝑔 𝑔⁄  † 200 𝜇𝑔 𝑔⁄  † 
Langmuir equilibrium constant 𝑏𝑝 5 1 𝑚3 𝑘𝑔⁄  10 𝑚3 𝑘𝑔⁄  100 𝑚3 𝑘𝑔⁄  
Reversible retention fraction 𝑓𝑟𝑟 6 0 0.2 1 
Residual resistance factor 𝑅𝑅𝐹𝑝 7 1 2 10 
Inaccessible pore volume 𝐼𝐴𝑃𝑉𝑝 8 0 0.2 0.5 
Ostwald-de Waele fluid consistency index 𝐾 9 1 𝑚𝑃𝑎 𝑠0.8 10 𝑚𝑃𝑎 𝑠0.8 100 𝑚𝑃𝑎 𝑠0.8 
Ostwald-de Waele flow behavior index 𝑛 10 0.5 0.8 1 
Cannella tuning constant 𝐶𝐶 11 0.6 6 60 
Polymer longitudinal dispersion coefficient 𝐾𝐿𝑝 12 10-4 𝑐𝑚2 𝑚𝑖𝑛⁄  10-2 𝑐𝑚2 𝑚𝑖𝑛⁄  100 𝑐𝑚2 𝑚𝑖𝑛⁄  




* – Homogeneous porous medium; † – Micrograms of polymer per grams of rock; ‡ – The correlation developed by Ligthelm (1989) was used as 





Note that in Table 3.11, the columns containing the even (2𝑧) and odd (2𝑧 − 1) 
cases only display the parameters changed from the base case. All the other variables were 
maintained as reported for the base case. 
All the cases in the sensitivity analysis considered a medium initially saturated with brine 
(𝑐𝑠
𝑖𝑛𝑖 = 50000 𝑝𝑝𝑚). There were two different bank injections at constant injection volumetric 
flow rate (𝑄𝜐
𝑖𝑛 in Table 3.11) and production pressure (∆𝑝𝑜𝑢𝑡 = 1 𝑏𝑎𝑟), named banks 1 and 2. 
Bank 1 was a polymer (𝑐𝑝
𝑖𝑛 in Table 3.11) slug of high salt concentration (𝑐𝑠
𝑖𝑛 = 100000 𝑝𝑝𝑚), and 
bank 2 was a low salt concentration brine injection (𝑐𝑠
𝑖𝑛 = 50000 𝑝𝑝𝑚, and 𝑐𝑝
𝑖𝑛 = 0). This way, the 
sensitivity can be tested for two important conditions during core flooding: increasing polymer 
concentration (bank 1), and decreasing polymer concentration (bank 2). The outlet boundary 
conditions considered initial concentrations for all injections, i.e., 𝑐𝑝
𝑜𝑢𝑡 = 0 and 𝑐𝑠
𝑜𝑢𝑡 =
50000 ppm. The initial and boundary conditions correspond to constant concentrations. Table 3.12 
summarizes the initial and boundary conditions used in the sensitivity analysis. 
Table 3.12: Initial and boundary conditions for the sensitivity analysis. 
Note that in Table 3.12, the initial conditions for injection 2 are not specified. The 
initial conditions of injection 2 are the ones at the end of injection 1, i.e., at the end of injection 
1, the boundary conditions are changed to correspond to injection 2. Both banks 1 and 2 
considered the injection of 20 pore volumes of fluid. 
Table 3.13 presents a summary of the numeric parameters used in all cases. 
Table 3.13: Numeric parameters used for all sensitivity analysis cases. 
Variable Symbol Value 
Dimensionless 
length 











Convergence Maximum relative difference 𝑑𝑖𝑓𝑚𝑎𝑥  5x10-3 
* – The initial dimensionless time step varies according to each case, but it always respects the discretization criterion. 
PDE Inj. 
Variable 
Inlet Outlet Initial 
Hydraulic diffusion 
1 𝑄𝜐
𝑖𝑛 in Table 3.11 ∆𝑝𝑜𝑢𝑡 = 1 𝑏𝑎𝑟 ∆𝑝𝑖𝑛𝑖 = 1 𝑏𝑎𝑟 
2 𝑄𝜐
𝑖𝑛 in Table 3.11 ∆𝑝𝑜𝑢𝑡 = 1 𝑏𝑎𝑟 - 
Advection-reaction-
dispersion of polymer 
1 𝑐𝑝
𝑖𝑛 in Table 3.11 𝑐𝑝
𝑜𝑢𝑡 = 0 𝑐𝑝
𝑖𝑛𝑖 = 0 
2 𝑐𝑝
𝑖𝑛 = 0 𝑐𝑝
𝑜𝑢𝑡 = 0 - 
Advection-reaction-
dispersion of salt 
1 𝑐𝑠
𝑖𝑛 = 100000 𝑝𝑝𝑚 𝑐𝑠
𝑜𝑢𝑡 = 50000 𝑝𝑝𝑚 𝑐𝑠
𝑖𝑛𝑖 = 50000 𝑝𝑝𝑚 
2 𝑐𝑠
𝑖𝑛 = 50000 𝑝𝑝𝑚 𝑐𝑠






In order to evaluate the effects of all the cases investigated in the sensitivity analysis, 
five different parameters were calculated: pressure drop at steady state conditions, injected pore 
volume value for polymer and salt breakthroughs, and the injected pore volume difference 
between 5% and 95% injected concentration of polymer and salt. Table 3.14 and Table 3.15 
summarize these values for all the cases. 














polymer in terms 
of injected PV 
after the bank 
start† 
Injected PV 





salt in terms of 
injected PV after 
the bank start† 
Injected PV 
between 5% and 
95% outlet salt 
concentration‡ 
Base 
1 6.22 2.04 0.13 0.71 0.56 
2 1.97 0.79 0.41 0.72 0.61 
1 
1 1.43 5.42 1.14 0.71 0.58 
2 1.43 1.79 0.10 0.71 0.56 
2 
1 52.93 0.88 0.17 0.71 0.60 
2 2.13 0.59 0.56 0.74 0.64 
3 
1 0.98 1.99 0.21 0.47 0.99 
2 0.20 0.72 0.53 0.47 1.09 
4 
1 54.81 2.04 0.12 0.75 0.48 
2 19.69 0.80 0.39 0.76 0.51 
5 
1 54.77 2.04 0.13 0.71 0.57 
2 19.69 0.79 0.41 0.71 0.60 
6 
1 0.78 2.04 0.13 0.71 0.56 
2 0.20 0.79 0.41 0.72 0.62 
7 
1 6.22 0.60 0.40 0.71 0.60 
2 1.97 0.59 0.43 0.72 0.60 
8 
1 6.22 3.33 0.16 0.71 0.57 
2 1.97 0.99 0.47 0.71 0.59 
9 
1 4.67 1.10 0.43 0.71 0.57 
2 1.43 0.77 0.28 0.72 0.60 
10 
1 6.66 2.35 0.07 0.71 0.56 
2 2.13 0.62 1.45 0.72 0.59 
11 
1 6.22 2.04 0.13 0.71 0.56 
2 1.97 0.59 0.43 0.72 0.60 
12 
1 6.22 2.04 0.13 0.71 0.56 
2 1.97 0.80 5.34 0.71 0.60 
13 
1 3.60 2.04 0.13 0.71 0.56 
2 1.07 0.79 0.41 0.72 0.61 
14 
1 25.39 2.04 0.13 0.71 0.56 
2 9.13 0.79 0.40 0.71 0.60 
15 
1 6.22 2.22 0.16 0.71 0.57 
2 1.97 0.94 0.51 0.71 0.60 
16 
1 6.22 1.76 0.09 0.71 0.56 
2 1.97 0.57 0.27 0.72 0.60 
17 
1 1.97 2.04 0.13 0.71 0.56 
2 1.97 0.81 0.37 0.71 0.60 
18 
1 62.17 2.03 0.13 0.71 0.56 
2 1.97 0.79 0.44 0.73 0.68 
19 
1 1.97 2.04 0.13 0.71 0.56 
2 1.97 0.81 0.37 0.71 0.60 
20 
1 18.98 2.04 0.13 0.71 0.56 
2 1.97 0.79 0.43 0.72 0.64 
* - Bank 1 refers to polymer solution displacing brine, and Bank 2 indicates brine displacing a polymer solution. † - Breakthrough was considered 
when the concentration reached 5% of the injected concentration for bank 1, and 95% of the injected concentration for bank 2. ‡ - For bank 1, this 
corresponds to the injected PV necessary to go from 5% to 95% component concentration, while for bank 2 it corresponds to the injected PV 



















polymer in terms 
of injected PV 
after the bank 
start† 
Injected PV 





salt in terms of 
injected PV after 
the bank start† 
Injected PV 
between 5% and 
95% outlet salt 
concentration‡ 
21 
1 9.85 2.04 0.13 0.71 0.56 
2 1.97 0.79 0.42 0.72 0.62 
22 
1 5.48 2.04 0.13 0.71 0.56 
2 1.97 0.79 0.41 0.71 0.60 
23 
1 6.22 2.04 0.12 0.71 0.56 
2 1.97 0.80 0.39 0.72 0.61 
24 
1 5.67 1.49 0.84 0.71 0.58 
2 1.94 0.42 0.99 0.72 0.61 
25 
1 6.22 2.04 0.13 0.71 0.56 
2 1.97 0.81 0.37 0.71 0.60 
26 
1 6.22 2.04 0.13 0.71 0.56 
2 1.97 0.79 0.41 0.72 0.61 
* - Bank 1 refers to polymer solution displacing brine, and Bank 2 indicates brine displacing a polymer solution. † - Breakthrough was considered 
when the concentration reached 5% of the injected concentration for bank 1, and 95% of the injected concentration for bank 2. ‡ - For bank 1, this 
corresponds to the injected PV necessary to go from 5% to 95% component concentration, while for bank 2 it corresponds to the injected PV 
observed to get from 95% to 5% component concentration. 
The differences between 5% and 95% injected concentration of polymer and salt 
in Table 3.14 and Table 3.15 give an idea of the sharpness of the polymer and salt fronts. The 
lower the difference between these 5% and 95% marks, the sharper the curve. Inversely, a 
smooth curve tends to have a high value of injected PV associated with these 5% and 95% 






Bank 1 Bank 2 
  
  
Figure 3.5: Breakthrough (top), and injected PV between 5% and 95% (bottom) for the polymer component during the 
bank 1 (left) and bank 2 (right). The colors indicate how each case compare to the base one: within a tolerance of ± 0.01 





Bank 1 Bank 2 
  
  
Figure 3.6: Breakthrough (top), and injected PV between 5% and 95% (bottom) for the salt component during the bank 1 
(left) and bank 2 (right). The colors indicate how each case compare to the base one: within a tolerance of ± 0.01 to the 





Bank 1 Bank 2 
  
Figure 3.7: Steady state pressure drop values for all sensitivity analysis cases during bank 1 (left) and bank 2 (right). The 
colors indicate how each case compare to the base one: within a tolerance of ± 0.01 psi to the base (gray), higher than 
the base case + 0.01 psi (green), and lower than the base case - 0.01 psi (red). 
The colors in Table 3.14, Table 3.15, Figure 3.5, Figure 3.6, and Figure 3.7 indicate 
the following:  
 Gray: the values are with a tolerance of ± 0.01 to the base case; 
 Green: 1. pressure is higher than the base case plus the tolerance (0.01 psi); 2. the 
breakthroughs are earlier than the base case minus the tolerance (0.01); 3. the 
differences between 5% and 95% injected concentration is smaller than the base case 
minus the tolerance (0.01); 
 Red: the opposite of green. 
That is, comparative to the base case, green indicates higher pressures, earlier 
breakthroughs, and sharper fronts, while red indicates lower pressures, latter breakthroughs, 
and smother fronts. Gray indicates no appreciable variation relative to the base case. 
Through the sensitivity analyses of sections D.1 through D.13 and the values 
presented in Table 3.14 and Table 3.15, it is possible to construct Table 3.16. This table is a 
summary of the effects that each input property analyzed in this section has in some selected 
output variables. Table 3.16 considers the effect if the input property increases. If the property 





Table 3.16: Effect of each input parameter in some outputs for all sensitivity analysis cases, if said input parameter 































1 Increases Increases Anticipates Inconclusive Insensitive Inconclusive 
2 Increases Increases Anticipates Decreases Delays Decreases 
𝑄𝜐
𝑖𝑛 
1 Increases Increases Delays Increases Delays Increases 
2 Increases Increases Delays Increases Delays Increases 
𝑘𝑓 
1 Decreases Decreases Insensitive Insensitive Insensitive Insensitive 
2 Decreases Decreases Insensitive Insensitive Insensitive Insensitive 
𝛤𝑝,𝑠𝑎𝑡 
1 Decreases Insensitive Delays Inconclusive Insensitive Increases 
2 Decreases Insensitive Delays Inconclusive Insensitive Increases 
𝑏𝑝 
1 Decreases Increases Delays Increases Insensitive Insensitive 
2 Increases Increases Inconclusive Decreases Insensitive Increases 
𝑓𝑟𝑟 
1 Insensitive Insensitive Insensitive Insensitive Insensitive Insensitive 
2 Decreases Insensitive Delays Inconclusive Insensitive Insensitive 
𝑅𝑅𝐹𝑝 
1 Increases Increases Insensitive Insensitive Insensitive Insensitive 
2 Increases Increases Insensitive Insensitive Insensitive Insensitive 
𝐼𝐴𝑃𝑉𝑝 
1 Increases Insensitive Anticipates Increases Insensitive Insensitive 
2 Increases Insensitive Anticipates Increases Insensitive Insensitive 
𝐾 
1 Increases Increases Insensitive Insensitive Insensitive Insensitive 
2 Increases Insensitive Anticipates Decreases Insensitive Decreases 
𝑛 
1 Increases Increases Insensitive Insensitive Insensitive Insensitive 
2 Increases Insensitive Anticipates Decreases Insensitive Decreases 
𝐶 
1 Decreases Decreases Insensitive Insensitive Insensitive Insensitive 
2 Decreases Insensitive Insensitive Insensitive Insensitive Insensitive 
𝐾𝐿𝑝 
1 Decreases Insensitive† Anticipates Decreases Insensitive Decreases 
2 Decreases Insensitive† Anticipates Decreases Insensitive Insensitive 
𝐸 
1 Insensitive Insensitive Insensitive Insensitive Insensitive Insensitive 
2 Decreases Insensitive Anticipates Decreases Insensitive Insensitive 
* - Bank 1 refers to polymer solution displacing brine, and Bank 2 indicates brine displacing a polymer solution. † - If increased to unphysically 
high values, and the outlet boundary condition is constant zero concentration, the steady state value of the pressure drop decreases. 
Table 3.16 shows that the pressure drop front sharpness effects were obtained by 
graph analysis, the other effects were obtained by analysis of the values given in Table 3.14, 
and followed the rules stated below: 
 Increases/Anticipates (green): the case that increases the parameter (even case) is 
marked as green, and the case which decreases the parameter (odd case) is marked in 
either red or gray. Or the case which decreases the parameter (odd case) is marked as 
red, and the case which increases the parameter (even case) is marked as gray; 
 Decreases/Delays (red): the case that increases the parameter (even case) is marked 
as red, and the case which decreases the parameter (odd case) is marked in either 
green or gray. Or the case which decreases the parameter (odd case) is marked as 
green, and the case which increases the parameter (even case) is marked as gray; 
 Insensitive (gray): both cases are marked as gray; 





The inconclusive cases indicate that the relation between input and output 
parameters is nonlinear and the base case was near a minimum or maximum. Note that most 
relations between input and output parameters in these sensitivity analyses are nonlinear. 
However, for most cases, these relations indicate a clear direction to the effect (increase or 
decrease). 
3.5 History Matching with Literature Experiment 
This section presents a history matching study using an experiment reported in 
the literature. In order for the history matching to be representative, the pressure and 
concentration curves must have been made available by the author along with the 
experimental conditions and the properties estimated through the experiment. A complete 
data set should be used to leave as few parameters to be adjusted as possible. If this is not 
possible, multiple choices of the input parameters may lead to similar or equal results. Given 
that such complete data set is very scarce in the literature, the only experiment history match 
reported in this section is the one considering the Bentheim water-wet core flooding reported 
by Moradi (2011). Other experiment history matches are reported in section 4.3.9, using the 
experimental data set developed by the author. 
3.5.1 Input data 
Table 3.17 summarizes the input data used in the history matching of Moradi 
(2011) experiment. 
Note that the history matching considers only part of the experiment conducted 
by Moradi (2011). Before the injections reported in Table 3.17, the core was saturated with 
oil at irreducible water saturation, and then it was flooded with water until residual oil 
saturation was achieved. After this oil recovery step, the first injection reported in Table 3.17 
took place. The history matching does not consider that two-phase part of the experiment 
because the simulator developed in this chapter is single-phase. Also, it is worth noting that, 
the history matching of the injections reported in Table 3.17 is possible because no mobile oil 
was present during them, making this section of the experiment a single-phase core flooding. 
Since the core was at residual oil saturation during the period considered for this 
simulation, the porosity of the medium has to be corrected by this effect. As reported by 
Moradi (2011), the core used in this experiment had 21.34% effective porosity and 39.92% 
residual oil saturation. Therefore, the porosity available for the aqueous phase corresponded 
to 12.82%, as reported in Table 3.17. Also, the water effective permeability at residual oil 





Moradi (2011) reported both bulk and in-situ viscosity data. The viscosity curve to 
be input in the simulator must be the in-situ one. Figure 3.8 depicts the input simulation curve 
as well as the experimental bulk and in-situ curves at the injected polymer concentration. 
Table 3.17: Input data to simulate the Bentheim water-wet core flooding experiment reported by Moradi (2011). 
Variable Symbol Value (SI) Value 
Core length * 𝐿 0.243 m  24.3 cm 
Core cross-sectional area * 𝐴 0.001128 m  11.28 cm² 
Porosity * 𝜙 0.1282 0.1282 
Permeability * 𝑘𝑓 0.21 µm² 212.8 mD 
Core bulk density † 𝑑𝑟 2072 kg/m³ 2.072 g/cm³ 
Isothermal system total compressibility ‡ 𝑐𝑡 7x10
-10 Pa-1 4.8x10-6 psi-1 
Polymer inaccessible pore volume * 𝐼𝐴𝑃𝑉𝑝 0.075 0.075 
Viscosity of the solvent * 𝜇𝑠𝑜𝑙 1.097 mPa·s 1.097 mPa·s 
Viscosity of the fluid that initially saturates the medium * 𝜇𝑓
𝑖𝑛𝑖 1.097 mPa·s 1.097 mPa·s 
Ostwald-de Waele fluid consistency index † 𝐾 4 mPa·s0.874 4 mPa·s0.874 
Ostwald-de Waele flow behavior index * 𝑛 0.874 0.874 
Polymer concentration-viscosity tuning constant † 𝐶1 1.05 (m³/kg)
0.5 1050 (1/ppm)0.5 
Polymer concentration-viscosity tuning exponent † 𝐶2 0.5 0.5 
Cannella tuning constant ‡ 𝐶𝐶 6 6 
Low shear-rate plateau for polymer viscosity ‡ ?̇?0 1 s
-1 1 s-1 
High shear-rate plateau for polymer viscosity ‡ ?̇?∞ 70 s
-1 70 s-1 
Salt longitudinal dispersion coefficient ‡ 𝐾𝐿,𝑠 8x10-8 m²/s 0.048 cm²/min 
Degree of heterogeneity factor ‡ 𝐻𝐹 1 1 
Effective viscosity ratio ‡ 𝐸 √𝑉𝑅 √𝑉𝑅 
Injection volumetric flow rate * 𝑄𝜐
𝑖𝑛 3.33x10-9 m³/s 0.2 cm³/min 
Production pressure * ∆𝑝𝑜𝑢𝑡 1 MPa 145 psi 
Initial pressure * ∆𝑝𝑖𝑛𝑖 1 MPa 145 psi 
Injected polymer 
concentration 




2nd injection * 0.0004 400 ppm 
3rd injection * 0 0 
4th injection * 0.0004 400 ppm 
Injected salt concentration 




2nd injection * 0.0336 33600 ppm 
3rd injection ‡ 0 0 
4th injection * 0.0336 33600 ppm 
Injection duration in terms of 
injected PV 
1st injection * 
- 
4 4 
2nd injection * 4 4 
3rd injection * 3.5 3.5 
4th injection * 4 4 
Salt and polymer exit boundary condition ‡ - Purely convective open exit 
* - Data given by Moradi (2011); † - Calculated from data given by Moradi (2011); ‡ - Based on Moradi (2011) conditions. 
The Ostwald-de Waele flow behavior index (𝑛) was reported by Moradi (2011), 
while the Ostwald-de Waele fluid consistency index (𝐾), the polymer concentration-viscosity 
tuning constant (𝐶1), and the polymer concentration-viscosity tuning exponent (𝐶2) were 
defined by matching the experimental data. 
The most important point in the simulation input curve is the one for the injected 





RRF has been satisfied (i.e., 64 s-1). Given that 𝑛 was fixed, the slope of the viscosity curve 
could not be adjusted. Therefore, the parameters were chosen to honor the in-situ viscosity 
at 𝑐𝑝 = 400 𝑝𝑝𝑚 and ?̇? = 64 𝑠
−1. 
The parameters 𝐶1 and 𝐶2 correlate the apparent viscosity with the polymer 
concentration in solution. Moradi (2011) only reported in-situ viscosity for 400 ppm of 
polymer. Therefore, a correction factor was taken by dividing the in-situ viscosity at  
𝑐𝑝 = 400 𝑝𝑝𝑚 and ?̇? = 64 𝑠
−1 by the bulk one at the same conditions. This correction factor 
was then used to correct the bulk viscosity measured by Moradi (2011) at different 
concentrations. The parameters 𝐶1 and 𝐶2 were obtained by these corrected curves, as shown 
in Figure 3.9. 
 
Figure 3.8: Apparent viscosity of solution at 400 ppm (0.4 kg/m³) polymer versus shear rate: input viscosity for simulation 
(full line), experimental in-situ viscosity as reported by Moradi (2011) (squares), experimental bulk viscosity as reported 
by Moradi (2011) (circles), as in-situ shear rate for Moradi (2011) experiment after RRF effect (dotted line) 
 
Figure 3.9: Apparent in-situ viscosity versus polymer concentration: simulation input viscosity at 6.1 1/s (full line), and at 
64 1/s (dotted line), experimental bulk viscosity as reported by Moradi (2011) corrected to in-situ at 6.1 1/s (squares), 





Moradi (2011) reported a retention of 15.7 µg/g in the experiment in question. 
This retention is characteristic of the Moradi (2011) experimental conditions (i.e.,  
𝑐𝑝 = 400 𝑝𝑝𝑚). However, the simulator input requires a retention isotherm modelled by 
𝛤𝑝,𝑠𝑎𝑡 and 𝑏𝑝. Figure 3.10 shows three examples of isotherms that correspond to  
𝛤𝑝(𝑐𝑝 = 400 𝑝𝑝𝑚) = 15.7 𝜇𝑔 𝑔⁄ . 
 
Figure 3.10: Polymer adsorption isotherms with different Langmuir model parameters which correspond to the observed 
retention at injected polymer concentration for the Bentheim water-wet core flooding reported by Moradi (2011). 
The shape of the retention isotherm can change the shape of polymer front, as 
discussed in section D.5. Therefore, the isotherms shown in Figure 3.10 were tested to find 
the best match between simulation and experiment data. 
Additionally, the modeling of retention and residual resistance factor are directly 
coupled. Therefore, the input RRF have to be modified for different choices of 𝛤𝑝,𝑠𝑎𝑡 and 𝑓𝑟𝑟 in 
order to correspond to the experimentally observed RRF. The RRF for the simulation input 
(𝑅𝑅𝐹𝑖𝑛𝑝𝑢𝑡) is calculated by ( 3.80 ). 
Where 𝑅𝑅𝐹exp is the experimentally observed RRF, 𝛤𝑝,𝑠𝑎𝑡,𝑖𝑛𝑝𝑢𝑡 is the simulation 
input for the quantity of retained polymer in which the medium saturates, 𝑓𝑟𝑟,𝑖𝑛𝑝𝑢𝑡 is the 
simulation input for the reversible retention fraction, and 𝛤𝑝,exp is the experimentally 
observed retention. 
Moradi (2011) reported an experimental RRF of 1.39. Using ( 3.80 ), one can 
estimate the input RRF which matches the RRF observed by Moradi (2011) and the choices of 
𝛤𝑝,𝑠𝑎𝑡 shown in Figure 3.10, as summarized in Table 3.18. 
 𝑅𝑅𝐹𝑖𝑛𝑝𝑢𝑡 = 1 + (𝑅𝑅𝐹𝑒𝑥𝑝 − 1) ∙
𝛤𝑝,𝑠𝑎𝑡,𝑖𝑛𝑝𝑢𝑡
𝛤𝑝,𝑒𝑥𝑝 (1 − 𝑓𝑟𝑟,𝑖𝑛𝑝𝑢𝑡)





Table 3.18: Simulation input RRF required to correspond to the experimentally observed RRF under  
different 𝜞𝒑,𝒔𝒂𝒕 and 𝒇𝒓𝒓. 
Since Moradi (2011) did not report any reversible retention data, the 𝑓𝑟𝑟 is also an 
matching parameter. 
Also, Moradi (2011) reported the measured pressure drop across the core, and 
produced polymer concentration against the injected pore volume. However, that author 
used the total pore volume as the reference for the injected pore volume. However, for the 
single-phase portion of the Moradi (2011) experiment (i.e., the portion that is considered for 
the history matching), the pore volume available for the injected fluid is decreased by the 
residual oil saturation. Therefore, a correction to the injected pore volume should be done to 
allow a fair comparison between Moradi (2011) experimental data and the simulation output. 
Since the residual oil saturation reported by Moradi (2011) was 39.92%, only 60.08% of the 
total pore volume was available for the injected fluid flow. Therefore, the injected pore 
volume inputted as reference for the injection changes had to be corrected as shown in Table 
3.19. 
Table 3.19: Injected pore volume for each injection in the core flooding history matching, as reported by Moradi (2011), 
and corrected for simulation input. 
Note that the results were reported using the original Moradi (2011) notation to 
avoid confusion. 
The isothermal total system compressibility was based on Rosa et al. (2006), as a 
common value. Bentheim sandstone cores are considered to be mostly homogeneous (Klein 
et al., 2001), therefore, the degree of heterogeneity factor was inputted as one. The Ligthelm 
(1989) correlation for effective viscosity ratio was used in the simulation. Therefore, the only 
parameters up for adjustment were the quantity of retained polymer in which the medium 
saturates (𝛤𝑝,𝑠𝑎𝑡), Langmuir rquilibrium constant for polymer (𝑏𝑝), reversible retention fraction 
(𝑓𝑟𝑟), and polymer longitudinal dispersion coefficient (𝐾𝐿𝑝). Also, the 𝛤𝑝,𝑠𝑎𝑡 and 𝑏𝑝 are limited 
𝑹𝑹𝑭𝒊𝒏𝒑𝒖𝒕 𝜞𝒑,𝒔𝒂𝒕,𝒊𝒏𝒑𝒖𝒕 𝒇𝒓𝒓,𝒊𝒏𝒑𝒖𝒕 𝑹𝑹𝑭(𝒄𝒑 = 𝟒𝟎𝟎 𝒑𝒑𝒎) 
1.3910 15.74 µg/g 0 1.39 
1.4874 19.62 µg/g 0 1.39 
11.1425 408.3 µg/g 0 1.39 
1.4344 15.74 µg/g 10% 1.39 
1.5415 19.62 µg/g 10% 1.39 
12.2694 408.3 µg/g 10% 1.39 
1.4887 15.74 µg/g 20% 1.39 
1.6092 19.62 µg/g 20% 1.39 
13.6781 408.3 µg/g 20% 1.39 
Injection 1st 2nd 3rd 4th 
Reported by Moradi (2011) 4 Inj. PV 4 Inj. PV 3.5 Inj. PV 4 Inj. PV 





to agree with the measured polymer retention at the injected concentration, as depicted in 
Figure 3.10. The 𝑅𝑅𝐹 is calculated by ( 3.80 ). 
Figure 3.11 shows the histories of the pressure drop across the core and 
normalized produced polymer concentration as reported by Moradi (2011). It is worth noting 
that Moradi (2011) presented the polymer concentration as pressure differentials across a 
capillary tube. This data was converted to polymer mass, and then normalized to be shown in 
Figure 3.11. 
 
Figure 3.11: Experimental data for pressure drop across the core (blue) and normalized produced polymer concentration 
(red) versus injected pore volume as reported by Moradi (2011). 
As seen in Figure 3.11, there are experimental anomalies at the start of the second 
and third injections. This indicates that the change of injection fluid may have induced 
experimental artifacts into the experimental data. These artifacts may be related to opening 
and closing of valves in the injection and/or production systems. 
Also seen in Figure 3.11, the polymer concentration during the third injection has 
an anomalous behavior between 9.5 and 11.5 injected pore volumes. The polymer 
concentration has a sharp decrease between 8.5 and 9 injected pore volumes, reaching 
approximately zero concentration, as expected. However, at 9.5 injected pore volumes, there 
is an increase in polymer concentration, which persists until the injection fluid changes (at 
11.5 injected pore volumes). Since this increase in polymer concentration during a water post-
flush is highly unlikely, the observed behavior can be related to an experimental artifact. This 
artifact may be caused by the method employed by the author to estimate the polymer 
concentration. The concentration measurements were made via a capillary tube, that is, it is 
based solely on liquid viscosity. Besides, although Moradi (2011) did not report any additional 
oil production during this single-phase section of the experiment, even a small quantity of oil 
can easily contaminate this kind of measurement due to its high viscosity, especially when 





modifications, a quantity of oil considered negligible or undetected may have contaminated 
the readings of the polymer concentration. However, it is safe to say that this effect is minor 
and do not invalidate the data nor the analysis performed by Moradi (2011). 
One last aspect worth mentioning in Figure 3.11 is the shape of the polymer front 
during the second injection. There is a sharp polymer concentration increase at about 4.8 
injected pore volumes, followed by a slow concentration increase from 5 to 6.5. This could be 
the result of mechanical entrapment, as defined by Huh et al. (1990). This behavior is absent 
from the fourth injection. So if mechanical entrapment is indeed present, its magnitude is low 
as it is only present on the second injection. The mechanical entrapment is not modeled in the 
simulator developed in this chapter. Therefore, this kind of behavior will probably not be 
matched. 
Given the model limitations and the experimental anomalies observed in Moradi 
(2011) experiment, the history matching procedure focused on matching the entire pressure 
behavior, as well as the polymer fronts. 
Table 3.20 presents a summary of the numeric parameters used for the history 
matching. 
Table 3.20: Numeric parameters used for the history matching. 
Variable Symbol Value 
Dimensionless 
length 











Convergence Maximum relative difference 𝑑𝑖𝑓𝑚𝑎𝑥 1x10-3 
* – The initial dimensionless time step varies according to each case, but it always respects the discretization criterion. 
The simulation was performed in a personal computer equipped with an Intel® 
Xeon® E5-1607 central processing unit, and Windows 7 64-bits. The simulation was executed 
on Matlab® version R2015a and limited to use 2 GB of RAM. 
3.5.2 History matching quality indicators 
The analysis of the quality of the history matching between simulation and 
observed laboratory data used three different quality indicators: normalized absolute linear 
distance (NALD), represented by ( 3.81 ), normalized quadratic distance (NQD), which can be 
calculated by ( 3.82 ), and normalized quadratic distance including signal (NQDS), estimated 





Where 𝑆𝑖𝑚 is the simulated data, 𝑂𝑏𝑠 is the observed laboratory data, QD is the 
quadratic distance, AQD is the acceptable quadratic distance, and LD is the linear distance. 
Equations ( 3.84 ), ( 3.85 ), and ( 3.86 ) define the QD, AQD, and LD, respectively. 
Where 𝑛𝑜𝑏𝑠 is the number of observed data, 𝑇𝑜𝑙 is a tolerance related to the 
observed data, and 𝐶𝑝 is a constant to prevent error when the observed data is close to zero. 
Maschio and Schiozer (2016) stated that there are no specific rules to determine 𝑇𝑜𝑙 and 𝐶𝑝, 
so these parameters should be chosen on a case-by-case basis, depending on the uncertainty 
associated with the observed data. 
According to Maschio and Schiozer (2016), NQD is a good quality indicator 
because: 1. it is dimensionless and considers the reliability of the observed data in the 
calculation; 2. it allows the combination of different kinds and magnitudes of data; 3. it makes 
the analysis of large quantities of data assessable. Maschio and Schiozer (2016) also explained 
that NQDS is used to assess if the simulated data overestimates or underestimates the 
observed data. 
The use of NALD also provides a dimensionless quality of match indicator with the 
advantage of using the raw values of simulation and observed data. This indicator provides a 
clean result, as it is not biased by 𝑇𝑜𝑙 and 𝐶𝑝, and can be expressed as a percentage of 
difference relative to the observed data. Nevertheless, NALD is not very suited for data that 
are very close to zero and can lead to an undefined value when the observed data is equal to 
zero (i.e., division by zero). 
3.5.3 Results 
The simulation performance is reported in Table 3.21. 
 𝑁𝐴𝐿𝐷 = |𝑆𝑖𝑚𝑖 − 𝑂𝑏𝑠𝑖| 𝑂𝑏𝑠𝑖⁄  ( 3.81 ) 
 𝑁𝑄𝐷 = 𝑄𝐷 𝐴𝑄𝐷⁄  ( 3.82 ) 
 𝑁𝑄𝐷𝑆 = 𝑁𝑄𝐷 ∙ 𝐿𝐷 |𝐿𝐷|⁄  ( 3.83 ) 




 ( 3.84 ) 




 ( 3.85 ) 
 𝐿𝐷 = ∑(𝑆𝑖𝑚𝑖 − 𝑂𝑏𝑠𝑖)
𝑛𝑜𝑏𝑠
𝑖=1





Table 3.21: Simulation performance. 
 Processing time Processing time iteractions Simulated time† 
Initialization 4.0 s - - 
Solution 
1st injection 8.6 s 1013 19 h 29 min 47 s 
2nd injection 50.0 s 5923 19 h 29 min 47 s 
3rd injection 43.5 s 5692 17 h 03 min 33 s 
4th injection 50.5 s 5768 19 h 29 min 47 s 
Post solution* 193.7 s - - 
* – Time elapsed to convert the dimensionless results to dimensional ones and store both dimensional and dimensionless solutions. † – Time 
required for a physical experiment to generate the simulated results.  
As seen in Table 3.21, more than three days of experiment were simulated in 
about six minutes. This fast simulation of long experiments can be valuable for experimental 
planning and analysis. 
Table 3.22 presents the adjustment variables’ values for the best history match. 
Table 3.22: Values for the adjustment variables that corresponds to the best match between simulation and experiment. 
Figure 3.12 shows the experimental and simulation results for the pressure drop 
across the core and the produced polymer concentration. 
Visually, Figure 3.12 shows that the simulation data is well matched to the 
experimental one. Some differences are seen in the polymer concentration match: 1. the 
second injection production achieves 400 ppm earlier in the simulation than in the 
experiment; and 2. the simulation does not have an increase in polymer concentration during 
the third injection, which is present in the experiment data. The observation 1 is due to the 
simulator model not accounting for mechanical entrapment, and the observation 2 is due to 
an artifact present in the experimental data. These observations were already discussed in 
section 3.5.1, so no further discussion is presented here.  
Variable Symbol Value (SI) Value 
Quantity of retained polymer in which the medium saturates 𝛤𝑝,𝑠𝑎𝑡 4.083x10-4 408.3 µg/g 
Langmuir equilibrium constant for polymer 𝑏𝑝 0.1 𝑘𝑔 𝑚3⁄  0.1 𝑘𝑔 𝑚3⁄  
Reversible retention fraction 𝑓𝑟𝑟 0 0 
Residual resistance factor 𝑅𝑅𝐹𝑝 11.142 11.142 
Polymer longitudinal dispersion coefficient 𝐾𝐿𝑝 1.67x10








Figure 3.12: Pressure drop across the core (top) and outlet polymer concentration (bottom): experimental (dots) and 
simulation (full line) data. 
The quality indicators presented in section 3.5.2 were applied to the data to better 
evaluate the quality of the match, Figure 3.13 presents the point-by-point NALD between 
experimental and simulation results. Table 3.23 summarizes the average NALD, the NQD, and 







Figure 3.13: Point-by-point normalized absolute linear distance (NALD) for produced polymer concentration (red), and 
pressure drop across the core (blue). 





Pressure drop across 
the core match 
Produced polymer 
concentration match 
Entire experiment 0 to 15 
NQD 0.4153 0.1265 
NQDS 0.4153 0.1265 
Avg. NALD 0.0815 0.4085 
First injection 0 to 4 
NQD 1.2236 -* 
NQDS 1.2236 -* 
Avg. NALD 0.2364 -* 
Second injection 4 to 8 
NQD 0.3263 0.1445 
NQDS -0.3263 0.1445 
Avg. NALD 0.0387 0.2947 
Third injection 8 to 11.5 
NQD 0.0640 0.2570 
NQDS 0.0640 -0.2570 
Avg. NALD 0.0325 0.8157 
Fourth injection 11.5 to 15 
NQD 0.1918 0.0398 
NQDS 0.1918 0.0398 




4.5 to 5.5 
NQD 0.2840 0.1102 
NQDS -0.2840 0.1102 




8.3 to 9 
NQD 0.0649 0.4252 
NQDS 0.0649 0.4252 




11.8 to 12.5 
NQD 0.1797 0.0326 
NQDS -0.1797 0.0326 
Avg. NALD 0.0294 0.1383 
* - There is no experimental data available for the first polymer injection. 
Comparison among all the quality indicators for the injections reveals that the 
worst match for pressure was the first injection, while the third injection match was the worst 





the first injection have a transient between 0 to 0.5 injected PV. On the other hand, the 
simulation transient is much faster, reaching steady state in less than 0.1 injected PV. This 
difference in the transients may be due to the presence of oil in the experiment, which may 
have increased the total system compressibility. However, since the simulation considered an 
equivalent single-phase system, this compressibility was not corrected. The third injection has 
an anomaly in the polymer concentration behavior, leading to a considerable outlet polymer 
concentration not present in the simulation. This anomalous behavior leads to the poor quality 
indicators seen for the polymer concentration during the third injection. As explained in 
section 3.5.1, this is probably an experimental artifact and the experimental behavior is 
probably accurate. 
On average, the simulation results tended to overestimate the experimental ones, 
as shown by the NQDS in Table 3.23. However, the second injection pressure and the third 
injection polymer concentration were underestimated. 
By comparing the quality indicators of each injection to the ones for the polymer 
front breakthrough, one can analyze the quality indicators. This comparison in summarized in 
Table 3.24. 
Table 3.24: Ratio between the quality indicator for the full injection and the one for the polymer front breakthrough 
section for the Pressure drop across the core and the Produced polymer concentration during the second, third, and 
fourth injections. 
Note that, in Table 3.24, a value is higher than one, the value indicates that the 
quality of the match was better in the polymer front breakthrough section (i.e., transient 
state) than for the full injection (i.e., transient plus steady states). A value lower than one 
indicates the opposite. 
Firstly, notice that for the second injection pressure, and for polymer 
concentration during injections two and four, the NQD and average NALD indicate opposite 
behavior. This is due to the weighting of these two indicators. The NQD considers the 
quadratic distance, while the average NALD considers the absolute difference. Therefore, if 
few points have a large difference, they would make a greater impact on the NQD than on the 
average NALD. Since there are some anomalous experimental data points, which can lead to 
great differences between simulation and experimental data, the comparative analysis will be 
done using the average NALD indicator. 
Injection Indicator 
Ratio between the quality indicator for the full injection and the one 
for the polymer front breakthrough section 
Pressure drop across the core 
match 
Produced polymer concentration 
match 
Second 
NQD 1.149 1.311 
Avg. NALD 0.845 0.656 
Third 
NQD 0.986 0.604 
Avg. NALD 0.926 1.436 
Fourth 
NQD 1.067 1.221 





In Table 3.24, one can see that the average NALD indicates a better match for the 
whole injection sections than just for the polymer breakthrough ones, i.e., values lower than 
one. That is to be expected since matching the transient state is intuitively harder than to 
match the overall injection (i.e., transient and steady states). As exceptions, the third injection 
polymer concentration and the fourth injection pressure drop indicated better matches for 
the transient state than for the overall injection. The third injection polymer concentration 
behavior was caused by the abnormally high experimental polymer concentration during 
steady state. For the fourth injection, the experimental pressure data during steady state is 
very noisy, causing the transient match to be better than the overall one. 
Moradi (2011) did not report the salt concentrations during the non-polymer 
injections (i.e., first and third) nor the salt concentration on the outlet. Therefore, the injected 
salt concentration during the first and third injections was considered zero. For comparison 
purposes, Figure 3.14 presents a plot of the polymer and salt produced normalized 
concentrations obtained by the simulation. 
 
 
Figure 3.14: Produced polymer (red) and salt (green) concentrations obtained in the simulation. 
During the second injection, the front of salt arrives at the production face earlier 
than the polymer front due to the retardation nature of the retention, dominant over the IAPV 
speed-enhancing effect. The fourth injection front portrays a different scenario: the polymer 
and salt arrive at the production face almost at the same time, but for different reasons. The 
polymer has an earlier breakthrough during the fourth injection than for the second one due 
to the retention already being satisfied, and the IAPV anticipates the polymer breakthrough. 
The salt front has a higher longitudinal dispersion coefficient, which is enough to anticipate its 
breakthrough close to the polymer one. However, since the polymer longitudinal dispersion 
coefficient is lower than the salt one, the polymer front is sharper, resulting in this component 





The sharper polymer front relative to the salt one seen in Figure 3.14 is also 
reflected by the analysis of the reference Péclet number for these components:  
𝑁𝑃𝐸,𝑠
𝑟𝑒𝑓 = 70.02, and 𝑁𝑃𝐸,𝑝
𝑟𝑒𝑓 = 363.33. The polymer reference Péclet number is more than five 
times higher than the salt one, indicating a sharper front than the salt. Additionally, both 
numbers are high in magnitude, which reveals that the advective transport dominates over 
the dispersive one. Therefore, both components present sharp fronts, which are characteristic 
of this type of transport. 
3.6 Summary 
This chapter focused on the modeling of polymer transport through porous media. 
A summary of the developments presented in this chapter are listed below: 
 This chapter led to the development of a single-phase polymer core flooding simulator. 
This simulator aims to serve as a tool to plan and analyze single-phase core flooding 
experiments using polymer solutions; 
 The simulator model is composed of two partial differential equations: hydraulic 
diffusion, and advection-reaction-dispersion of components. These equations are 
coupled with two transport equations, for fluid and species transport, and six 
constitutive equations, for specific phenomena related to polymer, fluid, and flow; 
 The developed simulator accounts for polymer reversible and irreversible retention, 
permeability reduction due to polymer retention, polymer inaccessible pore volume, 
polymer concentration and shear rate effects on in-situ viscosity of polymeric 
solutions, in-situ shear rate of fluids flowing through porous media, longitudinal 
dispersion of species being transported through porous media, and miscible viscous 
fingering during unfavorable displacement; 
 The development of the full dimensional, dimensionless, and numerical models were 
presented in this chapter along with the solution scheme, allowing reproduction of the 
simulator; 
 A discretization criterion was developed through analysis of the highest order errors 
for the numeric PDEs. This criterion can be used as a first time-step in variable time-
step routines. The method used to develop this criterion can be used to develop similar 
criterions for other models; 
 The simulator was validated against analytical solutions under simple conditions. The 
simulator achieved good results under a high Péclet number (𝑁𝑃𝐸 = 500) if the 
discretization criterion was used; 
 Through comparison with simple analytical solutions, it was shown that the hydraulic 
diffusion error was reduced by refining the time discretization, while the error for the 






 A sensitivity analysis was performed using the simulator and considering 27 cases and 
13 input variables. This analysis was valuable to highlight the nonlinear impacts of 
different input variables on the output results; 
 Throughout the sensitivity study, the analysis of the dimensionless numbers proved 
useful. These dimensionless numbers revealed aspects of the observed outputs. The 
dimensionless numbers were:  
 Péclet number (𝑁𝑃𝐸), defined as the ratio between the advective and dispersive 
transport of a component. This dimensionless number revealed the sharpness 
of the component fronts, corresponding to a sharp front for high Péclet 
numbers, and a smooth front for low ones; 
 Langmuir number (𝑁𝐿𝐴), interpreted as the ratio between the adsorptive 
capacity of the rock and the concentration of a component in the solution. This 
dimensionless number revealed the relevance of retention in the transport of 
a component. A high Langmuir number corresponded to high consumption of 
the component during transport, and a delayed propagation front; 
 Viscous fingering correction factor (𝐹𝑉𝐹), which corresponds to the ratio 
between the advective transport under favorable displacement and this 
transport under unfavorable displacement. A favorable displacement is 
indicated by 𝐹𝑉𝐹 = 1, while 𝐹𝑉𝐹 < 1 indicates an unfavorable one. The lower 
the 𝐹𝑉𝐹, the higher the influence of viscous fingering in the transport of 
components. A low 𝐹𝑉𝐹 indicates a delayed breakthrough and a smoother front 
when compared to a high one. 
 A table of correlations between input and output variables was developed through the 
sensitivity analysis (see Table 3.16); 
 A history matching with a literature experiment was performed using the developed 
simulator. This was done in order to further validate the model and identify its 
potential limitations; 
 The experimental and simulation results displayed good coherence even though few 
variables were used in the history matching process. The majority of the input variables 
were supplied by the author of the experiments or common values for the 
experimental conditions were used; 
 The majority of the differences identified in the history matching were due to 
experimental anomalies. One important difference was due to a simulator limitation: 
the simulator cannot represent mechanical entrapment. This phenomenon should be 
considered for future implementation in the simulator using the model developed by 






This chapter comprises a series of original experimental studies to determine the 
properties of polymer solutions during transport through porous media. These properties 
were measured through core flooding experiments. Figure 4.1 shows the steps to perform 
such experimental evaluation. 
 
Figure 4.1: Steps used to perform the experimental evaluations. 
Equipment selection: the experimentalist must be aware of the requirements of 
the core flooding experiments in order to select the adequate type, resolution, full scale, and 
layout of equipment. Failing to select adequate equipment may lead to poor results and/or 
delay to the experiments due to changes in the experimental setup. 
Equipment commissioning: refers to the installation and testing of equipment, 
both individually and collectively, to ensure they will perform the way they are supposed to 
during the core flooding experiments. Problems faced during this step may lead to rethinking 
of the experimental setup or the selecting of new equipment. 
Rock and fluid selection: the rock and fluids should be selected to provide the 
necessary conditions to investigate a given phenomenon or to evaluate the technical 
feasibility of a polymer in some field application. 
Rock and fluid handling and characterization: this step aims to perform all the 
activities to prepare materials for the core flooding procedure or to measure properties to 





(cleanup, wettability alteration, among others) and characterization (basic and special 
petrophysics), as well as fluid preparation (salt and polymer dissolution, polymer pre-shearing, 
among others) and characterization (rheology, density, pH, and others). Each core flooding 
experiment has an associated rock and fluid handling and characterization. It may be 
necessary to select and commission equipment to support this step. 
Core flooding experiments: tests consisting of fluid injections through rock cores. 
These are the focus of this work. 
Even though Figure 4.1 represents the steps performed to evaluate polymer core 
flooding, these steps may be used for any core flooding evaluation. 
The experimental works presented in this chapter aim to evaluate polymer 
dynamic properties under flow through porous media in different conditions. The properties 
evaluated were: reversible and irreversible retention, permeability reduction, inaccessible 
pore volume, in-situ viscosity, and dispersion. Additionally, the experimental results allow for 
estimation of polymer bulk viscosity and degradation, as well as salt dispersion. The properties 
were evaluated under different conditions of flow velocity, permeability, and polymer 
concentration. Single-phase one-dimensional core flooding experiments and rheology tests 
were used to perform these studies. 
In this chapter, the materials used in the core flooding and support procedures are 
reported first, followed by the methods, and then the results and discussions. 
4.1 Materials 
This section reports the materials used in the core flooding and support 
procedures. 
4.1.1 Fluids 
Polymer solutions of different concentrations and a brine were used in the 
experiments. The salt composition of the solutions is described in Table 4.1. 
Table 4.1: Salt composition of the brine and polymer solutions used in the experiments. 
 Concentration (ppm *) 
Salt NaCl KCl CaCl2·2H2O MgCl2·6H2O Na2SO4 
Purity ≥ 99.8% ≥ 99.5% ≥ 99% ≥ 99.0% ≥ 99.0% 
Brine 43428 301 5014 3159 652 
Polymer solutions 86856 602 10029 6319 1304 
* –  Parts per million in mass/mass. 
In Table 4.1, one can notice that the brine is composed of the same salts as the 
polymer solutions. However, the concentration of the salts in the brine is half of that present 





As solvent, all the fluids used type 1 deionized water (DI water), as defined by 
ASTM (2011). All the salts were reagent-grade and supplied Sigma-Aldrich. 
The polymer tested was a HPAM-AMPS terpolymer of polyacrylamide, acrylic acid, 
and AMPS. This polymer was supplied by SNF as powder and has the commercial name 
Flopaam 5115 SH. According to the supplier, this polymer has an estimated molecular weight 
between 14 and 16 million Daltons. The polymer was used in concentrations between 100 
ppm and 2,000 ppm, as reported in section 4.2.3. The polymer powder was considered as 
containing 100% active polymer material. 
Before the experiments, the solutions were characterized for their density, pH, 
and bulk viscosity, as reported in Table 4.2. 
Table 4.2: Properties of the brine and polymer solutions at 23°C. 
The UV-vis absorbance spectrum of the polymeric solution is shown in Figure 4.2. 
 
Figure 4.2: UV-vis absorbance spectrum of the polymer in DI water and in brine. 
The polymer solution studied in this work has a peak at 320 nm, which was used 
for polymer concentration estimating during the core flooding experiments. 
A white mineral oil was used as a fluid piston in some of the experiments. This oil 
has the commercial name EMCA, and displayed 0.86 g/cm³ density and 20 mPa·s viscosity at 
room temperature. Note that this oil was not injected through the core in any experiment. 
4.1.2 Rocks 
The experiments used outcrop sandstone cylindrical cores from the Botucatu 
formation (Paraná basin, PR, Brazil). According to Cardoso and Balaban (2015), Botucatu 
Property Unit Brine Polymer solutions 
Density g/cm³ 1.034 ± 0.002 1.066 ± 0.002 
pH - 5.70 ± 0.01 5.37 ± 0.01 





sandstone is similar to Berea sandstone and is adequate to core flooding experiments. Table 
4.3 compiles the characteristics of the cores before and after the cleaning procedure 
described in section 4.2.2. 
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Despite of theoretical error calculation, the permeabilities to gas and water have 
a considerable difference in some samples. Thus, to calculate other properties, the 
permeability to water was considered since it was done in the same workbench used for the 
core floodings and at the same experimental conditions. The porosity by porosimeter was 
used throughout this work to calculate other properties. 
4.1.3 Equipment 
Table 4.4 and Table 4.5 summarize the equipment used in the experimental 
investigation and Figure 4.3, Figure 4.4, Figure 4.5, and Figure 4.6 illustrate the core flooding 
setups. 
The experimental setup used for experiments 1 and 2 (Figure 4.3 and Figure 4.5) 
consists of a syringe pump, which injects distilled water into a stainless steel accumulator 
containing mineral oil. The mineral oil serves only as a piston to push polymer solution or brine 
through the system. Polymer solution and brine are stored in stainless steel accumulators as 
well. The fluid to be injected through the system is selected by a 3/2-way valve. Before 
entering the core subject to the analysis, the fluid passes through a filter. This filter is a core 
similar to the one subject to analysis, as reported in Table 4.3. For experiment 1 (14C/18A1), 
only the polymer solution passed through this filter, while for experiment 2 (14C/18A2), both 
fluids passed through the rock filter. The filter position was the only difference in the setup of 
experiments 1 and 2. The injected fluid passes through a core confined in a core holder. A 
pressure sensor measures the pressure drop across the core. At the outlet of the core holder, 
a UV-spectrophotometer and a conductivity meter are connected inline (i.e., the produced 
fluids are constantly passing through these equipment). The spectrophotometer has a 
capillary tube of 0.254 mm of diameter. Lastly, the fluids are produced in a beaker on top of a 
scale. Data acquisition and logging system integrate all the measuring equipment. 
The experimental was improved for experiments 3 through 10 (Figure 4.4 and 
Figure 4.6). In the latter setup, an UHPLC-grade pump pulls the fluids from glass accumulators 
through an internal selector valve. The fluids pass through 10 µm stainless steel filters before 
being pushed through the system. Before being injected through the core, the fluids pass 
through an inlet capillary viscometer, and the produced fluids pass through an outlet capillary 
viscometer. Both capillary viscometers were made of peek (polyether ether ketone) had 0.762 
mm internal diameter and 200 mm length. Individual pressure sensors were used to measure 
the pressure drops across the capillary viscometers and the core. After the outlet capillary 
viscometer, there is a 3/2-way valve to collect fluid samples before the spectrophotometer. 
This alternative sampling point is only used after the main test loop is concluded. After the 
3/2-way valve, the setup is equal to the one represented by Figure 4.3, and explained above. 
For both setups, the confining pressure was between 900 and 1000 psi, and there 





Table 4.4: Summary of the equipment used in the experimental investigation. 
Equipment Maker Model Property Full Scale Uncertainty 








cDAQ-9174 - - - 
NI-9203 Current 20 mA 4.3 μA + 0.04% of measurement 
Density meter Incoterm 5593 Density 1 to 1.2 kg/l 0.002 kg/l 
Drying oven FANEM 315SE - - - 
Fluid accumulator 
(glass) 
Fisherbrand FB-800-1000 Volume 1000 cm³ - 
Fluid accumulator 
(steel) 
- - Volume 
1000 cm³ - 
2500 cm³ - 





3020-128 Permeability † 
200 mm H2O (orifice manometer) † 1 mm H2O (orifice manometer) 
200 mm H2O (middle manometer) † 1 mm H2O (middle manometer) 




3020-062 Porosity ‡ 
2.5 to 10 cm³ 0.05 cm³ 
10 to 30 cm³ 0.1 cm³ 
30 to 50 cm³ 0.2 cm³ 
50 to 200 cm³ 1 cm³ 
200 to 500 cm³ 2 cm³ 




5 cm³ 0.1 cm³ 
Laborglas - 10 cm³ 0.2 cm³ 
Pyrex 3022 25 cm³ 0.2 cm³ 
Laborglas - 50 cm³ 1 cm³ 
Magnetic stirrer Fisatom 752A - - - 
pH meter MS Tecnopon mPA-210 pH -2 to 20 0.01 




0.065% of full scale 
3051CD3 ¶ 248 kPa 
* – Salt concentration is estimated through conductivity and a calibration curve; † – Permeability is calculated by empirical equations developed by the maker (see section E.2.2); ‡ – Porosity is calculated by void and total 





Table 4.5: Summary of the equipment used in the experimental investigation (cont.). 
Equipment Maker Model Property Full Scale Uncertainty 
Rheometer Thermo fisher Haake MARS III Viscosity * 
0.2 N·m (torque) 5x10-8 N·m (torque) 






20.710 mm (internal radius) 0.004 mm (internal radius) 
55.00 mm (height) 0.03 mm (height) 
Z43 21.700 mm (external radius) 0.004 mm (external radius) 
Scale 
Ohaus AV264P † 
Mass 
260 g 0.001 g 
Ohaus 4100 ARD120 ‡ 4100 g 0.1 g 
Syringe Pump 
Teledyne Isco 260D § 
Injection rate 
170 cm³/min 0.5% of setpoint 
Thermo fisher LPG-3400SD ¶ 10 cm³/min 0.5% of setpoint 
Temperature sensor Emerson PUR-SENSE 410VP.20 Temperature -15 to 200°C 0.1°C 
Ultrasonic bath Unique USC-1450 - - - 
UV-
Spectrophotometer 
Thermo fisher VWD-3100 Polymer concentration# 
190 to 400 nm (wavelength) 1 nm (wavelength) 
5 (absorbance) 3% of measurement (absorbance) 
Vacuum meter Edwards Vacustat 2 Pressure (vacuum) 
1 to 10 μbar 5 μbar 
10 to 100 μbar 10 μbar 
0.1 to 1 mbar 0.1 mbar 
Vacuum pump Leybold Trivac D8B Pressure (vacuum) 0.1 μbar 0.1 μbar 
Valves Swagelok SS-42GXF2 - - - 
Volumetric flask Laborglas - Volume 1000 cm³ 0.4 cm³ 
Water ultrapurifier Gehaka MS2000 - - - 
* – Viscosity is estimated through torque and rotation speed in a well-known geometry; † – Used to measured solid mass during fluid preparation; ‡ – Used to measure fluid mass during fluid preparation, and for effluent mass 






Figure 4.3: Schematic of the experimental setup for experiment sets 1 and 2 only. 
 

















These setups require human presence just to control the injection rate and change 
the injected fluid. Complete automation of the experiment can be achieved through inclusion 
of a computer-controlled pump and an electrovalve. However, even if the setup is completely 
automated, the author personally advises the inclusion of periodical human checks to ensure 
the experiment is progressing according to plan. 
4.2 Methods 
This section presents the procedures related to rock and fluid handling and 
characterization as well as the core flooding test protocol. The APPENDIX E presents detailed 
descriptions of all the methods presented in this section. 
4.2.1 Fluid handling and characterization 
The brines were prepared in volumetric flasks, using a magnetic stirrer and 
ultrasonic bath to aid the solubilisation of the salts. The polymer solutions were prepared 
using the procedures recommended by API RP 63 (API, 1990). That is, first a high concentration 
stock solution (5,000 ppm of polymer) is prepared, then this stock solution is diluted to the 
desired concentration, all aided by magnetic stirring. All the solutions were degassed with a 
vacuum pump before being used in the core flooding procedures. It is worth noting that for 
experiments 1 and 2, no degassing of the polymer solutions was done. This lead to some 
chemical degradation, as discussed in section G.4. 
After the fluids were prepared, they were characterized for density, pH, rheology, 
and UV-absorbance. The viscosity flow curves of the solutions were measured in a rotational 
rheometer using a single gap Couette geometry in duplicates. Note that, for the polymer 
solutions, the time between solution preparation and characterization of the properties was 
short (maximum of 5 days) to avoid degradation. Also, after the measurement of each of those 
properties, the fluid was discarded to avoid contamination of the injection solution. 
4.2.2 Core handling and characterization 
The sandstone cores were all plugged from blocks and then cut to the desired 
length. After this process of cutting, the cores were characterized for their geometry and 
permo-porous properties (porosity and permeability to gas). If the core had the desired 
characteristics, it was selected, if not it was stored away for future use. The selected cores 
went through a cleanup procedure based on API RP 40 (API, 1998), i.e., cleanup by Soxhlet 
extraction using methanol, then toluene, with core drying inside an oven after each solvent. 
After these processes, the core was ready to be used in a core flooding experiment. Note that 
during and after the cleanup process, the sample should be sheltered from any impurities, 





4.2.3 Core flooding 
A total of 89 core flooding experiments were performed in 10 sets. Each 
experiment set was done in a different core, while each different experiment was performed 
at different conditions with some of them being duplicates. Figure 4.7 illustrates the flowchart 
of the core flooding procedures for one set. Table 4.6, Table 4.7 and Table 4.8list all the 
experiments. 
 
Figure 4.7: Flowchart of the core flooding procedures for one experiment set. 










Set.Injection - mD ppm cm³/min ft/day 
1.1 
14C/18A1 4955 ± 696 1250.0 ± 0.4 
0.250 ± 0.001 1.052 ± 0.006 
1.2 0.400 ± 0.002 1.684 ± 0.010 
1.3 0.600 ± 0.003 2.526 ± 0.014 
1.4 0.800 ± 0.004 3.368 ± 0.019 
1.5 1.000 ± 0.005 4.210 ± 0.024 
2.1 
14C/18A2 5095 ± 743 1250.0 ± 0.4 
1.000 ± 0.005 4.232 ± 0.024 
2.2 0.800 ± 0.004 3.386 ± 0.019 
2.3 0.600 ± 0.003 2.539 ± 0.014 
2.4 0.400 ± 0.002 1.693 ± 0.010 
2.5 0.250 ± 0.001 1.058 ± 0.006 
2.6 0.250 ± 0.001 1.058 ± 0.006 
2.7 0.400 ± 0.002 1.693 ± 0.010 
2.8 0.600 ± 0.003 2.539 ± 0.014 
2.9 0.800 ± 0.004 3.386 ± 0.019 















Set.Injection - mD ppm cm³/min ft/day 
3.1 
14C/18A3 4130 ± 419 1250.0 ± 0.4 
1.000 ± 0.005 4.255 ± 0.024 
3.2 0.800 ± 0.004 3.404 ± 0.019 
3.3 0.600 ± 0.003 2.553 ± 0.014 
3.4 0.400 ± 0.002 1.702 ± 0.010 
3.5 0.250 ± 0.001 1.064 ± 0.006 
3.6 0.250 ± 0.001 1.064 ± 0.006 
3.7 0.400 ± 0.002 1.702 ± 0.010 
3.8 0.600 ± 0.003 2.553 ± 0.014 
3.9 0.800 ± 0.004 3.404 ± 0.019 
3.10 1.000 ± 0.005 4.255 ± 0.024 
4.1 
14C/19A 7134 ± 1107 500.0 ± 0.2 
4.000 ± 0.020 16.974 ± 0.096 
4.2 2.000 ± 0.010 8.487 ± 0.048 
4.3 1.000 ± 0.005 4.244 ± 0.024 
4.4 0.600 ± 0.003 2.546 ± 0.014 
4.5 0.250 ± 0.001 1.061 ± 0.006 
4.6 0.250 ± 0.001 1.061 ± 0.006 
4.7 0.600 ± 0.003 2.546 ± 0.014 
4.8 1.000 ± 0.005 4.244 ± 0.024 
4.9 2.000 ± 0.010 8.487 ± 0.048 
4.10 4.000 ± 0.020 16.974 ± 0.096 
5.1 
14C/15A1 4082 ± 425 800.0 ± 0.2 
1.000 ± 0.005 4.278 ± 0.024 
5.2 0.800 ± 0.004 3.422 ± 0.019 
5.3 0.600 ± 0.003 2.567 ± 0.015 
5.4 0.400 ± 0.002 1.711 ± 0.010 
5.5 0.250 ± 0.001 1.069 ± 0.006 
5.6 0.250 ± 0.001 1.069 ± 0.006 
5.7 0.400 ± 0.002 1.711 ± 0.010 
5.8 0.600 ± 0.003 2.567 ± 0.015 
5.9 0.800 ± 0.004 3.422 ± 0.019 
5.10 1.000 ± 0.005 4.278 ± 0.024 
6.1 
14C/15A2 3736 ± 287 2000.0 ± 0.5 
1.000 ± 0.005 4.255 ± 0.024 
6.2 0.800 ± 0.004 3.404 ± 0.019 
6.3 0.600 ± 0.003 2.553 ± 0.014 
6.4 0.400 ± 0.002 1.702 ± 0.010 
6.5 0.250 ± 0.001 1.064 ± 0.006 
7.1 
14C/15A3 4140 ± 386 500.0 ± 0.2 
4.000 ± 0.020 16.929 ± 0.096 
7.2 2.000 ± 0.010 8.465 ± 0.048 
7.3 1.000 ± 0.005 4.232 ± 0.024 
7.4 0.600 ± 0.003 2.539 ± 0.014 
7.5 0.250 ± 0.001 1.058 ± 0.006 
7.6 0.250 ± 0.001 1.058 ± 0.006 
7.7 0.600 ± 0.003 2.539 ± 0.014 
7.8 1.000 ± 0.005 4.232 ± 0.024 
7.9 2.000 ± 0.010 8.465 ± 0.048 
















Set.Injection - mD ppm cm³/min ft/day 
8.0 
12A/3B * 1873 ± 70 500.0 ± 0.2 
1.000 ± 0.005 4.210 ± 0.024 
8.1 2.000 ± 0.010 8.420 ± 0.048 
8.2 3.000 ± 0.015 12.630 ± 0.071 
8.3 1.000 ± 0.005 4.210 ± 0.024 
8.4 0.600 ± 0.003 2.526 ± 0.014 
8.5 0.250 ± 0.001 1.052 ± 0.006 
8.6 0.250 ± 0.001 1.052 ± 0.006 
8.7 0.600 ± 0.003 2.526 ± 0.014 
8.8 1.000 ± 0.005 4.210 ± 0.024 
8.9 2.000 ± 0.010 8.420 ± 0.048 
8.10 3.000 ± 0.015 12.630 ± 0.071 
9.0 
12A/9B 588 ± 33 500.0 ± 0.2 
1.000 ± 0.005 4.199 ± 0.024 
9.1 3.000 ± 0.015 12.596 ± 0.071 
9.2 2.000 ± 0.010 8.398 ± 0.047 
9.3 1.000 ± 0.005 4.199 ± 0.024 
9.4 0.600 ± 0.003 2.519 ± 0.014 
9.5 0.250 ± 0.001 1.050 ± 0.006 
9.6 0.250 ± 0.001 1.050 ± 0.006 
9.7 0.600 ± 0.003 2.519 ± 0.014 
9.8 1.000 ± 0.005 4.199 ± 0.024 
9.9 2.000 ± 0.010 8.398 ± 0.047 
9.10 3.000 ± 0.015 12.596 ± 0.071 
10.1 
14C/15B 3508 ± 195 
100.0 ± 0.2 
1.000 ± 0.005 4.278 ± 0.024 
10.2 100.0 ± 0.2 
10.3 300.0 ± 0.2 
10.4 500.0 ± 0.2 
10.5 800.0 ± 0.3 
10.6 1250.0 ± 0.3 
10.7 2000.0 ± 0.5 
* – Heterogeneous core. 
The objective of the experiment sets 1 and 2 was to commission the experimental 
setup, test the experimental procedure, and identify any problems that may jeopardize the 
results. With the experimental setup fully commissioned, the experimental procedure 
validated, and any result-influencing problem solved, experiment sets 3 through 10 could be 
performed. The objective of experiment sets 3 through 10 was to measure polymer transport 
in porous media properties under different conditions. Experiment sets 3 through 9 evaluated 
the flow rate influence. Comparison among experiment sets 3, 5, 6, and 7 were important to 
assess the polymer concentration influence. The influence of the permeability of the medium 
was studied through integrated analysis of experiment sets 4, 7, 8, and 9. Experiment set 10 
assessed the injection of successive increasing polymer concentration banks, and was used in 
the evaluation of polymer concentration behavior. 
Note that the front advance rate (FAR) is linearly dependent on the volumetric 





dependence. However, the FAR is more easily interpreted for radial flow than the flow rate. 
Therefore, even though the experiments were performed in a linear flow system, the analysis 
of the results will be done in terms of FAR, preferably. 
4.2.3.1 Reversible and irreversible retention measurement 
Throughout this work, the retention was estimated through dynamic experiments 
and using a modified version of the double polymer bank method proposed by Lotsch et al. 
(1985). This method measures polymer retention based on the polymer production curve of 
two polymer banks (base and target) separated by a large brine bank. 
In this work, the base bank was considered as the ones with the lowest injection 
rates for experiment sets 1 through 9. Differently, the experiment set 10 estimated  
re-retention and had a different choice of base curves. For experiment set 10, a target polymer 
concentration had an associated base curve correspondent to the polymer production curve 
of the next polymer slug, e.g., for experiment 10.3, the base curve was the one associated 
with the injection 10.4. 
The retention associated with the target bank (Γp
target
) is estimated relative to the 
base one, as in ( 4.1 ). 
Where m𝑟
𝑑𝑟𝑦
 is the bulk dry core mass, and mp is the produced polymer mass, 
estimated by ( 4.2 ). 
Where cp is the produced polymer concentration, Q is the injection flow rate, 
ρp,solu is the density of the polymeric solution, and t is the time. The time subscripts refer to 
the start and end of the section considered for retention estimation. 
Conventionally, the retention is calculated using the front-end of the base and 
target polymer production curves, i.e., the core is saturated with brine (cp = 0) and then is 
flooded with polymer (cp = cp
inj
) (Hughes et al., 1990; Idahosa et al., 2016; Lotsch et al., 1985; 
Osterloh and Law, 1998; Zhang and Seright, 2014). However, it is also possible to measure the 
retention using the back-end of the production curves, i.e., the core is saturated with polymer 
(cp = cp
inj
) and the core is flooded with brine (cp = 0). A schematic of the two methods to 







𝑑𝑟𝑦  ( 4.1 ) 
 𝑚𝑝 = ∫ 𝑐𝑝 ∙ 𝑄𝜐 ∙ 𝜌𝑝,𝑠𝑜𝑙𝑢 ∙ 𝑑𝑡
𝑡𝑒𝑛𝑑
𝑡𝑠𝑡𝑎𝑟𝑡






Figure 4.8: Synthetic representation of base (full line) and target (dashed line) polymer production curves highlighting the 
methods to calculate the polymer retention based in the front-end (green) and back-end (blue). The vertical red lines 
indicate the start and end of the section considered for retention estimation. 
Figure 4.8 also highlights that the start and the end of the section considered for 
retention calculation have to be taken in points that both the target and the base curves are 
on zero polymer concentration or injected polymer concentration. 
The front-end retention calculation measures the polymer that was injected in the 
core but stayed inside the porous medium, i.e., the overall retention (Γ𝑝
𝑜𝑣𝑒𝑟𝑎𝑙). Differently, the 
back-end retention calculation measures the polymer that could have left the porous medium, 
but stayed in the core, i.e., the reversible retention (Γ𝑝
𝑟𝑒𝑣). This reversible retention would 
have been reversed if the flow conditions were the same as the base curve and are associated 
with hydrodynamic effects. The difference between the overall retention and reversible 
retention is the irreversible retention (Γ𝑝
𝑖𝑟𝑟𝑒𝑣), caused by adsorption and mechanical 
entrapment. Note that the methodology proposed here has to be corrected if the IAPV of the 
base and target curves are different. If the IAPV of the base curve is higher than the target 
one, the retention will be underestimated. 
4.2.3.2 Inaccessible pore volume (IAPV) measurement 
The IAPV was measured by two different methods, a tracer-based method, and a 
rheology-based one. 
The tracer-based method is the classic method used to estimate IAPV (Dawson 
and Lantz, 1972; Hughes et al., 1990; Idahosa et al., 2016; Lotsch et al., 1985), as proposed by 
Dawson and Lantz (1972). The method consists in the injection of a polymer bank in a core 
saturated with brine in the presence of an inert tracer while monitoring their produced 
concentrations. The IAPV is then estimated as the difference between the injected pore 
volumes of polymer and tracer breakthroughs, as equation ( 4.3 ). 





Where 𝐵𝑇 refers to the injected pore volume associated with the threshold 
concentration for breakthrough, 𝑠 indicates tracer (salt), and 𝑝 indicates polymer. 
This breakthrough difference needs to be taken in a threshold value. In this work, 
5% of the normalized concentration was used as this threshold point to estimate the IAPV. 
The rheology-based method is a novel method to estimate the IAPV proposed in this work. 
This method is based on the in-situ viscosity of the polymer solution, since this property is 
correlated to the IAPV. The method comes from manipulations of the expressions proposed 
by Stavland et al. (2010), which leads to equation ( 4.4 ). 
Therefore, we now have an expression to estimate the IAPV based solely on 
polymer in-situ (𝜂𝑝,𝑖𝑠) and bulk (𝜂𝑝,𝑏𝑢𝑙𝑘) viscosities, as well as water viscosity (𝜇𝑤). 
The disadvantages of this rheology-based method can be summarized as: it can 
only be used when extensional viscosity is absent, its accuracy is related to the pressure data 
uncertainty, it requires the system to reach steady state conditions, it relies on bulk viscosity 
data coupled with in-situ ones, it is unreliable when degradation occurs during the core 
flooding, and it relies on in-situ shear rate estimation. 
The advantages of the rheology-based method over the tracer-based one are: it 
enables IAPV measurement when adsorption is present, it does not require specialized 
equipment to estimate produced tracer or polymer concentrations, and fewer data points are 
required. 
4.2.3.3 Permeability reduction or residual resistance factor measurement 
The permeability reduction was measured by the differential pressure across the 
core. For a given brine injection N at an injection rate 𝑄𝑤
𝑁, a correspondent steady state 
pressure drop was recorded ∆𝑝𝑤
𝑁. This pressure drop was used to estimate the 𝑅𝑅𝐹 through 
( 4.5 ). 
Where the superscript 𝑏𝑒𝑓𝑜𝑟𝑒 refers to the steady state pressure drop 
measurement performed at the absolute permeability measurement step of the core flooding 
sequence (see Figure 4.7), which is associated with an injection rate. 
 𝐼𝐴𝑃𝑉 = 1 − √
𝜂𝑝,𝑏𝑢𝑙𝑘 − 𝜂𝑝,𝑖𝑠 √
𝜂𝑝,𝑏𝑢𝑙𝑘
𝜇𝑤



















4.2.3.4 Mobility reduction or resistance factor measurement 
Similarly to the RRF, the RF was measured by the differential pressure across the 
core associated with a polymer injection. For a given polymer injection N, the RF was 
estimated by ( 4.6 ). 
Where the subscripts 𝑝 and 𝑤 refer to polymer and brine injections, respectively. 
4.2.3.5 In-situ viscosity measurement 
For a given pair polymer injection N and brine injection N, the in-situ viscosity (𝜂𝑖𝑠) 
can be estimated by ( 4.7 ). 
Where 𝜇𝑤 is the water viscosity. 
The in-situ viscosity calculated by ( 4.7 ) is associated with the injection rate of the 
pair polymer-brine injection N. The shear rate to which this in-situ viscosity measurement is 
associated can be estimated by Cannella’s equation (Cannella et al., 1988), i.e., ( 4.8 ). 
Where 𝑛 is the flow behavior index of the power law fluid,  𝐽𝜐⃗⃗⃗   is the fluid velocity 
(i.e., flow rate by area open to flow) associated with the pair polymer-brine injection N, 𝑘𝑤 is 
the permeability of the core, 𝜙 is the porosity of the medium, and 𝐶𝐶  is an empirical tuning 
parameter. 
4.2.3.6 Polymer degradation measurement 
Polymer degradation was measured as the polymer solution viscosity loss. The 
polymer solution used for a given experiment set had its viscosity versus shear rate measured 
before the core flooding procedures. Samples were collected: 1. at the end of each polymer 
injection N; 2. at the alternative sampling point of Figure 4.4, during the after test polymer 
sample collection; and 3. from the injection bottle leftover, during the after test polymer 
sample collection. The viscosity loss due to polymer degradation (𝜂𝑝
𝑙𝑜𝑠𝑠) can be estimated by  















∙ 𝜇𝑤 ( 4.7 ) 
 ?̇?𝑖𝑠 = 𝐶𝐶  [


















𝑏𝑎𝑠𝑒 is a base polymer solution bulk viscosity, 𝜂𝑝
𝑁 is the bulk viscosity of 
the sampled polymer solution for injection N, measured as soon as possible after sampling. 
In this work, these degradation measurements were performed using a rotational 
rheometer. The polymer mechanical degradation is closely related to the flow conditions that 
the polymer solution is subject to. The shear rate and the Reynolds number can give important 
details about the flow behavior. One can estimate the shear rate (γ̇) for flow in capillaries by 
( 4.11 ), and in porous media by Cannella’s equation, ( 4.8 ). 
Where 𝑄 is the volumetric flow rate, 𝑅 is the internal radius of the tube, 𝐶𝐶  is 
Cannella’s tunning constant (assumed to be 6), 𝑛 is the flow behavior index of the power-law 
fluid, 𝑘𝑓 is the permeability of the medium (with permeability reduction effects, if applicable), 
𝜙 is the porosity of the medium, and 𝐽𝜐⃗⃗⃗   is the fluid superficial velocity. 
For non-Newtonian fluids, one can estimate the Reynolds number (𝑁𝑅𝐸) for flow 
in capillaries by ( 4.12 ), and in porous media by ( 4.13 ) (Dodge and Metzner, 1959; Kováks, 
1981; Metzner and Reed, 1955). 
Where 𝜌 is the fluid density, and 𝐾 is the consistency index of the power law fluid. 
4.2.3.7 Polymer and salt longitudinal dispersions measurement 
Dispersion coefficients for the salt (tracer) and polymer were estimated by history 
matching with the custom simulator developed in this work (see chapter 3). All the other 
properties measured in the core flooding experiments were inputted to the simulator. With 
the inputted data, the polymer and salt longitudinal dispersion coefficients (𝐾𝐿,𝑝 and 𝐾𝐿,𝑠) 
were adjusted to match the measured polymer and salt concentrations at the effluents. Each 
injection within each experiment set was treated as a different simulation to adjust different 
 𝐷𝑒𝑔 = 𝜂𝑝
𝑙𝑜𝑠𝑠 𝜂𝑝
𝑏𝑎𝑠𝑒⁄  ( 4.10 ) 
 ?̇? = 4 
𝑄𝜐
(𝜋 𝑑3)
 ( 4.11 ) 
 ?̇?𝑖𝑠 = 𝐶𝐶  [
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longitudinal dispersion coefficients to each one. Also, the first injections of each experiment 
set as well as the entire esperiment set 10 were not used for dispersion estimation due to high 
adsorption levels being associated with them. For a full description of the input variables as 
well as the history matching procedure, refer to APPENDIX E. 
4.2.3.8 Note on measurement uncertainty 
Few of the variables analyzed throughout this work were obtained through direct 
measurements, e.g., core length and pressure differentials. In this work, the majority of the 
properties discussed were obtained by indirect measurements, i.e., these properties were 
obtained by correlations of directly measured quantities. The uncertainties associated with 
the direct measurements are supplied by the equipment makers and are summarized in Table 
4.4. The uncertainty associated with the indirect measurements was estimated by the error 
propagation technique described in this section. All the expressions derived for uncertainties 
calculation of such indirect measurements are presented in APPENDIX F. 
The general expression for the uncertainty of a quantity which is a function of 
multiple variables, 𝑊 = 𝑓(𝑋, 𝑌, 𝑍, … ), is given by ( 4.14 ), after Fornasini (2008). 
Where 𝜎 represents uncertainties, and ∂ partial derivatives. 
Note that, as Fornasini (2008) states, ( 4.14 ) is only valid if the variables are 
statistically independent. The same author also states that ( 4.14 ) is an equality if 𝑊 is a linear 
function of the variables (𝑋, 𝑌, 𝑍, … ). In the case of nonlinear functions, the uncertainty 
expression ( 4.14 ) is an approximation considering local linearization. Due to these 
linearizations, this method can be weak when there are large variations of the measured data 
or highly nonlinear functions, as stated by Lee and Chen (2009). 
Also, note that, as described by Ku (1966), uncertainties estimated by this error 
propagation technique sometimes are lower than the actual ones because: 1. the function to 
obtain a given property is hardly known to the exact sense; and 2. the number of variables 
considered in the estimation of a property often does not fully represent the error 
contributors. Even so, the same author states that this technique can give useful and 
meaningful uncertainty estimates. 
Note that throughout the execution of the experiments reported in this work, the 
author worked in his best effort to strictly follow the methodology described in section 4.2 
(and detailed in APPENDIX E) to eliminate systematic error and to minimize the error 
contribution of unaccounted variables. Therefore, the measured uncertainties associated with 
the results are expected to be meaningful. 





















4.2.3.9 Description of the steps for a core flooding experiment set 
This section focuses on the explanation of each step related to a core flooding 
experiment set, i.e., each step of the flowchart shown in Figure 4.7. 
Firstly, complete core saturation with brine is achieved aided by a vacuum system. 
After the core is saturated, porosity by saturation mass can be estimated, and then the core 
is confined in the core holder. 
The fines cleanup step objective is to clean the fines present in the sample. That is 
done because the fines are a source of measurement noise in the UV-spectrophotometer and, 
depending on their size, can clog the spectrophotometer capillary. To achieve this objective, 
at least 50 pore volumes were injected in the experiments reported in this chapter. This brine 
injection has to be done under an injection rate that is at least equal to the highest flow rate 
planned for the main test loop. 
Then, the absolute permeability is measured by brine injection. Brine is injected 
through the sample at a constant rate for at least half an hour or until the pressure readings 
reach steady state. After the system reaches steady state, a graduated cylinder is put on top 
of the scale and the volume versus time is recorded. With this assessed flow rate, and 
measured pressure drop, the core absolute permeability to brine can be estimated by Darcy’s 
law. The permeability to water was measured under several different injection flow rates. The 
values reported in Table 4.3 are an average of those measurements. Each polymer injection 
has the objective of injecting a polymer bank until steady state conditions are reached. For 
the experiments reported in this work, the polymer bank size was 10 PV for all tests, except 
experiments 10.1 and 10.2, which considered 20 PV. In these steps, one is able to measure 
retention, IAPV, RF, and dispersion. Note that the IAPV cannot be measured when polymer 
retention is relevant (i.e., 𝑁 = 1 or increasing polymer concentration). Additionally, polymer 
solution samples were collected by the end of each of these steps to quantify the polymer 
degradation. 
Each brine injection aims to inject a brine bank until steady state conditions are 
reached. For the experiments reported in this work, the brine bank size was 30 PV. This bank 
has to be larger than the polymer bank because of the unfavorable displacement of the 
polymer solution by brine. With these steps, one can estimate retention, and RRF. The RRF 
associated with the RF measured in the polymer injection is used to measure the polymer in-
situ viscosity. 
The “after test polymer sample collection” step aims to collect polymer samples 
to estimate degradation. The polymer samples are collected from the alternative sampling 
point depicted in Figure 4.4 and from the injection bottle (i.e., not injected through the 
system). For the samples collected in the alternative sampling point, a series of polymer 
injections is performed at the same conditions of all the N polymer injections performed 





4.2.3.10 Data processing 
The pressure, conductivity, temperature, and mass data were acquired by an in-
house LabVIEW® program (in LabVIEW® version 2011), with a data acquisition rate of 0.1 Hz. 
The data acquired by LabVIEW® was transferred to an Excel® sheet, and a centered moving 
average filter of 49 samples was applied to the data. The UV absorbance was acquired by 
Chromeleon® version 6.80, with a data acquisition rate of 1 Hz, and was not filtered. The 
Chromeleon® and LabVIEW® timestamps were synchronized, and exclusion of data points was 
done to leave one data point for each 30 seconds. Each equipment connected to the system 
is physically separated, meaning that there is a volume between each equipment. This volume 
is named dead volume, and results in the fluid taking different times to reach each equipment. 
The data from each equipment has to be corrected for the dead volume associated with it. 
This correction ensures that the data from all equipment is synchronized. The dead volume 
(𝑉𝑑𝑒𝑎𝑑) correction can be expressed by ( 4.20 ), in terms of injected pore volume (𝑉𝑃𝐼). 
Where 𝑄𝜐
𝑖𝑛 is the injected volumetric flow rate, and 𝑃𝑉 is the pore volume. The 
superscripts 𝑠𝑦𝑛𝑐ℎ and 𝑚𝑒𝑎𝑠 refer to synchronized and measured. 
4.2.3.11 Summary of experimental sequence and data acquisition 
Table 4.9 presents a summary of the core flooding steps including the data 
acquisition, equipment, property calculation, and equations. 
Table 4.9: Summary of the core flooding acquired data calculated properties. 
 𝑉𝑃𝐼𝑠𝑦𝑛𝑐ℎ = 𝑉𝑃𝐼𝑚𝑒𝑎𝑠 −
𝑉𝑑𝑒𝑎𝑑
𝑃𝑉
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Note that using the experimental setup and protocol presented in this chapter, 
one can estimate the following polymer properties with one experiment set composed of N 
injections: 
 𝑁 − 𝑁𝑏𝑎𝑠𝑒 irreversible retention measurements; 
 𝑁 − 𝑁𝑏𝑎𝑠𝑒 reversible retention measurements; 
 𝑁 − 1 inaccessible pore volume measurements; 
 𝑁 permeability reduction or residual resistance factor measurements; 
 𝑁 mobility reduction or resistance factor measurements; 
 𝑁 in-situ viscosity measurements; 
 𝑁 dispersion coefficient measurements, with the aid of a simulator; 
 𝑁 + 𝑁𝐴𝑇 mechanical degradation measurements, with the aid of a rheometer. 
Where 𝑁𝑏𝑎𝑠𝑒 is the number of base curves for retention estimation. In the 
literature, typically 𝑁𝑏𝑎𝑠𝑒 = 1, however, throughout this work most of the experiment sets 
have 𝑁𝑏𝑎𝑠𝑒 = 2 because the properties were measured in duplicates. 𝑁𝐴𝑇 is the number of 
polymer injections performed at the after test polymer sample collection step (see Figure 4.7). 
Additionally, with the aid of a simulator, it is possible to estimate 𝑁 tracer 
dispersion coefficients and 𝑁 effective viscosity ratios characteristic to the process (i.e., 
miscible viscous fingering), although the last property was not estimated in this work. 
4.3 Results and Discussions 
This section is dedicated to the experimental results and their respective 
discussions. 
Section 4.3.1 focuses on the experimental challenges faced during experiment sets 
1 and 2. Some of these challenges may have affected the results of these experiment sets. 
Therefore, the results from these experiments are not considered in the analysis of the 
phenomena performed in sections 4.3.2 through 4.3.9. The experimental challenges faced 
during the first two experiment sets were corrected for the other experiments unless 
otherwise specified. 
All the results presented in this section are derived from analysis of the pressure 
drop across the core, polymer and salt concentration in the effluents, and fluid rheology of 
the injection and production fluids. The graphs containing such information are presented in 
APPENDIX H, and are not shown in this section unless they are relevant to the discussion. 
In this chapter, all the results are presented in graphs to facilitate readability. The 





4.3.1 Core flooding experimental challenges 
4.3.2 Bulk viscosity 
Figure 4.9 presents the bulk apparent viscosities of the polymer solution in 
concentrations between 100 ppm and 5000 ppm along with brine viscosity. 
 
Figure 4.9: Bulk apparent viscosity of the polymer solution in various concentrations and brine. 
Figure 4.9 shows the polymeric solution studied in this work presents the classic 
shear thinning behavior. Additionally, for the 5000 ppm and 2000 ppm polymer 
concentrations solutions, the low-shear Newtonian plateau can be seen. The high shear 
Newtonian plateau of these solutions could not be measured with the equipment available. 
Note that Figure 4.9 shows more data points for the higher viscosity solutions. This 
characteristic is due to the lack of sensitivity of the rheometer and turbulence effects. The 
measuring geometry (concentric cylinders) and the rheometer were not sensitive enough to 
acquire appreciable low viscosity data, especially at low shear rates. The viscosity 
measurements at these conditions were noisy and not repeatable on duplicates or triplicates. 
Therefore, these data points were discarded. On the other hand, the viscosity measurement 
under high shear rates can induce turbulence effects. These turbulences induce shear forces 
on the measuring geometry, thus generating measurement artifacts in the form of apparent 
shear thickening behaviors. These turbulence effects are observed at lower shear rates for low 
viscosity fluids. Therefore, the turbulence-induced shear thickening viscosity data points were 
discarded. 
The data points on Figure 4.9 were fitted by the Carreau model for polymer 
concentrations between 5000 ppm and 500 ppm, ( 2.28 ), and by a constant Newtonian 






Table 4.10: Model parameters of the viscosity versus shear rate fits presented in Figure 4.9. 
With the zero shear viscosity (𝜂0) obtained from the curve fits, one can plot Figure 
4.10. This figure presents the relative zero shear viscosity (i.e., ratio between 𝜂0 of a polymer 
solution and the brine viscosity) versus the polymer concentration. 
 
Figure 4.10: Relative zero shear viscosity versus polymer concentration. 
In Figure 4.10, one can fit power law curves of different slopes to determine the 
overlapping concentration characteristic of the transition between the dilute and semidilute 
regimes (c*). The dilute regime power law curve (dashed line) fitted the polymer 
concentration points of 100 ppm and 300 ppm, while the semidilute curve (full line) matched 
the points of 800 ppm, 1250 ppm, and 2000 ppm. Using these fitted curves, the c* for the 
polymer solution studied in this work is estimated to be around 474 ppm. The 500 ppm 
concentration point was not used for neither of the power law curves. Even so, this point is 
very close to the fitted curves, indicating a good match. 
Notably, the 5000 ppm data point in Figure 4.10 does not fit the semidilute power 
law curve. That is indicative that in this concentration, the system is in the concentrated 
regime. However, the lack of points between 2000 ppm and 5000 ppm or above 5000 ppm 
does not permit the determination of the overlapping concentration characteristic of the 
transition between the semidilute and concentrated regimes (c**). 
Polymer 
concentration 
Model 𝜂0 𝜂∞ 𝑡𝑐 𝑛 R² 
ppm - mPa·s mPa·s s - - 
5000 Carreau 341 1.90 2.61 0.601 0.999 
2000 Carreau 24.1 1.81 0.368 0.728 1.000 
1250 Carreau 11.8 1.23 0.785 0.816 0.996 
800 Carreau 5.66 1.50 0.187 0.814 0.996 
500 Carreau 3.31 1.68 0.106 0.820 0.971 
300 Newtonian 2.13 - - - - 
100 Newtonian 1.44 - - - - 





Figure 4.11 presents the apparent viscosity versus polymer concentration for 
different shear rates. 
 
Figure 4.11: Apparent viscosity versus polymer concentration for various shear rates with quadratic polynomial fits. η0 
indicates zero shear viscosity. 
One can see in Figure 4.11 that the apparent viscosities of all curves are close to 
each other until the c*. After this critical concentration, the curves become apart, showcasing 
that the solution viscosity gets progressively more shear thinning as polymer concentration 
increases. This behavior can also be seen in the 𝑛 values presented in Table 4.10. 
4.3.3 Inaccessible pore volume 
Figure 4.12 shows a comparison of the IAPV results obtained in a given volumetric 
injection flow rate during the experiment sections of decreasing flow rate and increasing flow 
rate. 
 
Figure 4.12: Comparative chart of all the inaccessible pore volume measurements done in both decreasing (red) and 





Note that every measurement was done at a constant flow rate. The decreasing 
and increasing nomenclatures indicate the condition of the injection prior to or after to the 
one the measurement was done. That is, “decreasing” indicates that the injection before the 
indicated one was performed at a higher flow rate than the indicated injection, or the injection 
after the indicated one was performed at a lower flow rate than the indicated injection. The 
nomenclature “increasing” indicates the opposite. 
Analysis of Figure 4.12 reveals that the IAPV values obtained for a given flow rate 
have no apparent trend concerning their measurement in decreasing or increasing flow rate 
states. Therefore, for the conditions tested, the IAPV does not depend on the previous flow 
rate state of the system. 
4.3.3.1 Comparison between measurement methods 
The measurements of IAPV by the tracer-based and rheology-based methods are 
compared in Figure 4.13. Note that the experiments listed in Figure 4.13 are the ones that the 
comparison is valid. That is: 1. experiments with relevant retention are not included because 
the tracer-based method is not valid; 2. experiments in which the polymer displayer shear-
thickening behavior (high shear rates) are not included because those are outside the validity 
of the rheology-based method; and 3. some experiments resulted in unphysical values of IAPV 
(e.g., negative IAPV) by the rheology-based estimation and, therefore, are not present in 
Figure 4.13. 
By the theoretical errors presented in Figure 4.13, one can conclude that the 
tracer-based method was more reliable than the rheology-based one. That is, the uncertainty 
relative to the rheology-based measurements is higher than the one associated with the 
tracer-based method. This higher uncertainty is due to the equipment available to perform 
the measurements in the core flooding experiments. The major sources of the uncertainties 
in the rheology-based method are the in-situ measurements of viscosity and shear rate, since 
the bulk measurements of viscosity have a low error associated with them. The in-situ 
properties are derived from pressure measurements and the flow rate imposed in the system. 
Therefore, to be able to use the rheology-based method to measure the IAPV, the experiment 
have to be carried on with a pressure sensor and a pump more precise than the ones used in 
this work. 
Another behavior evidenced by Figure 4.13, is that the rheology-based method 
tended to overestimate or underestimate the IAPV depending on the experiment set. For 
experiment sets 3 and 6, the IAPV was underestimated by the rheology-based method, while 
for experiment sets 5 and 7, the IAPV was overestimated. This bias may be related to the 
model used to estimate the IAPV through the rheology measurements, which is based on 
Stavland’s in-situ viscosity model (Stavland et al., 2010) or to the tuning constant of Cannella’s 






Figure 4.13: IAPV measurements by the tracer-based (deep blue), and rheology-based (light blue) methods for the 
experiments which the comparison is valid. 
Stavland’s correlation was developed and validated using different polymers and 
core permeability ranges. However, the Stavland’s experiment-model correlation present 
some spread, as shown in Figure 4.14. Additionally, this work uses a polymer that was not 
included in Stavland’s work, therefore some differences are expected. 
Due to the lack of reliability of the rheology-based model measurements in the 
experimental conditions in this work, only the IAPV results obtained through the tracer-based 
method were used in the analyses of the following sections. However, it is worth noting that 





the drawbacks discussed in this section are solved and the limitations stated in section 
E.3.1.2.1 are respected. 
 
Figure 4.14: Stavland’s results ratio between in-situ and bulk viscosities as measured experimentally versus predicted by 
the model developed by those authors. A perfect correlation would match the green line (adapted from Stavland et al., 
2010). 
4.3.3.2 Effect of injected polymer concentration 
Figure 4.15 depicts the IAPV measurements in relation to the injected polymer 
concentration. The results were divided into three groups according to their injection flow 
rate even though the flow rate effect is discussed in section 4.3.3.3. Note that in Figure 4.15, 
the experiments were performed in cores of similar permeability, with each concentration set 
being carried on a single core: the 100 ppm experiment is relative to experiment set 10, which 
used a core of 3508 ± 195 mD; the experiment set 7, kf = 4140 ± 386 mD, refers to the  
500 ppm experiments; the 800 ppm experiments were performed in the 4082 ± 425 mD core 
of set 5; the experiment set 3 is relative to the 1250 ppm experiments, which used a core of 










Figure 4.15 shows that polymer IAPV increases with polymer concentration, which 
is in contrast to some previous literature. 
Shah et al. (1978) found that the IAPV of a HPAM (Pusher 700) in a Berea 
sandstone (permeability of 277 mD) decreased as polymer concentration increased (polymer 
concentrations between 51 and 1070 ppm in a 30000 ppm NaCl brine). These authors 
measured the retention and IAPV in successive increasing polymer concentration injections in 
the same core. This method is questionable as the retention counteracts the effect of the IAPV 
in terms of polymer breakthrough. However, the data presented by those authors showed 
that retention was low, i.e., no more than 3 µg/g of polymer retention was observed between 
injections. Therefore, the retention may not have affected the IAPV measurements. 
Kolodziej (1988) reported that the IAPV of a xanthan gum (Xanflood) in Berea 
sandstones (permeabilities around 600 mD) decreased as polymer concentration increased 
(polymer concentrations between 100 and 1500 ppm in a 9000 ppm NaCl brine). However, 
the method to determine the IAPV employed by the authors is questionable. The authors 
performed a single polymer flooding at each polymer concentration and estimated the IAPV 
by matching with a simulator. This method can lead to error, as both retention and IAPV are 
acting in such flooding. IAPV and retention are counteracting phenomena in terms of polymer 
breakthrough times, therefore, there are multiple solutions to match such problem. 
Additionally, the authors flushed the cores with bleach before each polymer injection to 
restore the initial permeability of the medium, which may have affected the measurements. 
Lotsch et al. (1985) did not observe the same trends as the previously mentioned 
authors. Lotsch et al. (1985) tested scleroglucan (S/A-9, concentrations of approximately 400 
and 1560 ppm) and xanthan gum (S/PF-4, concentrations of approximately 1000 and 2500 
ppm) solutions in Bentheim sandstones (permeabilities between 1600 mD and 2000 mD) in 
149000 ppm KCl brines. In a core flooding with scleroglucan, the IAPV showed increase with 
increasing polymer concentration, while in another one it decreased. In their xanthan gum 
experiments, the IAPV was insensitive to polymer concentration in one experiment, while it 
increased with increasing polymer concentration in another. The method to measure the IAPV 
adopted by Lotsch et al. (1985) isolates the retention effects by performing two injections at 
the same conditions. Therefore, the method employed by Lotsch et al. (1985) is better than 
the ones used by Shah et al. (1978) and Kolodziej (1988). 
Hughes et al. (1990) reported that the IAPV of a xanthan gum in Gannet South field 
sandstone (permeability between 300 and 2400 ppm) increased from 20% at 325 ppm of 
polymer to 25% at 500 ppm of polymer. The solutions were tested in the Gannet South 
reservoir brine (not specified), and used the same method reported by Lotsch et al. (1985). 
However, the solution of 325 ppm was filtered in a Bentheim sandstone wafer (permeability 





All the investigations of the polymer concentration effect in the IAPV known by 
the author were performed under different conditions of permeability, brine composition, 
and polymer. Therefore, direct comparison may not be valid. Even though, some physical 
hypotheses can be proposed to explain the behavior showed in Figure 4.15, i.e., IAPV 
increased with increasing polymer concentration. 
Current literature explains the IAPV by two theories, as described in section 2.6: 
size incompatibility, and depleted layer effects. One hypothesis is described to explain the 
IAPV versus polymer concentration behavior for each of those mechanisms. 
First, consider a solution of polyelectrolytes flowing through a porous medium 
which has a layer of the same polyelectrolytes already adsorbed in the pore surface. Since the 
charges in the polyelectrolytes’ chains are of equal sign, the chains repel each other. 
Therefore, if a chain in solution flows to a region near the pore surface, it will be repelled by 
the adsorbed chains. That is, the free chains tend to flow in regions far from the pore walls. 
This distance from the pore walls should be proportional to the degree of repulsion between 
charges. Such distance can also be interpreted as a depleted layer through which the polymer 
chains do not flow through. It is well established in the literature that the polymer adsorption 
increases with increasing polymer concentration (Green and Willhite, 1998; Sheng, 2011; 
Sorbie, 1991). Therefore, the density of polyelectrolytes, and consequently the density of 
charges, increases near the pore surface due to the increased adsorption. With a greater 
density of charges, the repulsion experienced by the free polyelectrolyte molecules is more 
intense. Therefore, in this hypothetical case, the depleted layer increases with increasing 
polymer concentration, and thus, the resulting macroscopic observation is that the IAPV 
increases with increasing polymer concentration. 
The solution used in this work was composed of a terpolymer of acrylamide 
(nonionic), acrylate (anionic), and ATBS (anionic) monomers. Additionally, the measured 
polymer retention in the experiments reported in this work increased with the polymer 
concentration (see section 4.3.4). Therefore, it is possible that the anionic monomers were 
acting according to the aforementioned hypothetical mechanism to result in the observation 
of increased IAPV with polymer concentration. 
A second hypothesis for the Figure 4.15 observation is related to the size 
incompatibility. Consider a polymer solution in the semidilute regime. This concentration 
regime is characterized by the polymer molecules having strong interactions between chains, 
such as entanglements. Intuitively, it is more difficult for a pair of entangled polymer chains 
to flow through a pore throat than a free polymer molecule. Similarly, a group of several 
entangled polymer molecules is less likely to flow through a pore restriction than an entangled 
pair. According to De Gennes (1976), the density of polymer entanglement points is 
proportional to 𝑐𝑝





increase. Therefore, according to this hypothesis, an increase in the polymer concentration 
results in an increase in the IAPV. 
As discussed in section 4.3.2, most of the core floodings performed in this work 
were done with semidilute solutions (𝑐𝑝
∗ ≅ 474 𝑝𝑝𝑚). Therefore, the aforementioned 
hypothesis can explain the IAPV increase with polymer concentration (see Figure 4.15). 
Note that the first hypothesis (i.e., depleted layer enlargement) is only valid for 
polyelectrolytes, and the second one (i.e., increased size incompatibility between entangled 
polymers and pore throats) is only valid for solutions in the semidilute concentration regime. 
Even though both hypotheses formulated in this section may explain the behavior 
of IAPV versus polymer concentration, more experiments have to be performed to confirm or 
deny them. 
4.3.3.3 Effect of injection volumetric flow rate or velocity 
Figure 4.16 presents the IAPV for experiment sets 3 through 9 versus the front 
advance rate (FAR). The experiment sets were divided into two groups to improve the 
visualization: the first group (top) consists of experiment sets 3, 5, 6, and 7, which were 
performed in cores of similar permeability, and varying polymer concentrations; the second 
group (bottom) consists of experiment sets 4, 7, 8, and, 9, which were carried on with the 
same polymer concentration and changed the core permeability. The effects of polymer 
concentration and permeability in the IAPV are discussed in sections 4.3.3.2 and 4.3.3.4, 
respectively. 
The first observation from Figure 4.16 comes from the trend of IAPV decrease as 
the FAR increases. This observation is in line with the theories that explain the IAPV by pore 
size incompatibility (Dawson and Lantz, 1972), and depleted layer effect (Sorbie, 1990). 
The pore size incompatibility effect may be diminished as the FAR increases due 
to the higher pressure field being capable of forcing the polymer molecules through small 
pores, such as speculated by Zhang and Seright (2015). However, Zhang and Seright (2015) did 
not achieve any conclusive results to support this theory from their experiments. Those 
authors conclude that the IAPV varies little with the flow rate. However, Zhang and Seright 
(2015) drew this conclusion from an experiment of polymer flooding at 150 ppm of polymer 
concentration. From the experimental data shown in Figure 4.16, one can see that the IAPV 
variation for the lowest concentration (500 ppm) is smaller than the ones observed for higher 
polymer concentrations. Table 4.11 shows the difference between IAPV measurements at 







Figure 4.16: Polymer IAPV versus FAR for experiment sets 7 (red), 5 (blue), 3 (black), and 6 (green), which were 
performed in cores of similar permeability and at different polymer concentrations (top), and for experiment sets 9 
(blue), 8 (black), 7 (red), and 4 (green), which were performed at the same polymer concentration but at different 
permeabilities (bottom). 
Table 4.11: Difference between IAPV measurements at 0.25 cm³/min and 1 cm³/min for experiment sets 7, 5, 3, and 6. 
Experiment set 7 5 3 6 
Polymer concentration 500 ppm 800 ppm 1250 ppm 2000 ppm 
IAPV for 0.25 cm³/min 3.69% ± 0.09% 4.90% ± 0.12% 7.44% ± 0.24% 12.59% ± 0.32% 
IAPV for 1 cm³/min 5.77% ± 0.20% 11.24% ± 0.41% 12.38% ± 0.56% 19.48% ± 0.50%* 
Difference 2.08% ± 0.21% 6.34% ± 0.43% 4.94% ± 0.61% 6.89% ± 0.59% 
* - Considered the IAPV measured for the highest flow rate in experiment set 6, i.e., 0.8 cm³/min. 
Therefore, the effect of flow rate in the IAPV seems to be reduced for low polymer 
concentrations. This explains the observation that IAPV varies little with flow rate, reported 
by Zhang and Seright (2015). However, the theory proposed by those authors can explain the 
effect seen in Figure 4.16, i.e., the pressure field resulting from high flow rates may be able to 
force polymer molecules through small pores, non-accessible under lower flow rates. 
The depleted layer effect reduction with increasing flow rate was previously 
observed by Chauveteau and Zaitoun (1981) for xanthan gum. Even though those authors 





measurements, their conclusion can be extended to the IAPV behavior observed in Figure 
4.16. The explanation to this observation comes from the fact that, under a more intense 
velocity field, the polymer chains tend to align themselves with the stream, which tends to be 
parallel to the pore surface. 
Power law curves fit the IAPV versus FAR data (Figure 4.16), which may indicate 
that those properties are correlated. Table 4.12 summarizes the fitted curves and their 
coefficients of determination (R²). 






Power law curve 
fitted* 
R² 
- ppm mD - - 
3 1250.0 ± 0.4 4130 ± 419 0.1196 𝐹𝐴𝑅−0.405 0.8297 
4 500.0 ± 0.2 7134 ± 1107 0.0416 𝐹𝐴𝑅−0.204 0.9019 
5 800.0 ± 0.2 4082 ± 425 0.1175 𝐹𝐴𝑅−0.615 0.9803 
6 2000.0 ± 0.5 3736 ± 287 0.2023 𝐹𝐴𝑅−0.371 0.9884 
7 500.0 ± 0.2 4140 ± 386 0.0572 𝐹𝐴𝑅−0.296 0.9561 
8 500.0 ± 0.2 1873 ± 70 0.1698 𝐹𝐴𝑅−0.489 0.9805 
9 500.0 ± 0.2 588 ± 33 0.3750 𝐹𝐴𝑅−0.102 0.9199 
* - FAR in ft/day. 
4.3.3.4 Effect of core permeability 
Figure 4.17 shows the polymer IAPV against the core permeability. The results 
were divided into four groups according to their injection flow rate even though the flow rate 
effect is discussed in section 4.3.3.3. Note that in Figure 4.17, the experiments were 
performed in the same polymer concentration (500 ppm), with each permeability set being 
carried out on a single core. Figure 4.17 contains the experiment sets 4, 7, 8, and 9. 
 
 
Figure 4.17: IAPV versus core permeability for various injection volumetric flow rates. 
One can observe in Figure 4.17 that the IAPV decreases with increasing core 
permeability. The average pore size tend to decrease with the permeability (Garcia-





Chauveteau and Zaitoun (1981) report that the depleted layer effect is more relevant in small 
pores. Therefore, the data presented by Figure 4.17 is coherent with the proposed 
mechanisms. 
Power law curves were adjusted to the data shown in Figure 4.17, obtaining high 
coefficients of determination (R² > 0.91). The fitted curves indicate a sharp increase in the 
IAPV for low permeabilities. With such fitted curves, it is possible to estimate the permeability 
value in which the entire pore volume is inaccessible to the polymer molecules (i.e.,  
IAPV = 100%). Table 4.13 presents those fitted curves along with the estimated permeability 
for IAPV = 100%. 
Table 4.13: Curves fitted to the data presented in Figure 4.17 with the coefficient of determination and the estimated 
permeability value in which the entire pore volume is inaccessible to the polymer 
Injection volumetric 
flow rate 
Power law curve 
fitted* 
R² 
Permeability for  
IAPV = 100%† 
cm³/min - - mD 
0.250 ± 0.001 𝐼𝐴𝑃𝑉 = 122.70 𝑘𝑓
−0.901 0.981 208 
0.600 ± 0.003 𝐼𝐴𝑃𝑉 = 163.60 𝑘𝑓
−0.969 0.988 193 
1.000 ± 0.005 𝐼𝐴𝑃𝑉 = 191.06 𝑘𝑓
−1.013 0.974 179 
2.000 ± 0.010 𝐼𝐴𝑃𝑉 = 115.67 𝑘𝑓
−0.972 0.918 133 
* - Q in cm³/min and kf in mD; † - Estimated through the power law curves fitted to Figure 4.17 data. 
The permeability values for IAPV = 100% shown in Table 4.13 can be interpreted 
as limiting permeability values, and may be used as a screening criterion for polymer flooding 
applications. The methodology used in this work (i.e., measure IAPV in different permeability 
conditions and fit a power law curve) may be applied to develop similar screening criteria for 
different polymers. 
However, most literature considers the lower permeability limit for polymer 
flooding to be between 10 and 100 mD (see Table 2.1). The permeability limits presented in 
Table 4.13 are higher than those literature limits. However, the polymer used in this work is 
of high molecular weight, which may be the cause for this difference in relation to the 
literature, since the criteria presented in Table 2.1 are general screening criteria for the 
polymer flooding process and not the screening of a specific polymer. 
The lower limit of permeability for polymer flooding application arises from the 
fact that polymer injection in low permeability formations results in severe mechanical 
entrapment. The proposed permeability limit discussed in this section comes from a different 
interpretation, the IAPV. However, both interpretations may be correlated since their 
mechanisms arise from size incompatibility between the polymer molecules and the pore flow 
channels. Consider the IAPV interpretation of pore size incompatibility. A large polymer 
molecule cannot flow through a small pore and, therefore, is diverted to another flow channel 
that is large enough for it to pass through. If this mechanism is considered for the limiting case 





a polymer injection through a medium under IAPV = 100% should result in mechanical 
entrapment of the polymer molecules. 
Another aspect shown by Table 4.13 is that the permeability limit for IAPV = 100% 
decreases with increasing flow rate. This result is in line with the hypothesis that a higher flow 
rate can push the molecules through smaller pores due to a larger pressure gradient, as 
explained in section 4.3.3.3. However, the polymer molecular size should be more meaningful 
to this limiting permeability, even though this was not tested in the current work. 
4.3.4 Irreversible retention (adsorption) 
Figure 4.18 shows the irreversible retention measurement relative to each 
injection in each experiment set from sets 3 through 10. 
 
Figure 4.18: Polymer irreversible retention for each injection for experiment sets 3 through 10. 
Through Figure 4.18, one can see that for all the experiments in which the 
injections changed the flow rate (i.e., experiment sets 3 through 9), the only relevant 
irreversible retention is associated with the first injection. For experiment set 10, in which 
each injection was performed in a polymer concentration higher than the previous injection, 
the irreversible retention was relevant for all injections 
Adsorption and mechanical entrapment are the types of polymer irreversible 





and is caused by the small pore sizes relative to the polymer molecular size (Dominguez and 
Willhite, 1977). One can estimate the average pore radius (𝑅𝑝𝑜𝑟) by ( 4.16 ) (adapted from 
Tiab and Donaldson, 2015), and the average polymer hydrodynamic radius (𝑅𝐻) by ( 4.17 ) 
(adapted from Kulicke and Clasen, 2004) 
Where 𝑀𝑊 is the average polymer molar mass, and 𝑁𝐴 is the Avogrado number  
(𝑁𝐴 = 6.022𝑥10
23 𝑚𝑜𝑙−1). 
The average pore radius for the lowest permeability core (12A/9B, used in the 
experiment set 9) is 𝑅𝑝𝑜𝑟 ≅ 9248 𝑛𝑚, and 𝑅𝐻 ≅ 211 𝑛𝑚 for the polymer used in all the 
experiments. Therefore, one can say that no relevant mechanical entrapment took effect in 
the experiments reported in this work, even though ( 4.16 ) simplifies the porous medium to 
a bundle of capillaries, and ( 4.17 ) considers that the polymer coils in solution behave like 
hard spheres. Thus, throughout this section, irreversible retention is treated as only being due 
to physical adsorption. 
4.3.4.1 Effect of injected polymer concentration 
To evaluate the effect of polymer concentration in polymer adsorption, two types 
of experiments were performed: polymer injection in fresh porous medium (experiments 
10.1, 7.1, 5.1, 3.1, 6.1) and; polymer injection in a porous medium that had previously been in 
contact with a lower polymer concentration, i.e., re-adsorption (experiments 10.3, 10.4, 10.5, 
and 10.6). 
4.3.4.1.1 Adsorption in a fresh porous media 
The adsorption in fresh porous versus polymer concentration is plotted in Figure 
4.19. Note that each different concentration was tested in a different core. Therefore, the 
permeabilities in which each measurement was taken are not the same, albeit they are quite 
similar. Thus, it is possible to consider that the permeability had a negligible effect in the 
adsorption for such experiments. 
 𝑅𝑝𝑜𝑟 = √8 ∙ 𝑘 𝜙⁄  ( 4.16 ) 
 
𝑅𝐻
= √3 ∙ 106 ∙ 𝑀𝑊 (4 ∙ 𝑁𝐴 ∙ 𝜋 ∙ 𝑐∗ ∙ 𝜌𝑝,𝑠𝑜𝑙𝑢)⁄
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Figure 4.19: Adsorption in fresh porous medium versus polymer concentration (diamonds) with type IV (full line) and 
type V (dot-dashed line) isotherm fits. 
One can see in Figure 4.19 that adsorption increases with increasing polymer 
concentration, as consolidated in current literature. 
In the same figure, the data was fitted with two adsorption isotherms, one of type 
IV and one of type V. A S-shaped isotherm (similar to the type V fitted in Figure 4.19) was 
proposed by Zhang and Seright (2014) to model polymer adsorption in a fresh porous medium. 
The fitted type V isotherm has a high coefficient of determination (R² = 99.21%). However, this 
fit leads to a residual adsorption value at zero polymer concentration (7.96 µg/g), which 
cannot be interpreted in dynamic adsorption experiments. 
According to Goddard and Gruber (1999), polymer has high-affinity isotherms. 
That is, if a polymer solution of low concentration is put in contact with an adsorbent (e.g., 
core), all the polymer in solution may be adsorbed to the adsorbent’s surface, as defined in 
section 2.4.1. Therefore, a value for adsorption at zero polymer concentration may be 
measured in terms of the polymer concentration in solution after the adsorption has stabilized 
if the polymer solution is not renovated, i.e., for static adsorption experiments. However, for 
dynamic adsorption experiments, the solution in contact with the adsorbent is constantly 
renewed due to the flow of fresh polymer solution through the medium. Therefore, dynamic 
polymer adsorption at zero polymer concentration is not possible. 
Additionally, type V isotherms occur when large intermolecular attraction effects 
are present (Ruthven, 1984). Hydrolyzed polyacrylamides, such as the one used in this study 
or in the paper by Zhang and Seright (2014), have an anionic carboxylate group (COO-) in their 
structure. This anionic character induces intermolecular repulsion. Therefore, a high-affinity 
type V isotherm is not representative of the dynamic HPAM adsorption. 
In light of this discussion, the model proposed by Zhang and Seright (2014) should 
be reformulated. The reformulated hypothesis is that a type IV adsorption isotherm models 
the adsorption of polyacrylamides in sands, such as depicted by the full line in Figure 4.19 (R² 





of concentration-dependent adsorption in which the adsorption increases with the 
concentration. According to Ruthven (1984), the type IV isotherm indicates double layered 
adsorption, which can occur in pores much larger than the molecular diameter of the polymer. 
The type IV isotherm curve fit shown in Figure 4.19 is represented by ( 4.18 ). 
As discussed in section 4.3.2, the c* for the solution used in this work is around 
474 ppm. The adsorption measurements and fitted isotherm indicate that the transition 
between the first adsorption plateau and the second region of concentration-dependent 
adsorption occurs in the vicinity of c*, similarly to what Zhang and Seright (2014) proposed. 
Therefore, the results presented in this work corroborate with the mechanism proposed by 
Zhang and Seright (2014). That is, there is a transition between two-dimensional to three-
dimensional adsorption in the semidilute regime, such as depicted in Figure 4.20. 
 
Figure 4.20: Polymer adsorption in fresh porous medium mechanism (adapted from Zhang and Seright, 2014). 
The difference between the adsorption at 500 ppm and 1250 ppm is about 122.6 
µg/g while between 1250 ppm and 2000 ppm is around 41.9 µg/g. These differences indicate 
that a second plateau of adsorption may be achieved for polymer concentrations above 2000 
ppm, but near this value. Through the rheological data collected in this work, it was not 
possible to determine the c**. However, as discussed in section 4.3.2, the c** is between 2000 
ppm and 5000 ppm. Even so, it is recommended for future works to investigate if the second 
plateau of polymer adsorption is correlated with c**. 
 𝛤𝑝 = 45 ∙
0.011 ∙ 𝑐𝑝
1 + 0.011 ∙ 𝑐𝑝











Figure 4.21 depicts the polymer re-adsorption measurements. Note that the re-
adsorption (filled diamonds) is the additional retention observed for each concentration, 
while the cumulative re-adsorption (empty diamonds) is the sum of the re-adsorption up to a 
given concentration. 
 
Figure 4.21: Polymer re-adsorption versus polymer concentration. 
Since the cumulative re-adsorption is a sum of re-adsorption measurements, the 
measurement-associated uncertainty increases as the polymer concentration increases, as 
seen in Figure 4.21. Therefore, to perform such analysis, it is recommended to measure the 
re-adsorption in a few representative polymer concentration values, such as done in this work. 
An alternative to the method previously described, is to use a single base curve for all the 
cumulative re-adsorption measurements, with minimum associated retention. However, this 
approach induces a considerable amount of uncertainty in the incremental re-adsorption 
measurements for each injection (filled diamonds of Figure 4.21), since those values have to 
be estimated as the difference between the cumulative re-adsorptions. 
One can see in Figure 4.21 that, the re-adsorption values after the first injection 
get progressively smaller as injections of higher concentrations are done. In a similar 
experiment, Zhang and Seright (2014) observed no relevant re-adsorption, which contrasts 
with the results presented in Figure 4.21. On the other hand, Vela et al. (1976) observed 
increases between 4% and 48% when flooding a core with 600 ppm HPAM after it had already 
been flooded by 300 ppm of the same polymer, i.e., relevant re-adsorption. Similarly, Zheng 
et al. (2000) observed increasingly higher adsorption as the same core was flooded with 
increasingly higher polymer concentration solutions, i.e., similar behavior to the one shown in 
Figure 4.21. Shah et al. (1978) observed a similar behavior to Zheng et al. (2000) and this work, 
albeit the adsorption increase was small (24.5 µg/g at 51.4 ppm to 31.6 µg/g at 1069.7 ppm). 
Nevertheless, a type I isotherm (e.g., Langmuir isotherm) fits the re-adsorption 
data from the experiments reported in this work (𝛤𝑝,𝑠𝑎𝑡 = 81 𝜇𝑔 𝑔⁄ , 𝑏𝑝 = 0.0029, R² = 





plateau is reached at high polymer concentrations and can give insights about the mechanism 
in action. 
According to Ruthven (1984), polymer adsorption to a rock surface by physical 
adsorption, which is reversible. However, the polymer chain adsorbs to the surface on 
multiple sites. Therefore, the desorption of an entire polymer chain is unlikely. Thus, polymer 
adsorption through porous media is considered irreversible (Goddard and Gruber, 1999; 
Gramain and Myard, 1981; Lakatos et al., 1979; Sorbie, 1991; Szabo, 1979; Zhang and Seright, 
2014), even though individual segments of the molecule can desorb (Goddard and Gruber, 
1999). Therefore, a hypothesis proposed by this work is that the re-adsorption mechanism is 
be related to the substitution of an adsorption site occupied by a section of a polymer 
molecule by a section of a free molecule in solution. The driving force related to this 
mechanism is osmotic forces in the region near the pore surface. The adsorption for a specific 
concentration ceases when there is an equilibrium between the of van der Waals (attractive) 
and electrostatic (attractive or repulsive) intermolecular forces (Goddard and Gruber, 1999). 
This way, when the porous medium has its adsorption satisfied for a concentration, the 
osmotic forces within the fluid are not enough to overcome the electrostatic repulsion related 
to the adsorbed polymer. Therefore, the molecules tend to flow far from the pore surface. 
However, when a fluid of higher concentration is injected in the same porous medium, the 
osmotic forces within the fluid will be enough to push the free macromolecules close to the 
adsorbent surface, making possible the adsorption of a free molecule to a free site. Then the 
re-adsorption continues until a new equilibrium in reached. 
After the adsorption equilibrium is reached for a low polymer concentration, the 
proposed re-adsorption mechanism acts in the following manner: 1. substitution of the low 
polymer concentration fluid for a high concentration one; 2. polymer molecules are brought 
close to the adsorption surface because osmotic forces of the high concentration fluid are 
sufficient to overcome the electrostatic repulsion caused by the adsorbed macromolecules; 3 
a section of a polymer macromolecule (loop or train) desorbs, even though another section of 
the molecule is still adsorbed; 4. The desorption of a polymer chain section causes the 
liberation of an adsorption site previously occupied; 5. the attraction forces (van der Waals 
and electrostatic) between the polymer and rock act to adsorb a free macromolecule close to 






Figure 4.22: Proposed mechanism for polymer re-adsorption. 
The proposed re-adsorption mechanism is coherent with the mechanism 
proposed for the polymer concentration influence in the IAPV (see section 4.3.3.2). However 
the IAPV for the re-adsorption experiments (experiment set 10) was not measured because: 
1. each injection had a significant associated retention, thus the tracer-based IAPV 
measurement could not be performed; and 2. the rheology-based IAPV measurement was not 
reliable using the experimental apparatus of this work (see section 4.3.3.1). 
4.3.4.1.3 Adsorption versus re-adsorption 
Figure 4.23 depicts a comparison between the experimental adsorption in fresh 
porous media and re-adsorption isotherms. 
Analysis of the two isotherms obtained through the experiments reported in this 
work reveals two different behaviors. The adsorption and re-adsorption have similar values 
up to the overlapping concentration from dilute and semi-dilute regimes (c*). Differently, for 
concentrations above c*, the adsorption is much higher in fresh porous medium than in a 
medium already contacted by polymer (i.e., re-adsorption). For the experimental data 
reported in Figure 4.23, the cumulative adsorption differences between fresh adsorption and 
re-adsorption were up to 61% for 1250 ppm of polymer. 
The lower re-adsorption when compared to fresh adsorption, for the same 
polymer concentration in the semidilute regime, can be explained by most of the adsorption 





lower concentration. Therefore, when injecting a solution of a higher concentration, it is less 
probable for the free polymer molecules to adsorb to the rock surface when compared to a 
fresh rock. 
 
Figure 4.23: Experimental data for adsorption in fresh porous media (filled diamonds) and re-adsorption (empty 
diamonds) along with fitted isotherms. 
For polymer concentrations lower than c*, the levels of adsorption and re-
adsorption were similar. This result corroborates with the proposed type IV isotherm for the 
polymer adsorption in a fresh porous medium, as seen by the match between the fit curves 
shown in Figure 4.23. This similarity also reveals that, up to c*, the free polymer molecules 
have a similar adsorption capacity regardless of the porous medium having polymer molecules 
already adsorbed to it or not. 
Reduction of total adsorption by injection of a low concentration polymer bank 
can be exploited in polymer flooding EOR field projects to reduce the total loss of polymer 
through adsorption. Such technique to reduce polymer adsorption was previously proposed 
by Zhang and Seright (2014), albeit those authors observed a different behavior than the one 
reported in this work. However, a further field evaluation is necessary to verify if this 
technique can provide economic or technical advantage when compared to conventional 
polymer flooding. This evaluation is investigated in further detail on APPENDIX J. 
It is important to note that some authors consider adsorption of high molecular 
weight polymers in porous media to follow the Langmuir isotherm (Aluhwal, 2008; Dang et 
al., 2014; de Melo et al., 2002; Gilje, 2008; Kaminsky et al., 2007; Mezzomo et al., 2002; 
Willhite and Dominguez, 1977). However, the study presented in this work suggests that the 
Langmuir isotherm is only valid for re-adsorption. In the case of adsorption in fresh porous 





4.3.4.2 Effect of core permeability 
Through the experiments 4.1, 7.1, 8.0, and 9.0, the polymer adsorption behavior 
regarding the core permeability can be obtained, such as plotted in Figure 4.24. Note that 
those experiments were carried on using the same polymer concentration (500 ppm). 
 
Figure 4.24: Polymer adsorption in fresh porous medium versus the core permeability. 
One can see in Figure 4.24 that the adsorption remains approximately constant for 
the experiments 9.0 (588 mD), 8.0 (1873 mD), and 7.1 (4140 mD), and decreases for 
experiment 4.1 (7134 mD). Thus, by the experimental results shown in Figure 4.24, it is not 
possible to draw a correlation between permeability and adsorption directly. 
According to Manichand and Seright (2014), permeability is not relevant for 
retention for values above 200 mD, i.e., permeability is relevant for mechanical entrapment 
and not adsorption. However, Figure 4.24 shows upwards of 25% difference between the 
highest and lowest adsorption measurement in the same polymer concentration. 
The adsorption is proportional to the sorbent surface area available to the sorbate. 
If the porous medium is simplified to a bundle of capillaries, the surface area (𝐴𝑠𝑢𝑟) can be 
estimated by ( 4.19 ) (Chilingarian et al., 1992). 
Where 𝑃𝑉 is the pore volume (or void volume). 
However, part of the pore volume is not accessible to the polymer molecules due 
to the IAPV phenomenon. Therefore, the surface area available for polymer adsorption 
(𝐴𝑠𝑢𝑟,𝑝) have to be corrected for the IAPV, as ( 4.20 ). 
 𝐴𝑠𝑢𝑟 = 𝑃𝑉 √
𝜙
2 𝑘𝑓





Using ( 4.20 ), it is possible to plot the polymer adsorption versus the surface area 
available for polymer adsorption for the experiments of different core permeability, as shown 
in Figure 4.25. 
 
Figure 4.25: Polymer adsorption versus the surface area available for polymer adsorption for experiments 4.1 (blue), 7.1 
(black), 8.0 (red), and 9.0 (green). 
It should be noted that the estimative of the available surface area was done using 
the simplest porous media model. More complex models consider the pore shape factor and 
the tortuosity of the medium (Chilingarian et al., 1992), however neither of those data are 
available for the cores used in this work. The simplification of a porous medium to a bundle of 
capillaries is representative for simple porous media, and loses representativity as the 
complexity of the media increases. The sample used for experiment set 8 was a layered core, 
while the ones used for sets 4, 7, and 9 did not have this macroscopic heterogeneity. 
Therefore, it is possible to say that the complexity of the core used in experiment 8.0 made 
the available surface area estimative less realistic for this core. 
In Figure 4.25, it is not evident a correlation between adsorption and the available 
surface area. The available surface area can be separated into two pairs: experiments 4.1 and 
8.0 stand close to 4 m², while experiments 7.1 and 9.0 are near to 5 m². If the available surface 
area of experiment 8.0 is not considered representative due to the complexity of the core, the 
results show two levels of adsorption for two levels of available surface area. However, no 
conclusions can be obtained from this data due to the measurement uncertainty and the few 
points. 
 𝐴𝑠𝑢𝑟,𝑝 = 𝑃𝑉 (1 − 𝐼𝐴𝑃𝑉) √
𝜙 (1 − 𝐼𝐴𝑃𝑉)
2 𝑘𝑓





4.3.5 Reversible retention (hydrodynamic retention) 
Figure 4.26 shows a comparison of the reversible retention values obtained in a 
given injection volumetric flow rate during the experiment sections of decreasing flow rate 
and increasing flow rate. 
 
Figure 4.26: Reversible retention measurements performed in conditions of decreasing (red) and increasing (green) flow 
rate. 
Note that every value reported in Figure 4.26 was performed at a constant flow 
rate. 
Figure 4.26 reveals that the reversible retention values obtained under increasing 
and decreasing flow rate conditions issue similar results within experimental error. 
Additionally, no tendency to underestimation or overestimation of the retention was 
observed for each condition. Therefore, for the conditions tested, the reversible retention 
does not depend on the previous state of flow rate. 
The reversible retention is regarded as being a consequence of hydrodynamic 
retention. Therefore, throughout this section, the terms reversible retention and 
hydrodynamic retention will be used interchangeably. 
4.3.5.1 Effect of injection volumetric flow rate or velocity 
Figure 4.27 shows the hydrodynamic retention for experiment sets 3 through 8 
versus the FAR. The experiment sets were divided into two groups to improve the 
visualization: the first group (top) consists of experiment sets 3, 5, 6, and 7, which were 
performed in cores of similar permeability, and varying polymer concentrations; the second 
group (bottom) consists of experiment sets 4, 7, 8, and, 9, which were carried on with the 





polymer concentration and permeability in the hydrodynamic retention are discussed in 
sections 4.3.5.2 and 4.3.5.3, respectively. 
 
 
Figure 4.27: Polymer hydrodynamic retention versus FAR for experiment sets 7 (red), 5 (blue), 3 (black), and 6 (green), 
which were performed in cores of similar permeability and at different polymer concentrations (top), and for experiment 
sets 9 (blue), 8 (black), 7 (red), and 4 (green), which were performed at the same polymer concentration but at different 
permeabilities (bottom). 
As shown in Figure 4.27, hydrodynamic retention increases with increasing flow 
rate, which is consistent with the current literature (Chen et al., 2016; Dominguez and Willhite, 
1977; Idahosa et al., 2016; Marker, 1973; Zhang and Seright, 2015). This effect was observed 
for all the experiments, regardless of core permeability (between 0.5 and 7 D) or polymer 
concentration (between 500 and 2000 ppm). This phenomenon implicates that more polymer 
is retained in high flow rate zones of a reservoir, such those regions near to the wells (injectors 
and producers). However, since hydrodynamic retention is reversible, this trapped polymer 
can be freed by reducing the injection flow rate.  Current literature reports that up to 30% of 
overall retention can be caused by hydrodynamic effects (Zhang and Seright, 2015). So, the 
liberation of this trapped polymer near to the injection wells could represent an economic 
advantage in some EOR projects. The feasibility of liberating hydrodynamic retained polymer 
near injection wells should be investigated in reservoir management studies. 
Consistently to current literature, a plateau of hydrodynamic retention is reached 





experiments since the flow rates tested in the higher polymer concentration experiments 
were not high enough to reach this condition. The results indicate that this hydrodynamic 
retention plateau is reached for flow rates higher than 1 cm³/min, which corresponds to a FAR 
of 4.2 ft/day. This plateau indicates that all hydrodynamic retention sites in the pore structure 
are occupied above a certain critical fluid velocity. 
Table 4.14 presents the regression curves shown in Figure 4.27. 




Core permeability Matched curve* R² 
- ppm mD - - 
3 1250.0 ± 0.4 4130 ± 419 𝛤𝑝
𝑟𝑒𝑣 = 40 − 50 𝐹𝐴𝑅⁄  0.8205 
4 500.0 ± 0.2 7134 ± 1107 𝛤𝑝
𝑟𝑒𝑣 = 6 − 7 𝐹𝐴𝑅⁄  0.8492 
5 800.0 ± 0.2 4082 ± 425 𝛤𝑝
𝑟𝑒𝑣 = 28 − 38 𝐹𝐴𝑅⁄  0.6956 
6 2000.0 ± 0.5 3736 ± 287 𝛤𝑝
𝑟𝑒𝑣 = 45 − 50 𝐹𝐴𝑅⁄  0.9727 
7 500.0 ± 0.2 4140 ± 386 𝛤𝑝
𝑟𝑒𝑣 = 11 − 12 𝐹𝐴𝑅⁄  0.9674 
8 500.0 ± 0.2 1873 ± 70 𝛤𝑝
𝑟𝑒𝑣 = 12 − 16 𝐹𝐴𝑅⁄  0.7529 
9 500.0 ± 0.2 588 ± 33 𝛤𝑝
𝑟𝑒𝑣 = 26 − 35 𝐹𝐴𝑅⁄  0.8318 
* - FAR in ft/day and 𝛤𝑝
𝑟𝑒𝑣 in µg/g. 
The fitted curves summarized in Table 4.14 corroborates with the hypothesis that 
a hydrodynamic retention plateau is reached under high flow rates even for the experiment 
sets 1 (2000 ppm), 2 (1250 ppm), and 3 (800 ppm), which the plateau was not observed 
through the experimental data points. 
4.3.5.2 Effect of injected polymer concentration 
Figure 4.28 shows polymer hydrodynamic retention versus injected polymer 
concentration. The results were grouped according to their injection flow rate, even though 
the flow rate effect in the hydrodynamic retention is discussed in section 4.3.5.1. 
 





Figure 4.28 shows that polymer hydrodynamic retention increases with increasing 
concentration. This result may be consistent with the theory of competition between osmotic 
and hydrodynamic forces proposed by Chauveteau and Lecourtier (1988). This theory can 
explain the observed effect since, compared to a low polymer concentration solution, a higher 
polymer concentration passing through the pore flow paths will result in accumulations of 
higher polymer concentrations inside hydrodynamic retention sites before osmotic and drag 
forces are compensated and local retention ceases. 
The curves fitted to the experimental data shown in Figure 4.28 assumed that the 
reversible polymer retention (𝛤𝑝
𝑟𝑒𝑣) was proportional to the irreversible retention (𝛤𝑝
𝑖𝑟𝑟𝑒𝑣), in 
the form of ( 4.21 ). 
Where 𝑓𝑟𝑟 is the reversible retention fraction. Note that the irreversible retention 
observed in the experiments reported in this work can be modeled by ( 4.18 ). 
Table 4.15 summarizes the best match of 𝑓𝑟𝑟 and R
2 for the curves fitted to the 
data shown in Figure 4.28. 
Table 4.15: Reversible retention fractions and coefficient of determination of the curves fitted to the hydrodynamic 
retention versus polymer concentration behavior for each injection volumetric flow rate. 
The high R² of the fitted curves shown in Table 4.15 reveal that the modeling of 
polymer reversible retention by a fraction of the irreversible retention can be representative. 
However, a constant reversible fraction may not be representative, as the reversible fraction 
increased with increasing flow rate. This behavior of 𝑓𝑟𝑟 leads to the observation that the 
higher the flow rate, the more important the hydrodynamic retention is. 
Additionally, the high coefficient of determination suggests that a plateau of 
hydrodynamic retention may be reached at high polymer concentrations. However, similar 
experiments using higher concentration polymeric solutions are required to confirm that 
theory. Nevertheless, in an EOR point of view, polymer concentrations higher than 2000 ppm 
would be highly impractical due to logistics and economic limitations. Therefore, in EOR 
applications, hydrodynamic retention plateau due to polymer concentration effects are not 
expected to be reached. 
Figure 4.29 plots the reversible retention fraction against the flow rate and 
matches a logarithm curve to the data. 
 𝛤𝑝
𝑟𝑒𝑣 = (1 − 𝑓𝑟𝑟) 𝛤𝑝
𝑖𝑟𝑟𝑒𝑣 ( 4.21 ) 
𝑸 𝒇𝒓𝒓 R
2 
1 cm³/min 17.7% 0.939 
0.8 cm³/min 15% 0.896 
0.6 cm³/min 10.5% 0.952 






Figure 4.29: Best match for reversible retention fraction versus injection volumetric flow rate. 
Note that, from the fitted curve shown in Figure 4.29, the injection volumetric flow 
rate for zero hydrodynamic retention (i.e., 𝑓𝑟𝑟 = 0) is 𝑄 = 0.256 𝑐𝑚
3/𝑚𝑖𝑛. However, the 
base curve for the hydrodynamic retention calculation were injections at 0.25 cm³/min. 
Therefore, this 𝑄 should not be interpreted as a critical flow rate in which the hydrodynamic 
retention ceases. The 𝑄 value for 𝑓𝑟𝑟 = 0 obtained through regression is only an indication of 
the experimental data consistency. 
4.3.5.3 Effect of core permeability 
Figure 4.30 depicts the effect of the permeability in the polymer hydrodynamic 
retention. All the experiments reported in Figure 4.30 were performed at 500 ppm of polymer, 
and each permeability set was measured in the same core, under different flow rates. The 
results were grouped according to their injection flow rate, even though the flow rate effect 
in the hydrodynamic retention is discussed in section 4.3.5.1. 
 
Figure 4.30: Polymer hydrodynamic retention versus core permeability for various injection volumetric flow rates. 
The experimental data indicate that polymer hydrodynamic retention reduces as 
core permeability increases. Highly permeable rocks usually present less tortuous flow 





hydrodynamic retention sites are associated with tortuous flow channels and constriction 
sites (Chauveteau and Lecourtier, 1988; Dominguez and Willhite, 1977). Therefore, there will 
be more hydrodynamic retention sites to trap polymer molecules in low permeability rocks 
than in highly permeable ones. Chen et al. (2016) observed a similar behavior to the one 
presented in Figure 4.30 for the HPAM Flopaam 3230S for Berea sandstone cores of 135 mD 
and 1650 mD. 
The power-law regression curve of the experimental data indicate that the 
polymer reversible retention reduces asymptotically to zero as permeability increases. 
Another important aspect observed in the experiments is that polymer 
hydrodynamic retention exists even for highly permeable rocks, albeit its significance is low. 
Therefore, the relative significance of this kind of retention may only be relevant (i.e., 20% of 
the overall retention) in high permeability rocks (> 7 D) if the overall retention is also low (i.e., 
adsorption < 35 μg/g in the current case). However, for medium permeability cores (~0.5 D), 
the hydrodynamic retention may be relevant for moderate levels of adsorption (~120 μg/g in 
the current case). Finally, hydrodynamic retention should not be neglected in field 
applications, which is opposed to classic literature statements (Sheng, 2011; Sorbie, 1991). 
Moreover, due to the relevance of hydrodynamic retention, the polymer retention data 
should be obtained through dynamic experiments, which are more representative of the 
retention experienced by the polymer during flow through porous medium. 
4.3.5.4 Comparison with irreversible retention 
Figure 4.31 shows a compilation of the hydrodynamic retention fractions 
regarding the overall retention and adsorption. 
Note that the reversible retention reported in this work was measured relative to 
a flow rate of 0.25 cm³/min (FAR of about 1 ft/day). Therefore, the values reported in Figure 
4.31 are relative to this base condition. The trend observed in section 4.3.5.1 points towards 
an increase of hydrodynamic retention with flow rate increase. If this trend can be extended 
for a base curve of lower FAR, the hydrodynamic retention would be higher than the values in 
Figure 4.31 if they were relative to a base curve of lower FAR. The opposite is also true, i.e., if 
a base curve of higher FAR was used, the hydrodynamic retention will be lower than the one 
reported in Figure 4.31. 
Nonetheless, the hydrodynamic retention represented from 4.4% to 35.7% of the 
overall retention. The highest fraction of the hydrodynamic retention relative to the overall 
one (35.7%) occurred in experiment 9.10, which was performed in the lowest permeability 
core among the ones tested, and at the highest flow rate among the ones used in experiment 
set 9. The lowest fraction of the hydrodynamic retention relative to the overall one (4.4%) was 
observed in experiment 4.4, which was performed at the highest permeability core among the 











The fraction of hydrodynamic retention observed for experiment set 9 (kf = 588) 
was significant when compared to the overall retention (> 18% regardless of the tested flow 
rate). This result goes against the concept spread throughout classic literature, which 
considers hydrodynamic retention negligible (Sheng, 2011; Sorbie, 1991). The results 
observed in this work points toward relevant hydrodynamic retention in low permeability 
formations. Additionally, this result corroborates with the theory that trapped polymer 
liberation near injection wells could represent an economic advantage in some EOR projects, 
as suggested in section 4.3.5.1. 
4.3.6 Permeability reduction (residual resistance factor) 
Figure 4.32 presents a comparison between the permeability reduction 
measurements performed at the same constant flow rates, but at different previous flow rates 
(decreasing or increasing). 
 
Figure 4.32: Permeability reduction values obtained in conditions of decreasing (red) and increasing (green) flow rate. 
Similar to the other properties estimated in this work, the permeability reduction 
does not present any measurement hysteresis depending on the previous flow rate state. 
Another aspect that Figure 4.32 reveals is that the RRF measurements have high 
associated uncertainties, especially for low flow rates. 
4.3.6.1 Effect of injected polymer concentration 
Figure 4.33 shows the RRF measurements versus the injected polymer 
concentration. Note that the experiment set 10 allowed for multiple RRF measurements under 
different polymer concentrations in the same core. The other data shown in Figure 4.33 
comprise of the experiment sets 3, 5, 6, and 7, which were performed on different similar 






Figure 4.33: Permeability reduction versus injected polymer concentration grouped according to injection volumetric 
flow rates and if the measurements were performed on the same core or different cores. 
The coefficient of determination for the RRF measurements versus polymer 
concentration performed in the same core was 0.91. On the other hand, the R² for the same 
measurements performed on different cores were lower than 0.1. This low R² may indicate 
that the different cores used in experiment sets 3, 5, 6, and 7 were not similar enough to 
perform an analysis of RRF versus polymer concentration. However, the data from experiment 
set 5 (𝑐𝑝 = 800 𝑝𝑝𝑚) are much more dispersed than the data from other experiment sets. 
This dispersivity indicates that this experiment may be an outlier. Therefore, if the data from 
experiment set 5 is removed from Figure 4.33, Figure 4.34 arises. 
 
Figure 4.34: Permeability reduction versus injected polymer concentration with removed data from experiment set 5, 
and grouped according to injection volumetric flow rates and if the measurements were performed on the same core or 
different cores. 
By removing the outliers of experiment set 5, the coefficients of determination are 
improved. For the experiments performed in different cores, the R² is 0.82 for 1 cm³/min 
(blue), 0.90 for 0.6 cm³/min, and 0.61 for 0.25 cm³/min. It is worth noting that the lowest R² 






Figure 4.34 shows the trend of RRF increase with polymer concentration, which 
corroborates with past literature works. Baijal and Dey (1982) reported a trend of increasing 
permeability reduction for high molecular weight (> 3.5𝑥106) polyacrylamides in 
concentrations between 250 and 500 ppm. However, those authors observed the opposite 
behavior on low molecular weight (> 0.23𝑥106) polyacrylic acid. Mishra et al. (2014) obtained 
an almost linear relationship between RRF and polyacrylamide concentration for the range 
500-2500 ppm of polymer. Mishra et al. (2014) attributed their observation to the adsorbed 
layer, as an increase in polymer concentration resulted in increased polymer adsorption, 
which caused an increase in RRF. This mechanism can also explain the observations of Figure 
4.34, as polymer concentration increase resulted in increased adsorption, as reported in 
section 4.3.4.1. 
4.3.6.2 Effect of core permeability 
Figure 4.35 shows the permeability reduction against the initial core permeability, 
divided into four groups according to their injection volumetric flow rate. All the experiments 
reported in Figure 4.35 were performed in the same polymer concentration (500 ppm), with 
each permeability set being carried out on a single core. Figure 4.35 shows data from 
experiment sets 4, 7, 8, and 9. 
 
Figure 4.35: Permeability reduction versus initial core permeability for various injection volumetric flow rates. 
Figure 4.35 indicates that RRF increases with decreasing permeability. Chen et al. 
(2016) reported the RRF of a HPAM in Berea sandstone cores. Those authors observed RRF 
decrease from 4.8 to 2.2 between permeabilities of 135 to 1650 mD. Similar to the results 
reported in Figure 4.35, Chen et al. (2016) studied the RRF in the absence of mechanical 
entrapment. However, those authors employed a different brine post-flush procedure than 
the one reported in this work. Chen et al. (2016) performed a staged brine post flush consisting 
of several stop-and-go sequences, which may have adversely affected the RRF. Those stop-
and-go sequences could jeopardize the RRF measurement because a ceasing of the flow or an 





The experimental data shown in Figure 4.35 are fitted with power-law curves, 
indicating an expressive variation of RRF for low permeabilities. Even though the experiments 
reported in this work were performed in the absence of mechanical entrapment, this result is 
coherent with the severe permeability reductions observed in experiments with mechanical 
entrapment (i.e., low permeabilities). 
Another observation from Figure 4.35 is that the power law fit curves get 
progressively sharper (i.e., higher exponent) as the injection volumetric flow rate decreases. 
That is, the effect of the initial permeability in the RRF is less important as the flow rate 
increases. Dupuis et al. (2011) observed that the RRF decreased as flow velocity increased in 
their experiments. Even though the effect of the volumetric flow rate is discussed in section 
4.3.6.3, the hypothesis described by Dupuis et al. (2011) can explain this observation in Figure 
4.35. Dupuis et al. (2011) theorized that the RRF might be reduced at high flow rates by (1) 
polymer desorption, or (2) conformation changes in the adsorbed polymer chains. 
Section 4.3.5.1 shows that high flow velocities are associated with higher 
reversible retention. The results shown in section 4.3.5.1 can be interpreted as the higher the 
velocity flow rate, the more polymer is liberated during the brine post flush. Therefore, 
additional retained polymer is liberated under higher flow rates, which corroborates with the  
hypothesis (1) presented by Dupuis et al. (2011), even though the mechanism in this case is 
not desorption. 
The terpolymer target of this study has a flexible chain. Therefore, the loops and 
tails of the adsorbed molecules can be conformed according to the local forces. The flow 
velocities near the pore surface result in drag-induced forces to these adsorbed chains. So, 
the loops and tails of these molecules tend to align with the local streamlines. The higher the 
flow rate, the greater are these drag-induced forces, which result in the molecules being more 
aligned with the flow. This chain alignment may reduce the adsorbed layer thickness, and 
consequently, the RRF. This mechanism is illustrated by Figure 4.36 and corroborates with 
hypothesis (2) presented by Dupuis et al. (2011). 
 
Figure 4.36: Alignment of loops and tails of adsorbed polymer molecules to the direction of the flow due to local drag-
induced forces as a mechanism to reduce the adsorbed layer thickness. 
Therefore, the hypotheses (1) and (2) presented by Dupuis et al. (2011) can explain 
the reduced sharpness of RRF increase with initial core permeability observed for higher flow 





4.3.6.3 Effect of injection volumetric flow rate or velocity 
Figure 4.37 presents the permeability reduction versus the FAR for experiment 
sets 3 through 9. The experiments were divided into two groups: the group presented on the 
top of Figure 4.37 consists of the experiment sets performed in cores of similar permeability 
(around 4 D), i.e., sets 3, 5, 6, and 7; and the group shown on the bottom of Figure 4.37 
represent the experiment sets performed at the same polymer concentration (500 ppm), i.e., 
sets 4, 7, 8, and 9. 
Figure 4.37 shows multiple behaviors of the RRF regarding the FAR variation. The 
experiment sets 5 and 6 indicate a sharp increase of the RRF with the volumetric flow rate 
increase. In sets 7 and 4, the RRF increased slightly with the flow rate. The RRF was insensitive 
to the flow rate for the experiment sets 3 and 8. Moreover, set 9 displayed a sharp decrease 
of RRF with the flow rate increase. 
 
 
Figure 4.37: Permeability reduction versus FAR for experiment sets 3 through 9. The experiments were divided into one 
group of experiments performed in cores of similar permeability (top), and another group of experiments done at the 
same polymer concentration (bottom). 






Smith (1970) reported an increase in RRF as flow velocity increased for 500 ppm 
HPAM in Berea sandstone. This effect was observed of three different HPAM and the authors 
attribute this behavior to the retained polymer within the porous medium. 
Dupuis et al. (2011) observed that an increase in the volumetric flow rate resulted 
in a reduction of RRF for a 1000 ppm hydrophobically modified polymer. Another aspect 
reported by Dupuis et al. (2011) is a hysteretic behavior of the RRF regarding flow rate 
changes. Those authors observed that if the system was flushed with a high flow rate and then 
the flow rate was reduced to its low initial value, the RRF observed after the flow rate increase 
was lower than the one before this high-rate flush. The authors repeated this cycle once more 
and observed that the RRF for the low initial flow rate reduced again. Those authors attributed 
the RRF decrease to a reduction of the adsorbed layer thickness due to desorption or 
conformation changes. 
Thomas et al. (2013) observed both increasing and decreasing RRF with FAR 
increase. Those authors tested five different associative polymers on the same core, resulting 
in increasing RRF with FAR for three polymers and decreasing RRF with FAR for two other 
polymers. The authors explain those differences due to the different level of association of 
each polymer. Polymers with zero or low association displayed an increase of RRF as the FAR 
increases. Differently, polymers with high association showed RRF decrease with FAR. 
However, those authors performed the slug injections of those different polymers on the 
same core separated by brine flushes. The interactions of an injected polymer with a different 
one already adsorbed may have led to those adverse results. The RRF of each successive 
polymer injection increased relative to the previous polymer, which can indicate an additive 
RRF as different polymers were transported through the medium. 
Chen et al. (2016) observed independent RRF behavior regarding the volumetric 
flow rate. This behavior was observed for four different polymers and three different 
permeabilities. However, those authors performed a brine post flush procedure that may have 
adversely affected the RRF, as discussed in section 4.3.6.2. 
To the author’s knowledge, there are no literature reports similar to the study 
presented in Figure 4.37. Additionally, there is not an evident pattern in the results reported in 
Figure 4.37. Therefore, the interpretation of the results is not trivial. Past literature report that 
the RRF may increase, decrease, or be insensitive to flow rate. Those reports and the diverse 
results presented in Figure 4.37 lead to the hypothesis that the properties of the porous medium 
play a major role in the RRF. The initial core permeability is important on the RRF behavior, as 
discussed in section 4.3.6.2. However, the experiment sets 3, 5, 6, and 7 (Figure 4.37 top) were 
performed on cores of similar permeabilities (around 4 D) and presented different behaviors. 
Even though those cores had similar permeabilities and were all from the same formation 
(Botucatu), their porosity was different, ranging from 0.264 to 0.325 (23% relative difference). 





them, such as tortuosity, which could be important to the RRF. However, those properties were 
not measured in this work and, therefore, this hypothesis cannot be confirmed. 
4.3.6.4 Comparison with retention 
Many authors interpret the RRF as a consequence of polymer retention, especially 
adsorption (Baijal and Dey, 1982; Choi et al., 2015; Dupuis et al., 2011; Mishra et al., 2014). 
However, this interpretation was never consolidated in the literature through experimental 
studies. Therefore, a study to verify this hypothesis with the current experimental data is at 
hand. 
Figure 4.38 plots the RRF and the adsorption for each experiment set, while Figure 
4.39 shows the hydrodynamic retention along with the RRF for each injection of each 
experiment set. 
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In some experiment sets, the RRF seems to be directly proportional to retention, 
especially hydrodynamic (e.g., set 7). However, some others reveal apparent non-correlated 
(e.g., set 3). 
Nonetheless, consider the hypothesis that the RRF is a linear function of polymer 
retention in the form ( 4.22 ). 
Where 𝛤𝑝,𝑎𝑑𝑠 is polymer retention by adsorption, 𝛤𝑝,ℎ𝑟 is the polymer retention by 
hydrodynamic effects, and 𝐹𝑅𝑅𝐹,𝑎𝑑𝑠 and 𝐹𝑅𝑅𝐹,ℎ𝑟 are multiplication factors that linearly 
correlate the polymer retention to the RRF. Note that in equation ( 4.22 ), the retention is 
dimensionless, as opposed to the more common notation of micrograms of polymer per grams 
of rock. Therefore, the constants 𝐹𝑅𝑅𝐹
𝑎𝑑𝑠 and 𝐹𝑅𝑅𝐹
ℎ𝑦𝑑
 are dimensionless as well. 
Using equation ( 4.22 ) with the adsorption and hydrodynamic retention observed 
experimentally, one can estimate an RRF. An optimization procedure aiming to maximize the 
coefficient of correlation (R²) of the RRF obtained through and observed experimentally was 
performed to determine the factors 𝐹𝑅𝑅𝐹,𝑎𝑑𝑠 and 𝐹𝑅𝑅𝐹,ℎ𝑟 Table 4.16 summarizes the factors 
which maximize this R² and Figure 4.40 shows the comparative results between the RRF 
measured experimentally (with experimental uncertainties), and estimated through equation 
( 4.22 ). 
Table 4.16: Multiplication factors of equation ( 4.22 ) for the best coefficient of determination between the RRF 
measured experimentally, and estimated through equation ( 4.22 ). 
The low R² values for some experiment sets (i.e., sets 3, 7, and 8) seen in Table 
4.16 reveal that, for the study presented here, the RRF may not be treated solely as a linear 
function of the polymer retention, contrary to literature beliefs. This result indicates that 
another factor plays an important role in the RRF, even though further investigation is 
required to assess which property. Albeit, it is worth noting that some of the divergence 
between the measured and estimated RRFs may be due to the high experimental uncertainties 
associated with the RRF measurements. 
On the other hand, experiment set 6 achieved a high R², which indicates that the 
RRF may indeed be correlated with polymer retention. That is supported by the intermediate 
R² values of experiment sets 4, 5, and 9.  
 𝑅𝑅𝐹 = 𝐹𝑅𝑅𝐹,𝑎𝑑𝑠 𝛤𝑝,𝑎𝑑𝑠 + 𝐹𝑅𝑅𝐹,ℎ𝑟 𝛤𝑝,ℎ𝑟 ( 4.22 ) 
Experiment set 3 4 5 6 7 8 9 
𝑭𝑹𝑹𝑭,𝒂𝒅𝒔 9757 21004 28089 7687 24344 27628 99535 
𝑭𝑹𝑹𝑭,𝒉𝒓 2004 119612 83638 47581 43787 -5322 -88670 
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Figure 4.40: Permeability reduction for each injection of experiment sets 3 through 9 as measured experimentally (with 





Another notable aspect is given by the multiplication factors presented in Table 
4.16. The absolute value of these factors indicate the degree of influence of each retention 
mechanism on the estimated RRF. For the sets of intermediate to high coefficients of 
determination, the hydrodynamic retention factor (𝐹𝑅𝑅𝐹,ℎ𝑟) is higher than the adsorption one 
(𝐹𝑅𝑅𝐹,𝑎𝑑𝑠), except for experiment set 9. However, the absolute values of the multiplication 
factors for experiment set 9 are close. Additionally, the highest R² was obtained on experiment 
set 6, which had a 𝐹𝑅𝑅𝐹,ℎ𝑟 much higher than 𝐹𝑅𝑅𝐹,𝑎𝑑𝑠 (47581 and 7687, respectively). 
Therefore, this analysis indicates that the hydrodynamic retention may be as important or 
even more important than adsorption on RRF behavior. 
4.3.7 In-situ viscosity 
Figure 4.41 shows a comparison between the in-situ viscosity estimated under 
decreasing and increasing volumetric flow rate steps. All the measurements were performed 
at a constant volumetric flow rate and steady state conditions, and the nomenclature refers 
to the previous and next flow rate steps adjacent to the measurement. 
 
Figure 4.41: Comparative chart of all the in-situ viscosity measurements done in both decreasing (red) and increasing 
(green) volumetric injection flow rates. 
As the other properties reported in this work, the in-situ viscosity show no 
hysteresis regarding the previous volumetric flow rate condition. 
Figure 4.42 depicts the in-situ viscosity measurements performed in cores of 






Figure 4.42: In-situ viscosity measurements on cores of similar permeabilities (around 4D) for injected polymer 
concentrations of 2000 ppm (set 6, dark blue), 1250 ppm (set 3, black), 800 ppm (set 5, red), and 500 ppm (set 7, light 
blue). 
All the data in Figure 4.42 follow the power law fluid model, aside from three points 
considered outliers. The outliers were the two points of highest shear rate on set 7 and the one of 
highest shear rate on set 3. For all the concentrations tested, the polymer showed shear thinning 
behavior under the conditions shown in Figure 4.42. Also, the increase in polymer concentration 
resulted in increased in-situ viscosity, as in bulk viscosity, which is consistent with the in-situ 
viscosity measurements of experiment set 10 (i.e., same core, with sequential injections of 
increasing polymer concentrations), Figure 4.43. 
 
Figure 4.43: In-situ viscosity measurements of different polymer concentrations on a single core as compared with the 
measurements performed on different cores. 
Figure 4.44 shows a comparison between bulk and in-situ viscosities polymer 
concentrations of 500 ppm, 800 ppm, 1250 ppm, and 2000 ppm. The in-situ viscosities are the 







Figure 4.44: Comparison between in-situ (diamonds) and bulk (exes) viscosities for polymer concentrations of 500 ppm 
(light blue), 800 ppm (red), 1250 ppm (black), and 2000 ppm (dark blue). 
For all the concentrations tested, the in-situ viscosity was lower than the bulk one, 
which is consistent with the depleted layer effect theory (Chauveteau et al., 1984; Chauveteau 
and Zaitoun, 1981; Sorbie, 1990; Stavland et al., 2010). Note that for the range of shear rates 
depicted in Figure 4.44, both the bulk and in-situ viscosities display a purely shear thinning 
behavior. Therefore, power-law model fit all the experimental data. Table 4.17 shows the 
power law model constants for the in-situ and bulk fit curves. 
Table 4.17: Power law model constants for the in-situ and bulk viscosities. 
One can see in Table 4.17 that the flow consistency index (K) of the in-situ viscosity 
is lower than the bulk one. Differently, the flow behavior index (n) does not show a clear trend. 
For the 500 ppm and 800 ppm polymer concentrations, the n values are very similar. However, 
the 1250 ppm measurements show a more pronounced shear thinning behavior (i.e., lower n) 






K n R² K n R² 
- ppm mPa·s - - mPa·s - - 
6 2000 15.2 0.842 0.933 25.5 0.804 0.979 
3 1250 11.2 0.815 0.953 11.9 0.852 0.995 
5 800 5.59 0.883 0.727 6.56 0.889 0.992 





Even so, considering that the measurement uncertainty is high for the low shear rate 
measurements, it can be speculated that the shear thinning behavior of this polymeric 
solutions is similar for bulk and in-situ conditions up to 200 s-1. 
Considering the power law models of Table 4.17, and a shear rate of 50 s-1 (i.e., in 
the middle of the experimental set), one can estimate the viscosity difference between bulk 
and in-situ measurements. These estimates are shown in Table 4.18. 
Table 4.18: Viscosity difference and fraction between in-situ and bulk measurements for 50 s-1 and polymer 












At 50 s-1 
- ppm mPa·s - 
6 2000 3.72 68.7% 
3 1250 1.17 82.3% 
5 800 0.71 83.3% 
7 500 0.25 91.3% 
1 – 𝜂𝑝,𝑏𝑢𝑙𝑘 is the apparent bulk viscosity, and 𝜂𝑝,𝑖𝑠 is the in-situ apparent viscosity. 
One can see in Table 4.18 that the higher the polymer concentration, the higher 
the viscosity difference and the lower the viscosity fraction. These results indicate that the 
higher the polymer concentration, the more pronounced is the viscosity reduction observed 
in-situ. This highlights the importance of in-situ viscosity measurements, as simulations or 
estimates of polymer flow through porous medium using bulk viscosity data will be in error, 
especially at high polymer concentrations. 
The result shown in Table 4.18 indicates that the depleted layer increases with 
polymer concentration. This indication corroborates with the observation of increasing IAPV 
with polymer concentration and reinforces the theory developed in section 4.3.3.2. 
Figure 4.45 depicts the in-situ viscosity measurements made for 500 ppm of 
polymer on cores of different permeabilities: 7134 mD (set 4), 4140 mD (set 7), 1873 mD (set 
8), and 588 mD (set 9). 
By using cores of different permeabilities, measurements over a wide range of in-
situ shear rates could be done. The data shown in Figure 4.45 reveal that the polymer solution 
studied in this work display a shear thickening behavior on high shear rates (elongational 
viscosity), which is consistent with literature reports for flexible polymers (Stavland et al., 
2010). Through the experimental data shown in Figure 4.45, the shear rate at which the 
polymer starts displaying the shear thickening behavior is between 100 and 300 s-1, which also 






Figure 4.45: In-situ viscosity measurements for 500 ppm of polymer concentration performed on cores of different 
permeabilities: 7134 mD (set 4, green), 4140 mD (set 7, blue), 1873 mD (set 8, gray), and 588 (set 9, yellow). 
By observing Figure 4.45, one can say that the elongational viscosity in the 1873 
core (set 8) starts at a lower shear rate than the one relative to the 588 mD core (set 9). This 
is the opposite of the behavior reported in the work of Stavland et al. (2010), as those authors 
increased the tuning parameter on their lowest permeability experiment to match their HPAM 
onset of elongation to their higher permeability experiments. This observation in Figure 4.45 
may be due to the fact that the core used on experiment set 8 was layered. 
Notably, the shear thickening behavior was not observed on the high permeability 
cores (sets 4 and 7), even with measurements made under shear rates above 300 s-1. This 
result indicates that the pore structure, and not necessarily the permeability, plays a 
considerable role on the elongational viscosity observed for flexible polymer during flow 
through porous media. The flow pathways on high permeability media tend to be less tortuous 
than on high permeability ones. These tortuous paths are responsible for the change of 
conformation experienced by polymer molecules during flow. The in-situ shear rate is 
estimated through the permeability and porosity of the medium along with the flow velocity. 
Therefore, a polymer flowing through a low tortuosity medium may not exhibit elongational 
viscosity at a shear rate characteristic of shear thickening behavior when flowing through a 
high tortuosity medium. 
4.3.8 Degradation 
The experimental protocol developed in this work allowed for the measurement 
of chemical and mechanical degradations, which are discussed in this section. 
4.3.8.1 Chemical degradation 
After experiment set 2 was done, polymer samples that did not flow through the 
system were collected to analyze the chemical degradation. Figure 4.46 shows the viscosity 
loss for the samples stored in the stainless steel fluid accumulator, and a glass beaker during 






Figure 4.46: Viscosity loss of the polymeric solutions stored in a glass beaker and stainless steel bottle for experiment set 
2. 
In Figure 4.46, one can see that polymer did not degrade when stored in a glass 
beaker and suffered severe degradation when stored in the steel bottle. This indicates that 
the dominant chemical degradation mechanism, in experiment set 2, is the oxidation in the 
presence of iron. In addition, in Figure 4.46 one can see that after one and a half month in 
storage, the polymer lost its shear-thinning characteristic. These results indicate that oxidative 
degradation is very fast in the presence of oxygen and iron. Therefore, this kind of degradation 
may lead to detrimental effects both in field and laboratory applications. In the field, 
dissolution of iron in the polymer solution due to contact to steel parts used in polymer 
handling may lead to severe degradation before the solution is injected in the reservoir as long 
as oxygen is available. Several authors addressed this issue and proposed approaches to limit 
or eliminate oxidative degradation in field applications (Ryles, 1988; Seright and Skjevrak, 
2015; R. S. Seright et al., 2009; Shupe, 1981; Yang and Treiber, 1985). In laboratory, short-term 
storage of polymer solutions in steel fluid accumulators may lead to fast degradation. 
Therefore, this work contributes in recommend to either place the fluid in the accumulator 
followed by immediate deaeration or being extremely careful to not re-oxygenate the solution 
if the deaeration is done before placement in the accumulator. Usage of glass accumulators 
also help mitigate this kind of degradation, given that no iron is present in the brine. For 
experiment sets 3 through 10, solution deaeration and glass accumulators were adopted. 
Figure 4.47 illustrates the viscosity loss of the bottle leftover relative to the fresh polymer 
solution for experiment sets 2 through 10. 
As seen in Figure 4.47, usage of glass accumulators and solution deaeration 







Figure 4.47: Comparison of polymer degradation experienced in the experiment sets. 
Seright and Skjevrak (2015) did a series of experiments using the Flopaam 5115 SH 
in a very similar brine to evaluate the stability of this polymer in the presence of iron. In one 
of their experiments, they evaluated the stability when the solution was left in storage with a 
steel nail submerged in it. The authors dissolved 10 ppb of oxygen in their anaerobic solution 
and left it sealed to rest for seven days at 23ºC. Those authors did not measure the dissolved 
iron after the 7-day period, but their results indicated that the solution degraded chemically, 
and acquired a yellow coloration. 
Figure 4.48 shows that, in experiment set 2, the solutions that were under 
chemical degradation also acquired a yellow coloration. Table 4.19 summarizes our chemical 
degradation test data. 
Table 4.19: Summary of characteristics of the samples degraded by oxidation only. 
Time after sample preparation 14 days 14 days 45 days 
Storage container Glass beaker Stainless steel bottle Stainless steel bottle 
Coloration Transparent Light yellow Yellow/Orange 
Iron content 4.4ppm 17.2ppm 26ppm 
Viscosity at 7.3s-1  8.9mPa·s 4.1mPa·s 2.3mPa·s 






Figure 4.48: Photo of the samples collected for chemical degradation evaluation (experiment set 2). 
There was no formation of any gel or precipitate in the solutions collected from 
experiment set 2. Therefore it was assumed that all the dissolved iron content was ferrous iron 
(Fe2+). Additionally, if the results observed by Seright and Skjevrak (2015) in one week are 
projected to 45 days, one can see similar levels of degradation than those observed experiment 
set 2, as shown by Figure 4.49. 
 
Figure 4.49: Polymer viscosity loss after 45 days for the experiment set 2 solution stored inside a steel bottle (left) and 
for a projection of Seright and Skjevrak (2015) steel nail experiment. 
The polymeric solution tested by Seright and Skjevrak (2015) had 2000 ppm of 
polymer. Thus it was more viscous than the one used in experiment set 2. Because of that 
difference in concentration, their solution had a more pronounced shear-thinning behavior, 





observed for experiment set 2 are similar to those projected for Seright and Skjevrak (2015), 
especially for 7.3s-1. 
4.3.8.2 Combined chemical and mechanical degradations 
Since chemical degradation was only observed in experiment set 2, this analysis 
could only be done in this experiment set. 
Chemical degradation is time dependent, and the experiment set 2 consisted of 
several polymer injections through the system at different times. To estimate dissolved iron 
concentration and viscosity loss due to chemical degradation, the curves expressed in Figure 
4.50 were used. 
 
Figure 4.50: Curves used to estimate chemical degradation and iron content in the experiment set 2 for estimation of 
combined oxidative and mechanical degradations. 
In experiment set 2, the injected fluids passed through three elements that could 
cause mechanical degradation: the filter core (porous medium), the main core sample (porous 
medium), and the capillary tube of the spectrophotometer (internal diameter of 0.254 mm). 
Table 4.20 summarizes the volumetric flow rate, supperficial velocity, shear rate, and Reynolds 
number for each injection number (N) of the experiment set 2 to evaluate combined chemical 
and mechanical degradation. 
By analyzing the shear rates for all injections, one can see that the polymer is 
within the shear-thinning region in the porous media, far below the shear rates in which it 
would experience mechanical degradation. In the capillary tube, however, the high shear rates 
should elongate and cause chain scission in the polymer molecules, thus degrading the 
polymer. The Reynolds numbers for all the injections reveal Darcian flow in the porous media 
(NRe<10, according to Kováks, 1981). The flow in the capillary tube is laminar, albeit the 





Table 4.20: Summary of the volumetric flow rate, superficial velocity, shear rate, and Reynolds number for each injection 
in the experiment set 2 to measure combined mechanical and chemical degradation in the filter, core, and capillary tube. 
After each injection, the effluents were collected in a beaker and their viscosity 
were measured in a rotation rheometer. Through viscosity analysis, the total degradation 
could be determined. By using the model of Figure 4.50, the oxidative and mechanical 
degradations were separated, and the dissolved iron content was estimated. Table 4.21 
summarizes the results. 
Table 4.21: Summary of total, chemical, and mechanical degradations as well as polymer and iron concentrations for all 
the samples collected in the experiment set 2. 
      Viscosity Loss 












- Day cm³/min ppm ppm mPa·s - - - 
- 0 0.00 1250 4.4 8.9 0.0 0.00 0.00 
- 14 0.00 1250 17.2 4.1 4.8 4.80 0.00 
- 45 0.00 1250 26.0 2.3 6.6 6.60 0.00 
1 1.14 1.00 1092 5.5 4.3 4.6 1.52 3.08 
2 1.80 0.80 1236 6.6 4.4 4.5 1.65 2.85 
3 2.51 0.60 1228 7.6 5.1 3.8 1.80 2.00 
4 3.66 0.40 1249 8.6 4.8 4.1 2.02 2.08 
5 5.44 0.25 1250 9.6 5.0 3.9 2.36 1.54 
6 7.87 0.25 1250 10.6 4.9 4.0 2.79 1.21 
7 10.11 0.40 1250 11.5 5.2 3.7 3.16 0.54 
8 11.57 0.60 1227 12.4 4.2 4.7 3.39 1.31 
9 12.57 0.80 1250 13.3 3.8 5.1 3.54 1.56 
10 13.31 1.00 1250 14.1 3.4 5.5 3.65 1.85 
* – Time after the polymer solution was prepared. 
From Table 4.21, one can see that chemical degradation increases as time passes, 
and mechanical degradation increases with higher flow rates. In Figure 4.51, one can see that 
mechanical degradation is higher for polymers that are less chemically degraded. For the first 
four injections, the mechanical degradation was the major contributor to viscosity loss, after 
that, the scenario shifted to a more influent chemical degradation. These differences in 
    Filter Core Main Core Capillary Tube 
N 𝑸 𝑱𝝊 ?̇? 𝑵𝑹𝑬 𝑱𝝊 ?̇? 𝑵𝑹𝑬 𝑱𝝊 ?̇? 𝑵𝑹𝑬 
- cm³/min cm/min 1/s - cm/min 1/s - cm/min 1/s - 
1 1.00 0.091 139.6 4.38x10-5 0.090 175.2 4.11x10-5 1973 10360 44.0 
2 0.80 0.072 111.6 3.37x10-5 0.072 140.1 3.16x10-5 1579 8288 33.9 
3 0.60 0.054 83.7 2.41x10-5 0.054 105.1 2.26x10-5 1184 6216 24.2 
4 0.40 0.036 55.8 1.50x10-5 0.036 70.1 1.41x10-5 789 4144 15.1 
5 0.25 0.023 34.9 8.64x10-6 0.022 43.8 8.11x10-6 493 2590 8.69 
6 0.25 0.023 34.9 8.64x10-6 0.022 43.8 8.11x10-6 493 2590 8.69 
7 0.40 0.036 55.8 1.50x10-5 0.036 70.1 1.41x10-5 789 4144 15.1 
8 0.60 0.054 83.7 2.41x10-5 0.054 105.1 2.26x10-5 1184 6216 24.2 
9 0.80 0.072 111.6 3.37x10-5 0.072 140.1 3.16x10-5 1579 8288 33.9 





degradation are related to the fact that polymer degrades chemically in the steel bottle before 
it is injected into the system. The chemical degradation breaks the polymer molecules and 
mechanical degradation is highly influenced by polymer molecular weight. Therefore, when 
the degraded polymer molecules are subjected to high shear rates, fewer molecules will break 
when compared to a case that the molecules are almost intact (higher average molecular 
weight). 
 
Figure 4.51: Degradation relative to the initial viscosity of the polymer solution at 7.3s-1, for experiment set 2, caused by 
chemical (oxidative) and mechanical mechanisms. 
4.3.8.3 Mechanical degradation 
Even though the chemical degradation problem was mitigated for experiments 3 
through 10, the solutions that aged inside the glass accumulators during the core flooding 
procedures experienced some degradation (see Figure 4.47). Therefore, throughout this 
section, the base viscosity for the degradation estimates was chosen to be the solution after 
the aging period, i.e., the solution that was collected from the glass fluid accumulators by the 
end of the core flooding experiments. 
4.3.8.3.1 Effect of polymer concentration 
Figure 4.52 shows the viscosity loss versus polymer concentration for experiment 
sets 3 through 9, with each experiment set being performed with a different polymer 
concentration, and for experiment set 10, which varied polymer concentration from 100 ppm 
to 2000 ppm in a single experiment set. 
One can see in Figure 4.52 that the viscosity loss increases with polymer 
concentration in both data sets. However, that trend can be due to the higher polymer 
concentration solutions displaying higher viscosity than the low concentration ones. 
Therefore, a higher viscosity loss does not necessarily translates into degradation in relative 






Figure 4.52: Viscosity loss versus polymer concentration measured at 33.6 s-1 after being exposed to 10360 s-1 in a 
capillary tube. Experiment sets 3 through 9 each tested a different polymer concentration, while experiment set 10 
tested polymer concentration between 100 ppm and 2000 ppm. 
 
Figure 4.53: Polymer degradation versus polymer concentration measured at 33.6 s-1 after being exposed to 10360 s-1 in a 
capillary tube. Experiment sets 3 through 9 each tested a different polymer concentration, while experiment set 10 
tested polymer concentration between 100 ppm and 2000 ppm. 
In Figure 4.53, the data from experiment set 10 indicates that the degradation is 
progressively more severe as polymer concentration increases. On the other hand, the data 
amassed from experiment sets 3 through 9 scatter around 18% and 42% degradation. The 
trend from experiment sets 3 through 9 indicates slightly more degradation as polymer 
concentration increases. 
The trend of degradation increase as polymer concentration increases may be 
explained by the interaction between polymer chains. The polymer chains interact with each 
other if the solution is beyond the dilute regime. This degree of interaction increases as 
polymer concentration increases. Therefore, if a solution suffers a high shear, the entangled 
polymer chains will have less freedom of movement the higher are the interactions with their 
neighbors. Thus, by this theory, the macroscopic observation would be a higher degradation 
as polymer concentration increases. This theory explains the observations in the semidilute 
regime (𝑐𝑝 ≥ 474 𝑝𝑝𝑚 in this case), however, a similar theory could explain the behavior 





It is worth noting that even though all the data presented in Figure 4.52 and Figure 
4.53 were subject to the same maximum shear rate (i.e., 10360 ± 614 s-1), the Reynolds 
number for each concentration was different and varied from 20.4 ± 0.3 to 61.8 ± 1.2. The 
Reynolds numbers are different because it depends on the fluid consistency index and flow 
behavior index, and it is inversely proportional to the polymer concentration. Also, the 
polymer solutions from experiments 3 through 9 were each subjected to different stresses as 
they passed through the porous medium (i.e., the porous medium for each experiment set 
was different). However, the shear rates within the porous medium were more than 70 times 
lower than the ones experienced within the capillary tube. Therefore, the author believes that 
the shearing within the porous medium did not influence the mechanical degradation within 
the capillary tube. 
The trend of increasing viscosity loss as polymer concentration increases is 
consistent for different degradation stresses, as seen in Figure 4.54. 
 
Figure 4.54: Viscosity loss versus polymer concentration measured at 33.6 s-1 after being exposed to different levels of 
stress in a capillary tube (see Table 4.22). Experiment sets 3 through 9 each tested a different polymer concentration. 
Note that the curves presented in Figure 4.54 refer to solutions that flowed 
through the core flooding system at different volumetric flow rates. Flow through the capillary 
tube of the spectrophotometer resulted in the maximum stresses for those solutions, as 
exposed by Table 4.22. 
The trend observed in Figure 4.53 for the data from experiment sets 3 through 9 





Table 4.22: Maximum stresses suffered by the polymer solutions shown in Figure 4.54, in terms of shear rate and 
Reynolds number. 
 
Figure 4.55: Polymer degradation versus polymer concentration measured at 33.6 s-1 after being exposed to different 
levels of stress in a capillary tube (see Table 4.22). Experiment sets 3 through 9 each tested a different polymer 
concentration. 
4.3.8.3.2 Effect of measurement shear rate 
The bulk viscosity of polymer solutions has a shear thinning behavior. A degraded 
polymer solution may also exhibit the same behavior, but the viscosity losses along the flow 
curve may differ from a shear rate to another. Figure 4.56 shows the viscosity loss versus the 
measurement shear rate for polymer concentrations between 100 ppm and 2000 ppm. Note 
that all the samples were displaced through the core flooding system at 1 cm³/min, which 
resulted in a shear rate of 10360 ± 614 s-1 in the spectrophotometer capillary (0.254 mm of 
diameter). The measurement shear rate refers to the shear rate imposed to the sample while 
measuring the viscosity in the rheometer. 
Consistent with all data sets shown in Figure 4.56, the viscosity loss decreases as 
the measurement shear rate increases. This result can also be observed in the degradation 
versus measurements shear rate plots of Figure 4.57. 
Volumetric flow rate 
Polymer 
concentration 
Shear rate Reynolds number 
cm³/min ppm 1/s - 
1.000 ± 0.005 
500.0 ± 0.2 
10360 ± 614 
43.2 ± 0.8 
800.0 ± 0.2 36.9 ± 0.7 
1250.0 ± 0.4 28.4 ± 0.5 
2000.0 ± 0.5 20.4 ± 0.3 
0.600 ± 0.003 
500.0 ± 0.2 
6216 ± 368 
25.1 ± 0.5 
800.0 ± 0.2 20.9 ± 0.4 
1250.0 ± 0.4 15.8 ± 0.3 
2000.0 ± 0.5 11.1 ± 0.2 
0.25 ± 0.001 
500.0 ± 0.2 
2590 ± 153 
9.9 ± 0.2 
800.0 ± 0.2 7.9 ± 0.1 
1250.0 ± 0.4 5.8 ± 0.1 






Figure 4.56: Viscosity loss due to mechanical degradation caused by a 10360 s-1 flow in a capillary tube for polymer 
concentrations between 100 ppm and 2000 ppm. 
 
Figure 4.57: Polymer degradation due to mechanical degradation caused by a 10360 s-1 flow in a capillary tube for 
polymer concentrations between 100 ppm and 2000 ppm. 
The observations from Figure 4.56 and Figure 4.57 reveal that the degraded 
polymer solution loses part of its shear thinning characteristic, i.e., degraded polymer 
solutions approach Newtonian behavior. The loss of shear thinning behavior can be seen for 
all the tested polymer concentration in Figure 4.58. 
Consider a polymer with a molecular weight distribution around an average value. 
Abdel-Alim and Hamielec (1973) have shown that the mechanically induced chain scission 
preferably affects polymer molecules larger than the average molecular weight. This effect 
results in mechanical degradation effectively reducing the average molecular weight of the 
polymer chains (Abdel-Alim and Hamielec, 1973; Noïk et al., 1995). Also, Hashmet et al. (2014) 
have observed that the Ostwald-de Waele fluid flow behavior index (𝑛) is inversely 
proportional to the molecular weight of polyacrylamides. Therefore, preferable scission of 
large polymer chains (relative to the average molecular weight) may be the cause for the 
observed loss of shear thinning behavior. 
Polymer degradation in polymer EOR projects is undesirable due to the overall 





another layer of undesirable consequence for polymer degradation. Near wells, the polymer 
solution is under high shear rate and, due to its shear thinning behavior, the viscosity of the 
injected fluid is low. On the other hand, when the polymer is flowing far from wells, the 
solution is subject to low shear rates (e.g., 7 s-1), which confers a higher viscosity to the 
solution. The low viscosity during injection is beneficial because it dampens the injectivity 
losses due to polymer injection, while the high viscosity within the reservoir is desirable as it 
allows more efficient mobility control. Therefore, loss of shear thinning behavior is 
undesirable. This result is an argument against the recommendation of pre-shearing the 





Figure 4.58: Flow curves of fresh polymer solutions (blank diamonds), solutions left in the glass fluid accumulator after 
the core flooding tests (exes), and solutions that flowed through the core flooding system at 1 cm³/min (maximum shear 
rate of 10360 s-1). For polymer concentrations of: 100 ppm (purple, experiment set 10), 300 ppm (yellow, experiment set 
10), 500 ppm (blue, experiment set 8), 800 ppm (black, experiment set 5), 1250 ppm (red, experiment set 3), and 2000 





4.3.8.3.3 Effect of maximum experienced stress 
This section is divided in the mechanical degradation experienced by the polymer 
while flowing through the spectrophotometer capillary tube (0.254 mm of diameter) and the 
porous medium, according to the sampling points of Figure 4.4. Note that the experimental 
setup allows for sampling of the polymer solution after it passes through the porous medium, 
but before it goes through the spectrophotometer capillary tube. 
Figure 4.59 shows the viscosity loss and degradation versus the maximum shear 




Figure 4.59: Viscosity loss (top) and degradation (bottom) of polymer solutions which their maximum shear rate was 
experienced in the spectrophotometer capillary tube (left) and in a porous medium (right). The data is relative to the 
experiment set 8 (500 ppm of polymer concentration) for measurement shear rates of 7.8 s-1 (blue), 33.6 s-1 (black), and 
233.6 s-1 (red). 
Figure 4.59 reveals that the higher the maximum shear rate, the greater both the 
viscosity loss and degradation were. This behavior is more pronounced when the maximum 
experienced shear rate is high (i.e., capillary tube), in which both the viscosity loss and 
degradation are power-law functions of the maximum experienced shear rate. The 
degradation experienced by the polymer when flowing through the porous medium also 





inside the porous medium is of much lower magnitude than the one characteristic of the 
capillary tube. In some cases, the degradation is too low to say that the polymer suffered any 
modification by flowing through the porous medium. These two results are consistent 
literature (Sheng, 2011; Stavland et al., 2010; Zaitoun et al., 2012), that is, degradation 
increases with the maximum experienced shear rate, and the polymer exhibits low to no 
degradation at low maximum experienced shear rates. 





Figure 4.60: Viscosity loss (top) and degradation (bottom) of polymer solutions which their maximum shear rate was 
experienced in the spectrophotometer capillary tube (left) and in a porous medium (right). The data refers to a 
measurement shear rate of 33.6 s-1 and comprises the polymer concentrations of 500 ppm (black, experiment set 8), 800 
ppm (blue, experiment set 5), 1250 ppm (red, experiment set 3), and 2000 ppm (green, experiment set 6). 
Regardless of the polymer concentrations, the degradation in the capillary tube 
observed in Figure 4.60 increases with the maximum experienced shear rate, as observed in 
Figure 4.59. Differently from Figure 4.59, the degradation experienced in the porous medium 
shown in Figure 4.60 does not reveal any trend, with some cases displaying a decrease in 
polymer degradation as maximum shear rate increases or negative degradation. This behavior 





be sensitive in the rheometer analysis, and no degradation may be taking place; or 2. the 
investigated shear rate range is be too small to reveal any trend. Nonetheless, the author is 
unable to draw any conclusions by the porous media degradation data. 
4.3.9 Longitudinal dispersion 





Table 4.25 summarize the results of the history matching process for 𝐾𝐿,𝑝 and 𝐾𝐿,𝑠. 





Table 4.25, the coefficients of determination for rising polymer concentration are 
very high for all the cases, achieving an average R² of 0.97. The R² for the falling polymer 
concentration were notably worse, as these were not the objective function. Even so, the non-
negative R² reveal an average of 0.82, which is considered high. Notably, the experiments 7.10, 
8.6, 8.7, 8.8, 8.9, and 9.4 achieved bad matches for the falling polymer concentration curves. 
Figure 4.61 shows a comparison between the 𝐾𝐿,𝑝 estimated in a given injection 
volumetric flow rate during the experiment sections of decreasing flow rate and increasing 
flow rate. Figure 4.62 presents the same plot for salt. 
One can see in Figure 4.61 that, even though the estimates under different flow 
rate conditions issue similar results, the 𝐾𝐿,𝑝 obtained for the increasing flow rates are higher. 
The results obtained under increasing flow rates are, on average, 43% higher than those 
obtained under decreasing flow rate condition. The 𝐾𝐿,𝑝 values were obtained from a history 
matching process and should contain considerable uncertainty. So, differences in the 
estimates are expected. However, such bias towards increasing flow rate conditions may 
indicate a phenomenon. Even so, the author is unaware of any other work that published 
similar results, nor is capable of formulating a hypothesis behind this observation. Therefore, 
it is recommended that more studies are conducted to validate this observation. Due to these 
differences, the results obtained under decreasing and increasing flow rate conditions are 











Polymer front during polymer injection 
(rising concentration) 
Polymer front during brine injection 



























Set.Inj cm²/min - - - - - - cm²/min - - - 
3.2 0.341 0.8 to 3 0.253 0.989 10.5 to 24 0.353 0.996 0.029 1 to 2.2 0.013 0.996 
3.3 0.299 0.8 to 3.2 0.247 0.991 10.5 to 25 0.566 0.981 0.024 1 to 2.2 0.009 0.998 
3.4 0.196 0.8 to 3.5 0.161 0.998 10.5 to 25 0.611 0.942 0.016 1 to 2.2 0.009 0.998 
3.5 0.099 1 to 3.4 0.102 0.999 10.5 to 25 0.707 0.842 0.006 1 to 2.2 0.010 0.998 
3.6 0.118 0.8 to 4 0.135 0.999 10.4 to 21 0.962 0.768 0.005 1 to 2.2 0.011 0.996 
3.7 0.286 1 to 6 0.309 0.991 10.1 to 21 0.571 0.878 0.013 1 to 2.2 0.006 0.998 
3.8 0.526 1.1 to 7 0.256 0.981 10.3 to 21 0.315 0.941 0.023 1 to 2.2 0.005 0.999 
3.9 0.721 1 to 7 0.280 0.986 10.4 to 22 0.757 0.975 0.036 1 to 2.3 0.003 1.000 
3.10 0.929 0.9 to 6.7 0.416 0.984 10.5 to 20 4.991 0.956 0.043 1.1 to 2.3 0.005 0.999 
4.2 0.270 0.7 to 2.6 0.190 0.992 10.6 to 20 0.702 0.967 0.018 0.7 to 1.5 0.010 0.997 
4.3 0.210 0.7 to 3.5 0.216 0.980 10.1 to 15 2.363 0.843 0.009 0.7 to 1.5 0.007 0.998 
4.4 0.078 0.7 to 2.7 0.508 0.991 10.3 to 28 0.537 0.925 0.005 0.7 to 1.5 0.010 0.997 
4.5 0.030 0.7 to 2.7 1.545 0.986 10.4 to 19 8.487 0.779 0.001 0.8 to 1.4 0.010 0.997 
4.6 0.041 0.7 to 3.9 0.170 0.973 10.3 to 16 0.431 0.802 0.001 0.8 to 1.4 0.010 0.997 
4.7 0.156 0.7 to 5 0.182 0.948 10.4 to 14 1.980 0.848 0.004 0.8 to 1.5 0.007 0.998 
4.8 0.270 0.7 to 6 0.615 0.948 10.4 to 15 0.988 0.912 0.010 0.8 to 1.5 0.007 0.998 
4.9 0.446 0.7 to 5.8 0.334 0.951 10.5 to 20 0.615 0.963 0.024 0.7 to 1.5 0.008 0.999 
4.10 0.512 0.5 to 4.8 0.145 0.981 10.5 to 25 0.831 0.985 0.054 0.7 to 1.6 0.007 0.999 
5.2 0.216 0.8 to 3.4 0.185 0.995 10.5 to 16 0.831 0.845 0.008 0.9 to 1.5 0.009 0.998 
5.3 0.156 0.8 to 3.9 0.149 0.991 10.4 to 16 0.780 0.740 0.005 0.9 to 1.5 0.008 0.998 
5.4 0.122 0.8 to 4.7 0.131 0.984 10.3 to 16 0.399 0.719 0.004 0.9 to 1.6 0.009 0.998 
5.5 0.066 0.8 to 4.8 1.800 0.973 10.3 to 16 0.528 0.645 0.003 0.9 to 1.6 0.010 0.997 
5.6 0.064 0.7 to 5.3 0.436 0.980 10.3 to 20 0.696 0.759 0.002 0.9 to 1.6 0.010 0.997 
5.7 0.136 0.7 to 7 0.480 0.982 10.3 to 22 0.664 0.902 0.004 0.9 to 1.6 0.008 0.998 
5.8 0.264 0.7 to 8 0.708 0.972 10.4 to 21 0.729 0.942 0.005 0.9 to 1.6 0.008 0.998 
5.9 0.354 0.7 to 8 0.489 0.972 10.4 to 25 0.659 0.949 0.010 0.9 to 1.6 0.009 0.997 











Polymer front during polymer injection 
(rising concentration) 
Polymer front during brine injection 



























Set.Inj cm²/min - - - - - - cm²/min - - - 
6.2 0.247 0.4 to 3 0.171 0.999 10.6 to 28 0.688 0.981 0.006 0.8 to 1.4 0.011 0.996 
6.3 0.194 0.4 to 3.9 0.120 0.998 10.3 to 22 0.502 0.936 0.006 0.8 to 1.4 0.009 0.998 
6.4 0.113 0.2 to 4.4 0.163 0.997 10.2 to 22 0.607 0.866 0.004 0.8 to 1.4 0.012 0.996 
6.5 0.060 0.2 to 5 0.147 0.995 10.2 to 27 0.789 0.818 0.002 0.8 to 1.4 0.011 0.997 
7.2 0.709 0.7 to 5.1 0.332 0.976 10.7 to 19 0.481 0.928 0.025 0.8 to 1.5 0.010 0.997 
7.3 0.340 0.7 to 4.7 0.465 0.984 10.7 to 24 0.678 0.936 0.016 0.8 to 1.5 0.009 0.998 
7.4 0.164 0.7 to 4.2 0.484 0.990 10.5 to 17 0.390 0.952 0.006 0.8 to 1.5 0.007 0.998 
7.5 0.048 0.7 to 3 2.443 0.997 10.6 to 16 0.293 0.983 0.002 0.8 to 1.5 0.012 0.996 
7.6 0.058 0.6 to 4 0.304 0.981 10.5 to 16 2.156 0.962 0.002 0.8 to 1.4 0.016 0.991 
7.7 0.288 0.8 to 7 0.250 0.959 10.4 to 14 3.452 0.877 0.005 0.8 to 1.5 0.008 0.998 
7.8 0.539 0.7 to 8 0.326 0.949 10.4 to 15 3.666 0.874 0.013 0.8 to 1.5 0.007 0.998 
7.9 1.053 0.7 to 8 0.074 0.934 10.3 to 13 7.668 0.736 0.029 0.8 to 1.5 0.010 0.997 
7.10 1.192 0.7 to 2.6 0.270 0.908 9.3 to 11 0.655 0.353 0.300 0.8 to 2.1 0.090 0.735 
8.1 2.235 0.5 to 4.8 0.338 0.944 10.4 to 14 12.51 0.779 0.132 0.6 to 2.1 0.012 0.995 
8.2 2.000 0.5 to 6 0.117 0.867 10.4 to 14 3.419 0.652 0.151 0.6 to 2 0.012 0.993 
8.3 1.785 0.5 to 5.5 0.179 0.969 10.3 to 13 4.653 0.673 0.092 0.6 to 2.1 0.012 0.994 
8.4 0.836 0.5 to 5.1 0.119 0.975 10.2 to 13 6.118 0.525 0.043 0.6 to 2.1 0.013 0.994 
8.5 0.282 0.5 to 4.4 0.763 0.985 10.1 to 13 4.469 0.608 0.012 0.7 to 2.2 0.012 0.992 
8.6 0.299 0.5 to 4.3 0.115 0.982 10.2 to 12 6.856 0.155 0.014 0.7 to 2.7 0.015 0.985 
8.7 0.928 0.6 to 5.1 0.073 0.969 10.2 to 12 3.032 0.210 0.024 0.7 to 2.8 0.018 0.975 
8.8 1.800 0.5 to 5.3 0.070 0.965 10.2 to 12 1.414 -0.051 0.057 0.6 to 3 0.017 0.981 
8.9 2.264 0.6 to 5.5 0.093 0.903 10.3 to 12 2.108 -0.131 0.192 0.6 to 3 0.016 0.986 












Polymer front during polymer injection 
(rising concentration) 
Polymer front during brine injection 






























Set.Inj cm²/min - - - - - - cm²/min - - - 
9.1 6.222 0.2 to 5.7 0.137 0.967 10.1 to 20 0.487 0.842 0.528 0.5 to 2.2 0.009 0.996 
9.2 5.622 0.3 to 6.4 0.086 0.978 10.1 to 22 0.417 0.885 0.312 0.6 to 2.1 0.008 0.998 
9.3 3.438 0.3 to 5.5 0.078 0.989 10 to 17 0.659 0.748 0.156 0.6 to 2.3 0.008 0.997 
9.4 2.952 0.2 to 2.9 0.188 0.937 10.9 to 18 0.640 0.433 0.138 0.5 to 2.6 0.012 0.993 
9.5 1.338 0.2 to 3.5 0.157 0.936 10 to 20 0.746 0.798 0.072 0.5 to 3 0.028 0.955 
9.6 2.388 0.1 to 3.8 0.137 0.932 10.1 to 18 0.561 0.869 0.060 0.5 to 3.4 0.033 0.930 
9.7 3.000 0.1 to 5.5 0.118 0.966 10 to 14 1.706 0.575 0.174 0.5 to 3.1 0.020 0.976 
9.8 4.278 0.2 to 6.9 0.082 0.980 10 to 15 1.520 0.753 0.222 0.5 to 3.2 0.010 0.994 
9.9 7.206 0.2 to 7 0.077 0.985 10.1 to 16 1.700 0.903 0.372 0.5 to 2.7 0.007 0.997 







Figure 4.61: Polymer longitudinal dispersion coefficient measurements performed in conditions of decreasing (red) and 
increasing (green) flow rate. 
 
Figure 4.62: Salt longitudinal dispersion coefficient measurements performed in conditions of decreasing (dark blue) and 
increasing (light blue) flow rate. 
Differently, salt does not seem to have the bias observed for the polymer, as 
shown by Figure 4.62. The results obtained under increasing flow rates are, on average, 7% 
higher than those obtained under decreasing flow rate condition. However, 13 experiments 
resulted in higher 𝐾𝐿,𝑠 for increasing flow rates while the other 13 indicated higher 𝐾𝐿,𝑠 for 





4.3.9.1 Comparison between polymer and salt 
Figure 4.63 presents a plot of the ratio 𝐾𝐿,𝑠 𝐾𝐿,𝑝⁄ , i.e., the fraction represented by 
the salt (tracer) longitudinal dispersion coefficient relative to the polymer one. 
Figure 4.63 shows that the salt longitudinal dispersion coefficients were within 
1.5% and 11% of the ones observed for the polymer, with the exception of the experiment 
7.10 (25.5%), which was considered an outlier. That is, polymer longitudinal dispersion 
coefficients were considerably higher than the tracer ones. Such result was also observed by 
Sorbie et al. (1987), which the authors found that, for their case, the salt longitudinal 
dispersion coefficients represented between 25% to 50% of the polymer ones. Those authors 
attributed that results to the higher molecular size of the polymer. Sorbie et al. (1987) worked 
with xanthan gum of molecular weight between 2 and 3 million Dalton, while the HPAM-ATBS 
used in this work has a molecular weight between 12 and 14 million Dalton. The molecular 
weight of polymers is directly proportional to the hydrodynamic radius, a rough 
approximation of the molecular size for polymers in solution (Kulicke and Clasen, 2004). 
Therefore, the difference in molecular size between polymer and salt is greater in this work, 
which is consistent with the result that 𝐾𝐿,𝑠 represented a lower fraction of the 𝐾𝐿,𝑝 in our 
work relative to the work of Sorbie et al. (1987). 
 
Figure 4.63: Longitudinal dispersion coefficients for the salt divided by the polymer one for each experiment. 
Also, it is worth noting that Sorbie et al. (1987) found that the presence of polymer 
in 400 ppm decreased the salt tracer (chloride ion) dispersion considerably. These authors 
attributed this effect to the high molecular weight polymer presence in the porous medium, 
and not to the viscosification of the fluid, as this result was not observed when the brine was 





section should not be used as references for the transport of these salts in porous media in 
the absence of polymer. 
4.3.9.2 Effect of polymer concentration 
Figure 4.64 presents a plot of the 𝐾𝐿,𝑝 versus the injected polymer concentration. 
The results were grouped by different injection volumetric flow rates, even though the flow 
rate effect is discussed in section 4.3.9.3. Figure 4.64 contains data of experiment sets 7 (500 
ppm), 5 (800 ppm), 3 (1250 ppm), and 6 (2000 ppm), which were performed in cores of slightly 
different permeabilities. 
 
Figure 4.64: Polymer longitudinal dispersion coefficient versus injected polymer concentration for groups of different 
injection volumetric flow rates. The full lines correspond to linear fits of the increasing flow rate data, and the dashed 
lines correspond to linear fits of the decreasing flow rate data. 
It is difficult to find a trend in the data shown in Figure 4.64. Even so, the 𝐾𝐿,𝑝 seem 
to increase with the polymer concentration. This trend of increase is more pronounced in the 
decreasing flow rate data. 
Sorbie et al. (1987) tested two different concentrations (50 and 400 ppm) of xanthan 
gum in an 1850 mD sandstone core. These authors used a similar history matching procedure 
to obtain polymer dispersions, even though the model used by them to match the experimental 
data was simpler than the one used in this work. The results of that work show a decrease on 
𝐾𝐿,𝑝 when the polymer concentration was increased from 50 to 400 ppm. However, the 
decrease was slight, and the data was not obtained under the same FAR, as shown in Table 4.26. 
Table 4.26: Results of polymer longitudinal dispersion coefficients obtained by Sorbie et al. (1987) for a xanthan gum in a 
1850 mD sandstone core. 
Polymer concentration 
50 ppm 400 ppm 
𝐾𝐿,𝑝 (𝑐𝑚
2 𝑚𝑖𝑛⁄ ) 𝐹𝐴𝑅 (𝑐𝑚 𝑚𝑖𝑛⁄ ) 𝐾𝐿,𝑝 (𝑐𝑚
2 𝑚𝑖𝑛⁄ ) 𝐹𝐴𝑅 (𝑐𝑚 𝑚𝑖𝑛⁄ ) 
0.076 0.168 0.008 0.056 
0.391 0.838 0.070 0.335 
1.452 2.792 0.076 0.335 





Additionally, Sorbie et al. (1987) tested a xanthan gum, a polymer with a rigid 
structure, which is different than the flexible ATBS-HPAM tested in this work. Also, the 
polymer concentrations analyzed in that work were lower than the ones in this work, and may 
even be in a different concentration regime. 
The many differences between this work and the one carried on by Sorbie et al. 
(1987) make them stand apart, and do not invalidate nor corroborate any of the results. 
However, one finding of the work of Sorbie et al. (1987) may explain the observation in Figure 
4.64. As discussed in section 4.3.9.1, the longitudinal dispersion coefficients for polymer were 
consistently higher than the salt tracers in both this and Sorbie et al. (1987) works. Sorbie et 
al. (1987) also found that the dispersion coefficient of a low molecular weight agent (glycerol) 
has similar longitudinal dispersion coefficients than the salt tracer. Therefore, the increase in 
molecular weight seems to be the main agent for the longitudinal dispersion increase. Now, 
consider a group of entangled polymer molecules flowing through a porous medium. Consider 
that these entangled chains behave similarly to a single polymer chain with molecular weight 
equal to the sum of the entangled chains. By this logic argument, the more entangled are the 
polymer molecules, the higher should be the 𝐾𝐿,𝑝. Finally, as De Gennes (1976) define, the 
density of polymer entanglement points is proportional to 𝑐𝑝
2.25, i.e., entanglement increases 
as polymer concentration increases. Thus, this hypothesis can explain the observation of 
Figure 4.64. 
The above hypothesis considers entangled polymer chains, and therefore is not 
valid for the dilute regime. The polymer solutions tested by Sorbie et al. (1987) could be in the 
dilute regime due to the low concentrations used. Therefore, the results by Sorbie et al. 
(1987), replicated in Table 4.26, do not invalidate the above hypothesis. 
4.3.9.3 Effect of injection volumetric flow rate or velocity 
Figure 4.65 shows the 𝐾𝐿,𝑝 versus the volumetric flow rate and FAR. The 
experimental data was grouped according to the polymer concentration in the top graph, 
which presents data from experiment sets 7 (500 ppm), 5 (800 ppm), 3 (1250 ppm), and 6 
(2000 ppm). The bottom graph contains data grouped by core permeability, as shows data 
from experiment sets 4 (7134 mD), 7 (4140 mD), 8 (1873 mD), and 9 (588 mD). The data 
presented in the top graph were obtained from experiments conducted in similar core 
permeabilities (around 4000 mD), and the bottom one shows data from experiments under 
the same polymer concentration (500 ppm). 
Polymer longitudinal dispersion coefficient increases with increasing flow velocity, 








Figure 4.65: Polymer longitudinal dispersion coefficient versus FAR for different polymer concentrations (top), and for 
different core permeabilities (bottom). The full and dashed lines correspond to the increasing and decreasing flow rate 
power-law fits, respectively. 
Table 4.27: Correlations between polymer longitudinal dispersion coefficients and the front advance rate for experiment 






Fit Curve * 
Coefficient of 
Determination 
3 increasing flow rate 
1250 ppm 4130 mD 
𝐾𝐿,𝑝 = 6.47 𝐹𝐴𝑅
1.08 0.966 
3 decreasing flow rate 𝐾𝐿,𝑝 = 35.7 𝐹𝐴𝑅
1.48 0.987 
4 increasing flow rate 
500 ppm 7134 mD 
𝐾𝐿,𝑝 = 2.22 𝐹𝐴𝑅
1.12 0.948 
4 decreasing flow rate 𝐾𝐿,𝑝 = 1.81 𝐹𝐴𝑅
0.91 0.911 
5 increasing flow rate 
800 ppm 4082 mD 
𝐾𝐿,𝑝 = 2.86 𝐹𝐴𝑅
0.98 0.980 
5 decreasing flow rate 𝐾𝐿,𝑝 = 13.4 𝐹𝐴𝑅
1.39 0.986 
6 increasing flow rate 2000 ppm 3736 mD 𝐾𝐿,𝑝 = 6.80 𝐹𝐴𝑅
1.24 0.994 
7 increasing flow rate 
500 ppm 4140 mD 
𝐾𝐿,𝑝 = 7.26 𝐹𝐴𝑅
1.31 0.995 
7 decreasing flow rate 𝐾𝐿,𝑝 = 5.53 𝐹𝐴𝑅
1.10 0.912 
8 increasing flow rate 
500 ppm 1873 mD 
𝐾𝐿,𝑝 = 8.42 𝐹𝐴𝑅
0.82 0.866 
8 decreasing flow rate 𝐾𝐿,𝑝 = 11.0 𝐹𝐴𝑅
0.89 0.932 
9 increasing flow rate 
500 ppm 588 mD 
𝐾𝐿,𝑝 = 15.4 𝐹𝐴𝑅
0.61 0.970 
9 decreasing flow rate 𝐾𝐿,𝑝 = 23.4 𝐹𝐴𝑅
0.65 0.934 
* – 𝐾𝐿,𝑝 in cm²/min and FAR in cm/min. 
This increasing power law trend has been previously observed for polymers 





The dispersion increase with flow velocity is a well-known phenomenon (Alkindi 
et al., 2011; Delgado, 2007) characterized by the mechanical mixing of the solution due to 
velocity changes caused by the tortuosities of the medium. As flow velocity increases, the 
mixing tends to increase which results in increased dispersion. 
It is notable that the increasing power law trend maintains a similar behavior with 
high coefficients of determination regardless of polymer concentration or permeability of the 
medium. 
4.3.9.4 Effect of core permeability 
Figure 4.66 shows a plot of the 𝐾𝐿,𝑝 versus the core initial permeability. The data 
were grouped according to their volumetric flow rate. Figure 4.66 reports data for 500 ppm of 
polymer and contains experiment sets 4 (7134 mD), 7 (4140 mD), 8 (1873 mD), and 9  
(588 mD). 
 
Figure 4.66: Polymer longitudinal dispersion coefficients versus initial core permeability for groups of different injection 
volumetric flow rates. The full and dashed lines correspond to the increasing and decreasing flow rate power law fits, 
respectively. 
One can see in Figure 4.66 that the 𝐾𝐿,𝑝 increases with core permeability decrease. 
Also, power law functions fit the data, as shown by Table 4.28. 
Note that the exponent in the power law functions is negative and have a trend of 
decreasing (increasing in absolute value) as flow velocity decreases. This behavior indicates 
that the 𝐾𝐿,𝑝 variation with permeability is sharper for low flow velocities, which can also be 
seen in Figure 4.66. 
The dispersion mechanism itself may be able to explain the phenomenon 
observed in Figure 4.66. Dispersion is caused because convection within a porous medium 
enables mechanical mixing due to the velocity gradients within the pore structure (Booth, 
2008). This mixing is enhanced by a tortuous and complex porous structure. Therefore, if the 
pore structure is more tortuous as permeability decreases, the mechanical mixing should 





Table 4.28: Power law correlations between polymer longitudinal dispersion coefficients and the core permeability. 
Volumetric Flow 
Rate 
Flow Velocity * Flow Condition Fit Curve † 
Coefficient of 
Determination 
cm³/min ft/day - - - 
2 8.442 
Increasing flow rate 𝐾𝐿,𝑝 = 3.49 𝑘𝑓
−1.20 0.967 
Decreasing flow rate 𝐾𝐿,𝑝 = 4.22 𝑘𝑓
−1.08 0.990 
1 4.221 
Increasing flow rate 𝐾𝐿,𝑝 = 2.25 𝑘𝑓
−1.18 0.934 
Decreasing flow rate 𝐾𝐿,𝑝 = 2.69 𝑘𝑓
−1.12 0.974 
0.6 2.533 
Increasing flow rate 𝐾𝐿,𝑝 = 1.52 𝑘𝑓
−1.49 0.982 
Decreasing flow rate 𝐾𝐿,𝑝 = 1.67 𝑘𝑓
−1.20 0.994 
0.25 1.055 
Increasing flow rate 𝐾𝐿,𝑝 = 0.598 𝑘𝑓
−1.59 0.984 
Decreasing flow rate 𝐾𝐿,𝑝 = 0.872 𝑘𝑓
−1.70 0.983 
* – Approximate values; † – 𝐾𝐿,𝑝 in cm²/min and 𝑘𝑓 in cm². 
4.4 Summary 
This chapter focused on the experimental measurement of polymer properties 
related to its transport through porous media. A summary of the developments presented in 
this chapter are listed below: 
 This chapter led to the development of a single-phase polymer core flooding 
experiment protocol which allows measurements of polymer: reversible and 
irreversible retentions, inaccessible pore volume (IAPV), permeability reduction (or 
RRF), in-situ viscosity, degradation, and dispersion; 
 The materials and methods used in the experiments were described thoroughly to 
allow comprehension of the results by the reader, reproduction of the results, and 
comparison with uncited or future literature; 
 All the experimental study was performed in the dilute and semidilute concentration 
regimes of the polymer solution target of this work; 
 The bulk viscosity of the tested polymer solutions could be matched by the Carreau 
model in the semidilute regime and by Newtonian viscosity in the dilute regime; 
 None of the properties estimated in the experiments presented any hysteresis 
regarding the direction of flow rate change (increasing or decreasing flow rates), 
except for polymer longitudinal dispersion. Therefore, the determination of the 
dynamic properties of polymer flowing through porous medium was not dependent 
on the previous state of flow rate for the tested conditions; 
 The rheology-based method for estimating polymer IAPV was not reliable using the 
instrumentation employed in this work. Aiming to obtain reliable measurements 
through this method, one needs a very precise pressure differential sensors and pump; 
 Polymer IAPV increased with polymer concentration. Two hypotheses were proposed 
to explain this behavior: 1. depleted layer enlarges due to free polymer repulsion by 
the adsorbed polymer molecules; and 2. increased size incompatibility between 





polyelectrolytes, and hypothesis 2 should only be acting in the semidilute 
concentration regime; 
 Polymer IAPV decreased with increasing volumetric flow rate (or velocity), following a 
power law function. Two hypotheses proposed in the literature may explain this 
observation: 1. the higher pressure field pushing the polymer molecules through 
previously inaccessible pores (Zhang and Seright, 2015); and 2. Depleted layer 
reduction due to chain alignment with the flow (Chauveteau and Zaitoun, 1981); 
 Polymer IAPV decreased with increasing permeability following a power law function. 
This observation is related to the tendency of pore size reduction with permeability 
reduction and the depleted layer effects being more relevant in small pores; 
 Using the fitted power law curves in the IAPV versus permeability data, one can 
determine a permeability in which 100% of the pore space is inaccessible to the 
polymer. This work proposes the use of this permeability value as a novel screening 
criterion for polymer flooding applications; 
 Significant polymer irreversible retention was only observed in the first injection of 
each experiment set when performing multiple injections of polymer in the same 
concentration. This observation indicates that adsorption was the only mechanism for 
irreversible retention in the experiments reported in this work, i.e., no mechanical 
entrapment; 
 The adsorption in fresh porous medium followed a type IV isotherm, characterized by 
two plateaus. The first plateau occurs near the overlapping concentration c*, and the 
second plateau may take place near the overlapping concentration c**. This 
observation is in line with the theory proposed by Zhang and Seright (2014); 
 Adsorption in a porous medium that has already been in contact with a lower 
concentration polymer solution (i.e., re-adsorption) followed a type I isotherm (e.g., 
Langmuir isotherm). A novel mechanism was proposed to explain this observation. The 
mechanism is based on the local desorption of sections of the adsorbed polymer chains 
and the adsorption of polymer molecules in the solution until equilibrium; 
 No correlation could be drawn regarding the effect of permeability nor available 
surface area on polymer adsorption with the experimental data presented in this work; 
 The hydrodynamic retention increased with the volumetric flow rate (or velocity), 
following a function 𝑦 = 𝑎 − 𝑏 𝑥⁄ , and reaching a plateau for high flow rates. This 
result indicates that more polymer is retained in high flow rate zones of a reservoir, 
such those regions near to the wells (injectors and producers); 
 The plateau for hydrodynamic retention was reached for flow rates higher than 1 
cm³/min, which corresponds to a frontal advance rate (FAR) of 4.2 ft/day for the cores 
used in this work; 
 The reversible retention versus polymer concentration behavior could be modeled as 
a fraction of the irreversible retention in fresh porous media. The fraction of reversible 





 The reversible retention decreased with increasing permeability, following a power-
law curve. This observation may be associated with more hydrodynamic retention sites 
to trap polymer molecules being present in low permeability rocks than in highly 
permeable ones, as tortuous flow channels and constriction sites are more prominent 
in low permeability rocks; 
 The experiments indicated that relevant hydrodynamic retention (upwards of 35.7% 
of the overall retention) takes place during polymer flooding under high flow rates, 
with low permeability being an intensifier to this effect. Therefore, hydrodynamic 
retention should not be neglected in field applications; 
 The liberation of trapped polymer near injection wells by injection rate reduction could 
represent an economic advantage in some EOR projects. The feasibility of liberating 
hydrodynamic retained polymer near injection wells should be investigated in 
reservoir management studies; 
 The RRF increased with polymer concentration, which may be associated with an 
increase in the adsorption layer, as suggested by Mishra et al. (2014); 
 The RRF decreased with the initial permeability of the core, following a power law fit; 
 The power law fit curves of the RRF versus initial core permeability get progressively 
sharper as the injection volumetric flow rate decreases. This observation is in line with 
the mechanisms proposed by Dupuis et al. (2011) of (1) polymer desorption and (2) 
conformation changes in the adsorption polymer chains. Those mechanisms were 
enhanced by the discussions in this work in the sense that: (1) may be caused by 
hydrodynamic retention and not desorption; and (2) the conformation changes may 
be due to the tails and loops of the adsorbed chains aligning themselves with the flow 
direction; 
 The RRF behavior regarding the volumetric flow rate (or velocity) was diverse, ranging 
from sharp decrease with FAR increase, to insensitive, to sharp increase with FAR. Due 
to lack of literature consensus on the topic and the results observed in this work, it is 
proposed that the properties of the porous medium play a major role in the RRF rather 
than the flow properties; 
 The RRF could not be linearly correlated with the polymer retention (both adsorption 
and hydrodynamic) for all the experiments in this work. This result indicates that 
another unknown factor plays an important role in the RRF. Nevertheless, some 
experiments indicate that RRF and retention are correlated in some form; 
 The study of the correlation between RRF and retention revealed that hydrodynamic 
retention might be as influential or even more important than adsorption in the RRF 
mechanism; 
 Consistent with literature reports, the polymer in-situ viscosity was lower than bulk 
viscosity in the absence of elongational flow. The experimental data suggest that the 
shear thinning behavior of the polymeric solution target of this study is similar for bulk 
and in-situ conditions in the absence of elongational flow, i.e., similar flow behavior 





 The viscosity reduction from bulk to in-situ increased with polymer concentration. This 
observation indicates that the depleted layer enlarges with polymer concentration, 
which corroborates with the theory developed to explain IAPV increase with polymer 
concentration; 
 The onset for polymer elongational viscosity when flowing through porous medium 
was between 100 and 300 s-1. However, the solution did not display this shear 
thickening behavior in high permeability cores (> 4100 mD) even for shear rates close 
to 500 s-1. The lack of shear thickening viscosity in the high permeability cores indicates 
that pore network structure, and not necessarily the permeability, plays a considerable 
role on the elongational viscosity observed for flexible polymer during flow through 
porous media; 
 Polymer mechanical degradation increased with polymer concentration. This 
observation may be related to the degree of interaction between polymer chains in 
solution as they are subjected to high flow stresses; 
 Polymer mechanical degradation decreased with increasing measurement shear rate, 
which results in the solution losing part of its shear thinning characteristic, i.e., 
approaching Newtonian behavior. Such observation may be related to a mechanism of 
preferable chain scission of the polymer molecules with a molecular weight higher 
than the average molecular weight observed by Abdel-Alim and Hamielec (1973); 
 The loss of shear thinning behavior in mechanically degraded polymer solutions is 
undesirable for polymer EOR. This argument comes from the fact that near injection 
wells (high shear rate), the viscosity of the injected fluid is lower than far from wells 
(low shear rate). Therefore, injectivity losses are dampened, while enhancing mobility 
control deep within the reservoir. Such result goes against the recommendation of pre-
shearing the polymer before injection; 
 When the solution went through high shear rates (> 2000 s-1) within capillary tubes, 
mechanical degradation increased as the maximum stress experienced by the polymer 
raised. The degradation versus maximum experienced shear rate followed a power law 
function; 
 When the solution was exposed to low shear rates (< 500 s-1) within porous media, 
mechanical degradation did not exhibit any trend regarding the maximum stress 
experienced by the polymer. This result indicates that whether no degradation took 
place, or the investigated range (between 20 s-1 and 500 s-1) was too small to reveal a 
trend; 
 History matching of the experimental data using the simulator developed in this work 
was successful and enabled estimation of polymer and salt longitudinal dispersion 
coefficients; 
 Polymer longitudinal dispersion was much higher than the salt one, consistent with 
other literature work. This behavior indicates that the molecular size plays an 





 Increase in the polymer concentration seems to increase the longitudinal polymer 
dispersion. This behavior may be correlated with entangled chains behaving similar to 
a single polymer chain of increased size; 
 Consistent with the literature, the polymer longitudinal dispersion coefficient 
increased with the flow velocity, and was correlated by a power law. Notably, this 
behavior was present for different permeabilities and polymer concentrations; 
 The polymer longitudinal dispersion coefficient increased with decreasing 
permeability, following a power law function. The mechanism behind this observation 
may be related to the increased complexity of the low permeability media favoring 
mechanical mixing in the pore scale. 
 A summary of the effects of flow velocity, polymer concentration, and permeability of 
the medium in the phenomena investigated in this chapter is presented in Table 4.29. 
Table 4.29: Summary of the effects of the investigated parameters into the phenomena studied in this chapter 
Parameter Flow velocity Polymer concentration 
Permeability of the 
medium 
Phenomenon 
Effect if parameter is increased 
(section which discusses the effect) 















































* - This effect is analyzed through the shear rate behavior, the increase of flow velocity tends to increase the shear rate, while permeability has the 





5 CONCLUSIONS AND RECOMMENDATIONS 
This chapter is dedicated to summarize the conclusions of the thesis and the 
recommendations to future investigations. 
5.1 Conclusions 
This work presented both modeling and experimental investigations. Even though 
there is an intersection between these two parts of the study, the conclusions are separated. 
The intersection of the two studies was evident in the experiment history matching to 
determine the longitudinal dispersion coefficients (see section 4.3.9). 
Modeling 
The chapter 3 focused on the modeling of polymer transport through porous 
media. The main developments of the modeling studies are: 
 Chapter 3 led to the development of a single-phase polymer core flooding simulator. 
This simulator aims to serve as a tool to plan and analyze single-phase core flooding 
experiments using polymer solutions; 
 A discretization criterion was developed through analysis of the highest order errors 
for the numeric PDEs. This criterion can be used as a first time-step in variable time-
step routines. The method used to develop this criterion can be used to develop similar 
criterions for other models; 
 The simulator was validated against analytical solutions under simple conditions. The 
simulator achieved good results under a high Péclet number (𝑁𝑃𝐸 = 500) if the 
discretization criterion was used; 
 Through comparison with simple analytical solutions, it was shown that the hydraulic 
diffusion error was reduced by refining the time discretization, while the error for the 
advection-reaction-dispersion of components was minimized by using the developed 
discretization criterion; 
 A sensitivity analysis was performed using the simulator and considering 27 cases and 
13 input variables. This analysis was valuable to highlight the nonlinear impacts of 
different input variables on the output results; 
 A table of correlations between input and output variables was developed through the 
sensitivity analysis (see Table 3.16); 
 The experimental and simulation history matching results displayed good coherence 
even though few variables were used in the history matching process. The majority of 
the input variables were supplied by the author of the experiments or common values 






The chapter 4 focused on the experimental measurement of polymer properties 
related to its transport through porous media. A summary of the experimental developments 
are listed below: 
 Chapter 4 led to the development of a single-phase polymer core flooding experiment 
protocol which allows measurements of polymer: reversible and irreversible 
retentions, inaccessible pore volume (IAPV), permeability reduction (or RRF), in-situ 
viscosity, degradation, and dispersion; 
 All the experimental study was performed in the dilute and semidilute concentration 
regimes of the polymer solution target of this work; 
 The bulk viscosity of the tested polymer solutions could be matched by the Carreau 
model in the semidilute regime and by Newtonian viscosity in the dilute regime; 
 None of the properties estimated in the experiments presented any hysteresis 
regarding the direction of flow rate change (increasing or decreasing flow rates), 
except for polymer longitudinal dispersion. Therefore, the determination of the 
dynamic properties of polymer flowing through porous medium was not dependent 
on the previous state of flow rate for the tested conditions; 
 The rheology-based method for estimating polymer IAPV was not reliable using the 
instrumentation employed in this work. Aiming to obtain reliable measurements 
through this method, one needs a very precise pressure differential sensors and pump; 
 Polymer IAPV increased with polymer concentration. Two hypotheses were proposed 
to explain this behavior: 1. depleted layer enlarges due to free polymer repulsion by 
the adsorbed polymer molecules; and 2. increased size incompatibility between 
entangled polymers and pore throats. Note that hypothesis 1 is only valid for 
polyelectrolytes, and hypothesis 2 should only be acting in the semidilute 
concentration regime; 
 Polymer IAPV decreased with increasing volumetric flow rate (or velocity), following a 
power law function. Two hypotheses proposed in the literature may explain this 
observation: 1. the higher pressure field pushing the polymer molecules through 
previously inaccessible pores (Zhang and Seright, 2015); and 2. Depleted layer 
reduction due to chain alignment with the flow (Chauveteau and Zaitoun, 1981); 
 Polymer IAPV decreased with increasing permeability following a power law function. 
This observation is related to the tendency of pore size reduction with permeability 
reduction and the depleted layer effects being more relevant in small pores; 
 Using the fitted power law curves in the IAPV versus permeability data, one can 
determine a permeability in which 100% of the pore space is inaccessible to the 
polymer. This work proposes the use of this permeability value as a novel screening 
criterion for polymer flooding applications; 
 Significant polymer irreversible retention was only observed in the first injection of 





concentration. This observation indicates that adsorption was the only mechanism for 
irreversible retention in the experiments reported in this work, i.e., no mechanical 
entrapment; 
 The adsorption in fresh porous medium followed a type IV isotherm, characterized by 
two plateaus. The first plateau occurs near the overlapping concentration c*, and the 
second plateau may take place near the overlapping concentration c**. This 
observation is in line with the theory proposed by Zhang and Seright (2014); 
 Adsorption in a porous medium that has already been in contact with a lower 
concentration polymer solution (i.e., re-adsorption) followed a type I isotherm (e.g., 
Langmuir isotherm). A novel mechanism was proposed to explain this observation. The 
mechanism is based on the local desorption of sections of the adsorbed polymer chains 
and the adsorption of polymer molecules in the solution until equilibrium; 
 No correlation could be drawn regarding the effect of permeability nor available 
surface area on polymer adsorption with the experimental data presented in this work; 
 The hydrodynamic retention increased with the volumetric flow rate (or velocity), 
following a function 𝑦 = 𝑎 − 𝑏 𝑥⁄ , and reaching a plateau for high flow rates. This 
result indicates that more polymer is retained in high flow rate zones of a reservoir, 
such those regions near to the wells (injectors and producers); 
 The plateau for hydrodynamic retention was reached for flow rates higher than 1 
cm³/min, which corresponds to a frontal advance rate (FAR) of 4.2 ft/day for the cores 
used in this work; 
 The reversible retention versus polymer concentration behavior could be modeled as 
a fraction of the irreversible retention in fresh porous media. The fraction of reversible 
retention increased with the volumetric flow rate; 
 The reversible retention decreased with increasing permeability, following a power-
law curve. This observation may be associated with more hydrodynamic retention sites 
to trap polymer molecules being present in low permeability rocks than in highly 
permeable ones, as tortuous flow channels and constriction sites are more prominent 
in low permeability rocks; 
 The experiments indicated that relevant hydrodynamic retention (upwards of 35.7% 
of the overall retention) takes place during polymer flooding under high flow rates, 
with low permeability being an intensifier to this effect. Therefore, hydrodynamic 
retention should not be neglected in field applications; 
 The liberation of trapped polymer near injection wells by injection rate reduction could 
represent an economic advantage in some EOR projects. The feasibility of liberating 
hydrodynamic retained polymer near injection wells should be investigated in 
reservoir management studies; 
 The RRF increased with polymer concentration, which may be associated with an 
increase in the adsorption layer, as suggested by Mishra et al. (2014); 





 The power law fit curves of the RRF versus initial core permeability get progressively 
sharper as the injection volumetric flow rate decreases. This observation is in line with 
the mechanisms proposed by Dupuis et al. (2011) of (1) polymer desorption and (2) 
conformation changes in the adsorption polymer chains. Those mechanisms were 
enhanced by the discussions in this work in the sense that: (1) may be caused by 
hydrodynamic retention and not desorption; and (2) the conformation changes may 
be due to the tails and loops of the adsorbed chains aligning themselves with the flow 
direction; 
 The RRF behavior regarding the volumetric flow rate (or velocity) was diverse, ranging 
from sharp decrease with FAR increase, to insensitive, to sharp increase with FAR. Due 
to lack of literature consensus on the topic and the results observed in this work, it is 
proposed that the properties of the porous medium play a major role in the RRF rather 
than the flow properties; 
 The RRF could not be linearly correlated with the polymer retention (both adsorption 
and hydrodynamic) for all the experiments in this work. This result indicates that 
another unknown factor plays an important role in the RRF. Nevertheless, some 
experiments indicate that RRF and retention are correlated in some form; 
 The study of the correlation between RRF and retention revealed that hydrodynamic 
retention might be as influential or even more important than adsorption in the RRF 
mechanism; 
 Consistent with literature reports, the polymer in-situ viscosity was lower than bulk 
viscosity in the absence of elongational flow. The experimental data suggest that the 
shear thinning behavior of the polymeric solution target of this study is similar for bulk 
and in-situ conditions in the absence of elongational flow, i.e., similar flow behavior 
indexes in the Ostwald-de Waele model; 
 The viscosity reduction from bulk to in-situ increased with polymer concentration. This 
observation indicates that the depleted layer enlarges with polymer concentration, 
which corroborates with the theory developed to explain IAPV increase with polymer 
concentration; 
 The onset for polymer elongational viscosity when flowing through porous medium 
was between 100 and 300 s-1. However, the solution did not display this shear 
thickening behavior in high permeability cores (> 4100 mD) even for shear rates close 
to 500 s-1. The lack of shear thickening viscosity in the high permeability cores indicates 
that pore network structure, and not necessarily the permeability, plays a considerable 
role on the elongational viscosity observed for flexible polymer during flow through 
porous media; 
 Polymer mechanical degradation increased with polymer concentration. This 
observation may be related to the degree of interaction between polymer chains in 
solution as they are subjected to high flow stresses; 
 Polymer mechanical degradation decreased with increasing measurement shear rate, 





approaching Newtonian behavior. Such observation may be related to a mechanism of 
preferable chain scission of the polymer molecules with a molecular weight higher 
than the average molecular weight observed by Abdel-Alim and Hamielec (1973); 
 The loss of shear thinning behavior in mechanically degraded polymer solutions is 
undesirable for polymer EOR. This argument comes from the fact that near injection 
wells (high shear rate), the viscosity of the injected fluid is lower than far from wells 
(low shear rate). Therefore, injectivity losses are dampened, while enhancing mobility 
control deep within the reservoir. Such result goes against the recommendation of pre-
shearing the polymer before injection; 
 When the solution went through high shear rates (> 2000 s-1) within capillary tubes, 
mechanical degradation increased as the maximum stress experienced by the polymer 
raised. The degradation versus maximum experienced shear rate followed a power law 
function; 
 When the solution was exposed to low shear rates (< 500 s-1) within porous media, 
mechanical degradation did not exhibit any trend regarding the maximum stress 
experienced by the polymer. This result indicates that whether no degradation took 
place, or the investigated range (between 20 s-1 and 500 s-1) was too small to reveal a 
trend; 
 History matching of the experimental data using the simulator developed in this work 
was successful and enabled estimation of polymer and salt longitudinal dispersion 
coefficients; 
 Polymer longitudinal dispersion was much higher than the salt one, consistent with 
other literature work. This behavior indicates that the molecular size plays an 
important role in component dispersion through porous media; 
 Increase in the polymer concentration seems to increase the longitudinal polymer 
dispersion. This behavior may be correlated with entangled chains behaving similar to 
a single polymer chain of increased size; 
 Consistent with the literature, the polymer longitudinal dispersion coefficient 
increased with the flow velocity, and was correlated by a power law. Notably, this 
behavior was present for different permeabilities and polymer concentrations; 
 The polymer longitudinal dispersion coefficient increased with decreasing 
permeability, following a power law function. The mechanism behind this observation 
may be related to the increased complexity of the low permeability media favoring 







Recommendations for future work are: 
Modeling 
 Include the modeling of mechanical entrapment in the developed or similar simulator. 
The model could be the one developed by Huh et al. (1990), and could take a similar 
approach to the one reported by Farajzadeh et al. (2016a); 
 Include the modeling of mechanical degradation in the developed or similar simulator. 
The approach to model this phenomenon could be similar to the one employed by 
Brakstad and Rosenkilde (2016); 
 Improve the polymer in-situ viscosity implementation in the developed simulator to 
include shear thickening behavior under high shear rates. Data from this work as well 
as the works of Stavland et al. (2010) and Al-Shakry et al. (2019) could help the 
development of such model. Ideally, this model should be coupled with the mechanical 
degradation model; 
 Improve the polymer adsorption model in the developed simulator to account for 
adsorption and re-adsorption mechanisms as well as different isotherms. The data 
from this work as well as the works of Zhang and Seright (2014) and Lizcano (2018) 
could serve as grounds to such development; 
 Apply the developed simulator on additional experiment planning and history 
matching to validate its applicability further and identify its drawbacks under different 
conditions; 
 Integrate the developments achieved with the simulator developed in this work within 
the Matlab Reservoir Simulation Toolbox (MRST) 
Experimental 
 Improve the workbench design to accommodate a tracer detector that can capture the 
falling tracer concentration behavior; 
 Verify the measured properties under the presence of oil, under different wettability 
conditions; 
 Replicate the experiments for different types of polymers and lithologies, in order to 
validate and improve the theories developed by this work; 
 Further investigate the IAPV versus permeability behavior as a screening criterion for 
EOR applications; 
 Investigate the polymer adsorption and re-adsorption above polymer concentrations 
of 2000 ppm and within the concentrated regime; 
 Study the feasibility of liberating hydrodynamically retained polymer near injection 





 Study the mechanisms of permeability reduction caused by polymer with detailed 
characterization of the medium. Such research can identify which properties of the 
porous medium are key to the RRF, or refute the theory proposed in this work; 
 Try to improve the correlation between RRF and retention (both irreversible and 
reversible) through multilinear or nonlinear regressions; 
 Investigate whether the further polymer front delay observed in all experiments during 
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1997. Mechanical Degradation of Polymers in Flows Through Porous Media: Effect of 
Flow Path Length and Particle Size. Appl. Mech. Rev. 50, S149. doi:10.1115/1.3101827 
Muller, G., 1981a. Thermal stability of polyacrylamide solutions: effect of residual impurities 
in the molecular-weight-degradation process upon heating. Polym. Bull. 5, 39–45. 
doi:10.1007/BF00255085 
Muller, G., 1981b. Thermal stability of high-molecular-weight polyacrylamide aqueous 
solutions. Polym. Bull. 5, 31–37. doi:10.1007/BF00255084 
Muller, G., Fenyo, J.C., Selegny, E., 1980. High molecular weight hydrolyzed polyacrylamides. 
III. Effect of temperature on chemical stability. J. Appl. Polym. Sci. 25, 627–633. 
doi:10.1002/app.1980.070250409 
Niu, Y., Jian, O., Zhu, Z., Wang, G., Sun, G., Shi, L., 2001. Research on Hydrophobically 
Associating Water-soluble Polymer Used for EOR, in: SPE International Symposium on 





Noïk, C., Delaplace, P., Muller, G., 1995. Physico-Chemical Characteristics of Polyacrylamide 
Solutions after Mechanical Degradation through a Porous Medium, in: SPE International 
Symposium on Oilfield Chemistry. Society of Petroleum Engineers, pp. 93–100. 
doi:10.2118/28954-MS 
Osterloh, W.T., Law, E., 1998. Polymer Transport and Rheological Properties for Polymer 
Flooding in the North Sea, in: SPE/DOE Improved Oil Recovery Symposium. Society of 
Petroleum Engineers. doi:10.2118/39694-MS 
Ostwald, W., 1925. Ueber die Geschwindigkeitsfunktion der Viskosität disperser Systeme. II. 
Kolloid-Zeitschrift 36, 157–167. doi:10.1007/BF01423485 
Page, M., Lecourtier, J., Noǐk, C., Foissy, A., 1993. Adsorption of Polyacrylamides and of 
Polysaccharides on Siliceous Materials and Kaolinite: Influence of Temperature. J. Colloid 
Interface Sci. 161, 450–454. doi:10.1006/jcis.1993.1488 
Pancharoen, M., Thiele, M.R., Kovscek, A.R., 2010. Inaccessible Pore Volume of Associative 
Polymer Floods, in: SPE Improved Oil Recovery Symposium. Society of Petroleum 
Engineers, p. 15. doi:10.2118/129910-MS 
Pastor, M.V., Costell, E., Izquierdo, L., Durán, L., 1994. Effects of concentration, pH and salt 
content on flow characteristics of xanthan gum solutions. Food Hydrocoll. 8, 265–275. 
doi:10.1016/S0268-005X(09)80339-1 
Peaceman, D.W., Rachford, H.H., 1962. Numerical Calculation of Multidimensional Miscible 
Displacement. Soc. Pet. Eng. J. 2, 327–339. doi:10.2118/471-PA 
Perkins, T.K., Johnston, O.C., 1963. A Review of Diffusion and Dispersion in Porous Media. Soc. 
Pet. Eng. J. 3, 70–84. doi:10.2118/480-PA 
Perkins, T.K., Johnston, O.C., Hoffman, R.N., 1965. Mechanics of Viscous Fingering in Miscible 
Systems. Soc. Pet. Eng. J. 5, 301–317. doi:10.2118/1229-PA 
Petit, L., Karakasyan, C., Pantoustier, N., Hourdet, D., 2007. Synthesis of graft polyacrylamide 
with responsive self-assembling properties in aqueous media. Polymer (Guildf). 48, 
7098–7112. doi:10.1016/j.polymer.2007.09.040 
Philibert, J., 2005. One and a half century of diffusion: Fick, Einstein, before and beyond. Diffus. 
Fundam. 4, 1–19. 
Philips, J.C., Miller, J.W., Wernau, W.C., Tate, B.E., Auerbach, M.H., 1985. A High-Pyruvate 
Xanthan for EOR. Soc. Pet. Eng. J. 25, 594–602. doi:10.2118/10617-PA 
Pope, G.A., 2007. Overview of Chemical EOR. Casper EOR Work. 
Press, W.H., Teukolsky, S.A., Vetterling, W.T., Flannery, B.P., 2007. Numerical Recipes: The Art 
of Scientific Computing, 3rd ed. Cambridge University Press. 
Pu, W., Shen, C., Wei, B., Yang, Y., Li, Y., 2017. A comprehensive review of polysaccharide 
biopolymers for enhanced oil recovery (EOR) from flask to field. J. Ind. Eng. Chem. 
doi:10.1016/j.jiec.2017.12.034 
Pye, D.J., 1964. Improved Secondary Recovery by Control of Water Mobility. J. Pet. Technol. 
16, 911–916. doi:10.2118/845-PA 
Quadri, S.M.R., Shoaib, M., AlSumaiti, A.M., Alhassan, S.M., 2015. Screening of Polymers for 
EOR in High Temperature, High Salinity and Carbonate Reservoir Conditions, in: 
International Petroleum Technology Conference. International Petroleum Technology 
Conference. doi:10.2523/IPTC-18436-MS 





in aqueous solution induced by chemically generated hydroxyl radicals—Part III: 
Xanthine/xanthine oxidase. Polym. Degrad. Stab. 17, 49–55. doi:10.1016/0141-
3910(87)90047-4 
Raney, K.H., Ayirala, S., Chin, R.W., Verbeek, P., 2012. Surface and Subsurface Requirements 
for Successful Implementation of Offshore Chemical Enhanced Oil Recovery. SPE Prod. 
Oper. 27, 294–305. doi:10.2118/155116-PA 
Rashidi, M., 2010. Physico-Chemistry Characterization of Sulfonated Polyacrylamide Polymers 
for Use in Polymer Flooding. University of Bergen. 
Rashidi, M., Blokhus, A.M., Skauge, A., 2010. Viscosity study of salt tolerant polymers. J. Appl. 
Polym. Sci. 21, NA-NA. doi:10.1002/app.32011 
Rellegadla, S., Prajapat, G., Agrawal, A., 2017. Polymers for enhanced oil recovery: 
fundamentals and selection criteria. Appl. Microbiol. Biotechnol. 101, 4387–4402. 
doi:10.1007/s00253-017-8307-4 
Rios, V. de S., 2014. Recuperação de Óleo por Injeção de Polímeros – Abordagens 
Experimental, Analítica e Numérica em Pequena Escala. University of Campinas. 
Rivenq, R.C., Donche, A., Nolk, C., 1992. Improved Scleroglucan for Polymer Flooding Under 
Harsh Reservoir Conditions. SPE Reserv. Eng. 7, 15–20. doi:10.2118/19635-PA 
Rochefort, W.E., Middleman, S., 1987. Rheology of Xanthan Gum: Salt, Temperature, and 
Strain Effects in Oscillatory and Steady Shear Experiments. J. Rheol. (N. Y. N. Y). 31, 337–
369. doi:10.1122/1.549953 
Rodriguez, S., Romero, C., Sargenti, M.L., Müller, A.J., Sáez, A.E., Odell, J.A., 1993. Flow of 
polymer solutions through porous media. J. Nonnewton. Fluid Mech. 49, 63–85. 
doi:10.1016/0377-0257(93)85023-4 
Rosa, A.., Caravalho, R.S., Xavier, J.A.D., 2006. Engenharia Reservatorios de Petroleo, 1st ed. 
Interciência, Rio de Janeiro, Brazil. 
Ruthven, D.M., 1984. Principles of Adsorption and Adsorption Processes. Wiley. 
Ryles, R.G., 1988. Chemical Stability Limits of Water-Soluble Polymers Used in Oil Recovery 
Processes. SPE Reserv. Eng. 3, 23–34. doi:10.2118/13585-PA 
Sabhapondit, A., Borthakur, A., Haque, I., 2003. Water Soluble Acrylamidomethyl Propane 
Sulfonate (AMPS) Copolymer as an Enhanced Oil Recovery Chemical. Energy & Fuels 17, 
683–688. doi:10.1021/ef010253t 
Saboorian-Jooybari, H., Dejam, M., Chen, Z., 2016. Heavy Oil Polymer Flooding from 
Laboratory Core Floods to Pilot Tests and Field Applications: Half-century studies. J. Pet. 
Sci. Eng. 142, 85–100. doi:10.1016/j.petrol.2016.01.023 
Saffman, P.G., 1960. Dispersion due to molecular diffusion and macroscopic mixing in flow 
through a network of capillaries. J. Fluid Mech. 7, 194. doi:10.1017/S0022112060001432 
Saffman, P.G., 1959. A theory of dispersion in a porous medium. J. Fluid Mech. 6, 321. 
doi:10.1017/S0022112059000672 
Saffman, P.G., Taylor, G., 1958. The Penetration of a Fluid into a Porous Medium or Hele-Shaw 
Cell Containing a More Viscous Liquid. Proc. R. Soc. A Math. Phys. Eng. Sci. 245, 312–329. 
doi:10.1098/rspa.1958.0085 
Saleh, L.D., Wei, M., Bai, B., 2014. Data Analysis and Updated Screening Criteria for Polymer 






Salem, H.S., Chilingarian, G. V., 2000. Influence of Porosity and Direction of Flow on Tortuosity 
in Unconsolidated Porous Media. Energy Sources 22, 207–213. 
doi:10.1080/00908310050013992 
Samoshina, Y., Diaz, A., Becker, Y., Nylander, T., Lindman, B., 2003. Adsorption of cationic, 
anionic and hydrophobically modified polyacrylamides on silica surfaces. Colloids 
Surfaces A Physicochem. Eng. Asp. 231, 195–205. doi:10.1016/j.colsurfa.2003.09.005 
Sandford, P.A., Pittsley, J.E., Knutson, C.A., Watson, P.R., Cadmus, M.C., Jeanes, A., 1977. 
Variation in Xanthomonas campestris NRRL B-1459: Characterization of Xanthan 
Products of Differing Pyruvic Acid Content, in: Text. pp. 192–210. doi:10.1021/bk-1977-
0045.ch015 
Sandiford, B.B., 1964. Laboratory and Field Studies of Water Floods Using Polymer Solutions 
to Increase Oil Recoveries. J. Pet. Technol. 16, 917–922. doi:10.2118/844-PA 
Scheidegger, A.E., Johnson, E.F., 1961. THE STATISTICAL BEHAVIOR OF INSTABILITIES IN 
DISPLACEMENT PROCESSES IN POROUS MEDIA. Can. J. Phys. 39, 326–334. 
doi:10.1139/p61-031 
Schiozer, D.J., Avansi, G.D., de Souza dos Santos, A.A., 2017. Risk quantification combining 
geostatistical realizations and discretized Latin Hypercube. J. Brazilian Soc. Mech. Sci. 
Eng. 39, 575–587. doi:10.1007/s40430-016-0576-9 
Schiozer, D.J., Santos, A.A.S., Drumond, P.S., 2015. Integrated Model Based Decision Analysis 
in Twelve Steps Applied to Petroleum Fields Development and Management, in: 
EUROPEC 2015. Society of Petroleum Engineers, p. 12. doi:10.2118/174370-MS 
Scoggins, M.W., Miller, J.W., 1979. Determination of Water-Soluble Polymers Containing 
Primary Amide Groups Using the Starch-Triiodide Method. Soc. Pet. Eng. J. 19, 151–154. 
doi:10.2118/7664-PA 
Seright, R., Skjevrak, I., 2015. Effect of Dissolved Iron and Oxygen on Stability of Hydrolyzed 
Polyacrylamide Polymers. SPE J. 20, 433–441. doi:10.2118/169030-PA 
Seright, R. S., Campbell, A., Mozley, P., 2009. Stability of Partially Hydrolyzed Polyacrylamides 
at Elevated Temperatures in the Absence of Divalent Cations, in: SPE International 
Symposium on Oilfield Chemistry. Society of Petroleum Engineers, pp. 341–348. 
doi:10.2118/121460-MS 
Seright, R.S., Campbell, A., Mozley, P., Han, P., 2010. Stability of Partially Hydrolyzed 
Polyacrylamides at Elevated Temperatures in the Absence of Divalent Cations. SPE J. 15, 
341–348. doi:10.2118/121460-PA 
Seright, R.S., Henrici, B.J., 1990. Xanthan Stability at Elevated Temperatures. SPE Reserv. Eng. 
5, 52–60. doi:10.2118/14946-PA 
Seright, Randall S., Seheult, J. Mac, Talashek, T., 2009. Injectivity Characteristics of EOR 
Polymers. SPE Reserv. Eval. Eng. 12, 783–792. doi:10.2118/115142-PA 
Sesini, P.A., Souza, D.A.F. de, Coutinho, A.L.G.A., 2010. Finite Element Simulation of Viscous 
Fingering in Miscible Displacements at High Mobility-Ratios. J. Brazilian Soc. Mech. Sci. 
Eng. 32, 292–299. doi:10.1590/S1678-58782010000300013 
Shah, B.N., Lawrence, G., Willhite, P., Green, D.W., 1978. The Effect Of Inaccessible Pore 
Volume On The Flow Of Polymer And Solvent Through Porous Media, in: SPE Annual Fall 
Technical Conference and Exhibition. Society of Petroleum Engineers. doi:10.2118/7586-
MS 





21, 407–415. doi:10.1007/BF02368633 
Sheng, J.J., 2012. Synergistic Mechanisms of ASP Flooding. Upstream Pump. 39–41. 
Sheng, J.J., 2011. Modern Chemical Enhanced Oil Recovery. Gulf Professional Publishing. 
Shepitka, J.S., Case, C.E., Donaruma, L.G., Hatch, M.J., Kilmer, N.H., Khune, G.D., Martin, F.D., 
Ward, J.S., Wilson, K. V., 1983. Partially imidized, water-soluble polymeric amides. I. 
Partially imidized polyacrylamide and polymethacrylamide. J. Appl. Polym. Sci. 28, 3611–
3617. doi:10.1002/app.1983.070281202 
Shrivastava, V.K., Nghiem, L.X., Moore, R.G., Okazawa, T., 2005. Modelling Physical Dispersion 
in Miscible Displacement-Part 1: Theory and the Proposed Numerical Scheme. J. Can. Pet. 
Technol. 44, 25–33. doi:10.2118/05-05-01 
Shupe, R.D., 1981. Chemical Stability of Polyacrylamide Polymers. J. Pet. Technol. 33, 1513–
1529. doi:10.2118/9299-PA 
Silva, I., de Melo, M., Luvizotto, J., Lucas, E., 2007. Polymer Flooding: A Sustainable Enhanced 
Oil Recovery in the Current Scenario, in: Proceedings of Latin American & Caribbean 
Petroleum Engineering Conference. Society of Petroleum Engineers. 
doi:10.2523/107727-MS 
Silveira, B.M.O., Lopes, L.F., Moreno, R.B.Z.L., 2018. POLYMER FLOODING IN A HIGH SALINITY 
HEAVY-OIL RESERVOIR. Brazilian J. Pet. Gas 12, 35–51. doi:10.5419/bjpg2018-0004 
Slobod, R.L., Thomas, R. a., 1963. Effect of Transverse Diffusion on Fingering In Miscible-Phase 
Displacement. Soc. Pet. Eng. J. 3, 9–13. doi:10.2118/464-PA 
Smith, F.W., 1970. The Behavior of Partially Hydrolyzed Polyacrylamide Solutions in Porous 
Media. J. Pet. Technol. 22, 148–156. doi:10.2118/2422-PA 
Sochi, T., 2010. Flow of non-newtonian fluids in porous media. J. Polym. Sci. Part B Polym. 
Phys. 48, 2437–2767. doi:10.1002/polb.22144 
Sochi, T., 2007. Pore-Scale Modeling of Non-Newtonian Flow in Porous Media. Imperial 
College London. 
Sorbie, K.S., 1991. Polymer-Improved Oil Recovery. Blakie. 
Sorbie, K.S., 1990. Depleted Layer Effects in Polymer Flow through Porous Media. J. Colloid 
Interface Sci. 139, 299–314. doi:10.1016/0021-9797(90)90103-U 
Sorbie, K.S., Parker, A., Clifford, P.J., 1987. Experimental and Theoretical Study of Polymer 
Flow in Porous Media. SPE Reserv. Eng. 2, 281–304. doi:10.2118/14231-PA 
Sorbie, K.S., Roberts, L.J., 1984. A Model for Calculating Polymer Injectivity Including the 
Effects of Shear Degradation, in: SPE Enhanced Oil Recovery Symposium. Society of 
Petroleum Engineers. doi:10.2118/12654-MS 
Standnes, D.C., Skjevrak, I., 2014. Literature Review of Implemented Polymer Field Projects. J. 
Pet. Sci. Eng. 122, 761–775. doi:10.1016/j.petrol.2014.08.024 
Stavland, A., Jonsbraten, H., Lohne, A., Moen, A., Giske, N.H., 2010. Polymer Flooding - Flow 
Properties in Porous Media versus Rheological Parameters, in: SPE EUROPEC/EAGE 
Annual Conference and Exhibition. Society of Petroleum Engineers, pp. 14–17. 
doi:10.2118/131103-MS 
Stoneberger, M.W., Claridge, E.L., 1988. Graded-Viscosity-Bank Design With Pseudoplastic 
Fluids. SPE Reserv. Eng. 3, 1221–1232. doi:10.2118/14230-PA 
Szabo, M.T., 1979. An Evaluation of Water-Soluble Polymers For Secondary Oil Recovery - 





Szabo, M.T., 1975. Some Aspects of Polymer Retention in Porous Media Using a C14-Tagged 
Hydrolyzed Polyacrylamide. Soc. Pet. Eng. J. 15, 323–337. doi:10.2118/4668-PA 
Taber, J.J., Martin, F.D., 1983. Technical Screening Guides for the Enhanced Recovery of Oil, 
in: SPE Annual Technical Conference and Exhibition. Society of Petroleum Engineers, pp. 
1–20. doi:10.2118/12069-MS 
Taber, J.J., Martin, F.D., Seright, R.S., 1997. EOR Screening Criteria Revisited - Part 1: 
Introduction to Screening Criteria and Enhanced Recovery Field Projects. SPE Reserv. Eng. 
12, 189–198. doi:10.2118/35385-PA 
Tan, C.T., Homsy, G.M., 1986. Stability of miscible displacements in porous media: Rectilinear 
flow. Phys. Fluids 29, 3549. doi:10.1063/1.865832 
Tang, H.S., Kalyon, D.M., 2004. Estimation of the parameters of Herschel-Bulkley fluid under 
wall slip using a combination of capillary and squeeze flow viscometers. Rheol. Acta 43, 
80–88. doi:10.1007/s00397-003-0322-y 
Taylor, G., 1953. Dispersion of Soluble Matter in Solvent Flowing Slowly through a Tube. Proc. 
R. Soc. A Math. Phys. Eng. Sci. 219, 186–203. doi:10.1098/rspa.1953.0139 
Teeuw, D., Hesselink, F.T., 1980. Power-Law Flow And Hydrodynamic Behaviour Of Biopolymer 
Solutions In Porous Media, in: SPE Oilfield and Geothermal Chemistry Symposium. 
Society of Petroleum Engineers. doi:10.2118/8982-MS 
Teixeira, R.A., 2005. Reologia e Teste de Deslocamento de Soluções Poliméricas com Potencial 
de Uso em Recuperação Avançada de Petróleo. Universidade de Salvador. 
Thakuria, C., Al-Amri, M.S., Al-Saqri, K.A., Jaspers, H.F., Al-Hashmi, K.H., Zuhaimi, K., 2013. 
Performance Review of Polymer Flooding in a Major Brown Oil Field of Sultanate of 
Oman, in: SPE Enhanced Oil Recovery Conference. Society of Petroleum Engineers. 
doi:10.2118/165262-MS 
Thomas, A., Gaillard, N., Favero, C., Bai, J., Green, K., Wassmuth, F., 2013. Performance of 
Associative Polymers in Porous Media, in: IOR 2013 - 17th European Symposium on 
Improved Oil Recovery. pp. 16–18. doi:10.3997/2214-4609.20142625 
Thomas, D.C., 1982. Thermal Stability of Starch- and Carboxymethyl Cellulose-Based Polymers 
Used in Drilling Fluids. Soc. Pet. Eng. J. 22, 171–180. doi:10.2118/8463-PA 
Thombare, N., Jha, U., Mishra, S., Siddiqui, M.Z., 2016. Guar gum as a promising starting 
material for diverse applications: A review. Int. J. Biol. Macromol. 88, 361–372. 
doi:10.1016/j.ijbiomac.2016.04.001 
Tiab, D., Donaldson, E.C., 2015. Petrophysics: Theory and Practice of Measuring Reservoir Rock 
and Fluid Transport Properties. Gulf Professional Publishing. 
Todd, M.R., Longstaff, W.J., 1972. The Development, Testing, and Application Of a Numerical 
Simulator for Predicting Miscible Flood Performance. J. Pet. Technol. 24, 874–882. 
doi:10.2118/3484-PA 
Tsotsas, E., Schlünder, E.U., 1988. On axial dispersion in packed beds with fluid flow. Chem. 
Eng. Process. Process Intensif. 24, 15–31. doi:10.1016/0255-2701(88)87002-8 
Uhl, J.T., Ching, T.Y., Bae, J.H., 1995. A Laboratory Study of New, Surfactant-Containing 
Polymers for High-Salinity Reservoirs. SPE Adv. Technol. Ser. 3, 113–119. 
doi:10.2118/26400-PA 
Urbissinova, T.S., Trivedi, J., Kuru, E., 2010. Effect of Elasticity During Viscoelastic Polymer 
Flooding: A Possible Mechanism of Increasing the Sweep Efficiency. J. Can. Pet. Technol. 





Urkedal, H., Selle, O.M., Seime, O.J., Brandal, Ø., Grøstad, T., Todosijevic, A., Dillen, M., Prasad, 
D., Ernst, B., Lehr, F., Mahler, E., 2017. Qualification of Biopolymer in Offshore Single Well 
Test, in: OTC Brasil. Offshore Technology Conference. doi:10.4043/28019-MS 
Utracki, A.M., Jamieson, L.A., 2010. Polymer Physics. John Wiley & Sons, Inc., Hoboken, NJ, 
USA, NJ, USA. doi:10.1002/9780470600160 
Veerabhadrappa, S.K., Urbissinova, T., Trivedi, J.J., Kuru, E., 2011. Polymer Screening Criteria 
for EOR Application - A Rheological Characterization Approach, in: SPE Western North 
American Region Meeting. Society of Petroleum Engineers. doi:10.2118/144570-MS 
Vela, S., Peaceman, D.W., Sandvik, E.I., 1976. Evaluation of Polymer Flooding in a Layered 
Reservoir With Crossflow, Retention, and Degradation. Soc. Pet. Eng. J. 16, 82–96. 
doi:10.2118/5102-PA 
Vermolen, E.C.M., van Haasterecht, M.J.T., Masalmeh, S.K., 2014. A Systematic Study of the 
Polymer Visco-Elastic Effect on Residual Oil Saturation by Core Flooding, in: SPE EOR 
Conference at Oil and Gas West Asia. Society of Petroleum Engineers, pp. 1–14. 
doi:10.2118/169681-MS 
Vermolen, E.C.M., Van Haasterecht, M.J.T., Masalmeh, S.K., Faber, M.J., Boersma, D.M., 
Gruenenfelder, M.A., 2011. Pushing the envelope for polymer flooding towards high-
temperature and high-salinity reservoirs with polyacrylamide based ter-polymers, in: SPE 
Middle East Oil and Gas Show and Conference. Society of Petroleum Engineers, p. 9. 
doi:10.2118/141497-MS 
Vishnudas, R., Chaudhuri, A., 2017. A Comprehensive Numerical Study of Immiscible and 
Miscible Viscous Fingers During Chemical Enhanced Oil Recovery. Fuel 194, 480–490. 
doi:10.1016/j.fuel.2017.01.014 
Volpert, Edgar, Selb, J., Candau, F., 1998. Associating behaviour of polyacrylamides 
hydrophobically modified with dihexylacrylamide. Polymer (Guildf). 39, 1025–1033. 
doi:10.1016/S0032-3861(97)00393-5 
Volpert, E., Selb, J., Candau, F., Green, N., Argillier, J.F., Audibert, A., 1998. Adsorption of 
Hydrophobically Associating Polyacrylamides on Clay. Langmuir 14, 1870–1879. 
doi:10.1021/la970358h 
Von Rosenberg, D.U., 1956. Mechanics of steady state single-phase fluid displacement from 
porous media. AIChE J. 2, 55–58. doi:10.1002/aic.690020111 
Wan, H., Seright, 2017. Is Polymer Retention Different Under Anaerobic vs . Aerobic 
Conditions ? SPE J. 22, 431–437. doi:10.2118/179538-MS 
Wang, D., Cheng, J., Wu, J., Wang, Y., 2002. Producing by Polymer Flooding more than 300 
Million Barrels of Oil, What Experiences Have Been Learnt?, in: SPE Asia Pacific Oil and 
Gas Conference and Exhibition. Society of Petroleum Engineers, pp. 1–9. 
doi:10.2118/77872-MS 
Wang, D., Cheng, J., Xia, H., Li, Q., Shi, J., 2001a. Viscous-Elastic Fluids Can Mobilize Oil 
Remaining after Water-Flood by Force Parallel to the Oil-Water Interface, in: SPE Asia 
Pacific Improved Oil Recovery Conference. Society of Petroleum Engineers. 
doi:10.2118/72123-MS 
Wang, D., Cheng, J., Yang, Q., Wenchao, G., Qun, L., Chen, F., 2000. Viscous-Elastic Polymer 
Can Increase Microscale Displacement Efficiency in Cores, in: SPE Annual Technical 






Wang, D., Wang, G., Wu, W., Xia, H., Yin, H., 2007. The Influence of Viscoelasticity on 
Displacement Efficiency--From Micro to Macro Scale, in: SPE Annual Technical 
Conference and Exhibition. Society of Petroleum Engineers, pp. 1–10. 
doi:10.2118/109016-MS 
Wang, D., Xia, H., Liu, Z., Yang, Q., 2001b. Study of the Mechanism of Polymer Solution With 
Visco-Elastic Behavior Increasing Microscopic Oil Displacement Efficiency and the 
Forming of Steady “Oil Thread” Flow Channels, in: SPE Asia Pacific Oil and Gas Conference 
and Exhibition. Society of Petroleum Engineers, pp. 1–9. doi:10.2118/68723-MS 
Wassmuth, F.R., Arnold, W., Green, K., Cameron, N., 2009. Polymer flood application to 
improve heavy oil recovery at East Bodo. J. Can. Pet. Technol. 48, 55–61. doi:10.2118/09-
02-55 
Whitaker, S., 1986. Flow in porous media I: A theoretical derivation of Darcy’s law. Transp. 
Porous Media 1, 3–25. doi:10.1007/BF01036523 
Willhite, G.P., Dominguez, J.G., 1977. Mechanisms of Polymer Retention in Porous Media, 
Improved Oil Recovery by Surfactant and Polymer Flooding. ACADEMIC PRESS, INC. 
doi:10.1016/B978-0-12-641750-0.50021-9 
Wiśniewska, M., 2012. The temperature effect on the adsorption mechanism of 
polyacrylamide on the silica surface and its stability. Appl. Surf. Sci. 258, 3094–3101. 
doi:10.1016/j.apsusc.2011.11.044 
Xin, X., Xu, G., Gong, H., Bai, Y., Tan, Y., 2008. Interaction between sodium oleate and partially 
hydrolyzed polyacrylamide: A rheological study. Colloids Surfaces A Physicochem. Eng. 
Asp. 326, 1–9. doi:10.1016/j.colsurfa.2008.05.009 
Xu, L., Xu, G., Yu, L., Gong, H., Dong, M., Li, Y., 2014. The displacement efficiency and rheology 
of welan gum for enhanced heavy oil recovery. Polym. Adv. Technol. 25, 1122–1129. 
doi:10.1002/pat.3364 
Xu, Y., Gao, P., Yang, M., Huang, G., Wang, B., 2011. Synthesis and Aqueous Solution Properties 
of a Novel NonIonic, Amphiphilic Comb-Type Polyacrylamide. J. Macromol. Sci. Part B 50, 
1691–1704. doi:10.1080/00222348.2010.549043 
Yanaki, T., Kojima, T., Norisuye, T., 1981. Triple Helix of Scleroglucan in Dilute Aqueous Sodium 
Hydroxide. Polym. J. 13, 1135–1143. doi:10.1295/polymj.13.1135 
Yang, S.H., Treiber, L.E., 1985. Chemical Stability of Polyacrylamide Under Simulated Field 
Conditions, in: SPE Annual Technical Conference and Exhibition. Society of Petroleum 
Engineers. doi:10.2118/14232-MS 
Ye, Z., Gou, G., Gou, S., Jiang, W., Liu, T., 2012. Synthesis and characterization of a water-
soluble sulfonates copolymer of acrylamide and N-allylbenzamide as enhanced oil 
recovery chemical. J. Appl. Polym. Sci. 128, n/a-n/a. doi:10.1002/app.38385 
Yerramilli, S.S., Zitha, P.L.J., Yerramilli, R.C., 2013. Novel Insight into Polymer Injectivity for 
Polymer Flooding Modeling of Polymer Flow in Porous Media. Soc. Pet. Eng. SPE 165195, 
1–23. doi:10.2118/165195-MS 
Ying, Q., Chu, B., 1987. Overlap concentration of macromolecules in solution. Macromolecules 
20, 362–366. doi:10.1021/ma00168a023 
Yortsos, Y.C., Huang, A.B., 1986. Linear-Stability Analysis of Immiscible Displacement: Part 1-
Simple Basic Flow Profiles. SPE Reserv. Eng. 1, 378–390. doi:10.2118/12692-PA 
Zaitoun, A., Makakou, P., Blin, N., Al-Maamari, R.S., Al-Hashmi, A.-A.R., Abdel-Goad, M., 2012. 





Zaitoun, A., Potie, B., 1983. Limiting Conditions for the Use of Hydrolyzed Polyacrylamides in 
Brines Containing Divalent Ions, in: SPE Oilfield and Geothermal Chemistry Symposium. 
Society of Petroleum Engineers, pp. 143–148. doi:10.2118/11785-MS 
Zampieri, M.F., 2017. Evaluation of Polymer Flooding through Small Scale Simulation Models 
for Enhanced Oil Recovery. University of Campinas. 
Zatz, J.L., Knapp, S., 1984. Viscosity of xanthan gum solutions at low shear rates. J Pharm Sci 
73, 468–471. 
Zentz, F., Verchère, J.-F., Muller, G., 1992. Thermal denaturation and degradation of 
schizophyllan. Carbohydr. Polym. 17, 289–297. doi:10.1016/0144-8617(92)90172-M 
Zhang, G., Seright, R.S., 2015. Hydrodynamic Retention and Rheology of EOR Polymers in 
Porous Media. Soc. Pet. Eng. SPE 173728, 13–15. doi:10.2118/173728-MS 
Zhang, G., Seright, R.S., 2014. Effect of Concentration on HPAM Retention in Porous Media. 
SPE J. 19, 373–380. doi:10.2118/166265-PA 
Zheng, C.G., Gall, B.L., Gao, H.W., Miller, A.E., Bryant, R.S., 2000. Effects of Polymer Adsorption 
and Flow Behavior on Two-Phase Flow in Porous Media. SPE Reserv. Eval. Eng. 3, 216–
223. doi:10.2118/64270-PA 
Zhong, C., Luo, P., Ye, Z., Chen, H., 2009. Characterization and Solution Properties of a Novel 
Water-soluble Terpolymer For Enhanced Oil Recovery. Polym. Bull. 62, 79–89. 
doi:10.1007/s00289-008-1007-6 
Zhou, W., Zhang, J., Feng, G., Jiang, W., Sun, F., Zhou, S., Liu, Y., 2008. Key Technologies of 
Polymer Flooding in Offshore Oilfield of Bohai Bay, in: SPE Asia Pacific Oil and Gas 
Conference and Exhibition. Society of Petroleum Engineers. doi:10.2118/115240-MS 
Zhou, W., Zhang, J., Han, M., Xiang, W., Feng, G., Jiang, W., 2007. Application of 
Hydrophobically Associating Water-soluble Polymer for Polymer Flooding in China 
Offshore Heavy Oilfield, in: International Petroleum Technology Conference. 
International Petroleum Technology Conference, pp. 1–5. doi:10.2523/11635-MS 
Zitha, P., 2001. Prediction of Polymer Viscosity Reduction in Pores Using an Exact Depletion 
Profile, in: Proceedings of SPE European Formation Damage Conference. Society of 






APPENDIX A LITERATURE REVIEW ON POLYMER 
CORE FLOODING EXPERIMENTS 
This appendix refers to core flooding experiments that aim to determine 
parameters of polymer transport through porous medium. Polymer core flooding experiments 
focused to evaluate oil recovery are not discussed here since they are not the focus of this 
work. Additionally, experiments that study some parameter related to the transport of 
polymers through porous media that do not involve core flooding nor polymers (e.g., viscous 
fingering evaluation through solvent flooding) are not discussed in this section. Section A.1 
presents a compilation of the data from the experiments reviewed here. 
Jennings et al. (1971) performed core flooding of polymer solutions in porous 
medium to study the mechanisms of mobility control provided by these solutions. One of the 
factors investigated was the adsorption. The adsorption experiments were performed in non-
consolidated Miocene sand packs in residual oil saturation (𝜙 = 32%, 𝑘𝑤 = 53 𝑚𝐷 @ 𝑠𝑜𝑟, 
𝑠𝑜𝑟 = 25.6%). The samples were treated with acetone and perchlorethylene prior to the tests 
to increase the rock-polymer reactivity. The fluids used were a 30,000 ppm NaCl brine  
(𝜇𝑤 = 0.91 𝑐𝑝), 500 ppm of HPAM (𝜂𝑝 = 1.5 𝑐𝑝, 𝑀𝑤 = 3𝑥10
6, 𝑑𝐻 = 20%) and oil  
(𝜇𝑜 = 129 𝑐𝑝). Those authors used sodium thiocyanate in the polymer solution to act as a 
tracer. The experiments indicated a polymer retention of 140 𝜇𝑔 𝑐𝑚3⁄  (aproximately 
77.7 𝜇𝑔 𝑔⁄ ), 𝑅𝐹 = 14, and 𝑅𝑅𝐹 = 8. The main conclusions of this work were: the mobility 
control provided by polymer solutions in porous media occur because of the viscosity increase 
in the shear rates experienced, and by the interactions between the medium and the polymer, 
which result in reduction of permeability; the viscoelastic behavior of the polyacrylamides may 
result in higher RF, but the high shear rates necessary to observe this effect are not practical 
in field applications. 
Dawson and Lantz (1972) performed a series of experiments (named 1, 2, and 3) 
famous for defining the concept of inaccessible pore volume. Those authors used Berea 
sandstone samples for experiments 1, and 2 (1: 𝜙 = 26.6%, 𝑘𝑤 = 470 𝑚𝐷; 2: 𝜙 = 29.1%, 
𝑘𝑤 = 681 𝑚𝐷) and Bartlesville sandstone for test 3 (3: 𝜙 = 2.5%, 𝑘𝑤 = 2090 𝑚𝐷). Those 
experiments were performed without oil, at constant injection rate, and at an a-b-a injection 
fluid sequence, with the following composition: 1-a 200 ppm of HPAM and 2% of NaCl;  
1-b 100 ppm of PAM and 1% of NaCl; 2-a 2% of NaCl; 2-b 500 ppm of xanthan gum and 1% of 
NaCl; 3-a 1% of NaCl; 3-b 250 ppm of PAM and 2% of NaCl. The methods to measure the 
concentration of components were: bleach for PAM, rheology for xanthan, and silver nitrate 
titration for the salt. The adsorption results observed were: irrelevant on test 1; 53 𝜇𝑔 𝑔⁄  on 
test 2; and 6 𝜇𝑔 𝑔⁄  on test 3. Regarding the IAPV, the results were: 23% for test 1; 35% for test 
2; and 24% for test 3. An important conclusion of this work is the fact that adsorption needs 





Szabo (1975) performed dynamic retention experiments in order to develop a 
radioactive polymer with similar properties to the commercial polymers. This author aimed to 
develop such polymer because techniques to detect this radioactive component could provide 
a more precise concentration measurement than the conventional methods of that age. That 
author obtained mixed results when comparing the radioactive polymer with the commercial 
one. Apparently, the author performed an extensive experimental work, but reported only a 
fraction of the experiments. The experiments reported were done in sand packs and Berea 
sandstones, under constant injection rate, and both with oil at residual oil saturation and 
without oil. An injection sequence of brine-polymer-brine was used. The studies were 
performed with a HPAM (300 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 600 𝑝𝑝𝑚), with and without the presence of NaCl 
in various concentrations. The polymer solutions were filtered in porous media from the same 
type as the ones used in the core flooding. The results reported were 𝑅𝐹 ≈ 2, 𝑅𝑅𝐹 ≈ 1.2, and 
𝛤𝑝 ≈ 10 𝜇𝑔 𝑔⁄ . The author observed significant mechanical entrapment, especially in the sand 
pack experiments (low permeability). The distribution of the retained polymer decreased 
exponentially with the distance from the injection face due to the mechanical entrapment. 
The oil presence resulted in RF and RRF slightly lower than those observed in the experiments 
without oil, even though the retention was higher when oil was present. The author also 
performed static adsorption, and oil recovery experiments. 
Vela et al. (1976) performed core flooding experiments in order to characterize 
the RF, RRF, IAPV, and retention of a HPAM (300 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 600 𝑝𝑝𝑚, 𝑀𝑤 = 5.5𝑥10
6, 
𝑑𝐻 = 20%) in sandstone porous media (Berea or reservoir rocks, 𝜙 ≈ 26.7%,  
12 𝑚𝐷 ≤ 𝑘𝑤 ≤ 453 𝑚𝐷) in residual oil saturation (not reported). They used brines of NaCl 
concentrations between 4,327 ppm and 43,147 ppm and TDS between 13,340 ppm and 
133,000 ppm. The injection sequence, at constant rate, was brine-polymer (300 ppm)-polymer 
(600 ppm)-brine. The results were: 1.9 ≤ 𝑅𝐹 ≤ 66; 1.2 ≤ 𝑅𝑅𝐹 ≤ 48;  
12.1 𝜇𝑔 𝑔⁄ ≤ 𝛤𝑝 ≤ 202.6 𝜇𝑔 𝑔⁄ ; 32% ≤ 𝐼𝐴𝑃𝑉 ≤ 38%. Through their experimental results, 
the authors concluded that the shear degradation, RF, RRF, and retention of polymer are all 
permeability-dependent. 
Dominguez and Willhite (1977) studied the polymer concentration and flow 
velocity influences on retention, RF, RRF, and IAPV. The experiments were performed in a 
Teflon sample (𝜙 = 21%, 𝑘𝑤 = 86 𝑚𝐷) in order to eliminate adsorption effects. A high 
molecular weight HPAM (Pusher 700, 100 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 500 𝑝𝑝𝑚) was used in a 20,000 ppm 
NaCl brine. The tests were performed without oil, with a brine-polymer-brine injection 
sequence, and at constant rate. The sample was restored to its initial condition through 
backflow injection of several PV of brine. The authors estimated an IAPV of 19%, and the 
results were between: 10.07 𝜇𝑔 𝑔⁄  and 21.20 𝜇𝑔 𝑔⁄  for retention; 1.97 and 7 for RF; and 1.32 
and 2.8 for RRF. As conclusions, the authors informed that the mechanical entrapment 
apparently is a function of polymer concentration. The hydrodynamic retention increases with 





their work was similar to contemporary works, the RF values were 2 or 3 times lower than the 
ones observed at that time, which could be a direct effect of adsorption. 
Meister et al. (1980) studied the retention of unhydrolyzed PAM and HPAM with 
21.8% of dH (500 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 1500 𝑝𝑝𝑚 and 𝑀𝑤 = 5.4𝑥10
6), synthesized by the authors. 
The experiments used Berea sandstone (19.7% ≤ 𝜙 ≤ 22% and 120 𝑚𝐷 ≤ 𝑘𝑤 ≤ 341 𝑚𝐷), 
Baker dolomite (20.6% ≤ 𝜙 ≤ 29.3% and 61 𝑚𝐷 ≤ 𝑘𝑤 ≤ 96 𝑚𝐷), and kaolinite  
(75.5% ≤ 𝜙 ≤ 76.3% and 17 𝑚𝐷 ≤ 𝑘𝑤 ≤ 44 𝑚𝐷). Those authors introduced C-14 atoms 
(radioactive) in the polymer synthesis to allow determination of its concentration in the 
effluents through scintillation chromatography. The solutions had NaCl concentrations 
between 5,000 ppm and 15,000 ppm. The tests were performed at 24°C, with a polymer-brine 
injection sequence. The differential pressure was maintained lower than 25 kPa/m, and 
advance velocity lower than 0.16 m/day. It is worth mentioning that the authors injected a 
fixed volume of polymer solution in each experiments, and did not wait until the produced 
concentration reached steady state. Therefore, the retention obtained in those experiments 
may be underestimated. The reported retention was between: , 5 𝜇𝑔 𝑔⁄  and 18.7 𝜇𝑔 𝑔⁄  for 
the sandstone; 2.2 𝜇𝑔 𝑔⁄  and 16.1 𝜇𝑔 𝑔⁄  for the dolomite; and 150 𝜇𝑔 𝑔⁄  and 495.7 𝜇𝑔 𝑔⁄  for 
the kaolinite. As conclusions, the authors reported that polyacrylamide retention is dominated 
by the superficial charge of the rock and its accessible superficial area. Increase in the 
hydrolysis degree of a HPAM results in higher retention in materials with positive charges, 
such as dolomite, and lower retention in negatively charged materials, such as sandstone. The 
reduction of the solvation capacity of the solvent (by addition of salts or non-solvents, such as 
alcohol) results in increased retention. The clay present in sandstones have a significant role 
in the retention of polymers in this kind of formation. 
Martin et al. (1983) reported a series of studies to identify the characteristics of 
commercial polymers and develop new polymers with desirable performance. All the core 
flooding tests were done in Berea sandstone (350 𝑚𝐷 ≤ 𝑘𝑤 ≤ 550 𝑚𝐷), without oil, and at 
ambient temperature. The experimental setup , as reported by (Martin et al., 1980), is 
composed of two cores assembled in series. One of the cores was small to filter the solution 
and analyze its injectivity, and another core was large and served to measure RF, RRF, and 
retention. The experiments were performed in a polymer-brine injection sequence. Many 
polymer solutions were tested, with concentrations around 750 ppm. Each polymer solution 
was tested in combination with two brines, one with 1,000 ppm NaCl, and another with 20,000 
ppm NaCl. The results are very extensive, with RF values within 3.4 and 51.5, RRF within 1.1 
and 21.2, and retention within 12.1 𝜇𝑔 𝑐𝑚3⁄  and 245 𝜇𝑔 𝑐𝑚3⁄ . With this work, modified 
polymers were developed, and the authors reported moderate changes in the structures of 
HPAMs could result in significant improvement in EOR-desirable properties. 
Lotsch et al. (1985) performed polymer core flooding experiments to estimate the 
IAPV and retention through use of tracers. Their experiments were done in Bentheim cores  





saturation and without oil. The cores were chemically treated before the tests to guarantee 
that they were not water-wet. The brines were composed of 107 g/l of ammonium chloride 
(NH4Cl) and 149 g/l of potassium chloride (KCl), which acted as the tracer. The polymers tested 
were xanthan (S/PF-4, 𝑐𝑝 = 2.50𝑔 𝑙⁄  and 𝑐𝑝 = 1.00𝑔 𝑙⁄ ) and scleroglucan (S/A-9,  
𝑐𝑝 = 1.56𝑔 𝑙⁄  and 𝑐𝑝 = 0.40𝑔 𝑙⁄ ). The polymer solutions were pre-filtered in sand packs prior 
to injection to remove undissolved components and microgels. A paraffinic oil  
(𝜇𝑜 = 18 𝑚𝑃𝑎 ∙ 𝑠 at 55°C) was used in the experiments with oil presence. The experiments 
were done by injection, under constant rate, of two polymer banks (the first bank with higher 
concentration than the second one) alternating with two brine banks. The effluents were 
evaluated with a capillary viscometer and a densimeter to estimate the polymer concentration 
and tracer arrival, respectively. The IAPV results were 10 ± 2% for xanthan and 11 ± 2% for 
scleroglucan. Those authors used the IAPV values to correct the retention estimates, resulting 
in retention of 160 𝜇𝑔 𝑔⁄  for xanthan and 120 𝜇𝑔 𝑔⁄  for scleroglucan. They also observed that 
most of the retention was reversed during brine post flush, resulting in irreversible retention 
of 60 𝜇𝑔 𝑔⁄  for both polymers. No significant difference between the measurements with and 
without oil were observed. This work present an important advancement for retention 
measurement because it proposes a well-accepted methodology to determine polymer 
retention and IAPV in porous media. 
Hughes et al. (1990) performed polymer core flooding experiments to estimate 
IAPV and retention. Their objective was to evaluate the feasibility of polymer flooding in the 
Gannet South reservoir, in the North Sea. Therefore, they performed experiments in 
conditions similar to that reservoir. The experiments were done under different initial 
conditions regarding oil: oil in its residual saturation, and without oil. Xanthan gum (Enorflo X 
and Flocon 4800) were used in concentrations between 325 ppm and 500 ppm. The core 
floodings were performed by injection, at constant rate, of two polymer banks of the same 
concentration, alternated with brine injections. The polymer concentration histories in the 
effluents were collected and analyzed. The results indicated differences between the 
experiments with and without oil: the IAPV was 30 ± 1% for the experiments with oil at 
residual saturation, and 22.5 ± 2.5% without oil; the retention was 45 ± 10 𝜇𝑔 𝑔⁄  with oil, 
and 73 ± 3 𝜇𝑔 𝑔⁄  without oil. The cores used in the experiments had significant quantities of 
clay (≈ 11%), feldspar (≈ 11%), and siderite (variable), which are known for their high polymer 
retention capability. One of the samples had a much higher concentration of siderite than the 
other ones (15% against 2%), which may have jeopardized the results. 
Huh et al. (1990) performed core flooding experiments with xanthan gum  
(580 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 1190 𝑝𝑝𝑚, 3.4𝑥10
6 ≤ 𝑀𝑤 ≤ 4.5𝑥10
6) in Berea sandstone  
(25 𝑚𝐷 ≤ 𝑘𝑤 ≤ 127 𝑚𝐷 with 5% of clay content) to study adsorption and mechanical 
entrapment. The experiments were done at residual oil saturation (𝑠𝑜𝑟 ≈ 20%), in an injection 
sequence of brine-polymer-brine, and at constant injection rate. The brine composition was: 





tracer also were added to the solutions. Polymer solutions were filtered prior to injection, and 
some were purified by dialysis. The polymer concentration was measured in the effluents by 
high precision chromatography. Even though the authors did not consider the IAPV effects, 
they were able to distinguish the reversible (between 31 𝜇𝑔 𝑔⁄  and 71.5 𝜇𝑔 𝑔⁄ ) and 
irreversible (between 17.3 𝜇𝑔 𝑔⁄  and 36.3 𝜇𝑔 𝑔⁄ ) retentions. As conclusions, the authors 
observed that typically, there are two polymer transport-delaying phenomena in porous 
media: the first is related to the delay of propagation of the polymer front, which is fast and 
attributed to adsorption; and the second is associated with the slow process of mechanical 
entrapment (or filtration), which is visualized as the delay for the polymer concentration in 
the effluents to reach the injected concentration. In their experiments, the authors observed 
that about 50% of the total polymer retention was due to mechanical entrapment. 
Lund et al. (1992) evaluated polymer retention and IAPV by core flooding 
experiments. They performed the tests with and without crude oil in its residual saturation 
(≈30%). The authors used Brent sandstone samples (140 𝑚𝐷 ≤ 𝑘 ≤ 660 𝑚𝐷 for the 
experiments without oil and 6 𝑚𝐷 ≤ 𝑘𝑤 ≤ 236 𝑚𝐷 for the ones with oil) cleaned with 
different methods (1: one to one solution of methanol and toluene; and 2: injection of 
formation brine followed by kerosene). The brine composition in 𝑚𝑔 𝑙⁄  was: 11,146 Na+,  
419 K+, 436 Ca2+, 1,410 Mg2+, 20,291 Cl-, 2,799 SO42-, 87 HSO3-. The polymer solution was 
composed of xanthan gum (𝑐𝑝 = 400 𝑝𝑝𝑚) and a tracer solubilized in brine, and was filtrated 
twice before injection to simulate the field conditions. The experimental setup included two 
samples, which could be arranged in series, or parallel, they were arranged in series to 
evaluate the polymer behavior after the filtration through a core. The experiments were done 
with constant injection rates, alternating polymer and brine injections until the polymer 
concentration history in the effluents did not presented any more changes. The polymer 
concentration in the effluents was estimated using a viscometer or by the phenol-sulfuric 
method. The results for the experiments without oil (cleaned with the method 1) were:  
17 ± 3% of IAPV and 56 ± 11 𝜇𝑔 𝑔⁄  of retention. For the experiments at residual oil 
saturation cleaned with the method 1, they obtained : 17 ± 2% of IAPV and 31 ± 4𝜇𝑔 𝑔⁄  of 
retention; while for the experiments at residual oil saturation cleaned with the method 2, the 
results were: 18 ± 3% of IAPV and 4.7 ± 3.6 𝜇𝑔 𝑔⁄  of retention. In this work, the authors 
concluded that the IAPV apparently is not sensitive to temperature, wettability, or oil 
saturation. Additionally, as the main conclusion, the authors mention that polymer retention 
is strongly affected by wettability, being highest for water-wet samples. However, the cleaning 
method used by the authors may have jeopardized their measurements. 
Huang and Sorbie (1993) studied the adsorption and in-situ rheology of 
scleroglucan and xanthan gum. Two packed media were used for the experiments: Balloniti 
glass beads, and sand. A concentration of 20,000 NaCl was used, and biocide and tracer were 
added to the polymer solutions. The experiments were done without oil, at ambient 





brine. Even though the details of the experiments are not detailed, the authors conclude that 
the scleroglucan had higher retention than xanthan. The scleroglucan retention was relatively 
low in the glass bead packs, and high in the sand packs (probably due to filtrate formation in 
the injection face). This also resulted in a high RRF in the sand samples. 
Broseta et al. (1995) performed a series of core flooding experiments to analyze 
the effects of wettability and oil presence in polymer retention in porous media. Three types 
of unconsolidated sandstones were used in the studies: crushed sand (30% ≤ 𝜙 ≤ 33% and 
203 𝑚𝐷 ≤ 𝑘 ≤ 405 𝑚𝐷); oxidized silicium carbide (44% ≤ 𝜙 ≤ 47% and  
405 𝑚𝐷 ≤ 𝑘 ≤ 709 𝑚𝐷); and quartzitic natural sand from Entraigues, France  
(40% ≤ 𝜙 ≤ 44% and 5066 𝑚𝐷 ≤ 𝑘 ≤ 6079 𝑚𝐷). Some of these hydrophilic rocks were 
treated with silane in order to change them to hydrophilic, and allow the wettability study. 
The authors used four polyacrylamides: PAM (𝑀𝑤 = 9𝑥10
6); HPAM A (AD37, 𝑑𝐻 = 27%, 
𝑀𝑤 = 7.6𝑥10
6); HPAM B (P700, 𝑑𝐻 = 27%, 𝑀𝑤 = 7𝑥10
6); and HPAM C (AD60, 𝑑𝐻 = 45%, 
𝑀𝑤 = 7𝑥10
6). They also tested two polyssachariddes: scleroglucan (𝑀𝑤 = 5.4𝑥10
6); and 
xanthan gum (𝑀𝑤 = 4.4𝑥10
6). The experiments were done without and with oil (dodecane) 
in its residual oil saturation. Three NaCl were tested (20,000 ppm; 50,000 ppm; and 100,000 
ppm), and a KI tracer was added to the polymer solutions. The injections were performed at 
constant rate in a polymer-water-polymer sequence (some experiments did not had the last 
polymer injection), in order to duplicate the retention measurement. The retention values 
obtained were within 1.5 𝜇𝑔 𝑔⁄  and 160 𝜇𝑔 𝑔⁄ . In some cases, the authors observed 
significant IAPV and reversible retention, generating great differences between the adsorption 
measurement duplicates. Even with those problems, the results indicate that hydrophobic 
rocks tend to increase the retention of polyacrylamides and polysaccharides, except for 
anionic polymers in brines without polyvalent ions. This work also indicates residual oil 
presence tend to significantly reduce adsorption in oil-wet media, and slightly increase 
adsorption in water-wet cores. Manichand and Seright (2014), however, note that the use of 
silane to change the wettability of the cores may have jeopardized the results and the 
conclusions of Broseta et al. (1995) should not be generalized. 
Osterloh and Law (1998) performed polymer core flooding experiments to 
estimate IAPV, retention, RRF, and in-situ viscosity. That study was performed to evaluate the 
potential for application of polymers for EOR in the Captain Field, in the North Sea. The authors 
used Captain Field sandstone cores (30% ≤ 𝜙 ≤ 33% and 2500 𝑚𝐷 ≤ 𝑘 ≤ 11000 𝑚𝐷) for 
all the experiments, which were done at 30.5°C. The brines had TDS compositions between 
13,000 ppm and 18,000 ppm. The brine with lowest concentration had the following 
composition in 𝑔 𝑘𝑔⁄ : 11.02 NaCl; 0.10 KCl; 1.042 CaCl2·2H2O; 1.35 MgCl2·6H2O; 0.05 
BaCl2·2H2O; 0.25 SrCl2·6H2O. The solution of highest concentration was prepared using the 
same proportion of salts. Two HPAMs were used (both with 𝑑𝐻 = 30%, and  
𝑐𝑝 = 500 𝑝𝑝𝑚), and a tracer was introduced in the polymer solutions. The authors used a live 





The experiments were done at constant injection rate, and the sequence was polymer-brine-
polymer. The produced fluids were analyzed for polymer and tracer concentrations, and the 
pressure drop across the core history was measured. The authors estimated the IAPV 
normalized by the total void volume, and the aqueous porous volume (i.e., subtracting the 
fraction of the pore volume occupied by residual oil), obtaining values within 18% and 48% in 
relation to total void volume, and between 33% and 68% in relation to the aqueous pore 
volume. The RRF obtained was between 3 and 18. The polymer retention, without IAPV 
correction, was estimated between 9 𝜇𝑔 𝑔⁄  and 27 𝜇𝑔 𝑔⁄ , with mechanical entrapment 
accounting for around 5% to 22% of the total injected mass. The retention values corrected 
by IAPV correspond to the interval 4.6 𝜇𝑔 𝑔⁄  to 68.6 𝜇𝑔 𝑔⁄ . The authors report that the in-situ 
rheology results were inconclusive due to the constant mechanical entrapment of a polymer 
portion. It is worth mentioning that the authors performed initial tests characterized by face 
plugging, and a filtration membrane solved the problem for latter experiments. 
Zheng et al. (2000) studied the effects of adsorption on the two-phase flow 
behavior. Those authors performed polymer core flooding experiments in two different 
sandstones: Berea (highly water-wet, 21.8% ≤ 𝜙 ≤ 23.1%, and  
358.3 𝑚𝐷 ≤ 𝑘 ≤ 623.8 𝑚𝐷); and cores from Warden reservoir (moderately oil-wet,  
𝜙 = 25.4%, and 𝑘 = 823.5 𝑚𝐷). A HPAM (Alcoflood 1275A, 250 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 1500 𝑝𝑝𝑚, 
𝑀𝑤 = 22𝑥10
6) foi used in this study. The polymer solutions were filtered before the core 
floodings. They used a formation brine composed of 29,000 ppm NaCl and 31,300ppm TDS, 
and an injection brine of 1,490 ppm TDS. The experiments were performed without and with 
oil in its residual saturation (29.3% ≤ 𝑠𝑜𝑟 ≤ 37.1%). The retention was estimated by the 
same method used by Lotsch et al. (1985), with a series of experiments of increasing polymer 
concentration being performed in a single core. The authors found retention values between 
3.4 𝜇𝑔 𝑔⁄  and 58 𝜇𝑔 𝑔⁄ . As conclusions, the authors report that HPAM adsorption results in a 
water relative permeability reduction, which are related to pore size restrictions and 
wettability changes. The authors also observed that polymer adsorption results in an increase 
in irreducible water saturation while maintaining the residual oil saturation almost constant. 
However, note that this last observation only affects experiments, since a field observation of 
this phenomenon would require oil injection. 
De Melo et al. (2002) performed polymer core flooding experiments to determine 
RF, RRF, retention, and IAPV. Sandstone cores from the Carmópolis, Buracica, and Canto do 
Amaro fields (all in Brazil) were used (18% ≤ 𝜙 ≤ 30%, and 106 𝑚𝐷 ≤ 𝑘𝑤 ≤ 1115 𝑚𝐷). 
They evaluated a HPAM (500 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 1000 𝑝𝑝𝑚, 25% ≤ 𝑑𝐻 ≤ 30%, and  
5𝑥106 ≤ 𝑀𝑤 ≤ 10𝑥10
6). The brines used were the same as the ones present in the fields 
(1,000 𝑝𝑝𝑚 ≤ 𝑇𝐷𝑆 ≤ 41,000 𝑝𝑝𝑚 for the formation brine, and  
100 𝑝𝑝𝑚 ≤ 𝑇𝐷𝑆 ≤ 1,000 𝑝𝑝𝑚 for the injection one, both with viscosities between  
0.87 and 1.01 mPa·s on reservoir/experimental conditions), with the addition of KI tracer. The 





60°C), without oil, and with a brine-polymer-brine injection sequence. The authors used an 
UV-vis spectrophotometer and a rotational viscometer to detect the polymer concentration 
in the effluents, with the spectrophotometer resulting in considerably superior 
measurements. The IAPV was estimated by a history matching process using an algorithm 
developed by Melo (1991). The results reported were: 6 ≤ 𝑅𝐹 ≤ 6.6; 1.1 ≤ 𝑅𝑅𝐹 ≤ 3; 
0 𝜇𝑔 𝑔⁄ ≤ 𝛤𝑝 ≤ 40𝜇𝑔 𝑔⁄ ; 10% ≤ 𝐼𝐴𝑃𝑉 ≤ 20%. The authors reported that the use of a 
simple algorithm to determine parameters by history matching as an innovative methodology, 
which was more reliable than the graph methods used by contemporary authors. They also 
noted the necessity of research, development, and innovation in the field of development of 
new polymers resistant to temperature and salinity in order to make feasible the field 
application of this EOR method. 
Teixeira (2005) evaluated polymers for EOR applications through core flooding 
experiments. That author used Botucatu sandstone cores (27% ≤ 𝜙 ≤ 28%, and  
72 𝑚𝐷 ≤ 𝑘𝑤 ≤ 222 𝑚𝐷). The experiments were performed without oil, under constant rate, 
at 50°C, and with an injection sequence brine-polymer-brine. A NaCl brine (30,000 ppm) was 
used, and the polymer solutions had 𝑐𝑝 = 600 𝑝𝑝𝑚 and 𝑐𝑁𝑎𝐶𝑙 = 66,000 𝑝𝑝𝑚. The author 
tested three polymers: HPAM, xanthan gum, and hydroxypropyl guar gum (HPG); and mixtures 
of polymers: one-to-one and one-to-three of xanthan gum and HPG. The salt was used as 
tracer, with its concentration in the effluents being determined by a conductivity meter. The 
polymer concentration in the effluents was determined by the bleach method for the 
polyacrylamides, and phenol-sulfuric method for the polysaccharides. The results revealed: 
1 ≤ 𝑅𝐹 ≤ 4.5; 1 ≤ 𝑅𝑅𝐹 ≤ 3.9; 97 𝜇𝑔 𝑔⁄ ≤ 𝛤𝑝 ≤ 107 𝜇𝑔 𝑔⁄ ; 1% ≤ 𝐼𝐴𝑃𝑉 ≤ 15%. The 
author reported many problems on the core flooding procedures, such as air bubbles in the 
pressure sensor lines, face plugging, melting of the core confining resin, and leaks. The author 
observed that the xanthan gum displayed and higher RF, but a lower RRF than HPAM for the 
conditions tested. The mixtures of xanthan gum and HPG resulted in lower values of RF and 
RRF when compared to xanthan by itself, i.e., loss of performance. 
Stavland et al. (2010) performed polymer core flooding experiments to estimate 
RF, RRF, and in-situ viscosity. The experiments were done in Berea (18% ≤ 𝜙 ≤ 23%, and  
137 𝑚𝐷 ≤ 𝑘𝑤 ≤ 824 𝑚𝐷) and Bentheim cores (𝜙 = 24%, and  
1,998 𝑚𝐷 ≤ 𝑘𝑤 ≤ 2,019 𝑚𝐷). The authors used many different polyacrylamides, some 
associated with acrylic acid, i.e., HPAM (10% ≤ 𝑑𝐻 ≤ 30%, and 5𝑥10
6 ≤ 𝑀𝑤 ≤ 20𝑥10
6), 
and some with AMPS copolymer (AMPS content between 15% and 25%, and  
8𝑥106 ≤ 𝑀𝑤 ≤ 18𝑥10
6), and a xanthan gum (characteristics not reported). The polymer 
concentrations tested were between 600 ppm and 1,500 ppm, and some polymer samples 
were pre-sheared. The authors used a synthetic seawater of unreported composition. The 
experiments were performed at constant injection rate, without oil, and with an injection 
sequence of brine-polymer-brine. They tested multiple injection rates for the polymer banks, 





7.2 ≤ 𝑅𝐹 ≤ 144.7; and 1 ≤ 𝑅𝑅𝐹 ≤ 7. Through these experiments, the authors indicated two 
in-situ rheology behavior for HPAM regarding high shear rates, in addition to the Newtonian 
and shear thinning behaviors present in low and mid shear rates. The authors observed that, 
for high shear rates (> 100𝑠−1), the HPAM displays a shear thickening behavior, due to its 
viscoelastic characteristics, as observed in other works. For very high shear rates (> 1000𝑠−1), 
the HPAM has another shear thinning behavior, named the degradation regime, in which the 
viscosity loss is attributed to mechanical degradation due to high molecular shearing inside 
the porous medium. In this work, it is also developed a model for HPAM in-situ viscosity 
representation, with good correlation with experimental data. 
Pancharoen et al. (2010) evaluated associative polymers by core flooding 
experiments. The experiments were performed in sand packs (𝜙 = 26.3%, and  
𝑘𝑤 ≤ 12,600 𝑚𝐷). They used three polyacrylamide-based associative polymers (SuperPusher 
S255, SuperPusher D118, SuperPusher B192) and a conventional HPAM (FLOPAAM 3630S). 
The experiments were performed, at constant injection rate, by the injection of a high polymer 
concentration solution (2,000 ppm), followed by another injection at low polymer 
concentration (500 ppm) containing a tracer (10,000 ppm NaCl), and then another injection 
of the first solution. The polymer and salt concentrations in the effluents were measured by 
UV-vis spectrophotometry and tiritation with AgNO3, respectively. The IAPV was measured by 
three methods: directly from the production curves; history matching using an analytic model; 
and history matching using a reservoir simulator. The last two methods resulted in similar 
estimates, but both were very different from the values obtained directly from the flow 
curves. The results were 21.2% ≤ 𝐼𝐴𝑃𝑉 ≤ 35.2%. The authors concluded that the polymer 
molecular weight influences the IAPV. Separately, the authors performed a study of the RRF 
of the same polymers under different conditions, obtaining RRF results between 1.15 and 1.5. 
Moradi (2011) measured polymer IAPV, retention, RF, RRF, and in-situ viscosity in 
water- and oil-wet rocks by core flooding experiments. The experiments were performed in 
Berea and Bentheim sandstones (18.33% ≤ 𝜙 ≤ 22.83%, and  
758 𝑚𝐷 ≤ 𝑘𝑤 ≤ 2,314 𝑚𝐷)with different treatments to change core wettability. Brines with 
23,495 ppm NaCl and 33,544 ppm TDS were used to replicate the seawater. HPAM solutions 
(𝑐𝑝 = 400 𝑝𝑝𝑚, 𝑑𝐻 = 30%, and 𝑀𝑤 = 20𝑥10
6) with the same ionic composition of the brine 
were tested. The experiments were performed in residual oil saturation  
(22.27 ≤ 𝑠𝑜𝑟 ≤ 39.92) and approximately 20°C. The injection sequence was composed of 
injections at constant rate: first brine, then polymer, followed by brine again, and lastly 
polymer. The injection rate of the last polymer injection was varied to obtain the in-situ 
viscosity. The produced polymer concentration was measured by a capillary viscometer. The 
results were: 2.01 ≤ 𝑅𝐹 ≤ 11; 1.31 ≤ 𝑅𝑅𝐹 ≤ 8.56; 5.84 𝜇𝑔 𝑔⁄ ≤ 𝛤𝑝 ≤ 61.65 𝜇𝑔 𝑔⁄ ;  
1.8% ≤ 𝐼𝐴𝑃𝑉 ≤ 14.9%. In this work, the authors concluded that the retention and IAPV 
values for HPAMs tend to be lower at water-wet cores at residual oil saturation than oil-wet 





Thomas et al. (2013) developed a study of associative and conventional polymers. 
Five polymers were investigated: FLOPAAM FP3330S, AP1, AP2, AP3, and SuperPusher C319. 
A total of four experiments were performed under different conditions. All experiments were 
done at constant injection rate, and at ambient temperature. The first experiments used a 
Berea sandstone (𝜙 = 22.43%, and 𝑘𝑤 = 409 𝑚𝐷), without oil, and alternating injections of 
brine (10,000 ppm NaCl, 1,000 ppm CaCl2, 100 ppm MgCl2) and each of the five polymers  
(𝑐𝑝 = 1,250 𝑝𝑝𝑚), amounting for 10 injections. Each polymer injection had injection rate 
variations within that polymer bank, in order to measure in-situ viscosity. The second 
experiment, the authors used a Berea sandstone (𝜙 = 20.64%, and 𝑘𝑤 = 381 𝑚𝐷), without 
oil, and injected only one associative polymer at different concentrations  
(500 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 1,500 𝑝𝑝𝑚). The last two experiments were done in silica sand packs 
(41.6% ≤ 𝜙 ≤ 43.89%, and 2,509 𝑚𝐷 ≤ 𝑘𝑤 ≤ 2,625 𝑚𝐷), with oil (38.4% ≤ 𝑠𝑜𝑟 ≤ 40%), 
and the oil recovery was evaluated along with RF, RRF, adsorption, and IAPV. The adsorption 
and IAPV were obtained by history matching using a simulator. The difference between the 
last two experiments were in the used polymer, a conventional HPAM (𝑐𝑝 = 1,800 𝑝𝑝𝑚 in 
10,000 ppm NaCl) and an associative polyacrylamide (𝑐𝑝 = 1,500 𝑝𝑝𝑚 in 10,000 ppm NaCl). 
The authors concluded that associative polymers have great advantages over conventional 
ones in terms of higher RF. Additionally, increases in the association degree and brine 
compatibility have beneficial effects in the RF of associative polymers. With the appropriate 
association degree, associative polymers may be transported through porous media with 
relatively low retention. 
Zhang and Seright (2014) studied the effect of HPAM concentration in polymer 
retention through static and dynamic experiments. In the dynamic experiments, they used the 
methodology developed by Lotsch et al. (1985). The authors used Berea  
(43.2% ≤ 𝜙 ≤ 44.1%, and 4,880 𝑚𝐷 ≤ 𝑘 ≤ 5,510 𝑚𝐷) and Dundee (22% ≤ 𝜙 ≤ 23%, 
and 347 𝑚𝐷 ≤ 𝑘 ≤ 449 𝑚𝐷) sandstone cores. A HPAM (FLOPAAM 3230S, 𝑑𝐻 = 30%, and  
𝑀𝑤 ≈ 7𝑥10
6) was used in various concentrations (20 𝑝𝑝𝑚 ≤ 𝑐𝑝 ≤ 2,000 𝑝𝑝𝑚). Two 
different salinities were used: 20,000 ppm of NaCl; and 23,000 ppm NaCl along with 2,200 
ppm NaHCO3. The polymer concentration was determined by the pressure drop across a filter 
positioned at the end of the core, and through total organic carbon (TOC) analysis of collected 
samples. The tests were performed at constant flow rate and without oil. The results obtained 
by the authors were 4.63 𝜇𝑔 𝑔⁄ ≤ 𝛤𝑝 ≤ 56.5 𝜇𝑔 𝑔⁄ . Those authors reported that, in dilute or 
concentrated solution, polymer concentration has little impact on the retention. On the other 
hand, in semidilute solutions, the retention is concentration-dependent. These authors also 
proposed a qualitative model for polymer retention based on their observations. Additionally, 
the authors observed that after a porous medium was flooded with a dilute polymer solution, 
no additional retention took place. Therefore, the main conclusion of this work was that 
polymer retention could be mitigated in field applications by injection of a dilute solution 





Zhang and Seright (2015) studied the effects of hydrodynamic retention through 
polymer core flooding experiments. They used the same experimental setup and procedures 
reported by Zhang and Seright (2014), but with different conditions. The authors performed 
injections at different flow rates for each separate polymer injection. They separated each 
polymer injection by a large brine slug (approximately 100 PVs). These procedures were done 
to estimate both irreversible and reversible polymer retention. They used Dundee  
(𝜙 = 24.1%, and 𝑘 = 1,900 𝑚𝐷) and Berea (𝜙 = 18.2%, and 𝑘 = 71 𝑚𝐷) sandstones. A 
HPAM (FLOPAAM 3230S, 𝑑𝐻 = 30%, and 𝑀𝑤 ≈ 7𝑥10
6) and a xanthan gum (Kelzan XC, HV) 
were tested. A 20,000 NaCl brine was used and KI was added to the polymer solutions to act 
as a tracer. This work was able to successfully separate reversible and irreversible retentions, 
as well as associating retention with the displacement velocity. The hydrodynamic retention 
observed in this work was much less relevant in xanthan gum when compared with HPAM. 
The authors reported that, for high front advancement rates, the xanthan gum presents a 
shear thinning behavior, while the HPAM displays a Newtonian or shear thickening one. The 
authors concluded that the rheology of the polymer investigated was an intrinsic property, 






A.1. Data from the Literature Review on Core Flooding Experiments 
Table A. 1: Summary of the core flooding experiments reported in the literature from oldest to newest. 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 









HPAM 3 20 500 
Unconsolidated 
Miocene sand 




HPAM N/A N/A 
200~ 
100 




Xanthan gum N/A - 500 Sandstone (Berea) 681 29,1 
20000 (formation); 
10000 (injection) 
















N/A 28,1 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 39 2,6 36,4 N/A 





N/A 28,1 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 3,5 1,1 54,1 N/A 
Martin et al. 
(1983) 
 
HPAM (Hi Vis) N/A 22,2 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 19,5 2,1 25,0 N/A 
Martin et al. 
(1983) 
 
HPAM (Hi Vis) N/A 22,2 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 3,9 1,3 47,8 N/A 





N/A N/A 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 40,6 14,8 37,9 N/A 





N/A N/A 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 10,8 3,9 57,0 N/A 
Martin et al. 
(1983) 
 
HPAM (Pusher 500) N/A 34,7 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 12,5 2,7 23,9 N/A 
Martin et al. 
(1983) 
 
HPAM (Pusher 500) N/A 34,7 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 3,4 1,4 46,0 N/A 
Martin et al. 
(1983) 
 
HPAM (Pusher 700) N/A 33,3 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 14,2 3,3 25,7 N/A 
Martin et al. 
(1983) 
 
HPAM (Pusher 700) N/A 33,3 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 7,1 1,1 49,6 N/A 








Table A. 2: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 









HPAM (Pusher 1000) N/A 27,5 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 34,1 4,2 39,3 N/A 
Martin et al. 
(1983) 
 
HPAM (Pusher 1000) N/A 27,5 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 6,4 1,5 58,8 N/A 
Martin et al. 
(1983) 
 
HPAM (Nal-flo) N/A 26,6 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 24,4 2,2 34,9 N/A 
Martin et al. 
(1983) 
 
HPAM (Nal-flo) N/A 26,6 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 6,1 3,2 54,8 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 19,5 1,2 13,2 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 20,5 1,2 28,3 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 13,5 5,3 17,7 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 11,6 6,7 27,6 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 14,6 3,2 15,1 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 13,6 2,3 16,9 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 6,1 1,9 12,1 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 3,4 1,3 73,5 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 1000 Same as salinity No oil ~25 51,5 21,2 192,3 N/A 





N/A - 750 Sandstone (Berea) 
350~ 
550 
 20000 Same as salinity No oil ~25 19,4 4,2 244,9 N/A 














No oil 55 N/A N/A N/A 9 














30+-2 55 N/A N/A - 12 














No oil 55 N/A N/A 160 13 














30+-2 55 N/A N/A - 11 







Table A. 3: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 


















No oil 55 N/A N/A N/A 11 
Lötsch et al. 
(1985) 
 









30+-2 55 N/A N/A - 10 
Lötsch et al. 
(1985) 
 









No oil 55 N/A N/A 120 10 
Lötsch et al. 
(1985) 
 









30+-2 55 N/A N/A - 10 
Lötsch et al. 
(1985) 
 











~20  N/A N/A 31 N/A 
Hughes et al. 
(1990) 
 











~20  N/A N/A 35 31 
Hughes et al. 
(1990) 
 











~20  N/A N/A 55 29 
Hughes et al. 
(1990) 
 











No oil  N/A N/A 76 25 
Hughes et al. 
(1990) 
 











No oil  N/A N/A 70 20 
Hughes et al. 
(1990) 
 
Xanthan gum N/A - 400 
Sandstone 
(Brent) 
210 N/A 11146 13411 No oil 30 N/A N/A 76 19 





Xanthan gum N/A - 400 
Sandstone 
(Brent) 
200 N/A 11146 13411 No oil 30 N/A N/A 55 24 





Xanthan gum N/A - 400 
Sandstone 
(Brent) 
140 N/A 11146 13411 No oil 30 N/A N/A 57 14 





Xanthan gum N/A - 400 
Sandstone 
(Brent) 
420 N/A 11146 13411 No oil 30 N/A N/A 53 16 





Xanthan gum N/A - 400 
Sandstone 
(Brent) 
660 N/A 11146 13411 No oil 30 N/A N/A 37 14 









Table A. 4: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 









Xanthan gum N/A - 400 Sandstone (Brent) N/A N/A 11146 13411 No oil 70 N/A N/A 56 17 





Xanthan gum N/A - 400 Sandstone (Brent) N/A N/A 11146 13411 No oil 70 N/A N/A 61 16 





Xanthan gum N/A - 400 Sandstone (Brent) 28 N/A 11146 13411 31 70 N/A N/A 30 15 





Xanthan gum N/A - 400 Sandstone (Brent) 63 N/A 11146 13411 27 70 N/A N/A 37 17 





Xanthan gum N/A - 400 Sandstone (Brent) 59 N/A 11146 13411 37 70 N/A N/A 27 15 





Xanthan gum N/A - 400 Sandstone (Brent) 6 N/A 11146 13411 32 70 N/A N/A 28 21 





Xanthan gum N/A - 400 Sandstone (Brent) 23 N/A 11146 13411 27 70 N/A N/A 10,5 22 





Xanthan gum N/A - 400 Sandstone (Brent) N/A N/A 11146 13411 23 70 N/A N/A 10 14 





Xanthan gum N/A - 400 Sandstone (Brent) 171 N/A 11146 13411 33 30 N/A N/A 5 N/A 





Xanthan gum N/A - 400 Sandstone (Brent) 64 N/A 11146 13411 32 30 N/A N/A 1 N/A 





Xanthan gum N/A - 400 Sandstone (Brent) 108 N/A 11146 13411 42 30 N/A N/A 1 N/A 





Xanthan gum N/A - 400 Sandstone (Brent) 236 N/A 11146 13411 40 30 N/A N/A <1 N/A 





Xanthan gum N/A - 400 Sandstone (Brent) 76 N/A 11146 13411 35 70 N/A N/A 4 20 





Xanthan gum N/A - 400 Sandstone (Brent) 47 N/A 11146 13411 38 70 N/A N/A 5 16 











40~44 50000 Same as salinity No oil  N/A N/A 32 N/A 








Table A. 5: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 















40~44 50000 Same as salinity 16  N/A N/A 32 N/A 










40~44 50000 Same as salinity No oil  N/A N/A 57 N/A 










40~44 50000 Same as salinity 19  N/A N/A 10 N/A 









44~47 50000 Same as salinity No oil  N/A N/A 21 N/A 









44~47 50000 Same as salinity 13  N/A N/A 22 N/A 









44~47 50000 Same as salinity No oil  N/A N/A 150 N/A 









44~47 50000 Same as salinity 18  N/A N/A 43 N/A 









30~33 50000 Same as salinity No oil  N/A N/A 33 N/A 









30~33 50000 Same as salinity 19  N/A N/A 43 N/A 









30~33 50000 Same as salinity No oil  N/A N/A 81 N/A 









30~33 50000 Same as salinity 10  N/A N/A 45 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 7,5 N/A 










40~44 20000 Same as salinity 20  N/A N/A 10 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 9,5 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 6 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 1,5 N/A 








Table A. 6: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 















40~44 20000 Same as salinity No oil  N/A N/A 8 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 1 N/A 










40~44 100000 Same as salinity No oil  N/A N/A 21 N/A 










40~44 100000 Same as salinity No oil  N/A N/A 35 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 22 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 90 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 22 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 110 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 11 N/A 










40~44 20000 Same as salinity No oil  N/A N/A 73 N/A 




HPAM N/A 30 500 
Sandstone 
(Captain field) 
128 30~33 11020 13000 36  N/A 5 21 24 
Osterloh et al. 
(1998) 
 
HPAM N/A 30 500 
Sandstone 
(Captain field) 
494 30~33 11020 13000 45  N/A 8 9 18 
Osterloh et al. 
(1998) 
 
HPAM N/A 30 500 
Sandstone 
(Captain field) 
175 30~33 11020 13000 48  N/A 16 27 48 
Osterloh et al. 
(1998) 
 








No oil 50 4,5 3 31 15 
Melo et al. 
(2002) 
 








No oil 50 6,6 2,2 20 10 







Table A. 7: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 

















No oil 60 2,6 2,2 40 20 
Melo et al. 
(2002) 
 








No oil 60 3,6 1,2 6 15 
Melo et al. 
(2002) 
 
HPAM 10,0 25 500 
Sandstone (Canto 
do Amaro field) 
106 24,5 360 1000 No oil 55 3,3 1,4 6,2 20 
Melo et al. 
(2002) 
 
HPAM 10,0 25 500 
Sandstone (Canto 
do Amaro field) 
1155 29,4 360 1000 No oil 55 5,5 1,1 0 10 
Melo et al. 
(2002) 
 
























































Low Medium 500 
Sandstone 
(Sandpack) 






Low Medium 500 
Sandstone 
(Sandpack) 






Low Medium 1000 
Sandstone 
(Sandpack) 






Low Medium 1500 
Sandstone 
(Sandpack) 






Low Medium 2000 
Sandstone 
(Sandpack) 






Medium Medium 500 
Sandstone 
(Sandpack) 






Medium Medium 500 
Sandstone 
(Sandpack) 






Medium Medium 1000 
Sandstone 
(Sandpack) 






Medium Medium 1500 
Sandstone 
(Sandpack) 






Medium Medium 2000 
Sandstone 
(Sandpack) 



















Table A. 8: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 












































































































HPAM 20 30 400 
Sandstone 
(Bentheim) 
2314 21,34 23495 33544 39,92 ~20 2,01 1,39 15,7 7,5 Moradi (2011) Water-wet 
HPAM 20 30 400 
Sandstone 
(Bentheim) 
1007 18,33 23495 33544 32,2 ~20 4,05 2,48 16,1 1,8 Moradi (2011) Oil-wet 
HPAM 20 30 400 Sandstone (Berea) 842 22,83 23495 33544 36,37 ~20 11 8,56 61,65 14,9 Moradi (2011) Water-wet 
HPAM 20 30 400 Sandstone (Berea) 758 21,27 23495 33544 22,27 ~20 N/A 1,31 5,84 7,23 Moradi (2011) Oil-wet 
HPAM (FLOPAAM 
FP3330S) 
8~11 27~33 1250 Sandstone (Berea) 409 22,43 10000 11100 No oil 
20~
23 
11 2,64 N/A N/A 
Gaillard et al. 
(2013) 
 
Associative (AP1) 8~11 27~33 1250 Sandstone (Berea) 409 22,43 10000 11100 No oil 
20~
23 
25 7,61 N/A N/A 
Gaillard et al. 
(2013) 
 
Associative (AP2) 8~11 27~33 1250 Sandstone (Berea) 409 22,43 10000 11100 No oil 
20~
23 
248 40 N/A N/A 
Gaillard et al. 
(2013) 
 
Associative (AP3) 8~11 27~33 1250 Sandstone (Berea) 409 22,43 10000 11100 No oil 
20~
23 
710 59,4 N/A N/A 





16~18 27~33 1250 Sandstone (Berea) 409 22,43 10000 11100 No oil 
20~
23 
25 8,3 N/A N/A 
Gaillard et al. 
(2013) 
 
Associative (AP2) 8~11 27~33 500 Sandstone (Berea) 381 20,64 10000 11100 No oil 
20~
22 
93 - 200 N/A 
Gaillard et al. 
(2013) 
 
Associative (AP2) 8~11 27~33 1000 Sandstone (Berea) 381 20,64 10000 11100 No oil 
20~
22 
130 - - N/A 







Table A. 9: Summary of the core flooding experiments reported in the literature from oldest to newest (cont.). 





𝑴𝒘 𝒅𝑯 𝒄𝒑 
Rock Type 









Associative (AP2) 8~11 27~33 1500 Sandstone (Berea) 381 20,64 10000 11100 No oil 
20~
22 
155 35,9 - N/A 





8~11 27~33 1800 Silica sandpack 2625 41,6 10000 Same as salinity 40 23 44 1,1 0,35 5 





16~18 27~33 1500 Silica sandpack 2509 43,89 10000 Same as salinity 38,4 
20~
22 
85 1,7 10 10 




















































6~8 30 1000 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 






6~8 30 500 
Sandstone 
(Dundee) 









APPENDIX B DERIVATION OF THE DIMENSIONAL 
MATHEMATICAL MODEL 
This section presents the complete derivation of the dimensional forms of the 
hydraulic diffusion and advection-reaction-dispersion equations presented in section 3.1. The 
structure of the PDEs presented in this appendix is based on the work of Moreno (2000). 
B.1. Hydraulic Diffusion Equation 
The mass balance of the fluid phase flowing through a completely saturated porous 
media is given by equation ( 3.1 ), replicated here: 
Where ?̃?𝑓 is the source or sink of fluid (negative for sink, and positive for source), and 
𝜌𝑓 is the specific mass of the fluid phase. 
Considering the fluid phase mass source and sink as negligible and expanding ( 3.1 ), 
we have ( B. 1 ). 
Admitting that the specific mass of the fluid and the porosity of the medium are 
dependent solely on the pressure, we have ( B. 2 ). 
If the fluid and the rock formation are slightly compressible, the isothermal 
compressibility of the formation (𝑐𝜙) and the fluid (𝑐𝑓) can be represented by equations ( 3.2 ) 











 𝜌𝑓 = −𝜌𝑓 𝛻 ∙ 𝐽𝑣⃗⃗⃗  − 𝐽𝑣⃗⃗⃗   𝛻 ∙ 𝜌𝑓 ( B. 1 ) 





























By substituting equations ( 3.2 ) and ( 3.3 ) in equation ( B. 2 ) we arrive at ( B. 3 ). 
Considering ( 3.4 ), the system total compressibility (𝑐𝑡). 
Substituting ( 3.4 ) in ( B. 3 ), one can obtain ( B. 4 ). 
The liquid phase flow is given by Darcy’s law, ( 2.52 ). 
Substituting ( 2.52 ) in ( B. 4 ), we obtain ( B. 5 ). 
As the hydrostatic pressure variations are small and considering that the fluid phase 
compressibility is also of small magnitude, we can consider the quadratic term (multiplication of 
divergent by gradient) in equation ( B. 5 ) as negligible. Thus, we have ( 3.5 ), the final form of the 
proposed dimensional hydraulic diffusion equation. 














 ( 3.3 ) 
 𝜙 (𝑐𝑓 + 𝑐𝜙) 
𝜕𝑝
𝜕𝑡
= −𝛻 ∙ 𝐽𝑣⃗⃗⃗  − 𝐽𝑣⃗⃗⃗   𝑐𝑓 𝛻 ∙ 𝑝 ( B. 3 ) 
 𝑐𝑡 = 𝑐𝑓 + 𝑐𝜙 ( 3.4 ) 
 𝜙 𝑐𝑡  
𝜕𝑝
𝜕𝑡
= −𝛻 ∙ 𝐽𝑣⃗⃗⃗  − 𝐽𝑣⃗⃗⃗   𝑐𝑓 𝛻 ∙ 𝑝 ( B. 4 ) 
 𝐽𝜐⃗⃗⃗  = −
𝑘𝑓
𝜇𝑓
 𝛻𝑝 ( 2.52 ) 
 𝜙 𝑐𝑡  
𝜕𝑝
𝜕𝑡
= 𝛻 ∙ (
𝑘𝑓
𝜇𝑓
 𝛻𝑝) + (
𝑘𝑓
𝜇𝑓
 𝑐𝑓 𝛻𝑝 𝛻 ∙ 𝑝) ( B. 5 ) 
 𝜙 𝑐𝑡  
𝜕𝑝
𝜕𝑡
= 𝛻 ∙ (
𝑘𝑓
𝜇𝑓





Note that, if the porous medium permeability and the fluid viscosity are constants, 
the equation ( 3.6 ) is reduced to the classic form of the hydraulic diffusion (or groundwater flow 
equation), as presented by Rosa et al. (2006), for example. 
B.2. Advection-Reaction-Dispersion of a Component 
Similarly to the hydraulic diffusion, the mass balance of each component i, when 
transported through a porous medium, is given by ( 3.7 ). 
The source/sink term (?̃?𝑖) has to be accounted with care. If the source/sink is 
expressed in terms of volume of fluid, it has to be pondered by the apparent porosity. Note that 
in the proposed case, this consideration is not necessary because the source/sink is due to 
retention. 
The flow of a species i is given by ( B. 6 ). 
With 𝑖 = 1,2, … ,𝑚, and 𝑚 being the solvent component. 
Substituting ( B. 6 ) into ( 3.7 ) and considering the effective porosity of the component 
as time-constant, we have ( B. 7 ). 
The dispersive flux with the effects of multicomponent diffusion neglected is given by 
the Fick’s law for dispersion, ( B. 8 ). 
By substituting ( B. 8 ) into ( B. 7 ), we have ( B. 9 ). 
















= −𝛻 ∙ 𝐽𝑖⃗ + ?̃?𝑖 ( 3.7 ) 
 𝐽𝑖⃗ = 𝜙𝑖  𝐽𝑖
𝑑⃗⃗  ⃗ + 𝐽𝑖
𝑎⃗⃗  ⃗ ( B. 6 ) 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡
= −𝜙𝑖  𝛻 ∙ 𝐽𝑖
𝑑⃗⃗  ⃗ − 𝛻 ∙ 𝐽𝑖
𝑎⃗⃗  ⃗ + ?̃?𝑖  ( B. 7 ) 
 𝐽𝑖





If the dispersion coefficient is considered space-constant for ( B. 9 ), we have ( 3.8 ), 
the final form of the proposed dimensional advection-reaction-dispersion of a component 
equation. 
Equation ( 3.8 ) is reduced to ( 3.9 ) for the one-dimensional case. 
Note that if the convection of component i is under steady state conditions, and there 
is no source or sink for the species i, the equation ( 3.9 ) is reduced to the classic advection-





= 𝜙𝑖  𝛻 ∙ (𝐾𝑖 𝛻𝑐𝑖) − 𝛻 ∙ 𝐽𝑖
𝑎⃗⃗  ⃗ + ?̃?𝑖 ( B. 9 ) 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡
= 𝜙𝑖  𝐾𝑖 𝛻
2𝑐𝑖 − 𝛻 ∙ 𝐽𝑖
𝑎⃗⃗  ⃗ + ?̃?𝑖 ( 3.8 ) 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡












APPENDIX C DERIVATION OF THE DIMENSIONLESS 
MATHEMATICAL MODEL 
This section presents the complete derivation of the dimensionless forms of the 
hydraulic diffusion and advection-reaction-dispersion equations presented in section 3.2. The 
structure of the PDEs presented in this appendix is based on the work of Moreno (2000). 
C.1. Hydraulic Diffusion 
The dimensional form of the hydraulic diffusion equation proposed previously is given by 
( 3.6 ). 
By multiplying both sides of ( 3.6 ) by (𝐿2 𝜇𝑓
𝑟𝑒𝑓) (∆𝑝𝑟𝑒𝑓 𝑘𝑓
𝑟𝑒𝑓)⁄ , and rearranging, we 
arrive at ( C. 1 ). 
Combining ( C. 1 ) with the dimensionless variables for time, length, pressure, 
permeability, and viscosity, presented in Table 3.1, it is possible to obtain the dimensionless form 
of the hydraulic diffusion equation, ( 3.22 ). 
C.2. Advection-Reaction-Dispersion of a Component 
The dimensional form of the advection-reaction-dispersion of a component equation 
proposed previously is given by ( 3.9 ). 











































































The advective mass flux per unit area of component i is given by ( 3.15 ). 
Substituting ( 3.15 ) into ( 3.9 ), we get equation ( C. 2 ). 
By multiplying both sides of ( C. 2 ) by (𝐿2) (𝑐𝑖
𝑟𝑒𝑓  𝛼𝑓
𝑟𝑒𝑓)⁄ , multiplying the advective 
portion by 𝐽𝑣
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝐽𝑣
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗⁄ , and rearranging, we obtain ( C. 3 ). 
Dividing both sides of ( C. 3 ) by 𝜙𝑖, introducing the dimensionless variables of time, 
length, concentrations, and volumetric flow rate by unit area, and rearranging, we can obtain  
( C. 4 ). 
In ( C. 4 ), we can identify two dimensionless groups, the Péclet number, ( C. 5 ), and 
the viscous finger correction factor, ( 3.25 ). 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡







+ ?̃?𝑖 ( 3.9 ) 
  𝐽𝑖
𝑎⃗⃗  ⃗ = 𝐽𝜐⃗⃗⃗   
𝑐?̅? 
𝐾𝐹 + 𝑐?̅? (1 − 𝐾𝐹)
 ( 3.15 ) 
 𝜙𝑖  
𝜕𝑐𝑖
𝜕𝑡









+ ?̃?𝑖  
( C. 2 ) 
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𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝜙𝑖  𝐷𝑖𝑖
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𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝑐𝑖
𝑟𝑒𝑓
𝜙𝑖  𝐽𝑖
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗
=
𝐽𝑣
𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝑐𝑖
𝑟𝑒𝑓







𝑟𝑒𝑓⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝜙𝑖 𝐷𝑖𝑖





Introducing the Péclet number and the viscous finger correction factor into ( C. 4 ), 
and considering the non-equilibrium retention as the only mass sink, we arrive at ( C. 6 ). 
Multiplying the sink term in equation ( C. 6 ) by 𝛤𝑖,𝑠𝑎𝑡 𝛤𝑖,𝑠𝑎𝑡⁄  and rearranging, one can 
obtain ( C. 7 ). 
In ( C. 7 ), we can identify the dimensionless number known as the Langmuir number, 
( C. 8 ). 
We can introduce the Langmuir number and the dimensionless variables for time and 
retention in ( C. 7 ) to arrive at ( 3.23 ). 
If equilibrium retention is considered, the expression ( 3.23 ) is simplified to ( 3.24 ). 
The retardation factor (𝐹𝑅), present in equation ( 3.24 ) is a factor that slows down the 
transport for a component i the greater the retention for that same component. The 𝐹𝑅 is given by 
( 3.26 ). 
 𝐹𝑉𝐹 =
1 
𝐾𝐹 + 𝑐𝑖𝐷 (1 − 𝐾𝐹)








































































 ( 3.23 ) 











𝜕(𝑐𝑖𝐷 𝐽𝜐𝐷⃗⃗ ⃗⃗  ⃗ 𝐹𝑉𝐹)
𝜕𝑥𝐷















APPENDIX D DETAILED RESULTS OF THE SIMULATOR 
SENSITIVITY ANALYSIS 
This appendix focuses on the presentation of the detailed results of the sensitivity 
analysis study performed for the simulator developed in Chapter 3. A complete description of the 
sensitivity analysis input data is presented in section 3.4.1, and a summary of the results is 
compiled in section 3.4.2. 
The input data common to all cases simulated are presented in Table 3.10, and the 
sensitivity analysis cases are summarized in Table 3.11. 
Table 3.10: Dimensional input data common for all the cases simulated in the sensitivity analysis. 
Variable Symbol Value (SI) Value (Usual) 
Core length 𝐿 0.25 𝑚 25 𝑐𝑚 
Core diameter 𝑑 0.0381 𝑚 1.5 𝑖𝑛 
Core cross section area 𝐴 0.00114 𝑚2 11.4 𝑐𝑚2 
Core porosity 𝜙 0.25 0.25 
Core bulk density 𝑑𝑟 1986 𝑘𝑔 𝑚
3⁄  1.986 𝑔 𝑐𝑚3⁄  
Isothermal system total compressibility 𝑐𝑡 7x10
-10 𝑃𝑎−1 7x10-5 𝑏𝑎𝑟−1 
Viscosity of the fluid that saturates the porous medium initially 𝜇𝑓
𝑖𝑛𝑖 0.001 𝑃𝑎 ∙ 𝑠 1 𝑐𝑃 
Viscosity of the polymer solvent 𝜇𝑠𝑜𝑙 0.001 𝑃𝑎 ∙ 𝑠 1 𝑐𝑃 
Salt longitudinal dispersion coefficient 𝐾𝐿,𝑠 8x10-8 𝑚
2 𝑠⁄  0.048 𝑐𝑚2 𝑚𝑖𝑛⁄  
Maximum shear rate for the lower Newtonian plateau ?̇?0 0.1 𝑠
−1 0.1 𝑠−1 
Minimum shear rate for the upper Newtonian plateau ?̇?∞ 500 𝑠
−1 500 𝑠−1 
Polymer concentration-viscosity tuning constant 𝐶1 1.8 (𝑚
3 𝑘𝑔⁄ )0.9 1800 (𝑝𝑝𝑚)0.9 * 
Polymer concentration-viscosity tuning exponent 𝐶2 0.9 0.9 
Degree of heterogeneity factor 𝐻𝐹 1 1 
* – Considering the solvent density equal to 1000 𝑘𝑔 𝑚3⁄ . 
All the simulations were performed in the same personal computer, equipped with an 
Intel® Xeon® E5-1607 central processing unit, and Windows 7 64-bits. The simulations were 
executed on Matlab® version R2015a and limited to use 2 GB of RAM. The performance results 





Table 3.11: Summary of the sensitivity analysis cases 
Variable Symbol z Case 𝟐𝐳 − 𝟏 Base Case 𝟐𝐳 
Injected polymer concentration 𝑐𝑝
𝑖𝑛 1 50 𝑝𝑝𝑚 500 𝑝𝑝𝑚 5000 𝑝𝑝𝑚 
Injection volumetric flow rate 𝑄𝜐
𝑖𝑛 2 0.1 𝑐𝑚3 𝑚𝑖𝑛⁄  1 𝑐𝑚3 𝑚𝑖𝑛⁄  10 𝑐𝑚3 𝑚𝑖𝑛⁄  
Permeability * 𝑘𝑓 3 50 𝑚𝐷 500 𝑚𝐷 5000 𝑚𝐷 
Quantity of retained polymer in which the 
medium saturates 
𝛤𝑝,𝑠𝑎𝑡 4 0 𝜇𝑔 𝑔⁄  † 100 𝜇𝑔 𝑔⁄  † 200 𝜇𝑔 𝑔⁄  † 
Langmuir equilibrium constant 𝑏𝑝 5 1 𝑚3 𝑘𝑔⁄  10 𝑚3 𝑘𝑔⁄  100 𝑚3 𝑘𝑔⁄  
Reversible retention fraction 𝑓𝑟𝑟 6 0 0.2 1 
Residual resistance factor 𝑅𝑅𝐹𝑝 7 1 2 10 
Inaccessible pore volume 𝐼𝐴𝑃𝑉𝑝 8 0 0.2 0.5 
Ostwald-de Waele fluid consistency index 𝐾 9 1 𝑚𝑃𝑎 𝑠0.8 10 𝑚𝑃𝑎 𝑠0.8 100 𝑚𝑃𝑎 𝑠0.8 
Ostwald-de Waele flow behavior index 𝑛 10 0.5 0.8 1 
Cannella tuning constant 𝐶𝐶 11 0.6 6 60 
Polymer longitudinal dispersion coefficient 𝐾𝐿𝑝 12 10-4 𝑐𝑚2 𝑚𝑖𝑛⁄  10-2 𝑐𝑚2 𝑚𝑖𝑛⁄  100 𝑐𝑚2 𝑚𝑖𝑛⁄  




* – Homogeneous porous medium; † – Micrograms of polymer per grams of rock; ‡ – The correlation developed by Ligthelm (1989) was used as the 
base value, no viscous fingering was used for case 25, and the correlation developed by Stoneberger and Claridge (1988) was used for case 26. 



























76.8 s 147.8 s 
23 h 45 min 





84.5 s 167.0 s 
23 h 45 min 





202.8 s 384.9 s 
23 h 45 min 





51.9 s 100.3 s 
237h 30 min 





76.4 s 151.7 s 
2h 22 min 





74.3 s 144.1 s 
23 h 45 min 





71.3 s 138.2 s 
23 h 45 min 





26.6 s 55.3 s 
23 h 45 min 





122.3 s 239.3 s 
23 h 45 min 





34.6 s 68.7 s 
23 h 45 min 





102.7 s 198.5 s 
23 h 45 min 
2 1336 12.7 s 23 h 45 min 
* – Time elapsed to convert the dimensionless results to dimensional ones and store both dimensional and dimensionless solutions. † – Time required 
































64.4 s 128.0 s 
23 h 45 min 





63.5 s 126.2 s 
23 h 45 min 





74.2 s 145.7 s 
23 h 45 min 





88.4 s 172.8 s 
23 h 45 min 





67.7 s 132.2 s 
23 h 45 min 





89.1 s 175.5 s 
23 h 45 min 





75.6 s 148.1 s 
23 h 45 min 





250.3 s 487.7 s 
23 h 45 min 





75.6 s 145.9 s 
23 h 45 min 





88.2 s 173.4 s 
23 h 45 min 





72.4 s 139.7 s 
23 h 45 min 





72.3 s 145.8 s 
23 h 45 min 





79.7 s 156.7 s 
23 h 45 min 





22.6 s 48.0 s 
23 h 45 min 





75.1 s 142.9 s 
23 h 45 min 





73.1 s 145.6 s 
23 h 45 min 
2 2077 18.2 s 23 h 45 min 
* – Time elapsed to convert the dimensionless results to dimensional ones and store both dimensional and dimensionless solutions. † – Time required 
for a physical experiment to generate the simulated results. 
D.1. Injected polymer concentration – Cases 1 and 2 
A sensitivity analysis of the injected polymer concentration can be done by analyzing 
the case 1 (𝑐𝑝
𝑖𝑛 = 50 𝑝𝑝𝑚), base case (𝑐𝑝
𝑖𝑛 = 500 𝑝𝑝𝑚), and case 2 (𝑐𝑝
𝑖𝑛 = 5000 𝑝𝑝𝑚).  



























































































Figure D. 1: Simulation results of case 1 (blue), base case (red), and case 2 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
Analysis of the pressure drop during the first bank (Figure D. 1) reveals that an 





explained by the fact that a polymer concentration increase results in an enhanced resistance 
factor, which is directly related to a viscosity increase and a permeability decrease. 
During the second bank injection, one can also see that an increase in polymer 
concentration increased the permeability reduction. This observation is due to the retention of 
the high concentration polymer case being closer to the saturation retention (𝛤𝑝,𝑠𝑎𝑡). Therefore, 
the RRF is more pronounced.Another aspect comes from the analysis of the middle-core polymer 
concentration during the first bank (Figure D. 1). In this graph, one can see that the higher the 
injected polymer concentration, the earlier the polymer front arrives at the middle of the core. 
This effect is explained by the retention levels being similar among the 3 cases, issuing a more 
significant retardation factor as the injected polymer concentration decreases. Figure D. 2 
presents the retention levels for each case simulated in the polymer concentration sensitivity 
analysis. Table D. 3 shows the relevance of the retention in each case through a ratio between 
the retained and injected polymer masses until 7 injected pore volumes, as well as the reference 
Langmuir number. 
 
Figure D. 2: Retention levels for the concentrations used in the polymer concentration sensitivity analysis: 50 ppm (case 1), 
500 ppm (base case), and 5000 ppm (case 2). 
Table D. 3: Retention relevance at 7 injected pore volumes for cases 1, base, and 2. 
Case 1 Base 2 
Injected polymer concentration (𝒄𝒑
𝒊𝒏) 50 ppm 500 ppm 5000 ppm 
Polymer mass 
until 7 injected 
pore volumes 
Injected 25.0 mg 249.5 mg 2494.0 mg 
Solubilized in the fluid phase inside 
the porous medium 
2.9 mg 28.5 mg 285.0 mg 
Produced 3.6 mg 174.7 mg 2159.0 mg 
Retained 18.5 mg 46.3 mg 50.0 mg 
Retained-injected ratio 74.1% 18.6% 2.0% 
Polymer reference Langmuir number (𝑵𝑳𝑨,𝒑
𝒓𝒆𝒇





One can see in Table D. 3 that there is a direct relationship between the retained-
injected polymer mass ratio and the reference Langmuir number. Therefore, the analysis of the 
Langmuir number can be a good indicator of the retention relevance in the injection process. 
In the salt concentration graph relative to the second injection bank (Figure D. 1) is 
depicted the effect of the viscous fingers. There is a delayed decrease in polymer concentration 
for the high polymer concentration case (case 2), which is caused by the viscous fingers. The 
viscosity of the polymer solution is an increasing function of the viscosity of the solution. 
Therefore, the effect of the viscous fingers intensifies as the polymer concentration increases, as 
seen in Figure D. 1. Analysis of the minimum viscous fingering correction factor for each case also 
reveals that viscous fingering intensifies as polymer concentration increases, as shown by Table 
D. 4. 
Table D. 4: Minimum viscous fingering correction factor for cases 1, base, and 2. 
D.2. Injection volumetric flow rate – Cases 3 and 4 
The sensitivity of the injection volumetric flow rate is achieved by analysis of cases 3  
(𝑄𝜐
𝑖𝑛 = 0.1 𝑐𝑚3 𝑚𝑖𝑛⁄ ), base (𝑄𝜐
𝑖𝑛 = 1𝑐𝑚3 𝑚𝑖𝑛⁄ ), and 4 (𝑄𝜐
𝑖𝑛 = 10 𝑐𝑚3 𝑚𝑖𝑛⁄ ). Figure D. 3 
shows the differential pressure, polymer concentration, and salt concentration for these cases.  
Case 1 Base 2 
Injected polymer concentration (𝒄𝒑
𝒊𝒏) 50 ppm 500 ppm 5000 ppm 


























































































Figure D. 3: Simulation results of case 3 (blue), base case (red), and case 4 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
An increase in the flow rate results in an increase in the pressure drop across the core, 





drop increase for high flow rates is dampened by the shear thinning behavior of the polymer, as 
shown in Table D. 5. 
Table D. 5: Pressure observed for cases 3, base, and 4 and that would be observed for the same cases if a Newtonian solution 
was injected. 
In Table D. 5, one can see that an increase in the flow rate affects directly in the 
enhancement of the shear rate, which, in turn, results in a decrease in the solution apparent 
viscosity. The opposite behavior is also true, i.e., diminished flow rates result in viscosity increase. 
Therefore, the expected pressure drop variation for a Newtonian fluid is dampened for a shear-
thinning polymer solution. 
Note that, even though the cases shown in Figure D. 3 reach steady state conditions 
at similar injected pore volumes, the time necessary to reach this condition is drastically different 
among the cases. This difference is because a low flow rate translates into more time necessary 
to inject a given volume (e.g., one pore volume) than a high flow rate. This fact can be seen in 
Table D. 1, as case 3 (𝑄𝜐
𝑖𝑛 = 0.1 𝑐𝑚3 𝑚𝑖𝑛⁄ ) takes almost 10 days to inject 20 pore volumes, while 
case 4 (𝑄𝜐
𝑖𝑛 = 10 𝑐𝑚3 𝑚𝑖𝑛⁄ ) takes a little more than 2 hours to inject the same volume. 
The outlet polymer and salt concentrations (Figure D. 3) reveal that an increase in the 
flow rate results in an increased sharpness of the polymer and salt fronts. In these cases, the salt 
front in the first bank is correlated directly to the relevance of the dispersive transport of salt, as 
indicated by the salt reference Péclet numbers (Table D. 6). 
Table D. 6: Reference Péclet numbers for the salt component for cases 3, base, and 4. 
The salt front in the second bank injection (Figure D. 3) if governed not only by the 
Péclet number, but also by the viscous fingering displacement instability. Since during the second 
bank injection there are viscous fingers, the salt front is smoothened. When compared to a high 
volumetric flow rate and shear-thinning fluid case, a low injection rate results in a lower Péclet 
Case 3 Base 4 
Steady state pressure drop across the core observed in 
the simulation 
0.98 psi 2.57 psi 54.81 psi 
Volumetric flow rate 0.1 cm³/min 1 cm³/min 10 cm³/min 
Shear rate 27 s-1 265 s-1 2653 s-1 
Apparent viscosity 5.01 mPa·s 3.16 mPa·s 2.78 mPa·s 
Pressure drop across the core if the injected solution was 
Newtonian with a viscosity equal to the Base case 
0.62 psi 2.57 psi 62.30 psi 
Ratio between the pressure drop for the Newtonian fluid 
and the one for the shear-thinning polymer solution 
63.3% 100% 113.7% 
  Case 3 Base Case 4 
Injection volumetric flow rate 𝑸𝝊
𝒊𝒏 0.1 cm³/min 1 cm³/min 10 cm³/min 
Salt reference Péclet number 𝑵𝑷𝑬,𝒔
𝒓𝒆𝒇





number and higher fluid viscosity. Therefore, the viscous fingering during the second bank 
displacement (i.e., the displacing fluid has a lower viscosity than the displaced one) results in a 
more pronounced difference between the cases than what is observed for the first bank front. 
Table D. 7 shows the maximum apparent viscosity along with the minimum viscous fingering 
correction factor to clarify the explanation above. 
Table D. 7: Minimum viscous fingering correction factor for cases 3, base, and 4. 
Another observation from Table D. 7 is that a viscosity variation leads to a lower 
magnitude of viscous fingering effects, and those effects are correlated by an inverse function. 
The polymer concentration curves contain the same effects than those described to 
the salt concentration. However, the polymer concentration also has a relevant additional effect 
due to retention. For both banks 1 and 2, the polymer concentration front is sharper than the salt 
ones. The first contribution to this sharp front comes from the lower polymer dispersion 
coefficient when compared to salt. The second contribution is related to polymer retention, which 
consumes polymer as the front advances in bank 1 and liberates polymer in bank 2. 
D.3. Permeability – Cases 5 and 6 
Analysis of the cases 5 (𝑘𝑓 = 50 𝑚𝐷), base (𝑘𝑓 = 500 𝑚𝐷), and 6 (𝑘𝑓 = 5000 𝑚𝐷) 
shows the sensitivity of the permeability of the medium. Figure D. 4 illustrates the differential 
pressure, polymer concentration, and salt concentration for these cases.  
Case 3 Base 4 
Injection volumetric flow rate (𝑸𝝊
𝒊𝒏) 0.1 cm³/min 1 cm³/min 10 cm³/min 
Maximum apparent viscosity (𝜼) 5.01 mPa·s 3.16 mPa·s 2.78 mPa·s 
Difference of maximum  𝜼 relative to the base case + 58.5% 0% - 12.0% 
Minimum viscous fingering correction factor (𝑭𝑽𝑭) 0.757 0.858 0.884 


























































































Figure D. 4: Simulation results of case 5 (blue), base case (red), and case 6 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
The pressure drop for the permeability sensitivity analysis has a similar, but inverse, 





higher the pressure drop. Also similar to section D.2, for the first bank, the pressure drop increase 
for low permeabilities is dampened by the shear thinning behavior of the polymer, as shown by 
Table D. 8. 
Table D. 8: Pressure observed for cases 5, base, and 6 and that would be observed for the same cases if a Newtonian solution 
was injected. 
The polymer fronts in the first bank (Figure D. 4) are exactly the same, as are the salt fronts. 
For the second bank, the polymer concentration fronts differ among themselves due to the viscous 
fingering caused by the slightly different solution viscosities. The salt fronts during the second bank also 
display small differences due to viscous fingering effects. The polymer and salt fronts differ from each 
other due to polymer retention, and inaccessible pore volume, as well as the difference between the 
dispersion coefficients. 
D.4. Quantity of retained polymer for medium saturation – Cases 7 and 8 
The sensitivity of the retention of polymer in which the medium saturates can be 
analyzed through cases 7 (𝛤𝑝,𝑠𝑎𝑡 = 0 𝜇𝑔 𝑔⁄ ), base (𝛤𝑝,𝑠𝑎𝑡 = 100 𝜇𝑔 𝑔⁄ ), and 8  
(𝛤𝑝,𝑠𝑎𝑡 = 200 𝜇𝑔 𝑔⁄ ). Figure D. 5 shows the retention isotherms for these cases. 
As seen in Figure D. 5, the retention is more significant as the retention of polymer in 
which the medium saturates increases. Analysis of the reference Langmuir numbers (Table D. 9) 
also reveal that the retention is more relevant as the 𝛤𝑝,𝑠𝑎𝑡 increases. 
Table D. 9: Reference Langmuir numbers for the polymer component for cases 7, base, and 8. 
  Case 7 Base Case 8 
Retained polymer in which the medium saturates 𝜞𝒑,𝒔𝒂𝒕 0 𝜇𝑔 𝑔⁄  𝑟 * 100 𝜇𝑔 𝑔⁄  * 200 𝜇𝑔 𝑔⁄  * 
Polymer reference Langmuir number 𝑵𝑳𝑨,𝐩
𝒓𝒆𝒇
 0 1.99 3.97 
* - Micrograms of polymer per grams of rock. 
Case 5 Base 6 
Steady state pressure drop across the core observed in 
the simulation 
54.77 psi 2.39 psi 0.78 psi 
Permeability 50 mD 500 mD 5000 mD 
Shear rate 839 s-1 265 s-1 84 s-1 
Apparent viscosity 2.78  mPa·s 3.16  mPa·s 3.98  mPa·s 
Pressure drop across the core if the injected solution was 
Newtonian with viscosity equal to the Base case 
62.26 psi 2.39 psi 0.62 psi 
Ratio between the pressure drop for the Newtonian fluid 
and the one for the shear-thinning polymer solution 







Figure D. 5: Retention levels for case 7 (blue), base case (red), and case 8 (green). 
Figure D. 6 depicts the differential pressure, polymer concentration, and salt 
concentration for these cases. 
Analysis of the middle-core polymer concentration for the first bank (Figure D. 6) 
reveals that the higher the 𝛤𝑝,𝑠𝑎𝑡, the latter the polymer front reaches the mid-core. This 
retardation in the polymer front is a well-known effect of adsorption (Huh et al., 1990; Lotsch et 
al., 1985; Sheng, 2011; Sorbie, 1991). 
Another aspect is illustrated in the polymer concentration during the second bank  
(Figure D. 6). An increase in 𝛤𝑝,𝑠𝑎𝑡 also results in a delay of the front (i.e., takes longer to reach the 
injected concentration). This delay is related to reversible retention. Since a fixed fraction of the 
retained polymer is reversed, more polymer is liberated during the second bank the more 
polymer was retained during the first bank. The delayed front effect is less pronounced in the 
second bank than the one observed in the first bank because the reversion of the retention is only 
partial (20%). 
Salt transport is only slightly influenced during the second bank injection, as seen in  
Figure D. 6. The differences among the cases are due to small changes in the polymer viscosity 


























































































Figure D. 6: Simulation results of case 7 (blue), base case (red), and case 8 (green), for the first (left) and second (right) 






D.5. Langmuir equilibrium constant – Cases 9 and 10 
The Langmuir equilibrium constant sensitivity can be analyzed through cases 9  
(𝑏𝑝 = 1𝑚
3 𝑘𝑔⁄ ), base (𝑏𝑝 = 10𝑚
3 𝑘𝑔⁄ ), and 10 (𝑏𝑝 = 100𝑚
3 𝑘𝑔⁄ ). Figure D. 7 shows the 
retention isotherms for these cases. 
 
 
Figure D. 7: Retention levels for case 9 (blue), base case (red), and case 10 (green). 
The Langmuir equilibrium constant changes the shape of the isotherm, not its 
saturation level. However, the retention characteristic for an injected concentration is changed 
with the shape, as seen in Figure D. 7. The reference Langmuir numbers do not give insights on 
the relevance of the retention in these cases because the 𝑏𝑝 is not part of its calculation. 
Therefore, even though the retention is different for each case, 𝑁𝐿𝐴,p
𝑟𝑒𝑓 = 1.99 for all cases. 
Figure D. 8 shows the differential pressure, polymer concentration, and salt 
concentration for cases 9, base, and 10. 
In the middle-core polymer concentration graphs for the first bank (Figure D. 8), one 
can see that an increase in the Langmuir equilibrium constant results in a delayed polymer front. 
This delay is directly related to the retention level for the injected concentration (see Figure D. 7), 


























































































Figure D. 8: Simulation results of case 9 (blue), base case (red), and case 10 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
However, the middle-core polymer concentration graphs for the second bank  





curves for the second bank (Figure D. 8) is closely related to the shape of the retention isotherms 
for each case (Figure D. 7). For example, case 10 has a retention isotherm characterized by a sharp 
increase as polymer concentration increases. Due to this characteristic, the polymer retention in 
case 10 only presents significant reversion for low polymer concentrations. This reversion 
behavior results in most polymer being liberated when the local polymer concentration is 
relatively low, resulting in a polymer production curve with an extended period of low polymer 
concentration production. Table D. 10 clarifies this discussion, as it presents the amount of 
polymer retention that is reversed for multiple levels of local polymer concentration. 
Table D. 10: Reversible retention for different polymer concentration levels for cases 9, base, and 10. 
As seen in Table D. 10, the majority of the reversible retention for case 9 is within 500 
and 400 ppm of polymer. On the other hand, case 10 mostly liberates the retained polymer within 
100 and 0 ppm of local polymer concentration. 
The first bank pressure drop graph (Figure D. 8) shows that an increase in Langmuir 
equilibrium constant results in delayed time to achieve steady state and a higher pressure value 
at steady state. The retardation of the polymer front results in the delay to reach steady state 
conditions. The retention values at 500 ppm are closer to the 𝛤𝑝,𝑠𝑎𝑡 as 𝑏𝑝 increases. Therefore, 
the higher the Langmuir equilibrium constant, the higher the permeability reduction. This 
increase in the permeability reduction results in the pressure drop increase observed in the 
pressure drops of both the first and second banks. The shape of the second bank pressure drop 
graph (Figure D. 8) is closely related to the behavior of the middle-core polymer concentration. 
This relationship is due to polymer concentration being an important factor in the solution 
viscosity. 
The salt concentration for the first bank is the same for cases 9, base, and 10 (Figure 
D. 8). The small differences within these cases for the second bank salt concentration is due to 
viscous fingering effects caused by the different polymer concentration histories. 
Case - 9 Base 10 
b 𝑚3 𝑘𝑔⁄  1 10 100 
Retention at 500 ppm µg/g 33.33 83.33 98.04 
Total reversible retention µg/g 6.67 16.67 19.61 
Reversible retention from 500 ppm to 400 ppm µg/g 4.76 3.33 0.48 
Reversible retention from 400 ppm to 300 ppm µg/g 1.91 5.00 0.79 
Reversible retention from 300 ppm to 200 ppm µg/g 0 8.33 1.53 
Reversible retention from 200 ppm to 100 ppm µg/g 0 0.01 4.43 





D.6. Reversible retention fraction – Cases 11 and 12 





















































































Figure D. 9: Simulation results of case 11 (blue), base case (red), and case 12 (green), for the first (left) and second (right) 






The sensitivity of the reversible retention fraction can be analyzed by comparing cases 
11 (𝑓𝑟𝑟 = 0), base (𝑓𝑟𝑟 = 20%), and 12 (𝑓𝑟𝑟 = 100%). The differential pressure, polymer 
concentration, and salt concentration for cases 11, base, and 12 are shown in Figure D. 9. 
As shown in Figure D. 9, the reversible retention fraction does not have any influence 
on the first bank, as the polymer concentration always increases during this bank. 
On the other hand, the 𝑓𝑟𝑟 has a very meaningful effect in the polymer concentration 
during the second bank (Figure D. 9). The higher the 𝑓𝑟𝑟, the more polymer is produced, and the 
longer the polymer concentration takes to decrease during the second bank. These effects cause 
a prolonged time of low polymer concentration propagation for case 12. The differences seen in 
the pressure drop and salt concentration for the second bank are consequences of the polymer 
concentration behavior during the same injection. The pressure drop is a consequence of the 
impact that the polymer concentration has on the viscosity. Moreover, the salt concentration 
results from viscous fingering effects, even though those are only slightly different. 
D.7. Residual resistance factor – Cases 13 and 14 
Cases 13 (𝑅𝑅𝐹𝑝 = 1), base (𝑅𝑅𝐹𝑝 = 2), and 14 (𝑅𝑅𝐹𝑝 = 10) represent the sensitivity 
study of the residual resistance factor. Figure D. 10 presents the differential pressure, polymer 
concentration, and salt concentration for these cases. 
In Figure D. 10, one can see that the residual resistance factor only influences the 
pressure drop significantly. For both the first and second banks, the pressure drop increases as 
the 𝑅𝑅𝐹𝑝 increases. This correlation exists because the higher the 𝑅𝑅𝐹𝑝, the lower the effective 
permeability of the medium after the polymer retention is satisfied. However, the pressure 
difference is dampened due to the permeability being directly correlated with the shear rate, 
which in turn affects polymer viscosity. Table D. 11 shows this damping effect caused by the 𝑅𝑅𝐹𝑝 


























































































Figure D. 10: Simulation results of case 13 (blue), base case (red), and case 14 (green), for the first (left) and second (right) 






Table D. 11: Pressure observed for cases 13, base, and 14 and that would be observed for the same cases if a Newtonian 
solution was injected. 
The polymer and salt concentrations during the first bank are unaffected by the 
residual resistance factor, as seen in Figure D. 10. On the other hand, the polymer and salt 
concentrations are slightly different during the second bank. These differences are due to viscous 
fingering effects because of the different viscosities of the solutions, as shown in Table D. 11. 
D.8. Inaccessible pore volume – Cases 15 and 16 
Analysis of cases 15 (𝐼𝐴𝑃𝑉𝑝 = 0), base (𝐼𝐴𝑃𝑉𝑝 = 20%), and 16 (𝐼𝐴𝑃𝑉𝑝 = 50%) issues 
the sensitivity analysis of the inaccessible pore volume. Figure D. 11 presents the differential pressure, 
polymer concentration, and salt concentration for these cases. 
The polymer concentration in Figure D. 11 indicates that there is an anticipation on 
the polymer transport for both the first and second banks as the inaccessible pore volume 
increases. That is, for the first polymer bank the polymer breakthroughs earlier the higher is the 
𝐼𝐴𝑃𝑉𝑝; and the polymer concentration starts to decrease earlier the higher the 𝐼𝐴𝑃𝑉𝑝 for the 
second bank. Relative to the first bank, the differences among polymer concentrations for the 
cases are intensified during the second bank due to reversible retention and viscous fingering 
effects. 
The differences in the polymer concentration behavior are the causes for the 
differences seen in the pressure drop graphs (Figure D. 11). These differences are explained by 
the direct impact of the polymer concentration in the solution viscosity. 
Additionally, the salt concentration behavior for the second bank is slightly different 
for the cases analyzed. These differences are due to viscous fingering resulting from the polymer 
concentration behavior. The 𝐼𝐴𝑃𝑉𝑝 does not influence the salt concentration during the first bank.  
Case 13 Base 14 
Steady state pressure drop across the core observed in 
the simulation 
3.60 psi 6.22 psi 25.39 psi 
𝑹𝑹𝑭𝒑 1 2 10 
Effective permeability after permeability reduction 500 mD 273 mD 59 mD 
Shear rate 6.21 s-1 8.40 s-1 18.08 s-1 
Apparent viscosity 3.36 mPa·s 3.16 mPa·s 2.78 mPa·s 
Pressure drop across the core if the injected solution was 
Newtonian with viscosity equal to the Base case 
3.39 psi 6.22 psi 28.86 psi 
Ratio between the pressure drop for the Newtonian fluid 
and the one for the shear-thinning polymer solution 


























































































Figure D. 11: Simulation results of case 15 (blue), base case (red), and case 16 (green), for the first (left) and second (right) 






D.9. Ostwald-de Waele fluid consistency index – Cases 17 and 18 





















































































Figure D. 12: Simulation results of case 17 (blue), base case (red), and case 18 (green), for the first (left) and second (right) 






Cases 17 (𝐾 = 1 𝑚𝑃𝑎 ∙ 𝑠0.8), base (𝐾 = 10 𝑚𝑃𝑎 ∙ 𝑠0.8), and 18 (𝐾 = 100 𝑚𝑃𝑎 ∙ 𝑠0.8) 
represent the sensitivity study of the Ostwald-de Waele fluid consistency index. Figure D. 12 
presents the differential pressure, polymer concentration, and salt concentration for these cases. 
The pressure drop for the first bank (Figure D. 12) reveals that the differential pressure 
is an increasing function of the Ostwald-de Waele fluid consistency index. This relationship is due 
to the 𝐾 increase leading to an increase in the fluid viscosity, enhancing the resistance factor of 
the fluid flow. On the other hand, the pressure drop for the second bank (Figure D. 12) shows that 
all the pressure values converge to an equal steady state value. The steady state differential 
pressure is equal because the 𝐾 does not influences polymer retention nor the RRF. 
The polymer and salt transport during the first bank (Figure D. 12) are no sensitive to 
the Ostwald-de Waele fluid consistency index. Differently, the polymer and salt concentrations 
during the second bank are influenced by 𝐾. As the 𝐾 increases, there is a delayed (i.e., less steep) 
concentration decreasing curve. This delay is related to the viscous fingering. The viscosity of the 
fluid displaced by water increases as 𝐾 increases and, thus, the viscous fingers are more intense 
for a high 𝐾 than for a low one. The viscous fingers effects on polymer transport are less 
pronounced than on salt transport due to reversible retention. 
D.10. Ostwald-de Waele flow behavior index – Cases 19 and 20 
The Ostwald-de Waele flow behavior index sensitivity can be analyzed through cases 
19 (𝑛 = 0.5), base (𝑛 = 0.8), and 20 (𝑛 = 1). Figure D. 13 shows the differential pressure, 
polymer concentration, and salt concentration for these cases. 
The sensitivity of the Ostwald-de Waele flow behavior index is very similar to the one 
relative to the Ostwald-de Waele fluid consistency index. 
For the first bank, the pressure drop increases with increasing 𝑛, while the polymer 
and salt transports are not affected. For the second bank, the pressure drops for all cases stabilize 
on the same steady state value, while delayed polymer and salt production decrease issues as 𝑛 
increases. The explanation for such observations is the same as the ones for 𝐾 (section D.9). The 
differences seen between 𝑛 and 𝐾 sensitivities are due to the different effective viscosities for 
cases 17, 18, 19, 20, and base. The apparent viscosities versus shear rate for those cases are 


























































































Figure D. 13: Simulation results of case 19 (blue), base case (red), and case 20 (green), for the first (left) and second (right) 








Figure D. 14: Apparent viscosity versus shear rate for cases 17 (blue full line), 19 (blue dashed line), base (red full line), 18 
(green full line), and 20 (green dashed line) as well as the shear rate during bank one after retention has been satisfied (black 
dotted line). 
As seen in Figure D. 14, the steady state shear rate during the first bank (265 s-1), 
issues a much higher apparent viscosity for case 18 when compared to case 20. This viscosity 
difference is the reason for the case 18 steady state pressure drop being higher than the case 20 
one. In addition, the flow curves shown in Figure D. 14 reveal that the viscosity differences 
between cases 17, base, and 18 are much higher than those for cases 19, base, and 20. Therefore, 
the viscous finger effects are more pronounced for 𝐾 sensitivity than for 𝑛 sensitivity. 
D.11. Cannella tuning constant – Cases 21 and 22 
Through analysis of cases 21 (𝐶𝐶 = 0.6), base (𝐶𝐶 = 6), and 22 (𝐶𝐶 = 60), one can 
investigate the sensitivity of the Cannella tuning constant. Figure D. 15 shows the differential 
pressure, polymer concentration, and salt concentration for these cases. 
The Cannella tuning constant impacts directly in the shear rate, which in turn directly 
affects the fluid’s viscosity. Therefore, the sensitivity of 𝐶𝐶  is similar to that observed for the 
sensitivities of 𝐾 (section D.9) and 𝑛 (section D.10). However, a variation in 𝐶𝐶  results in an inverse 


























































































Figure D. 15: Simulation results of case 21 (blue), base case (red), and case 22 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
Therefore, one can observe in Figure D. 15 that the pressure drop for the first bank 





The polymer and salt concentrations for the first bank are insensitive to 𝐶𝐶, while for the second 
bank there is a delayed polymer and salt production decrease as 𝐶𝐶  decreases. 
For the sake of comparison, the apparent viscosities versus shear rate for cases 17, 
18, 19, 20, 21, 22, and base are shown in Figure D. 16. 
 
 
Figure D. 16: Apparent viscosity versus shear rate for cases 17 (blue full line), 19 (blue dashed line), base, 21, and 22 (red full 
line), 18 (green full line), and 20 (green dashed line) as well as the shear rates during bank one after retention has been 
satisfied for cases 21 (black dashed line), 17, 18, 19, 20, and base (black dotted line), and 22 (black dash-dot line). 
Table D. 12 presents a comparison between the sensitivities of 𝐾, 𝑛, and 𝐶𝐶  in terms 
of input parameters, apparent viscosity, and viscous fingering effects. 
As seen in Table D. 12, the fluid apparent viscosity is an increasing function of 𝐾 and 
𝑛, and a decreasing function of 𝐶𝐶. Also, 𝐶𝐶  variation had a smaller impact in the viscosity than 𝑛 
or 𝐾 variations in these sensitivity analyses. However, it is worth noting that the impact of 𝐶𝐶  is 
directly related to the 𝑛 value, i.e., the inclination of the log-log apparent viscosity versus shear 






Table D. 12: Viscosity-related input and output variables for cases 17, 18, 19, 20, 21, 22, and base. 
The viscous fingering is a decreasing function of the fluid apparent viscosity, as seen 
in Table D. 12. That is, viscous fingering instabilities are an increasing function of 𝐶𝐶  and a 
decreasing function of 𝐾 and 𝑛. Additionally, by analyzing the 𝐹𝑉𝐹, one can see the magnitude of 
the viscous fingering instabilities caused by unfavorable displacements. For example, at some 
point during case 18, the convective transport of the components present in the polymer solution 
was reduced to 38% of its maximum capability (i.e., convective transport if no viscous fingering 
were present). This reduced transport was due to the viscosity instabilities created by the 
unfavorable displacement of a 31.59 𝑚𝑃𝑎 𝑠 polymer solution by a 1 𝑚𝑃𝑎 𝑠 brine. 
D.12. Polymer longitudinal dispersion coefficient – Cases 23 and 24 
The sensitivity of the polymer longitudinal dispersion coefficient can be analyzed by 
comparing cases 23 (𝐾𝐿𝑝 = 10
−4  𝑐𝑚2 𝑚𝑖𝑛⁄ ), base (𝐾𝐿𝑝 = 10
−2  𝑐𝑚2 𝑚𝑖𝑛⁄ ), and 24  
(𝐾𝐿𝑝 = 10
0  𝑐𝑚2 𝑚𝑖𝑛⁄ ). The differential pressure, polymer concentration, and salt concentration 
for cases 23, base, and 24 are shown in Figure D. 17. 
The polymer concentration for both banks (Figure D. 17) show that an increase in the 
polymer longitudinal dispersion coefficient leads to a less sharp polymer front. That is, the 
polymer transport is less dominated by convection as 𝐾𝐿𝑝 increases. The salt concentration for 
the first bank is insensitive to 𝐾𝐿𝑝. The differences seen in the pressure drop for both banks and 
salt concentration for the second bank are a direct effect of the different polymer concentration 
behavior.  
Case 17 19 21 Base 18 20 22 
Ostwald-de Waele fluid 
consistency index (𝑲) [ 𝒎𝑷𝒂 𝒔𝒏] 
1 10 10 10 100 10 10 
Ostwald-de Waele fluid 
consistency index (𝒏) 
0.8 0.5 0.8 0.8 0.8 1 0.8 
Cannella tuning constant (𝑪𝑪) 6 6 0.6 6 6 6 60 
Maximum shear rate (?̇?) [𝒔−𝟏] 265 265 26.5 265 265 265 2650 
Maximum apparent viscosity (𝜼) 
[𝒎𝑷𝒂 𝒔] 
1 1 5.01 3.16 31.59 9.65 2.78 
Difference of maximum  𝜼 
relative to the base case 
- 68% - 68% + 59% 0% + 900% + 205% - 12% 
Minimum viscous fingering 
correction factor (𝑭𝑽𝑭) 
1 1 0.757 0.858 0.380 0.609 0.884 
Difference of minimum 𝑭𝑽𝑭 
relative to the base case 


























































































Figure D. 17: Simulation results of case 23 (blue), base case (red), and case 24 (green), for the first (left) and second (right) 
injection banks. From top to bottom: pressure drop across the core, middle-core polymer concentration, and middle-core salt 
concentration. 
One can notice in Figure D. 17 that the steady state pressure drop value for case 24 





the concentration profile for these cases. Figure D. 18 shows the concentration profile at 20 
injected pore volumes for cases 23, base, and 24. 
 
 
Figure D. 18: Polymer concentration profile at 20 injected PV for cases 23 (blue), base (red), and 24 (green). 
Keep in mind that the outlet boundary condition was constant zero polymer 
concentration. Therefore, all cases have zero polymer concentration at the position 25 cm, as 
seen in Figure D. 18. Also in Figure D. 18, one can see that for case 24, the polymer concentration 
at steady state conditions is below the injected one for most of the core length (𝑥 > 10 𝑐𝑚). This 
reduced polymer concentration results in diminished fluid viscosity, which in turn reflects in a 
lower resistance factor when compared to the other cases. Therefore, the pressure drop across 
the core is lower for case 24 than the one observed for the base case and case 23. 
As seen in Figure D. 17, a reduction of the polymer longitudinal dispersion coefficient 
by a factor of 100 resulted in marginal differences to the base case, while increase of 𝐾𝐿𝑝 by the 
same factor of resulted in significant differences to the base case. This observation can be 
explained by analysis of the reference Péclet number for the polymer component, as summarized 
in Table D. 13. 
Table D. 13: Reference Péclet numbers for the polymer component for cases 23, base, and 24. 
  Case 23 Base Case 24 
Polymer longitudinal dispersion coefficient 𝑲𝑳𝒑 [𝒄𝒎
𝟐 𝒎𝒊𝒏⁄ ] 0.0001 0.01 1 
Polymer reference Péclet number 𝑵𝑷𝑬,𝒑
𝒓𝒆𝒇





One can see in Table D. 13 that the convective transport for the base case is 1096 
times more meaningful than dispersive transport. That is, the base case dispersive transport is 
almost negligible. In case 23, the reference Péclet number is 100 lower than the base case one. 
However, the dispersive transport was already of minor importance in the base case. Therefore, 
the differences between the base case and case 23 are minimal. On the other hand, case 24 
increases the dispersive transport by a factor of 100 in comparison to the base case, leading to 
𝑁𝑃𝐸,𝑝
𝑟𝑒𝑓 = 11. This Péclet number indicates that the convection is still responsible for the majority 
of polymer mass transport, but the dispersion is also significant. Therefore, the differences 
between the base case and case 24 are appreciable. 
Additionally, it is worth mentioning that the solution of convection-dominated 
problems requires more time interactions due to the sharp concentration fronts. This effect can 
be seen in Table D. 2, as the simulator solved the problem using more time steps for cases 23 and 
base than for case 24. The base case was solved in 147.8 seconds, using 7065 time steps, and the 
solution for case 23 was achieved in 156.7 seconds using 6503 time steps. On the other hand, the 
simulator solved case 24 in 48 seconds requiring 2275 time steps. 
D.13. Effective viscosity ratio – Cases 25 and 26 
The effective viscosity ratio sensitivity can be analyzed through cases 25 (𝐸 = 1, i.e., 
no viscous fingering), base (𝐸 = √𝑉𝑅, i.e., the correlation developed by Ligthelm (1989)), and 26 
((0.5 + 0.5 𝑉𝑅
1 4⁄ )
4
, i.e., the correlation developed by Stoneberger and Claridge (1988)). Figure D. 
19 presents the differential pressure, polymer concentration, and salt concentration for these 
cases. 
In Figure D. 19, one can see that the effective viscosity ratio does not influence the 
pressure drop nor the polymer and salt transports during the first bank. During the second bank, 
though, there is a noticeable difference in the polymer and salt concentrations among the cases. 
The case with no viscous fingering (case 25) resulted in a sharper decrease in both polymer and 
salt concentrations. The two methods to estimate the viscous fingering, used in the base case and 
case 26, resulted in production curves so similar that the differences cannot be seen in the Figure 
D. 19 scale. The pressure drop difference during the second bank is a consequence of the 
discrepancies among the polymer concentrations. 
The similar behavior of the base case and case 26 seen in Figure D. 19 are 
circumstantial, and a consequence of the low effective viscosity of the polymer solution. As seen 


























































































Figure D. 19: Simulation results of case 25 (blue), base case (red), and case 26 (green), for the first (left) and second (right) 







Table D. 14: Viscous fingering parameters for case 25, base case, and case 26. 
To exemplify how different the results can be by using different methods to estimate 
the effective viscosity ratio, three cases were simulated: Base_b, Case 25_b, and Case 26_b. These 
cases had the same properties as the original cases (i.e., Base, Case 25, and Case 26, respectively), 
but with a 𝐾 of 1000 𝑚𝑃𝑎 ∙ 𝑠0.8. Figure D. 20 and Table D. 15 show the results for these cases. 














Figure D. 20: Simulation results of case 25_b (blue), base_b case (red), and case 26_b (green), for the second injection bank: 
middle-core polymer concentration (left), and middle-core salt concentration (right). 
Table D. 15: Viscous fingering parameters for case 25_b, base_b case, and case 26_b. 
As seen in Figure D. 20 and Table D. 15, even at high viscosities, the differences 
between salt and polymer transport using the Ligthelm (1989) and Stoneberger and Claridge 
Case 25 Base 26 











Fluid apparent viscosity at the start of bank 2 (𝜼) 3.16  𝑚𝑃𝑎 𝑠 3.16  𝑚𝑃𝑎 𝑠 3.16  𝑚𝑃𝑎 𝑠 
Maximum Koval’s effective displacement factor (𝑲𝑭) 1 1.777 1.852 
Minimum viscous fingering correction factor (𝑭𝑽𝑭) 1 0.858 0.852 
Case 25_b Base_b 26_b 











Fluid apparent viscosity at the start of bank 2 (𝜼) 316  𝑚𝑃𝑎 𝑠 316  𝑚𝑃𝑎 𝑠 316  𝑚𝑃𝑎 𝑠 
Maximum Koval’s effective displacement factor (𝑲𝑭) 1 17.77 46.26 





(1988) correlations is small. Even so, one can see in Figure D. 20 that the correlation proposed by 
Stoneberger and Claridge (1988) lead to a more pronounced viscous fingering than the one 
proposed by Ligthelm (1989). This conclusion is also supported by analysis of the 𝐾𝐹 and 𝐹𝑉𝐹 
(Table D. 15). 
Note that the effective apparent viscosities seen in cases 25_b, base_b, and 26_b are 
possible for a polymer solution flowing through porous media, so these examples are realistic. 
However, these viscosities are very high for EOR applications, and it is improbable they would be 





APPENDIX E DETAILED DESCRIPTION OF THE 
EXPERIMENTAL METHODS 
This appendix presents the procedures related to rock and fluid handling and 
characterization as well as the core flooding test protocol. These correspond to detailed 
descriptions of the experimental methods presented in section 4.2. 
E.1. Material handling 
All the rock and fluid samples used in the core flooding procedures were handled 
using the methodology described in this section, unless stated otherwise. 
E.1.1. Brines 
The brine preparation was done using the following protocol: 
1. Measure the required mass of salt to achieve the desired concentration with the help of a 
beaker and an analytical scale; 
2. Transfer the salt weighted in the previous step to a volumetric flask using a wash bottle with 
DI water; 
3. Mix the system inside the volumetric flask until the salt solubilizes completely. This step is 
aided by an orbital shaker and an ultrasonic bath; 
4. Transfer the solution to a Kitasato flask (Büchner flask); 
5. Degasify the solution with aid of a magnetic stirrer and a vacuum pump. 
After the preparation of the brine, this solution can be covered and stored away for 
characterization and injection during core flooding. 
This procedure was used to prepare both the injection brine and the makeup brine 
for the polymer solution. 
E.1.2. Polymer solutions 
The polymer solution was prepared using the procedures recommended by API RP 63 
(API, 1990). This standard recommends the preparation of a high concentration stock solution  
(5,000 ppm of polymer), and then dissolution to the desired concentration. The preparation of 





1. Measure the polymer powder and make-up brine masses required to achieve 5000 ppm of 
polymer. Polymer mass was measured using an analytical scale and fluid mass was measured 
using a precision scale; 
2. Pour the makeup brine on a magnetic stirrer and adjust the rotation for the vortex to reach 
75% of the fluid’s height; 
3. Pour the polymer powder in the shoulder of the vortex within 60 seconds; 
4. Reduce the stirring rotation to 25% of the fluid’s height and let it stir for 2 to 3 hours; 
5. Stop agitation completely and let the solution rest overnight; 
6. Check if there are any undissolved particles or polymer agglomerates (fish eyes). Discard the 
solution and start over if any are present; 
7. Degasify the solution with the aid of a magnetic stirrer and a vacuum pump. 
The stock solution can then be covered until it is used to prepare the polymer solution 
in the desired concentration. The period between stock solution preparation and dilution should 
be as little as possible to minimize polymer degradation. 
The preparation of the polymer solution in the desired concentration was performed 
as follows: 
1. Measure the stock solution and makeup brine masses required to reach the desired polymer 
concentration; 
2. Mixture the two solutions measured in the previous step in a beaker and agitate in a magnetic 
stirrer for 30 minutes under slow rotation; 
3. Degasify the solution with the aid of a magnetic stirrer and a vacuum pump. 
Again, the period between polymer solution preparation and core flooding should be 
as little as possible to minimize polymer degradation. However, it is recommended to let the 
polymer solution resting for at least 30 minutes before rheological characterization due to the 
viscoelastic nature of solutions of flexible polymers. 
It is worth noting that for experiments 1 and 2, no degassing of the polymer solutions 
was done. This lead to some chemical degradation, as discussed in section G.4. 
E.1.3. Sandstone cores 
The sandstone cores were all plugged from blocks and then cut to the desired length. 
After this process of cutting, the cores went through sample selection and handling. The sample 
selection followed the steps below: 
1. Superficial cleaning of the core with tap water to remove debris from the cutting process; 





3. Sample characterization as reported in section E.2.2; 
4. If the sample has the desired characteristics, it is selected. If not, the sample is stored away 
for future use. 
The sample handling was based on API RP 40 (API, 1998), and followed the steps 
below: 
1. Sample cleanup by Soxhlet extraction using methanol inside a fume hood. This step is done to 
remove the inorganic impurities inside the core; 
2. Let dry in an oven at 90°C for at least 24 hours; 
3. Sample cleanup by Soxhlet extraction using toluene inside a fume hood. This step is done to 
remove the organic impurities inside the core; 
4. Let dry in an oven at 90°C for at least 24 hours; 
5. Sample characterization as reported in section E.2.2. 
During and after the cleanup process, the sample should be sheltered from any 
impurities, e.g., natural oils present on hands. 
E.2. Material characterization 
The characterization of rock and fluid samples used in the core flooding procedures 
was performed as described in this section. 
E.2.1. Fluid characterization 
The density of the fluids was measured by a hydrometer-type density meter, and the 
pH by an immersion-type pH meter. The UV-vis spectrum (190 nm to 800 nm) of a polymer 
solution was measured by a spectrophotometer in an external laboratory to identify an adequate 
wavelength to measure polymer concentration. 
The viscosity flow curve was measured in a rheometer equipped with a single gap 
Couette geometry. The viscosity measurements were done in duplicates, with each individual 
measurement performed in fresh samples. New samples were used because polymer solutions 
are subject to degradation when exposed to a high shear rate field. The shear rate sweep was 
performed from 0.01 s-1 to 1000 s-1 (lowest to highest) under the constant rate (CR) mode. Each 
viscosity datum point was measured 30 seconds after changing to a new shear rate to let the fluid 
enter steady state. 
After the measurement of each of those properties, the fluid was discarded to avoid 





E.2.2. Rock characterization 
The core dimensions (length and diameter) were measured by a caliper rule, and the 
dry mass by an analytical scale. 
The porosity was estimated by a gas porosimeter using the following procedure: 
1. Seal the measuring chamber without anything inside; 
2. Measure the volume of the empty chamber (𝑉𝑒𝑐) with the gas porosimeter; 
3. Put the core sample inside the chamber and seal it; 
4. Measure the volume of the chamber with the core inside (𝑉𝑐𝑐); 
5. Calculate the bulk volume of the core (𝑉𝑟,𝑏𝑢𝑙𝑘) with the aid of a caliper rule; 
6. The porosity (𝜙) can be estimated by ( E. 1 ). 
Where 𝑉𝑣𝑜𝑖𝑑 is the core void volume (or pore volume, 𝑃𝑉), and 𝑉𝑠𝑜𝑙𝑖𝑑𝑠 is the core 
volume of solids. 
The permeability was estimated by a gas permeability meter, using the following 
procedure: 
1. Measure the core length (𝐿, in cm) and calculate the transversal area (𝐴, in cm, i.e., the frontal 
cylinder area); 
2. Confine the core in a core holder with 200 psig of confining pressure; 
3. Connect the appropriate inlet and outlet tubings in the core holder; 
4. Open the vent valve and the permeameter regulator; 
5. Adjust the nitrogen gas inlet supply to at least 40 psig and open the sample valve; 
6. Put an adequate calibrated orifice to regulate the gas flow rate; 
7. Close the vent valve; 
8. Adjust the permeameter regulator to allow readings on the middle manometer (𝐻𝑚, in mm 
H2O) and orifice manometer (𝐻𝑜𝑟, in mm H2O); 
9. If the operator is unable to read the manometers, open the permeameter regulator, then the 
vent valve, and go back to step 5. If reading is possible, estimate the gas permeability (𝑘𝑔, in 








𝑉𝑟,𝑏𝑢𝑙𝑘 − (𝑉𝑒𝑐 − 𝑉𝑐𝑐)
𝑉𝑟,𝑏𝑢𝑙𝑘
 ( E. 1 ) 
 𝑘𝑔 =
𝐶𝑝𝑒𝑟 𝑄𝑜𝑟 𝐻𝑚 𝐿
200 𝐴





Where is the 𝐶𝑝𝑒𝑟 is an empirical constant dependent on 𝐻𝑚 and 𝐻𝑜, and tabulated 
by the maker, and 𝑄𝑜𝑟 is the calibrated orifice gas flow rate rating (in cm³/s). 
10. Calculate the permeability corrected for Klinkenberg gas slippage effect (𝑘𝑓, in mD) by the 
maker’s equation ( E. 3 ). 
Core characterization was done before and after the cleaning procedure described in 
section E.1.3. 
E.3. Core flooding 
A total of 89 core flooding experiments were performed in 10 sets. Each experiment 
set was done in a different core, while each different experiment was performed at different 
conditions with some of them being duplicates. Figure E. 1 illustrates the flowchart of the core 
flooding procedures for one set. Table E. 1 and Table E. 2 list all the experiments. 
 
Figure E. 1: Flowchart of the core flooding procedures for one experiment set. 




















Set.Injection - mD ppm cm³/min ft/day 
1.1 
14C/18A1 4955 ± 696 1250.0 ± 0.4 
0.250 ± 0.001 1.052 ± 0.006 
1.2 0.400 ± 0.002 1.684 ± 0.010 
1.3 0.600 ± 0.003 2.526 ± 0.014 
1.4 0.800 ± 0.004 3.368 ± 0.019 
1.5 1.000 ± 0.005 4.210 ± 0.024 
2.1 
14C/18A2 5095 ± 743 1250.0 ± 0.4 
1.000 ± 0.005 4.232 ± 0.024 
2.2 0.800 ± 0.004 3.386 ± 0.019 
2.3 0.600 ± 0.003 2.539 ± 0.014 
2.4 0.400 ± 0.002 1.693 ± 0.010 
2.5 0.250 ± 0.001 1.058 ± 0.006 
2.6 0.250 ± 0.001 1.058 ± 0.006 
2.7 0.400 ± 0.002 1.693 ± 0.010 
2.8 0.600 ± 0.003 2.539 ± 0.014 
2.9 0.800 ± 0.004 3.386 ± 0.019 
2.10 1.000 ± 0.005 4.232 ± 0.024 
3.1 
14C/18A3 4130 ± 419 1250.0 ± 0.4 
1.000 ± 0.005 4.255 ± 0.024 
3.2 0.800 ± 0.004 3.404 ± 0.019 
3.3 0.600 ± 0.003 2.553 ± 0.014 
3.4 0.400 ± 0.002 1.702 ± 0.010 
3.5 0.250 ± 0.001 1.064 ± 0.006 
3.6 0.250 ± 0.001 1.064 ± 0.006 
3.7 0.400 ± 0.002 1.702 ± 0.010 
3.8 0.600 ± 0.003 2.553 ± 0.014 
3.9 0.800 ± 0.004 3.404 ± 0.019 
3.10 1.000 ± 0.005 4.255 ± 0.024 
4.1 
14C/19A 7134 ± 1107 500.0 ± 0.2 
4.000 ± 0.020 16.974 ± 0.096 
4.2 2.000 ± 0.010 8.487 ± 0.048 
4.3 1.000 ± 0.005 4.244 ± 0.024 
4.4 0.600 ± 0.003 2.546 ± 0.014 
4.5 0.250 ± 0.001 1.061 ± 0.006 
4.6 0.250 ± 0.001 1.061 ± 0.006 
4.7 0.600 ± 0.003 2.546 ± 0.014 
4.8 1.000 ± 0.005 4.244 ± 0.024 
4.9 2.000 ± 0.010 8.487 ± 0.048 
4.10 4.000 ± 0.020 16.974 ± 0.096 
5.1 
14C/15A1 4082 ± 425 800.0 ± 0.2 
1.000 ± 0.005 4.278 ± 0.024 
5.2 0.800 ± 0.004 3.422 ± 0.019 
5.3 0.600 ± 0.003 2.567 ± 0.015 
5.4 0.400 ± 0.002 1.711 ± 0.010 
5.5 0.250 ± 0.001 1.069 ± 0.006 
5.6 0.250 ± 0.001 1.069 ± 0.006 
5.7 0.400 ± 0.002 1.711 ± 0.010 
5.8 0.600 ± 0.003 2.567 ± 0.015 
5.9 0.800 ± 0.004 3.422 ± 0.019 















Set.Injection - mD ppm cm³/min ft/day 
6.1 
14C/15A2 3736 ± 287 2000.0 ± 0.5 
1.000 ± 0.005 4.255 ± 0.024 
6.2 0.800 ± 0.004 3.404 ± 0.019 
6.3 0.600 ± 0.003 2.553 ± 0.014 
6.4 0.400 ± 0.002 1.702 ± 0.010 
6.5 0.250 ± 0.001 1.064 ± 0.006 
7.1 
14C/15A3 4140 ± 386 500.0 ± 0.2 
4.000 ± 0.020 16.929 ± 0.096 
7.2 2.000 ± 0.010 8.465 ± 0.048 
7.3 1.000 ± 0.005 4.232 ± 0.024 
7.4 0.600 ± 0.003 2.539 ± 0.014 
7.5 0.250 ± 0.001 1.058 ± 0.006 
7.6 0.250 ± 0.001 1.058 ± 0.006 
7.7 0.600 ± 0.003 2.539 ± 0.014 
7.8 1.000 ± 0.005 4.232 ± 0.024 
7.9 2.000 ± 0.010 8.465 ± 0.048 
7.10 4.000 ± 0.020 16.929 ± 0.096 
8.0 
12A/3B * 1873 ± 70 500.0 ± 0.2 
1.000 ± 0.005 4.210 ± 0.024 
8.1 2.000 ± 0.010 8.420 ± 0.048 
8.2 3.000 ± 0.015 12.630 ± 0.071 
8.3 1.000 ± 0.005 4.210 ± 0.024 
8.4 0.600 ± 0.003 2.526 ± 0.014 
8.5 0.250 ± 0.001 1.052 ± 0.006 
8.6 0.250 ± 0.001 1.052 ± 0.006 
8.7 0.600 ± 0.003 2.526 ± 0.014 
8.8 1.000 ± 0.005 4.210 ± 0.024 
8.9 2.000 ± 0.010 8.420 ± 0.048 
8.10 3.000 ± 0.015 12.630 ± 0.071 
9.0 
12A/9B 588 ± 33 500.0 ± 0.2 
1.000 ± 0.005 4.199 ± 0.024 
9.1 3.000 ± 0.015 12.596 ± 0.071 
9.2 2.000 ± 0.010 8.398 ± 0.047 
9.3 1.000 ± 0.005 4.199 ± 0.024 
9.4 0.600 ± 0.003 2.519 ± 0.014 
9.5 0.250 ± 0.001 1.050 ± 0.006 
9.6 0.250 ± 0.001 1.050 ± 0.006 
9.7 0.600 ± 0.003 2.519 ± 0.014 
9.8 1.000 ± 0.005 4.199 ± 0.024 
9.9 2.000 ± 0.010 8.398 ± 0.047 
9.10 3.000 ± 0.015 12.596 ± 0.071 
10.1 
14C/15B 3508 ± 195 
100.0 ± 0.2 
1.000 ± 0.005 4.278 ± 0.024 
10.2 100.0 ± 0.2 
10.3 300.0 ± 0.2 
10.4 500.0 ± 0.2 
10.5 800.0 ± 0.3 
10.6 1250.0 ± 0.3 
10.7 2000.0 ± 0.5 





The objective of the experiment sets 1 and 2 was to commission the experimental 
setup, test the experimental procedure, and identify any problems that may jeopardize the 
results. With the experimental setup fully commissioned, the experimental procedure validated, 
and any result-influencing problem solved, experiment sets 3 through 10 could be performed. 
The objective of experiment sets 3 through 10 was to measure polymer transport in porous media 
properties under different conditions. Experiment sets 3 through 9 evaluated the flow rate 
influence. Comparison among experiment sets 3, 5, 6, and 7 were important to assess the polymer 
concentration influence. The influence of the permeability of the medium was studied through 
integrated analysis of experiment sets 4, 7, 8, and 9. Experiment set 10 assessed the injection of 
successive increasing polymer concentration banks, and was used in the evaluation of polymer 
concentration behavior. 
Note that the experiment sets consisted of several injections at different conditions. 
The volumetric injection flow rate changed from one injection to another in experiment sets 1 
through 9. In all these experiments, the injections at each flow rates were performed twice, 
except for experiment sets 1 and 6, in which the injections at each flow rate were performed only 
once. In the experiments that evaluated the flow rates twice, the injection sequence consisted of 
two sections. Firstly, the flow rates were changed from the highest value to the lowest one 
(decreasing flow rate), then the injection rates were performed from the lowest value to the 
highest one (increasing flow rate). This sequence was done to evaluate the measurements in 
duplicates. However, the direction of flow rate change may influence some of the properties 
measured. Therefore, a comparison between the properties obtained in the decreasing and 
increasing flow rate sections can indicate if the results depend on the direction of flow rate 
change. 
Note that the front advance rate (FAR) is linearly dependent on the volumetric flow 
rate. Therefore, the analysis of the flow rate influence is analogous to the FAR dependence. 
However, the FAR is more easily interpreted for radial flow than the flow rate. Therefore, even 
though the experiments were performed in a linear flow system, the analysis of the results will 
be done in terms of FAR, preferably. 
E.3.1. Measurement of properties 
The methods used for the measurement of each property related to the core flooding 
is described in this section. 
E.3.1.1. Reversible and irreversible retention 
Throughout this work, the retention was estimated through dynamic experiments and 





This method measures polymer retention based on the polymer production curve of two polymer 
banks (base and target) separated by a large brine bank. 
In this work, the base bank was considered as the ones with the lowest injection rates 
for experiment sets 1 through 9. Differently, the experiment set 10 estimated re-retention and 
had a different choice of base curves. For experiment set 10, a target polymer concentration had 
an associated base curve correspondent to the polymer production curve of the next polymer 
slug, e.g., for experiment 10.3, the base curve was the one associated with the injection 10.4. 
The retention associated with the target bank (Γp
target
) is estimated relative to the 
base one, as in ( E. 4 ). 
Where m𝑟
𝑑𝑟𝑦
 is the bulk dry core mass, and mp is the produced polymer mass, estimated 
by ( E. 5 ). 
Where cp is the produced polymer concentration, Q is the injection flow rate, ρp,solu 
is the density of the polymeric solution, and t is the time. The time subscripts refer to the start 
and end of the section considered for retention estimation. 
The production curve data acquisition is discrete, so ( E. 5 ) have to be approximated 
to a numerical integral. Therefore, considering the polymeric solution density, injection flow rate, 
and the data acquisition period (∆t, i.e., the inverse of the data acquisition rate) as constants, and 
using the trapezoidal rule numerical approximation, the produced polymer mass can be 
estimated by ( E. 6 ). 
Conventionally, the retention is calculated using the front-end of the base and target 
polymer production curves, i.e., the core is saturated with brine (cp = 0) and then is flooded with 
polymer (cp = cp
inj







𝑑𝑟𝑦  ( E. 4 ) 
 𝑚𝑝 = ∫ 𝑐𝑝 ∙ 𝑄𝜐 ∙ 𝜌𝑝,𝑠𝑜𝑙𝑢 ∙ 𝑑𝑡
𝑡𝑒𝑛𝑑
𝑡𝑠𝑡𝑎𝑟𝑡
 ( E. 5 ) 














Law, 1998; Zhang and Seright, 2014). However, it is also possible to measure the retention using 
the back-end of the production curves, i.e., the core is saturated with polymer (cp = cp
inj
) and the 
core is flooded with brine (cp = 0). Polymer mass calculation using the back-end of the 
production curve can be subject to considerable uncertainty (Zhang and Seright, 2014), but only 
if low polymer concentrations are measured with an unsuitable method, such as the ones based 
on pressure readings (e.g., pressure drop across a capillary viscometer or filter). UV 
spectrophotometry is a very precise and accurate method capable of detecting polyacrylamides 
in concentrations as low as 0.01 ppm (Aghamir-baha, 2014), so low uncertainties are expected. A 
schematic of the two methods to estimate the polymer retention is shown in Figure E. 2. 
 
Figure E. 2: Synthetic representation of base (full line) and target (dashed line) polymer production curves highlighting the 
methods to calculate the polymer retention based in the front-end (green) and back-end (blue). The vertical red lines indicate 
the start and end of the section considered for retention estimation. 
Figure E. 2 also highlights that the start and the end of the section considered for 
retention calculation have to be taken in points that both the target and the base curves are on 
zero polymer concentration or injected polymer concentration. 
The front-end retention calculation measures the polymer that was injected in the 
core but stayed inside the porous medium, i.e., the overall retention (Γ𝑝
𝑜𝑣𝑒𝑟𝑎𝑙). Differently, the 
back-end retention calculation measures the polymer that could have left the porous medium, 
but stayed in the core, i.e., the reversible retention (Γ𝑝
𝑟𝑒𝑣). This reversible retention would have 
been reversed if the flow conditions were the same as the base curve and are associated with 
hydrodynamic effects. The difference between the overall retention and reversible retention is 
the irreversible retention (Γ𝑝
𝑖𝑟𝑟𝑒𝑣), caused by adsorption and mechanical entrapment. 
Note that the methodology proposed here has to be corrected if the IAPV of the base 
and target curves are different. If the IAPV of the base curve is higher than the target one, the 





Where 𝐼𝐴𝑃𝑉 is the polymer inaccessible pore volume, 𝑃𝑉 is the pore volume, and 
𝑐𝑝
𝑖𝑛𝑗 is the injected polymer concentration. 
E.3.1.2. Inaccessible pore volume (IAPV) 
The IAPV was measured by two different methods, a tracer-based method, and a 
rheology-based one. 
The tracer-based method is the classic method used to estimate IAPV (Dawson and 
Lantz, 1972; Hughes et al., 1990; Idahosa et al., 2016; Lotsch et al., 1985), as proposed by Dawson 
and Lantz (1972). The method consists in the injection of a polymer bank in a core saturated with 
brine in the presence of an inert tracer. Polymer and tracer concentration in the effluents have 
to be measured periodically. The periodicity of the concentration measurements has to be 
enough so that multiple points of data are taken while polymer and tracer concentrations are 
raising (the more, the better). The IAPV is then estimated as the difference between the injected 
pore volumes of polymer and tracer breakthroughs. This difference needs to be taken in a 
threshold value. In this work, 5% of the normalized concentration was used as this threshold point 
to estimate the IAPV, as illustrated by Figure E. 3. 
 
Figure E. 3: Example of IAPV calculation by the classic tracer-based method. 
For a given polymer injection, the IAPV calculation by the tracer-based method can 











( E. 7 ) 





Where 𝐵𝑇 refers to the injected pore volume associated with the threshold 
concentration for breakthrough, 𝑠 indicates tracer (salt), and 𝑝 indicates polymer. 
The rheology-based method is a novel method to estimate the IAPV proposed in this 
work. This method is based on the in-situ viscosity of the polymer solution, since this property is 
correlated to the IAPV. Stavland et al. (2010) developed an expression to calculate the polymer 
in-situ viscosity based on the IAPV. It can be expressed by ( E. 9 ) and ( E. 10 ). 
Note that the polymer in-situ (𝜂𝑝,𝑖𝑠) and bulk (𝜂𝑝,𝑏𝑢𝑙𝑘) viscosities have to be measured 
for the same shear rate. Since the polymer in-situ shear rate is difficult to control, one should do 
a bulk measurement in the same shear rate as the one experienced by the polymer in-situ (?̇?𝑝,𝑖𝑠). 
If we manipulate Stavland’s equations and isolate the IAPV, we come up with ( E. 11 ). 
Therefore, we now have an expression to estimate the IAPV based solely on polymer 
in-situ (𝜂𝑝,𝑖𝑠) and bulk (𝜂𝑝,𝑏𝑢𝑙𝑘) viscosities, as well as water viscosity (𝜇𝑤). 
E.3.1.2.1. Rheology-based method limitations / disadvantages over the tracer-based method 
Flexible polymers (e.g., HPAM) exhibit a shear-thickening behavior in porous media 
under high shear rates (Stavland et al., 2010). That is due to the viscoelastic behavior of the 
polymer and counteracts the depleted layer effect. Therefore, the in-situ rheology coupled 
approach can only be applied for flexible polymers flowing under medium to low shear rates. For 
rigid polymers (e.g., guar gum and hydroxyethylcellulose) and polymers with rigid structures (e.g., 
xanthan gum, schizophyllan, and scleroglucan), this shear-thickening behavior is absent, 
therefore, the model developed should be applicable in the full range of shear rates. 
 
𝜂𝑝,𝑖𝑠 =
𝜂𝑝,𝑏𝑢𝑙𝑘 [1 + 𝐵]








− 1 ( E. 10 ) 
 𝐼𝐴𝑃𝑉 = 1 − √
𝜂𝑝,𝑏𝑢𝑙𝑘 − 𝜂𝑝,𝑖𝑠 √
𝜂𝑝,𝑏𝑢𝑙𝑘
𝜇𝑤









Another limitation is that the precision of the rheology-based method is directly 
related to the precision of the pressure sensor used to estimate RF and RRF. Therefore, pressure 
sensors used to estimate IAPV by this method should be as precise as possible. 
One disadvantage is that on the classic method, the IAPV value is obtained by the 
breakthrough curves. Therefore there is no need to inject fluid until the steady state is reached. For the 
rheology-based method, RF and RRF measurements have to be taken under steady state conditions. 
Both the alternative and the classic methods require core flooding procedures, which 
require a lot of preparation and are time-consuming. In addition to that, the rheology-based 
method require the operator to perform bulk viscosity measurements at the same shear rate as 
the in-situ one. However, bulk polymer viscosity is well behaved (often adjusted by power-law 
models), so this is not a major disadvantage. 
Polymer degradation can be a major issue for the rheology-based method. If the 
polymer degrades before or during the core flooding, the bulk rheological study has to be done 
with the degraded polymer. However, to reproduce the degradation of a polymer as it flows 
through a porous medium can be difficult. Therefore, IAPV measurements using the alternative 
method in the presence of oxygen or high shear conditions (low permeability or high injection 
flow rates) should be done with extra care to avoid oxidative and mechanical degradations, 
respectively. 
Another disadvantage of the rheology-based model is the need to estimate the in-situ 
shear rate experienced by the polymer. There are several models to estimate this shear rate (the 
model proposed by Cannella (Cannella et al., 1988) was used in this work). However, these models 
are dependent on core and fluid properties as well as some scaling factors (such as the constant 
C in Cannella’s model), which can be difficult to define and may have a large variation. 
E.3.1.2.2. Rheology-based method advantages over the tracer-based method 
The classic method needs to satisfy the polymer adsorption, and then re-saturate the 
sample with brine before performing the polymer injection to measure IAPV. For the rheology-
based method, the polymer solution can be injected in a virgin porous medium (100% saturated 
with brine or at sor) and, after steady state is reached, the IAPV can be estimated. 
One major advantage is related to the equipment. The rheology-based method only 
requires a pressure sensor, which is standard for core-flooding experiments. On the other hand, 
the classic method requires two pieces of concentration measurement apparatus, one for 
polymer and one for tracer. Related to that, the rheology-based method does not need the 





Also, the rheology-based method only requires the measurement of RF and RRF, while 
the classic method needs the produced concentration curve for polymer and tracer. Therefore, 
fewer data points have to be collected in the rheology-based method. 
E.3.1.3. Permeability reduction or residual resistance factor 
The permeability reduction was measured by the differential pressure across the core. 
For a given brine injection N at an injection rate 𝑄𝑤
𝑁, a correspondent steady state pressure drop 
was recorded ∆𝑝𝑤
𝑁. This pressure drop was used to estimate the 𝑅𝑅𝐹 through ( E. 12 ). 
Where the superscript 𝑏𝑒𝑓𝑜𝑟𝑒 refers to the steady state pressure drop measurement 
performed at the absolute permeability measurement step of the core flooding sequence (see  
Figure E. 1), which is associated with an injection rate. 
Note that the majority of the RRF measured in this work was done at the same 
injection rates used in the absolute permeability measurement step of the same experiment set. 
Therefore, the injection volumetric flow rates of ( E. 12 ) are the same. 
E.3.1.4. Mobility reduction or resistance factor 
Similarly to the RRF, the RF was measured by the differential pressure across the core 
associated with a polymer injection. For a given polymer injection N, the RF was estimated by  
( E. 13 ). 
Where ∆𝑝 refers to the steady state pressure drop across the core, 𝑄 corresponds to 
the injection rate, the subscripts 𝑝 and 𝑤 refer to polymer and brine injections, respectively. The 
superscript 𝑏𝑒𝑓𝑜𝑟𝑒 refers to the steady state pressure drop measurement performed at the 
absolute permeability measurement step of the core flooding sequence (see Figure E. 1). 
Similarly to the RRF, the majority of the RF measurements were performed at flow 
rates used during the absolute permeability measurement step, which cancels the injection rates 

























E.3.1.5. In-situ viscosity 
For a given pair polymer injection N and brine injection N, the in-situ viscosity (𝜂𝑖𝑠) 
can be estimated by ( E. 14 ). 
Where 𝜇𝑤 is the water viscosity. 
The in-situ viscosity calculated by ( E. 14 ) is associated with the injection rate of the pair 
polymer-brine injection N. The shear rate to which this in-situ viscosity measurement is associated 
can be estimated by Cannella’s equation (Cannella et al., 1988), i.e., ( E. 15 ). 
Where 𝑛 is the flow behavior index of the power law fluid,  𝐽𝜐⃗⃗⃗   is the fluid velocity (i.e., 
flow rate by area open to flow) associated with the pair polymer-brine injection N, 𝑘𝑤 is the 
permeability of the core, 𝜙 is the porosity of the medium, and 𝐶𝐶  is an empirical tuning parameter. 
The behavior index of the power law fluid for a given experiment set was determined in the 
polymer solution rheological characterization performed before the core flooding procedures, as 
described in section E.2.1. This work used 𝐶𝐶 = 6, after the studies performed by Cannella et al. (1988). 
E.3.1.6. Polymer degradation 
Polymer degradation was measured as the polymer solution viscosity loss. The 
polymer solution used for a given experiment set had its viscosity versus shear rate measured 
before the core flooding procedures. Samples were collected: 1. at the end of each polymer 
injection N; 2. at the alternative sampling point of Figure 4.4, during the after test polymer sample 
collection; and 3. from the injection bottle leftover, during the after test polymer sample 
collection. The viscosity loss due to polymer degradation (𝜂𝑝
𝑙𝑜𝑠𝑠) can be estimated by ( E. 16 ), and 
the degradation (𝐷𝑒𝑔) by ( E. 17 ). 
Where 𝜂𝑝
𝑏𝑎𝑠𝑒 is a base polymer solution bulk viscosity, 𝜂𝑝
𝑁 is the bulk viscosity of the 





∙ 𝜇𝑤 ( E. 14 ) 
 ?̇?𝑖𝑠 = 𝐶𝐶  [












𝑁 ( E. 16 ) 
 𝐷𝑒𝑔 = 𝜂𝑝
𝑙𝑜𝑠𝑠 𝜂𝑝





In this work, these degradation measurements were performed using a rotational 
rheometer. These measurements can be performed using the capillary viscometers in the setup 
presented by Figure 4.4, instead of the rheometer. However, this was not done in this work. 
Note that the viscosity measurements in ( E. 16 ) and ( E. 17 ) have to be done under 
the same conditions, i.e., same polymer concentration, temperature, and shear rate. The polymer 
samples collected at each injection N were sampled at the end of the polymer injection to 
guarantee that the polymer concentration was the same as the injected one. 
The polymer mechanical degradation is closely related to the flow conditions that the 
polymer solution is subject to. The shear rate and the Reynolds number can give important details 
about the flow behavior. The critical points of shear stress in the core flooding system are the 
cores and the capillary tubes. One can estimate the shear rate (γ̇) for flow in capillaries by  
( E. 18 ), and in porous media by Cannella’s equation, ( E. 19 ). 
Where 𝑄 is the volumetric flow rate, 𝑅 is the internal radius of the tube, 𝐶𝐶  is 
Cannella’s tunning constant (assumed to be 6), 𝑛 is the flow behavior index of the power-law 
fluid, 𝑘𝑓 is the permeability of the medium (with permeability reduction effects, if applicable), 𝜙 
is the porosity of the medium, and 𝐽𝜐⃗⃗⃗   is the fluid superficial velocity. 
For non-Newtonian fluids, one can estimate the Reynolds number (𝑁𝑅𝐸) for flow in 
capillaries by ( E. 20 ), and in porous media by ( E. 21 ) (Dodge and Metzner, 1959; Kováks, 1981; 
Metzner and Reed, 1955). 
Where 𝜌 is the fluid density, and 𝐾 is the consistency index of the power law fluid. 
 ?̇? = 4 
𝑄𝜐
(𝜋 𝑑3)
 ( E. 18 ) 
 ?̇?𝑖𝑠 = 𝐶𝐶  [
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E.3.1.7. Polymer and salt longitudinal dispersions 
Dispersion coefficients for the salt (tracer) and polymer were estimated by history 
matching with the custom simulator developed in this work (see chapter 3). All the other 
properties measured in the core flooding experiments were inputted to the simulator. With the 
inputted data, the polymer and salt longitudinal dispersion coefficients (𝐾𝐿,𝑝 and 𝐾𝐿,𝑠) were 
adjusted to match the measured polymer and salt concentrations at the effluents. 
The measured polymer concentration had a further delay than what was forecasted 
by the simulator using the measured retention. As stated in section E.3.1.1, the method used to 
measure the retention in this work estimates the retention relative to a base case. Therefore, the 
method is unable to capture if this base case has some retention by itself (i.e., the base curves 
have zero retention associated with them). Additionally, multiple polymer injections were 
performed before the base curves, and all the polymer injections reached steady state (i.e., 
produced polymer concentration reached the injected one). Therefore, irreversible retention was 
absent from the base curves. Therefore, these further delays observed in the experimental data 
are most probably due to reversible retention associated with the base curves. So, such delays 
were introduced to each of the base curves (i.e., lowest volumetric flow rates) assuming that they 
were fully reversible (i.e., 𝑓𝑟𝑟 = 1). The set delay was maintained for all the other experiments 
using the same core (i.e., within the same set). The measured reversible retentions for each 
injection were added to the delays associated with the respective base cases to compose the total 
reversible retention associated. The behavior of this delay is not known, especially when 
combined with the measured reversible retention. Therefore, the Langmuir equilibrium constant 
for the polymer (𝑏𝑝) was set to the intermediate value of 2 m³/kg for all experiment matches. 
Also, the first injection of each experiment set, as well as the entire experiment set 10, contained 
considerable irreversible retention. It would be difficult to set a retention isotherm that included 
this irreversible retention, plus the reversible retention, and the delay. Therefore, the matches of 
the first polymer injections of each experiment set were not used to estimate the dispersion. 
It is worth noting that the aforementioned delays are much higher than the error 
associated to the dead volume between the polymer measuring equipment (i.e., UV-
spectrophotometer) and the salt measuring one (i.e., conductivity meter). Therefore, these delays 
are not a consequence of the dead volume. 
Note that, theoretically, the method proposed by Dominguez and Willhite (1977) can 
capture this retention associated with the base curve. However, this method considers that the 
displacement of polymer and tracer through porous media is identical apart from polymer 
retention, which is not true. Therefore, retention measurements performed with the method 
proposed by Dominguez and Willhite (1977) will lead to biased results. Thus, this method was not 





Each injection within each experiment set was treated as a different simulation to 
adjust different longitudinal dispersion coefficients to each one. Therefore, the permeability of 
the core was pondered by the experimentally-measured RRF to be inputted (i.e.,  
𝑘𝑓,𝑖𝑛𝑝𝑢𝑡
𝑖𝑛𝑝𝑢𝑡 = 𝑘𝑓,𝑒𝑥𝑝 𝑅𝑅𝐹𝑒𝑥𝑝⁄ ), and the RRF was set to 1. 
Table E. 3 and Table E. 4 summarize the inputs for polymer retention and core 
permeability for all experiments used in the dispersion estimation. 
Table E. 3: Summary of the inputted polymer retention and core permeability for the experiments used in the longitudinal 
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22.1 141.5 1629 
3.3 3.5 0.6 14.4 132.0 1571 
3.4 3.5 0.4 8.9 124.0 1354 
3.5 3.5 0.25 0.0 112.0 1729 
3.6 3.6 0.25 0.0 112.0 1649 
3.7 3.6 0.4 8.6 123.1 1478 
3.8 3.6 0.6 14.8 132.7 1535 
3.9 3.6 0.8 22.8 146.7 1544 





5.7 71.8 3651 
4.3 4.5 1 3.8 67.6 3449 
4.4 4.5 0.6 1.6 63.8 3039 
4.5 4.5 0.25 0.0 60.0 4677 
4.6 4.6 0.25 0.0 60.0 4551 
4.7 4.6 0.6 2.0 63.5 3272 
4.8 4.6 1 3.3 67.1 3069 
4.9 4.6 2 5.8 71.4 3273 





15.3 123.3 976 
5.3 5.5 0.6 10.8 115.1 1013 
5.4 5.5 0.4 6.3 108.0 1007 
5.5 5.5 0.25 0.0 97.5 1054 
5.6 5.6 0.25 0.0 97.5 2403 
5.7 5.6 0.4 8.3 111.4 841 
5.8 5.6 0.6 9.9 114.4 756 
5.9 5.6 0.8 15.4 123.6 830 
5.10 5.6 1 19.3 129.4 776 
* – The reversible retention inputted corresponds to the Langmuir isotherm quantity for adsorbent saturation. Therefore, this value was chosen to 
correspond to the sum of the reversible retention delay and measured reversible retention at the injected concentration following ( 3.19 ) with  
𝑏𝑝 = 2 𝑚
3 𝑘𝑔⁄  and 𝑓𝑟𝑟,𝑝 = 1; † – The inputted permeability was ponderated by the experimentally-measured RRF as 𝑘𝑓,𝑖𝑛𝑝𝑢𝑡 = 𝑘𝑓,𝑒𝑥𝑝 𝑅𝑅𝐹𝑒𝑥𝑝⁄ , and 





Table E. 4: Summary of the inputted polymer retention and core permeability for the experiments used in the longitudinal 




































































the base curve 






















31.0 226.1 913 
6.3 6.5 0.6 22.8 215.0 1039 
6.4 6.5 0.4 12.7 203.1 1199 





9.3 107.9 1514 
7.3 7.5 1 7.0 104.7 1662 
7.4 7.5 0.6 5.7 101.5 1857 
7.5 7.5 0.25 0.0 90.0 1684 
7.6 7.6 0.25 0.0 90.0 1924 
7.7 7.6 0.6 5.2 101.3 2565 
7.8 7.6 1 7.7 104.4 2168 
7.9 7.6 2 8.7 107.7 2022 





11.8 103.9 847 
8.2 8.5 3 13.7 106.6 900 
8.3 8.5 1 6.5 93.6 958 
8.4 8.5 0.6 3.8 87.9 983 
8.5 8.5 0.25 0.0 80.0 889 
8.6 8.6 0.25 0.0 80.0 713 
8.7 8.6 0.6 3.4 87.1 803 
8.8 8.6 1 6.8 92.7 813 
8.9 8.6 2 11.3 101.9 749 





24.5 150.8 173 
9.2 9.5 2 22.8 147.6 179 
9.3 9.5 1 15.4 132.0 142 
9.4 9.5 0.6 10.1 121.9 133 
9.5 9.5 0.25 0.0 100.0 121 
9.6 9.6 0.25 0.0 100.0 118 
9.7 9.6 0.6 11.9 123.4 120 
9.8 9.6 1 16.1 133.5 122 
9.9 9.6 2 22.3 145.2 234 
9.10 9.6 3 24.3 148.9 243 
* – The reversible retention inputted corresponds to the Langmuir isotherm quantity for adsorbent saturation. Therefore, this value was chosen to 
correspond to the sum of the reversible retention delay and measured reversible retention at the injected concentration following ( 3.19 ) with  
𝑏𝑝 = 2 𝑚
3 𝑘𝑔⁄  and 𝑓𝑟𝑟,𝑝 = 1; † – The inputted permeability was ponderated by the experimentally-measured RRF as 𝑘𝑓,𝑖𝑛𝑝𝑢𝑡 = 𝑘𝑓,𝑒𝑥𝑝 𝑅𝑅𝐹𝑒𝑥𝑝⁄ , and 
the inputted RRF was set to 1. 
A single rheological model was introduced to simulate all the cases. Such model 
corresponded to 𝐶1 = 7.11 (𝑚
3 𝑘𝑔⁄ )0.83, 𝐶2 = 0.83, 𝐾 = 1.02 𝑚𝑃𝑎 ∙ 𝑠





 ?̇?0 = 10 𝑠
−1, ?̇?∞ = 1000 𝑠
−1, and 𝜇𝑠𝑜𝑙 = 1.06 𝑚𝑃𝑎 ∙ 𝑠. This model was obtained by matching the 
polymer in-situ viscosity versus shear rate of experiment sets 3, 5, 6, and 7. The isothermal system total 
compressibility, viscosity of the fluid that saturates the porous medium initially, and degree of 
heterogeneity factor were assumed as 𝑐𝑡 = 7𝑥10
−5 𝑏𝑎𝑟−1, 𝜇𝑓
𝑖𝑛𝑖 = 1.06 𝑚𝑃𝑎 ∙ 𝑠, and 𝐻𝐹 = 1, 
respectively. The effective viscosity ratio model was assumed to be the one proposed by Ligthelm (1989). 
The other inputs correspond to measured experimental data, and are summarized in  
Table E. 5 and Table E. 6. 
Table E. 5: Summary of other experimentally measured input data for the experiments used in the longitudinal dispersion 




































Set.Inj cm cm² - - g/cm³ - - 
3.2 




3.3 0.071 9.993 39.993 
3.4 0.083 9.982 39.982 
3.5 0.129 9.982 39.982 
3.6 0.118 9.986 39.986 
3.7 0.102 9.897 39.897 
3.8 0.080 9.983 39.983 
3.9 0.075 9.982 39.982 
3.10 0.074 9.982 39.982 
4.2 




4.3 0.029 10.000 40.000 
4.4 0.035 10.000 40.000 
4.5 0.042 10.000 40.000 
4.6 0.045 10.000 40.000 
4.7 0.031 10.015 40.015 
4.8 0.029 10.000 40.000 
4.9 0.028 10.000 40.000 
4.10 0.024 10.000 40.000 
5.2 




5.3 0.070 10.002 40.002 
5.4 0.086 10.002 40.002 
5.5 0.112 10.002 40.002 
5.6 0.113 10.002 40.002 
5.7 0.081 10.001 40.001 
5.8 0.068 9.979 39.979 
5.9 0.050 10.002 40.002 
5.10 0.049 10.002 40.002 
* – Corresponds to the injected pore volume since the start of that experiment (i.e., injection within a set) that the injected fluid changed from polymer 






Table E. 6: Summary of other experimentally measured input data for the experiments used in the longitudinal dispersion 




































Set.Inj cm cm² - - g/cm³ - - 
6.2 




6.3 0.145 9.999 39.999 
6.4 0.169 9.999 39.999 
6.5 0.195 9.999 39.999 
7.2 




7.3 0.034 10.001 40.001 
7.4 0.043 10.001 40.001 
7.5 0.057 10.000 40.000 
7.6 0.058 10.003 40.003 
7.7 0.044 10.001 40.001 
7.8 0.037 10.001 40.001 
7.9 0.032 10.001 40.001 
7.10 0.027 9.001 39.001 
8.1 




8.2 0.053 10.000 40.000 
8.3 0.082 10.000 40.000 
8.4 0.116 10.000 40.000 
8.5 0.163 10.000 40.000 
8.6 0.161 9.998 39.998 
8.7 0.117 10.003 40.003 
8.8 0.079 10.000 40.000 
8.9 0.054 9.991 39.991 
8.10 0.049 10.000 40.000 
9.1 




9.2 0.285 10.002 40.002 
9.3 0.337 10.002 40.002 
9.4 0.341 9.970 39.970 
9.5 0.364 10.005 40.005 
9.6 0.379 10.000 40.000 
9.7 0.336 10.002 40.002 
9.8 0.331 10.000 40.000 
9.9 0.304 10.002 40.002 
9.10 0.296 10.002 40.002 
* – Corresponds to the injected pore volume since the start of that experiment (i.e., injection within a set) that the injected fluid changed from polymer 
to brine; † – Corresponds to the injected pore volume since the start of that experiment (i.e., injection within a set) characteristic of the end of the brine 
injection. 





Table E. 7: Summary of the initial and boundary conditions for all the simulations used to determine the longitudinal 
dispersion coefficients. 
Note that the curves correspondent to the salt concentration in the effluents 
presented a much steeper front than the polymer, which is unfavorable for the simulator 
convergence. Therefore, the space discretization was finer on the salt history matching (Δ𝑥𝐷,𝑠 =
0.005) than for the polymer (Δ𝑥𝐷,𝑝 = 0.02) one. The maximum relative differences (𝑑𝑖𝑓𝑚𝑎𝑥) for 
dimensionless pressure, and concentrations were kept under 1x10-3. The initial and minimum 
time steps were determined by the discretization criterion ( 3.68 ). 
The history matching procedure was performed in three different steps: 
1. Match the delay of polymer by a reversible retention in the base injections (lowest flow rates); 
2. Adjust the 𝐾𝐿,𝑝 in the simulation model relative to the experimental data for the polymer front 
during polymer injection (i.e., rising polymer concentration); 
3. Adjust the 𝐾𝐿,𝑠 in the simulation model relative to the experimental data for the salt front 
during polymer injection (i.e., rising salt concentration). 
Step 1 was performed manually, while steps 2 and 3 used a simple automated history 
matching algorithm developed in Matlab®. The quality of match indicator used in said algorithm 
was the coefficient of determination (R²). The algorithm is presented in Figure E. 4. 
To ensure the R² was representative, only a section of the experimental curves were 
used for each experiment. The start of the section was a point just before the outlet dimensionless 
concentration started to increase from zero, while the end was selected to be just after the outlet 
dimensionless concentration reached one. 
PDE Inj. 
Boundary Condition 
Inlet Outlet Initial 
Hydraulic diffusion 
Polymer Constant flow rate in 
Table E. 3 and Table E. 4 
∆𝑝𝑜𝑢𝑡 = 1 𝑏𝑎𝑟 ∆𝑝𝑖𝑛𝑖 = 1 𝑏𝑎𝑟 
Brine ∆𝑝𝑜𝑢𝑡 = 1 𝑏𝑎𝑟 - 
Advection-reaction-
dispersion of polymer 
Polymer Table E. 3 and Table E. 4 Open outlet (see 
Table 3.4) 
𝑐𝑝
𝑖𝑛𝑖 = 0 
Brine 𝑐𝑝
𝑖𝑛 = 0 - 
Advection-reaction-
dispersion of salt 
Polymer 𝑐𝑠
𝑖𝑛 = 105000 𝑝𝑝𝑚 Open outlet (see 
Table 3.4) 
𝑐𝑠
𝑖𝑛𝑖 = 57500 𝑝𝑝𝑚 
Brine 𝑐𝑠






Figure E. 4: Algorithm used to perform the automated history matching of the longitudinal dispersion coefficients of salt and 
polymer. 
E.3.1.8. Note on measurement uncertainty 
Few of the variables analyzed throughout this work were obtained through direct 
measurements, e.g., core length and pressure differentials. In this work, the majority of the 
properties discussed were obtained by indirect measurements, i.e., these properties were 





direct measurements are supplied by the equipment makers and are summarized in Table 4.4. 
The uncertainty associated with the indirect measurements was estimated by the error 
propagation technique described in this section. All the expressions derived for uncertainties 
calculation of such indirect measurements are presented in APPENDIX F. 
The general expression for the uncertainty of a quantity which is a function of multiple 
variables, 𝑊 = 𝑓(𝑋, 𝑌, 𝑍, … ), is given by ( E. 22 ), after Fornasini (2008). 
Where 𝜎 represents uncertainties, and ∂ partial derivatives. 
Note that, as Fornasini (2008) states, ( E. 22 ) is only valid if the variables are 
statistically independent. The same author also states that ( E. 22 ) is an equality if 𝑊 is a linear 
function of the variables (𝑋, 𝑌, 𝑍, … ). In the case of nonlinear functions, the uncertainty 
expression ( E. 22 ) is an approximation considering local linearization. Due to these linearizations, 
this method can be weak when there are large variations of the measured data or highly nonlinear 
functions, as stated by Lee and Chen (2009). 
Also, note that, as described by Ku (1966), uncertainties estimated by this error 
propagation technique sometimes are lower than the actual ones because: 1. the function to 
obtain a given property is hardly known to the exact sense; and 2. the number of variables 
considered in the estimation of a property often does not fully represent the error contributors. 
Even so, the same author states that this technique can give useful and meaningful uncertainty 
estimates. 
Note that throughout the execution of the experiments reported in this work, the 
author worked in his best effort to strictly follow the methodology described in APPENDIX E to 
eliminate systematic error and to minimize the error contribution of unaccounted variables. 
Therefore, the measured uncertainties associated with the results are expected to be meaningful. 
E.3.2. Description of the steps for a core flooding experiment set 
This section focuses on the explanation of each step related to a core flooding 
experiment set, i.e., each step of the flowchart shown in Figure E. 1. 
E.3.2.1. Core saturation 
The objective of this step is to achieve complete core saturation with brine. 





















The dried core sample is put inside of a stainless steel cylindrical bottle. This container 
has two openings kept closed by valves, one on the bottom, and another on the top side. A 
vacuum pump connects to the top valve, and a brine-containing Mariotte’s bottle to the bottom 
one. Figure E. 5 illustrates this assembly. 
 
Figure E. 5: Apparatus for core saturation. 
The saturation procedure was: 
1. Turn on the vacuum pump; 
2. Open the upper valve (connected to the vacuum pump); 
3. Let the pump evacuate the system until the vacuum meter reads 0.001 mbar; 
4. Let the pump evacuate the system for an additional 2 hours; 
5. Carefully open the lower valve for the brine to be admitted slowly; 
6. Close the upper valve as soon as the stainless steel bottle is filled and brine starts to flow 
through the tubing connected to the upper valve; 
7. Turn off the vacuum pump; 
8. Close the lower valve; 
9. Let the core rest overnight inside the bottle. 
After the saturation procedure is complete, the core can be removed from the bottle 
and confined in the core holder. 
Before confining the core in the core holder, the core saturated mass (m𝑟
𝑠𝑎𝑡) is 













 is the dry core mass, 𝜌𝑤 the brine density, and 𝑉𝑟,𝑏𝑢𝑙𝑘 the core bulk 
volume. 
E.3.2.2. Fines cleanup 
The objective of this step is to clean the fines present in the sample. That is done 
because the fines are a source of measurement noise in the UV-spectrophotometer and, 
depending on their size, can clog the spectrophotometer capillary. 
These fines are removed by injection of a large volume of brine the core. To ensure 
complete fine removal, at least 50 pore volumes were injected in the experiments reported in 
chapter 4. This brine injection has to be done under an injection rate that is at least equal to the 
highest flow rate planned for the main test loop. When the polymer injection takes place, the 
core will be submitted to a much higher displacement pressure than the one experienced by this 
brine pre-injection. This higher pressure drop may dislodge a few additional fines, which can be 
detrimental to the core flooding process. Therefore, if possible, it is recommended to inject brine 
at a higher pressure (or flow rate) to dislodge these hard-to-free fines during the cleanup. 
Since the fines can clog the spectrophotometer capillary, during this step, the tubing 
connecting the system to the spectrophotometer is disconnected. This allows fluid production 
before entering this equipment, screening out the possibility of clogging. After the cleanup is 
done, the tubing is reconnected for the latter steps. 
E.3.2.3. Absolute permeability measurement 
The objective of this step is to measure the core’s absolute permeability to water (𝑘𝑤). 
Brine is injected through the sample at a constant rate. The flow rate is kept constant 
for at least half an hour or until the pressure readings reach steady state. After the system reaches 
steady state, a graduated cylinder is put on top of the scale and the volume versus time is 
recorded. The volume versus time serves to assess the injection rate supplied by the pump. 
The core absolute permeability to brine can be estimated by Darcy’s law, ( E. 24 ). 
Where 𝜇𝑤 is the water viscosity, 𝑄𝜐 is the flow rate, ∆𝑝 is the differential pressure 
between the core inlet and outlet, A is the cross-sectional area of the core, and 𝐿 is the core 
length. 











The permeability to water was measured under several different injection flow rates. 
The values reported in Table 4.3 are an average of those measurements. For experiment sets 
consisting of several injections at different flow rates (i.e., experiment sets 1 through 9), the 
injection rates used in this step were the same ones used in the main experiment loop. 
E.3.2.4. Nth polymer injection 
The objective of this step is to inject a polymer bank until steady state conditions are 
reached. For the experiments reported in this work, the polymer bank size was 10 PV for all tests, 
except experiments 10.1 and 10.2. Experiments 10.1 and 10.2 consisted of injection of low 
concentration polymer solutions (100 ppm), therefore 20 PV of polymer solution was injected. 
The measurements of the equipment (i.e., pressure, and concentration in the effluents) 
confirmed that all the experiments reached steady state. 
The pressure drop across the core, as well as the polymer and salt concentrations in 
the effluents are acquired in this step, and are essential to estimate: retention, IAPV, RF, and 
dispersion. The RF associated with the RRF measured in the brine injections is used to measure 
the polymer in-situ viscosity. Note that the IAPV cannot be measured when polymer retention is 
relevant (i.e., 𝑁 = 1 or increasing polymer concentration). 
Additionally, polymer solution samples were collected just before going to the next 
experimental step. The viscosity versus shear rate of these samples was measured in a rheometer 
to quantify the polymer degradation. 
E.3.2.5. Nth brine injection 
The objective of this step is to inject a brine bank until steady state conditions are 
reached. For the experiments reported in this work, the brine bank size was 30 PV. This bank has 
to be larger than the polymer bank because of the unfavorable displacement of the polymer 
solution by brine. The measurements of the equipment (i.e., pressure, and concentration in the 
effluents) confirmed that all the experiments reached steady state. 
The pressure drop across the core, as well as the polymer and salt concentrations in 
the effluents are acquired in this step, and are essential to estimate: retention, and RRF. The RRF 
associated with the RF measured in the polymer injection is used to measure the polymer in-situ 
viscosity. 
Additionally, brine samples were collected just before going to the next experimental 
step. The viscosity of these samples was measured in a rheometer as a secondary way to evaluate 





E.3.2.6. After test polymer sample collection 
In this step, the 3/2-way valve depicted in Figure 4.4 is opened to allow the sample 
collection through the alternative sampling point. Then, a series of polymer injections is 
performed at the same conditions of all the N polymer injections performed during the main test 
loop. For example, in experiment set 6, there were five injections (N=5), each injection being at a 
different injection rate. Therefore, for experiment set 6, the after test polymer sample collection 
was composed of five polymer injections at those five different injection rates. 
Additionally, a sample of the polymer solution left in the injection bottle (i.e., not 
injected through the system) is collected in this step. 
All the samples collected in this step are tested for their viscosity flow curves. These 
flow curves are compared with the viscosity curves of the fresh sample (i.e., measured before the 
core flooding) and the samples collected in the step E.3.2.4. These analyses are done to identify 
and characterize any degradation mechanisms acting in the polymer solution during the test. 
The viscosity of the samples collected from the bottle after the main test loop are 
compared with the viscosity of a fresh sample measured before the test. This analysis is done to 
evaluate the viscosity loss due to time-dependent degradation, i.e., oxidative, hydrolysis, or 
biological degradations. Ideally, no time-dependent degradation should be present during the 
core flooding experiment. 
The samples collected through the alternative sampling point after the main test loop 
passed through the core. Depending on the core permeability and the injection rate, the polymer 
may be subject to mechanical degradation. Therefore, the samples in question have their viscosity 
tested and compared to the viscosity of the sample collected from the bottle. These analyses 
reveal the viscosity loss due to mechanical degradation as the solution passed through the core. 
Ideally, to measure accurate in-situ viscosity, the polymer should not degrade as it propagates 
through the porous medium. 
The samples collected in the step E.3.2.4 passed through the whole system, including 
the capillary restriction of the spectrophotometer (internal diameter of 0.254 mm). Depending 
on the injection rate, this thin capillary tube can induce a high shear rate in the solution, which 
may lead to mechanical degradation. Therefore, the samples collected in the step E.3.2.4 have 
their viscosity compared to the fresh and bottle-collected samples to evaluate the mechanical 
degradation induced by this capillary. Mechanical degradation in this capillary does not influence 
the measurement of any of the properties measured during the previous steps because: 1. 
viscosity loss occurs after the core; 2. scission of the polymer chains does not influence mass or 






E.3.3. Data processing 
The pressure, conductivity, temperature, and mass data were acquired by an in-house 
LabVIEW® program (in LabVIEW version 2011), with a data acquisition rate of 0.1 Hz. The data 
acquired by LabVIEW® was transferred to an Excel® sheet, and a centered moving average filter 
of 49 samples was applied to the data. This filter can be represented by ( E. 25 ). 
Where 𝑊(𝑡) is a variable measured in the instant 𝑡, and superscript 𝑓𝑖𝑙𝑡 refers to the 
filtered variable. 
After the filter was applied, some data points were excluded to leave one data point 
for each 30 seconds. Exclusion of points was done to facilitate data processing. Note that this data 
exclusion is not a problem, as the final data acquisition rate is still much higher than the resulting 
phenomena being captured by the experiments. 
The UV absorbance was acquired by Chromeleon® version 6.80, with a data 
acquisition rate of 1 Hz. The Chromeleon® software had issues to post-process the huge amount 
of data points each experiment generated, but was able to plot the absorbance versus the time. 
Therefore, DataThief III® was used to extract the numerical absorbance values from the graph 
generated by the Chromeleon®. The absorbance curve was left with much more points than the 
other parameters processed from LabVIEW®. Therefore, exclusion of data points was done to 
leave one data point for each 30 seconds, and match the timestamps of the LabVIEW® data. 
Note that synchronization is required before performing this match of the data 
acquired for both LabVIEW® and Chromeleon. This synchronization is expressed by ( E. 26 ). 
Where 𝑡𝐿𝑎𝑏𝑉𝑖𝑒𝑤 is the time that the LabVIEW® acquisition started, 𝑡𝐶ℎ𝑟𝑜𝑚𝑒𝑙𝑒𝑜𝑛 is the 
time that the Chromeleon® started, and 𝛥𝑡𝑎𝑐𝑞,𝑠𝑡𝑎𝑟𝑡 is the difference in the acquisition time starts. 
If the LabVIEW® started acquiring data before the Chromeleon®, then 𝛥𝑡𝑎𝑐𝑞,𝑠𝑡𝑎𝑟𝑡 < 0. 
Note that the difference between starting the LabVIEW® and Chromeleon® 
acquisitions was within 1 minute for all experiments. 
The data from these sources were integrated using an Excel® sheet, where the data 




𝑊(𝑡 − 24) + ⋯+𝑊(𝑡 − 1) +𝑊(𝑡) +𝑊(𝑡 + 1) + ⋯+𝑊(𝑡 + 24)
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( E. 25 ) 





Each equipment connected to the system is physically separated, meaning that there 
is a volume between each equipment. This volume is named dead volume, and results in the fluid 
taking different times to reach each equipment. The data from each equipment has to be 
corrected for the dead volume associated with it. This correction ensures that the data from all 
equipment is synchronized. The dead volume (𝑉𝑑𝑒𝑎𝑑) correction can be expressed by ( E. 27 ), in 
terms of time (𝑡), and ( E. 28 ), in terms of injected pore volume (𝑉𝑃𝐼). 
Where 𝑄𝜐
𝑖𝑛 is the injected volumetric flow rate, and 𝑃𝑉 is the pore volume. The 
superscripts 𝑠𝑦𝑛𝑐ℎ and 𝑚𝑒𝑎𝑠 refer to synchronized and measured. 
E.3.4. Summary of experimental sequence and data acquisition 
Table E. 8 presents a summary of the core flooding steps including the data 
acquisition, equipment, property calculation, and equations. 
Table E. 8: Summary of the core flooding acquired data calculated properties. 
Note that using the experimental setup and protocol presented in this chapter, one 
can estimate the following polymer properties with one experiment set composed of N injections: 
 𝑡𝑠𝑦𝑛𝑐ℎ = 𝑡𝑚𝑒𝑎𝑠 −
𝑉𝑑𝑒𝑎𝑑
𝑄𝜐
𝑖𝑛  ( E. 27 ) 
 𝑉𝑃𝐼𝑠𝑦𝑛𝑐ℎ = 𝑉𝑃𝐼𝑚𝑒𝑎𝑠 −
𝑉𝑑𝑒𝑎𝑑
𝑃𝑉













( E. 24 ) 




















( E. 7 ) 




























 𝑁 − 𝑁𝑏𝑎𝑠𝑒 irreversible retention measurements; 
 𝑁 − 𝑁𝑏𝑎𝑠𝑒 reversible retention measurements; 
 𝑁 − 1 inaccessible pore volume measurements; 
 𝑁 permeability reduction or residual resistance factor measurements; 
 𝑁 mobility reduction or resistance factor measurements; 
 𝑁 in-situ viscosity measurements; 
 𝑁 dispersion coefficient measurements, with the aid of a simulator; 
 𝑁 + 𝑁𝐴𝑇 mechanical degradation measurements, with the aid of a rheometer. 
Where 𝑁𝑏𝑎𝑠𝑒 is the number of base curves for retention estimation. In the literature, 
typically 𝑁𝑏𝑎𝑠𝑒 = 1, however, throughout this work most of the experiment sets have 𝑁𝑏𝑎𝑠𝑒 = 2 
because the properties were measured in duplicates. 𝑁𝐴𝑇 is the number of polymer injections 
performed at the after test polymer sample collection step (see Figure E. 1). 
Additionally, with the aid of a simulator, it is possible to estimate 𝑁 tracer dispersion 
coefficients and 𝑁 effective viscosity ratios characteristic to the process (i.e., viscous fingering), 





APPENDIX F EQUATIONS FOR UNCERTAINTY 
ESTIMATION OF INDIRECT MEASUREMENTS 
This appendix is dedicated to present the equations used for uncertainty estimation 
of indirect measurements throughout this work. 
Porosity by porosimeter is given by ( E. 1 ), with the associated uncertainty given by  
( F. 1 ). 
Porosity by mass is given by ( E. 23 ) and its uncertainty by ( F. 2 ). 
The permeability to gas corrected for Klinkenberg gas slippage effects is given by  
( E. 3 ), and its uncertainty is given by ( F. 3 ). 
Absolute permeability to water is given by Darcy’s law, ( E. 24 ), with an associated 
uncertainty given by ( F. 4 ). 
Note that, as mentioned in section E.3.2.3, the absolute permeability to water was 
measured under several different injection flow rates and the average values were reported. 
Thus, the uncertainty associated with those average values is given by ( F. 5 ). 
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Where NQυ is the number of different injection rates used to measure the absolute 
permeability to water. 
During polymer preparation, the polymer stock solution concentration is given by  
( F. 6 ), with an associated uncertainty of ( F. 7 ). 
While the polymer injection solution concentration is given by ( F. 8 ), with an 
associated uncertainty of ( F. 9 ). 
Produced polymer concentration (measured by UV-spectrophotometry) is given by a 
linear calibration curve, with associated uncertainty calculated by ( F. 10 ). 
Front advance rate or superficial velocity is given by ( F. 11 ), with its associated 
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2 ( F. 7 ) 
 𝑐𝑝 = 
𝑚𝑝,𝑠𝑜𝑙,𝑠𝑡𝑜𝑐𝑘 𝑐𝑝,𝑠𝑡𝑜𝑐𝑘
𝑚𝑝,𝑠𝑜𝑙,𝑠𝑡𝑜𝑐𝑘 +𝑚𝑏𝑟𝑖𝑛𝑒



































(𝐴𝑏(𝑐𝑝,𝑖𝑛𝑗) + 𝐴𝑏(𝑐𝑝 = 0))
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Bulk shear rate, as inputted by the rheometer, has the following associated error,  
( F. 13 ). 
Bulk viscosity is measured by the rheometer, with an associated error of ( F. 14 ). 
The Inaccessible pore volume is calculated by the tracer-based method using ( E. 8 ), 
and its uncertainty is estimated through ( F. 15 ). 
Note that ( F. 15 ) assumes that the polymer and salt breakthrough times are a linear 
function of the time-measurement uncertainty, as well as the uncertainties in the polymer and 
salt concentration measurements. 
The Inaccessible pore volume is estimated by the rheology-based method through  
( E. 11 ), while its uncertainty is calculated using ( F. 16 ). 
 𝐽𝜐 = 𝐹𝐴𝑅 =
𝑄𝜐
𝐴
 ( F. 11 ) 
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 𝜂𝑝,𝑏𝑢𝑙𝑘 − 𝜂𝑝,𝑖𝑠 √
𝜂𝑝,𝑏𝑢𝑙𝑘
𝜇𝑤









𝜂𝑝,𝑏𝑢𝑙𝑘 − 𝜂𝑝,𝑖𝑠 √
𝜂𝑝,𝑏𝑢𝑙𝑘
𝜇𝑤









With the auxiliary uncertainties given by ( F. 17 ) and ( F. 18 ). 
Polymer retention is estimated through expression ( E. 4 ), with its associated 
uncertainty given by ( F. 19 ). 
With the auxiliary expression and uncertainty given by ( F. 20 ) and ( F. 21 ), 
respectively. 
The additional auxiliary expressions and uncertainty are given by ( F. 22 ), ( F. 23 ), and  
















































( F. 17 ) 
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( F. 20 ) 





] + 𝑎𝑢𝑥5 ( F. 21 ) 
𝑎𝑢𝑥4 = 𝑐𝑝 ∆𝑡 ( F. 22 ) 















Equation ( E. 12 ) and is used to the permeability reduction, while its associated 
uncertainty is given by ( F. 25 ). 
The resistance factor is estimated through ( E. 13 ), with its associated uncertainty is 
given by ( F. 26 ). 
In-situ viscosity is obtained by ( E. 14 ), and its uncertainty is given by ( F. 27 ). 
The in-situ shear rate is estimated through ( E. 15 ), with an associated uncertainty 
given by ( F. 28 ). 
Note that throughout this work, the uncertainties associated with CC and 𝑛 were 
considered zero. 
The viscosity loss due to degradation and the relative polymer degradation are 
estimated by ( E. 16 ) and ( E. 17 ), respectively, with its respective associated uncertainty given 
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 ( F. 29 ) 















The shear rate inside capillary tubes is estimated by ( E. 18 ), with the associated 
uncertainty given by ( F. 31 ). 
The Reynolds number is estimated by ( E. 20 ) and ( E. 21 ) for flow in capillary tubes 
and porous media, respectively. The uncertainties associated with ( E. 20 ) and ( E. 21 ) are given 
by ( F. 32 ) and ( F. 33 ), respectively. 
Note that throughout this work, the uncertainties associated with 𝑛 were considered 
zero.  
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APPENDIX G CORE FLOODING EXPERIMENTAL 
CHALLENGES 
During experiment sets 1 and 2, several challenges were faced, which jeopardized 
most of the experimental results obtained from them. Most of these challenges were eliminated 
from experiment sets 3 through 10. This appendix is dedicated to discussing those challenges and 
their solutions. 
G.1. Non-smooth polymer front 
The first problem can be identified from the polymer produced concentration in 
experiment sets 1 and 2, as shown by Figure G. 1. 




Figure G. 1: Normalized produced polymer concentration by injected pore volume for experiment sets 1 (left) and 2 (right). 
As one can see in Figure G. 1, the polymer front when increasing in concentration is 
not smooth. As the polymer reaches the spectrophotometer, there is an immediate increase in 
its concentration, followed by a valley of lower concentration, and then the injected 
concentration is reached. Another unusual characteristic of the polymer front seen in Figure G. 1 
is that the polymer took a long time to reach the injected concentration. The injected polymer 
concentration for experiment set 1 was reached after 6 or more injected pore volumes, which is 





achieve the injected polymer concentration may be related to the non-smooth aspect of the 
front. 
The polymer front shape was problematic in two ways: 1. it required injection of much 
more polymer than initially planned; and 2. the retention and IAPV measurements for the 
experiments in sets 1 and 2 were harmed. 
The sub-problem 1 was critical to experiment set 1, as injections 2 and 3 did not reach 
the injected concentration. However, this issue was corrected for experiment sets 2 through 10, 
as all the necessary fluids were available for all injections. 
The sub-problem 2 can be either a phenomenon or a problem of the injection system. 
The phenomenon hypothesis is that the polymer retention acting during this core flooding may 
be of a different nature than adsorption, such as mechanical entrapment. Huh et al. (1990) 
studied the mechanical entrapment in porous media and concluded that this phenomenon is 
much slower than the adsorption and is more relevant in low permeability medium. In Figure G. 
1, one can see that the polymer concentration slowly creeps up to the injected concentration, 
indicating that a slow retention mechanism is acting, although our porous medium is of high 
permeability. However, the unusual shape of the polymer front is not reported as a phenomenon 
and could be an experimental artifact. Therefore, a critical analysis of the injection system was 
issued. 
A tentative to solve the problems related to the polymer front shape and slow time 
to reach the injected concentration was to change the filter position and length for experiment 
set 2 (see Figure 4.3 and Table 4.3). This modification improved, but did not solve, the problem. 
Therefore, the injection system before the core holder was completely modified for experiment 
sets 3 through 10 (see Figure 4.4), which solved the problem related to the shape of the polymer 
front. However, the long time to reach the injected polymer concentration continued for the 
experiment sets 3 through 10. 
G.2. Absorbance measurement noise 
A second problem was identified during the first injection of experiment set 1, as seen 






Figure G. 2: Absorbance versus injected pore volume for experiment 1.1. 
Figure G. 2 shows that the absorbance data is noisy between 5 and 12 injected pore 
volumes. This measurement noise was caused by sand fines produced from the core. The beaker 
containing the produced fluids of the first injection is yellow-colored, as seen in Figure G. 3. 
 
Figure G. 3: Pictures of the beakers containing the production fluid of each injection of the experiment set 1. 
Note that the yellow color is absent on the beaker containing the fluids produced 
during the fifth injection. Because the UV spectrophotometry is a light-based measurement, it is 
expected this coloration to contaminate the measurements. 
As this issue was noticed during experiment 1.1, the polymer injection was prolonged 
until no more noise was observed in the absorbance measurement. About 12 pore volumes of 
polymer solution were required to clean all the fines from the core. Therefore, to solve this 





polymer injection, as described in section E.3.2.2. The noisy behavior of the absorbance was not 
observed for experiment sets 2 through 10, indicating that the solution was effective. 
G.3. Slow decrease of salt concentration 
A third problem was related to the decreasing salt concentration fronts, as shown in  
Figure G. 4 for experiment set 2. All the other experiment sets displayed a similar behavior to 
what is shown in Figure G. 4. 
.  
Figure G. 4: Normalized salt concentration in the effluents for experiment set 2. 
As seen in Figure G. 4, the salt concentration decreased slowly during brine injection. 
This characteristic was caused by the geometry of the conductivity meter flow cell, and is related 
to the differences between the brine and the polymeric solution densities. The flow cell was 
designed following instructions from the supplier of the conductivity meter, which required 
horizontal inlet and vertical outlet. This design, associated with the low volumetric flow rate 
employed in the core flooding experiments, makes gravity separation relevant. Given that the 
flow cell is filled with a high-density fluid, and then is flushed with a low-density fluid. The low-
density fluid will effectively displace some of the high-density one, with some of the high-density 
fluid being left in the lower part of the cell. This high-density fluid is then slowly mixed with the 






Figure G. 5: Schematic of the gravity separation experienced in the conductivity meter flow cell when the cell is filled with a 
high-density fluid and is flushed with a low-density one. 
The mechanism aforementioned occurs when the flow cell is filled with polymer 
solution and is flushed with brine, i.e., in the decreasing part of the salt concentration history. 
Note that the mechanism illustrated by Figure G. 5 does not occur when a high-density 
fluid displaces a low-density one. Therefore, the salt concentration during the polymer injection 
(i.e., salt concentration increasing) is not affected. 
The decreasing salt concentration front is useful to estimate the viscous fingering of 
the displacement process. Therefore, this data could not be used to determine this property. 
However, the viscous fingering is not within the objective of this work. Therefore, the geometry 
of the flow cell was kept the same as the one suggested by the supplier of the conductivity meter 
to avoid other possible problems. 
G.4. Chemical degradation inside stainless steel fluid accumulators 
A fourth problem was identified in experiment set 2, when collecting fluid samples 
left in the accumulators after the test. It was noticed that chemical degradation took place during 
storage of the polymer solution inside the accumulator. This degradation jeopardized the 
estimates of polymer resistance factor and in-situ viscosity during experiment sets 1 and 2. For 
experiment sets 3 through 10, the fluid accumulators were changed to glass bottles (see Figure 
4.4), and the solutions went through a degassing procedure as soon as their preparation was 
finished. These changes successfully mitigated the degradation problem. 
However, analysis of these degraded samples was useful to quantify the chemical 






APPENDIX H GRAPHS OF MEASURED DATA FROM 
WHICH THE EXPERIMENTAL RESULTS WERE 
DERIVED 
This appendix is dedicated to present all the measured data graphs from which the 
experimental results presented in chapter 4 were derived. The graphs comprise the pressure 
differential across the core, normalized produced polymer concentration, and normalized 
produced salt concentration for each experiment listed in Table 4.7 and Table 4.8. The 
experiments within sets 1 and 2 are not presented here, as they were not used in the 
experimental results. Note that the pressure differential data from experiments 5.6, 7.10, and 








Figure H. 1: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 2: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 3: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 4: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 5: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 6: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 7: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 8: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 9: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 10: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 11: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 12: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 13: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  








Figure H. 14: Differential pressure across the core and normalized polymer and salt produced concentrations for experiment  





APPENDIX I NUMERIC DATA OF THE GRAPHS 
PRESENTED IN THE EXPERIMENTAL RESULTS 
This appendix is dedicated to present all the experimental results for the core flooding 
experiments. These results are shown in the graphs of section 4.3 and were derived from the raw 
experimental data (see graphs in APPENDIX H). These results are summarized on tables for each 
experimental set. These tables include the following data: porosity (Φ), pore volume (𝑃𝑉), rock 
core dry mass (𝑚𝑟
𝑑𝑟𝑦
), core absolute permeability (𝑘𝑤), injected polymer concentration (𝑐𝑝
𝑖𝑛𝑗
), 
injected volumetric flow rate (Qυ), frontal advance rate or superficial velocity (𝐹𝐴𝑅), injected 
pore volumes for the polymer and brine injections (𝑉𝑃𝐼𝑝 and 𝑉𝑃𝐼𝑤, repectively), irreversible 
polymer retention (𝛤𝑝
𝑖𝑟𝑟𝑒𝑣, equivalent to adsorption in these experiments), reversible polymer 
retention (𝛤𝑝
𝑟𝑒𝑣, equivalent to hydrodynamic retention in these experiments), polymer 
inaccessible pore volume (𝐼𝐴𝑃𝑉𝑝), resistance factor (𝑅𝐹), residual resistance factor (𝑅𝑅𝐹), 
polymer in-situ viscosity (𝜂𝑝,𝑖𝑠), in-situ shear rate (?̇?𝑖𝑠), and polymer and salt longitudinal 
dispersion coefficients (𝐾𝐿,𝑝 and 𝐾𝐿,𝑠, respectively). 
The reader should be aware that this appendix aims only at reporting the 
uninterpreted results. Thus, the tables contain some unphysical data, .e.g., negative IAPV. These 





Table I. 1: Characteristics and results of the core flooding experiments 3.1, 3.2, 3.3, 3.4, and 3.5. 
Exp.Inj - 3.1 3.2 3.3 3.4 3.5 
𝚽 * - 0.264 ± 0.008 
𝑷𝑽 cm³ 18.7 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 135.450 ± 0.001 
𝒌𝒘
 † mD 4130 ± 419 
𝒄𝒑
𝒊𝒏𝒋
 ppm 1250.0 ± 0.4 
𝐐𝛖 cm³/min 1.000±0.005 0.800±0.004 0.600±0.003 0.400±0.002 0.250±0.001 
𝑭𝑨𝑹 ft/day 4.255±0.024 3.404±0.019 2.553±0.014 1.702±0.010 1.064±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 9.98 9.99 9.99 9.98 9.98 
𝑽𝑷𝑰𝒘
 § - 29.87 29.92 29.88 31.15 29.81 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 166.7 ± 6.7 -1.02 ± 6.76 -0.09 ± 6.78 -0.29 ± 7.08 0.00 ± 8.16 
𝜞𝒑
𝒓𝒆𝒗 µg/g 30.7 ± 2.3 22.12 ± 2.16 14.39 ± 2.12 8.85 ± 2.16 0.00 ± 2.37 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 7.3% ± 0.2% 7.1% ± 0.2% 8.3% ± 0.3% 12.9%±0.4% 
𝑰𝑨𝑷𝑽𝒑
 # - -8% ± 20% 7% ± 18% 6% ± 22% 4% ± 38% 2% ± 46% 
𝑹𝑭 - 16.8 ± 2.5 11.23 ± 2.1 12.12 ± 3.1 15.41 ± 7.3 13.4 ± 8.1 
𝑹𝑹𝑭 - 2.67 ± 0.43 2.53 ± 0.50 2.63 ± 0.71 3.05 ± 1.53 2.39 ± 1.45 
𝜼𝒑,𝒊𝒔 mPa·s 6.8 ± 1.5 4.80 ± 1.30 5.00 ± 1.85 5.47 ± 3.77 6.09 ± 5.20 
?̇?𝒊𝒔 1/s 116 ± 18 89.9 ± 10.2 68.6 ± 10.0 49.6 ± 12.7 28.1 ± 8.7 
𝑲𝑳,𝒑 cm/min -†† 0.341 0.299 0.196 0.099 
𝑲𝑳,𝒔 cm/min -†† 0.029 0.024 0.016 0.006 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 2: Characteristics and results of the core flooding experiments 3.6, 3.7, 3.8, 3.9, and 3.10. 
Exp.Inj - 3.6 3.7 3.8 3.9 3.10 
𝚽 * - 0.264 ± 0.008 
𝑷𝑽 cm³ 18.7 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 135.450 ± 0.001 
𝒌𝒘
 † mD 4130 ± 419 
𝒄𝒑
𝒊𝒏𝒋
 ppm 1250.0 ± 0.4 
𝐐𝛖 cm³/min 0.250±0.001 0.400±0.002 0.600±0.003 0.800±0.004 1.000±0.005 
𝑭𝑨𝑹 ft/day 1.064±0.006 1.702±0.010 2.553±0.014 3.404±0.019 4.255±0.024 
𝑽𝑷𝑰𝒑
 ‡ - 9.98 9.90 9.98 9.98 9.98 
𝑽𝑷𝑰𝒘
 § - 29.79 29.81 29.89 29.95 29.97 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 8.07 -0.66 ± 7.02 -0.08 ± 6.77 2.04 ± 6.79 1.94 ± 6.88 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 2.02 8.57 ± 1.78 14.8 ± 1.9 22.8 ± 2.0 29.5 ± 2.0 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 11.8%±0.4% 10.2%±0.3% 8.0% ± 0.3% 7.5% ± 0.2% 7.4% ± 0.2% 
𝑰𝑨𝑷𝑽𝒑
 # - 4% ± 45% 3% ± 39% 4% ± 23% 6% ± 18% 7% ± 16% 
𝑹𝑭 - 13.6 ± 8.2 14.6 ± 6.9 13.0 ± 3.3 12.1 ± 2.2 11.4 ± 1.7 
𝑹𝑹𝑭 - 2.50 ± 1.51 2.79 ± 1.41 2.69 ± 0.73 2.67 ± 0.52 2.64 ± 0.42 
𝜼𝒑,𝒊𝒔 mPa·s 5.90 ± 5.02 5.67 ± 3.93 5.25 ± 1.94 4.89 ± 1.32 4.67 ± 1.03 
?̇?𝒊𝒔 1/s 28.6 ± 8.8 47.9 ± 12.4 69.7 ± 10.2 92.4 ± 10.4 115 ± 11 
𝑲𝑳,𝒑 cm/min 0.118 0.286 0.526 0.721 0.929 
𝑲𝑳,𝒔 cm/min 0.005 0.013 0.023 0.036 0.043 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 3: Characteristics and results of the core flooding experiments 4.1, 4.2, 4.3, 4.4, and 4.5. 
Exp.Inj - 4.1 4.2 4.3 4.4 4.5 
𝚽 * - 0.326 ± 0.007 
𝑷𝑽 cm³ 26.1 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 141.234 ± 0.001 
𝒌𝒘
 † mD 7134 ± 1107 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 4.00 ± 0.02 2.00 ± 0.01 1.000±0.005 0.600±0.003 0.250±0.001 
𝑭𝑨𝑹 ft/day 16.97 ± 0.10 8.487±0.048 4.244±0.024 2.546±0.014 1.061±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 8.85 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 25.09 25.01 24.91 24.83 24.80 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 35.38 ± 4.84 0.23 ± 4.37 -0.06 ± 3.81 0.30 ± 3.67 0.00 ± 4.15 
𝜞𝒑
𝒓𝒆𝒗 µg/g 6.53 ± 1.96 5.66 ± 2.04 3.83 ± 1.49 1.62 ± 1.51 0.00 ± 1.44 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 2.8%±0.1% 2.9%±0.1% 3.5%±0.1% 4.2%±0.1% 
𝑰𝑨𝑷𝑽𝒑
 # - 3% ± 29% 4% ± 32% 6% ± 48% 0% ± 71% 1% ± 131% 
𝑹𝑭 - 5.66 ± 0.33 4.50 ± 0.52 4.87 ± 1.39 6.11 ± 3.16 4.26 ± 5.24 
𝑹𝑹𝑭 - 2.59 ± 0.16 1.95 ± 0.25 2.07 ± 0.64 2.35 ± 1.31 1.53 ± 2.18 
𝜼𝒑,𝒊𝒔 mPa·s 2.30 ± 0.19 2.42 ± 0.42 2.47 ± 1.04 2.73 ± 2.08 2.94 ± 5.54 
?̇?𝒊𝒔 1/s 303 ± 41 131 ± 13 67.7 ± 11.8 43.4 ± 12.5 14.6 ± 10.5 
𝑲𝑳,𝒑 cm/min -†† 0.270 0.210 0.078 0.030 
𝑲𝑳,𝒔 cm/min -†† 0.018 0.009 0.005 0.001 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 4: Characteristics and results of the core flooding experiments 4.6, 4.7, 4.8, 4.9, and 4.10. 
Exp.Inj - 4.6 4.7 4.8 4.9 4.10 
𝚽 * - 0.326 ± 0.007 
𝑷𝑽 cm³ 26.1 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 141.234 ± 0.001 
𝒌𝒘
 † mD 7134 ± 1107 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 0.250±0.001 0.600±0.003 1.000±0.005 2.00 ± 0.01 4.00 ± 0.02 
𝑭𝑨𝑹 ft/day 1.061±0.006 2.546±0.014 4.244±0.024 8.487±0.048 16.97 ± 0.10 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.02 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 24.79 24.88 24.90 25.04 26.23 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 4.11 -0.22 ± 3.64 0.25 ± 3.80 -0.14 ± 4.31 0.38 ± 5.39 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 1.33 1.96 ± 1.32 3.32 ± 1.49 5.85 ± 1.95 6.60 ± 2.88 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 4.5%±0.1% 3.1%±0.1% 2.9%±0.1% 2.8%±0.1% 2.4%±0.1% 
𝑰𝑨𝑷𝑽𝒑
 # - 5% ± 122% 4% ± 68% 3% ± 49% 0% ± 33% 3% ± 26% 
𝑹𝑭 - 4.15 ± 5.10 5.46 ± 2.84 5.62 ± 1.60 5.22 ± 0.60 6.35 ± 0.36 
𝑹𝑹𝑭 - 1.57 ± 2.22 2.18 ± 1.23 2.33 ± 0.71 2.18 ± 0.27 2.92 ± 0.18 
𝜼𝒑,𝒊𝒔 mPa·s 2.78 ± 5.22 2.63 ± 2.02 2.54 ± 1.06 2.52 ± 0.43 2.28 ± 0.19 
?̇?𝒊𝒔 1/s 14.8 ± 10.6 41.7 ± 12.2 71.7 ± 12.3 139 ± 14 321 ± 27 
𝑲𝑳,𝒑 cm/min 0.041 0.156 0.270 0.446 0.512 
𝑲𝑳,𝒔 cm/min 0.001 0.004 0.010 0.024 0.054 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 5: Characteristics and results of the core flooding experiments 5.1, 5.2, 5.3, 5.4, and 5.5. 
Exp.Inj - 5.1 5.2 5.3 5.4 5.5 
𝚽 * - 0.303 ± 0.008 
𝑷𝑽 cm³ 23.3 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 139.410 ± 0.001 
𝒌𝒘
 † mD 4082 ± 425 
𝒄𝒑
𝒊𝒏𝒋
 ppm 800.0 ± 0.2 
𝐐𝛖 cm³/min 1.000±0.005 0.800±0.004 0.600±0.003 0.400±0.002 0.250±0.001 
𝑭𝑨𝑹 ft/day 4.278±0.024 3.422±0.019 2.567±0.015 1.711±0.010 1.069±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.81 29.84 29.82 29.81 29.24 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 83.65 ± 7.01 0.58 ± 7.07 -0.01 ± 7.15 0.14 ± 7.59 0.00 ± 8.87 
𝜞𝒑
𝒓𝒆𝒗 µg/g 20.76 ± 0.94 15.32 ± 0.92 10.82 ± 0.84 6.29 ± 0.81 0.00 ± 0.89 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 5.5% ± 0.1% 7.0% ± 0.2% 8.6% ± 0.2% 11.2%±0.3% 
𝑰𝑨𝑷𝑽𝒑
 # - 7% ± 23% 15% ± 21% 13% ± 27% 9% ± 39% 15% ± 47% 
𝑹𝑭 - 13.1 ± 1.8 12.2 ± 2.3 12.6 ± 3.4 13.9 ± 6.3 12.5 ± 8.5 
𝑹𝑹𝑭 - 4.09 ± 0.59 4.18 ± 0.79 4.03 ± 1.12 4.05 ± 1.88 3.87 ± 2.70 
𝜼𝒑,𝒊𝒔 mPa·s 3.40 ± 0.68 3.11 ± 0.82 3.31 ± 1.28 3.64 ± 2.35 3.44 ± 3.33 
?̇?𝒊𝒔 1/s 135 ± 24 108 ± 12 80.0 ± 12.0 53.9 ± 12.8 33.4 ± 11.8 
𝑲𝑳,𝒑 cm/min -†† 0.341 0.299 0.196 0.099 
𝑲𝑳,𝒔 cm/min -†† 0.029 0.024 0.016 0.006 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 6: Characteristics and results of the core flooding experiments 5.6, 5.7, 5.8, 5.9, and 5.10. 
Exp.Inj - 5.6 5.7 5.8 5.9 5.10 
𝚽 * - 0.303 ± 0.008 
𝑷𝑽 cm³ 23.3 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 139.410 ± 0.001 
𝒌𝒘
 † mD 4082 ± 425 
𝒄𝒑
𝒊𝒏𝒋
 ppm 800.0 ± 0.2 
𝐐𝛖 cm³/min 0.250±0.001 0.400±0.002 0.600±0.003 0.800±0.004 1.000±0.005 
𝑭𝑨𝑹 ft/day 1.069±0.006 1.711±0.010 2.567±0.015 3.422±0.019 4.278±0.024 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.01 9.98 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.98 29.91 29.91 29.94 29.94 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 8.88 0.28 ± 7.62 0.54 ± 7.21 0.62 ± 7.15 0.39 ± 7.19 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 1.06 8.28 ± 1.00 9.87 ± 1.02 15.41 ± 1.14 19.26 ± 1.24 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 11.3%±0.3% 8.1% ± 0.2% 6.8% ± 0.2% 5.0% ± 0.1% 4.9% ± 0.1% 
𝑰𝑨𝑷𝑽𝒑
 # - 7% ± 56% 11% ± 38% 11% ± 28% 13% ± 22% 16% ± 19% 
𝑹𝑭 - 6.50 ± 4.43 15.99 ± 7.20 16.91 ± 4.57 14.78 ± 2.72 14.86 ± 2.08 
𝑹𝑹𝑭 - 1.70 ± 1.33 4.86 ± 2.23 5.40 ± 1.48 4.92 ± 0.92 5.26 ± 0.75 
𝜼𝒑,𝒊𝒔 mPa·s 4.06 ± 4.21 3.50 ± 2.25 3.32 ± 1.28 3.19 ± 0.84 3.00 ± 0.60 
?̇?𝒊𝒔 1/s 22.2 ± 8.7 58.9 ± 13.9 92.5 ± 13.7 116.6 ± 12.7 150.6 ± 13.5 
𝑲𝑳,𝒑 cm/min 0.064 0.136 0.264 0.354 0.425 
𝑲𝑳,𝒔 cm/min 0.002 0.004 0.005 0.010 0.012 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 7: Characteristics and results of the core flooding experiments 6.1, 6.2, 6.3, 6.4, and 6.5. 
Exp.Inj - 6.1 6.2 6.3 6.4 6.5 
𝚽 * - 0.309 ± 0.008 
𝑷𝑽 cm³ 23.6 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 137.700 ± 0.001 
𝒌𝒘
 † mD 3736 ± 287 
𝒄𝒑
𝒊𝒏𝒋
 ppm 2000.0 ± 0.5 
𝐐𝛖 cm³/min 1.000±0.005 0.800±0.004 0.600±0.003 0.400±0.002 0.250±0.001 
𝑭𝑨𝑹 ft/day 4.255±0.024 3.404±0.019 2.553±0.014 1.702±0.010 1.064±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.07 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.87 29.91 29.82 29.80 32.87 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 207.6 ± 10.6 -0.1 ± 10.8 -0.8 ± 10.8 -0.2 ± 11.3 0.00 ± 13.1 
𝜞𝒑
𝒓𝒆𝒗 µg/g 34.34 ± 2.95 30.99 ± 3.07 22.77 ± 2.80 12.65 ± 2.84 0.00 ± 3.30 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 12.6%±0.3% 14.5%±0.4% 16.9%±0.4% 19.5%±0.5% 
𝑰𝑨𝑷𝑽𝒑
 # - 8% ± 11% 10% ± 12% 11% ± 14% 10% ± 19% 10% ± 30% 
𝑹𝑭 - 28.68 ± 3.87 27.30 ± 4.60 24.59 ± 5.24 23.94 ± 7.45 22.56±11.41 
𝑹𝑹𝑭 - 4.30 ± 0.59 4.09 ± 0.71 3.60 ± 0.79 3.12 ± 1.02 2.67 ± 1.44 
𝜼𝒑,𝒊𝒔 mPa·s 7.12 ± 1.38 7.11 ± 1.72 7.29 ± 2.24 8.18 ± 3.69 9.00 ± 6.65 
?̇?𝒊𝒔 1/s 149.1 ± 18.4 114.2 ± 11.0 81.2 ± 9.6 51.1 ± 8.6 30.0 ± 8.2 
𝑲𝑳,𝒑 cm/min -†† 0.247 0.194 0.113 0.060 
𝑲𝑳,𝒔 cm/min -†† 0.006 0.006 0.004 0.002 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 





Table I. 8: Characteristics and results of the core flooding experiments 7.1, 7.2, 7.3, 7.4, and 7.5. 
Exp.Inj - 7.1 7.2 7.3 7.4 7.5 
𝚽 * - 0.325 ± 0.008 
𝑷𝑽 cm³ 25.3 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 139.470 ± 0.001 
𝒌𝒘
 † mD 4140 ± 386 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 4.000±0.020 2.000±0.010 1.000±0.005 0.600±0.003 0.250±0.001 
𝑭𝑨𝑹 ft/day 16.93 ± 0.10 8.465±0.048 4.232±0.024 2.539±0.014 1.058±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 11.57 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.68 30.08 30.03 29.93 29.87 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 43.62 ± 6.01 -0.34 ± 5.35 0.30 ± 5.08 0.10 ± 5.14 0.00 ± 6.37 
𝜞𝒑
𝒓𝒆𝒗 µg/g 10.25 ± 2.43 9.31 ± 1.69 7.04 ± 1.49 5.66 ± 1.43 0.00 ± 1.67 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 2.8% ± 0.1% 3.4% ± 0.1% 4.3% ± 0.1% 5.7% ± 0.1% 
𝑰𝑨𝑷𝑽𝒑
 # - -†† 7% ± 22% 6% ± 30% 6% ± 40% 8% ± 70% 
𝑹𝑭 - 5.07 ± 0.17 6.38 ± 0.43 6.12 ± 0.86 5.67 ± 1.46 6.38 ± 4.35 
𝑹𝑹𝑭 - 3.59 ± 0.12 2.73 ± 0.19 2.49 ± 0.37 2.23 ± 0.62 2.46 ± 1.79 
𝜼𝒑,𝒊𝒔 mPa·s 1.49 ± 0.07 2.47 ± 0.24 2.60 ± 0.54 2.69 ± 1.02 2.74 ± 2.74 
?̇?𝒊𝒔 1/s 470.2 ± 72.5 203.9 ± 12.4 97.6 ± 8.8 55.7 ± 8.2 24.5 ± 9.0 
𝑲𝑳,𝒑 cm/min -‡‡ 0.709 0.340 0.164 0.048 
𝑲𝑳,𝒔 cm/min -‡‡ 0.025 0.016 0.006 0.002 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property could not be estimated for this experiment; ‡‡ – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 9: Characteristics and results of the core flooding experiments 7.6, 7.7, 7.8, 7.9, and 7.10. 
Exp.Inj - 7.6 7.7 7.8 7.9 7.10 
𝚽 * - 0.325 ± 0.008 
𝑷𝑽 cm³ 25.3 ± 0.6 
𝒎𝒓
𝒅𝒓𝒚
 g 139.470 ± 0.001 
𝒌𝒘
 † mD 4140 ± 386 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 0.250±0.001 0.600±0.003 1.000±0.005 2.000±0.010 4.000±0.020 
𝑭𝑨𝑹 ft/day 1.058±0.006 2.539±0.014 4.232±0.024 8.465±0.048 16.93 ± 0.10 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.82 29.91 29.91 29.83 28.88 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 6.29 0.48 ± 5.09 -0.47 ± 5.02 0.16 ± 5.64 0.20 ± 7.20 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 1.58 5.18 ± 1.39 7.66 ± 1.44 8.67 ± 1.80 10.43 ± 1.91 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 5.8% ± 0.1% 4.4% ± 0.1% 3.7% ± 0.1% 3.2% ± 0.1% 2.7% ± 0.1% 
𝑰𝑨𝑷𝑽𝒑
 # - 11% ± 69% 8% ± 40% 7% ± 30% 13% ± 21% -** 
𝑹𝑭 - 5.45 ± 3.74 4.05 ± 1.05 4.69 ± 0.67 4.53 ± 0.31 2.38 ± 0.08 
𝑹𝑹𝑭 - 2.15 ± 1.60 1.61 ± 0.48 1.91 ± 0.30 2.05 ± 0.15 2.20 ± 0.08 
𝜼𝒑,𝒊𝒔 mPa·s 2.68 ± 2.71 2.65 ± 1.05 2.60 ± 0.55 2.34 ± 0.24 1.14 ± 0.06 
?̇?𝒊𝒔 1/s 23.0 ± 8.6 47.4 ± 7.4 85.6 ± 8.0 176.8 ± 10.9 365.8 ± 19.2 
𝑲𝑳,𝒑 cm/min 0.058 0.288 0.539 1.053 1.192 
𝑲𝑳,𝒔 cm/min 0.002 0.005 0.013 0.029 0.300 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 10: Characteristics and results of the core flooding experiments 8.0, 8.1, 8.2, 8.3, 8.4, and 8.5. 
Exp.Inj - 8.0 8.1 8.2 8.3 8.4 8.5 
𝚽 * - 0.247 ± 0.010 
𝑷𝑽 cm³ 18.0 ± 0.8 
𝒎𝒓
𝒅𝒓𝒚
 g 142.750 ± 0.001 
𝒌𝒘
 † mD 1873 ± 70 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 1.000±0.005 2.000±0.010 3.000±0.015 1.000±0.005 0.600±0.003 0.250±0.001 
𝑭𝑨𝑹 ft/day 4.210±0.024 8.420±0.048 12.63 ± 0.07 4.210±0.024 2.526±0.014 1.052±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 30.12 29.53 30.09 30.00 29.88 29.82 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 44.34 ± 2.85 0.21 ± 3.14 -0.36 ± 3.37 0.34 ± 2.89 0.16 ± 2.84 0.00 ± 3.40 
𝜞𝒑
𝒓𝒆𝒗 µg/g 6.36 ± 0.61 11.75 ± 0.92 13.68 ± 1.05 6.48 ± 0.70 3.78 ± 0.61 0.00 ± 0.62 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 5.3% ± 0.2% 5.3% ± 0.2% 8.2% ± 0.3% 11.6%±0.5% 16.3%±0.7% 
𝑰𝑨𝑷𝑽𝒑
 # - -2% ± 32% -48% ± 16% -53% ± 13% -24% ± 23% -5% ± 27% 10% ± 39% 
𝑹𝑭 - 5.02 ± 0.33 16.97 ± 0.57 19.40 ± 0.43 7.58 ± 0.49 5.40 ± 0.60 5.25 ± 1.44 
𝑹𝑹𝑭 - 1.89 ± 0.14 2.21 ± 0.08 2.08 ± 0.05 1.95 ± 0.14 1.91 ± 0.24 2.11 ± 0.63 
𝜼𝒑,𝒊𝒔 mPa·s 2.82 ± 0.28 8.15 ± 0.42 9.91 ± 0.34 4.12 ± 0.40 3.01 ± 0.50 2.65 ± 1.07 
?̇?𝒊𝒔 1/s 149.5 ± 34.4 315.3 ± 12.6 458.9 ± 17.2 150.5 ± 7.6 90.9 ± 6.5 40.9 ± 6.3 
𝑲𝑳,𝒑 cm/min -†† 2.235 2.000 1.785 0.836 0.282 
𝑲𝑳,𝒔 cm/min -†† 0.132 0.151 0.092 0.043 0.012 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 11: Characteristics and results of the core flooding experiments 8.6, 8.7, 8.8, 8.9, and 8.10. 
Exp.Inj - 8.6 8.7 8.8 8.9 8.10 
𝚽 * - 0.247 ± 0.010 
𝑷𝑽 cm³ 18.0 ± 0.8 
𝒎𝒓
𝒅𝒓𝒚
 g 142.750 ± 0.001 
𝒌𝒘
 † mD 1873 ± 70 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 0.250±0.001 0.600±0.003 1.000±0.005 2.000±0.010 3.000±0.015 
𝑭𝑨𝑹 ft/day 1.052±0.006 2.526±0.014 4.210±0.024 8.420±0.048 12.63 ± 0.07 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 9.99 10.00 
𝑽𝑷𝑰𝒘
 § - 29.82 29.88 29.92 30.00 29.83 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 3.45 0.16 ± 2.92 -0.47 ± 3.04 -0.35 ± 3.43 3.37 ± 3.52 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 0.63 3.39 ± 0.63 6.82 ± 0.73 11.28 ± 0.98 11.19 ± 0.56 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 16.1%±0.7% 11.7%±0.5% 7.9% ± 0.3% 5.4% ± 0.2% 4.9% ± 0.2% 
𝑰𝑨𝑷𝑽𝒑
 # - 20% ± 35% 1% ± 27% -25% ± 23% -45% ± 16% -50% ± 15% 
𝑹𝑭 - 5.90 ± 1.61 6.14 ± 0.68 8.97 ± 0.58 16.53 ± 0.56 20.83 ± 0.46 
𝑹𝑹𝑭 - 2.63 ± 0.76 2.33 ± 0.28 2.30 ± 0.16 2.50 ± 0.09 2.46 ± 0.09 
𝜼𝒑,𝒊𝒔 mPa·s 2.39 ± 0.95 2.80 ± 0.46 4.13 ± 0.40 7.03 ± 0.35 9.00 ± 0.39 
?̇?𝒊𝒔 1/s 45.6 ± 6.8 100.6 ± 7.0 163.2 ± 8.1 335.5 ± 13.3 331.9 ± 13.2 
𝑲𝑳,𝒑 cm/min 0.299 0.928 1.800 2.264 2.804 
𝑲𝑳,𝒔 cm/min 0.014 0.024 0.057 0.192 0.288 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 12: Characteristics and results of the core flooding experiments 9.0, 9.1, 9.2, 9.3, 9.4, and 9.5. 
Exp.Inj - 9.0 9.1 9.2 9.3 9.4 9.5 
𝚽 * - 0.250 ± 0.010 
𝑷𝑽 cm³ 18.7 ± 0.8 
𝒎𝒓
𝒅𝒓𝒚
 g 148.250 ± 0.001 
𝒌𝒘
 † mD 588 ± 33 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 1.000±0.005 3.000±0.015 2.000±0.010 1.000±0.005 0.600±0.003 0.250±0.001 
𝑭𝑨𝑹 ft/day 4.199±0.024 12.60 ± 0.07 8.398±0.047 4.199±0.024 2.519±0.014 1.050±0.006 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 10.00 9.97 10.00 
𝑽𝑷𝑰𝒘
 § - 29.83 29.82 29.90 29.84 29.94 31.41 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 43.77 ± 3.37 0.94 ± 3.68 1.05 ± 3.53 0.57 ± 3.39 0.84 ± 3.49 0.00 ± 4.36 
𝜞𝒑
𝒓𝒆𝒗 µg/g 14.99 ± 0.72 24.46 ± 1.03 22.77 ± 0.94 15.41 ± 0.65 10.09 ± 0.74 0.00 ± 0.70 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -** 28.7%±1.2% 28.5%±1.2% 33.7%±1.4% 34.1%±1.4% 36.4%±1.5% 
𝑰𝑨𝑷𝑽𝒑
 # - -47% ± 33% -61% ± 19% -58% ± 21% -46% ± 32% -24% ± 41% 16% ± 50% 
𝑹𝑭 - 34.15 ± 3.39 56.74 ± 2.54 43.91 ± 2.37 28.11 ± 2.79 16.26 ± 2.71 10.65 ± 4.34 
𝑹𝑹𝑭 - 4.72 ± 0.48 3.40 ± 0.16 3.29 ± 0.19 4.14 ± 0.42 4.43 ± 0.76 4.87 ± 2.01 
𝜼𝒑,𝒊𝒔 mPa·s 7.72 ± 1.10 17.79 ± 1.16 14.25 ± 1.12 7.24 ± 1.03 3.92 ± 0.94 2.33 ± 1.36 
?̇?𝒊𝒔 1/s 484.0 ± 37.8 1195 ± 55 782.3 ± 38.3 455.9 ± 29.6 283.7 ± 26.8 126.1 ± 26.6 
𝑲𝑳,𝒑 cm/min -†† 6.222 5.622 3.438 2.952 1.338 
𝑲𝑳,𝒔 cm/min -†† 0.528 0.312 0.156 0.138 0.072 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 
brine injection; ¶ – Tracer-based method; # – Rheology-based method; ** – This property was not estimated for the reasons given in section E.3.1.2; 
†† – This property was not estimated for the reasons presented in section E.3.1.7. 
Table I. 13: Characteristics and results of the core flooding experiments 9.6, 9.7, 9.8, 9.9, and 9.10. 
Exp.Inj - 9.6 9.7 9.8 9.9 9.10 
𝚽 * - 0.250 ± 0.010 
𝑷𝑽 cm³ 18.7 ± 0.8 
𝒎𝒓
𝒅𝒓𝒚
 g 148.250 ± 0.001 
𝒌𝒘
 † mD 588 ± 33 
𝒄𝒑
𝒊𝒏𝒋
 ppm 500.0 ± 0.2 
𝐐𝛖 cm³/min 0.250±0.001 0.600±0.003 1.000±0.005 2.000±0.010 3.000±0.015 
𝑭𝑨𝑹 ft/day 1.050±0.006 2.519±0.014 4.199±0.024 8.398±0.047 12.60 ± 0.07 
𝑽𝑷𝑰𝒑
 ‡ - 10.00 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.89 29.79 29.83 30.75 29.08 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 0.00 ± 4.35 -0.19 ± 3.46 0.59 ± 3.39 0.30 ± 3.51 0.13 ± 3.69 
𝜞𝒑
𝒓𝒆𝒗 µg/g 0.00 ± 0.63 11.89 ± 0.51 16.14 ± 0.55 22.32 ± 0.68 24.31 ± 0.87 
𝑰𝑨𝑷𝑽𝒑
 ¶ - 37.9%±1.6% 33.6%±1.4% 33.1%±1.3% 30.4%±1.2% 29.6%±1.2% 
𝑰𝑨𝑷𝑽𝒑
 # - 7% ± 55% -19% ± 40% -34% ± 32% -59% ± 21% -63% ± 18% 
𝑹𝑭 - 11.99 ± 4.88 16.15 ± 2.69 21.96 ± 2.18 42.01 ± 2.27 55.99 ± 2.51 
𝑹𝑹𝑭 - 5.00 ± 2.07 4.90 ± 0.83 4.84 ± 0.49 2.51 ± 0.15 2.42 ± 0.12 
𝜼𝒑,𝒊𝒔 mPa·s 2.56 ± 1.48 3.51 ± 0.84 4.84 ± 0.69 17.84 ± 1.42 24.70 ± 1.65 
?̇?𝒊𝒔 1/s 129.4 ± 27.3 297.4 ± 27.9 490.4 ± 31.7 692.9 ± 34.3 1014 ± 48 
𝑲𝑳,𝒑 cm/min 2.388 3.000 4.278 7.206 12.018 
𝑲𝑳,𝒔 cm/min 0.060 0.174 0.222 0.372 0.564 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the 





Table I. 14: Characteristics and results of the core flooding experiments 9.0, 9.1, 9.2, 9.3, 9.4, and 9.5. 
Exp.Inj - 10.1 10.2 10.3 10.4 10.5 10.6 10.7 
𝚽 * - 0.324 ± 0.012 
𝑷𝑽 cm³ 20.8 ± 0.8 
𝒎𝒓
𝒅𝒓𝒚
 g 114.970 ± 0.001 
𝒌𝒘
 † mD 3508 ± 195 
𝒄𝒑
𝒊𝒏𝒋
 ppm 100.0 ± 0.2 100.0 ± 0.2 300.0 ± 0.2 500.0 ± 0.2 800.0 ± 0.3 1250 ± 0.3 2000.0 ± 0.5 
𝐐𝛖 cm³/min 1.000 ± 0.005 
𝑭𝑨𝑹 ft/day 4.278 ± 0.024 
𝑽𝑷𝑰𝒑
 ‡ - 20.00 20.00 10.00 10.00 10.00 10.00 10.00 
𝑽𝑷𝑰𝒘
 § - 29.90 29.96 29.89 32.92 29.88 29.85 29.87 
𝜞𝒑
𝒊𝒓𝒓𝒆𝒗 µg/g 17.02 ± 0.93 22.70 ± 1.74 32.29 ± 3.16 46.56 ± 5.55 56.87 ± 8.73 64.80±13.63 -** 
𝜞𝒑
𝒓𝒆𝒗 µg/g 1.45 ± 0.67 1.64 ± 0.89 3.81 ± 1.06 8.53 ± 2.43 16.69 ± 3.67 26.94 ± 4.48 -** 
𝑰𝑨𝑷𝑽𝒑
 ¶ - -†† -†† -†† -†† -†† -†† -†† 
𝑰𝑨𝑷𝑽𝒑
 # - -64%±268% -55%±199% 2% ± 56% -2% ± 36% -2% ± 23% 3% ± 15% 6% ± 11% 
𝑹𝑭 - 4.06 ± 0.58 2.89 ± 0.43 3.50 ± 0.51 5.58 ± 0.79 8.93 ± 1.25 13.20 ± 1.85 25.43 ± 3.55 
𝑹𝑹𝑭 - 2.25 ± 0.34 1.71 ± 0.28 1.93 ± 0.30 2.28 ± 0.35 2.55 ± 0.38 2.76 ± 0.41 3.58 ± 0.52 
𝜼𝒑,𝒊𝒔 mPa·s 1.92 ± 0.40 1.80 ± 0.39 1.93 ± 0.41 2.61 ± 0.54 3.73 ± 0.77 5.09 ± 1.04 7.56 ± 1.52 
?̇?𝒊𝒔 1/s 103.3 ± 38.3 87.9 ± 7.9 94.1 ± 8.2 102.7 ± 8.8 110.1 ± 9.3 116.4 ± 9.7 135.2 ± 11.1 
𝑲𝑳,𝒑 cm/min -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ 
𝑲𝑳,𝒔 cm/min -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ -‡‡ 
* – Porosity by porosimeter; † – Absolute permeability to water; ‡ – Pore volumes injected for the polymer injection; § – Pore volumes injected for the brine injection; ¶ – Tracer-based method; # – Rheology-
based method; ** – This property could not be estimated for this experiment; †† – This property was not estimated for the reasons given in section E.3.1.2; ‡‡ – This property was not estimated for the reasons 






APPENDIX J EVALUATION OF AN INJECTION SCHEME 
TO REDUCE POLYMER RETENTION AND IMPROVE 
EOR ECONOMICS: LABORATORY AND FIELD SCALE 
STUDIES WITH A COMMERCIAL RESERVOIR 
SIMULATOR 
This appendix focuses on polymer flooding simulation using a commercial reservoir 
simulation software. The specific appendix of this chapter is to evaluate whether the injection of 
a low concentration polymer bank before the main mobility control one can result in an economic 
advantage in polymer EOR processes, such as suggested by the experimental retention data in 
chapter 4 and some previous works (Lizcano, 2018; Zhang and Seright, 2014). To accomplish this 
objective, a series of simulations are done on laboratory (or core) and field scales, using the 
advanced processes and thermal reservoir simulator (STARS) version 2015. The laboratory scale 
simulations focus on assessing the polymer flooding phenomena representation by history 
matching the single-phase flow experimental data presented in chapter 4 and a two-phase 
experiment from the literature. The field scale studies focus on an oil reservoir and consider 
optimization strategy with economic analysis, and risk assessment. 
Firstly, the modeling of polymer flooding-related properties in STARS is discussed. 
Then, a series of experimental history matching studies are reported for single- and two-phase 
core flooding. Lastly, the field scale simulation studies using a modified benchmark case are 
presented. These field scale simulations aim to optimize the production strategy considering 
three different scenarios: waterflooding, conventional polymer flooding, and a proposed polymer 
flooding injection scheme aiming at reducing retention. These scenarios are optimized 
considering an economic model and using a deterministic approach. 
J.1. Polymer Flooding Modeling using STARS 
The STARS is a reservoir simulator capable of handling a variety of advanced recovery 
processes, including steam injection, in-situ combustion, and chemical flooding (Computer 
Modeling Group, 2015). STARS is widely used to simulate polymer flooding in different scales 
(Bordeaux Rego et al., 2017; Botechia et al., 2017; Hatzignatiou et al., 2013; Lamas et al., 2018; 
Rios, 2014; Zampieri, 2017). This section presents a description of the modeling of the 
phenomena necessary to simulate a polymer enhanced oil recovery process on STARS. A 






STARS provides two options to model the retention of a component during transport 
through porous media: Langmuir isotherm (keyword ADSLANG), and retention versus 
concentration table (keyword ADSTABLE). Both options consider equilibrium adsorption. 
Equation ( J. 1 ) is the representation of the Langmuir isotherm used by STARS. 
Note that ( J. 1 ) is the same equation as ( 2.7 ) with 𝑡𝑎𝑑1 = 𝛤𝑖,𝑠𝑎𝑡  𝑏𝑝 and 𝑡𝑎𝑑3 = 𝑏𝑝. 
The Langmuir isotherm provides a continuous model, while table representation of 
the retention uses interpolation to fill in the data gaps (maximum of 30 retention values versus 
concentration entries). The retention dependence on temperature may also be modelled by a 
table. 
Two additional parameters should be inputted: admaxt and adrt. The parameter 
admaxt corresponds to the maximum retention capacity of the medium, which is also used for 
the permeability reduction calculation. When using the Langmuir isotherm  
𝑎𝑑𝑚𝑎𝑥𝑡 = 𝑡𝑎𝑑1 𝑡𝑎𝑑3⁄ , while admaxt corresponds to the highest value in the tabulated 
retention option. The parameter adrt is the residual retention level, which corresponds to the 
irreversible retention, i.e., 𝑎𝑑𝑟𝑡 = 0 corresponds to fully reversible retention, and 𝑎𝑑𝑟𝑡 =
𝑎𝑑𝑚𝑎𝑥𝑡 issues completely irreversible retention. 
J.1.2. Permeability reduction 
The permeability reduction is modelled by the residual resistance factor (keyword 
RRFT) using the Bondor et al. (1972) model for multiphase flow, ( J. 2 ). 
Where 𝑘𝑝ℎ𝑎𝑠𝑒 is the effective permeability of the phase, 𝑘𝑓
𝑖𝑛𝑖 is the absolute 
permeability, 𝑘𝑟,𝑝ℎ𝑎𝑠𝑒 is the relative permeability of the phase. 
Note that if there is only one phase, ( J. 2 ) is reduced to ( 2.12 ). 
 𝛤𝑝 =
𝑡𝑎𝑑1 𝑐𝑝
1 + 𝑡𝑎𝑑3 𝑐𝑝




1 + (𝑅𝑅𝐹 − 1) 
𝛤𝑝
𝑎𝑑𝑚𝑎𝑥𝑡





J.1.3. Inaccessible pore volume 
The inaccessible pore volume is modeled as the fraction of the accessible pore volume 
(keyword PORFT), i.e., one minus the IAPV. This fraction is multiplied by the local porosity to give 
the effective porosity available to the polymer, i.e., the same approach as ( 2.13 ). 
J.1.4. Viscosity 
There are two options to model the viscosity dependence on shear rate: truncated 
Ostwald-de Waele model (keywords SHEARTHIN or SHEARTHICK for shear thinning and shear 
thickening behaviors, respectively), and viscosity versus shear rate table (keyword SHEARTAB). 
Equation ( J. 3 ) is the truncated Ostwald-de Waele model employed by STARS for both SHEARTHIN 
and SHEARTHICK keywords. 
Where η is the fluid apparent viscosity, η0 is the fluid viscosity at the Newtonian 
plateau for low shear rates, μsol is the solvent viscosity, γ̇ is the shear rate, γ̇0 is the maximum 
shear rate for the low shear rate Newtonian plateau, and γ̇∞ is the minimum shear rate for the 
high shear rate Newtonian plateau. Note that γ̇∞ is not an input parameter, as it is calculated as 
the shear rate where the power law equation is equal to the solvent viscosity. In addition, it is 
worth mentioning that, by default, STARS uses superficial fluid velocities instead of shear rates in 
( J. 3 ). To use shear rates, the user has to input the keyword SHEAREFFEC *SHR. 
The truncated Ostwald-de Waele equation provides a continuous model, while table 
representation of the shear rate effect on viscosity uses interpolation to fill in the data gaps 
(maximum of 40 viscosity versus shear rate entries). 
STARS uses a multiphase form of the Cannella’s model to estimate the in-situ shear 
rate, i.e., equation ( J. 4 ). 
Where ?̇?𝑝ℎ𝑎𝑠𝑒 is the phase shear rate, ?̇?𝑓𝑎𝑐 is the shear rate factor, 𝑢𝑝ℎ𝑎𝑠𝑒 is the phase 
superficial velocity, 𝑘𝑝ℎ𝑎𝑠𝑒 is the phase effective permeability, 𝑠𝑝ℎ𝑎𝑠𝑒 is the phase saturation, and 
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𝜙 is the porosity. Note that ( J. 4 ) is the same as ( 2.38 ) considering multiphase flow and  







By default, STARS considers ?̇?𝑓𝑎𝑐 = 4.8, i.e., 𝐶 = 6 and 𝑛 = 0.5. 
To input the polymer concentration-viscosity dependence, the user has to use the 
liquid viscosity nonlinear mixing rule (keywords VSMIXCOMP, VSMIXENDP, and VSMIXFUNC). This 
mixing rule consists of a table containing 11 equally spaced concentration entries (linear spacing) 
and their respective weighting factors (𝑓𝑝). The weighting factors for each polymer concentration 
entry in the table (𝑓𝑝(𝑐𝑝)) are given by ( J. 5 ). 
Where 𝜂𝑝 is the polymer apparent viscosity at a given shear rate, 𝑐𝑝
𝑚𝑖𝑛 is the first 
polymer concentration entry in the nonlinear mixing rule table, and 𝑐𝑝
𝑚𝑎𝑥 is the last entry in the 
nonlinear mixing rule table. Note that all the viscosities in equation ( J. 5 ) have to be referenced 
at the same shear rate. For all the concentrations outside the nonlinear mixing rule table, STARS 
considers linear mixing. 
The salinity effect on viscosity is modelled through ( J. 6 ), using the keyword 
VSSALTCMP. 
Where 𝜇𝑝 is the polymer solution viscosity, 𝜇𝑝
0 is the polymer solution viscosity at the 
minimum salt concentration (after the effects of polymer concentration and shear rate have been 
accounted for), 𝑐𝑠 is the salt concentration, 𝑐𝑠
𝑚𝑖𝑛 is the minimum salt concentration, and 𝑠𝑝 is the 
salinity-viscosity dependency exponent. 
J.1.5. Time-Dependent Degradation 
STARS can model time-dependent degradation (i.e., thermal, oxidative, and biological 
degradations) as a first order chemical reaction (keywords STOREAC and STOPROD). Through this 
reaction, the polymer molecules are degraded to become another species. Using this approach, 
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𝑖𝑛𝑖 is the initial polymer concentration 𝐾𝑟𝑒𝑎𝑐 is the reaction rate, and 𝑡 is the 
time elapsed. 
The concentration of the produced species (𝑐𝑖) is expressed by ( J. 8 ). 
Where 𝑐𝑖
𝑖𝑛𝑖 is the initial species concentration, and 𝑠𝑡𝑜1 and 𝑠𝑡𝑜2 are the 
stoichiometric coefficients of the reaction ( J. 9 ). 
In the simplest case, the polymer is transformed into water. 
The reaction rate can be inputted as a constant (𝐾𝑟𝑒𝑎𝑐 = 𝑓𝑟𝑒𝑞𝑓𝑎𝑐), or have the 
thermal effects optionally modelled as the Arrhenius equation (keywords RENTH, and EACT),  
( J. 10 ). 
Where 𝑓𝑟𝑒𝑞𝑓𝑎𝑐 is a pre-exponential factor 𝐸𝑎 is the activation energy, 𝑅 is the ideal 
gas constant, and 𝑇 is the temperature. 
Modeling of mechanical degradation is unavailable in STARS. 
J.1.6. Dispersion 
Polymer dispersion may be modelled as its total dispersion coefficients in the water 
phase (keywords DISPI_WAT, DISPJ_WAT, and DISPK_WAT). The total polymer dispersive flux in 
the water phase and a direction (𝐽𝑝,𝑤,𝑑𝑖𝑟) is given by ( J. 11 ). 
Where 𝑫𝑝,𝑤,𝑑𝑖𝑟 is the total dispersion coefficient for polymer component in the water 
phase and a direction 𝑑𝑖𝑟, and 𝑐𝑝,𝑤 is the polymer concentration in the water phase. 
 𝑐𝑝 = 𝑐𝑝
𝑖𝑛𝑖 𝑒𝑥𝑝(−𝐾𝑟𝑒𝑎𝑐 𝑡) ( J. 7 ) 
 𝑐𝑖 = 𝑐𝑖
𝑖𝑛𝑖 + 𝑐𝑝
𝑖𝑛𝑖  [1 −
𝑠𝑡𝑜1
𝑠𝑡𝑜2
 𝑒𝑥𝑝(−𝐾𝑟𝑒𝑎𝑐 𝑡)] ( J. 8 ) 
 𝑠𝑡𝑜1 𝑝 → 𝑠𝑡𝑜2 𝑖 ( J. 9 ) 
 𝐾𝑟𝑒𝑎𝑐 = 𝑓𝑟𝑒𝑞𝑓𝑎𝑐 ∙ 𝑒𝑥𝑝 (−
𝐸𝑎
𝑅 𝑇
) ( J. 10 ) 





J.1.7. Viscous fingering 
As discussed in section 2.10.2.2, viscous fingering in multi-dimensional flow can be 
modelled as small heterogeneities among the grid. These small heterogeneities will allow finger 
initiation, which will lead to finger growth under unfavorable displacement conditions. However, 
such heterogeneities must not create preferential channels or it may lead to the channeling 
effect. 
Since STARS is a tridimensional reservoir simulator, the aforementioned approach 
may be used to model the viscous fingering effects. However, this approach is only feasible for 
small-scale simulations since the block sizes to achieve such effects must be small. For example, 
Gilje (2008) successfully modelled miscible viscous fingers in the University of Texas at Austin 
Chemical Reservoir Simulator (UTCHEM) with grid block sizes of 0.002 m x 0.002 m. Vishnudas 
and Chaudhuri (2017) observed that UTCHEM was able to successfully model miscible and 
immiscible viscous fingering in grid blocks of 1m x 1m and refining this grid did not affect the 
growth rate nor the pattern of the fingering. However, field scale simulations employ grid block 
sizes of dozens of meters. Therefore, to use those grid block sizes reported by Gilje (2008) or 
Vishnudas and Chaudhuri (2017) would require a colossal computation effort to simulate a full oil 
field, and so, are unfeasible. 
Luo et al. (2017b) developed an effective fingering model to account for fingers within 
grid blocks. Those authors implemented the developed model in UTCHEM and were able to 
successfully history match core flooding experiments. This approach would improve the 
representativity of field scale models. Another alternative would be to extend the approach used 
in the simulator developed in chapter 3 to incorporate a multiphase three-dimensional simulator. 
However, these options are not available in STARS. 
J.2. Laboratory Scale Simulation: History Matching 
The laboratory scale simulations focus on the representation of the phenomena 
related to polymer flow in porous media in single- and two-phase conditions. The simulations aim 
to history match experimental data. The single-phase core flooding simulations aim to assess 
retention, permeability reduction, inaccessible pore volume, in-situ viscosity, dispersion, and 
miscible viscous fingering. This assessment is done through history matching of the pressure drop 
across the core and produced polymer concentration for the experiment sets 6 (core 14C/15A2) 
and 10 (core 14C/15B). The two-phase core flooding simulations aim to evaluate the 
representation of the aforementioned phenomena in the presence of oil. This evaluation is 





In all simulations, the MASSBASIS option of STARS was used in order for the properties 
to be referenced in mass rather than mole. 
J.2.1. Single-phase core flooding 
In this section, a history match of two experiment sets reported in chapter 4 is 
performed: 6 (core 14C/15A2) and 10 (core 14C/15B). The pressure drop across the core and 
produced polymer concentration are matched. The same quality indicators reported in section 
3.5.2 are used, i.e., NALD, NQD, and NQDS, along with the coefficient of determination (R²). The 
history matching is performed with STARS. 
The experiment sets 6 and 10 were chosen for this study. The experiment set 10 is a 
re-adsorption experiment, which indicates that the injection of low polymer concentration banks 
can significatively reduce retention when compared to injection of a single highly concentrated 
polymer bank. Therefore, the representation of the phenomena measured in this experiment set 
is fundamental to achieve the specific objective of this chapter. The experiment set 6 is the core 
flooding sequence involving the highest polymer concentration in the studies performed in 
chapter 4. Since the fresh adsorption isotherm found in chapter 4 has a non-Langmuir behavior 
characterized by two plateaus, modeling of the experiment set 6 may not be trivial. Additionally, 
a comparison of the simulation results for these two experiments may give insights on the field 
application of the retention-reducing concept observed in chapter 4. 
J.2.1.1. Model description 
The input data to the simulation models are shown in Table J. 1. The data not 





Table J. 1: Summary of the model description for the single-phase core flooding history match simulations. 
Properties Parameter unit 14C-15B 14C-15A2 
Reservoir description 
Length cm 5.8 6.9 
Area open to flow * cm² 11.02 10.50 
Grid cells (x,y,z)1 - (58,1,1) (69,1,1) 
Porosity - 0.324 0.309 
Absolute permeability mD 3508 3736 
Fluid properties 
Water viscosity mPa·s 1.065 
Polymer viscosity mPa·s Figure J. 1 




Polymer adsorption † µg/g Figure J. 2 
IAPV - 0.058 0.118 
RRF - 3.58 
Initial conditions 
Pressure kPa 101.3 
Temperature °C 23 
Water saturation - 1 





Polymer concentration ppm 100 2000 
Injection rate cm³/min 1 1 
Duration (polymer) min 417 236 
Duration (brine) min 625 705 
Second 
injection ‡ 
Polymer concentration ppm 100 2000 
Injection rate cm³/min 1 0.8 
Duration (polymer) min 417 236 
Duration (brine) min 627 708 
Third 
injection ‡ 
Polymer concentration ppm 300 
N/A § 
Injection rate cm³/min 1 
Duration (polymer) min 208 
Duration (brine) min 625 
Fourth 
injection ‡ 
Polymer concentration ppm 500 
N/A § 
Injection rate cm³/min 1 
Duration (polymer) min 209 
Duration (brine) min 688 
Fifth 
injection ‡ 
Polymer concentration ppm 800 
N/A § 
Injection rate cm³/min 1 
Duration (polymer) min 208 
Duration (brine) min 626 
Sixth 
injection ‡ 
Polymer concentration ppm 1250 
N/A § 
Injection rate cm³/min 1 
Duration (polymer) min 208 
Duration (brine) min 625 
Seventh 
injection ‡ 
Polymer concentration ppm 2000 
N/A § 
Injection rate cm³/min 1 
Duration (polymer) min 209 
Duration (brine) min 628 
* – Circular cross-section core was approximated to a square with the same area open to flow; † – ADMAXT equal to the adsorption for 2000 ppm in 
each respective isotherm used for each experiment, and ADRT = ADMAXT (i.e., no reversibility); ‡ – Each injection consisted of a polymer injection 
(injected polymer concentration as reported in the table) followed by a brine injection (injected polymer concentration equal to zero), with the injection 







Figure J. 1: Polymer viscosity versus polymer concentration (left), and versus shear rate (right) as measured in the 
experiments reported in chapter 4 (squares), and as inputted in the simulation models (right). 
 
Figure J. 2: Polymer adsorption versus polymer concentration: re-adsorption measured in the chapter 4 experiments (circles), 
fresh-adsorption measured in the chapter 4 experiments (exes), re-adsorption inputted in the 14C-15B simulation model 
(dashed-line), and fresh-adsorption inputted in the 14C-15A2 simulation model (dotted line). 
Note that the viscosity and adsorption are well represented by the simulation model, 
as seen in Figure J. 1 and Figure J. 2. However, this is not the case for the RRF and IAPV due to 
limitations in the simulation models available in STARS, as exemplified by Figure J. 3 and  






Figure J. 3: RRF versus polymer concentration measured in the experiments reported in chapter 4 (squares), inputted in the 
simulation model 14C-15B (dashed-line, representative of re-adsorption), and inputted in the simulation model 14C-15A2 
(dotted line, representative of fresh-adsorption). 
 
Figure J. 4: IAPV versus polymer concentration measured in the experiments reported in chapter 4 (squares), and inputted in 
the simulation model 14C-15B (full line), which has multiple injections at different polymer concentrations. 
One can see in Figure J. 3 that the RRF behavior is different on both simulation models, 
and do not fully correspond to the experimental observations. The RRF model available in STARS 
relies on the adsorption model and another free parameter. The free parameter was chosen to 
honor the 2000 ppm polymer concentration value in both models. However, the adsorption 
modeling for the simulation models 14C-15B and 14C-15A2 are different, thus issuing different 
RRF values between 0 and 2000 ppm. 
Figure J. 4 reveals that the IAPV increases as polymer concentration increases. 
However, STARS models IAPV as a single value. Thus, for experiment 14C-15B, the IAPV was 
chosen to represent the average of the values between 100 and 2000 ppm. 
J.2.1.2. Results 
The simulation and experimental results for 14C-15B are shown in Figure J. 5 and 




























































Figure J. 5: Pressure drop across the core (left) and produced polymer concentration (right) versus time for the 14C-15B experiment 













































Figure J. 6: Pressure drop across the core (left) and produced polymer concentration (right) versus time for the 14C-15B experiment 
(circles) and simulation (line). From top to bottom: fifth injection, sixth injection, and seventh injection. 
Figure J. 5 and Figure J. 6 show that the pressure and polymer concentration obtained 
through the simulation model match the experimental results with varying degrees of success. 
The higher the injected polymer concentration, the better the match. However, only the 100 ppm 
injections (i.e., first and second injections) can be considered bad matches. Even so, for all cases, 
the breakthrough times and steady state values for pressure and polymer concentrations are well 
matched, with the pressure for the first injection being an exception. On the other hand, the 
pressure and polymer concentration transients observed in the experiments were not well 


































Figure J. 7: Pressure drop across the core (left) and produced polymer concentration (right) versus time for the 14C-15A2 
experiment (circles) and simulation (line). First injection (top) and second injection (bottom). 
Simmilarly to 14C-15B, Figure J. 7 shows that 14C-15A2 simulation fails to match some 
of the transient behavior present in the experiments. Even so, the steady state behavior and 
breakthrough times are well matched. 
Table J. 2 shows the quality of match indicators for both single-phase core flooding 
simulations. For the case 14C-15B, the NQD indicates good matches for injections 2, 3, 4, and 5, 
the average NALD indicates good matches for injections 2, 3, 5, and 6, and the R² indicates good 
matches for injections 4, 5, 6, and 7. For most of the cases, the NQDS reveals that the simulation 
tends to overestimate the pressure and polymer concentration (NQDS > 0). Even so, one can 





Table J. 2: Quality of match indicators for the single-phase core flooding simulations (14C-15B and 14C-15A2). 
Case Property Injection NQD NQDS Avg. NALD R² 
14C-15B 
Pressure drop 
across the core * 
First 8.06 -8.06 35.2% -1.348 
Second 1.14 -1.14 14.8% 0.100 
Third 1.53 1.53 14.5% 0.369 
Fourth 2.66 2.66 20.6% 0.762 
Fifth 2.77 2.77 12.1% 0.879 
Sixth 6.39 6.39 11.2% 0.873 
Seventh 9.27 -9.27 20.7% 0.915 
Produced polymer 
concentration † 
First 0.47 0.47 13.0% 0.966 
Second 0.27 0.27 6.7% 0.981 
Third 0.80 0.80 16.2% 0.988 
Fourth 1.83 1.83 18.2% 0.984 
Fifth 1.62 1.62 38.6% 0.990 
Sixth 3.84 3.84 55.7% 0.981 
Seventh 6.71 6.71 21.7% 0.971 
14C-15A2 
Pressure drop 
across the core * 
First 12.93 -12.93 29.0% 0.869 
Second 11.64 -11.64 27.7% 0.870 
Produced polymer 
concentration † 
First 11.13 11.13 49.3% 0.952 
Second 2.96 -2.96 68.4% 0.986 
* – Considered 𝑇𝑜𝑙 = 5% and 𝐶𝑝 = 0.01 𝑝𝑠𝑖; † – Considered 𝑇𝑜𝑙 = 5% and 𝐶𝑝 = 10 𝑝𝑝𝑚. 
J.2.2. Two-phase core flooding 
In this section, a two-phase core flooding experiment reported by Silveira et al. (2018) 
(experiment A3) is history matched. The methodology used in this history matching is based on 
the work of Zampieri (2017). That experiment shares many characteristics with the ones 
performed in this work: the same polymer was used (i.e., FP 5115 SH); the same brine 
composition was used (10.5% TDS as described in Table 4.1); and the sandstone core was of the 
same formation (i.e., Botucatu formation) and of similar permeability. Thus, the properties 
determined in the single-phase experiments are considered representative for this two-phase 
core flooding. The same quality indicators reported in section 3.5.2 are used, i.e., NALD, NQD, and 
NQDS, along with the coefficient of determination (R²). The history matching is performed with 
STARS. 
J.2.2.1. Model description 
The input data to the two-phase core flooding simulation model is shown in Table J. 





Table J. 3: Summary of the model description for the single-phase core flooding history match simulations. 
Properties Parameter unit 14C-3A 
Reservoir description 
Length cm 6.1 
Area open to flow * cm² 11.16 
Grid cells (x,y,z) * - (61,1,1) 
Porosity - 0.313 
Absolute permeability † mD 3928 
Fluid properties 
Water viscosity mPa·s 0.608 
Polymer viscosity mPa·s Figure J. 8 
Oil viscosity mPa·s 180.39 




Polymer adsorption ‡ µg/g 
Figure J. 2 
(same as  
14C-15A2) 
IAPV - 0.058 
RRF - 1.04 
Relative permeability - Figure J. 9 
Residual oil saturation - 0.252 
Irreducible water saturation - 0.319 
Initial conditions 
Pressure kPa 101.3 
Temperature °C 60 
Water saturation - 0.319 
Oil saturation - 0.681 
Outlet boundary condition Production pressure kPa 101.3 
Inlet boundary conditions 
Polymer concentration ppm 2000 
Injection rate cm³/min 0.732 
Duration min 332 
* – Circular cross-section core was approximated to a square with the same area open to flow; † – Used the oil effective permeability at irreducible water 
saturation as the permeability of the medium, and the relative permeability curves were chosen accordingly; ‡ – ADMAXT equal to the adsorption for 
2000 ppm in each respective isotherm used for each experiment, and ADRT = ADMAXT (i.e., no reversibility). 
  
Figure J. 8: Polymer solution viscosity versus shear rate (left) and polymer concentration (right) inputted for the two-phase 






Figure J. 9: Water-oil relative permeability curves versus normalized water saturation: experimental data by Silveira et al. 
(2018) (circles), and simulation input data (lines). 
J.2.2.2. Results 
Table J. 4 shows the quality of match indicators for the two-phase core flooding 
simulation (case 14C-3A), while Figure J. 10 depicts the experimental and simulation results for 
the same case. 
Table J. 4: Quality of match indicators for the two-phase core flooding simulation (14C-3A). 
Case Property NQD NQDS Avg. NALD R² 
14C-3A 
Pressure drop across the core * 11.87 -11.87 14.4% 0.615 
Oil recovery factor † 0.84 -0.84 8.2% 0.994 
Cumulative produced oil ‡ 0.27 -0.27 8.2% 0.979 
Cumulative produced water ‡ 0.04 0.04 1.6% 1.000 
Cumulative water-oil ratio § 0.16 0.16 6.4% 0.997 
Cumulative water cut ¶ 0.13 0.13 1.3% 0.991 
* – Considered 𝑇𝑜𝑙 = 5% and 𝐶𝑝 = 0.01 𝑝𝑠𝑖; † – Considered 𝑇𝑜𝑙 = 5% and 𝐶𝑝 = 0.01; ‡ – Considered 𝑇𝑜𝑙 = 5% and 𝐶𝑝 = 0.5 𝑐𝑚³;  











Figure J. 10: Pressure drop across the core (upper left), oil recovery factor (upper right), cumulative produced oil (middle left), 
cumulative produced water (middle right), cumulative water-oil ratio (bottom left), cumulative water cut (bottom right) versus time 
for the 14C-3A experiment (circles) and simulation (line). Experimental data by Silveira et al. (2018). 
One can see in Figure J. 10 that the simulation results match the experimental ones 
for all the analyzed production indicator. This result is corroborated by the data shown inTable J. 
4, which displayed low values for NQD, and average NALD, as well as high values of R². The 
pressure drop match was the poorest among the analyzed parameters, but nonetheless is 





J.3. Field Scale Simulation 
The field scale simulations aim at investigating how the retention-reducing 
mechanism discussed in section 4.3.4.1.3 can contribute to EOR in an oil field. This investigation 
uses a modified benchmark case representative of a heavy oil offshore reservoir and aims at 
deterministic production strategy optimization and risk assessment. This study considers different 
production strategy scenarios: conventional waterflooding, conventional polymer flooding, and a 
proposed injection scheme named low-adsorption polymer flooding. 
J.3.1. Methodology 
This section aims at describing the simulation model, the economic model, the 
optimization strategy, and the risk assessment procedure. 
J.3.1.1. Simulation model 
The field scale model was based on the benchmark case UNISIM-I-M (Avansi and 
Schiozer, 2015; Gaspar et al., 2016a). The UNISIM-I-M is a field model based on the Namorado 
Field, Campos Basin, Brazil. This model was created to serve as a benchmark case for reservoir 
management and decision making for the period after the initial strategy, and almost all the 
infrastructure had been defined. However, in this work, the model is modified to represent a field 
for the subsequent studies. 
The UNISIM-I-M has a waterflooding strategy to recover light oil (~1.11 mPa·s at the 
reservoir conditions) in a reservoir with an average horizontal permeability of 283 μm². Aiming to 
bring UNISIM-I-M reservoir closer to a polymer flooding candidate, some reservoir properties 
were changed, as listed in Table J. 5. 
Table J. 5: Summary of modifications between the original UNISIM-I-M model and the modified one used in this study. 
Property Unit Original Modified 
Simulator - IMEX STARS 
Reservoir Temperature ºC 80 60 
Live Oil Viscosity mPa·s ~1.11 180.39 
Relative Permeabilities - Figure J. 11 
Residual Oil Saturation - 18% 25% 
Irreducible Water Saturation - 17% 24% 
Average Absolute Horizontal Permeability μm² 0.283 3.877 






Figure J. 11: Original and modified relative permeability curves for the UNISIM-I-M model (modified relative permeability 
curves based on Lamas, 2017). 
The model was ported to run on CMG-STARS since the original UNISIM-I-M was 
implemented in CMG-IMEX. The reservoir temperature, oil viscosity, and average absolute 
horizontal permeability were all modified to match the ones in the two-phase experiment. The 
average absolute vertical permeability was set to correspond to 20% of the horizontal one. Note 
that the permeability distribution of the original UNISIM-I-M was maintained for the modified 
model, as the vertical and horizontal permeabilities were changed through global multipliers in 
order to preserve the original heterogeneities and adjust the average permeabilities. To simplify 
calculations, the oil was considered a dead oil. 
The relative permeability curves were modified to a set of curves reported by Lamas 
(2017) because: 1. the relative permeability curves obtained experimentally by Silveira et al. 
(2018) and used in the two-phase laboratory scale simulation (see Figure J. 9) were representative 
of a strong water-wet case, which is unlikely for an oil reservoir; and 2. the relative permeability 
curves reported by Lamas (2017) are representative of a heavy oil reservoir with similar 
characteristics to the modified UNISIM-I-M model proposed here. 
The modified model considers a period of 3.2 years of primary production with 4 
producers, followed by 32.8 years of secondary recovery, optimized for three different cases: 
conventional waterflooding (WF), conventional polymer flooding (PF_C), and a proposed injection 
scheme named low-adsorption polymer flooding (PF_LA). The conventional waterflooding 
consists of the injection of water until economically feasible. The conventional polymer flooding 
considers the injection of a mobility control (i.e., viscous) polymer bank followed by a water post-
flush. The proposed low-adsorption polymer flooding consists in the injection of a low polymer 





post flush is injected. The mobility control banks are optimized for slug size and polymer 
concentration. 
The modified model consists of 36380 active grid blocks of a grid of 81 x 58 x 20 (I x j 
x k), and has 29.4% average effective porosity. Figure J. 12 shows a 3D representation of the 
modified UNISIM-I-M reservoir model. 
 
Figure J. 12: Three-dimensional representation of the modified UNISIM-I-M reservoir with the 4 production wells present in 
the primary production phase. 
J.3.1.2. Economic model 
In this section, the economic model used for the field scale simulation studies is 
presented and discussed. The economic model is based on the one presented by Botechia (2016), 
and considers an offshore oil reservoir under a simplified Brazilian concession regime. 













Where 𝑟 is the interest or discount rate, 𝑡 refers to the time, and 𝑁𝐶𝐹 is the net cash 
flow. 
The 𝑁𝐶𝐹 for each period is given by ( J. 13 ). 
Where 𝑇𝑃 is the tributable profit, 𝐼𝑝𝑙𝑎𝑡 is the platform investment, and 𝑇𝑖𝑛𝑐 is the 
income tax. 
The income tax is estimated by ( J. 14 ). 
Where 𝑟𝑇𝑖𝑛𝑐 is the income tax rate. 
The tributable profit is calculated by ( J. 15 ). 
Where  𝐺𝑅 is the gross revenue, 𝐼𝑃𝐶  is the investment on well perforation and 
completion, 𝐶𝑎𝑏𝑎𝑛 is the abandonment cost, 𝑂𝑃𝐸𝑋 is the operational expenditure, 𝑅𝑂 are the 
royalties, and 𝑉𝐴𝑇 is the value-added-tax. In the case of Brazilian law, the 𝑉𝐴𝑇 refers to PIS and 
COFINS. 
The gross revenue is given by ( J. 16 ). 
Where 𝑅𝑜 is the revenue due to oil sales, 𝑅𝑔 is the revenue due to gas sales, 𝑁𝑝 is the 
cumulative oil production volume during the period, 𝑃𝑜 is the sales price per volume of oil, 𝐺𝑝 is 
the cumulative gas production volume during the period, and 𝑃𝑔 is the sales price per volume of 
gas. 
The investment on well perforation and completion is estimated by ( J. 17 ). 
 𝑁𝐶𝐹 = 𝑇𝑃 − 𝐼𝑝𝑙𝑎𝑡 − 𝑇𝑖𝑛𝑐 ( J. 13 ) 
 𝑇𝑖𝑛𝑐 = {
𝑇𝑃 ∙ 𝑟𝑇𝑖𝑛𝑐 , 𝑇𝑃 > 0
0 , 𝑇𝑃 ≤ 0
 ( J. 14 ) 
 𝑇𝑃 = 𝐺𝑅 − 𝐼𝑃𝐶 − 𝐶𝑎𝑏𝑎𝑛 − 𝑂𝑃𝐸𝑋 − 𝑅𝑂 − 𝑉𝐴𝑇 ( J. 15 ) 
 𝐺𝑅 = 𝑅𝑜 + 𝑅𝑔 = 𝑁𝑝 𝑃𝑜 + 𝐺𝑝 𝑃𝑔 ( J. 16 ) 





Where 𝐼PWP is the investment on production well perforation, 𝐼IWP is the investment 
on injection well perforation, 𝐼PWC is the investment on production well completion, and 𝐼IWC is 
the investment on injection well completion. 
The abandonment cost is calculated by ( J. 18 ). 
Where 𝐶𝑎𝑏𝑎𝑛,𝑃𝑊 is the production well abandonment cost, and 𝐶𝑎𝑏𝑎𝑛,𝐼𝑊 is the 
injection well abandonment cost. 
The the operational expenditure is given by ( J. 19 ). 
Where 𝑁𝑝 is the cumulative oil production volume during the period, 𝑐𝑜
𝑝𝑟𝑜𝑑 is the oil 
production cost per unit volume, 𝐺𝑝 is the cumulative gas production volume during the period, 
𝑐𝑔
𝑝𝑟𝑜𝑑 is the gas production cost per unit volume, 𝑊𝑝 is the cumulative water production volume 
during the period, 𝑐𝑤
𝑝𝑟𝑜𝑑 is the water production cost per unit volume, 𝑊𝑖 is the cumulative water 
injection volume during the period, 𝑐𝑤
𝑖𝑛𝑗
 is the water injection cost per unit volume, 𝑚𝑝
𝑖𝑛𝑗
 is the 
cumulative polymer injected mass during the period, and 𝑐𝑝
𝑝𝑟𝑜𝑑+𝑖𝑛𝑗
 is the polymer injection and 
production costs per unit mass. Note that the costs related to polymer injection are simplified in 
equation ( J. 19 ), as the production and injection costs are considered proportionally to the 
polymer injected mass. 
The royalties are estimated by ( J. 20 ). 
Where 𝐺𝑅 is the gross revenue, and 𝑟𝑅𝑂 is the royalty tax rate. 
The value-added-tax is calculated by ( J. 21 ). 
Where 𝐺𝑅 is the gross revenue, and 𝑟𝑉𝐴𝑇 is the value-added-tax rate (i.e., PIS and 
COFINS tax rate for the current case). 
 𝐶𝑎𝑏𝑎𝑛 = 𝐶𝑎𝑏𝑎𝑛,𝑃𝑊 + 𝐶𝑎𝑏𝑎𝑛,𝐼𝑊 ( J. 18 ) 
 
𝑂𝑃𝐸𝑋 = 𝑁𝑝 𝑐𝑜







( J. 19 ) 
 𝑅𝑂 = 𝐺𝑅 𝑟𝑅𝑂 ( J. 20 ) 





Table J. 6: Summary of the variables of the economic model used in the optimization procedure. 
J.3.1.3. Optimization strategy 
The optimization strategy used in these field scale studies is a modified version of the 
one reported by Botechia et al. (2016), and consists of the following steps: 
1. Definition of the initial number of producer wells 
2. Definition of the initial location of the producer wells 
3. Definition of initial number and location of injector wells 
4. Optimization of well location 
4.1. Individually 
4.2. Collectively 
5. Removal of wells with poor performance 
6. Optimization of the production system 
7. Optimization of well drilling schedule 
8. Optimization of polymer slug size and concentration 
Note that the step 8 was done only for the polymer flooding cases (i.e., cases PF_C 
and PF_LA). For steps 1 through 4, the objective function (OF) was the oil recovery factor (ORF), 
while for steps 5 through 8, the NPV was used as the OF. Also, note that this study considers a 
deterministic optimization study. 
The order of the steps 1 through 8 was defined with basis on the variables’ hierarchy 
given by Gaspar et al. (2016b). According to Gaspar et al. (2016b) an oil recovery production 
Name Variable Value 
Interest rate 𝑟 9% 
Income tax rate 𝑟𝑇𝑖𝑛𝑐 34% 
Platform investment 𝐼𝑝𝑙𝑎𝑡 Equation ( J. 26 ) 
Sales price per volume of oil 𝑃𝑜 50 USD/stb 
Sales price per volume of gas 𝑃𝑔 0.034 USD/stb 
Investment on production well perforation and completion 𝐼𝑃𝑊𝑃 + 𝐼𝑃𝑊𝐶 50,032,000 USD/well 
Investment on injection well perforation and completion 𝐼𝐼𝑊𝑃 + 𝐼𝐼𝑊𝐶  50,032,000 USD/well 
Production well abandonment cost 𝐶𝑎𝑏𝑎𝑛,𝑃𝑊 4,103,000 USD/well 
Injection well abandonment cost 𝐶𝑎𝑏𝑎𝑛,𝐼𝑊 4,103,000 USD/well 
Oil production cost per unit volume 𝑐𝑜
𝑝𝑟𝑜𝑑
 10 USD/stb 
Gas production cost per unit volume 𝑐𝑔
𝑝𝑟𝑜𝑑
 0.0067 USD/stb 
Water production cost per unit volume 𝑐𝑤
𝑝𝑟𝑜𝑑
 1 USD/stb 
Water injection cost per unit volume 𝑐𝑤
𝑖𝑛𝑗
 1 USD/stb 
Polymer injection and production costs per unit mass 𝑐𝑝
𝑝𝑟𝑜𝑑+𝑖𝑛𝑗
 20 USD/kg 
Royalty tax rate 𝑟𝑅𝑂 10% 





optimization is bound by project variables (G1), and operational variables (G2). Table J. 7 
summarizes the hierarchy of such variables for a polymer EOR process. 
Table J. 7: Hierarchy of variables related to a polymer enhanced oil recovery process according to Gaspar et al. (2016b) and 
Botechia et al. (2016). 
Following the hierarchy shown in Table J. 7, the optimization process prioritized the 
variables in the order G1A, G1B, and then G2B. Note that the variables from group G2A were not 
considered for the optimization procedure. 
J.3.1.3.1. Step 1: Definition of initial number of producer wells 
To start the optimization process, the initial number of producer wells are defined. 
This number of wells should be overestimated, as no more inclusion of producer wells is done 
after they are located in step 2. Also, overestimation is not a problem in this step because the 
poor-performing wells are removed in step 5. Equation ( J. 22 ), adapted from Botechia et al. 
(2016) was used in this work to define the initial number of producer wells (𝑁𝑊𝑝𝑟𝑜𝑑). 
Where 𝑂𝑂𝐼𝑃 is the original volume of oil in place, 𝐹𝑅,𝑜
𝑒𝑠𝑡 is the estimated oil recovery 
factor for the entire field, and 𝑁𝑝,1𝑤𝑒𝑙𝑙 is the cumulative oil production volume for a single well in 
the entire field for the whole forecast period (i.e., the period for which the strategy optimization 
will be applied). Note that the volumes must be estimated under the same conditions (e.g., 
surface conditions). 
At the start date of the forecast period for the case in this study, there are four vertical 
producer wells: NA1A, NA2, NA3D, and RJS19. Therefore, four simulation cases were considered, 
each with one of the original wells opened. 
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According to the Brazilian National Agency of Petroleum, Natural Gas, and Biofuels 
(ANP), the oil recovery factor in offshore possible reserves (3P) is 20% (ANP, 2017). However, 
these offshore fields are divided into sandstone and carbonate. According to the same report, the 
3P oil recovery factor is 33% and 18% for sandstone and carbonate, respectively. However, these 
data according to the lithology groups are not divided into onshore and offshore reservoirs. 
Therefore, as this study considers a sandstone offshore reservoir, the estimated oil recovery 
factor used in equation ( J. 22 ) was 25%. 
J.3.1.3.2. Step 2: Definition of initial location of the producer wells 
The initial location of the producer wells was done using a static quality map based 
on Maschio et al. (2008). Equation ( J. 23 ) was used to generate the quality indicator (𝑄𝑈𝐴𝐿) for 
each grid block. 
Where 𝑘 is the absolute permeability, 𝑇 is the transmissibility, 𝑉𝑏𝑙𝑜𝑐𝑘 is the block bulk 
volume, 𝑠𝑜 is the oil saturation, 𝑠𝑜𝑟 is the oil residual saturation, 𝑠𝑤𝑖 is the irreducible water 
saturation, and 𝜙 is the porosity. The subscripts 𝑥, 𝑦, and 𝑧 indicate the directions of the 
permeabilities and transmissibilities. 
A simulation opening the four original producer wells (NA1A, NA2, NA3D, and RJS19) 
was performed in order to generate the quality map. Using the final simulation time, equation  
( J. 23 ) was applied in each block, and the quality map was plotted. Using the quality map, all the 
best quality regions were identified and noted as potential producer locations. The number of 
these locations exceeded the number of wells estimated in step 1. Therefore, several simulation 
cases were generated, every case considered the four original producer wells opened, and one 
additional producer well located in a potential producer location. One case was generated for 
each potential producer location. After the simulations were run, the cases were ranked 
according to their OF value. In this step, the OF chosen was the oil recovery factor. The 
(𝑁𝑊𝑝𝑟𝑜𝑑 − 4) highest-ranking wells represented the producers located in the initial locations of 
the producer wells. The four wells deduced from 𝑁𝑊𝑝𝑟𝑜𝑑 are the original producer wells (NA1A, 
NA2, NA3D, and RJS19). 
Multiple well configurations may be used in this step. However, in the present study, 
only horizontal wells were considered. More so, the producers were constrained to a minimum 
BHP of 19000 kg/m², and a maximum surface liquid volumetric rate of 2000 m³/day and were 
shut off if the water cut increased past 95%. 
 𝑄𝑈𝐴𝐿 =
(𝑘𝑥 𝑇𝑥 + 𝑘𝑦 𝑇𝑦 + 𝑘𝑧 𝑇𝑧) 𝑉𝑏𝑙𝑜𝑐𝑘 (𝑠𝑜 − 𝑠𝑜𝑟) 𝜙
1 − 𝑠𝑤𝑖 − 𝑠𝑜𝑟





J.3.1.3.3. Step 3: Definition of initial number and location of injector wells 
The starting model for this step is the one containing the original producers along with 
the ones selected in step 2. Using this model, a series of simulation cases is generated, each one 
containing one injector in a specific location. The results are ranked according to the OF value to 
define the best locations for injectors. 
To define the number of injector wells, some simulation cases are created considering 
the 𝑁𝑊𝑖𝑛𝑗 highest-ranking wells. The 𝑁𝑊𝑖𝑛𝑗 is defined as a proportion relative to 𝑁𝑊𝑝𝑟𝑜𝑑. The 
simulation case resulting in the highest OF value defines the initial number and location of injector 
wells. 
In this case study, the tested locations for the injector positions were mostly near the 
horizontal reservoir boundaries, with few near the horizontal middle of the reservoir. The 
injectors were tested in different layers, keeping in mind that the wells selected in this step will 
be tested in adjacent layers during step 4. Therefore, not all layers were tested. 
In this step, the objective function was the oil recovery factor. The water and polymer 
injectors were constrained by a maximum BHP of 35000 kg/m², and a maximum surface water 
volumetric rate of 5000 m³/day. The polymer injection cases considered a slug of 1500 ppm 
polymer concentration during 20 years, followed by water. 
Multiple well configurations may be used in this step. However, in the present study, 
only horizontal wells were considered. 
J.3.1.3.4. Step 4: Optimization of well location 
To optimize the well location, the wells are moved to nearby blocks aiming to increase 
the OF. 
Firstly (step 4.1), the wells are moved individually, i.e., each new simulation case 
considers the move of one well. If the moved well results in a higher OF, the new location is 
considered for further movement. If the moved well results in a lower OF, the new location is 
discarded for future iteractions. The well movement continues for each location that results in 
higher OF until a limit of the well movement region is reached. Among all the locations tested for 
a well, the one resulting in the best OF is considered the best well location. 
In this work, the wells were moved within a 400 m (4 blocks) around the original 
position horizontally, with each movement being of increments of 200 m. The wells were also 
tested in one layer above or below the original one. Figure J. 13 exemplifies the iteractions for 






Figure J. 13: Example of the procedure to determine the best well position within a restricted zone. 
Secondly (step 4.2), the best well locations are tested collectively. Each best well 
location is combined with the best location of other wells with the rest of the wells remaining in 
the original position. If this combination results in a higher OF, the case is considered for further 
combinations. If not, then the case is excluded from further iteractions. Among all the 
combinations, the one resulting in the best OF is considered as the optimized well location. 
In this work, the wells were divided into 10 groups and those groups were subject to 
the combination process. This was done to reduce the number of simulations required for this 
step. 
J.3.1.3.5. Step 5: Removal of wells with poor performance 
In this step, the wells the present poor performance are removed aiming to increase 
the OF. The injectors and producers are ranked in terms of their performances, and then the 
removal of the least performing well takes place. The OF of the simulation case with the removed 
well is calculated. If this OF is higher than the one containing the removed well, this case is 
considered for further well removal. For each new case, the well performances are recalculated. 
Note that the producers and injectors rankings are separated. Therefore, the removal 
of producers and injectors have to occur concurrently and is not trivial. Figure J. 14 shows an 






Figure J. 14: Procedure for removal of poor performance wells. 
In order to rank the wells in terms of their performance, one should use indexes 
according to their OF. For this step in the current study, the OF was the NPV. Therefore, the 
performance was ranked according to the wells economic indexes. The producer well economic 
index (𝑃𝑊𝐸𝐼) and injector well economic index (𝐼𝑊𝐸𝐼), are represented by equations ( J. 24 ) and 




𝑁𝑝,𝑘 𝑃𝑜,𝑘 + 𝐺𝑝,𝑘 𝑃𝑔,𝑘 − 𝑁𝑝,𝑘 𝑐𝑜,𝑘













These well economic indexes are modified versions of the ones reported by Botechia 
et al. (2016). 
In addition, from this step onward, the polymer flooding studies were separated. The 
conventional polymer flooding (PF_C) continued adopting the strategy set on step 3, i.e., slug of 
1500 ppm polymer concentration during 20 years (mobility control bank) followed by water until 
the end of the production period (water post-flush). On the other hand, the low-adsorption 
polymer flooding (PF_LA) adopted a strategy considering injection of a 3-year slug of 300 ppm 
polymer concentration (sacrifice bank), followed by 17 years of 1500 ppm polymer concentration 
injection (mobility control bank), an then water injection until the end of the forecast period 
(water post-flush). 
J.3.1.3.6. Step 6: Optimization of the production system 
Until this step, there are no constraints to the production system, i.e., the only 
constraints are the well ones. In this step, the production system constraints are introduced and 
optimized in respect to the OF. 
This step’s OF for the present study was the NPV, which is directly impacted by the 
platform investment (𝐼𝑝𝑙𝑎𝑡). The investment necessary to acquire a platform increases with its 
processing and injecting capabilities. Therefore, the NPV and the production system capacities 
are linked. In this work, the platform investment was estimated by ( J. 26 ), which is based on 
Gaspar et al. (2015). 
Where 𝐶𝐴𝑃𝑝𝑟𝑜𝑐,𝑜 is the oil processing capacity, 𝐶𝐴𝑃𝑝𝑟𝑜𝑐,𝑤 is the water processing 
capacity, 𝐶𝐴𝑃𝑖𝑛𝑗,𝑤 is the water injection capacity, and 𝑁𝑊 is the number of wells (producers plus 
injectors). 
J.3.1.3.7. Step 7: Optimization of well drilling schedule 
Until this step, there are no schedule for well opening, i.e., all the wells are considered 
open in the first day of the forecast period. In this step, a schedule for well drilling and start of 







 ( J. 25 ) 
𝐼𝑝𝑙𝑎𝑡 = 216 + 0.0164 𝐶𝐴𝑃𝑝𝑟𝑜𝑐,𝑜 + 0.00315 𝐶𝐴𝑃𝑝𝑟𝑜𝑐,𝑤 + 0.00315 𝐶𝐴𝑃𝑖𝑛𝑗,𝑤
+ 0.1 𝑁𝑊 





schedule are: number of wells drilled in parallel, time between drilling and start of well operation, 
and time delay between start of drillings of different wells. 
In this work, it was considered that only one well could be drilled in each month. In 
addition, once a well was drilled, it started operating immediately. The order of the drilled wells 
prioritized the highest performing wells, according to ( J. 24 ) and ( J. 25 ). Similarly to steps 5 and 
6, the NPV was used as the OF for this step. The drilling schedules considered for the optimization 
studies were: 
 Every producer then every injector; 
 One producer, then one injector. Sequence repeated until every well was drilled; 
 Two producers, then one injector. Sequence repeated until every well was drilled; 
 Two producers, then two injectors. Sequence repeated until every well was drilled; 
 One producer, then two injectors. Sequence repeated until every well was drilled. 
This is the last step for the waterflooding case (WF), while the polymer flooding cases 
(PF_C and PF_LA) still go through step 8. 
J.3.1.3.8. Step 8: Optimization of polymer slug size and concentration 
Up to this step, the polymer flooding cases are bound to a fixed slug concentration 
and size. In this step, several simulation cases are created considering different polymer 
concentrations and duration of the slug. The slug size should be optimized along with its 
concentration, as the integrated optimization of these variables will lead to better results. 
For the present study, slug sizes between 5 and 25 years were considered, with 
polymer concentrations between 500 ppm and 2000 ppm. Note that the sacrifice bank of 300 
ppm with a duration of 3 years present in the low-adsorption polymer flooding was not optimized 
because the simulator cannot model the re-adsorption mechanism, i.e., the adsorption behavior 
is modeled by an isotherm regardless of the local grid cell being previously in contact with a lower 
polymer concentration. Thus, the re-adsorption mechanism will only be realistically represented 
if the re-adsorption isotherm is inputted in the model and the sacrifice bank contacts most of the 
reservoir area prior to the mobility control bank. Additionally, the laboratory scale history 
matching of 100 ppm polymer injection was not well matched. Therefore, the injection of 300 
ppm of polymer for 3 years was considered a conservative approach given the modeling 
limitations. Since the choice for a sacrifice bank was conservative, this sacrifice bank could be 
optimized to yield better results than in this case study if a re-adsorption model is included in the 






J.3.1.4. Risk assessment 
Due to the uncertainties associated with an oil recovery process (geological, fluid, 
political, and economic uncertainties), quantification of the risk involved for a given production 
strategy is vital (Schiozer et al., 2017). Quantification of this risk can be done by risk curves, which 
are graphical representations of the OF value by the cumulative probability of occurrence given 
several simulation cases which incorporate the aforementioned uncertainties. It is important to 
perform such analysis when analyzing multiple production strategies for a given field. This 
importance comes from the fact that a given strategy A may be favored over strategy B due to A 
having a lower risk than B, even though B achieved a higher OF than A during the deterministic 
optimization. 
The objective of this step is to generate the uncertain cases and plot the risk curves 
associated with them. There are several methodologies to statistically generate these uncertain 
simulation cases, such as derivative tree (Jensen, 1998), Monte Carlo (Kok et al., 2006), and Latin 
Hypercube (Schiozer et al., 2017). The uncertainties considered for the present study were 41 
petrophysical images, three levels of formation compressibility, and three levels of vertical 
permeability. Given the relatively small amount of uncertainties, the derivative tree methodology 
was used in this work, i.e., the risk curve was generated for every combination of the 
uncertainties. Note that all the uncertainties were considered equiprobable and the petrophysical 
images considered variations in porosity, permeabilities, and net gross. 
After the risk quantification has been concluded for the deterministic optimization, a 
probabilistic optimization study can take place following the methodology proposed by Schiozer et 
al. (2015). However, such optimization procedure falls outside the scope of this work, and so it is 
not performed. 
J.3.2. Results 
This section focuses on the reporting of the field scale simulation results and their 
discussions. Firstly, the optimization results are reported, followed by the risk assessment results. 
J.3.2.1. Optimization 
Table J. 8 and Table J. 9 show the initial well positions considered in the optimization 
procedure as well as the final positions of each well in each case. Note that the wells reported as 
“not present” were considered during the optimization procedure, but were removed due to not 
being advantageous to the OF. 
One can see in Table J. 8 that the optimized cases for WF, PF_C, and PF_LA required 





producers. Since the PF_LA requires the injection of a low polymer concentration sacrifice bank 
prior to the mobility control one, this case is expected to have a lower mobility control than the 
PF_C, at least for the first years (i.e., during the injection of the sacrifice bank). Thus, the amount 
of required production wells had an inverse relationship with the mobility control capability of 
the process. 
The injectors required by the optimized cases for WF, PF_C, and PF_LA were 
correspondent to 4, 8, and 9, respectively, as seen in Table J. 9. The amount of injectors required 
for the polymer flooding cases was higher than for the waterflooding one. This difference is 
related to the loss of injectivity characteristic of polymer flooding processes, which is caused 
mainly by the injection of viscous fluids. 
Another aspect shown by Table J. 8 and Table J. 9 is that many of the wells were 
common among the optimized cases (P4, P8, P12, P14, P18, and I19), indicating that they were 









(i,j,k)start to (i,j,k)end 
Final position in the optimized case 
WF PF_C PF_LA 
NA1A (38,36,1) to (38,36,19) (38,36,1) to (38,36,19) (38,36,1) to (38,36,19) (38,36,1) to (38,36,19) 
NA2 (21,36,1) to (21,36,12) (21,36,1) to (21,36,12) (21,36,1) to (21,36,12) (21,36,1) to (21,36,12) 
NA3D (44,43,1) to (44,43,11) (44,43,1) to (44,43,11) (44,43,1) to (44,43,11) (44,43,1) to (44,43,11) 
RJS19 (31,27,1) to (31,27,19) (31,27,1) to (31,27,19) (31,27,1) to (31,27,19) (31,27,1) to (31,27,19) 
P1 (60,17,1) to (65,17,1) (60,17,1) to (65,17,1) Not present (58,15,1) to (63,15,1) 
P2 (53,25,1) to (53,30,1) Not present Not present Not present 
P3 (58,36,1) to (58,41,1) Not present Not present Not present 
P4 (33,42,1) to (38,42,1) (33,42,1) to (38,42,1) (35,40,1) to (40,40,1) (35,40,1) to (40,40,1) 
P5 (28,37,1) to (28,42,1) Not present (30,35,1) to (30,40,1) (30,35,1) to (30,40,1) 
P6 (44,19,1) to (44,24,1) Not present Not present Not present 
P7 (51,16,2) to (51,21,2) Not present Not present Not present 
P8 (54,33,2) to (59,33,2) (54,33,1) to (59,33,1) (52,33,2) to (57,33,2) (52,33,2) to (57,33,2) 
P9 (28,48,2) to (33,48,2) Not present Not present Not present 
P10 (23,40,2) to (28,40,2) (23,36,2) to (28,36,2) Not present Not present 
P11 (26,35,2) to (31,35,2) Not present Not present Not present 
P12 (19,33,3) to (24,33,3) (21,35,3) to (26,35,3) (19,33,3) to (24,33,3) (19,33,3) to (24,33,3) 
P13 (34,47,3) to (39,47,3) Not present Not present Not present 
P14 (56,17,3) to (56,22,3) (56,13,3) to (56,18,3) (56,17,3) to (56,22,3) (56,17,3) to (56,22,3) 
P15 (51,21,6) to (51,26,6) Not present Not present Not present 
P16 (44,21,6) to (44,26,6) Not present Not present Not present 
P17 (35,35,6) to (35,40,6) Not present Not present Not present 
P18 (20,33,6) to (25,33,6) (24,33,6) to (29,33,6) (20,33,6) to (25,33,6) (20,33,6) to (25,33,6) 
P19 (61,15,7) to (66,15,7) Not present Not present Not present 
P20 (63,18,7) to (68,18,7) Not present Not present Not present 
P21 (42,21,7) to (42,26,7) Not present Not present Not present 
P22 (49,40,7) to (54,40,7) Not present Not present Not present 
P23 (34,32,7) to (34,37,7) Not present Not present Not present 
P24 (53,17,8) to (53,22,8) Not present Not present Not present 
P25 (42,20,8) to (42,25,8) Not present Not present Not present 
P26 (28,15,8) to (28,20,8) Not present Not present Not present 
P27 (54,35,9) to (54,40,9) Not present Not present Not present 
P28 (23,41,9) to (28,41,9) Not present Not present Not present 
P29 (49,21,9) to (54,21,9) Not present (49,21,9) to (54,21,9) (49,21,9) to (54,21,9) 
P30 (53,17,10) to (53,22,10) Not present Not present Not present 
P31 (41,40,10) to (46,40,10) Not present Not present Not present 
P32 (46,29,10) to (46,34,10) Not present Not present Not present 
P33 (44,35,11) to (44,40,11) Not present Not present Not present 
P34 (26,37,11) to (26,42,11) Not present Not present Not present 
P35 (23,23,11) to (28,23,11) Not present Not present Not present 
P36 (49,21,11) to (54,21,11) (47,23,11) to (52,23,11) Not present Not present 
P37 (45,32,12) to (50,32,12) Not present Not present Not present 
P38 (51,20,15) to (51,25,15) (49,18,15) to (49,23,15) Not present Not present 





Table J. 9: Initial and final positions of production wells considered for the three optimization cases. 




(i,j,k)start to (i,j,k)end 
Final position in the optimized case 
WF PF_C PF_LA 
I1 (67,25,2) to (67,30,2) Not present Not present Not present 
I2 (42,13,2) to (47,13,2) Not present (40,13,3) to (45,13,3) (40,13,3) to (45,13,3) 
I3 (25,22,2) to (25,27,2) Not present Not present Not present 
I4 (17,42,2) to (17,47,2) Not present Not present Not present 
I5 (33,47,2) to (38,47,2) (33,47,2) to (38,47,2) Not present Not present 
I6 (54,37,2) to (59,37,2) Not present Not present Not present 
I7 (36,30,2) to (41,30,2) Not present Not present Not present 
I8 (67,25,7) to (67,30,7) Not present Not present (65,25,7) to (65,30,7) 
I9 (42,13,7) to (47,13,7) Not present Not present Not present 
I10 (25,22,7) to (25,27,7) Not present Not present Not present 
I11 (17,42,7) to (17,47,7) Not present Not present Not present 
I12 (33,47,7) to (38,47,7) Not present (35,49,7) to (40,49,7) (35,49,7) to (40,49,7) 
I13 (54,37,7) to (59,37,7) Not present (52,39,7) to (57,39,7) (52,39,7) to (57,39,7) 
I14 (36,30,7) to (41,30,7) Not present Not present Not present 
I15 (67,25,10) to (67,30,10) Not present (67,25,10) to (67,30,10) (67,25,10) to (67,30,10) 
I16 (42,13,10) to (47,13,10) Not present Not present Not present 
I17 (25,22,10) to (25,27,10) Not present (25,22,10) to (25,27,10) (25,22,10) to (25,27,10) 
I18 (17,42,10) to (17,47,10) Not present Not present Not present 
I19 (33,47,10) to (38,47,10) (33,47,10) to (38,47,10) (33,47,10) to (38,47,10) (33,47,10) to (38,47,10) 
I20 (54,37,10) to (59,37,10) Not present (54,37,10) to (59,37,10) (54,37,10) to (59,37,10) 
I21 (36,30,10) to (41,30,10) Not present Not present Not present 
I23 (42,13,13) to (47,13,13) Not present Not present Not present 
I24 (25,22,13) to (25,27,13) Not present Not present Not present 
I25 (17,42,13) to (17,47,13) Not present Not present Not present 
I26 (33,47,13) to (38,47,13) Not present Not present (33,47,13) to (38,47,13) 
I27 (54,37,13) to (59,37,13) (54,37,13) to (59,37,13) Not present Not present 
I28 (36,30,13) to (41,30,13) Not present (36,30,13) to (41,30,13) Not present 
I29 (67,25,16) to (67,30,16) Not present Not present Not present 
I30 (42,13,16) to (47,13,16) Not present Not present Not present 
I31 (25,22,16) to (25,27,16) Not present Not present Not present 
I32 (17,42,16) to (17,47,16) Not present Not present Not present 
I33 (33,47,16) to (38,47,16) Not present Not present Not present 
I34 (54,37,16) to (59,37,16) (54,37,15) to (59,37,15) Not present Not present 
I35 (36,30,16) to (41,30,16) Not present Not present Not present 
I36 (67,25,19) to (67,30,19) Not present Not present Not present 
I37 (42,13,19) to (47,13,19) Not present Not present Not present 
I38 (25,22,19) to (25,27,19) Not present Not present Not present 
I39 (17,42,19) to (17,47,19) Not present Not present Not present 
I40 (33,47,19) to (38,47,19) Not present Not present Not present 
I41 (54,37,19) to (59,37,19) Not present Not present Not present 





Table J. 10: Optimized production system variables for the three optimization cases. 
The production variables reported in Table J. 10 are similar for all cases. However, it 
is worth noting that the maximum produced surface water volumetric rate is higher for the 
processes with lower mobility control capability, i.e., WF is the highest, PF_LA, the second highest, 
and PF_C the lowest. 
Table J. 11 shows the optimized drilling schedule for each optimized case. Note that 
each new well was opened one month apart. 
Table J. 11: Optimized drilling schedule for the three optimization cases. 
One can see in Table J. 11 that the WF optimization lead towards prioritizing the 
opening of injectors, i.e., open one producer, then two injectors, then repeat. On the other hand, 
the PF_LA optimized case consisted of intercalated opening of producers and injectors. The PF_C 
also intercalated the opening of wells, but the order consisted of two producers, then two 
injectors, and repeat. 
The PF_C optimized strategy resulted in a bank of polymer of 1500 ppm for 12.5 years 
followed by 20.3 years of water injection. Differently, the PF_LA optimized strategy resulted in a 
Case WF PF_C PF_LA 
Maximum produced surface liquid volumetric rate 16000 m³/day 15000 m³/day 17000 m³/day 
Maximum produced surface water volumetric rate 12500 m³/day 9000 m³/day 11500 m³/day 
Maximum produced surface oil volumetric rate 8500 m³/day 8000 m³/day 9500 m³/day 
Maximum injected surface water volumetric rate 15000 m³/day 14000 m³/day 17000 m³/day 
Case WF PF_C PF_LA 
1st well to be opened P36 P29 P29 
2nd well to be opened I5 P4 I12 
3rd well to be opened I19 I12 P4 
4th well to be opened P18 I15 I26 
5th well to be opened I34 P8 P8 
6th well to be opened I27 P14 I15 
7th well to be opened P38 I19 P5 
8th well to be opened P10 I13 I19 
9th well to be opened P12 P5 P18 
10th well to be opened P1 P12 I13 
11th well to be opened P14 I17 P12 
12th well to be opened P8 I28 I17 
13th well to be opened P4 P18 P14 
14th well to be opened - I2 I8 
15th well to be opened - I20 P1 
16th well to be opened - - I20 





sacrifice polymer bank of 300 ppm for 3 years, followed by a mobility control bank of 1250 ppm 
of polymer for 12.5 years, and then 17.3 years of water injection. 
Figure J. 15 presents the NPV history for the WF, PF_C, and PF_LA optimized cases. 
 
Figure J. 15: Net present value history for the optimized cases from production beginning until production end. 
The evolution of NPV for the three optimized cases have similar behaviors, as shown 
by Figure J. 15. The highest NPV was achieved by the PA_LA (307.58 MM USD), followed by PF_C 
(295.77 MM USD), and then WF (236.01 MM USD). The reservoir considered for this study was a 
good candidate for polymer flooding. Thus, the waterflooding achieved a lower NPV when 
compared to the polymer flooding cases. The low-adsorption polymer flooding achieved a 4% 
(11.81 MM USD) higher NPV when compared to PF_C. This result is indicative of the PF_LA as an 
advantageous injection scheme for polymer flooding in EOR. 
Figure J. 16 shows the oil recovery factor, and net present value for the waterflooding 
strategy for all simulations run in the optimization study. Note that only the maximum and 
minimum NPVs are shown for steps 1 through 4.2 because these steps consider the oil recovery 
factor as the OF. 
One can see in Figure J. 16 that the most significant optimization step to increase the 
ORF was step 3 (definitions of initial number and location of injector wells), increasing the ORF 
from 1.38% to 12.49%. This result is a consequence of the benefits of the pressure maintenance 
caused by the inclusion of injectors within the reservoir. Even the worst simulation resulted from 
step 3 (ORF = 1.64%) represents an increase over the best case containing only production wells  








Figure J. 16: Oil recovery factor (top) and net present value (bottom) for the waterflooding simulations during the 7 
optimization steps. Only the worst and the best NPV values are shown for steps 1 through 4.2. 
Differently, the most significant optimization step in terms of NPV increase was step 
5 (removal of wells with poor performance), resulting in an increase of 479.27 MM USD (from  
–210.82 MM USD to 268.45 MM USD). This result is due to steps 1 through 4.2 considering the 
OF as the ORF, which lead to the inclusion of several wells that marginally contributed to the 
improvement of oil recovery and were uneconomical. The removal of such wells represented a 
significant increase in the NPV, albeit reducing the ORF from 16.69% to 16.25%. 
Another important observation in Figure J. 16 comes from optimization steps 6 and 7, 





steps considering the inclusion of constraints that were unconstrained for the steps prior to them. 
Step 6 (optimization of the production system) considered the inclusion of the cost related to 
production system constraints, with steps 1 to 5 being optimized under an over dimensioned 
production system of with no associated cost. Step 7 (optimization of well drilling schedule) 
included a realistic drilling schedule, with steps 1 to 6 having all the wells opened on day 1 of the 
secondary recovery period. Thus, these steps considered the inclusion of constraints to bring the 
study towards a realistic scenario. 
Figure J. 17 shows the oil recovery factor and net present value for the conventional 
polymer flooding strategy for all simulations run in the optimization study. As with the waterflooding, 
only the maximum and minimum NPVs are shown for steps 1 through 4.2 because these steps 
consider the ORF as the OF. 
Similarly to the waterflooding case, the conventional polymer flooding optimization 
step 3 was the most significant in terms of ORF increase (from 1.38% to 24.20%), while step 5 
represented the largest increase in NPV (from –23.15 MM USD to 272.31 MM USD). 
A notable difference between the waterflooding and conventional polymer flooding 
cases is evident on step 4.2. While the WF required 521 simulations to complete optimization 
step 4.2, the PF_C only needed 62 simulations. This observation is a result of the choice to group 
the wells into 10 groups for each strategy, which resulted in WF groups having 3 wells, while PF_C 
groups containing 4 wells. The fewer simulations required for the PF_C probably lead to under-
optimization of the polymer flooding case. Even so, the PF_C resulted in higher NPV than the WF 
case. The higher NPV for the PF_C is probably related to the mobility control advantage of the 








Figure J. 17: Oil recovery factor (top) and net present value (bottom) for the conventional polymer flooding simulations 
during the 8 optimization steps. Only the worst and the best NPV values are shown for steps 1 through 4.2. 
The optimization results for the proposed injection scheme, low-adsorption polymer 
flooding, are shown in Figure J. 18. As in Figure J. 16 and Figure J. 17, only the maximum and 








Figure J. 18: Oil recovery factor (top) and net present value (bottom) for the low-adsorption polymer flooding simulations 
during the 8 optimization steps. Only the worst and the best NPV values are shown for steps 1 through 4.2. 
From steps 1 through 4.2, the low-adsorption polymer flooding optimization is equal 
to the conventional polymer flooding one. From step 5 onwards, the PF_LA started using a 
sacrifice bank to reduce adsorption, resulting in the removal of poor performance wells being 
different for PF_C and PF_LA. 
As the other strategies, the PF_LA had the highest increase in NPV associated with 





Also, note that, as stated for the PF_C case, the reduced number of simulations for 
PF_LA on step 4.2 relative to the WF case probably lead to under-optimization of the polymer 
flooding strategies. 
Figure J. 19 shows the maximum ORF and NPV for each optimization step and each 
injection scheme, as well as the increase in those parameters relative to their previous step. 
 
 
Figure J. 19: Maximum values and increases relative to the previous step for each optimization step and each scenario: oil 
recovery factor (top) and net present value (bottom). 
One notable aspect revealed by Figure J. 19 is that the step 8 of the PF_C and PF_LA 
represented NPV increases of 19.56 MM USD and 15.13 MM USD when compared to their 
respective step 7. This increase is within the same order of magnitude of the NPV increase from 
the optimized PF_C to PF_LA cases (11.81 MM USD). Thus, one can say that the PF_LA NPV 





J.3.2.2. Risk curves 
Figure J. 20 shows the cumulative probability versus NPV for each case in the risk 
assessment study. 
 
Figure J. 20: Cumulative probability versus net present value for the risk assessment of the three injection strategies: 
waterflooding (blue), conventional polymer flooding (red), and low-adsorption polymer flooding (green). 
One can see in Figure J. 20 that the WF case is very pessimist for some few cases above 
P90, resulting in a very low minimum NPV within the cases of the risk assessment. The NPV 
associated with the WF was lower than the ones associated with the polymer flooding cases at a 
given cumulative probability. The NPV for all simulations considering the PF_C and PF_LA was 
positive. The PF_LA presented a higher NPV than PF_C for the more pessimistic cases, while the 
situation inverted for the more optimistic ones. Table J. 12 shows a comparison of the maximum, 
minimum, and base case NPV for the WF, PF_C, and PF_LA strategies. 
Table J. 12: Comparison of the maximum, minimum, and base case NPV for the three injection strategies. 
Note that the base case NPV for all strategies was within the more optimistic cases of 
the risk assessment, i.e., low cumulative probability. This result is due to the deterministic 
optimization being performed on the base case and not the other cases within the risk 
assessment. Thus, the strategies are optimized for the base case and most probably under-
optimized for the other ones. 





Maximum NPV 337.96 MM USD 403.82 MM USD 379.24 MM USD 
Minimum NPV -180.89 MM USD 60.18 MM USD 101.82 MM USD 
NPV for base case 236.01 MM USD 295.77 MM USD 307.58 MM USD 
Cumulative probability for 
base case 





Table J. 13 presents the NPV correspondent to the cumulative probability values for 
90% (P90), 50% (P50), and 10% (P10) along with the difference between P10 and P90. 
Table J. 13: NPV values for P90, P50, and P10 as well as the difference between P10 and P90 for the three injection strategies. 
Table J. 13 shows that the WF results in the lowest P90, P50, and P10 NPV values, 
confirming that this strategy is the worst under the tested conditions. The PF_LA has a higher P90 
and P50 than the PF_C, but the P90 associated with the PF_C is higher than the PF_LA one. Even 
so, the P10-P90 difference shown in Table J. 13 combined with the observation that the PF_LA 
has the narrowest risk curve in Figure J. 20 reveals that the PF_LA represents the lowest risk 
among the strategies considered within this study. The lowest risk associated with the PF_LA 
combined with the result that PF_LA represented the highest NPV during the optimization 
procedure reveals that this proposed injection scheme is promising and can help increase the 
feasibility and profitability of polymer EOR. However, the technique should be tested under 
different conditions to characterize its feasibility. 
J.4. Summary 
This appendix focused on the modeling and simulation of laboratory and field scale 
polymer flooding through porous media by using the commercial reservoir simulator CMG-STARS. 
A summary of the results is listed below: 
 The simulator could not represent some phenomena observed in the experiments it aimed 
to history match due to modeling restrictions. These lack of representativity were 
associated with the RRF being dependent on the adsorption and a single parameter, and 
the IAPV being a constant; 
 Considering the history matched single-phase experiments under the implemented model 
restrictions: 









Value 59.45 124.77 167.53 
Difference to PF_C -65.32 - 42.76 
P50 
(MM USD) 
Value 202.29 225.66 241.65 
Difference to PF_C -23.37 - 15.99 
P10 
(MM USD) 
Value 282.40 323.29 311.15 
Difference to PF_C -40.89 - -12.15 
P10 – P90 
(MM USD) 
Value 222.95 198.52 143.61 





 The steady state values for pressure drop across the core and produced polymer 
concentration were well matched, except for the 100 ppm polymer concentration 
injections; 
 The breakthrough times were well matched for all cases; 
 The transient pressure and polymer concentration behavior were not well 
reproduced in the simulation models, especially for low concentrations. 
 Considering the history matched two-phase experiment under the implemented model 
restrictions, all the analyzed production indicators were well matched (pressure drop 
across the core, oil recovery factor, cumulative produced oil, cumulative produced water, 
cumulative water-oil ratio, and cumulative water cut); 
 A field case study using a modified benchmark case considering a deterministic 
optimization and risk assessment was performed to evaluate the performance of a 
proposed injection scheme under a realistic economic model; 
 The proposed injection scheme, named low-adsorption polymer flooding, consists in the 
injection of a sacrifice bank of low polymer concentration prior to the mobility control 
bank. This injection scheme aims to explore the re-adsorption mechanism discussed in 
section 4.3.4.1; 
 The low-adsorption polymer flooding achieved a 30% increase in net present value when 
compared to waterflooding, and 4% increase when compared to conventional polymer 
flooding; 
 The low-adsorption polymer flooding achieved the lowest risk among the analyzed 
strategies, achieving a P10 – P90 of 143.61 MM USD, while the conventional polymer 
flooding achieved 198.52 MM USD and the waterflooding reached 222.95 MM USD; 
 The field scale case study indicate the proposed low-adsorption polymer flooding is a 
promising injection scheme and can increase the feasibility and profitability of polymer 
EOR. However, the technique should be tested under different conditions to characterize 
its feasibility. 
