where D k = [1 : n k ] for k < d, is the set of natural numbers from 1 to n k (inclusive) and
The last index is specific to each A χ , while the other are common to all tensors for χ = 1, ..., N. 
The Frobenius norm of a tensor is invariant under all matricizations of a given tensor.
81
In [14] , the Singular Value Decomposition (SVD) is considered in the algorithm called TT-SVD.
82
Because of the curse of dimensionality, the TT-SVD has no practical use, even if tensors have a low 83 rank. More convenient approaches, aim to sample the entries of tensors. product n 1 n 2 . . . n q and Card(J pod ) are reasonably small regarding the available computing ressources.
91
But, for large values of q, the curse of dimensionality makes the snapshot POD alone, intractable.
92
A more practical approach to effectively construct an approximate TT decomposition, called the TT-cross method, is proposed in [14] . The TT-cross consists in dropping the concept of a POD basis and using the Pseudo-Skeleton Decomposition (PSD) introduced in [24] as low-rank approximation. Unlike the TT-SVD, the TT-cross enables to build an approximation based on a sparse exploration of a reference tensor. The Pseudo-Skeleton Decomposition can be used to approximate any matrix A ∈ R n×m and is written as:
where the sets I psd and J psd are respectively a selection of row and column indices. number of rows of the matrix to be approximated and c) enables to reuse the set of selected rows for 106 different matrices. These properties are key ingredients for an efficient, parsimonious exploration of 107 the reference tensors. The Gappy POD approximation T gap of a matrix A ∈ R n×m is given by:
where † denotes the Moore-Penrose pseudo-inverse [28], I gap is a row selection of s rows and where V ∈ R n×r is a POD basis matrix of rank r such that : 
120
Unlike the PSD, the Gappy POD enables to select a number of rows that exceeds the rank of the low-rank approximation:
This make possible to share sampling points between matrices having their own rank. In this case, the 121 interpolation property does not hold as in the PSD case (2).
122
T gap is the approximation of A by the product of three matrices: V, V(I gap , :) † and A(I gap , :).
The TT-cross approximation can be understood as a generalization of such product of matrices. A Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 13 November 2018 doi:10.20944/preprints201811.0308.v1
tensor T ∈ R n 1 ×···×n d is said to be in tensor-train format (TT format) if its elements are given by the following matrix products:
where the so-called tensor carriages (or core tensors) are such that for k = 1, . . . , d,:
In the original definition of the tensor-train format 
130
The sequential computational complexity of the evaluation of a single element of a tensor in TT
131
format is O dr 2 . Assuming thatr is small enough, the low computational cost allows a real-time 
The objective of the proposed approach is to build for each physics-based tensor A χ an 136 approximate tensor T χ given in TT format by using a nested row sampling of the simulation 
140
The method provided by Algorithm 1 is non-intrusive and relies on the numerical solutions of 141 the DAEs in a black-box fashion.
142
At each iteration k = 1, . . . , d − 1, the Snapshot POD method, used to build the POD reduced 
147
In the row sampling step, specific sets of interpolant rows I χ k are first determined independently 148 for each output χ but a common, aggregated set I k (10) is then used to sample the entries of all outputs. 
Output definitions:
Matricization:
Define, formally, the matrix A
Finalization:
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 13 November 2018 doi:10.20944/preprints201811.0308.v1 The tensorization and matricization steps are purely formal. No call to the DAE system solver is 154 done here. They define the way the simulation data must be ordered in matrices to be approximated To quantify the theoretical accumulation of errors introduced at each iteration, Proposition 1 gives 159 an upper bound for the approximation error associated with a tensor-train decomposition built by the 160 snapshot POD followed by the row sampling steps, when a full column sampling is performed. 
the following inequality holds:
where σ min and σ max refer to the smallest and the largest singular values of its matrix argument.
162
The proof is given in [32] (Proposition 12).
163
Proposition 1 suggests that the approximation error . Hence, the convergence should be assessed empirically in practical cases.
Results

167
Outputs partitioning as formal tensors
168
The physical model described in A is represented as the relations between 6 (d = 7) parameters (inputs of the model) and the time-dependent mechanical variables (outputs of the model) 
172
For each parameter, the interval of definition is discretized by a regular grid with 30 points:
The time interval discretized is the one used for the numerical solution, it corresponds to a regular grid with n t = 537 points. Then: in Table 1 show that the resulting tensor trains involve low rank approximations. surrogate and the physical models is measured based on the following norms: Table 1 . TT-ranks of the outputs of interest and theoretical maximum ranks. Table 2 . Ratio between the theoretical maximum ranks and the TT-ranks of the outputs of interest. • Viscoplastic strain tensor:
• Stress tensor:
• Cumulative viscoplastic deformation: ] .
201
Depending on the parameter values, the viscoplastic part of the behavior may or may not be 
Convergence with respect to the truncation tolerance
210
A first surrogate model is constructed from the physical model with the prescribed truncation tolerance = 10 −3 . Then, this first surrogate model is used as an input for Algorithm 1. Running the algorithm several times with different truncation tolerances:
∈ 1 × 10 −3 ; 2 × 10 −3 ; 4.6 × 10 −3 ; 1 × 10 −2 ; 2 × 10 −2 ; 4.6 × 10 −2 ; 1 × 10
generates as many new surrogate models. Using Equation (A1) let:
and define the associated coherence estimator as follows: Furthermore, the plot shows a correlation between the coherence estimator and the relative error.
230
In particular, the effectivity tends to be larger than 1 which indicates that the coherence estimator 231 behaves like an upper bound of the relative error. Excluding a few outliers, the coherence estimator 232 does not overestimate the relative error by more than a factor 7.
233
Finally, the effectivity of the coherence estimator empirically converges to 1 (that is, the estimator given the moderate computational effort spent for its construction and the data storage requirements.
247
Moreover, the observed behavior of the proposed empirical coherence estimator indicates that the 248 latter could be exploited to assess the approximation error in real time.
249
The application to more complex material constitutive laws of industrial interest and involving a 
278
The hypotheses of the infinitesimal strain theory are assumed to hold.
279
The model involves eight material coefficients: E, ν, n, K, R 0 , Q, b and C. The Young and Poisson 280 coefficients are set to E = 200 000 MPa and ν = 0.3. Table A1 presents the range of variation of the 281 other material coefficients considered as inputs parameters of the model. The elastic behavior is governed by: 
where (.) + denotes the positive part function.
287
The operator : denotes the contracted product defined as:
The nonlinear isotropic hardening is modeled by (A7) where (A8) gives the viscoplastic 288 cumulative rate.
Finally the linear kinematic hardening is given by:
The case of a uniaxial cyclic tensile testing driven by deformation is considered. The loading 290 is applied by imposing ε 11 (t) with the pattern shown in Figure A1 and σ 12 (t) = σ 13 (t) = σ 23 (t) = The initial conditions for the internal variables are: 
