Inferring the latent variable generating a given test sample is a challenging problem in Generative Adversarial Networks (GANs). In this paper, we propose InvGAN -a novel framework for solving the inference problem in GANs, which involves training an encoder network capable of inverting a pre-trained generator network without access to any training data. Under mild assumptions, we theoretically show that using InvGAN, we can approximately invert the generations of any latent code of a trained GAN model. Furthermore, we empirically demonstrate the superiority of our inference scheme by quantitative and qualitative comparisons with other methods that perform a similar task. We also show the effectiveness of our framework in the problem of adversarial defenses where InvGAN can successfully be used as a projection-based defense mechanism. Additionally, we show how InvGAN can be used to implement reparameterization white-box attacks on projection-based defense mechanisms. Experimental validation on several benchmark datasets demonstrate the efficacy of our method in achieving improved performance on several white-box and black-box attacks. Our code is available at https://github.com/yogeshbalaji/InvGAN.
Introduction
Generative Adversarial Networks (GANs) is one of the most successful frameworks used for generative modeling. Significant research progress in GANs over the last few years has pushed boundaries in generation capabilities and has made possible the synthesis of photo-realistic images of human faces [1, 2] and objects [3] . A fundamental problem involving GANs is the problem of inversion -given a test image, what is the most likely latent code that generates the test sample? The inversion problem is extremely challenging since the generator network in GANs is highly non-linear and non-injective. Inversion has applications in several machine learning problems e.g. domain adaptation [4, 5] , compressed sensing [6] , adversarial defenses [7] , and anomaly detection [8] .
In this work, we propose a novel approach for addressing the inversion problem in GANs. Our approach is model-based where the mapping from image space to latent space is represented as a parametric function. We solve for the parameters of this function by sampling the latent codes from the noise distribution of the GAN and making sure that (a) the inversions produced from the generated samples are close to the sampled codes (b) the generated images of the inversions semantically match 
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Figure 1: Overview of the proposed InvGAN framework. Left: Given a pre-trained generator G and no data, we solve for I to approximately invert the generator. Right: The application of InvGAN in adversarial defenses, where InvGAN can be used to project an adversarially perturbed sample x onto the generator manifold, and the projected sample x proj can be used to make a robust prediction.
the GAN generations and (c) the distribution of inverted images follows the distribution of the GAN. Our method is a data-free inversion mechanism i.e., given a pre-trained generator network, no access to input dataset is needed. This is particularly important in privacy-preserving learning scenarios in which the data provider does not intend to publicly release the data due to privacy reasons, but instead releases a GAN model trained on this data satisfying several privacy constraints [9] . Our approach can invert such a GAN model.
In addition to comparing the reconstruction performance with previously proposed encoder-GAN models, we demonstrate the effectiveness of our inversion approach for the problem of adversarial defenses. The vulnerability of deep neural networks to small imperceptible perturbations has been demonstrated in several recent papers [10, 11, 12, 13] , and this poses a huge threat in security-critical application domains where these networks are used.
One of the successful defense strategies proposed recently is DefenseGAN [7] , which uses a GAN as a defense mechanism. In DefenseGAN, the inference step is used to project a test sample onto the GAN's manifold to remove possible attacks. The inversion is posed as a non-convex optimization problem which is solved using Gradient Descent. However, this needs careful hyper-parameter tuning per dataset and generator, is extremely slow in practice, and does not scale well for deeper generator models. In this work, we propose an inference procedure to speed up DefenseGAN. More specifically, we use our trained encoder network to initialize the optimization problem. Using this initialization, the inference problem can be solved in very few iterations while preserving the quality of reconstructions. This leads to effortless hyperparameter tuning, a dramatic speed up in runtime, and improved reconstruction results.
Finally, we demonstrate how InvGAN can be used to create adversarial attacks for projection-based defense mechanisms that do not allow gradient computation for crafting white-box attacks. The idea, called "reparameterization" [14] , is to approximate the projection operation using a differentiable function and derive gradient-based attacks using this approximation. We investigate how InvGAN can be used to implement this attack and analyze its performance in this context.
In summary, the main contributions of this work are as follows:
1 A model-based and data-free approach for approximately inverting pre-trained generator networks.
Background
Inverting generative models
While significant research has focused on improving the quality, stability and diversity of GANs [3, 1, 2] , there has been relatively less work on the inversion problem despite its practical significance. The method in [15] poses inversion as a non-convex optimization problem, which is then solved using projected gradient descent with stochastic clipping. A similar optimization with logistic loss has been proposed in [16] . While the above two methods are model-free and work for a pre-trained generator, they are extremely slow and deliver poor reconstructions for harder datasets like CIFAR-10.
Another line of work involves modifying the GAN objective to support generation and inference in a unified framework. They typically involve training an encoder function that maps from the image space to the latent space jointly with the generator function in GANs. Methods presented in [17, 18] trains the encoder network using an adversarial loss on (latent, image) pairs. The method proposed in [19] uses adversarial and reconstruction loss in latent space to train the encoder. While these methods enable fast inference, modifying the GAN objective to support inference affects the quality of generator models. Our approach offers the best of both worlds -fast inference and ability to perform inference on a pre-trained generator, thus preserving the quality of generative models.
Adversarial attacks and defenses
Adversarial attacks are imperceptible changes crafted to the input samples by an adversary to flip a model's predictionŷ = f (x). In this work, we focus on classification problems, hence, f (x) ∈ {1, · · · , c}. The most common form of adversarial attacks are additive perturbations where a norm-bounded perturbation δ is added to the input sample X ∈ R w×h×c asX = X + δ. The strength of the attack correlates inversely with the norm-bound of the perturbation -stronger the attack, lower is the bound [11] . Adversarial attacks can broadly be grouped into two major classeswhite-box and black-box attacks. White-box attacks assume full knowledge of the network structure and parameters of the model to craft an attack. These methods typically find the perturbation by solving an optimization involving the gradients of the loss function with respect to the input ∇ x J(x, y, θ), where J is the classification loss, (x, y) is a data-point, and θ corresponds to the model parameters [11, 12, 20] . Black-box attacks on the other hand assume no access to the model, and construct attacks just by using the model's input-output response.
To protect the classifiers from adversarial attacks, one line of research focuses on removing the perturbation from input samples before feeding them to the classifier. MagNet [21] detects and reforms adversarial images using autoencoders. Defense-GAN [7] uses a generative adversarial network to model the image manifold. Adversarial perturbations are removed by projecting the samples onto the learned manifold. A similar idea has been used in PixelDefend [22] where the input distribution is modeled using a PixelCNN, and adversarial perturbations are removed from the input samples using greedy decoding. These projection-based defense methods take advantage of the operations that leads to obfuscated gradients which results in the inability to derive gradients to craft white-box attacks. In [14] , BPDA and reparameterization attacks are most related to this work. The basic idea of BPDA is to approximate the non-differentiable operations with surrogates (e.g., identity function) during backpropagation. Adversarial attacks can then be crafted on the target classifiers using the gradients derived from the surrogates. Reparameterization uses the change-of-variables trick to circumvent the operations resulting in vanishing gradients.
Method
The generator network in a GAN model G(z) :
w×h×c . The inversion problem is to find the inverse mapping i.e., given a test sample x, we are interested in finding a latentẑ such that G(ẑ) ≈ x. This problem is extremely hard as most generator networks used in practice are non-convex and non-bijective functions. One common approach to this problem [15, 7] involves solving the following optimization problem: min
This optimization is extremely hard due to the non-convexity of the objective function. Solving this requires multiple random initialization of z, carefully tuned learning rate and number of optimization steps for each dataset. Also, this optimization is extremely slow, and scales poorly with increasing complexity of the generator network and the input distribution.
To fix these issues, we propose using an inverter network I θ I (x) : R w×h×c → R d that maps a sample from the image space to the latent space as an initialization for z in (1) . The goal of the inverter network is to approximately invert the generator network. We would like to emphasize that exact inversion is not possible as the generator function is non-bijective.
represent the generated samples corresponding to a pre-trained generator function G, with the noise vectors z (i) ∼ N (0, 1). Let I(·) represent an inverter function that is trained to achieve approximate inversion on the training set, i.e.,
Let L be the Lipschitz constant corresponding to the composite function I • G(·). Then, for > , with probability 1 − o(1),
That is with high probability, the function I(·) approximately inverts the generator G(·).
The above theorem states that under some smoothness conditions on the generator-encoder pair, if the encoder loss is bounded for every training sample, then the encoder approximately inverts the generator with high probability. Please refer to the supplementary material for the proof.
Encoder training
A natural way to train the encoder is to minimize the following loss function:
One issue with this objective arises from the non-surjective nature of the the generator network.
There are many samples in the training set that cannot be represented by the generator network as it is not surjective. Enforcing the mean squared error (MSE) loss for such samples per Eq. (2) is not appropriate and leads to blurry reconstructions. Hence, we propose using the following losses for training the encoder.
Approximate semantic consistency: To also make sure that our reconstructions are semantically consistent we add:
The use of L 2 norm is not a good distance measure between two images, and minimizing the L 2 distance results in blurry reconstructions. Hence, we use hinge loss on L 2 norm in our formulation. The use of hinge loss in combination with adversarial loss (which we define later) searches for sharp reconstructions that are within η L 2 norm ball of reconstruction error, instead of blurry reconstructions obtained by minimizing just the L 2 reconstruction error.
Latent code recovery:
In addition to maintaining semantic consistency between the generated images and the inverted reconstructions, we recover the latent codes by making sure they are close to the sampled z:
Inverted image distribution consistency: We want the images that are generated by the inversion G(I(X)) to have the same distribution as the images that are generated from samples of the domain space of the generator G(z). Therefore, we add a discriminator at training time for which the the real samples are the generations G(z) and the fake samples are the inversions G(I(G(z)):
This adversarial loss is crucial to improving the quality of the reconstructions.
Training
The encoder model is trained using a combination of the three loss terms introduced above. The objective function can be written as
We set λ 2 = 100, λ 1 = λ 3 = 1 so that the semantic consistency gets enforced early on in the training, with the other two losses getting minimized gradually to correct for the distribution mismatch. We train in an iterative adversarial fashion to update the parameters of I and D.
Adversarial defenses
The objective of adversarial defense mechanisms is to make the classifiers robust to any class of adversarial perturbation. In this work, we consider additive perturbations defined in Section 2 -the most common form of adversarial attacks used till date. However, our framework is general and can be extended to other forms of attacks as well. Given an adversarially perturbed image x adv = x + δ, projection-based defense mechanisms project the adversarial sample x adv to the manifold representing the input dataset. In DefenseGAN [7] , the image manifold is first modeled by training a GAN on the input dataset. The perturbed sample x adv is then projected to the generative manifold by solving the optimization (2).
In this work, we replace the inference step in DefenseGAN using our proposed InvGAN framework. Given a test sample x test , the approximate latent code is first obtained by passing through the inverter network I(·), which can then be used as an initialization to the optimization (2):
where T denotes the number of inference iterations, and α is the learning rate. Let f (x) : R w×h×c → R n c denote a classification network trained to predict a sample x into one of the n c classes. The projected sample x proj computed using Eq. (6) is passed to the trained classification network as f (x proj ) to make a prediction for the sample x.
Attack detection:
In addition to robust classification, we provide a framework for detecting adversarially perturbed samples. Let the trained classification network f be decomposed as f (x) = C • Φ(x) where C denotes the last layer of the network, and Φ denotes all layers except the final layer. Φ(x) gives a feature representation of the image x. We define attack detection score A(x) as
By choosing a threshold on the attack detection score, adversarially perturbed samples can be detected. To compute the detection score, we measure the projection distance in feature space and not in image space (i.e., x − x proj ) as mean squared error is not a good measure of distance between two images. An ablation study showing the advantage of using feature-based distance over image based distance is shown in Section 4.
Reparameterization white-box attack
The inability to compute gradients for projection-based defense methods such as DefenseGAN makes it hard to craft white-box attacks. To attack these models, [14] constructs a reparameterization attack where the input samples x are reparameterized as x = h(z) for some differentiable function z such that g(h(z)) = h(z), ∀z. Then, the gradients of the classifier can be computed using f (h(z)) as h(·) is differentiable. Consider h(·) as the generator function, and g(·) as our encoder-generator pair. Through our encoder training, we almost achieve perfect inversion (Section 4) which satisfies g(h(z)) = h(z), ∀z. Hence for a given test sample x, we construct the adversarial attack using the gradient ∇ x f (G(I(x))).
Experiments
Our proposed approach is evaluated on four datasets: MNIST [23] , Fashion-MNIST [24] , CIFAR-10 [25] , and CelebA [26] . We pretrain GANs on all the datasets using the network architectures presented in [27] . We use DCGAN architecture for MNIST and Fasion-MNIST, and GANs with residual blocks for CIFAR-10 and CelebA. The architecture of the inverter I is the mirror image of the generator. The inverter network is trained for 100K iterations using the Adam optimizer with β 1 = 0.5, and β 2 = 0.999. Our implementation is based on Tensorflow [28] and Cleverhans [29] . 2 
Inference
In this experiment, we consider the task of inferring the latent representation z of an input image and reconstructing the input from the inferred z. The closeness of the reconstructed image to the input illustrates the strength of the inversion scheme. The following quantitative metrics are considered for evaluation: (1) classification accuracy on a pre-trained classifier to assess whether the semantic information is retained in the reconstructed images, (2) Inception score (IS) [30] , (3) Fréchet inception distance (FID) [31] of the reconstructed samples, (4) MSE between the input and reconstruction. The proposed InvGAN is compared with ALI [17] and AGE [19] on the CIFAR-10 test set. We also consider the following baselines:
• Direct optimization: z * = arg min z G(z) − x 2 is first solved by running gradient descent for 200 iterations. G(z * ) is then treated as the reconstructed image.
• InvGAN with T = 0: The encoder-decoder scheme similar to ALI and AGE.
• InvGAN with T = 200: The inference used at defense time.
For fair comparisons, in this experiment, we adopt the simple DCGAN architecture without residual blocks in [27] on CIFAR-10. The results are presented in Table 1 and Figure 3 . InvGAN with T = 0 achieves the best IS, FID and accuracy than the competing methods, while direct optimization achieves the best MSE. However, lower MSE does not necessarily produce natural looking images (which is reflected in poorer inception and FID scores) since the MSE loss does not take semantic information into account. Also note that InvGAN only suffers slightly from running several steps of MSE updates. However, these optimization updates offer security against common end-to-end attacks as will be discussed in the following sections. 
Defense against adversarial attacks
In this section, we compare InvGAN (T = 1000) with Defense-GAN [7] , Cowboy [32] , and PixelDefend [22] in defending against white-box attacks. In [7, 22] , end-to-end attacks are either not considered or not successful due to the difficulty involved in gradient computation. Following these works, we consider crafting FGSM [11] and CW [12] attacks on the classifier and feeding the adversarial images to our pipeline. In addition, we also experiment on end-to-end attacks using reparameterization and BPDA [14] .
Robust classification: We use MNIST, Fashion-MNIST, CIFAR-10, and CelebA for evaluation.
For the FGSM attack, we select = 0.3 on MNIST and Fashion-MNIST, and = 8/255 on CIFAR-10 and CelebA. For the CW attack, we set the binary search step to 6, learning rate to 0.2, and number of iterations to 100. Table 2 shows the classification accuracy. We observe that InvGAN achieves improved performance compared to DefenseGAN, and offers defense against the BPDA attack. In Figure 2 , we visualize attack removal for DefenseGAN and InvGAN under BPDA attack. For each method, the first row represents reconstruction on clean images, the second row shows the attacked images, and the third row shows the reconstructed attacked images. We observe that DefenseGAN partially reconstructs the attacked images, while InvGAN successfully removes the perturbation produced by BPDA. Attack detection: In Table 3 , we compare the area under ROC curve (AUC) scores for attack detection between DefenseGAN and InvGAN on different adversarial attacks. Comparing Table 2 and Table 3 , we observe that for large perturbation settings (e.g. FGSM with = 0.3) where the classification accuracy of InvGAN is low, attacks can be detected easily. On the other hand, for minute perturbations (e.g. FGSM with = 8/255 and CW), InvGAN successfully removes perturbation and achieves high accuracy, but the attack becomes more challenging to detect. This suggests that our attack detection and robust classification scheme offers orthogonal benefits -when one fails, the other succeeds. [33] in Table 4 . We use the same procedure descried in [33] and [7] .
Run time comparison
Measuring the run time of defense mechanisms is challenging as it depends on the implementation. We propose using the effective number of inference iterations as a measure of run time, defined as the product of number of random restarts and the number of iterations per run. For InvGAN, the number of random restarts is always 1 as we initialize it from the encoder. We report the classification accuracy of DefenseGAN and InvGAN on Fashion-MNIST for clean images by varying the effective number of iterations. The result is presented in Figure 4 . InvGAN has a significantly shorter run time and offers reconstructions with improved semantic consistency.
Ablation study
In this section, we study the effect of disabling the adversarial loss. More specifically, we train the encoder model by setting η = 0, λ 1 = 0, λ 2 = 1, and λ 3 = 0 . As can be seen from Table 5 , although this network achieves a lower MSE, the images are perceptually less realistic, and is reflected in lower classification accuracy. 
Conclusion
In this work, we introduce InvGAN -a novel data-free and model-based inversion framework for solving the inference problem in GANs. Our approach involves training an encoder function capable of inverting the generator network back to the latent space. The encoder function is trained using a novel loss function that achieves superior inversion results compared to the contemporary methods performing inference. The usefulness of our inversion scheme is demonstrated in the problem of adversarial defenses, where our inversion scheme has been shown to achieve dramatic improvements in defense performance, run time and attack detection over DefenseGAN -a projection-based defense mechanism using GANs.
A Proof of Theorem 1
Proof. The input samples {G(
correspond to the training data for the inverter network. For any latent z ∼ N (0, 1),
The above inequality follows from the concentration bound for χ 2 distribution [34] since 
Eq. (8) says that there exists at least one z (i) concentrated close to z. Now, consider I(G(z)) − z . This can be expanded as
This follows from Triangle inequality and the assumption on training loss. Using (8) and (9) for bounding I(G(z)) − z , we obtain
That is with probability 1 − o(1), I(G(z)) − z ≤ . Please note that we assumed that > . This concludes the proof.
Remark: In the above equation, P ( I(G(z)) − z ≤ ) is taken with respect to ({z (i) }, z). We define the event E n = {ω : I z n (ω) (G(z(ω))) − z(ω) > }.
Based on the bound, we have P (E n ) < exp(−nC), and thus ∞ n=1 P (E n ) < ∞. Applying the Borel-Cantelli lemma, we conclude that with probability 1, the event E n happens for only finitely many n.
B Additional qualitative results
B.1 Image reconstruction
We visualize the reconstruction results for DefenseGAN and InvGAN on CIFAR-10 and CelebA in Figures 5 and 6 . We can observe that with the initialization provided by the inverter, the reconstructed images are semantically more consistent compared to the direct optimization approach adopted by DefenseGAN. 
B.2 Attack removal
We show sample results for InvGAN attack removal in Figure 7 . InvGAN effectively removes perturbations added by the attacks.
Remark:
We observe that when the attack is mounted solely on the classifier (i.e. FGSM/CW on the classifier), the crafted perturbations are mainly focused on the non-stroke regions. That is, an attacker can easily manipulate the classification results of an unsecured classifier without modifying the semantic nature (i.e. the digit) of an image. In contrast, to mount attack on the end-to-end framework (i.e. BPDA on InvGAN + classifier), the perturbations have to be crafted to 'erase' strokes.
B.3 BPDA attack
We visualize the qualitative results of CW attack and BPDA attack on InvGAN model on CIFAR-10 dataset. We observe that while the perturbations produced by the CW attacks are imperceptible, BPDA attacks are very strong. In other words, it's hard to attack InvGAN with low perturbations. This is the reason why we did not include results on BPDA attack on CIFAR-10 and CelebA in Table  2 of the main paper. 
