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Bleuler, 2004；Shukla 和Deb, 2007；Ishibuchi, Tsukamoto和 Nojima, 2008)，而微
粒群最佳化(particle swarm optimization, PSO)便屬於仿生型的智慧型演算法，此
法下一次可求取多個非凌越解，提供多種決策的選擇，在不同應用領域已被證實
是一個表現不錯的演算法(Banks, Vincent 和Anyakoha, 2007)。而在演算法比較部
分，Zitzler和Thiele(1999)曾針對幾個多目標演算法：Strength Pareto Evolutionary
Algorithm(SPEA)、Vector Evaluated Genetic Algorithm(VEGA)、Aggregation by
Variable Objective Weighting(AVOW)、Niched Pareto Genetic Algorithm(NPGA)及




















Minimize  TK21 fff )(),...,(),()( xxxxf 

 (1)
subject to x (2)
 M21m0gm ,...,,,)(|  xx  (3)
其中  TD21 xxx ,...,,x 為 D維度的決策向量，每一個 ),...,2,1( Ddx d  可以
是實數或整數值， )(xif ),...,2,1( Ki 及 )(x

mg ),...,2,1( Mm 是線性或非線性函
數。多目標最佳化問題是在求解滿足M 個限制式的條件下極小化的目標向量
22 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
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(Boeringerh和Werner, 2004；Kennedy, Eberhart和 Shi, 2001)。Sierra和Coello(2004)
為了避免區域最佳化與增加微粒群最佳化演算法的探索能力，將突變機制加入微
粒群演算法中，並與 SPEA2(Strength Pareto Evolutionary Algorithm, SPEA2)、















群最佳化演算法中，每隻鳥即為演算法中的一個粒子 ndx ，其中 n代表第 n個粒
子，d 則代表粒子所搜尋的空間的維度( Dd ,...,2,1 )，在求解空間中，進行食物








和 Eberhart (1998b)的慣性權重法(inertia weight method)，而微粒群演算法的流程
說明如下：
1. 初始化：以隨機的方式初始族群中每一個粒子在 d 維空間裡的位置與速度。
2. 計算適應函數：針對所設定的目標函數，評估每一個粒子的目標函數值，此
函數值亦稱為適應函數值。
3. 尋找個體最佳解( Pbest )：各粒子適應函數值與粒子本身的個體最佳解(Pbest )
記憶比較，更新個體最佳解。
4. 尋找全域最佳解(Gbest )：個體最佳解與全域最佳解(Gbest )作比較，如個體
最佳值優於全域最佳解，則修正全域最佳解。
5. 更新微粒的速度和位置：利用下列公式改變粒子的速度與位置，即






nd vxx  (5)
其中 ndx ：第 n個粒子在 d維度的位置。
old
ndx ：第 n個粒子在 d維度原本的位置。
new
ndx ：第 n個粒子在 d維度新的位置。
old
ndv ：第 n個粒子在 d維度原本的速度。
new
ndv ：粒子 n在 d維度新的速度。
w：慣性權重，介於 0.8~1.2之間的值。
1c 、 2c ：學習因子，介於 1~4之間的值。
ndP ：粒子 n在 d維度本身的個體最佳解。
dg ：第 d個維度的全域最佳解。
1r 、 2r ：隨機亂數，介於 0~1之間的值。
6. 若滿足終止條件，則停止，否則回到步驟 2，繼續執行此演算法，終止條件
通常可設為達到最大迭代的次數。
max max max max
new new new new
nd nd nd ndv v v v v v v v   若 則 若 則， ； ， ，其中 vmax為
最大速度，目的為控制粒子的速度在設定的範圍之內，當粒子速度過大時，將可
以導正回適當速度向量，而粒子往負向速度過大時，則會限定最大負向速度。在
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加快其收斂速度。此外為了增加解的多樣性與減少電腦運算時間，亦使用加群集
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Agrell(1995)以互動式多準則決策的方式 (Interactive Decision Exploration










2. 該品項在前置時間內之需求( LD )為常態分配，其平均數為 L，變異數為 2L。









的情況，缺貨的數量為 )( sx 。
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Okabe, Jin和 Sendhoff(2003)及 Deb(2004)等文章，本研究所採用的績效衡量指標
包含未被參考集凌越的比率(ratio of non-dominated point by the reference set,
RC2 )、覆蓋率(set coverage metric)、非凌越解間距 (spacing)與最大散佈距離
(maximum spread)，以下我們將介紹這四種績效衡量指標。
(一) 未被參考集凌越的比率 RC2 ：
在比較兩個演算法之績效時，由於傳統存貨控制之求解方法已行之有年，因
此我們將傳統的存貨控制求解方法所求得的非凌越解當作比較對象，一般稱為參









(二) 覆蓋率 ),( VUC ：

















level；SL)的計算方式列於(13)式(Silver et al., 1998)。
)(1 LLL kDPSL   (13)

























||min ，其中 ikf 代表
在 A
~
中第 i個元素的第 k的目標，且 A
~
為柏拉圖最佳化集合中的某一個集合，因









































































1 3412 170.321 53.354 80 27.5 0.26
2 490 24.683 5.027 80 241 0.30
3 4736 231.652 57.911 135 29.41 0.30
4 200 14.853 2.969 80 233 0.26
5 215 12.524 2.781 80 435 0.30
6 22774 1138.706 245.333 135 12.6 0.26




與 50，發現在迭代 100 次時，決策變數的變異係數 ( QCV =4.940~5.717，
kCV =3.481~4.278) 小 於 迭 代 次 數 50 次 的 （ QCV =7.407~8.797 ，
kCV =4.376~5.877)；粒子數則各分別設定為 40 與 60，粒子數為 40 時其決策變




最大非凌越解組數設為 30組。表 3為以 HMOPSO求解藥品代號 1的非凌越解與
目標函數值，30 組非凌越解中，訂購批量由 266.15 分佈至 2849.49 不等，而安
全因子則是分佈在 0.04至 2.99 中，存貨攸關成本與年度缺貨次數與數量同時受
到訂購批量與安全因子的影響。
表 3 以 HMOPSO求解之非凌越解及目標函數值
非凌越解代號 Q k C N B
1 2652.14 2.96 10714 0.0020 0.09
2 341.98 0.47 2200 3.1850 124.57
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非凌越解代號 Q k C N B
3 452.11 2.09 3017 0.1380 4.11
4 1932.35 2.96 8179 0.0020 0.12
5 344.74 1.64 2650 0.5010 15.19
6 1237.63 2.92 5759 0.0040 0.20
7 341.04 0.95 2382 1.7130 58.98
8 1010.58 2.99 5024 0.0040 0.21
9 331.82 1.09 2425 1.4190 47.36
10 298.72 1.35 2497 1.0130 32.12
11 342.26 0.65 2269 2.5710 95.51
12 319.14 0.26 2095 4.2490 177.57
13 339.16 0.12 2063 4.5500 199.42
14 342.26 0.59 2246 2.7680 104.55
15 336.85 0.04 2030 4.9030 221.13
16 320.98 0.57 2215 3.0230 114.83
17 2849.49 2.97 11416 0.0020 0.08
18 3020.1 3 12032 0.0010 0.07
19 339.42 0.43 2182 3.3540 132.77
20 587.4 2.92 3679 0.0090 0.42
21 827.21 2.9 4394 0.0070 0.32
22 336.18 0.37 2155 3.6100 145.61
23 266.15 1.59 2584 0.7180 21.93
32 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
非凌越解代號 Q k C N B
24 289.22 0.41 2134 4.0220 160.21
25 341.69 0.14 2074 4.4370 193.13
26 336.31 0.78 2311 2.2100 79.31
27 289.61 1.26 2459 1.2250 39.51
28 1654.16 3 7223 0.0030 0.12
29 1472.4 2.95 6575 0.0030 0.16













能，由於 SPEA與 HMOPSO 都屬於仿生型的最佳化演算法，且 SPEA法亦有不
錯的搜尋能力(Sierra 和 Coello, 2004)，因此本研究將利用 SPEA 來求解，並與
HMOPSO比較。SPEA必須設定交配率與突變率，本研究將交配率設定為 0.7、
0.8及 0.9，突變率則設定為 0.05、0.1及 0.2，配對出 9 組參數組合，以求解多目
標的存貨問題，將 9 組交配率及突變率求解的結果與混合式微粒群演算法比較，
發現突變率設定為 0.9，交配率設定為 0.2 時其非凌越解的覆蓋率表現較佳，因
此本研究將 SPEA的交配率與突變率分別設定為 0.9 與 0.2，最大非凌越解組數設
定為 30組，以便與其他方法比較。表 4 為 SPEA求解藥品代號 1 的非凌越解與
目標函數值，在 30組非凌越解中，其訂購批量由 161.38分佈至 3095.46不等，
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表 4 以 SPEA求解之非凌越解及目標函數值
非凌越解代號 Q k C N B
1 223.09 2.22 2868 0.2001 6.07
2 261.99 2.75 3028 0.0366 1.43
3 163.78 2.91 3362 0.0345 1.55
4 163.06 2.93 3375 0.0324 1.49
5 163.68 2.95 3378 0.0301 1.41
6 163.79 2.96 3381 0.0290 1.38
7 163.71 2.97 3386 0.0281 1.35
8 163.79 2.99 3393 0.0262 1.28
9 163.78 2.99 3393 0.0262 1.28
10 670.12 2.68 3825 0.0178 0.66
11 161.38 1.53 2852 1.3351 41.1
12 755.35 2.78 4122 0.0115 0.46
13 162.82 1.46 2815 1.5151 47.15
14 550.03 0.72 2737 1.4630 53.33
15 787.87 2.88 4262 0.0079 0.35
16 163.05 1.45 2810 1.5420 48.06
17 163.14 1.44 2806 1.5705 49.03
18 365.46 0.82 2366 1.9253 68.41
19 370.66 0.58 2283 2.5867 97.98
20 1337.59 2.75 6035 0.0072 0.28
34 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
非凌越解代號 Q k C N B
21 1753.13 2.89 7526 0.0035 0.15
22 1968.97 2.86 8269 0.0034 0.15
23 2256.39 2.96 9317 0.0021 0.1
24 3095.46 2.91 12265 0.0018 0.08
25 163.36 0.07 2282 9.8604 439.94
26 162.9 0.05 2277 10.0551 451.86
27 163.78 0.03 2264 10.1671 460.22
28 163.78 0.02 2260 10.2502 465.68
29 163.36 0.01 2259 10.3599 472.38
















 LLL kDP  =1- 1P (17)
在此的服務水準( 1P )代表在前置時間不缺貨的機率，前置時間內不缺貨的機
率愈高，其服務水準就愈高。





標準，在 Bookhinder 和Chen(1992)的文獻中，服務水準政策在 60%～99%間變動，
但為了方便後續比較，本研究將服務水準的範圍設定在 51%~99%間，在 51%~89%
的範圍中以 2%作為服務水準政策之跳動單位；在 90%~99%的範圍中以 1%作為





安全存量(SS)利用 LL k 便可估算。
表 5 循序法下之決策變數及目標函數值
非凌越解代號 P1 Q k C N B
1 51% 276.32 0.03 1985 6.0505 254.65
2 53% 276.32 0.08 2004 5.8036 238.78
3 55% 276.32 0.13 2024 5.5566 223.51
4 57% 276.32 0.18 2043 5.3097 208.81
5 59% 276.32 0.23 2062 5.0627 194.65
6 61% 276.32 0.28 2082 4.8157 181.01
7 63% 276.32 0.33 2102 4.5688 167.86
8 65% 276.32 0.39 2123 4.3218 155.18
9 67% 276.32 0.44 2144 4.0748 142.95
10 69% 276.32 0.50 2165 3.8279 131.16
11 71% 276.32 0.55 2187 3.5809 119.79
12 73% 276.32 0.61 2209 3.3340 108.83
13 75% 276.32 0.67 2233 3.0870 98.27
14 77% 276.32 0.74 2258 2.8400 88.09
36 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
非凌越解代號 P1 Q k C N B
15 79% 276.32 0.81 2283 2.5931 78.30
16 81% 276.32 0.88 2311 2.3461 68.89
17 83% 276.32 0.95 2340 2.0992 59.85
18 85% 276.32 1.04 2371 1.8522 51.19
19 87% 276.32 1.13 2405 1.6052 42.90
20 89% 276.32 1.23 2444 1.3583 34.99
21 90% 276.32 1.28 2465 1.2348 31.19
22 91% 276.32 1.34 2487 1.1113 27.49
23 92% 276.32 1.41 2512 0.9878 23.89
24 93% 276.32 1.48 2539 0.8644 20.40
25 94% 276.32 1.55 2569 0.7409 17.02
26 95% 276.32 1.64 2603 0.6174 13.76
27 96% 276.32 1.75 2644 0.4939 10.64
28 97% 276.32 1.88 2693 0.3704 7.65
29 98% 276.32 2.05 2759 0.2470 4.84




































  LL kS









安全因子分別為 326.07 與 0.53；當缺貨成本估計為 185 元時，訂購批量與安全
因子在第 7 次便可收斂，收斂之訂購批量與安全因子分別為 309.20 與 1.23；而






變數 1 2 3 4 5 6 7 8 9 10
Q 276.319 313.303 322.336 324.934 325.722 325.965 326.040 326.063 326.070 326.072
105
k 0.780 0.598 0.548 0.534 0.529 0.528 0.527 0.527 0.527 0.527
Q 276.319 304.720 308.578 309.116 309.192 309.202 309.204 309.204 309.204 309.204
185
k 1.320 1.243 1.233 1.232 1.232 1.232 1.232 1.232 1.232 1.232
Q 276.319 295.923 297.476 297.600 297.609 297.610 297.610 297.610 297.610 297.610
1055
k 2.286 2.255 2.253 2.253 2.253 2.253 2.253 2.253 2.253 2.253
38 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士



















非凌越解組數 B1 Q k C N B
1 100 331.29 0.39 2155 3.6047 129.43
2 105 326.07 0.53 2204 3.1295 105.84
3 110 322.94 0.62 2238 2.8116 91.33
4 115 320.68 0.70 2266 2.5671 80.81
5 125 317.47 0.82 2309 2.2010 65.99
6 135 315.21 0.92 2344 1.9325 55.81
7 145 313.49 1.00 2373 1.7241 48.29
8 165 310.98 1.13 2421 1.4183 37.86
9 185 309.20 1.23 2458 1.2034 30.95
10 205 307.85 1.32 2489 1.0435 26.04
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非凌越解組數 B1 Q k C N B
11 255 305.51 1.48 2549 0.7794 18.38
12 305 303.97 1.60 2594 0.6187 14.01
13 355 302.85 1.69 2629 0.5109 11.22
14 455 301.30 1.84 2683 0.3763 7.89
15 555 300.25 1.94 2723 0.2960 6.00
16 655 299.47 2.03 2755 0.2429 4.80
17 855 298.37 2.16 2804 0.1776 3.37
18 1,055 297.61 2.25 2841 0.1391 2.57
19 1,255 297.04 2.33 2869 0.1139 2.06
20 1,655 296.22 2.45 2914 0.0831 1.45
21 2,055 295.65 2.53 2947 0.0650 1.11
22 2,455 295.21 2.60 2973 0.0533 0.89
23 2,955 294.79 2.67 3000 0.0433 0.71
24 3,455 294.45 2.73 3022 0.0364 0.59
25 3,955 294.18 2.78 3041 0.0313 0.50
26 4,555 293.90 2.83 3060 0.0268 0.42
27 5,055 293.71 2.87 3074 0.0239 0.37
28 5,555 293.54 2.90 3087 0.0215 0.33
29 6,055 293.38 2.93 3098 0.0196 0.30










將 HMOPSO 與 SPEA 所求解的非凌越解透過安全因子(k)計算服務水準
(SL)，以攸關成本與服務水準比較二種進化式演算法的求解結果，其服務水準與
成本的散佈圖形呈現於圖 3。

















































第 1 次 0.9333 第 16次 0.9333 第 1次 0.0333 第 16次 0.0000
第 2 次 0.8333 第 17次 0.8667 第 2次 0.0667 第 17次 0.0000
第 3 次 0.9000 第 18次 0.9333 第 3次 0.0333 第 18次 0.0000
第 4 次 0.9000 第 19次 0.8667 第 4次 0.0667 第 19次 0.0333
第 5 次 0.8667 第 20次 1.0000 第 5次 0.0000 第 20次 0.0000
第 6 次 0.9667 第 21次 0.8667 第 6次 0.0000 第 21次 0.0333
第 7 次 0.9000 第 22次 0.9667 第 7次 0.0667 第 22次 0.0000
第 8 次 0.8667 第 23次 0.8667 第 8次 0.0333 第 23次 0.0000
第 9 次 0.8000 第 24次 0.9667 第 9次 0.0000 第 24次 0.0000
第 10次 0.9000 第 25次 0.8333 第 10次 0.0333 第 25次 0.1000
第 11次 0.9000 第 26次 0.8667 第 11次 0.0667 第 26次 0.0000
第 12次 0.8333 第 27次 0.9333 第 12次 0.0333 第 27次 0.0667
第 13次 0.9000 第 28次 0.8667 第 13次 0.0000 第 28次 0.0000
第 14次 0.9000 第 29次 0.8667 第 14次 0.0667 第 29次 0.0000
第 15次 0.9333 第 30次 0.8667 第 15次 0.0333 第 30次 0.0000








































第 1次 0.0067 第 16次 0.0300 第 1次 0.0303第 16次 0.0448
第 2次 0.0256 第 17次 0.0273 第 2次 0.0385第 17次 0.0238
第 3次 0.0368 第 18次 0.0302 第 3次 0.0417第 18次 0.0275
第 4次 0.0261 第 19次 0.0271 第 4次 0.0292第 19次 0.0311
第 5次 0.0282 第 20次 0.0291 第 5次 0.0309第 20次 0.0302
第 6次 0.0269 第 21次 0.0347 第 6次 0.0515第 21次 0.0552
第 7次 0.0371 第 22次 0.0253 第 7次 0.0245第 22次 0.0256
第 8次 0.0320 第 23次 0.0270 第 8次 0.0300第 23次 0.0252
第 9次 0.0291 第 24次 0.0254 第 9次 0.0308第 24次 0.0282
第 10次 0.0331 第 25次 0.0358 第 10次 0.0316第 25次 0.0367
第 11次 0.0303 第 26次 0.0274 第 11次 0.0487第 26次 0.0175
第 12次 0.0329 第 27次 0.0319 第 12次 0.0310第 27次 0.0442
第 13次 0.0274 第 28次 0.0259 第 13次 0.0317第 28次 0.0296
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第 14次 0.0269 第 29次 0.0248 第 14次 0.0446第 29次 0.0432
第 15次 0.0284 第 30次 0.0272 第 15次 0.0329第 30次 0.0531
平均數 0.0286 *** 0.0348
標準差 0.0054 0.0096
附註：***表 p<0.01，**表 p<0.05，*表 p<0.1
為檢驗其平均數差異是否顯著，因此我們分別做了 HMOPSO與 SPEA間距
的 T檢定， t值為-56.489，自由度為 58，p等於 0.000，小於 0.01，因此，HMOPSO
非凌越解的間距顯著小於 SPEA。
(三)最大散佈距離：
表 10為 HMOPSO與 SPEA試行 30次之最大散佈距離，其中 HMOPSO平
均的最大散佈距離為 0.7353，HMOPSO平均為 0.6181，同樣為檢定平均數是否
有顯著差異，我們分別做了 HMOPSO與 SPEA最大散佈距離的 T 檢定，t值為
5.77，自由度為 58，p值等於 0.000，小於 0.01，因此，HMOPSO非凌越解的最
大散佈距離顯著大於 SPEA。

















第 1次 0.7423 第 16次 0.7051 第 1 次 0.6228 第 16次 0.6539
第 2次 0.7659 第 17次 0.7442 第 2 次 0.6098 第 17次 0.5500
第 3次 0.7357 第 18次 0.7465 第 3 次 0.6398 第 18次 0.6665
第 4次 0.7572 第 19次 0.7521 第 4 次 0.5861 第 19次 0.6992
第 5次 0.7244 第 20次 0.7028 第 5 次 0.6782 第 20次 0.5725
第 6次 0.7212 第 21次 0.7271 第 6 次 0.6379 第 21次 0.6689
第 7次 0.7646 第 22次 0.7233 第 7 次 0.7465 第 22次 0.5760
第 8次 0.7416 第 23次 0.7564 第 8 次 0.5503 第 23次 0.6545
第 9次 0.7040 第 24次 0.6998 第 9 次 0.6104 第 24次 0.7094
第 10次 0.7241 第 25次 0.7502 第 10次 0.6002 第 25次 0.7092
第 11次 0.7241 第 26次 0.7351 第 11次 0.5898 第 26次 0.5884
第 12次 0.7261 第 27次 0.7134 第 12次 0.6224 第 27次 0.5270
44 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
第 13次 0.7673 第 28次 0.7677 第 13次 0.5789 第 28次 0.5611
第 14次 0.7586 第 29次 0.6785 第 14次 0.5988 第 29次 0.5638
第 15次 0.7776 第 30次 0.7235 第 15次 0.5431 第 30次 0.6285
平均數 0.7353*** 0.6181
標準差 0.0241 0.0557

















凌 越 解 未 被 循 序 法 及 同 步 法 凌 越 的 比 率 RC2 (HMOPSO,Seq) 與
RC2 (HMOPSO,Sim)。















第 1次 0.9333 第 11次 1.0000 第 21次 0.9667
第 2次 0.9333 第 12次 0.9667 第 22次 1.0000
第 3次 0.9667 第 13次 0.8667 第 23次 0.9667
第 4次 0.9667 第 14次 1.0000 第 24次 0.9667
第 5次 1.0000 第 15次 0.9333 第 25次 0.9667
第 6次 0.9333 第 16次 0.9000 第 26次 0.9000
第 7次 0.9000 第 17次 0.9667 第 27次 0.9667
第 8次 0.9667 第 18次 0.9000 第 28次 0.9667
第 9次 0.9333 第 19次 0.9667 第 29次 0.9333
第 10次 1.0000 第 20次 0.9333 第 30次 0.9000
平均數 0.9500
標準差 0.0358




46 ),( Qs 存貨控制缺貨後補模式之多目標最佳化分析/許晉雄、鄒慶士
表 12 HMOPSO與同步法之 RC2
試行次數 2 RC (HMOPSO,Sim) 試行次數 2RC (HMOPSO,Sim)試行次數 2 RC (HMOPSO,Sim)
第 1次 0.8000 第 11次 0.9333 第 21次 0.9333
第 2次 0.9667 第 12次 0.8667 第 22次 0.9000
第 3次 0.8667 第 13次 0.8667 第 23次 0.9000
第 4次 0.9000 第 14次 0.8667 第 24次 0.8667
第 5次 0.9667 第 15次 0.8000 第 25次 0.9000
第 6次 0.8667 第 16次 0.9000 第 26次 0.8333
第 7次 0.9333 第 17次 0.8000 第 27次 0.9333
第 8次 0.9333 第 18次 0.7667 第 28次 0.9000
第 9次 0.9333 第 19次 0.8333 第 29次 0.9333








了 HMOPSO與循序法間距的 T檢定，以及 HMOPSO與同步法間距的 T檢定，
HMOPSO與循序法之 t值為 4.017，自由度為 29，p 值等於 0.000，小於 0.01，
因此，循序法的間距顯著小於 HMOPSO的間距；而 HMOPSO與同步法的 t值為
0.232，自由度為 29，p 值等於 0.818，大於 0.05，所以雖然同步法的間距小於
HMOPSO，但是未達顯著水準。
(三)最大散佈距離：




做了 HMOPSO與循序法最大散佈距離的 T檢定，以及 HMOPSO與同步法最大
散佈距離的 T檢定，前者之 t值為 9.285，自由度為 29，p值等於 0.000，小於 0.01。
因此，HMOPSO的最大散佈距離顯著大於循序法；後者的 t值為 0.177，自由度
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也可以看出 HMOPSO 能找到傳統方式所找不到的非凌越解。由於 HMOPSO加
入群集機制，經過多次迭代，演算法會將距離相近的非凌越解合併為同一群族，
只保留位於群集中間的解，也因為 HMOPSO找到的解散佈較為寬廣，因此當非
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Abstract
Inventory management is an important work to the enterprise. Traditional
inventory models only involve single objective which relates to several cost concepts
and/or service requirements. Even in its multi-objective formulation, most models
have been solved by aggregation methods. Such solutions obtained are unsatisfactory
because decision makers try to act through a surrogate variable with incomplete
information. So inventory management could be regard as a multi-objective
optimization (MOP) problem. This work analyzes Agrell’s inventory control problem
and applies hybrid Multi-Objective Particle Swarm Optimization (HMOPSO), which
incorporates a local search and clustering method, to an inventory planning problem.
The way of multi-objective analysis can determine lot size and safety factor
simultaneously under the objectives of minimizing the expected total relevant cost and
some measurements about stockout. HMOPSO algorithm is compared with the
traditional inventory control approach (such as the simultaneous and sequential
approach) and Strength Pareto Evolutionary Algorithm (SPEA). The comparative
results show that the HMOPSO surpasses the SPEA on the three performance indexes,
and is competitive with than traditional approaches. However, HMOPSO can find lots
of non-dominated solution in a single run and traditional approaches just search for
one in a single run.
Keywords: Inventory Management, Multi-Objective Optimization, Particle Swarm
Optimization, Backorder Model
