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Abstract—We consider the problem of Simultaneous Wire-
less Information and Power Transfer (SWIPT) over a fading
multiple access channel with additive Gaussian noise. The
transmitters as well as the receiver harvest energy from ambient
sources. We assume that the transmitters have two classes of
data to send, viz. delay sensitive and delay tolerant data. Each
transmitter sends the delay sensitive data at a certain minimum
rate irrespective of the channel conditions (fading states). In ad-
dition, if the channel conditions are good, the delay tolerant data
is sent. Along with data, the transmitters also transfer power
to aid the receiver in meeting its energy requirements. In this
setting, we characterize the minimum-rate capacity region which
provides the fundamental limit of transferring information and
power simultaneously with minimum rate guarantees. Owing to
the limitations of current technology, these limits might not be
achievable in practice. Among the practical receiver structures
proposed for SWIPT in literature, two popular architectures
are the time switching and power splitting receivers. For each
of these architectures, we derive the minimum-rate capacity
regions. We show that power splitting receivers although more
complex, provide a larger capacity region.
I. INTRODUCTION
The abstract idea of transmitting power over a noisy
communication link using an information carrying symbol [1]
finds appealing applications in the context of energy deprived
low power sensor networks, Internet of Things (IoT) and
potentially in many next generation communication systems.
Of particular interest, is the idea of Simultaneous Wireless
Information and Power Transfer (SWIPT). The topic has
received considerable research attention in recent years ([2]).
The fundamental trade-off in jointly transferring informa-
tion and energy over a discrete memoryless channel was first
studied in [1]. This work characterized the inherent trade-off
in terms of a capacity-energy function. The idea was further
pursued in [3] and the authors obtained an optimal trade-off
between the achievable rate versus transferred power over
a point-to-point frequency selective channel. One important
concern in designing simultaneous information and power
harnessing systems is the receiver architecture. Two practical
receiver models for SWIPT are the time-switching receiver
and the power-splitting receiver ([4]). A dynamic power
splitting approach is pursued in [5].
In the case of multi-user channels, [6] provides the
capacity-energy region of a discrete memoryless multiple
access channel (MAC) and the capacity-energy function
of a discrete memoryless multi-hop channel. Recent work
[7] considers a Gaussian MAC (GMAC) with and without
feedback, derives the capacity-energy region and proves that
feedback can strictly increase the capacity-energy region
of the channel. In their model in [7], the authors allow
cooperation among transmitters. In [8], a model wherein a
base station powers mobile devices in the downlink and the
devices transfer data in the uplink is considered. Achievable
rate regions are obtained for this case.
In this work, we address the problem of characterizing
fundamental trade-off in jointly transferring information and
power over a fading GMAC, simultaneously ensuring a
certain quality of service (QoS) requirement. The QoS param-
eter we are interested in, is one of minimum instantaneous
rate. To the best our knowledge, this is the first work
characterizing the fundamental limits of communication of
an SWIPT GMAC system with minimum rate guarantees.
Also in this work, unlike [6], [7] transmitters harvest energy
from their ambient sources and the receiver also has an
ambient energy harvesting source (e.g. sun or wind). We
model energy consumption at the receiver explicitly by a
discrete time stochastic process taking non-negative values.
The realizations of this process are assumed to be not known
to the transmitters. All the fundamental rate regions that we
derive in this work are achievable under this assumption.
Owing to the limitations in technology, capacity-energy
function [1] provides upper bound for rates achievable in
current SWIPT systems. An ideal receiver is one which
harvests energy from a data stream without distorting its
information content and hence can achieve this upper bound.
First, we derive the minimum-rate capacity region of a fading
GMAC with energy harvesting transmitters and an ideal
receiver. Next, we characterize the minimum-rate capacity
region when the receivers are time-switching and power-
splitting, respectively.
Following is the organization of the paper. In Section
II, we present the system model and introduce notation. In
Section III, we derive the minimum-rate capacity region for
the model with the ideal receiver. In Section IV, we obtain the
minimum-rate erasure capacity region for the time-switching
receiver model. In Section V, we obtain the minimum-rate
capacity region for the power-splitting receiver model. In
Section VI, we provide numerical results. We conclude the
paper in Section VII.
II. SYSTEM MODEL
Our system model is motivated by a multihop sensor
network where all the sensor nodes are harvesting energy
from the environment. Our model of a MAC is a basic
building block in such a network. The receiver node is also
a sensor node which collects information from the uplink
nodes to transmit further to a downlink fusion node or another
sensor node for further transmission. Since the receiver node
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Fig. 1. GMAC system model
may have to transmit its own data as well as of the uplink
nodes, it needs more energy and hence may receive some
energy from the uplink nodes along with data.
A. Transmitter and Channel Model
We consider L energy harvesting transmitters transferring
information and power simultaneously to a spatially separated
receiver (Figure 1). The transmitters and the receiver are
equipped with a battery (energy buffer or simply, buffer) of
infinite storage capacity. We consider a slotted system. In slot
k, transmitter i harvests Y sk (i) ∈ Ys ⊆ R+ amount of energy
wherein s stands for sender and R+ denotes the positive real
axis. For each i ∈ {1, 2, . . . L} ≡ [1 : L], {Y sk (i), k ≥ 1} is
a stationary, ergodic process independent of each other. At
transmitter i, E[Y s(i)] denotes the mean energy harvested
per slot.
Transmitter i selects a message Mi, uniformly randomly
from its message set Mi with cardinality |Mi|. This mes-
sage is communicated to the receiver using an n length
codeword, denoted as X ′n(i). Let Xk(i) ∈ X denote the
channel input symbol (possibly different from X ′k(i) due
to energy harvesting constraints) of transmitter i in slot k.
Accordingly, {Xk(Mi), k ≥ 1} denotes the channel input
process corresponding to the message Mi.
The messages are communicated across a memoryless
Gaussian Multiple Access Channel (GMAC) subjected to
a flat fading process. Let Hk(i) denote the channel gain
in the kth slot, of the channel between the transmitter i
and the receiver. For each i, let {Hk(i), k ≥ 1} be a
stationary, ergodic process with joint stationary distribution
FH(.). We assume that the instantaneous realizations of
Hk(i) ∈ H ⊆ R+, referred as Channel State Information
(CSI), are known at the transmitters and the receiver. The
fading process is assumed to be independent across the users.
In slot k, the channel output is Wk =
L∑
i=1
√
Hk(i)Xk(i)+Nk,
where {Nk, k ≥ 1} is an i.i.d Gaussian process with mean
0, variance σ2 and the probability density function of Nk is
denoted by N (0, σ2).
In slot k, transmitter i adopts an energy management policy
T sk (i) :Mi×Yks ×HL → T s(i) ⊆ R+ which is a stochastic
mapping where the Cartesian products Yks , Ys × . . . ×
Ys (k times), HL , H × . . . × H (L times). Policy T sk (i)
determines the amount of energy transmitter i spends in slot
k. Let Esk(i) ∈ As ⊆ R+ denote the available energy in the
ith transmitter’s buffer at the beginning of slot k. We assume
that the harvested energy is available for transmission in the
same slot. Thus, total energy available for transmission in
the kth slot at transmitter i is Esk(i) + Y
s
k (i) ≡ Eˆsk(i) ∈
Aˆs ⊆ R+, i.e., T sk (i) ≤ Eˆsk(i). The evolution of the process
{Esk(i), k ≥ 1} is as follows: Esk+1(i) = Eˆsk(i)− T sk (i).
B. Receiver Model
For an SWIPT system, the receiver module typically
consists of a rectenna unit and a communication module [9].
We model the total energy consumption at the receiver by
a stationary, ergodic process {T rk , k ≥ 1} (here r denotes
receiver). As noted in [10], dominant energy consumption
processes at the front end of a communication receiver
are sampling, demodulation, filtering and quantization. This
energy requirement is modelled as the {T rk } process. Here
we are not including transmission energy by the receiver for
further transmission of data.
The average energy requirement per slot is E[T r]. The
receiver harvests Y rk ∈ Yr ⊂ R+ amount of energy from an
ambient energy source at the beginning of slot k. If need be,
the entire harvested energy can be used in the same slot. We
assume {Y rk , k ≥ 1} to be a stationary, ergodic process. The
average energy harvested from the ambient source per slot
is E[Y r]. Since, the receiver can potentially harvest energy
from the incoming data stream, the total harvested energy per
slot can be greater than Y rk and we denote it by Dk. In slot k,
Erk ∈ Ar ⊆ R+ denotes the energy available in the receiver’s
energy buffer. Let Eˆrk , Erk + Y rk ∈ Aˆr ⊆ R+. Average
energy deficit at the receiver ∆ , (E[T r]− E[Y r])+ where
(x)+ = max{0, x}. Thus, the receiver should harness an
average of ∆ units of energy per time slot from the incoming
RF data stream to meet its operational requirements. Next,
we discuss the various receiver architectures that we consider
in this work.
1) Ideal Receiver: An ideal receiver can simultaneously
harvest energy and read the noise corrupted data symbol Wk.
In every slot k, total harvested energy at the receiver is Dk =
ξk + Y
r
k , where ξk = η
( L∑
k=1
√
Hk(i)Xk(i)
)2
and η denotes
the energy harvesting efficiency factor ([2]).
2) Time-Switching Receiver: A time-switching receiver
can either harvest energy or receive the information bearing
noise corrupted data symbol, but not both at the same time.
In slot k, if Eˆrk ≥ T rk , then the communication module
successfully receives Wk. Energy harvested in the slot is
Dk = Y
r
k . Instead, if Eˆ
r
k < T
r
k , the receiver merely harvests
ξk amount of energy from the data stream and stores it in the
buffer. The total energy harvested in the slot is Dk = Y rk +ξk
and the data symbol received is recorded as an erasure. Let
Ek(t) , 1{Eˆrk < T rk }, where 1{.} is the indicator function.
Let Eck(t) = 1− Ek(t). We can write the evolution equation
for the energy in time switching receiver’s energy buffer as
Erk+1 = Eˆ
r
k + Ek(t)ξk − Eck(t)T rk .
3) Constant Fraction Power-Splitting Receiver: We con-
sider power-splitting receivers which split a fixed fraction of
the received power between the communication receiver and
the rectenna in each slot. Power splitter will split a fraction
piE of the received power ξk such that, under stationarity,
piEE[ξk] = ∆. Then, from user i, piEEH[T si (H)] is taken
by the receiver for energy, and the rest for communication.
Equivalently, we can think that transmitter i is communi-
cating through a fading channel with a fading coefficient√
picEHk(i) in slot k, where pi
c
E , 1 − piE . Making piE
adaptively changing with Hk and Eˆrk and using Markov Deci-
sion Theory can improve the performance of time-switching
and power-splitting models. If Eˆrk + piEξk < T
r
k , then the
noise corrupted data symbol is registered as an erasure. Let
Ek(p) , 1{Eˆrk + piEξk < T rk } and Eck(p) = 1 − Ek(p). If
Eˆrk + piEξk ≥ T rk , communication module receives the noise
corrupted data symbol W˜k =
L∑
i=1
√
picEHk(i)Xk(i) + Nk.
Total energy harvested in any slot is Dk = Y rk + piEξk.
We can write the following evolution equation: Erk+1 =
Eˆrk + Ek(p)ξk − Eck(p)T rk .
The energy buffers at the transmitters and the receiver
start with some initial energy at time k = 0. Thus, the
process {Esk(i)} is not necessarily stationary and hence, the
process T s(i) ≡ {T sk (i)} need not be stationary. We consider
processes T s(i) that belong to the class of Asymptotic Mean
Stationary (AMS), ergodic processes [11]. For a treatment
on the Shannon capacity of a point to point AWGN channel
with energy harvesting transmitters adopting AMS, ergodic
policies refer [12]. Limiting to such a class will not reduce
our capacity region. Since T s(i) for each i is AMS, ergodic
and independent across i, {Xk, k ≥ 1} is AMS, ergodic
where Xk , (Xk(1), . . . , Xk(L)). In addition, since the
channel is memoryless, {(Xk,Wk, T rk , Erk, Y rk ), k ≥ 1} is
jointly AMS, ergodic.
III. FADING GMAC WITH IDEAL RECEIVER
In this section, we characterize the minimum-rate capacity
region of a fading GMAC SWIPT system with an ideal re-
ceiver. We consider a block fading model in which the chan-
nel remains constant for the duration of a coherence time. The
total duration of communication to transmit the codeword
spans multiple coherence times. Let R(i) = log(|Mi|)n denote
the rate of communication of the ith transmitter. In addition,
let ρ(i) denote the minimum rate at which transmitter i
communicates. Note that ρ(i) is a model parameter. The
delay sensitive data of transmitter i is to be transmitted at
a minimum rate ρ(i). A certain amount of power is required
for this. Additional power, if any, is utilized to transmit the
delay tolerant data. Note that, if the fading is such that the
fading states can take arbitrarily low values, average power
required to maintain the minimum rate will be infinity. This
is prohibitive. In such scenarios, it make sense to talk of the
minimum-rate outage capacity region. If the fading process
{Hk(i), k ≥ 1} for user i is such that E[ 1Hk(i) ] < ∞, it is
possible to achieve minimum rates in all fading states with a
finite average power constraint. In the following, we assume
the same.
We consider the problem of maximizing the rate of trans-
mission of delay tolerant data subject to, maintaining a
minimum rate of transmission in each block and meeting an
average power constraint at the transmitters and the receiver.
Thus, the problem is one of maximizing certain ergodic rates
([13]) subject to maintaining particular delay limited rates
([14]).
In the previous section, we defined energy management
policies T s(i) at each transmitter. The actions corresponding
to those policies (energy to be used for transmission), in any
slot, depend on the entire history of energy harvesting process
i.e. (Y s1 (i), . . . Y
s
k (i)) in addition to the message Mi and joint
fading states Hk ,
(
Hk(1), . . . ,Hk(L)
)
. We now define a
sub class of those policies viz. the class of Markov policies.
We have the following definition:
Definition 1. (Markov Energy Management Policy): An
energy management policy T sm,k(i) at transmitter i, is called
a Markov policy if T sm,k(i) :Mi × Aˆs ×HL → X .
In case of Markov policies, at any time, the dependence
of action is restricted to the energy in the buffer and energy
harvested by the transmitter in that slot, rather than explicitly
on the entire history of energy harvesting process. Note
that, because we consider the harvesting processes {Y sk (i)}
to be stationary, ergodic, the policy T sm,k(i) may not be
Markov (i.e. the processes involved may not be a Markov
process) policy in true sense. Nevertheless, we stick on to this
terminology to emphasise that the policy is different from the
history dependent policies. From now on, we shall denote a
Markov policy at transmitter i and slot k as T sk (i), unless
explicitly stated otherwise.
We also make a note of the following standard definitions.
If M = (M1,M2 . . .ML) is the transmitted message vector
and M̂ denotes the decoder’s estimate of the same, the
average probability of message decoding error (averaged
over all random codebooks), denoted as P (n)e , is defined
to be Pr
{
M̂ 6= M}. Note that, above definition is made
incorporating the probability of the error event that the
receiver is not able to receive the entire codeword (cor-
rupted by noise) due to energy deficiency. A rate vector(
R(1), . . . R(L)
)
is said to be achievable if, for every joint
fade vector h =
(
h(1), . . . h(L)
)
there exist a sequence
of
(
(2nR1(h), 2nR2(h), . . . 2nRL(h)), n
)
codes, L encoders,
a message decoder and an energy receiver such that the
probability of message decoding error P (n)e → 0 as n→∞,
the instantaneous rate vector R(h) ,
(
R1(h), . . . RL(h)
)
is
such that Ri(h) ≥ ρ(i) for all h ∈ HL and EH[Ri(h)] ≥
R(i). Minimum-rate capacity region is the closure of the set
of all achievable rate vectors.
A. Minimum-Rate Capacity Region for Ideal Receiver
We consider energy harvesting transmitters with arbitrarily
initialized energy buffer. Since the energy availability at the
transmitters is solely dependent on the harvesting process,
there can be instances wherein a transmitter is devoid of the
required energy to transmit a codeword symbol. Thus the
energy harvesting constraints further restrict the minimum
rates that are admissible. In particular, note that, without
the energy harvesting constraint, the delay sensitive data can
be sent at any rate within the delay limited capacity of the
corresponding channel with average power constraints. The
energy harvesting process puts an instantaneous, time varying
peak power constraint on the transmitted symbols. Hence, the
minimum rate ρ(i) for each transmitter i has to be chosen
such that the rate vector ρ ,
(
ρ(1), . . . , ρ(L)
)
is within
the corresponding delay limited capacity region of all peak
power constrained channels induced by the energy harvesting
process. We denote,
C(Ts) ,
{
R : ρ(A) ≤ R(A) ≤ EH
[
CA(H)
]
, ∀A
}
,
where CA(H) , 12 log
(
1 + 1σ2
∑
i∈A
H(i)T si (H)
)
, ρ(A) ,∑
i∈A
ρ(i), R(A) ,
∑
i∈A
Ri and T si (H) (or simply T
s
i ) denotes
a Markov energy management policy adopted at transmitter
i when the joint fading vector is H and A ⊂ [1 : L]. Also,
let
T sm(∆) ,
{
Ts : EH
[
T si (H)
] ≤ E[Y s(i)], Ri(H) ≥ ρ(i),
L∑
i=1
EH
[
H(i)T si (H)
] ≥ ∆
η
, i ∈ [1 : L]
}
,
where Ts = (T s1 , . . . T
s
L) (m stands for Markov).
Now, we provide a characterization of the minimum rate
capacity region.
Theorem 1. (Minimum-Rate Capacity Region for Ideal Re-
ceiver): The minimum rate capacity-energy region is
C(∆) = Conv
( ⋃
Ts∈T sm(∆)
C(Ts)
)
,
where Conv(A) denotes the closure of convex hull of A.
Proof: See Appendix A.
Remark 1. For the special case of GMAC with con-
stant channel gain, say (g1, . . . , gL), the constraint
L∑
i=1
EH
[
H(i)T si (H)
] ≥ ∆/η is equivalent to ∆/η ≤
L∑
i=1
giE[Y s(i)]. If the model parameters are such that this
condition is met, the constraint is innocuous. If ∆/η >
L∑
i=1
giE[Y s(i)], energy deficit at the receiver can be mitigated
(at the expense of reduction in data rate) by additional
transmitter cooperation [6].
Remark 2. Note that the motivation to consider minimum
rate constrained communication is to ensure the transmis-
sion of a delay sensitive data at a certain minimum rate,
irrespective of the fading states. One way to implement
the simultaneous transmission of delay sensitive and delay
tolerant data, is to employ two separate codebooks-one for
the delay sensitive data and the other for the delay tolerant
data. The decoder at the end of every block, decodes the
delay sensitive data by, treating the codeword corresponding
to delay tolerant data and the codeword corresponding to the
delay sensitive data of the other user, as interference. The
minimum rates permissible might be low due to interference.
B. Explicit Characterization of Minimum-Rate Capacity Re-
gion
Next, we turn our attention to the problem of explicitly
characterizing the boundary points of the minimum-rate
capacity-energy region of the channel model under consider-
ation. Such a characterization was first obtained for a fading
GMAC in [13] (Lemma 3.10) (without energy harvesting).
A similar revenue optimization problem with minimum rate
guarantees was pursued in [15]. In this section, we derive the
corresponding results for the minimum rate capacity region
of a fading GMAC with energy harvesting transmitters and
receiver.
We define the vector µ ,
(
µ(1), . . . µ(L)
)
such that
µ(i) ∈ R+, ∀i. As in [13], we prioritize the users based
on the vector µ (also called the rate reward vector). The
characterization of the minimum rate capacity-energy region
is in terms of this parameter µ (i.e., different points of
the boundary can be obtained by choosing the µ vector
appropriately and solving the following optimization prob-
lem). We refer R(H) ,
(
R1(H), . . . RL(H)
)
to as the
instantaneous rate vector corresponding to the joint fade state
H. The boundary points of the minimum-rate capacity region
corresponds to those rates vectors such that no user can
unilaterally increase its rate while the rates of other users
remain fixed, and remain within the minimum rate capacity
energy region. Owing to the convexity of the the region
C(∆), the boundary points can be obtained by solving the
following optimization problem. We consider the following
optimization problem :
max
Ts(.)
L∑
i=1
µ(i)
(
EH
[
Ri(H)
])
,
subject to EH[T si (H)] ≤ E[Y s(i)], ∀i,
Ri(h) ≥ ρ(i), ∀ h, i,
L∑
i=1
EH
[
H(i)T si (H)
] ≥ ∆
η
.
We can make use of the following lemma (which is a variant
of Lemma 2, [15]) so as to compute the boundary points of
the minimum-rate capacity region.
Lemma 1. (The Lagrangian Condition): Let T∗(.) be the
solution to the optimization problem stated. For a given µ,
T∗(.) is a solution to the optimization problem if and only if
there exists a λ ,
(
λs(1), . . . , λs(L), λr
)
, λs(i), λr ∈ R+
and an energy management policy Ts(.) such that for every
joint fade state h, T(h) is a solution to the optimization
problem
max
ts
L∑
i=1
µ(i)r(i)− λs(i)ts(i) + λrh(i)ts(i),
s.t r ∈ C(h, ts), EH[Ri(H)] = R∗(i),
EH
[
H(i)T si (H)
] ≥ ∆/η, EH[T si (H)] = E[Y s(i)],
where,
C(h, ts) , {r : ρ(A) ≤ r(A) ≤ cA(h, t), A ⊂ [1 : L]},
cA(h, t) , 12 log
(
1 + 1σ2
∑
i∈A
h(i)ts(i)
)
, R∗(i) corresponds
to the average rate of user i adopting the optimal energy
management policy T ∗i (.) and r(A) =
∑
i∈A
r(i).
IV. FADING GMAC WITH TIME-SWITCHING RECEIVER
In this section, we characterize the minimum-rate erasure
capacity region of a fading GMAC with energy harvesting
constraints, for the time-switching receiver case. In our
setting, transmitters are oblivious to the realizations of the
{T rk } process at the receiver. Thus, we do not assume any
coordination between the transmitters and the receiver in
deciding when to harvest RF energy. We derive the rate
regions with this assumption in place. In particular, we will
show that the receiver can independently and identically
decide to harvest energy or not from the incoming data
stream. We will prove, this alone suffices to mitigate the
energy outages in the system, asymptotically. As harvesting
energy results in the erasure of data symbols, we model the
resultant channel as a fading GMAC with energy harvesting
transmitters and receiver in conjunction with an erasure
channel. The decrease in channel capacity due to erasures at
the output of a noisy channel was previously characterized in
[16]. Let piE = ∆/
L∑
i=1
EH
[
ηH(i)T si (H)
]
be the probability
with which receiver harvests from RF stream independently
across slots and let picE = 1− piE .
A. Erasure Capacity Region with Time Switching Receiver
Let
Cet (Ts) ,
{
R : ρ(A) ≤ R(A) ≤ EH
[
Ct,A(H)
]
, ∀A
}
,
where Ct,A(H) , pi
c
E
2 log
(
1 + 1σ2
∑
i∈A
H(i)T si (H)
)
, A ⊂
[1 : L]. We have the following result.
Theorem 2. (Minimum-Rate Erasure Capacity Region):
Cet (∆) = Conv
( ⋃
Ts∈T sm(∆)
Cet (Ts)
)
,
is the minimum rate erasure-capacity region.
Proof: See Appendix B.
Remark 3. The total mean harvested energy at the time
switching receiver, under stationarity, is E[Y r] + piEE[ξ].
The choice of piE is made so as to ensure the receiver,
on an average, harvests more energy than it uses up. The
potential rate loss due to the harvesting constraint at receiver
is captured in the erasure probability term piE .
Remark 4. We can obtain an explicit characterization of the
above minimum-rate erasure capacity region by obtaining a
Lagrangian condition as in Lemma 1. As the proof steps are
identical, we do not restate it.
V. FADING GMAC WITH CONSTANT FRACTION
POWER-SPLITTING RECEIVER
In this section, we extend our previous discussions to the
case of a fading GMAC with energy harvesting constraints
and power-splitting receiver introduced in Section II-B3.
Define piE as in the previous section.
A. Capacity-Energy Region with Power Splitting Receiver:
Constant Fraction Splitting
We define
Cep(Ts) ,
{
R : ρ(A) ≤ R(A) ≤ EH
[
Cp,A(H)
]
, ∀A
}
,
Cp,A(H) , 12 log
(
1 +
picE
σ2
∑
i∈A
H(i)T si (H)
)
, A ⊂ [1 : L].
We have the following result.
Theorem 3. (Minimum-Rate Capacity Region via Constant
Fraction Splitting): The closure of
Cep(∆) = Conv
( ⋃
Ts∈T sm(∆)
Cep(Ts)
)
,
is the minimum-rate capacity region with constant fraction
power splitting receiver.
Proof: Except for a re-scaling of the signal to noise ratio
at the receiver, the proof follows along the lines of the proof
of Theorem 1.
VI. NUMERICAL RESULTS
In this section, we compare the capacity region with
minimum rate constraints of a fading GMAC with energy
harvesting transmitters and receiver, for the ideal, time-
switching and power-splitting receive models. Consider a
two user GMAC with average harvested energy of user 1
per slot, E[Y s(1)] = 5W and of user 2, E[Y s(2)] = 3W.
The fading distribution at each user is a discrete distribution
obtained as follows: Consider Rayleigh distribution with
parameter α = 1. Fix a quantization size q = .1 and a
maximum fading coefficient hmax = 5. The support set of the
distribution is taken to be
[
q, 2q, . . . , [hmax]
]
, where [hmax] is
hmax approximated to the greatest integer multiple of q less
than or equal to hmax. The probability ph(i) of the ith element
of the support set is fixed to be the probability of a Rayleigh
random variable taking values in the interval [(i−1)q, iq]. We
consider i.i.d fading and fading is independent across users.
Let ρ(1) = 0.3 bits/channel use, ρ(2) = 0.2 bits/channel use.
Let the average energy harvested from the ambient source
at the receiver E[Y r] = 10µW and the average energy
requirement E[T r] = 20µW. Hence, the energy deficit at
the receiver ∆ = 10µW=-20dBm. The efficiency factor η is
fixed to 10−5. Each time slot is fixed to be of 1µ second
duration.
With system parameters fixed as above, we compute the
minimum-rate capacity region for various receiver models
under consideration (Figure 2). We compare these regions
with the capacity region without minimum rate constraints
for the ideal receiver and the rate achievable without RF
power transfer. It is observed that RF power transfer enhances
the rate region considerably. Also, for the same system
parameters, the SWIPT system with power splitting receiver
achieves better throughput compared to that with time switch-
ing receiver.
Fig. 2. Comparison of capacity regions for various receiver architectures
Next, in Figure 3, we plot the maximum sum rates
achievable with each of the receiver models. We fix the
minimum rates ρ(1) = ρ(2) = .1 bits/channel use and
E[Y s(1)] = E[Y s(2)]. In Figure 4, we provide a comparison
of the sum rates versus the energy deficit at the receiver.
Enhancement of the sum rate due to RF power transfer, in
particular, using power splitting receiver is observed. The
dominance of power-splitting receivers can be attributed to
the concavity of the optimal rates as a function of the power
used for coding. We also plot the shrinkage in rate-region
for the power-splitting and time-switching receivers as the
energy deficit at the receiver increases (Figure 5 and Figure
6, respectively).
VII. CONCLUSION
In this work, first we characterized the fundamental limits
of communication when delay limited and delay sensitive
data are simultaneously transmitted over a fading GMAC
SWIPT system. We characterized the minimum-rate capacity
region a) when the receiver is assumed to be ideal, b) when
the receiver is time switching or power splitting. The results
were obtained without any additional assumption on the
Fig. 3. Comparison of sum rates for various receiver architectures
Fig. 4. Comparison of sum rates versus energy deficit at the receiver for
various receiver architectures
synchronization between the transmitters and the receiver so
as to harvest RF power at the receiver.
APPENDIX A
Proof of Theorem 1:
Achievability:
Encoding: Fix a rate vector R. In addition, we are given
a minimum rate vector ρ. As noted in [13], instead of
generating codebooks corresponding to each joint fading
state, we can generate fixed codebooks independent of the
fading states. In any slot k, consider
√
T sk (i)Hk(i) to be
the fading process. At each transmitter i, codebooks C(i)
are generated i.i.d according to the distribution N (0, 1).
Thus C(i) denotes a random Gaussian matrix of dimension
2nRi×n. These codebooks are shared among all transmitters
and with the receiver. We assume that all the transmitters and
the receiver can track the realizations of the fading process{
Hk
}
. And hence, the receiver can make decoding decisions
given the codebooks and fading realizations.
Next, we define the following specific Markov energy
management policy (we call it the truncated Markov policy):
T si (Hk) =
{
T ′i (Hk) : T
′
i (Hk) ≤ Eˆsk(i)
Eˆsk(i) : T
′
i (Hk) > Eˆ
s
k(i),
where T ′i (Hk) is the optimal power allocation policy at trans-
mitter i for the fading multiple access channel without energy
harvesting constraints and having minimum rate constraints.
Characterization of T ′i (Hk) can be obtained solving the op-
timization problem in Lemma 1. The Lagrangian multipliers
therein are obtained by solving E
[
T ′i (H)
]
= E[Y (i)]− , for
some small  > 0 for each i. The channel input of transmitter
Fig. 5. Comparison of rate regions for the power-splitting receiver model
for various values of energy deficit at the receiver
Fig. 6. Comparison of rate regions for the time-switching receiver model
for various values of energy deficit at the receiver
i at time k is
Xk(i) = sgn
(
X ′k(i)
)
min
(
|X ′k(i)|
√
T si (Hk),
√
Eˆsk(i)
)
,
where sgn(x) is the following function:
sgn(x) =
{
+1, for x ≥ 0,
−1, for x < 0.
The codebooks generated have a average power constraint
of E[Y (i)]−  at each transmitter. Whereas, the average en-
ergy replenished in each slot at transmitter i is E[Y (i)]. It fol-
lows that as k →∞, Esk(i)→∞ a.s. (refer Chapter 7, [17]).
Hence, |Xk(i) −X ′(i)
√
T ′(i)| → 0 a.s. as k → ∞, where
X ′(i) ∼ N (0, σ2), T ′(i) = T ′i (.) as defined previously. Thus,{
Xk(i)
}
sequence is AMS, ergodic with stationary mean, the
distribution of the process {√T ′k(i)X ′k(i), k ≥ 1}.
Decoding: The receiver is entrusted with harvesting energy
and receiving data from the incoming RF signal. Since
the receiver is assumed to be ideal, energy is harvested
without corrupting the data symbol. The decoder adopts
joint typicality decoding. Upon receiving Wn, the decoder
scales each of the codebook according to the corresponding
energy management policy values (this can be done as the
fading values are known to the decoder). The decoder finds
a unique codeword vector
(
X ′n(Mˆ1), . . . , X ′n(MˆL)
)
such
that
((
X ′n(Mˆ1), . . . , X ′n(MˆL)
)
,Wn
)
∈ A(n) , where A(n)
is the set of all joint weakly −typical sequences with respect
to the stationary mean of the underlying joint AMS process. If
there exists, a unique such vector
(
Mˆ1, . . . MˆL
)
, the decoder
decides it to be the transmitted message vector. Else, an error
is declared.
Analysis of Error Events: Owing to the symmetry of code-
book construction, we can assume that (M1 = 1, . . . ,ML =
1) is s sent. Following conditional error events can happen:
E1 :
{((
X ′n(1), . . . X ′n(1)
)
,Wn
)
/∈ A(n)
}
. Since, AEP
holds for AMS, ergodic sequences ([18]), we can show that
the probability of the error event goes to zero asymptotically.
In particular, finiteness of the conditional mutual information
provided in the hypothesis of Theorem 3, [18] can be verified
to hold good using the properties of the general entropy
function provided Chapter 7, [11]), non-negativity of mutual
information and the fact that the random variables involved
have finite second moment. Also, the stationary mean of
the AMS process is absolutely continuous with respect an
i.i.d Gaussian measure on a suitable Eucledian space. Thus
conditions necessary for the AEP result to hold are satisfied.
EA :
⋃
(m1,...mL)
{((
X ′n(mˆ1), . . . , X ′n(mˆL)
)
,Wn
)
∈
A
(n)
 : mˆk = 1, for k ∈ A and mˆk 6= 1, for k ∈ Ac
}
,
for each A ⊂ [1 : L]. The decoding is done with respect
to the stationary mean distribution of the corresponding
underlying AMS process. Each finite dimensional distribution
corresponding to the stationary mean is an i.i.d distribution.
Noting this point, the analysis follows as in the standard case.
It can be shown that probability of each of these conditional
error events, indexed by each subset A of [1 : L] can be driven
to zero if R(A) < EH
[
1
2 log
(
1+ 1σ2
∑
i∈A
H(i)T si (H)
)]
. This
proves the achievability result.
Converse:
To prove the converse part, assume that there exist code-
books, encoders and decoders such that P (n)e (average prob-
ability of decoding error) goes to zero as n→∞. We have
that 1n
n∑
k=1
T sk (i) ≤ 1n
n∑
k=1
Yk(i) ≤ E[Y (i)] +  for large
n and arbitrarily chosen small  > 0. Hence, along the
lines of the converse proof for fading GMAC without energy
harvesting constraints ([13]), we get R(A) ≤ E
[
1
2 log
(
1 +
1
σ2
∑
i∈A
H(i)T si
(
H
))]
for any subset A ⊂ [1 : L].
Finally, combining the direct and converse part, we get the
required result.
APPENDIX B
Proof of Theorem 2: Fix piE as mentioned in the beginning
of Section IV-A. The receiver switches between harvesting
energy and receiving noise corrupted data symbol from the
channel output randomly according to piE . In slot k, if the
Bernoulli random variable Bk = 1 (generated independent
of all other random variables involved), the receiver harvests
energy from the channel output symbol. Probability of this
happening is piE . The channel output is then recorded as an
erasure. Thus, a fading GMAC with time switching receiver,
can be equivalently thought of as a fading GMAC with ideal
receiver observed through an erasure channel. The erasure
instances correspond to the energy harvesting instances at
the receiver. The proof of achievability and converse of the
minimum rate capacity-energy of a fading GMAC with the
ideal receiver is provided in Appendix A. In addition, the
capacity of a noisy channel observed through erasure channel
is provided in [16].
The random coding achievability proof of Appendix A
with the rate of codebook of transmitter i chosen to be
E
[
picE
2 log
(
1 + 1σ2H(i)T
s
i
(
H
))] − , for some small  > 0
can be repeated to show the achievability part. The encoders
do not know the locations of erasures a priori. The decoder
simply discards the erased channel output symbols. As the
blocklength tends to ∞, the probability of decoding error
events can be shown to go to zero, as in Appendix A.
To prove the converse, we can assume that the encoder
has access to non-causal knowledge of erasure locations. The
encoders can choose to send a zero symbol during the erasure
instances. The decoder discards the erased channel outputs.
The converse can be proved by extending in a standard way
to MAC setting, the argument given in [16].
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