ABSTRACT Content caching at network edge nodes, such as base stations (BSs) and user equipments (UEs), can significantly reduce the traffic load in future cellular networks. Considering the limited caching space, the contents cached at BSs should be selected carefully for improving caching efficiency. In this paper, we study the edge caching at BSs to minimize the transmission cost by considering traffic offloading via the device-todevice (D2D) communications. The traffic offloading reduces the traffic via cellular transmission and thus changes the utility achieved by content caching at BSs. We model the edge caching problem as a Markov decision process and propose a distributed cache replacement strategy based on Q-learning. The proposed strategy further needs the calculations of the following two key parameters: 1) To describe the effect of D2D offloading to the cellular traffic, we define the cellular serving ratio, which is calculated by the iterative maximum weighted independent sets problem for static networks and the stochastic geometry for highdynamic networks; 2) The cache replacement rewards are calculated by analyzing the relationship between the requested and cached amounts of content data, which are obtained from the messages of the previous data request and transmissions, ignoring any extra information exchange between the BSs. Furthermore, the convergence of the proposed distributed cache replacement strategy is proved by the sequential stage game model. Simulation results verify the convergence of the proposed cache replacement strategy and show its performance gain compared with conventional strategies.
I. INTRODUCTION
The exponential growth of wireless services results in the rapid increase of traffic load in cellular networks. To alleviate the heavy network load, edge caching [2] at the cachingenabled base stations (BSs) is an efficient traffic localization approach to distribute popular data close to the user equipments (UEs) in cellular networks, especially for the cases that the transmission costs between BSs over backhaul link cannot be ignored, e.g. long-distance backhaul transmission or wireless backhaul links. The caching-enabled BSs are treated as peers in a P2P transmission manner. In this way, the uplink wireless transmission for P2P can be avoided. Also, the required data are transmitted from nearby BSs rather than the server with reduced transmission cost.
Device-to-device (D2D) communications technique [3] supports the direct communications between UEs without data forwarding by a cellular BS. By D2D communications, the traffic of the cellular transmission between BSs and UEs can be offloaded with a lower cost, which results in a significant performance gain [4] . As the storage capacities of UEs increases, the UEs can not only store data for themselves but also share their stored data with proximate UEs opportunistically through D2D communications, which changes the utility achieved by content caching and bring new technical challenges. Specifically, both the content popularity and the amount of contents cached at the UEs affect the importance of content caching at BSs, which should be considered for determining which data are cached at the BSs in order to utilize the limited BS caching space efficiently.
There are some existing works on edge caching at BSs. In [5] , the authors analyze the performance gain on transmission energy consumption of adding a cache at the BS compared to the method of downloading the content from the servers. In [6] , distributed BS caching is studied to decrease the average network delay and the small world theory is introduced into BS caching. Besides, some publications focus on the cache replacement strategy. The recency-based [7] and frequency-based [8] strategies remove the least recently used objects (LRU) and least frequently used objects (LFU), respectively. In [9] , the authors combine both LRU and LFU together and propose the segmented LRU (SLRU) strategy which partitions the cache into unprotected and protected segments. The protected segment is reserved for popular objects, and only the content in the unprotected segment can be replaced. The authors of [10] investigate a general function to calculate the cost to fetch the data from the original server multiplied by the probability that the data is referenced. In [11] , the strategy draws the data randomly from the cache and evicts the least useful content. In [12] , caching helpers are introduced to minimize the average delay of all UEs, and a corresponding centralized greedy algorithm is proposed. In [13] , the authors investigate the caching allocation at BSs, and propose a low-complexity scheme to solve the problem in an iterative way. In [14] , the cache placement problem is formulated as the minimization of the average download delay over user requests by taking BS cooperation into consideration, which is a mixed integer programming problem, and thus a low complexity algorithm is proposed which runs in the centralized controller. In [15] , the authors study the content caching in heterogeneous networks with small base station sleeping. In [16] , the authors optimize the transmission and caching policies jointly to minimize generic cost function. The problem is formulated as a finite-dimensional convex program and is solved by the projected subgradient method. However, the caching strategies in these above works are designed for only a single node or for multiple nodes in a centralized way, which leads to heavy caching overhead. In [1] , we provide some preliminary results on distributed cache replacement for BSs by Markov decision process (MDP), but D2D offloading is not taken into consideration.
Besides the edge caching at BSs, caching the contents at UEs with D2D communications also attracts a lot of attentions. In [17] , a D2D-based UE community is considered with redundant storage to decrease the overall energy consumption of mobile cellular systems. In [18] , the probabilities of contents cached at UEs are adjusted to minimize the average caching failure rate with taking the mobility and limited storage into consideration. In [19] , the cached contents at mobile nodes are adjusted to maximize the amount of traffic offloading when two nodes meet. In [20] , the cellular traffic offloading with D2D communications is maximized by selectively caching popular contents locally and by exploring maximal matching for sender-receiver pairs. In [21] , a mathematical framework is established to study the heterogeneous mobile data offloading by leveraging D2D communications. However, these works mainly focus on the caching policies for UEs. Instead, we consider a more practical case that UE caching is determined by the users and are uncontrollable for the system, but the offloading effect of UE caching is considered when optimizing the BS caching.
In this paper, we study the caching problem at the BSs with consideration of D2D offloading in cellular networks. The main contribution is three-fold.
• Framework for Distributed BS Caching: We model the cache replacement problem as a Markov decision process (MDP) and propose a distributed cache replacement strategy based on Q-learning to replace the cached data at the BSs according to the content popularity, the cellular serving ratio and the transmission cost between BSs. The convergence property of the proposed distributed strategy is proved by utilizing the sequential stage game model and is verified by simulation.
• Effect of D2D Offloading: We calculate the cellular serving ratio under two different network environment, static and high dynamic. For static networks, we calculate the cellular serving ratio approximately by converting the topology graph into the conflict graph and obtaining its maximum weighted independent sets (MWIS) iteratively. For high dynamic networks, we derive the formula of the cellular serving ratio through probability theory and get its value using numerical methods.
• Local Cost Estimation with Caching: We calculate the transmission cost for possible cache replacement actions according to the previous content request and transmission between BSs without any extra information exchange signaling, for the BSs cannot obtain the exact information about the caching information of other BSs due to large system overhead. Our proposed Q-learning based cache replacement strategy has the following advantages. First, it is distributed and thus easy for implementation. Second, D2D offloading is considered for efficient utilization of BS caching space. Third, it is not necessary to add any extra signalling for the caching information exchange between BSs.
The rest of the paper is organized as follows. Section II provides the system model and problem formulation. In Section III, we propose the Q-learning based distributed cache replacement strategy. In Section IV, we calculate the cellular serving ratio in two different network environments. In Section V, we calculate the transmission cost of possible cache replacement actions. In Section VI, we prove the convergence of the proposed distributed caching strategy. Simulation results are provided in Section VII. Finally, Section VIII concludes this paper.
II. SYSTEM MODEL
We consider a cellular network with N BSs, denoted as set N . A number of UEs located in the coverage area of these BSs require L contents with different popularity values, which is denoted as q j (s) indicating the frequency that the UEs served by BS j request the data of content s. BS j and its covered UEs compose a cell j. Fig. 1 illustrates the network scenario with edge caching.
The contents can be cached at both BSs and UEs. The UEs share their cached contents with other UEs via D2D communications when two UEs move into each other's communication range r if there is no interference of other D2D links at the interference range R (R ≥ r) of these two UEs. The UEs can also send the request message to its serving BS which may further forward the request to other BSs or the server. The adjacent BSs will respond the requests and transmit their cached packets. The transmission cost of D2D communications is usually much lower than that of the cellular communications from the BSs to the UEs, which means that the UEs prefer to retrieve the contents from the adjacent UEs via D2D communications. Let c ij denote the transmission cost of a packet from BS i to BS j via the backhaul link.
With the practical considerations, the caching at UEs depends on the content interests of the users, while we focus on the caching strategy at BSs in this paper. Note that although we do not optimize the caching strategy at UEs, we have to take the cached contents at UEs into account when optimizing the caching strategy at BSs. To this end, we define a new parameter named cellular serving ratio to indicate the effect of UE caching to the cellular traffic. Denote p j (s) as the cellular serving ratio for content s in cell j, which is the average probability that the requests for content s in cell j have to be served by BS j rather than D2D communications.
The contents cached in BSs are coded with random linear coding, which can provide elegant solutions to both data transmission and data storage [22] . The coded packets can be decoded to recover the original data with very low packet duplication. For each content s, the data are divided into M s original packets. The BSs cache these encoded packets which are constructed by random linear coding of the original packets. For successful decoding, K (s) coded packets are needed averagely for content s [23] . Different to the coded caching at BSs, the contents cached at the UEs keeps theirs integrity without coding, i.e., the users store all data of the contents they are interested in. As a result, the data of a content can be retrieved from one nearby UE which has this content.
The aim of cache replacement is to minimize the total transmission cost by adjusting m i (s) which is the number of the packets of content s cached in BS i. This optimization problem is formulated as
where f ij (s) is the packets of content s transmitting from BS i to BS j, q j (s) is the popularity of content s in cell j, p j (s) is the cellular serving ratio for content s in cell j. Constraint (2) indicates that each BS have to collect enough packets to recover the original data, constraint (3) guarantees VOLUME 5, 2017 that each BS, say i, caches the packets no more than its caching space C i , and constraint (4) means that the packets of contents transmitted by each BS can not exceed the total number of the packets cached at this BS. The above optimization problem is nonconvex because its variables include not only f ij (s) but also m i (s), where the cached contents m i (s) are updated in a replacement manner due to the limited BS caching space, i.e., when the data of some contents are newly cached, the data of other contents have to be removed. Furthermore, we would like to obtain a distributed strategy to determine the caching data in each BS. Instead of solving the optimization problem directly, we adopt distributed Q-learning algorithm to replace the cached data of each BS.
III. Q-LEARNING BASED CACHE REPLACEMENT
In this section, we model the cache replacement problem as a MDP and propose a distributed Q-learning based cache replacement strategy.
First, we construct a cache replacement MDP framework. The MDP model can be defined by the tuple
• M is the set of possible states for all BSs, i.e., M = {m i : ∀i ∈ N }, where m i denotes the cache placement of BS i and is represented as
• A is the set of joint actions where a i denotes the action
is the adjustment of the number of cached packets for each content in BS i. The BSs select their actions from set A.
• (m, a) is the reward function that determines the expected reward fed back to the BS when performing action a at state m, i.e., the expected change of transmission cost caused by cache replacement. Let S a i denote the set of the contents involved in action a i , then (m i , a i ) is expressed as
where ψ(m i , a i (s)) is the direct change of transmission cost caused by the cache adjustment of content s at state m i . In the MDP framework, the process of BS i at time t can be described as follows:
1) The BS i senses its current cache and obtains its current ∈ M and achieves a reward t i = (m t i , a t i ) due to this transition. 4) The reward is fed back to the BS and the process is repeated. Define the policy
as the best action for the state of each BS in order to maximize the expected discounted reward of the cellular system over an infinite time, i.e.,
where 0 ≤ γ < 1 is the discount factor that determines the effect of future rewards to the current decisions. Next, we adopt Q-learning to find the optimal policy π * (m) that corresponds to V * without having exact prior knowledge about the system. Since the BSs determine their action distributively and independently, we need to obtain optimal V * i for each BS i as
To estimate V * i , the Q-value is defined for each state-action pair, where the optimal Q-value for BS i is defined as
where m i is the current state of BS i, m i is the state transferred after taking action a i at state m i and P m i ,m i is the transition probability from state m i to m i . The optimal value function V * i has the following relationship with the Q-value:
Thus, if the optimal Q-value is known for each stateaction pair, the optimal policy can be determined by π * (m) = argmax a∈A Q * (m, a). The Q-learning algorithm finds Q * (m, a) in a recursive manner using a simple update rule for each BS [24] . (13) where α is the learning rate, m i + a i is the state reached from state m i when performing action a i at time t, and
In the above MDP framework, we can find that two key parameters, including the cellular serving ratio p i (s) and the direct reward ψ, cannot obtained directly from the system model and need to be calculated for determining the optimal actions of the MDP. The details of calculating p i (s) and ψ will be provided in Section IV and Section V later.
IV. CALCULATION OF CELLULAR SERVING RATIO
In this section, we calculate the cellular serving ratio under two different cases according to the dynamics of UE locations respectively.
A. STATIC NETWORKS
In a static network, the UE locations are unchanged, which means that the topology of the UEs remains fixed. Then we can obtain the topology graph of the UEs according to the D2D communication range r. Any two UEs in each other's communication range may not communicate due to the interference of other D2D links according to the interference range R. As shown in Fig. 2(a) , the solid line between UEs means that the two UEs are in each other's D2D communication range, while the dotted line means that they are in each other's interference range but not in each other's communication range. It is assumed that the contents cached at the UEs are fixed and known. Each UE requests one content at the beginning of a time slot, and it is assumed that the duration of the time slot is enough for the transmission of a complete content on the D2D links.
For calculating the cellular serving ratio p j (s), we consider two excluded cases: 1) the UE which requests a content object has this content in its own cache, and 2) the requested content is transmitted from the adjacent UEs via D2D communications. The probability for the former case is easy to be calculated as N s j /N j , where N s j is the number of UEs which cache content s in cell j, and N j is the total number of UEs in cell j. For the latter one, we convert the topology graph to the conflict graph as shown in Fig. 2(b) , and solve the maximum independent set (MIS) problem for the converted conflict graph.
Denote CG j = (V j , E j , W j ) as the conflict graph for cell j converted from the topology graph of the UEs in cell j, where vertex k ∈ V j represents a potential D2D link which is composed of two UEs, e kl ∈ E j means link k and link l can not be active at the same time, and w k ∈ W j is the weight of link k which means the probability that link k wants to be active. Define w k as
where S k is the set of the contents which are in the cache of one of the two UEs of link k, and q j (s) is the probability that the UEs in cell j request content s. Obviously, if both UEs of a D2D link cache the same contents, the link does not have to be established. Note that the conventional MIS only shows the maximum D2D communication capacity at some time, instead of the average capacity over time. Here, we consider the maximum weighted independent sets (MWIS) problem instead, where the probabilities of contents requests are taken into account for calculating the link weights of the conflict graph, i.e., q j (s) can be expressed as
where p r is the probability that the UEs request any content in a time slot.
Since each link wish to transmit with a probability, it is not rigorous to just find out one MWIS. For example, as shown in Fig. 2(b) , supposing that links 2 and 3 are in the MWIS with the weight w 2 and w 3 respectively, link 1 still has a probability w 1 = w 1 (1 − w 2 )(1 − w 3 ) to be active. Instead, we propose an iterative MWIS algorithm to determine the probability that each link can be active and then calculate p j (s) accordingly. The algorithm is described in detail as follows:
and B = ∅, where the weights w k ∈ W j for each link k ∈ V j are calculated according to (14) . 2) Obtain the MWIS C of the conflict graph CG using the GWMIN2 algorithm [25] , add M into B, and then delete C from V and corresponding edges related to the vertices in C from E. 3) Update the weights:
where N (k) denotes the neighbor vertices set of k.
we set w k = w k . 4) Return to 2), until V = ∅. 5) Calculate p j (s). We first calculate the weight for each content s as follows:
Then p j (s) can be obtained as
B. HIGH DYNAMIC NETWORKS
In a high dynamic network, the UE locations change frequently, so we cannot assume the network topology is fixed as static networks. As in [26] , we assume that the UEs' distribution follows the spatial Poisson point distribution (PPP). Denote λ as the average number of UEs in unit area, and N (A) as the number of UEs in area A. Then N (A) follows the PPP with intensity λ|A| as
where |A| is the area of A. A D2D link is said to be active if the link is established and ready to transmit data. As shown in Fig. 3 , the conditions that UE i can establish an active D2D link include 1) In the area A which is within the D2D communication range r of UE i, there exists one UE k that can establish an D2D link with UE i. Besides, the other UEs in A do not cause interference to the established link. 2) In the area S −A which is within the whole interference range S of UE i and UE k except area A, there is no other UE that interferes the established link. Denote P as the probability that a UE can establish an active D2D link. Taking user i in cell j as a typical node, we have the following theorem about P.
Theorem 1: Given that the UE distribution follows PPP with and the parameter λ, the probability that a UE in cell j can establish an active D2D link with some other UE without interference, P, is expressed as
where p inf j is the probability that a UE in cell j will interfere others,
where p r is the probability that a UE requests any content in a time slot, N s j is the number of the UEs which cache content s in cell j and N j is the total number of UEs in cell j.
Proof: According to the two conditions for UE i establishing an active D2D link, P is described as
where p 1 (p 2 ) is the probability that condition 1 (condition 2, respectively) holds. Denote m (n) as the number of UEs in A (S − A, respectively). Taking Fig. 3 as reference, p 1 is represented as
where the approximation holds when N j is large enough, and p inf j here means the probability that a UE in cell j will interfere the link between UE i and k, which means that the UE can establish an active D2D link and this link has the demand to transmit data.
The correlation between the number of UEs in A and that in S − A is weak when N j is large enough for the property of PPP. Thus, the probability that condition 2 holds can be approximately represented as
According to the definition, p inf j is calculated as
where p tr j is the probability that a D2D link in cell j needs to transmit data. Considering the fact that the UEs do not request contents all the time, an active D2D link will not interfere others when both UEs of the link do not request any content. p tr j is expressed as
where
) is the probability that only one of both UEs caches content s.
By substituting (23) (24) (25) (26) into (22), we can obtain an equation about P shown in (20) . Thus Theorem 1 holds.
Since the equation of P in Theorem 1 is an transcendental equation, we can obtain the value of P by the numerical methods.
The interference area S can be calculated as
where x is the distance between UEs i and k. As the point distribution of PPP follows the uniform distribution on the perspective of area, the probability density function of x is
Then we calculate |S| by the expectation of |S(x)| as
Next, we calculate the cellular serving ratio p j (s) on the basis of P as
where N s j is the set of the UEs which cache content s in cell j, and p s j,i is the probability that UE i without caching content s in cell j can obtain s if UE i requests s, i.e.,
Then we obtain
V. CALCULATION OF REPLACEMENT REWARDS
Since the BSs determine the cache replacement actions in a distributed way based on their local information, it is important to calculate the direct reward ψ for possible actions and states. In this section, we propose an approach to calculate ψ based on the local information. Without loss of generality, we take BS i as an example, and assume that the caching space of BS i is full with the corresponding state m i . As the caching space is limited, the increase of content s means some other contents s have to be replaced. Define a i (s) = k as the number of packets that BS i decides to increase for content s, and a i (s ) = −l where l is the number of packets that BS i decides to decrease for content s . The calculation of the direct reward ψ(m i , k) and ψ(m i , −l) is representative for all of the other situations.
The direct reward ψ(m i , k) is composed by two parts as follows: If BS i does not have enough packets of content s, BS i will forward the request to the other BSs in the increasing order of the transmission costs until BS i obtains enough packets for recovering content s. BS i can obtain the instant information of h ji (s) (h ji (s )) when BS i obtains content s (s , respectively) from BS j. Specifically, the information of H ij (s) (H ij (s )) do not need any extra control message for information exchange, but can be obtained just from the regular signaling when BS i sends the content request to BS j and BS j transmits the packets of content s (s , respectively) to BS i. BS i can update H ji (s) and H ji (s ) to the latest state when the cache replacement occurs.
We first calculate the positive reward of increasing packets of content s for BS i as an example. The BSs which transmit packets of content s to BS i are divided into three categories according to the transmission cost.
1) S full represents the set of the BSs from which BS i requests all the cached packets of content s. 2) S part represents the set of the BSs from which BS i requests a part of the cached packets of content s. In fact, there is at most one BS belonging to S part . 3) S none represents the set of the BSs from which BS i does not request any cached packet of content s. The positive reward can be calculated as:
For the reward of the other BSs except BS i, the positive reward of the increasing packets of content s in BS i can be calculated as
Similarly, the BSs which transmit packets of content s to BS i can also be divided into three categories according to the transmission cost, S full , S part , and S none . The negative reward for BS i can be calculated as
As for the negative reward of content s for BSs except BS i, we have
According to the above analysis, the reward ψ can be obtained for possible actions and states based on the local information at each BS, and provides the basis for the proposed cache replacement strategy.
VI. CONVERGENCE
In cellular networks, the BSs determine their cache replacement policies in a distributed way. Different to conventional Q-learning algorithms, the proposed Q-learning based cache replacement strategy has the following two characteristics:
1) The sum of the elements of any action a must be zero, because the caching space of each BS is limited. 2) Only the BS which obtains the packets occurs its state transition. During transmission, the BSs except the serving BS do not replace their caching data. As a result, the convergence properties of Q-learning algorithm for a single agent [27] cannot be applicable. In this section, we establish a sequential stage game model to prove the convergence of the proposed caching strategy.
Definition 1 (Cache Replacement Sequential Stage Game): The cache replacement sequential stage game is described by
where -N is the set of agents playing the games, which is the BSs in cellular system.
-A = × i∈N a i is the set of joint actions, where a i denotes the actions available to BS i ∈ N .
- -M 0 , n 0 ∈ M is the initial common static game that is played n 0 ≥ 1 times.
-Tr : M → M is the game transition function that transitions from game M j to game M j+1 after M j was played n j times.
According to the above definition, all the static games contained in set M share the same agent set N with the same action a i for all agents i ∈ N and thus also the same joint action set A. Since each static game is played for n j repetitions, we refer to these games as stage games.
Theorem 2: Each stage of the cache replacement sequential stage game is a static game (SG).
Proof: As in sequential stage game only when the reward in (7) is positive, the BSs replace the cache and the system transforms into the next stage. Otherwise, the system remains unchanged in the stage. In each stage M j = A, N , {R j } , the system state remains unchanged, thus the reward only depends on the actions of BSs. Therefore, the cache replacement sequential stage game in each stage can be considered as a static game.
Here, we treat the cache replacement problem as a sequential stage game that the decision process of each BS is a cooperative game, and different states of the system (which means different actions of cache replacement) can be considered as different stages of sequential stage game. Now, we try to prove the convergence of the proposed distributed cache replacement strategy.
Theorem 3: Let M i+1 = Tr(M i ) ∈ SG be the result of the transformation for M i ∈ SG, then any optimal joint strategy for M i is also an optimal joint strategy for M i+1 and vice versa.
Proof: Let η = R as calculated in (7) . η is a constant for all BSs as the reward of new state exceeds the former one by η. Then, the reward function of new state of the system after transformation Tr can be rewritten as R M i+1 (A) = η +R M i (A), where η is a constant for any fixed games S i . Thus, the reward function R M i+1 for M i+1 is obtained by adding a constant to the rewards of M i .
It is assumed that an optimal joint strategy π * becomes suboptimal if a constant value is added to all rewards. Then there must be another strategy π that maximizes the summed discounted rewards:
Since (45) is a contradiction to the assumption that π * was an optimal joint strategy before the constant was added, it follows that any optimal joint strategy π * (M i ) ∈ * (M i ) for M i from the set of optimal joint strategies is also an optimal joint strategy for M i+1 . By the same arguments, the other direction also follows, as . From Theorems 3-4, it is proved that the proposed distributed cache replacement strategy converges. In the proposed strategy, each BS obtains the partial caching information of the system and manages its cache in a distributed way, and no centralized controller is needed for caching in cellular networks.
VII. SIMULATION
In this section, we first verify the convergence of the Q-learning based cache replacement strategy, then show the cellular serving ratio in both static and high dynamic networks, and compare the performance of our proposed strategy with conventional cache replacement strategies.
A. CONVERGENCE PERFORMANCE
First, we verify the convergence of the proposed distributed cache replacement strategy. We set N = 8 and L = 4, and the content popularity is considered to be Zipf distribution. K = 200 packets are needed to be collected to recover the original content, and each BS can cache 400 packets. The discount factor γ is set to be 0.8 and the learning rate α is set to be 0.7. 4 indicates the packet numbers of 4 contents stored in a BS when deploying the proposed Q-learning based distributed cache replacement strategy. It can be observed that after 2500 times of adjustment, the proposed Q-learning based strategy converges and the system reaches the last stage of sequential stage game which is the equilibrium state. The packet numbers of different contents depend on the probability distribution of the content requests and the transmission cost between BSs. 
B. EVALUATION ON CELLULAR SERVING RATIO
In this subsection, we show the average cellular serving ratio in both static and high dynamic networks under different request probability p r and different communication range r. For simplicity, we set the interference range R = r = 50m. We set L = 8 and the content popularity is considered to be Zipf distribution. The UE number is 1000 in each BS with its coverage range 1000m. Each UE caches 2 contents on average which are allocated randomly. Fig. 5 shows the average cellular serving ratio in both static and high dynamic networks with different request probability p r . In both types of networks, the average cellular serving ratios increase as the request probability increases. This is because when the request probability is large, the probability of the conflict between D2D links is large and thus the probability that the requested contents can be served via D2D offloading decreases. In addition, the average cellular serving ratio in static networks is smaller than that in high dynamic network clearly. The main reason is that the caching information of the UEs is known and the BSs can schedule the D2D links to avoid conflicts in static networks, while it is hard to implement this in high dynamic network. Fig. 6 shows the average cellular serving ratio with different communication range with p r = 0.5. From the simulation results, we find that the average cellular serving ratio has a minimum value in both type networks. The main reason is that the number of possible D2D links is small when r is small, while the interference is strong when R is large.
C. PERFORMANCE COMPARISON ON TRANSMISSION COST
In this subsection, we evaluate the performance of our Q-learning based strategy on the average transmission cost after convergence. For performance comparison, three baseline algorithms are adopted as follows.
• Least recently used (LRU) strategy [7] : This strategy adopts recency as a main factor. Locality of reference characterizes the ability to predict future accesses to VOLUME 5, 2017 objects from past accesses. LRU strategy exploits the temporal locality seen in the request streams.
• Least frequently used (LFU) strategy [8] : This strategy adopts frequency as a main factor. It is based on the fact that different objects have different popularity values. LFU strategy tracks these values and uses them for future decisions.
• Randomized replacement strategy [11] : This strategy used randomized decisions to find an object for replacement. Randomization presents a different approach to cache replacement. Randomized strategy tries to reduce the complexity of the replacement process without sacrificing the quality too much. In the following simulations, we set the request probability of UEs p r = 0.5 and R = r = 50m. The UE number in each BS is 1000. Each UE caches 2 contents on average which are allocated randomly. All BSs are set to have the same caching capacity denoted as C. K = 200 packets are needed to be collected to recover the original content. The discount factor γ is set to be 0.8 and the learning rate α is set to be 0.7. Fig. 7 shows the performance comparison with different numbers of BSs when L = 8 and C = 600. The transmission costs of all the four strategies decrease as the number of BSs increases. This is because the increase of BSs expands the caching space of the network. Our proposed cache replacement strategy outperforms the conventional randomized, LRU and LFU strategies. In addition, the transmission cost of our proposed strategy keeps virtually unchanged when the number of BSs is large, which shows that the caching space is enough to achieve the close-to-optimal performance for our proposed strategy. Fig. 8 shows the performance comparison with different caching space when N = 8 and L = 8. From the simulation results, we can also find that the performance of the proposed Q-learning-based cache replacement strategy outperforms the other conventional strategies when the caching space is not sufficient. For all strategies, the less transmission cost is consumed, the larger BS caching space is. If the caching space is large enough, the transmission cost of all the four strategies will be asymptotically close to zero, i.e., each BS caches the data of all these contents. Fig. 9 indicates the performance gap between the proposed strategy and the baseline strategies with different numbers of contents when N = 8 and C = 600. From the simulation results, the performance gap increases as the number of contents increases. The performance gain is more significant when there are more contents need to be stored, which brings more flexibility for managing the caching data in BSs.
From the performance comparison in Figs. 7, 8 , and 9, we can conclude that the proposed Q-learning based cache replacement strategy works much better than the conventional strategies, especially in large networks.
VIII. CONCLUSION
In this paper, we study the cache replacement strategy for BSs to minimize the transmission cost between BSs in cellular networks with the presence of UEs' caching and D2D offloading which can serve a part of content requests. We construct a MDP framework for the cache replacement problem and propose a Q-learning based strategy to replace the contents cached at BSs for minimizing the transmission cost. To realize the proposed cache replacement strategy, we calculate two important parameters, the cellular serving ratio which measures the offloading capability of UE's caching through D2D offloading and the reward for possible cache replacement actions. For the cellular serving ratio, we consider both static networks and high dynamic networks respectively, and then provide the approach to obtain the replacement reward according to the previous data request and transmission messages without any extra signalling between BSs. Furthermore, we prove the convergence property by sequential stage game model. Simulation results show that our Q-learning based strategy converges to the steady state which can minimize the transmission cost and the performance is better than three conventional cache replacement strategies.
