Some additive perturbation results for Drazin inverses are given. In particular, a formula is given for the Drazin inverse of a sum of two matrices, when one of the products of these matrices vanishes. Some special applications of this are also considered. © 2001 Elsevier Science Inc. All rights reserved.
Background results
If A is an n × n complex matrix, then the Drazin inverse [4] , denoted by A D , of A is the unique matrix X satisfying the relations
where k = Ind(A), the index of A, is the smallest nonnegative integer for which rank(A k ) = rank(A k+1 ).
In particular, when Ind(A) = 1, the matrix X is called the group inverse of A, and is denoted by X = A # . If A is nonsingular, then it is easily seen that Ind(A) = 0 and
The concept of a Drazin inverse was shown to be very useful in various applied mathematical settings. For example, applications to singular differential or difference equations, Markov chains, cryptography, iterative method or multibody system dynamics can be found in the literature [6] [7] [8] [9] [10] [12] [13] [14] [15] , respectively. This paper is concerned with the Drazin inverses (P + Q) D of the sums of two matrices P and Q. This problem was first considered by Drazin in 1958 in his celebrated paper [4] . Herein, it was proved that
The general question of how to express (P + Q) D as a function of P , Q, P D , Q D , without side conditions, is very difficult and remains open.
The aim of this paper is to extend Drazin's result to the case where only the onesided condition P Q = 0 is assumed. We then use this new result to analyze a special class of perturbation of the type A − X.
We shall assume familiarity with the theory of Drazin inverses as given in [1] and we denote Z A = I − AA D for square matrix A.
In this paper, we wish to examine some special cases of (1.1) and then extend formula (1.1) to the noncommutative case where just P Q = 0. This case is useful in several applications, such as in the splitting of matrices and iteration theory. We start by discussing the commutative additive result. 
, where N A + N B is nilpotent and apply Lemma 4 in [9] : if N k = 0 and AN = NA, then
where
is commuting sum of an invertible and an idempotent matrix.
We now turn to the noncommutative additive theorems. These theorems are motivated by the question of splitting a matrix into two or more suitable (and hopefully easier) parts, such that the Drazin inverse of the sum can compute in terms of the Drazin inverse of the pieces. Undoubtedly, these will also generalize the commutative case (1.1).
A one side splitting theorem
Consider a given matrix A = P + Q, where P Q = 0. This amounts to being given a solution to the nonlinear equation XA = X 2 . The best way of solving this is by going to canonical forms, and turn a "horizontal" problem into a "vertical" block problem. Indeed, this shall be precisely the way in which we tackle the one-sided Drazin inverse problem.
where max{Ind(P ), Ind(Q)} k Ind(P ) + Ind(Q).
Proof. Under the assumption P Q = 0, we have
in which we set P Q = 0. We now recall the result of Theorem 1 of [9] , which states that
with max{Ind(P ), Ind(Q)} k Ind(P ) + Ind(Q).
Hence,
Substituting for R now yields the desired result of (2.1).
It is straightforward to prove (2.2) from (2.1) and (2.3).
There are now numerous special cases that follow at once.
Corollary 2.1. Let P Q = 0 and suppose that max{Ind(P ), Ind(Q)} k Ind(P ) + Ind(Q).
Theorem 2.1 may be used to obtain several additional perturbation results concerning the matrix = A − X. Needless to say these are rather special, since addition and inversion rarely mix. First a useful telescoping result.
Proof. The case k = 1 is clear. Since AF = FA and (I − F )X = 0, and all terms in the expansion of (A − X) k X contain at least one power of X, we see that
We are now ready for our special perturbation results.
Corollary 2.2. Consider = A − X and suppose that F is an idempotent that commutes with
Proof. Suppose that F X = X. Then
where P = A(I − F ) and Q = AF − F X. It follows from F 2 = F that
we may apply Theorem 2.1 to give
which require that we compute Q D and P D . The latter is easily found because A and F commute. Thus,
On the other hand, in order to compute Q D we split Q further as
where R = (A − X)F = AF − F XF and S = F X(I − F ). Since

SR = F X(I − F )(FA − F XF ) = F X[(I − F )F ](A − XF ) = 0 and S 2 = F X[(I − F )F ]X(I − F ) = 0 we at once see that
Repeating this we obtain
which when substituted yields the second term:
Let us next examine the first term
We first compute the powers 2 , while for higher powers of i we may use Lemma 2.1 to arrive at
Thus, T 1 collapses to
completing the proof.
Let us now use this result to analyze some special perturbations of the matrix A − X. We thereby extend earlier work by several authors [12] [13] [14] 16, 17] and partially solve a problem posed in 1975 by Campbell and Meyer [2] , who considered it difficult to establish the norm estimates for the perturbation of the Drazin inverse.
In the following four special cases, we assume that F X = X and R = AF − XF.
If we, in addition, assume that F = AA D , then XA D = 0 and (2.8) is reduced to
Case (1b) XF = 0 and
In this case, A D X = 0 and (2.8) becomes
If we set
If we assume now that U is invertible, then so is V and
It is now easily verified that R # exists and equals
We thus have:
In this case, (2.11) is just as 12) where
Remark. The matrix U = I − A D XAA D is invertible if and only if I − A D X is nonsingular. This result generalizes the main results in [12] [13] [14] 16, 17] .
This time A D X = A D F = 0, and (2.7) changes as
We may now conclude that U is invertible exactly when V is, in which case
Lastly,
(2.14)
In this case, (2.7) reduces to just
If in addition to F = AA D , and U = I − A D X is invertible, this reduces even further to [16] (A − X)
then is nilpotent and D = 0.
Concluding remarks
In this paper, we have constructed a formula for the Drazin inverse of P + Q when P and Q satisfy the one-sided condition P Q = 0. This result generalizes Drazin's previous result [4] and admits several special cases, one of which partially answers a problem on the perturbation of the Drazin inverse posed in 1975 by Campbell and Meyer [2] . A second attempt to generalize Theorem 2.1 would be to assume that only P 2 Q = 0. Needless to say, this is best attempted via the block form, which in turn should give a suitable "horizontal" formula. This will be attempted elsewhere.
