Abstract: Primal and dual stability criteria based on multiplier descriptions are considered for systems interconnected over circular graphs. The resulting stability conditions scale gracefully with the size of the graph and gives rise to criteria with simple primal or dual interpretations. The criteria can be combined which results in a powerful framework.
INTRODUCTION
An effective approach for analysis of large scale systems is to find simple characterizations of the subsystem dynamics and then to verify that the interconnection matrix satisfies the complementary aggregate criterion. This approach was developed in pionering works such as Moylan and Hill (1978) and Vidyasagar (1981) where dissipation inequalities are used for the subsystem descriptions. A unified view on such stability tests can be obtained by using the framework of integral quadratic constraints (IQC), see e.g. Megretski and Rantzer (1997) ; Megretski et al. (2010) .
Many applications of recent interest motivate the reverse point of view, i.e. to find simple characterizations of the network structure and then to verify that the subsystems jointly satisfy the complementary criterion. This is particularly useful when a large number of near-identical systems are interconnected over a network with some inherent symmetry structure or in cases when the network is highly structured or sparse. Examples of applications include distributed control systems such as consensus networks, heterogeneous vehicle platoons and Internet congestion control where in all mentioned cases the individual systems have similar structure.
In this paper we illustrate the second approach for circular networks. We employ a variation of the primal-dual approach suggested in Jönsson ( , 2011 and reviewed in Section 2-3. The main contributions of the paper can be found in Section 4, where several characterizations of circular interconnections are discussed. The passivity characterization is known from Sontag (2006) ; Arcak and Sontag (2006) ; a spectral characterization as in Jönsson and Kao (2010) could be derived but is omitted for brevity of the paper. Finally, a new multiplier characterization of the circular structure is the main contribution of the paper. Our discussion is restricted to linear systems but the primal conditions obtained in the paper have nonlinear generalizations.
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Notation and Preliminaries
We let R denote the real numbers, C the complex numbers, C + = {s ∈ C : Re s > 0}, and cl C + = {s ∈ C : Re s ≥ 0} ∪ {∞}. We let
n×m |H is analytic in C + and continuous on cl C + } be the algebra of transfer functions that are analytic in the open right half plane and continuous on cl C + , which implies continuity on the extended imaginary axis jR ∪ {∞}. We equip it with the norm H = max ω∈R∪{∞} (σ(H(jω)), whereσ(·) denotes the largest singular value. We will throughout the paper use the compact notation A n×m def = A(C + ) n×m . A transfer function is in this paper called stable if and only if it belongs to A n×m .
We let S m×m C = {X ∈ C m×m : X = X * } be the vector space of Hermitian matrices equipped with the inner product X, Y = tr(XY ) and the corresponding norm X = tr(X 2 ) 1/2 (the Frobenius norm). We use the standard notation X ≻ 0 (X 0) to denote that the matrix X ∈ S m×m C is positive definite (positive semidefinite).
is a convex cone. The negative polar cone is the closed convex cone defined as
Finally, we define the convex hull co{w 1 , . . . ,
PRIMAL AND DUAL STABILITY CRITERIA
We consider the feedback interconnection defined as
where ∆, H ∈ A n×n . This interconnection is called stable if and only if
Since the systems are linear and time-invariant we employ a frequency-wise analysis.
It is often the case that ∆ is not exactly specified or known. We assume that ∆ ∈ S ∆ , where S ∆ is a set of transfer functions such that the following assumption holds. Assumption 1. (Assumptions under uncertain ∆).
(a) There exists ǫ > 0 such that for each frequency ω ∈ R ∪ {∞} there exists multipliers
= cl cone{Π p : p ∈ P}, where we note that the parameter set P in some of our applications will be infinite. (b) the set S ∆ is pathwise connected (in norm topology) (c) there exists ∆ 0 ∈ S ∆ such that the interconnection
Note that since H is stable it is often enough to let
where ∆ is a known transfer function. In this case we use ∆ 0 = 0. This is how we will use the result in Section 4.
We further use the operator
Given the above assumptions we have the following: Theorem 1. Under Assumption 1 the system (1) is stable if either of the following equivalent conditions are satisfied (a) Primal condition: For every ω ∈ R ∪ {∞} there exists a nonzero Π ∈ Π ∆(jω) such that
where
Proof. A proof can be found in Appendix II.
The primal stability criterion in the theorem can easily be generalized to a stability criterion for interconnections where H is a nonlinear operator. This follows by invoking the theory of integral quadratic constraints.
SUBSYSTEM VERSUS NETWORK CHARACTERIZATIONS
The primal and dual stability criterion introduced in the previous section can be applied to large scale systems analysis. For example, consider the case when a set of linear time-invariant single-input single-output dynamics {H k : k = 1, . . . , n} are interconnected over a network described by Γ. This implies that in H = diag(H 1 , . . . , H n ) and ∆ = Γ in the results in the previous section. It provides a compact way of modeling very general networks as is illustrated in Figure 3 .
The approach to large scale systems analys in this paper is based on characterizations of the interconnection operator. This approach is sometimes useful when a large number of structurally similar systems are interconnected over a network with some inherent structure. The goal is to obtain criteria that are
(1) scalable in the sense that the analysis requires only a moderate increase in computational complexity as the network size increases, (2) simple to use and such that the contribution from the individual dynamics H k is easy to understand.
Our approach is based on the following three steps:
(1) Introduce multipliers to characterize the network interconnection. We remark that a complete characterization of the network usually is difficult to find and expensive to use. Instead one have to search for structure in the network that is easy to explore. The approach is well motivated in the analysis of very large scale systems where simple to use criteria (e.g. graphical criteria) are valuable even at the expense of some possible conservatism. (2) Formulate the primal criterion. The primal criterion is often not easy to interpret but it can be tested using convex optimization and it generalizes also to the case when the subsystem dynamics are nonlinear and time-varying. (3) Use the dual criterion to derive new formulations of the stability criterion. We will see that the dual sometimes provides nice interpretations of the primal multiplier based criterion.
Some properties of interconnections that recently have been used to derive scalable stability criteria are the spectral characteristics of the interconnections in consensus networks Lestas and Vinnicombe (2005) ; Jönsson and Kao (2010) and the bipartite interconnection structure of networks that appear in Internet congestion control Lestas and Vinnicombe (2006); .
In the next section we will illustrate how the primal and the dual criteria apply to the analysis of systems interconnected over circular networks.
SYSTEMS ON CIRCULAR GRAPHS
Consider the system as described in the previous section in the case when the graph is circular, i.e.
. . .
We will apply Theorem 1 with H = diag(H 1 , . . . , H n ) and S ∆ = {τ Γ : τ ∈ [0, 1]}. It is easy to verify that the multiplier cones used below satisfy Assumption 1.
A Passivity Criterion:
The first set of multipliers we will consider can be deduced from the results in Sontag (2006); Arcak and Sontag (2006) . We let Π pass ⊂ S 2n×2n C denote the closed convex cone generated by the multiplier 
,
r , and where
and where r = (γ 1 . . . γ n ) 1/n is assumed to satisfy r < 1. The validity of the multiplier follows since one can show that
which is negative definite since the middle matrix is circulant with eigenvalues λ k = (2r cos(2πk/n) − 2) < 0, k = 0, 1, . . . , n − 1. The primal stability criterion in Theorem 1 becomes
We skip the discussion about the corresponding dual criterion.
Characterization of Circularity:
We consider the closed convex cone Π circ ⊂ S 2n×2n C generated by the multipliers 1 The criterion is analogous but not equivalent to secant criterion in Sontag (2006) . He considers a negative feedback interconnection, i.e. the nonzero element in the first row of Γ is −1. The same result can be obtained using the approach of this paper.
where γ > 1 is some given positive number.
To see that this gives a valid multiplier description we need to verify that the matrix in (7) below is negative semidefinite. By using the transformation matrix
we get
This symmetric circulant matrix is negative semi-definite since its eigenvalues satisfy λ k = 2y cos(2πk/n) − 2γ < 0, k = 0, . . . , n − 1 because y ∈ [−1, 1] and γ > 1.
We note that the conditions y ∈ [−1, 1] and n k=1 φ k = 0 equivalently can be replaced by the condition y ∈ [0, 1] and n k=1 φ k ∈ {0, π}. Primal condition: For every ω ∈ R ∪ {∞} there exists x k ≥ 0, y ∈ [0, 1], φ k ∈ R, such that n k=1 φ k ∈ {0, π} and
The primal is in this case a coupled criterion involving all sub-systems. The following exact formulation of the dual is equally hard to interpret. Dual condition: For every ω ∈ R ∪ {∞} find λ k ≥ 0, k = 0, 1, . . . , n, such that for k = 1, . . . , n
. (8) where at least one inequality is strict and where the φ * k
Much simpler dual criteria can be obtained if the structure of these linear inequalities are explored. Two cases are presented below Simple dual condition: Case 1
If (10) does not hold we may try the following less conservative criterion that takes phase information into account. Simple dual condition: Case 2
for all ω ∈ R ∪ {∞}.
CONCLUDING REMARKS
Several multiplier characterizations of circular graphs have been discussed. The analysis is easy and powerful when restricted to linear systems. The analysis of nonlinear systems must be done using the primal criterion. The insight that the dual criterion provides in the case of linear systems may guide the choice of multipliers in the analysis of nonlinear systems.
APPENDIX I: THE DUAL CONDITIONS
We have that W ∈ Π (12) and (13) hold , where w 11, mod (k+1,n) mod (k+1,n) ≤ w 22,kk , k = 1, . . . , n (12) and Re w 12,kk e −jφ k .
In the condition
circ we may w.l.o.g use a diagonal Z. The condition thus imposes the following system (we use Re w 12,kk e −jφ k = Rew 12,kk e jφ k )
where the φ * k solves (9). We have shown that the criterion M H Z ∈ Π ⊖ circ for some Z ∈ Z is equivalent to the existence of a solution to the system Az ≤ c, z > 0, where A and c are defined below and z = [z 1 . . . z n ].
We will use the following version of Farkas lemma.
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Lemma 2. The system Az ≤ c, z > 0 fails to have a solution if and only if there exists a solution to the system
Proof. Suppose Az ≤ c, z > 0 fails to hold. Then the convex sets C 1 = {(c−Az, z); z ∈ R n } and C 2 = {(z 1 , z 2 ) : z 1 ≥ 0; z 2 > 0} are disjoint. By the separating hyperplane theorem there exists a nonzero pair µ = (λ, ν) such that x T µ ≤ 0 and y T µ > 0 for all x ∈ C 1 and y ∈ C 2 . From the second condition it follows that λ, ν ≥ 0 and ν = 0. Hence, the first condition (c − Az)
implies that c T λ ≤ 0 and A T λ = ν. This proves the lemma.
We apply Lemma 2. Let λ ∈ R 2n+2 have the following components
The constraint c T λ ≤ 0 implies that µ = µ + − µ − ≤ 0. Hence, the above system can equivalently be written
for k = 1, . . . , n where at least one inequality must be strict. We have arrived at the dual condition in (8).
It is possible to derive sufficient conditions for the dual to hold that are explicit and easy to check. To obtain such conditions, we recursively use the inequalities in (8) starting from index k = n we get
for k = 1, . . . , n − 1 and
We consider three cases.
Case 1: Suppose n l=1 |H l | 2 < 1. Then we may let λ 0 = 0 and define λ k recursively as
where ǫ, η > 0 are such that η < ǫ(
2 The product is defined as
The system in (8) is satisfied with this choice of parameters and therefore the dual condition holds. Indeed, it immediately follows from (18) that (8) is satisfied for k = n, . . . , 2. In order to verify the system (8) at k = 1 we use (18) recursively to arrive at the inequality
which obviously is satisfied when (17) and (19) hold. Remark 1. Note that if y k = 0, and x k ≥ 0 then the primal is equivalent to the dual condition
If we define λ k recursively as
for k = n − 1, . . . , 1, where ǫ, η > 0 satisfies
The system in (8) is satisfied with this choice of parameters and therefore the dual condition holds. Indeed, first notice that the bounds on ǫ guarantee that λ k ≥ 0, k = 1, . . . , n. Secondly, it immediately follows from (22) that (8) is satisfied for k = n, . . . , 2. In order to verify the system (8) at k = 1 we use (22) recursively to arrive at the inequality
which is satisfied when (21) and (23) hold.
We arrive at the simple dual in (11) if we let λ 0 = 1.
APPENDIX II: PROOF THEOREM 1
The primal stability condition implies that the system (1) is stable. Indeed, by Assumption 1 (b) there exists a continuous parametrization
The primal condition together with the inequality in the definition of the cones Π k,∆ in Assumption 1 (a) can be shown to imply that there exists ǫ > 0 such that
for all ω ∈ R ∪ {∞} and θ ∈ [0, 1] for some ǫ > 0. From Assumption 1 (c) it follows that (I − H∆ 0 ) −1 ∈ A n×n and hence that ψ(s, 0, 0) has no zeros in the closed right half plane. Since, by continuity ψ(s, θ, α) satisfies ψ(jω, θ, α) > 0, ∀ω ∈ R ∪ {∞}, θ ∈ [0, 1] for small enough α > 0, we may apply the zero exclusion principle and conclude that ψ(s, 1, α) has no zeros in the right half plane, see e.g. Lemma A.1.18 in Curtain and Zwart (1995) . Once again, by continuity it follows that also ψ(s, 1, 0) has no zeros in the closed right half plane and hence (I − H∆) −1 ∈ A n×n and the claim is proven.
To prove that the primal and dual conditions are equivalent, i.e. that (a) and (b) in the theorem statement are equivalent, we first derive a criterion for (a) being violated. First letΠ ∆(jω) ⊂ Π ∆(jω) be defined aš 
In order to prove the theorem we need to establish the reverse direction of the above duality result. Hence, if (25) fails, i.e. (4) holds, then ∀ω ∈ R ∪ {∞} the two convex sets
are disjoint. We note that Π ⊖⊖ ∆(jω) = Π ∆(jω) since Π ∆(jω) is a closed convex cone in the topology defined by the Frobenius norm. By the separating hyperplane theorem [Theorem 11.3. in Rockafellar (1970) ] there exists a hyperplane that separates the two sets properly, i.e. there exists a nonzero Π ∈ Π ∆(jω) such that
