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The Baumslag Solitar group BS(2, 3), is a so-called non-Hopfian group, meaning that
it has an epimorphism φ onto itself, that is not injective. In particular this is equivalent
to saying that BS(2, 3) has a quotient that is isomorphic to itself. As a consequence
the Cayley graph of BS(2, 3) has a quotient that is isomorphic to itself up to change of
generators. We describe this quotient on the graph-level and take a closer look at the most
common epimorphism φ. We show its kernel is a free group of infinite rank with an explicit
set of generators.
Baumslag-Solitar groups are two generator one-relator groups given by the presentation
BS(n,m) = 〈a, b | ban = amb〉,
for n,m ∈ Z. They were introduced in 1962 by Baumslag and Solitar1 to describe the first examples
of non-Hopfian finitely generated one-relator groups. A group is Hopfian whenever G/N ∼= G implies
that N = {1}. The specific result [BS62] states that BS(n,m) is Hopfian if and only if
• n divides m or vice versa; or
• n and m have the same prime divisors.
It is also possible to determine which of these groups are residually finite [Mes72]. This is the case
when |m| = |n|, or |n| = 1 or |m| = 1. A last interesting remark is that, whenever |n|, |m| 6= 1, these
groups are HNN extenstions of Z with respect to the automorphism µ : nZ→ mZ, sending n to m.
We only focus on the Baumslag-Solitar group BS(2, 3) = 〈a, b | ba2 = a3b〉 and the following
homomorphism which is surjective, but not injective:
φ : BS(2, 3)→ BS(2, 3) :
{
a 7→ a2
b 7→ b .
The element [ab, a] is non-trivial, and inside the kernel of φ. As mentioned before we notice that
BS(2, 3)/Ker(φ) is isomorphic to BS(2, 3). And thus their Cayley graphs are isomorphic up to
change of generators. We will first describe this quotient from a graph-viewpoint. Our other aim is
to show that Ker(φ) is a free group of infinite rank. The proof is geometric. We will give an explicit
set of generators and show that their action on the Bass-Serre tree associated to BS(2, 3) is free.
It is useful to remind ourselves of Britton’s lemma. We do not give its general version, but directly
apply it to BS(2, 3).
Lemma 1 (Britton’s lemma). Let ω = aα0
∏n
i=1 b
βiaαi in BS(2, 3) such that βi 6= 0. If ω = 1, then
either
• n = 0 and α0 = 0;
1The group BS(1, 2) was already around at the time and appears in a 1951 paper by Higman [Hig51].
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• or n > 0 and ∃i ∈ {1 . . . n− 1} such that
1. βi > 0, βi+1 < 0 and αi ∈ 2min{βi,|βi+1|}Z;
2. βi < 0, βi+1 > 0 and αi ∈ 3min{|βi|,βi+1}Z.
Definition 2. Given a word ω = aα0
∏n
i=1 a
αibβi in {a, b}∗, define ρ(ω) = ∑ni=1 βi and ρa(ω) =∑n
i=1|βi|.
Note that, as a consequence of Britton’s lemma, we see that if ω represents the trivial element, then
ρ(ω) = 0.
Lemma 3. Ker(φ) is normally generated by {[ab, a], [ab, a−1], [ab, a2], [ab, a−2]}.
Proof. Consider a word ω in the generators of BS(2, 3). If ω ∈ Ker(φ), then ρ(ω) = 0, since ρ(φ(ω)) =
0 and φ does not affect b. Given that a proof is a sequence of trivialities, we can check the following:
• If ρa(ω) = 2, then an easy calculation shows that if φ(ω) = 1, then ω represents the trivial
element.
• If ρa(ω) = 4, one can show that ω represents one of the generators given above (up to cyclic
permutation of the letters).
• Consider the group element bβaαbβ′ , where β, β′ > 0. By Bachet-Bezout, there exist λ, µ ∈ Z
such that λ2β + µ3β
′
= 1. Hence bβaαbβ
′
= bβaαλ2
β+αµ3β
′
bβ
′
, which equals aαλ3
β
bβ+β
′
aαµ2
β′
.
• By repeatedly applying the previous item, any word ω (upto cyclic permutation) can be replaced
by a word ω′ that represents the same element inBS(2, 3) and is of the form aα1bβ1aα1bβ2 . . . aαnbβn ,
where none of the exponents are zero and exponents of subsequent b’s have opposite sign.
• We specialise even more, in the sense that we minimise the exponents βi. This means that
ba2αb−1 can be replaced by a3α and b−1a3αb by a2α.
• So suppose ω is of the prescribed minimal form, such that ρa(ω) > 4 and is in Ker(φ), then
the image is a2α1bβ1a2α2bβ2 . . . a2αnbβn . We apply Britton’s lemma. Suppose there is some
i ∈ {1 . . . n} such that βi > 0, βi+1 < 0 and 2αi ∈ 2min{βi,|βi+1|}Z. Without loss of generality
we suppose βi is the minimum. Then αi = 2
βi−1α′i, and thus b
βiaαibβi+1 = ba3
βi−1α′ibβi+1+βi−1.
Note that this contradicts minimality of the word ω if βi > 1. The reader can check that a
similar contradiction is found for the second case of Britton’s lemma.
• Because of the previous point, there is some b whose exponent is either 1 or −1. Upto taking
inverses and cyclicly permuting the word, we may suppose it is −1 and it appears on the second
position, i.e. ω can be chosen of the form bβ1aα2b−1aα3bβ3 . . . .
• Adding minimality to the argument, this can be rewritten as
bβ1−1a3(
α2−1
2
)+α3−tbab−1atba−1b−1a−tatbabβ3−1 . . .
where t is either 1 or 2, such that α3 − t ∈ 3Z. Note that the first part of our rewritten word is
exactly a generator described in the statement of the lemma. Suppose ω′ is the remaining word,
after deleting the generator. One notices that ρa(ω
′) = ρa(ω)− 2. Hence an induction argument
based on the value of ρa finishes the proof.
Corollary 4. Ker(φ) is normally generated by [ab, a].
Proof. • [ab, a−1] = a−1[ab, a]−1a;
• ba−1b−1[ab, a]a−1[ab, a]abab−1 = a[a−1,b, a−2]a−1.
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A description of BS(1, 2) and its Cayley graph is a pretty standard introduction to the world of
Baumslag-Solitar groups (f.e. [Mei08]). For self-containment purposes, we quickly describe the Cayley
graph of BS(2, 3), which follows a slight variation of the classical example BS(1, 2). The standard
building block is given in figure 1, where red edges are labeled by a and blue ones by b. This is the
cycle induced by the single relator. These building blocks fit nicely together into an upper-half plane
given in Figure 2, based at a copy of Z generated by a. We may now construct the Cayley graph.
Consider the base line generated by a, then we can insert three planes here such that upward arrows
do not overlap. One can see this as attaching a plane based at 1, a and a2. In a similar way we
construct lower half planes (one can see this by interpreting Figure 2 with the baseline on top). Two
of these can be attached at Z such that blue arrows do not overlap. Locally this looks like Figure
3. In general consistenly applying this construction to each left coset of 〈a〉, which all appear as a
Cayley graphs of Z, gives us the Cayley graph of BS(2, 3). Now project such that each left coset of
〈a〉 becomes a point, we obtain a tree of degree five, as can be seen in Figure 4. This is the Bass-Serre
tree associated to the HNN extension BS(2, 3) = HNN(Z, 2Z ∼ 3Z). Choosing a specific vertex of
this tree, one sees that three edges are directed upward and two downward (the halfplanes attached
upward and downward respectively). This ‘side view’ will be important for our visual interpretation
later. We first define the following sets.
Figure 1: Building block of
BS(2, 3).
Figure 2: Construction of a plane in BS(2, 3)
Figure 3: Side 3D view of
BS(2, 3)
Figure 4: Projection of cosets of 〈a〉
We define the height of an element to be its image by the map
α : BS(2, 3)→ Z :
{
a 7→ 0
b 7→ 1 ,
and we define what it means for two cosets to be neighbours.
Definition 5. Two left cosets λ and µ of 〈a〉 are same height neighbours if for l ∈ λ either lab, laab
or la2ab are in µ. Notation: λ ∼ µ.
If we consider the graph defined by those cosets as vertices and edges between two cosets that are
same height neighbours, then we obtain a forest (read: disjoint union) of three-valent trees. Note that
such a tree has a unique 2-coloring. This coloring can be seen in Figure 5 and thus also the visual
interpretation of the same height neighbour relation becomes clear. Presented is a limited sideview of
BS(2, 3), where the cosets are colored by the 2-coloring. Two colored points (representing left cosets
of 〈a〉) that are two edges apart, are neighbours. From the visual it is clear that a point has exactly
three neighbours. Now we can define the following sets:
3
Figure 5: Coloring of Hλ
Figure 6: The identification of the element [ab, a]
Definition 6. Given λ a left coset of 〈a〉, then
• Hλ is the connected component of λ of the forest induced by the same height neigbour relation;
Since Hλ is a 3-valent tree it has a unique 2-coloring.
• H+λ are the cosets in Hλ, that have the same color as λ;
• H−λ := Hλ\H+λ .
Note that if µ ∈ H−λ , then clearly H−λ = H+µ .
We now have the tools to show what happens when we quotient by Ker(φ). Write
G = BS(2, 3)/Ker(φ), which we will not consider as an abstract group, but rather as the specific
manifestation of BS(2, 3) as a quotient of itself. Note that φ(a) = a2. This means that a, in G, will
behave like a2 in BS(2, 3). In a sense we would like to take the root of a (note that the reason for this
awkward phrasing comes from the visual interpretation we will see soon). This is why we look for a
pre-image of a, one can take for example the commutator [b, a] = bab−1a−1. So the specific group ele-
ment [b, a] in G will behave as the abstract group element a in BS(2, 3). For brevity we write a˜ := [b, a].
We will construct the quotient graph by identifying points in the original graph, following two
principles we will call ‘horizontal identification’ and ‘vertical separation’. We start by describing the
first. Let us see which effect, identifying two points that are at a ‘distance’ ω = [ab, a−1] has. We
follow the path (in green) of ω in Figure 6. Suppose we start on the line 〈a〉, then we go up a level to
b〈a〉. Next we move over an edge labelled a, which means that when we take the edge b−1, we do not
take the same edge back (i.e. we follow the second green arrow). After this moving a−1, we go up one
of the two other planes, after which we go down again. Note that since we identify two points of 〈a〉
and bab−1a−1ba−1b−1〈a〉, in fact those lines are completely identified. By symmetry all cosets of H+〈a〉,
will become equivalent to 〈a〉 in G. Note that by symmetry also all lines in H−λ are identified with one
another. Let us consider the behaviour of a˜. Note that it is exactly equal to the the first four letters
of ω. This means that we are basically following the first two green arrows of ω in Figure 6. Next we
apply a˜ a second time, we arrive on the line ω〈a〉, which has been identified to 〈a〉. Specifically the
point we arrive in is identified with a, since a˜ = a. One notices that viewing G wrt the new generators
{b, a˜} will give us an intertwining of the lines 〈a〉 and bab−1〈a〉. Wrt the sets H+〈a〉 and H−〈a〉, which are
in G each just one line, this means that the generator a˜ will alternate points of H+〈a〉 and H
−
〈a〉. The
result can be seen in Figure 8. Here points on the lower line are obtained by alternating points of 〈a〉
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Figure 7: Two lines are interleaved if at a ‘distance’ bab−1a−1.
1 [b, a] a [b, a]a a2 [b, a]a2 a3 [b, a]a3 a4 [b, a]a4 a5 [b, a]a5
b ba ba2 ba3b[b, a] b[b, a]a b[b, a]a
2 b[b, a]a3
a2ba−1 a2b a2ba a2ba2
ab aba aba2 aba3
Figure 8: A part of the Cayley graph of G, where a˜ is now a generator. Choices of colors are consistent
with previous drawings.
and [b, a−1]〈a〉, where we start by 1 and [b, a] respectively. Out of this new ‘baseline’ once again three
planes open up. We describe one, since the other two are analogous by symmetry. Consider the plane
based at 1 in Figure 8. If we take one step back and look at Figure 7, before identification. Then we
see that the intertwining respects the upper brown points, in the sense that if the first green point
from the left is 1, then the first yellow point from the left is [b, a]. This means that the fourth point
is exactly [b, a]a. Which is underneath the second brown point. This means that a position opens
up in the after identification in between brown points. This makes sense, since by symmetry of the
cayley graph, also the line H+b〈a〉, must intertwine with H
−
b〈a〉. This fills up the gap. Note that H
−
b〈a〉
are exactly the orange points in Figure 8.
Note that since Ker(φ) is normally generated by [ab, a], this is the only ‘real’ identification that
takes place. Other identifications are due to taking conjugates of this element. I.e. if two cosets of
〈a〉 are identified, of course the tree structure above and below it must become identified too.
Let us now prove that the kernel of φ is a free group of infinite rank. In order to do this in an
accessible way, we first introduce some terminology. For illustrations of the concepts, also see Figure
9.
Definition 7. Let P be the set of geodesic paths starting at 〈a〉 in the Bass-Serre tree in Figure 4
(these are the left cosets of 〈a〉). Let {a, b}∗ be all words in a, b and their inverses, and n,m ∈ Z. We
say that:
1. Let ω ∈ {a, b}∗, then the associated path in the Bass-Serre tree is the projection of the associated
path in the Cayley graph of BS(2, 3). This path may contain backtracking.
2. A good representative of a path p ∈ P is a word ω such that p is its associated path in the
Bass-Serre tree. Equivalently: such that ρa(ω) is minimal and ω represents the left-coset at the
end of p.
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(a) Swiss. (b) Nepalese.
Figure 9: An artistic interpretation of a swiss and nepalese path. The reader should think of these
paths as paths in the Bass-Serre tree 4. Note that the swiss path has valleys and tips that
share and edge, while for the nepalese path they are disjoint. Moreover, in this example, the
nepalese path is end-essential while the swiss path is not.
3. A path contains a tip if a good representative ω contains a subword of the form banb−1.
4. A path contains a valley if a good representative ω contains a subword of the form b−1anb.
5. A path is end-essential if all good representatives do not end in a tip.
6. A path p ∈ P is swiss if a good representative ω contains a subword of the form b−1anbamb−1
or banb−1amb. A path that is not swiss is called nepalese.
7. Let ω be a good representative of p ∈ P, an end-essential nepalese path with a tip, let ω1 be the
first part of ω, let B be the tip and ω2 the remainder. Then p has two triplets at B, namely the
paths associated to ω1aBa
−1ω2 and ω1a−1Baω2.
8. Let ω be a good representative of p ∈ P, an end-essential nepalese path with a valley, let ω1 be
the first part of ω, let V be the valley and ω2 the remainder. Then p has a twin at V , namely
the path associated to ω1a
−1V ab−1ω2.
9. Let ∼ be the sibling relation defined on end-essential nepalese paths, where p ∼ q if they belong
to the same set of triplets or the same set of twins.
10. We denote by G∼ the graph induced by the sibling relation on end-essential nepalese paths. Two
paths in the same connected component are called relatives.
11. For a path p ∈ P define the function c : P → N by setting c(p) equal to the number of valleys
and tips.
We note that the sibling relation is not an equivalence relation, since it is not transitive and not
reflexive. But since it is symmetric ∼ clearly defines a graph on the set of end-essential nepalese paths.
This graph is not connected. We show the following.
Theorem 8. Ker(φ) ' F∞. In particular, let O be a set of words in {a, b}∗ such that
• Each word represents an end-essential nepalese path and each such path is represented by at most
one word.
• For each connected component of G∼, there is exactly one path that is represented by a word in
O.
Then the symmetric set
S = {ωai[ab, a]ja−iω−1 | j ∈ {−1, 1}, i ∈ {0, 1}, ω ∈ O}
freely generates Ker(φ). In particular we show that the action of Ker(φ) on the Bass-Serre tree is free.
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Proof. Generation. We first show that S is generating. Let O˜ be a set containing for each geodesic
path in the Bass-Serre tree exactly one word which is a good representative. Then it can easily be
seen that Ker(φ) is generated by
S = {ωai[ab, a]ja−iω−1 | j ∈ {−1, 1}, i ∈ {0, 1}, ω ∈ O˜}.
Hence we can reduce the number of paths needed. Suppose ω represents a swiss path, then it is of the
form ω1bab
−1abω2 or ω1b−1abab−1ω2 (up to possibly taking other exponents of the a’s). We treat these
two cases for i = 0 and j = 1, the other cases are similar. Note that for the first calculation we consider
the conjugated group element and in the second we only consider the group element representing the
path. As we are conjugating the paths this leads to redundant notation. We write the first in full for
the readers convenience.
ω[ab, a]ω−1 = ω1bab−1abω2[ab, a]ω−12 b
−1a−1ba−1b−1ω2
= ω1[a
b, a]ω−11 ω1abaω2[a
b, a]ω−12 a
−1b−1a−1ω−11 ω1[a
b, a]−1ω−11 , or
ω = ω1b
−1abab−1ω2
= ω1a
−1b−1[ab, a]baω−11 ω1a
−1b−1a4ω2.
Hence we have reduced the problem to the shorter paths ω1 and ω1abaω2, and ω1a
−1b−1 and
ω1a
−1b−1a4ω2 respectively. An induction hypothesis on the length of the paths finishes the job.
Hence we may suppose our paths are nepalese. We suppose they are not end-essential. So they
are represented by a word ω of the form ω1bab
−1. Note that the element bab−1ai[ab, a]a−iba−1b−1
is in the subgroup F2 generated by {[ab, a], a[ab, a]a−1}. Hence, because of its specific form, it can
be written as one of the generators (or their inverses), or a product of at most four generators (or
their inverses). Say g1 or g1g2g3g4. In particular we can rewrite ωa
i[ab, a]a−iω−1 as ω1g1ω−11 or
ω1g1ω
−1
1 ω1g2ω
−1
1 ω1g3ω
−1
1 ω1g4ω
−1
1 , where ω1 is an end-essential path.
Finally consider ω, a good representative for an end-essential nepalese path p. Let ω /∈ O. We will
show that ω can be written as a product of one (any) of its siblings and paths q such that c(q) < c(p).
Consider two triplets ω1Bω2 and ω1aBa
−1ω2, where B is a tip. Then
ω = ω1Bω2
= ω1BaB
−1a−1ω−11 ω1aBa
−1ω2
= ω1[a
b, a]ω−11 ω1(aBa
−1ω2) or,
ω = ω1Bω2
= (ω1a
−1)aBa−1B−1(aω−11 )ω1a
−1Baω2
= (ω1a
−1)[ab, a]−1(aω−11 )(ω1a
−1Baω2).
Clearly c(ω1) < c(ω). On the other hand consider two twins ω1V b
−1ω2 and ω1a−1V ab−1ω2. Note that
the valley can either be of the form b−1ab or bab−1. We suppose it is the former, the argument for the
latter is similar. Note also Figure 10a for a visual interpretation.
ω = ω1b
−1abω2
= (ω1a
−1b−1)bab−1aba−1b−1a−1(baω−11 )ω1a
−1b−1abaω2
= (ω1a
−1b−1)[ab, a](baω−11 )ω1a
−1b−1abaω2
The case b−1a−1b is similar, obtaining a conjugate of [ab, a]−1 in the first term. Since each connected
component in G∼ is represented in O by some element, each end-essential nepalese path can be writ-
ten as a product of the designated relative in O and elements with less tips or valleys. One ends the
argument by induction on the number of tips and valleys.
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(a) Twins.
E
(b) A group element in Ker(φ) represented as a
path.
Figure 10: On the left: The black path (correspongding to ω) has a valley V . Its twin at V is given
by the blue path. Note that the red paths corresponds to ω1a
−1b−1 and baω−11 , and the
orange path to the normal generator [ab, a]. On the right: An element in Ker(φ), red paths
are the paths defined by ω, the orange path corresponds to [ab, a], the second edge E of
the commutator path seperates the Bass-Serre tree in two components.
Freeness. We are now ready to prove the given basis is free. Let ω ∈ O, then ωai[ab, a]a−iω−1 does
not necessarily represent a geodesic path (we call the path p), it may have backtracking when the
last edge of ω and the first of [ab, a] overlap. Similarly it might also overlap on the last edge of [ab, a]
and the first of ω−1. Let E be the second edge of [ab, a] as a subpath of p (see Figure 10b), then it
seperates the tree in two conncected components (say E− and E+). We claim that applying any other
element ω˜as[ab, a]a−sω˜−1of S, one will never traverse E again. There are several possibilities.
• Firstly suppose ω˜ = ω, then this reduces to the fact that 〈[ab, a], a[ab, a]a−1〉 is free on two
generators.
• Consider the concatenated path ωai[ab, a]a−iω−1ω˜as[ab, a]a−sω˜−1. Since ω˜ is end-essential and
nepalese, this path remain in E+, once having crossed E. Let Eω˜ be the second edge in the
second commutator [ab, a]. Suppose Eω˜ is not part of the path defined by ω
−1. In particular, to
cross E, we first need to cross Eω˜, which means we have merely displaced the problem.
• So we may suppose Eω˜ is part of ω−1. Note that this only possible when, ω−1 contains a tip or
a valley. In this case the composition ω−1ω˜[ab, a]ω˜−1 defines a sibling of ω−1. It is impossible,
using a sequence of siblings, to cross E, since for every connected component of the sibling
relation we only allowed one path to be contained in O, which is ω.
Furthermore we look at the limit case of applying the morphism φ.
Proposition 9. Ker(φn) is normally generated by {[bmab−m, a] | 0 < m ≤ n}
Proof. By induction.
Corollary 10. BS(2, 3)/
⋃
n Ker(φ
n) = 〈a, b | [bmab−m, a] where m ∈ N〉.
We call this group L. Fun remarks:
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• ∀n ∈ N there is an element α ∈ L, such that α2n = a. I.e a has infinitely many roots. More
specifically the presentation induced by α and b is the same as the one given in Corollary 10.
One sees that the group generated by 〈bmab−m | m ∈ N〉 is isomorphic to the dyadic rationals
Z[1/2].
• The given presentation has solvable word problem.
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