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ABayesian on-line learning scheme with Sequential Monte Carlo incorporating Impor-
tance Resampling is proposed. If environment changes with respect to time, $i$ . $e.$ , the
input-Output relationship to learn varies over time, then on-line learning will be called
for. The proposed scheme adjusts not only parameters for data fitting but also adjusts
hyperparameters on-line. The scheme is tested against simple examples and is shown
to be functional.
keywords :Bayes, online , Importance Resampling, Sequential Monte Carlo, hy-
perparameter
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2.1
$t$ l $x_{t}$ $y_{t}$ ,
, .
$u_{t}:=(u_{t1}, \cdots, u_{tk_{u}})\in \mathrm{R}^{k_{u}}$ ,
$u_{t}=\mathrm{G}(u_{t-1})+\mu_{t}$ (1)
, ( ) . , $\mu_{t}:=(\mu t1, \cdots, \mu tk_{\mathrm{V}})\in \mathrm{R}^{k_{\mathrm{V}}}$
. $t$ $D_{t}:=\{xt’, yt’\}_{t’=1}^{t}$ ,
:
$P(ut|D_{t-1})= \int P(u\iota|ut-1)P(ut-1|D_{t-1})du\iota-1$ (2)
$P(u_{t}|D_{t})= \frac{P(y_{t}|u_{t})P(u_{t}|D_{t-1})}{\int P(y_{t}|u_{t})P(u_{t}|D_{t-1})du_{t}}$
$P(y_{t}|u_{t})P(u_{t}|D_{t-1})$ (3)
(2) , $t-1$ , $|$ $t$ $u_{t}$
, (3) . , (3) , (2) ,
, $1\mathrm{J}$ $t$ $D_{t}$ $u_{t}$ .
: $t-1$ $D_{t-1}:=\{x_{t’}, y_{t}’\}_{t’=1}^{t-1}$ , $t$
$y_{t}$ . , $x_{t}$ .
G $()$
, (2), (3) . , Importance
Resampling Sequential Monte Carlo .
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2.1.1 $\mp_{7^{-}}^{rightarrow\backslash }$ ) $\triangleright 7\{$
, weight $w$ , $h$ ,
l/(l+exp(-( $\cdot$ ))) $Tt$ .
2.1.2
H ( $Xt$ , y , :
$P(yt|xt, wt, \beta t, H)=\frac{1}{Z_{z}(\beta_{t})}\exp[-\beta\iota E_{z}(Xt, yt;wt)]$
$E_{z}(x_{t}, y_{t}; w_{t})= \frac{1}{2}(y_{t}-f(x$ $w_{t}))^{2}$
$Z_{z}(\beta_{t})=(\beta_{t}/2\pi)^{1/2}$
$f(\cdot$ ;w weight $wt\in 1\mathrm{R}^{k}$ , $\beta t$ $|\mathrm{J}$ $t$
$\nu_{t}$ .
2.13weight $w_{t}$












, $\sigma_{\gamma},$ $\sigma\beta$ .
2.15weight $w_{0}$




$\mathrm{I}\mathrm{J}$ $t$ $-1$ $D_{t-1}$ $ut:=(wt,$ $\beta t$ , \gamma , $t$
$D_{t}$ $u_{t}:=(w_{t}, \beta_{t}, \gamma_{t})$ :
$P(ut|Dt-1,7t)= \int P(ut|u, {}_{t-1}H)P(ut-1|Dt-1,7\{)dut-1$ (4)
$P(u_{t}|D_{t}, H)= \frac{P(y_{t}|x_{t},u_{t},7\{)P(u_{t}|D_{t-1},\mathcal{H})}{\int P(y_{t}|x_{t},u_{t},H)P(u_{t}|D_{t-1},H)du_{t}}$ (5)
, $P(yt|xt, ut, H)=P(yt|xt, wt, \beta t,H)$ ,
$P(u_{t}|u_{t-1},7\{)=P(w_{t}|w_{t-1},\gamma_{t}, H)P(\gamma_{t}|\gamma_{t-1}, ?t)P(\beta_{t}|\beta_{t-1}, H)$,
$P(u_{0}|7\{)=P(w0|H)P(\gamma_{0}|?t)P(\beta_{0}|H)$ .
221Sequential Monte Carlo :Importance Resampling
Importance Resampling , (4)(5)
.
, $P(u)$ $Q(u)$ . $P(u)$ target
density, $Q(u)$ proposal density . , proposal density $Q(u)$ , $P(u)>0$
$u$ $Q(u)>0$ , $Q(u)$
. , proposal density $Q(u)$ ,
$P(u)$ $Q(u)$ .
target density (5) , proposal density (4) . $Q(u)$
, .
(4) $N$ :
$s\{u_{t|t-1}^{(l)}\}_{l=1}^{N}\sim P(u_{t}|D_{t-1}, \mathcal{H})$ (6)





$= \frac{P(y_{t}|x_{t},u_{t|t-1}^{(l)},H)}{\sum_{l=1}^{N}P(y_{t}|x_{t},u_{t|t-1}^{(l)},H)},$ $(l=1, \cdots, N)$ (7)
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normalized importance weight $\ovalbox{\tt\small REJECT}_{t}$ $(u$ . $)$ , $Q(u)$
(l) $N$
$\{u1\ovalbox{\tt\small REJECT}_{-1}\}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}_{1}$ , $P(u)$ $N’$ { $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}_{1}$ $\ovalbox{\tt\small REJECT}$
$P(u \iota|Dt, H)\approx\sum_{l=1}^{N}\{\overline{\Omega}t(u_{t|t-1}^{(l)})\mathrm{x}u_{t|t-1}^{(l)}\}$
$\{u_{t|t}^{(m)}\}_{m=1}^{N’}\sim P(ut|Dt, H)$ , $(N’\leq N)$
, $\overline{\Omega}_{t}(u_{t|t-1}^{(l)})$ $u_{t\{t-1}^{(l)}$ , $u_{t|t-1}^{(l)}$ $P(u)$ $u_{t|t}^{(m)}$
. resampling .
222 $y_{t}$
(4) $t-1$ $D_{t-1}$ $t$ $x_{t}$ , $y_{t}$
.
$P(yt|xt, D, {}_{t-1}H)= \int P(yt|xt, ut, H)P(ut|D, {}_{t-1}H)dut$ (8)




: $yt$ $Xt\in$ ]$\mathrm{R}$ $(yt, xt),$ $(t=1, \cdots, 1000)$ ,
.
$y_{t}= \frac{2.6\sin(2x_{t})}{1+x_{t}^{2}}+\exp[-x_{t}(x_{t}-2)]+\nu_{t}$
$Xt\sim$ . $\mathrm{d}$ . $U(-3,3)$ , $\nu t\sim \mathrm{i}.\mathrm{i}.\mathrm{d}$ . $N(0, (0.1)^{2})$




$\sigma\beta,$ $\sigma_{\gamma}$ 001 .
$\bullet$ $\beta_{0},$
$\gamma 0$ 100 .
$\bullet$ weight $\alpha$ 10 .
, $\beta=100$ , $\gamma=100,500$ ,1000
.
, 1000, $h=10$ .
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3.12
. $\gamma=100$ , $\sigma\rho=\sigma_{\gamma}=0.01$
$t=501$ , 1, 2 . 1 2 , $\gamma=100$
$\sigma\beta=\sigma_{\gamma}=0.01$ , $f(\cdot)$ ,
.
, 3 , . 3 ,
$(\sigma\beta=\sigma_{\gamma}=0.01)$ ,
. , , (\gamma
, ,
. , $(\beta_{t}, \gamma_{t})$ ,
4 . $w_{t}$ , $f(\cdot|w_{t|t-1}^{(l)})$







: $yt$ $Xt\in 1\mathrm{R}$ $(yt, xt),$ $(t=1, \cdots, 2000)$ ,
.
$y_{t}= \frac{2.6\sin(2x_{t})}{1+x_{t}^{2}}+\exp[-x_{t}(x_{t}-2)]\frac{(\sin(\frac{2\pi t}{500})+1)}{2}+\nu_{t}$ ,
$xt\sim i.i.d$. $U(-3,3)$ , $\nu t\sim i.i.d$ . $N(0, (0.1)^{2})$
, $t$ $y_{t+1}$ . , $y_{t+1}$ , $t+1$
$x_{t+1}$ .
3.2.1
100, 1000 , $h=10$ .
$\bullet$
$\sigma\beta,$ $\sigma_{\gamma}$ 001 .
$\bullet$ $\beta 0,$
$\gamma_{0}$ 100 .
$\bullet$ weight $\alpha$ 10 .
, $\beta=100,$ $\gamma=100$ .
125
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$\gamma_{t}$ 7 . 6 ,
$\beta_{t}$ $\beta_{t}=10\sim 30$ . ,
, $\beta_{t}$ ,
.
, $\gamma_{t}$ 7 , $N=1\mathrm{O}\mathrm{O}$ $N=1\mathrm{O}\mathrm{O}\mathrm{O}$ . $N=1\mathrm{O}\mathrm{O}$
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