In this paper an inverse problem is considered for a non-coercive partial di erential equation, issued from a mass conservation cavitation model for a slightly compressible fluid. The cavitation phenomenon and compressibility take place and are described by the Elrod model. The existence of an optimal solution is proven. Optimality conditions are derived and some numerical results are given.
Introduction
The present work comes within the scope of inverse problems in hydrodynamic lubrication. Numerous works are based upon the computation of the solution of various forms of the Reynolds partial di erential equation established in . This equation enables one to compute the hydrodynamic pressure (P) in a lubricated device, from data like the velocities distribution on the surfaces surrounding the thin film flow, the gap between these surfaces (or equivalently the shape of one of these surfaces) and the rheological characteristics of the fluids. A survey about mathematical problems related to hydrodynamic lubrication can be found in [ ]. However, due to severe operational conditions (the gap between the surfaces can be of some micrometers only and the relative velocity of the surfaces some meters/second), some of these data are not really well known. This is the case for example of the surfaces which are deformed from an initial known shape by the hydrodynamic pressure inside the fluid. Experimentally, the knowledge of this pressure (P) can now be obtained with a good precision. It then becomes possible to find the real shape (h) of the surfaces by solving an inverse problem with Reynolds equation as state equation. Such information is important as if the related gap is too small some contact is possible between the two surfaces thus inducing wear and possible failure of the device.
Two other very similar problems in the lubrication field can be mentioned. The first one is to find the gap (h) such that the pressure (P) is the greatest possible. In some specific situation the solution is the Rayleigh-step bearing [ ] in which the optimum gap h is a discontinuous function. More recently, generalized Reynolds equation for heterogeneous slip/no slip engineered surfaces have been proposed [ ]. As a consequence, a no-slip condition for the velocity is valid on some part of the fluid boundary and slip occurs on the other part. Due to this non-homogeneity, the resulting Reynolds equation contains discontinuous coe cients. Finding the best location of the slip/no-slip regions is mathematically close to the previous optimization problem. Recent results concerning this problem appeared in [ ] in which the optimization procedure is based upon a genetic algorithm.
Another di culty must be considered in these aforementioned identification-optimization problems. It is due to cavitation, the well-known phenomenon in fluid mechanics when fluid is no longer homogeneous and takes some diphasic aspect with the appearance of air bubbles. This phenomenon occurs very often in lubrication and cannot be ignored, especially as the gap (h) is not constant. Taking cavitation into account implies considering a new non-linear operator as state equation instead of the classical Reynolds equation. Various models exist in the mechanical literature. The most common one is based upon a variational inequality for the pressure [ ]. However, it is not a mass preserving model and cannot be used when starvation occurs and if roughness must be taken into account [ , , ] . It is often replaced by the Jacobsson-Floberg-Olssen (JFO) model, in which a new variable θ is introduced. This variable describes the local proportion of fluid (or saturation) considering the presence of air bubbles in the flow [ ]. In a widely referenced paper [ ] it has been pointed out that the JFO model is equivalent to a free boundary complementary problem with two unknowns, pressure P and saturation θ with
Existence and uniqueness aspects of this model have been studied mathematically both for the stationary case [ , , , ] and for the time dependent case [ , ] . Numerical aspects are also of constant interest in the literatures [ , , , , ] . However, another aspect of the Elrod-Adams paper has been studied less in the mathematical literature: authors introduced some compressibility in the non-cavitated region and proposed a numerical procedure to solve the associated model. There are three advantages for this new formulation:
• It is also a mass flow preserving model.
• For the numerical computation, there is only one unknown (the density of lubricant) instead of two (pressure p and saturation θ) in the JFO model. An algorithm has been proposed in [ ] which has been improved in [ ] and subsequent papers and is widely used in lubrication literature.
• The proposed compressibility law, although very elementary and defined only by one parameter (the bulk-modulus β), can cope with experimental Dowson and Higginson Law [ ] for low and moderate pressure. So it is a more physical description than the JFO model. The price to pay is that the state equation is a non-linear degenerate partial di erential equation whose mathematical study is more di cult than the initial JFO problem [ ].
Although these inverse-optimization problems are of permanent interest in the mechanical literature (see, e.g., [ , , , , , , , ] ), few mathematical works exist. One of the first attempts [ ] is devoted to the optimum Rayleigh-step bearing. In [ ], the identification procedure for a gap with known pressure is studied. In [ ], the problem of finding the gap between two parallel plane, knowing the integral of the pressure (total applied force) is solved. However, in these works cavitation is not considered. In [ ], variational inequality is chosen to model the cavitation and optimality problems are studied by way of penalization. The Elrod-Adams model is considered in [ ] using some regularizations which enables one to gain optimality conditions. The present study addresses the identification process of the gap for a given pressure and takes the cavitation into account by way of the slightly compressible model proposed by Elrod-Adams.
This problem presents many mathematical di culties essentially due to the complexity of the criterion considered as a function of the thickness. It is not even a locally Lipschitz function. We are lead to consider a more general functional framework which is the space of the functions of bounded variation as the possible solution can be a discontinuous step function. To deal with these di culties a double regularization is introduced by approaching the degenerate part of the state equation with a particular sequence of monotonous and continuously di erentiable functions. Thus a sequence of regularized control problems can be obtained.
The paper is organized as follows. After a brief description of the physical background, all sections are written for one dimensional case. Section is devoted to the statement of the problem and the proof of the existence of a control. In Section , we formulate the regularized control problem for which an existence result is proved. Optimality conditions are given in Section , and some a priori estimates are obtained, so allowing us to pass to the limit. The optimality system for the initial problem is derived. In the last section some numerical results show that the optimality system associated to an inverse algorithm is e cient. Finally, let us mention that from a mathematical point of view, the problem studied here is very close to the one of the "dam problem" [ ] with unsaturated porous media or multiple fluid saturated porous media. In this case, the unknowns to be determined are the value of the porosity parameters of the soil [ ] and the measured data is the hydraulic pressure.
Formulation of the problem and existence of control . Description of the physical problem (Elrod-Adams model)
The lubricant is assumed to be contained in a three-dimensional volume between a moving lower flat surface with horizontal velocity → U and a fixed upper one described by z = h(x, y) at rest. If h is small, the pressure is known to be independent from z and to obey the following
where P(x, y) is the pressure of the lubricant, h(x, y) is the film thickness, ρ is the density of lubricant, μ is the viscosity. For fluid like water or oil and moderate pressure, the law linking pressure P and the density ρ can be described by way of bulk modulus number defined by ([ ])
Taking into account the possible existence of a cavitation area where P is zero and ρ ≤ lead to generalize ( . ) in P = log((ρ − )
in which f + = sup(f, ). Rewriting ( . ) in terms of ρ, we gain by di erentiating
Introducing v = (ρ − ) as the primary unknown, equation ( . ) becomes
This equation can be considered as a conservation equation for the mass flow m:
A known quantity of fluid m x ( , y) is supplied through a supply line Γ located at x = (see Figure ) Γ = {(x, y) ∈ ∂D : x = , < y < }, while pressure is assumed to be known on the other part of the boundary ∂D − Γ and equal to zero (the atmospheric pressure). In the sequel, we will consider more precisely the case h function of x only, → U = (s, ) and an "infinitely long" journal bearing, i.e. L ≫ . In this situation, if m x ( , y) is a constant denoted by Θ , the pressure is approximatively a function of x only (except near the lateral sides y = and y = L). It is a common practice in lubrication to compute the pressure p(x) as the solution of a one-dimensional Reynolds equation posed in Ω = ] , [ with a Neumann boundary condition at x = and a Dirichlet condition at x = . Let u = v μs and β = μs . The weak formulation of the state problem reads
, we define the following optimal control problem that will be studied in the sequel:
in which u(h) denotes the solution of (P h ) for a given h. The set U ad will be defined later.
. About the state equation
Problem (P h ) has been studied in [ ] and existence and uniqueness have been obtained for h = h(x) Lipschitz continuous function satisfying the condition
with C p the constant imbedding of H (Ω) into L (Ω). However, as it was detailed in the introduction, discontinuous function h(x) could be solutions of some optimization-identification process. The set U ad in (M) is then defined in a more general way by
where C * is a given constant and in which BV(Ω) denotes the space of functions of bounded variations in Ω:
It is known that BV(Ω) is a Banach space for the following norm:
Some properties of BV spaces are given in Appendix A (Lemma A. and Proposition A. ) . In [ , Theorem . respectively Theorem . ] , the existence and uniqueness of the solution of (P h ) has been obtained for h Lipschitz continuous. A close examination of the proof of [ , Theorem . ] shows that it is valid without any modification for h( ⋅ ) in L ∞ (Ω) satisfying < a <= h(x) <= b. The Lipschitz property is only needed to prove uniqueness in [ , Theorem . ] . So we have the following.
For any h ∈ U ad and any Θ , Θ ≥ , there exists at least a solution u of (P h ) such that
where C and C are two positives constants which do not depend on β.
Regarding the uniqueness of the solution of the state problem, the lack of regularity of the coe cients cannot be easily overcome and we cannot gain this property. So, the optimal control problem is slightly modified and defined as a two unknowns problem in which the state equation is considered as a constraint:
Theorem . . There exists at least one solution
Proof. Let (h n , u n ) n∈ℕ ⊂ U ad ×L (Ω) be a minimizing sequence for problem (M). According to Proposition A. , there exist h * ∈ U ad and a subsequence h n k such that
towards w =ũ − u * . Let χ be the characteristic function of {x ∈ Ω : w(x) < }; we have
so that w ≥ a.e. As lim
Let us now prove that u * is a solution of the problem (P h * ). By subtracting the right-hand side of (P h n k ) and
As h n k ∈ U ad , using (A. ) and the weak convergence of d dx u + n k , each term of the right-hand side of the above inequality tends to zero. Indeed, the sequences
converge to zero weakly in L (Ω) and the sequences (h n k − (h * ) ) and (
From the definition of the state equation (P h ), we immediately get that u * is a solution associated with the gap h * . The next thing to prove is that
, an application of Lebesgue's dominated convergence theorem implies
So that (h * , u * ) is a solution of problem (M).
Approached state equation
It has been proved in [ ] that a convenient way to obtain an existence theorem for (P h ) is to consider an approached problem (P h ) ηϵ depending on two small parameters ϵ > , η > so that the solution of (P h ) ηϵ tends to the one of (P h ) as ϵ and η tend to zero. More precisely, ϵ and η are related to two continuous approximations of the Heaviside graph namely g ϵ (u) and H η (u) such that
and the following approached problem is defined by
in which H η ( + β u)( + β u) is an approximation of ( + β u) + as in the proof of the existence theorem [ ].
Let us define
This is a continuous, increasing function so that a reciprocal function G − ϵ exists. Using the classical Kirchho transformation, ( . ) is rewritten as
where
Remark . ([ , Lemma . and Theorem . ] ). If ( . ) is satisfied, then (P h ) ηϵ admits a unique solution v ηϵ such that
Moreover, u is a solution of (P h ).
Remark . . The two parameters ϵ and η have di erent meanings. The first one is a regularization parameter and the second one a penalization parameter. Moreover, the proof of convergence in [ ] is such that η tends to zero first and then ϵ. So that one cannot choose η = ϵ. Numerical results in Section showed the best results are obtained by choosing η ≪ ϵ.
, it is always possible to choose ϵ and η so that the condition
is fulfilled for a given ν, < ν < . This condition will be used in the sequel.
and ϕ ∈ H (Ω), let us consider the linear form
and
As T ηϵ is Lipschitz, there exists a constant C such that
Due to the definition of the space V, Poincaré inequality is valid, so there exists a constant denoted by C such that
As T ηϵ is continuously di erentiable, there existsṪ ηϵ such that
So, di erentiability of F ηϵ is gained with
In the same way, it can be proved that
Proof. The proof is based upon the implicit function theorem for the equation
( . )
To do that, let us consider the constantsã < a,b > b andc > c * such that condition ( . ) is satisfied (which is possible for β small enough) and set
in Ω and ‖Dh‖(Ω) ≤c .
It is easy to see that
It is already known from Proposition . that F ηϵ is continuously di erentiable. The only thing to prove now is that
for any h ∈ int( U), where d dx denotes the derivative with respect to the first variable. To do that, it is su cient to prove that the linear problem
with f ∈ H − (Ω), admits a unique solution.
Uniqueness. Let z = z ηϵ − z ηϵ in which z ηϵ and z ηϵ are two solutions for ( . ) and > is a real given parameter. Multiplying the di erence of the two equations satisfied by z ηϵ and z ηϵ , by the test function
using the fact that
we get, as h belongs to U ad ,
Using the Poincaré inequality for the function log( + z + ) for which the derivative is dz + dx +z + , it follows that
where C a constant that does not depend on . Letting tend to zero, we obtain z ≤ a.e. in Ω. Substituting z for −z, we get z ≥ a.e. in Ω. The uniqueness is proved.
In which the operator I :
We can choose ϱ > so that A ϱ ηϵ is coercive, and hence so that (A ϱ ηϵ ) − exists and is continuous. Let us remark that z ηϵ is a solution of ( . ) if and only if 
Approximate cost function and necessary optimality conditions
To cope with possible non-uniqueness of the solution for the control problem, we introduce a modified cost function deduced from Theorem . . This idea first proposed by Barbu [ ] has been often used [ , ] to gain optimality conditions around (h * , u * ). As soon as these optimality conditions are gained, it is possible to use classical numerical method (gradient). Let us remark that, usually, only one additional term is added. However, possible non-uniqueness of the state equation due to the weak regularity of the coe cient h * leads us to introduce another additional term containing u * in J ηϵ (h).
The initial problem (M) is approximated by
v ηϵ (h) satisfies (P h ) ηϵ and the pair (h * , u * ) is given by Theorem . .
. Necessary optimality conditions for problem (M) ηϵ
Theorem . . There exists at least one optimal control h * ηϵ ∈ U ad for problem (M) ηϵ satisfying the following optimality system:
and for all h ∈ U ad ,
where q ηϵ is a solution of the adjoint state equation
Proof. To prove that (M) ηϵ admits at least one solution, the same arguments as for the proof of existence of a solution to (M) are used. To determine the adjoint system ( . ), it is su cient to use the lagrangian
defined for h ∈ U ad , v ∈ V satisfying condition ( . ) and q ∈ V. The results of Propositions . and . allow us to obtain ( . ) and ( . ).
. Optimality conditions for problem (M)
The previous results allow to deduce the optimality condition for the approached problem. In this subsection, it will be proved how optimality conditions for the initial problem (M) can be obtained by passing to the limit with respect to (ϵ, η) in ( . )-( . Let us recall the basic state equations:
The approached problems are
Note that the integration of the state equation with respect of the variable x gives the so-called mass flow conservation equation:
In the following, we assume that
and k a positive constant to be defined later. We get
. From definition ( . ), v * ηϵ satisfies the same kind of equation as v ηϵ with h * ηϵ instead of h and the following estimate holds ( . ):
As both h * ηϵ and h verify ( . ), C ηϵ is bounded from η and ϵ. Due to this estimate, using ( . ) and ( . ), we have
. Then Z ηϵ (k) ≤ . By applying the maximum principle [ , Theorem . ], we get consequently Q ≤ sup { , } Q, which implies that
On the other hand the choice 
Then the function ϕ = ∫ x φ(t)dt is a test function for ( . ), so we have
We deduce that
Due to the one-dimensional assumption, the space
Proof. As (h * ηϵ ) ⊂ U ad , by (A. ) there existsh ∈ U ad such that, after passing to a subsequence, h * ηϵ converges strongly to someh in
As h * ηϵ is solution of problem (M) ηϵ , we have
and in the same way as at the end of the proof of Theorem . we get
and from the definition ofJ , lim
so passing to the limit in ( . ) we get
Moreover, the definition of (h * , u * ) impliesJ
so thatũ = u * andh = h * . As u * is unique, any subsequence (v ηϵ ) converges towards u * .
By the same arguments as in the proof of [ , Theorem . ] the weak-limitũ
is a solution of (Ph) and the solutionũ of the limit problem is defined byũ
In order to conclude, we need to prove the strong H convergence of v * ηϵ towards u * + . To do that, we will adopt a two step procedure, letting first η tend to zero and then ϵ. The strong convergence will be proved for each of the two steps, so inducing the result. 
Proposition . . As η tends to zero, there exist v *
Proof. From Section A. and estimate ( . ), there exists a weak limit v * ϵ in H and a strong limit in L p (] , [) of v * ηϵ and h * ηϵ as η tends to zero. Moreover, let us remark that for any sequence w η which strongly converges in L (] , [) to w, we get
The convergence of v * ηϵ implies the L -strong convergence of G − ϵ (v * ηϵ ). Using the definition ( . ) of T ηϵ , we can pass to the limit with respect to η in equation ( . ) to get ( . ).
To prove the strong convergence of v * ηϵ to v * ϵ , we write using ( . )
The result follows immediately from ( . ), the strong convergence of h * ηϵ and the fact that
For the sequence (v ϵ ) the following lemma can also be proved:
Proof. Choosing v * − ϵ as a test function in ( . ), we obtain
From the definition of G ϵ we get
so we can rewrite ( . ) as
Due to Proposition . , the sequence (v * ϵ ) converges, up to a subsequence, to u * + in H (Ω) weak and strongly in L (Ω) where u * is a solution of the problem (P h * ). The first term of the right-hand side in ( . ) tends to and from the compact inclusion of H (Ω) in C (Ω) the third term also tends to . To study the limit of the term
As h * ϵ ∈ BV(Ω) and B ϵ is continuous, we can now apply the formula for integration by parts [ , pp.
in the sense of Riemann-Stieltjes, and as B ϵ ( ) = , we have
From ( . ) we have
Using the definition of U ad and the compact embedding of H (Ω) into C (Ω):
Theorem . . The sequence (v * ϵ ) and in turn (v * ηϵ ) converges strongly to u * + in H (Ω).
Proof. The H -weak convergence of (v * ϵ ) towards u * + comes from Proposition . and estimate ( . ). By making the di erence between equations ( . ) and ( . ) and choosing v * ϵ − u * + as a test function, we get
Due to the fact that h * and h * ϵ belong to U ad , the sequence (h * ϵ ) converges to h * in L p (Ω) for all ≤ p < ∞. From estimate ( . ) the first and second terms of the right-hand side of the equality go to zero as ϵ tends to zero. For the last term, it can be rewritten as
By Lemma . , I tends to zero using ( . ). Let us rewrite I as
Since (v * + ϵ ) converges to u * + strongly in L (Ω) and weakly in H (] , [), the first term in the above equality tends to and the second can be rewritten as
Using the same arguments as in Remark . , ( . ) and Proposition . , we then deduce that this term tends to
The H -strong convergence of (v * ϵ ) towards u * + is proved and in turn that of v * ηϵ by using the triangle inequality.
Theorem . . Let
] , [ 
Passing to the limit with respect to η and ϵ in ( . )-( . ), we obtain ( . )-( . ).
Numerical realization
The theory in the previous sections has been developed mainly in the context of the hydrodynamic lubrication (the Reynolds state is the governing equation for thin film flow). The one-dimensional assumption for which optimality conditions have been obtained in Section can be associated with a bearing (see Figure ) whose diameter is small with respect of its width: the so-called infinitely long bearing [ ]. In that case the flow is roughly independent of the variable y (in reality there is a small boundary layer on both ends of the bearing) and the one-dimensional Reynolds equation ( . ) is used to get the pressure inside the device. As it will be shown in the following figures, the pressure reaches its maximal value around the middle of the device where the gap is minimal. This value can be so high that the surface of the device can be locally deformed [ ] and a flat part appears: the original shape is truncated. In most of the applications, this phenomenon is amplified by the variation of the viscosity with the pressure (piezoviscosity). This phenomenon is not taken into account in the present work as the state Reynolds equation that is dealt with is highly non-linear. Thus the related inverse problem is not included in the present study. Nevertheless, we will retain as a numerical illustration of the present theory the identification of a locally deformed surface h by the knowledge of a pressure field P d . To prevent the so-called "inverse crime problem", P d has to be computed in a di erent way than the computation in the optimization procedure. The idea is to deduce P d from a solution u d of (P h ) with
As the problem is now one-dimensional, it is possible to gain more information about the shape of the solution and then to define an analytic procedure to compute u d . This procedure is detailed in Appendix C.
. Choice of the penalization parameters and the data
To identify the deformed thickness h d (x) from the desired pressure P d computed by the above procedure, we use the optimality system ( . )-( . ). Equation ( . ) is solved using the P finite elements and fixedpoint procedure. We then solve the corresponding adjoint problem ( . ) and we evaluate the gradient of J ηϵ (see ( . )). To minimize J ηϵ on U ad , we take a regularized descent direction D ηϵ obtained as a solution of the elliptic problem
where r is a parameter which has to be adjusted numerically to accelerate the convergence of the projected BFGS with Armijo rule [ ].
For the tests below the exact deformed thickness is
The choice of the values of the parameters requires some discussion. The value chosen for β lies between the usual value . 
Figure

Conclusion
The present work shows how is it possible to get some identification process for thin film flow taking a correct mass preserving condition into account. It opens the way to optimization problems in the same mechanical area, as finding the best shape (the function h) to minimize friction or oil consumption. An interesting feature is that recent physical studies of the gaseous cavitation in lubrication tends to give a physical meaning to some mathematical problems close to the approximate one ( . ) ([ ]) used in the present paper. This induces an additional reason to introduce more e cient numerical methods for solving both direct and inverse problems.
A Some properties of BV spaces
See [ ].
Lemma A. . The following statements hold.
Then there exist a subsequence (f k j ) ≤j≤+∞ and f ∈ BV(Ω) such that
Using the previous lemma, we can prove the following result.
Proposition A. . The following statements hold.
(ii) Thanks to the previous assertion, there exists h
for all λ ∈ [ , +∞[, from which the result follows.
B Some technical lemmas
Here, we give the general theorem:
Theorem B. . Let u ϵ be a solution of the following problem:
We suppose that there exist constants C , C , C and C independent of ϵ such that
Proof of Theorem B. . Let us define ) and from (B. ) we have
Taking u ϵ as a test function in (B. ), we get
) and (B. ), using (B. ), we get
which is rewritten as
From (B. ) we get
Now, let us suppose:
Then ϵ tends (for a subsequence) to , then u ϵ and λ ϵ converge to respectively in H (] , [) and ) in which ( , ) denotes the unit ball of
Such a function ϕ cannot belong to V as it cannot be for x = . So we locally modify ϕ by introducing for any small non-negative parameter σ:
Let us write from (B. )
We can use ζ = ϵ (ϕ − v σ ) as a test function in B. so that (B. ) leads to
From (B. ) and (B. ), we have
Using (B. ) and the definition of v σ , I ≥ .
From (B. ) and the definition of v σ
As λ ϵ belongs to L ∞ (] , [), it follows from (B. ), (B. ) and v σ ≥ that
As the constant C does not depend on σ, w or ϵ, we can first let σ tend to zero so that ‖v σ ‖ L (] , [) → and we get
As ϕ does not depend on w and as ϵ tends to zero, we get
which is impossible from (B. ) and Assumption (H). So Assumption (H) is not true and this implies that there exists a constant C > such that
According to (B. ) and the definition of u ϵ , we have
Then from (B. ) we get ) so estimate (B. ) is obtained from (B. ) and (B. ).
C About the computation of the state equation for the one-dimensional problem
The following procedure is a generalization of the one described in [ ] for the incompressible problem. This procedure is described in detail for a particular gap h(x) corresponding to the numerical example in Section :
It shows how to compute the solution of (P h ) by a quasi-analytical method. The main idea is that it is equivalent to solve (P h ) or to compute the solution of 
Proof. It is obvious using the Poincaré inequality to prove the coercivity of the quadratic term and the regularity properties of the solutions of the variational inequality (C. ) (see [ , p. ] ).
Let 
Moreover, for any free boundary x s in Ω + ∩ Ω , we have
Proof. The two first assertions are obtained by using as test functions in (C. ) respectively u s + ϕ with ϕ ∈ D(Ω ), ϕ > and u + s − αϕ with ϕ ∈ D(Ω + ) for small constant α. The last assertion is a direct consequence of the C -regularity of u s . If this component is not identical to ] , [, one of its boundary at least is a free boundary x s which satisfies (C. ) so that from (C. ) we get 
Lemma C. . Let u i be the solutions of the di erential equations
Proof. The lemma is obtained by direct computation of the solution of the di erential equation satisfied by w(x) = u − u .
Lemma C. . There exists a continuous solution U s of P h corresponding to the data θ s
in Ω + and Us < in Ω as a consequence of the fact that Q s = h(x s ) from Corollary C. and that h(x) > h(x s ) in Ω . Moreover, the mass flow conservation The computational procedure. For any Θ with
it will be proved that the cavitation area corresponding to the solution u d of (P h ) is made of two parts namely ( , A) and (B, ) ( Figure ) , the first one is located in the convergent part of the bearing and the second one in the divergent part. The solution u d is computed by solving a di erential equation:
) this point B is unique and located between F and x s .
• A backward ordinary di erential procedure iteration procedure is carried out from x = B to solve the equation
As Θ < Θ s , then u s (B) < , and applying Lemma C. with u = u s and 
