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Abstract
The article contains a detailed description of the connection be-
tween finite depth inclusions of II1-subfactors and finite C
∗-tensor
categories (i.e. C∗-tensor categories with dimension function for which
the number of equivalence classes of irreducible objects is finite). The
(N,N)-bimodules belonging to a II1-subfactor N ⊂ M with finite
Jones index form a C∗-tensor category with dimension function. Con-
versely, taking an object of a finite C∗-tensor category C we construct
a subfactor A ⊂ R of the hyperfinite II1-factor R with finite index
and finite depth. For this subfactor we compute the standard in-
variant and show that the C∗-tensor category of the corresponding
(A,A)-bimodules is equivalent to a subcategory of C. We illustrate
the results for the C∗-tensor category of the unitary finite dimensional
corepresentations of a finite dimensional Hopf-∗-algebra.
AMS subject classification: Primary 46L37, 18D10. Secondary
16W30.
Introduction
The theory of subfactors was established by V.F.R. Jones in his famous
paper [8]. The goal of this paper is to sketch the connection between C∗-
tensor categories and subfactors of type II1-factors. We will use J.E. Roberts’
theory of dimension for C∗-tensor categories (see [22], [23], and [14]), but our
approach to subfactors starting from C∗-tensor categories is different from
that in [14], in contrast to [14] we restrict ourselves to factors of type II1.
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Some parts of this article seem to be known to some experts (A. Wassermann
for example), but the author could only find the expositions of J.E. Roberts
and R. Longo. This article is the abridged version of a part of a paper
(see [24]) accepted as a Habilitationsschrift by the Technische Universita¨t
Mu¨nchen.
C∗-tensor categories with dimension function (and some other properties)
are called compact C∗-tensor categories in this paper, one may regard them
as a concept to deal with more general symmetries than those described by
(compact) groups. Hopf algebras, in particular quantum groups, may also
be regarded as concepts describing generalized symmetries. As one expects,
there is a close connection between the concepts of C∗-tensor categories and
Hopf algebras.
Compact C∗-tensor categories are based on the following idea: Consider
the unitary finite dimensional representations of a compact group G. For
these representations one has intertwining operators. One may introduce
subrepresentations, finite direct sums and tensor products of representations.
There is a conjugate representation for every representation. One can pro-
duce a category with an additional structure from these ingredients. The
objects are representations, the morphisms are intertwining operators. The
space of morphisms is endowed with an additional structure, which is related
to C∗-algebras. Moreover, the tensor product gives a product operation on
the objects. A further property of this category is the existence of conjugates.
Compact C∗-tensor categories behave in a similar way as these categories.
While in the C∗-tensor category of a compact group the tensor product of
representations is commutative, the product need not be commutative for
general compact C∗-tensor categories. J.E. Roberts introduced a dimension
for the objects of compact C∗-tensor categories which in contrast to the group
case need not be a natural number in general.
S. Doplicher and J.E. Roberts showed the following (see [4]): Every com-
pact C∗-tensor category, for which the tensor product operation is commu-
tative in a certain strict way, is equivalent to the C∗-tensor category of a
suitable compact group.
In the theory of subfactors compact C∗-tensor categories appear in a
natural way. A. Ocneanu had the idea to develop the theory of subfactors by
considering bimodules. For a pair N ⊂M of II1-factors with finite index, he
considered the (N,N)-, (N,M)-, (M,N)- and (M,M)-bimodules contained
in L2(Mk) for some k ∈ N∪{0}; here Mk denotes the II1-factor after a k+1-
fold application of the basic construction. The occuring (N,N)-bimodules
form a compact C∗-tensor category, where the product operation for the
bimodules is the N -tensor product ⊗N .
An important subject of this paper is a method for the construction of
subfactors of the hyperfinite II1-factor from a given C
∗-tensor category. Com-
pact C∗-tensor categories, for which the number of the equivalence classes
of the irreducible objects is finite, are called finite C∗-tensor categories. We
2
construct a finite depth subfactor of the hyperfinite II1-factor for a given
object of a finite C∗-tensor category. The method is very general. Impor-
tant special cases of this construction are certain subfactors associated with
finite groups as well as the subfactors due to H. Wenzl. In particular, an
explicit construction of the C∗-tensor categories associated with H. Wenzl’s
subfactors is given.
Let us now give a more detailed outline of this paper:
In Section 1 C∗-tensor categories and especially compact C∗-tensor categories
are introduced and basic facts about these structures are presented.
Section 2 contains the proof that the (N,N)-bimodules associated with
a subfactor N ⊂ M of a II1-factor M with finite index form a compact C∗-
tensor category. Moreover we study the subfactors N ⊂ N ⋊ H , where N
is a II1-factor, H is a finite dimensional Hopf-∗-algebra acting on N by an
outer action and N ⋊ H is the corresponding crossed product. We show
that the C∗-tensor category of the (N,N)-bimodules is equivalent to the C∗-
tensor category of the unitary corepresentations of Hcop, where Hcop is the
Hopf-∗-algebra emerging from H by reversing the comultiplication.
In Section 3 we deal with the construction of finite depth subfactors of the
hyperfinite II1-factor from a given object of a finite C
∗-tensor category C. For
that purpose we use H. Wenzl’s technics which were developed in Chapter 1
of [29] to investigate subfactors generated by a ladder of commuting squares.
The standard invariant for these subfactors is computed. This Section also
contains a variant of this construction, which imitates Wenzl’s construction
of subfactors in [29] and [30]. Furthermore we illustrate our construction in
case C is the C∗-tensor category of the unitary representations of a finite
group or more generally the category of the unitary corepresentations of a
finite dimensional Hopf-∗-algebra.
In Section 4 we show that the C∗-tensor category of the (A,A)-bimodules
associated with the subfactor A ⊂ B constructed in Section 3 is equivalent to
a subcategory of the C∗-tensor category C, from which we started to construct
the subfactor. The proof involves a lot of computations in the category C
and in the II1-factors of the Jones tower for A ⊂ B.
In this paper we do not discuss concrete examples of compact C∗-tensor
categories with objects having a non-integer dimension. We intend to deal
with C∗-tensor categories associated with H. Wenzl’s subfactors ( [29] and
[30]) in a forthcoming paper. Another future project is to generalize the
constructions of this paper by using 2-C∗-tensor categories instead of C∗-
tensor categories and including the (N,M)-, (M,N)- and (M,M)-bimodules.
3
1 C∗-tensor categories
Mainly following J.E. Roberts, we introduce C∗-tensor categories; in contrast
to him we don’t restrict ourselves to strict C∗-tensor categories. As in [15]
we assume that the objects of a category form a set. We fix a universe and
call a set small if it is an element of this universe (see [15], Section I.6). We
suppose that all sets appearing in this paper are small. Henceforth we will
omit all details in this context.
Let C be a category. Ob C denotes the set of objects of C. The set of
morphisms ( = arrows) with source ρ ∈ Ob C and target σ ∈ Ob C is denoted
by (ρ, σ) and the identity morphism of ρ by 1ρ.
Definition 1.1. (i) A category C is called a C∗-category, if the following
hold:
(a) The space (ρ, σ) is a complex Banach space for all objects ρ, σ ∈
Ob C.
(b) The composition of morphisms gives a bilinear map (S,R) 7−→
S ◦R such that ‖S ◦R‖ ≤ ‖S‖ · ‖R‖.
(c) There is an antilinear involutive contravariant functor ∗ : C −→ C
such that σ = σ∗ for σ ∈ Ob C and ‖R∗◦R‖ = ‖R‖2 for R ∈ (ρ, σ).
(d) dim (ρ, ρ) ≥ 1 for every object ρ ∈ Ob C.
In particular, (ρ, ρ) is a C∗-algebra with unit 1ρ for every object ρ of a
C∗-category.
(ii) Let C be a C∗-category and ρ, σ ∈ Ob C. A morphism U ∈ (ρ, σ) is
called a linear isometry, if U∗ ◦ U = 1ρ. A linear isometry satisfying
U ◦ U∗ = 1σ is called unitary.
(iii) Let C be a C∗-category endowed with the following product structure:
(a) For ρ, σ ∈ Ob C there is a product object ρσ, and for morphisms
T ∈ (ρ, σ) and T ′ ∈ (ρ′, σ′) there is a morphism T×T ′ ∈ (ρρ′, σσ′).
The mapping (T, T ′) 7−→ T × T ′ is bilinear, and we have (T ×
T ′)∗ = T ∗ × (T ′)∗, 1ρ × 1σ = 1ρσ for ρ, σ ∈ Ob C as well as the
interchange law
S × S ′ ◦ T × T ′ = (S ◦ T )× (S ′ ◦ T ′)
whenever the left side is defined. (To save brackets we evaluate ×
before ◦.)
(b) For all objects ρ, σ and τ of C there is a unitary operator a(ρ, σ, τ) ∈
(ρ(στ), (ρσ)τ) such that the pentagonal diagram
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φ((ρσ)τ) (φρ)(στ)
φ(ρ(στ))
1φ × a(ρ, σ, τ)
 
 
 
 ✠
a(φ, ρ, στ)
❅
❅
❅
❅❘
(φ(ρσ))τ ((φρ)σ)τ✲
a(φ, ρ, σ)× 1τ
❄
a(φ, ρσ, τ)
❄
a(φρ, σ, τ)
commutes for objects φ, ρ, σ and τ . Furthermore a(ρ, σ, τ) is nat-
ural in ρ, σ, τ .
(c) There is a distinguished object ι in C (the unit object). For each
object ρ in C there are unitary operators lρ ∈ (ιρ, ρ) and rρ ∈
(ρι, ρ) satisfying the following properties:
They are natural in ρ, it holds lι = rι, and the diagram
ρ(ισ) (ρι)σ✲
a(ρ, ι, σ)
1ρ × lσ
❅
❅
❅
❅
❅
❅❅❘
ρσ
❄
rρ × 1σ
commutes for all ρ, σ ∈ Ob C.
Then (C,×, a, l, r) (or simply C) is said to be a C∗-tensor category.
(iv) The C∗-tensor category C is called strict if ρ(στ) = (ρσ)τ , a(ρ, σ, τ) =
1ρ(στ), ρι = ιρ = ρ and lρ, rρ = 1ρ for all objects ρ, σ, τ of C. We
also write ρστ instead of ρ(στ) for objects ρ, σ, τ of a strict C∗-tensor
category.
(v) A C∗-tensor category D is called a (full) C∗-tensor subcategory of the
C∗-tensor category C if Ob D ⊂ Ob C, if the morphism spaces (ρ, σ)
of D coincide with those of C for ρ, σ ∈ Ob D, and if one obtains the
remaining structure of D by restricting the C∗-tensor structure of C
onto Ob D.
Definition 1.2. (i) Two objects ρ and σ of a C∗-category C are called
equivalent if and only if there is a unitary operator U ∈ (ρ, σ). An
object ρ is called irreducible if and only if (ρ, ρ) = C1ρ. Clearly ’equiv-
alent’ defines an equivalence relation on Ob C. [ρ] denotes the equiv-
alence class of the object ρ, [C] the set of equivalence classes of Ob C
and [[C]] the set of equivalence classes of irreducible objects of C.
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(ii) Let ρ be an object of C and E a projection in (ρ, ρ). (In this paper
projections are assumed to be orthogonal.) An object σ of C is called a
subobject of ρ corresponding to E if there is a linear isometry V ∈ (σ, ρ)
such that V ◦V ∗ = E. The notation σ ≤ ρ means that σ is a subobject
of ρ.
(iii) An object τ of C is called the direct sum ⊕ni=1 ρi of the objects ρi
if there are linear isometries Vi ∈ (ρi, τ) for i = 1, . . . , n such that∑n
i=1 Vi ◦ V ∗i = 1τ .
(iv) The C∗-category C is said to have subobjects (or to be closed under
subobjects) if there is a subobject of ρ corresponding to E for every
object ρ of C and for every projection E ∈ (ρ, ρ). C is said to have
(finite) direct sums if a direct sum ρ ⊕ σ exists for all objects ρ, σ ∈
Ob C.
1.3 Remarks:
(1) A subobject σ of an object ρ ∈ Ob C corresponding to a projection
E ∈ (ρ, ρ) is unique up to equivalence. If a linear isometry V ∈ (σ, ρ)
is chosen as in Definition 1.2 (ii) then
α : (σ, σ) −→ E (ρ, ρ)E, T 7−→ V ◦ T ◦ V ∗,
defines a surjective isomorphism from the C∗-algebra (σ, σ) onto the
C∗-algebra E (ρ, ρ)E.
(2) Two projections E and F in (ρ, ρ) belong to the same subobject σ if
and only if they are equivalent in (ρ, ρ) (i.e. there is a partial isometry
U ∈ (ρ, ρ) such that U∗ ◦ U = E and U ◦ U∗ = F .)
(3) Let us assume that a direct sum τ = ⊕ni=1ρi of objects ρi ∈ Ob C is
defined as in Definition 1.2 (iii). Let τ ′ be another direct sum of the
objects ρi (i ∈ 1, . . . , n) and let V ′i ∈ (ρi, τ ′) be the corresponding
linear isometries. Then there is a unitary operator U ∈ (τ, τ ′) such
that
U ◦ Vi ◦ V ∗i ◦ U∗ = V ′i ◦ (V ′i )∗ (i = 1, . . . , n),
in particular a direct sum
⊕n
i=1 ρi is unique up to equivalence.
(4) Let τ be a direct sum ρ1 ⊕ ρ2, and let E := V1 ◦ V ∗1 and F := V2 ◦ V ∗2 .
There is a unique surjective linear isometric map ι = ιρ1ρ2 from (ρ1, ρ2)
onto
F (ρ1, ρ1)E := {x ∈ (τ, τ) : F ◦ x ◦ E = x} ⊂ (τ, τ)
given by ι(T ) = V2 ◦ T ◦ V ∗1 for T ∈ (ρ1, ρ2). We obtain ιρ1ρ2(T )∗ =
ιρ2ρ1(T
∗).
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(5) Let C be a C∗-tensor category. If ρ1 and ρ2 are objects of C and if σi is
a subobject of ρi for i = 1, 2 then ρ1ρ2 is a subobject of σ1σ2.
The proof of the Remarks is just an easy exercise.
Definition 1.4. (i) Let C and D be C∗-categories and F : C −→ D a
covariant functor. F is called a C∗-functor if
T ∈ (ρ, σ) 7−→ F (T ) ∈ (F (ρ), F (σ))
is linear for all objects ρ, σ ∈ Ob C and F (T ∗) = F (T )∗ holds for
T ∈ (ρ, σ).
(ii) Let C and D be C∗-tensor categories, ιC and ιD their unit objects and
F : C −→ D a C∗-functor. For objects ρ, σ ∈ Ob C let Uρσ be a unitary
operator of ((F (ρ)F (σ), F (ρσ)) and J a unitary operator of (F (ιC), ιD)
such that the following properties are satisfied:
(a) Uρσ is natural in ρ and σ.
(b) For ρ, σ, τ ∈ Ob C the diagram
F (ρ)F (στ) F (ρ(στ))✲
Uρ,στ
F (ρ)(F (σ)F (τ)) (F (ρ)F (σ))F (τ)✲
a(F (ρ), F (σ), F (τ))
❄
1F (ρ) × Uστ
F ((ρσ)τ)✲
F (a(ρ, σ, τ))
F (ρσ)F (τ)✲
Uρσ × 1F (τ)
❄
Uρσ,τ
commutes.
(c) The diagram
ιDF (ρ) F (ρ)✲lF (ρ)
F (ιC)F (ρ) F (ιCρ)✲
UιCρ
❄
J × 1F (ρ)
❄
F (lρ)
commutes for every object ρ in C just as the corresponding dia-
gram for rρ and rF (ρ).
Then (F, (Uρσ)ρ,σ, J) is called a C
∗-tensor functor. Usually we just
write F for the C∗-tensor functor.
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(iii) A C∗-tensor functor F : C −→ D is called a (C∗-tensor) equivalence of
the C∗-tensor categories C and D if F is full and faithful and if for each
object τ of D there is an object ρ of C such that F (ρ) is equivalent to
τ .
(iv) Let C and D be strict C∗-tensor categories. A covariant functor
F : C −→ D is called a strict C∗-tensor functor if F (ρσ) = F (ρ)F (σ)
for ρ, σ ∈ Ob C, F (ιC) = ιD and if (F, (1F (ρσ))ρ,σ, 1ιD) is a C∗-tensor
functor.
1.5 Remarks:
(1) Let F : C −→ D be a C∗-functor. We obtain ‖F (T )‖ ≤ ‖T‖ for
all morphisms T of C. If F is faithful, then ‖F (T )‖ = ‖T‖ for all
morphisms T of C. (Use the corresponding results for homomorphisms
of C∗-algebras.)
(2) Let C be a C∗-tensor category. Remark (1) implies
‖1ρ × T‖ ≤ ‖T‖ and ‖T × 1ρ‖ ≤ ‖T‖
for any object ρ of C and any morphism T of C. Hence ‖S × T‖ ≤
‖S‖ · ‖T‖ for all morphisms S and T of C.
An equivalence F : C −→ D induces a bijection [F ] from the set [C] onto
the set [D]. Equivalences satisfy the expected properties:
Proposition 1.6. (i) Let C,D and E be C∗-tensor categories. If
(F, (Uρσ)ρ,σ, J) is an equivalence from C to D and (G, (Vφψ)φ,ψ, K) is an
equivalence from D to E , then (G◦F, (G(Uρσ)◦VF (ρ),F (σ))ρ,σ, K ◦G(J))
is an equivalence from C to E .
(ii) If F : C −→ D is an equivalence of the C∗-tensor categories C and D
then there is a C∗-tensor equivalence G : D −→ C such that [G] is the
inverse of [F ].
Part (i) is easy to verify. Since the author failed to find a suitable reference
for (ii), a proof of (ii) is presented in the Appendix.
Proposition 1.7. Every C∗-tensor category is equivalent to a strict C∗-
tensor category.
First this result was proved in [16] for tensor categories without C∗-
structure. (A more accessible reference is [9], Theorem XI.5.3.) The transfer
to C∗-tensor categories is obvious. The Proposition allows us to work only
with strict C∗-tensor categories. This will abbreviate many computations,
as we don’t need the operators a(ρ, σ, τ), lρ and rρ.
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Definition 1.8. (i) Let ρ be an object of the C∗-tensor category C. An
object ρ¯ is said to be conjugate to ρ if there are R ∈ (ι, ρρ) and R ∈
(ι, ρρ) such that
lρ ◦R∗ × 1ρ ◦ a(ρ, ρ¯, ρ) ◦ 1ρ × R ◦ r∗ρ = 1ρ and (1)
lρ¯ ◦R∗ × 1ρ ◦ a(ρ¯, ρ, ρ¯) ◦ 1ρ × R ◦ r∗ρ¯ = 1ρ (2)
hold. (R,R) is called a pair of conjugation operators for ρ and ρ. If
the C∗-tensor category C is strict, ( 1) and ( 2) mean
R
∗ × 1ρ ◦ 1ρ ×R = 1ρ and (3)
R∗ × 1ρ ◦ 1ρ ×R = 1ρ. (4)
From now on, if ρ is an object of a C∗-tensor category C ρ¯ denotes an
object of C conjugate to ρ.
(ii) A strict C∗-tensor category is called a regular C∗-tensor category if it
has subobjects and finite direct sums and (ι, ι) = C1ι is satisfied for
the unit object ι.
(iii) A regular C∗-tensor category C is called a compact C∗-tensor category
if every object ρ of C possesses a conjugate.
(iv) A compact C∗-tensor category C is called a finite C∗-tensor category if
[[C]] is finite.
Lemma 1.9. Let C and D be C∗-tensor categories, let (F, (Uρσ)ρ,σ, J) be a
C∗-tensor functor from C to D, and let ρ be an object of C having a conju-
gate ρ¯. Then F (ρ¯) is conjugate to F (ρ). If (R, R¯) is a pair of conjugation
operators for ρ and ρ¯ then
(S, S) = (U∗ρ¯ρ ◦ F (R) ◦ J∗, U∗ρρ¯ ◦ F (R¯) ◦ J∗)
is a pair of conjugation operators for F (ρ) and F (ρ¯).
Proof: We verify Equation ( 1) for the pair (S, S) and omit the similar
proof of ( 2). ( 1) for (R, R¯) implies
F (lρ) ◦ F (R∗ × 1ρ) ◦ F (a(ρ, ρ¯, ρ)) ◦ F (1ρ × R) ◦ F (rρ)∗ = 1F (ρ). (5)
Using Definition 1.4 (ii), we replace
F (lρ) by lF (ρ) ◦ J × 1F (ρ) ◦ U∗ιCρ,
F (R
∗ × 1ρ) by UιCρ ◦ F (R
∗
)× 1F (ρ) ◦ U∗ρρ¯,ρ,
F (a(ρ, ρ¯, ρ)) by Uρρ¯,ρ ◦ Uρρ¯ × 1F (ρ) ◦ a(F (ρ), F (ρ¯), F (ρ))◦
◦1F (ρ) × U∗ρ¯ρ ◦ U∗ρ,ρ¯ρ,
and so on.
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In this way Equation ( 5) yields
lF (ρ) ◦ J × 1F (ρ) ◦ F (R∗)× 1F (ρ) ◦ Uρρ¯ × 1F (ρ) ◦ a(F (ρ), F (ρ¯), F (ρ))◦
◦1F (ρ) × U∗ρ¯ρ ◦ 1F (ρ) × F (R) ◦ 1F (ρ) × J∗ ◦ r∗F (ρ) = 1F (ρ),
and Equation ( 1) has been shown for S and S.
Definition 1.8 (ii) is due to J.E. Roberts for strict C∗-tensor categories
(see [23]). He introduced a dimension for objects possessing a conjugate in
[23]. In the following we will give a brief summary (without proofs) of his
theory.
In the following let C be a regular C∗-tensor category and let ρ be an
object of C. We start with the Frobenius reciprocity (see Lemma 2.1 in [14]):
Lemma 1.10. Assume that ρ has a conjugate ρ¯, let (R,R) be a pair of
conjugation operators for ρ and ρ¯ and let σ and τ be objects of C.
S 7−→ 1ρ¯×S ◦R×1σ is a bijective linear map from (ρσ, τ) onto (σ, ρ¯τ). The
inverse is given by S ′ 7−→ R¯∗ × 1τ ◦ 1ρ × S ′.
Similarly T ∈ (σρ, τ) 7−→ T × 1ρ¯ ◦ 1σ × R¯ ∈ (σ, τ ρ¯) and
T ′ ∈ (σ, τ ρ¯) 7−→ 1τ ×R∗ ◦ T ′ × 1ρ ∈ (σρ, τ) are inverse linear maps.
We note the following results:
Proposition 1.11. (i) Let ρ¯ be conjugate to ρ. An object τ of C is con-
jugate to ρ if and only if ρ¯ and τ are equivalent.
(ii) If ρ is irreducible and ρ¯ conjugate to ρ, ρ is irreducible, too.
(iii) If ρ has a conjugate the C∗-algebra (ρ, ρ) is finite dimensional, in par-
ticular ρ is a finite direct sum of irreducible objects.
(iv) Let σ and ρ be irreducible objects of C. ρ is conjugate to σ if and
only if there are operators R ∈ (ι, σρ) and R¯ ∈ (ι, ρσ) such that
R¯∗ × 1ρ ◦ 1ρ ×R 6= 0.
R. Longo and J.E. Roberts proved Proposition 1.11 in [14] ((i), (ii) after
Lemma 2.1, (iii) in Lemma 3.2 and (iv) in Lemma 2.2).
1.12 Remarks:
(1) Each minimal projections of (ρ, ρ) corresponds to an irreducible subob-
ject σ of ρ. Two minimal projections E and F of (ρ, ρ) correspond to
the same subobject σ of ρ, if and only if they are equivalent in (ρ, ρ).
If A is a simple direct summand of (ρ, ρ) and if φ is an irreducible sub-
object of ρ belonging to a minimal projection E of A, then we attach
the equivalence class [φ] ∈ [[C]] to A. In this way we get a bijective cor-
respondence between the equivalence classes of the irreducible objects
of C contained in ρ and the simple direct summands of (ρ, ρ).
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(2) Let ρ be an object of C having a conjugate. 1ρ has a decomposition
1ρ =
∑n
i=1 Pi into minimal projections of (ρ, ρ). For i = 1, . . . , n let ρi
denote an irreducible object corresponding to Pi (i = 1, . . . , n). Then
ρ is a direct sum
⊕n
i=1 ρi of these objects.
If 1ρ =
∑m
j=1Qj is another decomposition of 1ρ into minimal projec-
tions, then m = n and there exists a permutation π of {1, . . . , n} such
that Pi is equivalent to Qpi(i) for i = 1, . . . , n. Hence the decomposi-
tion of ρ into irreducible objects is unique in the following meaning: If
ρ =
⊕n
i=1 ρi and ρ =
⊕m
j=1 ρ
′
j are two decompositions of ρ into irre-
ducible objects, then n = m and there is a permutation π of {1, . . . , n}
such that ρi and ρ
′
pi(i) are equivalent for i = 1, . . . , n.
1.13 The statistical dimension
We assume that ρ has a conjugate ρ¯. For the moment let us suppose that ρ
is irreducible. Let (S, S) be a pair of conjugation operators for ρ and ρ¯. In
general the operators S∗ ◦S and S∗ ◦S are not equal. But there is a complex
number α ∈ C \ {0} such that R = αS and R¯ = 1
α
S are a pair of standard
conjugation operators, i.e. that
R∗ ◦R = R∗ ◦R
holds. By identifying (ι, ι) = C1ι with C, we may regard R∗ ◦R as a positive
number, which is called the (statistical) dimension d(ρ) of ρ. The statistical
dimension d(ρ) does not depend on the choice of the conjugate ρ¯ and the
standard conjugation operators R and R¯ (see below). We point out that the
dimension is not a natural number in general.
We are going to define standard conjugation operators and the dimension,
if ρ is not necessarily irreducible. There are irreducible objects σ1, . . . , σn
and linear isometries Wi ∈ (σi, ρ), Wi ∈ (σi, ρ) (i = 1, . . . , n) satisfying
1ρ =
n∑
i=1
Wi ◦W ∗i and 1ρ =
n∑
i=1
Wi ◦Wi∗.
Moreover, we have standard conjugation operators Ri ∈ (ι, σiσi) and
Ri ∈ (ι, σiσi) for σi and σ¯i (i = 1, . . . , n). Put R :=
∑n
i=1Wi ×Wi ◦ Ri and
R :=
∑n
i=1Wi×Wi◦R¯i. (R, R¯) is a pair of conjugation operators for ρ and ρ¯.
Pairs of conjugation operators are called standard, when they are obtained
in this way. We get R∗ ◦R = R∗ ◦R, and this number is called the statistical
dimension d(ρ) of ρ. d(ρ) is independent of the choice of the standard pair
(R, R¯) according to the following Lemma (see Lemma 2 in [23]):
Lemma 1.14. Let ρ˜ be any conjugate of ρ and let T ∈ (ι, ρ˜ρ) be given. There
is an operator T ∈ (ι, ρρ˜) such that (T, T ) is a standard pair of conjugation
operators, if and only if there is a unitary operator U ∈ (ρ¯, ρ˜) such that
(U × 1ρ) ◦R = T .
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The conjugate object and the statistical dimension have the following
properties:
Theorem 1.15. Let ρ and σ be objects of C having conjugates ρ¯ and σ¯.
(i) ρ⊕ σ is conjugate to ρ¯⊕ σ¯ and d(ρ⊕ σ) = d(ρ) + d(σ).
(ii) ρ is also conjugate to ρ¯ and d(ρ) = d(ρ¯) holds.
(iii) Every subobject of ρ has a conjugate.
(iv) The product σ¯ρ¯ is conjugate to ρσ. If (Rρ, R¯ρ) is a standard pair of
conjugation operators for ρ and ρ¯ and (Rσ, R¯σ) for σ and σ¯, then
(Rρσ, R¯ρσ) = (1σ¯ × Rρ × 1σ ◦Rσ, 1ρ × R¯σ × 1ρ¯ ◦ R¯ρ) (6)
is a standard pair of conjugation operators for ρσ and σ¯ρ¯. The equation
d(ρσ) = d(ρ) · d(σ) is satisfied.
Part (i) and (ii) are almost obvious. Part (iii) follows from Theorem 2.4
and Part (iv) from Lemma 3.6 and Corollary 3.10 (a) in [14].
1.16 The C∗-tensor category of the unitary corepresen-
tations of a finite dimensional Hopf-∗-algebra
The most natural example for a compact C∗-tensor category is the category
UG of the unitary finite dimensional representations of a compact group G. In
[14] R. Longo and J.E. Roberts deal with the more general case of the unitary
finite dimensional corepresentations of a compact matrix pseudogroup in the
sense of S. Woronowicz ([31]). In this article we only need the special case
of a finite dimensional Hopf-∗-algebra.
We assume that the reader is familiar with Hopf-∗-algebras and mention
[26], [9], [10], and [31] as basic references. Let us introduce the finite C∗-
tensor category UH of the unitary corepresentations of the finite dimensional
Hopf-∗-algebra H . ∆ : H −→ H ⊗ H denotes the comultiplication of H ,
ǫ : H −→ C the counit of H and S : H −→ H the antipode of H . The
objects of UH are the unitary corepresentations σ : Vσ −→ Vσ ⊗ H of H
on a (small) finite dimensional Hilbert space Vσ. We recall that a unitary
corepresentation σ : Vσ −→ Vσ ⊗H is a linear map satisfying
(σ ⊗ idH) ◦ σ = (idVσ ⊗∆) ◦ σ and (idVσ ⊗ ǫ) ◦ σ = idVσ
as well as ∑
(v),(w)
〈v(1), w(1)〉w(2)∗v(2) = 〈v, w〉 1 for v, w ∈ Vσ (7)
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where σ(v) =
∑
(v) v
(1) ⊗ v(2) (Sweedler notation for corepresentations). If
ρ : Vρ −→ Vρ⊗H and σ : Vσ −→ Vσ⊗H are objects of UH (ρ, σ) is the Banach
space of the intertwining operators T : Vρ −→ Vσ of the corepresentations
ρ and σ (i.e. T satisfies (T ⊗ idH) ◦ ρ = σ ◦ T .) The composition ◦ is the
composition of maps and T ∗ ∈ (σ, ρ) is the adjoint operator of T ∈ (ρ, σ).
The tensor product ρσ is the tensor product ρ ⊗ σ of the corepresentations
ρ and σ defined by
ρ⊗σ : Vρ⊗Vσ −→ Vρ⊗Vσ⊗H, (ρ⊗σ)(v⊗w) =
∑
(v),(w)
v(1)⊗w(1)⊗ v(2)w(2),
and T × T ′ is the tensor product T ⊗ T ′ of linear operators for morphisms
T ∈ (ρ, σ) and T ′ ∈ (ρ′, σ′). The unit object is the identity corepresentation
ι : C −→ C ⊗H, ι(λ) = λ⊗ 1. The associativity constraint a(ρ, σ, τ) is the
canonical unitary operator from Vρ ⊗ (Vσ ⊗ Vτ ) onto (Vρ ⊗ Vσ) ⊗ Vτ , and lρ
(resp. rρ) is the canonical unitary operator from C⊗ Vρ (resp. Vρ ⊗C) onto
Vρ. Using the usual identifications of these Hilbert spaces, we may regard
UH as a strict C∗-tensor category.
The conjugate object for an object σ ∈ Ob UH is the contragredient
corepresentation σ¯ of σ. Let B = (v1, . . . , vn) be an orthonormal base of Vσ
and (aij)
n
i,j=1 be the matrix coefficients of σ with respect to B, i.e. σ(vj) =∑n
i=1 vi ⊗ aij for i = 1, . . . , n. Then σ¯ is given on the dual Hilbert space
Vσ by σ¯(vj) =
∑n
i=1 vi ⊗ S(aji), where (v1, . . . , vn) is the base dual to B. σ¯
is a unitary corepresentation of H with respect to the inner product on Vσ.
(According to [10], a corepresentation σ fulfils the unitarity property ( 7) if
and only if
S(aij) = a
∗
ji for i, j = 1, . . . , n.
Using this characterization of the unitarity and applying S2 = idH , one
concludes that σ¯ is unitary.)
Observe that σ is unitary if and only if the matrix coefficients satisfy
n∑
j=1
aija
∗
kj = δik1 for i, k = 1, . . . , n
(see [10]). Hence
(σ ⊗ σ¯)
n∑
j=1
vj ⊗ vj =
n∑
i,k=1
vi ⊗ vk ⊗
n∑
j=1
aij · a∗kj =
n∑
i=1
vi ⊗ vi ⊗ 1.
Thus the restriction of σ⊗ σ¯ onto C∑nj=1 vj⊗vj is equivalent to the identity
corepresentation ι and
R¯ : C −→ Vσ ⊗ Vσ, λ 7−→ λ
n∑
j=1
vj ⊗ vj ,
13
intertwines the corepresentations ι and σ ⊗ σ¯. Similarly,
R : C −→ Vσ ⊗ Vσ, λ 7−→ λ
n∑
j=1
vj ⊗ vj ,
is an intertwining operator for the corepresentions ι and σ¯ ⊗ σ. Now we get
(R¯∗ ⊗ 1σ ◦ 1σ ⊗ R)w = (R¯∗ ⊗ 1σ)w ⊗
n∑
j=1
vj ⊗ vj =
n∑
j=1
〈
w ⊗ vj ,
n∑
i=1
vi ⊗ vi
〉
vj =
n∑
j=1
〈w, vj〉 vj = w
for w ∈ Vσ and conclude R¯∗ ⊗ 1σ ◦ 1σ ⊗ R = 1σ. The same argument yields
R∗⊗1σ¯ ◦1σ¯⊗ R¯ = 1σ¯. As R∗ ◦R = n = R¯∗ ◦ R¯, we have d(σ) = n = dimVσ,
if σ is irreducible. By applying Theorem 1.15 (i) we obtain d(σ) = dimVσ
for every object σ ∈ Ob UH . We point out that the equation d(σ) = dimVσ
is not valid for general compact quantum groups, as σ¯ need not be unitary
with respect to the dual inner product on Vσ. (Observe that S
2 = idH is not
satisfied in general.)
2 The C∗-tensor category of the (N,N)-bimodules
for subfactors N ⊂M
First let us fix some notations concerning subfactors and the basic construc-
tion. In order to avoid subtleties we will assume that every von Neumann
algebra appearing in this paper acts on a separable Hilbert space.
2.1 The basic construction and the Jones’ tower
Let A ⊂ B be an inclusion of two finite von Neumann algebras A and B
with the same unit, and let tr be a faithful normal normalized trace of B.
L2(B) is defined as the completion of B with respect to the inner product
(x, y) 7−→ tr(xy∗). We denote an element x of B by x if x is regarded as an
element of L2(B). The Hilbert space L2(A) (defined by the trace tr |A) is a
closed subspace of L2(B). B acts normally and faithfully on L2(B) by left
multiplication. So we may consider B as a von Neumann algebra on L2(B).
Let e denote the orthogonal projection from L2(B) onto L2(A). The von
Neumann algebra B1 generated by B and e is called the basic construction
for A ⊂ B (and for the trace tr). e is called the Jones projection.
e maps B onto A, the restriction
E = e |B : B −→ A
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of e is a normal faithful conditional expectation from B onto A, in particular
we have E(a1ba2) = a1E(b)a2 for a1, a2 ∈ A and b ∈ B and E(b) ≥ 0 for
b ≥ 0. For b ∈ B, E(b) is the unique element of A satisfying
tr(E(b) a) = tr(b a) for every a ∈ A. (8)
E is called the conditional expectation from B to A corresponding to the
trace tr.
Let Bop be the von Neumann algebra opposite to B. (Bop is equal to B
as a complex vector space, the multiplication law is reversed, that means
b
op◦ c := c · b for b, c ∈ B, and the involution ∗ is the same as in B.) We have
a normal representation ρ : Bop −→ L(L2(B)) of Bop given by ρ(b) x = xb
for b, x ∈ B (multiplication from right). The basic construction satisfies the
relation
B1 = ρ(A
op)′. (9)
Let JB be the involutive antiunitary operator on L
2(B) given by JB x = x∗
for x ∈ B. Often we abbreviate JB to J . We get ρ(b) = Jb∗J for b ∈ B.
From equation ( 9) we conclude
B1 = JA
′J. (10)
For a II1-factor L, let trL denote the unique normalized trace of L. Now
let N ⊂ M be an inclusion of II1-factors (with the same unit). The basic
construction M1 (with respect to trM) is a factor of type II1 if and only if the
Jones index β := [M : N ] <∞. From now on let us assume that β is finite.
In this case M1 is the C-vector space generated by m1em2, m1, m2 ∈M (see
[5], Theorem 3.6.4). The subfactor M ⊂ M1 is called the subfactor dual to
N ⊂ M . We obtain [M1 : M ] = [M : N ] < ∞, so we are able to repeat the
basic construction infinitely many times and get the so called Jones tower
N =M−1 ⊂ M = M0 ⊂M1 ⊂M2 ⊂ M3 ⊂ . . . ,
where Mk+1 is the basic construction for the subfactor Mk−1 ⊂ Mk. For
k ∈ N∪{0} let ek ∈Mk+1 denote the orthogonal projection from L2(Mk) onto
L2(Mk−1) and Ek :Mk −→ Mk−1 the corresponding conditional expectation.
We have the following relations:
ek ek±1 ek = β
−1ek and (11)
ek el = el ek for |k − l| ≥ 2. (12)
Moreover we have
ek x ek = Ek(x)ek for x ∈Mk and (13)
Ek(ek−1) = β
−11. (14)
The trace trMk+1 on Mk+1 satisfies the Markov property
β trMk+1(xek) = trMk+1(x) for x ∈Mk. (15)
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2.2 C∗-tensor categories and bimodules
Let N be a II1-factor. An easy access to (N,N)-bimodules may be found in
[25] (see also [2], [3], [32] and [33]). We assume the notation from [25] and
recall that an (N,N)-bimodule NHN is called regular if the intersection of the
left and of the right bounded elements of H is dense in H. For every (N,N)-
bimodule NHN there is the conjugate bimodule NH¯N , where H¯ is equal to
H as a real vector space, but the inner product and the scalar multiplication
are conjugate. The left action λ¯ of N and the right action ρ¯ of N on H¯ are
given by λ¯(n) = ρ(n∗) and ρ¯(n) = λ(n∗) for n ∈ N .
We introduce the C∗-tensor category BN of all (small) regular (N,N)-
bimodules. The objects are the (small) regular (N,N)-bimodules. For two
objects ρ = NHN and σ = NKN of BN , the (N,N)-linear continuous opera-
tors from H into K (endowed with the operator norm) form the complex Ba-
nach space (ρ, σ). Endowed with the usual ∗-operation ∗ : (ρ, σ) −→ (σ, ρ),
BN is a C∗-category with subobjects and finite direct sums.
The product structure is given by the tensor product ⊗N . We define
T × T ′ := T ⊗N T ′ for T ∈ (ρ, σ) and T ′ ∈ (ρ′, σ′). The unit object ι is
NL
2(N)N . The associativity constraint a(ρ, σ, τ) as well as the maps lρ and
rρ are defined as in [25], Section 1.
Let N ⊂ M be an inclusion of type II1-factors such that [M : N ] < ∞.
Let BN⊂M denote the full C∗-tensor subcategory of BN whose object set
consists of all (small) (N,N)-bimodules which are equivalent to a finite direct
sum of (N,N)-bimodules contained in NL
2(Mk)N for some k ∈ N ∪ {0}.
Observe L2(Mk−1)⊗N L2(Ml−1) ∼= L2(Mk+l−1) (for example see [25]), hence
the ⊗N -tensor product of two objects of BN⊂M is an object of BN⊂M .
From now on we will treat the C∗-tensor category BN⊂M , as if it were
strict. (This is allowed by Proposition 1.7.) The following result is probably
known to some experts, but the author could not find any reference.
Proposition 2.3. The C∗-tensor category BN⊂M is compact. It is finite if
and only if the subfactor N ⊂M has finite depth.
If H is an (N,N)-bimodule of BN⊂M the conjugate bimodule H¯ is conju-
gate to H in the sense of Definition 1.8. We have
d(H) =
√
c(λ(N),H) · c(ρ(N),H) (16)
for any irreducible (N,N)-bimodule NHN ∈ Ob BN⊂M (where c(λ(N),H)
denotes the coupling constant of λ(N) in H).
2.4 Remarks:
(1) For any bimodule H ∈ BN⊂M , d(H) is equal to the minimal dimension
ofH which is the square root of the minimal index [ρH(N)′ : λH(N)]min
for the subfactor λH(N) ⊂ ρH(N)′. (We will not define the minimal
index here, see [6], [7] or [11] for the definition).
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(2) For the so-called extremal subfactors N ⊂M (see [21]), we have
d(H) = c(λ(N),H) = c(ρ(N),H)
for every H ∈ Ob BN⊂M . We point out that finite depth subfactors
and irreducible subfactors are extremal.
(3) If N 6=M every object of BN⊂M is indeed equivalent to a sub-bimodule
of L2(Mk) for a suitable k ∈ N.
The Remarks (1) and (2) are shown at the end of the proof of the Propo-
sition, where we make free use of S. Popa’s definitions and results in [21].
The easy proof of (3) is left to the reader.
Proof of the Proposition: It suffices to show the assertions for a sub-
bimodule H of NL2(M)N , as it is possible to carry out the same proof for
Mk (k ∈ N) instead of M .
Let H be pL2(M) where p is an orthogonal projection of N ′ ∩M1. M
possesses a finite base as a right N -module, as it was shown in [18], Proposi-
tion 1.3. A version of this result may be found in [5], Theorem 3.6.4, we will
modify the proof there in order to get a right N -module base also for pM
(⊂ pL2(M)):
As in the proof in [5] there are finitely many partial isometries w1, . . . , wm ∈
M1 \ {0} such that
w∗j wj ≤ e0 (17)
for j = 1, . . . , m and
∑m
j=1wj w
∗
j = p. Similarly we find partial isometries
wm+1, . . . , wn ∈ M1 \ {0} such that ( 17) holds for j = m + 1, . . . , n and∑n
j=m+1wj w
∗
j = 1− p. For j = 1, . . . , n there is a unique vj ∈M such that
wj = vje0. As in [5] we see that (vi : i = 1, 2, . . . , n) fulfils the properties of
a Pimsner-Popa basis:
(a) E0(v
∗
i vj) = 0 for i 6= j.
(b) fi := E0(v
∗
i vi) is a projection satisfying vifi = vi.
(c) Every x ∈ M has a unique expansion x = ∑nj=1 vjyj with yj ∈ N . In
fact, we have yj = E0(v
∗
jx).
Furthermore, we obviously get the following relations:
(d)
∑m
j=1 vje0v
∗
j = p and
(e) p .x =
∑m
j=1 vje0v
∗
j .x =
∑m
j=1 vjE0(v
∗
jx) for x =
∑n
j=1 vjyj ∈M .
From (e) we conclude that
(f) pL2(M) ∩M is dense in pL2(M).
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The conjugate bimodule H is isomorphic to popL2(M), where pop = JpJ and
J is the antiunitary operator JM . We get p
opL2(M) = [ x∗ : x ∈ pL2(M)∩M ]
and identify H and popL2(M).
Using the canonical isomorphism between L2(M1) and L
2(M)⊗N L2(M),
we regard K := pL2(M)⊗N popL2(M) as an (N,N)-sub-bimodule of L2(M1).
p ∈ L2(M1) belongs to K, as p = β−1/2
∑m
j=1 vj ⊗N v∗j by Property (d) and
vj ∈ pL2(M) for j = 1, . . . , m according to Property (e). Since p and N
commute,
R¯ : L2(N) −→ K = pL2(M)⊗N popL2(M), n 7−→ β1/2 np ∈ K ⊂ L2(M1),
defines a continuous (N,N)-linear operator. For x ∈ K ∩M1 we get
(1− p)x = (1− p) .x
∈ (1− p) . (pL2(M)⊗N L2(M)) =
= (1− p)pL2(M)⊗N L2(M) = {0}
(by applying Theorem 2.2 and Corollary 2.3 in [25]). Hence x = px. Moreover
we have
〈R¯∗ x, n〉 = 〈x, R¯ n〉 = β1/2 trM1(x(pn)∗) =
β1/2 trM1(pxn
∗) = β1/2 trM1(xn
∗) = β1/2 trM1(E0(E1(x))n
∗)
for n ∈ N , as E0 ◦ E1 : M1 −→ N is the conditional expectation onto
N associated with the unique normalized trace trM1 of M1. Hence R¯
∗ x =
β1/2E0(E1(x)). Let R be defined as R¯ where p is replaced by p
op. We
compute
(R∗ × 1H) ◦ (1H × R¯) m = β1/2(R∗ × 1H) m⊗N p =
β3/2 (R∗ × 1H)
m∑
j=1
me0e1vje0v
∗
j = β
1/2
m∑
j=1
R∗ me0vj ⊗N v∗j =
β
m∑
j=1
E0(E1(me0vj)) v∗j = (by Equation ( 14))
m∑
j=1
(vj E0(v
∗
jm
∗))∗ = J (p.m∗) = pop.m = m
for every m ∈ popL2(M)∩M . (In line 2 we used the canonical isomorphisms
from L2(M2) onto L
2(M) ⊗N L2(M1) and L2(M1) ⊗N L2(M), see [25] or
consider the proof of Theorem 4.1.) By applying (f) with pop instead of p
and reversing the parts of R and R¯, we see that R and R¯ are conjugation
operators for H. For 1 ∈ N we have
(R¯∗ ◦ R¯) 1 = β E0(E1(p)) = β trN(E0(E1(p))) 1 = β trM1(p) 1 =
c(λ(N), L2(M)) · trM1(p) 1 = c(λ(N), pL2(M)) 1
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(observe R¯∗◦R¯ ∈ (ι, ι) = C for the second equation and see Proposition 3.2.5
(e) in [5] for the last equation). Just so we get
R∗ ◦R = c(λ(N), popL2(M)).
It is easy to see that c(λ(N),H) = c(ρ(N),H). If H is irreducible, then
4
√
c(λ(N),H)
c(ρ(N),H) · R and
4
√
c(ρ(N),H)
c(λ(N),H) · R¯
are standard conjugation operators and we get formula ( 16).
We prove the Remarks (1) and (2): Let NHN be an irreducible element
of Ob BN⊂M . Since λ(N)′ ∩ ρ(N)′ = C1, the inclusion λ(N) ⊂ ρ(N)′ is
extremal and the minimal index and the Jones’ index agree (see [21], 1.2.5).
We get
d(H) =
(
c(λ(N),H)
c(ρ(N)′,H)
)1/2
= [ρ(N)′ : λ(N)]1/2 = ([ρ(N)′ : λ(N)]min)
1/2.
So we obtain Remark (1) for irreducible bimodules. As the minimal dimen-
sion and d are additive for direct sums (see [12] for the minimal dimension),
we get Remark (1) for any bimodule of Ob BN⊂M .
If N ⊂ M is extremal N ⊂ M2k−1 is extremal for every k ∈ N by 1.2.5
(iii) and (iv) in [21]. This implies trM2k−1(p) = trM2k−1(p
op) for every minimal
projection p ∈ N ′ ∩M2k−1 by 1.2.5 (i) in [21]. We obtain
c(ρ(N), pL2(Mk−1)) = trM2k−1(p) · c(ρ(N), L2(Mk−1)) =
trM2k−1(p) · [M : N ]k = trM2k−1(pop) · [M : N ]k =
c(ρ(N), popL2(Mk−1)) = c(λ(N), pL
2(Mk−1)), ( 18)
and Remark (2) follows for every irreducible bimodule of Ob BN⊂M . Now
the observation that the dimension d and the coupling constant are additive
for direct sums completes the proof of Remark (2).
We consider the example N ⊂ N ⋊ H , where H is a finite dimensional
Hopf-∗-algebra acting on N by an outer action. Observe that every irre-
ducible subfactor N ⊂ M with finite index and depth 2 is isomorphic to
a subfactor of that kind. (This result was announced by A. Ocneanu, for
complete proofs see [1] or [27].) First we recall some definitions and results
for the reader’s convenience (see [28] for example).
2.5 Hopf-∗-algebras and their actions on II1-factors
(1) Let N be a unital ∗-algebra and H be a finite dimensional Hopf-∗-algebra.
A bilinear map
H ×N −→ N, (a, x) 7−→ α(a)x,
is called an action of H on N , if
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(a) α is a nondegenerate representation of the algebra H on the linear space
N ,
(b) α(a)(xy) =
∑
(a) α(a
(1))x · α(a(2))y for a ∈ H, x, y ∈ N , where ∆(a) =∑
(a) a
(1) ⊗ a(2) (Sweedler notation),
(c) α(a)1 = ǫ(a)1 for a ∈ H and
(d) (α(a)x)∗ = α(S(a)∗)x∗ for a ∈ H and x ∈ N .
(We use the convention α(a)x · y := (α(a)x) y.)
(2) The algebra
NH := {x ∈ N : α(a)x = ǫ(a)x for a ∈ H}
is called the fixed point algebra under the action α.
(3) The crossed product N⋊αH = N⋊H is a unital ∗-algebra that as a linear
space coincides with the algebraic tensor product N⊗H . The multiplication
is given by (x⊗ a) · (y⊗ b) =∑(a) x ·α(a(1))y⊗ a(2)b and the ∗-operation by
(x⊗ a)∗ =∑(a) α(a(1)∗)x∗ ⊗ a(2)∗.
(4) There is a unique faithful normalized trace τ (see [10]) of H called the
Haar trace such that
(τ ⊗ idH)(∆(a)) = τ(a)1 = (idH ⊗ τ)(∆(a))
for any a ∈ H . If p is a minimal central projection of H such that
pH ∼= L(Cd), then τ(f) = d/ dimH for every minimal projection f of pH .
One easily concludes that the comultiplication ∆ : H −→ H⊗H is a unitary
corepresentation with respect to the inner product (a, b) 7−→ τ(ab∗).
(5) If N is a factor of type II1 and α an action of the finite dimensional Hopf-
∗-algebra H on N , then NH as well as N⋊H are von Neumann algebras (see
[28]). N is embedded into N ⋊ H by x 7−→ x ⊗ 1. trN ⊗ τ is a normalized
finite trace of the von Neumann algebra N ⋊H (see [28], Proposition 2.7).
(6) An action α ofH on a factorN of type II1 is called outer if (N
H)′∩N = C1
and if α is a faithful representation of H . If α is an outer action N ⋊H is a
II1-factor. Furthermore, we have
N ′ ∩ (N ⋊H) = C1 (19)
(see [28], Proposition 3.2). According to (5) we may identify L2(N⋊H) with
L2(N) ⊗ H where H is endowed with the inner product given by the Haar
trace τ .
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(7) Let H be a finite dimensional Hopf-∗-algebra. If we use the reversed
comultiplication
∆cop : H −→ H ⊗H, a 7−→
∑
(a)
a(2) ⊗ a(1),
instead of ∆ on H and do not change the remaining structure on H , H is
a Hopf-∗-algebra again (see [9], Corollary III.3.5). We denote this Hopf-∗-
algebra byHcop. (For general Hopf-algebras the antipode S has to be replaced
by S−1, but S = S−1 is satisfied for finite dimensional Hopf-∗-algebras.)
Similarly, we are able to introduce another Hopf-∗-algebra structure on
H by using the reversed multiplication a◦b := ba (and leaving the remaining
structure unchanged). This Hopf-∗-algebra is called Hop.
The connection between finite dimensional Hopf-∗-algebras and subfac-
tors has also been studied by R. Longo (see [13]), whose approach is based
on index theory for infinite factors, in particular on sector theory.
Proposition 2.6. Let H be a finite dimensional Hopf-∗-algebra and let N
be a factor of type II1 endowed with an outer action α of H.
(i) Let σ : Vσ −→ Vσ ⊗Hcop be a (small) unitary finite dimensional corep-
resentation of Hcop. On the Hilbert space Hσ = L2(N) ⊗ Vσ there are
a left action λ of N determined by λ(m)n ⊗ v = mn ⊗ v and a right
action ρ of N determined by
ρ(m)n⊗ v =
∑
(v)
n · α(v(2))m⊗ v(1)
(m,n ∈ N, v ∈ Vσ). Endowed with these actions Hσ is an (N,N)-
bimodule belonging to the objects of the C∗-tensor category BN⊂N⋊H .
(ii) The following data determine an equivalence (F, (Uρσ)ρ,σ, J) of the C
∗-
tensor categories UHcop and BN⊂N⋊H :
F : UHcop −→ BN⊂N⋊H is the C∗-tensor functor given by F (σ) = Hσ,
F (T ) = idL2(N) ⊗ T for T ∈ (ρ, σ) and ρ, σ ∈ Ob UHcop,
Uρσ : Hρ ⊗N Hσ −→ Hρ⊗σ is defined by
Uρσ (n1 ⊗ v)⊗N (n2 ⊗ w) =
∑
(v)
n1 · α(v(2))n2 ⊗ v(1) ⊗ w (20)
for n1, n2 ∈ N, v ∈ Vρ and w ∈ Vσ,
J : Hι = L2(N)⊗C −→ L2(N) is defined by J(n⊗ γ) = γ n for γ ∈ C
and n ∈ N .
Remark: Let G be a finite group and H the Hopf-∗-algebra Fun (G) of
all complex valued functions on G. N ⋊H coincides with the usual crossed
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product N ⋊ G, where G acts on N by an outer action in the usual mean-
ing. The Hopf-∗-algebras Fun (G) and Fun (G)cop are isomorphic (where the
isomorphism is given by f 7−→ fˆ , fˆ(g) = f(g−1)). Hence the C∗-tensor cate-
gory BN⊂N⋊G is equivalent to the C∗-tensor category UG of all unitary finite
dimensional representations of G.
Proof: (i) Obviously λ defines a left action of N . For m ∈ N , ρ(m) is
well defined on the algebraic tensor product N ⊗ Vσ. It is easy to see that
ρ(m) is continuous on N ⊗Vσ with respect to the Hilbert space norm. Hence
ρ(m) has a unique extension to a continuous linear operator on L2(N)⊗ Vσ.
We easily get ρ(1) = 1. We show
ρ(m1m2) = ρ(m2) ρ(m1) for all m1, m2 ∈ N (21)
and
ρ(m∗) = ρ(m)∗ for m ∈ N , (22)
which implies that ρ is a right action ofN onHσ. Obviously ρ and λ commute
such thatHσ is actually an (N,N)-bimodule. ForHσ ∈ Ob BN⊂N⋊H see Part
(ii) (b) of the proof.
The computation
ρ(m2) ρ(m1)n⊗ v =∑
(v)
∑
(v(1))
n · α(v(2))m1 · α(v(1)(2))m2 ⊗ v(1)(1) =
∑
(v)
∑
(v(2))
n · α(v(2)(2))m1 · α(v(2)(1))m2 ⊗ v(1) = (*)
∑
(v)
n · α(v(2))(m1m2)⊗ v(1) = ρ(m1m2)n⊗ v
(n ∈ N and v ∈ Vσ) shows Equation ( 21). (Observe that the Sweedler
notation for Hcop is used in the computation, but in (*) the comultiplication
of H is needed.)
For n1, n2 ∈ N and v, w ∈ Vσ we get
〈ρ(m∗)n1 ⊗ v, n2 ⊗ w〉 =
∑
(v)
trN
(
n1 · α(v(2))m∗ · n∗2
)
〈v(1), w〉 (23)
as well as
〈n1 ⊗ v, ρ(m)n2 ⊗ w〉 =
∑
(w)
trN
(
n1 · (n2 · α(w(2))m)∗
)
〈v, w(1)〉
=
∑
(w)
trN
(
n∗2 · n1 · α(S(w(2)∗))m∗
)
〈v, w(1)〉. (24)
Since σ is unitary, we know∑
(v)
〈v(1), w〉S(v(2)) =
∑
(w)
〈v, w(1)〉w(2)∗ for v, w ∈ Vσ
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(see [10], (1.42)). An application of the antipode S yields∑
(v)
〈v(1), w〉 v(2) =
∑
(w)
〈v, w(1)〉S(w(2)∗) (25)
(observe S2 = idH), and the right sides of ( 24) and ( 23) coincide. So
Equation ( 22) has been shown.
(ii) (a) Let σ and π be unitary corepresentations of Hcop. We will prove that
a continuous linear operator S from Hσ into Hpi is (N,N)-linear if and only
if there is an operator T ∈ (σ, π) such that S = 1L2(N) ⊗ T .
Obviously, (1 ⊗ T ) λσ(m) = λpi(m) (1 ⊗ T ) for every T ∈ (σ, π) and
m ∈ N , where λσ denotes the left action of N on Hσ. The corresponding
equation for the right action is shown by the following computation:
ρpi(m) (1⊗ T )n⊗ v =
∑
(Tv)
n · α((Tv)(2))m⊗ (Tv)(1) =
∑
(v)
n · α(v(2))m⊗ Tv(1) = (1⊗ T )ρσ(m)n⊗ v (n ∈ N, v ∈ Vσ).
Now let S be any continuous (N,N)-linear operator in Hσ. Let λ0 (resp.
ρ0) denote the canonical left action (resp. right action) of N on L
2(N). The
following computation shows ρ(m) = ρ0(m)⊗ 1 for every m ∈ NH :
ρ(m)n⊗ v =
∑
(v)
n · ǫ(v(2))m⊗ v(1) = nm⊗ v
for every n ∈ N and v ∈ Vσ. Hence
S ∈
(
(λ0(N) ∪ ρ0(NH))⊗ C1
)′
=
(
λ0(N)
′ ∩ ρ0(NH)′
)
⊗ L(Vσ) =(
ρ0(N) ∩ ρ0(NH)′
)
⊗ L(Vσ) = C1⊗ L(Vσ).
There is an operator T ∈ L(Vσ) such that S = 1 ⊗ T . Sρ(m) 1 ⊗ v =
ρ(m)S 1⊗ v for m ∈ N and v ∈ Vσ implies∑
(v)
α(v(2))m⊗ Tv(1) =
∑
(Tv)
α((Tv)(2))m⊗ (Tv)(1).
Since α is a faithful action, we get∑
(v)
Tv(1) ⊗ v(2) =
∑
(Tv)
(Tv)(1) ⊗ (Tv)(2)
for every v ∈ Vσ. It follows T ∈ (σ, σ).
At last we consider a continuous (N,N)-linear operator S from Hσ into
Hpi. S may be regarded as an (N,N)-linear operator in Hσ ⊕ Hpi = Hσ⊕pi,
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and we are able to apply the considerations from above (with σ ⊕ π instead
of σ) and find that there is an operator T ∈ (σ, π) ⊂ (σ⊕π, σ⊕π) such that
S = 1⊗ T (observe Remark 1.3 (4)).
(b) ∆cop is a unitary corepresentation of Hcop with respect to the Haar trace
τ of H . Obviously the the (N,N)-bimodule H∆cop is equal to the (N,N)-
bimodule L2(N⋊H) (=L2(N)⊗H as a Hilbert space). From [10] we conclude
that every irreducible corepresentation σ ofHcop is contained in ∆cop and that
Hσ ∈ Ob BN⊂N⋊H . Hence F is a full and faithful C∗-functor. Let H be an
irreducible object of BN⊂N⋊H . As N ⊂ N ⋊H is a subfactor of depth 2, H
is equivalent to a sub-bimodule of NL
2(N ⋊H)N = H∆cop. Therefore there
is an irreducible corepresentation σ of Hcop such that H is equivalent to Hσ.
(c) Let ρ and σ be unitary corepresentations of Hcop. It is easy to see that
ξ ⊗N (n ⊗ w) 7−→ (ξ ⊗N n) ⊗ w (ξ ∈ Hρ, n ∈ N, w ∈ Vσ) defines a unitary
operatorWρσ fromHρ⊗NHσ = Hρ⊗N (L2(N)⊗Vσ) onto (Hρ⊗NL2(N))⊗Vσ.
Now we easily conclude that Uρσ := (rHρ⊗idVσ)◦Wρσ is the unique continuous
linear operator satisfying ( 20), where rHρ is the canonical unitary operator
from Hρ ⊗N L2(N) onto Hρ. Obviously Uρσ is unitary and left N -linear.
We get
Uρσ ◦ ρ(m) (n⊗ v)⊗N (1⊗ w) = Uρσ
∑
(w)
(n⊗ v)⊗N
(
α(w(2))m⊗ w(1)
)
=
∑
(v),(w)
n · α(v(2)w(2))m⊗ v(1) ⊗ w(1) =
ρ(m)n⊗ v ⊗ w = ρ(m) ◦ Uρσ (n⊗ v)⊗N (1⊗ w)
for all m,n ∈ N, v ∈ Vρ, w ∈ Vσ. Since
span {(n⊗ v)⊗N (1⊗ w) : v, w ∈ Vρ, n ∈ N}
is dense in Hρ ⊗N Hσ, we have verified that Uρσ is right N -linear.
Routine arguments show that the relations (a), (b) and (c) of Definition
1.4 (ii) are satisfied. (The computation for (b) is easier, if one uses the density
argument from above.) Hence F is a C∗-tensor equivalence.
3 Subfactors defined by C∗-tensor categories
Let a finite C∗-tensor category C be given. The goal of this Section is to con-
struct a subfactor belonging to an object σ of C and to discuss the properties
of this subfactor.
For an object ρ of C (Rρ, Rρ) denotes a standard pair of conjugation
operators for ρ and ρ.
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3.1 Some observations
Let ρ, σ and τ be objects of C.
(1) There is a distinguished normalized faithful trace trρ of the finite dimen-
sional C∗-algebra (ρ, ρ). trρ is uniquely determined by its values on minimal
projections. Let E be a minimal projection and π a subobject of ρ corre-
sponding to E. Then
trρ(E) :=
d(π)
d(ρ)
. (26)
Conversely this relation determines a faithful trace, as equivalent minimal
projections have the same positive number.
Obviously the trace trρ is faithful. Theorem 1.15 (i) shows that trρ is
normalized. If A,B ∈ (ρ, σ) then
d(ρ) trρ(B
∗A) = d(σ) trσ(AB
∗). (27)
(Observe that d(ρ) trρ is the trace introduced in [14] after Lemma 3.7; thus
( 27) is a consequence of Lemma 3.7 in [14].)
(2) The ∗-algebras (ρ, ρ) and (σ, σ) are embedded into the ∗-algebra (ρσ, ρσ)
by T 7−→ T × 1σ respectively T 7−→ 1ρ × T . From
1ρ × R¯∗σ ◦ (T × 1σ)× 1σ¯ ◦ 1ρ × R¯σ = (R¯∗σ ◦ R¯σ) · T and
R∗ρ × 1σ ◦ 1ρ¯ × (1ρ × T ) ◦ Rρ × 1σ = (R∗ρ ◦Rρ) · T
we conclude that the embeddings are injective. R. Longo and J.E. Roberts
proved (see Corallary 3.10 in [14])
d(ρ) trρ(S1T
∗
1 ) · d(σ) trσ(S2T ∗2 ) = d(ρσ) trρσ((S1 × S2)(T1 × T2)∗)
for all S1, T1 ∈ (ρ, ρ), S2, T2 ∈ (σ, σ). Using d(ρσ) = d(ρ)d(σ) we get
trρσ | (ρ, ρ) = trρ and trρσ | (σ, σ) = trσ. (28)
(3) The linear maps
Φρσ : (ρσ, ρσ) −→ (σ, σ), X 7−→
1
d(ρ)
R∗ρ × 1σ ◦ 1ρ ×X ◦ Rρ × 1σ, and
Ψρσ : (σρ, σρ) −→ (σ, σ), X 7−→
1
d(ρ)
1σ × R¯∗ρ ◦ X × 1ρ ◦ 1σ × R¯ρ,
are conditional expectations. (In [14] R. Longo and J.E. Roberts used the
more general concept of left and right inverses, which we do not need here.)
Φρσ and Ψ
ρ
σ do not depend on the choice of Rρ and R¯ρ (see Lemma 3.3 in
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[14]). R. Longo and J.E. Roberts showed that Φρι : (ρ, ρ) −→ (ι, ι) = C and
Ψρι : (ρ, ρ) −→ (ι, ι) = C are just trρ (see Lemma 3.3 in [14]). We have
Φστ ◦ Φρστ = Φρστ as well as
Ψστ ◦Ψρτσ = Ψσρτ .
Using Equation ( 6) we get
Φρστ (X) =
1
d(ρσ)
(
R∗σ◦1σ¯×R∗ρ×1σ
)
×1τ ◦ 1σ¯ρ¯×X ◦
(
1σ¯×Rρ×1σ◦Rσ
)
×1τ =
1
d(ρ)d(σ)
R∗σ × 1τ ◦ 1σ¯ ×
(
R∗ρ × 1στ ◦ 1ρ¯ ×X ◦Rρ × 1στ
)
◦ Rσ × 1τ =
= Φστ (Φ
ρ
στ (X))
for any X ∈ (ρστ, ρστ). The same method also shows the second relation.
We note
trσ ◦ Φρσ = trρσ and trσ ◦Ψρσ = trσρ. (29)
as special cases. Equation ( 29) means that Φρσ (resp. Ψ
ρ
σ) is a conditional
expectation corresponding to the trace trρσ (resp. trσρ).
(4)
(ρσ, ρσ) ⊂ (ρστ, ρστ)
∪ ∪
(σ, σ) ⊂ (στ, στ)
(30)
is a commuting square of finite dimensional von Neumann algebras (in the
meaning of [5], Section 4.2) with respect to the trace trρστ , as Φ
ρ
στ (X×1τ ) =
Φρσ(X)× 1τ holds for any X ∈ (ρσ, ρσ).
(5) The Bratteli diagram for the inclusion (ρ, ρ) ⊂ (ρσ, ρσ) is described as
follows:
The vertices in the lower line (resp. upper line) are in one to one corre-
spondence to the simple direct summands of (ρ, ρ) (resp. (ρσ, ρσ)) and are
labelled by the equivalence classes [φ] (resp. [ψ]) of the irreducible subob-
jects φ (resp. ψ) of ρ (resp. ρσ). The number of edges between the vertices
belonging to [φ] and to [ψ] is the dimension of (ψ, φσ), i.e. the number of
times that ψ is contained in φσ. We leave the easy proof to the reader.
One can deal with the inclusion (ρ, ρ) ⊂ (σρ, σρ) in the same way, one
merely has to replace ρσ by σρ and φσ by σφ.
Let [[C, ρ]] := {[φ] ∈ [[C]] : φ ≤ ρ}. Obviously the Bratteli diagrams for
(ρ, ρ) ⊂ (ρσ, ρσ) and (τ, τ) ⊂ (τσ, τσ) are the same if [[C, ρ]] = [[C, τ ]].
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Lemma 3.2. Let us consider the inclusion
A := (ρ, ρ) ⊂ B := (ρσ, ρσ) ⊂ C := (ρσσ¯, ρσσ¯)
of finite dimensional ∗-algebras. Moreover, let B(A,B) be the basic con-
struction for A ⊂ B and for the trace trρσ, let e be the Jones projection of
B(A,B), and let
f :=
1
d(σ)
1ρ ×
(
R¯σ ◦ R¯∗σ
)
∈ C.
D := span BfB is a (two-sided) ideal of C, and there is an isomorphism
α from the basic construction B(A,B) onto D such that α | B = idB and
α(e) = f . If every irreducible subobject of ρσσ¯ is a subobject of ρ then
D = C.
The trace trρσ satisfies the Markov relation
trρσσ¯
(
(X × 1σ¯) ◦ f
)
=
1
d(σ)2
trρσ(X) (31)
for X ∈ (ρσ, ρσ).
The Lemma is also true for A = (ρ, ρ), B = (σρ, σρ), C = (σ¯σρ, σ¯σρ),
and f = 1
d(σ)
(Rσ ◦R∗σ)× 1ρ. The Markov relation for this case is
trσ¯σρ
(
(1σ¯ ×X) ◦ f
)
=
1
d(σ)2
trσρ(X).
Proof: We will only prove the first case.
x ∈ (ρ, ρ) 7−→ xf = x× 1
d(σ)
(R¯σ ◦ R¯∗σ) ∈ (ρσσ¯, ρσσ¯)
is an injective homomorphism. For b ∈ B we get fbf = Ψσρ(b)f , as the
following computation using the interchange law shows:
Ψσρ(b) f =
1
d(σ)2
(1ρ × R¯∗σ ◦ b× 1σ¯ ◦ 1ρ × R¯σ)× 1σσ¯ ◦ 1ρ × (R¯σ ◦ R¯∗σ) =
1
d(σ)2
1ρ × R¯σ ◦ (1ρ × R¯∗σ ◦ b× 1σ¯ ◦ 1ρ × R¯σ) ◦ 1ρ × R¯∗σ = fbf.
Now Proposition 2.6.9 in [5] implies that there is an isomorphism α having the
desired properties, and that D is an ideal of the ∗-algebra 〈B, f〉 generated
by B and f . We have to show that D is an ideal of C.
The subobject of σσ¯ corresponding to the projection f0 :=
1
d(σ)
R¯σ ◦ R¯∗σ ∈
(σσ¯, σσ¯) is the unit object ι. In particular every irreducible subobject of
ρι = ρ is also a subobject of ρσσ¯. Let I be the ideal of C consisting of those
simple direct summands of C for which the associated irreducible subobjects
of ρσσ¯ are also subobjects of ρ. We will show I = D.
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Let {q1, q2, . . . , qn} be a maximal set of pairwise non equivalent minimal
projections of A and let {π1, . . . , πn} be the associated irreducible objects of
C. The projection qjf = qj × f0 (regarded as an element of C) corresponds
to the same irreducible object πj of C as the projection qj (regarded as an
element of A), in particular qjf is a minimal projection of C. Let Ij (resp.
Dj) be the simple direct summand of I (resp. D) containing qjf . Every
minimal projection p of Dj is equivalent to qjf in C, too , and belongs to
the direct summand Ij of I. So Dj is contained in Ij for j = 1, . . . , n.
As D = ⊕nj=1Dj, D is a subalgebra of I. On the other hand the inclusion
matrices for B ⊂ D and B ⊂ I are the same:
Let B = ⊕mk=1Bk be the decomposition of B into a direct sum of minimal
simple ideals and let τk be the irreducible object of C belonging to Bk. The
vertices corresponding to Bk and Ij are connected by dim (πj , τkσ¯) edges.
Since D is the basic construction for A ⊂ B, Bk and Dj are connected by
dim (τk, πjσ) edges (see [5], Proposition 2.4.1 (b)). The Frobenius reciprocity
law (see Lemma 1.10) yields dim (τk, πjσ) = dim (πj , τkσ¯).
So dimD = dim I, and D = I follows. It remains to verify the Markov
relation:
trρσσ¯
(
(X × 1σ¯) · 1
d(σ)
(1ρ × (R¯σ ◦ R¯∗σ))
)
= (by Equation ( 27))
1
d(σ)3
trρ(1ρ × R¯∗σ ◦X × 1σ¯ ◦ 1ρ × R¯σ) =
1
d(σ)2
trρ(Φ
σ
ρ (X)) =
1
d(σ)2
trρσ(X) for X ∈ (ρσ, ρσ).
3.3 The subfactors
For an object σ of C we introduce the following notation:
σ(0) = ι, σ(1) = σ, σ(2) = σσ¯, σ(3) = σσ¯σ, σ(4) = σσ¯σσ¯, . . . and
σ(0) = ι, σ(1) = σ¯, σ(2) = σσ¯, σ(3) = σ¯σσ¯, σ(4) = σσ¯σσ¯, . . . .
We will consider the tower
(σ, σ) ⊂ (σ¯ σ, σ¯ σ) ⊂ (σ(2)σ, σ(2) σ) ⊂ (σ(3)σ, σ(3) σ) ⊂ . . .
∪ ∪ ∪ ∪
(ι, ι) ⊂ (σ¯, σ¯) ⊂ (σ(2), σ(2)) ⊂ (σ(3), σ(3)) ⊂ . . . .
(32)
of finite dimensional ∗-algebras. In the following we abbreviate(
σ(n− 1), σ(n− 1)
)
to An and
(
σ(n− 1)σ, σ(n− 1)σ
)
to Bn. There is
a trace tr of the ∗-algebra B∞ := ⋃∞n=1Bn given by tr | Bn = trσ(n−1) σ.
Observation 3.1 (1) and (2) show that tr is well defined and faithful and
that tr |An = tr σ(n−1).
If d(σ) > 1, the subsequent considerations will show that the tower ( 32)
(endowed with the trace tr) fulfils the periodicity assumptions used in H.
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Wenzl’s subfactor construction (Theorem 1.5 of [29]). In particular this im-
plies the following: Let π be the GNS representation of the state tr of the
∗-algebra B∞ and let A = π(A∞)′′ (with A∞ = ⋃∞n=1An) and B = π(B∞)′′.
Then A and B are II1-factors.
According to Observation 3.1 (4), the squares appearing in the tower
( 32) commute. Observe that every subobject of σ(n− 1) is also a subobject
of σ(n+ 1). As the C∗-tensor category C is finite, Observation 3.1 (5) implies
that the Bratteli diagram for An−1 ⊂ An is the same as that for An+1 ⊂ An+2
if n is sufficiently large. The same holds for (Bn)n∈N. Using Observation 3.1
(5) again, we see that the inclusion matrices for An ⊂ Bn and An+2 ⊂ Bn+2
coincide for a sufficiently large n.
By induction, we see that the Bratteli diagram for An ⊂ An+1 is con-
nected. (That means: For any two vertices of the graph there is a sequence
of edges connecting these vertices.) The case n = 0 is obvious. The step
n−1→ n is a conclusion from the proof of Lemma 3.2. The Bratteli diagram
for An ⊂ An+1 is the mirror image of the Bratteli diagram for An−1 ⊂ An,
where new vertices for An+1 are added and connected with some vertices of
An by new edges. Now one easily concludes that the inclusion matrix for
An ⊂ An+2 is primitive for every n ∈ N.
We have to exclude the case d(σ) = 1. If d(σ) > 1 we get Bn $ Bn+2 for
every n ∈ N.
For m ∈ N we consider the tower
B1m =
(
σ(m+ 1), σ(m+ 1)
)
⊂
⊂ B2m =
(
σ¯ σ(m+ 1), σ¯ σ(m+ 1)
)
⊂
⊂ B3m =
(
σ(2)σ(m+ 1), σ(2) σ(m+ 1)
)
⊂
⊂ B4m =
(
σ(3)σ(m+ 1), σ(3)σ(m+ 1)
)
⊂ . . . .
LetBm be the unique II1-factor containing B
∞
m =
⋃∞
n=1B
n
m as an ultra-weakly
dense subalgebra. Bm−1 is canonically embedded into Bm.
Theorem 3.4. Let d(σ) > 1.
(i) [B : A] = d(σ)2.
(ii) There is an isomorphism j from the basic construction B(A,B) for
A ⊂ B onto the II1-factor B1 such that j | B = idB and j(e0) = f0,
where e0 is the Jones projection in B(A,B) and f0 =
1
d(σ)
R¯σ ◦ R¯∗σ ∈
B11 = (σσ¯, σσ¯) ⊂ B1.
(iii) The Jones tower for A ⊂ B may be identified with
B−1 = A ⊂ B0 = B ⊂ B1 ⊂ B2 ⊂ B3 ⊂ . . . .
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The Jones projection fm ∈ Bm+1 for Bm−1 ⊂ Bm is
fm =
1
d(σ)
1σ(m) ×
(
R¯σ ◦ R¯∗σ
)
∈ B1m+1 for m even and
fm =
1
d(σ)
1σ(m) ×
(
Rσ ◦R∗σ
)
∈ B1m+1 for m odd.
(iv) The subfactor A ⊂ B has finite depth. The standard invariant
C1 = A′ ∩A ⊂ A′ ∩ B ⊂ A′ ∩ B1 ⊂ A′ ∩ B2 ⊂ . . .
∪ ∪ ∪
C1 = B′ ∩ B ⊂ B′ ∩ B1 ⊂ B′ ∩ B2 ⊂ . . .
of A ⊂ B is equal to
(ι, ι) ⊂ (σ, σ) ⊂ (σσ¯, σσ¯) ⊂ (σσ¯σ, σσ¯σ) ⊂ (σσ¯σσ¯, σσ¯σσ¯) ⊂ . . .
∪ ∪ ∪ ∪
(ι, ι) ⊂ (σ¯, σ¯) ⊂ (σ¯σ, σ¯σ) ⊂ (σ¯σσ¯, σ¯σσ¯) ⊂ . . . .
Especially the subfactor A ⊂ B is irreducible (i.e. A′ ∩B = C1) if and
only if σ is an irreducible object.
One easily shows the following
3.5 Remarks:
(1) If one chooses another conjugate σ˜ of σ instead of σ¯ the tower ( 32)
is isomorphic to the tower formed with σ˜ instead of σ, as an easy
consideration shows. Hence the subfactor does not depend on the choice
of the conjugate σ¯.
(2) If C and D are finite C∗-tensor categories and F is an equivalence of
the C∗-tensor categories C and D then the subfactor constructed with
the object σ of C is isomorphic to the subfactor constructed with the
object F (σ) of D.
Proof of Theorem 3.4: (i) We consider the inclusion
A2n+1 =
(
σ(2n), σ(2n)
)
⊂ B2n+1 =
(
σ(2n)σ, σ(2n) σ
)
for a sufficiently large n. The object σ(2n) σσ¯ = (σσ¯)n+1 contains the same
irreducible subobjects as σ(2n), hence B2n+11 is the basic construction for
A2n+1 ⊂ B2n+1 according to Lemma 3.2 and trσ(2n) σ is a faithful Markov
trace of modulus d(σ)2 for this inclusion. Theorem 1.5 in [29] (along with
Proposition 2.7.2 in [5]) yields [B : A] = d(σ)2.
30
(ii) By using [18], Corollary 1.8 we will show that A ⊂ B is the basic con-
struction downwards: We get [B1 : B] = d(σ)
2 as in the proof for A ⊂ B.
Lemma 3.2 implies
d(σ)2 trB1(xf0) = trB(x) (33)
for every x ∈ B. Therefore
1
[B1 : B]
trB(x) = trB1(xf0) = trB(EB(xf0)) = trB(xEB(f0))
for every x ∈ B and EB(f0) = [B1 : B]−11. Hence there is an isomporphism
ι from the basic construction B(P,B) for the subfactor P := {f0}′ ∩B1 ⊂ B
onto the II1-factor B1 such that ι | B = idB and ι−1(f0) is the Jones
projection. Obviously A is contained in P and [B : P ] = [B1 : B] =
[B : A] <∞. Hence A = P , and we get the assertion.
(iii) follows by applying the argument from (ii) repeatedly.
(iv) Obviously, for every m ∈ N B1m = (σ(m+ 1), σ(m+ 1)) is contained in
A′ ∩ Bm. Let n be a sufficiently large odd number, and let q be a minimal
projection of An =
(
σ(n− 1), σ(n− 1)
)
which corresponds to the identity
object ι of C. The subobject of σ(n− 1)σ(m + 1) corresponding to the
projection p = q × 1σ(m+1) is ι · σ(m+ 1) = σ(m+ 1), hence
p((An)′ ∩ Bnm) = (pAnp)′ ∩ pBnmp = (Cp)′ ∩ pBnmp = pBnmp
is isomorphic to (ισ(m+ 1), ισ(m+ 1)) (compare Remark 1.3 (1) and (5)).
Theorem 1.6 in [29] implies dim A′ ∩ Bm ≤ dim (σ(m + 1), σ(m + 1)) =
dimB1m. So B
1
m = A
′ ∩ Bm has been shown. The same method yields
B′ ∩Bm = (ι σ¯ σ(m− 1), ι σ¯ σ(m− 1)) ⊂ B1m
for m ≥ 1.
Since the number of direct summands in the sequence (A′ ∩ Bm)m is
bounded, the inclusion A ⊂ B has finite depth.
3.6 Example
We regard the subfactor A ⊂ B if C is the finite C∗-tensor category BN⊂M
for a subfactor N $M of finite depth and if σ is the bimodule NL2(M)N .
For an (N,N)-bimoduleH, L−,N(H) denotes the von Neumann algebra of
all operators of L(H) commuting with ρ(N) and LN,N(H) the von Neumann
algebra of all operators commuting with ρ(N) and λ(N).
We have σ = σ¯ and (σk, σk) = LN,N(L2(M)⊗kN ). Corollary 2.3 in [25]
tells us that for every n > 1 there is an isomorphism Jn : M2n−1 −→
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L−,N(L2(M)⊗nN ) such that
Jn(m) = Jk(m)⊗N id
L2(M)⊗
n−k
N
for m ∈ M2k−1,
Jn(N
′ ∩M2k−1) = LN,N(L2(M)⊗kN )⊗N Cid
L2(M)⊗
n−k
N
, and
Jn(M
′
1 ∩M2k−1) = CidL2(M) ⊗N LN,N(L2(M)⊗
k−1
N )⊗N Cid
L2(M)
⊗
n−k
N
hold for 1 ≤ k ≤ n. Hence the standard invariant of A ⊂ B is isomorphic to
C1 = N ′ ∩N ⊂ N ′ ∩M1 ⊂ N ′ ∩M3 ⊂ N ′ ∩M5 ⊂ . . .
∪ ∪ ∪
C1 = M ′1 ∩M1 ⊂ M ′1 ∩M3 ⊂ M ′1 ∩M5 ⊂ . . . .
But this tower of finite dimensional von Neumann algebras is also isomorphic
to the standard invariant of the subfactor N ⊂ M1: From [19] (compare
also [25]) we conclude that there is an isomorphism J2 from M3 onto the
basic construction B(N,M1) such that the restriction of J2 onto M1 is the
identity. The same argument shows that we may identify M5 with the basic
construction B(M1,M3) and so on. Hence the Jones tower for N ⊂ M1 is
isomorphic to
N ⊂M1 ⊂M3 ⊂M5 ⊂ . . . .
Now let us assume that M is the hyperfinite II1-factor. [M1 : M ] < ∞
implies that M1 is also isomorphic to the hyperfinite II1-factor (see Lemma
2.1.18 in [8]). Since A ⊂ B and N ⊂ M1 have the same standard invariant
and are of finite depth, they are isomorphic (according to Popa’s result [20]).
We modify the preceding construction of the subfactors by always using σ
instead of σ and σ¯ alternately. For example we obtain Wenzl’s Hecke algebra
subfactors by this method, if we take a C∗-tensor category C which, roughly
speaking, consists of finite-dimensional representations of the quantum group
Uqslk, where q is a root of unity. (This seems to be known, although the
author does not know any detailed reference. The author intends to publish
a detailed approach elsewhere.)
Here the factors A and B are given by the tower
B1 = (σ, σ) ⊂ B2 = (σ2, σ2) ⊂ B3 = (σ3, σ3) ⊂ B4 = (σ4, σ4) ⊂ . . .
∪ ∪ ∪ ∪
A1 = (ι, ι) ⊂ A2 = (σ, σ) ⊂ A3 = (σ2, σ2) ⊂ A4 = (σ3, σ3) ⊂ . . . ,
where the embedding of An into Bn is given by T 7−→ T × 1σ and the
embedding of An (resp. Bn) into An+1 (resp. Bn+1) by T 7−→ 1σ × T .
Additionally to the assumption d(σ) > 1, we require the following condi-
tion for the object σ:
Assumption 3.7. There is a ν ∈ N \ {1} such that σ¯ is contained in σν−1
(and consequently ι ≤ σν holds).
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Remark: One easily shows that σ fulfils the condition if for every
irreducible subobject τ of σ there exists a ντ ∈ N such that ι ≤ τ ντ .
We get a similar result as before:
Theorem 3.8. Let σ be an object of C satisfying Assumption 3.7. The
sequences (An)n∈N and (B
n)n∈N satisfy the the assumptions of Wenzl’s Theo-
rem 1.5 in [29]. The subfactor A ⊂ B defined by this tower has the following
properties:
(i) [B : A] = d(σ)2.
(ii) The tower
B1m = (σ(m+ 1), σ(m+ 1)) ⊂
⊂ B2m = (σ σ(m+ 1), σ σ(m+ 1)) ⊂
⊂ B3m = (σ2 σ(m+ 1), σ2 σ(m+ 1)) ⊂
⊂ B4m = (σ3 σ(m+ 1), σ3 σ(m+ 1)) ⊂ . . .
defines a unique II1-factor Bm. The Jones tower for A ⊂ B is isomor-
phic to
B−1 = A ⊂ B0 = B ⊂ B1 ⊂ B2 ⊂ B3 ⊂ . . . ,
where the Jones projection fm ∈ Bm+1 is given by
fm =
1
d(σ)
1σ(m) ×
(
R¯σ ◦ R¯∗σ
)
∈ B1m+1 for m even and
fm =
1
d(σ)
1σ(m) ×
(
Rσ ◦R∗σ
)
∈ B1m+1 for m odd.
(iii) The standard invariant for A ⊂ B is
(ι, ι) ⊂ (σ, σ) ⊂ (σσ¯, σσ¯) ⊂ (σσ¯σ, σσ¯σ) ⊂ (σσ¯σσ¯, σσ¯σσ¯) ⊂ . . .
∪ ∪ ∪ ∪
(ι, ι) ⊂ (σ¯, σ¯) ⊂ (σ¯σ, σ¯σ) ⊂ (σ¯σσ¯, σ¯σσ¯) ⊂ . . . .
Hence the standard invariant of this subfactor is the same as the standard
invariant of the subfactor constructed with the same object σ in Theorem 3.4.
It follows from the main result of [20] that the two subfactors are isomorphic.
Proof: The proof is similar to that of the preceding results.
(1) If ρ is an object of C, we have
ρ ≤ σνρ ≤ σ2νρ ≤ σ3νρ ≤ . . .
with the consequence that
[[C, ρ]] ⊂ [[C, σνρ]] ⊂ [[C, σ2νρ]] ⊂ . . . . (34)
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Since C is finite, there is a kρ ∈ N such that the tower ( 34) becomes stationary
from [[C, σkρνρ]] on. By putting ρ = σnσ(m + 1) and applying Observation
3.1 (5), we obtain that the towers
B1m ⊂ B2m ⊂ B3m ⊂ B4m ⊂ . . .
(m ∈ {−1, 0} ∪ N) are periodic with period ν.
(2) We have σ¯σ ≤ σν as well as σσ¯ ≤ σν and obtain
σn ≤ σnσ(2m) ≤ σnσνm (35)
for m, n ∈ N ∪ {0}. From Part (1) we conclude [[C, σn+νm]] = [[C, σn]],
if n is sufficiently large. Relation ( 35) implies [[C, σn]] = [[C, σnσ(2m)]].
Therefore the numbers of the direct summands of Bn+12m−1 and B
n+1
2m+1 agree
for a sufficiently large n. Lemma 3.2 implies that Bn+12m+1 is the basic con-
struction for Bn+12m−1 ⊂ Bn+12m . If [[C, σnσ(2m)]] = [[C, σnσ(2m + 2)]] then
[[C, σnσ(2m)σ¯]] = [[C, σnσ(2m + 2)σ¯]]. By applying Lemma 3.2 again, we
obtain that Bn+12m+2 is the basic construction for B
n+1
2m ⊂ Bn+12m+1.
We will verify in Step (3) and (4) that the inclusion matrix for Bnm ⊂ Bn+νm
is primitive if n is sufficiently large. After having finished, we are able to
proceed as in the proof of Theorem 3.4, and the proof of the Theorem is
completed.
(3) Let s be a multiple of ν such that [[C, σs]] ⊃ [[C, σνk]] for every k ∈ N and
let π and ρ be irreducible objects of C such that [π], [ρ] ∈ [[C, σs]]. Applying
the Frobenius reciprocity law twice, we get
0 < dim(ρ, σs) = dim(ι, σsρ¯) = dim(σs, ρ¯) = dim(σ¯s, ρ¯).
Since σ¯s is a subobject of σ(ν−1)s, ρ¯ is a subobject of σ(ν−1)s. So [ρ¯] ∈ [[C, σs]]
and 0 < dim(ρ¯, σs) = dim(ι, σsρ). Hence ι ≤ σsρ and π ≤ σsι yields
π ≤ σ2sρ.
(4) From d(σ) > 1 we conclude Bnm 6= Bn+sm . We intend to see that the matrix
D describing the inclusion
Bnm = (σ
n−1σ(m+ 1), σn−1σ(m+ 1)) ⊂
⊂ Bn+νm = (σn+ν−1σ(m+ 1), σn+ν−1σ(m+ 1))
is primitive for n > s and m ∈ N ∪ {−1, 0}. D is quadratic for n > s, as
[[C, σn−1σ(m+ 1)]] = [[C, σn+ν−1σ(m+ 1)]].
Let ρ and π be irreducible subobjects of σn−1σ(m+ 1). Since σ¯ ≤ σν−1,
there is an r ∈ N such that ρ and π are subobjects of σs+r. (π, σs+r) 6= 0
implies (σ¯rπ, σs) 6= 0. Hence there is an irreducible subobject π˜ of σ¯rπ
such that (π˜, σs) 6= 0. We also have an irreducible subobject ρ˜ of σ¯rρ
such that (ρ˜, σs) 6= 0. Part (3) implies (π˜, σ2sρ˜) 6= 0 with the consequence
34
that (σ¯rπ, σ2sσ¯rρ) 6= 0 and (π, σrσ2sσ¯rρ) 6= 0. Using σ¯ ≤ σν−1 we get
(π, σ2s+νrρ) 6= 0. Since σs has the same irreducible subobjects as σ2s+νr, π is
a subobject of σsρ.
The matrix Ds/ν describes the inclusion Bnm ⊂ Bn+sm . The simple direct
summands of Bnm and B
n+s
m are in one to one correspondence with the irre-
ducible subobjects of σn−1σ(m+1) (compare Observation 3.1 (5)) and the co-
efficient of Ds/ν associated with the irreducible subobjects ρ of σn−1σ(m+1)
and π of σn+s−1σ(m+ 1) is the number of times that π is contained in σsρ.
According to the considerations from above, this number is always greater
than 0. So D is primitive.
We illustrate the construction of Section 3.3 in case C is the C∗-tensor
category UH of the finite dimensional unitary corepresentations of a finite
dimensional Hopf-∗-algebra H . Let σ : V −→ V ⊗H be an object of UH and
A ⊂ B the associated subfactor. We introduce the abbreviations
V 1 := C, V 2 := V , V 3 := V ⊗ V , V 4 := V ⊗ V ⊗ V , and so on,
and consider the tower
L(V 1) ⊂ L(V 2) ⊂ L(V 3) ⊂ . . . (36)
of finite dimensional ∗-algebras. Let N be the unique II1-factor containing
N∞ :=
⋃∞
n=1 L(V
n) as an ultra-strongly dense ∗-subalgebra.
Since the ∗-algebra An is contained in L(V n) for every n ∈ N, A may be
regarded as a subfactor of N . We will describe A as a fixed point algebra
NK under an action of the finite dimensional Hopf-∗-algebra K := (Ho)cop,
where Ho := {f : H −→ C : f linear} denotes the Hopf-∗-algebra dual to
H . (Details of the definition of Ho can be found in [10].)
There is a one to one correspondence between the finite dimensional
unitary corepresentations of H and the finite dimensional non-degenerate
∗-representations of Ho. If ρ : Vρ −→ Vρ ⊗ H is a unitary corepresenta-
tion of H , the associated ∗-representation ρo : Ho −→ L(Vρ) is defined by
ρo(f)w = (idVρ ⊗ f) ρ(w) (compare [10]). ρo is also a ∗-representation of
K, as Ho and K are the same ∗-algebras. We write ρc for ρo, whenever we
regard ρo as a ∗-representation of K.
Lemma 3.9. (i) Let µ be a nondegenerate ∗-representation of the Hopf-
∗-algebra K on the Hilbert space Vµ. Then an action αµ of K on L(Vµ)
is defined by
αµ(a)x :=
∑
(a)
µ(a(1)) xµ(S(a(2)))
(∆(a) =
∑
(a) a
(1)⊗a(2), Sweedler notation for K) for every a ∈ K and
x ∈ L(Vµ). The relation
L(Vµ)
K = µ(K)′
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holds.
In particular, the fixed point algebra L(Vρ)
K under the action αρc of K
is equal to (ρ, ρ).
(ii) αρc is unitarily equivalent to the representation (ρ¯ ⊗ ρ)o of Ho, if we
regard αρc as a representation of H
o and endow L(W ) with the inner
product given by the normalized trace tr of L(W ). In particular, the
representation αρc respects the ∗-operation.
Proof: (i) αµ is an action of K by Example 2.5 (2) in [17]. The proof
of µ(K)′ ⊂ L(Vµ)K is easy. For x ∈ L(Vµ)K and a ∈ K we get
x · µ(a) =
∑
(a)
ǫ(a(1))x · µ(a(2)) =
∑
(a),(a(1))
µ(a(1)(1)) · x · µ(S(a(1)(2))) · µ(a(2)) =
∑
(a),(a(2))
µ(a(1)) · x · µ(S(a(2)(1))) · µ(a(2)(2)) =
∑
(a)
µ(a(1)) · x · µ
(∑
(a(2))
S(a(2)(1)) · a(2)(2)
)
=
∑
(a)
µ(a(1)) · x · µ(ǫ(a(2))1) =
∑
(a)
µ
(
ǫ(a(2)) a(1)
)
· x = µ(a) · x.
Therefore x belongs to µ(K)′.
(ii) Let (aij)i,j be the matrix coefficients of ρ with respect to an orthonormal
base B := (w1, . . . , ws) of Vρ. We get
ρo(f)wj =
s∑
i=1
f(aij)wi and ρ¯
o(f)wj =
s∑
i=1
f(S(aji))wi. (37)
Let ǫij ∈ L(W ) (i, j = 1, . . . , s) be defined by ǫij wk = δj,kwi. The unitary
operator U : L(Vρ) −→ Vρ⊗Vρ determined by
√
s ǫij 7−→ wj⊗wi intertwines
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the representations αρc and (ρ¯⊗ ρ)o of Ho:
√
sU αρc(f) ǫij =√
sU
∑
(f)
ρo(f (2)) · ǫij · ρo(So(f (1))) = (by using ( 37))
√
sU
s∑
k,l=1
f (2)(aki)S
o(f (1))(ajl) ǫkl =
s∑
k,l=1
So(f (1))(ajl)wl ⊗ f (2)(aki)wk =
s∑
l=1
f (1)(S(ajl))wl ⊗
s∑
k=1
f (2)(aki)wk = (by using ( 37))
(ρ¯⊗ ρ)o(f)wj ⊗ wi = (ρ¯⊗ ρ)o(f)U
√
s ǫij
for f ∈ Ho and i, j = 1, . . . , s. (For the first ’=’ observe that the Sweedler
notation uses the comultiplication of Ho and not of K.)
Lemma 3.10. There is an action α∞ of K on N∞ given by
α∞(f) x = ασ(n)c(f) x for x ∈ L(V n+1). (38)
Proof: It is necessary to show that Definition ( 38) is compatible with
the embedding in the tower ( 36). (To this purpose we need K = (Ho)cop
instead of Ho). Let ρ : Vρ −→ Vρ ⊗ H and τ : Vτ −→ Vτ ⊗ H be unitary
corepresentations of H . We prove
α(ρ⊗τ)c(f)(1Vρ ⊗ x) = 1Vρ ⊗ ατc(f)x
for f ∈ K and x ∈ L(Vτ ). An easy computation shows
(ρ⊗ τ)c(f) =
∑
(f)
ρc(f (2))⊗ τ c(f (1)) for f ∈ K
(where the Sweedler notation for K is used). From now on S denotes the
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antipode of K. We obtain
α(ρ⊗τ)c(f)(1⊗ x) =∑
(f)
(∑
(f(1))
ρc(f (1)(2))⊗ τ c(f (1)(1))
)
·
(
1⊗ x
)
·
( ∑
(S(f(2)))
ρc
(
(S(f (2)))(2)
)⊗ τ c((S(f (2)))(1))) =
∑
(f)
∑
(f(1))
∑
(f(2))
ρc(f (1)(2)) · 1 · ρc(S(f (2)(1)))⊗ τ c(f (1)(1)) · x · τ c(S(f (2)(2))) =
∑
(f)
∑
(f(1))
∑
(f(1)(2))
ρc(f (1)(2)(1)) · ρc(S(f (1)(2)(2)))⊗ τ c(f (1)(1)) · x · τ c(S(f (2))) =
∑
(f)
∑
(f(1))
ρc(ǫ(f (1)(2)) 1)⊗ τ c(f (1)(1)) · x · τ c(S(f (2))) =
1⊗
∑
(f)
τ c
(∑
(f(1))
ǫ(f (1)(2))f (1)(1)
)
· x · τ c(S(f (2))) = 1⊗ ατc(f)x.
(For the second ′ =′ observe ∆(S(a)) =
∑
(a) S(a
(2))⊗ S(a(1)).)
We extend α∞ to an action α of K on N : by Lemma 3.9 (ii), we know that
ασ(n)c is a ∗-representation of the finite dimensional C∗-algebra K on the
Hilbert space L(V n) for every n ∈ N. Hence ||ασ(n)c(f)|| ≤ ||f || for f ∈ K,
where ||f || denotes the C∗-norm of f . We conclude that the linear operator
α∞(f) : N
∞ −→ N∞ is continuous and satisfies the relation ||α∞(f)|| ≤ ||f ||,
if we regard N∞ as a subspace of the Hilbert space L2(N). Hence α∞(f) has
a unique extension to a continuous linear operator u(f) : L2(N) −→ L2(N).
It is straightforward to verify that f ∈ K −→ u(f) is a nondegenerate ∗-
representation of K on L2(N).
Now
α(f) x =
∑
(f)
u(f (1)) xu(S(f (2))) (f ∈ K) (39)
defines an action α of K on L(L2(N)) (see Lemma 3.9 (i)). For
n ∈ N∞ ⊂ N ⊂ L(L2(N)) we have α(f)n = α∞(f)n, as the computa-
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tion
λ(α(f)n)m =
∑
(f)
α∞(f (1))
(
n · α∞(S(f (2)))m
)
=
∑
(f)
α∞
(
f (1)(1)
)
n · α∞
(
f (1)(2) S(f (2))
)
m =
∑
(f)
α∞(f (1))n · α∞
(
f (2)(1) S(f (2)(2))
)
m =
∑
(f)
α∞(f (1))n · α∞(ǫ(f (2))1)m =
α∞
(∑
(f)
ǫ(f (2)) f (1)
)
n ·m = λ(α∞(f)n) m
for m ∈ N∞ shows. Since x ∈ L(L2(N)) 7−→ α(f)x ∈ L(L2(N)) is strongly
continuous and α(f)x ∈ N for x ∈ N∞, we find that α(f) maps N into N
for every f ∈ K. So the restriction of α to an action of K on N extends α∞.
We denote this restriction by α again.
Lemma 3.11. The fixed point algebra NK under the action α is equal to A.
Proof: There is a unique minimal central projection e of K such that
fe = ǫ(f)e for every f of K (see [17], Theorem 2.2 (4)). (If K is the group
algebra C[G] for a finite group G, then e := 1/|G| ∑g∈G g.) By Proposition
2.12 in [17],
NK = {α(e)x : x ∈ N}.
From Lemma 3.9 (i) we conclude A∞ = N∞ ∩ NK . For x ∈ N there
is a sequence (xi)i∈N ⊂ N∞ strongly converging to x (in L2(N)). Then
the sequence (α(e)xi)i converges strongly to α(e)x, hence α(e)x ∈ A and
NK ⊂ A. The other inclusion is obvious.
Lemma 3.12. (NK)′ ∩N = C1.
Proof: It is not difficult to see that the towers (An)n and (L(V
n))n
describing the subfactor NK ⊂ N fulfil the periodicity assumptions of [29],
Theorem 1.5. Note that
En : L(V
n) −→ An, x 7−→ α(e)x,
is the conditional expectation from L(V n) onto the fixed point algebra
L(V n)K = An corresponding to the unique normalized trace on L(V n) (use
Proposition 2.12 in [17] and observe Lemma 3.9 (ii)).
We will apply Theorem 1.6 in [29] in order to estimate the dimension of
(NK)′ ∩ N . For every n ∈ N there is a minimal projection p in A2n+1 such
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that the restriction σ(2n) |pV 2n+1 of the corepresentation σ(2n) is equivalent
to the identity corepresentation. So dim pV 2n+1 = 1, and
dim (NK)′ ∩N ≤ dim p
(
(A2n+1)′ ∩ L(V 2n+1)
)
= 1
follows.
Similarly, it is possible to write B as a fixed point algebra under an action
of K:
N ⊗ L(V ) is the II1-factor containing
∞⋃
n=1
L(V n ⊗ V ) =
∞⋃
n=1
L(V n)⊗ L(V )
as an ultra-strongly dense ∗-subalgebra. As before we introduce an action β
of K on N ⊗ L(V ) such that
β(f)x = ασ(n)⊗σ(f) x for x ∈ L(V n ⊗ V ).
We get (N ⊗ L(V ))K = B as well as ((N ⊗ L(V ))K)′ ∩ N ⊗ L(V ) = C1.
Hence the subfactor A ⊂ B may be written as an inclusion of fixed point
algebras
NK ⊂ (N ⊗ L(V ))K , (40)
where the embedding of N into N ⊗ L(V ) is given by n 7−→ n⊗ 1.
The restriction of the action β onto N is in general not equal to α, as
the proof of Lemma 3.10 does not work for x ⊗ idVτ (x ∈ L(Vρ)) instead
of idVρ ⊗ x (x ∈ L(Vτ )) except in the group case. If H is equal to the
commutative Hopf-∗-algebra Fun (G) := {f : G −→ C} for a finite group G,
σ may be considered as a unitary finite dimensional representation of G and
the action β of G is equal to
α⊗Ad σ : G −→ Aut N ⊗ L(V ),
(α⊗Ad σ)(g)(n⊗ x) = α(g)n⊗ σ(g)xσ(g)−1 for g ∈ G, n ∈ N, x ∈ L(V ).
By applying Lemma 3.9 (ii), one obtains
Lemma 3.13. The action α (resp. β) is an outer action of K on N (resp.
N ⊗L(V )) if there is an n ∈ N such that (σσ¯)n (resp. (σ¯σ)n) contains every
irreducible unitary corepresentation of K.
In particular, the exposition from above describes a method for constructing
an outer action of a finite dimensional Hopf-∗-algebra K on the hyperfinite
II1-factor, if we use a unitary corepresentation σ of H = (K
cop)o as in Lemma
3.13. (For example, choose the comultiplication ∆ of H as the corepresenta-
tion σ.)
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4 The C∗-tensor category associated with the
constructed subfactors
In this Section we determine the C∗-tensor category of the (A,A)-bimodules
for the subfactors A ⊂ B from Section 3. We assume the notation used there.
Let ρ be an object of the finite C∗-tensor category C. Cρ denotes the
following full C∗-tensor subcategory of C:
the objects of Cρ form the smallest subset Oρ of Ob C with the following
properties:
(a) ι, ρ ∈ Oρ.
(b) If τ ∈ Oρ then every object equivalent to τ and every subobject of τ
belongs to Oρ.
(c) If τ, φ ∈ Oρ then τ ∈ Oρ and τφ ∈ Oρ.
(d) Finite direct sums of objects of Oρ are objects of Oρ.
Obviously, Cρ is a finite C∗-tensor category.
Theorem 4.1. Let A ⊂ B be the subfactor from Section 3.3 or Theorem
3.8. There is an equivalence G : Cσσ¯ −→ BA⊂B of the C∗-tensor categories
Cσσ¯ and BA⊂B such that AL2(B)A is equivalent to G(σσ¯).
Corollary 4.2. For every finite C∗-tensor category C there is a subfactor
A ⊂ B of the hyperfinite factor B with finite index such that the C∗-tensor
category BA⊂B is equivalent to C.
Proof: In Theorem 4.1 take an object σ, which contains every irre-
ducible object of C as a subobject.
Corollary 4.3. Let N ⊂M and P ⊂ Q be two inclusions of II1-factors with
finite index and finite depth. If the standard invariants of N ⊂M and P ⊂ Q
are isomophic, the C∗-tensor categories BN⊂M and BP⊂Q are equivalent.
Proof: Assume that the standard invariants of N ⊂M and P ⊂ Q are
isomorphic. Let A ⊂ B (resp. C ⊂ D) be the subfactor from Section 3.3
with C = BN⊂M (resp. C = BP⊂Q) and σ =N L2(M)N (resp. PL2(Q)P ).
According to Example 3.6, the standard invariants of N ⊂ M1 and A ⊂
B are isomorphic as well as the the standard invariants of P ⊂ Q1 and
C ⊂ D. Moreover, the standard invariant of N ⊂ M1 is isomorphic to the
standard invariant of P ⊂ Q1. B and D are hyperfinite II1-factors, so Popa’s
classification [20] of finite depth subfactors implies that the subfactors A ⊂ B
and C ⊂ D are isomorphic. Theorem 4.1 shows that the C∗-tensor category
BA⊂B = BC⊂D is equivalent to BN⊂M as well as to BP⊂Q.
Intending to work with a modified version of the C∗-tensor category Cσσ¯
in the proof of Theorem 4.1, we carry out this modification in the following
observations.
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4.4 Observations
(1) Let D be a strict C∗-tensor category and let DP denote the following
C∗-tensor category:
The objects of DP are pairs (ρ, P ), where ρ is an object of D and P a
projection of (ρ, ρ) \ {0}. The space of morphisms is
((ρ, P ), (ψ,Q)) := {T ∈ (ρ, ψ) : QTP = T}
for any objects (ρ, P ) and (ψ,Q) of DP . Endowed with the Banach space
structure, the composition law, and the ∗-operation from D, DP is a C∗-
category with subobjects, as one easily sees.
Let the product of objects be given by (ρ, P ) · (ψ,Q) = (ρψ, P ×Q). The
product S1 × S2 of morphisms Si ∈ ((ρi, Pi), (ψi, Qi)), i = 1, 2, is defined as
in D. Obviously S1 × S2 belongs to
(
(ρ1ρ2, P1 × P2), (ψ1ψ2, Q1 ×Q2)
)
. The
unit object in DP is (ι, 1ι). Endowed with this product structure, DP is a
strict C∗-tensor category.
Let F : D −→ DP be the functor given by F (ρ) = (ρ, 1ρ) for ρ ∈ Ob D
and F (T ) = T ∈ ((ρ, 1ρ), (ψ, 1ψ)) for T ∈ (ρ, ψ). Obviously F is a full
and faithful strict C∗-tensor functor. It is a C∗-tensor equivalence if D has
subobjects. (Assume that (ρ, P ) is an object of DP and φ is a subobject of
ρ corresponding to P . Then F (φ) is equivalent to (ρ, P ).)
(2) Let D be a strict C∗-tensor category and let S be a subset of Ob D
satisfying the following properties:
(a) Each equivalence class of Ob D contains an element of S, and the unit
object ι belongs to S.
(b) ρ, φ ∈ S implies ρφ ∈ S.
We get a modified C∗-tensor category DS if we reduce the object set of
D to the set Ob DS := S and take the remaining structure of D. Obviously
the functor G : DS −→ D defined by
G(φ) = φ for φ ∈ S and G(T ) = T for every morphism T ∈ DS
is a strict C∗-tensor equivalence.
(3) We will apply Observation (2) to the C∗-tensor category D = (Cσσ¯)P if
d(σ) 6= 1. Let
S = {((σσ¯)m, P ) : m ∈ N ∪ {0}, P a projection 6= 0 of ((σσ¯)m, (σσ¯)m)}.
It is not difficult to see that S satisfies the Properties (a) and (b) from
Observation (2). Therefore we are able to introduce the C∗-tensor category
Dσσ¯ := ((Cσσ¯)P )S , which we use in the proof of the Theorem. By using the
Observations (1) and (2) and Proposition 1.6 (i) and (ii), we see that there
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is an equivalence H : Cσσ¯ −→ Dσσ¯ of the C∗-tensor categories Cσσ¯ and Dσσ¯
such that H(σσ¯) is equivalent to (σσ¯, 1σσ¯).
Proof of the Theorem: (1) We only deal with the case of Theorem 3.4,
as the proofs do not differ. We fix a standard pair (Rφ, R¯φ) of conjugation
operators for every object φ of C. For all objects ρ, φ, ψ of C we introduce a
map f(ρ, φ, ψ) from (φφ¯, ψψ¯) into the set L((ρφ, ρφ), (ρψ, ρψ)) of all linear
maps from (ρφ, ρφ) into (ρψ, ρψ):
For K ∈ (φφ¯, ψψ¯) let
f(ρ, φ, ψ)(K) : (ρφ, ρφ) −→ (ρψ, ρψ),
S 7−→
√
d(ψ)
d(φ)
1ρψ × R∗ψ ◦ 1ρ ×K × 1ψ ◦ S × 1φ¯ψ ◦ 1ρ × R¯φ × 1ψ.
We will often abbreviate f(ρ, φ, ψ)(K) to f(ρ)(K). We obtain the following
properties:
(a) f(ρ, φ, ψ)(K) is (D,D)-linear for every K ∈ (φφ¯, ψψ¯) where
D := (ρ, ρ).
(b) K ∈ (φφ¯, ψψ¯) 7−→ f(ρ)(K) is linear and injective.
(c) f(ρ)(L ◦K) = f(ρ)(L) ◦ f(ρ)(K) for every K ∈ (φφ¯, ψψ¯) and
L ∈ (ψψ¯, τ τ¯) (φ, ψ, τ ∈ Ob C).
(d) f(ρ)(K)∗ = f(ρ)(K∗) for every K ∈ (φφ¯, ψψ¯), where the linear space
(ρφ, ρφ) (resp. (ρψ, ρψ)) is endowed with the inner product
〈S, T 〉 = trρφ(ST ∗) (resp. trρψ(ST ∗)).
(e) f(ρ, φ, φ)(1φ) = id(ρφ,ρφ).
(f) f(ρ)(K)(1ρ1 × S) = 1ρ1 × f(ρ2)(K)(S) for ρ = ρ1ρ2, K ∈ (φφ¯, ψψ¯),
and S ∈ (ρ2φ, ρ2φ).
The Properties (a) and (f) are obvious. Property (e) is an easy conse-
quence of the defining relations for the conjugation operator. We show the
remaining relations:
ad (b): The linearity is obvious. We prove f(ρ)(K) 6= 0 for K 6= 0. First we
consider the case that φ = ψ and K 6= 0 is positive. The computation
trρφφ¯φ
(
1ρφ ×Rφ ◦ f(ρ)(K)(1ρφ) ◦ 1ρ × R¯∗φ × 1φ
)
=
trρφφ¯φ
(
1ρφ×(Rφ◦R∗φ) ◦ 1ρ×K×1φ ◦ 1ρ×(R¯φ◦R¯∗φ)×1φ
)
= (by Equation ( 31))
d(φ)−1 trρφφ¯
(
1ρ ×K ◦ 1ρ × (R¯φ ◦ R¯∗φ)
)
= (by Equation ( 27))
d(φ)−3 trρ(1ρ × R¯∗φ ◦ 1ρ ×K ◦ 1ρ × R¯φ) =
d(φ)−2trρ(Ψ
φ
ρ(K)) = d(φ)
−2trρφ(K) > 0
yields f(ρ)(K) 6= 0. Now let φ, ψ and K 6= 0 be arbitrary. We get
f(ρ)(K∗)f(ρ)(K) = f(ρ)(K∗ ◦K) 6= 0 by applying Property (c).
ad (c): For S ∈ (ρφ, ρφ) we have
f(ρ)(L)
(
f(ρ)(K)(S)
)
=√
d(τ)
d(φ)
1ρτ × R∗τ ◦ 1ρ × L× 1τ ◦ 1ρψ × R∗ψ × 1ψ¯τ ◦ 1ρ ×K × 1ψψ¯τ ◦
◦S × 1φ¯ψψ¯τ ◦ 1ρ × R¯φ × 1ψψ¯τ ◦ 1ρ × R¯ψ × 1τ .
The interchange law implies
1ρ × R¯φ × 1ψψ¯τ ◦ 1ρ × R¯ψ × 1τ = 1ρφφ¯ × R¯ψ × 1τ ◦ 1ρ × R¯φ × 1τ .
By applying this equation and shifting R¯ψ to the left, we obtain
f(ρ)(L)
(
f(ρ)(K)(S)
)
=√
d(τ)
d(φ)
1ρτ ×R∗τ ◦ 1ρ × L× 1τ ◦ 1ρψ ×R∗ψ × 1ψ¯τ ◦ 1ρψψ¯ × R¯ψ × 1τ ◦
◦ 1ρ ×K × 1τ ◦ S × 1φ¯τ ◦ 1ρ × R¯φ × 1τ =
f(ρ)(L ◦K)(S).
By doing so we used the conjugation relation ( 4) for Rψ and R¯ψ.
ad (d): We have to verify
trρψ
(
f(ρ)(K)(S) T ∗
)
= trρφ
(
S f(ρ)(K∗)(T )∗
)
(41)
for S ∈ (ρφ, ρφ) and T ∈ (ρψ, ρψ).
Applying the conjugation relation ( 4) for Rψ and R¯ψ, we get
T = 1ρψ ×R∗ψ ◦ T × 1ψ¯ψ ◦ 1ρ × R¯ψ × 1ψ and conclude
trρψ
(
f(ρ)(K)(S) T ∗
)
=√
d(ψ)
d(φ)
trρψ
(
1ρψ × R∗ψ ◦ 1ρ ×K × 1ψ ◦ S × 1φ¯ψ ◦ 1ρ × R¯φ × 1ψ ◦
◦ 1ρ × R¯∗ψ × 1ψ ◦ T ∗ × 1ψ¯ψ ◦ 1ρψ × Rψ
)
= (by Equation ( 27))
d(φ)−1/2 d(ψ)5/2 trρψψ¯ψ
(
1ρψ × (Rψ ◦R∗ψ) ◦ 1ρ ×K × 1ψ ◦ S × 1φ¯ψ ◦
◦ 1ρ × R¯φ × 1ψ ◦ 1ρ × R¯∗ψ × 1ψ ◦ T ∗ × 1ψ¯ψ
)
= (by Equation ( 31))
d(φ)−1/2 d(ψ)3/2 trρψψ¯(1ρ ×K ◦ S × 1φ¯ ◦ 1ρ × R¯φ ◦ 1ρ × R¯∗ψ ◦ T ∗ × 1ψ¯).
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The same calculation for
trρφ
(
S f(ρ)(K∗)(T )∗
)
= trρφ
(
f(ρ)(K∗)(T )S∗
)
yields
trρφ
(
S f(ρ)(K∗)(T )∗
)
=
d(ψ)−1/2 d(φ)3/2 trρφφ¯(1ρ ×K∗ ◦ T × 1ψ¯ ◦ 1ρ × R¯ψ ◦ 1ρ × R¯∗φ ◦ S∗ × 1φ¯)
= d(ψ)−1/2 d(φ)3/2 trρφφ¯(S × 1φ¯ ◦ 1ρ × R¯φ ◦ 1ρ × R¯∗ψ ◦ T ∗ × 1ψ¯ ◦ 1ρ ×K).
So by applying Equation ( 27) we find that the results of both computations
coincide, and that Equation ( 41) has been established.
(2) We will use the maps f(ρ) from Part (1) of the proof in order to define
an (A,A)-linear map Fm,l(K) = F (K) from L
2(Bm−1) into L
2(Bl−1) for
K ∈
(
σ(m)σ(m), σ(l)σ(l)
)
=
(
(σσ¯)m, (σσ¯)l
)
, m, l ∈ N ∪ {0}.
First we define a linear map Fm,l(K) = F (K) from B
∞
m−1 ⊂ L2(Bm−1)
into B∞l−1 ⊂ L2(Bl−1) by
F (K)S = f
(
σ(n), σ(m), σ(l)
)
(K)(S) ∈ Bn+1l−1 ⊂ B∞l−1
for S ∈ Bn+1m−1 (n ∈ N ∪ {0,−1}). In order to do that, we choose a standard
pair (Rσ(m), R¯σ(m)) of conjugation operators for σ(m) and σ(m), m ∈ N∪{0},
in the following way: we fix a standard pair (Rσ, R¯σ) for σ and σ¯ and put
Rσ(0) := R¯σ(0) := 1ι, Rσ(1) := Rσ and R¯σ(1) := R¯σ. For m > 1 we define
(Rσ(m), R¯σ(m)) by several times applying Equation ( 6), in which we use
(R¯σ, Rσ) as a standard pair of conjugation operators for σ¯ and σ.
By the Property (f) from Part (1), F (K) is well defined. According to
the rules in (1),
L ∈ ((σσ¯)m , (σσ¯)m) 7−→ f
(
σ(n), σ(m), σ(m)
)
(L) ∈
(
σ(n)σ(m), σ(n)σ(m)
)
is a representation of the finite dimensional C∗-algebra ((σσ¯)m , (σσ¯)m). It
follows
∥∥∥f(σ(n))(L)∥∥∥ ≤ ||L|| for every L ∈ ((σσ¯)m , (σσ¯)m). So
∥∥∥f(σ(n))(K)∥∥∥2 = ∥∥∥f(σ(n))(K)∗ f(σ(n))(K)∥∥∥ =∥∥∥f(σ(n))(K∗K)∥∥∥ ≤ ||K∗K|| = ||K||2
and F (K) is continuous on B∞m−1. Property (a) for f(ρ) in (1) shows that
F (K) is (A∞, A∞)-linear. As B∞m−1 is dense in L
2(Bm−1), F (K) has a unique
extension to a continuous (A,A)-linear map from L2(Bm−1) onto L
2(Bl−1).
We denote this extension by F (K) again.
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In order to note the properties of the assignment K 7−→ F (K) we have
to introduce unitary (A,A)-linear operators
Wm,l : L
2(Bm−1)⊗A L2(Bl−1) −→ L2(Bm+l−1), l, m ∈ N ∪ {0}.
According to [25], there is a unique (A,A)-linear unitary operator
Uk : L
2(B)⊗
k
A −→ L2(Bk−1) for k ∈ N such that
Uk(x1 ⊗A · · · ⊗A xk) =
= d(σ)k(k−1)/2 x1f0x2f1,0x3f2,0x4 . . . xk−1fk−2,0xk
= d(σ)k(k−1)/2 x1f0,k−2x2f0,k−3x3 . . . xk−2f0,1xk−1f0xk
for x1, . . . , xk ∈ B. The abbreviation fr,s, r, s ∈ N ∪ {0}, is defined by
fr,s :=


fr · fr+1 · . . . · fs−1 · fs for r < s,
fr for r = s,
fr · fr−1 · . . . · fs+1 · fs for r > s.
Now we put
Wm,l :=


Um+l ◦ (U−1m ⊗A U−1l ) for m, l ∈ N,
rL2(Bm−1) for l = 0,
lL2(Bl−1) for m = 0,
where lL2(Bl−1) (resp. rL2(Bl−1)) is the canonical unitary operator from
L2(Bl−1) ⊗A L2(A) (resp. L2(A) ⊗A L2(Bl−1)) onto L2(Bl−1). Especially
we have
Wm,l x1f0x2 . . . fm−2,0xm ⊗A y1f0y2 . . . fl−2,0yl =
d(σ)ml x1f0 . . . fm−2,0xmfm−1,0y1fm,0 . . . fm+l−2,0yl =
d(σ)ml x1f0,m+l−2 . . . xmf0,l−1y1f0,l−2 . . . f0yl
for x1, . . . xm, y1, . . . , yl ∈ B and m, l ∈ N. The maps
F = Fm,l :
(
(σσ¯)m, (σσ¯)l)
)
−→ LA,A
(
L2(Bm−1), L
2(Bl−1)
)
,
K 7−→ F (K),
satisfy the following relations:
(a) The map Fm,l is linear and bijective for m, l ∈ N ∪ {0}.
(b) F (L ◦K) = F (L) ◦ F (K) for every K ∈ ((σσ¯)m, (σσ¯)l)) and
L ∈ ((σσ¯)l, (σσ¯)k)) (m, l, k ∈ N ∪ {0}).
(c) F (K)∗ = F (K∗) for every K ∈ ((σσ¯)m, (σσ¯)l)) (m, l ∈ N ∪ {0}).
(d) F (1(σσ¯)m) = idL2(Bm−1) for m ∈ N ∪ {0}.
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(e) F (K×L) = Wl,r◦(F (K)⊗AF (L))◦W ∗m,s for every K ∈ ((σσ¯)m, (σσ¯)l)
and L ∈ ((σσ¯)s, (σσ¯)r) (m, l, r, s ∈ N ∪ {0}).
Property (e) and the surjectivity of the map Fm,l will be shown in Step (3)
of the proof. The other properties are obvious or immediate consequences of
the Properties (a) - (f) from Step (1).
Let Dσσ¯ be the finite C∗-tensor category introduced in Observation 4.4.
Using Property (b) we find that there is a functor G : Dσσ¯ −→ BA⊂B such
that
G((σσ¯)m, P )) = F (P )L2(Bm−1) and
G(K) = F (K) for K ∈
(
((σσ¯)m, P ), ((σσ¯)l, Q)
)
,
where
(
((σσ¯)m, P ), ((σσ¯)l, Q)
)
is regarded as a subspace of the morphism
space ((σσ¯)m, (σσ¯)l) in the category C. For objects φ = ((σσ¯)m, P ) and
ψ = ((σσ¯)l, Q) in Dσσ¯, let Uφψ be the restriction ofWm,l to a unitary operator
from F (P )L2(Bm−1)⊗A F (Q)L2(Bl−1) onto F (P ×Q)L2(Bm+l−1). (Observe
that F (P ×Q) =Wm,l ◦ (F (P )⊗A F (Q)) ◦W ∗m,l holds according to Property
(e).)
Now we conclude that (G, (Uφψ)φ,ψ, idL2(A)) is a C∗-tensor equivalence. G
is a C∗-functor according to the Properties (a) and (c). Definition 1.4 (ii)
is satisfied, Part (a) follows from Property (e), Part (c) is obvious, and Part
(b) is an easy consequence of the fact that
Wm+l,k ◦ (Wm,l ⊗A idL2(Bk−1)) = Wm,k+l ◦ (idL2(Bm−1) ⊗A Wl,k)
is satisfied for k, l,m ∈ N ∪ {0}.
From Property (a) we conclude that Definition 1.4 (iii) is satisfied. Using
the results from Observation 4.4 and Proposition 1.6, we are able to replace
Dσσ¯ by the equivalent C∗-tensor category Cσσ¯ and get the assertion of the
Theorem.
(3) We will prove Property (e) and the surjectivity in Property (a) from Step
(2). In order to facilitate some computations we develop a special notation:
We fix an object ρ of C and define the operators
R
[m]
[ρ]l :=


1ρσ(l) × R¯σ × 1σ(m−l) if l is even,
1ρσ(l) × Rσ × 1σ¯σ(m−l−1) if l is odd and m ≥ l + 1,
1ρσ(l) × Rσ if l is odd and m = l
(belonging to (ρσ(m), ρσ(m+ 2)) ) for m ≥ l ≥ 0,
R
∗[m]
[ρ]l :=


1ρσ(l) × R¯∗σ × 1σ(m−l−2) if l is even,
1ρσ(l) × R∗σ × 1σ¯σ(m−l−3) if l is odd and m ≥ l + 3,
1ρσ(l) × R∗σ if l is odd and m = l + 2
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(belonging to (ρσ(m), ρσ(m− 2))) for m ≥ l + 2 and l ∈ N ∪ {0},
S [m] :=


S × 1σ(m−l) if l is even,
S × 1σ¯σ(m−l−1) if l is odd and m ≥ l + 1,
S if l is odd and m = l
∈ (ρσ(m), ρσ(m))
for any operator S ∈ (ρσ(l), ρσ(l)) and m ≥ l ≥ 0 and
K
[m]
[ρ]l := 1ρσ(l) ×K × 1σ(m−l−2r) ∈ (ρσ(m), ρσ(m− r + s))
for K ∈ ((σσ¯)r, (σσ¯)s), l even and m ≥ l + 2r. The indices put in brackets
[ ] are usually omitted if the meaning is clear from the context. For instance
we have
1ρ × R¯σ(m) = R2m−2m−1 ◦ . . . ◦R21 ◦R00 = Rm−1 . . . R1R00
(we often omit the sign ◦) as well as
f(ρ)(K)(S) = d(σ)
l−m
2 R∗l+2l R
∗l+4
l+1 . . . R
∗3l
2l−1K
l+2m
0 S
l+2mRl+2m−2m−1 . . . R
l+2
1 R
l
0
for K ∈ ((σσ¯)m, (σσ¯)l) and S ∈ (ρσ(m), ρσ(m)) (m, l ∈ N).
(a) We prove Property (e) from Step (2) for m = l = r = s = 1. For
n ∈ N ∪ {0}, ρ = σ(n) and S, T ∈ (ρσ, ρσ) = Bn+1 we compute
f(ρ)(K × L)(Sf0T ) =
1
d(σ)
R∗42 R
∗6
3 L
6
2K
6
0 S
6R40R
∗6
0 T
6R41R
2
0 =
1
d(σ)
R∗42 R
∗
3 L2R
∗
1R2K0 S R0R
∗
0R1 T R
2
0 =
1
d(σ)
R∗42 R
∗
3 L2R
∗
1K0 S R2R0 T R
2
0 =
1
d(σ)
R∗42 R
∗
3 L2R
∗
1K0 S R0R0 T R
2
0 = (with C := f(ρ)(K)(S))
1
d(σ)
R∗42 R
∗
3 L2 C R0 T R
2
0 =
1
d(σ)
R∗42 C R
∗
3 L2R0 T R
2
0 =
1
d(σ)
R∗42 C R0R
∗
1 L0 T R
2
0 = (with D := f(ρ)(L)(T ))
1
d(σ)
C2R0R
∗
0D
2 = f(ρ)(K)(S) f0 f(ρ)(L)(T ).
During the computation we used the rule
R∗m+2k±1 ◦Rmk = 1ρσ(m) (42)
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several times. (The case ’-’ follows from the defining relations ( 3) and ( 4)
of the conjugation operators, for the case ’+’ we have to apply ∗ to the
Equations ( 3) and ( 4)). Moreover, the interchange law from Definition
1.1 (ii) (a) was used very often. We present a detailed proof of the equation
R42R
2
0 = R
4
0R
2
0 (which has been used in line 5 of the preceding computation)
as an example:
R42R
2
0 = 1ρ × 1σσ¯ × R¯σ ◦ 1ρ × R¯σ × 1ι =
1ρ × R¯σ × R¯σ = 1ρ × R¯σ × 1σσ¯ ◦ 1ρ × 1ι × R¯σ = R40R20.
We get
F (K × L)W1,1 S ⊗A T = d(σ) f
(
σ(n)
)
(K × L)(Sf0T ) =
d(σ) f
(
σ(n)
)
(K)(S) f0 f
(
σ(n)
)
(L)(T ) = W1,1 F (K)(S)⊗A F (L)(T )
for S, T ∈ Bn+1 ⊂ L2(B) (n ∈ N), and (e) is established for m = l = s = r =
1.
(b) If we replace σ by σ(m) for m > 0 in (a), we obtain
f(ρ)(K × L)(SgmT ) = f(ρ)(K)(S) gm f(ρ)(L)(T ) (43)
for K,L ∈ ((σσ¯)m, (σσ¯)m), S, T ∈ (ρσ(m), ρσ(m)) (ρ = σ(n) ) and
gm :=
1
d(σ)m
1ρ ×
(
R¯σ(m) ◦ R¯∗σ(m)
) ∈ (ρ(σσ¯)m, ρ(σσ¯)m) = Bn+12m−1 ⊂ B2m−1.
We get Property (e) from Step (2) for m = l = s = r ∈ N as before if we are
able to prove
Wm,m S ⊗A T = d(σ)m SgmT for S, T ∈ Bm−1. (44)
First we will show
gm = d(σ)
(m−1)mfm−1,0 · fm,1 · . . . · f2m−2,m−1. (45)
We have
fm+k−1,k =
1
d(σ)m
R2m−2m+k−1R
∗
m+k−1Rm+k−2R
∗
m+k−2 ◦ . . . ◦R∗k+1Rk R∗2mk
=
1
d(σ)m
R2m−2m+k−1R
∗2m
k . (46)
By induction on k we will prove
R2m−2m−1 ◦ . . . ◦Rm−k Rm−k−1R∗0 R∗1 ◦ . . . ◦R∗2mk =
R2m−2m−1 R
∗
0RmR
∗
1Rm+1R
∗
2 ◦ . . . ◦Rm+k−1R∗2mk ( 47)
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for k = 0, . . . , m − 1. The case k = m − 1 shows Equation ( 45), as an
application of Equation ( 46) yields.
The case k = 0 in Equation ( 47) is obvious, the following computation
shows the implication k → k + 1, (k < m− 1):
R2m−2m−1 R
∗
0 ◦ . . . ◦Rm+k−1R∗kRm+k R∗2mk+1 = (by induction hypothesis)
R2m−2m−1 ◦ . . . ◦Rm−k Rm−k−1R∗0 R∗1 ◦ . . . ◦R∗k Rm+k R∗2mk+1 =
R2m−2m−1 ◦ . . . ◦Rm−k−1Rm−k−2R∗0 ◦ . . . ◦R∗k R∗2mk+1 .
It suffices to verify Equation ( 44) for
T = y1f0y2 . . . ym−1fm−2,0ym,
where y1, y2, . . . , ym ∈ B. The following computation deals with this case:
Wm,m S ⊗A T =
d(σ)m
2
Sfm−1,0y1fm,0y2 . . . ym−1f2m−2,0ym =
d(σ)m
2
Sfm−1,0fm,1y1f0y2fm+1,0y3 . . . ym−1f2m−2,0ym =
d(σ)m
2
Sfm−1,0fm,1fm+1,2y1f0y2f1,0y3 . . . ym−1f2m−2,0ym =
. . . = . . . =
d(σ)m
2
Sfm−1,0fm,1 . . . f2m−2,m−1y1f0y2f1,0y3 . . . ym−1fm−2,0ym =
d(σ)m SgmT .
(c) For S ∈ Bm−1 we prove
F0,1(R¯σ)S = d(σ)
1
2 S ∈ L2(B) for m = 0, (48)
Fm,m+1(1(σσ¯)m × R¯σ)S = d(σ)m+ 12Sfm−1,0 ∈ L2(Bm) for m ≥ 1 (49)
and
Fm,m+1(R¯σ × 1(σσ¯)m)S = d(σ)m+ 12f0,m−1S ∈ L2(Bm) for m ≥ 1. (50)
The first equation is a consequence of
f
(
σ(n)
)
(R¯σ)(S) = d(σ)
1/2R∗31 R
1
0 S
1 = d(σ)1/2S1
for S ∈
(
σ(n), σ(n)
)
= An+1 (n ∈ N ∪ {0}). Intending to derive Equation
( 49) we state
f(ρ)(1(σσ¯)m × R¯σ)(S) =
= d(σ)1/2R∗m+3m+1 ◦ . . . ◦R∗3m+12m R∗3m+32m+1 R3m+12m S3m+1R3m−1m−1 ◦ . . . ◦Rm+10
for ρ = σ(n) and S ∈ Bn+1m−1. Using R∗3m+32m+1 R3m+12m = 1ρσ(3m+1) and shifting
R∗3m+12m to the right, we get
f(ρ)(1(σσ¯)m × R¯σ)(S) =
d(σ)1/2R∗m+3m+1 ◦ . . . ◦R∗3m−12m−1 S3m+1R3m−3m−1 ◦ . . . ◦Rm+11 Rm−10 R∗m+10 .
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Next we shift R∗3m−12m−1 to the right and so on such that
f(ρ)(1(σσ¯)m × R¯σ)(S) =
d(σ)1/2R∗m+3m+1 ◦ . . . ◦R∗2m−2 S Rm−1 ◦ . . . ◦R2R1R∗1R0R∗m+10 =
. . . = . . . =
d(σ)1/2 Sm+1Rm−1R
∗
m−1 ◦ . . . ◦R1R∗1R0R∗m+10 = d(σ)m+
1
2 Sfm−1,0
follows. So Equation ( 49) has been shown.
We use the following computation in order to prove Equation ( 50):
f(ρ)(R¯σ×1(σσ¯)m)(S) = d(σ)1/2R∗m+3m+1 ◦ . . . ◦R∗2m+1R0 S Rm−1 ◦ . . . ◦Rm+10 =
d(σ)1/2Rm−10 R
∗
m−1 ◦ . . . ◦R∗2m−2R∗2m−1 S Rm−1 ◦ . . . ◦R1Rm+10 =
d(σ)1/2Rm−10 R
∗
m−1 ◦ . . . ◦R∗2m−2 S Rm−1 ◦ . . . ◦R1R∗1Rm+10 =
d(σ)1/2Rm−10 R
∗
m−1 ◦ . . . ◦R∗2m−3 S Rm−1 ◦ . . . ◦R2R∗2R1R∗1Rm+10 =
. . . = . . . =
d(σ)1/2Rm−10 R
∗
m−1S R
∗
mRm−1 ◦ . . . ◦R∗2R1R∗1Rm+10 =
d(σ)1/2Rm−10 R
∗
0 R1R
∗
1 ◦ . . . ◦Rm−1R∗m−1 S3m+1 = d(σ)m+
1
2 f0,m−1 S.
In line 2 we shifted R3m+10 to the left, in line 3 - 5 the computation is similar
to that of Equation ( 49), in line 7 we used Equation ( 42) several times.
(d) Now we are able to verify Property (e) in Step (2) for any arbitrary
m, l, s, r ∈ N ∪ {0}. Let M be a natural number satisfying M ≥
max{2, m, l, s, r}. For an integer ν > 0 let R¯×νσ denote the ν-fold product
R¯σ × . . .× R¯σ and let R¯×0σ := 1ι.
K˜ := (R¯×(M−l)σ × 1(σσ¯)l) ◦K ◦ (R¯×(M−m)σ × 1(σσ¯)m)∗ and
L˜ := (1(σσ¯)r × R¯×(M−r)σ ) ◦ L ◦ (1(σσ¯)s × R¯×(M−s)σ )∗
are operators of ((σσ¯)M , (σσ¯)M) such that the relation
F (K˜ × L˜) = WM,M ◦ (F (K˜)⊗A F (L˜)) ◦W ∗M,M (51)
is satisfied. Using R¯∗σ ◦ R¯σ = d(σ)1ι we get
K =
1
d(σ)2M−m−l
(
R¯×(M−l)σ × 1(σσ¯)l
)∗
◦ K˜ ◦
(
R¯×(M−m)σ × 1(σσ¯)m
)
(52)
and
L =
1
d(σ)2M−s−r
(
1(σσ¯)r × R¯×(M−r)σ
)∗
◦ L˜ ◦
(
1(σσ¯)s × R¯×(M−s)σ
)
. (53)
We intend to show
F (R¯×(M−m)σ × 1(σσ¯)m+s) =
WM,s ◦
(
F (R¯×(M−m)σ × 1(σσ¯)m)⊗A idL2(Bs−1)
)
◦W ∗m,s. ( 54)
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The cases s = 0 and M = m are obvious, the cases s ≥ 1 and 0 < m < M
follow from the following computation for T ∈ Bs−1 and
S = x1f0,m−2x2 . . . xm−1f0xm ∈ Bm−1 (x1, . . . , xm ∈ B):
F (R¯×(M−m)σ × 1(σσ¯)m+s) ◦Wm,s S ⊗A T = (see (c))
d(σ)Ms+
M2−m2
2 f0,M+s−2 · . . . · f0,m+s−1x1f0,m+s−2x2 · . . .
. . . · xm−1f0,sxmf0,s−1T =
d(σ)
M2−m2
2 WM,s f0,M−2 · . . . · f0,m−1x1f0,m−2x2 · . . . · xm−1f0xm ⊗A T =
(see (c))
WM,s
(
F (R¯×(M−m)σ × 1(σσ¯)m) S
)
⊗A T .
The case s ≥ 1 and m = 0 < M requires a separate computation which we
leave to the reader. If we make use of Formula ( 49) instead of Formula ( 50)
a computation similar as above yields
F (1(σσ¯)M+s × R¯×(M−s)σ ) =
WM,M ◦
(
idL2(BM−1) ⊗A F (1(σσ¯)s × R¯×(M−s)σ )
)
◦W ∗M,s. ( 55)
By applying the Relations ( 52), ( 53), ( 54), ( 51) and ( 55) we get
F (K × L) =
1
d(σ)4M−(m+l+s+r)
F (R¯×(M−l)σ × 1(σσ¯)l+r)∗ ◦ F (1(σσ¯)M+r × R¯×(M−r)σ )∗◦
F (K˜ × L˜) ◦ F (1(σσ¯)M+s × R¯×(M−s)σ ) ◦ F (R¯×(M−m)σ × 1(σσ¯)m+s) =
1
d(σ)4M−(m+l+s+r)
Wl,r ◦
(
F (R¯×(M−l)σ × 1(σσ¯)l)∗ ⊗A idL2(Br−1)
) ◦(
idL2(BM−1) ⊗A F (1(σσ¯)r × R¯×(M−r)σ )∗
) ◦(
F (K˜)⊗A F (L˜)
)
◦ (idL2(BM−1) ⊗A F (1(σσ¯)s × R¯×(M−s)σ )) ◦(
F (R¯×(M−m)σ × 1(σσ¯)m)⊗A idL2(Bs−1)
) ◦W ∗m,s =
Wl,r ◦ (F (K)⊗A F (L)) ◦W ∗m,s.
(e) It remains to show that the linear maps
Fm,l : ((σσ¯)
m, (σσ¯)l) −→ LA,A(L2(Bm−1), L2(Bl−1))
are surjective for m, l ∈ N ∪ {0}. It is well known that there is a canon-
ical linear isomorphism from A′ ∩ B2m−1 onto LA,A(L2(Bm−1), L2(Bm−1))
for m ∈ N (see [25] for example). Furthermore, Theorem 3.4 (iv) shows
A′ ∩ B2m−1 ∼= ((σσ¯)m, (σσ¯)m) for m ∈ N ∪ {0}, and Fm,m is surjective.
We regard the case l < m: consider an operator
X ∈ LA,A(L2(Bm−1), L2(Bl−1)). Since Fm,m is surjective, there is an operator
K ∈ ((σσ¯)m, (σσ¯)m) such that
Fm,m(K) = Fl,m(1(σσ¯)l × R¯×(m−l)σ ) ◦X.
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Using R¯∗σ ◦ R¯σ = d(σ)1ι, we get
Fm,l
( 1
d(σ)m−l
(
1(σσ¯)l × R¯∗×(m−l)σ
)
◦K
)
=
Fl,l
( 1
d(σ)m−l
(
1(σσ¯)l × (R¯∗×(m−l)σ ◦ R¯×(m−l)σ )
))
◦X = X.
At last we reduce the case l > m to the case l < m by applying the
∗-operation.
4.5 Finite dimensional Hopf-∗-algebras as examples
We consider the case that C is the C∗-tensor category UH , where H is a finite
dimensional Hopf-∗-algebra. For the sake of simplicity we assume Cσσ¯ = C.
That means that there is an n ∈ N such that every irreducible corepresenta-
tion of H is contained in (σσ¯)n.
Theorem 4.1 tells us that BA⊂B is equivalent to UH .
On the other hand, the considerations in Section 3 imply that A ⊂ B
is equal to an inclusion NK ⊂ (N ⊗ L(V ))K of fixed point algebras, where
the action α of K := (Ho)cop on N is outer. There is an outer action of the
dual Hopf-∗-algebra Ko on M := NK such that the subfactor NK ⊂ N is
isomorphic to M ⊂ M ⋊Ko. One easily sees that BA⊂B = BNK⊂(N⊗L(V ))K is
a full C∗-tensor subcategory of BNK⊂N⊗L(V ) = BNK⊂N . Hence Proposition
2.6 yields that BNK⊂N is equivalent to U(Ko)cop. Clearly,
(Ko)cop = ((Ho)cop)o cop = ((Ho o)op)cop = Hop cop
holds. The Hopf-∗-algebras H and Hop cop are isomorphic, as an application
of the antipode S of H shows. So we conclude that BA⊂B is equivalent to a
full C∗-tensor subcategory of UH , and Theorem 4.1 has been confirmed for
this special case.
A Appendix: Proof of Proposition 1.5 (ii)
We will proceed similarly as for the equivalences of arbitrary categories (for
example see [9], Proposition XI.1.5), but more details have to be verified.
Let an equivalence (F, (Uρσ)ρ,σ, J) of the C
∗-tensor categories C and D
be given. For each object φ ∈ Ob D we choose an object G(φ) of C such
that F (G(φ)) is equivalent to φ and a unitary operator Wφ ∈ (φ, F (G(φ))).
Especially we put
G(ιD) := ιC and WιD := J
∗ ∈ (ιD, F (ιC)). (56)
The linear map Fρ,σ : T ∈ (ρ, σ) 7−→ F (T ) ∈ (F (ρ), F (σ)) is invertible for
all objects ρ and σ. For S ∈ (φ, ψ) (φ, ψ ∈ Ob D) we define
G(S) := F−1G(φ),G(ψ)(Wψ ◦ S ◦W ∗φ) ∈ (G(φ), G(ψ)). (57)
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One easily checks that a full and faithful C∗-functor G : D −→ C is defined
in this way.
We note that Definition ( 57) implies
F (G(S)) ◦Wφ =Wψ ◦ S for S ∈ (φ, ψ). (58)
In order to define a C∗-tensor equivalence we introduce unitary operators
Vφψ : G(φ)G(ψ) −→ G(φψ) by putting
Vφψ := F
−1
G(φ)G(ψ),G(φψ)(Wφψ ◦W ∗φ ×W ∗ψ ◦ U∗G(φ),G(ψ))
for all objects φ and ψ of D. We will prove that (G, (Vφψ)φ,ψ, 1ιC) is a C∗-
tensor equivalence with [G] = [F ]−1. For this purpose we have to verify (a),
(b) and (c) in Definition 1.4 (ii), the remaining assumptions are obviously
satisfied.
(a) We consider the following diagram for objects φ, φ′, ψ and ψ′ of D and
morphisms R ∈ (φ, φ′) and S ∈ (ψ, ψ′):
F (G(φ))F (G(ψ)) F (G(φ′))F (G(ψ′))✲
F (G(R))× F (G(S))
F (G(φ)G(ψ)) F (G(φ′)G(ψ′))✲
F (G(R)×G(S))
❄
U∗G(φ),G(ψ)
❄
U∗G(φ′),G(ψ′)
F (G(φψ)) F (G(φ′ψ′))✲
F (G(R× S))
φψ φ′ψ′✲
R× S
❄
Wφψ
❄
Wφ′ψ′
❄
W ∗φ ×W ∗ψ
❄
W ∗φ′ ×W ∗ψ′
(1)
(2)
(3)
Definition 1.4 (ii) (a) implies that diagram (1) commutes. Furthermore
the diagrams (2) and (3) commute according to Relation ( 58). Hence the
exterior diagram is commuting, and the application of F−1 shows
G(R × S) ◦ Vφψ = Vφ′ψ′ ◦G(R)×G(S).
(b) We have to check
G(a(φ, ψ, η)) ◦ Vφ,ψη ◦ 1G(φ) × Vψη =
Vφψ,η ◦ Vφψ × 1G(η) ◦ a(G(φ), G(ψ), G(η)) ( 59)
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for all objects φ, ψ, η ∈ Ob D. We know
F (1G(φ) × Vψη) = UG(φ),G(ψη) ◦ 1F (G(φ)) × F (Vψη) ◦ U∗G(φ),G(ψ)G(η). (60)
By applying F on both sides of Equation ( 59) and using Equation ( 60) as
well as the corresponding relation for F (Vφψ × 1G(η)), we find that ( 59) is
equivalent to the equation
F (G(a(φ, ψ, η)))◦Wφ(ψη)◦W ∗φ×W ∗ψη ◦U∗G(φ),G(ψη)◦UG(φ),G(ψη)◦1F (G(φ))×Wψη◦
◦1F (G(φ)) × (W ∗ψ ×W ∗η ) ◦ 1F (G(φ)) × U∗G(ψ),G(η) ◦ U∗G(φ),G(ψ)G(η) =
W(φψ)η ◦W ∗φψ ×W ∗η ◦ U∗G(φψ),G(η) ◦ UG(φψ),G(η) ◦Wφψ × 1F (G(η))◦
◦(W ∗φ ×W ∗ψ)× 1F (G(η)) ◦ U∗G(φ),G(ψ) × 1F (G(η)) ◦ U∗G(φ)G(ψ),G(η)◦
◦F (a(G(φ), G(ψ), G(η))). ( 61)
( 58) implies
F (G(a(φ, ψ, η))) =W(φψ)η ◦ a(φ, ψ, η) ◦W ∗φ(ψη),
moreover
F (a(G(φ), G(ψ), G(η))) ◦ UG(φ),G(ψ)G(η) ◦ 1F (G(φ)) × UG(ψ),G(η) =
UG(φ)G(ψ),G(η) ◦ UG(φ),G(ψ) × 1F (G(η)) ◦ a(F (G(φ)), F (G(ψ)), F (G(η))).
Inserting these relations into ( 61) we see that Equation ( 59) is equivalent
to
a(φ, ψ, η) ◦ W ∗φ ×W ∗ψη ◦ 1F (G(φ)) ×Wψη ◦ 1F (G(φ)) × (W ∗ψ ×W ∗η ) =
W ∗φψ ×W ∗η ◦ Wφψ × 1F (G(η)) ◦ (W ∗φ ×W ∗ψ)× 1F (G(η)) ◦
◦ a(F (G(φ)), F (G(ψ)), F (G(η)))
and to
a(φ, ψ, η) ◦ W ∗φ × (W ∗ψ ×W ∗η ) =
(W ∗φ ×W ∗ψ)×W ∗η ◦ a(F (G(φ)), F (G(ψ)), F (G(η))).
The last relation is satisfied, because a(φ, ψ, η) is natural in φ, ψ and η.
(c) By Definition ( 56) we have to establish the equation
lG(φ) = G(lφ) ◦ VιD,φ (62)
for every object φ ∈ Ob D. Equation ( 62) is equivalent to
F (lG(φ)) = F (G(lφ)) ◦WιDφ ◦ J ×W ∗φ ◦ U∗ιC ,G(φ). (63)
From Definition 1.4 (ii) (c) we conclude
F (lG(φ)) ◦ UιC ,G(φ) = lF (G(φ)) ◦ J × 1F (G(φ)).
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By inserting this relation into ( 63) we obtain that Equation ( 63) is equivalent
to
lF (G(φ)) ◦ J × 1F (G(φ)) = F (G(lφ)) ◦WιDφ ◦ J ×W ∗φ . (64)
Since lφ is natural in φ,
lF (G(φ)) ◦ 1ιD ×Wφ = Wφ ◦ lφ
holds, and Equation ( 58) yields
Wφ ◦ lφ = F (G(lφ)) ◦WιDφ.
By applying those two equations we see that Equation ( 64) is satisfied.
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