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1 
INTRODUCTION 
One of the most favorable areas for the future utilization of nuclear 
energy in agriculture is insect and mold control in grain. Some gamma-ray 
irradiation facilities have been built and others are planned for the 
eradication of insects from grain as it is transported to and from storage 
The in-storage irradiation'of grain for mold and insect control has not 
been utilized largely because of the lack of knowledge regarding the 
. • 
interaction of gamma rays .with the grain. 
The basic quantity relating gamma radiation and its transmission 
through matter is the attenuation coefficient. The measurements and 
theoretical calculations of the coefficients for many elements and the 
common building and shielding materials have been made. However, similar 
studies relating the interaction of gamma rays with agricultural materials 
such as grains and forages have received neither experimental nor 
theoretical consideration. 
The purpose of the research reported in this thesis is to begin the 
investigation of the general problem of insect and mold control in stored 
grain and forages through the use of gamma radiation. Only a few of the 
factors of the general problem have been investigated. These factors are 
included in the objectives listed on the next page. 
2 
OBJECTIVES 
The objectives of this project were 
1. To determine experimentally the gamma-ray attenuation 
coefficients of grains and forages. 
2. To calculate the values of the attenuation coefficients 
for these materials from theoretical considerations. 
3. To extend the results to the general relationships for 
the interaction of the radiation with the materials. 
3 
REVIEW OF LITERATDIŒ 
Early experimental studies of gamma-ray attenuation coefficients were 
made with either radium or thorium as the source of radiation and a Wilson 
cloud chamber as the detection system. There were several inherent dis­
advantages associated, iwith this equipment when used for attenuation 
measurements. First, the sources did not provide monochromatic radiation. 
Gamma rays from radium were known to have several discrete energies in the 
1.1 to 2.4 Mev range. Thorium was originally thought to be a monoenergetic 
source of 2.65 Mev gamma rays, but it was subsequently learned that about 
IS percent of the radiation had an energy of 1.68 Mev. Second, the Wilson 
cloud chambers and other ionization-detection devices were not capable of 
accurate energy discrimination. Furthermore, the use of this type of 
equipment resulted in counting efficiencies on the order of 1 percent. 
Third, the increased sensitivity of the detector for gamma rays degraded 
in energy made the elimination of scattered radiation desirable. If the 
geometry could not be arranged to eliminate the scattered radiation, then 
it was necessary to estimate the contribution of scattering to the 
measured attenuation coefficient and calculate correction factors. The 
usual solution to the problem of scattered radiation was to arrange the 
geometry so that the detector subtended as small a solid angle as feasible. 
In 1928, Klein and Nishina (12) published their findings on the 
mechanics of gamma-ray scattering from free electrons. Their work, based 
on Dlrac's quantum theory, has served as the theoretical foundation for 
all gamma-ray attenuation coefficient measurements. Tarrant (22) utilized 
the results of Klein and Nishina to calculate the scattering corrections 
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to be applied to attenuation measurements. 
By the early 1940's radioisotopes with monoenergetlc gamma rays had 
been Isolated and some advancements had been made In the quality and 
sensitivity of detection devices. Cork and Fldd (3, 2) used the radiations 
from zlnc-65, cobalt-60 and sodium-24 In their absorption measurements on 
copper and lead. Their experimental system consisted of a source Inserted 
In a cylindrical channel In a lead block and a pressurized Ionization 
chamber partially shielded by lead. The conditions of narrow-beam geometry 
were only approached and scattering corrections were needed. The results 
showed considerable disagreement with the theory. Mayneord and Cipriani 
(13), using cobalt-60 and essentially the same geometry as Cork and Pldd, 
made absorption measurements on a variety of materials. Their work was 
also In considerable disagreement with the theory. Subsequently, the 
differences between the two experiments and theory were explained. In 
part, by the discovery of new decay energies and the re-evaluatlon of the 
decay energies assumed. 
The reliable evaluation of the effects of scattering was a formidable 
problem, even after the work of Klein, Nlshlna and Tarrant. At least one 
attenq>t was made to eliminate scattered radiation by suspending the 
experimental apparatus In air and as far away as feasible from all objects 
likely to give rise to scattering. Cowan (4) suspended an unshielded 
source, absorbers and ah unshielded Gelger-Hetiller detector 25 feet above 
ground and 60 feet from the nearest building. The results obtained were 
somewhat different than expected from theoretical calculations. The 
responsibility for the difference was placed on the scattering caused by 
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the air and ground. 
The first exhaustive and highly reliable studies of absorption coeffi­
cients were made by Davisson and Evans (5, 6). The absorption coefficients 
for five different metals were determined using six different radioisotopes 
as sources of gamma radiation. The previous experiments requiring the 
calculation of the scattering effects did not possess the accuracy desired 
by these experimenters. Thus, it was attempted to eliminate effects of 
scattering by the geometrical arrangement and the choice of detector. The 
source of radiation used in the experiment was enclosed in a 30 by 30 by 
40 centimeter lead collimator. The beam of gamma rays emerging from the 
collimator passed through the collimating holes in three lead brick 
to a detector which was shielded with lead. The absorbers were placed 
between the two brick closest to the source. The distance from the source 
to detector was 125 centimeters. The collimating holes were of different 
sizes but in the range of 1 to 3 centimeters. The detectors used were 
ionization chsunbers filled with an alcohol and argon mixture. They were 
equipped with copper mesh cathodes which made them essentially proportional 
to the photon energy. An experiment was performed to check for the 
elimination of scattered radiation from the detector. To make this check, 
the beam of gamma rays was reduced to negligible proportions by inserting 
lead brick in the space reserved for the absorbers. The count rate under 
these conditions was ivot significantly different from the background, 
verifying that no scattered radiation was being detected. The results 
obtained by Davisson and Evans were generally within 1.3 percent of the 
calculated values. 
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The first reported work to measure absorption coefficients utilizing 
a scintillation detector and accurate energy discrimination was done by 
Colgate (1). He used gamma rays of four different energies and a variety 
of absorbers. An unshielded, suspended system similar to that used by 
Cowan was tried but discarded in favùr of collimated geometry. The effec­
tiveness of the geometry and energy discrimination was demonstrated by the 
fact that the scattering correction was found to be less than 0.1 percent. 
Sakae, Tetsuya and Okamoto (21) and Wyard (24) have carried out 
experiments similar to that performed by Colgate. Wyard achieved the 
same degree of accuracy as Colgate by using a single collimating device. 
The source was left unshielded but a collimating channel 30 centimeters 
long was used on the detector. Sakae et al. used geometry similar to 
that of Wyard's experiment in examining the attenuation coefficients of 
nearly all of the common metals. 
Present in all experiments to measure attenuation coefficients is 
the relation of the counting times and absorber thicknesses to the allow­
able error and most efficient use of time. Rose and Shapiro (20) have made 
extensive analyses of the errors inherent in absorption experiments. 
Several different geometrical arrangements were considered as well as the 
absorber thickness to be used for the optimum use of time. The results 
show that for low backgrounds, the most efficient use of time occurs when 
10 percent of the incident beam is being transmitted. For moderate and 
hi^ backgrounds, the corresponding transmissions were 20 and 30 percent, 
respectively. 
In the last 10 years numerous experiments have been performed to 
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determine the attenuation coefficients for mixtures of materials as well 
as for the rare earths .and other heavy elements. This work has been 
characterized by the use of narrow-beam geometry of the type employed by 
Davisson and Evans and by the utilization of improved scintillation 
detectors and counting circuits. Also, the excellent agreement between 
recent experiments and theory has given rise to several entirely 
theoretical investigations. Typical of this type of activity is the work 
of Grodstein (10). These theoretical investigations have greatly expanded 
the available attenuation data. 
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EXPERIMENTAL EQUIPMENT 
Experiments with Cobalt-60 
The experiments utilizing cobalt-60 as the source of radiation were 
performed at the cobalt facility of the Nuclear Engineering Department. 
The installation, designed by McDermott (16), was originally loaded with 
2.1 curies of cobalt-60. The strength of the source at the time of these 
experiments was calculated to bè 1.1 curies. A drawing of the source 
capsule is Included in Appendix A. 
The wide-angle beam port, fitted with a collimator, was chosen for 
this experiment because the beam catcher for this port was easily removed. 
Also, the required geometry as well as the arrangement of the room made 
this the logical choice. 
Narrow beam geometry similar to that used by Davlsson and Evans (6) 
was set up for these experiments. The first stage of collimation was 
provided by the lead plug placed In the wide-angle beam port. The plug 
contained a 1/4-lnch diameter hole, 7 1/4 inches long. The two intermedi­
ate collimators were made from lead brick, each 5 by 10.2 by 20.4 
centimeters. Each of these brick contained a 1/4-inch diameter hole 
drilled perpendicular to the 10.2 by 20.4 centimeter face. The first brick 
was placed 26 centimeters from the beam-port opening and the second brick 
was placed 100 centimeters from the first. The final stage of collimation 
was provided by a 1/4-lnch diameter hole in the collimating head on the 
detector. A drawing illustrating the geometry is shown in Figure 1. 
Figure 2 shows an overall vlw of the geometry looking from the detector 
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Figure l.> Geometry used for experiments involving cobalt-60 
Figure 2. The experimental equipment used with the 
cobalt-60 source 
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to the source. Figures 3 and 4 show the source-end and the detector-end 
of the geometry, respectively. 
The alignment of the collimator relative to the beam was critical. 
It was desired to minimize the amount of scattering produced as well as 
to obtain the highest possible beam intensity. The detector was positioned 
first. The maximum intensity of the beam was located by traversing the 
beam in both the vertical and horizontal directions in a vertical plane at. 
the approximate detector location. The hole in the collimating head of 
the detector was placed at this point of maximum intensity. A small 
Geiger tube and a count ratemeter were used to make the traverse. The 
two lead brick were then positioned by using a mirror and the beam from a 
focusing flashlight. String and small diameter rods were also used in an 
attempt to align the collimators. It was found that the use of the light 
beam was by far the most satisfactory method. 
The collimating brick and the detector were supported by a special 
table 1 foot wide and 6 feet long. The legs of this table were adjustable 
to facilitate the coarse alignment of the system. The fine adjustments 
were made on the supports for the brick and detector. These supports made 
it possible to accurately position the brick in three planes and the 
detector in two planes. The supports for the brick and detector are shown 
in detail in Figures 5 and 6, respectively. 
The container for holding the grain samples is shown in Figure 7. 
The placement of the container relative to the source and detector is 
shown in Figures 2 and 8. The interior of the container had a square 
cross section 13 centimeters on a side. The maximum grain thickness that 
Figure 3. Source shielding, and first and second stages 
of colllmatlon 
Figure 4. Third state of colllmatlon and the shielded detector 
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Figure 5. The supports used with the lead-brick collimators 
Figure 6. The support used with the shielded detector 
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Figure 7. The container for holding the grain samples for 
the experiments with cobalt-60 
18 
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Figure 8. Geometrical arrangement for the experiments with cobalt-60- showing the location, of 
the grain container 
could be accommodated was 80 centimeters. The thickness of the grain was 
controlled by the positioning of two 1/8-inch thick plexiglass plates held 
by slots in the sides of the container. The slots were cut 1/8-inch 
deep and spaced on 1 centimeter centers. 
The degree of collimation provided was checked by placing pieces of 
photographic film in the beam and examining the images produced. The 
first film tried was Kodak Blue Line X-ray film. Â 20-hour exposure gave 
no visible image on the film. The film finally used was Kodak, RS-Pan 
film, a photographic film with an ASA speed rating of 650. Pieces of film 
4 by 5 inches were wrapped between two sheets of cardboard and the edges 
were sealed with black electrical tape. The film packets were placed at 
the positions shown in Figure 9. All of the exposures were made simulta­
neously for a 20-hour period. Figure 10 shows the exposure obtained just 
outside the beam port. The unscattered portion of the beam is represented 
by the li^test portion in the center of the picture. The diameter of 
this portion of the beam is about 1.2 centimeters. The shading surround­
ing the primary beam is thought to be due to the scattered radiation being 
produced by the source shielding. The diameter of this shading is 7 
centimeters, nearly the same as the diameter of the opening in the flange 
of the beam port (see Figure 3). Figure 11 shows the shape of the beam 
at the source-end of the absorber container. The beam has passed through 
one of the lead-brick collimators and its diameter diminished to approxi­
mately 1 centimeter. Some slight shading around the primary beam is again 
caused by scattered radiation. 
Figures 12 through 18 show the shape of the beam at increasing 
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Figure 9. Positions of the films used to check beam geometry 
Figure 10. The beam geometry at 22 centimeters from the source, 
position 1 
Figure 11. The beam geometry at 66 centimeters from the source, 
position 2 
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Figure 12. The beam geometry at 76 centimeters from the source, 
position 3 
Figure 13. The beam geometry at 86 centimeters from the source, 
position 4 

Figure 14. The beam geometry at 96 centimeters from the source, 
position 5 
Figure 15. The beam geometry at 106 centimeters from the source, 
position 6 

Figure 16. The beam geometry at 116 centimeters from the source, 
position 7 
Figure 17. The beam geometry at 126 centimeters from the source, 
position 8 
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distances from the source. Some spreading of the beam and the associated 
decrease in intensity is evident. Figure 19 shows the beam geometry just 
outside the collimating hole of the detector. The diameter of the primary 
beam was about 0.7 centimeters (0.275 inches). Some of the effects of 
scattering may still be seen. 
Table 1 summarizes the progressive enlargement of the beam. The last 
Table 1. Analysis of beam geometry 
Distance from Primary beam Angle subtended 
Position source diameter with beam axis 
number cm cm degrees 
1 22 1.2 1.6 
2 66 0.9 0.4 
3 76 1.0 0.4 
4 86 1.2 0.4 
5 96 1.3. 0.4 
6 106 1.5 0.4 
7 116 1.7 0.4 
8 126 1.8 0.4 
9 136 1.9 0.4 
10 146 2.1 0.4 
11 163 0.7 0.1 
column contains the arctangent of the ratio of the beam radius (measured 
from the radiographs) to the distance between the location of exposure 
and the source. The position number refers to Figure 9. 
The constant value of the subtended angle indicates that the effects 
of scattering were not sufficient to enlarge significantly the beam 
diameters. Measurements made from a quarter scale drawing indicated that 
unscattered radiation after passing through the first collimating brick 
could have subtended an angle of 0.6 degrees with the beafa axis. 
The instrumentation used in these experiments consisted of a 
Figure 18. The beam geometry at 136 centimeters from the source, 
position 9 
Figure 19. The beam geometry at 146 centimeters from the source, 
position 10 

Figure 20. The beam geometry at 163 centimeters from the source, 
position 11 
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scintillation detector, a radiation analyzer, a scaler and a count rate-
meter. These items are shown in Figure 21. The detector was a 
Nuclear-Chicago, Model DS-5 scintillation detector with a sodium iodide, 
thallium-activated crystal. The crystal, a 1-inch diameter right circular 
cylinder, 1 inch long, was coupled to a photomultiplier tube and a linear 
preamplifier. 
The analyzer used was a Nuclear-Chicago, Model 1810 single-channel 
radiation analyzer. The purpose of using the analyzer was two-fold. 
First, it permitted discrimination between the 1.17 and 1.33 Mev gamma rays 
from cobalt-60. Second, it virtually eliminated the detection of any back­
ground and scattered radiation. The background was found to be approxi­
mately two counts per minute. By use of the test established by Davisson 
and Evans (6), the scattered radiation detected was not sufficient to 
raise the count rate significantly above the background. 
The scaler and count ratemeter were both Nuclear-Chicago products. 
The scaler was a Model 192A, Ultrascaler and the count ratemeter was a 
Model 1620B, Analytical Count Ratemeter. The scaler was used to record 
the counts and supply the operating voltage for the photomultiplier tube. 
The count ratemeter was used during the energy calibrations and to monitor 
the incident beam intensity. 
A schematic diagram of the instrumentation is shown in Figure 22. 
The spectrum of cobalt-60 as determined with the instruments and 
geometrical arrangements already discussed is shown in Figure 23. The 
resolution is about as good as can be expected for a 1-inch scintillator 
crystal. The manufacturer stated that resolutions of about 10 percent were 
Figure 21. The instrumentation used in these experiments. From 
left to right: count ratemeter, radiation analyzer, 
scaler, detector 
r 
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DISCRIMINATOR 
(LEVEL H) 
ANTICOINCIDENCE 
CIRCUIT 
PREAMPLIFIER SINGLE 
CHANNEL 
ANALYZER 
SCALER 
PHOTOMULTIPLIER 
COUNT 
RATEMETER SCINTILLATOR DISCRIMINATOR 
(LEVEL H+AH) 
Figure 22. Schematic diagram of the detection and counting circuits 
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Figure 23. The observed spectrum of cobalt-60 
typical for the type and size of crystal used. The 1.17 and 1.33 Mev 
gamma rays from cobalt-60 are emitted in tandem and one would expect the 
count rates at each energy to be about the same. The higher count rate 
at 1.17 Mev is explained by the scattering of the 1.33 Mev rays in the 
crystal. Another contributing factor is the increased counting efficiency 
of the crystal for the gamma rays of lower energy. This factor alone 
could account for the higher count rate. The increasing counting rate at 
the left side of the energy scale is caused by scattering of the 1.33 and 
1.17 Mev rays in the crystal. 
The width of the window was set at 0.1 Mev. There were two reasons 
for this choice. First, smaller window widths resulted in large fluctua­
tions in the incident count rate due to voltage fluctuations: i.e. the 
window did not remain centered on the energy peak. Second, smaller window 
widths reduced the fraction of the incident beam that was detected which 
resulted in a lower count rate. It was desired to have as high a count 
rate as possible to improve the accuracy of the observations, especially 
for large grain thicknesses. Larger window widths reduced the degree of 
discrimination between the 1.33 and 1,17 Mev gamma rays. 
Experiments with Cesium-137 
The source of radiation used in this series of experiments was a 
one millicurie, cesium-137 source. The active material was enclosed in 
a cylindrical capsule about 1/4 inch in diameter and 1 inch long. The 
relation of the source to the detector and the other geometry is shown 
in Figures 24, 25 and 26. Due to the low activity of the source, it 
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Figure 24. Geometry used for es^eriraents involving the cesium-137 source 
Figure 25. The arrangement used with the cesium-137 source 
Figure 26. The position of the grain container for experiments 
with cesium-137 
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was necessary to reduce the overall length of the system compared to 
that used with the cobalt-60. Also, only three collimators were used 
rather than four as in the experiments discussed previously. 
The container used to hold the grain samples is shown in Figure 27. 
A total grain thickness of 34 centimeters was possible in increments of 
1 centimeter. 
The instruments used for the cesium experiments were the same as 
those used for the cobalt experiments. 
The spectrum of cesium-137 is shown in Figure 28. 
The Absorbing Materials 
The absorbers used for these experiments consisted of five different 
grains and two forages. The grains were corn, milo, oats, soybeans and 
wheat. The forages were baled alfalfa hay, wafered alfalfa hay and baled 
oats straw. All of these materials except the oats and milo were obtained 
from the university farms and were representative of the quality of 
products grown in central Iowa. The oats and milo were grown in eastern 
Nebraska. 
It was necessary to know the elemental composition of the materials 
to be able to calculate the theoretical values of the attenuation 
coefficients. The chemical composition and feeding analyses of the grains 
are listed in Tables 2 and 3. The information gained from the grain 
analyses made it unnecessary to do similar analyses on the forages. 
The hay wafers used in these experiments had square cross sections 
3.2 centimeters on a side. The length of the wafers varied from 4.5 to 
Figure 27. The grain container used in the experiments with 
cesium-137 
c 
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Figure 28. The observed spectrum of cesium-137 
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Table 2. Chemical composition of the grains 
Grain Carbon Hydrogen Oxygen Nitrogen Other 
(Percent of dry weight) 
Corn 44.69 6.20 46.04 1.30 1.77 
Milo 45.31 6.77 45.00 1.53 1.39 
Oats 46.05 6.72 42.29 1.83 3.11 
Soybeans 52.43 7.45 29.60 5.44 5.08 
Wheat 44.96 6.67 45.16 1.46 1.75 
Table 3. Feeding analyses of the grains 
Nitrogen-
Grain Protein Fat Fiber Ash Moisture free extract 
(Percent of dry weight) 
Corn 10.30 4.50 1.80 1.40 2.77 79.30 
Milo 11.50 2.40 1.70 1.50 2.99 80.00 
Oats 15.10 3.50 10.90 4.20 3.63 62.80 
Soybeans 40.70 20.50 5.10 5.20 2.25 26.30 
Wheat 13.50 2.20 2.40 1.80 2.56 77.60 
7.0 centimeters. 
The samples of baled alfalfa and baled oats straw were cut from the 
centers of full-sized bales. These samples had approximately square 
cross sections, 10 centimeters on a side. The thickness varied from 6 
to 10 centimeters. 
The grains used for the experiments involving cesium-137 were the 
same as those used with cobalt-60 and were taken from the same lots. 
Therefore, the analyses apply for both sets of experiments. The forages 
were not used with the cesium source because of the relatively short 
distance between the source and detector. Only two or three observations 
would have been possible because of the bulk of the material. 
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EXPERIMENTAL PROCEDURE 
Experiments with Cobalt-60 
At the start of each experiment, the radiation analyzer was calibrated 
to insure the proper discrimination of the 1.17 and 1.33 Mev gamma rays. 
The calibration was made by suspending a small cesium-137 source directly 
in front of the detector. The base level and window width were set and 
the high voltage of the analyzer was adjusted to obtain the maximum 
counting rate. The count ratemeter was particularly useful in determining 
the correct high voltage setting. 
When the analyzer had been calibrated, the counting rates at each 
of the energy peaks of cobalt-60 were measured with no added absorbers. 
Hereafter, these counting rates will be referred to as the incident 
intensities of the beam. For most of the sets of data, the counting 
time used for the incident beam intensity was 3 minutes. A 5-minute 
counting time was used on the remaining data. These counting times gave 
standard deviations for the incident intensity of about 0.7 percent for 
the 1.17 Mev radiation and about 1 percent for the 1.33 Mev radiation. 
The moisture content of the grains was increased from about 10 percent 
to 25 percent when calculated on the wet basis. Sufficient water was added 
to each kind of grain to raise the moisture content in intervals of 
1 percent. After the addition of the water, the grain was allowed to come 
to equilibrium for 48 to 72 hours before it was used in any experiments, 
A series of measurements were made at each of the moisture contents. These 
measurements were made with the methods now described. 
The plexiglass dividers in the grain container were set for a sample 
thickness of 2 centimeters. In all cases, the space in the container 
closest to the detector-end of the geometry was utilized first as shown in 
Figure 4. The grain was poured into the 2-centimeter-thick space and the 
surface of the sample was leveled by striking off the excess grain even 
with the top of the container. The container was then placed in the 
gamma-ray beam and the intensity of the transmitted beam was measured. 
Care was taken not to disturb the grain when the container was moved. The 
counting rates at each of the energies were recorded with a minimum 
counting time of 1 minute. Then the container was placed on a scale and 
the net weight of the grain was determined. The density and mass thickness 
of the grain were determined from the net weight, the known volume and the 
cross-section area. After weighing, the plexiglass plate that had been 
nearest the source was moved to the position giving a grain thickness of 
4 centimeters. Sufficient grain was added to the container to fill the 
enlarged volume. This procedure was repeated for grain thicknesses up to 
70 centimeters in 2-centimeter intervals. 
At the larger grain thicknesses it was necessary to use longer 
counting times to get the desired accuracy. The maximum allowable stan­
dard deviation of any count rate was chosen to be 3 percent. A total of 
4300 counts needed to be collected to give this deviation with 95 percent 
confidence. The counting time was adjusted to collect at least this 
number of counts. 
It was desired to examine two extremes in grain density at any given 
moisture content. The placement procedure described was assumed to yield 
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the minimum density of the grain at its particular moisture. To obtain the 
maximum density of the grain, the container was set on a vibrating table to 
settle the grain after each filling. The difference in density obtained by 
these two procedures was about 12 percent. 
While the grain container was being weighed and refilled, the 
intensity of the incident beam was monitored. A 1-minute count was 
taken at one energy level during any single refilling period. During 
the next refilling period a 1-minute count was taken at the other energy. 
This procedure resulted in 17 1-minute counts being taken on both the 1.17 
and 1.33 Mev beams during the course of one set of measurements. These 
data were needed to evaluate any changes in counting efficiencies or 
drifting of the instruments. The calibration procedure already discussed 
was used whenever the change in the detected incident-beam strength was 
due to a shift in the window position. 
At the end of the run the strength of the incident beam was again 
determined with a 3- or 5-minute count. 
When each set of measurements had been completed, the grain in the 
container was sampled for moisture content determinations. The grain was 
emptied into a box and then poured through a Boerner grain divider. 
The divider was used to get completely representative samples for the 
moisture analysis. Three samples of about 100 grams each were taken from 
grain. These sang)les were dried for 72 hours at 103°C in an electric 
oven having forced ventilation. The wet-base moisture content was then 
calculated from the formula 
Percent moisture = «eifiht - dry weight (igo) 
wet weight 
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The procedures used in the experiments with the forages were similar 
to those used for the grains. The volume of the hay wafer or baled sample 
was determined by measuring to the nearest 1/10 centimeter. The samples 
were weighed to the nearest gram and the density and mass thickness were 
calculated. Individual samples were added to those already in the beam 
and the transmitted intensity was recorded after each addition. The 
total thickness of the forage used to attenuate the beam was limited by 
the distance between the two collimating brick. Only one moisture content 
of the forages was used. 
Experiments with Cesium-137 
The information gained from the experiments performed with the 
cobalt-60 indicated that a complete series of tests would not need to be 
made using the cesium-137 source. Therefore, the attenuation coefficients 
were determined for the five grains at a single moisture content, about 10 
percent. Also, it was not necessary to examine the density extremes. The 
procedure yielding the minimum density as described for the cobalt-60 
experiments was used. 
The comparatively low incident intensity of the beam did not make it 
feasible to determine the transmitted count rate with high accuracy. All 
the counts were taken for 1 minute. 
The filling and weighing procedure that was followed was the same as 
that discussed earlier. The maximum grain thickness used in these experi­
ments was 34 centimeters. 
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Data Analyses 
The data were analyzed on the 7074 Computer at the University 
Computation Center. The analysis consisted of calculating linear 
regressions for the variation in beam transmission with absorber thickness. 
The beam transmission was measured by the count rate. The slope of the 
regression of the count rate on the linear thickness gave the linear 
attenuation coefficient and the slope of the regression of the count rate 
on the mass thickness gave the mass attenuation coefficient. 
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THEORETICAL CONSIDERATIONS 
When a collimated beam of monoenergetic gamma rays passes through 
a small thickness, dx, of matter, there is a small decrease, dl, in the 
intensity of the beam. This change in intensity is proportional to the 
beam intensity at that point, I, and to the thickness, dx. In mathematical 
form, 
dl = -|ildx 
where H is the constant of proportionality. Separation of the variables, 
integration and application of the boundary conditions give 
-tlx 
I = I^e 
where IQ is the incident intensity of the beam at x = o. The constant of 
proportionality, (i, is called the linear attenuation coefficient and has 
the dimensions of reciprocal length. It is the measure of the probability 
of gamma-ray interaction per unit length of absorber. 
There are a number of types of gamma-ray interactions that can reduce 
the intensity of a beam that passes through an absorber. These possible 
processes have been put in systematic form by Fano (8, 9). Each process 
may be divided into the kind of interaction and the result of the inter­
action. Fano has listed the following four kinds of interactions: 
1. interaction with atomic electrons, 
2. interaction with nucléons, 
3. interaction with electric fields surrounding nuclei or electrons 
and 
4. interaction with the meson field surrounding the. nucléons. 
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The three effects of the interaction may be; 
A. complete absorption, 
B. elastic scattering and 
C. inelastic scattering. 
Each of the kin" of interaction can combine, theoretically, with 
each of the effects to give twelve possible processes for removing gamma 
rays from a beam. The processes that have been observed will be discussed 
and their inq>ortance as related to the energy of gamma rays and materials 
used in these experiments will be evaluated. 
When a gamma ray interacts with an electron bound rather tightly 
to the nucleus, the entire energy of the photon is absorbed and the 
electron is ejected from the atom. This process, the combination of items 
1 and A from the lists, is called the photoelectric effect (1-A). This 
process predominates for low-energy gamma rays, especially for atoms having 
a high atomic number. The probability of the photoelectric effect occur­
ring for energies less than 0.5 Mev increases roughly as the cube of the 
reciprocal of the energy. Above 0.5 Mev, the probability decreases as 
the reciprocal of the energy. For energies less than 0.1 Mev, the 
probability increases as the fifth power of the atomic number. 
The elastic scattering of tightly bound electrons by gamma rays is 
called Raleigh scattering (1-B). Very little energy is imparted to the 
atom in this process. Hence, the scattering angle of the photon is very 
small. 
Compton scattering (1-C) is an extremely important effect in the 
attenuation of gamma rays with energies between 1 and 3 Mev, especially 
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by materials having low atomic numbers. The interaction consists of the 
photon hitting an essentially free electron and imparting some of its 
energy to the electron. The amount of energy lost depends on the scatter­
ing angle. This process will be discussed in more detail on subsequent 
pages. 
Photodisintegration of nuclei (2-A), Thomson scattering by the 
nucleus (2-B) and nuclear resonance scattering (2-G) are all minor 
processes in the interaction of gamma rays. Photodisintegration of nuclei 
is limited to energies above about 8 Mev. Even at these energies the 
probability is negligible compared to the Compton effect. Thomson 
scattering and nuclear resonance scattering have been observed only in 
the last few years and are of very minor importance. 
The process of pair production (3-A) is one of the predominant 
interactions for gamma rays with energies greater than a few Mev and in 
materials with a high atomic number. This interaction results in the 
complete absorption of the photon and the production of an electron-
positron pair. Due to conservation of energy, this process is not possible 
for gamma rays with energies less than 1.02 Mev and does not become 
inq>ortant until energies of about 5 Mev except in materials of high atomic 
number. 
The remaining processes are only of academic interest; some have yet 
to be observed. 
In light of the previous discussion, it is obvious that the Compton 
effect plays the dominant role in determining the attenuation coefficients 
measured in these experiments. Pair production is of minor Importance in 
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the cobalt-60 experiments because of the relatively low-energy gamma rays 
and the low atomic numbers of the absorber materials. Pair production in 
the experiments with cesium-137 was impossible due to the conservation of 
energy. The photoelectric effect is also of minor importance mainly due 
to the low atomic numbers of the absorbing materials. The contribution 
made to the attenuation coefficient by Raleigh scattering is nearly 
negligible. It could be completely»neglected for these experiments were 
it not for the high degree of beam collimation that was used. 
Theoretically, then, the total attenuation, fa, for a beam of gamma 
rays from cobalt-60 is given by the expression 
 ^ = I^ PH + •*" '^ PP HAS 
where |ipp, refer to the contributions made to the total 
attenuation by the photoelectric effect, Compton scattering, pair produc­
tion and Raleigh scattering, respectively. 
Similarly, the attenuation coefficient for a beam of gamma rays from 
cesium-137 would be 
(J- = UPH + • 
The calculation of the separate components to the total attenuation 
coefficient will now be considered. By far the most important contribu­
tion to the attenuation of cobalt-60 or cesium-137 gamma rays by grains 
and forages is made by the Compton effect. The mechanics of the scatter­
ing of gamma rays by free electrons is well known and Evans (7, pp. 672-
694) has included an excellent treatment of it in his book. The 
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probability of an electron interacting with a gamma ray is called the 
average collision cross section, Ogg. The cross section, in this case, 
has dimensions of area per electron and is calculated from the Klein-
Nishina formula 
°"CS = 2Tr^2|^^ In (l+2p)J 
+ -|r In (1+2P) - 2 I (L+2P)2J 
In this equation, r^^ is the classical electron radius numerically 
equal to 2.82 X 10~^^ centimeters and p is the ratio of the gamma-ray 
energy to the rest energy of an electron (0.51 Mev). An exhaustive 
compilation of results from the Klein-Nishina formula has been made 
by Nelms (17). With the Compton cross section known, it remains only 
to evaluate the number of electrons per unit volume before the attenu­
ation caused by this process can be calculated. 
The Compton cross section of carbon, for example, will be 
calculated for gamma ray energies of 0.662, 1.17 and 1.33 Mev. The 
23 
atomic density of carbon is 1.13 X 10 atoms per cubic centimeter 
if the density of carbon is assumed to be 2.25 grams per cubic centi­
meter (graphite). Since there are 6 electrons associated with each 
OO 
carbon atom, the electron density is 6.78 X 10 electrons per cubic 
centimeter. The Klein-Nishina cross sections for the three energies 
listed are 25.8 X 10"^^ square centimeters per electron, 19.6 X 10"^6 
square centimeters per electron and 18.3 X 10"^^ square centimeters per 
electron, respectively. Thus, the corresponding contributions made to the 
total attenuation coefficient made by the Conq)ton effect are 0.175 per 
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centimeter, 0.133 per centimeter and 0.124 per centimeter. 
The cross sections for the photoelectric effect have been calculated 
by Hulme et al. (11). The value for gamma rays of 0.662 Mev energy in 
-29 
carbon is 7.8 X 10 square centimeters per atom. Corresponding values 
-29 for 1.17 and 1.33 Mev gamma rays are 2.6 X 10 square centimeters per 
-29 
atom and 1,9 X 10 square centimeters per atom, respectively. In terms 
of attenuation coefficients, the amounts contributed by the photoelectric 
process would be 8.80 X 10"^ per centimeter, 2.94 X 10per centimeter 
and 2.14 X 10"^ per centimeter for the 0.662, 1.17 and 1.33 Mev energies, 
respectively. These values are negligible with respect to those obtained 
from the Compton effect. 
Davisson and Evans (5) have evaluated the probability of pair produc­
tion for a number of gamma-ray energies and elements. For carbon and an 
energy of 1.33 Mev, the atomic cross section is 1.04 X 10"^^ square 
centimeters per atom. This corresponds to an attenuation coefficient of 
1.17 X 10"^ per centimeter. The cross section for the 1.17 Mev gamma-ray 
energy was less than 10 square centimeters per atom. 
White (23) has evaluated the contribution made by Raleigh scattering 
to the attenuation coefficient. At 0.3 Mev, the Raleigh contribution is 
roughly a thousand times less than the Compton effect. At gamma-ray 
energies of cobalt-60 and cesium-137, the fraction is even less. 
Table 4 summarizes the results obtained from these calculations. 
These results show for elements with an atomic number similar to that of 
carbon and for gamma-ray energies in the range of those used in these 
experiments that the Cong)ton effect accounts for all but a small portion 
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Table 4. Components of the total linear attenuation coefficient of carbon 
Energy 
Mev 
Compton 
effect 
cm - 1  
Interaction process 
Photoelectric 
effect 
1 
Pair 
production 
cm cm - 1  
Raleigh 
scattering 
.-1 cm 
0.662 
1.17 
1.33 
0.258 
0.196 
0.183 
8.80 X 10-6 
2.94 X 10-6 
2.14 X 10"6 
None 
Negligible 
1.17 X 10"4 
Negligible 
Negligible 
Negligible 
of the total linear attenuation coefficient. 
Figure 29 taken from Evans (7, p. 712) shows the regions of dominance 
for each of the three major types of gamma-ray interaction. 
It has been demonstrated that the attenuation coefficient can be 
calculated if the electron density is known. For the elements, this 
calculation poses no problem. However, for a mixture of elements in a 
nonhomogeneous medium such as grain the calculation becomes more involved. 
It is desirable to be able to calculate the elemental composition of the 
grain from the feeding analyses. Feeding analyses have been published by 
the National Academy of Sciences (14) for cereal grains and forages, and 
Morrison (15, pp. 1086-1131) has tabulated the analyses for nearly all 
feedstuffs. Use could be made of these available data to calculate the 
attenuation coefficients if accurate evaluation of the elemental composi­
tion could be made from the analyses. 
Feeding analyses of the grains used in these experiments were 
conducted by the Doty Laboratories, 830 Grain Exchange Building, Omaha, 
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Figure 29. Regions of dominance for each of the major gamma-ray interactions 
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Nebraska. The results of these analyses on a moisture-free basis are 
included in Table 5. Similar values from Morrison and the National 
Academy of Sciences are also listed. For each grain the first row of 
values come from the analyses by Doty, the second row from Morrison and 
the third row from the National Academy of Sciences. In all cases, the 
Table 5. Comparison of the feeding constituents of grain 
Nitrogen-
free 
Grain Investigator ^ Protein Fat Fiber Ash extract 
(Percent of dry weight) 
Corn Doty 10.6 4.6 1.9 1.4 81.5 
Morrison 10.1 4.6 2.4 1.4 81.5 
NAS 10.1 4.5 2.4 1.4 81.6 
Milo Doty 11.8 2.5 1.8 1.5 82.4 
Morrison 10.7 3.7 2.2 1.8 81.6 
NAS 12.9 3.6 2.5 2.0 79.0 
Oats Doty 15.7 3.6 11.3 4.4 65.1 
Morrison 13.3 5.1 12.2 4.4 65.0 
NAS 14.4 4.7 11.8 3.8 65.3 
Soybeans Doty 41.6 21.0 5.2 5.3 26.9 
Morrison 42.1 20.0 5.6 5.1 27.2 
Wheat Doty 13.9 2.3 2.5 1.9 79.6 
Morrison 14.7 2.1 2.9 2.1 78.1 
NAS 15.5 2.0 2.7 2.2 77.6 
agreement between the three sources is within a few percent. A soybean 
analysis was not included in the National Academy of Sciences publication. 
The elemental composition of the various feeding constituents has 
been listed by Peterson and Strong (19, p. 75). Table 6 shows these 
results. The elemental composition of the ash has not been listed because 
it is relatively unimportant. Ash is made up mostly of calcium. 
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Table 6. Elemental composition of the feeding constituents 
Feeding 
constituent Carbon Hydrogen Oxygen Nitrogen Sulfur 
(Percent by weight) 
Protein 53.0 7.0 23.0 16.0 1.0 
Fat 76.5 12.0 11.5 0.0 0.0 
Fiber . 44.4 6.2 49.4 0.0 0.0 
Nitrogen-free 
extract 44.4 6.2 49.4 0.0 0.0 
phosphorous, copper, manganese, magnesium, iron and potassium. 
The combination of the results from Tables 5 and 6 gives the per­
centages of the various elements by weight. The results of the analyses 
made by Doty Laboratories have been used to calculate the elemental 
composition of the grains. The results are recorded in Table 7. 
Finely ground samples of the grains used in these experiments were 
submitted to the Huffman Laboratories, Inc., 3830 Hi^ Court, Wheatridge, 
Colorado. This laboratory analyzed the samples for carbon, hydrogen, 
oxygen and nitrogen. The results of these analyses are shown in Table 8 
along with those values just calculated from the feeding analyses. In 
the column headed "method", the rows labeled "calculated" contain the 
values obtained from the Doty feed analyses. The rows labeled "measured" 
contain the results of the Huffman analyses. 
The good agreement between the measured elemental composition and the 
values calculated from the feeding analyses justifies the use of the data 
presented by Morrison and the National Academy of Sciences in calculating 
attenuation coefficients. 
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Table 7. The elemental composition of the grains calculated from the 
feeding analyses 
Grain Constituent Carbon Hydrogen Oxygen Nitrogen Sulfur Other 
(Percent of dry weight) 
Corn Protein 5.6 0.7 2.4 1.7 0.1 0.0 
Fat 3.5 0.6 0.5 0.0 0.0 0.0 
Fiber 0.8 0.1 0.9 0.0 0.0 0.0 
Nitrogen-
free extract 36.2 5.1 40.3 0.0 0.0 0.0 
Ash 0.0 0.0 0.0 0.0 0.0 1.5 
Total 46.1 6.5 44.1 1.7 0.1 1.5 
Milo Protein 6.3 0.8 2.7 1.9 0.1 0.0 
Fat 1.9 0.3 0.3 0.0 0.0 0.0 
Fiber 0.8 0.1 0.9 0.0 0.0 0.0 
Nitrogen-
free extract 36.6 5.1 40.7 0.0 0.0 0.0 
Ash 0.0 0.0 0.0 0.0 0.0 1.5 
Total 45.6 6.3 44.6 1.9 0.1 1.5 
Oats Protein 
Pat 
Fiber 
Nitrogen-
free extract 
Ash 
Total 
Soybeans Protein 
Fat 
Fiber 
Nitrogen-
free extract 
Ash 
Total 
Wheat Protein 
Fat 
Fiber 
Nitrogen-
free extract 
Ash 
Total 
8.3 1.1 3.6 
2.8 0.4 0.4 
5.0 0.7 5.6 
28.9 4.0 32.2 
0.0 0.0 0.0 
45.0 6.2 41.8 
22.0 2.9 9.6 
16.0 2.5 2.4 
2.3 0.3 2.6 
11.9 1.7 13.3 
0.0 0.0 0.0 
52.2 7.4 27.9 
7.4 1.0 3.2 
1.8 0.3 0.3 
1.1 0.2 1.2 
35.3 4.9 39.3 
0.0 0.0 0.0 
45.6 6.4 44.0 
2.5 0.2 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 4.3 
2.5 0.2 4.3 
6.7 0.4 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 5.4 
6.7 0.4 5.4 
2.2 0.1 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 1.7 
2.2 0.1 1.7 
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Table 8. Comparison of the elemental composition of grains when calculated 
from the feeding analyses and measured directly 
Grain Method Carbon Hydrogen Oxygen Nitrogen Other 
(Percent of dry weight) 
Corn Calculated 46.1 6.5 44.1 1.7 1.6 
Measured 44.7 • 6.2 46.0 1.3 1.8 
Milo Calculated 45.6 6.3 44.6 1.9 1.6 
Measured 45.3 6.8 45.0 1.5 1.4 
Oats Calculated 45.0 6.2 41.8 2.5 4.5 
Measured 46.1 6.7 42.3 1.8 3.1 
Soybeans Calculated 52.2 7.4 27.9 6.7 5.8 
Measured 52.4 7.5 29.6 5.4 5.1 
Wheat Calculated 45.6 6.4 44.0 2.2 1.8 
Measured 45.0 6.7 45.2 1.5 1.6 
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DISCUSSION AND RESULTS 
Experiments with Cobalt-60 
A total of 103 sets of measurements of the attenuation coefficients 
were made on the five grains chosen for these expericants. Five sets were 
made on the forages. Each of these sets resulted in a mass and linear 
attenuation coefficient for each of the gamma-ray energies of cobalt-60. 
Some samples of the raw data have been included in Figures 30 to 33 
to show the general characteristics of the measurements. Each of the ' 
observed count rates was divided by the intercept of the regression line 
with the line of zero absorber thickness. The ratio of these two count 
rates was called the transmission. The first two figures (identification 
51) show the data for corn with the maximum deviations from regression. 
The last two figures (identification 81) show the data for corn with the 
minimum deviations from regression. ^  The standard error was used as the 
measure of the deviations. A complete summary of the results is shown in 
Tables 9 to 13. Tables 36a, 36b, 36c and 36d of Appendix B show a sample 
of the raw data. 
The theoretical evaluation of the attenuation coefficients was made 
by combining the electron density with the Klein-Nishina cross sections. 
These cross sections have been discussed and recorded in the preceding 
section of this thesis. The details of the calculation of the electron 
density will now be considered. 
The analyses made by the Huffman and Doty laboratories were found to 
be in good agreement regarding the elemental composition of the grains. 
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Figure 30. Linear attenuation coefficient for corn 
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Figure 31. Mass attenuation coefficient for corn 
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Figure 32. Linear attenuation coefficient for corn 
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Figure 33. Mass attenuation coefficient for corn 
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The measured attenuation coefficients for corn 
Average Average Linear attenuation Mass attenuation 
moisture density coefficients, cm"^ coefficients, cm^/gm 
content gm/cm^ 1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
% 
10.4 0.776 0.0519 0.0498 0.0657 0.0631 
11.0 0.708 0.0469 0.0446 0.0657 0.0624 
11.0 0.779 0.0504 0.0486 0.0637 0.0615 
12.0 0.703 0.0460 0.0443 0.0647 0.0623 
12.1 0.777 0.0474 0.0463 0.0602 0.0589 
13.0 0.773 0.0468 0.0452 0.0599 0.0579 
13.0 0.700 0.0451 0.0432 0.0637 0.0610 
14.2 0.768 0.0498 0.0479 0.0640 0.0616 
14.2 0.694 0.0456 0.0438 0.0647 0.0621 
14.9 0.760 0.0466 0.0451 0.0604 0.0585 
14.7 0.686 0.0434 0.0420 0.0624 0.0604 
15.8 0.675 0.0451 0.0434 0.0655 0.0632 
15.8 0.754 0.0482 0.0466 0.0628 0.0606 
16.7 0.731 0.0462 0.0451 0.0619 0.0603 
16.4 0.650 0.0441 0.0425 0.0663 0.0639 
17.1 0.723 0.0447 0.0427 0.0610 0.0582 
17.2 0.635 0.0396 0.0383 0.0611 0.0591 
19.0 0.703 0.0477 0.0463 0.0668 0.0647 
19.0 0.622 0.0392 0.0378 0.0613 0.0592 
20.8 0.683 0.0444 0.0424 0.0645 0.0616 
21.0 0.605 0.0394 0.0378 0.0636 0.0610 
1 
5 
11 
15 
22 
23 
32 
33 
41 
43 
52 
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The measured attenuation coefficients for milo 
Average 
moisture Average 
content density 
% gm/cm^ 
13.0 0.842 
14.1 0.825 
15.2 0.739 
15.1 0.831 
16.2 0.829 
16.0 0.745 
17.4 0.824 
17.3 0.739 
18.1 0.810 
18.0 0.728 
18.7 0.795 
18.6 0.715 
19.8 0.785 
19.3 0.707 
20.2 0.706 
19.8 0.782 
21.6 0.689 
21.3 0.759 
Linear attenuation 
coefficients, cm"^ 
1.17 Mev 1.33 Mev 
0.0527 0.0494 
0.0520 0.0495 
0.0460 0.0443 
0.0519 0.0503 
0.0517 0.0499 
0.0460 0.0445 
0.0504 0.0488 
0.0465 0.0444 
0.0506 0.0487 
0.0448 0.0430 
0.0496 0.0477 
0.0426 0.0416 
0.0489 0.0470 
0.0434 0.0418 
0.0430 0.0415 
0.0489 0.0484 
0.0429 0.0412 
0.0474 0.0456 
Mass attenuation 
coefficients, cm^/gm 
1.17 Mev 1.33 Mev 
0.0619 0.0580 
0.0620 0.0590 
0.0618 0.0595 
0.0617 0.0598 
0.0618 0.0596 
0.0612 0.0592 
0.0605 0.0585 
0.0622 0.0594 
0.0614 0.0591 
0.0608 0.0585 
0.0617 0.0594 
0.0590 0.0577 
0.0612 0.0588 
0.0605 0.0583 
0.0602 0.0582 
0.0618 0.0612 
0.0615 0.0591 
0.0614 0.0590 
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The measured attenuation coefficients for oats 
Average 
moisture Average Linear attenuation Mass attenuation 
content density coefficients, cm"^ coefficients, cm^/gm 
% gm/cm^ 1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
10.6 0.467 0.0317 0.0305 0.0661 0.0638 
10.7 0.543 0.0357 0.0334 0.0649 0.0606 
12.6 0.533 0.0349 0.0337 0.0642 0.0619 
12.7 0.462 0.0293 0.0280 0.0623 0.0595 
13.6 0.541 0.0354 0.0343 0.0643 0.0624 
13.5 0.466 0.0297 0.0287 0.0623 0.0603 
14.7 0.533 0.0342 0.0333 0.0625 0.0608 
14.7 0.458 0.0279 0.0274 0.0596 0.0585 
15.7 0.533 0.0345 0.0331 0.0638 0.0613 
15.5 0.464 0.0304 0.0292 0.0640 0.0614 
16.7 0.533 0.0347 0.0342 0.0640 0.0630 
16.2 0.465 0.0314 0.0304 0.0656 0.0635 
17.6 0.527 0.0340 0.0322 0.0636 0.0604 
17.4 0.456 0.0293 0.0271 0.0626 0.0579 
20.5 0.507 0.0331 0.0315 0.0633 0.0602 
20.2 0.439 0.0287 0.0269 0.0636 0.0598 
23.5 0.423 0.0276 0.0264 0.0636 0.0608 
23.0 0.494 0.0327 0.0321 0.0658 0.0646 
25.3 0.489 0.0326 0.0313 0.0659 0.0634 
25.3 0.412 0.0274 0.0266 0.0645 0.0627 
6 
7 
12 
17 
24 
25 
34 
35 
44 
45 
54 
57 
66 
67 
76 
77 
86 
87 
94 
95 
The measured attenuation coefficients for soybeans 
Average 
moisture Average Linear attenuation Mass attenuation 
content density coefficients, cm"! coefficients, cm^/sm 
% em/cm^ 1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
9.8 0.794 0.0521 0.0509 0.0644 0.0630 
10.7 0.795 0.0521 0.0499 0.0642 0.0615 
10.7 0.801 0.0514 0.0492 0.0630 0.0602 
11.9 0.716 0.0458 0.0445 0.0632 0.0613 
11.8 0.800 0.0523 0.0508 0.0640 0.0622 
12.9 0.789 0.0516 0.0496 0.0641 0.0616 
12.9 0.712 0.0462 0.0445 0.0637 0.0614 
14.1 0.708 0.0471 0.0456 0.0651 0.0631 
14.2 0.787 0.0495 0.0483 0.0614 0.0600 
15.2 0.774 0.0506 0.0489 0.0640 0.0618 
15.1 0.703 0.0457 0.0442 0.0642 0.0622 
16.2 0.772 0.0503 0.0491 0.0639 0.0623 
16.1 0.700 0.0449 0.0439 0.0632 0.0617 
17.0 0.767 0.0490 0.0479 0.0628 0.0614 
16.8 0.700 0.0441 0.0424 0.0618 0.0594 
17.8 0.753 0.0484 0.0468 0.0630 0.0604 
17.7 0.687 0.0433 0.0419 0.0619 0.0598 
20.8 0.676 0.0426 0.0408 0.0408 0.0595 
20.7 0.746 0.0496 0.0466 0.0654 0.0615 
23.4 0.669 0.0442 0.0425 0.0648 0.0623 
23.0 0.729 0.0482 0.0459 0.0645 0.0614 
24.4 0.732 0.0481 0.0455 0.0646 0.0611 
24.2 0.669 0.0416 0.0407 0.0612 0.0598 
9 
14 
26 
27 
36 
37 
46 
47 
58 
60 
68 
69 
78 
79 
88 
89 
96 
97 
102 
103 
76 
The measured attenuation coefficients for wheat 
Average 
moisture Average Linear attenuation Mass attenuation 
content density coefficients, cm"^ coefficients, cm^/gm 
% gm/cm^ 1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
12.3 0.860 0.0538 0.0520 0.0621 0.0600 
13.0 0.775 0.0485 0.0466 0.0618 0.0593 
13.0 0.854 0.0532 0.0515 0.0619 0.0599 
14.0 0.845 0.0521 0.0506 0.0612 0.0594 
14.0 0.771 0.0483 0.0469 0.0617 0.0598 
14.8 0.765 0.0478 0.0461 0.0615 0.0594 
14.9 0.839 0.0519 0.0503 0.0612 0.0592 
15.2 0.831 0.0523 0.0505 0.0621 0.0601 
15.2 0.754 0.0477 0.0461 0.0624 0.0602 
16.1 0.825 0.0515 0.0493 0.0618 0.0591 
16.0 0.741 0.0468 0.0450 0.0619 0.0595 
16.8 0.808 0.0507 0.0483 0.0615 0.0587 
16.6 0.722 0.0453 0.0440 0.0619 0.0602 
17.1 0.789 0.0508 0.0490 0.0627 0.0605 
17.0 0.710 0.0441 0.0423 0.0608 0.0583 
19.1 0,687 0.0432 0.0418 0.0620 0.0601 
18.9 0.770 0.0485 0.0464 0.0622 0.0595 
20.9 0.755 0.0480 0.0454 0.0627 0.0594 
21.1 0.677 0.0420 0.0403 0.0612 0.0587 
22.7 0.680 0.0418 0.0405 0.0606 0.0588 
22.5 0.752 0.0485 0.0469 0.0643 0.0621 
The Doty analyses were used in the theoretical evaluations because of the 
wide variety of similar analyses that have been made on other feedstuffs. 
Both the Huffman and the Doty analyses were made on moisture-free samples; 
i.e., the analysts reported only the dry matter composition. In the 
experiments performed, there were varying amounts of water present along 
with the dry matter. This required that the hydrogen and oxygen 
associated with the dry matter be calculated separately from the water 
and the components added. The final results of the calculations gave the 
elemental composition of the grain used for each set of data. 
The standard procedure for finding the atomic density of a homogeneous 
material such as aluminum is to multiply Avogadro's Number by the density 
of the material and divide by the atomic weight of the material. Then, 
since the number of electrons associated with each atom of aluminum is 
known, the electron density is easily found. The same procedure is 
followed for molecular substances, only the molecular density is found by 
using the molecular weight. 
The calculation of the electron density is simplified for materials 
with low atomic numbers because the ratio of the number of electrons of 
an atom to the atomic weight is very close to 2. The exception to this 
is hydrogen where the ratio is 1. Therefore, if a material is composed of 
elements with low atomic numbers (excluding hydrogen), the electrons 
associated with a given number of atomic mass units may be calculated with 
no knowledge of the molecular weight or relative amounts of the constitu­
ents. When hydrogen is present in the material, it is necessary to know 
the amount before calculating the number of electrons. 
The number of electrons in a given weight of water will be calculated 
to illustrate this concept. If 100 atomic mass units of water are 
analyzed, on the average, 11.1 atomic mass units (11,1 percent by weight) 
will be associated with the hydrogen and 88,9 atomic mass units (88.9 
percent by weight) with the oxygen. The number of electrons per 100 
atomic mass units of water is 11.1 plus 44.5 or 55.6. This result can be 
checked by determining the number of atoms of hydrogen and oxygen in the 
total weight. Dividing 11.1 by the atomic weight of hydrogen and 88.9 by 
the weight of oxygen gives 11.1 atoms of hydrogen and 5.55 atoms of oxygen. 
The ratio is two hydrogen atoms for each oxygen atom. Each hydrogen atom 
has one electron and each oxygen atom has eight. Again, the result is 
55.6 electrons per 100 atomic mass units. It is clear that other elements 
of low atomic number (except hydrogen) could have been present in the 100 
atomic mass units and not made the calculation any more difficult. The 
weights of these elements (or percentages in this case) would have been 
combined and divided by 2 to get the electron number. The wei^t of 100 
atomic mass units was chosen so that the percentage figures might be used 
directly. 
The first set of data for corn will be used as an example to show how 
the electron density of the grains was determined. The average density of 
the corn in the container during the measurements was 0.776 grams per cubic 
centimeter. Of the weight in this volume, 10.4 percent (0.0807 grams) was 
water. The dry matter in the cubic centimeter was 0.695 grams. Table 3 
shows the elemental composition of the dry matter based on the Doty 
analyses. On the basis of 1 cubic centimeter, 0.310 grams of the dry 
matter was oxygen, 0.0446 grams was hydrogen and 0.332 grams were other 
light elements, mostly carbon. Of the 0.0807 grams of water, 0.0717 grams 
was oxygen and 0.00896 grams was hydrogen. The total weight of the oxygen 
and elements other than hydrogen in the cubic centimeter was 0.721 grams. 
The total amount of hydrogen was 0,0536 grams. Expressed as a percentage 
of the total weight per unit volume, the corresponding figures were 92.9 
percent and 6.9 percent. 
The number of electrons associated with 100 atomic mass units of the 
corn was 53.6. The final step in the calculation was to determine the 
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number of electrons per unit volume. Avogadro's number (6.02 X 10 
molecules per gram molecular weight) was multiplied by the density of the 
material and by the number of electrons per atomic mass unit (0.536) to 
23 
give an electron density of 2.50 X 10 electrons per cubic centimeter. 
Tables 14 to 18 show the complete elemental and electron analyses 
for the grains. These results show that the moisture content has very 
little effect on the number of electrons per atomic mass unit. Even 
over the entire range of possible moisture contents, the effect was 
small. Table 19 shows the results of theoretical calculations for corn 
with a constant density of 0.700 grams per cubic centimeter. Five dif­
ferent moisture contents have been considered. The total variation in 
the number of electrons per atomic mass unit is only 4,4 percent. For 
the practically important range of moisture contents, the percentage 
variation due to moisture is even less. 
Another interesting point emphasized by the tables is that the 
number of electrons per atomic mass unit is essentially constant for all 
Table 14. The elemental composition and electron density of corn 
Identi- Average 
fication density Oxygen content Hydrogen content 
gm/cm^ gm/cm^ % gm/cm^ % 
Other elements 
gm/ cm 
Electrons 
per atomic Electron density 
% unit 10,23 electrons/cm^ 
4 0.776 0.382 49.2 0.0536 6.91 0.339 43.7 0.534 2.50 
8 0.708 0.350 49.4 0.0494 6.98 0.307 43.4 0.534 2.28 
10 0.779 0.385 49.4 0.0543 6.97 0.338 43.4 0.534 2.50 
13 0.703 0.351 49.9 0.0494 7.03 0.302 43.0 0.535 2.26 
16 0.777 0.389 50.1 0.0545 7.01 0.333 42.9 0.536 2.51 
20 0.773 0.389 50.3 0.0546 7.06 0.328 42.4 0.535 2.49 
21 0.700 0.353 50.4 0.0494 7.06 0.297 42.4 0.535 2.25 
28 0.768 0.391 50.9 0.0547 7.12 0.322 41.9 0.536 2.48 
31 0.694 0.354 51.0 0.0494 7.12 0.291 41.9 0.536 2.24 
40 0.760 0.389 51.2 0.0543 7.14 0.316 41.6 0.535 2.45 
42 0.686 0.351 51.2 0.0490 7.14 0.285 41.5 0.535 2.21 
50 0.675 0.348 51.6 0.0486 7.20 0.277 41.0 0.535 2.17 
51 0.754 0.389 51.6 0.0542 7.19 0.310 41.1 0.536 2.43 
Table 14. (Continued) 
Identi- Average Electrons 
flcatlon density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit ipZS giectrons/cm^ 
59 0.731 0.380 52.0 0.0528 7.22 0.297 40.6 0.535 2.35 
61 0.650 0.337 51.8 0.0470 7.23 0.265 40.8 0.535 2.09 
70 0.723 0.377 52.1 0.0525 7.26 0.292 40.4 0.536 2.33 
71 0.635 0.332 52.3 0.0461 7.26 0.257 40.5 0.538 2.06 
80 0.703 0.373 53.1 0.0517 7.35 0.278 39.5 0.538 2.28 
81 0.622 0.330 53.1 0.0457 7.35 0.246 39.5 0.538 2.01 
90 0.683 0.367 53.7 0.0507 7.42 0.264 38.7 0.537 2.21 
91 0.605 0.326 53.9 0.0450 7.44 0.233 38.5 0.537 1.96 
Table 15. The elemental composition and electron density of milo 
Identi- Average 
fication density Oxygen content Hydrogen content 
gm/ cm- % gm/cm- % 
Other elements 
gm/cmr % 
Electrons 
per atomic Electron density 
mass unit 23 3 
10 electrons/cm 
1 0.842 0.417 49.6 0.0589 7.00 0.367 43.5 0.536 2.72 
5 0.825 0.412 49.9 0.0582 7.05 0.355 43.0 0.536 2.66 
11 0.739 0.373 50.4 0.0525 7.10 0.314 42.5 0.536 2.38 
15 0.831 0.419 50.5 0.0590 7.10 0.353 42.5 0.536 2.68 
22 0.829 0.422 50.9 0.0593 7.15 0.348 42.0 0.537 2.68 
23 0.745 0.379 50.8 0.0532 7.14 0.313 42.0 0.536 2.40 
32 0.824 0.424 51.4 0.0594 7.21 0.341 41.3 0.536 2.66 
33 0.739 0.380 51.4 0.0532 7.20 0.306 41.4 0.536 2.38 
41 0.810 0.420 51.9 0.0587 7.25 0.332 41.0 0.537 2.62 
43 0.728 0.376 51.7 0.0526 7.23 0.299 41.1 0.536 2.35 
52 0.795 0.414 52.1 0.0578 7,27 0.323 40.6 0.537 2.57 
53 0.715 0.372 52.0 0.0520 7.27 0.291 40.7 0.537 2.31 
62 0,785 0.413 52.6 0.0575 7.32 0.315 40.2 0.537 2.54 
Table 15. (Continued) 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit igZS electrons/cm^ 
64 0.707 0.370 52.4 0.0516 7.30 0.286 40.5 0.537 2.29 
72 0.706 0.372 52.7 0.0519 7.35 0.282 40.0 0.537 2.28 
73 0.782 0.411 52.6 0.0573 7.33 0.314 40.2 0.537 2.53 
82 0.689 0.367 53.2 0.0510 7.40 0.270 39.2 . 0.537 2.23 
83 0.759 0.404 53.2 0.0561 7.39 0.299 39.4 0.537 2.45 
Table 16. The elemental composition and electron density of oats 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm % gm/cm^ % gm/cm^ % mass unit igZS electrons/cm^ 
18 0.467 0.218 46.; 0.0320 6.85 0.216 46.3 0.534 1.50 
19 0.543 0.255 47.b 0.0373 6.87 0.252 46.4 0.536 1.75 
29 0.533 0:255 47.8 0.0371 6.96 0.242 45.4 0.536 1.72 
30 0.462 0.220 47.7 0.0321 6.95 0.209 45.3 0.535 1.49 
38 0.541 0.260 48.1 0.0379 7.01 0.242 44.8 0.534 1.74 
39 0.466 0.224 48.1 0.0326 7.00 0.209 44.9 0.535 1.50 
48 0.533 0.260 48.8 0.0376 7.05 0.236 44.2 0.537 1.72 
49 0.458 0.223 48.6 0.0323 7.05 0.203 44.3 0.536 1.48 
55 0.533 0.262 49.2 0.0378 7.09 0.233 43.7 0.536 1.72 
56 0.464 0.228 49.2 0.0329 7.09 0.203 43.7 0.536 1.50 
63 0.533 0.265 49.7 0.0381 7.15 0.230 43.1 0.537 1.72 
65 0.465 0.230 49.5 0.0332 7.14 0.202 43.5 0.536 1.50 
74 0.527 0.264 50.1 0.0379 7.19 0.225 42.7 0.536 1.70 
Table 16. (Continued) 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm % gm/cm^ % gm/cm^ % mass unit io23 electrons/cm^ 
75 0.456 0.229 50.3 0.0327 7.17 0.196 43.0 0.538 1.48 
84 0.507 0.261 51.5 0.0371 7.32 0.209 41.2 0.537 1.64 
85 0.439 0.225 51.2 0.0321 7.31 0.182 41.4 0.537 1.42 
92 0.423 0.223 52.7 0.0316 7.47 0.168 39.8 0.537 1.37 
93 0.494 0.260 52.6 0.0368 7.45 0.197 39.8 0.538 1.60 
98 0.489 0.263 53.8 0.0370 7.57 0.189 38.6 0.538 1.58 
99 0.412 0.222 53.9 0.0311 7.55 0.160 38.8 0.540 1.34 
Table 17. The elemental composition and electron density of soybeans 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit IQ23 electrons/cm^ 
2 0.794 0.271 34.2 0.0615 7.75 0.461 58.1 0.539 2.58 
6 0.795 0.276 34.7 0.0620 7.80 0.457 57.5 0.539 2.58 
7 0.801 0.278 34.8 0.0623 7.78 0.460 57.5 0.539 2.60 
12 0.716 0.254 35.5 0.0561 7.84 0.406 56.7 0.539 2.32 
17 0.800 0.283 35.4 0.0627 7.84 0.455 56.9 0.540 2.60 
24 0.789 0.285 36.2 0.0621 7.87 0.442 56.0 0.540 2.56 
25 0.712 0.257 36.1 0.0560 7.87 0.399 56.1 0.540 2.31 
34 0.708 0.260 36.8 0.0560 7.91 0.392 55.3 0.540 2.30 
35 0.787 0.290 36.9 0.0623 7.92 0.435 55.4 0.540 2.56 
44 0.774 0.290 37.4 0.0616 7.96 6.422 54.5 0.540 2.32 
45 0.703 0.262 37.3 0.0559 7.95 0.384 54.7 0.540 2.29 
54 0.772 0.293 38.0 0.0617 7.99 0.417 54.0 0.540 2.51 
57 0.700 0.266 38.0 0.0559 7.99 0.378 54.0 0.540 2.28 
66 0.767 0.296 38.6 0.0615 8.02 0.410 53.5 0.540 2.49 
Table 17. (Continued) 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
. gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit igZS electrons/cm^ 
67 0.700 0.269 38.4 0.0561 8.01 0.375 53.5 0.540 2.28 
76 0.753 0.294 39.0 0.0606 8.05 0.399 53.0 0.541 2.45 
77 0.687 0.267 38.9 0.0553 8.05 0.364 53.0 0.540 2.23 
86 0.676 0.276 40.8 0.0552 8.17 0.345 51.0 0.542 2.21 
87 0.746 0.304 41.6 0.0608 8.15 0.381 50.2 0.541 2.43 
94 0.669 0.284 42.5 0.0552 8.25 0.330 49.3 0.542 2.18 
95 0.729 0.307 42.1 0.0601 8.24 0.361 49.5 0.540 2.37 
100 0.732 0.315 43.1 0.0608 8.31 0.356 48.7 0.542 2.39 
101 0.669 0.207 42.9 0.0555 8.30 0.327 48.8 0.542 2.18 
Table 18. The elemental composition and electron density of wheat 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit io23 electrons/cm^ 
3 0.860 0.423 49.2 0.0594 6.91 0.378 43.9 0.535 2.77 
9 0.775 0.384 49.6 0.0537 6.93 0.338 43.6 0.535 2.50 
14 0.854 0.423 49.5 0.0592 6.93 0.372 43.6 0.535 2.75 
26 0.845 0.422 50.0 0.0590 6.98 0.364 43.1 0.535 2.72 
27 0.771 0.385 49.9 0.0538 6.98 0.332 43.1 0.535 2.48 
36 0.765 0.384 50.2 0.0536 7.01 0.327 42.8 0.535 2.46 
37 0.839 0.422 50.3 0.0590 7.03 0.358 42.7 0.535 2.70 
46 0.831 0.419 50.5 0.0585 7.04 0.353 42.5 0.535 2.68 
47 0.754 0.381 50.5 0.0531 7.04 0.320 42.5 0.535 2.43 
58 0.825 0.420 50.9 0.0585 7.09 0.347 42.1 0.536 2.66 
60 0.741 0.377 50.9 0.0524 7.07 0.312 42.2 0.536 2.39 
68 0.808 0.414 51.2 0.0575 7.12 0.337 41.7 0.536 2.61 
69 0.722 0.369 51.1 0.0513 7.11 0.302 41.8 0.536 2.33 
Table 18. (Continued) 
Identi- Average Electrons 
flcation density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit igZS electrons/cm^ 
78 0.789 0.405 51.4 0.0563 7.14 0.328 41.6 0.536 2.55 
79 0.710 0.365 51.4 0.0506 7.13 0.295 41.6 0.536 2.29 
88 0.687 0.358 52.2 0.0496 7.22 0.279 40.6 0.536 2.22 
89 0.770 0.402 52.2 0.0556 7.22 0.313 40.6 0.537 2.49 
96 0.755 0.400 53.0 0.0552 7.31 0.299 39.6 0.536 2.44 
97 0.677 0.360 53.2 0.0496 7.33 0.268 39.6 0.537 2.19 
102 0.680 0.366 53.8 0.0503 7.40 0.264 38.8 0.537 2.20 
103 0.752 0.404 53.8 0.0556 7.39 0.292 38.9 0.537 2.43 
Table 19. The elemental composition and electron density for corn at constant density 
Average Average 
density moisture Oxygen content 
gm/cm^ % gm/cm^ % 
Hydrogen content Other elements 
gm/cm^ % • gm/cm^ % 
Electrons 
per atomic Electron density 
mass unit igZS electrons/cm^ 
0.700 0 0*312 44.6 0.0452 6.46 0.342 48.8 0.532 2.24 
0.700 20 0.374 53.4 0.0517 7.39 0.273 39.0 0.536 2.26 
0.700 40 0.436 62.3 0.0592 8.46 0.205 29.3 0.544 2.29 
0.700 60 0.498 71.1 0.0647 9.24 0.137 19.6 0.546 2.30 
0.700 80 0.560 80.0 0.0777 10.2 0.0683 9.76 0.551 2.32 
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the grains. The relative amounts of oxygen and carbon differ among the 
grains but both of these elements have 1 electron for every 2 atomic mass 
units. Therefore, the relative amounts of the elements do not affect the 
electron density. The number of electrons per atomic mass unit is highest 
for the soybeans. Soybeans have a high protein content which in turn 
gives rise to larger amounts of hydrogen relative to the other elements. 
For all the grains, the difference between the number of electrons per 
atomic mass unit and 0.500 is the amount contributed by the hydrogen. 
Thus, the larger the proportion of hydrogen (as in soybeans), the more the 
number of electrons per atomic mass unit will exceed 0.300. 
The dominant factor in the variation of the electron density is the 
density of the grain. The grain density was influenced not only by the 
procedure used in filling but also by the moisture content of the grain. 
The effect of the moisture content on the grain density is shown in 
Figures 34 to 38. It should be emphasized that the moisture content of 
the grain was being increased. Had the moisture been decreasing the 
density-moisture relation probably would have been different. 
The electron density and the Klein-Nishina cross sections were 
combined to give the theoretical value of the total linear attenuation 
coefficients for the grains. The mass attenuation coefficients were 
calculated from the linear coefficients by dividing by the grain density. 
The theoretical values, the measured values and the percentages of 
difference between the two have been included in Tables 20 to 29. The 
results of the linear coefficients have been shown in graphical form in 
Figures 39 to 48. In the majority of the cases, the agreement between 
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Figure 34. Variation in the density of corn with increasing moisture content 
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Figure 37. Variation in the density of soybeans with increasing moisture content 
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Table 20. Comparison of the theoretical and measured linear attenuation 
coefficients for corn 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1,33 Mev gamma Difference 
fication rays, cmrl % rays, cm"^ % 
Theoretical Measured Theoretical Measured 
4 0.0489 0.0519 6.1 0.0457 0.0498 9.0 
8 0.0446 0.0469 5.2 0.0416 0.0446 7.2 
10 0.0489 0.0504 3.1 0.0457 0.0486 6.3 
13 0.0442 0.0460 4.1 0.0413 0.0443 7.3 
16 0.0491 0.0474 -3.5 0.0458 0.0463 1.1 
20 0.0487 0.0468 -3.9 0.0455 0.0452 -0.7 
21 0.0440 0.0451 2.5 0.0411 0.0432 5.1 
28 0.0485 0.0498 2.7 0.0453 0.0479 5.7 
31 0.0438 0.0456 4.1 0.0409 0.0438 7.1 
40 0.0479 0.0466 -2.8 0.0447 0.0451 0.9 
42 0.0432 0.0434 0.5 0.0404 0.0420 4.0 
50 0.0424 0.0451 6.4 0.0396 0.0434 9.6 
51 0.0475 0.0482 1.5 0.0444 0.0466 5.0 
59 0.0460 0.0462 0.4 0.0429 0.0451 5.1 
61 0.0409 0.0441 7.8 0.0382 0.0425 11.3 
70 0.0456 0.0447 -2.0 0.0425 0.0427 0.5 
71 0.0403 0.0396 -1.7 0.0376 0.0383 1.9 
80 0.0446 0.0477 7.0 0.0416 0.0463 11.3 
81 0.0393 0.0392 -0.3 0.0367 0.0378 3.0 
90 0.0432 0.0444 2.8 0.0404 0.0424 5.0 
91 0.0383 0.0394 2.9 _ 0.0358 0.0378 5.6 
98 
Table 21. Comparison of the theoretical and measured linear attenuation 
coefficients for milo 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm"^ % rays, cm" ^ % 
Theoretical Measured Theoretical Measured 
1 0.0532 0.0527 -0.9 0.0497 0.0494 -0.6 
5 0.0520 0.0520 0.0 0.0486 0.0495 1.9 
11 0.0466 0.0460 -1.3 0.0435 0.0443 1.8 
15 0.0524 0.0519 -1.0 0.0489 0.0503 2.9 
22 0.0524 0.0517 -1.3 0.0489 0.0499 2.0 
23 0.0469 0.0460 -1.9 0.0438 0.0445 1.6 
32 0.0520 0.0504 -3.1 0.0486 0.0488 0.4 
33 0.0466 0.0465 -0.2 0.0435 0.0444 2.1 
41 0.0512 0.0506 -1.2 0.0478 0.0487 1.9 
43 0.0460 0.0448 -2.6 0.0429 0.0430 0.2 
52 0.0503 0.0496 -1.4 0.0469 0.0477 1.7 
53 0.0452 0.0426 -5.8 0.0422 0.0416 -1.4 
62 0.0497 0.0489 -1.6 0.0464 0.0470 1.3 
64 0.0448 0.0434 -3.1 0.0418 0.0418 0.0 
72 0.0446 0.0430 -3,6 0.0416 0.0415 -0.2 
73 0.0494 0.0489 -1.0 0.0462 0.0484 4.8 
82 0.0436 0.0429 -1.6 0.0407 0.0412 1.2 
83 0.0479 0.0474 -1.0 0.0447 0.0456 2.0 
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Table 22. Comparison of the theoretical and measured linear attenuation 
coefficients for oats 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm"l % rays, cm"^ % 
Theoretical Measured Theoretical Measured 
18 0.0293 0.0317 8.2 0.0274 0.0305 11.3 
19 0.0342 0.0357 4.4 0.0320 0.0334 4.4 
29 0.0336 0.0349 3.9 0.0314 0.0337 7.3 
30 0.0291 0.0293 0.7 0.0272 0.0280 2.9 
38 0.0340 0.0354 4.1 0.0318 0.0343 7.9 
39 0.0293 0.0297 1.4 0.0274 0.0287 4.7 
48 0.0336 0.0342 1.8 0.0314 0.0333 6.1 
49 0.0289 0.0279 -3.5 0.0270 0.0274 1.5 
55 0.0336 0.0345 2.7 0.0314 0.0331 5.4 
56 0.0293 0.0304 3.8 0.0274 0.0292 6.6 
63 0.0336 0.0347 3.3 0.0314 0.0342 8.9 
65 0.0293 0.0314 7.2 0.0274 0.0304 10,9 
74 0.0333 0.0340 2.1 0.0310 0.0322 3.9 
75 0.0289 0.0293 1.4 0.0270 0.0271 0.1 
84 0.0321 0.0331 3.1 0.0299 0.0315 5.4 
85 0.0278 0.0287 3.2 0.0259 0.0269 3.9 
92 0.0268 0.0276 3.0 0.0250 0.0264 5.6 
93 0.0313 0.0327 4.5 0.0292 0.0321 9,9 
98 0.0309 0.0326 5.5 0.0289 0.0313 8.3 
99 0.0262 0.0274 4.6 0.0245 0.0266 8.6 
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Table 23. Comparison of the theoretical and measured linear attenuation 
coefficients for soybeans 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1^33 Mev gamma Difference 
fication rays, cm"! % rays, cm"! % 
Theoretical Measured Theoretical Measured 
2 0.0505 0.0521 3.2 0.0471 0.0509 8.1 
6 0.0505 0.0521 3.2 0.0471 0.0499 5.9 
7 0.0509 0.0514 1.0 0.0475 0.0492 3.6 
12 0.0454 0.0458 0.9 0.0424 0.0445 5.0 
17 0.0509 0.0523 2.8 0.0475 0.0508 6.9 
24 0.0501 0.0516 3.0 0.0467 0.0496 6.2 
25 0.0452 0.0462 2.2 0.0422 0.0445 5.5 
34 0.0450 0.0471 4.7 0.0420 0.0456 8.6 
35 0.0501 0.0495 -1.2 0.0467 0.0483 3.4 
44 0.0493 0.0506 2.6 0.0460 0.0489 6.3 
45 0.0448 0.0457 2.0 0.0418 0.0442 5.7 
54 0.0491 0.0503 2.4 0.0458 0.0491 7.2 
57 0.0446 0.0449 0.7 0.0416 0.0439 5.5 
66 0.0487 0.0490 0.6 0.0455 0.0479 5.3 
67 0.0446 0.0441 -1.1 0.0416 0.0424 1.9 
76 0.0479 0.0484 1.0 0.0447 0.0464 3.8 
77 0.0436 0.0433 -0.7 0.0407 0.0419 2.9 
86 0.0432 0.0426 -1.4 0.0404 0.0408 1.0 
87 0.0475 0.0496 4.4 0.0444 0.0466 5.0 
94 0.0426 0.0442 3.8 0.0398 0.0425 6.8 
95 0.0464 0.0482 3.9 0.0433 0.0459 6.0 
100 0.0467 0.0481 3.0 0.0436 0^0455 4:4 
101 0.0426 0.0416 -2.3 0.0398 0.0407 2.3 
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Table 24. Comparison of the theoretical and measured linear attenuation 
coefficients for wheat 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm"! % rays, cm"^ % 
Theoretical Measured Theoretical Measured 
3 0.0542 0.0538 -0.7 0.0506 0.0520 2.8 
9 0.0489 0.0485 -0.8 0.0457 0.0466 2.0 
14 0.0538 0.0532 -1.1 0.0502 0.0515 2.6 
26 0.0532 0.0521 -2.1 0.0497 0.0506 1.8 
27 0.0485 0.0483 -0.4 0.0453 0.0469 3.5 
36 0.0481 0.0478 -0.6 0.0449 0.0461 2.7 
37 0.0528 0.0519 -1.7 0.0493 0.0503 2.0 
46 0.0524 0.0523 -0.2 0.0489 0.0505 3.3 
47 0.0475 0.0477 0.4 0.0444 0.0461 3.8 
58 0.0520 0.0515 -1.0 0.0486 0.0493 1.4 
60 0.0467 0.0468 0.2 0.0436 0.0450 3.2 
68 0.0511 0.0507 -0.8 0.0477 0.0483 1.3 
69 0.0456 0.0453 -0.7 0.0425 0.0440 3.5 
78 0.0499 0.0508 1.8 0.0466 0.0490 5.2 
79 0.0448 0.0441 -1.6 0.0418 0.0423 1.2 
88 0.0434 0.0432 -0.5 0.0405 0.0418 3.2 
89 0.0487 0.0485 -0;4 0.0455 0.0464 2;0 
96 0.0477 0.0480 0.6 0.0446 0.0454 1.8 
97 0.0428 0.0420 -1.9 0.0400 0.0403 0.8 
L02 0.0430 0.0418 -2.8 0.0402 0.0405 0.7 
L03 0.0475 0.0485 2.1 0.0444 0.0469 5.6 
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Table 25. Comparison of the theoretical and measured mass attenuation 
coefficients for corn 
Mass attenuation Mass attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm^/gm % rays, cm^/gm 
Theoretical Measured Theoretical Measured 
4 0.0630 0.0657 4.2 0.0589 0.0631 7.1 
8 0.0630 0.0657 4.2 0.0588 0.0624 6.0 
10 0.0628 0.0637 1.1 0.0587 0.0615 4.4 
13 0.0629 0.0647 2.8 0.0587 0.0623 5.8 
16 0.0632 0.0602 -4.5 0.0589 0.0589 0.0 
20 0.0630 0.0599 -5.0 0.0589 0.0579 -1.7 
21 0.0629 0.0637 1.1 0.0587 0.0610 3.7 
28 0.0632 0.0640 1.4 0.0590 0.0616 4.7 
31 0.0631 0.0647 2.7 0.0589 0.0621 5.3 
40 0.0630 0.0604 -4.2 0.0588 0.0585 -0.6 
42 0.0630 0.0624 -1.0 0.0589 0.0604 2.6 
50 0.0628 0.0655 3.9 0.0587 0.0632 7.2 
51 0.0630 0.0628 -0.4 0.0589 0.0606 2.9 
59 0.0629 0.0619 -1.7 0.0587 0.0603 2.3 
61 0.0629 0.0663 5.2 0.0588 0.0639 8.6 
70 0.0631 0.0610 -3.2 0.0588 0.0582 -1.3 
71 0.0635 0.0611 -3.0 0.0592 0.0591 -0.1 
80 0.0634 0.0668 6.0 0.0592 0.0647 9.8 
81 0.0632 0.0613 -3.1 0.0590 0.0592 0.4 
90 0.0633 0.0645 2.2 0.0592 0.0616 4.6 
91 0.0633 0.0636 0.9 0.0592 0.0610 3.7 
1
 
g 0.0631 0.0633 0.0589 0.0610 
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Table 26, Comparison of the theoretical and measured mass attenuation 
coefficients for milo 
Mass attenuation Mass attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm^/gm % rays, cm^/gm % 
Theoretical Measured Theoretical Measured 
1 0.0632 0.0619 -1.19 0.0590 0.0580 -1.7 
5 0.0630 0.0620 -1.8 0.0589 0.0590 0.1 
11 0.0631 0.0618 -2.1 0.0589 0.0595 0.9 
15 0.0631 0.0617 -2.2 0.0588 0.0598 1.6 
22 0.0632 0.0618 -2.1 0.0590 0.0596 1.1 
23 0.0630 0.0612 -3.1 0.0588 0.0592 0.3 
32 0.0631 0.0605 -4.2 0.0590 0.0585 -0.7 
33 0.0631 0.0622 -1.6 0.0589 0.0594 0.8 
41 0.0632 0.0614 1 ro
 
0.0590 0.0591 0.1 
43 0.0632 0.0608 -3.7 0.0589 0.0585 -0.7 
52 0.0633 0.0617 -2.2 0.0590 0.0594 0.8 
53 0.0631 0.0590 -6.6 0.0590 0.0577 -2.2 
62 0.0633 0.0612 -3.1 0.0591 0.0588 -0.4 
64 0.0634 0.0605 -4.2 0.0591 0.0583 -1.2 
72 0.0632 0.0602 -4.7 0.0589 0.0582 -1.3 
73 0.0632 0.0618 -2.2 0.0591 0.0612 3.8 
82 0.0633 0.0615 -2.6 0.0591 0.0591 0.0 
83 0.0631 0.0614 -2.7 0.0589 0.0590 0.1 
»rage 0.0632 0.0613 0.0590 0.0590 
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Table 27. Comparison of the theoretical and measured mass attenuation 
coefficients for oats 
Mass attenuation Mass attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
rays, cm^/gm % rays, cm^/gm % 
Theoretical Measured Theoretical Measured 
18 0.0627 0.0661 4.8 0.0587 0.0638 8.2 
19 0.0630 0.0649 3.0 0.0589 0.0606 2.8 
29 0.0630 0.0642 1.8 0.0589 0.0619 5.0 
30 0.0630 0.0623 -1.2 0.0589 0.0595 0.9 
38 0.0628 0.0643 1.9 0.0588 0.0624 5.9 
39 0.0629 0.0623 -1.2 0.0588 0.0603 2.2 
48 0.0630 0.0625 -0.8 0.0589 0.0608 3.1 
49 0.0631 0.0596 -5.4 0.0590 0.0585 -0.8 
55 0.0630 0.0638 1.2 0.0589 0.0613 3.9 
56 0.0631 0.0640 1.6 0.0591 0.0614 4.1 
63 0.0630 0.0640 1.6 0.0589 0.0630 6.8 
65 0.0630 0.0656 4.1 0.0589 0.0635 7.7 
74 0.0632 0.0636 0.9 0.0588 0.0604 2.4 
75 0.0634 0.0626 -0.7 0.0592 0.0579 -1.8 
84 0.0633 0.0633 0.0 0.0590 0.0602 2.1 
85 0.0633 0.0636 1.0 0.0590 0.0598 1.4 
92 0.0634 0.0636 1.0 0.0591 0.0608 3.1 
93 0.0634 0.0658 4.3 0.0591 0.0646 9.5 
98 0.0632 0.0659 4.6 0.0591 0.0634 7.6 
99 0.0636 0.0645 2.3 0.0595 0.0627 6.2 
îrage 0.0631 0.0638 0.0590 0.0626 
Table 28. Comparison of the theoretical and measured mass attenuation 
coefficients for soybeans 
Mass attenuation Mass attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm^/gm % rays, cm^/gm % 
Theoretical Measured Theoretical Measured 
2 0.0636 0.0644 1.3 0.0593 0.0630 6.0 
6 0.0635 0.0642 1.1 0.0592 0.0615 3.6 
7 0.0635 0.0630 -0.8 0.0593 0.0602 1.2 
12 0.0634 0.0632 -0.5 0.0592 0.0613 3.0 
17 0.0636 0.0640 0.8 0.0594 0.0622 4.8 
24 0.0635 0.0641 0.9 0.0592 0.0616 3.8 
25 0.0635 0.0637 -0.5 0.0593 0.0614 3.2 
34 0.0636 0.0651 2.5 0.0593 0.0631 6.1 
35 0.0637 0.0614 -3.3 0.0593 0.0600 1.0 
44 0.0637 0.0640 0.8 0.0594 0.0618 4.1 
45 0.0637 0.0642 0.9 0.0595 0.0622 4.7 
54 0.0636 0.0639 0.7 0.0593 0.0623 4.8 
57 0.0637 0.0632 -0.5 0.0594 0.0617 3.9 
66 0.0635 0.0628 -1.2 0.0593 0.0614 3.2 
67 0.0637 0.0618 -2.7 0.0594 0.0594 0.0 
76 0.0636 0.0630 -0.8 0.0594 0.0604 1.7 
77 0.0635 0.0619 -0.9 0.0592 0.0598 0.7 
86 0.0639 0.0622 -2.1 0.0598 0.0595 0.1 
87 0.0637 0.0654 3.0 0.0595 0.0615 3.4 
94 0.0637 0.0648 2.1 0.0595 0.0623 4.8 
95 0.0636 0.0645 1.6 0.0594 0.0614 3.3 
100 0.0638 0.0646 1.7 0.0596 0.0611 2.8 
101 0.0637 0.0612 -3.6 0.0595 0.0598 0.8 
rerage 0.0636 0.0635 0.0594 0.0613 
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Table 29. Comparison of the theoretical and measured mass attenuation 
coefficients for wheat 
Mass attenuation Mass attenuation 
coefficients for coefficients for 
Identi- 1.17 Mev gamma Difference 1.33 Mev gamma Difference 
fication rays, cm^/gm % rays, cm^/gm % 
Theoretical Measured Theoretical Measured 
3 0.0630 0.0621 -1.5 0.0588 0.0600 1.8 
9 0.0631 0.0618 -1.9 0.0590 0.0593 0.4 
14 0.0630 0.0619 -1.8 0.0588 0.0599 1.5 
26 0.0630 0.0612 -2.9 0.0588 0.0594 0.8 
27 0.0629 0.0617 -2.1 0.0588 0.0598 1.4 
36 0.0629 0.0615 -2.5 0.0587 0.0594 0.8 
37 0.0629 0.0612 -3.0 0.0588 0.0592 0.2 
46 0.0631 0.0621 -1.5 0.0588 0.0601 1.9 
47 0.0630 0.0624 -1.1 0.0589 0.0602 2.0 
58 0.0630 0.0618 -2.0 0.0589 0.0591 0.1 
60 0.0630 0.0619 -1.9 0.0588 0.0595 0.9 
68 0.0632 0.0615 -2.5 0.0590 0,0587 -0.5 
69 0.0632 0.0619 -1.9 0.0589 0.0602 2.0 
78 0.0632 0.0627 -0.6 0.0591 0.0605 2.6 
79 0.0631 0.0608 -3.6 0.0589 0.0583 -1.1 
88 0.0632 0.0620 -1.7 0.0590 0.0601 1.9 
89 0.0632 0.0622 -1.5 0.0591 0.0595 0.9 
96 0.0632 0.0627 -0.6 0.0591 0.0594 0.8 
97 0.0632 0.0612 -2.9 0.0591 0.0587 -0.5 
102 0.0632 0.0606 -3.9 0.0591 0.0588 -0.4 
103 0.0632 0.0643 1.8 0.0590 0.0621 5.2 
Average 0.0631 0.0619 0.0589 0.0596 
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Figure 39. Comparison of the calculated and measured linear attenuation coefficients for corn. 
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Figure 40. Comparison of the calculated and measured linear attenuation coefficients for corn. 
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Figure 41. Comparison of the calculated and measured linear attenuation coefficients for 
milo. Energy = 1.17 Mev 
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Figure 43. Comparison of the calculated and measured linear attenuation coefficients for 
oats. Energy = 1.17 Mev 
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Figure 44. Comparison of the calculated and measured linear attenuation coefficients for 
oats. Energy = 1,33 Mev 
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Figure 45. Comparison of the calculated and measured linear attenuation coefficients for 
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Figure 48. Comparison of the calculated and measured linear attenuation coefficients for 
wheat. Energy = 1.33 Mev 
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the theory and the measured values is within +3 percent. The extreme 
differences are within 12 percent of the theoretical values. 
An analysis of the differences between the theory and the measure­
ments was made to determine the extent of the experimental error. The 
experimental procedure contained three sources of error. First, the error 
associated with the cross-section area and volume of the absorber 
container. Second, the error associated with the weighing of the sanq)les. 
And, third, the error associated with the increase in grain density during 
a set of measurements. Each of these will be examined separately. 
The width and depth of the container was found to vary between 12.9 
and 13.1 centimeters. The grain thickness was controlled slightly more 
accurately but a maximum variation in thickness of +1 millimeter will be 
assumed. The error associated with the volume of the container is the 
error associated with the product of the container length, width and 
depth. Thé formula to be used in this case is 
where o^, oy and are the percentage errors in the width, depth and 
length, respectively (18, p. 109). These values were = 0.77 percent, 
Oy = 0.77 percent and = 0.29 percent when z = 35 centimeters. The 
error in the volume was 1.1 percent. This error was slightly less when 
the container was completely full of grain and slightly more for small 
grain thicknesses. 
The scale on which the grain samples were weighed was read to the 
nearest hundredth of a pound (approximately 5 grams). When the container 
a 
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was half full of grain, 5 grams was 0.1 percent of the total grain weight. 
Thus, the error associated with the grain density when the container was 
half full was a little more than 1.1 percent. 
The third source of error in the filling and weighing procedure 
resulted from the increase in density of the grain as the thickness of 
the grain was increased. Care was taken so that the container would not 
receive any large disturbance. However, in the course of a series of 
measurements, the container did have to be moved from the beam to the 
scale to the filling area and back to the beam. This amount of normal 
handling resulted in some increase in density during the run. Figures 49 
to 33 show the variation in density of the grains as the measurements 
proceeded. The average densities and moisture contents are shown for each 
of the set of measurements. The increase in density between thicknesses 
of 10 and 70 centimeters was about 2 to 4 percent of the average density. 
The increase not only occurred for the unvibrated samples but also for 
those runs where the vibrating table was used. 
In the measurement of the linear attenuation coefficients, it is 
assumed that the material is homogeneous; i.e., the density does not 
change throughout the mass. In calculating the regression line for the 
linear coefficients this assumption was made but was clearly violated. 
The effect of the slowly increasing density (when the assumption of 
constant density had been made) was to increase the absorbing power of the 
medium at a faster rate than could be solely accounted for by the increas­
ing thickness. This in turn elevated the measured linear attenuation 
coefficient with respect to the theoretical value based on the average 
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Figure 49. Variation in the density of corn during the attenuation coefficient measurements 
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Figure 50. Variation in the density of milo during the measurement of the attenuation 
coefficients i 
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Figure 51, Variation in the density of oats during the measurement of the attenuation 
coefficients 
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Figure 52, Variation in the density of soybeans during the measurement of the attenuation 
coefficients 
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Figure 53. Variation in the density of wheat during the measurement of the attenuation 
coefficients 
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density. This is believed to be the major reason for the measured linear 
coefficients being generally higher than the calculated values. 
The small-seeded grains (milo and wheat) tended to lodge in the slots 
in the sides of the container. The seeds in these slots were included in 
the net weight but the volume of the slots was not considered in the 
density calculations. This resulted in the calculated density being 1 to 
2 percent higher than the actual density. Considering only this fact, 
the calculated linear attenuation coefficients for these two grains would 
have been higher than the measured values. However, this effect was 
partially compensated by the effect of slowly increasing density. The net 
result was better agreement between theory and experiment for the milo and 
wheat than for the other three grains. 
The random nature of radioactive decay gives rise to counting errors. 
For this experiment sufficient counts were collected to maintain a 3 
percent counting accuracy at the 95 percent confidence level. The count­
ing error ranged from about 1 percent for small grain thicknesses to 3 
percent for larger thicknesses. 
Confidence limits were placed on each of the regression lines to 
determine how accurately the slope was known. The percentage limits at 
the 95 percent level for each of the slopes were averaged. The results 
of this averaging are shown in Table 30. The confidence limits associated 
with the attenuation coefficients show that many of the deviations of the 
measured attenuation coefficients from the calculated values were not 
significant at the 95 percent level. 
The forages examined in this experiment were not analyzed for 
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Table 30. Average confidence limits at the 95 percent level for the 
measured attenuation coefficients 
Average confidence limits at tue 95 percent level, percent 
Grain Linear attenuation Mass attenuation 
coefficients coefficients 
1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
Corn 1.6 1.7 1.6 1.7 
Milo 0.8 1.0 0.7 0.9 
Oats 1.3 1.4 1.4 1.4 
Soybeans 1.3 1.3 1.3 1.3 
Wheat 0.8 0.9 0.8 0.9 
elemental composition nor for the feeding composition. Rather, typical 
feeding values were takeu zrom Morrison (15). Examination of the wide 
range of forage qualities covered by Morrison shows that there is very 
little variation in the feeding analyses. Also, the feeding analysis has 
little effect on the electron density. For these reasons a formal analysis 
of the forages was not necessary. 
Table 31 shows the feeding analyses used for the forages. Tables 32 
Table 31. Feeding analyses of the forages 
Forage Protein Fat" Fiber Ash Nitrogen-free 
extract 
(Percent of dry weight) 
2.20 31.9 9.06 40.4 
2.45 40.2 7.02 45.7 
Alfalfa hay 16.4 
Oat straw 4.57 
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Table 32, The measured attenuation coefficients for the forages 
Identi­
fication 
Average 
moisture 
content 
Average 
density 
Linear attenuation 
coefficients, cm"^ 
Mass attenuation 
coefficients, cm^/gm 
% gm/cm3 1.17 Mev 1.33 Mev 1.17 Mev 1.33 Mev 
Hay 
wafers 11.4 0.712 0.0466 0.0450 0.0616 0.0594 
Hay 
wafers 8.6 0.502 0.0269 0.0263 0.0556 0.0543 
Baled 
alfalfa 8.8 0.132 0.00812 0.00799 0.0624 0.0613 
Baled 
oat straw 10.4 0.101 0.00715 0.00664 0.0698 0.0650 
and 33 show the measured attenuation coefficients and the elementary 
composition, respectively. It is of importance to note that numbers of 
electrons per atomic mass unit are nearly the same for the forages and the 
grain. This factor ultimately determines the theoretical mass attenuation 
coefficient of a material. Therefore, even though these materials have 
significantly different compositions, the mass attenuation coefficient is 
a constant. 
Table 34 compares the theoretical and experimental results for the 
forages. The linear coefficients are not very significant for the forages 
because of the wide variation in density among the individual wafers. 
This density variation is eliminated to some extent in the mass coefficients 
as evidenced by the small differences between the theoretical and measured 
values. The 95 percent confidence limits on these measurements ranged 
Table 33, Elementary composition and electron density of the forages 
Identi- Average Electrons 
fication density Oxygen content Hydrogen content Other elements per atomic Electron density 
gm/cm^ gm/cm^ % gm/cm^ % gm/cm^ % mass unit igZS electrons/cm^ 
Hay 
wafers 0.712 0.323 45.4 0.0462 6.49 0.343 48.2 0.533 2.28 
Hay 
wafers 0.502 0.221 44.0 0.0318 6.33 0.249 49.6 0.531 1.60 
Baled 
alfalfa 0.132 0.0581 44.1 0.00836 6.34 0.0652 49.5 0.531 0.422 
Baled 
oat 
straw 0.101 0.0492 48.7 0.00657 6.50 0.0458 45.3 0.535 0.325 
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Table 34, Comparison of the theoretical and measured attenuation 
coefficients for the forages 
Linear attenuation Linear attenuation 
coefficients for coefficients for 
1.17 Mev gamma Difference 1.33 Mev gamma Difference Identi-
% 
Theoretical Measured Theoretical Measured 
Hay 
wafers 0,0446 0.0466 4,5 0.0626 0,0616 -1,6 
Hay 
wafers 0.0313 0.0269 -14,1 0.0624 0,0556 -10,9 
Baled 
alfalfa 
hay 0.00825 0,00812 -1,6 0.0625 0,0624 -0,2 
Baled 
oat 
straw 0.00636 0,00715 12,4 0,0630 0,0698 10,8 
from a low of +1 percent for the mass coefficients for the second set of 
hay wafers to a high of +13,9 percent for the linear coefficients for the 
baled oat straw. 
Experiments with Cesium-137 
A small cesium-137 source was used to measure the linear and mass 
attenuation coefficients of each of the grains. The results of these 
experiments are shown in Table 35, 
In general, the results are liot as good as those obtained in the 
previous experiments. The difference in the theoretical and measured 
values are just significant at the 95 percent level for corn and soybeans. 
Table 35. A conçarison of the measured and calculated attenuation coefficients for 0.662 Mev gamma 
rays 
Average Electron 
Average moisture density Linear attenuation Differ- Mass attenuation Differ-
Grain density content 10^3 elec- coefficients. cm"l ence coefficients, cm^/gm ence 
gm/cm^ % trons/cm^ Theoretical Measure. % Theoretical Measured % 
Corn 0.704 10.5 2.27 0.0615 0.0586 4.9 0.0832 0.0867 4.3 
Milo 0.746 12.7 2.40 0.0619 0.0621 0.3 0.0830 0.0826 -0.5 
Oats 0.454 11.3 1.46 0.0377 0.0400 6.1 0.0830 0.0867 4.5 
Soybeans 0.709 10.3 2.30 0.0593 0.064> 8.8 0.0836 0.0898 7.4 
Wheat 0.788 11.8 2.53 0.0653 O.Of 4 0.2 0.0830 0.0821 -1.1 
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As was noted before, better agreement with the theory is obtained with 
the smaller seeded grains. 
Extension of the Results 
It was shown in the previous sections that there were 0.536 electrons 
per atomic mass unit in the grains as well as the forages. There were 
some slight deviations from this number but all values were within 
+1 percent. The moisture content was found to have only a slight effect 
on the number of electrons per atomic mass unit. Thus, the linear 
attenuation coefficients for these materials varied only with the density 
and the Klein-Nishina cross sections. The coefficients were not affected 
by the type of grain or forage. 
The mass attenuation coefficient was constant for any given gamma-ray 
energy. It was the product of the number of electrons per atomic mass 
unit, the Klein-Nishina cross section and Avogardro's Number. The values 
were 0.0631 square centimeters per gram, 0.0589 square centimeters per 
gram and 0.0832 square centimeters per gram for gamma-ray energies of 1.33, 
1.17 and 0.662 Mev, respectively. A graph of the variation in mass 
attenuation coefficients of grains and forages is shown in Figure 54. The 
results contained in this graph have broad applications. The linear 
attenuation coefficients can be found for any of the feedstuffs if the 
density of the material is known. The only limitation placed on the use 
of the graph is that the number of electrons per atomic mass unit must be 
about 0.536. It has been demonstrated that this is not a very serious 
limitation. 
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Figure 54. The mass attenuation coefficients for grains and forages 
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The graph covers the energy range from 0.1 to 100 Mev. This is well 
within the range of energies at which the Compton effect is dominant (see 
Figure 29). 
A family of curves has been plotted to give the linear attenuation 
coefficients of grains and forages for different densities and gamma-ray 
energies. Figures 55 and 56 show these results. 
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Figure 55. The linear attenuation coefficients for grains and forages 
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SUMMARY AND CONCLUSIONS 
An investigation was made of narrow-beam attenuation coefficients for 
grains and forages. The experimental measurements were made on corn, 
milo, oats, soybeans, wheat, alfalfa hay and oat straw. The linear and 
mass attenuation coefficients were determined using the 1.33 Mev and 1.17 
Mev gamma rays from cobalt-60 and the 0.662 Mev gamma rays from cesium-137. 
The moisture contents of the grains were increased from approximately 10 
to 25 percent in increments of 1 percent. Two different grain densities 
were examined at each of the moisture contents. Attenuation measurements 
were made at each density and moisture combination. 
The theoretical attenuation coefficients were calculated for the 
materials based on the feeding analyses and Klein-Nishina cross sections 
for Compton scattering. It was found that the moisture content had no 
effect on the attenuation coefficients except as it influenced the grain 
density. The agreement between the measured and theoretical values was 
generally within +5 percent. 
Based on the experimental results, the general relationships between 
the attenuation coefficients, the material density and the gamma-ray 
energies have been established. Curves are presented to show these 
relationships. 
The conclusions drawn from this study are 
1. The methods derived can be used to predict the elemental 
composition of grains and forages from the feeding analyses. 
2. The measured attenuation coefficients show good agreement with 
the values calculated from the elemental composition. 
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The attenuation coefficients for grains and forages can be 
accurately predicted over a wide range of densities and for 
gamma-ray energies between 0.1 and 100 Mev. 
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SUGGESTIONS FOR FURTHER STUDY 
These experiments have uncovered only a few of the answers needed 
for the in-storage control of insects and molds in grains and forages. 
The following problems still need investigation: 
1. Measurement of broad beam attenuation coefficients for grains 
and forages. 
2. Measurement and calculation of buildup factors for grains and 
forages. 
3. The evaluation of the various sources of radiation that might 
be used. 
4. The design and construction of a facility for in-storage control 
of insects and molds in grains and forages. 
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APPENDIX B 
Table 36a. Sample data for determining attenuation coefficients* 
Date: June 23, 1964 High voltage: 858 volts 
Time: 1:15 PM Window width: 5 volts 
Material: Corn Background: 2 counts per minute 
Gain: 2 Identification: 4 
Base level; 56.0 and 64.0 volts 
Thickness Gross Net Net Volume Density Thickness 
weight weight weight 3 3 
cm lb lb gm cm gm/cm gm/cm 
2 9.545 0.545 247 338 0.731 1.46 
4 10.170 1.017 461 676 0.682 2.73 
6 10.739 1.739 789 1,014 0.778 4.67 
8 11.284 2.284 1,036 1,352 0.766 6.13 
10 11.864 2.864 1,299 1,690 0.769 7.69 
12 12.443 3.443 1,562 2,028 0.770 9.24 
14 13.023 4.023 1,825 2,366 0.771 10.80 
16 13.602 4.602 2,087 2,704 0.772 12.35 
18 14.205 5.205 2,361 3,042 0.776 13.97 
20 14.784 5.784 2,624 3,380 0.776 15.53 
22 15.341 6.341 2,876 3,718 0.774 17.02 
24 15.920 6.920 3,139 4,056 0.774 18.57 
26 16.534 7.534 3,417 4,394 0.778 20.22 
28 17.102 8.102 3,675 4,732 0.777 21.75 
®The operating conditions and the entries in this table apply to 
Tables 36b, 36c and 36d. 
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Table 36a. (Continued) 
Thickness 
cm 
Gross 
weight 
lb 
Net 
weight 
lb 
Net 
weight 
gm 
Volume 
3 
cm 
Density 
gm/cm^ 
Thickness 
gm/cm^ 
30 17.727 8.727 3,959 5,070 0.781 23.43 
32 18.318 9.318 4,227 5,408 0.782 25.01 
34 18.920 9.920 4,500 5,746 0.783 26.63 
36 19.489 10.489 4,758 6,084 0.782 28.15 
38 20.080 11.080 5,026 6,422 0.783 29.74 
40 20.648 11.648 5,284 6,760 0.782 31.27 
42 21.261 12.261 5,562 7,098 0.784 32.91 
44 21.841 12.841 5,825 7,436 0.783 34.47 
46 22.398 13.398 6,077 7,774 0.782 35.96 
48 23.023 14.023 6,361 8,112 0.784 39.19 
52 24.193 15.193 6,892 8,788 . 0.784 40.78 
54 24.750 15.750 7,144 9,126 0.783 42.27 
56 25.341 16.341 7,412 9,464 0.783 43.86 
58 25,932 16.932 7,680 9,802 0.784 45.44 
60 26.523 17.523 7,948 10,140 0.784 47.03 
62 27.159 18.159 8,237 10,478 0.786 48.74 
64 27.716 18.716 8,490 10,816 0.785 50.24 
66 28.364 19.364 8,784 11,154 0.788 51.98 
68 28.932 19.932 9,041 11,492 0.787 53.50 
70 29.511 20.511 9,304 11,830 0.786 55.05 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
30 
32 
34 
36 
38 
145 
Sample data for determining the attenuation coefficients for 
a gamma-ray energy of 1.17 Mev 
Count 
time 
min 
Counts Count rate 
cpm 
Logg of the 
count rate 
Incident 
intensity 
cpm 
5.00 237,962 47,592 
1.00 41,283 41,283 10.6282 
1.00 36,887 36,887 10.5156 47,834 
1.00 35,005 35,005 10.4632 
1.00 30,811 30,811 10.3356 47,551 
1.00 28,357 28,357 10.2526 
1.00 25,068 25,068 10.1293 47,712 
1.00 22,181 22,181 10.0070 
1.00 20,502 20,502 9.9283 47,950 
1.00 18,209 18,209 9.8097 
1.00 16,921 16,921 9.7363 47,250 
1.00 15,384 15,384 9.6411 
1.00 14,378 14,378 9.5735 47,578 
1.00 12,015 12,015 9.3939 
1.00 10,753 10,753 9.2829 47,279 
1.00 10,691 10,691 9.2772 
1.00 9,400 9,400 9.1485 47,419 
1.00 8,862 8,862 9.0895 
1.00 7,554 7,554 8.9298 47,455 
1.00 6,654 6,654 8.8030 
1.00 5,913 5,913 8.6849 47,603 
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Table 36b. (Continued) 
Thickness 
cm 
Count 
time 
min 
Counts Count rate 
cpm 
Logg of the 
count rate 
Incident 
intensity 
cpm 
42 1.00 5,227 5,227 8.5616 
44 1.00 4,546 4,546 8.4220 47,397 
46 1.10 4,324 3,931 8.2766 
48 1.20 4,351 3,626 8.1959 47,225 
50 1.30 4,547 3,498 8.1599 
52 1.50 4,586 3,057 8.0252 47,421 
54 1.60 4,496 2,810 7.9409 
56 1.90 4,842 2,548 7.8431 47,427 
58 2.00 4,724 2,362 7.7673 
60 2.20 4,504 2,047 7.6241 47,266 
62 2.40 4,595 1,915 7.5575 
64 2.60 4,449 1,711 7.4448 47,128 
66 2.80 4,402 1,572 7.3601 
68 3.10 4,422 1,426 7.2626 47,628 
70 3.40 4,352 1,280 7.1546 
0 5.00 237,585 47,517 
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Table 36c. Sample data for determining the attenuation coefficients for 
a gamma-ray energy of 1.33 Mev 
Thickness Count Counts Count rate Log^ of the Incident 
cm time cpm count rate intensity 
min cpm 
0 5.00 141,497 28,299 
2 1.00 25,031 25,031 10.1279 28,497 
4 1.00 22,271 22,271 10.0110 
6 1.00 21,047 21,047 9.9545 28,307 
8 1.00 18,594 18,594 9.8306 
10 1.00 17,193 17,193 9.7523 28,109 
12 1.00 15,303 15,303 9.6358 
14 1.00 13,664 13,664 9.5225 28,200 
16 1.00 12,921 12,921 9.4666 
18 1.00 11,056 11,056 9.3107 28,166 
20 1.00 10,282 10,282 9.2382 
22 1.00 9,667 9,667 9.1765 28,167 
24 1.00 8,929 8,929 9.0971 
26 1.00 7,660 7,660 8.9438 28,441 
28 1.00 6,842 6,842 8.8308 
30 1.00 6,747 6,747 8.8169 28,369 
32 1.00 5,951 5,951 8.6913 
34 1.00 5,718 5,718 8.6514 28,277 
36 1.00 4,912 4,912 8.4994 
38 
40 
42 
44 
46 
48 
50 
52 
54 
56 
58 
60 
62 
64 
66 
68 
70 
0 
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(Continued) 
Count Counts Count rate Log^ of the 
count rate 
min 
1.10 4,722 
1.20 4,768 
1.40 4,603 
1.50 4,478 
1.70 4,453 
1.90 4,580 
2.10 4,794 
2.20 4,593 
2.50 4,644 
2.90 4,912 
3.00 4,693 
3.30 4,518 
3.40 4,453 
4.00 4,858 
4.20 4,481 
4.60 4,314 
5.00 4,536 
5.00 142,848 
4,293 8.3647 
3,973 8.2873 
3,288 8.0980 
2,985 8.0014 
2,619 7.8705 
2,411 7.7878 
2,283 7.7332 
2,088 7.6440 
1,858 7.5273 
1,694 7.4348 
1,564 7.3550 
1,369 7.2218 
1,310 7.1778 
1,215 7.1025 
1,067 6.9726 
938 6.8437 
907 6.8101 
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Table 36d. Sample data for determining the moisture content of the 
grain 
Moisture sample number 
Can number 48 98 347 
Gross wet weight, gm 161.33 178.02 170.07 
Can weight, gm 55.48 55.74 57.38 
Net wet weight, gm 105.85 122.28 112.69 
Gross dry weight, gm 150.22 165.36 158.49 
Water weight, gm 11.11 12.66 11.58 
Moisture content, % 10.5 10.4 10.3 
