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We introduce and analyze several low-dimensional scattering systems that exhibit geometric phase
phenomena. The systems are fully solvable and we compare accurate solutions of them with those
obtained in a Born-Oppenheimer projection approximation. We illustrate how geometric magnetism
manifests in them, and explore the relationship between solutions obtained in the diabatic and
adiabatic pictures. We provide an example, involving a neutral atom dressed by an external field, in
which the system mimics the behavior of a charged particle that interacts with, and is scattered by, a
ferromagnetic material. We also introduce a similar system that exhibits Aharonov-Bohm scattering.
We propose possible practical applications. We provide a theoretical approach that underscores
universality in the appearance of geometric gauge forces. We do not insist on degeneracies in the
adiabatic Hamiltonian, and we posit that the emergence of geometric gauge forces is a consequence
of symmetry breaking in the latter.
PACS numbers: 03.65.-w,03.65.Aa,03.65Nk,03.65.Vf,34.30.Cf
I. INTRODUCTION
The Born-Oppenheimer (BO) approximation allows
the replacement of a complex many-body problem by a
mean field description in which the motion of atoms can
be accurately described. The dynamics of the latter are
governed by an effective force F generated by a scalar
potential that represents the collective motion of the fast
degrees of freedom, i.e. the electrons. According to the
Hellmann-Feynman theorem[1]
F = −∇ (R) (1)
where  is the Born-Oppenheimer energy (including
higher-order corrections[2]) of the electronic state and R
typically describes the geometry of the atomic ensemble.
Molecular spectroscopy, atomic collision phenomena, as
well as molecular dynamics simulations are just some of
the applications that derive their utility from the impli-
cations of Eq. (1). In its modern expression[3–5] BO
theory also allows for an additional contribution to Eq.
(1), that of an induced effective “magnetic” force[5–8]
Fm ≡ v
2
×B −B × v
2
B =∇× ~A (2)
where v is the atom velocity operator[5] and A is a vec-
tor potential. This effective force is sometimes called
geometric magnetism, a term coined by M.V. Berry, and
is the nomenclature we adopt here.
Advances[9–14] in the manipulation of cold atomic
matter has allowed researchers to “dress” atoms via the
application of laser fields in order to induce gauge po-
tentials that manifest as effective Lorentz forces on the
atoms. This phenomenon has been called, “artificial”[13]
∗ bernard@physics.unlv.edu
or “synthetic”[10] magnetism and in a laboratory real-
ization of it[9], a BEC cloud was observed to undergo
cyclotron motion in the same manner charged particles
behave in a magnetic field. The effect has important im-
plications for the control of atomic matter, and offers a
novel route to quantum magnetism[12, 15].
In this paper we address the question; what is the rela-
tionship between geometric and induced synthetic mag-
netism? The appearance of vector gauge potentials in
molecular physics was first demonstrated by Mead and
Truhlar[16] in their study of pathologies associated with
conical intersections (degeneracies of distinct BO molec-
ular energies at an isolated point Rc). At a conical in-
tersection the phase of the BO wavefunction is undefined
and, in order to avoid multi-valuedness, Mead and Truh-
lar introduced a compensating phase factor to accom-
pany the nuclear wavefunction. They argued that such
a procedure is equivalent to minimally coupling the nu-
clear motion with a non-trivial vector potential[16]. The
Mead-Truhlar gauge potential does not exhibit geometric
magnetism but since Berry’s vector potential[6, 17] has
non-vanishing curl, systems exhibiting the latter do. In
the Mead-Truhlar treatment degeneracy plays a central
role as it does in Berry’s Hamiltonian[17]. Degeneracy
is also an essential ingredient in the non-Abelian gener-
alization of Berry’s phase[18]. Thus the appearance of
geometric phases has historically been associated with
systems in which degeneracies manifest. This does not
appear to be the case for artificial magnetism[13] and
so it is worthwhile to further investigate the relationship
between the two phenomena.
In applications[19–21] it is often necessary to go be-
yond BO theory and exploit a multi-channel generaliza-
tion of it, the Born-Huang expansion or the method of
perturbed stationary states (PSS)[22]. In atomic collision
theory the latter lead to equations that have the form[5]
− ~
2
2m
(∇− iA)2F + V F = EF (3)
where F is a multi-channel amplitude expressed as a col-
ar
X
iv
:1
20
2.
29
08
v3
  [
qu
an
t-p
h]
  2
3 O
ct 
20
12
2umn matrix, A is a matrix-valued vector potential, and
V is a diagonal scalar-valued matrix whose elements con-
sist of the BO eigenvalues associated with each channel
and E is the total energy eigenvalue. If a complete set of
channel states are included in the PSS expansion then Eq.
(3) is exact. We distinguish two cases in applications of
Eq. (3). In the first, matrix V is degenerate at all R and
a gauge transformation can be found[5, 7] so that, in the
new gauge, A = 0. The representation in which A = 0 is
sometimes called the diabatic picture[5, 23], whereas Eq.
(3) describes dynamics in the adiabatic picture. The sec-
ond case, which we deal with exclusively in this paper, V
is non-degenerate and Eq. (3) exhibits gauge covariance
if the vector valued potential A is taken as the spatial
component of a 3+1 gauge field that also contains a tem-
poral component[5]. In applications[19–21] one typically
truncates the PSS equations to a finite number of chan-
nels (most realistic systems involve an infinite number of
channels) and in that case one cannot, in general, find a
transformation into a gauge where A = 0. As a conse-
quence effective gauge forces[5, 19] manifest. Does this
imply that the existence of the latter are the artifacts of
an approximation procedure? What is the relationship
between geometric forces and the fictitious forces that
arise in a classical description where non-inertial frames
are employed?
In order to address these, and other questions, we in-
troduce and analyze several low dimensional but solv-
able models that exhibit geometric phase phenomena in
the BO approximation. In the systems discussed here
the “fast” degrees of freedom span a finite Hilbert space
of dimensions d = 2, 4. Similar models have been dis-
cussed previously[24–26] but here we focus on systems
that do not exhibit energy degeneracies in the adiabatic
approximation. We concentrate our efforts on fully quan-
tal treatments of Eq. (3) and we limit our discussion to
scattering systems and their solution.
In section II we provide a general theoretical frame-
work for the subsequent discussions. We introduce a 1D
scattering system in which geometric phase phenomena
arise and which fully quantal analytic solutions are avail-
able. In section III we introduce a 2D scattering system
that exhibits the phenomenon of synthetic, or geometric,
magnetism. We compare the scattering solutions of it
with that obtained for a charged particle scattered by a
ferromagnetic slab. In the remaining sections we show
how these systems are related to ones in which geometric
forces arise due to inter-particle interactions. An example
involving two, interacting, spin-1/2 particles is presented.
Vector valued quantities will be shown in boldface, we
will announce matrix-valued quantities in the text and
use ordinary Roman typeface to represent them. How-
ever, in certain circumstance, where there might be a
possibility for confusion, we will underline a Roman let-
ter to stress its matrix nature.
II.
A. General Theory
Consider the Hamiltonian
H = − ~
2
2m
∇R2 +Had(R) (4)
where Had(R) is the Hamiltonian defined on an n-
dimensional Hilbert space hn that represents the internal,
or “fast” [5], degrees of freedom of a quantum system of
mass m. It is parameterized by the eigenvalues of the
quantum variable R. In molecular physics Had is called
the adiabatic Hamiltonian and represents the total ki-
netic, electrostatic, and magnetic interactions among the
electrons. The kinetic energy term in Eq. (4) represents
the motion of the “slow” degrees of freedom. In molecu-
lar physics the internal space hn is spanned by the Born-
Oppenheimer (BO) eigenstates of Had. Additional real-
izations described by Eq. (4) could be an atom, molecule
or spin-n system in an external field that is modulated
by the values of R. If we assume that the basis for hn is
finite, we can express
Had(R) = U(R)HBOU
†(R) (5)
where HBO is a diagonal matrix whose entries we shall
label e1(R), e2(R), ...en(R). In molecular physics they
are called the BO eigenvalues for the electronic Hamil-
tonian Had. U(R) is a unitary operator acting on the
internal states and, in general, is also parameterized by
R. Expressed as a matrix representation in the BO basis,
U is an n× n unitary matrix.
Any well behaved Hermitian operator Had can be writ-
ten in the form given by Eq. (5), however we require the
additional condition that U must be single-valued in the
parameter space spanned by R. Consider the unitary
matrix,
W †(R) = P exp(i
∫ R
C
dR′ ·A(R′))C (6)
where A is a vector valued n × n matrix (i.e. a non-
Abelian gauge potential), P represents a path-ordering
operator and C is a constant unitary matrix. Path-
ordered integrals along curve C in parameter space R
are defined as follows: Consider a path, C, defined by the
set R1,R2, ...Rn where R1 = R(t1),R2 = R(t2)...Rn =
R(tn), Rn = R, and t1 < t2 < ...tn defines a trajectory
that maps out the path. We define
P exp(i
∫ R
C
dR′ ·A(R′)) ≡
T exp(i
∫ tn
t1
dt
dR(t)
dt
·A(t)) (7)
where we assumed that the path is sufficiently smooth so
that dR(t)dt is well defined on it and T is the Dyson time-
ordering operator. For open ended paths, such integrals
3are also called the Wilson-line[27], and if C traces a closed
path Eq. (6) represents the Wilson loop integral[28]
which we require, for a pure gauge, to have the value
of unity. To that end, we demand that
Fµν = ∂uAν − ∂νAµ − i[Aµ, Aν ] = 0 (8)
where we have used the notation defined in [5] and, here,
µ, ν are spatial indices only. We make the assumption,
if A satisfies condition Eq. (8) and is not singular, then
the value for path integral Eq. (6) is independent of C.
With this working assumption, we take the gradient of
Eq. (6)
∇W † = iAW †
(∇W †)W = iA (9)
or
(∇W †)W = −W †∇W = iA (10)
and
A = iW †∇W. (11)
Consider a differentiable unitary operator U(R) so that
i U†∇U = A, and therefore satisfies Eq. (8) [7, 39].
Since U and W are both unitary and differentiable, W =
U Z where Z = U−1W . Inserting the expression for W
into the r.h.s. of Eq. (11) we obtain
iW †∇W = A = Z†AZ + iZ†∇Z or
[Z,A] = i∇Z.
The unitary matrix Z that relates U with W must obey
the above constraint equation and represents a non-
Abelian gauge transformation in which A remains in-
variant (e.g. for the Abelian case it requires that Z is
constant). If W and U differ, they do so up to an in-
consequential gauge transformation. For example, if we
replace U in the adiabatic Hamiltonian, given in Eq. (5),
with W then Hamiltonian Eq. (4) is replaced with
H ′ = − ~
2
2m
∇R2 +WHBOW †.
It will follow from the discussion below that both H, and
H ′ lead to identical Schrodinger equations in the adia-
batic gauge since both formulations share the same vec-
tor and scalar gauge potentials. Therefore, we can always
replace the adiabatic Hamiltonian with one in which U
is parameterized by a Wilson line as given by Eq. (6).
B. Illustrative Example
As an illustration, consider the direct product of an
hn = 2 dimensional Hilbert space of a two-level, or qubit,
system and a 1D Hilbert space for quantum variable R,
e.g. R is represented by the one-dimensional variable
−∞ < x <∞. We define the gauge field
A =
(
A0 A1
A1 −A0
)
(12)
where A0, A1 are real constants. It is evident that con-
dition Eq. (8) is satisfied by this gauge potential and we
can apply Eq. (6) to construct
U =
(
cos (Ax)− iA0 sinAxA − iA1 sinAxA
− iA1 sinAxA cos (Ax) + iA0 sin(Ax)A
)
A ≡
√
A1
2 +A0
2. (13)
We note that U is single-valued and U(x = 0) is the
identity operator.
Suppose the internal Hamiltonian is given by
Had(x) = U0HBOU
†
0 (14)
where HBO is an arbitrary diagonal matrix. Previous
studies e.g. [16, 24] have focused on systems in which
HBO is degenerate for some value of the parameter Rc,
i.e. e1(Rc) = e2(Rc). Herewe do not allow any cross-
ings, indeed we take the BO eigenergies to be constant
throughout the domain of x. We define
U0 =
(
1 0
0 1
)
x < 0
U0 = U x > 0 (15)
where U is given by Eq. (13). U0 is continous in x but
not differentiable at x = 0. Choosing
HBO =
(
∆ 0
0 −∆
)
, (16)
where ∆ > 0 is a constant, we obtain the set of cou-
pled Schrodinger equations for the spinor eigenstates of
Hamiltonian (4)
F ′′ − 2m
~2
V F +
2m
~2
E F = 0 (17)
where
F ≡
(
Fc(x)
Fo(x)
)
(18)
and
V = HBO =
(
∆ 0
0 −∆
)
x < 0
V = U HBO U
† x ≥ 0. (19)
We seek scattering solutions to Eq. (17) and if we set
E = −∆ + ~2k22m where ~
2k2
2m < 2 ∆, the excited internal
BO channel is closed.
Because HBO is diagonal and constant, instead of solv-
ing Eqs.(17) directly it is convenient to transform to the
adiabatic picture whose wave function is,
F ad = U
†
0 F (20)
and satisfies[5]
(∇− iA)2F ad −
2m
~2
HBOF ad +
2m
~2
EF ad = 0 (21)
4where A is the gauge potential
A =
(
A0 A1
A1 −A0
)
x > 0
A = 0 x < 0. (22)
In the adiabatic picture we have replaced the off-diagonal
potential matrix V with the diagonal BO matrix, for the
price of gauge potentials. At collision energies where
some of the excited BO channels are closed, a com-
mon approximation in molecular and collision physics is
to project the system of coupled equations (which are
exact) onto the open sector. This is called the Born-
Oppenheimer (BO) or, if several channels are open, the
perturbed stationary states (PSS) approximation[5, 22].
In our example this approximation leads to the following
single channel equation[5],
(∂ + iA0)
2Fo + k
2Fo − b Fo = 0 x ≥ 0
∂2Fo + k
2Fo = 0 x < 0
b ≡
∑
k 6=i
Aik ·Aki = A21 (23)
The induced potential b is closely related to the so-called
”B” term, or adiabatic, correction[2, 29, 30]. A gauge
transformation Fo → exp(−iA0 x)Fo allows us to “elim-
inate” the derivative coupling in Eq. (23) and we can
proceed to solve the scattering problem. Imposing the
boundary condition that the open-channel wavefunction
vanishes at x = L >> 0 (which is equivalent to the place-
ment of an impenetrable barrier at L), we obtain, in the
asymptotic region for x < 0,
F0(x) = exp(ik(x− L)) +R exp(−ik(x− L))
R = exp(−2ikL)×−1 + 2k
k + i
√
k2 −A21 cot
(
L
√
k2 −A21
)
 k > |A1|
and for k < |A1|
R = exp(−2ikL)×−1 + 2k
k + i
√
A21 − k2 coth
(
L
√
A21 − k2
)
 . (24)
We can also solve the fully coupled Eqs. (21) analyti-
cally, as outlined in the appendix, without resorting to
the Born-Oppenheimer approximation. That solution, in
the adiabatic limit, leads to
R = −1 + 2ik
(
L− tanh(A1L)
A1
)
+ O(k2) + ... (25)
where we have kept only the lowest order terms, as k → 0,
in an effective range expansion for R. This result is in
harmony with that obtained in an effective range expan-
sion of expression (24) obtained using the BO approxi-
mation.
In summary,
• At collision energies where the excited internal
state is closed and the energy defect between the
open and closed channels is large, the lowest order
term in an effective range expansion (i.e. in the cold
collision energy regime) of the Born-Oppenheimer
expression for the reflection coefficient is identi-
cal to that obtained by solution of the fully cou-
pled equations. It depends on the value of the off-
diagonal component of the induced gauge potential
(12) despite the fact that the pure gauge condition
Eq. (8) is satisfied.
• In the BO approximation the off-diagonal gauge
coupling leads to a higher order induced scalar po-
tential, given by the expression for b in Eq. (23).
In this approximation the diagonal component A0
can simply be “gauged” away and physical quanti-
ties, such as the scattering length, are independent
of it.
• At collision regimes where the BO approximation
is no longer appropriate [31], (e.g. when ∆ ∼ E),
the diagonal components A0 do affect scattering
properties. This may seem counter-intuitive since
we stated that a gauge transformation can be em-
ployed to transform these potentials away. One
way of proceeding beyond BO theory is to describe
the coupling between the open and closed chan-
nel through the introduction of a non-local optical
potential[32]. In such a treatment Eq. (23) is re-
placed by[33]
(∂ + iA0)
2Fo + k
2Fo +
2m
~2
VoptFo = 0 x ≥ 0
VoptFo ≡
∫
dx′ Vopt(x, x′)Fo(x′) (26)
where Vopt is a nonlocal potential. Now the trans-
formation Fo → exp(−iA0 x)Fo does eliminate the
derivative coupling in Eq. (26) but, since Vopt is
non-local, it results in∫
dx′ Vopt(x, x′)Fo(x′)→∫
dx′ Vopt(x, x′) exp(−iA0x′)Fo(x′)
and it cannot simply be “gauged” away as in the
BO approximation.
• If the collision energy is sufficiently large so that
E >> ∆ and both channels are open the resulting
scattering properties become independent of both
A0 and A1. In the case where the internal state
energy defect ∆ can be neglected, we can treat A
as a pure gauge, i.e. it does not affect the scattering
properties of the system.
5III. GEOMETRIC MAGNETISM
The model introduced above has interesting and salient
properties but it lacks the feature of geometric mag-
netism. Because the diagonal components A0 can be
gauged away in the adiabatic, or BO, limit effective
Lorentz forces do not manifest. Can we construct a
gauge potential (again here we limit ourselves to the
h2 ) that satisfies the integrability condition Eq. (8),
but includes diagonal components that are non-trivial?
The answer is yes but we need to extend our parameter
space, at the least, into two dimensions i.e R = (x, y),
−∞ < x, y <∞. Consider
U = exp(−iσ3φ(x, y)) exp(−iσ2Ω(x, y)) exp(iσ3φ(x, y)) (27)
here σi are the Pauli spin matrices and φ(x, y) and Ω(x, y)
are arbitrary but single-valued functions in the xy-plane.
A. Singular model
By construction U is single valued and the gauge po-
tentials derived from it satisfy integrability condition Eq.
(8). Using prescription (11) we find
A =
( −2 sin2(Ω)∇φ − exp(−2iφ) (sin(2Ω)∇φ+ i∇Ω)
exp(2iφ) (i∇Ω− sin(2Ω)∇φ) 2 sin2(Ω)∇φ
)
. (28)
There is freedom of choice in Ω, φ, as long as single-
valuedness is enforced, but here let’s introduce
φ(x, y) = LB0 y/2
Ω(x, y) =
θH(x)θH(L− x)Arcsin(
√
x/L) + θH(x− L)pi
2
(29)
(A similar but not equivalent system was independently
proposed in Ref.[15]) where θH is the Heaviside step func-
tion and B0, L are positive constants. Inserting Eq. (29)
into Eq. (28) we obtain, For x < L, A = 0, in the region
0 < x < L,
A =
 −xB0jˆ −e
−2iφ
(
sin(2Ω)LB02 jˆ + iˆ
i
2
√
x(L−x)
)
e2iφ
(
− sin(2Ω)LB02 jˆ + iˆ i2√x(L−x)
)
xB0jˆ
 (30)
and for x > L
A = jˆ
( −B0L 0
0 B0L
)
. (31)
We keep HBO described in the previous paragraphs. In
seeking scattering solutions for this system it is again
convenient to proceed in the adiabatic picture. The adi-
abatic amplitudes obey equations (21) except that the
gauge potentials are now given by Eq. (28). As above,
the ground internal BO state is open and the excited
state is closed and it is appropriate, for sufficiently low
collision energies and a large energy gap ∆, to proceed
with a BO projection of Eqs. (21) into a single channel
description. Hence, for 0 < x < L, we obtain
∂2xFo + (∂y − iA0)2Fo + k2Fo − b(x)Fo = 0
A0 = B0 x
b(x) =
∑
k 6=i
Aik ·Aki =
[
sin2(2Ω)∇φ ·∇φ+∇Ω ·∇Ω] =
= x(L− x)B20 +
1
4x(L− x) . (32)
This Schrodinger equation is equivalent to that obtained
for a system in which a charged particle interacts with
6an effective magnetic field
B =∇× ~A0 = kˆ ~B0 0 < x < L, (33)
in addition to an induced scalar potential b(x). The pro-
posed spin 1/2 system does not have an electromagnetic
charge and so this effective magnetic field is a mani-
festation of what is, sometimes, called artificial or syn-
thetic magnetism[9–13, 34]. It leads to effective Lorentz
type forces acting on the dynamical system. The emer-
gence of such forces was first demonstrated in molecular
physics[5–7].
B. Non-singular model
Whereas the above model describes quantum mag-
netism the induced scalar potential suffer singularities at
x = 0 and at x = L and so we wish to introduce a similar
model that does not posses these singularities. We now
posit that
φ(x, y) = LB0 y/2
Ω(x, y) =
pi
4
(
1 + tanh[βx]
)
. (34)
We then obtain for the vector potential, A = Ax iˆ +
Ay jˆ, where
Ay =
( −B0L sin2 ( 14pi(tanh(βx) + 1)) −B0L2 e−iB0Ly cos ( 12pi tanh(βx))
−B0L2 eiB0Ly cos
(
1
2pi tanh(βx)
)
B0L sin
2
(
1
4pi(tanh(βx) + 1)
) ) (35)
and Ax is(
0 − 14 ie−iB0Lypiβ sech2(xβ)
1
4 ie
iB0Lypiβ sech2(xβ) 0
)
.
(36)
In the limit x→∞,
Ay →
( −B0L 0
0 B0L
)
, (37)
whereas Ax → 0, and A→ 0 as x→ −∞.
The diagonal components of the “magnetic” induction
|B| ≡ ~∂Ay∂x are given by
B(x) = ∓~
4
piβB0Lsech
2(βx) cos
(pi
2
tanh(βx)
)
(38)
where the total magnetic flux density is
Φ ≡
∫ ∞
−∞
dx
|B(x)|
~
= |B0|L (39)
In the BO approximation, for the open channel, we ob-
tain
∂2xFo + (∂y − iA0)2Fo + k2Fo − b(x)Fo = 0
A0(x) = Φ sin
2
(
1
4
pi(tanh(xβ) + 1)
)
b(x) =
∑
k 6=i
Aik ·Aki = sin2(2Ω)∇φ ·∇φ+∇Ω ·∇Ω =
1
16
(
2Φ2(cos(pi tanh(βx)) + 1) + pi2β2 sech4(βx)
)
. (40)
We assume the incoming wave is incident in the normal
direction, i.e. Fo = Fo(x) and the effective equation for
the BO amplitude is,
∂2xFo −A20(x)Fo + k2Fo − b(x)Fo = 0, (41)
or
∂2xFo + k
2F0 − veff (x)Fo = 0
veff (x) = A
2
0(x) +
1
16
(
2Φ2(cos(pi tanh(βx)) + 1) + pi2β2 sech4(βx)
)
.(42)
In Figure 1 we plot the effective potential for a given β
and Φ ≡ B0L. We note that transmission occurs when
k2 is greater than the height of the potential barrier Φ2
as x → ∞. In that diagram we superimpose the effec-
tive potential discussed in the appendix for the case of
a ferromagnetic slab characterized by the same value of
Φ. In the classical description the value Φ determines
whether the particle has sufficient velocity so that its
Larmor radius is greater than the slab thickness and can
thus penetrate the slab. Since A → 0, as x → −∞ we
impose the incoming boundary condition
F0(x)→ exp(ikx) + r exp(−ikx) (43)
where r is the reflection coefficient. If k > Φ transmission
into the asymptotic region x→∞ is allowed and, in this
region, the vector potential has the form given by Eq.
(37). The outgoing asymptotic current is given by (see
appendix A)
jx =
~
m
|t|2
√
k2 − Φ2
jy = − ~
m
AyF
∗
o Fo = −
~
m
|t|2Φ (44)
7-3 -2 -1 0 1 2 3
x
k2
F2
k2-F2
FIG. 1. (Color online) The solid blue line is a plot of Eq. (42)
the effective potential (vertical axis not shown) as a function
of x (horizontal axis). The dashed blue line represents the
effective scalar potential b(x) given by Eq. (40). The dotted
line represents the effective potential, given in Eq. (B5), for
the ferromagnetic slab. The shaded region represent the slab.
We have chosen the parameters, β = 1, L = 2, B0 = 1.
where we made use, for k > |Φ|, of the scattering bound-
ary conditions
Fo(x)→ t exp(i
√
k2 − Φ2x). (45)
The angle of deflection, with respect to the normal is
then given by
| tan θ| = jy
jx
=
|Φ|√
k2 − Φ2 (46)
and agrees with the result obtained in the classical de-
scription of scattering of a charged particle particle by a
ferromagnetic slab (see Appendix B).
C. Multichannel description
The discussion presented above makes explicit use of
the BO approximation, we now repeat the analysis using
the full, and exact, multichannel description. We need
to solve the coupled equations,
− ~
2
2m
(
∇− iA
)2
F + V F − EF = 0
F =
(
Fc
Fo
)
V =
(
∆ 0
0 −∆
)
(47)
where A is given by Eqs. (35) and (36). The diabatic
gauge amplitude G is related to F via gauge transforma-
tion Eq. (27) and it obeys
− ~
2
2m
∇2G+W G− EG = 0
W = U V U† =(
∆ cos(2Ω(x)) e−iΦy∆ sin(2Ω(x))
eiΦy∆ sin(2Ω(x)) −∆ cos(2Ω(x))
)
. (48)
In Figure 2 we plot both the diagonal and off -diagonal
components of the matrix-valued potential W using the
expression for Ω(x) given by Eq. (34) for y = 0. It is
somewhat more convenient to define a new amplitude so
that G = U˜ G′
U˜ = exp(−iΦ y
2
σ3), (49)
where σ3 is the diagonal Pauli matrix and W is replaced
by
W →W ′ = U˜†WU˜ =(
∆ cos(2Ω(x)) ∆ sin(2Ω(x))
∆ sin(2Ω(x)) −∆ cos(2Ω(x))
)
(50)
Thus
− ~
2
2m
(∇− iA˜)2G′ +W ′G′ − EG′ = 0
A˜ = i U˜†∇U˜ = jˆ
(
Φ
2 0
0 −Φ2
)
(51)
or, letting G′ =
(
f1
f2
)
,
∂2f1
∂x2
+ (
∂
∂y
− iΦ
2
)2f1 − 2m~2 ∆ cos(2Ω)f1 +
2m
~2
Ef1 − 2m~2 ∆ sin(2Ω)f2 = 0
∂2f2
∂x2
+ (
∂
∂y
+ i
Φ
2
)2f2 +
2m
~2
∆ cos(2Ω)f2 +
2m
~2
Ef2 − 2m~2 ∆ sin(2Ω)f1 = 0. (52)
With the ansatz f1(x, y) = exp(−iΦ2 y)f1(x) and
f2(x, y) = exp(−iΦ2 y)f2(x) we obtain,
8FIG. 2. (Color online) Schematic diagram of scattering setup described by Eqs. (48). (a) An incident wave in the open channel
whose potential energy is given by the solid blue line. The horizontal axis represent the x coordinate, and for x < 0 the channel
described by the red solid line is closed. For x > 0 the transmitted wave is propagated on the potential surface given by the red
solid line. The brown line represent the total collision energy of the system and the green dashed line represents the off-diagonal
coupling between the two potential surfaces. (b) The same system now illustrated in the adiabatic picture. The blue line is
the BO energy for the open channel and the red line represents the BO energy for the closed channel.
∂2f1
∂x2
− Φ2f1 − 2m~2 ∆ cos(2Ω)f1 +
2m
~2
Ef1 − 2m~2 ∆ sin(2Ω)f2 = 0
∂2f2
∂x2
+
2m
~2
∆ cos(2Ω)f2 +
2m
~2
Ef2 − 2m~2 ∆ sin(2Ω)f1 = 0. (53)
In the asymptotic limit x → −∞ Ω → 0, and Eqs. (53)
reduce to
∂2f1
∂x2
− Φ2f1 − 2m~2 ∆f1 +
2m
~2
Ef1 = 0
∂2f2
∂x2
+
2m
~2
∆f2 +
2m
~2
Ef2 = 0 (54)
whose solutions are, in this limit,
G′ = exp(−iΦ
2
y)
(
r12 exp(κx)
exp(ikx) + r11 exp(−ikx)
)
κ ≡
√
2m
~2
(∆− E) + Φ2
k ≡
√
2m
~2
(E + ∆). (55)
We have chosen this boundary condition so that
G = U˜G′ = exp(−iΦ y
2
σ3)G
′ =(
exp(−iΦy) r12 exp(κx)
exp(ikx) + r11 exp(−ikx)
)
(56)
describes an incoming, normally incident, plane wave in
the open channel. In the region x→∞, Ω→ pi2 , and Eq.
(52) reduces to
∂2f1
∂x2
− Φ2f1 + 2m~2 ∆f1 +
2m
~2
Ef1 = 0
∂2f2
∂x2
− 2m
~2
∆f2 +
2m
~2
Ef2 = 0 (57)
whose solutions can be written in terms of scattering
boundary conditions
G′ = exp(−iΦ
2
y)
(
t12 exp(ik
′x)
t11 exp(−κ′x)
)
k′ =
√
k2 − Φ2 κ′ =
√
2m
~2
(∆− E) (58)
or, in this limit,
G = exp(−iΦ y
2
σ3)G
′ =(
exp(−iΦy) t12 exp(ik′x)
t11 exp(−κ′x)
)
. (59)
The conserved current is given by
j =
i~
2m
(
∇G†G−G†∇G
)
. (60)
Inserting expression (56) into Eq. (60) we find that, in
the asymptotic region x→ −∞,
jx =
i~
2m
(
−2ik + 2ik|r11|2
)
=
~k
m
(
1− |r11|2
)
jy = − ~
2m
|r12|2 exp(2κx)→ 0. (61)
Like-wise in the region x→∞
jx =
i~
2m
(
−2ik′|t12|2
)
=
~
m
√
k2 − Φ2 |t12|2
jy =
i~
2m
(
2iΦ|t12|2
)
= − ~
m
Φ |t12|2. (62)
We compare these solutions with those obtained in the
BO approximation. According to Eq. (27),
G = U F (63)
9or (
Fc
Fo
)
=(
exp(−iΦ y)
(
f1(x) cos Ω + f2(x) sin Ω
)
−f1(x) sin Ω + f2(x) cos Ω
)
. (64)
Carrying out these transformations, using Eq. (56) and
Eq. (59), we find as x→ −∞
F =
(
Fc
Fo
)
=
(
exp(−iΦy) r12 exp(κx)
exp(ikx) + r11 exp(−ikx)
)
(65)
and as x→∞(
Fc
Fo
)
=
(
t11 exp(−κ′x) exp(−iΦy)
−t12 exp(i
√
k2 − Φ2 x)
)
. (66)
Projecting out the open channel amplitude (i.e. the
Born-Oppenheimer amplitude) we obtain
Fo → exp(ikx) + r11 exp(−ikx) x→ −∞
Fo → t12 exp(i
√
k2 − Φ2x) x→∞. (67)
In Fig. (3) we present the result for the transmission
coefficient
|T | ≡ |t12|
2
√
k2 − Φ2
k
(68)
and compare it to the expression obtained using the BO
approximation where t12 is replaced by t given in Eq.
(45). The numerical methodolgy, for producing the data
shown in Fig. (3), is included in the Supplementary
Material enclosed. The wavenumber k is expressed in
terms of the flux density Φ and transmission is allowed
for k > Φ. In the coupled channel calculations we set the
closed channel parameter κ′ = k, and so for larger k the
BO approximation becomes valid in the limit as κ′ →∞.
It is clear from the figure that the predictions of the BO,
or adiabatic, approximation are in very good agreement
with the results obtained using the fully coupled calcula-
tions. As β get large the transmission coefficient is sup-
pressed since the barrier height of the repulsive potential
b(x), given by Eq. (40), becomes larger.
We conclude that the result of the BO approximation,
with the presence of a vector potential that describes
geometric magnetism, does indeed provide an accurate
account for the dynamics and is in harmony with the
predictions of the exact treatment.
D. Open channels
1. Coupled equations in the diabatic picture
According to the above discussion the amplitudes in
the diabatic gauge are given by
G =
(
exp(−iΦy) f1(x)
f2(x)
)
(69)
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FIG. 3. (Color online) Transmission coefficient as a func-
tion of incident wavenumber k expressed in units of Φ taken
here to have the value of unity. The solid circles represent
data obtained using the BO description, whereas the open
circles denotes the transmission coefficient obtained using the
coupled channel theory and given by Eq. (68)
.
where f1(x), f2(x) obey the coupled equations Eq. (53)
and Φ ≡ B0L. The expression for the conserved current
is then given by
jx =
~
m
(
Im[f∗1 ∂xf1] + Im[f
∗
2 ∂xf2]
)
jy = − ~
m
|f1|2. (70)
We now evaluate the integral
F ≡
∫
C
ds · j (71)
for contour C shown in Figure 4. In that figure the current
streams are generated using the procedure outlined in the
supplementary material. Consider the segments labeled
I,III in the diagram. The contribution to Eq. (71) from
these segments are
~
m
∫ w
−w
dyΦ
(
|f1(a)|2 − |f1(−a)|2
)
, (72)
like-wise for segment II we obtain
~
m
∫ a
−a
dx
(
Im[f∗1 ∂xf1] + Im[f
∗
2 ∂xf2]
)
. (73)
Since the integrand in Eq. (73) is independent of y this
contribution is canceled by that along segment IV. There-
fore, as |a| → ∞ we find∫
C
ds · j = ~
m
2wΦ |f1(a)|2 = ~
m
2wΦ |t12|2 (74)
where we made use of Eq. (59). We now consider the
case where E > ∆ + ~
2Φ2
2m i.e. both channels in Eq. (52)
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are open. As x→ −∞ Eq. (56) is replaced by
G→
(
exp(−iΦy) r12 exp(−ik2x)
exp(ikx) + r11 exp(−ikx)
)
(75)
where
k2 ≡
√
2m
~2
(E −∆)− Φ2 (76)
and which describes an incoming wave in channel 1 that
can also reflect into channel 2. Similarly, in the region
x→∞ we require
G→
(
exp(−iΦy) t12 exp(ik′x)
t11 exp(ik
′
2x)
)
(77)
where
k′ =
√
k2 − Φ2
k′2 =
√
2m
~2
(E −∆). (78)
We evaluate
∫
C ds · j as above. Using Eqs. (70) we find
that the contribution from segments II,IV cancel and that
contributions from segments I, III give
F =
∫
C
ds · j = ~
m
Φ 2w
[
|f1(a)|2 − |f1(−a)|2
]
=
~
m
Φ 2w
[
|t12|2 − |r12|2
]
. (79)
I
II
III
IV
FIG. 4. (Color online) Contour plot of the probability cur-
rent stream given by Eq. (60). The incident wave is along the
horizontal. The shaded green area represents region where the
magnetic induction B(x) given by Eq. (38) is non-negligible.
Dashed blue line represents the contour C. Segment I,III ex-
tend from −w to w, and segments II, IV range from −a to a.
The collision energy is such that the upper adiabatic channel,
shown in the diagram of Figure 2, is closed.
To summarize, we found that
F = ~
m
2wΦ |t12|2 E < ∆ + ~
2Φ2
2m
F = ~
m
2wΦ
[
|t12|2 − |r12|2
]
E > ∆ +
~2Φ2
2m
. (80)
2. Coupled equations in the adiabatic picture
Before we discuss the significance of Eq. (80), it is
useful to re-derive this result in the adiabatic represen-
tation. The gauge invariance of expression (71) follows
from general principles, but it is wortwhile to investigate
the role of the vector potential in its enforcement. In the
adiabatic gauge the amplitudes obey Eq. (47) and lead
to the conserved current
j =
i~
2m
(
∇F † F − F †∇F + 2iF †AF
)
(81)
where F is given by Eq. (64). Consider first
j˜ ≡ i~
2m
(
∇F † F − F †∇F
)
. (82)
We show below that
for E > ∆ +
~2Φ2
2m
F˜ ≡
∫
C
ds · j˜ = ~
m
Φ 2w
(
|t11|2 − |r12|2
)
and
F˜ = 0 E < ∆ + ~
2Φ2
2m
. (83)
The contribution to the left-hand side of Eq. (83) from
segment I is given by∫ w
−w
dy j˜y =
~
m
∫ w
−w
dy(Im(Fo
∗∂yFo) + Im(Fc∗∂yFc)) =
− ~
m
∫ w
−w
dyΦ|f1(−a)|2 (84)
where we have used Eq. (64) and the fact Ω → 0 as
a→ −∞. Like-wise, for segment III we obtain
−
∫ w
−w
dy j˜y =
~
m
∫ w
−w
dyΦ|f2(a)|2. (85)
The contribution from segment II is∫ a
−a
dxj˜x =
~
m
∫ a
−a
dx(Im(Fo
∗∂xFo) + Im(Fc∗∂xFc)), (86)
but since it is independent of y it cancels with the contri-
bution arising from segment IV. Inserting the limits for
|f1(−a)|2 and |f2(a)|2, as |a| → ∞, into Eq. (84) and
Eq. (85) we arrive at our assertion Eq. (83). We now
evaluate
11
FA ≡ − ~
m
∫
C
ds · F †AF = − ~
m
∫
C
ds ·
[
Fc
∗FcA11 + Fc∗FoA12 + Fo∗FcA21 + Fo∗FoA22
]
(87)
where Aij are the matrix elements given in Eq. (28).
The contribution from segment II,
i
~
m
∫ a
−a
dx ∂xΩ
(
Fc
∗Fo exp(−iΦw)− Fo∗Fc exp(iΦw)
)
=
i
~
m
∫ a
−a
dx ∂xΩ
(
f∗1 f2 − f∗2 f1
)
, (88)
is independent of y and it is canceled by the contribu-
tion from segment IV. Consider the contributions from
segments I and III. First, we focus on terms that involve
the off-diagonal elements,
~
m
Φ
2
∫ w
−w
dy sin(2Ω)
(
Fc
∗Fo exp(−iΦy) + Fo∗Fc exp(iΦy)
)
. (89)
For segments I,III, Ω = 0, pi2 respectively and according to
Eq.(89) these contributions vanish. Finally, we consider
the diagonal terms,
~
m
Φ
∫ w
−w
dy sin2(Ω)
(
Fc
∗Fc − Fo∗Fo
)
(90)
whose non-vanishing contribution comes from segment
III and has the value given by
FA = ~
m
Φ
∫ w
−w
dy
(
|f1(a)|2 − |f2(a)|2
)
. (91)
Using Eqs. (64) and (69) we obtain
FA = ~
m
Φ 2w
(
|t12|2 − |t11|2
)
E > ∆ +
~2Φ2
2m
FA = ~
m
Φ 2w |t12|2 E < ∆ + ~
2Φ2
2m
. (92)
Adding this contribution to that given by Eq. (83) we
obtain,
F = F˜ + FA = ~
m
Φ 2w
(
|t12|2 − |r12|2
)
E > ∆ +
~2Φ2
2m
F = ~
m
Φ 2w |t12|2 E < ∆ + ~
2Φ2
2m
(93)
and which agrees with expression (80) obtained in the
diabatic picture.
Equation (93) constitutes one of the main results in
this paper. It expresses the scattering solutions in terms
of the integral
F ≡
∫
C
ds · j (94)
which is invariant with respect to the gauge or represen-
tation. That is, F has the same value in both the diabatic
or adiabatic pictures. If the collision energy is such that
the excited adiabatic channel is closed, then F does not
vanish and its value is given by the second line in Eq.
(93). Furthermore, in the adiabatic representation that
value is determined from the contribution of the current
that is proportional to A. Because this result is obtained
in the, exact, coupled-channel framework it does not re-
quire the invocation of the BO approximation. However,
the BO approximation provides an elegant and accurate
description and the appearance of a vector gauge poten-
tial in Eq. (40) is simply a consequence of the fact that
the BO approximation is faithful to the requirement that
F does not have a null value. Indeed, the arbitrary re-
moval of the vector potential in the BO approximation
compromises its efficacy.
It is important to note that the vector potential Eq.
(40) and the resulting effective B field are source-less
and there are no-singularities associated with it. Con-
sider now the case where the BO approximation is no
longer valid at higher collision energies where the excited
adiabatic state is also open. In the high energy limit
where E >> ∆ we can ignore ∆ (in lowest order) and it
is evident that in this limit
|t12| → |r12| → 0 (95)
and F → 0. Thus, at higher collision energies the scat-
tering properties are not affected by the presence of the
vector gauge potential, i.e. its influence on the system is
what one would expect from that of a pure gauge. This
does not preclude the fact that when working in the adia-
batic picture one cannot ignore the gauge potentials when
solving for the multi-channel amplitudes. An interesting
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case concerns the energy regime where both channels are
open, thus voiding the BO approximation, but the limit
behavior, given in Eq. (95), has not been reached. That
discussion will be deferred to future investigations by the
author.
In summary we have shown the necessity of including
the non-trivial vector potential Eq. (40) in the BO ap-
proximation. The potential predicts a Lorentz force that
determines the scattering properties of the proposed sys-
tem. We illustrated how this system is an analog to that
of a charged particle that is scattered by a ferromagnetic
slab. We have solved the, exact, fully coupled equations
in both the diabatic and adiabatic pictures and showed
the fidelity of the BO approximation at low collision en-
ergies. At higher collision energies we find, in an ap-
propriate limit, that the presence of the induced gauge
potentials do not affect scattering properties. Thus the
emergence of non-trivial gauge structure in the low en-
ergy limit is suggestive of phenomena that arise when a
symmetry is broken[35].
E. Time-dependent treatment
In the previous section we investigated the scattering
solutions of Eq. (47) using time independent methods.
In this section we exploit time-dependent methods to en-
hance and generalize the conclusions of the previous sec-
tions. We consider the time-dependent version of coupled
equations (48) for the amplitude ψ,
i~
∂f
∂t
= − ~
2
2m
∇2f + V f + V12g
i~
∂g
∂t
= − ~
2
2m
∇2g + V ∗12f − V g (96)
where
ψ ≡
(
f
g
)
V = ∆ cos(2Ω(x))
V12 = exp(− iΦ y) ∆ sin(2Ω(x)). (97)
Ω(x) is defined in Eq. (34) and Φ ≡ B0L. Eqs. (96) may
be solved numerically using a procedure introduced by
Hermann and Fleck [36] and discussed here in the Supple-
mentary material. In Figure (5a) we provide a time series
contour plot of the probability densities |f |2 and |g|2. At
τ = 0 we place a Gaussian wave-packet ψ0 =
(
0
g0
)
cen-
tered ξ = −4.0, η = 0, where (ξ, η) = (x/L, y/L) with
L an arbitrary length scale are dimensionless, with an
initial velocity directed along the positive ξ axis. In the
region (Ω→ 0)
Had =
(
∆ 0
0 −∆
)
and the wave packet evolves as that of a free particle until
it reaches the interaction region ξ ≈ 0. The wave-packet
is illustrated by the blue contours in Figure (5a). The
initial kinetic energy of the packet was chosen so pene-
tration of the potential barrier, illustrated in Figure (2),
is prevented. However, the packet can execute a transi-
tion into the open channel across the barrier. In other
words, a transition from the g to f channel occurs in the
region ξ ≈ 0. This is illustrated in Figure (5a) by the
red contours that represent the wave-packet, probability,
contours in the f channel. In addition to distortion and
spreading of the packet there is a noticeable swerve in its
velocity as it emerges from the interaction region. We
define the adiabatic amplitudes,
f˜ = f cos Ω(ξ) + exp(−iΦη) sin Ω(ξ)g
g˜ = g cos Ω(ξ)− exp(iΦη) sin Ω(ξ)f (98)
and ψ˜ =
(
f˜
g˜
)
obeys the time-dependent analogue of
Eq. (47)
i~
∂ψ˜
∂t
= − ~
2
2m
(
∇− iA
)2
ψ˜ +HBOψ˜, (99)
where A is a non-Abelian, pure, gauge potential. In the
region ξ → −∞, Ω→ 0 and g˜ → g. Likewise as ξ →∞,
Ω→ pi/2 and g˜ → f . This behavior is illustrated in Fig-
ure (5b) where we present a 3D plot for the evolution of
|g˜|2. In the adiabatic picture the open channel amplitude
g˜ evolves in a constant adiabatic potential −∆ shown in
Figure (2b). As long as the collision energy is below
the threshold for excitation into the upper adiabatic, or
closed, channel the system evolves on a single adiabatic
surface. Under such conditions the Born-Oppenheimer
(BO) approximation to the solutions of Eq. (99) is ap-
propriate. In this approximation, the projection operator
Pψ˜ = g˜, is applied on Eq. (99) to get
i~
∂g˜
∂t
= − ~
2
2m
(
∇− iA˜
)2
g˜ −
(
∆− ~
2 b(x)
2m
)
g˜ (100)
where A˜ = P AP is an Abelian gauge potential with
non-vanishing curl and b(x) is the induced scalar poten-
tial in Eq. (40). It leads to an effective magnetic in-
duction given by Eq. (38) and mimics that incurred on
a charged particle that is scattered by a ferromagnetic
medium. The magnetic induction is normal to the plane
of the page, and is illustrated by the green shaded area
in Figure (5b). In Figure (5a) we also plot, shown by the
dashed line, the trajectory for the solution of the clas-
sical equations of motion, subjected to a Lorentz force
v × B, where |B| is given by Eq. (38). Comparison
of the classical path and that traced by the centers of
the wave-packets shows good agreement. The deflection
angle suffered by a charged particle that is normally in-
cident on a ferromagnetic slab, of finite width, with con-
stant magnetic inductionB directed perpendicular to the
plane of the page is given by Eq. (46).
In Table I we tabulate values of the deflection angles θ,
obtained by calculating the expectation values < ξ(t) >,
< η(t) > for various values of incident, adiabatic, packet
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FIG. 5. (color online) (a) Circular (blue) contours represent the initial g component of the wave packet probability distribution.
At time t2 the packet executes a transition into the f channel, shown by the elongated (red) contours, which is energetically
open in the region ξ > 0. Subsequent to the transition the packet evolves as a free particle but with a pronounced swerve in its
velocity. (b) 3D plot of the adiabatic gauge probability distribution |g˜(t)|2. In both figures the deflection angle has the value
tan θ ≈ 0.59. In these calculations we took k = 12,Φ = 6,∆ = 200, β = 2 and τ0 = 0, τ1 = 0.1, τ2 = 0.15, τ3 = 0.3. ξ, η range
between ∓2pi.
FIG. 6. (color online) Plot of probability densities |g|2, |f |2
when both channels are open. The threshold energy k2t = 2∆.
(a) k2 = 3k2t . (b) k
2 = 6k2t .
wave numbers k and Φ. In that table we show the de-
pendence of θ on the choice of the energy gap parameter
∆. At lower collision energies, so that k2 << 2∆, we
find that Eq. (46) provides a good approximation for θ.
As the energy gap 2∆ is decreased, for a fixed value of
k, Eq. (46) is less accurate. However, even at threshold
k2 ≈ 2∆ there is still fairly good agreement between the
calculated value and that predicted by solutions of Eq.
(100). When k2 > 2∆ the excited adiabatic state is open
and transitions from the adiabatic channel labeled g˜ into
f˜ is energetically allowed. In Figure (6a) we illustrate the
evolution of the amplitudes |g(t)|2 and |f(t)|2 for the col-
lision energy where 2∆/k2 = 1/3. The incident packet,
in the g channel, bifurcates when it reaches the interac-
tion region. Because there is sufficient kinetic energy, the
remainder of the initial packet proceeds along the path
η = 0 in the region ξ > 0. However, a fraction of that
packet makes a transition into the f channel, and our cal-
culations show that the angle of the swerve illustrated in
that figure is in harmony with that obtained at the lower
collision energies tabulated in Table I. Therefore there is
a state-dependent spatial segregation of the initial beam,
TABLE I. Calculated values for the deflection angle θ are
tabulated in the third column. The fourth column gives the
values obtained using Eq. (46)
.
2∆/k2 Φ/k tan θ tan θc
25/9 1/2 0.587 0.577
25/9 1/4 0.270 0.258
25/9 1/12 0.088 0.084
1 1/2 0.63 0.577
1 1/4 0.269 0.258
1 1/12 0.088 0.084
a hallmark of quantum control. In panel (b) of that fig-
ure we plot these probabilities for energies 2∆/k2 = 1/6
and now find a small, barely noticeable, remnant of the
packet in the f channel. In the limit k →∞ (or ∆→ 0)
Eq. (96) allow analytic solutions and g(t) simply evolves
as that of a free particle. According to definition Eq. (98
) the initial, adiabatic gauge, packet g˜(t) makes a transi-
tion into the f˜ channel in the region ξ > 0. This ”tran-
sition” is induced by the off-diagonal gauge couplings in
Eq. (99). The ”transition” is simply an artifact of the
adiabatic gauge (i.e. different definitions for the scatter-
ing basis in the two asymptotic regions, ξ < 0, ξ > 0).
Because of relation (6) we conclude that A is encoded in
the definition of Had and since [HBO,A] 6= 0 gauge sym-
metry is explicitly broken by HBO. Though A is trivial,
in the sense of it being a pure gauge, quantum evolution
selects and is sensitive to the projected A˜ = PAP non-
trivial connection. In the adiabatic picture the gauge
potentials are explicit, being minimally coupled to the
amplitudes. As k → ∞, or ∆ → 0, their presence sim-
ply contributes to a multichannel, or non-Abelian, phase
in the adiabatic amplitudes that has no physical import.
In contrast, at lower energies the system behaves as if
it has acquired a non-integrable phase factor. The effect
is most pronounced when the excited adiabatic state is
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closed.
The time-dependent approach can be exploited for
more complex scattering scenarios, for consider the fol-
lowing form of the parameter
Φ(η) =
η k√
η2 + 4γf2
(101)
where γ is, in general, a complicated function of β, k,∆.
Here we set it to have the constant value γ = 1. Using Eq.
(101) we propagate wave packets for various values of im-
pact parameter. In Figure (7 a) we plot trajectories of the
total expectation values < ψ(t)|ξ|ψ(t) >,< ψ(t)|η|ψ(t) >
for the various impact parameters b. At each impact pa-
rameter we choose identical wave-packet widths and set
k = 12,∆ = 400. The trajectories shown in that fig-
ure, by the solid red lines, demonstrate that the paths
converge to a common focal point given by f = 3. This
result is gauge invariant, i.e. it can be obtained using am-
plitudes obtained in either diabatic or adiabatic gauges.
However, the adiabatic picture provides a transparent
physical description. For, in it, the system is accurately
described by Eq. (100). That description includes the
emergence of an effective magnetic induction B = ∇×A˜
whose magnitude is
piβkη
(
8f2 + η2
)
sech2(βξ) cos
(
1
2pi tanh(βξ)
)
4 (4f2 + η2)
3/2
(102)
and is normal to the plane of the page. In Figure (7b)
we illustrate the propagation of a coherent wave packet
slab of finite width along the η direction. After its pas-
sage through the “magnetic” lens at ξ ≈ 0, its shape is
significantly distorted. At τ1 = 0.3, where the packet
describes free particle evolution, it assumes the shape of
a “shark-fin” as shown in that figure. The width, along
the η direction, is significantly reduced from its value
at τ0. A dramatic consequence of the proposed “mag-
netic” lensing effect. Such a lens, if realized, could find
application as an “optical” component in an atom laser.
In addition, consider two localized but coherent packets
spatially separated at t = 0. After passing through the
lens they meet and interfere. Because of different geo-
metric phase histories the interference pattern depends
on the “magnetic” flux enclosed by the paths. One can
therefore anticipate its application as a novel expression
of atom interferometry.
F. Aharonov-Bohm gauge potentials
The systems in the previous sections provides illus-
trations of how effective gauge forces manifest in simple
quantum systems, and serves as a template for more in-
tricate systems. In the examples discussed above, we
took for the internal Hamiltonian Eq. (5) where U is
given by Eq. (27). Such a Hamiltonian may be engi-
neered by “dressing” a 2-level atom with a laser[13, 15].
Alternatively, one can dress a spin-1/2 system that has a
FIG. 7. (color online) (a) Trajectories of wave-packet ex-
pectation values for various values of impact parameter. The
shaded region is a density plot of Eq. (102) for the “mag-
netic” induction. The horizontal axis gives the ξ coordinate
and the η coordinate is represented by the vertical axis. (b)
A wave packet slab having width d = 2 along the η axis at
τ0 = 0 is propagated to the position shown at τ1 = 0.3.
magnetic moment with an external magnetic field, as is
the case with Berry’s Hamiltonian[17]. Below we describe
a 2D version of such systems. A similar, field-theoretic,
analog for such a system was also proposed in Ref.[43].
Consider that U given by Eq. (27) is now replaced by
U = exp(−iφ
2
σ3) exp(i
pi
4
σ1) exp(i
φ
2
σ3) (103)
where φ the azimuthal angle in the x y plane. Hamilto-
nian Eq. (4) is now given by
H = − ~
2
2m
∇2R +Had
Had = U(φ)HBO(ρ)U
†(φ). (104)
This adiabatic Hamiltonian is identical to that of a spin
1/2 particle, with a magnetic moment µ0, interacting
with an external magnetic field in the xy plane as shown
in Figure (8), i.e.
Had = µ0 σ ·B
B = φˆB(ρ). (105)
The strength of field B(ρ), where ρ is the distance from
the origin, depends on the physical setup. For example, a
wire current passing through the origin (out of the page)
generates such a field with B(ρ) ∼ 1/ρ. For the pur-
pose of this discussion we envision a setup in which B(ρ)
has the constant value ∆, and then the BO energies are
simply given by ±∆, i.e.
HBO =
(
∆ 0
0 −∆
)
and where we have set µ0 = 1.
In the adiabatic picture we again obtain Eq. (21) but
with the vector potential now given by
A =
φˆ
2ρ
( −1 i e−iφ
−i eiφ 1
)
, (106)
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where φ is the polar angle in a cylinder coordinate sys-
tem. The diagonal scalar potential V = HBO contains
the BO eigenvalues as its entries. Eq. (106) contains di-
agonal as well as the off-diagonal components that couple
the two adiabatic channels. Suppose the channel with BO
eigenvalue +B(ρ) = ∆ is closed, i.e. the collision energy
k2 < 2m~2 ∆ as ρ→∞.
FIG. 8. (Color online) Illustration for the system described
by Eq. (104). Dotted line represents a classical trajectory
of the neutral atom for a given impact parameter. Green
concentric circles represent the external magnetic field lines.
Blue arrows represent the spin orientation of the lowest energy
Zeeman level for the atom. The upper Zeeman level is closed,
and so the spin of the atom is slaved to its lowest Zeeman
level.
We then ignore the gauge coupling to the closed chan-
nel and project onto the open sector to obtain the ap-
proximate, one-channel, equation
− ~
2
2m
(∇− iA)2F (R) + V (R)F (R) = EF (R),
(107)
where
A =
φˆ
2ρ
V (R) = −∆ + ~
2
8mρ2
, (108)
and the second term in Eq. (108) represents the induced
scalar gauge potential[7]. This procedure is analogous
to the one we carried out in the previous section for the
2D “magnetic” slab. There we showed that the BO pro-
jection is accurate in cases where the excited channel
is closed, this conclusion also applies to this system[37].
Vector potential (108) has the property∫
C
dr ·A 6= 0 (109)
where the line integral is taken along the path C that
encloses the origin. Because of Eq. (109) we cannot find
a gauge transformation in which the vector potential is
eliminated[28]. Indeed this vector potential is familiar
from Aharonov-Bohm scattering[38]. A similar vector
potential has been invoked[16] for poly-atomic systems
in which conical intersections occur. It is note-worthy to
mention that the adiabatic eigenstates U(θ)|± > (where
|± > are the eigenstates of HB0) are not multi-valued,
and the BO eigenvalues ±B(ρ) are non-degenerate ev-
erywhere, so the analysis given in Ref. [16, 39] does
not apply here. Previous studies of geometric phase ef-
fects in reactive scattering require the presence of coni-
cal intersections, as in studies of the hydrogen-exchange
reaction[40]. Unlike the example given in the previous
sections, gauge potential (108) does posess singular be-
havior as ρ→ 0, as is evidenced by relation (109) which
does not vanish in the limit as C encloses and contracts
upon the origin. Consider the following integral
W = P exp(i
∫
C
dR ·A) (110)
where C is a path that starts at the point {ρ = R0, φ = 0}
and follows a circular arc to the final point {R0, φ}. A is
given by Eq. (106) and in order to evaluate this integral
we parametrize the path R(t) = R0 cosωt iˆ+R0 sinωt jˆ.
According to Eq. (7)
W (t) = T exp(i
∫ t
0
dt′A(t′))
A(t′) =
dR
dt′
·A = ω
2
( −1 i exp(−iωt)
−i exp(iωt) 1
)
(111)
where ωt = φ. Now,
dW
dt
= iA(t)W (112)
which integrated, gives
W (t) =
1√
2
(
1 −i exp(−iωt)
−i exp(iωt) 1
)
. (113)
Indeed we find, replacing t with φ/ω, that W (t) = U†,
given in Eq. (103). When path C makes a closed circuit
we find W (2pi/ω) = 1 as it must. Therefore A is a pure
gauge and is not singular. However its diagonal, Abelian,
components ± φˆ2ρ need not be and, in this case, lead to
the singular behavior evidenced by relation (109). At low
collision energies, quantum dynamics effectively projects
out the channel in which this manifestation of a non-
integrable phase factor emerges.
Though vector potential Eq. (108) is nontrivial it does
not lead to an effective Lorentz force for ρ 6= 0, neverthe-
less its presence has a profound effect on the scattering
properties of this system[37]. These examples illustrate
how gauge potentials arise due to the “dressing” of the
atom (a spin 1/2 system) by external fields. Below we
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show how this relates to a central question of geometric
magnetism, how and why do non-trivial gauge potentials
arise in inter-atomic interactions? We now take our sys-
tem to be that of two spin - 1/2 systems that interact via
a spin-spin dipolar interaction. Such systems are often
realized in nature, including that for the interaction of
two hydrogen atoms [21, 37]. They also serve as a tem-
plate for a non-trivial two-qubit quantum gate[21]. Here
the adiabatic energy splittings are generated by the in-
ternal spin-spin interaction, and the BO energy matrix
is sandwiched by rotation operators similar to that given
above. In an adiabatic expansion (now a four channel,
or two-qubit problem) the PSS equations possess a four
channel vector potential, similar to those given above and
discussed in detail below.
IV. INTERNAL GAUGE POTENTIALS
Consider Hamiltonian (105) in three spatial dimen-
sions and with B spherically symmetric about the ori-
gin. This (or closely related to it) system has been dis-
cussed extensively in the literature[17, 24, 41]. In Berry’s
model [17], R is treated as a classical variable, Stone
quantized R and considered the full quantal solutions.
Berry and Robbins[24] also studied, from a semi-classical
perspective, the role of the effective Lorentz forces[5, 6]
that arise in such systems. The diagonal components of
A produce the effective magnetic field of a Dirac mag-
netic monopole[3, 42]. These gauge potentials are real-
ized in molecular and atomic systems[3, 19] and Stone
[41] suggested a “Heath-Robinson-type device”, a rotat-
ing solenoid interacting with a spin 1/2 particle, to serve
as a physical realization.
Consider the Hamiltonian for two, interacting, spin-
1/2 particles[21] with magnetic moments
H = − ~
2
2m
∇2R +Had(R) (114)
where R ≡ (R, θ, φ) is the 3D inter-atom separation vec-
tor expressed in polar coordinates. The adiabatic Hamil-
tonian is given by [44]
Had = H0 +Hdip
H0 =
(
3Σ(R)−1 Σ(R)
)
Sa · Sb + 3
3Σ(R) +1 Σ(R)
4
Hdip =
α2
R3
[
Sa · Sb − 3(Sa ·R)(Sb ·R)
R2
]
. (115)
The scalar potentials, 3Σ(R), 1Σ(R), are arbitrary and
depend on the polarization properties of the constituents.
For a structure-less system, e.g. two electrons, these
scalar terms are degenerate and H0 reduces to the long-
range Coulomb interaction. In the case of two neutral
spin 1/2 atoms, such as two Alkali atoms, H0 (in atomic
units) represents the isotropic electrostatic interaction
between the atoms and 3Σ(R) and 1Σ(R) are the triplet
and singlet BO energies of the electrostatic Hamiltonian
respectively. Si are spin-1/2 operators. Hdip is the long
range component of the anisotropic magnetic interaction,
α is a constant and for two electrons is given by the fine
structure constant when atomic units are employed. We
re-express [21, 45]
Had = U(θφ)HBO(R)U
†(θφ) (116)
where
U = Ua ⊗ Ub Z
Ua = Ub = exp(−iσ3φ) exp(−iσ2θ) exp(iσ3φ)
Z =

0 0 1 0
0 − 1√
2
0 − 1√
2
0 − 1√
2
0 1√
2
1 0 0 0
 (117)
and
HBO =

3Σ(R)− α22R3 0 0 0
0 3Σ(R) + α
2
R3 0 0
0 0 3Σ(R)− α22R3 0
0 0 0 1Σ(R)
 (118)
is a function of the internuclear distance R only. Using definition (11) we find that the induced vector potential
has the block form,
A =
(
At 0
0 0
)
(119)
At =
1
R

φˆ tan[ θ2 ]
exp(iφ)√
2
(−iθˆ + φˆ) 0
exp(−iφ)√
2
(iθˆ + φˆ) 0 exp(iφ)√
2
(−iθˆ + φˆ)
0 exp(−iφ)√
2
(iθˆ + φˆ) −φˆ tan[ θ2 ]
 .
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We note the following features [21, 45]
• The degenerate triplet sector of the diagonal scalar
potential is split due to the inclusion of Hdip. The
states corresponding to magnetic quantum num-
bers |M | = 1 contain an attractive component
−α2/2R3, whereas the M = 0 state contains a re-
pulsive component α2/2R3.
• Non-trivial vector gauge potentials are induced.
They contain off-diagonal components that couple
the M = ±1 adiabatic channels with the M = 0
channel. There is no direct coupling between the
two M = ±1 channels, and the diagonal compo-
nents are that of Dirac-magnetic monopoles of in-
teger charges ±1.
• Because the energies of the diagonal entries in
HBO are split, a gauge transformation cannot be
found in which the temporal components of the
field strength tensor vanish[5]. As a consequence
the gauge potentials are non-trivial in the sense de-
scribed for the systems discussed in the previous
sections.
When solving the scattering equations in the adiabatic
gauge the induced gauge potentials, depending on the
collision energy, contribute to spin changing cross sec-
tions. Though exact scattering calculations for such a
system (i.e. two ground state hydrogen atoms) have
been performed in the diabatic gauge[45] the question
of how and in what manner the induced gauge poten-
tials influence scattering cross sections remains to be
investigated[21].
V. SUMMARY AND DISCUSSION
In molecular physics and atomic collision theory one
is typically faced with a many-body Hamiltonian having
the structure given by Eq. (4). The adiabatic Hamilto-
nian Had(R, r) is a function of the “fast degrees” of free-
dom r as well as R, the coordinates for the positions of
the atoms. Using the eigenstates of Had as a basis one ar-
rives at the set of Equations (3) in which the matrix vec-
tor gauge potential A manifests. In applications, Eq. (3)
involves an infinite set of coupled equations and a trunca-
tion procedure must be invoked in order to proceed with
a working theory. The remaining gauge potentials, after
truncation, are non-trivial in the sense that the resulting
spatial field strength tensor does not vanish[5] and, as a
consequence, lead to effective gauge forces. They emerge
in addition to the traditional Hellmann-Feynman force.
We introduced and studied the gauge structure of several
low-dimensional scattering systems that are solvable and
where it was not necessary to employ the truncation, or
BO, approximation. For the adiabatic Hamiltonian we
replaced the fast degrees of freedom with the discrete
Pauli coordinates σ,
Had(R, r)→ Had(R,σ)
so that a complete set of basis functions can be used
to obtain the exact solutions of the PSS equations (3).
Though our choices for the adiabatic Hamiltonians varied
in complexity they shared the feature that
Had = U(R)HBOU
†(R) (120)
where U is a unitary operator which can be characterized
by it’s gauge field as given in Eq. (6). HBO is a diagonal
matrix that contains the energy eigenvalues for Had, and
in our discussion we were careful to choose systems in
which HBO did not feature degeneracies at physical val-
ues for the slow parameter R. The energy gap in HBO
explictly “breaks” the symmetry inherent in the defini-
tion of U . The matrix structure of Had depends on the
particular system. For example, in our discussion relating
to Figure (1) Had can be “engineered”[13] by the applica-
tion of a laser field on a two-level system, for the system
described in Figure (8) Had is generated by an external
magnetic field coupled to a neutral spin-1/2 particle. In
Eq. (117) U is a rotation operator that characterizes the
dipolar interaction Eq. (115) for two spin-1/2 particles.
For the system described by Eq. (28) we were able to
solve for the scattering parameters in both the adiabatic
and diabatic descriptions and showed that the quantity,
F ≡
∫
C
ds · j (121)
where j is a current, is invariant with respect to the
choice in representation. Furthermore, for the closed loop
C shown in Figure (4) we found that F does not vanish
in the low-energy limit. In the adiabatic representation
the non-vanishing contribution arises from the gauge po-
tential A that define U . In the low-energy limit, where
the excited adiabatic channel is closed, we found that the
BO projection procedure serves as a good approximation
for solutions obtained by the fully coupled calculation.
The effective single-channel gauge potential predicts a
“magnetic” field, given by Eq. (38), that leads to the
appearance of an effective Lorentz force on the scattered
atom. The BO amplitude which is coupled to the, non-
trivial, gauge potential allows the BO current to satisfy
the condition F 6= 0. We compared the quantal scatter-
ing solutions of this system with that of a charged par-
ticle interacting with a ferromagnetic slab, and we found
that the former predicts, according to Eq. (46), a deflec-
tion angle in harmony with that predicted by the latter.
Though the multichannel gauge potential A is trivial in
the sense that the spatial components of the curvature
vanish, in accordance with Eq. (8), non-trivial gauge be-
havior manifests in the low energy limit. The adiabatic
Hamiltonian does not suffer from any degeneracies, and
we propose that the non-trivial gauge behavior is akin to
the phenomenon of symmetry breaking[35]. This system
serves as a valuable template for more complex examples,
but it also highlights possible applications for geometric
magnetism. For example, in section III.E we showed how
these ideas can be applied toward the engineering of an
effective “magnetic” lens for neutral atoms.
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We showed the relationship between systems in which
dressing is carried out by external agents, such as a mag-
netic field for the system described by Eq. (104), or
a laser field[13] for the two level system given by Eq.
(27), with those in which it is accomplished by mutual
inter-particle interactions. For the interacting two-qubit
system give by Eqs. (116) and (117) “dressing” is ac-
complished by the 2-body tensor interaction Eq. (115).
We argue that, regardless of the nature of the dressing
agent, gauge behavior manifest in these disparate sys-
tems via the same mechanism, and we do not advocate
the use different labels, e.g. fictitious, artificial, synthetic
or geometric magnetism, to identify the phenomena. We
propose that geometric magnetism is an appropriate ter-
minology that underscores its universality.
Appendix A: Coupled channel solution
We compare the solution of the approximate adiabatic
solution Eq. (24) to that obtained by solving the coupled
equations (21). For the sake of economy in notation we
set ~ = 1 in this appendix. In region x > 0 we take the
ansatz
F ad =
(
Fc
Fo
)
= exp(iΩx)
(
cc
co
)
. (A1)
Inserting this ansatz into Eq. (21) we obtain a set of
homogeneous linear equations for the coefficients co, cc
whose non-trivial solutions require that Ω obey the eigen-
value equations
−Ω2 −A20 −A21 + 2mE ∓√
(2m∆− 2A0Ω)2 + (2A1Ω)2 = 0.
Analytic expressions for the eigenvalues can be gleaned
using the formula of Ferraria[46] for the roots of the quar-
tic equation. An outline for calculating the solutions
is given in the Supplement. A simpler and transpar-
ent expression that is valid in the, adiabatic, limit where
m → ∞ is sufficient for our purposes. In this limit the
roots are given by
Ωc ≈ A0 ± 2i
√
m∆
Ωo ≈ −A0 ±
√
k2 −A21. (A2)
where we set E = −∆+ ~2k22m and require that ~
2k2
2m < 2∆
i.e. the collision energy is much smaller than the energy
defect between the two BO potentials. We then obtain
the following, approximate, solutions to Eq. (21), for
x > 0,
F c = exp(iA0x) exp(±
√
4m∆x)×
( ±i
A1√
m∆
)
(A3)
and
F o = exp(−iA0x) exp(±i
√
k2 −A21 x)
(
0
1
)
. (A4)
In the region x < 0 we obtain
F =
(
Sco exp(
√
4m∆x)
exp(ik(x− L)) +R exp(−ik(x− L))
)
(A5)
and solve for the open channel reflection coefficient R by
requiring the solution at x > 0 to match the boundary
condition at x = L, and then matching it with the asymp-
totic solutions at x = 0. However, care must be taken
when matching the derivatives of the adiabatic ampli-
tudes since the vector potential A is discontinuous across
the boundary. We require the diabatic amplitudes given
in Eq. (18) and their derivatives to be continuous across
the boundary. However since the adiabatic amplitudes
are related to them according to Eq. (20) we require
that
F ′ad> − F ′ad< = i AF ad(0) (A6)
where F ′ad>, F
′
ad< are the derivatives of the amplitudes
in the regions x = 0 ±  respectively, and F ad(0) is the
value of the amplitude at x = 0. Matching the ampli-
tudes and enforcing condition Eq. (A6) we obtain, as
k → 0,
R = −1 + 2ik
(
L− tanh(A1L)
A1
)
+ O(k2). (A7)
In the limit where ∆ = 0 the exact eigenvalues Ω =
±k ±
√
A20 +A
2
1, allow simple analytic expressions for
solutions of Eq. (21). Though the eigensolutions are
non-trivial (see Supplementary material) in the region
x > 0, carrying out the procedure that resulted in Eq.
(A7) leads to R = −1 as it must.
Appendix B: Scattering by a 2D ferromagnetic strip
We consider the scattering of a charged particle (here
we set q~c = 1) by a 2D ferromagnetic slab as shown
in Figure 9. The particle with energy E is traveling to
the right, along the x-direction, and impacts the slab, in
the normal direction, of thickness L. We consider the
Schrodinger equation
− ~
2
2m
(
∇− iA
)2
ψ = Eψ. (B1)
The vector potential A = A jˆ is given by
A = B0θ(x+ L/2)(x+ L/2)θ(L/2− x) +
θ(x− L/2)LB0 (B2)
and
B = zˆ
(∂Ay
∂x
− ∂Ax
∂y
)
=
zˆB0θ(x+ L/2)θ(L/2− x). (B3)
We assume the particle approaches from the left (for x <
−L/2 ) with the incident wave boundary condition,
ψ = exp(ikx) + r exp(−ikx) (B4)
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where k =
√
2m
~2 E and r is the reflection coefficient. In
the region −L/2 < x < L/2 the Schrodinger equation
becomes,
∂2ψ
∂x2
−B20(x+ L/2)2ψ + k2ψ = 0 (B5)
whose solutions are,
c1Dν1
(√
B0/2(L+ 2x)
)
+ c2Dν2
(
i
√
B0/2(L+ 2x)
)
.
(B6)
where
ν1 ≡ k
2
2B0
− 1
2
ν2 ≡ − k
2
2B0
− 1
2
and Dν(x) are the Parabolic Cylinder Functions[47]. For
x > L/2 the amplitudes satisfy,
∂2ψ
∂x2
− Φ2ψ + k2ψ = 0
Φ = B0L (B7)
and whose form is determined by the scattering boundary
conditions
ψ(x) = t exp(i
√
k2 − Φ2x) k > |Φ|
ψ(x) = t exp(−
√
|k2 − Φ2|x) k < |Φ|
(B8)
1. Reflection and transmission coefficients
We now solve for reflection and transmission coeffi-
cients. We take the logarithmic derivative, at x = L/2,
of the internal solution Eq. (B6) and match it with that
obtained using the asymptotic boundary condition Eq.
(B8) resulting in the ratio,
γ ≡ c2/c1 =
D′ν1
(√
2B0 L
)− i√k2 − Φ2Dν1 (√2B0 L)
−D′ν2
(
i
√
2B0 L
)
+ i
√
k2 − Φ2Dν2
(
i
√
2B0 L
) . (B9)
Taking the incident wave and matching it, and its deriva-
tive, with the internal solution we obtain
r = exp(−iLk)k + i y
k − i y
y =
D′ν1 + γ D
′
ν2
Dν1 + γ Dν2
(B10)
and
t = 2ik exp(−iLk
2
) exp(− iL
2
√
k2 − Φ2)×(
Dν1
(√
2B0 L
)
+ γ Dν2
(
i
√
2B0 L
))
D′ν1 + γ D
′
ν2 + ik
(
Dν1 + γ Dν2
) (B11)
where we used the shorthand Dν ≡ Dν(0).
Consider the limit L→ 0 as the flux density Φ ≡ B0L
stays constant. We find, in this limit,
γ → i+O(
√
L) (B12)
as
y → i
√
k2 − Φ2. (B13)
Thus
r → k −
√
k2 − Φ2
k +
√
k2 − Φ2
t = 1 + r (B14)
and are the scattering parameters obtained for a system
in which a particle is incident on a step function potential
of height Φ2 at x > 0.
2. Conserved currents
For the Schrodinger equation
i~
∂ψ
∂t
= − ~
2
2m
(
∇− iA
)2
ψ +
~2k2
2m
ψ (B15)
the current density is given by
j =
i~
2m
(ψ∇ψ∗ − ψ∗∇ψ + 2iAψ∗ψ). (B16)
Inserting expression Eq. (??) into Eq. (B16) we obtain
jx =
~k
m
(
1− |r|2
)
(B17)
which can be expressed as incident jin =
~k
m and reflected
jr = −~km |r|2 currents, respectively. In the region x >
L/2 we find
jx =
~
m
|t|2
√
k2 − Φ2
jy = − ~
m
|t|2Φ. (B18)
where we have used Eqs. (B2) and (B8). Thus the trans-
mitted current makes an angle θ with respect to the nor-
mal given
tan θ ≡ jy
jx
= − Φ√
k2 − Φ2 (B19)
where Φ = B0L, and agrees with the classical angle of
deflection.
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FIG. 9. (Color online) Normal incidence of a charged parti-
cle on a ferromagnetic slab of width L. The magnetic field B
is directed into the page and the dashed line depicts a typical
classical trajectory. In this figure the classical trajectory de-
scribes a particle that does not have the required velocity to
overcome the barrier shown in Fig. 1
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