In this paper, we present a novel strategy for incorporating massive parallelism into the solution of Maxwell's equations using finite-difference time-domain methods. In a departure from previous techniques wherein spatial parallelism is used, our approach exploits massive temporal parallelism by computing all of the time steps in parallel. Furthermore, in contrast to other methods which appear to concentrate on explicit schemes, our strategy uses the implicit Crank-Nicolson technique which provides superior numerical properties. We show that the use of temporal parallelism results in algorithms which offer a massive degree of coarse grain parallelism with minimum communication and synchronization requirements. Due to these features, the time-parallel algorithms are particularly suitable for implementation on emerging massively parallel MIMD architectures. The methodology is applied to a circular cylindrical configuration -which serves as a testbed problem for the approach -to demonstrate the massive parallelism that can be exploited. We also discuss the generalization of the methodology for more complex problems.
Introduction
The application of finite-difference and finite-volume time-domain (FDTD and FV'I'D) methods to the solution of Maxwell's equations has been encouraged by increased efforts to model elect rically large and complex radiators and scatterers. However, because of the intensive computation and storage associated with these techniques, their practical implementation for very large problems presents some challenges. In Miller's survey of computational electromagnetic (CEM) techniques [1] , it is suggested that a key solution to the computational power and storage requirement bottlenecks is the exploitation of a massive degree of parallelism by implementing CEM FDTD algorithms on parallel architectures. However, in order to fully exploit the computing power oRered by available parallel platforms, existing algorithms must be reexamined, with a focus on their efficiency for parallel implementation.
Eventually, new algorithms may have to be developed that, from the onset, take a greater advantage of the available massive parallelism. 
Background of FDTD CEM FDTD and FVTD techniques are generally derived by approximating derivatives in Max-
well's time-domain coupled partial differential equations (PDEs) using finite differences. The resulting algebraic equations are then used to track the evolution of the fields in a region of space using time-stepping procedures. A number of such schemes [2]- [6] have been developed and used in CEM, perhaps the most popular of which was originally proposed by Yee [2] and later developed by others [3, 4] . The majority of these techniques are explicit and require a matrix-vector multiplication, wherein the matrices are highly sparse, at each time step. This fact suggests that they offer a high degree of spatial parallelism -the exploitation of parallelism at the computation of each time step -and therefore a considerable amount of work has been devoted to the space-parallel implementation of several FDTD methods. However, such a parallelism is rather fine grain and, due to communication and synchronization requirements, it can not be efficiently exploited by massively parallel MIMD architectures. In fact, practical implementations of Yet's algorithm on computers such as the Hypercube [7, 8] and Transputer [9] clearly show that computational spcedup is limited since only a few processors can be efficiently employed. In contrast, these methods are highly suitable for vector processing, and as such may be efficiently computed using a high degree of vectorization but a limited degree of parallelism. The results reported in [6] and [1 O] appear to support the optimality of such a strategy. q
1.
With the exception of [11] which illustrates the application of the Crank-Nicolson (CN) method to the scalar wave equation, it seems that less attention has been focussed on the application of implicit [12] methods to CEM problems. These methods offer the advantage of unconditional stability, which often reduces the number of time steps required. However, because implicit techniques require a linear system solution at each time step, it has generally been assumed that they are inefficient for parallel computation (see Section 2 for a more detailed discussion).
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Time-Parallel Algorithm
In this paper, we propose a novel computational strategy which uses time-parallelism -the exploitation of parallelism in the computation of all the time steps -in the CN solution of the scalar wave equation. The resulting time-parallel algorithm offers a high degree of coarse grain parallelism with minimum communication and synchronization requirements, making it highly efficient for implementation on massively parallel MIMD architectures.
The application of our time-parallel computing approach to determine the electromagnetic behavior of fields near circular cylindrical geometries clearly reveals the massive temporal parallelism which can be efficiently exploited in the computation. It is further shown that, with the availability of a larger number of processors, spatial parallelism can be also exploited in the computation, resulting in a time-and space-parallel algorithm which remains highly coarse grain with a simple communication structure.
Although our approach is not yet as general as more established methods, we believe that our work paves the way for a new direction in massively parallel CEM. In this sense, this paper mainly presents the basic idea underlying the time-parallel computing approach along with a discussion on its efficient applicability by considering a representative problem.
However, the results of this paper provide a framework for further research work on the application of this strategy to a wider class of CEM problems.
This paper is organized as follows. Section 2 reviews some fundamental ideas relating to q 1 the parallel solution of time-dependent PDEs and introduces the underlying concepts behind time-parallel computation. In Section 3, the algorithm is applied to the circular cylinder.
The performance of the time-parallel algorithm with respect to the best sequential explicit and implicit methods for the same cylinder problem is analyzed in Section 4. Generalization of the time-parallel computing approach is discussed in Section 5. Finally, Section 6 provides some concluding remarks. where 0 is a bounded domain with boundary 0', g(~, t) indicates a time and space dependent source term, and where the initial and boundary conditions are specified. Using finite difference approximations for the derivatives results in a general discretized form of Eq. (2.2) which may be written as
where +(~) is the approximate solution at the mth time step, At is the time step size, and M = T/At. The term ~1~+1) results from the discretization of g(F, t) in time and space, and $(o) and ~(l) are the given initial conditions. In addition, we will use the symbol N to represent the size of the spatial grid. The specific structure of the matrices A, B, and C and the computation of ~(~~1) depend upon the solution method as well as the time and space discretization strategies employed. Eq, (2.3) provides a basis for discussion of the exploitation of time-parallelism in FDTD approximations to the hyperbolic wave equation. 1.
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Explicit methods, while limited in their range of stability, are highly efficient for parallel and/or vector processing since the computation at each time step mainly involves a matrix-vector multiplication.
Implicit and CN methods, despite their superior numerical properties, are not efiicient for parallel and/or vector processing since at each time step a linear system solution is required.
The implementation of time-stepping methods is generally assumed to be strictly sequential in time, implying that the solution for time step m + 1 can not be obtained without first computing the solution for step m.
The first observation has motivated the development of new explicit methods which offer improved numerical properties while preserving the efficiency for parallel/vector computation [16, 17] . The second observation has resulted in new techniques which improve the efficiency of implicit methods for parallel computation while preserving their numerical properties 1" [14, 18] . However, these algorithms can be classified as space-parallel since they attempt to parallelize the computation at each time-step while the overall computation remains strictly sequential in time. Finally, the third observation has motivated the investigation of new iterative techniques to increase parallelism in time [19] -[24] . However, the resulting algorithms achieve a rather limited temporal parallelism. In fact, Womble [21] indicates that, insofar as the data dependency in the computation is concerned, the timestepping procedures can be fully parallelized in time.
Motivated by this observation, we have developed a technique which allows the eflcient time-parallelization of time-stepping methods, leading to a highly practical approach for . 
(2.8)
In contrast to Eq. (2.4), Eq. (2.8) is diagonalized and can therefore be efficiently solved in parallel using RDA or CRA. For two and three dimensional problems, Eq, (2.8) can be computed in O(IV2 log M) and 0(IV3 log &f) by using 0(A4) processors. Several key issues relating to these steps must be addressed before applying the approach to an example problem. To begin, since the computation in Step 1 typically only generates @ and A, the multiplication by ~-1 in Step 2 involves a linear system solution at each time step.
However, if ~-1 can be obtained explicitly, then
Step 2 For practical values of M and N and for most cases, the computational cost of Step 3 is much less than that of Steps 2 and 4 (see for example Section 3). This implies that the overall complexity of the time-parallel algc)rithm is dominated by the computations of Steps 2 and 4 which can be fully parallelized in time. This also illustrates the highly decoupled structure, coarse grain size, and vector nature of the scheme.
These features of the time-parallel algorithm have motivated us to identify the class of problems to which the scheme may be eflciently applied. Two key requirements for the efficient application of the method are:
1. an efficient scheme for determination of the eigenpairs of M, and q $ 2. an efficient scheme for the matrix-vector multiplications in Steps 2 and 4.
The second issue is particularly important since multiplication of a dense matrix by a vector leads to a computational cost of 0(N4) and 0(N6) for two and three dimensional problems respectively. This fact, coupled with the first issue, motivates us to exploit the sparse structure of M and use factored forms of O and El-l to increase the ef%ciency of these steps.
Taking into account these two issues, our analysis indicates that, for a class of problems, the the time-parallel algorithm can be readily applied with an optimal efficiency. In these cases, EE decomposition of M can be computed efficiently with a high degree of parallelism.
. .
Furthermore, the matrix of eigenvectors can be obtained as a product of highly sparse matrices which reduces the complexity of the matrix-vector multiplication. In order to further clarify the implications of these two issues, we first consider the application of the timeparallel algorithm to a specific problem. Generalization of the time-parallel algorithm is discussed in Section 5. In light of this fact, an ABC which is ccmsistent with the structure of the time-parallel alq 9 gorithm involves solving the problem once for a Dirichlet and once for a Neumann boundary condition at the outer domain boundary [33] . The results of the two computations are then averaged to give the desired solution. This scheme not only maintains the diagonalizability of Eq. (2.4) but also is highly suitable for parallel computation since the two solutions can be performed in parallel. Recently, it has been reported that this technique provides satisfactory results when applied to FDTD solution of Maxwell's equations [34] . However, our investigation has shown that while this ABC is effective for short time-stepping durations, it suffers from inaccuracies when the run-time is long enough for multiple reflections to occur.
For this reason, additional research is underway to identify improved techniques for including non-reflecting boundary conditions within the framework of the time-parallel algorithm.
Algorithm Implementation for a Circular Cylinder
Although the high-level structure of the time-parallel algorithm, as outlined in Section 2.3, 
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If the field scattered from the cylinder is to be computed, the boundary condition ~~~l,j = -@''c(pO, jA#, mAt) must be satisfied on the inner domain boundary, where E~c represents the incident plane wave (assuming TM= incidence). In the CN matrix equation, this is accomplished by using the source vector j't~).
The vectors ~('") and @(m) c RKN, which are based on ordering the vector elements first in the direction of p and then in the direction of #, are defined as $(m) = COI{ffm)} and *('I') = col{t~''')}, q < i <P, (3.3) jfm) = col{j~jrn)} and ~~m) == Col{$$')}, 1< j < lV.
An alternative representation of these vectors which will be used is based upon ordering first in the direction of ~ and then in the direction of p, leading to the forms j(m) = COl{f~m)} and ~(rn) == Col{ljjm)}, 1 s j s ~, (3.4)~m ) = Col{f$")} and +~m) == COl{@$')}, q 5 i 5 p.
EE Decomposition: Dirichlet Boundary Condition
Using Eq. (3.2) with the Dirichlet boundary condition at the outer domain boundary, we obtain a block tridiagonal matrix M given by
(3.5)
The submatrix Bi E RNXN is given by ~iB -21 (3.6) where pi= (1/iA#)2 and B is a N x N matrix given by
This specific structure of B results from the periodicity in +.
The following theorem is used in deriving the EE decomposition of M.
(3.7)
. where Ai = Diag{~i,j} =@iD-21,1~j<N, and permutation matrix and therefore is orthogonal.
Theorem 2 The EE decomposition of M is given by
where A is the diagonal matrix of eigenvalues ojM which, along with the matrix Q, is defined below.
Proof By using Eq. (3.9), the matrix M can be written as
where %3 is a block tridiagonal matrix given by
Since the block elements of 7? are diagonal, it can be transformed to a block diagonal matrix T using 7?= PPT7?PPT := P(P%P)PT = PTPT (3.14)
where T is defined by T = Diag{Tj} c RKNXKN, 1 ~ j ~ N (3.15)
Let the EE decomposition of T j be given by The EE decomposition of M, given by 13q, (3.,11), follows from substituting Eq. (3.19) intõ " Eq. (3.12). n
The matrix T j is not symmetric. However, the products of pairs of the corresponding off-diagonal elements are all nonzero and positive. In this sense, T j is sign symmetric and hence has real eigenvalues. Due to this property, all the eigenvalues and eigenvectors of these matrices can be e&cient/y computed by using, for example, the subroutine RT provided by
Multiplication of a vector by the matrix of eigenvectors Q~l corresponds to the solution of a linear system involving a computational cost of 0(K3 ). However, following our discussion in Section 2.3, a greater computational efficiency can be achieved by noting that Q;l is the matrix of eigenvectors of matrix TIT. Therefore, if the EE decomposition of TjT is also computed then the matrix Q~l is explicitly obtained and its multiplication by a vector represents a simple matrix-vector multiplication which can be performed with a computational cost of O(K2 ). For typical values of K (of the order of 10 2 ), this scheme results in a two order of magnitude improvement in the computational efficiency. As mentioned before, in a parallel environment and with a suf%cient number of processors, the EE decomposition of the matrices T,T can be performed in parallel with that of the matrices T j without increasing the overall computational cost.
EE Decomposition: Neumann 130undary Condition
We now consider the Neumann boundary condition at the outer domain boundary given by (3.20) Extending the domain by introducing the fictitious points @p+z,j and using a centered difference scheme with second-order accuracy, the discretization of the Eq. 
2[1+ATJ ' @P+l t j + (~~) z( ' h+l , j +l + '$p+l,j-1). (3.22)
1"
The matrix M arising from the discretization of the Laplace operator with the Neumann boundary condition is then a block tridiagonal matrix expressed as .
where R can be reduced to a block diagonal matrix using the transformation 12= @(PTk@)#T = +f@T. (3.25) is the block diagonal matrix? = Diag{~'}, 1 S j S N, where
2p
1+$ 2
Ap+~,j G RK'XK' (3.26)
The matrix ?j is sign symmetric and, except for the last row, has the same structure as the matrix T' j . Therefore, the eigenpairs of ~j can be eficientb COmPUted" Let the EE decomposition of ~j be given by pj ., QjAjQ;~, (3.27)
Defining @ = Diag{Qj} and ~ = Diag{~j}, 1< j < N, it follows that ? = QM-? As before, it is more efficient to explicitly obtain the matrices Q;l by computing the EE decomposition of matrices ~'.
Structure of the Algorithm for the Circular Cylinder
Appendix A provides a pseudo-code listing of the algorithm implementation for the circular cylinder which follows the steps outlined in Figure 1 . Additionally, the flow charts in . .
3 is less than that of Steps 2 and 4. Additionally, by exploiting parallelism, the cost of Step 1 is less than that of Steps 2 and 4 (a secluential computation of Step 1 will lead to a cost near] y equal to that of a parallel computation of Steps 2 and 4). Therefore, this represents an example for which the overall computational cost of the time-parallel algorithm is mainly determined by the costs of Steps 2 and 4 which are fully parallelizable in time. In light of these arguments, the computational cost of the time-parallel algorithm while fully exploiting temporal parallelism is given by
where al, a 2 , and as are constants and lower degree terms have been neglected.
Computational Complexity of the Time-and Space-Parallel Implementation
With the availability of a larger number of processors an additional level of parallelismspatial parallelism -can also be exploited in the computation. As mentioned in Section 3.4, Figure 4 reveals the structure of the spatial parallelism in the computation. 
Computational Speedup
The speedup of the time-parallel and time-and space-parallel algorithms can be measured with respect to the best sequential explicit method (Yee's algorithm) and the best sequential implementation of the CN method for the problem. The application of Yee's algorithm to the circular cylinder essentially requires a matrix-vector multiplication at each time step.
Because the KN x KN matrix involved in this operation is highly sparse, it can be shown that the computational cost CSEY of the sequential implementation of this algorithm is given
where c 1 is constant and M' is the number of time steps required to achieve the same level of accuracy as for the CN method. Due to the stability constraints, M' may be much greater than M. The speedup of the time-parallel implementation of our algorithm with respect to the sequential implementation of Yee's algorithm, denoted by SP1, is then given by
For practical values of K, N, and M, it is generally true that K > log N and K > log M.
Thus, SP1 can be approximated by
The speedup of the time-and space-parallel implementation of our algorithm with respect to the sequential implementation of Ycc's algorithm is given by
which, again, can be approximately given by
, which is typically the case, then we have . . .
SP 2 = O(M'). (4.8)
The sequential solution of Eq. 
rallel Approach "
Provided that the matrix M is nonsingular, the diagonalization process of Section 2.2 can be applied to the time-stepping procedures for solution of Maxwell's equations. Hence, the main issue in generalization of our approach is not the domain of applicability but rather the computational efficiency. As indicated in Section 2.3, efficient application of the timeparallel approach requires fast schemes for computing the eigenpairs of M and multiplying the matrix of eigenvectors by a vector. In this section, we briefly discuss the implication of these two factors for more general problems. 
Fast Computation of the Eigenpairsof M
Depending on the structure of the spatially determined matrix M, we have identified three main techniques for the efficient computation of its eigenpairs. The first and second techniques are specialized in that they take advantage of the specific structure of M while the third technique is more gener~ since only the sparsity of M is exploited.
a. Analytical Expressions
For a few simple cases involving regular domains, an analytical expression for the eigenpairs of M is known a priori. Well-known examples are cases involving two and three \ dimensional square and cubical domains. Additionally, we have found it possible to develop expressions for some cases which have not been previously explored [28] . Because this approach zdlows extremely efficient application of the time-parallel approach, it is useful to identify problems which can be solved in this fashion. Nevertheless, it appears that the : domain of applicability for this appr.aemains quite limited.
b. A Divide and Conquer Method
The second technique can be considered as a divide and conquer approach which exploits the specific structure of M. The task is to reduce the computation of eigenpairs of M to the . . computation of eigenpairs of a set of simpler matrices. Such a divide and conquer approach was applied to the problem in Section 3. As shown in that derivation, this technique is highly efficient with an optimal computational complexity for most cases. Because the EE 3' decomposition for the set of matrices can be performed in parallel, this approach also offers a high degree of coarse grain parallelism. Furthermore, the resulting matrix of eigenvectors can be efficiently multiplied by a vector since it can be obtained as a product of sparse matrices.
c. General Sparse Matrix Techniques
For problems where these methods can not be applied, must be exploited to efficiently compute its eigenpairs [40] .
the highly sparse structure of M Howe'~er, it must be remembered that we are not interested in explicit computation of the matrix o: eigenvectors but rather its multiplication by a vector. Therefore, it is more efficient to obtai~ the matrix of eigenvectors
in a factored form to improve the efficiency of this matrix-vector multiplication. This is a clear departure from most conventional sparse eigenproblem techniques wherein the explicit computation of the matrix of eigenvectors is sought.
Efficient Matrix-Vector Multiplication
The importance of using efficient techniques for multiplying the matrix of eigenvectors O by a vector is perhaps best understood by considering the problem solved in Section 3. For this case, as can be seen from Eq. (3.11), @ is a full KN x l_N matrix, leading a cost of O(K2N2) when it is multiplied by a vector. However, by computing @ in a factored form rather than determining it explicitly, the cost of its multiplication by a vector is reduced to 0( K2N). For a typical value of N (of the order of 10 2 ), this represents an improvement of two orders of magnitude in computational efficiency, regardless of the degree to which parallelism is exploited in this operation. Such a significant improvement in computational efficiency motivates the identification of those techniques which allow determination of the matrix of eigenvectors in a factored form.
Conclusion
In this paper, we have introduced a novel time-parallel approach for solving Maxwell's equations using FDTD techniques. The algorithm provides a massive degree of coarse grain parallelism with simple communication and synchronization requirements, Furthermore, in contrast to previous work which has emphasized the use of explicit FDTD methods, this approach exploits the superior numerical properties of the implicit CN method. The application of the algorithm to solution of a testbed problem has illustrated the massive speedup that can be achieved by exploiting temporal and spatial parallelism. Work is currently underway to implement the algorithm on the Touchstone Delta supercomputer for the circular cylinder problem discussed in this paper. The results of this implementation will be presented in a future correspondence.
In general, however, even the exploitation of full temporal parallelism alone requires a to employ many thousands of processors and to achieve a Teraflop computing capability.
Our preliminary results clearly point to a new direction in massively parallel CEM which would enable efficient application of these future architectures to various CEM problems.
However, in order to achieve this goal, further research work is needed to extend the domain of ef%cient"applicability of our approach. To this end, the discussion in Section 5 provides a useful framework for further application of the time-parallel computing approach.
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A Structure of the Algorithm for the Circular Cylinder
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Figure 1: Flow diagram illustrating
Step 3
Step 4 the computational structure of the tim~parallel algorithm. 
