In this paper, the control of linear parameter-varying (LPV) systems with time-varying real uncertain parameters, where only some of the parameters are measured and available for feedback is considered. The control objectives are internal stability and disturbance attenuation in the sense of a bounded induced L 2 -norm from the disturbance to the controlled output. Using parametric Lyapunov functions, the solvability conditions for dynamic output feedback controllers that depend on the measured parameters are expressed in terms of a set of linear matrix inequalities (LMI's) and an additional coupling constraint w h i c h destroys the convexity o f the overall problem. By transforming the coupling constraint i n to a rank condition, the problem is recast into a rank-minimization problem with LMI constraints. An example is included that demonstrates the application of the results.
Introduction
Parameter-dependent c o n trol of LPV systems has received considerable attention recently ( 1] , 2], 3], 11], 12]). The results in these papers were based on quadratic stability with disturbance attenuation in the sense of a bounded induced L 2 -norm from the external disturbance to the controlled output. The existence conditions for such parameter-dependent c o n trollers were expressed as nite-dimensional LMI's, for which e cient solution algorithms are available.
Later, in 13] and 14], the measured parameters were included in the Lyapunov functions in order to reduce conservatism and the solvability conditions were obtained in terms of in nitedimensional LMI's. In 13] , a gridding of the parameter space was proposed for reducing the LMI constraints to a nite number. In 14], however, a solution technique based on the overbounding of the parameter space was presented. Another approach to reducing the problem to a nite numberof LMI's was given in 8], where the Lyapunov functions {as well as the system matrices{ are assumed to be a nely parameter-dependent. In this case, by forcing the coe cients of the quadratic terms in the parameters to be non-negative, it su ces to check the LMI's involved only at the vertices of the parameter space for feasibility o ver the whole parameter space.
Parameter-independent (i.e., robust) control of LPV systems, on the other hand, is known to be a non-convex problem. The solvability conditions for such c o n trollers are typically expressed in terms of a set of LMI's with an additional constraint, which destroys the convexity of the overall problem (see 1], Section VII, for instance). In 5], a cone complementarity algorithm was proposed for overcoming this di culty, which is similar in structure to the one faced in lower-order controller design. A di erent { y et more general{ approach to the solution of the rank-minimization problem is the \alternating projections" method ( 4] , 9]).
In this paper, we consider the more realistic case where only some of the parameters are measured and therefore available for feedback, and the remaining parameters are treated as uncertainty. We assume an a ne dependence on measurable parameters and a linear fractional transformational (LFT) dependence on the uncertain parameters. The bounds on all parameters are assumed to be known. For the measured parameters, it is further assumed that the time derivatives of the parameters (and their bounds) are known. The Lyapunov functions, used to establish stability a n d the guaranteed induced L 2 -norm bounds, depend on the measured parameters only. The solvability conditions we obtain for dynamic output feedback controllers are expressed in terms of a set of in nite-dimensional LMI's and an additional non-convex constraint. For reducing the number of LMI's involved to a nite number, we use the approach in 8]. Although the resulting overall problem is non-convex, we s h o w that under certain conditions, a two-step solution, where each step constitutes a convex search, is possible. Furthermore, in the general case where no assumptions on the system matrices are made, we apply the alternating projections method to our problem in order to satisfy the \troublesome" non-convex constraint and give a solution algorithm without guaranteeing global or even local convergence. In the case of full-state feedback control, the solvability conditions are given exclusively by LMI's.
We use standard notation. A real symmetric positive (negative) de nite matrix P is denoted by P > 0 (P < 0). For real symmetric matrices A and B, A > B (A < B) implies A ; B > 0 (A ; B < 0). If A has full column-rank, A ? 2 IR m (m;n) is a matrix whose columns form a basis for the null space of A T . Finally, given a signal x(t), jjxjj 2 denotes the L 2 norm of x(t), i.e., jjxjj 2 
Preliminaries
Consider the following LPV system: _ x = A r x + B 1 r w z = C 1 r x + D 11 r w (1) where " A r B 
We denote the extreme values of R by R vex = fr : r i = r i or r i 8i = 1 2 : : : s g:
Furthermore, we assume that the rate of change of the parameters r i is also bounded and known.
That is, at each instant, , and U i 's are used to account for the realness of the parameters.) However, the resulting LMI needs to besatis ed for all r 2 R and D, which imposes an in nite numberofconstraints. Therefore, by restricting X(r) to depend a nely on r (as in (11)), while requiring that the coe cients of the quadratic terms in r i be nonnegative, (i.e., (10) 
Solution Schemes
The solvability conditions in Theorem 3.1 are expressed in terms of LMI's given in (17), (18), (19), (21) and (22) and the additional constraint (20), which destroys convexity. In what follows, we give su ecient conditions under which the solvability conditions in Theorem 3.1 can bechecked in a sequence, thus turning the overall problem into a convex one. We consider the general case where no assumptions are made on the system matrices. After recasting the problem into a rankminimization problem with LMI constraints, we propose an algorithm for obtaining a solution.
Su cient Conditions for a Sequential Solution:
Since r i 's appear a nely in the system matrices, by normalizing the bounds on r i 's to ;1 and 1 Example 4.1 : Consider a randomly generated 7th-order system, where there is one measured parameter, r with jr(t)j 1 a n d j_ r(t)j 1 and one non-measured parameter , w i t h j i (t)j 1 for all t 0 in the system and the system matrices satisfy the conditions of Theorem 4.1. In this case, we r s t s o l v e ( 17), (21) and (11) for X 0 , X 1 , T > 0 and U = ;U T . Keeping these values xed, and obtaining S > 0 and V = ;V T from (20), we solve (18) and (19) for a constant Y matrix. The minimum achieveable disturbance attenuation we o b t a i n b y this scheme is opt = 5 :9561. When we restrict X r to be constant, however, we obtain a more conservative value of opt = 6 :1539. When the realness of the unknown parameter, is overlooked, i.e., by setting U = V = 0, the problem is not solvable. That is, the conditions (17), (21) and (11) Since LMI solvers cannot be implemented for the solution of this problem, we rst recast the constraint i n ( 20) into a rank constraint using the equivalence (T j + U j )(S j + V j ) = I () rank " T j + U j I I S j + V j #! = n p :
The rank of the matrix above is 2n p in general. Therefore, we need to reduce the rank from 2n p to n p in order to satisfy the solvability conditions given in Theorem 3.1. To this end, we apply the alternating projections method used in 4] and 9] for designing low-order controllers. We propose the following algorithm for the solution of the conditions in Theorem 3.1.
Algorithm for the solution of (17)-(22):
Step 1: Initialize T j 0 , S j 0 , U j 0 and V j 0 for j = 1 2 ::: k.
Step 2 Step 4: Set T j 0 = T j , S j 0 = S j , U j 0 = U j , V j 0 = V j and go to Step 2. where the parameters r 1 (t) and r 2 (t) a r e such that jr i (t)j r for i = 1 2 and j_ r 2 (t)j d for some known r and d. Our goal is to design a dynamic output feedback c o n troller that depends on r 2 (t) and _ r 2 (t) only and satis es quadratic stability with a Lyapunov matrix of the form P(r 2 (t)) with disturbance attenuation = 1 . Assuming that d is given, we are also interested in increasing the bound on r on jr 1 (t)j and jr 2 (t)j. Note that given the system above, A r can be expressed as A r = A + r 2 (t)A r 2 + B p C q where =r 1 (t)I 2 ,r 1 (t) 4 = r 1 (t)= r so that jr 1 (t)j 1. Since the control input and the measurement c hannels are parameter-independent, we apply Theorem 3.1 for the solution of the problem. Applying the algorithm proposed above, we search for matrices X 0 , Y 0 , X r 2 , Y r 2 , T r 1 , U r 1 , S r 1 , V r 1 , Z T U r 1 and Z SVr 1 such that the minimization problem in Step 3 is solved. For r = 2:05, we obtain a solution, which satis es (20) to a required accuracy, but not exactly. Therefore, in order to obtain an exact solution, we x the scales T r 1 and U r 1 , and recalculate S r 1 and V r 1 so that (20) is satis ed exactly and solve inequalities (17) through (22) again. We repeat this process until (17)-(22) are satis ed. With this new solution, we construct the controller using the expressions in (25) Finally, we point out that when the Lyapunov matrices X r and Y r are restricted to beindependent of r 2 , the best r we obtain by the method we propose is r = 1:725.
Hence, by using parameter-dependent Lyapunov matrices, we get about 19% improvement in the allowable bound on the parameters. 
