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THE HAUSDORFF DIMENSION OF THE PROJECTIONS OF
SELF-AFFINE CARPETS
ANDREW FERGUSON, THOMAS JORDAN, AND PABLO SHMERKIN
Abstract. We study the orthogonal projections of a large class of self-affine carpets,
which contains the carpets of Bedford and McMullen as special cases. Our main result
is that if Λ is such a carpet, and certain natural irrationality conditions hold, then every
orthogonal projection of Λ in a non-principal direction has Hausdorff dimension min(γ, 1),
where γ is the Hausdorff dimension of Λ. This generalizes a recent result of Peres and
Shmerkin on sums of Cantor sets.
1. Introduction and statement of results
A basic problem in fractal geometry is to understand how the Hausdorff dimension
of a set behaves under orthogonal projections. Results which are valid for almost every
projection are well-known, going back to the celebrated Marstrand Projection Theorem
[9]: let Λ ⊂ R2 be a Borel set, and denote the orthogonal projection onto a line making
angle θ with the origin by projθ. Then
dimH(projθ(Λ)) = min(dimH(Λ), 1) for almost every θ,
where dimH stands for Hausdorff dimension. See [10, Chapter 9], [13] and references therein
for many extensions of Marstrand’s Theorem. We underline that in all cases, the proof is
non-constructive and gives no indication of what the exceptional set of directions may look
like (other than giving a bound on its dimension). This motivates the following general
question: if Λ ⊂ R2 is dynamically defined, is it possible to determine the set of exceptional
directions in Marstrand’s Theorem explicitly?
Recall that the one-dimensional Sierpin´ski gasket S is defined as
S =
{
∞∑
i=1
3−iai : ai ∈ {(0, 0), (1, 0), (0, 1)}
}
.
A question, attributed to Furstenberg, is whether projθ(S) has Hausdorff dimension one
for all θ with irrational slope; this problem remains open. On the other hand, Moreira (see
[3]) succeeded in showing that for the cartesian product of certain non-linear dynamically
defined Cantor sets on the real line, there are no exceptional directions, other than θ =
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0, π/2 which are trivial ones (his motivation was to find the dimension of the arithmetic
sum of two such Cantor sets; note that the arithmetic sum A + B is affinely equivalent
to a projection projπ/4(A × B)). Peres and Shmerkin [14] obtained an analogous result
for products of linear self-similar sets and for self-similar sets in the plane. The main
motivating class of examples in their work are the product sets Λ = Ca × Cb, where Cs is
the central Cantor set which is obtained by replacing the unit interval [0, 1] by the union
[!0, s]∪ [1−s, 1] and iterating. All these positive results require an appropriate irrationality
assumption; for Λ = Ca × Cb this reduces to log b/ log a being an irrational number. Very
recently, Hochman and Shmerkin [6] introduced a general approach that unifies and extends
all these results.
In the present work we continue this line of research. We focus on a family of dynamically
defined fractals generally known as self-affine carpets. These carpets are defined by
replacing the unit square Q with a union of pairwise non-overlapping rectangles {Si(Q)}
satisfying some geometric arrangement, and iterating inside each Si(Q); here the Si are
affine maps with a diagonal linear part. A simple model of self-affine carpets was introduced
by Bedford [2] and McMullen[11], who independently found a formula for their Hausdorff
dimension. Figure 1 shows a typical Bedford-McMullen carpet. We will be concerned with
two more general classes of self-affine carpets, the class studied by Gatzouras and Lalley
[8], and the class recently introduced by Baran´ski [1]; precise definitions are given below.
Our main result is that if Λ is either a Gatzouras-Lalley or a Baran´ski carpet, and a natural
irrationality condition holds, then
dimH(projθ(Λ)) = min(dimH(Λ), 1) for all θ ∈ (0, π) \ {π/2}.
(See Theorem 1.1 below for the precise statement). In other words, for these carpets the
only possible exceptional directions in Marstrand’s Theorem are 0 and π/2; it will be clear
from the definitions that these directions can indeed be exceptional. We underline that
the aforementioned results in [3], [14], [6] all rely on the conformality of the underlying
constructions. The self-affine carpets we study are intrinsically non-conformal.
Recall that an iterated function system on Rd is a finite collection of maps {S1, . . . , Sk}
from Rd into itself which are strictly contractive, i.e. there exists 0 < c < 1 such that
|Si(x) − Si(y)| < c|x − y| for all x, y ∈ Rd and all i. It is well-known that there exists a
unique non-empty compact set Λ, called the attractor or invariant set of the iterated
function system, such that Λ = ∪iSi(Λ). In the case in which all the Si are homotheties,
Λ is called a self-similar set. We will be concerned with the case in which all the Si are
affine maps, in which case Λ is known as a self-affine set. The reader is referred to [5] for
further background on iterated function systems and self-similar sets.
One reason why self-affine carpets are of interest is that they are among the simplest
planar constructions which are not self-similar. They exhibit phenomena not present in the
self-similar setting, like the non-coincidence of Hausdorff and packing dimension (see [8]) or
the infinitude of Hausdorff measure in the critical dimension [12]. Our results suggest that
from the point of view of orthogonal projections, these carpets behave rather like products
of self-similar sets; compare Theorem 1.1 with [14, Theorem 5].
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Figure 1. A generating pattern of a Bedford-McMullen carpet (left) and
the associated invariant set Λ (right).
Let us give the precise definitions of the constructions we will consider. The first type
was introduced by Gatzouras and Lalley in [8]. For this construction we fix positive integers
m,n1, n2, . . . , nm and set D = {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ ni}. Let Λ be the unique
non-empty compact set satisfying
Λ =
⋃
(i,j)∈D
SijΛ,
where the map Sij is of the form
Sij(x, y) = (aijx+ cij , biy + di).
We impose the following conditions on the maps Sij: 0 < aij < bi < 1 for each pair (i, j),
and the intervals {biI + di}mi=1, {aijI + cij}nij=1 have disjoint interiors, where I = [0, 1] is
the unit interval; see Figure 2. For any n ∈ N, we will let
Pn =
{
(p1, . . . , pn) : pi ≥ 0 and
n∑
i=1
pi = 1
}
be the space of all probability vectors with n elements. It is proven in [8] (albeit with a
slightly different formulation) that the Hausdorff dimension of Λ is given by
(1.1) dimH Λ = sup
p∈Pm
{∑m
i=1 pi log pi∑m
i=1 pi log bi
+ t(p)
}
,
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Figure 2. Generating patterns for a Gatzouras-Lalley carpet (left) and a
Baran´ski carpet (right).
where t(p) is the unique real number satisfying
m∑
i=1
pi log
 ni∑
j=1
a
t(p)
ij
 = 0.
We will say a Gatzouras-Lalley construction is of irrational type if either
(1) There exists (i, j) ∈ D with log aijlog bi /∈ Q.
(2) There exist i, j, k with
log aij
log bk
/∈ Q and log aijlog bi is not constant for all i, j.
A special case of the Gatzouras -Lalley construction is the situation where n1 = n2 = · · · =
nm and there are constants 0 < a < b < 1 such that each aij = a and bi = b. We will refer
to this as the homogeneous uniform fibre case.
An alternative construction was considered by Baran´ski in [1]. For this construction fix
positive integers m,n and let D ⊆ {(i, j) : 1 ≤ i ≤ n and 1 ≤ j ≤ m}. For each 1 ≤ i ≤ n
and 1 ≤ j ≤ m we fix values 0 < ai, bj < 1 such that
∑n
i=1 ai =
∑m
j=1 bj = 1. We then
consider the affine iterated function system defined by the maps
Si,j(x, y) =
(
aix+
i−1∑
l=1
al, bjy +
j−1∑
l=1
bl
)
for each (i, j) ∈ D. Again we let Λ be the unique non-empty compact set satisfying
Λ =
⋃
(i,j)∈D
SijΛ.
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(See Figure 2). We remark that Bedford-McMullen carpets are the special case of the
Baran´ski construction in which ai = 1/n and bj = 1/m for all i, j.
In [1] Baran´ski computed the dimension of such attractors. To state his result we denote
the elements of a probability vector p ∈ P|D| by pij where |D| denotes the cardinality of
D. For 1 ≤ i ≤ n let qi(p) =
∑
j:(i,j)∈D pij and for 1 ≤ j ≤ m let rj(p) =
∑
i:(i,j)∈D pij .
We now define
dx = sup
p∈P|D|

∑n
i=1 qi(p) log qi(p)∑n
i=1 qi(p) log ai
+
∑
ij pij log
(
pij
qi(p)
)
∑m
j=1 rj(p) log bj
 ,
and
dy = sup
p∈P|D|

∑m
j=1 rj(p) log rj(p)∑m
j=1 rj(p) log bj
+
∑
ij pij log
(
pij
rj(p)
)
∑n
i=1 qi(p) log ai
 .
Baran´ski showed that
dimH Λ = max{dx, dy}.
We will call the system of irrational type if either:
(1) We can find (i, j) ∈ D such that log ailog bj /∈ Q,
(2) We can find (i, j) /∈ D such that log ailog bj /∈ Q and there exists (i, j), (k, l) ∈ D with
log ai
log bj
6= log aklog bl .
We now state our main result:
Theorem 1.1. Let Λ be the attractor for an iterated function system defined by the
Gatzouras-Lalley construction or the Baran´ski construction. If the system is of irrational
type, then
dimH (projθΛ) = min(dimH (Λ) , 1)
for all θ ∈ (0, π) \ {π/2}.
The Baran´ski class contains the products Ca×Cb as special cases, and also the cartesian
products of more general self-similar sets in the line; hence, Theorem 1.1 generalizes [14,
Theorem 2]. We underline that the proofs in [14] rely crucially on the product structure of
Λ = Ca×Cb. More precisely, in that paper the following fact is key: Λ can be written as a
union ∪iΛi, where each Λi is the image of Λ under an affine map of small distortion. This
structure breaks down already for Bedford-McMullen carpets such as the one depicted in
Figure 1. Thus, although we follow the general pattern of proof of [14, Theorem 2], we
must also introduce new ideas to deal with the lack of product structure.
A key to the proof of Theorem 1.1 is to first prove the homogeneous uniform fibre
Gatzouras-Lalley case, and then use probabilistic ideas to deduce the general case.
Proposition 1.2. Let Λ be an attractor for a homogeneous uniform fibre Gatzouras-Lalley
construction. If log alog b /∈ Q then
dimH (projθΛ) = min(dimH (Λ) , 1)
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for all θ ∈ (0, π) \ {π/2}.
In [7], Kenyon and Peres studied a generalization of Bedford-McMullen carpets which
are modeled by sofic symbolic systems (Recall that a sofic system is a factor of a subshift
of finite type on a finite alphabet). We can describe their construction as follows: fix
integers 2 ≤ m < n. Let X be a closed subset of the symbolic space DN, where D =
{1, . . . , n} × {1, . . . ,m}, and assume X is T -invariant and sofic, where T is the shift map
on DN. For (i, j) ∈ D, write
S(i,j)(x, y) = ((x+ i)/n, (y + j)/m).
Further, set
(1.2) Λ = Λ(X) =
∞⋂
ℓ=1
⋃
|σ|=ℓ,σ∈X∗
Sσ1 ◦ · · · ◦ Sσℓ([0, 1] × [0, 1]),
where X∗ is the set of all finite strings which can be continued to an infinite string in
X. It is easy to see that in the case X = (D′)N, where D′ ⊂ D, the set Λ is a Bedford-
McMullen carpet; and thus a Baran´ski construction, and is of irrational type whenever
logm/ log n /∈ Q.
Kenyon and Peres obtained a formula for the Hausdorff dimension of such sofic affine-
invariant sets in terms of some random matrix products [7, Theorems 1.1 and 3.2]. Of
importance to us is that in the course of the proof of Theorem 3.2, Kenyon and Peres
construct Bedford-McMullen carpets Λj corresponding to a subset Dj ⊂ {0, . . . , nj} ×
{0, . . . ,mj}, such that Λj ⊂ Λ for all j, and dimH(Λj) → dimH(Λ) as j → ∞. Hence we
have the following immediate corollary of Theorem 1.1:
Corollary 1.3. Suppose that logm/ log n is irrational and Λ is defined by (1.2) for some
sofic system X. Then
dimH(projθΛ) = min(dimH(Λ), 1)
for all θ ∈ (0, π) \ {π/2}.
When seen as a subset of the torus T 2, the set Λ is invariant under the expanding toral
endomorphism A(x, y) = (mx,ny) (mod 1). We do not know if the above corollary remains
true if Λ is an arbitrary closed A-invariant subset of the torus of (this would correspond
to X being an arbitrary subshift, not necessarily sofic).
Section 2 contains a discrete projection theorem, while Section 3 contains the proof
of Proposition 1.2. In Section 4 we then use probabilistic ideas and Proposition 1.2 to
complete the proof of Theorem 1.1. Throughout the article, L will be used to denote
Lebesgue measure.
2. A discrete projection theorem
The main idea behind the proof of Proposition 1.2 is that for a self-affine carpet Λ,
and a fixed angle θ ∈ (0, π/2), we can construct a subset Λθ ⊂ Λ, with the following
properties: Λθ may be written as an intersection over a nested family of compact sets, i.e.
Λθ = ∩k∪Q∈QkQ, such that for each k, the elements of the family {projθ(Q) : Q ∈ Qk} are
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suitably separated. The following theorem gives sufficient conditions for the cardinality of
the sets Qk being large enough so that the resulting set Λθ has dimension that is arbitrarily
close to that of Λ. It plays a similar role to that of [14, Proposition 7], and is a variation
on this result.
Theorem 2.1. Given constants A > 1, A1, A2 > 0 and γ ∈ (0, 1), there exists a constant δ
such that the following holds: Fix ρ > 0. Let Q be a collection of convex subsets of the unit
disk such that each element contains a disk of radius A−1ρ and is contained in a disk of
radius Aρ, and Q,Q′ have disjoint interiors for any Q,Q′ ∈ Q with Q 6= Q′. Furthermore
suppose that Q has cardinality at least ρ−γ/A1, yet any disk of radius ℓ ∈ (ρ, 1) intersects
at most A2(ℓ/ρ)
γ elements of Q.
Then for any ε > 0 there exists a set J ⊂ [0, π) with the following properties:
(i) L([0, π) \ J) ≤ ε.
(ii) If θ ∈ J , then for any family Q′ ⊂ Q there exists a subcollection Q1 of Q′ of cardinality
at least
δε
( |Q′|
|Q|
)2
|Q|,
such that the elements of the family {projθ(Q) : Q ∈ Q1} are ρ-separated.
(iii) J is a finite union of open intervals.
Proof. Throughout the course of the proof, Ci denotes a constant which depends only on
A,A1, A2 and γ. Let E be the union of elements in Q, and let µ be normalized Lebesgue
measure on E. Consider the Riesz 1-energy of µ,
I1(µ) =
∫ ∫
|x− y|−1dµ(x)dµ(y).
From [14, Proposition 7] we have that
I1(µ) ≤ C1ργ−1.
Combining this with [10, Theorem 9.7] yields
(2.1)
∫ π
0
‖dµθ/dx‖22dθ ≤ C2I1(µ) ≤ C3ργ−1,
where µθ is the push forward of µ under the map Pθ = R−θ ◦ projθ, where R−θ denotes a
rotation of angle −θ about the origin. Here ‖ · ‖2 denotes the usual L2 norm.
Let fθ = dµθ/dx denote the density of µθ. We claim that θ 7→ ‖fθ‖2 is continuous. By
the dominated convergence theorem, it suffices to show that the density fθ(x) is continuous
for all x. Since
fθ(x) =
∑
Q∈Q
fθ,Q(x),
where fθ,Q is the density of the push forward of the measure µ|Q under Pθ, it is enough to
verify that each fθ,Q(x) is continuous, which follows from the convexity of Q. Let
J = {θ : ‖fθ‖22 < ε−1C3ργ−1}.
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From (2.1) we deduce that L([0, π) \ J) ≤ ε. Since ‖fθ‖2 depends continuously on θ, J is
open and therefore a finite union of open intervals. Hence it remains to prove (ii).
Fix a non-empty subfamily Q′ of Q and write η = |Q′|/|Q|. Let ν be the restriction of
µ to the union of the elements of Q′, and let {νθ} be the corresponding projections of ν,
and {f ′θ} their densities. As each element Q ∈ Q contains a disk of radius A−1ρ, and is
contained in a disk of radius Aρ, we have that µ(Q)/µ(Q′) ≥ A−4 for all Q,Q′ ∈ Q. Hence,
we deduce that ν has total mass at least A−4η. It is also clear that
(2.2) ‖f ′θ‖22 ≤ ‖fθ‖22 < ε−1C3ργ−1,
for all θ ∈ J . On the other hand, using the Cauchy-Schwarz inequality,
(2.3) A−4η ≤ ν(R2) = νθ(Supp(νθ)) ≤ L(Supp(νθ))1/2‖f ′θ‖2.
From (2.2) and (2.3) we deduce that if θ ∈ J then
L(Supp(νθ)) ≥ C4εη2ρ1−γ .
For such θ ∈ J we may select a set of points Eθ ⊂ Supp(νθ) of cardinality at least δεη2|Q|,
for which the elements are (2A + 1)ρ-separated, where δ = C42(2A+1) . For each x ∈ Eθ
choose an element Qx ∈ Q′ for which x ∈ Pθ(Qx). Since Pθ(Qx) is contained in the interval
[x − Aρ, x + Aρ], we see that that the family {Pθ(Qx) : x ∈ Eθ} is ρ-separated. This
concludes the proof, as {Qx}x∈Eθ has the desired properties. 
3. Proof of Proposition 1.2
Throughout this section, Λ is the attractor of a homogeneous uniform-fibre Gatzouras-
Lalley construction:
Λ =
⋃
(i,j)∈D
Sij(Λ),
where D = {1, . . . ,m} × {1, . . . , n}, and Sij(x, y) = (fij(x), gi(y)), with fij(x) = ax + cij
and gi(x) = bx+ di for some 0 < a < b < 1, cij , di ∈ R.
We fix some notation. For a positive integer N , let
ΣN = {σ = σ1σ2σ3 · · · | 0 ≤ σk < N for all k ∈ N},
i.e. the set of one sided infinite strings over the alphabet {0, 1, . . . , N − 1}, and let Σ∗N be
the collection of all finite strings. We will also let
ΣkN = {σ = σ1σ2σ3 · · · σk | 0 ≤ σk < N for all 1 ≤ j ≤ k}.
For a string σ = σ1σ2 . . . ∈ ΣN and a natural number k ∈ N, let σ|k = σ1σ2 · · · σk denote
the truncation of σ to its first k symbols. For a string σ = σ1σ2 · · · σk ∈ Σ∗N of finite length,
we let |σ| = k denote the length of the string. For σ, η ∈ Σ∗N we denote their concatenation
by ση = σ1σ2 · · · σ|σ|η1η2 · · · η|η|.
This notation gives rise to a natural coding of the set Λ: let
Xk = {(η, η′) ∈ Σkm × Σkn : (ηi, η′i) ∈ D for i = 1, 2, . . . , k},
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and write
fσ,σ′ = fσ1,σ′1fσ2,σ′2 · · · fσk,σ′k , gξ = gξ1gξ2 · · · gξ|ξ| ,
for (σ, σ′) ∈ Xk, and ξ ∈ Σ∗m. For σ ∈ Σ∗m, (ξ, σ′) ∈ Xk we set
Q(σ, ξ, σ′) = fξ,σ′ [0, 1] × gσ[0, 1].
Then we may write
Λ =
⋂
k≥1
⋃
(σ,σ′)∈Xk
Q(σ, σ, σ′).
It is easy to see that, in the homogeneous uniform fibre case,
(3.1) γ := dimH Λ =
logm
− log b +
log n
− log a.
If γ ≥ 1, then for any ε > 0 we can find a subset Λε ⊂ Λ, which is also the invariant set of an
irrational, homogeneous uniform fibre construction, and such that 1− ε < dimH(Λε) < 1.
Indeed, all we need to do is iterate the original iterated function system a large number
of times, remove an appropriate subset of maps from the resulting system, and let Λε be
the attractor of the reduced system. (It follows from (3.1) that by this procedure we can
obtain sets of dimension arbitrarily close to any prefixed value not exceeding γ). Thus, by
replacing Λ with Λε and then letting ε→ 0, we can assume without loss of generality that
γ < 1, and we will do so for the rest of the proof.
For a positive integer k, set ℓ(k) = max{k′ : bk ≤ ak′}, and Zk = aℓ(k)b−k ∈ [1, a−1).
Given ξ ∈ Σℓ(k)m , ξ′ ∈ Σℓ(k)+1m we set
Qk(ξ) = {Q(σ, ξ, σ′) : (σ, σ′) ∈ Σkm × Σℓ(k)n },
Q˜k(ξ′) = {Q(σ, ξ′, σ′) : (σ, σ′) ∈ Σkm × Σℓ(k)+1n }.
We note that (ξ, σ′) ∈ Xℓ(k) and therefore Qk(ξ) is well defined, and likewise is Q˜k(ξ′).
Due to our choice of ℓ(k), and in particular the fact that Zk is bounded, the elements of
Qk(ξ) and Q˜k(ξ′) are approximately squares, which project onto intervals of size ≈ bk, i.e.
there exists a constant c > 1 such that c−1 ≤ diam(projθ(Q))/bk ≤ c for all Q ∈ Qk(ξ).
For each ξ ∈ Σℓ(k)m we may apply Theorem 2.1 to the family Qk(ξ) to obtain a “large”
set of “good” angles Jξ . We remark that in the context of [14, Theorem 1], the sets Qk(ξ)
are all translates of each other thanks to the product structure. In particular, all Jξ are
equal and hence there is a “large” set of “good” angles which is uniform in ξ. However,
in our situation we have little information about the intersection of the sets Jξ, or even
the cardinality of the set {ξ ∈ Σℓ(k)m : θ ∈ Jξ} for a fixed θ ∈ [0, π). The reduction to
the uniform horizontal fibre case and the modification of the discrete Marstrand Theorem
given in Theorem 2.1 are needed in order to tackle this additional difficulty. Another step
in this direction is the following lemma, which shows that there exists a “large” set of
angles J ⊂ [0, π), such that whenever θ ∈ J , we have that θ ∈ Jξ for a “large” number of
ξ ∈ Σℓ(k)m .
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Lemma 3.1. There exists a constant δ > 0 such that for any k ∈ N, and ε > 0, there
exists a set J ⊂ [0, π) with the following properties:
(i) L([0, π) \ J) ≤ ε1/2.
(ii) If θ ∈ J then there exists a subcollection B ⊂ Σℓ(k)m with the following properties:
(a) The cardinality of B is at least (1− ε1/2)mℓ(k).
(b) For any ξ ∈ B, and any family Q′ ⊂ Qk(ξ), there exists a subcollection Q1 of Q′
of cardinality at least
δε
( |Q′|
|Qk(ξ)|
)2
mkγ ,
for which the elements of the family {projθ(Q) : Q ∈ Q1} are bk-separated.
(iii) J is a finite union of open intervals.
Proof. We first show that for a fixed ξ ∈ Σℓ(k)m the family Qk(ξ) satisfies the hypothesis of
Theorem 2.1. Each Q ∈ Qk(ξ) has size Zkbk × bk, thus taking A =
√
1 + a−2 implies that
Q is contained inside some ball of radius Abk with centre in Q. Similarly, Q contains a ball
of radius A−1bk. In addition,
|Qk(ξ)| = mknℓ(k)
> n−1
(
nloga bm
)k
= n−1b−kγ = A−11 b
−kγ .(3.2)
Finally fix j < k, and let Q = Q(σ, ξ|ℓ(j), σ′) ∈ Qj(ξ|ℓ(j)) then
|{Q(η, ξ, η′) ∈ Qk(ξ) : Q(η, ξ, η′) ⊂ Q}| = |{(η, η′) ∈ Σkm × Σℓ(k)n : η|ℓ(j) = σ, η′|j = σ′}|
= mk−jnℓ(k)−ℓ(j)
< nb−(k−j)γ.(3.3)
Any ball B of radius bj may intersect at most 9 elements of Qj(ξ|ℓ(j)). Combining this
with (3.3) and setting A2 = 9n, we see that B may intersect at most A2b
−(k−j)γ elements
of Qk(ξ). It is worth noting that the constants A,A1, A2, γ have no dependence on the
choice of ξ.
The above argument combined with Theorem 2.1 implies the following: there is δ > 0
such that for any ε > 0, k ∈ N and ξ ∈ Σℓ(k)m , there exists a set of angles Jξ ⊂ [0, π)
satisfying:
(i) L([0, π) \ Jξ) ≤ ε.
(ii) If θ ∈ Jξ, then for any family Q′ ⊂ Qk(ξ), there exists a subcollection Q1 of Q′ of
cardinality at least
δε
( |Q′|
|Qk(ξ)|
)2
|Qk(ξ)|,
such that the elements of the family {projθ(Q) : Q ∈ Q1} are bk-separated.
(iii) Jξ is a finite union of open intervals.
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Furthermore combining (3.2) with property (ii) above, we may take the cardinality of
Q1 to be at least A−11 δε (|Q′|/|Qk(ξ)|)2 b−kγ .
For θ ∈ [0, π), let Ξθ = {ξ ∈ Σℓ(k)m : θ ∈ Jξ}, then
(3.4)
∫ π
0
|Σℓ(k)m \ Ξθ|dθ =
∑
ξ∈Σ
ℓ(k)
m
L([0, π) \ Jξ) < mℓ(k)ε.
We set
J = {θ ∈ [0, π) : |Ξθ| > (1− ε1/2)mℓ(k)}.
Then from (3.4) we deduce L([0, π) \ J) ≤ ε1/2. Finally, we may express J in the form
J =
⋃
|B|>(1−ε1/2)mℓ(k)
⋂
ξ∈B
Jξ
which is easily seen to be a finite union of open intervals. This completes the proof. 
Given τ ∈ R, let Πτ (x, y) = a−τx + y and Π˜τ (x, y) = −a−τx + y. Note that for a
fixed θ ∈ (0, π/2), the set projθ(Λ) is affinely equivalent to the set Πτ (Λ), where τ =
log(tan(θ))/ log a. Similarly, for θ ∈ (π/2, π) the set projθ(Λ) is affinely equivalent to
Π˜τ (Λ) for τ = log(− tan(θ))/ log(a). For technical reasons, it is convenient to work with
the maps Πτ in the place of the orthogonal projections projθ. Thus, as affine bijections
preserve Hausdorff dimension, it suffices to show that
dimH(ΠτΛ), dimH(Π˜τΛ) ≥ γ for any τ ∈ R.
The proofs for Πτ and Π˜τ are analogous, and accordingly we will present the proof only
for Πτ , corresponding to θ ∈ (0, π/2).
Since the map θ 7→ log(tan(θ))/ log a is a C1 injection on any compact subset of (0, π/2),
a reparametrization of Lemma 3.1 yields the following:
Corollary 3.2. Given τ ∈ R, there exist constants δ′, L > 0 such that for any k ∈ N and
ε > 0 there is a set F˜ ⊂ [τ, τ + 1) with the following properties:
(i) L([τ, τ + 1) \ F˜ ) ≤ Lε1/2.
(ii) If t ∈ F˜ , then there exists a subcollection Bt ⊂ Σℓ(k)m of cardinality at least (1 −
ε1/2)mℓ(k), such that for any ξ ∈ Bt and family Q′ ⊂ Qk(ξ), there exists a subcollection
Q1 of Q′ of cardinality at least
δ′ε
( |Q′|
|Qk(ξ)|
)2
b−kγ,
for which the elements of the family {Πt(Q) : Q ∈ Q1} are bk-separated.
(iii) F˜ is a finite union of open intervals.
Property (ii) of Corollary 3.2 holds for the families Q˜k(ξ′) as each element is contained
in an element of Qk(ξ) with ξ′|ℓ(k) = ξ. For t ∈ [τ, τ + 1), let
B˜t = {ξξ′ : ξ ∈ Bt, ξ′ ∈ Σm} ⊂ Σℓ(k)+1m
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be the collection of strings obtained by adjoining an element of Σm to those of Bt.
We now construct a branching process driven by an irrational rotation, which we will
then use to construct a subset Λτ of ΠτΛ, satisfying dimH (Λτ ) ≥ γ. Define a map T :
[0, 1)→ [0, 1) by T (x) = x+α mod 1, where α = log(Zk)/− log a = k loga b−ℓ(k) ∈ [0, 1).
We may choose a sequence {ej}j to satisfy
(3.5) T j(0) =
log(aejb−jk)
− log a ,
i.e. set e1 = ℓ(k), and for j > 1 let
ej =
{
ej−1 + ℓ(k) if a
ej−1+ℓ(k)+1 < bjk
ej−1 + ℓ(k) + 1 otherwise.
For j ∈ N let
Γk(j) =

Bt if t = τ + T j(0) ∈ F˜ and ej+1 − ej = ℓ(k),
B˜t if t = τ + T j(0) ∈ F˜ and ej+1 − ej = ℓ(k) + 1,
Σ
ej+1−ej
m otherwise
where t = τ + T j(0). In which case, by Corollary 3.2,
(3.6) |Γk(j)| > (1− ε1/2)mej+1−ej .
We now introduce a function s : N→ N which relates the two quantities ej and jk. For
a positive integer j, let s(j) be the unique integer such that es(j)−1 < jk ≤ es(j), then from
(3.5) we see
(3.7) j
log a
log b
≤ s(j) < j log a
log b
+
log a
k log b
+ 1.
For j ∈ N we let
∆k(j) = {η ∈ Σjk−es(j)−1m : ηη′ ∈ Γk(s(j) − 1) for some η′ ∈ Σes(j)−jkm },
∆′k(j) = {η′ ∈ Σ
es(j)−jk
m : ηη
′ ∈ Γk(s(j) − 1) for some η ∈ Σjk−es(j)−1m }.
In the event that jk = es(j), we take ∆
′
k(j) to contain the empty word, otherwise, both
∆k(j) and ∆
′
k(j) are non-empty and, moreover, from (3.6) we deduce that
|∆k(j)| > (1− ε1/2)mjk−es(j)−1,
|∆′k(j)| > (1− ε1/2)mes(j)−jk.
For η ∈ Σjk−es(j)−1m , set
φj(η) = |{η′ ∈ ∆′k(j) : ηη′ ∈ Γk(s(j) − 1)}|.
Then by letting
Θ(j) :=
{
η ∈ ∆k(j) : φj(η) > 1
2
mes(j)−jk
}
,
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we deduce that
|Σes(j)−es(j)−1m \ Γk(s(j) − 1)| =
∑
η∈Σ
jk−es(j)−1
m
(
mes(j)−jk − φj(η)
)
>
∑
η∈Σ
jk−es(j)−1
m \Θ(j)
(
mes(j)−jk − φj(η)
)
>
1
2
mes(j)−jk|Σjk−es(j)−1m \Θ(j)|.
Combining this with (3.6) we see that |Θ(j)| > (1− 2ε1/2)mjk−es(j)−1 . For η ∈ Θ(j), let
Θ′(j, η) = {η′ : ηη′ ∈ Γk(s(j) − 1)},
and
Gk(j, η) = {η′ξ1ξ2 · · · ξs(j+1)−s(j)−1η′′ : η′ ∈ Θ′(j, η), η′′ ∈ Θ(j+1), ξi ∈ Γk(i+s(j)−1)},
Then from (3.6), (3.7) and the definitions of ∆k(j) and ∆
′
k(j), we see that if ε < 1/9, then
|Gk(j, η)| = |Θ(j + 1)||Θ′(j, η)|
s(j+1)−2∏
i=s(j)
|Γk(i)|
>
1
2
(1− 2ε1/2)(1 − ε1/2)s(j+1)−s(j)−1mk
>
1
6
(1− ε1/2)s(j+1)−s(j)−1mk
>
1
6
(
2
3
)2 log a
log b
mk.(3.8)
For ξ ∈ Σej+1−ejm and η ∈ Θ(j) let
Mk(j, η) = Gk(j, η) × Σej+1−ejn ,
Uk(j, ξ, η) = {Q(σ, ξ, σ′) : (σ, σ′) ∈Mk(j, η)}.
Then for any ξ ∈ Σej+1−ejm and η ∈ Θ(j) such that ej+1 − ej = ℓ(k), (3.8) yields
|Uk(j, ξ, η)| = nℓ(k)|Gk(j, η)|
>
1
6
(
2
3
)2 log a
log b
nℓ(k)mk
> c|Qk(ξ)|,
for some constant c, which is independent of k and ε. Similarly, if ej+1 − ej = ℓ(k) + 1 we
have
|Uk(j, ξ, η)| > c|Q˜k(ξ)|.
Thus if t = T j(0) + τ ∈ F˜ , ξ ∈ Γk(j) and η ∈ Θ(j), by Corollary 3.2 we have that there
exists a subcollection U ′k(j, ξ, η) of Uk(j, ξ, η), of cardinality at least c2δ′εb−kγ
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the elements of the family {Πt(Q) : Q ∈ U ′k(j, ξ, η)} are bk-separated. We let M ′k(j, ξ, η)
denote the subset of Mk(j, η) for which
U ′k(j, ξ, η) = {Q(σ, ξ, σ′) : (σ, σ′) ∈M ′k(j, ξ, η)}.
Lemma 3.3. There exists a rooted tree, R, with vertices labeled by elements of Σjkm × Σejn
for some j ∈ N, with the following properties: Let us denote the elements of j’th level by
Rj . Then:
A: If (σ, σ′) is the parent of (η, η′) then (η||σ|, η′||σ′|) = (σ, σ′).
B: If (σ, σ′) ∈ Rj then Q(σ, σ||σ′|, σ′) has size a−T j(0)bjk × bjk.
C: If (σ, σ′) ∈ Rj then
ξi(σ) := σei+1σei+2 · · · σei+1 ∈ Γk(i) for j ≤ i ≤ s(j)− 2,
η(σ′) := σes(j)−1+1σes(j)−1+2 · · · σjk ∈ Θ(j).
D: The elements of the set {ΠτQ(σ, σ||σ′|, σ′) : (σ, σ′) ∈ Rj} are disjoint and bjk-
separated.
E: Each element of Rj has the same number of offspring Cj, moreover
T j(0) + τ ∈ F˜ =⇒ Cj > c2δ′εb−kγ ,
T j(0) + τ 6∈ F˜ =⇒ Cj = 1.
Proof. At each stage of the construction we define the offspring C(σ, σ′) of the element
(σ, σ′) ∈ Rj to be the concatenation of (σ, σ′) with elements of Uk(ξ, j), where ξ = ξj(σ).
Accordingly, we require (σ, σ′) of Rj to be such that |σ| − |σ′| > ℓ(k). Therefore we will
start the induction at j0 ∈ N, where ℓ(k) < j0k − ej0 .
To constructRj0 , let (σ, σ′) be any element of Σ
ej0
m ×Σej0n , and for i = j0, j0+1, . . . , s(j0)−
2 let ξi ∈ Γk(i). Then set
Rj0 = {(σξj0ξj0+1 · · · ξs(j0)−2η, σ′)},
where η is any element of Θ(j0). Properties A, D and E follow trivially. To see B,
the rectangle Q(σξj0ξj0+1 · · · ξs(j0)−2η, σ, σ′) has size aej0 × bj0k = a−T
j0 (0)bj0k × bj0k. By
construction ξi(σξj0ξj0+1 · · · ξs(j0)−2η) = ξi ∈ Γk(i), for i = j0, j0 + 1, . . . , s(j0) − 2, and
η(σξj0ξj0+1 · · · ξs(j0)−2η) = η ∈ Θ(j), showing C.
Now suppose that for j > j0, Rj has been defined and properties A-E hold. We now
construct Rj+1. Fix an element (σ, σ′) ∈ Rj, and let ξ = ξj(σ), η = η(σ). In the case that
T j(0) + τ ∈ F˜ let the offspring C(σ, σ′) of (σ, σ′) be
C(σ, σ′) = {(σν, σ′ν ′) : (ν, ν ′) ∈M ′k(j, ξ, η)},
otherwise T j(0) + τ 6∈ F˜ , in which case we let C(σ, σ) = {(σν, σ′ν ′)} where (ν, ν ′) is any
element of Mk(j, η). Property A is clear. Any element of Rj+1 has size
aej+1 × b(j+1)k = a−T j+1(0)b(j+1)k × b(j+1)k,
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σ
ej ej+1
ν
σ
′
ηξ
es(j)−1
jk
es(j)
ν
′
η
′
(j + 1)k
es(j+1)−1
η(σ′ν′)
Figure 3. A diagram depicting the construction of an element of Rj+1.
which shows B. If (σν, σ′ν ′) ∈ C(σ, σ′) then as Rj satisfies property C, we have ξi(σν) =
ξi(σ) ∈ Γj(i) for i = j + 1, j + 2, . . . , s(j) − 2 and η = η(σ) ∈ Θ(j). Further, (ν, ν ′) ∈
M ′k(j, ξ, η) and so ξi(σν) ∈ Γk(i) for i = s(j), s(j)+1, . . . , s(j+1)−2, and η(σν) ∈ Θ(j+1).
Finally, ξs(j)−1(σν) = ηη
′, where η ∈ Θ(j) and η′ = ν1ν2 · · · νs(j)−jk ∈ Θ′(j + 1, η), which
from the definitions of Θ(j) and Θ′(j + 1, η) can be seen to be an element of Γk(s(j)− 1),
and this shows C.
If T j(0)+ τ 6∈ F˜ then property D is trivial, so assume that T j(0)+ τ ∈ F˜ . It is sufficient
to show that if (σν1, σ
′ν ′1), (σν2, σ
′ν ′2) are offspring of (σ, σ
′) ∈ Rj then the projections
of Q(σν1, σν1|ej+1 , σ′ν ′1) and Q(σν2, σν2|ej+1 , σ′ν ′2) are b(j+1)k-separated. By translating
Q(σ, σ|ej , σ′), if necessary, we may assume that Q(σ, σ|ej , σ′) = [0, a−T
j(0)bjk]× [0, bjk], and
therefore
Πτ (Q(σνi, σνi|ej+1 , σ′ν ′i)) = {a−τx+ y : (x, y) ∈ Q(σνi, σνi|ej+1 , σ′ν ′i))}
= bjk{a−τ−T j(0)x+ y : (x, y) ∈ Q(νi, ξ, ν ′i)}
= bjkΠτ+T j(0)Q(νi, ξ, ν
′
i),
where the fact that ξ = ξj(σ) = ξj(σνi) was used on the penultimate line. By property
(ii) of Corollary 3.2, the family {Πτ+T j(0)(Q(νi, ξ, ν ′i))} is bk-separated; it follows that the
family
{Πτ (Q(σνi, σνi|ej+1 , σ′ν ′i))}
is b(j+1)k-separated, as desired. Property E follows from property (ii) of Corollary 3.2 and
the fact that Rj satisfies property C. 
We can now complete the proof of Proposition 1.2.
Proof of Proposition 1.2. By assumption log a/ log b is irrational, which guarantees the
irrationality of α. Thus, by Weyl’s equidistribution theorem, the sequence {T j(0)}j is
equidistributed in [0, 1). Applying this to the set F = {x ∈ [0, 1) : τ + x ∈ F˜} yields
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(3.9) lim
j→∞
1
j − j0 |{j0 < i ≤ j : T
i(0) ∈ F}| = L1(F ) ≥ 1− Lε1/2.
Let
Λτ =
⋂
j>j0
⋃
(σ,σ′)∈Rj
Πτ (Q(σ, σ|ej , σ′)),
where Rj is the j’th level of the tree R guaranteed by Lemma 3.3. By property A this set
is a countable intersection of nested compact sets, so Λτ is compact and nonempty. From
the construction of Λτ it is clear that Λτ ⊂ Πτ (Λ).
We will estimate the dimension of Λτ , and will do so in a standard way by means of
constructing a natural measure supported on Λτ . Let µτ be the probability measure which
assigns the same mass |Rj|−1 to each of the intervals Πτ (Q(σ, σ|ej , σ′)) for (σ, σ′) ∈ Rj .
This measure is well defined thanks to properties D and E, and is supported on Λτ . Let
x ∈ Λτ . Because of D, for j > j0 the interval (x− bjk/2, x + bjk/2) intersects exactly one
interval Πτ (Q(σ, σ|ej , σ′)) with (σ, σ′) ∈ Rj, and thus
(3.10) µτ (x− bjk/2, x+ bjk/2) ≤ µτ (Πτ (Q(σ, σ|ej , σ′))) = |Rj |−1.
On the other hand, using E once again we obtain
(3.11) log |Rj | ≥ |{j0 ≤ i < j : T i(0) ∈ F}| log(c2δ′εb−kγ).
Hence we learn from (3.9), (3.10) and (3.11), that if j′ is large enough then for all j > j′
we have
log µτ (x− bjk/2, x + bjk/2) ≤ −(j − j0)(1− 2Lε1/2) log(c2δ′εb−kγ).
We then deduce that
dimloc(µτ , x) := lim inf
j→∞
log(µτ (x− bjk/2, x+ bjk/2))
jk log(b)− log 2
≥ lim inf
j→∞
(j − j0)(1− 2Lε1/2) log(c2δ′εb−kγ)
log 2− jk log b
=
(1− 2Lε1/2) log(c2δ′εb−kγ)
−k log b ,
for any x ∈ Λτ . From the Mass Distribution Principle (see e.g. [4, Proposition 2.3]) we
conclude that
dimH(Πτ (Λ)) ≥ dimH(Λτ ) ≥ (1− 2Lε
1/2) log(c2δ′εb−kγ)
−k log b .
The right hand side can be made arbitrarily close to γ by letting k →∞ and then ε→ 0. 
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4. Proof of Theorem 1.1
To deduce Theorem 1.1 from Proposition 1.2 we show that any system satisfying the
hypotheses of Theorem 1 can be arbitrarily well approximated from inside, in terms of
dimension, by a homogeneous uniform fibre system. Moreover the matrix A =
(
a 0
0 b
)
in the homogeneous uniform fibre system needs to satisfy log alog b /∈ Q. We start with two
straightforward lemmas concerning when ratios of real numbers are rational.
Lemma 4.1. If x, y, r, t are nonzero real numbers and xy ,
x+r
y+t ,
x+2r
y+2t ∈ Q then rt ∈ Q
Proof. This follows from straightforward calculations. 
Lemma 4.2. Consider R as a vector space over Q and let {a1, . . . , an} ⊂ R be linearly
independent. If there exist p1, . . . , pn, q1, . . . qn ∈ Q\{0} such that
p1a1 + . . .+ pnan
q1a1 + . . .+ qnan
=
x
y
where x, y ∈ Z\{0} then for 1 ≤ i ≤ n we have that piqi = xy .
Proof. This follows by routine linear algebra. 
We are now ready to prove the key lemma:
Lemma 4.3. Let {Si,j} be a Gatzouras-Lalley or Baran´ski iterated function system and Λ
be the attractor. Given ε > 0, there exists an iterated function system {A ·x+yi}Ni=1, where
A =
(
a 0
0 b
)
is a diagonal matrix and the system has uniform horizontal fibres, such that
the associated invariant set Λ′ satisfies dimH Λ
′ > dimH Λ−ε and Λ′ ⊂ Λ. Moreover, if the
iterated function system {Si,j} is of irrational type, we can choose A such that log alog b /∈ Q.
Proof. We just give the proof in the Gatzouras-Lalley case since the Baran´ski case is proved
in a similar way. Let p = (p1, p2, . . . , pm) be the unique probability vector for which the
supremum in (1.1) is attained, that is
dimH Λ =
∑m
i=1 pi log pi∑m
i=1 pi log bi
+ t(p)
where t(p) is the unique real number satisfying
m∑
i=1
pi log
 ni∑
j=1
a
t(p)
ij
 = 0.
For (i, j) ∈ D = {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ ni} we let
qij =
pia
t(p)
ij∑ni
l=1 a
t(p)
il
18 ANDREW FERGUSON, THOMAS JORDAN, AND PABLO SHMERKIN
For k ∈ N, set r(k) =∑(i,j)∈D⌈kqij⌉, and let
Γk := {d = d1d2 · · · dr(k) ∈ Dr(k) : |{1 ≤ s ≤ r(k) : ds = (i, j)}| = ⌈kqij⌉},
i.e. the set of all strings of length r(k) over the alphabet D, for which the number of
occurrences of the letter (i, j) is equal to ⌈kqij⌉. A simple combinatorial argument shows
that
(4.1) |Γk| = r(k)!∏
(i,j)∈D⌈kqij⌉!
.
Consider the iterated function system {Sd1 ◦ Sd2 ◦ · · · ◦ Sdr(k)}d∈Γk , and let its associated
attractor be denoted by Λk. Clearly, Λk ⊂ Γ, and the linear part of each map has diagonal
entries
∏
(i,j)∈D a
⌈kqij⌉
ij ,
∏
(i,j)∈D b
⌈kqij⌉
i . Let π : D → {1, . . . ,m} denote the projection onto
the second coordinate, and let
Γ˜k = {π(d1)π(d2) · · · π(dr(k)) : d1d2 · · · dr(k) ∈ Γk},
denote the projections of the strings in Γk onto their second coordinates. Then we have
(4.2) |Γ˜k| = r(k)!∏m
i=1
(∑ni
j=1⌈kqij⌉
)
!
.
For each σ1σ2 · · · σr(k) ∈ Γ˜k the number of elements d1d2 · · · dr(k) ∈ Γk such that π(di) = σi
for i = 1, 2, . . . , r(k) is equal to |Γk|/|Γ˜k|. Therefore, combining Stirling’s formula with
(4.1) and (4.2), we deduce
dimH Λk =
log |Γ˜k|
−∑(i,j)∈D⌈kqij⌉ log bi + log |Γk| − log |Γ˜k|−∑(i,j)∈D⌈kqij⌉ log aij
=
∑m
i=1 pi log pi∑m
i=1 pi log bi
+
∑m
i=1 pi log pi −
∑
(i,j)∈D qij log qij
−∑(i,j)∈D qij log aij + o(1)
=
∑m
i=1 pi log pi∑m
i=1 pi log bi
+ t(p) + o(1) = dimH Λ+ o(1).
This completes the proof of the first part of the Lemma.
For the second part we will assume the system is of irrational type, and let{
fi(x) =
(
a 0
0 b
)
x+ yi
}N
i=1
be the iterated function system from the first part with attractor Λk. If property (1) is
satisfied then we can find a map Si,j in the original system with
log aij
log bi
/∈ Q. By Lemma
4.1 one of log alog b ,
log a+log aij
log b+log bi
,
log a+2 log aij
log b+2 log bi
must be irrational. One of the three systems{
fl(x) =
(
a 0
0 b
)
x+ yi
}N
l=1
,
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fl(x) = Si,j ◦
((
a 0
0 b
)
x+ yi
)}N
l=1
,{
fl(x) = S
2
i,j ◦
((
a 0
0 b
)
x+ yi
)}N
l=1
,
will then be the required system. The difference between the dimension of the attractor of
the new system and the dimension of Λk can be made arbitrarily small by letting k →∞.
If property (2) is satisfied then we use Lemma 4.2. We can assume that for each i, j
log aij
log bi
= c−1i ∈ Q and that log alog b = c−1 ∈ Q. By using property (2) and considering R as a
vector space over Q we can find (k, l) ∈ D such that {log a, log akl} is linearly independent.
If
log a+ log akl
log b+ log bk
=
log a+ log akl
c log a+ ck log akl
∈ Q
then by Lemma 4.2 c = ck and so
log a
log b =
log akl
log bk
for any (k, l) ∈ D where {log akl, log a} is
linearly independent. If all log aij are linearly independent with log a then this violates the
second part of condition (2) and we can deduce that
log a+ log aij
log b+ log bi
/∈ Q
for some (i, j) ∈ D and we can take our iterated function system as{
fl(x) = Si,j ◦
((
a 0
0 b
)
x+ yi
)}N
l=1
.
Finally if there also exists (r, s) ∈ D where log ars = q log a for some q ∈ Q then if
log a+ log akl + q log a
c log a+ ck log bkl + qcr log b
∈ Q
we can deduce that cr = c since from the previous part we can assume that ck = c. For
this to be true for all such (r, s) ∈ D would violate condition (2). 
Using this Lemma and then applying 1.2 completes the proof of Theorem 1.1. Note that
while it is possible that in the Baran´ski case we could have a > b when we want to apply
Proposition 1.2, this is easily dealt with by swapping the x and y coordinates.
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