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Abstract
The spectral heat content is investigated for time-changed killed Brownian motions on C1,1
open sets, where the time change is given by either a subordinator or an inverse subordinator,
with the underlying Laplace exponent being regularly varying at∞ with index β ∈ (0, 1). In the
case of inverse subordinators, the asymptotic limit of the spectral heat content is shown to involve
a probabilistic term depending only on β ∈ (0, 1). In contrast, in the case of subordinators, this
universality holds only when β ∈ (1
2
, 1).
1 Introduction
Consider the following heat equation with a Dirichlet boundary condition and an initial condition:

∂tu(x, t) = ∆u(x, t), x ∈ Ω, t > 0,
u(x, 0) = 1, x ∈ Ω,
u(y, t) = 0, y ∈ ∂Ω, t > 0.
The Laplace operator ∆ is the infinitesimal generator of a Brownian motion, and the spectral heat
content for the Brownian motion is defined by
QBMΩ (t) :=
∫
Ω
u(x, t)dx =
∫
Ω
Px(τ
BM
Ω > t)dx,
where τBMΩ is the first exit time of the Brownian motion from the domain Ω. Intuitively, the spectral
heat content measures the total heat that remains in the domain Ω at time t > 0. The spectral heat
content for the Brownian motion has been studied intensively in the past. One interesting feature
is that the spectral heat content for a smooth domain admits a complete asymptotic expansion
whose coefficients provide geometric information about the domain. In particular, the first and
second terms involve the Lebesgue measure |Ω| and the perimeter |∂Ω|, respectively ([20, Theorem
6.2]), while the third term depends on the mean curvature of Ω ([23, Theorem 1.1]).
Replacing the above Laplace operator ∆ with the infinitesimal generator of a general Le´vy
process and changing the zero boundary condition into the zero exterior condition (i.e., u(y, t) = 0
for all y ∈ Ωc) leads to the definition of the spectral heat content for the Le´vy process. The spectral
heat content for general Le´vy processes has been recently studied for some classes of killed Le´vy
processes ([10, 19]).
1
When a Le´vy process is given by a subordinate Brownian motion, which is a Brownian motion
composed with an independent subordinator, the corresponding spectral heat content is the spectral
heat content for the killed subordinate Brownian motion. When one reverses the order of killing and
time change (subordination), one can naturally consider the spectral heat content for a subordinate
killed Brownian motion. This is the main object of interest in this paper. In fact, the paper
deals with not only time-changed Brownian motions whose time changes are subordinators but also
those whose time changes are inverse subordinators. The latter processes appear naturally in the
context of subdiffusions, where the particles spread at a slower pace than the regular Brownian
particles. In particular, when the time change is given by an inverse β-stable subordinator, the
governing equation for the time-changed Brownian motion is the time-fractional heat equation
∂βt u(x, t) = ∆u(x, t), with ∂
β
t denoting the Caputo fractional derivative operator of order β. The
spectral heat content for time-changed killed Brownian motions is a natural object to study, and it
also provides useful information about the spectral heat content for killed time-changed Brownian
motions.
This paper can be regarded as a natural continuation of [14], but we emphasize that the results
to be presented here go much beyond [14] in two aspects. First, whereas [14] investigated the
asymptotic limit as t ↓ 0 of the spectral heat content for subordinate killed Brownian motions when
the underlying subordinator is stable, this paper encompasses much more general time changes,
including subordinators that are not necessarily stable and their inverses (or inverse subordinators).
Note that the major difficulty of dealing with non-stable subordinators and their inverses lies in the
fact that one can no longer rely on a scaling property (or self-similarity), which plays a crucial role
in [14]. Consequently, the results to be established in this paper are based on various non-trivial
asymptotic estimates that allow us to avoid the use of the scaling property.
Our main assumption about the underlying subordinator, whether the time change is the subor-
dinator itself or its inverse, is that the associated Laplace exponent φ is regularly varying at∞ with
index β ∈ (0, 1), which is regarded as a weak scaling condition. In terms of time changes given by
subordinators, the three separate cases β ∈ (12 , 1), β = 12 and β ∈ (0, 12) result in three statements
of different nature about the spectral heat content (Theorems 3.6, 3.10 and 3.14). We empha-
size that the methods and tools for handling these three cases are significantly different. When
β ∈ (12 , 1), in Corollary 3.3 we employ an approximate scaling property of the subordinator, which
was used in [10, Lemmas 4.5 and 4.6]. When β = 12 , in the setting where the subordinator (Dt)
is an independent sum of a 12 -stable subordinator (S
(1/2)
t ) and a certain subordinator representing
perturbations, we utilize the key fact that E[
√
Dt1{Dt≤δ}] is comparable to E[
√
S
(1/2)
t 1{S(1/2)t ≤δ}
]
for any fixed constant δ > 0, which is derived in Lemma 3.9. On the other hand, the case when
β ∈ (0, 12) appeals to a technical result to be established in Proposition 3.12, which concerns weak
convergence of Le´vy measures and supplements [16, Theorem 8.7]; also compare the statement with
[15, Proposition 4.13].
In contrast, when the time change is given by an inverse subordinator, we obtain a single
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statement for all values of β ∈ (0, 1) (Theorem 4.4). Here, the major technical result is Proposition
4.2, which we prove using both de Bruijn’s and Karamata’s Tauberian theorems and their associated
monotone density theorems. When the time change is an inverse stable subordinator, we even
derive a complete asymptotic expansion of the spectral heat content with the coefficients explicitly
written (Theorem 4.6). The latter can be regarded as an analogue of a similar statement known
for (untime-changed) Brownian motions.
The second factor that makes this paper substantially different from [14] is that it reveals a
universality in the asymptotic limit of the spectral heat content for time-changed Brownian motions
when the time changes are either subordinators (Dt) with β ∈ (12 , 1) or inverse subordinators (Et)
with β ∈ (0, 1) (Theorems 3.6 and 4.4). Here, the universality means that the asymptotic limit
depends only on the index β but not on the entire information about the subordinator (Dt) or the
inverse subordinator (Et). In particular, the asymptotic limit only involves a probabilistic term
expressed as the supremum of an (untime-changed) one-dimensional Brownian motion observed up
to S
(β)
1 or E
(β)
1 , where (S
(β)
t ) and (E
(β)
t ) are a β-stable subordinator and its inverse, respectively,
rather than the original (more general) time changes (Dt) and (Et). In contrast, Theorem 3.14
shows that when β ∈ (0, 12), the asymptotic limit depends on the underlying Le´vy measure.
The paper is organized as follows. Section 2 introduces the concepts of spectral and regular heat
contents for time-changed Brownian motions and derives a theorem concerning those quantities in
a general setting (Theorem 2.2). Section 3 studies the spectral heat content for subordinate killed
Brownian motions with the time changes being subordinators whose Laplace exponents are regularly
varying at∞ with index β ∈ (0, 1); we divide the section into three subsections to address the three
separate cases β ∈ (12 , 1), β = 12 , and β ∈ (0, 12) (Theorems 3.6, 3.10, and 3.14). On the other hand,
Section 4 deals with time changes given by inverse subordinators and proves the universality result
(Theorem 4.4). The latter section also derives a complete asymptotic expansion for the spectral
heat content under the assumption that the time change is an inverse stable subordinator (Theorem
4.6). Finally, Section 5 is devoted to applications of the above theorems, exhibiting some concrete
examples of the asymptotic limits of spectral and regular heat contents.
2 Spectral and regular heat contents for time-changed Brownian
motions
This section studies the asymptotic behaviors as t ↓ 0 of the spectral and regular heat contents
for a general time-changed killed Brownian motion, where the time change is given by a stochastic
process starting at 0 which may or may not have nondecreasing sample paths. The following
notations are used throughout the paper. For a stochastic process (Xt)t≥0 in Rd and a bounded
domain Ω in Rd, the random time
τXΩ = inf{t > 0 : Xt ∈ Ωc}
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is the first exit time of (Xt) from Ω. If (Xt) is a Markov process with a family of probability
measures (PXx )x∈Rd specifying its initial point, (XΩt )t≥0 denotes the corresponding killed process
defined by
XΩt =
{
Xt if t < τ
X
Ω ,
∂ if t ≥ τXΩ ,
where ∂ is a cemetery state. Consider a random time change given by an independent process
(Ut)t≥0 in R+ := [0,∞) such that a.s., U0 = 0 and Ut > 0 for all t > 0. Note that the time-changed
processes X ◦ U := (XUt)t≥0 and XΩ ◦ U := (XΩUt)t≥0 start at a point x in Rd if and only if the
outer process (Xt) starts at x. In this paper, we set up the independent processes (Xt) and (Ut)
on a product space with product probability measure Px := P
X
x × PU with obvious notations, and
the corresponding expectations are denoted by Ex, E
X
x , and E
U , respectively. The spectral heat
content of the time-changed process (XUt)t≥0 and that of the corresponding subordinate killed
process (XΩUt)t≥0 are respectively given by
QX◦UΩ (t) :=
∫
Ω
Px(τ
X◦U
Ω > t)dx and Q˜
X◦U
Ω (t) :=
∫
Ω
Px(τ
XΩ◦U
Ω > t)dx. (2.1)
The regular heat content of (XUt) in Ω at time t is
H
X◦U
Ω (t) :=
∫
Ω
Px(XUt ∈ Ω)dx,
and its related quantity is given by
H
X◦U
Ω,Ωc(t) := |Ω| −HX◦UΩ (t) =
∫
Ω
Px(XUt ∈ Ωc)dx.
In particular, if Ut = t for all t ≥ 0 and (Xt) is given by a Brownian motion (Wt) with E0[e−i〈ξ,Wt〉] =
e−t|ξ|2 , then the above notions of the spectral and and regular heat contents for the time-changed
processes become those for (Wt), and the following results hold for a bounded open interval Ω in
R
1 or a bounded C1,1 open set Ω in Rd with d ≥ 2 (see [20, Theorem 6.2] and [22, Theorem 2]).
lim
t↓0
|Ω| −QWΩ (t)√
t
=
2|∂Ω|√
π
, (2.2)
lim
t↓0
H
W
Ω,Ωc(t)√
t
=
|∂Ω|√
π
, (2.3)
where |Ω| and |∂Ω| denote the d-dimensional Lebesgue measure of Ω and the (d − 1)-dimensional
Lebesgue measure of the boundary ∂Ω, respectively. The reader is alerted that, throughout the
paper, (Wt) denotes a Brownian motion with E0[e
−i〈ξ,Wt〉] = e−t|ξ|
2
, the governing equation of
which is ∂tu(t, x) = ∆u(t, x) rather than ∂tu(t, x) =
1
2∆u(t, x).
The next lemma confirms that the above definitions of the spectral and regular heat contents
are meaningful for a given time-changed Brownian motion (WUt). In the discussion below, we
consider (Wt) on the canonical space of continuous functions.
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Lemma 2.1 Let (Wt) be a Brownian motion in R
d independent of a process (Ut) in R+ with ca`dla`g
paths with U0 = 0 and Ut > 0 for all t > 0. Let U t := sup0≤s≤t Us for t ≥ 0. Let Ω be a bounded
open interval when d = 1, or a bounded C1,1 open set when d ≥ 2.
(a) The mapping (x, u) 7→ PWx (τWΩ > u) is B(Rd)× B(R+)-measurable.
(b) The mapping x 7→ Px(τWΩ > U t) is B(Rd)-measurable.
(c) The spectral heat content of the subordinate killed Brownian motion (WΩUt) is well-defined.
(d) The regular heat content of the subordinate Brownian motion (WUt) is well-defined.
Proof. (a) Note that τWΩ > u if and only if Ws ∈ Ω for all s ∈ [0, u], which implies Fu :=
{τWΩ > u} ∈ B(C[0, u]). With this in mind, we prove the more general result that the mapping
(x, u) 7→ PWx (Fu) for a general Fu ∈ B(C[0, u]) is B(Rd) × B(R+)-measurable. Since the family of
sets Fu ∈ B(C[0, u]) for which the mapping (x, u) 7→ PWx (Fu) is B(Rd)×B(R+)-measurable forms a
Dynkin system and the σ-algebra B(C[0, u]) is generated by all finite-dimensional cylinder sets of
the form Fu = {ω ∈ C[0, u] : ω(ti) ∈ Ai for i = 0, 1, . . . , k}, where k ∈ N, 0 = t0 < t1 < · · · < tk = u,
and Ai ∈ B(R) for i = 0, 1, . . . , k, it suffices to prove the measurability for such cylinder sets only
due to the Dynkin system theorem ([11, Chapter 2, Theorem 1.3]). Now, for a cylinder set Fu of
the above form,
P
W
x (Fu) = 1A0(x)
∫
A1
∫
A2
· · ·
∫
Ak
p(t1;x, y1)p(t2 − t1; y1, y2) · · · p(tk − tk−1; yk−1, yk)dyk · · · dy2dy1,
where p(t;x, y) := (4πt)−d/2e−‖x−y‖
2/(4t) is the heat kernel. Since tk = u, the mapping
(x, u, y1, . . . , yk) 7→ 1A0(x)p(t1;x, y1)p(t2 − t1; y1, y2) · · · p(tk − tk−1; yk−1, yk)
is B(Rd) × B(R+) × B(Rk)-measurable. The desired measurability of (x, u) 7→ PWx (Fu) is part of
the consequence of the Fubini theorem.
(b) Let FU denote the σ-algebra generated by (Ut). Statement (a) together with the fact that
the mapping (x, ω2) 7→ (x,U t(ω2)) is B(Rd)× FU -measurable implies that the mapping (x, ω2) 7→
P
W
x (τ
W
Ω > U t(ω2)) is B(Rd)×FU -measurable. Thus, the Fubini theorem concludes that the mapping
x 7→ EU [PWx (τWΩ > U t)] = Px(τWΩ > U t) is B(Rd)-measurable.
(c) Note that {τWΩ◦UΩ > t} = {τWΩ > U t} due to the assumption on the paths of (Ut). This,
together with statement (b), concludes that the mapping x 7→ Px(τWΩ◦UΩ > t) is B(Rd)-measurable.
Hence, the integral
∫
Ω Px(τ
WΩ◦U
Ω > t)dx is well-defined, thereby yielding statement (c).
(d) Since {Wu ∈ Ω} ∈ B(C[0, u]), as in the arguments given in the proof of statements (a)
and (b), one can show that the mapping (x, u) 7→ PWx (Wu ∈ Ω) is B(Rd) × B(R+)-measurable
and consequently that the mapping x 7→ EU [PWx (WUt ∈ Ω)] = Px(WUt ∈ Ω) is B(Rd)-measurable.
Hence, the integral
∫
Ω Px(WUt ∈ Ω)dx is well-defined, thereby yielding statement (d). ✷
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Theorem 2.2 Let (Wt) be a Brownian motion in R
d independent of a process (Ut) in R+ with
ca`dla`g paths with U0 = 0 and Ut > 0 for all t > 0. Let U t := sup0≤s≤t Us for t ≥ 0. Let Ω be a
bounded open interval when d = 1, or a bounded C1,1 open set when d ≥ 2.
(a) If for any δ > 0,
P
U (U t > δ) = o(E
U [
√
U t1{U t≤δ}]) as t ↓ 0, (2.4)
then for any δ > 0,
lim
t↓0
|Ω| − Q˜W◦UΩ (t)
EU [
√
Ut1{Ut≤δ}]
=
2|∂Ω|√
π
. (2.5)
(b) If for any δ > 0,
P
U (Ut > δ) = o(E
U [
√
Ut1{Ut≤δ}]) as t ↓ 0, (2.6)
then for any δ > 0,
lim
t↓0
H
W◦U
Ω,Ωc (t)
EU [
√
Ut1{Ut≤δ}]
=
|∂Ω|√
π
. (2.7)
Proof. (a) By (2.2), for any ε > 0, there exists δ > 0 such that∣∣∣∣ |Ω| −QWΩ (t)√t − 2|∂Ω|√π
∣∣∣∣ ≤ ε for all 0 < t ≤ δ.
Using the relation {τWΩ◦UΩ > t} = {τWΩ > U t} and the Fubini theorem,
|Ω| − Q˜W◦UΩ (t) =
∫
Ω
P
W
x × PU (τW
Ω◦U
Ω ≤ t)dx = EU
[∫
Ω
P
W
x (τ
W
Ω ≤ U t)dx
]
= EU [|Ω| −QWΩ (U t)]
= EU
[ |Ω| −QWΩ (U t)√
U t
√
U t1{U t≤δ}
]
+ EU [(|Ω| −QWΩ (U t))1{U t>δ}]
=: I1(t) + I2(t).
By assumption (2.4),
0 ≤ I2(t) ≤ |Ω|PU (U t > δ) = o(EU [
√
U t1{U t≤δ}]) as t ↓ 0. (2.8)
On the other hand, for any fixed t > 0,(
2|∂Ω|√
π
− ε
)
E
U [
√
U t1{U t≤δ}] ≤ I1(t) ≤
(
2|∂Ω|√
π
+ ε
)
E
U [
√
U t1{U t≤δ}].
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Since ε > 0 is arbitrary,
lim
t↓0
I1(t)
EU [
√
U t1{U t≤δ}]
=
2|∂Ω|√
π
. (2.9)
Combining (2.8) and (2.9) yields (2.5).
(b) Observe that
H
W◦U
Ω,Ωc (t) =
∫
Ω
P
W
x × PU (WUt ∈ Ωc)dx = EU
[∫
Ω
P
W
x (WUt ∈ Ωc)dx
]
= EU [HWΩ,Ωc(Ut)] = E
U
[HWΩ,Ωc(Ut)√
Ut
√
Ut1{Ut≤δ}
]
+ EU [HWΩ,Ωc(Ut)1{Ut>δ}].
Statement (2.7) now follows by (2.3) together with an argument similar to the one for part (a). ✷
In the remainder of the paper, except in the proofs of Lemma 3.11 and Theorem 4.6, we use
the simplified notations P and E in place of PU and EU , respectively; this should not cause any
confusion.
Sections 3 and 4 investigate the regular and spectral heat contents for time-changed Brownian
motions (WUt) with the independent time change (Ut) being a subordinator (Dt)t≥0 and its inverse
(Et)t≥0, respectively, where Et := inf{u > 0 : Du > t}. Here, we briefly give a review of the concept
of subordinators. By a subordinator (Dt) starting at 0 with Laplace exponent φ with killing rate
0, drift 0, and infinite Le´vy measure ν, we mean a one-dimensional strictly increasing Le´vy process
with ca`dla`g paths starting at 0 with Laplace transform
E[e−sDt ] = e−tφ(s), where φ(s) =
∫ ∞
0
(1− e−sy) ν(dy),
with ν satisfying the conditions that ν((0,∞)) = ∞ and ∫∞0 (y ∧ 1) ν(dy) < ∞. The distribution
of (Dt) is characterized by the Laplace exponent φ, which is a Bernstein function on (0,∞) (i.e.,
φ ∈ C∞(0,∞) with φ ≥ 0 and (−1)nφ(n) ≤ 0 for all n ∈ N) with φ(0+) = 0. In particular, since
φ(s2)− φ(s1) =
∫∞
0 (e
−s1y − e−s2y)ν(dy) > 0 for 0 < s1 < s2, φ is strictly increasing and concave.
To describe the wide class of Laplace exponents to be considered in this paper, we recall the
notion of regular variation. By definition, a function f : (0,∞)→ (0,∞) is regularly varying at ∞
(resp. at 0) with index ρ ∈ R if f(cs)/f(s)→ cρ as s→∞ (resp. as s→ 0) for each fixed c > 0, or
equivalently, f has representation f(s) = sρℓ(s) with some slowly varying function ℓ at ∞ (resp. at
0); i.e., ℓ(cs)/ℓ(s)→ 1 as s→∞ (resp. as s→ 0) for each fixed c > 0. We use the notation Rρ(∞)
(resp. Rρ(0+)) to denote the class of all regularly varying functions at ∞ (resp. at 0) with index
ρ ∈ R. Note that for any f ∈ Rρ(∞), as s→∞, f(s)→∞ if ρ > 0 and f(s)→ 0 if ρ < 0 (see [4,
Proposition 1.5.1]).
This paper deals with a subordinator (Dt) with Laplace exponent φ ∈ Rβ(∞), where β ∈ (0, 1).
In particular, φ(s) → ∞ as s → ∞. Examples of such Laplace exponents include φ(s) = sβ for a
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β-stable subordinator and φ(s) = (s+ θ)β − θβ for a tempered stable subordinator with tempering
factor θ > 0. From theoretical viewpoints, with the use of the general form of the Laplace exponent,
the scaling property (i.e., self-similarity) that a stable subordinator (S
(β)
t ) possesses (and hence
so does its inverse (E
(β)
t )) is no longer available; therefore, one often needs to carefully examine
asymptotic behaviors of various quantities using different theoretical tools and ideas.
3 Time change by subordinators
In this section, we apply Theorem 2.2 to study the asymptotic limit of the spectral heat content for
time-changed Brownian motions when the underlying time change (Ut) is given by a subordinator
(Dt) with Laplace exponent φ ∈ Rβ(∞), where β ∈ (0, 1). This application recovers and generalizes
a result on symmetric stable processes established in [14, Theorem 1.1]. The section is divided into
the following three separate cases: β ∈ (12 , 1), β = 12 , and β ∈ (0, 12). The main results corresponding
to the three cases appear in Theorems 3.6, 3.10, and 3.14, respectively.
We first establish an upper bound for the heat kernel for (Dt), which is global in space and is
valid for all φ ∈ Rβ(∞) with β ∈ (0, 1). The result essentially follows from [9], but we state it here
in a form that is convenient for our purpose.
Lemma 3.1 Let (Dt) be a subordinator with Laplace exponent φ ∈ Rβ(∞) with β ∈ (0, 1) such
that
the Le´vy measure has an almost monotone density. (3.1)
Then the transition density p(t, x) of (Dt) exists. Moreover, there exist t0 > 0 and c > 0 such that
p(t, x) ≤ ctx−1φ(1/x) (3.2)
for all 0 < t < t0 and x > 0.
Proof. Suppose φ ∈ Rβ(∞) with β ∈ (0, 1), and fix a constant η such that 0 < β − η < β + η < 1.
By Potter’s Theorem [4, Theorem 1.5.6. (iii)], there exists a constant x0 > 0 such that
φ(y)
φ(z)
≤ 2max
((y
z
)β−η
,
(y
z
)β+η)
for all y, z ≥ x0.
Writing z = λy with λ ≥ 1 yields the weak lower scaling condition at ∞ given by
φ(λy)
φ(y)
≥ 1
2
λβ−η for all y ≥ x0, λ ≥ 1. (3.3)
On the other hand, setting y = λz with λ ≥ 1 gives the weak upper scaling condition
φ(λz)
φ(z)
≤ 2λβ+η for all z ≥ x0, λ ≥ 1. (3.4)
8
In the notations used in [9], conditions (3.3) and (3.4) are expressed as φ ∈WLSC(β − η, 12 , x0) ∩
WUSC(β + η, 2, x0). This implies −φ′′ ∈ WLSC(β − η − 2, C1, x0) ∩WUSC(β + η − 2, C2, x0) for
some 0 < C1 < 1 < C2, and consequently, the transition density p(t, x) of (Dt) exists (see [9,
Corollary 2.7, Theorem 3.3] for details).
It follows from [9, Theorem 4.15] that there exist x1 > 0, t0 > 0 and c > 0 such that (3.2)
holds for all 0 < t < t0 and 0 < x < x1 with 1 < xφ
−1(1/t). On the other hand, for 0 < t < t0
and 0 < x < x1 with 1 ≥ xφ−1(1/t), the exponential decay of the heat kernel in [9, Theorem
4.15] implies p(t, x) ≤ C3 for some constant C3 > 0. Let ε > 0 satisfy 1β > 1 + ε. Then since
φ−1 ∈ R1/β(∞), we have φ−1(1/t) ≥ C4(1/t)
1
β
−ε
for all t < t0 (where t0 may be retaken to be a
smaller number). By the condition that 1 ≥ xφ−1(1/t),
t
x
≥ tφ−1(1/t) ≥ C4t−(
1
β
−1−ε)
,
and hence,
tx−1φ(1/x) ≥ C4t−(
1
β
−1−ε)φ(1/x) ≥ C4t
−( 1
β
−1−ε)
0 φ(1/x1) =: C5.
Therefore, for 0 < t < t0 and 0 < x < x1 with 1 ≥ xφ−1(1/t),
p(t, x) ≤ C3
C5
tx−1φ(1/x).
Thus, we have verified that there exist x1 > 0, t0 > 0 and c > 0 such that (3.2) holds for all
0 < t < t0 and 0 < x < x1.
For large x (i.e., x ≥ x1), we use [9, Equation (4.27)], which states that for x ≥ 2etφ′(Ψ−1(1/t))
and 0 < t < t0,
p(t, x) ≤ C6tη(x).
Here, Ψ−1 is the generalized inverse of the symmetric majorant of the real part of the characteristic
exponent of (Dt), and
η(x) =
{
1
xϕ
∗(1/x) if 0 < x ≤ x−10 ,
a 1xφ(1/x) if x
−1
0 < x,
where a ∈ (0, 2] is a constant and ϕ∗(y) = sup0<x≤y ϕ(x) with ϕ(y) := y2(−φ
′′
(y)). It follows from
the inequality φ(λ) ≥ (−1/2)λ2φ′′(λ) (see e.g. [9, Equation (2.7)]), together with the fact that φ is
increasing, that ϕ∗(y) ≤ sup0<x≤y 2φ(x) = 2φ(y) for all y > 0. Hence,
p(t, x) ≤ ctx−1φ(1/x)
for x ≥ 2etφ′(Ψ−1(1/t)) and 0 < t < t0. Thus, the proof will be complete once we show that
if x ≥ x1 and 0 < t < t0, then x ≥ 2etφ′(Ψ−1(1/t)). To this end, proving that the function
φ
′
(Ψ−1(1/t)) is bounded above on some small interval (0, t0) suffices. By [9, Equations (4.10) and
(4.14)],
Ψ−1(1/t) ≍ ϕ−1(1/t) ≍ φ−1(1/t),
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and since φ−1 ∈ R1/β(∞), it follows that Ψ−1(1/t) ≥ C8(1/t)
1
β
−d1 for all small t, where 0 < d1 < 1β .
On the other hand, since φ ∈ Rβ(∞), we have φ(x) ≤ C7xβ+d2 for all large x, where 0 < d2 < 1−β.
Since φ
′
is decreasing and the inequality φ(λ) ≥ λφ′(λ) holds (see e.g. [9, Equation (2.7)]),
φ
′
(Ψ−1(1/t)) ≤ φ′(C8(1/t)
1
β
−d1) ≤ C7
C8
((1/t)
1
β
−d1)β+d2
(1/t)
1
β
−d1
=
C7
C8
t(
1
β
−d1)(1−β−d2).
By the choice of d1 and d2, the exponent in the latter expression is positive, and hence, the value
of the function is bounded above on some small interval (0, t0), as desired. ✷
Remark 3.2 (a) A number of subordinators have Laplace exponents that are complete Bernstein
functions (see e.g. [17, Chapter 16]) and hence satisfy condition (3.1).
(b) In the restricted case when φ satisfies the scaling condition globally (rather than only at
∞ as in Lemma 3.1) and condition (3.1) is replaced by the condition that the function xν(x) is
non-increasing on (0,∞), where ν(x) is the density of the Le´vy measure ν(dx), we can apply [5,
Theorem 4.4] to conclude immediately that there exists c > 0 such that (3.2) holds for all t > 0
and x > 0.
3.1 φ ∈ Rβ(∞) with β ∈ (12 , 1)
We first focus on the case when φ ∈ Rβ(∞) with β ∈ (12 , 1). The following is a corollary to Theorem
2.2.
Corollary 3.3 Let Ω be a bounded open interval when d = 1, or a bounded C1,1 open set when
d ≥ 2. Let (Wt)t≥0 be a Brownian motion independent of a subordinator (Dt) with ca`dla`g paths
and Laplace exponent φ ∈ Rβ(∞), where β ∈ (12 , 1). Then, conditions (2.4) and (2.6) hold, and
consequently, the spectral and regular heat contents of the time-changed Brownian motion (WDt)
satisfy the asymptotic behaviors (2.5) and (2.7), respectively.
Proof. The condition that φ ∈ Rβ(∞) with β > 0 implies the Le´vy measure of (Dt) is infinite,
and hence, (Dt) has strictly increasing paths, so conditions (2.4) and (2.6) are equivalent.
To verify condition (2.6), note first by [15, Corollary 4.14] that
P(Dt ≥ δ) ∼ ν([δ,∞))t as t ↓ 0, (3.5)
which is understood as P(Dt ≥ δ) = o(t) if ν([δ,∞)) = 0. (Also see [12, Proposition 1], which
expresses (3.5) in terms of the inverse (Et) of (Dt) under the assumption that ν({δ}) = 0.) Next,
recalling that φ is continuous and strictly increasing and hence has inverse φ−1, define a scaled
process (Y
(t)
s )s≥0 for each fixed t > 0 by
Y (t)s := φ
−1(1/t)Dts, s ≥ 0. (3.6)
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Then the Laplace exponent φ(t)(λ) of (Y
(t)
s )s≥0 is given by tφ(λφ−1(1/t)) and
lim
t↓0
φ(t)(λ) = λβ.
(See the proof of [10, Lemma 4.5] for details.) Hence, by [8, Theorem XIII.1 2],
Y (t)s → S(β)s in distribution as t ↓ 0 (3.7)
for each fixed s ≥ 0, where (S(β)s )s≥0 is a β-stable subordinator. (The convergence actually holds
for all finite-dimensional distributions due to the independent and stationary increments.)
The condition that φ ∈ Rβ(∞) implies that φ(λ) → ∞ as λ → ∞, and its inverse satisfies
φ−1 ∈ R1/β(∞), which in turn implies φ−1(1/t) ∈ R−1/β(0+). In particular, φ−1(1/t) → ∞ as
t ↓ 0, so for small enough t > 0, the inequality δφ−1(1/t) ≥ 1 holds, and hence,
E[D
1/2
t 1{Dt≤δ}] = E[[φ
−1(1/t)]−1/2(Y (t)1 )
1/21{[φ−1(1/t)]−1Y (t)1 ≤δ}
]
≥ [φ−1(1/t)]−1/2E[(Y (t)1 )1/21{Y (t)1 ≤1}].
This, together with (3.5), yields
lim sup
t↓0
P(Dt > δ)
E[
√
Dt1{Dt≤δ}]
≤ 2ν([δ,∞)) lim sup
t↓0
t[φ−1(1/t)]1/2
E
[
(Y
(t)
1 )
1/21{Y (t)1 ≤1}
] .
The latter limit is 0 due to the weak convergence in (3.7) as well as the convergence t[φ−1(1/t)]1/2 →
0, which follows from the fact that φ−1(1/t) ∈ R−1/β(0+) with β ∈ (12 , 1). Thus, condition (2.6)
holds. ✷
Theorem 2.2 requires the exact asymptotic rate of E[
√
Dt1{Dt≤δ}] as t ↓ 0, which will be derived
in Proposition 3.5. The following technical lemma is needed to prove the proposition.
Lemma 3.4 Suppose that φ ∈ Rβ(∞) with β ∈ (12 , 1). Then for any ε > 0 and δ > 0, there exist
M =M(ε, β) ≥ 1 and t0 > 0 such that
M [φ−1(1/t)]−1 < δ and t[φ−1(1/t)]1/2
∫ δ
M [φ−1(1/t)]−1
u−1/2φ(1/u)du ≤ ε (3.8)
for all 0 < t < t0.
Proof. Since φ ∈ Rβ(∞) with β ∈ (12 , 1), we can take small η > 0 so that γ := β − η > 12 . Then
the weak lower scaling condition (3.3) reads
φ(λy)
φ(y)
≥ 1
2
λγ for all y ≥ x0, λ ≥ 1, (3.9)
where x0 > 0 is some constant.
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Let ε > 0 and δ > 0. Let c1 :=
2
β−1/2 . Take M = M(ε, β) ≥ 1 so that 2c1M−(γ−
1
2
) < ε. Note
that φ−1(1/t)→∞ as t ↓ 0. Moreover, by Karamata’s Tauberian Theorem ([4, Theorem 1.5.11]),
∫ φ−1(1/t)/M
1/δ
v−3/2φ(v)dv ∼ 1
β − 1/2
[
φ−1(1/t)
M
]−1/2
φ
(
φ−1(1/t)
M
)
,
so there exists t0 = t0(ε, β, δ) > 0 such that for all 0 < t < t0,
φ−1(1/t)
M
> max
(
x0,
1
δ
)
(3.10)
and
∫ δ
M [φ−1(1/t)]−1
u−1/2φ(1/u)du =
∫ φ−1(1/t)/M
1/δ
v−3/2φ(v)dv ≤ c1
[
φ−1(1/t)
M
]−1/2
φ
(
φ−1(1/t)
M
)
.
(3.11)
For 0 < t < t0, the first inequality in (3.8) follows immediately from (3.10). Moreover, by (3.9) and
(3.10),
1/t
φ
(
φ−1(1/t)
M
) = φ
(
M · φ−1(1/t)M
)
φ
(
φ−1(1/t)
M
) ≥ 1
2
Mγ .
This together with (3.11) gives
t[φ−1(1/t)]1/2
∫ δ
M [φ−1(1/t)]−1
u−1/2φ(1/u)du ≤ c1tφ
(
φ−1(1/t)
M
)
M1/2 ≤ 2c1M−(γ−
1
2
) < ε,
yielding the second inequality in (3.8), as desired. ✷
It follows from [2, Equation (2.5)] that a β-stable subordinator (S
(β)
t )t≥0 has moments of orders
γ < β given by the following explicit formula:
E[(S
(β)
1 )
γ ] =
Γ(1− βγ)
Γ(1− γ) , −∞ < γ < β. (3.12)
In the following arguments, we often use the notation E[X,A] in place of E[X1A].
Proposition 3.5 Suppose that a subordinator (Dt) has Laplace exponent φ ∈ Rβ(∞) with β ∈
(12 , 1) satisfying condition (3.1). Then for any δ > 0,
E[
√
Dt1{Dt≤δ}] ∼ [φ−1(1/t)]−1/2E[(S(β)1 )1/2] as t ↓ 0,
where (S
(β)
t )t≥0 is a β-stable subordinator.
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Proof. Define the scaled process (Y
(t)
s )s≥0 as in (3.6), which approximates in distribution the
β-stable subordinator (S
(β)
s )s≥0 as stated in (3.7). Let ε > 0. Since β ∈ (12 , 1), it follows from
(3.12) and the dominated convergence theorem that there exists M1 > 0 such that
E[(S
(β)
1 )
1/2, S
(β)
1 > M1] < ε. (3.13)
By the proof of Lemma 3.4, we can take M ≥ M1 large enough and t0 > 0 small enough so that
condition (3.8) holds for all 0 < t < t0.
Fix 0 < t < t0. Noting that M [φ
−1(1/t)]−1 < δ, decompose E[
√
Dt1{Dt≤δ}] = E[D
1/2
t ,Dt ≤ δ]
as
E[D
1/2
t ,Dt ≤ δ] = E[D1/2t ,Dt ≤M [φ−1(1/t)]−1] + E[D1/2t ,M [φ−1(1/t)]−1 < Dt ≤ δ]. (3.14)
Express the first term on the right hand side as
E[D
1/2
t ,Dt ≤M [φ−1(1/t)]−1] = [φ−1(1/t)]−1/2E[(Y (t)1 )1/2, Y (t)1 ≤M ]. (3.15)
Dropping the second term on the right hand side of (3.14), combining (3.15) with (3.7), and using
(3.13), we obtain
lim inf
t↓0
[φ−1(1/t)]1/2E[D1/2t ,Dt ≤ δ] ≥ lim inf
t↓0
[φ−1(1/t)]1/2E[D1/2t ,Dt ≤M [φ−1(1/t)]−1]
≥ E[(S(β)1 )1/2, S(β)1 ≤M ] ≥ E[(S(β)1 )1/2]− ε.
Since ε > 0 is arbitrary, the latter yields the lower bound
lim inf
t↓0
[φ−1(1/t)]1/2E[D1/2t ,Dt ≤ δ] ≥ E[(S(β)1 )1/2]. (3.16)
Now we derive the upper bound. By Lemma 3.1, there exist t0 > 0 and c > 0 such that
p(t, u) ≤ ctu−1φ(1/u) for all 0 < t < t0 and u > 0. Hence, the second term on the right hand side
of (3.14), which equals
∫ δ
M [φ−1(1/t)]−1 u
1/2p(t, u)du, is bounded above by
∫ δ
M [φ−1(1/t)]−1
cu1/2
t
u
φ(1/u)du = ct
∫ δ
M [φ−1(1/t)]−1
u−1/2φ(1/u)du.
This, together with (3.8), yields
[φ−1(1/t)]1/2E[D1/2t ,M [φ
−1(1/t)]−1 < Dt ≤ δ] ≤ ct[φ−1(1/t)]1/2
∫ δ
M [φ−1(1/t)]−1
u−1/2φ(1/u)du ≤ cε
(3.17)
for all 0 < t ≤ t0. Combining (3.7), (3.14), (3.15), and (3.17) gives
lim sup
t↓0
[φ−1(1/t)]1/2E[D1/2t ,Dt ≤ δ] ≤ E[(S(β)1 )1/2, (S(β)1 )1/2 ≤M ] + cε ≤ E[(S(β)1 )1/2] + cε.
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Since ε > 0 is arbitrary, the latter yields the upper bound
lim sup
t↓0
[φ−1(1/t)]1/2E[D1/2t ,Dt ≤ δ] ≤ E[(S(β)1 )1/2]. (3.18)
The desired conclusion now follows from (3.16) and (3.18). ✷
Note that if (Dt) itself is a β-stable subordinator (S
(β)
t ), then the asymptotic relation in Propo-
sition 3.5 follows immediately from the self-similarity of (Dt) with index 1/β. Combining Corollary
3.3 and Proposition 3.5 gives the following theorem for the case when β ∈ (12 , 1).
Theorem 3.6 Let Ω be a bounded open interval when d = 1, or a bounded C1,1 open set when
d ≥ 2. Let (Wt) be a Brownian motion independent of a subordinator (Dt) with Laplace exponent
φ ∈ Rβ(∞), where β ∈ (12 , 1), satisfying condition (3.1). Then
lim
t↓0
|Ω| − Q˜W◦DΩ (t)
[φ−1(1/t)]−1/2
= E[(S
(β)
1 )
1/2]× 2|∂Ω|√
π
, (3.19)
and
lim
t↓0
H
W◦D
Ω,Ωc (t)
[φ−1(1/t)]−1/2
= E[(S
(β)
1 )
1/2]× |∂Ω|√
π
, (3.20)
where (S
(β)
t )t≥0 is a β-stable subordinator.
Remark 3.7 It is possible to rewrite (3.19) and (3.20) respectively as follows:
lim
t↓0
|Ω| − Q˜W◦DΩ (t)
[φ−1(1/t)]−1/2
= E[ sup
0≤u≤S(β)1
Bu]|∂Ω| and lim
t↓0
H
W◦D
Ω,Ωc (t)
[φ−1(1/t)]−1/2
=
1
2
E[ sup
0≤u≤S(β)1
Bu]|∂Ω|, (3.21)
where (Bt) is a one-dimensional Brownian motion starting at 0 with E[e
iξBt ] = e−tξ
2
, and (S
(β)
t )
is a β-stable subordinator independent of (Bt). Indeed, by [11, Problem 2.8.2], the first moment of
the running maximum of the Brownian motion is given by
E[ sup
0≤u≤t
Bu] =
∫ ∞
0
x√
πt
e−x
2/(4t)dx =
2
√
t√
π
, t > 0, (3.22)
which, together with the independence assumption, yields E[sup
0≤u≤S(β)1
Bu] = E[(S
(β)
1 )
1/2] × 2√
pi
.
The asymptotic limit of the spectral heat content given in (3.21) can be interpreted as follows: at
every point near the boundary, only the one dimensional shortest path, which is parallel to the
orthogonal vector at the boundary point, contributes to the spectral heat content.
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3.2 φ(λ) = λ1/2 + φ1(λ) with φ1 ∈ Rβ(∞) with β ∈ (0, 1/2)
We now turn our attention to the case when φ ∈ Rβ(∞) with β = 1/2. The simplest case is when
φ(λ) = λ1/2, with which (Dt) is the Le´vy subordinator and the time-changed Brownian motion
(WDt) has the Cauchy distribution. The following result was already established in [14, Theorem
1.1] and is now recovered via Theorem 2.2.
Proposition 3.8 Let (Wt) be a Brownian motion independent of a Le´vy subordinator (S
(1/2)
t )
whose Laplace exponent is given by φ(λ) = λ1/2. Then
lim
t↓0
|Ω| − Q˜W◦S(1/2)Ω (t)
t log(1/t)
=
2|∂Ω|
π
and lim
t↓0
|Ω| −HW◦S(1/2)Ω (t)
t log(1/t)
=
|∂Ω|
π
. (3.23)
Proof. For a fixed δ > 0, by the self-similarity of (S
(1/2)
t ) with index
1
β = 2 as well as [14, Lemma
3.2],
E[
√
S
(1/2)
t 1{S(1/2)t ≤δ}
] = tE[
√
S
(1/2)
1 1{S(1/2)1 ≤δt−2}
] ∼ t log(1/t)√
π
as t ↓ 0.
This, together with (3.5), gives
P(S
(1/2)
t > δ)
E[
√
S
(1/2)
t 1{S(1/2)t ≤δ}
]
∼
√
πν([δ,∞))
log(1/t)
as t ↓ 0,
so condition (2.6) holds. Application of Theorem 2.2 now yields (3.23), as desired. ✷
Proposition 3.8 can be described in a more general setting where φ(λ) = λ1/2+lower order term.
We start with the following lemma, which is an analogue of [14, Lemma 3.2].
Lemma 3.9 Let δ > 0 be a fixed constant. Suppose that the Laplace exponent φ of a subordinator
(Dt) takes the form φ(λ) = λ
1/2 + φ1(λ), where φ1 is the Laplace exponent of a subordinator
satisfying condition (3.1) and φ1 ∈ Rβ(∞) with β ∈ (0, 12 ). Then
lim
t↓0
E[
√
Dt1Dt≤δ]
t log(1/t)
=
1√
π
Proof. Express (Dt) as the sum of independent subordinators
Dt = S
(1/2)
t +D
φ1
t ,
where (S
(1/2)
t ) is Le´vy subordinator and (D
φ1
t ) is a subordinator with the Laplace exponent φ1.
Note that
E[
√
Dt1Dt≤δ] = E[
(
S
(1/2)
t +D
φ1
t
)1/2
, S
(1/2)
t +D
φ1
t ≤ δ]. (3.24)
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Since the function x 7→ √x is subadditive, (3.24) is bounded above by
E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t +D
φ1
t ≤ δ] + E[
(
Dφ1t
)1/2
, S
(1/2)
t +D
φ1
t ≤ δ]
≤ E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ] + E[
(
Dφ1t
)1/2
,Dφ1t ≤ δ].
By Lemma 3.1, there exist t0 > 0 and c1 > 0 such that the transition density p
φ1(t, u) of (Dφ1t )
satisfies pφ1(t, u) ≤ c1tu−1φ1(1/u) for all 0 < t < t0 and u > 0. Hence, for 0 < t < t0,
E[
(
Dφ1t
)1/2
,Dφ1t ≤ δ] ≤ c1
∫ δ
0
u1/2
t
u
φ1(1/u)du = c1t
∫ ∞
1/δ
v−3/2φ1(v)dv.
Note that the integral
∫∞
1/δ v
−3/2φ1(v)dv is finite since φ1 ∈ Rβ(∞) with β ∈ (0, 12) (see [4, Propo-
sition 1.5.10]). Hence,
lim
t↓0
E[
(
Dφ1t
)1/2
,Dφ1t ≤ δ]
t log(1/t)
= 0.
On the other hand, by [14, Lemma 3.2],
lim
t↓0
E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ]
t log(1/t)
=
1√
π
.
Hence, we have shown the upper bound
lim sup
t↓0
E[
√
Dt1Dt≤δ]
t log(1/t)
≤ 1√
π
.
In terms of the lower bound, by the independence between (S
1/2
t ) and (D
φ1
t ),
E[
(
S
(1/2)
t +D
φ1
t
)1/2
, S
(1/2)
t +D
φ1
t ≤ δ] ≥ E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t +D
φ1
t ≤ δ]
=
∫ δ
0
E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ − y]P(Dφ1t ∈ dy) ≥
∫ δ/2
0
E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ − y]P(Dφ1t ∈ dy)
≥E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ/2] × P(Dφ1t ≤ δ/2).
It follows from [14, Lemma 3.2] that
lim inf
t↓0

E[
(
S
(1/2)
t
)1/2
, S
(1/2)
t ≤ δ/2]
t log(1/t)
× P(Dφ1t ≤ δ/2)

 = 1√
π
,
which yields the desired lower bound. ✷
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Theorem 3.10 Let Ω be a bounded open interval when d = 1, or a bounded C1,1 open set when
d ≥ 2. Let (Wt) be a Brownian motion independent of a subordinator (Dt) with Laplace exponent
of the form φ(λ) = λ1/2 + φ1(λ), where φ1 is the Laplace exponent of a subordinator satisfying
condition (3.1) and φ1 ∈ Rβ(∞) with β ∈ (0, 12). Then
lim
t↓0
|Ω| − Q˜W◦DΩ (t)
t log(1/t)
=
2|∂Ω|
π
.
Proof. Note that the asymptotic relation in (3.5) is still valid in the setting when φ(λ) = λ1/2 +
φ1(λ). Also, the latter part of the proof of Lemma 3.9 shows that for any fixed δ > 0,
E[
√
Dt1Dt≤δ] ≥ E[
√
S
(1/2)
t 1S(1/2)t <δ/2
]× P(Dφ1t ≤ δ/2) ∼
t log(1/t)√
π
× P(Dφ1t ≤ δ/2)
as t ↓ 0. Thus, by (3.5), for small enough t,
P(Dt > δ)
E[
√
Dt1Dt≤δ]
≤ 2
√
πν([δ,∞))
log(1/t)P(Dφ1t ≤ δ/2)
.
Since the latter approaches 0 as t ↓ 0, condition (2.6) is satisfied, and the exact asymptotic rate of
the spectral heat content follows by Theorem 2.2 together with the conclusion of Lemma 3.9. ✷
3.3 φ ∈ Rβ(∞) with β ∈ (0, 1/2)
Now we consider the case when φ ∈ Rβ(∞) with β ∈ (0, 12). First we establish the continuity of
the function t 7→ Q˜W◦DΩ (t).
Lemma 3.11 Let Ω be a bounded open interval when d = 1, or a bounded C1,1 open set when
d ≥ 2. Let (Wt) be a Brownian motion independent of a subordinator (Dt) with infinite Le´vy
measure. Then the map t 7→ Q˜W◦DΩ (t) is continuous on (0,∞).
Proof. For any t, h > 0,
0 ≤ Q˜W◦DΩ (t)− Q˜W◦DΩ (t+ h) =
∫
Ω
Px
(
Dt < τ
(2)
Ω ≤ Dt+h
)
dx.
By the right-continuity of sample paths of the Le´vy process (Dt) and the continuity of the proba-
bility measure,
lim
h↓0
Px(Dt < τ
(2)
Ω ≤ Dt+h) = Px(Dt < τ (2)Ω ≤ Dt).
The latter equals 0 since t 7→ Dt is strictly increasing as the underlying Le´vy measure is assumed
infinite. Since |Ω| <∞, the dominated convergence theorem yields
lim
h↓0
Q˜W◦DΩ (t+ h) = Q˜
W◦D
Ω (t).
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On the other hand, note that for any h > 0,
0 ≤ Q˜W◦DΩ (t− h)− Q˜W◦DΩ (t) =
∫
Ω
Px
(
Dt−h < τ
(2)
Ω ≤ Dt
)
dx.
It is known that a given Le´vy process (Dt) satisfies P
D(Dt− = Dt) = 1 for any fixed t > 0 (see e.g.
[3, Lemma 2.3.2]). Thus,
lim
h→0
Px
(
Dt−h < τ
(2)
Ω ≤ Dt
)
= Px(Dt− ≤ τ (2)Ω ≤ Dt) = Px(τ (2)Ω = Dt) = ED[PWx (τ (2)Ω = Dt)].
The latter equals 0 since PWx (τ
(2)
Ω = u) = 0 for all x ∈ Rd and u > 0 due to [6, Proposition 1.20].
Since |Ω| <∞, the dominated convergence theorem yields
lim
h↓0
Q˜W◦DΩ (t− h) = Q˜W◦DΩ (t),
which completes the proof. ✷
The following proposition is needed to derive a result on the spectral heat content for the time-
changed Brownian motion (WDt) when φ ∈ Rβ(∞) with β ∈ (0, 12). Here, we require an additional
assumption on the behavior of φ near 0.
Proposition 3.12 Suppose a subordinator (Dt) has Laplace exponent φ ∈ Rβ(∞) with β ∈ (0, 1)
satisfying condition (3.1). Suppose further that
∫ ε
0
φ(λ)
λ dλ <∞ for some ε > 0. Let f be a bounded
continuous function on (0,∞) such that limx↓0 f(x)xγ exists as a finite number for some constant
γ > β. Then
lim
t↓0
∫ ∞
0
f(x)
P(Dt ∈ dx)
t
=
∫ ∞
0
f(x)ν(dx),
where ν is the Le´vy measure of (Dt).
Proof. Let µ(dx) = P(D1 ∈ dx) be the distribution of D1, and take an arbitrary positive decreasing
sequence {tn} converging to 0 as n→∞. Define µn by its Fourier transform
µˆn(z) = exp
[
µˆ(z)tn − 1
tn
]
, z ∈ R,
where µˆ(z) =
∫
R
eizxµ(dx) is the Fourier transform of the measure µ. Note that for any z ∈ R,
µˆn(z)→ exp(log µˆ(z)) = µˆ(z) as n→∞,
and hence, µn → µ weakly by [16, Proposition 2.5 (vii)]. Due to the representation
µˆn(z) = exp
[∫
(0,∞)
(eizx − 1)µ
∗tn(dx)
tn
]
,
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the Le´vy measure νn of µn is given by
νn(dx) =
µ∗tn(dx)
tn
=
P(Dtn ∈ dx)
tn
, (3.25)
and it follows from [16, Theorem 8.7] that∫
(0,∞)
h(x)νn(dx)→
∫
(0,∞)
h(x)ν(dx) (3.26)
for any continuous, bounded function h(x) which vanishes on an open neighborhood of 0, where ν
is the Le´vy measure of µ (and hence of the subordinator (Dt)).
Now, let γ > β and define
ρn(dx) = (1 ∧ xγ)νn(dx)
for n ∈ N. By Lemma 3.1, there exist c > 0 and t0 > 0 such that the transition density p(t, x) of
(Dt) satisfies p(t, x) ≤ ctx−1φ(1/x) for all 0 < t < t0 and x > 0. (If necessary, retake {tn} so that
tn < t0 for all n ∈ N.) Hence, by representation (3.25),
νn(dx) ≤ cx−1φ(x−1)dx and ρn(dx) ≤ c(1 ∧ xγ)x−1φ(x−1)dx.
Now,
ρn((0, 1)) ≤ c
∫ 1
0
xγ−1φ(x−1)dx = c
∫ ∞
1
λ−γ−1φ(λ)dλ = c
∫ ∞
1
λβ−γ−1ℓ(λ)dλ <∞
for some ℓ ∈ R0(∞). Notice that the finiteness of the latter integral follows from [4, Proposition
1.5.10] due to the condition γ > β. On the other hand, for sufficiently large N ≥ 1,
ρn((N,∞)) ≤ c
∫ ∞
N
x−1φ(x−1)dx = c
∫ 1/N
0
φ(λ)
λ
dλ,
which approaches 0 as N →∞ due to the integrability assumption ∫ ε0 φ(λ)λ dλ <∞. Consequently,
{ρn} is tight in the sense that
sup
n
ρn((0,∞)) <∞ and lim
N→∞
sup
n
ρn((N,∞)) = 0.
Hence, there exists a subsequence {nk} such that ρnk → ρ weakly for some measure ρ. It then
follows from (3.26) that the equality ρ(dx) = (1∧xγ)ν(dx) holds on any open sets of the form (a, b)
with 0 < a < b < ∞, but the latter immediately implies the equality on all Borel sets in (0,∞).
Since we can give the above argument using any subsequence, it follows that ρn → ρ weakly.
Let f be a bounded, continuous function on (0,∞) such that limx↓0 f(x)xγ exists as a finite number
for some γ > β. Then the function g defined by g(x) := f(x)1∧xγ for x > 0 is bounded and continuous
on (0,∞). Since ρn → ρ weakly,∫
(0,∞)
g(x)ρn(dx)→
∫
(0,∞)
g(x)ρ(dx) as n→∞,
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which is equivalent to ∫
(0,∞)
f(x)νn(dx)→
∫
(0,∞)
f(x)ν(dx) as n→∞.
This together with (3.25) completes the proof. ✷
Remark 3.13 A result similar to Proposition 3.12 is found in [14, Proposition 3.4], but the proof
given in the latter paper involves a minor error. Indeed, since t0 in that proof depends not only η
but also ε, it is unclear whether it is possible to let ε → 0 uniformly for all t ≤ t0. To avoid this
issue, one can instead use Proposition 3.12 above.
Theorem 3.14 Let Ω be a bounded open interval when d = 1, or a bounded C1,1 open set when
d ≥ 2. Let (Wt) be a Brownian motion independent of a subordinator (Dt) with Laplace exponent
φ ∈ Rβ(∞) with β ∈ (0, 12 ) satisfying condition (3.1). Suppose further that
∫ ε
0
φ(λ)
λ dλ < ∞ for
some ε > 0. Then
lim
t↓0
|Ω| − Q˜W◦DΩ (t)
t
=
∫ ∞
0
(|Ω| −QWΩ (u))ν(du).
Proof. Let f(x) := |Ω| − QWΩ (x) for x > 0. Then f is bounded on (0,∞) since the domain Ω is
bounded. Moreover, f is continuous on (0,∞) due to Lemma 3.11. The restriction that β ∈ (0, 12 )
allows us to take γ ∈ (β, 12), and for this γ, limx↓0 f(x)/xγ exists and equals 0 due to the asymptotic
representation of f in (2.2). The desired result now follows upon noting that
|Ω| − Q˜W◦DΩ (t)
t
=
E[f(Dt)]
t
=
∫ ∞
0
f(x)
P(Dt ∈ dx)
t
and applying Proposition 3.12. ✷
4 Time change by inverse subordinators
We now turn our attention to subdiffusion processes that are given as time-changed Brownian
motions of the form (WEt), where the time change (Et) is the (generalized) inverse of a subordinator
(Dt); i.e., Et := inf{u > 0 : Du > t}. Here, we consider a general subordinator, assuming only that
it has Laplace exponent φ ∈ Rβ(∞) with β ∈ (0, 1); i.e.,
E[e−sDt ] = e−tφ(s) with φ(s) = sβℓ(s) (4.1)
for some function ℓ that is slowly varying at ∞ (i.e., ℓ ∈ R0(∞)). Note that (Dt) has strictly
increasing, ca`dla`g paths with D0 = 0, 0 < Dt < ∞ for all t > 0, and Dt → ∞ as t → ∞, which
implies that (Et) has nondecreasing, continuous paths with E0 = 0 and 0 < Et <∞ for all t > 0.
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4.1 Spectral and regular heat contents for Brownian motions time-changed by
inverse subordinators
Below we resort to Tauberian theorems of both Karamata’s (polynomial) type and de Bruijn’s
(exponential) type together with their associated monotone density theorems. The following lemma
is a corollary to de Bruijn’s Tauberian theorem in [4, Theorem 4.12.9]; the proof is postponed to
Appendix.
Lemma 4.1 Let µ be a measure on (0,∞) whose Laplace transform M(s) := ∫∞0 e−stµ(dt) con-
verges for all s > 0. Let β ∈ (0, 1). Then
− logM(s) ∼ c1sβℓ(s) as s→∞ (4.2)
for some ℓ ∈ R0(∞) and some constant c1 > 0 if and only if
− log µ(0, t] ∼ c2t−
β
1−β ℓ1(t) as t ↓ 0 (4.3)
for some ℓ1 ∈ R0(0+) and some constant c2 > 0.
The following proposition is a key to establishing the main result of this section in Theorem
4.4. Note that the proof would be substantially simplified if we only considered the stable case; see
Remark 4.3 after the proof.
Proposition 4.2 Let (Et) be the inverse of a subordinator (Dt) with Laplace exponent φ ∈ Rβ(∞)
with β ∈ (0, 1). Then for any fixed p > 0 and δ > 0,
E[Ept ] ∼ E[Ept 1{Et≤δ}] ∼
Γ(p+ 1)
Γ(pβ + 1)
[φ(t−1)]−p as t ↓ 0.
Proof. Express φ as φ(s) = sβℓ(s) with ℓ ∈ R0(∞), as in (4.1). We first derive
E[Ept ] ∼
Γ(p+ 1)
Γ(pβ + 1)
tpβ[ℓ(t−1)]−p as t ↓ 0. (4.4)
By the Fubini Theorem and (4.1),∫ ∞
0
e−stP(Dx < t)dtdx =
∫ ∞
0
e−st
∫ t
0
P(Dx ∈ du)dt
=
∫ ∞
0
∫ ∞
u
e−stdtP(Dx ∈ du) = E[e
−sDx ]
s
=
e−xφ(s)
s
. (4.5)
This, together with the formula E[Xp] =
∫∞
0 px
p−1
P(X > x)dx valid for any constant p > 0 and
any random variable X ≥ 0, yields∫ ∞
0
e−stE[Ept ]dt =
∫ ∞
0
e−st
(∫ ∞
0
pxp−1P(Et > x)dx
)
dt
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=∫ ∞
0
pxp−1
(∫ ∞
0
e−stP(Dx < t)dt
)
dx =
p
s
∫ ∞
0
xp−1e−xφ(s)dx.
By the change of variables y = xφ(s),
∫ ∞
0
e−stE[Ept ]dt =
p
s
∫ ∞
0
(
y
φ(s)
)p−1
e−y
dy
φ(s)
=
pΓ(p)
s[φ(s)]p
= Γ(p+ 1)s−(pβ+1)[ℓ(s)]−p.
Application of Karamata’s Tauberian theorem (see [4, Theorem 1.7.1]) yields∫ t
0
E[Epr ]dr ∼
Γ(p+ 1)
Γ(pβ + 2)
tpβ+1[ℓ(t−1)]−p as t ↓ 0,
but since the function t 7→ E[√Et] is nondecreasing, the monotone density theorem (see [4, Theorem
1.7.2b]) applies and gives (4.4).
We now turn our attention to the asymptotic behavior of t 7→ E[Ept 1{Et≤δ}]. Note that since the
sample paths of the two processes (Ept )t≥0 and (1{Et≤δ})t≥0 are nondecreasing and nonincreasing,
respectively, it is unclear whether or not the function t 7→ E[Ept 1{Et≤δ}] is monotone, and hence,
an argument similar to the one provided above for the monotone function t 7→ E[Ept ] would not
work. However, a similar discussion is still applicable to the function t 7→ E[Ept 1{Et>δ}], which is
nondecreasing (notice the direction of the inequality). Indeed, we claim that the latter function
possesses an exponential decay of the form
− logE[Ept 1{Et>δ}] ∼ ct−β/(1−β)ℓ1(t) as t ↓ 0 (4.6)
with some constant c > 0 and some function ℓ1 ∈ R0(0+). This asymptotic result together with
(4.4) implies
lim
t↓0
E[Ept 1{Et≤δ}]
tpβ[ℓ(t−1)]−p
= lim
t↓0
E[Ept ]
tpβ[ℓ(t−1)]−p
− lim
t↓0
E[Ept 1{Et>δ}]
tpβ[ℓ(t−1)]−p
=
Γ(p+ 1)
Γ(pβ + 1)
,
thereby completing the proof of the proposition.
Observe that∫ ∞
0
e−stE[Ept 1{Et>δ}]dt =
∫ ∞
0
e−stE[(Et1{Et>δ})
p]dt =
∫ ∞
0
e−st
∫ ∞
0
pxp−1P(Et1{Et>δ} > x)dxdt.
Note that {Et1{Et>δ} > x} = {Et > max{δ, x}} for any fixed x ≥ 0, so the latter integral can be
decomposed as∫ ∞
0
e−st
∫ δ
0
pxp−1P(Et > δ)dxdt +
∫ ∞
0
e−st
∫ ∞
δ
pxp−1P(Et > x)dxdt =: J1(s) + J2(s).
Now, by the Fubini theorem and (4.5),
J1(s) =
(∫ δ
0
pxp−1dx
)(∫ ∞
0
e−stP(Dδ < t)dt
)
=
δpe−δφ(s)
s
,
22
and
J2(s) =
∫ ∞
δ
pxp−1
(∫ ∞
0
e−stP(Dx < t)dt
)
dx =
∫ ∞
δ
pxp−1
e−xφ(s)
s
dx
=
p
s
∫ ∞
δφ(s)
(
y
φ(s)
)p−1
e−y
dy
φ(s)
=
pΓ(p, δφ(s))
s[φ(s)]p
,
where Γ(a, z) denotes the upper incomplete Gamma function. Putting the above together and using
the identity Γ(p + 1, z) = pΓ(p, z) + zpe−z yields∫ ∞
0
e−stE[Ept 1{Et>δ}]dt =
δpe−δφ(s)
s
+
pΓ(p, δφ(s))
s[φ(s)]p
=
Γ(p+ 1, δφ(s))
s[φ(s)]p
. (4.7)
Since Γ(a, z) ∼ za−1e−z as z → ∞ along the positive real line (see [1, Formula 6.5.32]), it follows
from (4.7) that
− log
(∫ ∞
0
e−stE[Ept 1{Et>δ}]dt
)
∼ δφ(s) = δsβℓ(s) as s→∞.
Thus, by Lemma 4.1,
− log
(∫ t
0
E[Epr1{Er>δ}]dr
)
∼ ct−β/(1−β)ℓ1(t) as t ↓ 0
for some constant c > 0 and some function ℓ1 ∈ R0(0+). Setting u = 1/r and x = 1/t in the latter
gives
− log
(∫ ∞
x
1
u2
E[Ep1/u1{E1/u>δ}]du
)
= − log
(∫ ∞
x
e−h(u)du
)
∼ cxβ/(1−β)ℓ1(x−1) as x→∞,
where
h(x) := − log
(
1
x2
E[Ep1/x1{E1/x>δ}]
)
.
Since h(x) is nondecreasing, the monotone density theorem in [4, Theorem 4.12.10(i)] is applicable
and gives h(x) ∼ cxβ/(1−β)ℓ1(x−1) as x→∞. In other words,
− log (t2E[Ept 1{Et>δ}]) ∼ ct−β/(1−β)ℓ1(t) as t ↓ 0,
which in turn yields (4.6), as desired. ✷
Remark 4.3 Proposition 4.2 follows immediately if (Dt) is a stable subordinator (S
(β)
t ) with index
β ∈ (0, 1), in which case φ(s) = sβ. Indeed, the self-similarity of (S(β)t ) with index 1/β implies
the self-similarity of the inverse (E
(β)
t ) with index β (see e.g. [13, Proposition 3.1]), and the pth
moment of the inverse β-stable subordinator (E
(β)
t ) is well-known and given by
E[(E
(β)
t )
p] = tpβE[(E
(β)
1 )
p] = tpβ
Γ(p+ 1)
Γ(pβ + 1)
for all t > 0 (4.8)
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(see e.g. [18, Proposition 5.6]). Moreover, by the self-similarity again and the monotone convergence
theorem,
E[(E
(β)
t )
p1{E(β)t ≤δ}
] = tpβE[(E
(β)
1 )
p1{E(β)1 ≤δt−β}
] ∼ tpβE[(E(β)1 )p] as t ↓ 0,
which yields Proposition 4.2.
Combining Theorem 2.2 with Proposition 4.2 yields the following main result of this section.
Recall that the spectral heat content for a subordinated killed Brownian motion and that for a
killed subordinated Brownian motion are defined in (2.1).
Theorem 4.4 Let (Wt) be a Brownian motion independent of a subordinator (Dt) with Laplace
exponent φ ∈ Rβ(∞) with β ∈ (0, 1). Let (Et) be the inverse of (Dt). Then the spectral heat content
for the subordinated killed Brownian motion and that for the killed subordinated Brownian motion
coincide; i.e., for any fixed t > 0,
Q˜W◦EΩ (t) = Q
W◦E
Ω (t). (4.9)
Moreover,
lim
t↓0
|Ω| −QW◦EΩ (t)
[φ(t−1)]−1/2
=
|∂Ω|
Γ(β/2 + 1)
and lim
t↓0
H
W◦E
Ω,Ωc (t)
[φ(t−1)]−1/2
=
|∂Ω|
2Γ(β/2 + 1)
. (4.10)
Proof. Recall that (Et) has continuous paths. Since the notions of a killed subordinated Brownian
motion and a subordinated killed Brownian motion coincide when the time change has continuous
paths, the statement (4.9) follows.
Express φ as φ(s) = sβℓ(s) and ℓ ∈ R0(∞), as in (4.1). For a fixed δ > 0, since − logE[e−sDδ ] =
δsβℓ(s) for all s > 0, it follows from Lemma 4.1 that
− logP(Dδ ≤ t) ∼ ct−β/(1−β)ℓ2(t) as t ↓ 0 (4.11)
for some constant c > 0 and some function ℓ2 ∈ R0(0+). In other words, the small ball probability
P(Dδ ≤ t) decays exponentially as t ↓ 0. This together with Proposition 4.2 implies that
lim
t↓0
P(Et > δ)
E[
√
Et1{Et≤δ}]
= lim
t↓0
P(Dδ < t)
E[
√
Et1{Et≤δ}]
= 0.
Thus, condition (2.6) holds for the time change (Et). The desired result (4.10) now follows by
combining Theorem 2.2 and Proposition 4.2. ✷
Remark 4.5 As in Remark 3.7, we can re-express (4.10) using a one-dimensional Brownian motion
(Bt) independent of the inverse (E
(β)
t ) of a β-stable subordinator (S
(β)
t ) as
lim
t↓0
|Ω| −QW◦EΩ (t)
[φ(t−1)]−1/2
= E[ sup
0≤u≤E(β)1
Bu]|∂Ω| and lim
t↓0
H
W◦E
Ω,Ωc (t)
[φ(t−1)]−1/2
=
1
2
E[ sup
0≤u≤E(β)1
Bu]|∂Ω|. (4.12)
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Indeed, combining (3.22), (4.8) with p = 1/2, and the independence assumption gives
E[ sup
0≤u≤E(β)1
Bu] = E[(E
(β)
1 )
1/2]× 2√
π
=
1
Γ(β/2 + 1)
,
and hence, (4.10) and (3.21) are equivalent.
4.2 A complete asymptotic expansion
In this short section, we derive a complete asymptotic expansion of the spectral heat content of a
time-changed Brownian motion (W
E
(β)
t
), where the time change (E
(β)
t ) is the inverse of a β-stable
subordinator (S
(β)
t ). Recall that E
(β)
t has moments of all orders given in (4.8) and that the small
ball probability of S
(β)
δ for a fixed δ > 0 decays exponentially as observed in (4.11).
It has been proved in [21] that, if Ω is a compact Riemannian manifold with a smooth C∞
boundary, then the spectral heat content QWΩ (t) of a Brownian motion (Wt) has the asymptotic
expansion
|Ω| −QWΩ (t) ∼
∞∑
n=1
cnt
n
2 as t ↓ 0,
where cn are some constants. The latter expression is understood as follows: for any fixed N ∈ N,
|Ω| −QWΩ (t) =
N∑
n=1
cnt
n
2 +O(t
N+1
2 ) as t ↓ 0. (4.13)
Theorem 4.6 Let (E
(β)
t ) be the inverse of a stable subordinator (S
(β)
t ) with index β ∈ (0, 1) which is
independent of a Brownian motion (Wt). Let Ω be a domain in R
d with a smooth boundary. Then
the spectral heat content of the time-changed Brownian motion (W
E
(β)
t
) satisfies the asymptotic
expansion
|Ω| − Q˜W◦E(β)Ω (t) ∼
∞∑
n=1
cn
Γ(1 + n2 )
Γ(1 + nβ2 )
t
βn
2 as t ↓ 0,
which means that for any fixed N ∈ N,
|Ω| − Q˜W◦E(β)Ω (t) =
N∑
n=1
cn
Γ(1 + n2 )
Γ(1 + nβ2 )
t
βn
2 +O(t
β(N+1)
2 ) as t ↓ 0. (4.14)
Proof. For simplicity of notation, we express E
(β)
t as Et throughout the proof. For a fixed N ∈ N,
by (4.13), there exist δ > 0 and c > 0 such that∣∣∣∣∣|Ω| −QWΩ (t)−
N∑
n=1
cnt
n
2
∣∣∣∣∣ ≤ ctN+12 (4.15)
for all t ∈ (0, δ]. Hence,
|Ω| − Q˜W◦EΩ (t) =
∫
Ω
P
W
x × PE(τ (2)Ω ≤ Et)dx = EE
[∫
Ω
P
W
x (τ
(2)
Ω ≤ Et)dx
]
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=EE[|Ω| −QWΩ (Et)] = EE[(|Ω| −QWΩ (Et))1{Et≤δ}] + EE[(|Ω| −QWΩ (Et))1{Et>δ}]. (4.16)
For the rest of the proof, we drop the superscript E from the expectation sign EE. As for the
second term in (4.16), by the exponential decay in (4.11),
E[(|Ω| −QWΩ (Et))1{Et>δ}] ≤ |Ω|P(Et > δ) = |Ω|P(S(β)δ < t) = o(t
β(N+1)
2 ).
On the other hand, in terms of the first expression of (4.16), if follows from (4.15) that
E[(|Ω| −QWΩ (Et))1{Et≤δ}] ≤ E
[(
N∑
n=1
cnE
n
2
t + cE
N+1
2
t
)
1{Et≤δ}
]
≤
N∑
n=1
cn
Γ(1 + n2 )
Γ(1 + nβ2 )
t
nβ
2 − E
[
N∑
n=1
cnE
n
2
t 1{Et>δ}
]
+ cE
[
E
N+1
2
t 1{Et≤δ}
]
, (4.17)
where we used (4.8). As for the second term in (4.17), by the Cauchy-Schwarz inequality, the
moment formula (4.8), and the exponential decay in (4.11),
E[E
n
2
t 1{Et>δ}] ≤ E[Ent ]1/2P(Et > δ)1/2 = E[Ent ]1/2P(S(β)δ < t)1/2 = o(t
β(N+1)
2 ).
As for the third term in (4.17), again by (4.8),
E
[
E
N+1
2
t 1{Et≤δ}
]
≤ E[E
N+1
2
t ] = O(t
β(N+1)
2 ). (4.18)
Combining (4.16)–(4.18) yields one direction of the equality in (4.14). The other direction is derived
in a similar manner by considering a lower bound in (4.17) by means of (4.15). ✷
5 Examples
This section examines the asymptotic behavior of the spectral heat content for subordinate killed
Brownian motions with various underlying subordinators. Throughout the section, we assume that
Ω is a bounded open interval in R1 or a bounded C1,1 open set in Rd with d ≥ 2.
(1) Stable subordinators
The most typical example is a β-stable subordinator (S
(β)
t ) with β ∈ (0, 1) whose Laplace
exponent is φ(λ) = λβ . In this case, by Theorem 3.6, Proposition 3.8 or Theorem 3.10, and
Theorem 3.14,

lim
t↓0
|Ω| − Q˜W◦S(β)Ω (t)
t1/2β
= E[(S
(β)
1 )
1/2]× 2|∂Ω|√
π
, β ∈ (12 , 1),
lim
t↓0
|Ω| − Q˜W◦S(β)Ω (t)
t ln(1/t)
=
2|∂Ω|
π
, β = 12 ,
lim
t↓0
|Ω| − Q˜W◦S(β)Ω (t)
t
=
∫ ∞
0
(|Ω| −QWΩ (u))
β
Γ(1 − β)u
−1−βdu, β ∈ (0, 12).
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In terms of the regular heat content, define the perimeter PerX(Ω) for a given Le´vy process
(Xt) with Le´vy measure ν by
PerX(Ω) =
∫
Ω
∫
Ωc−x
ν(dy)dx.
Applying Theorem 3.6 when β ∈ (12 , 1), Proposition 3.8 or Theorem 3.10 when β = 12 , and [7,
Theorem 3] or [10, Theorem 3.2] when β ∈ (0, 12), we obtain the asymptotic behavior of the
regular heat content as follows:

lim
t↓0
H
W◦S(β)
Ω,Ωc (t)
t1/2β
= E[(S
(β)
1 )
1/2]× |∂Ω|√
π
, β ∈ (12 , 1),
lim
t↓0
H
W◦S(β)
Ω,Ωc (t)
t ln(1/t)
=
|∂Ω|
π
, β = 12 ,
lim
t↓0
H
W◦S(β)
Ω,Ωc (t)
t
= PerW◦S(β)(Ω) =
∫
Ω
∫
Ωc
c(d, β)dydx
|x− y|d+β , β ∈ (0,
1
2 ),
where c(d, β) :=
β Γ(d+β
2
)
21−β pid/2Γ(1−β
2
)
. On the other hand, for the inverse stable subordinator (Eβt ),
it follows from Theorem 4.4 that
lim
t↓0
|Ω| − Q˜W◦E(β)Ω
tβ/2
=
|∂Ω|
Γ(β/2 + 1)
, β ∈ (0, 1),
and
lim
t↓0
H
W◦E(β)
Ω,Ωc
tβ/2
=
|∂Ω|
2Γ(β/2 + 1)
, β ∈ (0, 1).
One interesting observation is that the rate function for |Ω| − Q˜W◦S(β)Ω (t) defined by
Rβ(t) =


t1/2β if β ∈ (12 , 1),
t ln(1/t) if β = 12 ,
t if β ∈ (0, 12),
satisfies
Rβ(t) = o(t
β/2) as t ↓ 0 for any β ∈ (0, 1).
Thus, regardless of the value of β ∈ (0, 1), the rate of decay of the spectral heat content with
the time change being the inverse stable subordinator (E
(β)
t ) is greater than that with the time
change given by the stable subordinator (S
(β)
t ).
(2) Mixed stable subordinators
A mixed stable subordinator (or a mixture of stable subordinators) (DMSSt ) is defined to be
the sum of independent stable subordinators with different indices, the Laplace exponent of
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which takes the form φMSS(λ) =
∑n
i=1 λ
βi with 0 < β1 < β2 < · · · < βn < 1. The density of
the associated Le´vy measure is given by
νMSS(u) =
n∑
i=1
βi
Γ(1− βi)u
−1−βi .
Since φMSS(λ) ∼ λβn as λ→∞, it follows that (φMSS)−1(s) ∼ s1/βn as s→∞, and hence,
(φMMS)−1(1/t) ∼ t−1/βn as t ↓ 0.
Thus, by Theorems 3.6, 3.10 and 3.14 as well as [7, Theorem 3] or [10, Theorem 3.2], the
largest index βn determines the asymptotic behaviors of the spectral and regular heat contents
as follows: 

lim
t↓0
|Ω| − Q˜W◦DMSSΩ (t)
t1/2βn
= E[(S
(β)
1 )
1/2]× 2|∂Ω|√
π
, βn ∈ (12 , 1),
lim
t↓0
|Ω| − Q˜W◦DMSSΩ (t)
t ln(1/t)
=
2|∂Ω|
π
, βn =
1
2 ,
lim
t↓0
|Ω| − Q˜W◦DMSSΩ (t)
t
=
∫ ∞
0
(|Ω| −QWΩ (u))νMMS(du), βn ∈ (0, 12),
and 

lim
t↓0
H
W◦DMSS
Ω,Ωc (t)
t1/2βn
= E[(S
(β)
1 )
1/2]× |∂Ω|√
π
, βn ∈ (12 , 1),
lim
t↓0
H
W◦DMSS
Ω,Ωc (t)
t ln(1/t)
=
|∂Ω|
π
, βn =
1
2 ,
lim
t↓0
H
W◦DMSS
Ω,Ωc (t)
t
= PerW◦DMSS(Ω), βn ∈ (0, 12).
On the other hand, by Theorem 4.4, the inverse (EMSSt ) of the mixed stable subordinator
(DMSSt ) satisfies
lim
t↓0
|Ω| − Q˜W◦EMSSΩ
tβn/2
=
|∂Ω|
Γ(βn/2 + 1)
, βn ∈ (0, 1),
and
lim
t↓0
H
W◦EMSS
Ω,Ωc
tβn/2
=
|∂Ω|
2Γ(βn/2 + 1)
, βn ∈ (0, 1).
(3) Tempered stable subordinators
A subordinator (DTSSt ) with Laplace exponent φ
TSS(λ) = (λ + θ)β − θβ with β ∈ (0, 1) and
θ > 0 is called an exponentially tempered (or tilted) stable subordinator. It behaves like a
stable process in short time scale and a Gaussian process in large time scale. It is easy to
observe that φTSS ∈ Rβ(∞)∩R1(0+), and in particular, it satisfies the integrability condition
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∫ ε
0
φ(λ)
λ dλ < ∞ that is necessary for applying Theorem 3.14. The density of the associated
Le´vy measure is given by
νTSS(u) =
β
Γ(1− β)e
−θuu−1−β,
which explains how the parameter θ helps reduce (or temper) the jump sizes of a β-stable
subordinator (S
(β)
t ). By Theorems 3.6, 3.10 and 3.14 as well as [7, Theorem 3] or [10, Theorem
3.2], 

lim
t↓0
|Ω| − Q˜W◦DTSSΩ (t)
t1/2β
= E[(S
(β)
1 )
1/2]× 2|∂Ω|√
π
, β ∈ (12 , 1),
lim
t↓0
|Ω| − Q˜W◦DTSSΩ (t)
t ln(1/t)
=
2|∂Ω|
π
, β = 12 ,
lim
t↓0
|Ω| − Q˜W◦DTSSΩ (t)
t
=
∫ ∞
0
(|Ω| −QWΩ (u))νTSS(du), β ∈ (0, 12),
and 

lim
t↓0
H
W◦DTSS
Ω,Ωc (t)
t1/2β
= E[(S
(β)
1 )
1/2]× |∂Ω|√
π
, β ∈ (12 , 1),
lim
t↓0
H
W◦DTSS
Ω,Ωc (t)
t ln(1/t)
=
|∂Ω|
π
, β = 12 ,
lim
t↓0
H
W◦DTSS
Ω,Ωc (t)
t
= PerW◦DTSS(Ω), β ∈ (0, 12).
Notice that, whether it is the spectral or regular heat content, the tempering factor θ > 0 appears
in the asymptotic limit only in the case when β ∈ (0, 12) (through νTSS or PerW◦DTSS(Ω)). On
the other hand, by Theorem 4.4, the inverse (ETSSt ) of the exponentially tempered stable
subordinator (DTSSt ) satisfies
lim
t↓0
|Ω| − Q˜W◦ETSSΩ
tβ/2
=
|∂Ω|
Γ(β/2 + 1)
, β ∈ (0, 1),
and
lim
t↓0
H
W◦ETSS
Ω,Ωc
tβ/2
=
|∂Ω|
2Γ(β/2 + 1)
, β ∈ (0, 1).
Appendix
Proof of Lemma 4.1. We apply [4, Theorem 4.12.9] using the notations appearing in that
theorem, so in particular, the function φ below does not represent a Laplace exponent.
Note first that for any f(t) ∈ R−γ(0+) with γ > 0 and f˜(s) := f(s−1) ∈ Rγ(∞),
f←(s) = sup{t : f(t) > s} = sup
{
1
u
: f˜(u) > s
}
=
1
inf{u : f˜(u) > s} =
1
f˜←(s)
. (5.1)
Let ℓ ∈ R0(∞) and define
ψ(t) := t−1/βℓ#2 (t
−1/β) and φ(t) := tψ(t),
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where ℓ2(s) := [ℓ(s)]
1/β and ℓ#2 (s) is the de Bruijn conjugate of ℓ2(s). Then it follows that ψ ∈
R−1/β(0+) and φ ∈ R−(1−β)/β(0+). By the choice of ψ(t),
ψ˜(s) := ψ(s−1) = s1/βℓ#2 (s
1/β),
where ℓ#2 (s
1/β) ∈ R0(∞), so by (5.1) and [4, Proposition 1.5.15],
1
ψ←(s)
= ψ˜←(s) ∼ sβ[ℓ2(s)]β = sβℓ(s) as s→∞.
Hence, condition (4.2) takes the form
− logM(s) ∼ c1
ψ←(s)
as s→∞
with ψ ∈ R−1/β(0+). Applying de Bruijn’s Tauberian theorem in [4, Theorem 4.12.9] with α :=
−(1− β)/β < 0, we observe that the latter condition is equivalent to the condition that
− log µ(0, t] ∼ c2
φ←(1/t)
as t ↓ 0
for some constant c2 > 0. Thus, the proof will complete once we show that the latter condition
takes the form in (4.3).
To find an expression for φ←(1/t), note that
φ˜(s) := φ(s−1) = s−1ψ(s−1) = s−1+1/βℓ#2 (s
1/β) = s(1−β)/β [ℓ3(s)](1−β)/β ,
where ℓ3(s) := [ℓ
#
2 (s
1/β)]β/(1−β). By [4, Proposition 1.5.15] again,
φ˜←(s) ∼ sβ/(1−β)ℓ#3 (sβ/(1−β)),
so by (5.1),
1
φ←(t−1)
= φ˜←(t−1) ∼ t−β/(1−β)ℓ#3 (t−β/(1−β)) as t ↓ 0.
Letting ℓ1(t) := ℓ
#
3 (t
−β/(1−β)) ∈ R0(0+) gives the form in (4.3), as desired. ✷
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