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Abstract
We study a model of random graphs where each edge is drawn independently (but not
necessarily identically distributed) from the others, and then assigned a random weight.
When the mean degree of such a graph is low, it is known that the spectrum of the adjacency
matrix A deviates significantly from that of its expected value EA.
In contrast, we show that over a wide range of parameters the top eigenvalues of the
non-backtracking matrix B — a matrix whose powers count the non-backtracking walks
between two edges — are close to those of EA, and all other eigenvalues are confined in
a bulk with known radius. We also obtain a precise characterization of the scalar product
between the eigenvectors of B and their deterministic counterparts derived from the model
parameters.
This result has many applications, in domains ranging from (noisy) matrix completion
to community detection, as well as matrix perturbation theory. In particular, we establish
as a corollary that a result known as the Baik-Ben Arous-Pe´che´ phase transition, previously
established only for rotationally invariant randommatrices, holds more generally for matrices
A as above under a mild concentration hypothesis.
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1 Introduction
Let P ∈ Mn(R) be a symmetric n × n matrix with entries in [0, 1], and W a (symmetric)
weight matrix with independent random entries. We define the inhomogeneous random graph
G = (V,E) associated with the couple (P,W ) as follows: the vertex set is simply V = [n], and
each edge (u, v) is present in E independently with probability Puv, and holds weight Wuv.
Up to negligible factors when the entries of P are small, the expected value and variance of
the weighted adjacency matrix of G are
Q := P ◦ EW and K = P ◦ E[W ◦W ], (1)
where ◦ denotes the Hadamard product. A natural question, arising from matrix perturbation
theory, is then as follows:
What is the relationship between the eigendecomposition of A and the one of Q?
Unfortunately, at least in the unweighted case, when the mean degree of G is low (o(log(n))),
it is known that the largest eigenvalues (and associated eigenvectors) of A are determined by
the large degree vertices; see [10] for a complete description of this phenomenon. To extract
meaningful information on the spectrum of Q, another matrix has shown better performance:
the non-backtracking matrix, whose application to community detection has been studied in [24,
12].
Given a weighted graph G, we define its associated non-backtracking matrix B as follows:
B is a 2|E| × 2|E| matrix indexed by the oriented edges of G, whose coefficients are
Bef =Wf1{e→ f} =Wf1{e2 = f1}1{e1 6= f2},
where e = (e1, e2) and f = (f1, f2). The above question rephrases in our setting as
What is the relationship between the eigendecomposition of B and the one of Q?
and the main focus of this article is to provide an answer as precise as possible to this problem.
To this end, let
Q =
r∑
i=1
µiϕiϕ
⊤
i
be the eigendecomposition of Q, and ρ = ρ(K) the largest eigenvalue (in absolute value) of
K. We shall assume that there exists some deterministic bound L (possibly depending on n)
such that max |Wij | ≤ L. We can then state our main theorem, without detailing the needed
hypotheses for now:
Theorem 1. Assume the following conditions:
(i) r = no(1),
(ii) the graph G is sparse enough,
(iii) the eigenvectors of Q are sufficiently delocalized.
Let r0 be the number of eigenvalues of Q whose absolute value is larger than both
√
ρ and L.
Then, for i ≤ r0, the i-th largest eigenvalue of B is asymptotically (as n goes to infinity) equal
to µi, and all the other eigenvalues of B are constrained in a circle of center 0 and radius
max(
√
ρ, L). Further, if i ≤ r0 is such that µi is a sufficiently isolated eigenvalue of Q, then
the eigenvector associated with the i-th eigenvalue of B is correlated to ϕi.
Next section consists in the detailed statement of this theorem (with precise hypotheses and
bounds given).
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2 Detailed setting and results
2.1 Notations
General notations: Throughout this paper, we use the following notations:
• for integer n, [n] denotes the set {1, . . . , n}.
• for x ∈ Rn, we shall denote by xi or x(i) the i-th coordinate of x, whichever is most
convenient. ‖x‖ is the 2-norm of x, and ‖x‖∞ the infinity norm of x.
• the operator norm of a matrix M is noted ‖M‖; it is the maximal singular value of M .
Its Frobenius norm is noted ‖M‖F and its infinity norm ‖M‖∞ = supi,j |Mij |.
• 1 denotes the all-one vector, and 1{·} is the indicator function of an event.
• the group of permutations on r elements is noted Sr.
• the max (resp. min) of two numbers a, b is noted a ∨ b (resp. a ∧ b).
• the letter c denotes any absolute constant, whose value should be assumed to be the
maximum of any such constant encountered so far. To improve the readability of our
computations, we use numbered constants ci during proofs.
Graph theoretic notations: For a graph g = (V,E), let ~E be the set of oriented edges in
E, and
~E(V ) = {(u, v) | u 6= v ∈ V }
be the set of all directed edges of the complete graph on V . If t is an integer, g = (V,E) is a
graph and x ∈ V , then the ball (g, x)t is the subgraph induced by all edges at distance at most
t from x, and ∂(g, x)t is the boundary of the ball, i.e. the set of vertices at distance exactly t
from x. Finally, the set of all non-backtracking paths of length t starting with x will be denoted
Pg(x, t).
Non-backtracking matrix: Since we are interested in the spectrum of the non-backtracking
matrix B, we need to be able to translate “vertex” quantities such as the vectors ϕi into “edge”
quantities. Recall that V = [n], and identify ~E with the set [2m]; we define the 2m × n start
and terminal matrices S and T as
∀e ∈ ~E, i ∈ [n], Sei = 1{e1 = i} and Tei = 1{e2 = i}.
For a vector φ ∈ Rn, this implies that [Tφ](e) = φ(e2) for every edge e ∈ ~E. We then define the
“translated” eigenvectors χi = Tϕi for i ∈ [r].
We also define the reverse operator J such that Je = e¯ := (e2, e1), and the diagonal matrix
DW such that DW (e, e) =We; from the definition of B and symmetry ofW it is straightforward
to see that JDW = DWJ and for all t ≥ 0
JDWB
t = (B∗)tDWJ, (2)
which is known in mathematical physics as parity-time invariance. For any vector x ∈ R ~E , we
denote the vector Jx by xˇ.
Building upon the sketch in the introduction, we now expand on the model definition. Recall
that the expectation and variance matrices were defined as
Q = P ◦ EW and K = P ◦ E[W ◦W ].
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Restricting the matrix space In full generality, with no assumptions on P and W , we do
not expect meaningful results to hold; however, we are still able to provide interesting properties
on a large class of matrices. Define, for a range of parameters to be specified later, the class
Cn(r, d, b, τ, L) of matrix couples (P,W ) with the following properties:
(i) the rank of Q is at most r, and the rank of K is at most r2,
(ii) the eigenvectors of Q are b-delocalized, in the sense that
sup
k∈[r]
‖ϕk‖∞ ≤
b√
n
,
(iii) the graph G is d-sparse; that is,
sup
i,j∈[n]
Pij ≤ d
n
, (3)
(iv) the entries of W are independent,
(v) on an event with probability one, we have
sup
i,j∈[n]
Wij ≤ L,
(vi) the number τ < 1 satisfies √
ρ ∨ L
µr0
< τ, (4)
where ρ = ρ(K) and r0 are defined as in Theorem 1; informally, the eigenvalues of Q are
not too close to the threshold
√
ρ ∨ L.
Such a number of conditions may seem unnecessarily restrictive; however, the range of
admissible parameters is quite large, and in many applications there is some redundancy between
them. These conditions should therefore be interpreted as a means to allow a class of matrices
as large as possible.
The average degree of a vertex i will be noted by
di =
∑
j∈[n]
Pij ≤ d,
and we make the assumption di ≥ 1 in the remainder of the paper. Similarly, we shall assume
that the entries of the vector K1 are bounded away from zero; the entries of this vector can be
viewed as an extension of degrees in the weighted case.
2.2 Main theorem
In the following, G = G(P,W ) is the random graph defined in the introduction, B is the
non-backtracking matrix associated with G, and |λ1| ≥ · · · ≥ |λ2m| are its eigenvalues.
In its most general form, our main result is as follows:
Theorem 2. Let r, d, b, τ, L be any parameters (with the latter possibly depending on n). Define
ρ = ρ(K) and r0 as in Theorem 1, and ℓ as
ℓ =
1− ǫ
4
log(n)
log(d5(1 ∨ L˜)2)
,
where L˜ = L/µ1. There exist numbers n0 and C0, all depending on n and the class parameters,
such that the following holds:
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(i) C0 is smaller than
c
(
rbdL˜ log(n)
1− τ
)25
,
and n0 is smaller than
exp

cmax
{
log(r), log(b), log (d)2, log (L˜)
2
, log(log(n))
}
log(τ−1)

 .
(ii) For every couple (P,W ) in Cn(r, d, b, τ, L), whenever n ≥ n0, the following holds with high
probability:
max
i∈[r0]
|λi − µi| ≤ σ := C0µ1τ ℓ/2, (5)
and all the remaining eigenvalues of B are less than C
1/ℓ
0
(√
ρ ∨ L).
(iii) For any i ∈ [r0], if
δi := max
j 6=i
|µi − µj| ≥ 2σ,
then there exists a normed eigenvector ξ associated with λi such that
〈ξ, ξi〉 ≥
√
1− rd2L˜2 ρ
µ2i
+O
(
σ
δi − σ
)
where ξi =
Tϕi
‖Tϕi‖ .
In order to get an applicable and useful result, we need n ≥ n0 when n is sufficiently large,
and C
1
ℓ
0 goes to 1 as n goes to infinity. Both conditions are verified in particular when
1− τ = Ω(1), r, b = no(1) and log (d)2 = o(log(n)).
In most applications, any condition on L is pointless since L˜ > 1 implies that r0 = 0 so no
informative eigenvalues exist.
The proof of this theorem follows the same method as in many spectral proofs, from [27] to
more recent papers such as [11]. It consists of the following:
• show that the neighbourhood of any vertex v is close to a suitably defined random tree,
• study a family of graph functionals that give rise to approximate eigenvectors of the
random tree,
• use a concentration argument to transpose those tree eigenvectors to pseudo-eigenvectors
of the non-backtracking matrix,
• bound the remaining eigenvalues using a variant of the trace method in [20],
• conclude by a matrix perturbation argument.
A large portion of the remainder of this paper is dedicated to implementing this method; however,
we first study the consequences of our main result on some fields of random matrix theory. The
theorem above being unchanged upon multiplying all the Wij by a common constant, we shall
assume that µ1 = 1 in the remainder of the paper; note that contrary to [12], we do not have
ρ = µ1.
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3 Applications
3.1 Phase transition in random graphs
Matrix perturbation theory focuses on finding the eigenvalues and eigenvectors of matrices of
the form X + ∆, where X is a known matrix and ∆ is a perturbation assumed “small” in
a sense. Celebrated results in this field include the Bauer-Fike theorem [7] for asymmetric
matrices, and the Weyl [34] and Davis-Kahan [35] theorems for symmetric ones; incidentally
the present paper makes use of those results in its proofs. Finding sharp general theorems
without additional assumptions is known to be hard, since the eigenvalues and eigenvectors
depend on the interactions between the eigenspaces of X and ∆.
In the last two decades, growing attention has been paid to problems of the following form:
finding the eigenvectors of Xn+Pn (or, in its multiplicative form, Xn(In+Pn)), where Pn is an
n× n matrix with low rank r ≪ n (usually fixed) and known eigenvalues, and Xn is a random
matrix with known distribution. Examples of this setting are the spiked covariance model [5, 29]
and additive perturbations of Wigner matrices [30, 19, 14]. A more systematic study has been
performed in [8, 9] on orthogonally invariant random matrices.
A staple of those results is the existence of a so-called BBP phase transition (named after
Baik-Ben Arous-Pe´che´, from the seminal article [5]): in the limit n→∞, each eigenvalue of Pn
that is above a certain threshold gets reflected (albeit perturbed) in the spectrum of Xn + Pn,
with the associated eigenvector correlated to the one of Pn.
Phase transition for the adjacency matrix The adjacency matrix A of our random graph
G can be viewed as a perturbation model by writing
A = EA+ (A− EA) = Q− diag(Q) + (A− EA).
The term diag(Q) being negligible with respect to the others, we can see A as the sum of a
deterministic low-rank matrix and a random noise matrix with i.i.d centered entries. Further,
the entrywise variance of A is equal (up to a negligible term) to K, so the parameter ρ can be
seen as an equivalent to the variance in the Wigner model. We thus expect, whenever
√
ρ≫ L
(so that
√
ρ is the actual threshold in Theorem 2), to find a phase transition akin to the one
in [8]; and indeed the following theorem holds:
Theorem 3. Let (P,W ) be a matrix couple in Cn(r, b, d, τ, L). Assume further that:
(i) the Perron-Frobenius eigenvector of K is 1; that is K1 = ρ1,
(ii) the above eigenvector equation concentrates, i.e. with high probability there exists ε ≤ 1/2
such that for all i ∈ [n], ∣∣∣∣∣∣
∑
j∼i
W 2ij − ρ
∣∣∣∣∣∣ ≤ ερ (6)
Then, if i ∈ [r0] is such that µ2i ≥ 2L2, there exists an eigenvalue νi of A that verifies
νi = µi +
ρ
µi
+
ρ
µi
· O
(
L
µi
+
L2
µ2i
+ ε
)
. (7)
Further, if the mean degree dj for all j is equal to d0 > 1, and i is such that δi ≥ 2σ (with
δi defined as in Theorem 2), then there exists a normed eigenvector ζ of A with corresponfing
eigenvalue νi such that
〈ζ, ϕi〉 =
√
1− ρ
µ2i
+O
[
1
δi − σ
(
Lρ
µ2i
+
L2ρ
µ3i
+ ε
ρ
µi
)]
. (8)
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Whenever ρ ≫ L2, and ε goes to zero as n → ∞, then the O(·) term in (7) vanishes, and
the obtained expansion is therefore asymptotically correct. The presence of δi renders a similar
result on the scalar product harder to obtain; however, assuming δi = Θ(
√
ρ) (that is, the
eigenvalues of Q are somewhat regularly spaced) implies similarly that the O(·) term in (8)
vanishes.
The obtained expression for νi, as well as the scalar product expansion, are identical to
the ones in [8], for low-rank additive perturbations of Gaussian Wigner matrices. Our result is
thus a direct extension of [8], for a larger class of matrices upon a sparsity and concentration
condition. Such an extension isn’t unexpected, in view of results concerning the universality of
the semicircle law for Bernoulli random matrices, such as [17].
An especially interesting particular case of Theorem 3 is the unweighted random graph
setting, where Wij = 1 for all i, j. In this case, we have K = P so the eigenvector equation
K1 = ρ1 is equivalent to all the average degrees being equal, i.e. di = d0 = ρ for i ∈ [n].
It is a well known fact (see for example [18]) that for unweighted random graphs the degree
concentration property holds with ε = 2
√
log(n)/d0. Adapting the proof to this setting further
removes several error terms, and the following corollary ensues:
Corollary 1. Let P be a matrix such that (P,11∗) is in Cn(r, b, d, τ, 1). Assume further that
for all i ∈ [n], ∑
j∈[n]
Pij = d0 > 16 log(n).
Then for all i ∈ [r0], there exists an eigenvalue νi of A that verifies
νi = µi +
d0
µi
+O


√
log(n)
d0
d0
µi

 ,
and if i is such that δi > 2σ, there exists a normed eigenvector of A such that
〈ζ, ϕi〉 =
√
1− d0
µ2i
+O

 1
δi − σ
√
log(n)
d0
d0
µi

 .
Theorem 3 is derived from Theorem 2 through an adaptation of the Ihara-Bass formula [6],
obtained by expanding arguments from [10, 33]:
Proposition 1. Let x be an eigenvector of the matrix B with associated eigenvalue λ, such that
λ2 6=W 2ij for every i, j. Define the matrices
A˜(λ)ij = 1{i ∼ j}
λWij
λ2 −W 2ij
and D˜(λ)ii =
∑
j∼i
W 2ij
λ2 −W 2ij
Then the vector y = S∗DWx is a singular vector of the laplacian matrix
∆(λ) = I − A˜(λ) + D˜(λ).
The details and computations are left to the appendix.
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3.2 Community detection in random networks
Community detection is a clustering problem that aims to identify large subgroups (or commu-
nities) with similar characteristics inside a large population, with the only data available being
the pairwise interactions between individuals. Starting from its introductory paper [22], the
stochastic block model has been a popular generative model for algorithm design; it consists
of a random graph G where vertices are partitioned randomly in communities, and edges are
present independently with probability depending only on the community membership of their
endpoints. Popular algorithms for recovering communities include semi-definite programming
methods [28], belief propagation [3], and spectral methods [25, 27]; a comprehensive review of
algorithms and results can be found in [1].
Unlabeled stochastic block model In a general form, we can define the stochastic block
model SBM(n, r, θ,M), where θ ∈ [r]n and M ∈ Rr×r as follows:
• the vertex set is V = [n],
• each vertex i ∈ [n] has a community label θi in [r],
• for any pair of vertices (i, j), an edge is present between i and j independently from the
others with probability Mθiθj .
It is common to write M = αnM0, whereM0 does not depend on n and α is a scaling parameter.
It is easy to see that up to diagonal terms, the expected adjacency matrix has the form
P = ΘMΘ∗,
where Θ is a n × r matrix such that Θij = 1 if θi = j, and 0 otherwise. We shall assume that
for any k ∈ [r],
#{i ∈ [n] | θi = k}
n
= πk > 0, (9)
where π is a deterministic probability vector. Let µ1 ≥ · · · ≥ |µr| the eigenvalues of diag(π)M0,
with α chosen such that |µ1| = 1, and φ1, . . . , φr the associated eigenvectors. Then the non-zero
eigenvalues of P are easily found to be the αµi, with associated eigenvectors Θφi.
A common assumption is that each vertex type has the same average degree, i.e.
P1 = α1,
otherwise a simple clustering based on vertex degree correlates with the underlying communities.
Making this additional assumption, the following theorem holds:
Theorem 4. Assume that r is constant. We distinguish two cases:
• if α ≥ 1 is constant, define r0 by
αµ2k > 1 for i ∈ r0, αµ2r0+1 ≤ 1.
• if α = ω(1), we let r0 = r.
Then, if α = no(1), for any n larger than an absolute constant and all i ∈ [r0] one has
|λi − µi| ≤ c(α log(n))a(αµr0)−κ logα(n) := σ
8
for some positive constants c, a, κ, and all other eigenvalues are confined in a circle with ra-
dius (1 + o(1))
√
α. Further, if µi is an isolated eigenvalue of diag(π)M0, then there exists an
eigenvector ξ of the non-backtracking matrix B associated with λi such that
〈ξ, ξi〉 ≥
√
1− 1
αµ2i
+O(σ) where ξi =
TΘφi
‖TΘφi‖ .
This theorem is essentially a corollary of Theorem 2, with some simplifications due to Q =
K = P and P1 = α1. It is a direct generalization of Theorem 4 in [12], for a diverging
degree sequence; further, the property 〈ξ, ξi〉 = 1 − o(1) as soon as α ≫ 1 suggests that a
clustering algorithm performed on the eigenvectors of B recovers all but a vanishing fraction of
the community memberships in this regime, which would provide an alternative to the Sphere-
comparison algorithm presented in [2].
Conjecture 1. In the SBM defined as above, as soon as α = ω(1), running an approximate
k-means algorithm on the top r eigenvectors of B allows to recover the community memberships
of every vertex but a vanishing fraction as n→∞.
Proving this conjecture would require a more careful eigenspace analysis for eigenvalues with
multiplicity more than one, such as the one performed in [32], as well as an error bound on the
clustering step similar to the one in [25]. Note that in our setting the theoretical eigenvectors
of B are asymptotically orthogonal, which can greatly simplify the perturbation analysis.
Labeled block models In real-world networks, pairwise interactions often carry more infor-
mation than just a binary one. A popular variant of the stochastic block model is thus a model
with added edge labels, as follows: let L be a label space, and consider a SBM drawn under the
model described above. We assign to an edge (i, j) a label Lij ∈ L, drawn independently from
a distribution Pθiθj . Such classes of models have been investigated in full generality in [21, 26],
and a variant with the underlying graph being an Erdo˝s-Re´nyi model in [31].
We shall focus here on the symmetric two-community SBM, with
π =
(
1
2
,
1
2
)
, M =
(
a b
b a
)
, P11 = P22 = P and P12 = P21 = Q, (10)
and assume that both measures are absolutely continuous with respect to another measure m
(note that we can take m = P+Q), with Radon-Nikodym derivatives f and g. Let w : L → R
a bounded weight function, such that w(ℓ) ≤ L for any ℓ ∈ L; and define the weight matrix
Wij = w(Lij) and the associated weighted non-backtracking matrix B. Then, an application of
Theorem 2 yields the following result:
Theorem 5. Define the parameter τ by (when applicable)
τ = 2
(aEP[w
2] + bEQ[w
2]) ∨ L
(aEP[w] − bEQ[w])2
Then, whenever τ < 1, let ξ be a normed eigenvector corresponding the the second eigenvalue of
B. There exists a parameter
σ ≤ (a log(n))25τκ loga(n)
for some constant κ such that
〈ξ, ξ0〉 =
√
1− τ +O(σ) where ξ0 =
Θ
(
1
−1
)
√
n
9
Whenever this result holds, a proof identical to the one in [27] implies that partial recon-
struction is possible; the problem thus reduces to minimizing τ by carefully choosing the weight
function w. This optimization step is performed in the appendix, and leads to the following:
Proposition 2. Define the weight function w and signal-to-noise ratio β as
w(ℓ) =
af(ℓ)− bg(ℓ)
af(ℓ) + bg(ℓ)
and β =
1
2
∫
(af − bg)2
af + bg
dm,
where a, f, b, g and m are defined in Equation (10) and below. Then, whenever β > 1, a spectral
algorithm based on the matrix B is able to recover a fraction of the community memberships
when n→∞.
This settles a conjecture of [21], generalizing the setting from finite to arbitrary label space.
Whenever we allow for a higher number of communities, as well as arbitrary choices for the
connectivity matrix Q and distributions Pij, the problem proves to be harder; an analog to
Theorem 5 does hold, but the optimization problem required to minimize the ratio τ looks to
be untractable. In the symmetric SBM case, where
π =
1
k
, M = a1{i = j}+ b1{i 6= j} and Pij = P1{i = j}+Q1{i 6= j},
we make the following conjecture:
Conjecture 2. In the labeled symmetric SBM, partial reconstruction is possible as soon as
β > 1, where
β =
1
k
∫
(af − bg)2
af + (k − 1)bg dm,
and a spectral algorithm based on the non-backtracking matrix with weight function
w(ℓ) =
af(ℓ) + bg(ℓ)
af(ℓ) + (k − 1)bg(ℓ)
recovers a positive fraction of the community memberships in polynomial time.
As with Theorem 4, whenever the mean degree α of the graph grows to infinity, we have
〈ξ, ξ0〉 = 1− o(1), which brings us our second conjecture:
Conjecture 3. If we have a = αa0, b = αb0 with α = ω(1), then as n → ∞ a clustering
algorithm based on the second eigenvector of B with weight function as in Theorem 5 recovers
all but a vanishing fraction of the community memberships.
As a final remark, note that the optimal weight function assumes perfect knowledge of all
model parameters, especially the exact label distribution for each community pair. However,
in some cases, this weight function is a rescaling of a more agnostic one; as an example, in
the censored block model [4] we find that w(ℓ) = cℓ (with ℓ = ±1), and thus the algorithm
presented here is the same as in [31].
3.3 Matrix completion
Let M be a symmetric n × n matrix, and consider the following procedure: for each i, j ∈ [n],
we reveal the entry Mij with probability d/n, and leave it hidden otherwise. Matrix completion
seeks the answer to the following question: what information can we gather on the matrix M
by only considering the revealed entries? This problem has inspired a rich litterature (see [16]
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for an overview of the field), including the main inspiration for this paper [11]; in particular,
attention has been drawn to recovering (part of) the eigenvalues and eigenvectors of M .
Applying Theorem 2 to this setting hinges on a simple observation: wheneverMij is observed,
the symmetric property of M implies that we know the value of Mji; thus the revealed entries
of M form a weighted Erdo˝s-Re´nyi graph with edge probability (2d+ o(1))/n and deterministic
weight matrix M . We construct the non-backtracking matrix with weight matrix W = (n/d˜)M ,
where d˜ = 2d− d/n, so that
P =
d˜
n
W =M and K =
n
d˜
(M ◦M)
A direct consequence of Theorem 2 is thus the following:
Theorem 6. Assume that W such that (d˜11∗,W ) is in Cn(r, d˜, b, τ, L). Denote by |µ1| ≥ · · · ≥
|µr| the eigenvalues of M , with associated eigenvectors ϕ1, . . . , ϕn. Then whenever n ≥ n0, for
i ∈ [r0] we have
|λi − µi| ≤ C0τ ℓ := σ,
where n0, C0 satisfy the bounds in Theorem 2. Further, if i ∈ [r0] is such that δi > 2σ, with δi
defined as in Theorem 2, there exists an eigenvector ξ of B associated with λi such that
〈ξ, ξi〉 ≥
√
1− rd˜2L
2
µ21
ρ
µ2i
+O
(
σ
δi − σ
)
where ξi =
Tϕi
‖Tϕi‖
Note that with our definitions, we have
ρ =
n
d˜
ρ(M ◦M) and L = n
d˜
max
i,j∈[n]
|Mij |,
therefore this result is a direct mirror of Theorem 6 in [11], with d˜ = 2d + o(1) in place of
d. Symmetrizing the data by revealing Mji whenever Mij is revealed thus both decreases the
treshold for detectability, and increases the correlation between the eigenvectors of B and their
theoretical counterpart, as
rd˜2
L2
µ21
ρ
µ2i
= rn3
maxMijρ(M ◦M)
d˜
.
We do however want to stress that this improvement is not by any means an indictment of the
“asymmetry helps” analysis developed in [11] and [15]. Indeed, even though we do symmetrize
the observed data, eventually the considered matrix is asymmetric, and using the undirected
adjacency matrix only becomes useful whenever d is large.
Noisy matrix completion A natural extension to the matrix completion problem defined
above is to consider the case where the observed entriesMij are perturbed by a “small” indepen-
dent zero-mean noise Zij; see [13] and [23] for examples on this matter. It is straightforward to
see that scaling up the revealed entries by a coefficient n/d˜ as above, Theorem 2 readily applies
with
ρ =
n
d˜
ρ(M ◦M + E[Z ◦ Z]) and L = n
d˜
(‖M‖∞ + ‖Z‖∞)
As an example, considering multiplicative noise (i.e. Zij ∼ N (0, P 2ijσ2)), we can take
ρ =
n(1 + σ2)
d˜
ρ(M ◦M) and L = n
d˜
‖M‖∞(1 + cσ
√
log(n)),
and any eigenvalue of M above
√
ρ∨L will be reflected in the spectrum of B, with eigenvector
correlated to that of M if isolated enough.
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4 A Bauer-Fike type bound for almost orthogonal diagonaliza-
tion
One important tool in tying together the local analysis of G is a matrix perturbation theorem,
derived from the Bauer-Fike theorem. It mostly consists in a simplification and adaptation of
Theorem 4 in [11], tailored to our needs. We begin by recalling the original Bauer-Fike Theorem:
Theorem 7 (Bauer-Fike Theorem [7]). Let D be a diagonalizable matrix, such that D = V −1ΛV
for some invertible matrix V and Λ = diag(λ1, . . . , λn). Let E be any matrix of size n×n. Then,
any eigenvalue µ of D +E satisfies
|µ− λi| ≤ ‖E‖κ(V ), (11)
for some i ∈ [n], where κ(V ) = ‖V ‖‖V −1‖ is the condition number of V .
Let R be the RHS of (11), and Ci := B(λi, R) the ball centered at λi with radius R (in C).
Let I ⊆ [n] be a set of indices such that(⋃
i∈I
Ci
)
∩
(⋃
i/∈I
Ci
)
= ∅.
Then the number of eigenvalues of D + E in
⋃
i∈I Ci is exactly |I|.
4.1 A custom perturbation lemma for almost diagonalizable matrices
Building on this theorem, we now expose this section’s first result. Let U = (u1, . . . , ur) and
V = (v1, . . . , vr) be n × r matrices; our nearly diagonalizable matrix shall be S = UΣV ∗ with
Σ = diag(θ1, . . . , θr). We shall assume that the θi are in decreasing order of modulus:
|θr| ≤ |θr−1| ≤ · · · ≤ |θ1| = 1.
Now, let A be a n × n matrix, not necessarily diagonalizable. The assumptions needed for
our results are as follows:
(i) For some small constant ε > 0,
‖A− S‖ ≤ ε.
(ii) The matrices U and V are well-conditioned: both U∗U and V ∗V are nonsingular, and
there exist two constants α, β > 1 such that
‖U∗U‖ ≤ α, ‖V ∗V ‖ ≤ α,
‖(U∗U)−1‖ ≤ β, ‖(V ∗V )−1‖ ≤ β.
(iii) There exists another constant 0 < δ < 1 such that
‖U∗V − Ir‖∞ ≤ δ.
(iv) The θi are well-separated from 0, in the sense that
|θr| > 2σ := 2× 84r2α7/2β(ε+ 5rα2βδ). (12)
This definition may seem obscure, but shall happen naturally in the proof of the theorem.
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Then the following result, whose statement and proof (regarding the eigenvalue perturbation)
are adapted from [11], holds:
Theorem 8. Let |λ1| ≥ |λ2| ≥ · · · ≥ |λr| be the r eigenvalues of A with greater modulus. Under
the above assumptions, we have for all i ∈ [r]
|λi − θi| ≤ r × σ = 84r3α7/2β(ε+ 5rα2βδ),
and the other n− r eigenvalues of A all have modulus at most σ. Additionally, if i is such that
B(θi, σ) ∩

⋃
j 6=i
B(θj, σ)

 = ∅, (13)
then there exists a normed eigenvector ξ associated with λi such that∥∥∥∥ξ − ui‖ui‖
∥∥∥∥ ≤ 3σδi − σ ,
where δi is the minimum distance from θi to another eigenvalue:
δi = min
j 6=i
|θj − θi| ≥ 2σ.
Proof. We begin with defining an alternative matrix U¯ such that U¯∗V = Ir. Let Hi be the
subspace of Rn such that
Hi = vect(vj | j 6= i),
and consider the vectors u˜i and u¯i defined as
u˜i = ui − PHi(ui) and u¯i =
u˜i
〈u˜i, vi〉
with PHi the projection onHi, and U˜ , U¯ the associated n×r matrices. Then it is straightforward
to see that
〈u¯i, vi〉 = 1 and 〈u¯i, vj〉 = 0,
for all j 6= i, which shows that U¯∗V = Ir. Now, if we let Vi be the matrix V with the i-th
column and line deleted,
PHi = Vi(V
∗
i Vi)
−1V ∗i ,
and
‖V ∗i ui‖2 =
∑
j 6=i
〈vj , ui〉2 ≤ rδ2,
hence we can compute ‖ui − u˜i‖:
‖ui − u˜i‖ = ‖PHi(ui)‖ ≤ ‖Vi‖‖(V ∗i Vi)−1‖‖V ∗i ui‖,
and by the interlacing theorem ‖Vi‖ ≤
√
α and ‖(V ∗i Vi)−1‖ ≤ β since Vi is a principal submatrix
of V . Using the fact that ‖M‖ ≤ r‖M‖F for any matrix M , we find
‖U − U˜‖ ≤ r2√αβδ.
For the second part, note that by the Cauchy-Schwarz inequality,
|〈u˜i, vi〉 − 1| ≤ |〈ui, vi〉 − 1|+ ‖ui − u˜i‖ · ‖vi‖
≤ δ(1 + rαβ),
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with the (generous) inequality ‖vi‖ ≤ ‖V ‖ used in the last line. Whenever δ is small enough,
we can use the inequality
∣∣∣(1− t)−1 − 1∣∣∣ ≤ 2t which is valid for t ≤ 1/2:
∣∣∣∣ 1〈u˜i, vi〉 − 1
∣∣∣∣ ≤ 2δ(1 + rαβ).
As a result,
‖u¯i − u˜i‖ = ‖u˜i‖
∣∣∣∣ 1〈u˜i, vi〉 − 1
∣∣∣∣
≤ 2δ√α(1 + rαβ)
≤ 4rα3/2βδ.
Using again the norm equivalence bound and the triangular inequality,
‖U¯ − U‖ ≤ 5r2α3/2βδ, (14)
which ends the preliminary part of the proof.
We now set accordingly S¯ = U¯ΣV ∗, and claim that S is now a truly diagonalizable matrix.
Indeed, any u¯i is an eigenvector of S¯ with associated eigenvalue θi, and a basis of im (V )
⊥
provides a family of eigenvectors of Σ with eigenvalue 0. We consequently set
Π =
(
U¯ Y
)
,
where Y is an orthonormal basis of im (V )⊥; Π is the matrix of an eigenvector basis for S.
Further, we have
‖S¯ − S‖ ≤ ‖U − U¯‖‖Σ‖‖V ‖ ≤ 5r2α2βδ := ε′.
The above bound implies that the matrices A and S¯ are still close:
‖A− S¯‖ ≤ ‖A− S‖+ ‖S − S¯‖ ≤ ε+ ε′, (15)
and we can apply the Bauer-Fike theorem to A and S¯; the eigenvalues of A are contained in
the union of the balls B(θi, ε
′′) and B(0, ε′′), where
ε′′ = (ε+ ε′)κ(Π).
The computation of κ(Π) being cumbersome, we defer the following lemma to later:
Lemma 1. Let X be a n × r matrix with rank r, and X such that X∗X ′ = Ir. Let Y be a
matrix for an orthonormal basis of im (X ′)⊥ = ker((X ′)∗), and P = (X,Y ). Then, if ‖X‖ ≥ 1
and ‖X ′‖ ≥ 1,
‖Π‖ ≤
√
2‖X‖ and ‖Π−1‖ ≤
√
2(1 + ‖X‖‖X ′‖)
Applying this to X = U¯ and X ′ = V gives the bound
κ(Π) ≤ 2
(
‖U¯‖+ ‖U¯‖2‖V ‖
)
,
and we use the triangular inequality to bound ‖U¯‖:
‖U¯‖ ≤ ‖U‖+ ‖U¯ − U‖ ≤ 6r2α3/2β,
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a very inefficient but sufficient bound, that entails
κ(Π) ≤ 84r2α7/2β.
The corresponding bound on ε′′ reads
ε′′ ≤ 84r2α7/2β(ε+ 5rα2βδ) = σ,
enlightening the definition in (12). Going back to the Bauer-Fike application, the separation
condition (12) implies that B(0, σ) is disjoint from B(θi, σ) for i ∈ [r] and we can apply the
second part of the theorem: there are exactly r eigenvalues of A inside the region
Ω =
⋃
i∈[r]
B(θi, σ),
and all other eigenvalues of A have modulus less than σ. Further, for all i ∈ [r], λi is in the
same connected component of Ω as θi. As a result, for all i ∈ [r], we have
|λi − θi| ≤ sup
Ω′⊆Ω
diam(Ω′) ≤ 2rσ,
where the supremum is taken over all connected subsets of Ω.
We now move on to the eigenvector perturbation bound; let ξ be a normed eigenvector of
A associated with the eigenvalue λi. We write ξ = Πx with Π the matrix defined before, and
use (11): ∥∥∥∥∥∥λiΠx−
r∑
j=1
θjxju¯j
∥∥∥∥∥∥ =
∥∥(A− S¯)x∥∥ ≤ ε+ ε′,
which we rewrite as ∥∥∥∥∥∥Π

λix−∑
j∈[r]
θjxjej


∥∥∥∥∥∥ ≤ ε+ ε′,
with (e1, . . . , en) the usual orthonormal basis of R
n. Using the inequality ‖v‖ ≤ ‖P−1‖‖Pv‖
holding for any vector v, ∥∥∥∥∥∥λix−
∑
j∈[r]
θjxjej
∥∥∥∥∥∥ ≤ ‖Π−1‖(ε+ ε′).
We introduce the notation θr+1 = · · · = θn = 0; whenever the ball B(θi, σ) is disjoint from all
other such balls, we have |λi − θi| ≤ σ, and thus for j 6= i
|λi − θj| ≥ |θj − θi| − |λi − θi| ≥ δi − σ,
so that
‖x− xiei‖ =
∥∥∥∥∥∥
∑
j 6=i
xjej
∥∥∥∥∥∥ ≤
1
δj − σ
∥∥∥∥∥∥
∑
j 6=i
(λi − θj)xjej
∥∥∥∥∥∥ ≤
‖Π−1‖(ε+ ε′)
δj − σ .
We now apply Π inside the norm the LHS, and use the fact that κ(Π)(ε + ε′) ≤ σ:
‖ξ − xiu¯i‖ ≤ σ
δi − σ .
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Now, for any vectors w,w′ ∈ Rn, we have∥∥∥∥ w‖w‖ − w
′
‖w′‖
∥∥∥∥ ≤ 2‖w − w′‖‖w‖ , (16)
and all that remains is to write∥∥∥∥ξ − ui‖ui‖
∥∥∥∥ ≤ ‖ξ − u¯i‖u¯i‖‖+
∥∥∥∥ ui‖ui‖ −
u¯i
‖u¯i‖
∥∥∥∥
≤ 2σ
δi − σ + 2‖ui − u¯i‖
≤ 3σ
δi − σ ,
having used (16) twice and 2‖ui − u¯i‖ ≤ σ. This ends the proof.
As announced, we now prove the aforementioned Lemma 1 on the condition number of P :
Proof. Let z ∈ Rn be a unit vector, and write z = (xy) with x of size r and y of size n− r. Then,
using that ‖Y ‖ = 1,
‖Πz‖ = ‖Xx+ Y y‖ ≤ ‖X‖ · ‖x‖+ ‖Y ‖ · ‖y‖
≤ (1 ∨ ‖X‖) (‖x‖+ ‖y‖)
≤
√
2‖X‖,
which proves the first inequality. The second one relies on the following explicit formula for
Π−1:
Π−1 =
(
(X ′)∗
−Y ∗X(X ′)∗ + Y ∗
)
.
Indeed, using the relations Y ∗Y = In−r and (X
′)∗Y = 0:(
(X ′)∗
−Y ∗X(X ′)∗ + Y ∗
)
P =
(
(X ′)∗
−Y ∗X(X ′)∗ + Y ∗
)
(X Y )
=
(
(X ′)∗X (X ′)∗Y
−Y ∗X(X ′)∗X + Y ∗X −Y ∗X(X ′)∗Y + Y ∗Y
)
=
(
Ir 0
−Y ∗X + Y ∗X Y ∗Y
)
=
(
Ir 0
0 In−r
)
= In.
Furthermore, we have
‖−Y ∗X(X ′)∗ + Y ∗‖ ≤ ‖Y ‖‖In −X(X ′)∗‖ ≤ 1 + ‖X‖‖X ′‖,
and the exact same argument as in the first inequality yields
‖P−1‖ ≤
√
2
(
1 + ‖X‖‖X ′‖)
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4.2 Matrix power perturbation and phase perturbation control
We aim in the following section to apply Theorem 8 to powers of the matrix B; however, such
a process introduces uncertainty on the phase of the eigenvalues of B. The next theorem,
adapted from [11] and [12], develops a method to control such uncertainty. As before, let
Σ = diag(θ1, . . . , θr) with
1 = |θ1| ≥ · · · ≥ |θr|,
and U,U ′, V, V ′ four n× r matrices. We set
S = UΣℓV ∗ and S′ = U ′Σℓ
′
(V ′)
∗
,
for two integers ℓ, ℓ′.
Theorem 9. Assume the following:
(i) the integers ℓ, ℓ′ are relatively prime,
(ii) the matrices U,U ′, V, V ′ are well-conditioned:
• they all are of rank r,
• for some α, β ≥ 1, for X in {U, V, U ′, V ′},
‖X∗X‖ ≤ α and ‖(X∗X)−1‖ ≤ β,
• for some small δ < 1,
‖U∗V − Ir‖ ≤ δ and ‖(U ′)∗V ′ − Ir‖ ≤ δ,
(iii) there exists a small constant ε > 0 such that
‖Aℓ − S‖ ≤ ε and ‖Aℓ′ − S′‖ ≤ ε,
(iv) if we let
σ0 := 84r
3α7/2β(ε+ 5rα2βδ),
then
σ0 < ℓ |θr|ℓ and σ0 < ℓ′ |θr|ℓ′ . (17)
Assume without loss of generality that ℓ is odd, and let
σ :=
σ0
ℓ|θr|ℓ .
Then, the r largest eigenvalues of A are close to the θi in the following sense: for i ∈ [r],
|λi − θi| ≤ 4σ,
and all other eigenvalues of A are less that σ
1/ℓ
0 . Additionally, if i is such that
B(θi, σ) ∩

⋃
j 6=i
B(θj, σ)

 = ∅, (18)
then there exists a normed eigenvector ξ associated to λi such that∥∥∥∥ξ − ui‖ui‖
∥∥∥∥ ≤ 3σδi − σ ,
with δi defined as in Theorem 8.
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Proof. We apply Theorem 8 to Aℓ, S and Aℓ
′
, S′; for any i ∈ [r],∣∣∣λℓi − θi∣∣∣ ≤ σ0 and ∣∣∣λℓ′i − θi∣∣∣ ≤ σ0. (19)
We fix i ∈ [r] and let λ = λi = |λ|eiω and θ = θi for now; then∣∣∣∣λℓθℓ − 1
∣∣∣∣ ≤ ν := σ0|θ|ℓ .
The argument of (λ/θ)ℓ is thus between −ξ and ξ, with ξ = |2 arcsin(ν/2)| ≤ π/2ν, and the
same holds for ℓ′ (with ν ′ defined accordingly). Thus, there exists two integers p, p′ and two
numbers s, s′ with absolute value less than π/2ν (resp. π/2ν ′), such that
ℓω = pπ + s and ℓ′ω = p′π + s′.
This implies
pℓ′ − p′ℓ = s
′ℓ− sℓ′
π
The LHS of this inequality is an integer, and using condition (17) both terms in the RHS have
a magnitude strictly lower than 1/2, so both sides are 0. As ℓ and ℓ′ are relatively prime, ℓ
divides p and ℓ′ divides p′, so that
ω = kπ +
s
ℓ
.
Whenever θi is positive, k is even and we can take ω = s/ℓ, and when k is odd we choose
ω = π + s/ℓ.
We now come back to (19), and write
λℓi = θ
ℓ
i (1 + z)
with |z| ≤ ν. Taking the modulus on both sides we find |λi| = |θi||1 + z| 1ℓ and we use the
inequality ||1 + z| 1ℓ − 1| ≤ 2|z|/ℓ (valid for |z| ≤ 1/2) to find
||λi| − |θi|| ≤ 2σ0
ℓ|θi|ℓ .
We can now prove the lemma: whether θ is positive or negative, a case analysis yields
|λi − θi| ≤ ||λi| − |θi||+ |θi|
∣∣∣eis/ℓ − 1∣∣∣
≤ 2σ0
ℓ|θi|ℓ + |θi|
|s|
ℓ
≤ 4σ0
ℓ|θi|ℓ ,
the desired bound. Now, assuming that ℓ is odd, we have by the mean value theorem
|θℓi − θℓj| ≥ ℓ(|θi| ∧ |θj |)ℓ−1|θi − θj| ≥ ℓ|θr|ℓ|θi − θj|,
so that condition (18) implies the separation condition (13) applied to Aℓ. We can then apply
the same proof as in Theorem 8 and get∥∥∥∥ξ − ui‖ui‖
∥∥∥∥ ≤ 3σ0ℓ|θr|ℓδi − σ0 ,
which is equivalent to the theorem bound.
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5 Proof of Theorem 2
We prove in this section the main result on the spectral properties of B. Let (P,W ) be a matrix
couple in Cn(r, d, b, τ, L), such that Q has eigenvalues 1 = µ1 > · · · ≥ |µr| and eigenvectors
ϕ1, . . . , ϕr.
Our candidates for the singular vectors of Bℓ are the vectors (u1, . . . , ur0) and (v1, . . . , vr0),
where for i ∈ [r0]
ui =
Bℓχi
µℓi
and vi =
(B∗)ℓDW χˇi
µℓ+1i
,
with associated eigenvalue µℓi . We let U (resp. V ) be the n× r matrix whose columns are the ui
(resp vi), and D = diag(µ1, . . . , µr0). Finally, we’ll need an approximation of the Gram matrix
of the vectors u (and v); we define for every t ≥ 0 the covariance matrices Γ(t)U and Γ(t)V such
that for i, j ∈ [r0],
Γ
(ℓ)
U,ij =
ℓ∑
s=0
〈P1,Ksϕi,j〉
(µiµj)
s and Γ
(ℓ)
V,ij =
ℓ∑
s=0
〈K1,Ksϕi,j〉
(µiµj)
s+1 ,
where ϕi,j = ϕi ◦ ϕj .
5.1 Structure of the matrices U and V
Following from the subsequent local analysis of G, as well as a trace bound argument, we gather
the following relations between matrices Bℓ, Dℓ and U . We define the following parameter
ω = d5(1 ∨ L)2,
which is an upper bound on the exponential scaling of our error terms.
Theorem 10. Let r, d, b, τ, L be parameters as above, such that a ≤ n1/4, and (P,W ) be any
matrices in C(r, d, b, τ, L). Let ℓ be any integer such that
ℓ ≤ 1− ǫ
4
log(n)
log(ω)
, (20)
for some ǫ > 0, where ω is the parameter defined above. Then there exists an event with
probability at least 1− c/ log(n) and a parameter N0 ≤ a12L6 such that if n ≥ N0
‖U∗U − Γ(ℓ)U ‖ ≤ C × η, (21)
‖V ∗V − Γ(ℓ)V ‖ ≤ C × η, (22)
‖U∗V − Ir0‖∞ ≤ C × η, (23)
‖BℓU − UDℓ‖ ≤ C ′(√ρ ∨ L)ℓ, (24)
‖BℓPH⊥‖ ≤ C ′(
√
ρ ∨ L)ℓ, (25)
where η, C and C ′ satisfy
C ≤ crd4b2L, C ′ ≤ cr2d6b2L2 log (n)20 and η ≤ n−1/4 ∧ √ρℓ ∧ Lℓ.
Furthermore, on this same event, we have the following bound:
‖Bℓ‖ ≤ c log(n)n1/4Lℓ. (26)
The proof of this theorem will occupy the next few pages of this article; we first show how
it implies the statement of Theorem 2.
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5.2 Proof of the perturbation bounds
The goal here is to apply Theorem 9 to Bℓ, U and V : we choose ℓ equal to the upper bound
in (20) (with arbitrary ǫ, say 0.01) and ℓ′ = ℓ+ 1, and let
S = UDℓV ∗ and S′ = UDℓ
′
V ∗.
We now check all the conditions of Theorem 9:
Condition (i) Since ℓ′ = ℓ+ 1, ℓ and ℓ′ are relatively prime.
Condition (ii) We shall need a small lemma on the spectral properties of the covariance
matrices, which will be proven in a subsequent section:
Lemma 2. For all t ≥ 1; the matrix Γ(t)U (resp. Γ(t)V ) is a positive definite matrix, with all its
eigenvalues greater than 1 (resp. c−10 ) and such that
1 ≤ ‖Γ(t)U ‖ ≤
r2d3L2
1− τ and c
−1
0 ≤ ‖Γ(t)V ‖ ≤
r2d2L2
1− τ .
Then, the minimum eigenvalue of V ∗V is at least c−10 − Cn−1/4, which is more than c−10 /2
as soon as
n ≥ c1r4a4d16b8L4,
and we can take β = 2c0 whenever this holds. On the other hand,
‖V ∗V ‖ ≤ rd
2L2
1− τ +
rb2d4L
n1/4
≤ 2rb
2d4L2
1− τ .
Performing the same computations on U∗U leads us to the choice
α =
2rb2d4L2
1− τ .
Finally, equation (23) allows us to take
δ = Cη.
Condition (iii) This condition requires some additional computations. Define as before
the orthogonal projection PH on H = im(V ), and PH⊥ = In − PH ; we have the formula
PH = V (V
∗V )−1V ∗.
Noticing that SPH = S, we can bound ‖Bℓ − S‖ as follows:
‖Bℓ − S‖ ≤ ‖BℓPH − SPH‖+ ‖SPH⊥‖+ ‖BℓPH⊥‖
≤ ‖BℓPH − S‖+ ‖BℓPH⊥‖
≤ ‖BℓV (V ∗V )−1 − UD‖‖V ∗‖+ ‖BℓPH⊥‖.
To apply (24), we let
U = PHU + PH⊥U = V (V
∗V )−1 + U˜ + PH⊥U .
The second term is equal to V (V ∗V )−1(V ∗U − Ir0), and be can thus use (23):
‖U˜‖ ≤ ‖V ‖‖(V ∗V )−1‖‖V ∗U − Ir0‖ ≤ r
√
αβδ.
20
Going back to the above inequality, we find
‖Bℓ − S‖ ≤ ‖BℓU − UDℓ‖+ ‖Bℓ‖‖U˜‖+ ‖BℓPH⊥‖‖U‖+ ‖BℓPH⊥‖,
and the bounds in Theorem 10 readily imply that all terms in the above inequality are bounded
above by ε := C ′′(
√
ρ ∨ L)ℓ, with
C ′′ ≤ c3r
3ad8b3L3 log (n)20
1− τ .
Condition (iv) Using all the bounds proven in the above computations, we find that
σ0 ≤ C0(√ρ ∨ L)ℓ with C0 ≤ c4 a
2r11d25b13L12 log (n)20
(1− τ)6 .
The bound we have to check is therefore
C0(
√
ρ ∨ L)ℓ ≤ ℓ|µr0 |ℓ ⇐⇒ C0τ ℓ ≤ ℓ,
which happens as soon as
log(n) ≥ 5 log(C0) log(ω)
log(τ−1)
.
The same proof holds for ℓ′, with the same constants.
Having checked all assumptions of Theorem 9, we can now apply it to Bℓ; this implies the
existence of a permutation π ∈ Sr0 (possibly depending on n) such that for i ∈ [r0],∣∣λi − µπ(i)∣∣ ≤ σ := C0τ ℓ,
and all the other eigenvalues of B satisfy
|λ| ≤ C
1
ℓ
0 (
√
ρ ∨ L).
Now, assume that for some i ∈ [r0], δi ≥ 2σ. Then, applying the last part of Theorem 9,
there exists an eigenvector of B associated with λi such that∥∥∥∥ξ − ui‖ui‖
∥∥∥∥ ≤ 3σδi − σ .
We define in the following
γi = 〈P1,
(
In − µ−2i K
)−1
ϕi,i〉.
If we rewrite the definition of Γ
(t)
U,ii as
Γ
(t)
U,ii =
〈
P1,
t∑
s=0
(µi)
−2sKsϕi,j
〉
,
the matrix sum converges as t→∞ since ρ(K) < µ2i , and using Lemma 3 below we have∣∣∣Γ(ℓ)U,ii − γi∣∣∣ =
∞∑
t=ℓ+1
µ−2ti 〈P1,Ktϕi,j〉
≤
∞∑
t=ℓ+1
rd3L2ρtµ−2ti
≤ σ,
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and combined with (21) yields ∣∣∣‖ui‖2 − γi∣∣∣ ≤ 2σ.
On the other hand, we shall prove the following inequality in the following sections (equa-
tion (49)): for all t ≤ 2ℓ, ∣∣〈Btχi, χi〉 − µti〈P1, ϕi,i〉∣∣ ≤ σµti.
Setting t = 0 and t = ℓ in this inequality yields at the same time∣∣∣‖χi‖2 − 〈P1, ϕi,i〉∣∣∣ ≤ σ and ∣∣〈ui, χi〉 − 〈P1, ϕi,i〉∣∣ ≤ σ.
We now have, using the Cauchy-Schwarz inequality,∣∣∣∣∣∣〈ξ, ξi〉 −
√
〈P1, ϕi,i〉
γi
∣∣∣∣∣∣ ≤
∥∥∥∥ξ − ui‖ui‖
∥∥∥∥+
∣∣∣∣∣∣
〈
ui
‖ui‖ ,
χi
‖χi‖
〉
−
√
〈P1, ϕi,i〉
γi
∣∣∣∣∣∣
≤ 3σ
δi − σ + c5 σ
≤ c6 σ
δi − σ .
Finally, notice that
γi = 〈P1, ϕi,i〉+
〈
P1,
∞∑
s=1
(µi)
−2sKsϕi,j
〉
≤ 〈P1, ϕi,i〉+ rd2L2 ρ/µ
2
i
1− ρ/µ2i
.
Using that rd2L2 ≥ 1 and 〈P1, ϕi,i〉 ≥ 1, we find
〈P1, ϕi,i〉
γi
≥ 1− rd2L2 ρ
µ2i
.
6 Preliminary computations
We begin the proof of Theorem 10 with some elementary computations on the entries of K and
Γ(t), which will be of use in the later parts of the proof. Most of the results from this section
are adapted from [11], although sometimes improved and adapted to our setting.
Bounding ρ and L from below We begin with a simple bound on ρ = ρ(K); by the
Courant-Fisher theorem, ρ ≥ 〈w,Kw〉 for every unit vector w, and appllying it to w = 1/√n
yields
ρ ≥ 〈w,Kw〉
n
=
1
n
∑
i,j∈[n]
PijE
[
W 2ij
]
=
1
d
∑
i,j∈[n]
P 2ijE[Wij]
2
=
‖Q‖2F
d
,
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where we used that Pij ≤ d/n and the Jensen inequality. The Frobenius norm of Q is then
greater than µ21 = 1, which in turns implies
ρ ≥ 1
d
, (27)
so that ρ is bounded away from zero. In order to prove a similar bound on L, we write for
x ∈ [n]
ϕ1(x) =
∑
y∈[n]
Qxyϕ1(y) ≤
√∑
y
Q2xy ≤
dL√
n
.
Squaring and summing those inequalities over x gives
1 = ‖ϕ1‖2 ≤ d2L2,
so that as with ρ,
L ≥ 1
d
. (28)
A scalar product lemma Our second step is an important lemma for the following proof,
leveraging the entrywise bounds on W :
Lemma 3. Let ϕ,ϕ′ ∈ Rn be any unit vectors. Then, for any t ≥ 0,
〈1,Ktϕ ◦ ϕ′〉 ≤ rd2L2ρt
Proof. We write the eigendecomposition of K as
K =
s∑
k=1
νkψkψ
∗
k,
with ν1 = ρ the Perron-Frobenius eigenvalue of K and s ≤ r2 its rank. Then, for all i ∈ [n],
s∑
k=1
ν2kψk(i)
2 = (K2)ii =
∑
j∈[n]
K2ij
=
∑
j∈[n]
P 2ijE
[
W 2ij
]2
≤
∑
j∈[n]
(
d
n
)2
L4
≤ d
2L4
n
.
This is akin to a delocalization property on the eigenvectors of K.
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We can now prove the above lemma:
〈1,Ktϕ ◦ ϕ′〉 =
s∑
k=1
νtk〈1, ψk〉〈ψk, ϕ ◦ ϕ′〉
≤ ρt−1
s∑
k=1
‖ψk‖‖1‖ · |νk|
∣∣〈ψk, ϕ ◦ ϕ′〉∣∣
≤ ρt−1√n
∑
i∈[n]
|ϕ(i)||ϕ′(i)|
s∑
k=1
|νk||ψk(i)|
≤ ρtd√n
∑
i∈[n]
|ϕ(i)||ϕ′(i)|√s
√√√√ s∑
k=1
ν2kψk(i)
2
≤ ρta√n√sdL
2
√
n
∑
i
|ϕ(i)||ϕ′(i)|
≤ rd2L2ρt,
where we extensively used the Cauchy-Schwarz inequality, as well as the bound ρ−1 ≤ d
from (27).
Entrywise bounds for Kt For a more precise estimation of entrywise bounds, we define the
scale-invariant delocalization parameter
Ψ =
dL2
ρ
.
Using the same proof technique as in (28), as well as (27), we have
1 ≤ Ψ ≤ d2L2
for any i, j ∈ [n]. Recall that, as shown in the proof of Lemma 3, for all i ∈ [n]
(K2)ii ≤
d2L4
n
=
Ψ2
n
ρ2.
Now, for t ≥ 0 and i, j ∈ [n],
(Kt)ij =
∑
k∈[s]
νtkψk(i)ψk(j)
≤ ρt−2
∑
k
ν2k |ψk(i)| |ψk(j)|
≤ ρt−2
√
(K2)ii(K
2)jj,
where we again used the Cauchy-Schwarz inequality at the last line. This yields
(Kt)ij ≤
Ψ2
n
ρt (29)
for any t ≥ 1 and i, j ∈ [n].
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The covariance matrices Recall that we defined the matrices Γ
(t)
U and Γ
(t)
V as
Γ
(ℓ)
U,ij =
ℓ∑
s=0
〈P1,Ksϕi,j〉
(µiµj)
s and Γ
(ℓ)
V,ij =
ℓ∑
s=0
〈K1,Ksϕi,j〉
(µiµj)
s+1
for i, j ∈ [r0]. Our aim is to prove the following lemma:
Lemma 4. For all t ≥ 1; the matrix Γ(t)U (resp. Γ(t)V ) is a positive definite matrix, with all its
eigenvalues greater than 1 (resp. c−1) and such that
1 ≤ ‖Γ(t)U ‖ ≤
r2d3L2
1− τ and c
−1 ≤ ‖Γ(t)V ‖ ≤
r2d2L2
1− τ .
Proof. We first prove the bounds for Γ
(t)
V . Let C
(s) be the r0 × r0 matrix with
C
(s)
ij =
〈K1,Ksϕi,j〉
(µiµj)
s+1 .
Then for every w ∈ Rr0 we have
w∗C(s)w =
∑
i,j∈[r0]
wiwj
(µiµj)
s+1
∑
x∈[n]
[Ks+11](x)ϕi(x)ϕj(x)
=
∑
x∈[n]
[Ks+11](x)

∑
i∈[r0]
wiϕi(x)
µ
s+1/2
i


2
≥ 0,
hence every matrix C(s) is positive semi-definite. Further, we have
C(0) = D−1Φ∗ diag(K1)ΦD−1,
where Φ is the n × r matrix whose columns are the ϕi. Using µi ≤ 1 for any i ∈ [r0], the
eigenvalues of C(0) are all greater than minx[K1](x) ≥ c−1 by our initial assumptions. This
settles the positive definite property, as well as the minimum eigenvalue of Γ
(t)
V .
Now, applying Lemma 3 to ϕi and ϕj , for all i, j ∈ [r0] one has
Γ
(t)
V,ij ≤
t∑
t=0
rd2L2ρs+1
(µiµj)
s+1
≤ rd2L2
∞∑
s=0
(
ρ
µiµj
)s
.
Using condition (4), the summand above is less than τ s, whose sum converges since τ < 1. As
a result,
‖Γ(t)V ‖∞ ≤
rd2L2
1− τ ,
and the classic bound ‖Γ(t)V ‖ ≤ r0‖Γ(t)V ‖∞ implies the upper bound.
The proof for Γ
(t)
U is very similar; the upper bound simply ensues from the fact that dx ≤ d
for any x ∈ [n]. For the lower bound, if we let as above
C
′(s)
ij =
〈P1,Ksϕi,j〉
(µiµj)
s ,
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then
C ′(0) = Φ∗ diag(P1)Φ,
and the minimumu of P1 is at least 1. This implies that the eigenvalues of C ′(0) are larger than
one, and we conclude as before.
7 Local study of G
It is a well-known fact (see for example [12]) that when the mean degree is low enough (d = no(1)),
the graph G is locally tree-like — that is, vertex neighbourhoods behave almost like random
trees. The goal of this section is to establish rigorously this result, as well as provide bounds
on neighbourhood sizes.
7.1 Setting and definitions
Labeled rooted graphs A labeled rooted graph is a triplet g∗ = (g, o, ι) consisting of a
graph g = (V,E), a root o ∈ V , and a mark function ι : V → N with finite support. We shall
denote by G∗ the set of labeled rooted graphs with V = N, and will often write g∗ = (g, o) for
an element of G∗, dropping the mark function. Notions of subgraphs, induced subgraphs and
distance extend naturally from regular graphs to this setting.
Labeling trees and graphs We recall that G is the inhomogeneous random graph defined
earlier. For each vertex x ∈ V , we can define the associated element of G∗ as follows: the root
is set to x, each vertex y ∈ [n] is given a mark ι(y) = y, and we let ι(z) = 0 for all z ∈ N \ [n].
The resulting triple (G,x, ι) is a random element of G∗.
Now, let o ∈ [n]; we define the inhomogeneous random tree as follows: first, the root is given
a mark ι(o) = o. Then, for each vertex x already labeled, we draw the number of children of x
according to Poi(dι(x)), where we recall that
dι(x) =
∑
j
Pι(x),j ≤ d.
Each child y of x receives a label drawn independently at random from the distribution
πι(x) =
(
Pι(x),1
dι(x)
, . . . ,
Pι(x),n
dι(x)
)
, (30)
which sums to 1 by definition. The resulting tree is a random element of G∗, denoted by (T, o).
7.2 Growth properties of trees and graphs
A number of growth properties for neighbourhoods in T and G are needed to ensure the success-
ful couplings below. Condition (3) implies that G (resp. (T, o)) is dominated by an Erdo˝s-Re´nyi
graph G(n, d/n) (resp. a Galton-Watson tree with offspring distribution Poi(d)); we are thus
able to direcly lift properties from [12], Sections 8 and 9.
Lemma 5. Let v be an arbitrary vertex in G; then, there exist absolute constants c0, c1 > 0
such that for every s > 0, we have
P
(∀t ≥ 1, |∂(G, v)| ≤ sdt) ≥ 1− c0e−c1s. (31)
The same result holds when replacing (G, v) with the tree (T, o) defined above.
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Taking s = c−11 log(c0n
2) in the above inequality, one gets
P
(∀t ≥ 1, ∀v ∈ V, |∂(G, v)| ≤ c3 log(n)dt) ≥ 1− 1
n
, (32)
for any n ≥ 3. Summing these inequalities for 1 ≤ t ≤ ℓ yields a similar bound for the whole
ball: with probability at least 1− 1n , we have
|(G, v)t| ≤ c4 log(n)dt (33)
for all v ∈ V and t ≥ 1. In particular, this implies the following useful bound: for any v ∈ V ,
deg(v) ≤ c4d log(n).
Another consequence of (31) is the following useful lemma:
Lemma 6. For every p ≥ 2, there is a constant cp such that
E
[
max
v∈V
sup
t≥1
( |∂(G, v)|
dt
)p ]
≤ cp log (n)p (34)
Similarly to the proof of (33), we have
max
v∈V
|(G, v)t|p ≤ dtptpmax
x∈V
sup
s≤t
|∂(G, v)|p
dsp
,
which yields
E
[
max
v∈V
|(G, v)t|p
]
≤ cptp log (n)pdtp (35)
An important note is that the above results apply to any collection of n random variables
satisfying an inequality like (31); in particular, it also applies to an i.i.d collection of inhomoge-
neous random trees of size n.
7.3 Local tree-like structure
We first check that the random graph G is tree-like. We say that a graph g is ℓ-tangle-free if
there is at most one cycle in the ℓ-neighbourhood of every vertex in the graph.
Of particular interest in this endeavor is the classical breadth-first exploration process on
the neighbourhood of a vertex v, which starts with A0 = {v} and at stage t ≥ 0, if At is not
empty, takes a vertex vt ∈ At at minimal distance from v, reveals its neighbours Nt in V \ At,
and updates At+1 = (At ∪ Nt) \ {vt}. We denote by (Ft)t≥0 the filtration generated by the
(At)t≥0, and by Dt =
⋃
s≤tAs the set of vertices already visited at time t.
Lemma 7. Let ℓ ≤ n be any integer parameter.
(i) the random graph G is ℓ-tangle-free with probability at least 1− ca2d4ℓ/n
(ii) the probability that a given vertex v has a cycle in its ℓ-neighbourhood is at most cad2ℓ/n.
Proof. In the above exploration process, let τ be the time at which all vertices of (G, v)ℓ have
been revealed; τ is clearly a stopping time for the filtration (Ft)t. By construction, given Fτ ,
the set of discovered edges forms a spanning tree of (G, v)ℓ; therefore, the number of cycles in
the ℓ-neighbourhood of τ is equal to the number of undiscovered edges in (G, v)ℓ.
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Given Fτ , the number of such edges is stochastically dominated by Bin(m, p) where m =
|(G, v)ℓ|2 and p = maxPij ≤ d/n. It follows from a Markov bound that
P((G, v)ℓ is not a tree) ≤ pE|(G, v)ℓ|2 ≤
c1 d
2ℓ+1
n
,
which proves (ii).
Now, the probability that Bin(m, q) /∈ {0, 1} is upper bounded by p2m(m − 1) ≤ p2m2.
From the union bound, we get
P(G is ℓ-tangled) ≤ n p2E|(G, v)ℓ|4 ≤
c2 d
4ℓ+2
n
,
as announced.
We shall assume in the following that the 2ℓ-tangle-free property happens with probability
at least 1− cn−ǫ for some ǫ > 0, which happens whenever
ℓ ≤ 1− ǫ
10
logd(n) ≤ c3 log(n). (36)
We now gather all the result of the current section into one proposition, for ease of reading.
The bound ℓ ≤ c log(n) assumed above is used to simplify the inequalities below.
Proposition 3. Let G be an inhomogeneous random graph, and (Tx, x)x∈[n] a family of random
trees as defined above. Let ℓ be small enough so that (36) holds. Then there exists an event E
with probability at least 1− 1log(n) , under which:
(i) the graph G is 2ℓ-tangle-free,
(ii) for all v ∈ G, t ≤ 2ℓ, we have
|(G,x)t| ≤ c log(n)dt, (37)
(iii) for any t ≤ 2ℓ, the number of vertices in G whose t-neighbourhood contains a cycle is at
most c log (n)2dt+1
Furthermore, for any t ≤ 2ℓ and p ≥ 1, we have
E
[
max
v∈V
|(G, v)t|p
] 1
p
≤ c log (n)2dt, (38)
and the same holds for the family (Tx, x)x∈[n].
7.4 Coupling between rooted graphs and trees
We now turn onto the main argument of this proof: we bound the variation distance between
the neighbourhoods of (G,x) and (T, x) up to size ℓ.
First, recall some definitions: if P1,P2 are two probability measures on the space (Ω,F),
their total variation distance is defined as
dTV(P1,P2) = sup
A∈F
|P1(A)− P2(A)|.
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The following two characterizations of the total variation distance shall be useful: first, whenever
Ω is countable, we have
dTV(P1,P2) =
1
2
‖P1 − P2‖1 =
1
2
∑
ω∈Ω
|P1(ω)− P2(ω)|. (39)
Additionally,
dTV(P1,P2) = min
P∈π(X1,X2)
P(X1 6= X2), (40)
where π(X1,X2) denotes the set of all couplings between P1 and P2, i.e. probability measures
on (Ω2,F ⊗ F) such that the marginal distributions are P1 and P2.
Denoting by L(X) the probability distribution of a variable X, the aim of this section is to
prove the following:
Proposition 4. Let ℓ ≤ c0 log(n) for some constant c0 > 0. Then, for every vertex v ∈ V ,
dTV(L((G, v)ℓ),L((T, v)ℓ)) ≤
c log (n)2d2ℓ+2
n
. (41)
7.4.1 A total variation distance lemma for sampling processes
The second step in our proof is a bound on the total variation distance between two sampling
processes, that correspond to the neighbourhood distributions in (G,x) and (T, x). For an
integer n, denote by S(n) the set of all multisets with elements in [n], and by P(n) ⊂ S(n) the
powerset of [n]. Let p1, . . . , pn ∈ [0, 1/2], with
∑
pi = λ and
∑
p2i = α, and consider the two
probability laws on S(n):
• P1: each element i of [n] is picked with probability pi,
• P2: the size of the multiset S is drawn according to a Poi(λ) distribution, and each element
of S has an i.i.d label with distribution (p1/λ, . . . , pn/λ).
Note that P1 is actually supported on P(n). The important result is the following:
Lemma 8. Let P1,P2 be defined as above. Then
dTV(P1,P2) ≤ α+ e
2α − 1
2
.
The proof of this lemma, consisting of an elementary but tedious computation of the total
variation distance, is deferred to later.
We introduce now a family of probability laws on S(n); for a subset S ⊆ [n], let PS be the
measure corresponding to picking each element i of S with probability pi.
The variation distance between those laws and P1 = P[n] is then easier to bound:
Lemma 9. For any S ⊆ [n], we have:
dTV(P1,PS) ≤
∑
i/∈S
pi.
Proof. Consider the following coupling: we take a realization X of P1, and set Y = X ∩ S.
Then, Y ∼ PS, and we find
P(X 6= Y ) = P1(X ∩ Sc 6= ∅) ≤ E[|X ∩ Sc|] =
∑
i/∈S
pi
This ends the proof, since (40) ensures that dTV(P1,PS) ≤ P(X 6= Y ).
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7.4.2 Proof of Proposition 4
Gathering all the previous results, we are now ready to prove Proposition 4:
Proof. Consider the exploration process of the neighbourhood of v in G. Let (Ft)t be the
filtration adapted to this process, and τ the first time at which all vertices in (G, v)ℓ have been
revealed. We perform the same exploration process in parallel on (T, v), which corresponds to
a breadth-first search of the tree. At step t, we denote by Pt the distribution of the vertices of
vt given Ft, and Qt the distribution of the offspring of vt in T (no conditioning is needed there).
Let Eℓ denote the event that (G, v)ℓ is a tree and contains no more than c1 log(n)d
ℓ vertices;
from (33) and Lemma 7, we can choose c1 such that Eℓ has probability at least c2d
2ℓ+1/n for
some absolute constant c2. By iteration, it suffices to show that if Eℓ holds, there exists a
constant c3 > 0 such that
dTV(Pt,Qt) ≤ c3 log(n)d
ℓ+2
n
. (42)
Given Ft, the probability measure Pt is as follows: each element i of V \At is selected with
probability pi = Pvti. Let P
′
t denote the same probability measure, but where the selection is
made over all of V . Using Lemma 9, we first find that
dTV(Pt,P
′
t) ≤
∑
i∈At
Pvti ≤ c1 log(n)dℓ ·
d
n
.
On the other hand, Lemma 8 yields
dTV(P
′
t,Qt) ≤ c4
n∑
i=1
P 2vti ≤ c5
d2
n
.
Equation (42) then results from a straightforward application of the triangle inequality.
8 Near eigenvectors of G
8.1 Functionals on (T, o)
8.1.1 Vertex functionals on trees
Similarly to [12], quantities of interest in the study of B will be tied to functionals on the
random inhomogeneous tree defined above. Define a functional fϕ,t on the set of labeled rooted
trees T∗ ⊂ G∗ by
fϕ,t(T, o) =
∑
xt∈∂(T,o)t
Wι(o),ι(x1) . . . Wι(xt−1),ι(xt)ϕ(ι(xt)),
where (o, x1, . . . , xt) is the unique path of length t between o and xt. Then the following
proposition holds:
Proposition 5. Let t ≥ 0 be an integer. For any i, j ∈ [r], the following identities are true:
E[fϕi,t(T, x)] = µ
t
i ϕi(x), (43)
E
[
fϕi,t(T, x)fϕj ,t(T, x)
]
= (µiµj)
t
t∑
s=0
[Ksϕi,j ](x)
(µiµj)
s , (44)
E
[
(fϕi,t+1(T, x)− µifϕi,t(T, x))2
]
= [Kt+1ϕi,i](x). (45)
where we recall that ϕi,j = ϕi ⊙ ϕj .
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8.1.2 Adapting functionals to non-backtracking paths
Contrary to [11], the matrix B considered here acts on (directed) edges, whereas the functionals
considered so far are defined on vertices. Consequently, we define the following transformation:
for a function f : G∗ → R, and a random vector w ∈ RV with expected value w¯, let
~∂wf(g, o) =
∑
e:e2=o
we1f(ge, o),
where ge denotes the graph g with the edge e1, e2 removed.
The expectations from Proposition 5 are then adapted as follows:
Proposition 6. Let t ≥ 0 be an integer. For any i, j ∈ [r], and φ ∈ ker(P ), the following
identities are true:
E
[
~∂wfϕi,t(Tx, x)
]
= [Pw¯](x) · E[fϕi,t(Tx, x)], (46)
E
[
~∂w(fϕi,t · fϕj ,t)(Tx, x)
]
= [Pw¯](x) · E[fϕi,t(Tx, x)fϕj ,t(Tx, x)], (47)
E
[
~∂w[(fϕi,t+1 − µifϕi,t)2](Tx, x)
]
= [Pw¯](x) · E
[
|(fϕi,t+1(Tx, x)− µifϕi,t(Tx, x))2
]
. (48)
The proof for those results makes use of properties specific to moments of Poisson random
variables; as with the preceding results, it is deferred to a later section.
8.2 Spatial averaging of graph functionals
In this section, we leverage the coupling obtained above to provide bounds on quantities of
the form 1n
∑
x∈V f(G,x), for local functions f . The tools and results used in this section are
essentially identical to those in [12], with a few improvements and clarifications added when
necessary.
We begin with a result that encodes the fact that the t-neighbourhoods in G are approxi-
mately independent. We say that a function f from G∗ to R is t-local if f(g, o) is only function
of (g, o)t.
Proposition 7. Let t ≤ c0 log(n) for some constant c0 > 0. Let f, ψ : G∗ → R be two t-local
functions such that |f(g, o)| ≤ ψ(g, o) for all (g, o) ∈ G∗ and ψ is non decreasing by the addition
of edges. Then
Var
(∑
o∈V
f(G, o)
)
≤ c log (n)4nd2t ·
√
E
[
max
o∈V
ψ(G, o)4
]
.
Proof. For x ∈ V , denote by Ex the set {{u, x} ∈ E | u ≤ x}; the vector (E1, . . . , En) is an
independent vector, and we have
Y :=
∑
v∈V
f(G, v) = F (E1, . . . , En).
for some measurable function F .
Define now Gx the graph with vertex set V and edge set
⋃
y 6=xEy, and set
Yx =
∑
v∈V
f(Gx, v).
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The random variable Yx is
⋃
y 6=x Ey-measurable, so the Efron-Stein inequality applies:
Var(Y ) ≤
∑
x∈[n]
E
[
(Y − Yx)2
]
.
For a given x ∈ V , the difference f(G, o) − f(Gx, o) is always zero except if x ∈ (G, o)t, due to
the locality property; consequently,
|Y − Yx| ≤
∑
o∈V
|f(G, o)− f(Gx, o)|
≤
∑
o∈(G,x)t
ψ(G, o) + ψ(Gx, o)
≤ 2max
x∈[n]
|(G,x)t| ·max
o∈V
ψ(G, o),
where we used the non-decreasing property of ψ in the last line. By the Cauchy-Schwarz
inequality and equation (35), we can write
E
[
(Y − Yx)2
]
≤ 4
√√√√E
[∣∣∣∣maxx∈[n] (G,x)t
∣∣∣∣
4
]
·
√
E
[
max
o∈V
ψ(G, o)4
]
≤ c1t2 log (n)2d2t ·
√
E
[
max
o∈V
ψ(G, o)4
]
.
Using that t ≤ c0 log(n), and the linearity of expectation, yields the desired bound.
We now use our previous coupling results to provide a concentration bound between a
functional on graphs and its expectation on trees:
Proposition 8. Let t ∈ N and f, ψ : G∗ → R be as in the previous proposition. Then, with
probability at least 1− 1
r2 log (n)2
, the following inequality holds:
∣∣∣∣∣∣
∑
v∈V
f(G, v)− E

∑
x∈[n]
f(Tx, x)


∣∣∣∣∣∣ ≤ c r log (n)3dt+1
√
n‖ψ‖⋆,
where ‖ψ‖⋆ is defined as
‖ψ‖⋆ =
(
E
[
max
v∈V
ψ(G, v)4
])1
4
∨
(
max
x∈[n]
E
[
ψ(Tx, x)
2
]) 1
2
.
Proof. Using the Chebyshev inequality and the variance bound from the preceding proposition,
we have with probability at least 1− 1
r2 log (n)2∣∣∣∣∣
∑
v∈V
f(G, v)− E
[∑
v∈V
f(G, v)
]∣∣∣∣∣ ≤ c1 r log (n)3dt√n‖ψ‖⋆.
It then remains to bound the difference between the expectation term and its counterpart on
trees. For x ∈ V , let Ex denote the event that the coupling bewteen (Gx)t and (Tx, x)t fails; by
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the locality property, f(G,x) = f(Tx, x) on Ex. Therefore, using the Cauchy-Schwarz inequality,∣∣∣∣∣∣
∑
x∈[n]
E[f(G,x)− f(Tx, x)]
∣∣∣∣∣∣ ≤
∑
x∈[n]
E[|f(G,x)|1Ex + |f(Tx, x)|1Ex ]
≤
∑
x∈[n]
√
P(Ex)
(√
E
[
ψ(G,x)2
]
+
√
E
[
ψ(Tx, x)
2
])
≤
√
c2 log (n)
2d2t+2
n
·
∑
x∈[n]
(
E
[
ψ(G,x)4
] 1
4
+
√
E
[
ψ(Tx, x)
2
])
≤ c3 log(n)adt+1
√
n ‖ψ‖⋆.
It is then straightforward to check that both obtained bounds are less than the RHS in the
proposition, upon adjusting c.
8.3 Structure of near eigenvectors
In the following, the aim is to obtain bounds on the norms and scalar product of the near
eigenvectors defined previously. Recall that for i ∈ [r], we set ui and vi as
ui =
Bℓχi
µℓi
and vi =
(B∗)ℓDW χˇi
µℓ+1i
.
The main result of this section is as follows:
Proposition 9. Let ℓ be small enough so that (36) holds. On an event with probability 1 −
c1/ log(n), the following inequalities hold for all i, j ∈ [r], t ≤ 2ℓ and some absolute constant
c > 0:
∣∣〈Btχi, χj〉 − µti〈ϕi,DPϕj〉∣∣ ≤ c rb2d2 log (n)6d2tLt√n , (49)∣∣〈Btχi,DW χˇj〉 − µt+1i δij∣∣ ≤ c rb2d3L log (n)6d2tLt√n , (50)∣∣∣〈Btχi, Btχj〉 − µtiµtjΓ(t)U,ij∣∣∣ ≤ c rb2d2 log (n)7d3tL2t√n , (51)∣∣∣〈(B∗)tDW χˇi, (B∗)tDW χˇj〉 − µt+1i µt+1j Γ(t+1)ij ∣∣∣ ≤ c rb2d2L2 log (n)6d3tL2t√n , (52)∥∥Bt+1χi − µiBtχi∥∥2 ≤ rd3L2ρt+1 + crb2d3 log (n)7d3tL2t√
n
. (53)
Proof. The proof of those inequalities relies on careful applications of Proposition 8 to previously
considered functionals. We aim to prove that each of those inequalities hold with probability
1 − c2/r log(n); we fix in the following an integer t ≤ 2ℓ and i, j ∈ [r]. Let Vt be the set of
vertices such that (G, v)t is not a tree; we place ourselves in the event described in Proposition 3
and as a consequence
Vt ≤ c3 log (n)2dt+1.
We first prove (49); let
f(g, o) = 1(g,o)t has no cycles ϕj(o)
~∂1fϕi,t(g, o).
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The function f is clearly t-local, and
|f(g, o)| ≤ ‖ϕi‖∞‖ϕj‖∞ deg(o) |∂(g, o)t|Lt
≤ b
2
n
deg(o) |(g, o)t|Lt := ψ(g, o).
The function ψ thus defined is non-decreasing by the addition of edges. When v /∈ Vt, we notice
that
f(G, v) = ϕj(v) · [T ∗Btχi](v),
hence, ∣∣∣∣∣〈Btχi, χj〉 −
∑
v∈V
f(G, v)
∣∣∣∣∣ =
∣∣∣∣∣
∑
v∈Vt
ϕi(v)T
∗Btχj
∣∣∣∣∣ ≤ 2|Vt|maxv ψ(G, v),
since by the tangle-free property there are at most two paths from v to any vertex in (G, v)t.
Furthermore, using the results in Subsection 7.2, we find that with probability at least 1− 1/n
max
v
ψ(G, v) ≤ c4 b
2 log (n)2dt+1Lt
n
and ‖ψ‖⋆ ≤
c4 b
2 log (n)3dt+1Lt
n
.
Finally, a direct computation shows that∑
x∈[x]
E[f(Tx, x)] =
∑
x∈[n]
ϕj(x) · dxµtiϕi(x) = µti〈ϕj ,DPϕi〉.
Applying Proposition 8 to f and ψ, and using the triangle inequality:
∣∣〈Btχi, χj〉 − µti〈ϕj ,DPϕi〉∣∣ ≤ c5 b2 log (n)4d2t+2Ltn + c6 rb
2 log (n)6d2t+2Lt√
n
≤ c7 rb
2d2 log (n)6d2tLt√
n
.
The proof of the other inequalities is very similar, applying Proposition 8 to other functionals
from Subsection 8.1. To avoid clutter, it is deferred to the appendix.
9 Proof of Theorem 10
Having shown Proposition 9, all that remains is simply to gather the preceding bounds, and
simplify them to get an easy-to-read summary. Bounds (21)-(23), as well as (26), being straight-
forward computations, they are deferred to the appendix.
9.1 A telescopic trick: proof of (24)
Notice that for for a r0 × r0 matrix M , we have
‖M‖ ≤ r0max
i
‖Mi‖. (54)
To apply this inequality, we write
‖Bℓui − µℓiui‖ ≤
ℓ−1∑
t=0
µℓ−t−1i ‖Bt+1ui − µiBtui‖, (55)
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and (53) yields
‖Bt+1ui − µiBtui‖2 ≤ µ−2ℓi ‖Bt+ℓ+1χi − µiBt+ℓχi‖2
≤ µ−2ℓi
(
rd3L2ρt+ℓ+1 +
crb2d3 log (n)7d3(t+ℓ)L2(t+ℓ)√
n
)
.
Since i ≤ r0, the bounds µ2i ≥ ρ ≥ 1/d apply, so that
‖Bt+1ui − µiBtui‖2 ≤ rd3L2ρt+ℓ+1µ−2ℓi +
crb2d3 log (n)7d3t+5ℓL2(t+ℓ)√
n
. (56)
We now use the (very crude) inequality
√
x+ y ≤ √x+√y inside (56):
‖Bℓui − µℓiui‖ ≤
ℓ−1∑
t=0
[
µℓ−t−1i
√
rd3/2Lρ
t+ℓ+1
2 µ−ℓi +
c1 bd
3/2 log (n)7/2d
3t+5ℓ
2 Lt+ℓ
n1/4
]
≤ √rd3/2Lρℓ/2
ℓ−1∑
t=0
(√
ρ
µi
)t+1
+ c2 bd
2 log (n)9/2
(Ld4)
ℓ
n1/4
Lℓ.
The terms in the sum are all less than 1 since i ≤ r0, and ℓ < c3 log(n) implies
‖Bℓui − µℓiui‖ ≤ c3
√
rd3/2L log(n)ρℓ/2 + c2bd
2 log (n)9/2
(aLd3)
ℓ
n1/4
Lℓ.
The bound (Ld4)
ℓ ≤ n1/4 holds by definition of ℓ, and (24) ensues via (54).
9.2 Bounding ‖BℓPH⊥‖
Having established the candidates and error bounds for the upper eigenvalues of Bℓ, it remains
to bound the remaining eigenvalues (also called the bulk) of the matrix. This is done using a
method first employed in [27], and leveraged again in a similar setting in [12, 11]. Our approach
will be based on the latter two, adapting the non-backtracking method to the weighted case.
Our first preliminary step is the following lemma:
Lemma 10. On an event with probability at least 1− 1/ log(n), for any t ≤ ℓ, any unit vector
w ∈ H⊥ and i ∈ [r0], one has
∣∣〈(B∗)tDW χˇi, w〉∣∣ ≤ √rd3/2L2ρt/2 + c4 bd3/2 log (n)9/2d2ℓLℓ
n1/4
.
Proving this bound is done through the same telescopic sum trick as above, and is done in
the appendix.
9.2.1 Tangle-free decomposition of Bℓ
We adapt here the decomposition first used in [12] to our setting. Through the remainder of
this section, we shall consider B as an operator on ~E(V ) instead of ~E, setting Bef = 0 whenever
e /∈ ~E or f /∈ ~E. This yields a matrix with B as a principal submatrix and zeros everywhere
else, thus the non-zero spectrum stays identical.
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For e, f ∈ ~E(V ), and t ≥ 0, we define Γkef the set of non-backtracking paths of length k from
e to f ; further, for an edge e we define Xe the indicator variable of e ∈ ~E, and Ae = XeWe, so
that A is the (weighted) adjacency matrix of G.
We then have that
(Bk)ef =
∑
γ∈Γk+1
ef
Xe
k∏
s=1
Aγsγs+1 .
Define F kef the set of ℓ-tangle-free paths (i.e. the set of paths γ such that the subgraph induced
by γ is tangle-free). Then, whenever the graph G is tangle-free, for all k ≤ ℓ the matrix Bk is
equal to B(k), with
(B(k))ef =
∑
γ∈F k+1
ef
Xe
k∏
s=1
Aγsγs+1 .
Define now the “centered” versions of the weighted and unweighted adjacency matrices A and
X by
Aij = Aij −Qij and Xij = Xij − Pij
for every i 6= j, and its centered non-backtracking counterpart as
(∆(k))ef =
∑
γ∈F k+1
ef
Xij
k∏
s=1
Aγsγs+1 ,
with the convention that the product over an empty set is equal to 1.
Recall that for any two sets of real numbers (xi), (yi), we have the following:
ℓ∏
s=0
xs =
ℓ∏
s=0
ys +
ℓ∑
t=0
t−1∏
s=0
ys(xt − yt)
ℓ∏
s=t+1
xs.
Applying this formula to the above definitions, and separating the case t = 0 in the sum yields
B
(ℓ)
ef = ∆
(ℓ)
ef +
∑
γ∈F ℓ+1
ef
Qe
ℓ∏
s=1
Aγsγs+1 +
ℓ∑
t=1
∑
γ∈F ℓ+1
ef
Xe
t−1∏
s=1
Aγsγs+1Qγtγt+1
ℓ∏
s=t+1
Aγsγs+1 . (57)
Define now F ℓ+1t,ef ⊂ Γℓ+1ef the set of non-backtracking tangled paths γ such that (γ0, . . . γt) ∈
F teg, (γt+1, . . . , γℓ+1) ∈ F ℓ−tg′f for some edges g, g′ ∈ ~E(V ). As an edge case, F ℓ+10,ef is the set of
tangled paths γ such that (γ0, γ1) = e1 and (γ1, . . . , γℓ+1) ∈ F ℓg′f for some g′ ∈ ~E(V ) (note that
necessarily e2 = g
′
1), and similarly for Fℓ,ef . Finally, we introduce the two matrices M andM
(2)
as
Mef = 1{e→ f}Qe and M (2)ef = 1(e
2−→ f)Qe2f1
for e, f ∈ ~E(V ), where e 2−→ f means that there exists a non-backtracking path of length two
between e and f . Then, equation (57) can be rewritten as
B(ℓ) = ∆(ℓ) +MDWB
(ℓ−1) +
ℓ−1∑
t=1
∆(t−1)M (2)DWB
(ℓ−t−1) +∆(ℓ−1)M −
ℓ∑
t=0
R
(ℓ)
t , (58)
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where
(R
(ℓ)
t )ef =
∑
γ∈F ℓ+1
t,ef
Xe
t−1∏
s=1
Aγsγs+1Qγtγt+1
ℓ∏
s=t+1
Aγsγs+1 and (R
(ℓ)
0 )ef =
∑
γ∈F ℓ+1
t,ef
Qe
ℓ∏
s=1
Aγsγs+1 .
Note that M (2) is pretty close to a modified version of Q; more specifically, we make the
decomposition
M (2) = TQT ∗ + M˜ =
r∑
k=1
µkχkχˇ
∗
k + M˜.
Then, the following decomposition holds:
B(ℓ) = ∆(ℓ) +MDWB
(ℓ−1) +
ℓ−1∑
t=1
r∑
k=1
µk∆
(t−1)χkχˇ
∗
kDWB
(ℓ−t−1)
+
ℓ−1∑
t=1
∆(t−1)M˜B(ℓ−t−1) +∆(ℓ−1)M −
ℓ∑
t=0
R
(ℓ)
t .
Noticing that ‖M‖ ≤ d and ‖χk‖ ≤ d log(n), the following lemma ensues:
Lemma 11. On an event with probability at least 1 − 1/ log(n), the following inequality holds
for any normed vector x ∈ R ~E(V ):
‖Bℓx‖ ≤ ‖∆(ℓ)‖+ L‖MBℓ−1‖+ d log(n)
ℓ−1∑
t=1
‖∆(t−1)‖
r∑
k=1
∣∣∣〈DW χˇk, Bℓ−t−1x〉∣∣∣
+
ℓ−1∑
t=1
‖∆(t−1)M˜Bℓ−t−1‖+ d‖∆(ℓ−1)‖ −
ℓ∑
t=0
‖R(ℓ)t ‖.
9.2.2 Norm bounds
It then remains to bound the different quantities in the lemma above; this is done in another
section, using a trace bound method. The results are as follows:
Proposition 10. On an event with probability 1−c0/ log(n), for any k ≤ c1 log(n), the following
bounds hold with probability at least 1− 1/ ln (n)2:
‖∆(k−1)‖ ≤ cd3 log (n)17(√ρ ∨ L)k, (59)
‖MBk−1‖ ≤ cd
7/2L log (n)7dkLk√
n
, (60)
‖∆(t−1)M˜Bk−t−1‖ ≤ cd
13/2L log (n)24dk
(√
ρ ∨ L)k√
n
, (61)
‖R(k)t ‖ ≤
cd2 log (n)22dkLk
n
. (62)
Using these bounds, we are now finally able to prove (25):
Proof. By definition of ℓ, dℓ ≤ n1/4 so most of the summands in Lemma 11 are negligible with
respect to the others. More precisely, we have
‖Bℓx‖ ≤ c1
(
‖∆ℓ‖+ d log(n)
ℓ−1∑
t=1
‖∆(t−1)‖
r∑
k=1
∣∣∣〈DW χˇk, Bℓ−t−1x〉∣∣∣+ d‖∆(ℓ−1)‖
)
. (63)
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When k ∈ [r0], Lemma 10 implies that
∣∣∣〈DW χˇk, Bℓ−t−1x〉∣∣∣ ≤ √rd3/2L2ρt/2 + c4 bd3/2 log (n)9/2d2ℓLℓ
n1/4
,
and by definition of ℓ, d2ℓLℓ ≤ (1 ∧√ρ)ℓ so the second term is bounded above by the first. On
the other hand, for k ∈ [r] \ [r0], we can use equation (52) as follows:
‖(B∗)tDW χˇi‖2 ≤ µ2t+2i Γ(t+1)V,ii +
c rb2d4L2 log (n)6d3tL2t√
n
.
We now apply Lemma 3:
Γ
(t+1)
V,ii ≤
t+1∑
s=0
rd2L2ρs
µ2si
≤ crd2 log(n)L2ρt+1µ−2t−2i ,
since µ2i < ρ; the second term being negligible before the first,∣∣∣〈DW χˇk, Bℓ−t−1x〉∣∣∣ ≤ ∥∥∥(B∗)ℓ−t−1DW χˇi∥∥∥ ≤ crd log(n)Lρ ℓ−t2 .
We can now apply the above bounds on the scalar product as well as those of Proposition 10
to equation (63), and we get
‖Bℓx‖ ≤ c2d5/2L log (n)17(√ρ ∨ L)ℓ + c3r2d6L2 log (n)20(√ρ ∨ L)ℓ + c4d4 log (n)17(√ρ ∨ L)ℓ
≤ cr2d6L2 log (n)20(√ρ ∨ L)ℓ,
which ends the proof of (25).
10 Trace method: proof of Proposition 10
The aim of this section is to prove the bounds in Proposition 10; we leverage here the powerful
trace method introduced by Fu¨redi and Komlo`s [20], and already used with success in [12]
and [11]. We only prove (59) in this section, all other bounds being proven in the appendix.
Let m be a parameter to be fixed later. We start with the classical bound
‖∆(k−1)‖2m = ‖∆(k−1)∆(k−1)∗‖m = ‖(∆(k−1)∆(k−1)∗)m‖ ≤ tr((∆(k−1)∆(k−1)∗)m).
Expanding the trace above gives
‖∆(k−1)‖2m ≤
∑
(e1,...,e2m)
m∏
i=1
(∆(k−1))e2i−1,e2i(∆
(k−1))e2i+1,e2i
=
∑
γ∈Wk,m
2m∏
i=1
Xγi,0γi,1
k∏
s=2
Aγi,s−1γi,s , (64)
where Wk,m is the set of sequences of paths (γ1, . . . , γ2m) such that γi = (γi,0, . . . , γi,k) is non-
backtracking tangle-free of length k, and with boundary conditions that for all i ∈ [m],
(γ2i,k−1, γ2i,k) = (γ2i−1,k−1, γ2i−1,k) and (γ2i+1,0, γ2i+1,1) = (γ2i,0, γ2i,1), (65)
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with the convention γ2m+1 = γ1. All the random variables in the expression above are centered
and independent as soon as they are supported by distinct edges, so the expectation of each
term in the sum is zero except when each (unoriented) edge is visited at least twice. We letW ′k,m
be the set of all such sequences of paths. To γ ∈ W ′k,m, we associate the graph Gγ = (Vγ , Eγ)
of visited vertices and edges, and let
vγ = |Vγ | and eγ = |Eγ |.
For an unoriented edge e ∈ Eγ , we define its multiplicity me as the number of times e is visited
in γ; we also let Sγ be the set of starting edges in γ, that is
Sγ = {(γi,0, γi,1) | i ∈ [2m]}.
Using these definitions, we can bound the expectation as follows:
E
[
‖∆(k−1)‖2m
]
≤
∑
γ∈W ′
k,m
∏
e∈Sγ
E
[|Xe| · |Ae|me−1] ∏
e/∈Sγ
E[|Ae|me ].
We now bound the two terms in the products above: let e be an edge, and p ≥ 2 be any
multiplicity. Then conditioning on Xe,
E[|Ae|me ] = PeE[|We − PeE[We]|p] + (1− Pe)P pe E[We]p
≤ PeLp−2
(
1 +
d
n
)p−2
E
[
(We − PeE[We])2
]
+
(
dL
n
)p−2dPe
n
E[We]
2
≤ PeLp−2
(
1 +
d
n
)p−2
E
[
W 2e
]
+ PeL
p−2E
[
W 2e
](d
n
)p−2
≤ KeLp−2
(
1 +
d
n
)p
.
The other product is trickier; whenever p ≥ 3, a similar computation yields
E
[
|Xe| · |Ae|p−1
]
≤ KeLp−3
(
1 +
d
n
)p
.
On the other hand if p = 2,
E[|Xe| · |Ae|] ≤
d
n
L
(
1 +
d
n
)2
.
As a consequence, for γ ∈ W ′k,m, we define S′γ ⊆ Sγ the set of starting edges with multiplicity
2. Then
E
[
‖∆(k−1)‖2m
]
≤
∑
γ∈W ′
k,m
(
1 +
d
n
)2km(d
n
)|S′γ |
d2mL2km−2eγ
∏
e/∈S′γ
Ke,
where we used L−1 ≤ d and Sγ = 2m.
We now partition the paths in W ′k,m as follows: we say that γ ∼ γ′ if there exists a permu-
tation σ ∈ Sn such that γi,t = σ(γ′i,t) for all i, t ∈ [2m]× [k]. Clearly, all parameters such as vγ ,
eγ and |S′γ | are constant on any equivalence class; therefore it makes sense to define Wk,m(v, e)
the set of equivalence classes of W ′(k,m) such that vγ = v and eγ = e. Then, a path counting
argument performed in [12] yields the following estimation:
Lemma 12. Let v, e be integers such that e− v + 1 ≥ 0. Then
Wk,m(v, e) ≤ k2m(2km)6m(e−v+1). (66)
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All that remains to bound the sum above is to control the contribution of a single equivalence
class; this is done through this lemma:
Lemma 13. Let γ ∈W ′k,m such that vγ = v, eγ = e and |S′γ | = s. We have∑
γ′∼γ
∏
f /∈S′
γ′
Kf ≤ d2mnv−e+sρe(Ψ2)3(e−v)+8m. (67)
Proof. For a sequence of paths γ ∈ W ′k,m, denote by E′γ the set Eγ \ S′γ .Then, due to the
boundary conditions in (65), the graph G′γ induced by E
′
γ is connected. We let vj (resp. v≥j)
be the number of vertices with degree j (resp. at least j) in G′γ . Again, by (65), removing an
edge in S′γ does not create a vertex of degree 1; therefore we have
v1 ≤ 4m,
since a vertex of Gγ can only be of degree 1 if it is an endpoint of γi for some i ∈ [2m].
Additionally, edge and vertex counting yields
v1 + v2 + v≥3 ≥ v − s and v1 + 2v2 + 3v≥3 ≤ 2(e− s),
since removing an edge in S′γ removes at most one vertex from Gγ . Combining those inequalities
gives
v≥3 + v1 ≤ 2(e − s)− 2(v − s) + 2v1 ≤ 2(e− v) + 8m; (68)
this inequality encodes the fact that in a union of paths most vertices are of degree 2. We now
reduce G′γ into a multigraph Gˆγ = (Vˆγ , Eˆγ) as follows: Vˆγ is the set of vertices in G
′
γ with
degree different from 2, and we add an edge between two vertices x1 and x2 of Vˆγ for each path
between x1 and x2 in G
′
γ . For fˆ ∈ Eˆγ , we annotate fˆ with the length qfˆ of its corresponding
path in G′γ .
We let vˆ and eˆ be the number of vertices and edges of Gˆγ ; a sequence γ
′ ∼ γ is uniquely
determined by an embedding of Vˆγ in [n] and for each edge fˆ ∈ Eˆγ , an embedding of fˆ as a
path of length qfˆ . As a result, we have
∑
γ′∼γ
∏
f /∈S′
γ′
Qf ≤
∑
y1,...,yvˆ∈[n]
vˆ
∏
fˆ=(yi,yj)∈Eˆγ
∑
x1,...,xq
fˆ
−1∈[n]
q
fˆ∏
t=1
Kxt−1,xt
=
∑
y1,...,yvˆ∈[n]
vˆ
∏
fˆ=(yi,yj)∈Eˆγ
(Kqfˆ )yi,yj
≤
∑
y1,...,yvˆ∈[n]
vˆ
∏
fˆ∈Eˆγ
(
Ψ2
n
ρqfˆ
)
,
using (29) and recalling that Ψ = L2/ρ. Now, notice that∑
fˆ∈Eˆγ
qfˆ = |E′γ | = e− s and eˆ− vˆ = |E′γ | − |V ′γ | ≥ e− v − s;
further eˆ ≤ vˆ + e − v − s ≤ 3(e − v) + 8m − s using (68) and the inequality above. We finally
find ∑
γ′∼γ
∏
f /∈S′
γ′
Qf ≤ nvˆ−eˆ(Ψ2)eˆρe−s
≤ nv−e+sρe−s(Ψ2)3(e−v)+8m−s,
which ends the proof of Lemma 13, since Ψ2 ≥ 1 and ρ−1 ≤ a.
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We now are able to conclude; the contribution of one equivalence class in Wk,m(v, e) is less
than
Cγ =
(
1 +
d
n
)2km(d
n
)|S′γ |
d2mL2km−2e
∑
γ′∼γ
∏
e/∈S′
γ′
Ke
≤ c2m1 d6mn−|S
′
γ |L2km−2env−e+|S
′
γ |ρe(Ψ2)
3(e−v)+8m
≤ c2m1 d6mnv−e(ρΨ)km−eρe(Ψ2)3(e−v)+8m
≤ c2m1 d6mρkm
(
Ψ
d
)km−e
n1−g(Ψ2)
3g+8m
,
with g = e− v + 1 and we used that L =√ρΨ/d and the bound(
1 +
d
n
)k
≤ exp
(
dk
n
)
≤ c1.
Summing over all equivalence classes now gives
E
[
‖∆(k−1)‖2m
]
≤
km∑
e=1
e+1∑
v=1
|Wk,m(v, e)| max
[γ]∈Wk,m(v,e)
Cγ
≤
km∑
e=1
e+1∑
v=1
k2m(2km)6m(e−v+1)c2m1 d
6mρkm
(
Ψ
d
)km−e
n1−g(Ψ2)
3g+8m
≤ n(c1d3k)2mρkm
km∑
e=1
(
Ψ
d
)km−e ∞∑
g=0
(
Ψ6(2km)6m
n
)g
. (69)
We set the parameter m to
m =
⌈
log
(
n
Ψ6
)
12 log(log(n))
⌉
;
when n ≥ c2Ψ6 for some absolute constant c2, we have
Ψ6(2km)6m
n
<
1
2
and n
1
2m ≤ log (n)12.
The infinite sum inside (69) thus converges, and
E
[
‖∆(k−1)‖2m
] 1
2m ≤ c3d3 log (n)14√ρk
(
1 ∨
√
Ψ
d
)k
.
Finally, from the definition of Ψ,
√
ρ
(
1 ∨√Ψ/d) = √ρ ∨ L, hence (59) by a Markov bound.
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A Applications of Theorem 2
A.1 Proof of Proposition 1
Let x be an eigenvector of B associated with the eigenvalue λ; the eigenvalue equation for x
reads
λxe =
∑
e→f
Wfxf . (70)
On the other hand, the definition y = S∗DWx expands to
yi =
∑
e:e1=i
Wexe.
Applying equation (70) to e and e−1 yields
λxe = ye2 −Wexe−1 and λxe−1 = ye1 −Wexe,
and as a result
λ2xe = λye2 − λWexe−1 = λye2 −We(ye1 −Wexe).
Rearranging the terms, we find an expression for xe:
xe =
λye2 −Weye1
λ2 −W 2e
; (71)
in particular y 6= 0 if x 6= 0. Plugging (71) into the eigenvalue equation (70), we get for i, j ∈ [n]
λ2yi − λWijyj
λ2 −W 2ij
=
∑
k∼i
k 6=j
Wik
λyk −Wikyi
λ2 −W 2ik
,
and we rearrange to find
λ2yi
λ2 −W 2ij
− W
2
ijyi
λ2 −Wij2
=
∑
k∼i
λWik
λ2 −W 2ik
yk −
∑
k∼i
W 2ik
λ2 −W 2ik
yi.
The fraction on the LHS cancels out, and writing the RHS as a matrix product
y = A˜(λ)y − D˜(λ)y,
the desired result.
A.2 Proof of Theorem 3
Our first step is to show that the matrices involved in Proposition 1 approximate the matrices
A and ρI. If λ2 ≥ 2L2, we have
∣∣∣λA˜ij(λ)−Aij∣∣∣ = 1{i ∼ j}
∣∣∣∣∣∣
Wij
1− W
2
ij
λ2
−Wij
∣∣∣∣∣∣ ≤ 1(i ∼ j)
2LW 2ij
λ2
,
which implies using the Gershgorin circle theorem∥∥∥λA˜ij(λ)−Aij∥∥∥ ≤ 2L
λ2
max
i
∑
j∼i
W 2ij ≤
4Lρ
λ2
. (72)
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Similarly,
∣∣∣λ2D˜ii(λ)− ρ∣∣∣ ≤ 2L2
λ2
∑
j∼i
W 2ij +
∣∣∣∣∣∣
∑
j∼i
W 2ij − ρ
∣∣∣∣∣∣
≤
(
4L2
λ2
+ ε
)
· ρ. (73)
We now take λ = λi with i ∈ [r0]; then there is a vector y that is a singular value of
−λi∆(λi) = A− (λi + ρ
λi
)I + (λA˜(λi)−A)− λ−1i (λ2D˜(λ)− ρI).
We can thus apply Weyl’s inequality [34] to find that there exists an eigenvalue νi of A such
that ∣∣∣∣νi −
(
λi +
ρ
λi
)∣∣∣∣ ≤ 4Lρλ2i +
(
4L2
λ2i
+ ε
)
· ρ
λi
.
Now, we use Theorem 2 to find that |λi − µi| ≤ σ, and we have σ = o(ρ) whenever n is large
enough by virtue of (27). Since
|λi − µi| ≤ σ and
∣∣∣∣ ρλi −
ρ
µi
∣∣∣∣ ≤ ρλiµiσ ≤ c0σ,
equation (7) ensues by noticing that λi > c1µi for some constant c1 and σ is negligible before
the other error terms.
Assume now that δi ≥ 2σ; examining the proof of Theorem 2, we have the existence of an
eigenvector ξ of B associated with λi such that
‖ξ − ui‖ ≤ 3σ‖ui‖
δi − σ .
Proposition 1 implies that the vector y = S∗DWx is a singular vector of the deformed laplacian
∆(λ) = I − A˜(λ) + D˜(λ). Notice that the matrix S∗D2WS is a diagonal matrix such that
[S∗D2WS]ii =
∑
j∼i
W 2ij ≤ 2ρ,
from which we have
‖y − S∗DWui‖ ≤
6σ
√
ρ‖ui‖
δi − σ .
We now follow the line of proof of Theorem 2; we first find
〈S∗DWui, ϕi〉 = µ−ℓi 〈Bℓχi,DW χˇi〉,
and combine it with (50) to obtain
|〈S∗DWui, ϕi〉 − µi| ≤ σ. (74)
Computing ‖S∗DWui‖ is trickier; we find
〈S∗DWui, S∗DWui〉 = µ−2ℓi 〈S∗DWBℓχi, S∗DWBℓχi〉
= µ−2ℓi 〈S∗DWBℓχi, T ∗JDWBℓχi〉
= µ−2ℓi 〈TS∗DWBℓχi, (B∗)ℓDW χˇi〉.
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Writing the coefficients of TS∗DW explicitly, we have
[TS∗DW ]ef =Wf
∑
i∈[n]
1{e2 = i}1{f1 = i} = Bef + [JDW ]ef ,
which yields
〈S∗DWui, S∗DWui〉 = µ−2ℓi
(
〈B2ℓ+1χi,DW χˇi〉+ 〈BℓDW χˇi, BℓDW χˇi〉
)
.
Those scalar products correspond to equations (50) and (52), respectively, and we thus get∣∣∣‖S∗DWui‖2 − µ2i (1 + Γ(ℓ)V,ii)∣∣∣ ≤ 2σ.
The hypothesis K1 = ρ1 allows us to approximate Γ
(ℓ)
V,ii efficiently:
Γ
(ℓ)
V,ii =
ℓ∑
t=0
〈1,Kt+1ϕi,i〉
µ2t+2i
=
ℓ∑
t=0
(
ρ
µ2i
)t+1
since ‖ϕi‖ = 1, and we have as in the proof of Theorem 2∣∣∣∣Γ(ℓ)V,ii − ρ/µ2i1− ρ/µ2i
∣∣∣∣ ≤ σ.
Gathering the previous bounds, we eventually arrive at∣∣∣∣‖S∗DWui‖2 − µ2i1− ρ/µ2i
∣∣∣∣ ≤ 3σ. (75)
The exact same computations imply that
‖ui‖2 ≤ d
1− ρ/µ2i
+ c5σ,
and thus noticing that µi ≥ √ρ∥∥∥∥ y‖y‖ − S
∗DWui
‖S∗DWui‖
∥∥∥∥ ≤ c6 σ
√
d
δi − σ .
Combining this error bound with (74) and (75), we find the following result:∣∣∣∣
〈
y
‖y‖ , ϕi
〉
−
√
1− ρ
µ2i
∣∣∣∣ ≤ c7 σ
√
d
δi − σ .
The final step is to use the Davis-Kahan theorem [35] as follows: there exists an eigenvector
ζ of A with associated eigenvalue νi, and such that
∥∥∥∥ζ − y‖y‖
∥∥∥∥ ≤ c8
(
4Lρ
λ2i
+
(
4L2
λ2i
+ ε
)
· ρλi
)
δi
.
This error term dominates all the other ones found above, hence the bound in Theorem 3.
The proof of Corollary 1 follows along the same lines; however, we have directly
A˜(λ) =
λA
λ2 − 1 and D˜(λ) =
d0
λ2 − 1I,
and thus the approximation bounds (72) and (73) become superfluous.
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A.3 Proof of Theorem 4
We first link the SBM setting to the one of Theorem 2. In the unweighted case, we have
Q = K = P , and the eigenvector equation P1 = α1 yields ρ = α. It is easy to check that
whenever n is large enough, the r0 defined in Theorem 4 satisfies the assumptions of Theorem 2,
with τ = 1/(αµ2r0) < 1. Equation (9) ensures that ‖ϕi‖∞ ≤ c/
√
n for some absolute constant
c > 0, therefore b = O(1). Finally, since τ−1 = αµr0 , we have
C0 ≤ cα log (n)25 and n0 ≤ exp(c log(d) log(log(n))).
An application of Theorem 2 thus directly yields the bound on the eigenvalues of B; regarding
the eigenvectors, notice that as in the proof of Theorem 3
‖ui‖2 = α
1− 1/(αµ2i )
+O(σ) and ‖Tϕi‖ = α+O(σ),
which gives
〈ξ, ξi〉 =
√
1− 1
αµ2i
+O(σ).
A.4 Proof of Theorem 5 and Proposition 2
Letting again Θ be the n × 2 group membership matrix, we find as in the proof of Theorem 4
that we have Q = ΘQ˜Θ∗ and K = ΘK˜Θ∗, with
Q˜ =
1
2
(
aEP[w] bEQ[w]
bEQ[w] aEP[w]
)
and K˜ =
1
2
(
aEP[w
2] bEQ[w
2]
bEQ[w
2] aEP[w
2]
)
.
This implies first that
ρ =
aEP[w
2] + bEQ[w
2]
2
,
and that the vector Θ
(
1
−1
)
is an eigenvector of Q associated with the eigenvalue
µ2 =
aEP[w]− bEQ[w]
2
.
All other hypotheses of Theorem 2 are easy to check, and we find that the announced results
hold as soon as µ22 > ρ ∨ L, or
(aEP[w
2] + bEQ[w
2]) ∨ L
(aEP[w]− bEQ[w])2
< 1.
Now, let us disregard for a moment the condition on L, and compute ρ:
ρ =
1
2
∫
L
(af(ℓ) + bg(ℓ))w(ℓ)2 dm(ℓ)
Define a scalar product on ℓ∞(L), the set of all bounded functions from L to R, as
〈h1, h2〉L =
∫
L
(af(ℓ) + bg(ℓ))h1(ℓ)h2(ℓ) dm(ℓ);
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then ρ = ‖w‖2L, and applying the Cauchy-Schwarz theorem
ρ ·
∥∥∥∥af − bgaf + bg
∥∥∥∥
2
L
≥
〈
w,
af − bg
af + bg
〉2
L
= µ22.
This implies that the signal-to-noise ratio µ22/ρ is maximized whenever
w(ℓ) =
af(ℓ)− bg(ℓ)
af(ℓ) + bg(ℓ)
,
and in this case
β =
µ22
ρ
=
1
2
∫
L
(af(ℓ)− bg(ℓ))2
af(ℓ) + bg(ℓ)
dm(ℓ)
In particular, we have µ2 = ρ = β, so β > 1 implies µ2 > 1. It remains to notice that w(ℓ) ≤ 1
for any ℓ, so the condition µ2 ≥ L is redundant as assumed.
B Proof of Lemma 8
Using characterization (39), we have
2 dTV(P1,P2) =
∑
S∈P(n)
|P1(S)− P2(S)|+ P2(S /∈ P(n)). (76)
We shall treat those two terms separately. First, notice that for S ∈ P(n), we have
P1(S) =
∏
i∈S
pi
∏
i/∈S
(1− pi) (77)
P2(S) =
e−λλ|S|
|S|! × |S|!
∏
i∈S
pi
λ
= e−λ
∏
i∈S
pi, (78)
and thus by summing over all sets S,
P2(S ∈ P(n)) = e−λ
n∏
i=1
(1 + pi).
Using the classical inequality log(1 + x) ≥ x− x2/2, we can bound the second member of (76)
as follows:
P2(S /∈ P(n)) = 1− e−λ
n∏
i=1
(1 + pi)
≤ 1− e−λeλ−α/2
≤ α/2.
On the other hand, using again (77) and (78), the first term reduces to
∑
S∈P(n)
|P1(S)− P2(S)| =
∑
S∈P(n)
∏
i∈S
pi
∣∣∣∣∣
∏
i/∈S
(1− pi)− e−λ
∣∣∣∣∣
≤
∑
S∈P(n)
∏
i∈S
pi
(∣∣∣∣∣e−λ −
n∏
i=1
(1− pi)
∣∣∣∣∣+
∣∣∣∣∣
∏
i/∈S
(1− pi)−
n∏
i=1
(1− pi)
∣∣∣∣∣
)
.
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Both absolute values above can be removed since the expressions inside are nonnegative;
further, for 0 ≤ p ≤ 1/2, we have log(1− x) ≥ −x− x2. Combining all those estimates, we find
∑
S∈P(n)
|P1(S)− P2(S)| ≤ e−λ(1− e−α)
∑
S∈P(n)
∏
i∈S
pi +
n∏
i=1
(1− pi)
∑
S∈P(n)
∏
i∈S
pi
(∏
i∈S
1
1− pi − 1
)
≤ αe−λ
n∏
i=1
(1 + pi) + e
−λ
(
n∏
i=1
(
1 +
pi
1− pi
)
−
n∏
i=1
(1 + pi)
)
≤ α+ e−λ exp
(
n∑
i=1
pi
1− pi
)
− e−α2 ,
where we again used the logarithm inequalities extensively. Finally, for 0 ≤ p ≤ 1/2, we have
p/(1− p) ≤ p+ 2p2, which allows us to finish the computation:
∑
S∈P(n)
|P1(S)− P2(S)| ≤ 3
2
α+ e2α − 1. (79)
Combining (79) with (76) easily implies the lemma.
C Computing functionals on trees
We prove in this section the martingale estimates of Proposition 5 and Proposition 6.
C.1 Study of compound Poisson processes
Many proofs in this section rely on computations of Poisson compound processes, i.e. Poisson
sums of random variables. For convenience, we gather them all in the following lemma:
Lemma 14. Let N be a Poi(d) random variable, and (Xi), (Yi), (Zi) three iid sequences of
random variables, independent from N , such that Xi and Yj (resp. Yi and Zj , or Zi and Xj)
are independent whenever i 6= j. Denote by A,B the random variables
A =
N∑
i=1
Xi and B =
N∑
i=1
Yi,
Then the following identities hold:
E[A] = dE[X], E[B] = dE[Y ], (80)
E[AB] = dE[XY ] + d2E[X]E[Y ] = dE[XY ] + E[A]E[B], (81)
E

 N∑
i=1
Zi

∑
j 6=i
Xj



 = dE[A]E[Z], (82)
E

 N∑
i=1
Zi

∑
j 6=i
Xj



∑
k 6=i
Yk



 = dE[AB]E[Z]. (83)
Although the first two identities are well-known, we provide a full proof of this lemma:
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Proof. The sequence (Xi) being independent from N , we immediately find that
E[A |N ] = NE[X],
from which eq. (80) is derived. We then write
AB =
(
N∑
i=1
Xi
)(
N∑
i=1
Yi
)
=
N∑
i=1
XiYi +
∑
i 6=j
XiYj ,
and using the independence property of (Xi)i and (Yi)i yields
E[AB |N ] = NE[XY ] +N(N − 1)E[X]E[Y ].
Since N is a Poisson random variable, E[N(N − 1)] = d2, hence (81).
We now move onto the third equation; rearranging terms gives
N∑
i=1
Zi

∑
j 6=i
Xj

 =∑
i 6=j
ZiXj ,
and therefore the conditional expectation given N is N(N − 1)E[X]E[Z]. Using again that
E[N(N − 1)] = d2 brings (82).
Similarly, we can rearrange
N∑
i=1
Zi

∑
j 6=i
Xj



∑
k 6=i
Yk

 =∑
j 6=i
XjYjZi +
∑
i 6=j 6=k
XiYjZj ,
and take conditional expectations on both sides to arrive at
E

 N∑
i=1
Zi

∑
j 6=i
Xj



∑
k 6=i
Yk


∣∣∣∣∣∣N

 = N(N − 1)E[XY ]E[Z] +N(N − 1)(N − 2)E[X]E[Y ]E[Z].
Again, the expected value of N(N − 1)(N − 2) is d3, and we finally find
E

 N∑
i=1
Zi

∑
j 6=i
Xj



∑
k 6=i
Yk



 = d2E[XY ]E[Z] + d3E[X]E[Y ]E[Z] = dE[AB]E[Z],
which ends the proof.
C.2 Decomposing the tree functionals
We now fix t ≥ 1, x ∈ [n] and two vectors ϕ,ϕ′ ∈ Rn for the rest of the section. Let N be
the number of children of the root of T , and (Tk, Ik)k≤N the subtrees at depth 1. We further
introduce the following first moment notations:
gϕ(t, x) = E[fϕ,t(Tx, x)] and hϕ,ϕ′(t, x) = E
[
fϕ,t(Tx, x)fϕ′,t(Tx, x)
]
.
We begin by a small elementary computation: let φ ∈ Rn be any vector. Then,
E[WxIkφ(Ik)] =
∑
y∈[n]
Pxy
dx
E[Wxy]φ(y) =
[Qφ](x)
dx
. (84)
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Now, by linearity, we have
fϕ,t(Tx, x) =
N∑
k=1
WxIkfϕ,t−1(Tk, Ik). (85)
By definition of the Galton-Watson tree, the random variables Xk = WxIkfϕ,t−1(Tk, Ik) and
Yk = WxIkfϕ′,t−1(Tk, Ik) satisfy the assumptions of Lemma 14. Furthermore, conditioning on
the value of Ik, we can compute EXk:
E[WxIkfϕ,t−1(Tk, Ik)] = E[WxIkgϕ(t− 1, Ik)]
=
[Qgϕ(t− 1, ·)](x)
dx
.
Applying (80), and from the definition of gϕ, we come to the following recurrence relation:
gϕ(t, x) = [Qg(t− 1, ·)](x).
Solving this recurrence is straightforward, and we find
gϕ(t, ·) = Qtgϕ(0, ·) = Qtϕ,
which implies (43).
Using now equation (81) from Lemma 14, we derive
hϕ,ϕ′(t, x) = dxE
[
W 2xIkhϕ,ϕ′(t− 1, Ik)
]
+ gϕ(t, x)gϕ′(t, x)
= [Khϕ,ϕ′(t, ·)](x) + gϕ(t, x)gϕ′(t, x),
(86)
from which we can solve for hϕ,ϕ′ :
hϕ,ϕ′(t, ·) = Khϕ,ϕ′(t− 1, ·) + (Qtϕ)⊙ (Qtϕ′)
=
t∑
s=0
Ks[(Qt−sϕ)⊙ (Qt−sϕ′)].
The eigenvector equations for ϕi and ϕj then imply (44).
Consider now the funtion Fi,t(Tx, x) = fϕi,t+1(Tx, x)− µifϕi,t(Tx, x), and its associated first
moment functions
G(t, x) = E[Fi,t(Tx, x)] and H(t, x) = E
[
Fi,t(Tx, x)
2
]
.
The linearity of fϕi,t implies that Fi,t also verifies equation (85), and therefore
G(t, ·) = QtG(0, ·) = 0
for all t ≥ 0. Equation (86) thus reduces to
H(t, ·) = KtH(0, ·)
= Kt
(
hϕi,ϕi(1, ·) − µ2iϕi,i
)
= Kt
(
µ2iϕ
i,i +Kϕi,i − µ2iϕi,i
)
= Kt+1ϕi,i,
which ends the proof.
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C.3 Edge functionals
Most of the handiwork needed to prove Proposition 6 was done in Lemma 14; indeed, in the
tree (Tx, x), the edge transformation on fϕ,t can be written as
~∂wfϕ,t(Tx, x) =
N∑
j=1
wIj
∑
k 6=j
WxIkfϕ,t−1(T (k), Ik).
We define accordingly the random variables
Xk =WxIkfϕ,t−1(T (k), Ik), Yk =WxIkfϕ′,t−1(T (k), Ik) and Zk = wIk ,
that verify the assumptions of Lemma 14. Computing E[Z] is straightforward:
E[Z] =
∑
y∈[n]
Pxy
dx
E[wy] = [Pw¯](x).
Hence, we can apply equation (82) to those variables, to deduce (46). Similarly, the product
transformation has the form
~∂w(fϕ,t · fϕ′,t)(Tx, x) =
N∑
j=1
wIj

∑
k 6=j
WxIkfϕ,t−1(T (k), Ik)



∑
k 6=j
WxIkfϕ′,t−1(T (k), Ik)

 ,
which using (83) implies (47). Finally, equation (48) is proved with the exact same technique,
considering Fi,t(Tx, x) instead of fϕ,t(Tx, x).
D Near eigenvectors: computations
We finish here the proof of Proposition 9. First, let
f(g, o) = 1(g,o)t+1 has no cycles ϕj(o)fϕ,t+1(g, o).
Then f is (t+ 1)-local, and we have
|f(g, o)| ≤ ‖ϕi‖∞‖ϕj‖∞
∣∣∂(g, o)t+1∣∣Lt+1
≤ b
2
n
|(g, o)|t+1Lt+1 := ψ(g, o).
On the other hand, the scalar product 〈Btχi,DW χˇj〉 can be written as
〈Btχi,DW χˇj〉 =
∑
e∈ ~E
Weϕj(e1)
∑
γ
t∏
s=1
Wγsγs+1ϕi(γt+1)
=
∑
e∈ ~E
ϕj(e1)
∑
γ
t∏
s=0
Wγsγs+1ϕi(γt+1),
where the sum ranges over all non-backtracking paths γ = (γ0, . . . , γt+1) such that (γ0, γ1) = e.
It follows that ∣∣∣∣∣〈Btχi,DW χˇj〉 −
∑
v∈V
f(G, v)
∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
e:e1 /∈Vt+1
[Btχi](e)[DW χˇj ](e)
∣∣∣∣∣∣
≤ 2|Vt+1|max
v
ψ(G, v),
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using the tangle-free property as before. This time, the results from Subsection 7.2 yield
max
v
ψ(G, v) ≤ c1 b
2 log (n)2dt+1Lt+1
n
and ‖ψ‖⋆ ≤
c1 b
2 log (n)3dt+1Lt+1
n
,
and the expected value on the tree is∑
x∈[n]
E[f(Tx, x)] =
∑
x
ϕj(x)µ
t+1
i ϕi(x) = µ
t+1
i δij .
Concluding,
∣∣〈Btχi,DW χˇj〉 − µt+1i δij∣∣ ≤ c2 b2 log (n)4d2t+3Lt+1n + c3 rb
2 log (n)6d2t+3Lt+1√
n
≤ c4 rb
2d3L log (n)6d2tLt√
n
,
which proves (50).
Now, let
f(g, o) = 1(g,o)t has no cycles
~∂1[fϕi,t · fϕj ,t](g, o).
Again, f is t-local, and we have
|f(g, o)| ≤ ‖ϕi‖∞‖ϕj‖∞ deg(o) |∂(g, o)t|2 L2t
≤ b
2
n
deg(o) |(g, o)t|2 L2t := ψ(g, o)
By definition of the ~∂ operator, we have, for v ∈ V ,
f(g, v) =
∑
e:e2=v
[Btχi](e)[B
tχj](e).
Hence, ∣∣∣∣∣〈Btχi, Btχj〉 −
∑
v∈V
f(G, v)
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
e:e2/∈Vt
[Btχi](e)[B
tχj](e)
∣∣∣∣∣∣
≤ 2|Vt|max
v
ψ(G, v),
using the tangle-free property as before. This time, the results from Subsection 7.2 yield
max
v
ψ(G, v) ≤ c5 b
2 log (n)3d2t+1L2t
n
and ‖ψ‖⋆ ≤
c5 b
2 log (n)4d2t+1L2t
n
,
and we can compute the expected value on the tree:
∑
x∈[n]
E[f(Tx, x)] =
∑
x
[P1](x)µtiµ
t
j
t∑
s=0
[Ksϕi,j](x)
(µiµj)
s
= (µiµj)
t
t∑
s=0
〈P1,Ksϕi,j〉
(µiµj)
s
= (µiµj)
tΓ
(t)
U,ij.
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Gathering those estimates, we find
∣∣∣〈Btχi, Btχj〉 − (µiµj)tΓ(t)Unij∣∣∣ ≤ c6 b2 log (n)5d3t+2L2tn + c7 rb
2 log (n)7d3t+2L2t√
n
≤ c8 rb
2d2 log (n)7d3tL2t√
n
,
which proves (51).
Next is (52); we first notice that the parity-time equation (2) implies that
〈(B∗)tDW χˇi, (B∗)tDW χˇj〉 = 〈DWBtχi,DWBtχj〉.
Similarly to the previous computation, we therefore let wo = (W
2
1o, . . . ,W
2
no), and
f(g, o) = 1(g,o)t has no cycles
~∂wo[fϕi,tfϕj ,t](g, o).
We have similarly
|f(g, o)| ≤ b
2
n
|(g, o)t|2L2t+2 := ψ(g, o),
Now,
max
v
ψ(G, v) ≤ c9 b
2 log (n)2d2tL2t+2
n
and ‖ψ‖⋆ ≤
c10 b
2 log (n)3d2tL2t+2
n
,
and as above
∑
x∈[n]
E[f(Tx, x)] =
∑
x
[Pwx](x)µ
t
iµ
t
j
t∑
s=0
[Ksϕi,j ](x)
(µiµj)
s
=
∑
x
[K1](x)µtiµ
t
j
t∑
s=0
[Ksϕi,j ](x)
(µiµj)
s
= Γ
(t)
V,ij.
Equation (52) is then derived as we did earlier.
Our final inequality to prove is (53); we consider now the function
Ft(g, o) = 1(g,o)t+1 has no cycles
~∂1[F
2
i,t](g, o)
For all t ≥ 0, the function Ft is t+ 1-local, and
|Ft(g, o)| ≤ deg(o)
(
2‖ϕi‖∞
∣∣(g, o)t+1∣∣)2L2t
≤ 4 deg(o)b
2
n
∣∣(g, o)t+1∣∣2 L2t := ψt(g, o).
Whenever v /∈ Vt,
Ft(G, v) =
∑
e:e2=v
(
[Bt+1χi](v) − µi[Btχi](v)
)2
The same computations as in the other equations then imply that∣∣∣∣∣∣
∥∥Bt+1χi − µiBtχi∥∥2 − ∑
x∈[x]
Ft(G, v)
∣∣∣∣∣∣ ≤ 2|Vt|maxv ψ(G, v),
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and
max
v
ψ(G, v) ≤ c5 b
2 log (n)3d2t+1L2t
n
and ‖ψ‖⋆ ≤
c5 b
2 log (n)4d2t+1L2t
n
.
Furthermore,∑
x∈[n]
E[Ft(Tx, x)] =
∑
x∈[n]
[P1](x)[Kt+1ϕi,i](x) = 〈P1,Kt+1ϕi,i〉,
and we can apply Lemma 3 to find∣∣∣∣∣∣
∑
x∈[n]
E[Ft(Tx, x)]
∣∣∣∣∣∣ ≤ rd3L2ρt+1.
Concluding as above,
∥∥Bt+1χi − µiBtχi∥∥2 ≤ rd3L2ρt+1 + c11 b2 log (n)5d3t+3L2t
n
+
c12 rb
2 log (n)7d3t+3L2t√
n
≤ rd3L2ρt+1 + c13rb
2d3 log (n)7d3tL2t√
n
.
E Proofs for Theorem 10
E.1 Proof of (21)-(23)
We shall make use of the following classical bound: for a r0 × r0 matrix M , we have
‖M‖ ≤ r0‖M‖∞. (87)
First, the (i, j) entry of matrix U∗U is 〈ui, uj〉, and using (51) we find
|〈ui, uj〉 − Γ(ℓ)U,ij| ≤
c rb2d2 log (n)7d3ℓL2ℓ
(µiµj)
ℓ√n .
Since i, j ≤ r0, we have µiµj ≥ ρ ≥ 1/d from condition (4) and inequality (27). Plugging this
inequality into the one above yields
|〈ui, uj〉 − Γ(ℓ)ij | ≤
c rb2d2 log (n)7(d4L2)
ℓ
√
n
.
By definition of ω and ℓ, the three following inequalities hold simultaneously:
(d4L2)
ℓ ≤ n1/4, (d4L)ℓ ≤ √n and
(
d4L2
ρ
)ℓ
≤ (d5L2)ℓ ≤ √n.
Via (87), these imply, respectively, that ‖U∗U − Γ(ℓ)U ‖ is less than Cn−1/4, CLℓ and Cρℓ, the
desired result. The derivation of (22) is identical, the bound from Proposition 9 being essentially
the same for both cases.
We now move onto the proof of (23); we write the scalar product 〈Bℓχi, (B∗)ℓDW χˇj〉 as
〈B2ℓχi,DW χˇj〉 and use (50) to find
|〈ui, vj〉 − δij | ≤ c rb
2d3L log (n)6d4ℓL2ℓ
µ2ℓ+1i
√
n
≤ c rb
2d7/2L log (n)6d5ℓL2ℓ√
n
.
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The bounds we now need are
(d5L2)
ℓ ≤ n1/4, (d5L) ≤ √n and (d6L2)ℓ ≤ √n,
which are true by choice of ω and ℓ, and we conclude as above.
E.2 Bounding ‖Bℓ‖: proof of (26)
Let w be any unit vector in R
~E, and assume that we are in the event described in Proposition 3.
Then
‖Btw‖2 =
∑
e∈ ~E

 ∑
(e0,...,et)∈P(e,t)
t−1∏
i=0
Weiei+1w(et)


2
≤ L2ℓ
∑
e∈ ~E
|P(e, t)|
∑
(e0 ,...,et)∈P(e,t)
w(et)
2.
by the Cauchy-Schwarz inequality. Under the good event from Proposition 3, we have
|P(e, t)| ≤ 2|(G, e)t| ≤ c1 log(n)dℓ.
Additionally, note that the factor w(et)
2 appears for each path of length t ending at et, or
equivalently (reversing edge orientation) for each path in P(e−1t , t). Hence,
‖Btw‖2 ≤ c1 log(n)dℓL2ℓ
∑
e∈ ~E
w(e)2|P(e−1, t)|
≤ c2 log (n)2d2ℓL2ℓ,
and the definition of ℓ ensures (generously) that d2ℓ <
√
n.
E.3 Proof of Lemma 10
Note first that for all t ≥ 0, the parity-time equation (2) allows the simplification
〈(B∗)tDWχi, w〉 = 〈Btχi,DW Jw〉.
and we have ‖DWJw‖ ≤ L. Further, the assumption w ∈ H⊥ implies
µ−ti 〈(B∗)tDWχi, w〉 = µ−ti 〈(B∗)tDWχi, w〉 − µ−ℓi 〈(B∗)ℓDWχi, w〉;
combining the two above arguments and using a telescopic sum as in the proof of (24) gives
∣∣µ−ti 〈(B∗)tDWχi, w〉∣∣ =
∣∣∣∣∣
ℓ−1∑
s=t
µ−si 〈Bsχi,DWJw〉 − µ−(s+1)i 〈Bs+1χi,DWJw〉
∣∣∣∣∣
≤
ℓ−1∑
s=t
µ
−(s+1)
i
∣∣〈Bs+1χi,DW Jw〉 − µi〈Bsχi,DW Jw〉∣∣
≤ L
ℓ−1∑
s=t
µ
−(s+1)
i ‖Bs+1χi − µiBsχi‖,
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where we used the Cauchy-Schwarz inequality at the last line. Now, we can apply equation (53):
‖Bs+1χi − µiBsχi‖2 ≤ rd3L2ρs+1 + crb
2d3 log (n)7d3sL2s√
n
,
and still following the proof of (24) we find
‖Bs+1χi − µiBsχi‖ ≤
√
rd3/2Lρ
s+1
2 +
c2bd
3/2 log (n)7/2d3s/2Ls
n1/4
.
Summing these inequalities (and using ℓ ≤ c3 log(n)) yields
∣∣〈(B∗)tDW χˇi, w〉∣∣ ≤ √rd3/2L2µti ℓ−1∑
s=t
(√
ρ
µi
)s+1
+ µ−ℓi
c4bd
3/2 log (n)9/2d3ℓ/2Lℓ
n1/4
.
Since i ≤ r0, we have µi > √ρ. As a result, all terms in the sum are bounded by the one for
s = t− 1, and µ−ℓi ≤ dℓ/2. We finally get
∣∣〈(B∗)tDW χˇi, w〉∣∣ ≤ √rd3/2L2ρt/2 + c4 bd3/2 log (n)9/2d2ℓLℓ
n1/4
,
as desired.
F Norm bounds: additional proofs
F.1 Bound (60) on ‖MBk‖
Since ‖M‖ is of order 1, we notice that (60) improves by a factor of √n on the crude bound
‖KBk‖ ≤ ‖K‖‖Bk‖. We use the same trace method as above; we have
‖MBk−2‖2m ≤ tr
[(
MBk−2(B∗)k−2M∗
)m]
≤
(
d
n
)2m ∑
γ∈Wk,m
m∏
i=1
Xγ2i−1,1γ2i−1,2
k∏
s=3
Aγ2i−1,s−1γ2i−1,s
k−2∏
s=1
Aγ2i,s−1γ2i,sXγ2i,k−2γ2i,k−1
whereWk,m is the set of sequences of paths defined just below equation (64). The set of edges of
the form (γ2i−1,0, γ2i−1,1) or (γ2i,k−1, γ2i,k), which support no random variable, has cardinality
at most m by the boundary conditions, hence the bound for any γ ∈Wk,m:
m∏
i=1
Xγ2i−1,1γ2i−1,2
k∏
s=3
Aγ2i−1,s−1γ2i−1,s
k−2∏
s=1
Aγ2i,s−1γ2i,sXγ2i,k−2γ2i,k−1 ≤
(
d
n
)eγ−m
L2(k−2)m.
Using bound (66) on Wk,m(v, e) and the fact that each equivalence class contains at most nv
elements, we get
‖MBk−2‖2m ≤
(
d
n
)m 2km∑
e=1
e+1∑
v=1
k2m(2km)6m(e−v+1)nv
(
d
n
)e
L2(k−2)m
≤ n−md5mL2kmk2m
2km∑
e=1
e+1∑
v=1
(2km)6m(e−v+1)denv−e
≤ n−m+1d5mL2kmk2m(2km)d2km
∞∑
g=0
(
(2km)6m
n
)g
. (88)
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The choice of parameter
m =
⌈
log(n)
12 log(log(n))
⌉
ensures that the infinite sum in (88) converges for n larger than an absolute constant, which
yields (60).
F.2 Bound (61) on ‖∆(t−1)M˜Bk−t−1‖
First, notice that M
(2)
ef is equal to (TQT
∗)ef except when 1{e 2−→ f} = 0, which happens only
when e = f , e→ f , e→ f−1 of f−1 → e. Therefore, we can write
|Lef | ≤ d
n
(M˜1 + M˜2 + M˜3 + M˜4),
where each entry of the matrix Mi is one whenever the i-th condition mentioned above is true.
Then, for each i we can write
‖∆(t−1)M˜iBk−t−1‖ ≤ ‖∆(t−1)‖‖M˜iBk−t−1‖,
and a straightforward adaptation of the proof of bound (60) gives
d
n
‖M˜iBk−t−1‖ ≤ cd
7/2L ln (n)7dk−tLk−t√
n
.
Combining the above bound with (59) easily implies (61).
F.3 Bound (62) on R
(ℓ)
t
The proof of (62) is very similar to those above, as well as the one in [12]; we only highlight
the main differences. Let t ≥ 1 (the case t = 0 is almost identical), and k ≤ log(n). The same
trace argument gives
‖R(k−1)t ‖2m ≤ tr
[(
R
(k−1)
t R
(k−1)∗
t
)m]
=
∑
γ∈Tk,m,t
2m∏
i=1
Xγi,0γi,1
t∏
s=2
Aγi,s−1γi,sQγi,t,γi,t+1
k∏
s=t+2
Aγi,s−1γi,s ,
where Tk,m,t is the set of sequences of paths (γ1, . . . , γ2m) such that for all i, γ
1
i = (γi,0, . . . , γi,t)
and γ2i = (γi,t+1, . . . , γi,k) are tangle-free and γi is tangled, with similar boundary conditions as
in (65).
We define Gγ as the union of the Gγzi for z ∈ [2m], j ∈ {1, 2}. Since we remove an edge to
each path, Gγ need not be connected; however, since γi is tangled, each connected component
in Gγi contains a cycle, and the same holds for G. It follows that
vγ ≤ eγ
for all γ ∈ Tk,m,t. As before, we define the equivalence relation ∼ and Tk,m,t(v, e) the set of
equivalence classes with vγ = v and eγ = e. Then, the following lemma from [12] holds:
Lemma 15. Let v, e be any integers such that v ≤ e. Then
|Tk,m,t(v, e)| ≤ (4km)12m(e−v+1)+8m.
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As for bounding the contribution of a single path, the computations already performed in
bounding (59) work similarly:
2m∏
i=1
Xγi,0γi,1
t∏
s=2
Aγi,s−1γi,sQγi,t,γi,t+1
k∏
s=t+2
Aγi,s−1γi,s ≤
(a
n
)eγ+2m(
1 +
d
n
)2km
d2mL2km,
using Qij ≤ dL/n for all i, j. Finally, for [γ] ∈ Tk,m,t(v, e), there are at most nv sequences γ′
such that γ′ ∼ γ. This yields
E
[
‖R(k−1)t ‖2m
]
≤ c2m1 d2mL2km
(
d
n
)2m
(4km)20m
2km∑
e=1
(4km)12m(e−v)
e∑
v=1
denv−e
≤ c2m2 d4mL2kmn−2m log (n)40m(2km)d2km
∞∑
g=0
(
(4km)12m
n
)g
,
using preemptively the bound m ≤ log(n) and the change of variables g = e − v. This time,
choosing
m =
⌈
log(n)
24 log(log(n))
⌉
yields a convergent sum, and (62) follows.
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