Abstract. We define sliding functors, which are exact endofunctors of the category of multi-graded modules over a polynomial ring. They preserve several invariants of modules, especially the (usual) depth and Stanley depth. In a similar way, we can also define the polarization functor. While this idea has appeared in papers of Bruns-Herzog and Sbarra, we give slightly different approach. Keeping these functors in mind, we treat simplicial spheres of Bier-Murai type.
Introduction
Let S := k[x 1 , . . . , x n ] be a polynomial ring over a field k, and let mod Z n S denote the category of Z n -graded finitely generated S-modules. For i ∈ [n] := {1, . . . , n} and j ∈ Z, we define the sliding functors (−) ⊳ i,j and (−) ⊲ i,j , which are exact endofunctors of mod Z n S with S(−a) ⊳ i,j = S(−a ′ ) and S(−a) ⊲ i,j = S(−a ′′ ). Here, a k = a for M ∈ mod Z n S. Hence these functors also preserve the sequentially CohenMacaulay property and Serre's condition (S r ). The Stanley depth of M ∈ mod Z n S, which is denoted by sdepth S M, is a combinatorial invariant. It is conjectured that the inequality sdepth S M ≥ depth S M holds for all M (Stanley's conjecture). In Theorem 3.2, we will show that sdepth S M = sdepth S M ⊳ i,j = sdepth S M ⊲ i,j .
Hence Stanley's conjecture holds for M if and only if it holds for M ⊳ i,j (or M ⊲ i,j ). It means that the conjecture holds for all monomial ideal if it holds for any monomial ideal I satisfying the following condition: ( * ) Let x a 1 , . . . , x ar be the minimal generators of I. For each i ∈ [n], there is a positive integer b i such that { (a l ) i | 1 ≤ l ≤ r } is { 1, 2, . . . , b i } or { 0, 1, . . . , b i } (i.e., the degrees of minimal generators are "consecutive").
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Similarly, we can also reduce the problem to the case { (a l ) i | 1 ≤ l ≤ r } are arbitrary "sparse".
Set 1 = (1, . . . , 1) ∈ N n . For a ∈ N n with a 1, Miller ( [7] ) introduced the notion of positively a-determined S-modules. They form the category mod a S, which is a full subcategory of mod Z n S. For a monomial ideal I minimally generated by x b 1 , . . . , x br , we have I ∈ mod a S if and only if S/I ∈ mod a S if and only if b i a for all i. A positively 1-determined module is called a squarefree module. We denote the category of squarefree S-modules by Sq S. A squarefree monomial ideal I and its quotient ring S/I (i.e., a Stanley-Reisner ring) are squarefree modules.
Set
Polarization is a classical technique constructing a squarefree monomial ideal pol a (I) ⊂ S from a positively a determined monomial ideal I ⊂ S. Extending this idea, we can define the functor pol a : mod a S → Sq S. The (essentially) same construction has already appeared in Bruns-Herzog [4] and Sbarra [11] , but a new feature of the present paper is the "reversed copy" pol a of pol a . Here
(By abuse of notation, we identify a principal ideal with its generator in the above equations.) We have Ext
This result corresponds to [11, Corollary 4.10] . However the pair pol a and pol a is only implicit in [11] , since a different convention is used there. This pair appears in a recent work of Murai [9] , which we will discuss in §5.
Let I ⊂ S be a squarefree monomial ideal (i.e., the Stanley-Reisner ideal of a simplicial complex ∆), and set
. In [4] , Bruns and Herzog considered the squarefree monomial ideal I ′ ⊂ S ′ given by replacing x i (appearing in the minimal generators of I) by x i · x ′ i . In our context, I ′ = pol 1+e i (I ⊳ i,1 ). They called this operation (more precisely, the corresponding operation on ∆) the 1-vertex inflation. In literature, the term "an inflation of a simplicial complex" is sometime used in another meaning. So the reader should be careful.
From a positively a-determined monomial ideal I of S, Murai [9] constructed the squarefree monomial ideal
, which is the Stanley-Reisner ideal of a simplicial sphere BM a (I) of dimension −2 + n i=1 a i . If I itself is squarefree, this construction is due to T. Bier (unpublished). Hence, we call simplicial complexes of the form BM a (I) Bier-Murai spheres. In Theorem 5.3, we show that the class of Bier-Murai spheres is closed under 1-vertex inflations.
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Sliding functors
We introduce the convention on Z n used throughout the paper. The i th coordinate of a ∈ Z n is denote by a i (i.e., we change the font). However, for a vector represented by several letters, such as a j ∈ Z n , we denote its i th coordinate by (a j ) i . For i ∈ [n] := {1, . . . , n}, e i denotes the i th unit vector of Z n , that is,
Clearly, S is a Z n -graded ring with S = a∈N n kx a . Let mod Z n S be the category of finitely generated Z n -graded S-modules and their degree preserving S-homomorphisms. For M ∈ mod Z n S and a ∈ Z n , M(a) denotes the shifted module with M(a) b = M a+b , as usual. We say
th Betti number of M. We also treat "coarser" Betti numbers β i,j (M) and β i (M) (note that M ∈ mod Z n S has the natural Z-grading).
From an order preserving map q : Z n → Z n and M ∈ mod Z n S, Brun and Fløystad [3] constructed the new module q
. Clearly, this construction gives the functor q * : mod Z n S → mod Z n S. By [3, Lemma 2.4], this is an exact functor.
Let i ∈ [n] and j ∈ Z. Define the order preserving map σ i,j :
We denote the functor (σ i,j )
If there is no danger of confusion, we simply denote σ i,j and τ i,j by σ and τ respectively. Note that
. . , x ar ) be a monomial ideal. If j < 0, then (S/I) ⊳ i,j ∼ = (S/I)(−e i ). So, when we treat (S/I) ⊳ i,j or I ⊳ i,j , we assume that j > 0. Since and
Remark 2.1. In [10] , Okazaki and the author constructed the functor (−) ⊳b : mod N n S → mod N n S for b ∈ N n . (In the context there, the restriction to mod N n S is essential. However, we can ignore this now.) It is easy to see that (−)
Hence the equations on the Betti numbers and depths hold.
Recall that an associated prime of a Z n -graded module is always a monomial ideal. Assume that p ∈ Ass M ⊳ i,j . Then we can take a homogeneous element y ∈ (M ⊳ i,j ) a with ann(y) = p. It is easy to see that the element y ′ ∈ M σ(a) corresponding to y satisfies ann(y ′ ) = p. Hence p ∈ Ass M. Conversely, assume that p ∈ Ass M and ann(y) = p for y ∈ M a . If either
corresponding to y satisfies ann(ẏ) = p. So let us consider the case x i ∈ p and a i = j − 1. Then τ (a) = a and (
The following is an immediate consequence of the above proposition.
M is Cohen-Macaulay, if and only if so is
M ⊳ i,j .
For a monomial ideal I, S/I is Gorenstein if and only if so is S/I
Remark 2.4. It is easy to see that
In this sense, (−) ⊲ i,j is "parallel" to (−) ⊳ i,j . Hence Proposition 2.2 and the first assertion of Corollary 2.3 also hold for
in the natural way. The same is true for (−) ⊲ i,j . We denote the exact functor RHom S (−, S) :
Theorem 2.5. We have natural isomorphisms
In particular, we have
, we can take its minimal free resolution
n .) Considering the relation among the matrices representing the differential maps C
and
The remaining statements are clear now.
Let M be a finitely generated S-module. We say M is sequentially CohenMacaulay if Ext Recall that we say a quotient ring R := S/I satisfies Serre's condition (S r ) if depth R p ≥ min{ r, dim R p } for all prime ideal p of R. If R satisfies (S 2 ), then all associated primes of I have the same codimension in S. Hence, for r ≥ 2, R satisfies (S r ) if and only if dim S Ext n−i S (R, S) ≤ i − r for all i < dim R. Here the dimension of the 0 module is −∞. 
Sliding functors and Stanley depth
For a subset Z ⊂ {x 1 , . . . , x n }, k[Z] denotes the subalgebra of S generated by all This invariant behaves somewhat strangely. For example, contrary to the usual depth, no relation between the Stanley depth of a monomial ideal I and that of the quotient S/I is known.
The following conjecture, which is widely open even for monomial ideals I and the quotients S/I, is a leading problem of this subject. See [1, 2, 6] for further information (especially, known results mentioned below).
Conjecture 3.1 (Stanley).
For any M ∈ mod Z n S, we have
The following is the main result of this section. 
Hence Stanley's conjecture holds for M if and only if it holds for
For each 1 ≤ l ≤ r, let m We may assume that Unfortunately (?), many classes of monomial ideals for which Stanley's conjecture has been proved are closed under the operation (−) 
Corollary 3.3. If Stanley's conjecture holds for all monomial ideals satisfying the condition ( * ), then the conjecture holds for arbitrary monomial ideals. The same is true for the quotient rings by monomial ideals.
Proof. Let J be a monomial ideal minimally generated by x b 1 , . . . , x br . If the variable x 1 divides none of x b 1 , . . . , x br , then we can reduce the problem to the ideal J ∩ k[x 2 , . . . , x n ] of k[x 2 , . . . , x n ]. So we may assume that each x i divides at least one of x b 1 , . . . , x br . Then there is a monomial ideal I satisfying ( * ) from which J can be produced by the iterated applications of the functor (−) ⊳ i,j .
Polarization functor
In the rest of the paper, we fix a ∈ N n such that a i ≥ 1 for all i.
Definition 4.1 (Miller [7] ). Let a ∈ Z n . We say M ∈ mod N n S is positively adetermined, if the multiplication map M b ∋ y −→ x i y ∈ M b+e i is bijective for all b ∈ N n and i ∈ [n] with b i ≥ a i . Let mod a S denote the full subcategory of mod N n S consisting of positively a-determined modules.
Set 1 := (1, . . . , 1) ∈ N n . A positively 1-determined module is called a squarefree module, and we denote mod 1 S by Sq S.
The category mod a S is an abelian category with enough projectives. An indecomposable projective is S(−b) for some b ∈ N n with b a. If M ∈ mod a S, then M ⊳ i,j ∈ mod a+e i S.
For a ∈ N n , set |a| := n i=1 a i and let S be the polynomial ring 
-graded ring in the natural way. Define the order preserving map η :
For M ∈ mod a S, we can construct a new module η
. It is easy to show that η * (M) ∈ Sq S. Hence η * gives a functor mod a S → Sq S, which is exact by an argument similar to [ 
Proof. Let F • be a Z n -graded minimal free resolution of M. Note that any indecomposable summand of Next we construct the "reversed" version of pol a . Define the map ι :
As η : N
[a] → N n gave the functor pol a , the map ι : N [a] → N n defines the functor pol a : mod a S → Sq S. For b ∈ N n with b a, we take b ∈ S so that
Then we have pol a (S(−b)) ∼ = S(− b). Clearly, pol a is the same thing as pol a modulo suitable exchange of variables of S. Hence Lemma 4.2 also holds for pol a . Moreover, Θ ⊂ S of (4.1) also forms a pol a (M)-regular sequence, and pol 
where e ∈ N [a] is the unit vector corresponding to y 1 . Clearly, this is not isomorphic to neither pol a ((S/(x 2 , y)) nor pol a ((S/(x 2 , y)), even if we forget the grading.
is the vector whose coordinate are all 1. Note that the exact functors pol a and pol a can be extended to the functors 
]). We have a natural isomorphism
In particular,
Proof. We will prove the assertion by a similar way to Theorem 2.5. It suffices to − b) ). However,
holds. In fact, for all i, j, we have
It is easy to see that these isomorphisms induce an isomorphism of the complexes. The arithmetic degree adeg S (M) of a finitely generated S-module M is the "degree" reflecting the contribution of all associated primes of M (the usual degree deg(M) only concerns minimal primes p of M with dim S/p = dim M). In [13, Proposition 1.11], it is shown that
where
Corollary 4.6 (c.f. Frübis-Kruger and Terai [5] ). For M ∈ mod a S, we have
Proof. The assertion follows from Lemma 4.2 and Theorem 4.4.
When M = S/I for a monomial ideal I, Corollary 4.6 has been given by Frübis-Kruger and Terai [5] . Our proof also works for the homological degree hdeg S (M) of M, which is defined by the iterated use of the operation Ext i S (−, S) (see [13] for detail). Hence the following equation holds;
Remark 4.7. (1) As mentioned before, Bruns and Herzog [4] gave the same construction as pol a : mod a S → Sq S, but they did not recognize it as a functor. On the other hand, Sbarra [11] treated a polarization as a functor. However he used the convention something like pol ±e i : mod
. Roughly speaking, his functor is similar to our pol a (resp. pol a ) in the positive (resp. negative) degree parts. Hence he did not need the pair pol a and pol a , while [11, Corollary 4.10] corresponds to our Theorem 4.4.
(2) For a monomial ideal I ⊂ S, we say a squarefree monomial ideal The author was told generalized polarizations of the above type by G. Fløystad.
Relation to Bier-Murai sphere
For i ∈ [n], set by Infl i . 
For a monomial ideal I ⊂ S with I ∈ mod a S, I ∨a := A a (S/I) ∈ mod a S can be regarded as a monomial ideal of S. In fact, we have 
Throughout this paragraph, we assume that
b is a minimal generator of I ∨a if and only if it is also a minimal generator of (I ⊳ i,j ) ∨a+e i . Since τ i,a i +2−j (b) = b in this case, the assertion holds. In the rest of this proof, we assume that b i = a i + 1 − j. It is easy to see that x b is a minimal generator of I ∨a if and only if x τ i,a i +1−j (b) is a minimal generator of (I ⊳ i,j ) ∨a+e i . Since we have τ i,a i +1−j (b) = τ i,a i +2−j (b) now, we are done.
In the rest of the paper, set
For a positively adetermined monomial ideal I ⊂ S, consider the squarefree monomial ideal
of S. Let BM a (I) be the simplicial complex whose Stanley-Reisner ring is S/ BM a (I). Murai [9] showed that the geometric realization of BM a (I) is homeomorphic to a sphere of dimension |a| − 2.
and an integer j with 1 ≤ j ≤ a i + 1, we have For a squarefree monomial x b ∈ S, set
Note that ψ is not a ring homomorphism, just a map from the set of squarefree monomials of S to that of S. Clearly, we have Combining the above facts, we get
is a minimal generator of BM a (I) ).
On the other hand, ψ induces the inflation at x i,j . So we are done.
By a similar argument as Corollary 3.3, we can prove the following. This time, we can not ignore the case there is a variable x i which divides none of the minimal generators of a monomial ideal. of k[x 1 , x 2 , y 1 , y 2 , z 1 , z 2 , w 1 , w 2 ]. Set I ′ := I ⊳ 1,1 = (x 2 yz, x 2 w, yw). Then easy calculation shows that I ∨1+e 1 = (xy, xw, yw, zw) (= I ∨1 ). Hence BM 1+e 1 (I ′ ) is the ideal (x 1 x 2 y 1 z 1 , x 1 x 2 w 1 , y 1 w 1 , x 3 y 2 , x 3 w 2 , y 2 w 2 , z 2 w 2 , x 1 x 2 x 3 , y 1 y 2 , z 1 z 2 , w 1 w 2 ), which is clearly equivalent to Infl (1,1) (BM 1 (I)). Next consider Infl (1, 2) : mod Z n S → mod Z n S. While Infl (1,2) (I) = I = (xyz, xw, yw), its Alexander dual with respect to 1 + e 1 is (x 2 y, x 2 w, yw, zw). Hence BM 1+e 1 (Infl 1,2 (I)) is the ideal (x 1 y 1 z 1 , x 1 w 1 , y 1 w 1 , x 2 x 3 y 2 , x 2 x 3 w 2 , y 2 w 2 , z 2 w 2 , x 1 x 2 x 3 , y 1 y 2 , z 1 z 2 , w 1 w 2 ), which coincides with Infl (1,2) (BM 1 (I)). In general, the following holds: Let I ⊂ S be a positively a-determined ideal. Through the variable exchange x i,j ←→ x i,a i +1−j , BM a (I) is equivalent to BM a (I ∨a ). In this context, Infl (i,j) (BM a (I)) corresponds to Infl (i,a i +2−j) (BM a (I ∨a )).
