Many recent studies have shown that behaviors and interaction logic for social robots can be learned automatically from natural examples of human-human interaction by machine learning algorithms, with minimal input from human designers [1] [2] [3] [4] . In this work, we exceed the capabilities of the previous approaches by giving the robot memory. In earlier work, the robot's actions were decided based only on a narrow temporal window of the current interaction context. However, human behaviors often depend on more temporally distant events in the interaction history. Thus, we raise the question of whether (and how) an automated behavior learning system can learn a memory representation of interaction history within a simulated camera shop scenario. An analysis of the types of memory-setting and memory-dependent actions that occur in the camera shop scenario is presented. Then, to create more examples of such actions for evaluating a shopkeeper robot behavior learning system, an interaction dataset is simulated. A Gated Recurrent Unit (GRU) neural network architecture is applied in the behavior learning system, which learns a memory representation for performing memory-dependent actions. In an offline evaluation, the GRU system significantly outperformed a without-memory baseline system at generating appropriate memory-dependent actions. Finally, an analysis of the GRU architecture's memory representation is presented.
INTRODUCTION
Researchers have recently explored the role of social robots in a variety of domains, including elder care [6, 7] , shop-keeping [1, 2, 4, 3, 55] , hotels [8] , education [9] , travel [10] , and as personal 24:2 M. Doering et al.
companions [11, 12] . As the capability of artificial intelligence increases, this trend is likely to continue. However, one of the greatest challenges to introducing social robots into new domains is the time-consuming, tedious nature of designing interaction behaviors for all the scenarios the robot may encounter.
In response to this challenge, previous works have proposed data-driven approaches for designing social robot behaviors automatically, with minimal input from a human designer, by imitation learning from examples of natural human-human interaction [1, 2, 4, 3, 10, 55] . While impressive, with these systems the robot is limited to responding to contextual information from within only a short temporal window of the overall interaction. But in reality, many interaction behaviors depend on remembering key information over longer time periods.
In general, humans are able to learn a great deal of information about their interaction partners through interaction, which helps them to adapt their behavior to improve the quality of interaction. The information that a person holds in memory about an interaction partner affects how they might explain concepts, describe events, or introduce the interaction partner to others. For example, consider the following interaction between a customer and a shopkeeper:
Shopkeeper: "What brings you to Osaka?" Customer: "I'm here for work. I often travel between Tokyo and Osaka." <. . . Later in the interaction, the Shopkeeper introduces a new camera. . . > Customer: "Do you have anything else available?" Shopkeeper: "Since you often travel, the Nikon would suit your needs. It's small and lightweight."
In this example, the shopkeeper is not merely reacting to what the customer said immediately before; he has remembered some information about the customer, which was stated earlier, and made a recommendation based on that memory. Whether or not a robot can learn a memory model of an interaction partner like this purely from example interaction data is an open question. In this work, we propose a data-driven technique that enables a robot to automatically remember such useful information and act on it during interaction with a human.
In our approach, we analyzed the presence of memory-setting and memory-dependent actions, like those in the above example, in a dataset of human-human interactions in a camera shop scenario. We discovered that there is a wide diversity of these actions, which occur in various patterns of dependence. Since each pattern appears only rarely, it would be difficult for a machine learning algorithm to learn an accurate representation of the shopkeeper's memory. Therefore, we simulated a larger number of interactions that contain memory-setting and memory-dependent actions, and subsequently used it to train and test our proposed learning system. The purpose of the proposed system is to learn the behaviors and interaction logic of the shopkeeper, including how to perform appropriate memory-dependent actions so the human shopkeeper can be replaced by a robot. It accomplishes this by using a recurrent neural network architecture with gated recurrent units, which we evaluated in an offline evaluation. Last, we present an analysis of how the neural network represents memories.
The research question we sought to answer with this work is whether it is possible to build a memory system for human-robot interaction in a data-driven way. To our knowledge, there have not been any previous data-driven, behavior-learning systems designed and evaluated for the purpose of modeling memories in human-robot interaction. The most similar work to our proposed method is context-sensitive recurrent neural architectures [13] [14] [15] . But, they have only been applied to unimodal interaction data (dialogs) without automatic speech recognition errors, which are common in HRI. Furthermore, we go a step further than training a testing a model (Section 6) by first analyzing the types of memory-dependent behaviors that occur in conversation that helps to resolve ambiguous customer questions. However, the topics modeled there are at a course level, and only the most recent topic is considered in deciding the android's action. However, our system can respond to specific actions that occur anywhere in the interaction history.
Admoni and Scassellati introduced a system that uses supervised learning with hand-labeled data to recognize and generate non-verbal behaviors for a robot tutor [33] . Leite et al. introduced a "semi-supervised learning" game-playing robot that could query workers via Amazon Mechanical Turk for new lines of dialog whenever it anticipated a novel situation [34] . These methods rely on hand annotated data or input from human designers, so they are not appropriate for rapid development of robot behaviors to new domains.
There also exist data-driven systems for designing behaviors for virtual humans. The "Restaurant Game" was a virtual restaurant in which two human players, playing the roles of customer and waiter, could navigate around the restaurant and interact via text and predefined actions [35, 36] . "Plan networks" were automatically extracted from the interaction data, enabling the automation of each character. The "Mars Escape" game used a similar approach and went a step further by embodying the learned behaviors in a real robot [37] [38] [39] . In contrast, data collected in the real, physical world, which is incorporated into our interaction simulation, has the additional challenge of sensor noise, which is absent in virtual worlds.
Data-driven Dialog Systems
Data-driven approaches are also popular for training dialog systems, where RNNs (and variations such as LSTM [28] and GRU [29] ) have become a common method for context-sensitive language generation [14, 15] . Tian et al. compared several neural network architectures that integrate dialog context for response generation and found that hierarchical sequence models with attention performed the best [40] . Furthermore, their results showed that models with context were able to generate longer, more meaningful, and diverse replies than models without.
In the recent Dialog Systems Technology Challenge, several methods were presented for autonomously learning dialog behaviors from unannotated interaction datasets of Twitter interactions and simulated restaurant recommendation interactions [41] . The most successful approaches used variants of RNNs with LSTM. Similarly, other RNN architectures for unsupervised, end-toend learning of context-sensitive conversational models demonstrated on Twitter data have been proposed [15] .
Our approach is inspired by the related works on data-driven dialog systems, but there are some differences. Their training and testing data are not multimodal and do not contain speech recognition errors, in contrast to our data. Furthermore, little analysis is offered of why LSTMs work so well in these related works, but we offer an analysis of memory in interaction that motivates our network architecture.
The FRAMES corpus consists of manually annotated dialog transcripts in the travel agent domain collected in a Wizard-of-Oz setting and was designed for "adding memory to goal-oriented dialog systems" [42] . Shultz et al. present a system trained on this dataset that can remember which travel options were discussed so the agent can aid the customer in comparing options [43] . In contrast, in our work, we propose a system that learns to remember useful information without manually annotated labels.
Janarthanam and Lemon presented a finite-state-based dialog system for setting up home broadband networks that learned to adapt to users with different levels of knowledge using reinforcement learning [44] . This is similar to our system in that it can remember customer information and use it to decide actions. However, in their work the user knowledge levels and system actions were manually predefined. In contrast, we present a system that automatically learns from interaction Fig. 1 . The camera shop setup contained three camera displays. Sensors on the ceiling were used for tracking human position, and smartphones carried by the participants were used to capture speech ).
data the set of system actions, the action policy, and which information is relevant for adapting to the user.
ANALYSIS OF HUMAN-HUMAN INTERACTION DATA 3.1 The Human-human Interaction Dataset
The human-human interaction dataset from Reference [3] was used to discover how memory was used in interaction and to inspire the design of an interaction simulator.
Scenario.
The scenario consisted of typical interactions in a camera shop domain. A camera shop environment was set up in an 8 m × 11 m experiment space containing a service counter and three camera models (a Canon EOS 5D Mark III, a Sony Alpha a6000, and a Nikon Coolpix S2800) in different locations, as shown in Figure 1 . Each interaction contained one shopkeeper participant and one customer participant.
Note, this camera shop scenario was intentionally simplified in comparison to a real camera shop interaction, which would contain many more than three cameras. In a real camera shop scenario there are numerous interaction patterns, and multiple examples of each pattern would be required for a system to learn appropriate robot behaviors. Therefore, it was necessary to constrain the interaction scenario to collect a sufficient quantity of data for training and testing the system. In the future it will be possible to passively collect large quantities of natural, human-human interaction data in the real world, but for now behavior learning systems must be trained and tested in simplified scenarios.
Sensors.
The participants' speech and position data was recorded automatically as they interacted with each other. A sensor network with a human position tracking system recorded the participants' location data [45] .
To collect speech data, participants were required to use a handheld smartphone with an attached head-mounted microphone connected to the Google Speech API. To start and stop recording their speech a participant could touch anywhere on the smartphone's screen and an audible cue would play. This setup enabled participants to speak and operate the smartphone without distraction.
Participants.
A total of 18 fluent English-speaking participants, with varied levels of knowledge about cameras, were recruited to play the role of the customer. To obtain a diverse set of behaviors, two different participants, with different interaction styles, were chosen to play the role of the shopkeeper.
Procedure.
The participants were encouraged to act naturally and to focus discussion on the features listed on camera spec. sheets (8 to 10 features per camera). Customer participants were encouraged to play with the cameras, browse the shop, or ask camera-related questions. The shopkeeper participants were instructed to wait at the service counter at the start of the interaction, be polite, and behave according to their role (e.g., greetings and farewells, letting the customer browse, answering questions, or introducing products when appropriate).
Summary of Collected Data.
In total, 405 interactions were collected, containing 4,966 turns. Moreover, the data contained 4,061 shopkeeper utterances and 4,115 customer utterances. Several natural variations of phrasing (e.g., backchannels such as, "okay" and "I see, and. . . ") and terminology are present in the dataset [3] . Therefore, we consider the behaviors in the dataset to be realistic.
The dataset contained many automatic speech recognition errors. Of 400 utterances from a dataset collected in the same environment and scenario, and using the same equipment and recording methods, 53% were correctly recognized, 30% had minor errors (e.g., "can it should video" instead of "can it shoot video"), and 17% were complete nonsense [1] . The presence of sensor errors is one of the challenges of data-driven HRI; therefore, these ASR errors remain in the datasets.
Analysis of Memory-dependent Actions
To discover how memories of events during interaction were used by the participants, we analyzed the actions in the human-human dataset.
Defining Memory-dependent and Memory-setting Actions.
Interactions in the dataset were discretized into sequences of alternating customer and shopkeeper actions [3] . Each action has a speech component (the participant's utterance) and a spatial state component (the participant's current location, movement departure location, movement arrival location, and a joint spatial formation-waiting, face-to-face, or present object). When exploring how memory was used in these interactions it helps to distinguish two special types of actions.
Some shopkeeper actions depend heavily on actions that occurred earlier in the interaction. A shopkeeper action that depends on an earlier action is called a memory-dependent action. The earlier action on which a memory-dependent action depends is called a memory-setting action. For example, if in the beginning of an interaction a customer states that they often travel, "I'm here for work. I often travel between Tokyo and Osaka" (a memory-setting action), then the shopkeeper should remember this. Then, later in the interaction the shopkeeper can make a recommendation, "Since you often travel, the Nikon would suit your needs. It's small and lightweight" (a memorydependent action). Throughout this work, we use the abbreviations mem-dep and mem-set for memory-dependent and memory-setting actions, respectively.
Types of Memory-dependent Actions.
We identified eight types of memory-dependent shopkeeper actions in the human-human dataset. These are shown in Table 1 . The leftmost column of Table 1 contains the names of the mem-dep action types; the second column contains the type of information in memory that each mem-dep action type depends on; the third column contains example mem-set utterances, which trigger the relevant information to be stored in memory; and the last column contains example sentences of each mem-dep action type.
We discovered memory-dependent actions that depend on the customer's level of knowledge (knowledge), photography subject (picture type), and preferred camera features (feature). We also discovered mem-dep actions that continue the previous topic of conversation (topic continue). Some mem-dep actions do not simply depend on memory of a single action. Actions in which the shopkeeper introduces a camera or feature (additional info) depend on memory of which cameras and features have already been talked about. Similarly, some mem-dep actions refer back to cameras that were previously under discussion (previous camera). Mem-dep actions that should not be repeated (non-repeating), such as greetings, depend on memory of whether the action has already been performed. Finally, some mem-dep actions depended on idiosyncratic characteristics of the participants or interaction (other).
Memory-dependent Action Statistics.
After identifying the common mem-dep action types, we annotated each shopkeeper action with (1) the mem-dep type and (2) the index of the mem-set action on which it depended. We annotated 300 of the human-human interactions, which contained 3,666 turns. Table 2 contains the important information discovered from annotation.
The second and third columns from the left in Table 2 show the number of occurrences of each mem-dep type and the percent of the 3,666 annotated turns that are that type, respectively. With the exceptions of topic continue (7.4% of the data) and non-repeating (5.2% of the data), the memdep actions occur infrequently-the remaining six mem-dep types combined only constitute 6.6% percent of the data. The low number of examples suggests that it may be difficult for machine learning algorithms to learn to generate these types of actions.
The distance between a memory-setting action and a corresponding memory-dependent action depends on the memory-dependent action type. The last two columns display the average number of turns between each mem-dep action type and the mem-set actions on which they depend (and standard deviation). Note that the mem-dep types knowledge (average of 4.1 turns from mem-set, std. dev. 3.8), picture type (avg. 3.5, std. dev. 3.7), previous camera (avg. 4.7, std. dev. 3.6), and other (avg. 3.8, std. dev. 4.0) typically occur more than three turns after the mem-set action. In contrast, [2] , in this work, we focus on actions like the former, which have long-term dependencies.
INTERACTION SIMULATION
The focus of this work is to discover whether a robot is capable of learning to represent memories so it can correctly perform actions that depend on those memories; however, the number of training examples in the human-human dataset is lacking. The human-human camera shop dataset described above contains a diverse set of memory-setting and memory-dependent actions that appear in various different patterns of dependence. Furthermore, each type of memory-setting and memory-dependent action can occur with many natural variations of utterance and may contain automatic speech recognition errors. Consequently, the number of examples of each pattern is lacking and thus difficult for a machine learning algorithm to learn. We believe that in the future it is likely that much larger datasets of natural human-human interactions will be collected by sensor networks deployed in spaces where humans frequently interact. But in the meantime, we have developed an interaction simulator based on the interaction patterns observed in the human-human data to create a larger training dataset with more examples of memory-setting and memory-dependent actions.
Procedure
The simulator works by generating sequences of alternating shopkeeper and customer actions ( Table 7 in the appendix). Moreover, in each generated interaction, the simulator uses action transition probabilities in combination with if-then style logic to generate contextually appropriate actions. Finally, customer and shopkeeper utterances from the human-human dataset are injected into the generated action sequences.
Action Transitions.
Each simulated interaction starts with the customer at the door and the shopkeeper at the service counter. The customer then enters and approaches one of the three cameras or the shopkeeper. The shopkeeper may approach a browsing customer to assist them by asking their preferences, answering questions, or introducing the cameras and their features. In some cases the customer may state they simply wish to browse. Otherwise, the customer may ask about the cameras or state their preferences. The interaction proceeds until the customer decides to leave the store. Throughout the interaction, the customer and shopkeeper's actions are partially decided by action transition probabilities.
The action transition probabilities were set manually based the interactions in the humanhuman dataset from Reference [3] . In that work, the customer's and shopkeeper's actions were segmented and discretized into sequences of alternating customer and shopkeeper actions. The transition probabilities were estimated based on observations of these sequences. For example, after the shopkeeper introduces a camera, there is a roughly 50% chance that the customer will remain silent (allowing the shopkeeper to take initiative) and a 50% chance that the customer will ask a question about a feature. In the future, it would be useful to compute the transition probabilities automatically by first clustering the human actions based on similarity (as in Section 5.3) and then counting the transitions between the action clusters.
If-then Logic for Contextually Appropriate Actions.
For each interaction, the simulator modeled important information about the interaction history, including: whether the customer has stated they are just browsing and wish to be left alone, the current camera of conversation, a list of memory-setting actions that have been performed, a list of previous cameras of conversation, a list of previous features of conversation, and the customer and shopkeeper's locations.
Using if-then logic conditioned on these stored aspects of the interaction history, the simulator generates contextually appropriate actions. For example, the shopkeeper's actions are simulated such that he does not repeatedly approach browsing customers who wish to be left alone, remembers the preferences of the customer and makes appropriate recommendations, and remembers which cameras and features have already been talked about so he does not re-introduce them. Additionally, the customers' actions are simulated such that they do not ask about features or cameras that have already been introduced or asked about.
To generate memory-setting actions customized for different customer types, if-then logic was used. We designated 10 possible customer types based on the types of pictures they like to take and their level of expertise: art school, simple everyday pictures, family and friends, nighttime, outdoor, pets, sports, travel, expert user, and novice user. Whenever the customer performed a LOOK-ING_FOR_A_CAMERA_WITH_X action (from Table 7 ), X was determined based on the customer type, resulting in a customized memory-setting action.
To generate customized memory-dependent actions, if-then logic conditioned on the occurrence of the above memory-setting actions was used. Moreover, each customer type was associated with preferred camera features ( Table 8 in the appendix). Using this knowledge, the shopkeeper was able to perform customized memory-dependent actions by appending phrases relating to the customer type to responses about their preferred features (e.g., "This one is very lightweight, which makes it suitable for travel."). (The cameras' features are shown in Table 9 of the appendix.)
Natural Variation and Speech Recognition Errors.
In the final step of simulation, customer and shopkeeper utterances are assigned to each turn. For each action (from Table 7 ), a set of matching utterances was selected from the human-human dataset. The utterances from the humanhuman dataset contain natural variation in phrasing and also contain many speech recognition errors. By introducing these characteristics into the simulated dataset, it should present a similar learning challenge as the real human-human dataset.
The Simulated Dataset
In total, we simulated 50 K interactions, containing 619,848 customer-shopkeeper turns, for training and testing the proposed system. The data is available for download. 1 Table 3 presents an example simulated interaction. 
THE DATA-DRIVEN MEMORY LEARNING SYSTEM

Overview
The goal of the system is to learn the behaviors of a shopkeeper from examples of human-human interaction, such that a robot can perform as a shopkeeper in interaction with real humans. Figure 2 shows an overview of the complete system that enables the robot shopkeeper to function.
A sensor network collects raw interaction data in the camera shop. It consists of an array of Microsoft Kinect sensors that track the human and robot's positions and a smartphone application that records the customer's speech. Automatic speech recognition is used to transcribe the customer's speech into text. The sensor data is sent to a behavior abstraction module that discretizes the raw tracking data into one of the typical stopping locations (door, middle, Canon, Sony, Nikon, and service counter), which were discovered by clustering the stopping locations in the training interactions [1] .
The interaction history stores all the customer and shopkeeper's previous actions (from turn 0 through t-1). When a new customer action is detected, it is appended to the interaction history. The actions are vectorized (Section 5.2) and fed into a neural network that outputs the robot's next action (Section 5.4), which also gets appended to the interaction history. In this way, a robot can perform the role of a shopkeeper in live interaction with a human.
In this work, we focused on the role of the GRU neural network in representing memories and enabling the robot to perform appropriate memory-dependent actions. Therefore, we trained the system on simulated interactions and tested it in an offline evaluation, rather than conducting live user studies. Similar versions of the complete system have been demonstrated to work in live interactions with real humans in previous work [1, 2] .
Input Action Vectorization
The sequence of actions in an interaction must be vectorized before it can be input into the neural network. The input vectorization for a customer or shopkeeper action consists of a speech vector concatenated to a location vector.
Speech was represented using a binary bag-of-words representation, where each index of the speech vector represented a word in a vocabulary with a value of 1 if the word occurred in the utterance and 0 otherwise. Separate vocabularies were acquired for the customer and shopkeeper based on words spoken by customers and shopkeepers in the simulated dataset. The customer and shopkeeper vocabularies contained 938 and 1,255 words, respectively.
We opted for this simple speech representation for the purpose of reducing the input dimensionality (and thus the number of neural network parameters and training time) and increasing possibilities for interpretability. One limitation of bag-of-words representation is that word ordering information is lost. Previous works [1, 2, 3] used n-gram vectorization (n = 1, 2, and 3) with latent semantic analysis (LSA) for dimensionality reduction. However, LSA works by combining multiple n-grams into the same dimension, so interpretability is lost.
The location vector represented at which of the six locations (door, middle, Canon, Sony, Nikon, and service counter) the customer/shopkeeper was located. For these, we used a one-hot vector of five dimensions (since the customer never goes to the service counter and the shopkeeper never goes to the door).
The
Output Shopkeeper Action Clustering
The neural network works as a "sequence classifier," which learns to output the most appropriate "class" for any input "sequence." The output classes dictate the robot's next action. To obtain these classes, the simulated shopkeeper actions were aggregated into clusters of similar actions, representing the set of common shopkeeper actions. To discretize the shopkeeper actions, each one was assigned the ID of its containing cluster. Shopkeeper actions were clustered by combining shopkeeper speech clusters with shopkeeper location information.
The goal of speech clustering was to find highly homogeneous clusters of semantically similar utterances. To do this, 25 K utterances were sampled from the simulated interactions, speech vectors and inter-utterance cosine distances were computed, and the Dynamic Tree Cut hierarchical clustering algorithm (DTC) was applied [46] . The clustering procedure yielded 1,083 speech clusters.
The DTC algorithm has several advantages for speech clustering. We experimented with several clustering algorithms and found DTC to consistently yield large, homogeneous clusters of semantically similar utterances. Furthermore, DTC automatically discovers the number of speech clusters from the data, which helps to automate the robot behavior learning process. Also, in contrast to traditional hierarchical text clustering methods [47] , it cuts the tree structure at different heights depending on the degree of variation of utterances in the branches. This is suitable for speech data, since semantically similar utterances can have a wide range of variation depending on utterance length, natural variation of phrasing, and presence of ASR errors.
For the purpose of speech clustering, a separate speech vectorization model was used that encoded word ordering and emphasized important keywords. Each speech vector consisted of an n-gram vector (n = 1, 2, and 3) concatenated to a keyword vector. Keywords were extracted by a cloud-based API (now part of IBM Watson 2 ).
Speech clusters were combined with location information to yield the action clusters. More specifically, to get the shopkeeper's action cluster ID at t, the ID of the speech cluster containing the shopkeeper's utterance at t is combined with his current location (service counter, middle, Sony, Canon, or Nikon), yielding an action cluster ID. For example, if the shopkeeper says, "Thank you for coming," which is in speech cluster 3, while standing near the Sony, then the action cluster ID is 3_Sony. Combining the speech clusters with the shopkeeper location information yielded 1,479 shopkeeper action clusters.
Since the output robot action class must dictate the robot's speech, a typical utterance was automatically selected for each speech cluster by finding the utterance that was most similar to all the other utterances in the speech cluster (medoid). The Levenshtein distance metric normalized for the length of the utterances was used. Complete utterances with few ASR errors tended to share the most similarities with other utterances in the same cluster. Therefore, typical utterances tended to be well formed and easy to understand. The internal details of the GRU layer [5] : h t −1 and h t are the previous and current GRU states, r t is the reset gate output, z t is the update gate output, andh t −1 is the candidate GRU state.
Recurrent Neural Network Architecture
The GRU recurrent neural network takes a vectorized input sequence s 0 , c 1 , . . . , s t −1 , c t as input and outputs a probability distribution over the possible next shopkeeper actions, s t . The neural network architecture consists of six layers, as shown in Figure 3(a) . The first layer is the input layer, which takes as input each of the s t −1 , c t vectorizations for 0 < t ≤ t (that is, all actions from the beginning of the interaction up through the most recent customer action). The next three layers are dense hidden layers of 800 units each with leaky rectifier activation functions whose purpose is to condense the input into a lower dimensional encoding. The next layer is the gated recurrent unit (GRU) layer, as defined in Reference [29] . Finally, the last layer is the output layer, which represents the robot's next action.
The GRU layer is the most critical part of the architecture for learning memories of important events in the interaction. It does this by maintaining a state vector, h t , over multiple time steps. The goal of training the network is for the GRU to learn to represent the occurrence of memory-setting actions within its state vector, such that the network can output appropriate memory-dependent actions.
The behavior of the GRU layer is defined with the following four equations:
where z t is the update gate output, r t is the reset gate output,h t is the candidate GRU state, h t is the new GRU state (and output), and x t is the current input (the output of the third dense hidden layer). 
OFFLINE SYSTEM EVALUATION
To understand the role of the GRU in representing memories, we conducted an offline evaluation comparing the proposed data-driven memory system to a system without a GRU layer (i.e., memory). By comparing the proposed system to a baseline that is the same in all respects except for the lack of a GRU layer, the effects of the GRU layer on the system's performance can be isolated.
Experimental Conditions
The focus of this study was to develop a technique for generating appropriate memory-dependent actions by remembering relevant memory-setting actions that occur during interaction. Therefore, the experimental design compared the behaviors of two action prediction conditions. No memory perceptron (NMP) consisted of a five-layer, feedforward neural network. The first layer is an input layer that takes the vectorization of the most recent customer action, the next three layers are dense hidden layers with 800 dimensions, and the last layer is a softmax layer of 1,479 dimensions, representing a probability distribution over the possible next shopkeeper actions. This architecture is similar to the proposed memory system, but without the GRU layer. Thus, it cannot "remember" past information. By comparing the proposed system to the NMP, we can discover how the GRU layer, and thus "memory," affects performance.
Proposed system consisted of the complete system introduced in the previous section.
Training the Systems
The two action predictors were trained using the same procedure. The first 75% of the simulated dataset (containing 464,612 customer input/shopkeeper output interaction turns) was used for training, and the first 500 turns (39 interactions) from the remaining 25% was used for testing. Categorical cross-entropy was used to compute the loss function. To encourage the networks to output memory-dependent actions, which occurred infrequently in the training data, the loss for each output action was weighted inversely proportional to the action's number of occurrences in the training data. The Adam optimizer was used to update the parameter values over 200 epochs [48] .
Evaluation Procedure
One human evaluator, an internally recruited fluent English speaker (F, age 37) blind to the experimental conditions, evaluated each of the 500 predicted robot actions with a binary label of either correct or incorrect. To receive a correct label the robot's action must have provided the correct information. If the customer did not request any specific information, then the criterion was that the robot's action must be socially appropriate. In the case that the evaluator was unable to determine if the predicted action was correct or not, the instance was not included in the evaluation (0.2% of instances). Evaluations by a second evaluator, an internally recruited fluent English speaker (M, age 28) blind to the experimental conditions, showed a high degree of agreement, with a kappa coefficient of 0.63, so the evaluations were judged to be reliable.
To better understand the role of memory in outputting memory-dependent actions, we narrowed our focus to the memory-dependent actions that depend on customer type (described in Section 4.1.2). The 500 action predictions were divided into customer-type-memory-dependent and other subsets. If a robot action contained an utterance from a simulated action that depended on Customer-type-mem-dep refers to the subset of output actions that depend on memory of customer type. Other refers to the remaining output actions. Overall is the both of these subsets combined. N refers to the number of actions that were evaluated for each system/subset. The last row contains the Chi Square test results comparing the two systems on each action subset. The proposed system performed significantly better on all action subsets. memory of customer type, then it was labeled customer-type-memory-dependent. Otherwise, it was labeled other.
Results
The evaluation results and statistical analysis results are shown in Table 4 . Overall, the proposed system performed the best with 85.8% action predictions judged correct. This was significantly better than the no memory perceptron (NMP) with 70.3% correct (χ 2 (1) = 34.68, p < .001).
On the customer-type-memory-dependent subset of action predictions, the proposed system had 66.7% action predictions correct. This was significantly better than the NMP with 13.6% correct (χ 2 (1) = 16.26, p < .001).
On the other subset of action predictions, the proposed system had 87.5% correct. This was significantly better than the NMP with 73.0% correct (χ 2 (1) = 31.07, p < .001).
Last, the proposed system output almost twice as many customer-type-memory-dependent actions as the NMP (42 actions vs. 22 actions, respectively) (χ 2 (1) = 6.68, p = .010).
Analysis of Incorrect Actions
We analyzed the proposed system's 14 incorrect customer-type-memory-dependent actions to understand the cause of the system's mistakes: 36% were incorrect because of inappropriate repetition, 36% because the robot did not provide the requested information, 14% because the robot's speech did not match the customer type (e.g., recommending a camera for simple, everyday photos to someone who wants to do outdoor photography), and 14% because the system did not distinguish between customer subtypes (e.g., customers who owned cats vs. those who owned dogs).
Furthermore, analysis revealed that the proposed system inappropriately repeated utterances less frequently than the NMP: 1.4% (7 instances) of the proposed system's actions were inappropriately repeated, while 4.4% (22 instances) of the NMPs were inappropriately repeated (χ 2 (1) = 7.99, p = .004). This demonstrates the importance of memory in avoiding repetition.
DISCUSSION
The Importance of Memory.
The proposed system had some ability to "remember" the interaction history: It learned to correctly output customer-type-memory-dependent actions with 66.7% accuracy. However, the no memory perceptron (NMP) only output customer-type-memorydependent actions correctly with 13.6% accuracy, since it had no knowledge of which memorysetting actions had occurred. This demonstrates the value of learning a memory representation for human-robot interaction.
The proposed system also performed better than NMP on the other subset of actions (87.5% vs. 73.0%). We observed that many of the NMP's mistakes resulted from (1) the robot repeatedly asking the customer what their preferences were, (2) re-greeting a customer who stated they want to browse and be left alone, and (3) reintroducing camera features that the robot had already introduced. To behave appropriately in these situations the robot needs to remember the interaction history.
Generalization and Overfitting.
The proposed system has more learned parameters than training data, but this did not result in overfitting. The proposed system has about 17.4 times as many parameters as training data (8,071,879 parameters and 464,612 training points), but this is common practice with neural networks. Related work using neural networks in domains conceptually related to robot behavior learning, including machine translation [49, 50] , dialog modeling [14, 15] , and question answering [30, 51] , present neural networks with in the order of 10 and 100 times as many parameters as training data.
The proposed system was able to generalize from the training set to the testing set, as demonstrated by the proposed system's high accuracy on the testing dataset (85.8% correct overall). To further enhance this point, here, we show that the simulated testing interactions were distinct from the simulated training interactions.
Analysis showed that the 39 testing interactions were indeed distinct from the training interactions. The normalized Levenshtein distance metric (NLD) was used to compute the differences between the 39 testing interactions and the training interactions. To compute the NLD between a testing interaction and a training interaction, first each unique combination of utterance and location was assigned a unique ID. Then, each interaction was represented as a sequence of these IDs. Finally, the NLD was computed between the two ID sequences. The average, minimum, and maximum distances between a testing interaction and a training interaction were 0.83 (std. dev. 0.07), 0.33, and 0.97, respectively. Thus, the testing interactions were distinct from the training interactions. In conclusion, the proposed system generalizes without overfitting.
ANALYSIS OF THE TRAINED NEURAL NETWORK
An analysis of the trained GRU model was conducted to elucidate how it represented memories in the camera shop scenario. The GRU layer of the neural network consisted of 800 units like that shown in Figure 3(b) . Each of these units were trained to store relevant information from the input customer and shopkeeper actions over multiple time steps such that the network could output the most appropriate shopkeeper actions. The goal of the analysis is to examine the behavior in the GRU units that represent "memories." That is, which customer/shopkeeper actions are stored in these GRU units? And, what is the behavior of the GRU gates and output activations of these units?
First, the GRU units that are most likely to encode memories are found by computing their mutual information with ground truth memory labels. Second, we explain how treating GRU gate output values as binary values yields a simplified interpretation of their behavior that can be easily visualized. Last, the first two steps are combined to visualize the behavior of the memory encoding GRU units over time in two of the simulated interactions.
Finding GRU Dimensions that Encode Memories
To decide which of the 800 GRU units would be most interesting to examine in detail, the mutual information scores (MI) between ground truth memory labels and GRU units were computed from the training data [52] . MI aids in understanding the statistical relationships between certain GRU units and memory types based on aggregated data. The intuitive interpretation of MI is the amount of information given about one variable (e.g., the occurrence of a memory label) when some other variable is known (e.g., a GRU's activation value). Here, we measure MI in bits. At least 1 bit of information is necessary to know whether a memory-setting action occurred (since it has either occurred or it has not). GRU units that have high mutual information with memory labels are critical for encoding those memories. We refer to these as "memory units." Typically MI is computed between two discrete variables; however, in the case of computing MI between memory types and GRU activations, the former variable is discrete and the latter is continuous. Therefore, the method for computing MI between discrete and continuous variables from Reference [53] was employed, with the parameter k set to 3. This method works by using a k-nearest-neighbors-based algorithm to compute a probability density function of the continuous variable and then computes MI based on that.
The ground truth memory labels were obtained from the interaction simulator. There were 10 possible memory labels in total, corresponding to the 10 possible customer types (knowledge level, preferred subject of photography, etc.) (Table 8 ). To generate the labels, all 10 memory labels were initialized to 0 in the beginning of each interaction. When the customer performed a memory-setting action, e.g., stated their preferred picture type, the appropriate memory label was set to 1 for the remaining time steps in the interaction. In this way, the GRU outputs, h t , at each time step of each interaction can be compared to the corresponding ground truth memory labels at the same time step of the same interaction.
The GRU units with the maximum mutual information for each of the 10 memory labels are show in Table 5 .
Interpretation of Binary GRU Gate Values
To explore the activity of the "memory units," the output values of the GRU update and reset gates (z t and r t , respectively) were analyzed in addition to the output values of the GRU units themselves (h t ).
The output values of the update and reset gates were in the range (0, 1), since they are determined by a sigmoid function. Moreover, the sigmoid function tends to push the gate outputs to either 0 or 1. Indeed, the histograms of the update and reset gate output values for all time steps for all interactions of the training data (Figure 4) show that the values are usually close to either 0 or 1. Only 1.5% of the update gate outputs and 0.6% of the reset gate outputs did not fall into either the first or the last bin of the histogram. This allows us to treat the gate outputs as if they were binary.
Treating the gate output values as if they were binary greatly simplifies the interpretation of the GRU's activity. With two gates and binary values, there are four possible states that the gates 
Overwrite memory
The leftmost column contains the binary values of a GRU's update (z t ) and reset gates (r t ), the middle column describes the function of the gates when they have certain values, and the last column contains how the gate functions are interpreted when considering memory in interaction.
can be in. Actually, two of the states have the same function, so the gates can be thought of as being in one of three possible states at each time step of an interaction, as shown in Table 6 . The three possible states of the gates are preserve memory, augment memory, and overwrite memory. The functions of these states are shown in Table 6 . This GRU analysis method could be applied to any problem where the gate outputs tend to be binary (i.e., close to 0 or 1). Theoretically, the gate outputs can be anywhere in the range (0, 1) (i.e., non-binary). However, for the purpose of interpretability, training techniques for pushing the gate outputs to either 0 or 1 have been proposed [54] . Therefore, our GRU analysis method could be applied to a wide variety of problems by using such training techniques.
Memory Visualization
With the binary gate interpretations, it is possible to visualize the GRU output activations, h t , over the course of the interaction in a legible way. Two visualizations are shown in Figure 5 .
The two grids in Figure 5 display data from two of the simulated training interactions. Short interactions of the same length were chosen to easily compare the behaviors of the memory units for two different interactions.
In the top interaction, the customer states that they are looking for a camera suitable for an expert user (c t at t = 2). The network recognizes the occurrence of a memory-setting action based on the words in the customer's statement (e.g., "looking for," and "expert"). Later in the interaction, the proposed system (shopkeeper), having remembered the customer's preference, is able to Fig. 5 . Visualizations of the GRU units most important for encoding memories in two interactions. s t −1 and c t are the previous shopkeeper action and current customer action (inputs to the neural network). Predicted s t is the predicted next robot action (output from the neural network). The time steps with memory-setting actions are highlighted in yellow. Each grid cell represents the internal state of a memory encoding GRU unit at the specified time step. The arrows represent the state of the GRU unit's gates and the cell color represents the output activation (h t ), per the color-bar keys.
introduce some information about the Canon camera relating to expert users (predicted s t at t = 3). Similarly, in the bottom interaction, the customer states that they are looking for a camera for photographing sports (c t at t = 2) and later the proposed system, having remembered, is able to refer to the customer's preference when introducing the autofocus feature (which helps take pictures of moving subjects) (predicted s t at t = 3). In both these examples, the proposed system learned to remember the memory-setting actions and later output appropriate memory-dependent actions. Figure 5 show the activity of the memory units during the interactions. Each row in the grids represents a time step in the interaction, starting from the top and ending at the bottom. The vertical axis labels show the shopkeeper and customer's behaviors that are input to the neural network at each time step, s t −1 and c t . Additionally, the network's shopkeeper action predictions, s t , are also shown. Note that sometimes the predicted s t does not match the input s t −1 in the next time step, because the offline action predictions do not always match the simulated shopkeeper actions, which were used as input to the neural network.
Description of the Visualization. The grids in
Each column of Figure 5 represents a memory unit from Table 5 . Each grid cell displays the state of the unit's gates with colored arrows-white (preserve memory), gray (augment memory), or black (overwrite memory). The remaining part of the cell represents the unit's output activation h t -either -1 (blue) or 1 (red). Since a GRU's output activation is determined by a hyperbolic tangent function (tanh), the activations tend to be pushed to one of the extremes of its range.
Remembering a Memory-setting Action.
The rows at t = 2 are highlighted in yellow to indicate the occurrence of memory-setting actions. In the top grid, at this time step the customer states, "I'm looking for an expert camera." At this point, the GRU layer should encode a memory of "expert user" so the robot can subsequently perform appropriate memory-dependent actions. Note the activity of GRU unit 601 "expert user." At t = 2 the gates of unit 601 "expert user" are in the overwrite memory state, meaning that the previous GRU state, h 601,t =1 = 0, is overwritten with information from the current input to the GRU layer, x 601,t =2 . This causes the current GRU output, h 601,t =2 , to change to 1. Since the GRU layer input, x 601,t =2 , contains a condensed representation of the current network input, s 1 , c 2 , it can be inferred that h 601,t = 1 indicates a memory of the occurrence of these input actions. The bottom grid shows a similar interaction, but where the relevant memory is that the customer wishes to take pictures of "sports."
The default activation of a memory encoding GRU unit may be 0, 1, or −1. In the majority of the GRU units visualized in Figure 5 the default activations are 0 (represented by white grid cells), but for GRU units 152 "pets" and 363 "sports" the default activations are 1 (red) and −1 (blue), respectively. Note that the activation for the "sports" unit in the second interaction changes to 1 when the corresponding memory-setting action occurs. Since there is no occurrence of a "pets" memory-setting action, the "pets" unit activation remains 1 throughout the interactions. Since the weights connecting the GRU layer's outputs to the final, output layer of the network (which decides the robot's next action) may be either positive or negative, there is no constraint on the values with which a GRU encodes memory.
Inferring the Meaning of a Memory
Unit. The network inputs that have been stored in memory during any time step can be identified from a visualization like Figure 5 . To determine the contents of a memory unit at time t, trace back through the memory unit's previous activations until the most recent memory overwrite, taking note of any memory augmentations on the way. The activation of the memory unit at time t represents the occurrence of customer or shopkeeper actions input at the times of the overwrite and augmentations. In this way, it may be possible in the future to display a GRU's memories in a readily human-readable way.
Distributed Representation of Memory
Neural networks generally represent information in a distributed manner. The visualizations of GRU activations during the two interactions in Figure 5 demonstrate an ideal case, where a single GRU is sufficient to represent the occurrence of a memory-setting action (e.g., "I'm looking for a camera to take pictures of sports."). Further analysis reveals that the memories of such occurrences are distributed over many GRUs. Figure 6 shows the mutual information (MI) between each memory type and each GRU unit. The average MI was 0.016 bits (std. dev. 0.009), the maximum was 0.116 bits, and the minimum was 0.0. This means that on average, 63.5 GRUs would be required to encode one memory type (since ideally a single bit could be used to encode whether or not the memory-setting action occurred). In fact, the distribution of MI over the GRUs is non-uniform, with most GRUs having very low MI and very few with high MI. This distribution can be seen more clearly in Figure 7 .
DISCUSSION 8.1 The Effectiveness of the Proposed System in Learning a Memory Model
This study found that a robot was successfully able to learn a memory model from a large dataset of simulated example interactions that enabled it to correctly perform actions based on memories.
From the analysis in Section 7 it can be concluded that memories were encoded in the GRU layer of the robot's neural network. That is, some GRU units encoded long-term memories about the customer's actions. These GRU units work like a binary switch: when "on," the unit represents that a specific memory-setting action occurred (e.g., the customer stated a preference for cameras wellsuited for an expert photographer), and when "off," it represents that the specific memory-setting action has not occurred. The final output layer of the neural network, which has connections leading from the GRU layer and decides the robot's next action, uses the information stored in the GRU units to determine whether it is appropriate to perform a memory-dependent action, and which memory-dependent action is the most appropriate. The results of the offline evaluation, which showed that the system with a GRU layer for encoding memories significantly outperformed a system without a GRU layer, supports this conclusion.
In an ideal case, the number of GRU units that learn to encode memories should match the number of memory types that occurred in the training dataset (10) . However, since the utterances in memory-setting actions have many natural variations of phrasing, it is challenging for the neural network to learn a perfect memory representation. For example, in the analysis in Section 7, only the units that were most critical for encoding the memories (based on mutual information with the ground truth memory labels) were examined, but the representation of memory was also distributed over some other GRU units with relatively high mutual information, as can be seen in Figures 6 and 7 . This sort of distributed representation, which is common in neural networks, provides a challenge for future work to visualize memories during human-robot interaction at greater levels of detail.
Generalizability and Scalability
In the future, it would be interesting to apply the proposed system to other domains and real-world scenarios. In this work the proposed system was trained and tested on simulated interactions in a simplified scenario, and we believe it could successfully be applied to real-world scenarios. However, there are some limitations.
The proposed system was able to model several different memory types, which we expect would also occur in real-world camera shop interactions (Table 1) . For example, we identified actions that depend on memories of the customer's level of knowledge, types of pictures the customer prefers to take, and camera features that the customer wants. In a general, real-world shopping scenario, we expect that the types of memories would be similar to what is found here; although, the number of customer types could be greater. This would necessitate a larger quantity of training data.
It is possible to estimate the required quantity of interaction data to train the proposed system. If there are m memory types, c customer types, s natural phrasings of each memory-setting action, d natural phrasings of each memory-dependent action, an average of i memory-dependent actions per interaction, and k examples are required by the machine learning algorithm to learn an accurate representation, then roughly kmcsd i training interactions would be required. In this work, we simulated interactions to get a sufficient number of training examples. To train the system for realworld scenarios that contain a greater variety of customer types and phrasings, a larger quantity of training data would be required. We believe that it will be possible to collect such datasets in the future with passive sensors set up in areas with high customer traffic.
One limitation of the proposed system is that it cannot generalize to memory types that are underrepresented in the training interactions. For example, the system cannot customize its behavior to idiosyncratic, infrequent customer types, such as a customer seeking a gift for their father to use while scuba diving. This is a limitation of data-driven HRI in general, since systems such as these are designed to learn only the repeatable, core behaviors of interaction. In the future it would be useful to detect idiosyncratic customer behaviors so the robot can take appropriate action. Furthermore, it may be necessary to combine the data-driven approach with other approaches, such as knowledge-based approaches, to deal with idiosyncratic situations.
CONCLUSION
In conclusion, this work attempts to answer the question of whether or not a shopkeeper robot is able to learn a memory model of human customer behavior to enable it to appropriately perform actions that depend on memory. To get a foothold in answering this question, a dataset of humanhuman interactions in a camera shop scenario was analyzed to discover the types of actions that involve memory. The analysis revealed several types of memory-setting and memory-dependent actions. Due to the wide diversity of natural utterance variations that occurred in the memorysetting and memory-dependent actions in the human-human dataset, and the variety of possible interaction patterns, the number of examples of each interaction pattern was deemed too few to train a machine learning algorithm. Therefore, a dataset of simulated interactions was generated for that purpose. To train a shopkeeper robot, a learning system with a gated recurrent unit (GRU) recurrent neural network was proposed. The proposed system was compared to a baseline system without GRUs in an offline evaluation. A human evaluator found the actions of the proposed system to be correct at a significantly higher rate than the actions of the baseline. The trained neural network was analyzed with a visualization to reveal how it represented memories of customer behavior in its GRU layer. Finally, the results were discussed and some possibilities for future work were suggested. 
APPENDIX -TABLES USED FOR INTERACTION SIMULATION
