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ABSTRACT. The classification of graded non-alternating Hamiltonian Lie
algebras over perfect field of characteristic 2 is obtained. It is shown that the
filtered deformations of such algebras correspond to non-alternating Hamil-
tonian forms with polynomial coefficients in divided powers. It is proved
that graded non-alternating Hamiltonian algebras are rigid with respect to
filtered deformations except for some cases when the number of variables is
2, 3, 4 or when the heights of some variables are equal to 1.
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I. Kaplansky in the work [1] gave examples of exceptional simple Lie
algebras of characteristic 2. The third series of constructed algebras, denoted
as Kap 3, is similar to the construction of Block algebras [2], in which
the skew-symmetric form is replaced by a non-alternating form . As it is
well known, Blok algebras over a field of characteristic p are isomorphic to
Hamiltonian Lie algebras over an algebra of divided powers [3], [4]. L. Lin
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[5] constructed a series of Hamiltonian Lie algebras of characteristic 2 with
the simplest symmetric Poisson bracket {f, g} =
∑
∂if∂ig on the algebra
of divided degrees and showed that the Lie algebras Kap 3 correspond to
the case when the heights of the variables are equal to 1. Over the field of
zero characteristic, this bracket occurs in finite-dimensional Hamiltonian Lie
superalgebras H(n). Graded non-alternating Hamiltonian Lie algebras were
intensively investigated by D. Leites, S. Bouarrouj, U. Yier, M. Messaoudene
, P. Grozman, A. Lebedev, I. Schepochkina in the direction of disseminating
ideas and methods Lie superalgebra theory for the case of Lie algebras of even
characteristic. A complex of symmetric differential forms in divided powers
was constructed, which led to a more natural definition of non-alternating
Hamiltonian Lie algebras within the framework of Hamiltonian formalism,
an analysis of graded algebras from the point of view of Cartan prolongations
was carried out, some of Volichenko algebras were considered (see [6], [7],
[8]). In these papers, the class of investigated Poisson brackets on the algebra
of divided powers of characteristic 2 corresponded to standard brackets with
constant coefficients for Hamiltonian Lie superalgebras containing even and
odd variables.
In this paper, we develop a general theory of non-alternating Hamilto-
nian Lie algebras over a field of characteristic 2, which makes it possible
to assign these algebras to Lie algebras of Cartan type. Here, a classifi-
cation of graded non-alternating Hamiltonian Lie algebras is obtained based
on the constructed complete system of invariants of non-alternating symmet-
ric bilinear forms of characteristic 2 with respect to the flag automorphism
group (Theorem 1.1). Namely, two graded non-alternating Hamiltonian Lie
algebras over the algebra of divided powers defined by the flag F are iso-
morphic if and only if the invariants of the corresponding bilinear forms
coincide (Theorem 5.2). In contrast to the classical Hamiltonian case, there
is a large number of equivalence classes of non-alternating forms with con-
stant coefficients for a fixed nontrivial flag, which correspond to new simple
graded Lie algebras. It is shown that the filtered deformations of graded non-
alternating Hamiltonian Lie algebras with certain exceptions correspond to
non-alternating Hamiltonian forms with polynomial coefficients in divided
powers (Theorem 2.3). Note that classical graded Hamiltonian Lie algebras
can have filtered deformations which correspond to differential forms with
non-polynomial coefficients [9]. Moreover, it is proved that, in contrast to
the classical Hamiltonian algebras, under fairly general conditions, for ex-
ample, when the heights of some variables are greater than 1, the graded
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non-alternating Hamiltonian algebras are rigid with respect to filtered de-
formations (Theorem 3.2). A description of derivations and automorphisms
of filtered (and in particular, graded) non-alternating Hamiltonian Lie alge-
bras is given (Theorems 3.2, 5.2) All results are valid except for some cases
when the heights of some variables are 1, or when the number of variables is
n = 2, 3, or 4. The fact that these exceptions are not random is confirmed
by the examples of simple filtered Lie algebras announced at the end of the
paper. It has been shown earlier that a graded non-alternating Hamiltonian
Lie algebra of four variables of height 1 is isomorphic to a classical filtered
Hamiltonian Lie algebra ([10]). In Section 0 the invariant definition of a com-
plex of symmetric differential forms in divided powers, a description of its
cohomology, other necessary definitions, and preliminary results are given.
We employ the technique used in the study of modular Lie algebras of
Cartan type (see [11]). The work of V.G. Kac [9], in which it was shown
that all filtered deformations of graded Lie algebras of Cartan type corre-
spond to more general forms of the same kind, exerted a significant impact
on the field. In this work the results and methods of the general theory of
filtered Lie algebras (Spencer cohomology, Serre’s involutivity criterion, etc.)
were used for the first time in the case of characteristic p. S.M. Skryabin
in [12] – [16] developed another approach to the description of filtered de-
formations of Lie algebras of Cartan type, based on the theory of coinduced
modules [17], [18] . Both approaches can be applied to the study of filtered
deformations of non-alternating Hamiltonian Lie algebras. In the present pa-
per the results and methods of S.M. Skryabin are used. Earlier, invariants
of classical Hamiltonian forms with coefficients in divided power algebras (so
called polynomial case) were found that determine the isomorphism class of
general Hamiltonian Lie algebras, the value of the form at zero and its co-
homological class [9], [19]. [20]. The problem of classification of classical
Hamiltonian forms was considered in [20] and was completely solved by S.M.
Skryabin (see [12], [13]). We use the methods of S.M. Skryabin [13] in the
study of non-alternating Hamiltonian forms and, in particular, in the con-
struction of invariants of non-alternating symmetric forms of characteristic
2.
The ground field K is assumed to be a perfect one of characteristics 2.
3
0 Symmetric differential forms
Let R be a commutative algebra over a field K of characteristic p > 0, E
be a free R-module of rank n. The commutative R-algebra of divided powers
O(E) is given by generators u(r), u ∈ E, r ∈ Z, r > 0 and relations
u(0) = 1, u(1) = u,
(au)(r) = aru(r), a ∈ K,
u(r)u(s) =
(
r + s
r
)
u(r+s),
(u1 + u2)
(r) =
r∑
i=1
u
(i)
1 u
(r−i)
2
(0.1)
(see [21]).
Let {x1, . . . , xn} be the basis of E over R. Elements x
(α) = x
(α1)
1 ·. . .·x
(αn)
n ,
α = (α1, . . . , αn), αi ∈ Z, αi > 0 form the the monomial basis of O(E),
x(α) · x(β) =
(
α + β
α
)
x(α+β). (0.2)
An algebra O(E) with a fixed basis {x(α)} is denoted by O(n). The
algebra O(E) has the standard grading, O(E) =
⊕
i>0
Oi, Oi = 〈x
(α)
∣∣ |α| =
α1 + . . . + αn = i〉, and filtration O(E)(i) =
⊕
j>i
Oj. The standard grading
and filtration are independent on the {xi} basis of the module E. O(E) is a
local algebra with maximal ideal m = O(E)(1). The completion of O(E) by
the system of ideals {m(i) = O(E)(i)} is denoted by Ô(E).
Let V be a free R-module of rank n, E = HomR(V,R). The algebra O(E)
is canonically isomorphic to the algebra of symmetric polynomial functions
on V with values in R with multiplication
ωlωr(v1, . . . , vl+r) =
∑
σ
ωl(vσ(1), . . . , vσ(l))ωr(vσ(l+1), . . . , vσ(l+r)), (0.3)
where the sum is taken over all substitutions of σ ∈ Sl+r such that σ(1) <
. . . < σ(l), σ(l+ 1) < . . . < σ(l+ r). Indeed, the symmetric polynomial map
ωr : V
r → R corresponds to ω̂r ∈ S
r(V )∗ = HomR(S
r(V ), R),
ω̂r(v1 · . . . · vr) = ωr(v1, . . . , vr). (0.4)
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Here S(V ) is the symmetric bialgebra of R-module V , S(V ) =
⊕
r>0
Sr(V ),
with comultiplication ∆, ∆(v) = v⊗1+1⊗v, and the counit ε, ε(v) = 0, v ∈
V . Correspondence (0.4) is an isomorphism of algebras S(V )∗ =
⊕
r>0
Sr(V )∗
with the multiplication ω̂lω̂r = ω̂l ⊗ ω̂r ◦ ∆ and the algebra of symmetric
multilinear functions on V with multiplication (0.3).
For u ∈ S1(V )∗ = E = HomR(V,R) the divided powers u
(r), r > 0 are
defined as follows
u(0) = 1, u(r)(v1 · . . . · vr) = u(v1) · · ·u(vr),
for which (0.1) relations (0.1) hold. Let {vi} be the basis of V , {wi} be the
dual basis of the module E. Denote by {w(α)} the basis of S(V )∗, the dual
to the basis {vα, α = (α1, . . . , αn), αi > 0} of S(V ). Then
w(α)w(β) =
(
α + β
α
)
w(α+β).
Thus, S(V )∗ isomorphic to the algebra O(E). In particular up = 0 for any
1-form u ∈ V .
Divided powers can be defined for any u ∈ m ⊂ O(E) (or u ∈ m̂ ⊂ Ô(E))
so that the (0.1) and
(u(l))(r) =
(lr)!
(l!)rr!
u(lr), (ω1ω2)
(r) = ωr1ω
(r)
2 ,
are fulfilled (see [9], [14], [11]).
Using the isomorphism ωr 7→ ω̂r (see (0.4)), we will identify the algebra
of symmetric multilinear functions on V and the algebra of divided powers
O(E) = S(V )∗.
Let R = K. A derivation D of algebra O(E) is called special if Du(r) =
u(r−1)Du, u ∈ E. The Lie algebra of all special derivations of the algebra
O(E) is denoted by W (E).
Let F : E = E0 ⊇ E1 ⊇ . . . ⊇ Er ⊃ ER+1 = {0} be a flag of E. A
basis {xi} of E is called coordinated with F if {xi} ∩ Ej is a basis of Ej . A
subalgebra O(F ) of O(E) is generated by u(p
j), u ∈ Ej ,j = 0, . . . , r.
Let {xi} be a basis of E coordinated with F . The elements x
(α), α =
(α1, . . . , αn), 0 6 αi < p
mi form the basis of O(F ). Here mi is the height of
variable xi, mi = min{s | xi /∈ Es}. The algebra O(F ) with such basis is de-
noted by O(n,m), m = (m1, . . . , mn). By W (F ) (resp. W (n,m)) is denoted
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the Lie subalgebra in W (E) consisting of all special derivations preserving
O(F ) (resp. O(n,m)). The partial derivations ∂i, ∂ix
(α) = x(α−εi), εi =
(0, . . . , 1, . . . , 0), form the basis of the free O(F )-module W (F ). The stan-
dard grading (resp. filtration) of the algebraO(E) induces a standard grading
(resp. filtration) of algebrasW (E) andW (F ),W (F )i = 〈x
(α)∂j , / alpha| =
i+1, j = 1, . . . , n〉, x(α) inO(F ,W (F )(i) = 〈x
(α)∂j , |α| > i+1, j = 1, . . . , n〉
(similar for W (E)). Let m be the maximum ideal of O(E), then m ∩ O(F )
be the maximum ideal of O(F ), which is denoted by m(F ).
Now let R = O(F ), V = W (F ). Then V ∗ = HomR(W (F ), R) is R-
module of differential 1-forms and is denoted by SΩ1(F ). The R-algebra of
the divided powers O(V ∗) = S(V )∗ is the algebra of symmetric differential
forms denoted by SΩ(F ) =
⊕
i>0
SΩi(F ), SΩ0 = R = O(F ), SΩ1(F ) =
Ω1(F ) = V ∗.
In what follows we assume that K is a perfect field of characteristic 2.
The inner product of D ∈ W (F ),
Dyωr(D1, . . . , Dr−1) = ωr(D,D1, . . . , Dr−1)
has properties
Dy(ω1ω2) = (Dyω1)ω2 + ω1(Dyω2),
Dyω(r) = (Dyω)ω(r−1).
The Lie algebra W (F ) acts naturally on SΩ(F ) by derivations, i.e.
D(fω) = D(f)ω + f(Dω),
ω ∈ sΩ(F ), f ∈ O(F ).
The following identity, known for skew-symmetric forms, is also true in
SΩ(F )
D1(D2yω) = [D1, D2]yω +D2y(D1ω). (0.5)
Over a field of characteristic 2, we define the differential d : sΩr(F ) →
SΩr+1(F ) such that df(D) = D(f),
(dωr)(D1, . . . , Dr+1) =
r+1∑
i=1
Di(ω(D1, . . . , D̂i, . . . , Dr+1)+
+
∑
i<j
ω([Di, Dj], D1, . . . , D̂i, . . . , D̂j, . . . , Dr+1),
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d2 = 0, dω(r) = ω(r−1)dω, d(ω1ω2) = (dω1)ω2 + ω1(dω2).
We consider alternating forms as symmetric, such that ωr(D1, . . . , Dr) =
0 if Di = Dj for some i 6= j. Therefore, the de Rham complex (Ω(F ), d) is a
subcomplex of the complex (SΩ(F ), d). The Cartan homotopy formula also
holds in SΩ(F ):
Dω = Dydω + d(Dy omega). (0.6)
Theorem 0.1 ([22]). Let xi, i = 1, . . . , n be the standard variables of the
algebra of divided powers O(F ) = O(n,m) over field K of characteristics
2, xi = x
(2mi−1)
i , B(n) graded algebra of divided powers over K in variables
(dxi)
(2), i = 1, . . . , n of degree two, (Ω(F ), d) de Rham complex over O(F ).
The following statements are true:
i. The cohomology ring H∗(SΩ(F )) is a tensor product of graded algebras
H∗(SΩ(F )) = B(n)⊗K H
∗(Ω(F )),
ii. dimH i(SΩ(F )) =
(
n+ i− 1
i
)
,
iii. H1(SΩ(F )) = H1(Ω(F )) = 〈[xidxi], i = 1, . . . , n〉,
iv. H2(SΩ(F )) = 〈[(dxi)
(2)], i = 1, . . . , n, [xixjdxidxj ], 1 6 i < j 6 n〉.
Remark 0.1. 1. De Rham cohomology over the algebra O(F ) is obtained
in [24] (see also [11]).
2. All definitions of this section hold for the case of infinite dimensional
algebras such as O(E), Ô(E), O(F ), Ô(F ) for the infinite flag F , with
natural constraints of topological or other nature. For example, for Ô(F )
it is natural to consider continuous in {mathfrakm(i)}-adic topology special
derivations, and for algebras O(E), Ô(E) in Theorem 0.1 we must take into
account that H∗(Ω) = H0(Ω) = K (PoincarL´emma).
The continuous isomorphism σ : ÔE) → Ô(E ′) is called admissible if
σ(x(α)) = σ(x)(α). If σ(O(F ) = O(F ′), then σ is called an admissible iso-
morphism of the corresponding algebras. In this case, σ induces an isomor-
phism of Lie algebras W (F ) and W (F ′), σ(D) = σ ◦ D ◦ σ−1 ( [23]). An
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admissible isomorphism σ continues to the isomorphism SΩ(F ) → SΩ(F ′)
by the rule
(σω)(D1, . . . , Dk) = σ(ω(σ
−1D1σ, . . . , σ
−1Dkσ)).
Moreover, σdω = dσω, σ(ω1ω2) = σω1 · σω2 and σ(ω
(k)) = (σω)(k).
The following Lemma will be applied in section 3.
Lemma 0.1. Let ω =
n∑
i=1
ωii(dxi)
(2) +
∑
i<j
ωijdxidxj be a symmetric 2 - form
with coefficients from Ô(E). If dω = 0, then ωii ∈ K.
Proof. Write ω as ω = ω1 + ω2, ω1 =
n∑
i=1
ωii(dxi)
(2), ω2 =
∑
i<j
ωijdxidxj .
Obviously ω2 ∈ Ω̂(E). Let I be the ideal of ŜΩ(E) generated by (dxi)
(2),
i = 1, . . . , n. Here ŜΩ(E) is the algebra of Ô(E)-multilinear maps from
Ŵ (E) to Ô(E). Since dω2 ∈ Ω̂(E), d(f(dxi)
(2)) =
=
∑
j
∂jfdxjdx
(2)
i ∈ I and I ∩ Ω̂(E) = 0, then dω1 = dω2 = 0. Now,
dω1 =
∑
i
dωii(dxi)
(2) = 0, therefore, dωii = 0.
Symmetric 2-form ω ∈ SΩ2(F ) is called non-alternate if there exists
D ∈ W (F ) such that ω(D,D) 6= 0. Let
ω =
n∑
i=1
ωii(dxi)
(2) +
∑
i<j
ωijdxidxj
be a non-alternating 2 - form. For j > i put ωji = ωij, M = (ωij) is
the matrix of ω. The form ω is called nondegenerate if detω = detM is
invertible in O(F ). Let aij = ωij(0) = ωij(modm) ∈ O(F )
/
m = K, ω(0) =
n∑
i=1
aii(dxi)
(2) +
∑
i<j
aijdxidxj . Obviously, the form ω is nondegenerate if and
only if detω(0) = detM(0) 6= 0. Throughout what follows, we will denote
(ωij) =M
−1, (aij) =M
−1(0).
The closed nondegenerate non-alternating form ω ∈ sΩ2(F ) is called
the non-alternating Hamiltonian form. The corresponding Lie algebra of
Hamiltonian vector fields is denoted by P˜ (F , ω),
P˜ (F , ω) = {D ∈ W (F ) | Dω = 0}.
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It follows from (0.6) that D ∈ P˜ (F , ω) if and only if d(Dyω) = 0, i.e.
Dyω ∈ Z1(SΩ1(F )) = Z1(Ω(mathscrF )). By Theorem 0.1 Dyω = df ,
f ∈ O(F ) + 〈x
(2mi )
i , i = 1, . . . , n〉. Whence
D = Df =
∑
i,j
ωij∂jf∂i.
From the formula (0.5) we obtain that
[Df , Dg]yω = Df (Dgyω) = Dfdg = d(Df(g)).
Thus, the correspondence f 7→ Df is an isomorphism of the Lie algebra
P˜ (F , ω) and the Lie algebra O˜(F )
/
K with Poisson bracket
{f, g} = Df(g) = Dg(f) =
∑
i,j
ωij∂if∂jg. (0.7)
Let
P (F , ω) = {Df | f ∈ O(F )
/
K}.
It follows from (0.7) that P (F , ω) is the ideal of P˜ (F , ω) of codimension
n. A Lie algebra L such that P (1)(F , ω) ⊆ L ⊆ P˜ (F , ω) will be called the
non-alternating Hamiltonian Lie algebra.
Remark 0.2. Poincare´ algebra Ô(F ) (resp. O(F )) with Poisson bracket
(0.7) is a Leibniz algebra with center K, but not a Lie algebra.
1 Canonical form of bilinear non-alternating
symmetric forms with respect to the flag
Let V be a finite-dimensional vector space over the field K of an even
characteristic. b bilinear nondegenerate non-alternating symmetric form
on V , V 0 the hyperplane consisting of isotropic vectors (i.e. V 0 = {v ∈
V | b(v, v) = 0}) and F : 0 = V0 ⊆ V1 ⊆ . . . be a flag of V such that
Vq = V for sufficiently large q. For the subspace L ⊆ V , denote by L
⊥ its
orthogonal complement with respect to b. We recall canonical isomorphisms
and pairings constructed in [13]. Let
ΦqF = Vq/Vq−1 for q > 1,
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Φq(F )r = (Vq ∩ V
⊥
r + Vq−1)
/
Vq−1 for q > 1, r > 0,
ΦqΦrF = Φq(F )r−1
/
Φq(F )r for q, r > 1.
There are canonical isomorphisms
ΦqΦrF ∼= (Vq ∩ V
⊥
r−1 + Vq−1)
/
(Vq ∩ v
⊥
r + Vq−1)
∼=
∼= (Vq ∩ V
⊥
r−1)
/
(Vq ∩ V
⊥
r + Vq−1 ∩ V
⊥
r−1) = Φqr (1.1)
The form b induces a non-degenerate pairing of subspaces U,W ⊂ V .
U
/
(U ∩W⊥)×W
/
(U⊥ ∩W )→ K, (u, w) 7→ b(u, w).
Let L1,M1 ⊆ V and L0 ⊆ L1, M0 ⊆M1 be subspaces of V . We construct
a pairing (L1 ∩M
⊥
0 )× (L
⊥
0 ∩M1) → K. Find the left and right core. Since
(L ∩M⊥)⊥ = L⊥ +M ,
(L1 ∩M
⊥
0 )
⊥ ∩ (L⊥0 ∩M1) = (L
⊥
1 +M0) ∩ (L
⊥
0 ∩M1) =
= (L⊥1 ∩M1 +M0) ∩ L
⊥
0 = L
⊥
1 ∩m1 + L
⊥
0 ∩M0
and analogously
(L1 ∩M
⊥
0 ) ∩ (L
⊥
0 ∩M1)
⊥ = L1 ∩M
⊥
1 + L0 ∩M
⊥
0 .
Hence, b induces a non-degenerate bilinear pairing
(L1 ∩M
⊥
0 )
/
(L1 ∩M
⊥
1 +L0 ∩M
⊥
0 )× (L
⊥
0 ∩M1)
/
(L⊥1 ∩M1 +L
⊥
0 ∩M0)→ K.
Given isomorphisms of (1.1), we obtain non-degenerate bilinear pairings
Φqr × Φrq → K, q, r > 1. (1.2)
For q, r > 1 define
Φ0qr as the image of Vq ∩ V
⊥
r−1 ∩ V
0 under the canonical projection on Φqr,
nqr = dimΦqr, n
1
qr = dimΦqr − dimΦ
0
qr.
Note that n1qr can only be equal to 0 or 1.
The decomposition of V into the direct sum of its subspaces P and Q is
called coordinated with the flag F if Vj = Vj ∩P +Vj ∩Q for all j > 0. The
number m = min{j / e ∈ Vj} is the height of an element e.
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Lemma 1.1 (cf. [13]). Suppose that for some q, r > 1 either q 6= r, or
q = r, n1qq = 0. If u ∈ Vq ∩ V
⊥
r−1, v ∈ Vr ∩ V
⊥
q−1, and b(u, v) = 1 then the
decomposition
V = 〈u, v〉 ⊕ 〈u, v〉⊥
coordinated with F and b(u, u) · b(v, v) = 0.
Proof. (1) Assume for certainty that q < r.
(1.1) If j < q, then j 6 q − 1 < r − 1 and Vj ⊆ Vq−1, Vj ⊆ Vr−1. Then
Vj ⊆ u
⊥ and Vj ⊆ v
⊥, hence Vj ⊆ 〈u, v〉
⊥.
(1.2) If j > r, then Vq, Vr ⊆ Vj , then 〈u, v〉 ⊆ Vj and Vj = Vj ∩ V =
Vj ∩ (〈u, v〉+
+ 〈u, v〉⊥) = 〈u, v〉+ 〈u, v〉⊥ ∩ Vj. (1.3) Let q 6 j < r. Then Vq ⊆ Vj ⊆ Vr−1,
hence u ∈ Vj ∩ V
⊥
j , i.e. b(u, u) = 0. Since b(u, v) = 1, then v /∈ Vj and for
any u′ ∈ Vj such that b(u
′, v) = α we have b(αu + u′, v) = 0. Let’s denote
w = αu+ u′ and get the decomposition u′ = αu+ w, i.e.
Vj = 〈u〉+ {w ∈ Vj | b(w, v) = 0} = 〈u, v〉 ∩ Vj + 〈u, v〉
⊥ ∩ Vj .
(2) for q = r we should consider only cases similar to (1.1) and (1.2).
Since n1qq = 0, the set Vq ∩ V
⊥
q−1 does not contain a vector of nonzero length
and therefore for u, v ∈ vq ∩ V
⊥
q−1, b(u, u) = 0 and b(v, v) = 0.
Lemma 1.2. Let u ∈ Vq ∩ V
⊥
q−1 be given For some q > 1, with b(u, u) = 1.
Then decomposition
V = 〈u〉 ⊕ 〈u〉⊥
coordinated with F .
Proof. If j < q, then Vj ⊆ Vq−1 and Vj ⊆ u
⊥. If j > r, then Vq ⊆ Vj and
〈u〉 ⊆ Vj. Now, vj = Vj ∩ V = Vj ∩ (〈u〉+ 〈u〉
⊥) = 〈u〉+ 〈u rangle⊥ ∩ Vj
Consider triples (V,F , b) and call (V,F , b) and (V ′,F ′, b′) equivalent if
there is an isomorphism V → V ′ that translates the flag F onto F ′, and
the form b into b′. Such isomorphism induces isomorphisms Φqr → Φ
′
qr for
all q, r > 1. Therefore, the values nqr and n
1
qr are invariants of the triple
(V,F , b).
Theorem 1.1. (1) There is coordinated with the flag F a basis of the
space V relative to which the matrix of non-alternatig form b has the form
11
diag(M0, . . . ,M0,M1, . . . ,M1, 1s), where s =
n∑
q=1
nqqn
1
qq, the number of ma-
trices M1 is
n∑
q<r
nqrn
1
rq,
M0 =
(
0 1
1 0
)
and M1 =
(
0 1
1 1
)
.
(2) Triples (V,F , b) and (V ′,F ′, b′) are equivalent if and only if they have
the same invariants nqr and n
1
qr for all q, r > 1.
Proof. (1) Since the form is nondegenerate, there is nqr > 0 for some 1 6
q 6 r.
Step 1. Among nqr > 0 choose the one for which q < r or q = r, n
1
qq = 0.
Due to the nondegeneracy of the pairing (1.2), there are u, v that satisfy
the conditions of the Lemma 1.1. In this case, if nqr > 2 and n
1
rq = 1,
then take v such that b(v, v) = 0. We include elements u, v in the basis.
Let’s put W = 〈u, v〉⊥ and define the flag H of subspaces in W , assuming
Wj = W ∩Vj for j > 0. Repeat Step 1 for W , H , and b|W until nqr > 0 meet
the condition.
Step 2. For the remaining nqq > 0, n
1
qq = 1 is fulfilled. Due to the
nondegeneracy of the pairing (1.2), there is u that satisfies the conditions of
the Lemma 1.2. Include in the basis element u. Let’s put W = 〈u〉⊥ and
define the flag H of subspaces in W , assuming Wj = W ∩ Vj for j > 0.
Repeat Step 2 for W , H , and b|W .
Step 3. Enumerate the basis so that the shape matrix takes the form
specified in the condition.
(2) Assume that the listed invariants of two triples coincide. Then the
dimensions of the spaces V , V ′ are equal and n =
∑
nqr. We have bases
{e1, . . . , en} in V and {e
′
1, . . . , e
′
n} in V
′, as in (1). Let mi (m
′
i, respectively)
be the height of the element ei (e
′
i, respectively). Let’s put for q 6= r > 1 and
2t = n−
n∑
q=1
nqqn
1
qq
i˜ =
{
i+ 1, if i = 2k − 1 i− 1, if i = 2k
Iqr = {i / 1 6 i 6 2t, mi = q, mi˜ = r},
I ′qr = {i / 1 6 i 6 2t, m
′
i = q, m
′
i˜
= r},
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Iqq = {i / 2t+ 1 6 i 6 n, mi = q},
I ′qq = {i / 2t+ 1 6 i 6 n, m
′
i = q}.
Classes of vectors ei, i ∈ Iqr (possibly q = r) form the basis Φqr. So Iqr
consists of nqr indexes and the same is true for I
′
qr. Similarly, the sets Iqq
and I ′qq consist of the same number of nqq indexes. Note also that i˜ ∈ Irq for
i ∈ Iqr. All of the above allows us to construct a permutation pi of indices
1, . . . , n, which maps each Iqr to I
′
qr, q, r > 1, and for which pii˜ = pii at
1 6 i 6 2t. Then m′pii = mi for all i. The linear isomorphism V → V
′, which
translates ei to e
′
pii, 1 6 i 6 n, specifies the equivalence of triples (V,F , b)
and (V ′,F ′, b′).
Remark 1.1. 1. From the proof of Lemma 1.1 it follows that for the pair
(u, v) corresponding to the matrix M1, the height of u is less than the height
of v.
2. In the case where p > 2, the canonical form of a matrix of symmetric
bilinear form contains no blocks M1, and 1s is replaced by a diagonal matrix
(see [26], Theorem 1, Section 2, Chapter 9).
Remark 1.2. The invariants mutually uniquely define a matrix of canonical
form and a set of heights. For a triple (V,F , b) with invariants nqr and
n1qr (q, r > 1), the height set consists of three groups: M0, M1 and 1s,
respectively. For q 6 r in the first group of pair q, r is included in the
amount of (1 − n1rq)nqr. For q < r in the second group of the pair q, r is in
the amount of nqrn
1
rq. The third group includes the height q in the amount
of nqqn
1
qq.
In the following examples, the differential form with constant coefficients
is considered as a bilinear form on the space V =W−1.
Example 1. Let n = 3, F : V = V3 = 〈∂1, ∂2, ∂3〉 ⊃ V2 = 〈∂1, ∂2〉 ⊃
V1 = 〈∂1〉 ⊃ V0 = 0 and a coherent F basis form has the form ω =
dx
(2)
1 + dx1dx3 + dx2dx3.
We have V 0 = 〈∂2, ∂3〉 and V
⊥
1 = 〈∂2, ∂1 + ∂3〉. We apply the algorithm
specified in the proof of Theorem 1.1:
Φ11 = (V1 ∩ V
⊥
0 )
/
(V1 ∩ V
⊥
1 + V0 ∩ V
⊥
0 ) = V1, V1 ∩ V
⊥
0 ∩ V
0 = 0 ⇒ Φ011 =
0⇒ n111 = 1;
Φ12 = (V1 ∩ V
⊥
1 )
/
(V1 ∩ V
⊥
2 + V0 ∩ V
⊥
1 ) = 0;
Φ13 = (V1 ∩ V
⊥
2 )
/
(V1 ∩ V
⊥
3 + V0 ∩ V
⊥
2 ) = 0;
Φ21 = (V2 ∩ V
⊥
0 )
/
(V2 ∩ V
⊥
1 + V1 ∩ V
⊥
0 ) = 0;
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Φ22 = (V2 ∩ V
⊥
1 )
/
(V2 ∩ V
⊥
2 + V1 ∩ V
⊥
1 ) = 0;
Φ23 = (V2 ∩V
⊥
2 )
/
(V2 ∩V
⊥
3 +V1 ∩V
⊥
2 ) = 〈∂2〉, V2 ∩V
⊥
2 ∩V
0 = 〈∂2〉 ⇒ Φ
0
23 =
Φ23 ⇒ n
1
23 = 0
Φ31 = (V3 ∩ V
⊥
0 )
/
(V3 ∩ V
⊥
1 + V2 ∩ V
⊥
0 ) = 0;
Φ32 = (V3 ∩ V
⊥
1 )
/
(V3 ∩ V
⊥
2 + V2 ∩ V
⊥
1 ) = 〈∂1 + ∂3〉; V3 ∩ V
⊥
1 ∩ V
0 = 〈∂2〉 ⇒
Φ032 = 0⇒ n
1
32 = 1;
Φ33 = (V3 ∩ V
⊥
2 )
/
(V3 ∩ V
⊥
3 + V2 ∩ V
⊥
2 ) = 0.
We see that n23 > 0. Since n
1
32 = 1, the pair (∂2, ∂1 + ∂3) corresponds to
the matrix M1. We include these vectors in the basis. Step 1 completed.
We see that n11 > 0 and n
1
11 = 1. Include the vector ∂1 in the basis.
As a result, ω = dx1dx2 + dx
(2)
2 + dx
(2)
3 . Set of heights: (2, 3, 1).
Example 2. Let F : V = V4 ⊃ V3 = V2 = V1 ⊃ V0 = 0 and V4
/
V3 =
〈∂1〉, in some coordinated with the flag, the form matrix has the form of 1 0 00 1 0
0 0 B
, where B is a non-degenerate skew-symmetric matrix. Then
V 0 = 〈∂1 + ∂2, ∂3, . . . , ∂n〉 and
Φ12 = (V1∩V
⊥
1 )
/
(V1∩V
⊥
2 +V0∩V
⊥
1 ) = Φ21 = (V2∩V
⊥
0 )
/
(V2∩V
⊥
1 +V1∩V
⊥
0 ) =
0;
Φ13 = (V1∩V
⊥
2 )
/
(V1∩V
⊥
3 +V0∩V
⊥
2 ) = Φ31 = (V3∩V
⊥
0 )
/
(V3∩V
⊥
1 +V2∩V
⊥
0 ) =
0;
Φ14 = (V1∩V
⊥
3 )
/
(V1∩V
⊥
4 +V0∩V
⊥
3 ) = Φ41 = (V4∩V
⊥
0 )
/
(V4∩V
⊥
1 +V4∩V
⊥
0 ) =
0;
Φ23 = (V2∩V
⊥
2 )
/
(V2∩V
⊥
3 +V1∩V
⊥
2 ) = Φ32 = (V3∩V
⊥
1 )
/
(V3∩V
⊥
2 +V2∩V
⊥
1 ) =
0;
Φ24 = (V2∩V
⊥
3 )
/
(V2∩V
⊥
4 +V1∩V
⊥
3 ) = Φ42 = (V4∩V
⊥
1 )
/
(V4∩V
⊥
2 +V3∩V
⊥
1 ) =
0;
Φ34 = (V3∩V
⊥
3 )
/
(V3∩V
⊥
4 +V2∩V
⊥
3 ) = Φ43 = (V4∩V
⊥
2 )
/
(V4∩V
⊥
3 +V3∩V
⊥
2 ) =
0;
Φ11 = (V1 ∩ V
⊥
0 )
/
(V1 ∩ V
⊥
1 + V0 ∩ V
⊥
0 ) = V1, Φ
0
11 = 〈∂3, . . . , ∂n〉, n
1
11 = 1;
Φ22 = (V2∩V
⊥
1 )
/
(V2∩V
⊥
2 +V1∩V
⊥
1 ) = Φ33 = (V3∩V
⊥
2 )
/
(V3∩V
⊥
3 +V2∩V
⊥
2 ) =
0;
Φ44 = (V4 ∩ V
⊥
3 )
/
(V4 ∩ V
⊥
4 + V3 ∩ V
⊥
3 ) = 〈∂1〉, Φ
0
22 = 0, n
1
22 = 1;
As a result, ω = dx
(2)
1 + . . .+ dx
(2)
n . Set of heights: (3, . . . , 3, 4).
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2 Filtered deformations of graded
non-alternating Hamiltonian Lie algebras
The filtered Lie algebra L = L−q ⊃ . . . ⊃ L−1 ⊃ L0 ⊃ L1 ⊃ . . .Ls ⊃ 0
is called the filtered deformation of the graded Lie algebra L = grL . Let
P (1)(F , ω0) ⊆ ⊆ L ⊆ P˜ (F , ω0) be the graded non-alternating Hamiltonian
Lie algebra, corresponding to the form ω with constant coefficients, F : E =
E0 ⊇ E1 ⊇ . . . ⊇ Er ⊃ Er+1 = 0, W = W (F ), V = L−1 = W−1 ∼=
W (F )
/
W (F )(0), E = V
∗.
According to Embedding Theorem [18] there is a minimal embedding
τ : (L L0) → (W (F
′),W (F ′)(0)) with the minimal flag F
′ = F (L ,L0).
The embedding τ is uniquely determined up to the automorphism of the
pair (W (F ′),W (F ′)(0)). Such automorphisms are induced by admissible
automorphisms of the algebra O(F ′). In particular, F (L, L(0)) = F . It is
known that F 6 F ′ ( [18]). The following theorem is a special case of the
theorem proved in [18], [25]
Theorem 2.1. Let L = L−1 +L0 + . . . be a transitive graded Lie algebra. If
I. L−1 is an irreducible L0 - module,
ii. H1(L0, L−1) = 0,
iii. mtp(L−1, X(L(1)) 6 m(F (L, L(0)))− n, n = dimL−1,
then for any filtered deformation of L of Lie algebra L
(a) F (L ,L0) = F (L, L(0)),
(b) DerL ∼= NW (F )(τ(L ).
Here τ : L → W (F ) is the minimum embedding, W (F ) is the p – closure
of W (F ) in DerO(F ), X(L(1)) = L(1)
/
[L(1), L(1)], mtp(Q, V ) is the multi-
plicity of L0-module Q in L0-module V .

Let L be a non-alternating Hamiltonian Lie algebra, P (1)(F , ω0) ⊆ L ⊆
P˜ (F , ω0), ω0 be a non-degenerate non-alternating form with constant coef-
ficients.
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Proposition 2.1. Let L0 be the p - closure of L0 in W0 ∼= gl(L−1), V =
W
/
W(0) ∼= L−1, ω0 non-alternating symmetric bilinear form at E = V
∗,
dual ω0, E
0 subspace of isotropic vectors of E. The following statements are
true.
i. L0 = L
(1)
0 ⊕T , where T – torus, T0 ⊆ T ⊆ T1, T0
∼= 〈x
(2)
i +x
(2)
j , i, j =
1, . . . , n〉, T1 ∼= 〈x
(2)
i , i = 1, . . . , n〉 ⊂ P˜0. Here {xi} is the orthonormal
basis of E with respect to ω0.
ii. If E1 6⊂ E
0, then T = T1,
iii. If n > 2 or n = 2 and T = T1, then L−1 is an absolutely irreducible
L0-module,
iv. If n > 4 or n = 2, 3, 4 and T = T1,
(a) H1(L0, L−1) = 0,
(b) (S3(V )∗)T = 0.
(c) mtp(L−1, X(L(1)) 6 m(F (L, L(0)))− n.
Proof. i. While studying the pair (L−1, L0) we can assume that the form
ω0 has the form ω0 = (dx1)
(2) + . . . + (dxn)
(2). Then ω0(xi, xj) = δij and
{f, g} =
∑
∂if∂ig. It is easy to check that (ad(xixj))
2 = ad(x
(2)
i + x
(2)
j ),
which implies i.
ii. Let y ∈ E1, y /∈ E
0. Choose the basis {yi} in E, coordinated with the
flag F , y = y1. Letm1 be the height of y1. We havem1 > 1. Therefore, y
(2)
1 ∈
L0. In the basis {yi} ω0 looks like ω0(u, v) =
n∑
i=1
αii∂iu∂iv +
∑
i,j
αij∂iu∂jv,
u, v ∈ E, α11 = ω0(y1, y1) 6= 0. Here (αij) = (ωij)
−1.
{f, g} =
n∑
i=1
αii∂if∂ig +
∑
i,j
αij∂if∂jg,
αij = αji. Therefore, ad y
(2)
1 = α11y1∂1+
∑
j>1
α1jy1∂j , tr
(
ad y
(2)
1 |L−1
)
= α11 6=
0. Obviously, tr|
L
(1)
0 ⊕T0
= 0. Therefore y
(2)
1 = a + t, a ∈ L
(1)
0 , t ∈ T , t /∈ T0.
Therefore, T = T1.
iii. The statement is verified directly.
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iv. If T = T1, then z = x
(2)
1 + . . . + x
(2)
n ∈ Z(L0) and adz|L
−1 = id. So
H1(L0, L−1) = 0. Note that if n is even, z ∈ T0 ⊂ L0. Let n > 3 and
T = T0 = 〈h1, . . . , hn−1〉, hi = x
(2)
i + x
(2)
i+1, {εi} dual basis of T
∗
0 . Then
the weights of L−1 are α1 = ε1, α2 = ε1 + ε2, . . . , αn−1 = εn−2 + εn−1,
αn = εn−1. All weights are nonzero and weight spaces are one-dimensional.
The roots of L0 are the sums of different weights of L−1. If n > 4, all root
spaces are one-dimensional, the roots are different from the weights of L−1.
If n = 4, then the roots are different from the weights L−1, the root spaces
are two-dimensional. From the decomposition of the complex C∗(L0, L−1)
into weight spaces with respect to T we obtain
H1(L0, L−1) = H
1
0 (L0, L−1) = H
1(C∗0 (L0, L−1)).
Since all weights of L−1 are nonzero and distinct from roots of L0,
C∗0(L0, L−1) = 0 and H
1(L0, L−1) = 0. Note that for n = 4 z ∈ T0 ⊂ L0 and
thus H1(L0, L−1) = 0.
Similarly, for ϕ ∈ (S3(V )∗)T we have varphi(vµ1 , vµ2 , vµ3) = 0, if
µ1 + µ2 + µ3 = 0, µi ∈ {α1, . . . , αn}. The weights of module V = L−1
satisfy the only relation α1 + . . . + αn = 0. Thus, for n > 3 ϕ = 0. Let
T = T1. Then T = 〈h1, . . . , hn〉. Weights of L−1 are ε1, . . . , εn, where {εi}
is the dual basis of T ∗. Therefore, ϕ = 0. In particular, it is true for n = 2
and 3. The statement (c) is proved by direct computations analogous to the
computation of X(L(1)) for the classical Hamiltonian Lie algebra in [21] (see
[21], Chapter 3, Proposition 1).
Theorem 2.2. Let L = L−1 + L0 + . . . be a graded non-alternating Hamil-
tonian Lie algebra, P (1)(F , ω0) ⊆ L ⊆ P˜ (F , ω0), L filtered deformation of
L. For n = 2, 3, assume that E1 6⊂ E
0, where E0 is the subspace of isotropic
vectors with respect to the form ω0 on the E dual to the form ω0. For n = 4,
assume that F is a nontrivial flag. Then
i. F (L ,L0) = F (L, L(0)) = F ,
ii. DerL ∼= NW (F )(τ(L )),
where τ : L →W (F ) is the minimal embedding.
Proof. According to 2.1, the conditions of the theorem 2.1 are satisfied for
the Lie algebra L = L−1 +L0 +L1 + . . .. Hence, for any filtered deformation
L of the Lie algebra L
F (L ,L 0) = F (L, L(0)) = F , DerL ∼= NW (F )(τ(L )), (2.1)
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where τ is the minimal embedding of L in W (F ).
Let now L be a filtered deformation of the Lie algebra L, τ : L →
W (F ′) minimal embedding, F ′ = F (L ,L0). Identify L and τ(L ). Let
L0 = L0 + 〈a
2
i , i = 1, . . . , s〉, ai ∈ L0, li ∈ L0, li ≡ ai(modW(1)). As
to W (F ′)(0) is a p-subalgebra of DerO(F
′), l2i ≡ a
2
i (modW(1)). Hence,
L = L + 〈l2i , i = 1, . . . , s〉 is a filtered deformation of the Lie algebra L.
Thus, F ′ > F (L ,L0) (see [18]). On the other hand, τL : L → W (F )
is embedding, where τ : L → W (F ) is the minimal embedding of L , and
F ′ 6 F . Thus F ′ = F and we can assume that τ = τ . Identifying L and
adL ⊂ DerL , we get [D, ad(l2)] = ad[D(l), l]. Hence, D ∈ DerL may be
extended up to derivation of the Lie algebra L in such a way that D(l2i ) =
[D(li), li]. From here we obtain, using (2.1), that DerL ∼= NW (F )(τ(L ).
The proof of the following theorem is similar to the proof of Theo-
rem 8.1 [14] (or Theorem 7.1 [16]) for the classical Hamiltonian Lie algebras
based on the theory of truncated coinduced modules [17], [18], [11] and
the theory of modular pairs of Lie-Cartan (see [14] and [16] for detailed
presentation).
Theorem 2.3. Under the conditions of theorem 2.2, there exists a unique
up to an admissible automorphism of the algebra W (F ) a non-alternating
Hamiltonian form ω with coefficients from O(F ), such that ω(0) = ω0 and
P (1)(F , ω) ⊆ L ⊆ P˜ (F , ω).
Proof. We note only the changes in the proof of Theorem 8.1 [14] that need
to be done to extend Theorem 8.1 [14] to the case of filtered deformations
of graded non-alternating Hamiltonian Lie algebras. First, we will consider
the Lie algebra L as in the proof of the theorem 2.2, which is a filtered
deformation of the graded Lie algebra L (see 2.1), L subsetL . Second, in
the proof of theorem 8.1 [14] we need to replace P = Λ2V
/
L0 · Λ
2V with
P = S2V
/
L 0 · S
2V . Third, instead of ϕ : Λ3V → P , consider ϕ : S3V → P .
All the information necessary to apply the proof of Theorem 8.1 [14] in the
case of filtered deformation of a non-alternating Hamiltonian Lie algebra is
given in 2.1.
As a result, we obtain that
P (1)(F , ω) ⊆ L ⊆ P˜ (F , ω),
ω(0) = ω0, ω is a non-alternating Hamiltonian form on W (F ) with values in
some invertible module of the de Rham coefficients of the pair (O(F ),W (F ).
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It is easy to check that any invertible module of the coefficients of the de
Rham P of the pair (O(F ),W (F )) is isomorphic to the submodule of
O(F )u ⊂ Ô(E), u = exp f , f ∈ 〈x
(pmi )
i , i = 1, . . . , n〉, where {xi} is a
basis of E, coordinated with the flag F , mi is the height of xi. However,
Lemma 0.1 implies that f = 0. Hence, P = O(F ).
3 Non-alternating Hamiltonian forms with
non-constant coefficients
Let m(F )(j) be the standard filtration of O(F ). Thus, m(F )(1) = m(F ).
Denote by G(F ) the group of admissible automorphisms of the algebra
O(F ). Let G′(F ) be a subgroup of automorphisms σ ∈ G(F ) such that
σf−f ∈ m(F )2 for all f ∈ O(F ). The group G(F ) preserves ideals (F )(k).
Define the filtration of corresponding groups by normal subgroups, j > 0
G(F )j = {σ ∈ G(F ) | σf − f ∈ m(F )
(j+l) ∀f ∈ m(F )(l), l > 0}, j > 0
G′(F )j = G(F )j ∩G
′(F ),
and the following Lie subalgebras of W (F )
g′(F ) = m(F )2W (F ), g′(F )j = (m(F )
2 ∩m(F )(j+1))W (F ).
Put
zi = x
(2mi )
i , 〈x1, . . . , xn〉 = E, mi = min{j | xi /∈ Ej}.
Note that the group G′(F ) acts trivially in H∗(Ω(F ) (this follows from
the triviality of the action on H1(Ω(F )) ≡ tildeO(F )/O(F ))).
Proposition 3.1 ( [13]). For j > 1 for a given σ ∈ G′(F )j there exists the
unique D ∈ g′(F )j such that
σx = x+Dx ∀x ∈ E,
(σ − id−D)(m(F )(l)) ⊆ m(F )(j+l+1) l > 0.
(3.1)

Corollary 3.1 (see [13]). Let ψ ∈ m(F )(r)SΩk(F ), σ ∈ G′(F )j, where
j > 1. Then σψ − ψ ∈ m(F )(j+r)SΩk(F ). Moreover, if D ∈ g′(F )j is
related to σ by (3.1), σψ − ψ −Dψ ∈ m(F )(j+r+1)SΩk(F ).
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For the non-alternating Hamiltonian form ω ∈ SΩ2(F ), we define the
isomorphism of O(F )-modules iω : W (F )→ SΩ
1(F ), iω(D) = Dyω.
In the future, we use abbreviations G′j = G
′(F )j, SΩ = SΩ(F ), m =
= mathfrakm(F ), etc.
Write non-alternating Hamiltonian form ω in the form ω =
∑
aiidx
(2)
i +∑
i<j
aijdxidxj +
+ dϕ +
∑
i<j
bijdzidzj , where aij , bij ∈ K, ϕ ∈ m
(2)SΩ1. We assume that ω(0)
is given to canonical form.
We identify H2(Ω) with the subspace 〈dzidzj〉 ⊂ H
2(SΩ) and define the
semi-linear map λ : H2(Ω)→ O(F ) assuming λ(b2dzidzj) =
= bx
(2mi−1)
i xj(2
mj−1).
Lemma 3.1. (1) An automorphism σ ∈ G′ acts identically on the cohomo-
logical class of the form ω if and only if for all i, such that ω(0) contains
dx
(2)
i , runs in σxi = xi + f where f ∈ m
2 and f does not contain monomials
of the form λ(dzsdzj).
(2) Let {dx
(2)
i , dzidzj} be the basis of H
2(SΩ). The automorphism σ ∈ G′
can act not identically only on the elements dx
(2)
i .
If σxi = xi + bx
(2ms−1)
s x
(2mr−1)
r , then σdx
(2)
i = dx
(2)
i + dϕ + b
2dzsdzr, where
ϕ = bx
(2ms−1)
s x
(2mr−1)
r dxi.
Proof. According to theorem 0.1 H2(SΩ) = H2(Ω) ⊕ 〈dx
(2)
1 , . . . , dx
(2)
n 〉. On
H2(Ω), the automorphism σ ∈ G′ acts trivially.
Let σ ∈ G′j, j > 1, σx = x+Dx for x ∈ E, D ∈ g
′
j. Let Dx =
∑
aαx
(α).
Then σ(dx)(2) = (σdx)(2) = (dσx)(2) = (d(x + Dx))(2) = (dx + dDx)(2) =
(dx)(2) + dx · dDx + (dDx)(2) = (dx)(2) + d(D(x)dx) + (d
∑
aαx
(α))(2) =
(DX)(2) + d(D(x)dx) +
(∑
α,i
aα∂ix
(α)dxi
)(2)
= (dx)(2) +
+ d(D(x)dx) + dϕ′ +
∑
asrdzsdzr = (dx)
(2) + dϕ + η, where asr = a
2
α
is coefficient square at x(α) = x
(2ms−1)
s x
(2mr−1)
r in Dx. Consequently, the
cohomology class of the form (dx)(2) changes only if Dx has a summand
aαx
(2ms−1)
s x
(2mr−1)
r = λ(asrdzsdzr). For Dx = bλ(dzsdzr) we get σ(dx)
(2) =
(dx)(2) + d(D(x)dx) + b2dzsdzr.
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Corollary 3.2. For σ ∈ G′ such that σxi = xi+bx
(2r)
s x
(2t)
j , we have σdx
(2)
i =
dx
(2)
i + dϕ + +b
2x
(2r+1−1)
s x
(2t+1−1)
j dxsdxj, where ϕ = bx
(2r)
s x
(2t)
j dxi. Here
0 6 r < ms, 0 6 t < mj.
Lemma 3.2. Let ω ∈ Zk(SΩ), k = 1, 2 and σ ∈ G′j, D ∈ g
′
j, where j > 1, are
bound by the condition (3.1). If ω ∈ Z1(SΩ), then there is ϕ ∈ m such that
σω− ω = dϕ and ϕ−Dyω ∈ m(j+2). If ω ∈ Z2(SΩ), then σω− ω = dϕ+ η,
where ϕ ∈ SΩ1, η ∈ H2(Ω), λ(η) ∈ m(j+1), and ϕ−Dyω ∈ m(j+2)sΩ1.
Proof. Consider first the action of σ on ω = dψ, where ψ ∈ SΩk−1. Cor-
recting ψ on coboundary, we can assume that ψ ∈ mSΩk−1. Assuming
ϕ = σψ − ψ − d(Dyψ), we get σdψ − dψ = d(σψ − ψ) = dϕ. Since Dydψ =
Dψ − d(Dyψ), by corollary 3.1, ϕ−Dydψ = σψ − ψ −Dψ ∈ m(j+2)SΩk−1.
Now let ω = (dx)(2), x ∈ E. We use notations from the proof of the
Lemma 3.1. For Dx =
∑
aαx
(α) ∈ m2 ∩m(j+1) we have σ(dx)(2) = (dx)(2) +
dϕ + η, where λ(η) = λ(
∑
aisdzidzs) ∈ m
(j+1), and ϕ − Dy(dx)(2) = ϕ −
D(x)dx = ϕ′ ∈ m(2j+1)SΩ1 ⊆ m(j+2)SΩ1.
Show that for ω ∈ Z1(SΩ) the Lemma is true. For f ∈ m
σd(f (2))− d(f (2)) = d((σf)(2) − f (2)) = dh,
where h = (σf − f)(2) + f(σf − f) ∈ O(F ), because σf − f ∈ m2. Herewith
h−Dyd(f (2)) = h−Df (2) = h−fDf = f(σf−f−Df)+(σf−f)(2). (3.2)
In view of (3.1) f(σf − f − Df) ∈ m(j+3) and (σf − f)(2) ∈ m(2j+2), so
that the right side of (3.2) is known to be m(j+2), that is, for d(f (2)) the
Lemma is true. But any 1-cocycle comparable modulo coboundaries with
the appropriate cocycle fdf . So the Lemma is true for all ω ∈ Z1(SΩ).
It remains to prove that the Lemma is true for ω1ω2 ∈ Z
1(SΩ) · Z1(SΩ).
Let σωi−ωi = dϕi. Then σ(ω1ω2)−ω1ω2 = (σω1−ω1)(σω2−ω2)+ω1(σω2−
ω2)+(σω1−ω1)ω2 = dϕ1dϕ2+ω1dϕ2+dϕ1ω2 = d(ϕ1dϕ2)+d(ω1ϕ2+ϕ1ω2) =
dϕ and ϕ1dϕ2 + ω1ϕ2 + ϕ1ω2 −Dy(ω1ω2) = ϕ1dϕ2 + ω1ϕ2 +
+ϕ1ω2(Dyω1)ω2−ω1(Dyω2) = ϕ1dϕ2+ω1(ϕ2−Dyω2)+(ϕ1−Dyω1)ω2. As in
corollary 3.1 dϕi ∈ m
(j)SΩ1, then ϕ−Dy(ω1ω2) ∈ m
(2j+1)SΩ1+m(j+2)SΩ1+
m(j+2)SΩ1 ⊆ m(j+2)SΩ1.
It follows from the Theorem 0.1 that Z2(SΩ) is spanned by (dxi)
(2) (i =
1, . . . , n), Z1(SΩ) · Z1(SΩ), and B2(SΩ). So, the Lemma is proven.
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Corollary 3.3. If ω ∈ SΩ2 is a closed form, σ ∈ G′j, j > 1, then σω − ω =
dϕ+ η for a suitable form ϕ ∈ m(j+1)SΩ1 and η ∈ H2(Ω), λ(η) ∈ m(j+1).
For the non-alternating Hamiltonian form ω = ω(0) + dϕ + η, where
ϕ ∈ m(2)SΩ1 and η ∈ H2(Ω) we introduce the set of indices I = {i | a¯ii 6= 0}.
We also need the set
m˜(j)SΩ1 = 〈T 〉, where
T = {x(α)dxk | |α| > j, k = 1, . . . , n}  {x
(2l)
r x
(2t)
s dxi, x
(2)
q dxi, i, q ∈ I}.
Lemma 3.3. Let j > 1 and ϕ = x
(2l)
r x
(2t)
s dxi ∈ m
(j+1)SΩ1, i ∈ I. If r, s /∈ I,
or l, t > 0, or r /∈ I, t > 0, or s /∈ I, l > 0, then ϕ = dψ + ϕ˜, where
ϕ˜ ∈ m˜(j+1)SΩ1. For i = r and mi > 1 if l > 0 or t > 1, or s /∈ I, then
x
(2l)
i x
(2t)
s dxi = dψ + ϕ˜, where ϕ˜ ∈ m˜
(j+1)SΩ1.
Proof. If i 6= r, s, then
d(x(2
l)
r x
(2t)
s dxi) = x
(2l−1)
r x
(2t)
s dxrdxi + x
(2l
r )x
(2t−1)
s dxsdxi =
= d(x(2
l−1)
r xs(2
t)xidxr + xr(2
l)x(2
t−1)
s xidxs)
. Therefore,
x(2
l)
r x
(2t)
s dxi = dψ + x
(2l−1)
r x
(2t)
s xidxr + x
(2l)
r x
(2t−1)
s xidxs.
Obviously, x
(2l−1)
r x
(2t)
s xidxr + x
(2l)
r x
(2t−1)
s xidxs ∈ m˜
(j+1)SΩ1, except for r ∈ I,
l = 0 or s ∈ I, t = 0.
If mi > 1, then d(x
(2l)
i x
(2t)
s dxi) = x
(2l)
i x
(2t−1)
s dxsdxi = d(x
(2l+1)
i x
(2t−1)
s dxs).
Therefore, x
(2l)
i x
(2t)
s dxi = dψ + x
(2l+1)
i x
(2t−1)
s dxs. Obviously,
x
(2l+1)
i x
(2t−1)
s dxs ∈ m˜
(j+1)SΩ1
for l > 0 or t > 1, or s /∈ I.
Lemma 3.4. If h ∈ m2, then (dh)(2) = dϕ, where ϕ ∈ m˜(2)SΩ1, then and
only then, when h does not contain monomials λ(dzrdzs) and monomials of
the form xqx
(2t)
j , where q ∈ I, mq = 1 or q, j ∈ I, mq > 1, t = 0.
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Proof. Since h ∈ m2, h =
∑
βjgj is a linear combination of decomposable
monomials gj. Then
(dh)(2) =
(∑
βjdgj
)(2)
=
∑
j<k
βjβkdgjdgk +
∑
j
β2j (dgj)
(2) =
∑
j<k
d(βjβkgjdgk) +
∑
j
β2j (dgj)
(2) = dψ +
∑
β2j (dgj)
(2),
where ψ ∈ m˜(2)SΩ1 because the form ξ /∈ m˜(2)SΩ1 must contain x
(2l)
r x
(2t)
s dxi
which is the product of two indecomposable elements and dx, or x
(2)
q dxi
which is a product of an indecomposable element and dx. If a monomial
g is y1y2 and one of the monomials y1 ∈ m
2 or y2 ∈ m
2 decompose, then
(dg)(2) = y1d(y2) + d(y1)y2 = d(y
(2)
1 )d(y
(2)
2 ) = 0. Let g = x
(2k)
r x
(2t)
s , then
(dg)(2)d((x
(2k)
r )(2))d((x
(2t)
s )(2)) = x
(2k+1−1)
r x
(2t+1−1)
s dxrdxs = dϕ1 if t < ms −
1, or (dg)(2) = dϕ2 if k < mr − 1. Here ϕ1 = x
(2k+1−1)
r x
(2t+1)
s dxr, ϕ2 =
x
(2k+1)
r x
(2t+1−1)
s dxs. By Lemma 3.3 ϕ1 + df1 ∈ m˜
(2)SΩ1 if r /∈ I or k > 0, or
mr > 1, s /∈ I, or mr > 1, t > 0 and ϕ2 + df2 ∈ m˜
(2)SΩ1 if s /∈ I or t > 0,
or ms > 1, r /∈ I, or ms > 1, k > 0. Thus, if h does not contain monomials
of the form x
(2mr−1)
r x
(2ms−1)
s = λ(dzrdzs) and monomials of the form xqx
(2t)
j ,
where q ∈ I, mq = 1 or mq > 1, t = 0, q, j ∈ I, then ϕ ∈ m˜
(2)sΩ1. The
sufficiency is proved.
Now, let σ ∈ G′, σxi = xi + h, then σdx
(2)
i = dx
(2)
i + dhdxi + (dh)
(2)
(see proof of Lemma 3.1). If h contains λ(dzrdzs), then the Lemma 3.1
(dh)(2) contains dzrdzs 6= dϕ. If h contains xqx
(2t)
j , where q ∈ I, mq = 1 or
q, j ∈ I, mq > 1, t = 0, then from corollary 3.2 and the reasoning above, we
obtain that (dh)(2) contains xqx
(2t+1−1)
j dxqdxj = dψ, where ψ = xqx
(2t+1)
j dxq
or ψ = x
(2)
q xjdxj , and ψ /∈ m˜
(2)SΩ1. That is, the necessity is proved.
Proposition 3.2. Let ω, ω′ be two non-alternating Hamiltonian forms, and
ω′ − ω = dϕ, where ϕ ∈ m˜(j+1)SΩ1, j > 1. Then, there exists σ ∈ G′j such
that ω′ − σω = dϕ˜ for some ϕ˜ ∈ m˜(j+2)SΩ1.
Proof. Let ϕ = ϕ1 + ϕ2, where ϕ1 ∈ (m
2 ∩ m˜(j+1))SΩ1, ϕ2 ∈ m˜
(j+1)SΩ1,
ϕ2 /∈ m
2SΩ1.
Then ϕ2 consists of βx
(2t)
k dxs and t > 1terms. Correcting ϕ2 on coboundary,
ϕ2 = d(
∑
βx
(2t)
k xs) −
∑
xsd(βx
(2t)
k ) = dg + ϕ˜2 and ϕ˜2 ∈ (m
2 ∩ m˜(j+1))SΩ1,
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we can assume that ϕ ∈ (m2 ∩ m˜(j+1))SΩ1. Since iω is an isomorphism of O
- modules, there is D ∈ (m2 ∩m(j+1))W = g′j such that Dyω = ϕ. According
to 3.1 there is σ ∈ G′j such that (3.1) holds.
Denote Dxr = hr ∈ m
2 ∩ m(j+1). The form ω is divided into ω(0) and
summands of the form dzkdzr and dfdxk, f ∈ m
(2). Since
Dydzkdzr = x
(2mk−1)
k x
(2mr−1)
r hkdxr + x
(2mk−1)
k xr(2
mr − 1)hrdxk
where each term can be decomposed into the product of the four elements
and dx and Dydfdxk = hkdf + D(f)dxk, where each summand can
be decomposed into the product of three elements and dx, then Dy(ω −
ω(0)) ∈ m˜(j+1)SΩ1 as the form ξ /∈ m˜(j+1)SΩ1 must contain x
(2l)
r x
(2t)
s dxi
which is the product of two irreducible elements and dx, or x
(2)
q dxi which
is the product of an irreducible element and dx. Thus, Dyω ∈ m˜(j+1)SΩ1
should be Dyω(0) ∈ m˜(j+1)SΩ1. Then if dx
(2)
i is included in ω(0), then hi
does not contain monomials of the form x
(2mr−1)
r x
(2ms−1)
s = λ(dzrdzs). By
corollary 3.3 and Lemma 3.1 σω − ω = dψ for some ψ ∈ m(j+1)sΩ1.
Now prove that ψ ∈ m˜(j+1)SΩ1. To check dzkdzr, we use the formula
σd(x
(2mk )
k )− d(x
(2mk )
k ) = d((σxk)
(2mk )−x
(2mk )
k ) = d((xk+hk)
(2mk )−x
(2mk )
k ) =
d
2mk∑
l=1
x
(2mk−l)
k h
(l)
k = dϕk
where ϕk ∈ O(F ), since hk ∈ m
2. We find that σ(dzkdzr) − dzkdzr =
d(ϕkdϕr + ϕkdzr + ϕrdzk) and ϕkdϕr + ϕkdzr + ϕrdzk = ψ1 and each term
can be decomposed into the product of three elements, and dx, i.e. ψ1 ∈
m˜(j+1)SΩ1.
Consider dfdxk, f ∈ m
(2). Let ψ2 = σ(fdxk) − fdxk. Then dψ2 =
σ(dfdxk)−dfdxk. By virtue of the Lemma 3.3, it is sufficient to check whether
ψ2 contains monomials of the form xqx
(2t)
s dxi and xq(2)dxi for i, q ∈ I. Since
σ(fdxk)−fdxk = (σf)(σdxk−dxk)+(σf−f)dxk = (σf)dhk+(σf−f)dxk ∈
m2SΩ1, then ψ2 does not contain summands of the form x
(2)
q dxi. If (σf)dhk
contains xqx
(2t)
s dxi, then there are two cases: 1) dhk contains x
(2t)
s dxi and
σf contains xq, and therefore, f contains xq; 2) dhk contains xqdxi and σf
contains x
(2t)
s . Then hk contains xqxi, q 6= I and σf contains x
(2t)
s , hence
f contains x
(2t)
s and t > 0. In this case (σf)dhk = x
(2t)
s d(xqxi) + . . . =
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xqx
(2t)
s dxi + xix
(2t)
s dxq + . . . =
dg + xqxix
(2t−1)
s dxs + . . . and xqxix
(2t−1)
s dxs ∈ m˜
(2)SΩ1 since t > 0. If
(σf − f)dxi contains xqx
(2t)
s dxi, then σf − f contains the product of two
indecomposable elements xqx
(2t)
s , which is only possible when f contains x
(r)
k .
Now
σx
(r)
k − x
(r)
k = (xk + hk)
(r) − x
(r)
k =
r∑
s=1
x
(r−s)
k h
(s)
k .
Therefore, if σx
(r)
k − x
(r)
k contains xqx
(2t)
s , then f contains xq, but f ∈ m
(2).
Thus, we can assume that ψ2 ∈ m˜
(j+1)sΩ1.
It remains to check ω(0). We have
σ(al,l−1dxl−1dxl + dx
(2)
l ) − (al,l−1dxl−1dxl + dx
(2)
l ) =
al,l−1d(hl−1dxl + hldxl−1) + al,l−1dhl−1dhl + d(hldxl) + (dhl)
(2) =
d(Dy(al,l−1dxl−1dxl + dx
(2)
l )) + al,l−1d(hl−1dhl) + (dhl)
(2).
From Dyω(0) ∈ m˜(j+1)SΩ1 it follows that
Dy(al,l−1dxl−1dxl + dx
(2)
l ) ∈ m˜
(j+1)SΩ1.
Since each term in hl−1dhl can be decomposed into a product of three el-
ements and dx, hl−1dhl ∈ m˜
(j+1)SΩ1. Thus, it is sufficient to investigate
(dhl)
(2). But due to Lemma 3.4 (dhl)
(2) = dψ3, where ψ3 ∈ m˜
(j+1)SΩ1, since
hl does not contain monomials of the form λ(dzrdzs), xqx
(2t)
k . For s, k /∈ I
we obtain
σdxsdxk − dxsdxk = d(Dydxsdxk) + +d(hsdhk)
and Dydxsdxk + hsdhk ∈ m˜
(j+1)SΩ1.
Lemma 3.2 and the above guarantees that ψ−Dyω = ψ−ϕ ∈ m˜(j+2)SΩ1.
Also, ω′ − σω = ω′ − ω − (σω − ω) = d(ϕ− ψ).
Lemma 3.5. If ω is a non-alternating Hamiltonian form and ω = ω(0) +
dϕ + η, where ϕ ∈ m˜(2)SΩ1 and η ∈ H2(Ω), for any σ ∈ G′ occurs σ(dϕ +
η)− (dϕ+ η) = dψ, where ψ ∈ m˜(2)SΩ1.
Proof. The proof of 3.2 shows that for any σ ∈ G′j, j > 1, σ(dzkdzr) −
dzkdzr = dψ1 is executed, where ψ1 ∈ m˜
(j+1)SΩ1 , and σ(dfdxk) − dfdxk =
dψ2, where ψ2 ∈ m˜
(j+1)SΩ1. Take j = 1.
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Select two properties of ω = ω(0) + dϕ + η, where ϕ ∈ m(2)SΩ1 and
η ∈ H2(Ω)
there exists i ∈ I such that mi > 1, (3.3)
mi = 1 for any i ∈ I and η =
∑
s,j /∈I
bsjdzsdzj . (3.4)
Let us consider the automorphism σ ∈ G′ such that
σxi = xi + bx
(2ms−1)
s x
(2mk−1)
k .
Since the form ω(0) is one of canonical form, only two variants of dx
(2)
i are
possible
ω1(0) = . . .+ dx
(2)
i + . . . ,
ω2(0) = . . . + dxi−1dxi + dx
(2)
i + . . . .
By Lemma 3.1 we have
σω1(0) = ω1(0) + d(bx
(2ms−1)
s x
(2mk−1)
k dxi) + b
2dzsdzk,
σω2(0) = ω2(0) + d(bx
(2ms−1)
s x
(2mk−1)
k )(dxi−1 + dxi) + b
2dzsdzk.
If in the second case we apply automorphism σ1, which translates xi−1 to
xi−1 + bx
(2ms−1)
s x
(2mk−1)
k , we get
σ1σω2(0) = ω2(0) + + d(bx
(2ms−1)
s x
(2mk−1)
k )dxi−1 + b
2dzsdzk
. Thus, only the summand of the form remains d(x
(2l)
s x
(2t)
k dxi−1), i − 1 ∈ I.
Let d(bx
(2ms−1)
s x
(2mk−1)
k dxi) = dϕ, where i ∈ I. Note that ϕ /∈ m˜
(2)SΩ1 and
prove the following theorem.
Theorem 3.1. Let ω be a non-alternating Hamiltonian form, ω = ω(0) +
dψ + η, where η ∈ H2(Ω), ψ ∈ m(j+1)sΩ1, j > 1.
(1) If (3.3) holds, then there exists an automorphism σ ∈ G′ such that
σω = ω(0) + dψ˜ + η, where ψ˜ ∈ m˜(j+1)SΩ1.
(2) If mr = 1 for all r ∈ I, then there is an automorphism σ ∈ G
′ such
that
σω = ω(0) + + dψ˜ + η +
∑
q,i∈I
∑
s/∈I
b2
ms−t+1
qsti dzidzs +
∑
q,i∈I
biq2dzidzq,
where ψ˜ ∈ m˜(j+1)SΩ1, bqstixqx
(2t)
s dxi or biqxqxidxs is included in ψ.
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Proof. Let ϕ = x
(2r)
l x
(2t)
s dxi, I ∈ I, 0 6 r < ml, 0 6 t < ms and ϕ1 = x
(2)
q dxi,
q ∈ I. Except for l ∈ I, r = 0 (s ∈ I, t = 0) and mi > 1, i = l, r = 0, t 6 1,
s ∈ I Lemma 3.3 guarantees that dϕ = dϕ˜, where ϕ˜ ∈ m˜(j+1)SΩ1. Therefore,
consider ϕ = xqx
(2t)
s dxi, where i, q ∈ I. By virtue of the Lemma 3.5, it is
sufficient to follow only the action of σ ∈ G′ on ω(0).
(1) Let mq > 1. Take σ ∈ G
′
j such that σxi = xi + xqx
(2t)
s and if
a¯ii = ai+1,i+1, then σxi+1 = xi+1 + xqx
(2t)
s . Note that for D ∈ g′j associated
with σ by the formula (3.1), Dyω(0) = xqx
(2t)
s dxi. By corollary 3.2 σω(0) =
ω(0) + dϕ+ xqx
(2t+1−1)
s dxqdxs, but xqx
(2t+1−1)
s dxqdxs = d(x
(2)
q x
(2t+1−1)
s dxs) =
dϕ˜ and ϕ˜ ∈ m˜(2j+1)SΩ1, if ϕ˜ 6= xsx
(2)
q dxs, where s ∈ I. That is ϕ 6= xsxqdxi,
where s ∈ I.
Let mk > 1 for some k ∈ I. Take σ1, σ2 ∈ G
′
j such that for the associated
according to formula (3.1) D1, D2 ∈ g
′
j, D1yω(0) = xqx
(2t)
s dxi and D2yω(0) =
xqx
(2t)
s dxk. Then by the corollary 3.2 we obtain
σ1σ2ω(0) = ω(0) + d(xqx
(2t)
s dxi) + d(xqx
(2t)
s dxk) + dψ˜ =
ω(0) + dϕ+ + d(xqx
(2t)
s dxk) + dψ˜
where ψ˜ ∈ m˜(2)SΩ1 by Lemma 3.5. Now
d(xqx
(2t)
s dxk) = x
(2t)
s dxkdxq + xqx
(2t−1)
s dxkdxs =
= d(xkx
(2t)
s dxq + xkxqx
(2t−1)
s dxs)
where xkxqx
(2t−1)
s dxs ∈ m˜
(j+1)sΩ1, except for t = 0, s ∈ I. That is ϕ 6=
xsxqdxi, where s ∈ I. The previous case holds for xkx
(2t)
s dxq. If k = s, then
d(xqx
(2t)
s dxs) = x
(2t)
s dxsdxq = d(x
(2t+1)
s dxq) and xs(2
t + 1)dxq ∈ m˜
(j+1)SΩ1,
except for t = 0.
Now consider ϕ = xsxqdxi, where i, q, s ∈ I. If mq > 1, then, as we have
already found out, ϕ can be replaced with xsx
(2)
q dxs. Ifms > 1, then similarly
xsx
(2)
q dxs is replaced by x
(2)
s x
(3)
q dxq ∈ m˜
(j+1)SΩ1. If ms = 1, then replace
xsx
(2)
q dxs with xsx
(2)
q dxq and d(xsx
(2)
q dxq) = x
(2)
q dxsdxq = d(x
(3)
q dxq), where
x
(3)
q dxq ∈ m˜
(j+1)SΩ1. If mq = ms = 1 but there is k ∈ I with mk > 1 then
replace xsxqdxi with xsxqdxk and d(xsxqdxk) = xsdxqdxqdxk + xqdxsdxk =
d(xkxsdxq + xkxqdxs). The case ϕ = xkxsdxq, where mk > 1 has already
been considered.
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The remaining case is ϕ1 = x
(2)
q dxi, q, i ∈ I. Then mq > 1 and dϕ =
xqdxidxq = d(xqxidxq), which reduces to the previous case.
(2) Let mr = 1 for all r ∈ I. Since dϕ 6= dϕ˜ for ϕ˜ ∈ m˜
(2)SΩ1, by virtue
of the 3.2 the degree of dϕ cannot be raised or lowered by transformations
that do not change the cohomology class ω. The only σ ∈ G′ that does
not lower the degree of bdϕ results in b2xqx
(2t+1−1)
s dxqdxs (see corollary 3.2).
If s /∈ I, then using the chain of transformations, change d(bxqx
(2t)
s dxi) by
b2
ms−t+1
dzqdzs. If s ∈ I, then by Lemma 3.1 there is σ ∈ G
′ such that
σω(0) = ω(0) + d(bxsxqdxi) + b
2dzsdzq.
As a result, we have a transformation σ ∈ G′ that translates ω to ω(0) +
dψ˜ + η in the case of (1) and translates ω to ω(0) + dψ˜ + η +
∑
cdzqdzs in
the case of (2). Now, if necessary, using Lemma 3.2 raise the degree ψ˜ to
j + 1.
Lemma 3.6. Let ω, ω′ be two non-alternating Hamiltonian forms, and ω′ −
ω = dϕ + η, where ϕ ∈ m˜(j+1)sΩ1, j > 1, η ∈ H2(Ω) and λ(η) ∈ m(j+1).
Then if for ω and ω′ (3.3) or (3.4) is holds, there exists σ ∈ G′j such that
ω′ − σω = dϕ˜+ η˜ for some ϕ˜ ∈ m˜(j+2)SΩ1 and λ(η˜) ∈ m(j+2).
Proof. We fix i from the property (3.3) in the first case and i ∈ I if (3.4)
is holds. Since iω is an isomorphism of O - modules, there is D ∈ g
′
j such
that Dyω = λ(η)dxi. Proposition 3.1 clause guarantees the existence of
σ1 ∈ G
′
j such that (3.1) is satisfied. By Lemma 3.2 σ1ω − ω = dψ + ν for
some ψ ∈ SΩ1 and ν ∈ H2(Ω) such that λ(ν) ∈ m(j+1), with λ(η)− λ(ν) ∈
inm(j+2). By theorem 3.1, we can assume that σ1ω − ω = dψ˜ + ν, where
ψ˜ ∈ m˜(j+1)SΩ1. Then from Proposition 3.2 there is σ2 ∈ G
′
j such that
σ2σ1ω − σ1ω = dψ˜1 where ψ˜1 ∈ m˜
(j+2)SΩ1 and ψ˜1 − Dyω = ψ˜1 − ψ˜ − ϕ ∈
m˜(j+2)SΩ1, by Lemma 3.2. We obtain that ω′ − σ2σ1ω = (ω
′ − ω)− (σ1ω −
ω)− (σ2σ1ω − σ1ω) = d(ϕ− ψ˜ − ψ˜1) + η − ν = dϕ˜+ η˜, where λ(η˜) ∈ m
(j+2)
and ϕ˜ ∈ m˜(j+2)SΩ1.
Corollary 3.4. let ω, ω′ be two non-alternating Hamiltonian forms, with
ω′− ω = dϕ+ η, where ϕ ∈ m(j+1)sΩ1, j > 1, η ∈ H2(Ω) and λ(η) ∈ m(j+1).
Then if for ω (3.3) holds, there exists σ ∈ G′j such that ω
′− σω = dϕ˜+ η˜ for
some ϕ˜ ∈ m˜(j+2)SΩ1 and λ(η˜) ∈ m(j+2).
Everywhere in what follows assume that for ω ∈ SΩ2 the transformation
σ ∈ G′ from the theorem 3.1 is performed.
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Proposition 3.3. (1) If (3.3) is satisfied for a non-alternating Hamiltonian
form ω, then its orbit with respect to G′j, j > 1 consists of the forms{
ω + dϕ+ η | ϕ ∈ m(j+1)SΩ1, η ∈ H2(Ω), λ(η) ∈ m(j+1)
}
.
(2) If (3.4) is satisfied for a non-alternating Hamiltonian form ω, then
in its orbit with respect to G′j, j > 1 lie the forms{
ω + dϕ+ η | ϕ ∈ m˜(j+1)SΩ1, η ∈ H2(Ω), λ(η) ∈ m(j+1), and (3.4) holds
}
.
(3) in the orbit of a non-alternating Hamiltonian form ω with respect to
G′j, j > 1 lie the forms
{
ω + dϕ | ϕ ∈ m˜(j+1)sΩ1
}
.
Proof. The orbit G′jω is contained in the set of forms specified in (1) by
virtue of the Corollary 3.3. Prove that for any non-alternating Hamiltonian
form ω ∈ SΩ2 and an integer k > 1{
ω + dϕ+ η | ϕ ∈ m(k+1)SΩ1, η ∈ H2(Ω), λ(η) ∈ m(k+1)
}
⊆ G′kω (3.5)
by induction on k from above. For k large enough m(k+1) = 0 and the set on
the left of the inclusion (3.5) consists of one form ω, so everything is obvious.
Let (3.5) be proved for k = j + 1, where j > 1. Let ϕ ∈ m(j+1)SΩ1 and
λ(η) ∈ m(j+1). By corollary 3.4 applied to ω and ω′ = ω + dϕ + η, there
exists σ ∈ G′j , ϕ˜ ∈ m˜
(j+2)SΩ1 and η˜ ∈ H2(Ω), λ(η˜) ∈ m(j+2) such that
ω′ − σω = dϕ˜+ η˜. By induction assumption ω′ ∈ G′j+1σω ⊆ G
′
jω.
The case (2) is proved similarly if we replace the corollary 3.4 with the
Lemma 3.6 and take ϕ ∈ m˜(j+1)SΩ1. The case (3) is also proved similarly
if we replace the corollary 3.4 with the proposition 3.2, take ϕ ∈ m˜(j+1)SΩ1
and η = 0.
Proposition 3.4. Let for non-alternating Hamiltonian forms ω, ω′ (3.3) be
fulfilled. Then ω and ω′ are conjugated with respect to G′ if and only if their
images coincide in sΩ2
/
msΩ2.
Proof. Since the mapping SΩ2 → SΩ2
/
mSΩ2 equivariant with respect to G′,
and G′ acts trivially in the space SΩ2
/
mSΩ2, then the images of conjugated
forms in the space are the same.
Now, let ω, ω′ have the same initial terms. In particular, ω′−ω = dψ+η,
where ψ ∈ mSΩ1 and η ∈ H2(Ω). Write ψ =
n∑
i,j=1
bijxidxj + ϕ, where
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ϕ ∈ m(2)SΩ1, bij ∈ K. Then dψ ≡
n∑
i,j=1
bijdxidxj (modmSΩ
2). Since the
images ω, ω′ in SΩ2
/
mSΩ2 coincide, bij = bji. Since ϕ = ψ+d
(∑
i<j
bijxixj
)
+∑
biixidxi, ω
′ − ω = dϕ+ η, but already ϕ ∈ m(2)sΩ1. It remains to use the
case (1) of Proposition 3.3 with the value j = 1.
Theorem 3.2. Let ω be a non-alternating Hamiltonian form,
ω = ω(0) + dϕ+
∑
i<j
bijdzidzj,
where ϕ ∈ m˜(2)SΩ1 and bij ∈ K. Then
(1) if (3.3) or (3.4) is satisfied, then ω is conjugated with respect to G′
to the form ω(0).
(2) ω is conjugated with respect to G′ to the form ω(0)+
∑
i∈I
∑
j /∈I
bijdzidzj+∑
i<j∈I
bijdzidzj.
The theorem follows from Proposition 3.3.
Let ω = ω(0) +
∑
i<j
bijdzidzj , where bij ∈ K and ω(0) have a canonical
form, (3.3) and (3.4) do not hold, that is mi = 1 for all i ∈ I and bsr = 0 for
s, r /∈ I.
Remark 3.1. 1. If ω has a summand dxidxj, i, j /∈ I, with mi < mj and
summands bsidzsdzi + bsjdzsdzj , where bsi, bsj 6= 0, s ∈ I, one can get
rid of the last term by replacing the variables xi = xi + (b˜sj/b˜si)xj ,
where b˜2
mi
si = bsi and b˜
2mi
sj = bsj . This replacement does not change the
canonical form of ω(0).
2. Form ω = ω(0)+
∑
i∈I
bijdzidzj, where j /∈ I, is conjugate to the form ω =
ω(0) + csjdzsdzj with respect to G
′, where s = min{i | i ∈ I, bij 6= 0}
and csj =
∑
i
bij . Make a transformation σ, such that for corresponding
D ∈ g′ ( see (3.1)), Dyω = λ
(∑
i 6=s
bijdzidzj
)
dxs +
∑
i
λ(bijdzsdzj)dxi,
i ∈ I.
30
3. Form ω = ω(0) + bdzidzs + bdzjdzs, where i, j, s ∈ I, is conjugate to
the form ω = ω(0) + bdzidzj with respect to G
′. Make the transfor-
mation σ ∈ G′ such that for corresponding D ∈ g′ ((3.1)) Dyω =
λ(bdzidzs)dxj + λ(bdzjdzs)dxI + λ(bdzIdzj)dxs.
In all cases, terms of the form dϕ are not essential by virtue of the theo-
rem 3.2.
4 The simplicity of graded Lie algebras
We write the form in canonical form
ω = dx1dx2+ . . .+dx2r−1dx2r+ε1dx
(2)
2 + . . .+ε2r−1dx
(2)
2r +dx
(2)
2r+1+ . . .+dx
(2)
n ,
(4.1)
where r is an integer satisfying the inequality 0 6 r 6 n/2, and εj = 0 or
εj = 1.
Recall that P (n,m, ω) is identified with the space O(n,m)/K equipped
with the Poisson bracket {f, g} =
n∑
i,j=1
aij∂if∂jg}.
Theorem 4.1. If there is xi such that mi > 1 and aii 6= 0, then P (n,m, ω)
is a simple Lie algebra of dimension 2m − 1. If mi = 1 for all i such that
aii 6= 0, then for n > 3 or for n = 2, 3, m 6= 1, [P (n,m, ω), P (n,m, ω)]] is a
simple Lie algebra of dimension 2m − 2.
Proof. Denote P (n,m, ω) = L. Let L = L−1 +L0 + . . .+Lr be the standard
grading of L. Let yi ∈ L be such that ad yi = ∂i, i = 1, . . . , n. Suppose that
I is a nonzero ideal in L and 0 6= f ∈ I. By commuting f with yi we obtain
that I ∩ L−1 6= 0. Now L0-module L−1 irreducibility implies that L−1 ⊂ I.
Hence we obtain, Li ⊂ I for i < r.
Let δ = (2m1 − 1, . . . , 2mn − 1). If akk 6= 0, then {x
(2)
k , x
(δ)} = x(δ) ∈ I.
We obtain that if there is i such that mi > 1 and aii 6= 0, then I = L, i.e.
the algebra is simple.
Suppose that mi = 1 if aii 6= 0. Then x
(2)
i /∈ L. Let’s check whether
the element x(δ) is in I. To do this, we prove that for any monomials f =
x(α), g = x(β), ∂sf∂kg + ∂kf∂sg 6= x
(δ).
∂sf∂kg = x
(α−εs)·x(β−εk) =
∏
j 6=s,k
(
αj + βj
αj
)(
αk + βk − 1
αk
)(
αs + βs − 1
αs − 1
)
x(δ),
(4.2)
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that is αj + βj = 2
mj − 1, αk + βk − 1 = 2
mk − 1 and αs + βs − 1 =
2ms − 1. Obviously,
(
2mj − 1
αj
)
=
(
2mk − 1
αk
)
=
(
2ms−1
αs − 1
)
= 1. Therefore,
∂sf∂kg + ∂kf∂sg = (1 + 1)x
(δ) = 0. From here we get that
{f, g} =
n∑
s,j=1
asj∂sf∂jg =
∑
aii 6=0
∂if∂ig,
and since mi = 1, either ∂if = 0, or ∂ig = 0, or x
2
i = 0 occurs. Thus,
x(δ) /∈ I. So L is not a simple algebra and [L, L] = 〈x(α), α 6= δ〉.
Let now I is a non-zero ideal of [L, L]. We have Li ⊂ I for i < r − 1. If
n > 3, then there are different xixk, xi+1xk ∈ I, where i is odd. It follows
from (4.1) that
{x(δ−εk), xkxi} = aiix
(δ−εi) + ai,i+1x
(δ−εi+1),
{x(δ−εk), xkxi+1} = ai+1,i+1x
(δ−εi+1) + ai,i+1x
(δ−εi)
and aii, ai+1,i+1, ai,i+1 are not simultaneously equal zero and one. Thus, I =
[L, L].
If n = 3 and m 6= 1, then x
(δ1)
1 x
(δ2)
2 = {x
(δ1)
1 x3, x
(δ2)
2 x3}, x
(δ1−1)
1 x
(δ2)
2 x3 =
{x
(δ1−1)
1 x
(δ2)
2 x3, x1x2} and
x
(δ1)
1 x
(δ2−1)
2 x3 = {x
(δ1)
1 x
(δ2−1)
2 x3, x1x2}+ a22x
(δ1−1)
1 x
(δ2)
2 x3
. That is I = [L, L].
If n = 2 and m2 6= 1, then
x
(δ2)
2 = {x1x
(δ2−1)
2 , x
(2)
2 }
and x1x
(δ2−1)
2 = {x1x
(δ2−1)
2 , x2x2} + x
(δ2)
2 . That is I = [L, L]. Hence, [L, L] is
a simple algebra of dimension 2m − 2.
5 The invariance of the standard filtration
Let P (1)(n,m, ω) ⊆ L ⊆ P˜ (n,m, ω), i.e. L be a non-alternating Hamil-
tonian Lie algebra, {Li} standard filtering and L = grL =
⊕
Li its associ-
ated graded Lie algebra, which is a non-alternating Hamiltonian Lie algebra
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corresponding to the form ω(0). P˜ (n,m, ω) is identified with the algebra
O˜(F )
/
K, and P (n,m, ω) is identified with the algebra O(F )
/
K equipped
with Poisson bracket. In what follows we assume that
n > 4 or
n = 2, 3 and mi > 1, mj > 1 for I 6= j, or
n = 4 and mi > 1, mj > 1, mk > 1 for various i, j, k.
(5.1)
Further, in the graded case, we will use the dual form ω(x, y) on E, which
coincides with the Poisson bracket {x, y}.
Similarly [16] we introduce an invariant set
N(L ) = {D ∈ L | (adD)(adD′) nilpotent for any D′ ∈ L }.
Next we need a number of lemmas proved for the classical Hamiltonian case
in [16], Chapter III.
Lemma 5.1. For N(L ) the following inclusions L2 ⊂ N(L ) ⊂ L0 are
fulfilled.
Proof. If D ∈ L2 and D
′ ∈ L , then (adD)(adD′)Lj ⊂ Lj+1 for all j,
whence the nilpotence of the operator (adD)(adD′) follows, that is L2 ⊂
N(L ).
Suppose now that D /∈ L0. For D
′ ∈ L1 and j > −1, the operator
(adD)(adD′) induces a linear transformation of the space Lj = Lj
/
Lj+1,
which is nilpotent if only D ∈ N(L ). Therefore, when checking the inclusion
of N(L ) ⊂ L0, we can proceed to the associated graded algebra.
Thus, it is enough to show that for each 0 6= D ∈ L−1 there exist D
′ ∈ L1
and D′′ ∈ Lj for suitable j, that [D, [D
′, D′′]] = λD′′, where λ 6= 0, i.e. the
operator (adD)(adD′) is not nilpotent on Lj . Let D = x, where 0 6= x ∈ E.
Consider first the case of n > 2. If {x, x} = 1 and there are x′ 6= y′ ∈
〈x〉⊥ such that {x′, y′} = 1, {x′, x′} = 0, then in this case D′ = xx′y′,
D′′ = x′ and {x, {xx′y′, x′}} = {x, xx′} = x′. Otherwise, we have different
vectors x′, y′ ∈ 〈x〉⊥ of unit length. Suppose D′ = xx′y′, D′′ = x′ + y′, then
{x, {xx′y′, x′ + y′}} = {x, xy′ + xx′} = x′ + y′. If {x, x} = 0, then take
y ∈ E such that {x, y} = 1. For n > 3 take different x′, y′ ∈ 〈x, y〉⊥ and
if {x′, y′} = 1, {x′, x′} = 0, then D′ = yx′, D′′ = x′ and {x, {yx′y′, x′}} =
{x, yx′} = x′ if {x′, x′} = {y′, y′} = 1 then D′ = yx′y, D′′ = x′ + y′ and
{x, {yx′y′, x′ + y′}} = {x, yy′ + yx′} = x′ + y′. For n = 3 we have z ∈
〈x, y〉⊥. If mz > 1, then {x, {yz
(2), z}} = {x, yz} = z. If mz = 1, then
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my > 1 and {x, {xy
(2), x}} = {x, xy} = x. The remaining case is n = 2. If
{x, x} = 0, {x, y} = 1, then {x, {xy(2), x}} = {x, xy} = x. If {x, x} = 1,
then {x, {x(3), x}} = {x, x(2)} = x.
Lemma 5.2 ( [16]). Suppose that M ⊂ L is a subalgebra such that M +
L0 = L and M ⊃ L2. Then M contains a nonzero ideal of the algebra L .

Lemma 5.3. Let V be a vector space, U its own nonzero subspace, G Lie
algebra of linear transformations of V and NG(U) subalgebra of those linear
transformations from G, with respect to which U is stable. Let’s put l =
codimV U and t = codimGNG(U).
(1) Let G = s(V, b) be the Lie algebra of transformations preserving the
nondegenerate non-alternating symmetric bilinear form b. Then l+ t >
n, and equality is achieved only at l = 1.
(2) Let G = s(V, b)(1). Then l + t > n except for the following cases
a. if l = 1 and U ∩ U⊥ = 0, then l + t = n;
b. if l = 1 and U⊥ is isotropic, then l + t = n− 1;
c. if l = 2, n = 3 and U is isotropic, then l + t = n;
d. if l = 2, n = 5 and dimU ∩ U⊥ = 2, then l + t = n;
e. if l = 2, n = 4 and U is totally isotropic, then l + t = n− 1;
f. if l = 3, n = 6 and U is totally isotropic, then l + t = n.
Proof. Let’s put r = dimU ∩ U⊥. Then r 6 dimU = n − l and r 6
dimU⊥ = l. For A ∈ gl(V ), denote by bA the bilinear form of V defined
by the rule bA(u, v) = b(Au, v), where u, v ∈ V . Matching A 7→ bA gives
a linear isomorphism gl(V ) to the space of all bilinear forms on V . The
transformation A preserves the form b, that is A ∈ s(V, b), if and only if bA
is symmetric, from where s(V, b) ∼= s(V ) follows, where s(V ) is the space
of all symmetric bilinear forms on V . Since b is non-degenerate, the vector
u ∈ V lies in U if and only if b(u, v) = 0 for all v ∈ U⊥. Hence, U is stable
with respect to A if and only if b(Au, v) = 0, i.e. when bA(u, v) = 0, for all
u ∈ U and v ∈ U⊥. We denote by T a subspace in s(V ) consisting of those
bilinear forms with respect to which U and U⊥ are orthogonal to each other.
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Then Ns(V,b)(U) ∼= T and we see that in the case of (1) t = codims(V )T =
l(n− l)−
(
r
2
)
. Thus,
l + t− n = (l − 1)(n− l)−
1
2
r(r − 1). (5.2)
Using inequalities r 6 l and r 6 n − l, we obtain r(r − 1) 6 (l − 1)(n − l)
and l + t − n > 1
2
(l − 1)(n − l). The last expression is positive if l > 1. If
l = 1, then r = 1 or r = 0, and the right part of the formula (5.2) vanishes.
Now let G = s(V, b)(1) ∼= s(V )(1) = sk(V ), where sk(V ) is the space of
all skew-symmetric bilinear forms on V . We denote by T ′ a subspace in
sk(V ) consisting of those bilinear forms with respect to which U and U⊥ are
orthogonal to each other. Then t = codimsk(V )T
′ = l(n− l)−
(
r
2
)
− r and
l + t− n = (l − 1)(n− l)−
1
2
r(r + 1). (5.3)
Using the inequality r 6 l and r 6 n−l, we get r(r+1) 6 (l−1)(n−l)+2(n−l)
and l + t − n > 1
2
(l − 1)(n − l) − (n − l) = 1
2
(l − 3)(n − l). The last
expression is positive if l > 3. If l = 1, then at r = 0 the formula (5.3)
vanishes, and at r = 1 it takes the value −1. If l = 2, the formula (5.3) is
l + t − n = (n − 2) − 1
2
r(r + 1). At r = 0 we get l + t − n > 0. For r = 1
we get l + t− n = n− 3 and, since n > l + r = 3, the expression is positive
except for the case n = 3. At r = 2 we get l + t − n = n − 5 and, since
n > is4, the expression is positive except for the case n = 4, 5. If l = 3, the
formula (5.3) is l + t − n = 2(n− 3)− 1
2
r(r + 1). For r = 0, r = 1 or r = 2
we get l + t− n > 0. For r = 3 we get l + t− n = 2n− 12 and, since n > 6,
the expression is positive except for n = 6.
The following theorem corresponds to Proposition 1.4 of Chapter III, [16]
for the classical Hamiltonian case.
Theorem 5.1. Let (5.1) conditions be met. Then L0 is the only subalge-
bra of the smallest codimension among all subalgebras of the Lie algebra L
containing N(L ) but not containing nonzero ideals of the algebra L . In
particular, L0 is an invariant subalgebra in L .
Proof. Let M ⊂ L be a subalgebra that contains N(L ), and therefore L2,
but does not contain nonzero ideals of the algebra L . Denote M = grM =
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⊕
Mi. Assume that M 6= L0. Since codimLM = codimL M , it is sufficient
to show that
codimLM =
∑
dim(Li
/
Mi) > n = codimL L0 = dimL−1.
By virtue of Lemma 5.2 M + L0 6= L , where M−1 6= L−1. Put li =
dim(Li
/
Mi).
If n = 2, then mi > 1 for all i and L0 = s(L−1, ω(0)). Then by Lemma 5.3
(case 1) l−1+ l0 > n, the inequality being strict if only l−1 > 1. Let x /∈M−1,
x ∈ E, then x(3) /∈M1 or y
(2)x /∈M1 for some y ∈M−1, hence l−1+l0+l1 > n.
Suppose n > 2. Denote L′0 = s(L−1, ω(0))
(1). Then l−1 + l0 > l−1 +
+dimL′0
/
(L′0∩M0) > n is fulfilled except for the cases listed in the Lemma 5.3.
Denote U = M−1. Suppose first that l−1 = 1 and x /∈ U . The induced bi-
linear form on U ′ = U ∩ 〈x〉⊥ is nondegenerate and n− 2 6 dimU ′ 6 n− 1.
If n > 6 or n = 5, dimU ′ = n − 1 then there are x1, y1, x2, y2 ∈ U
′, the
subspace 〈x1, y1〉 is orthogonal to the subspace 〈x2, y2〉 and {xi, yi} = 1 or
{xi, xi} = {yi, yi} = 1, i = 1, 2. Then x1y1x and x2y2x are linearly indepen-
dent modulo M1 and do not belong to M1. If n = 5 and dimU
′ = 3 then
there are x1, y1, x2 ∈ U
′, the subspace 〈x1, y1〉 is orthogonal to the subspace
〈x2〉, {x1, y1} = 1 or {x1, x1} = {y1, y1} = 1 and {x2, x2} = 1. Then x1y1x
and x2y1x are linearly independent moduloM1. If n = 4, then there are three
elements of height greater than 1. Then for x1, y1 ∈ U
′ we have mx1 > 1.
Hence x
(2)
1 x and x1y1x are linearly independent modulo M1.
So l−1 = 2 or l−1 = 3. Let us first consider the case n = 6, and U is totally
isotropic and has a dimension of 3. Then we have elements x1, x2, x3 ∈ U and
y1, y2, y3 ∈ E such that {xi, yj} = δij, i, j = 1, 2, 3. Hence y1y2y3 /∈M1. Now
let n = 5 and dimU ∩ U⊥ = 2. We have x1, x2, x3 ∈ U and y1, y2 ∈ E such
that {xi, yj} = δij , i = 1, 2, 3, j = 1, 2. Hence y1y2x3 /∈ M1. In the case of
n = 4 we have U is totally isotropic and has dimension 2. Let x1, x2 ∈ U and
y1, y2 ∈ E be such that {xi, yj} = δij, i, j = 1, 2. Then my1 > 1 and y
(3)
1 and
y
(2)
1 y2 are linearly independent modulo M1 elements. The remaining case is
n = 3 and U isotropic and one-dimensional. Let x1 ∈ U and y1, y2 ∈ E be
such that {x1, yj} = δij, j = 1, 2. Then my1 > 1 and y
(3)
1 /∈M1.
Thus, in each case, l−1 + l0 + l1 > n, i.e. codimL M > codimL L0.
Since the natural filtration of L is defined uniquely by subalgebra L0
the following statement is obvious.
Corollary 5.1. If conditions (5.1) hold, then the natural filtration of P (n,m, ω)
is invariant.
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Let P (1)(F , ω) ⊆ L ⊆ P˜ (F , ω) and P (1)(F ′, ω′) ⊆ L ′ ⊆ P˜ (′, ω′). If
ϕ : L → L ′ is an isomorphism, then the theorem 5.1 implies that ϕ(L0) =
L ′0, and the embedding theorem [18] implies that F = mathscrF
′ and ϕ
is induced by the automorphism O(F ) → O(F ′), which is also denoted by
ϕ. According to Theorem 2.3 ϕ(ω) = ω′. Now let ω = ω(0), ω′ = ω′(0),
i.e. L = grL , L ′ = grL ′ be graded Lie algebras. Then grϕ is the
homogeneous isomorphism induced by the linear isomorphism of the spaces
E and E ′, grϕ(F ) = F ′. Since L0-module L−1 is absolutely irreducible, it
follows from Schur’s Lemma that grϕ(ω(0)) = ω′(0).
Theorem 5.2. Non-alternating Hamiltonian Lie algebras L and L ′ are
isomorphic if and only if there is an admissible isomorphism ϕ : O(F ) →
O(F ′) such that ϕ(ω) = ω′. In particular,
Aut(L ) ∼= {ϕ ∈ Aut(O(F )) | ϕ is admissible and ϕ(ω) = λω, λ ∈ K}.
If the graded non-alternating Hamiltonian Lie algebras are isomorphic, then
there is an admissible linear isomorphism ϕ, such that ϕ(F ) = F ′ and the
corresponding non-alternating bilinear forms have the same invariants.

The following examples show that in exceptional cases nontrivial filtered
deformations of non-alternating Hamiltonian Lie algebras are possible. In
particular, the constructed algebras are new simple filtered Lie algebras of
characteristic 2. The authors plan to consider exceptional cases in future
publications. Below we announce some results on non-alternating Hamilto-
nian Lie algebras corresponding to the forms
ω1 = dx1dx2 + dx
(2)
3 + ax1x2dx1dx2 + bx1x3dx1dx3 + cx2x3dx2dx3,
ω2 = dx
(2)
1 + dx
(2)
2 + dx
(2)
3 + ax1x2dx1dx2 + bx1x3dx1dx3 + cx2x3dx2dx3,
ω3 = dx1dx2 + dx
(2)
2 + dx
(2)
3 + ax1x2dx1dx2 + bx1x3dx1dx3 + cx2x3dx2dx3.
Theorem 5.3. If either b 6= 0 or c 6= 0 or m3 > 1 then P (3, m, ω1) is a simple
Lie algebra of dimension 2m−1. If b = c = 0, m3 = 1 and (m1, m2) 6= (1, 1),
[P (3, m, ω1), P (3, m, ω1)] is a simple Lie algebra of dimension 2
m − 2.
Theorem 5.4. P (3, m, ω2) is a simple Lie algebra of dimension 2
m − 1 for
(a, b, c) 6= (t, t, t), t ∈ K or for m 6= 1.
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Theorem 5.5. If either (m1, m3) 6= (1, 1), or b 6= 0 or a 6= c, then P (3, m, ω3)
is a simple Lie algebra of dimension 2m−1. If a = c, b = 0, (m1, m3) = (1, 1)
and m2 6= 1, then [P (3, m, ω3), P (3, m, ω3)] is a simple Lie algebra of dimen-
sion 2m − 2.
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