Abstract. Let µ k (Ω) be the kth Neumann eigenvalue of a bounded domain Ω with piecewisely smooth boundary in R n . In 1992, P. Kröger proved that
Introduction
Let Ω ⊂ R n be a bounded domain with piecewisely smooth boundary. The Neumann eigenvalue problem u + µu = 0 in Ω, ∂u ∂ν = 0 on ∂Ω (1.1) has eigenvalues 0 = µ 1 < µ 2 ≤ µ 3 ≤ · · · (here ∂/∂ν denotes the outward normal derivative on ∂Ω). Let V and ω n denote the volume of Ω and the unit ball in R n , respectively. Then the asymptotic formula of Weyl [10] asserts that the eigenvalues of problem (1.1) satisfy the following formula:
From (1.2), it follows at once that
In [6] , Kröger has shown that for problem (1.1) the inequality holds for all k. This result is consistent with (1.3) and is remarkable in that it shows that the limit in (1.3) is always approached from below.
It is the purpose of this paper to extend the estimate (1.4) in two different directions. First, we will obtain an improvement of (1.4) to solve a question raised by Hermi [3] to some extent. Namely, Theorem 1.1. For any bounded domain Ω ⊂ R n with piecewisely smooth boundary and any k ≥ 1 one has
where the constant C(k, n, Ω) < 1 depends only on k, n and Ω.
n with smooth boundary ∂M (∂M may be empty). It is well known that the intrinsic-defined Laplace operator under Neumann boundary condition
has discrete eigenvalues 0 = µ 1 < µ 2 ≤ µ 3 ≤ · · · (see [9, page 88] 
where C depends only on M m and n. In particular, C = (2π) n if m = n.
Since the problems of obtaining upper bounds for Neumann eigenvalues and the lower bounds for Dirichlet eigenvalues are intertwining with each other, we mention some known results on Dirichlet eigenvalues as a counterpart. Let 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · denote the eigenvalues of the problem
We also have
by Weyl [10] and Li and Yau [7] , respectively. Recently, Melas [8] improved the estimate (1.10) to the following:
where the constant B n depends only on the dimension n and I is the "moment of inertia" of Ω, that is, I = min
Though estimates (1.5) and (1.11) again show the analogy between the problems mentioned above, we do not know yet how to generalize (1.10) to the case when M m is of dimension m < n.
Proof of Theorem 1.1
We first introduce a lemma, which is useful to the proofs of both Theorem 1.1 and Theorem 1.2.
Proof of Lemma 2.1. By the assumptions
Equivalently,
Consequently, by the assumptions µ j ≤ µ k+1 , c j ≤ c, we have
Hence Lemma 2.1 follows from the assumptions µ k+1 ≥ 0 and b > kc immediately. Now we turn to the proof of Theorem 1.1. Let {φ j } k j=1 be a set of orthonormal real-valued eigenfunctions corresponding to the eigenvalues µ 1 , µ 2 , . . . , µ k . Consider the function defined by
The projection of h z (y) ≡ e i z,y onto the subspace of L 2 (Ω) spanned by φ 1 , φ 2 , . . . , φ k can be written in terms of the Fourier transform Φ k of Φ k with respect to the x-variable:
Quoting the analysis in Kröger [6] , one has
here B r denotes the ball centered at 0 in R n with radius r. Set r
1/n . By a qualitative theorem of Amrein-Berthier on the uncertainty principle in the third chapter of the first part of Havin and Jöricke [2] , there exists a constant c(r * ) < (2π) n depending only on the radius r * and the dimension n such that for all j ≤ k,
An estimate of an upper bound for the constant c(r * ) is also given in the last part of this section. Set r = r(k) = (
r * , and always assume r < r < r * from now. Since r < r < r * , ω n V r n − kc(r * ) > 0. By Lemma 2.1,
Corresponding to the inequality (1.4), we have
Now we give an estimate of an upper bound for c(r * ) ≡ C(k, n, Ω) n/2 . By a "thick" set of R n we mean a measurable set E for which there exists a parallelepiped Π with sides of length a 1 , a 2 , . . . , a n parallel to coordinate axes and γ > 0 such that
for every x ∈ R n . Let J be another parallelepiped with sides of length b 1 , b 2 , . . . , b n parallel to coordinate axes. If there exist f ∈ L 2 (R n ), supp f ⊂ J, and a measurable set E satisfying (2.3), then by Korvijkine [5, Theorem 3], we can assert that
holds for some constant C = C(γ, n) > 1. Choose E = R n \B r * and Π the cube with sidelength 2r * centered at 0 in R n . One can check that the formula (2.3)
Since Ω is bounded, we can choose J to be a 
Hence, c(r
n . This finishes the proof of Theorem 1.1.
Proof of Theorem 1.2
The proof of Theorem 1.2 is similar to that of Theorem 1.
be a set of orthonormal real-valued eigenfunctions corresponding to the eigenvalues µ 1 , µ 2 , . . . , µ k and also consider the function defined by
. . , φ k can be written in terms of the Fourier transform
Hence following the same analysis in the proof of Theorem 1.1, one has
here we have exploited the fact that |∇ y h z (y)| ≤ |z| since M m is a regular submanifold of R n . By Theorem 7.1.27 in Hörmander [4] , there exists a constant C depending only on M m and the dimension n such that for all j ≤ k,
An estimate of an upper bound for the constant C is also given later. Particularly, Plancherel's theorem asserts that C = (2π)
By Lemma 2.1, 
