Abstract. We get sharp estimates for the distribution function of nonnegative weights, which satisfy so called A p1,p2 condition. For particular choices of parameters p 1 , p 2 this condition becomes an A p -condition or Reverse Hölder condition. We also get maximizers for these sharp estimates. We use the Bellman technique and try to carefully present and motivate our tactics. As an illustration of how these results can be used, we deduce the following result: if a weight w is in A 2 then it self-improves to a weight, which satisfies a Reverse Hölder condition.
1. Introduction 1.1. Problem setting: basic definitions. Put I = [0, 1] and take p 1 > p 2 , p i = 0, ±∞. For every non-negative function ϕ and any interval J ⊂ I we denote
where |J| is a length of the interval J. For simplicity, when we take an average over the whole interval I, we drop the subindex and write ϕ . Take a nonnegative function w. Note that by the Hölder inequality we have J . Let Q > 1. We are going to consider such functions w 0 that the following "reverse" inequality is true:
1.2. Bellman setting and initial properties.
History of the question.
Recently theory of weighted estimates had a great progress. A p weights play a key role in theory of singular integrals on weighted spaces. That is why we think that sharp estimates for their distribution function is interesting.
Bellman function related to harmonic analysis appeared in the work of Burkholder, [1] . After that the first appearance was in the preprint of the paper by Nazarov-TreilVolberg, [4] .
Slowly different methods to find an exact Bellman function were developed. Reader can find them in papers [6] , [9] , [7] , [8] .
There were two works by V. Vasyunin, [7] , [8] , which are related to the question we are concerned in. He gave a sharp estimate of the w q I
for every q ∈ R, with the assumption that w ∈ A p 1 ,p 2 . After the work [7] , M. Dindoš and T. Wall, [2] , found the sharp A p -"norm" of a function, which is in a Reverse Hölder class, mentioned above. V. Vasyunin used a Bellman technique and we shall follow it. However, we should make some changes, since in Vasyunins work he was able to reduce the question to solving a certain ODE. We can not do it and we are going to solve a PDE, following the Monge-Ampère Technique, see [9] .
We should mention the following. After the work [6] was finished, there was an investigation of the question, similar to our, but in the space BMO instead of A p 1 ,p 2 (i.e., estimating the distribution function of a function ϕ, which is in a "ball" in the BMO "norm"). Even though it was discussed, it was never published. We follow the pattern of this investigation.
Finally, we mention that applications of estimates we are giving arise in many questions, related to Calderon-Zygmund operators. In the Section 8 we show how to deduce a Reverse Hölder inequality with sharp power for A 2 weights. Such inequalities are very useful, we refer the reader to papers [5] and [3] .
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Initial definitions.
Denote Ω = {x = (x 1 , x 2 ) :
2 }. For every point x ∈ Ω we set (3) B(x 1 , x 2 ; λ) = sup |{t : w(t) λ}| : w p 1 = x 1 , w p 2 = x 2 , w ∈ A Remark 2. Obviously, if λ 0 then B(x; λ) = 1 for every x.
In the future we consider only λ > 0. . Then we get B(x 1 , x 2 ; λ) = B(λ −p 1 x 1 , λ −p 2 x 2 ; 1), so it suffices to find only B(x 1 , x 2 ; 1) for every (x 1 , x 2 ) ∈ Ω. We set B(x 1 , x 2 ) = B(x 1 , x 2 ; 1).
Lemma 1.1 tells that (4)
B(v p 1 , v p 2 ) = 1, v 1 0, v < 1.
1.3. Structure of the paper. We would like to write the structure of the paper. We do it here because we have just defined the main object of the paper. The strategy is the following: we deduce some heuristic properties of function B. Then we try to find a function B, which satisfies these properties.
In subsections 1.4 and 1.5 we deduce the main property of B. Then in Section 2 we make some technical calculations. In the subsection 2.2.4 we present some more ideology which helps in such kind of problems.
Further, in the Section 3 we show how to find an appropriate candidate for B. The main machinery that will be used is so called Monge-Ampère equation, which we briefly describe in Subsection 1.6. The reader can read [9] for more examples.
After we find a function B, which is the most natural candidate for being our Bellman function, we start proving that B = B. In the Section 4 we prove that B B.
To prove that B B, we need to take an x, x ∈ Ω, and find a function w ∈ A Q p 1 ,p 2 such that ( w p 1 , w p 2 ) = x and B(x) = |{t : w(t) 1}|. We shall do it in the Section 6. We also emphasize that the function B and its properties somehow carry an information about attainability of the supremum (i.e., if sup = max) and about the maximizer.
1.4. The main property: local concavity. We give the following definition. Definition 1. A function F is called locally concave in a domain Ω if for every x ∈ Ω, for every convex neighborhood U of x, such that U ⊂ Ω, the following inequality holds:
In this section we will use some heuristics to conclude the main property of the Bellman function. We can not prove this property directly, but we will use it to get an appropriate candidate for B.
Assume that we have two points y = (y 1 , y 2 ) ∈ Ω and z = (z 1 , z 2 ) ∈ Ω, and the interval [y, z] = {µy + (1 − µ)z : µ ∈ [0, 1]} ⊂ Ω. Assume for simplicity that the supremum in (3) is attained on functions w y and w z respectively. For some µ ∈ (0, 1) take x = µy + (1 − µ)z -a point on the line segment, which connects y and z. Denote
To be able to compare B(x) with |{t : w(t) 1}| we need one more thing, namely,
. However, we can not prove it. Nevertheless, if w ∈ A
This property of a function is called local concavity. Note that we did not prove it.
1.5. Degeneration of the Hessian. Assume that we have a smooth function B. Then B is local concave if and only if
Moreover, we want to find the "best" concave function. "Best" means that B must be as small as possible (since we want to estimate something from above). It gives us a hope that local concavity is "sharp", i.e., that
dx 2 degenerates (as a trivial example we mention that in the one variable case a straight line is the smallest concave function with fixed boundary values). Namely, for every point x ∈ Ω there is a direction − → m(x) such that B is linear in this direction. This just means that
Our plan is the following. In Section 3 we find a function B(x), defined in Ω, which is locally concave and satisfies (6) and the boundary condition (4).
Next, in Section 4 we prove that B(x)
B(x) and in Section 6 we prove that B(x) B(x). It will mean that B(x) = B(x) and, therefore, that we reached our goal.
1.6. On the Monge-Ampère PDE. In this subsection we state the following known result. Theorem 1.2. Let B be a function defined in Ω and assume
Then B can be represented as B(x) = t 0 + t 1 x 1 + t 2 x 2 , where
, and
This theorem can be understood in the following way.
. Then for every x ∈ Ω there is line segment, which contains x and on which t 0 , t 1 , t 2 do not change.
All technical calculations
In this section we shall state and proof many formulas that we will need in the future. Then we shall refer to these formulas and relations.
2.1. Initial calculations. We start from formalizing the geometry of Ω. First, we prove the following lemma: Lemma 2.1. For every Q, such that Q > 1, there are two solutions γ ± (0 < γ − < 1 < γ + ) of the following equation:
We want to prove that there are two
Observe that
Now we consider two cases. Case 1: p 2 > 0. Then f (0) = ∞, f (∞) = ∞ and f (1) = 1. Moreover, when t ∈ [0, 1] then f (t) decreases from ∞ to 1; when t ∈ [1, ∞] then f (t) increases from 1 to ∞. The observation that Q p 2 > 1 finishes the proof for this case.
The observation that Q p 2 < 1 finishes the proof.
there are two tangent lines ℓ + (v) and ℓ − (v) to the Γ Q , such that v ∈ ℓ ± (v). These tangent lines are defined by following equations:
where a ± = γ ± v.
Let ℓ ± (v) have an equation
To prove this, we use the definition of γ ± :
which is just the required property that (a
. Also the slope of ℓ ± (v) is equal to the derivative of the function 
. Corollary 2.3. Take a point (1, 1) and correspondent tangents ℓ ± = ℓ ± (1). They intersect Γ one more time at points (v
. These points are defined by the following equations:
This corollary is obvious: ℓ ± and ℓ ∓ (v ± ) are same lines, namely, these are the lines passing through the points (1, 1) and (v p 1 ± , v p 2 ± ) and being tangent to Γ Q at (γ
Then there are two tangent to Γ Q lines which pass through x.
The proof of this lemma is the same as the proof of the Lemma 2.2. We also need the following observation.
Lemma 2.5.
We also need the following lemma.
Lemma 2.6. Suppose we have two positive numbers u, v such that the line segment, which connects points (u
Proof. We take an interval
It means that the point x = ( w
) is a convex combination of the points
Remark 5. In particular, if J = I, then we get that
Splitting of Ω:
formulas. Now we want to split Ω into different subdomains. We write precise formulas and then present a picture to show what really happens.
2.2.4. Motivation. We shall try to give some motivation why we choose these subdomains. Let us make one heuristic observation. Assume we do something similar to what we did in the subsection 1.4. Note that we want to make functions w y and w z as big as possible. Also note that we know extremal functions for every point on Γ, since there is only one acceptable function. Therefore, for given x, it is good to connect it with some point (v p 1 , v p 2 ) ∈ Γ such that v 1. Take now Ω I . Geometrically, it consists of points x with the following property: there exist two numbers u, v 1 such that x lies on the line segment, which connects (u
, and this line segment lies in Ω. So it is a very good domain for us and we separate it.
Take now Ω III . Here we can not put x on a line which connects two "big" points, but, however, we can connect x with the point (1, 1), which is not bad, and with another point on Γ. That is why we separate this domain.
Note that for x ∈ Ω II we can connect it with (1, 1) as well, but another end of the corresponding line segment will come to Γ Q , which is bad, since we have no idea, which function will be extremal there.
Now we are left with Ω II and Ω IV , and we do not split them anymore, because we do not have another motivation.
2.3.
On the dependence of v on x. In this section we denote a function v as a function of x. Here is the definition. If x ∈ Ω III then take v = 1 as a solution of the following equation:
The geometrical meaning of this is easy. We take a line segment, which connects the point x and the point (1, 1). We continue this line until it intersects Γ one more time. The point of intersection is exactly (v p 1 , v p 2 ). Note that for this v we have sign(
on a boundary of Ω IV and a tangent line ℓ + (v). These tangent lines cover all Ω IV , and they do not intersect. Therefore, for every x ∈ Ω IV we can find exactly one such ℓ + (v). Notice that sign(x 1 − v p 1 ) = sign(p 1 ). Take this ℓ + (v):
Fix x 2 and consider v as a function of x 1 . We would like to find out the sign of v
Definition 2. Take v(x) as a solution of the following equation:
and such that sign(
Our goal is the following lemma:
Lemma 2.7. For every x the following is true: sign(v
Lemma 2.8. Take x ∈ Ω IV . Denote
Moreover, we always have Π < 0 and therefore
Proof. Using the definition of A, rewrite the equation for v in the following form:
Now let us take the partial derivative
One can get the result for v ′ x 2 similarly. From the equation
we get that
From (8) we see that
Observe that γ + v = a + and from Remark 3 we know that sign(x 1 −a
Therefore, the equation
finishes the proof.
Remark 6. One can draw a picture, take a point x, move it a little bit to the right and observe that v p 1 decreased. It exactly means that v acts as said in Lemma. We give a picture for the case p 1 > p 2 > 0.
Remark 7. We would like to warn the reader about one thing: sometimes it is not always sufficient to consider a picture only for p 1 > p 2 > 0. This picture was just an example of what one should draw to be convinced that our proposition is true.
Case 2: x ∈ Ω III . We would like to do the same thing as before: study the sign of v ′ x 1 . Note that it is obvious from the picture that v ′ x 1 behaves absolutely in the same way as before. But we shall prove it analytically.
Lemma 2.9. Let v be as above,
Proof. We do the following trick. Obviously,
, where
Deriving, we get
where
Clearly, sign(x 2 − 1) = − sign(p 2 ), and we only need to find sign(h 1 (v)). Since
we have sign(h
2.4. On the local concavity and derivatives in the sense of generalized functions. In this paragraph we are going to discuss the following question. Assume B is not smooth, but still locally concave. How to express it in the sense of derivatives? The answer is easy: we must demand
0 in the sense of generalized functions. More precisely, the following theorem is true: Theorem 2.10. Function B is locally concave in Ω if and only if for every smooth function ϕ 0 with a compact support in the interior of Ω, and for every ∆ 1 , ∆ 2 ∈ R the following inequality holds:
Our next procedure is the following: we take one of the integrals above, for example B(x)ϕ ′′ x 1 x 1 (x)dx, and perform an integration by parts. While doing that, we assume B is continuous and B x 1 is not, but we assume that it consists of two functions, which are differentiable.
Our motivation is the following: we are going to find B which is twice differentiable in interiors of Ω I , Ω II , Ω III and Ω IV , and which is continuous through ℓ ± . However, first derivatives of B will not be continuous in ℓ ± , and we want to catch the influence of its jump on the integral above.
We state the following lemma, where F plays the role of a derivative of B:
Let ϕ be a smooth function with compact support. By (f, ϕ) we denote the action of the functional f on the function ϕ. Then, considering F x 1 and F x 2 as generalized functions, we get
and
Proof of this lemma is a pure integration by parts and we avoid it. We also make the following obvious remark.
Remark 8. Take F as above and assume f 1 (x 1 , kx 1 + m) is a constant f 1 and
We are going to express the derivatives of B in terms of functionals Φ ± and in terms of not generalized derivatives.
To simplify our calculations we shall state a technical lemma. It says that to check that the "jump" matrix is nonpositive it is sufficient to check that the derivative is nonpositive only for one direction, which is not parallel to ℓ ± . Lemma 2.12. Let B be as above. To check that the Hessian is a nonpositive general function it is sufficient to check that in interiors of Ω I -Ω IV the Hessian is nonpositive and that B x 2 x 2 0 as a generalized function.
The proof is obvious and based on the fact that B -weights with bounded weights. In this subsection we are going to prove two results about the approximation of A Q p 1 ,p 2 -weights. The motivation is the following: if we have an integral of a function over a finite interval, it may be convenient to "make" the function to be bounded, because to bounded functions we can apply the Lebesgue Dominated Convergence Theorem.
We would like to prove following lemmata.
Lemma 2.13. Assume w ∈ A Q p 1 ,p 2 . Take w a (t) = w(t), w(t) a a, w(t) > a .
Then w a ∈ A Q p 1 ,p 2 . The same is true for the function w a (t) = a, w(t) a w(t), w(t) > a .
Remark 9. Note that w a w w a .
Remark 10. Note that it is sufficient to prove the lemma only for w a . The result for w a will follow immediately, since instead of w, p 1 , p 2 we can consider w
Proof. First, we fix an interval J ⊂ [0, 1] and denote J 1 = {t ∈ J : w(t) a}, J 2 = {t ∈ J : w(t) > a}. Denote also
Then we want to prove (11)
By Hölder's inequality, we get z
i . Therefore, if we denote y 2 by u, then z 1 p 1 2 = su for a number s 1 and expression (11), which we need to estimate, can be written as the following function of s and u:
the function ϕ is increasing in s and therefore ϕ(s, u) ϕ(1, u), i.e., it has the minimal value when w(t) is equal to u on J 2 identically. Now we have u = w(t)| J 2 > a and since ϕ(1, a) = 0, the desired inequality will be proved after checking that ∂ϕ ∂u (1, u) 0. We write
and we are done because u p 1 y 1 − u p 2 z 1 0. Indeed, since u w(t) and p 1 p 2 , we have u
what completes the proof. This lemma is obvious from the picture. Lemma 3.2. For every x, such that x ∈ Ω I , we have B(x) = 1.
Proof of the Lemma 3.2. Take a point x ∈ Ω I and numbers u, v from the Lemma 3.1. Then for some µ ∈ [0, 1] we have
By the Lemma 2.6,
We took u, v 1, thus |{w(t) 1}| = 1. Since w p k = x k , and w ∈ A Q p 1 ,p 2 , we get B(x) |{w(t) 1}| = 1. On the other hand, by definition, B(x) 1. Therefore, B(x) = 1.
3.2.
Domain Ω III . In this section we find B in Ω III . As it was said in the subsection 1.6, we need to find lines on which B is linear. These lines will simply be lines which connects the point (1, 1) with points on Γ. Our setting is the following: we fix a point (v p 1 , v p 2 ) ∈ Γ and take a line with an equation
Obviously, this line contains (1, 1) and (v p 1 , v p 2 ). We assume that B is linear on our line. Using that B(1, 1) = 1 and B(v p 1 , v p 2 ) = 0, we get
To find B in Ω II , we use the following simple observation. Ω II has three parts of boundary: parts of ℓ ± and part of Γ Q . Since our candidate for B is linear on mentioned parts of ℓ ± , it is natural to assume B to be linear in the whole domain Ω II . Restriction of B to these parts are also linear. It gives us a hope that we can find a fully linear B, namely, B(x) = ax 1 + bx 2 + c. How do we find a, b, c? We want B to be continuous on ℓ ± and, therefore, we want B(1, 1) = 1, B(v 
Solving this linear system (and using that
.
3.4.
Domain Ω IV . Now we shall find B in Ω IV . We guess that if x ∈ Ω IV then B is linear on the tangent from x to Γ Q , which corresponds to γ + . We remind what it means. For every point x there is a unique point (v p 1 , v p 2 ) ∈ Γ 1 , such that x lies on the line, going from this point, tangent to Γ Q and having γ + in its slope. Namely, the equation of this tangent is
We know that on this line t 0 , t 1 , t 2 are supposed to be constants. It means that they can depend only on v. Therefore, we divide the equation
over dv and get:
Now we substitute x 2 from this equation into (12) and use that (12) is true for infinitely many values of x 1 . Therefore, the coefficient of x 1 must be equal to zero, which yields
. Combining the last equation with (13) we obtain
From (14) we get
and from t 0 + v p 1 t 1 + v p 2 t 2 = 0 we get
We shall find C such that B is continuous in Ω III ∩ Ω IV . As before, A = Q −p 2 γ
we have
But on this line
B(x 1 , x 2 ) = x 1 − v p 1 − 1 − v p 1 − , so C = 1 1 − A v − (p 1 −p 2 )A 1−A − 1 − v p 1 − .
3.5.
Answer for B. Now we would like to state the answer for B.
where v is defined as a solution of equation
and has the property that sign(x 1 − v p 1 ) = sign(p 1 ).
The estimate from above: B B
In the proof of the Theorem 4.3 we will use the following lemma. However, we postpone its prove to the Section 5.
Lemma 4.1. B is locally concave.
We would like to prove that B(x) B(x). To do it, we enlarge our Ω and consider another B. Precisely, take a number Q 1 , Q 1 > Q, and a domain
Q 1 }. Now for this domain we build a function B Q 1 (x) in the same way we built our B in Ω. In fact, we use formulas (15), but we change
. We need the following lemma. 
Also the parameters α ± can be taken separated from 0 and 1 uniformly with respect to w.
This lemma was proved in [8] . Using it we prove the following theorem. 
Proof of Corollary. It is obvious since B Q (x) is continuous with respect to Q.
Proof of the Theorem. We want to prove that for any function w ∈ A Q p 1 ,p 2 (I) and
Then, passing to the supremum in the right-hand side, we get what we need. Assume
.We take a splitting of our interval I by the rule from the Lemma 4.2. By D n we denote the set of intervals of n-th generation. For example, D 0 = {I} and D 1 = {I − , I + }. For every interval J ∈ D n we denote
).
Since B Q 1 (x) is locally concave, we get
where x n (t) is a step-function, defined in the following way: take J ∈ D n and denote x n (t) = x J , t ∈ J. Since we assume that w p i ∈ L 1,loc , we get
Moreover, in the Section 6 it will be proved that for every x ∈ Ω there exists a function w ∈ A Q p 1 ,p 2 such that B(x) = |{w 1}|. The same can be shown for Q 1 instead of Q, so we get B Q 1 (x) 1. Therefore, by the Lebesgue Dominated Convergence Theorem, we can pass to the limit in (17). Then we get
But for every t we have (w p 1 (t), w p 2 (t)) ∈ Γ, where we know B Q 1 by the Lemma 1.1. Therefore,
which is what we need.
Proof of concavity
In this section we prove the following lemma.
Lemma 5.1. The following inequality holds in the sense of distributions:
We break the proof of this lemma into parts. According to the paragraph 2.4, first we check that in interiors of Ω I -Ω IV the Hessian of B is nonpositive.
Then we study jumps of B x 1 and B x 2 over ℓ ± . We warn the reader that this section is rather technical.
5.1.
Domains Ω I and Ω II . Here B is fully linear and, therefore,
5.2. Domain Ω III . As we know, here
Once again,
Now we calculate B ′′ x 2 x 2 . We use that
Using that det
dx 2 = 0, we immediately get
and we do not care if there is plus or minus. Finally,
Recall that
Observe that sign(v
We do not need to write the full expression for α, since it does not matter for the sign of anything. Moreover, put
. Then we get
Similarly,
As we know from the Lemma 2.8,
Similarly sign(B ′′ x 2 x 2 ) = −1, and since det(
dx 2 ) = 0, we get that
5.4. Boundary. Now we proceed to "jumps" of first derivatives of B. We remind that in Ω II we have B(x) = ax 1 + bx 2 + c, where
We also remind the following notation. As before, for a smooth compactly supported test function ϕ, we introduce two functionals
and if p 2 < 0 then
Therefore, in the sense of distributions,
Notice that Φ + is a non-negative functional, and therefore sign of B ′′ x 2 x 2 is defined by the sign of − sign(p 2 )b. Since
, and sign(v
we get sign(b) = sign(p 2 ), so B ′′ x 2 x 2 0.
5.4.2.
Boundary Ω II ∩ Ω III . Our plan is the following. First we count B ′ x k on the line
, i.e. on ℓ − . Then we proceed to jumps.
Let us evaluate B x k on ℓ − . In Ω III , from (18) we have
On ℓ − we have v = v − , so, using the equation of ℓ − and canceling x 2 − 1, we get:
. Now we use that (v
It gives
Finally, sign(1 − v p 1 − ) = sign(p 1 ) and by Lemma 2.5 we have 1 − Q −p 2 γ
, and sign(B x 2 (ℓ − )) = − sign p 2 . As before, we observe that if p 2 > 0 then We shall briefly explain that. Note that the gradient of B is a vector ∇B = (B
). Assume we have two basis vectors e 1 , e 2 in R 2 . Then to prove that ∇B is continuous it is sufficient to prove that ∇B · e i is continuous for i = 1, 2. We choose e 1 to be a vector, which is parallel to ℓ − . Since ∇B is constant on ℓ − , we obviously have that ∇B · e 1 is continuous. Now we simply choose e 2 = (1, 0) or e 2 = (0, 1), which is it.
6. The estimate from below: B B. Constructing test-functions 6.1. Domain Ω I . In the Subsection 3.1 we have already proved that for every point x ∈ Ω I there is a suitable function w such that |{t : w(t) 1}| = 1.
6.2. Domain Ω II . We proceed with the same idea as in the Subsection 3.1. Take x ∈ Ω II and an interval [
We write
We also can write that x
± . We know that test-functions for x ± are the following functions:
We wrote this w + to emphasize how we want to "glue" w ± together to get a testfunction for x. We will do the following: x − has weight 1 − λ and in the definition of w − we have v − with weight 1 − µ − . Therefore, we define w(t) = v − on an interval of length (1 − λ)(1 − µ − ). Using the same idea we deduce on which intervals w has to be equal to 1 and to v + . Here is the definition: , w
) is a convex combination of x − , x + and (1, 1) or lies on ℓ ± .
Lemma 6.2. B(x) = |{t : w(t) 1}|.
Proof of the Lemma 6.1. Proof of this lemma is similar to the proof of the Lemma 2.6. 0 1
It is easy to see that the only interesting case is α < (1 − λ)(1 − µ − ) and β > 1 − λ + λµ + . In other cases we have a convex combination of v − and (1, 1) or a convex combination of v + and (1, 1), which follows exactly from the Lemma 2.6. If
Note that the sum of all coefficients is equal to one, so we have a convex combination of x ± and (1, 1).
Proof of the Lemma 6.2. Since B is linear in clos(Ω II ) we get
which finishes the proof. 6.3. Domain Ω III . Take a point x ∈ Ω III and connect it with the point (1, 1) . Take a number v < 1, such that the point (v p 1 , v p 2 ) lies on the line segment, which connects (1, 1) and x. Then there is a number µ ∈ [0, 1] such that x 1 = µ+(1−µ)v p 1 , and
By the Lemma 2.6, w ∈ A Q p 1 ,p 2 and w p k = x k . Moreover, since v < 1, we get
6.4. Domain Ω IV . Our plan is the following. First we consider x ∈ Γ Q . After we build a suitable function w for every such x, it will be easy to construct a function for every x ∈ Ω IV . 6.4.1. The case x ∈ Γ Q . Take x ∈ Γ Q ∩ Ω IV . As usual, in Ω IV we have
To introduce w we need some notation. First, choose ν such that
Take now
We also remind that
Now denote
As usual, here is what we want.
Recall that A = Q −p 2 γ
Therefore,
But we know that p 1 γ p 1 − p 1 x 1 , which finishes our proof.
The whole proof of the Lemma 7.2 is finished, which finishes the proof of the Lemma 6.4.
8. An illustration: the A 2 case and Reverse Hölder property This section has two goals. The first one is to write an answer for the Bellman function in one particular case: p 1 = 1, p 2 = −1. This case is interesting because it corresponds to the A 2 condition, which plays leading role in the theory of singular integral operators. This case is also interesting because here we can write an explicit answer in terms of the A 2 -"norm" of the weight, avoiding all implicit equation.
The second goal of this section is to show the following statement. = Q. Then there exist a constant α 0 > 0, depending only on Q, such that for every α, 0 < α < α 0 , the following inequality holds:
where C = C(α) is a constant, which does not depend on w.
We refer one more time to the paper [2] , where the opposite question was considered: a Reverse Hölder weight self-improves to an A p weight.
We should say that this result is known. It was proved, for example, in [7] with a sharp constant C. However, here we prove it just as an application of our sharp estimate for a distribution function of A 2 weights.
Let us start calculating the function B. We remind the reader that in our case
We start with calculating constants γ ± . We have an equation
which has two solutions
We know that in Ω I our function B = 1. Let us calculate numbers a, b, c for Ω II .
We have 
We proceed to the domain Ω III . Let us find the parameter v in terms of x 1 and x 2 . We have an equation
It is a quadratic equation, and we know that v = 1 is a root. It is not hard to find the second one. Namely,
Therefore, in Ω III we have
We now proceed to the domain Ω IV . Here we need more work. First of all, we should again find our v. Our equation (again quadratic) is the following:
which reduces to We should take the biggest value of v. It is obvious from the picture, since we always want our point x to lie between (v, v −1 ) and the point (γ + v, Q(γ + v) −1 ) (we could appeal to the definition of v from the general consideration, but we repeat it to make it easier to read). We can make the following amazing simplification:
Note also that we had a notation
Therefore, we get an easy answer for B:
But we have a nice relation between v and (x 1 , x 2 ), namely,
We get, therefore, that
Finally,
We know that x 1 x 2 Q, so
The last expression is equal to Q 2 − Q x 2 , so we get
Note that this estimate is in some sense sharp. We cannot guarantee that if our w has A 2 -"norm" equal to Q then is attains on the initial interval. But there are a lot of such functions, for example, the one from Section 6. We get the following estimate for B(x), when x ∈ Ω IV :
Moreover, since x 1 x 2 ∈ [1, Q], we get
. We also note that if x 1 x 2 = Q then
Therefore, we write several answers for B.
To proceed we also write an estimate for B:
Now we proceed to the Reverse Hölder property. For the sake of simplicity we consider a function w such that w w −1 = Q. It simplifies things a little since then the point ( tw , t −1 w −1 ) is on the curve Γ Q and, for example, never comes to Ω III .
Next, we use that
where F w (s) = |{t : w(t) s}|. We know that We consider a point S = ( we get that sup (|{w 1}|, . . .) = 1 − inf (|{w > 1}|, . . .) . Using our technique, one can easily calculate the right-hand side. The function for inf can be calculated in the same way as B with one difference: it must be convex instead of being concave.
