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1. INTRODIJCTION 
There are a large number of diverse measure theoretic constructions in the 
literature (see, e.g., [lo, 25, 31, 33, 441) which lead from one regular measure 
on a o-algebra to another one, regular with respect to an enlarged set, defined 
on an extended u-algebra or ring. By considering lattices of subsets (i.e., special 
pavings) in an abstract set we will construct a single general abstract measure 
procedure for obtaining many of these cases, at least in the finite or o-finite cases 
which are the cases of sole concern in topological applications. We also give 
uniqueness conditions which thereby strengthen the results of many of the 
papers tired above and in the subsequent sections. 
We first list the essential background in Section 2. Our major thrust here is in 
the spirit of some of the work of Alexandroff [l], Choquet [ 121, Meyer [34], 
Frolik [19, 201, and Topsoe [51]. Since the terminology is mixed for the most 
part, we state the relevant tools we need. 
The next section is concerned with the major abstract cxtcnsion theorems. 
After proving them we give immediate topological-measure theoretic applica- 
tions. Following this we give a systematic way of applying the measure theoretic 
results to certain areas of point set topology, in particular to matters concerning 
repleterrcss (also called complete [17], [24] and Z-real compact [4, 51) and to 
matters related to compactifications. 
In the final section we consider abstract generalizations of pseudocompactness 
and generalize some of the work of Glicksberg [23], Alexandroff [2], and 
Varadarajan [52]. 
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We refrain from using the terms Bore1 and Baire sets in topological settings 
because of the varied use of these terms in the literature. Similarly with the word 
regularity alone. We will always write what algebra, o-algebra, etc., we mean, 
and what lattice is used in the word regular. Topological notions will be con- 
sistent with those of [29]. Finally, we thank the referee for his many constructive 
comments concerning this manuscript, 
2. BACKGROUND AND NOTATIONS 
In this section we collect the notations and the definitions that will be adhered 
to throughout this paper, and we also collect several theorems which are basic 
to what follows. We emphasize again that X is simply an abstract set with no 
given topological structure. 2 will always denote a lattice of subsets of X and 
we will always assume, without loss of generality for our purposes, that .@, X E 9. 
We also note that for certain results (see especially Section 4) that even the lattice 
demands on LZ’ can be weakened somewhat, but this is not significant for this 
paper. 
If LZ’ is closed under countable intersections, LZ is called a delta lattice. (Note: 
The words paving and paved space are also used by some authors; see, e.g., 
[20, 34, 511.) Y is complement generated if A E 8 implies A = nzCl A,,‘, where 
all the A, E dp (here the prime denotes complement). If dip is a delta lattice, a 
real valued functionfdefined on X is called 9-continuous iff-l(C) E LZ for every 
closed set C C R, the real line, with the usual topology. Clearlyf is dp-continu- 
ous if and only if f-l(--oo, a] and f-l[b, co) belong to LP for every a, b E R. 
We denote the algebra of all Y-continuous functions by C(g) and all the bounded 
ones by C,(Z). 2 is called a separating (or Tr) lattice if x, y E X with x # y 
implies there exists an A E ?Z such that x E A and y $ A. L% is called d&junctive 
ifforanyAE64andx~A,thereexistsaBE~suchthatxEBandBnA= 0. 
2 is called normal if whenever A, BE 2 with A n B = la, there exists 
C, D E Y such that A C C’, B C D’ and C’ n D’ = o. The lattice of closed 
sets in a normal topological space is a normal lattice, of course. The lattice of 
zero sets of functions in C(Z) will be denoted by %“(LZ’). We next introduce the 
following abbreviations: ~(2) is the lattice formed from B by taking arbitrary 
intersections (e.g., in a Tychonoff space with 9 the lattice of zero sets of con- 
tinuous functions, ~(2) is the lattice of closed sets). 0!(Z) is the algebra of sets 
generated by 2, ~(9) is the smallest class of subsets of X closed under countable 
unions and intersections which contains 9 (sometimes called Borelian-Y; 
see [43, 461). u(Z) is the u-algebra generated by 2: ~(9) the Souslin sets 
obtained from 8. 
By a measure p defined on an algebra of sets, we mean a real valued $niteb 
additive set function. Those that are countably additive will be referred to as 
a-smooth. (This is consistent with topological usage in [30, 35, 521 which we 
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will generalize.) A measure p defined on a(S) is called g-regular if for any 
E E 0!(Z) and any l > 0 there exists an A E 2, A C E such that / p(E) - 
p(A)\ < E. Clearly a nonnegative measure p is Y-regular if and only if p(E) = 
sup p(A), where A C E, A E 9, or p(E) = inf &4’), where E C A’ and 
A E 8. The set of all Z-regular measures on a(Z) will be denoted by MR(S) 
and all arbitrary ones by M(Y). Th e u-smooth Y-regular measures of MR(S?) 
will be denoted by MR(a, dtp) and those of M(Z) by M(o, 2). The nonzero 
measures of MR(8) which assume only the values 0 and 1 will be denoted by 
U?(g) and those of MR(a, 2) by M(a, 2) and those of M(Z) by I(Y). Any 
p E MR(u, 2) can of course be extended to u(Y) maintaining countable additivity 
and S(g) regularity. The lattice LY is called compact if whenever X = U A,‘, 
where A, E Y, a finite number of the A,’ cover X. We note that there are many 
obvious equivalent formulations of this and also of the obvious definition of 
Y-countably compact. For details see [20, pp. 565 ff.]. In a similar obvious way 
we define 9’-Lindelof and make free use of all simple interrelations. We also 
note the following theorem due to Alexandroff [2, Theorem 5, p. 5901. 
THEOREM 2.1. If  3 is countab2y compact. then MR(u, 2) = MR(9). 
Next 9 is countably paracompact if A, E Zip, n = 1,2,3,..., and A, 4 o 
imply there exist B, E B such that A, C B,’ and B,’ J ,@. Indeed, if X is a 
topological space and LZ’ is the lattice of closed sets then 2 is countably para- 
compact if and only if X is countably paracompact in the usual [I6 Theorem 2, 
p. 2201. It is easy to see that if dp is complement generated, then ~7 is countably 
paracompact. In the case in which X is a topological space, we use the following 
notations for certain lattices: 
0 is the lattice of open sets, 
Sv is the lattice of closed sets, 
%” is the lattice of zero sets of continuous functions, 
Y is the lattice of compact sets with X adjoined, 
.z$ is the lattice of compact Gs sets with X adjoined. 
We note a few obvious facts. If 2 is a compact lattice, then so is ~(2) and 
conversely. If LZ is countably compact, so is the generated delta lattice. If 
X is Hausdorff then Z is a compact lattice. We will freely make use of such 
results and others of a similar elementary nature. 
Finally we consider two lattices LYr and LZa , where Z1 C L&. For many 
purposes we do not have to assume this inclusion. We say S1 semiseparates ST2 
if whenever A E 64 , B E $4 and A r\ B = #, there exists C E Zr such that 
BCCandAnC= ,@.~rseparates..EaifwheneverA,B~~zwithA~ B = a. 
there exist C, D E Z1 such that A C C, B C D and C n D = 0. Y; coseparates 
2. if whenever A, B E SZ and A n B = 0, there exist C, D E LP1 such that 
A C C’, B C D’ and. C’ n D’ = ~zi. We have the following, easy to prove, 
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implications: Yi coseparates ZJ implies LZi separates LZ?a implies pi semi- 
separates 9’s . Also, if 9i is complemented then lz; semiseparates EA . (For 
further details in abstract nonatomic lattices see [14, pp. 55 ff.].) 
Before proceeding we will consider some simple examples: 
(1) If  X is a locally compact Hausdorff space L%$ separates ~4? by the 
well known Baire “sandwich” theorem [l 1, Theorem B, p. 2181. 
(2) If  X is a normal space then ZZ coseparates 9. 
(3) In a zero dimensional Hausdorff space, that is, a space having a basis 
of clopen sets, the lattice of clopen sets semiseparates the lattice of closed 
sets but separates them if and only if X is ultranormal. 
(4) In general, in an arbitrary topological space, .X does not even semi- 
separate 9. We will consider more examples in the next section and in Section 4. 
Again we consider two lattices L?i and L& with X; contained in L?.. , We say 
that .JZz is -rZ1 countably paracompact if given A, EL&~, n = 1, 2, 3,..., with 
A, 4 @ there exists B,z E Yi , such that iz,, C B,z’ and B,’ 4 a. We have the 
following simple lemma: 
LEMMA 2.1. If  Tz is countably paracompact and if Z1 separates or coseparates 
Zz , then Pz is P1 countably paracompact. 
We next state for reference the fundamental theorem of Alexandroff [2, 
Theorem 1, p. 5771. 
THEOREM 2.2. Let 3 be a delta normal lattice. Then the conjugate space of 
C,,(Z) is MR(3). In more detail: To every bounded linear functional $ on C,,(Z), 
where 9 is a delta normal lattice, there corresponds a unique lo E MR(B) such 
that Hf > = Sf 4 and such that 114 I/ = 1 TV j, the total variation of p. Moreover 
the positive and negative parts of 4 correspond to those of p and if 4 is nonnegative, 
then for each A E 2, p(A) = inf $( f ), where the inf is taken over all those functions 
fin C,(9) with x,, < f  < 1 where xa denotes the characteristic function of A. 
We will analyze this theorem in more detail in Sections 3 and 5; in particular 
when p is o-smooth. MR(9) can be topologized with the customary vague 
topology: A basic set of neighborhoods consisting of all V(ps , fi ,..., fn , c) = 
(p E MR(9): 1 sfi dp - J-fi dp,, 1 < E, i = 1,2, 3 ,..., n}, where p0 E MR(9) 
and the fi E C,(Z). I f  this topology is restricted to IR(9) we obtain in a simple 
manner via the PortmanteauTheorem (see [50] for details) the Wallman topology 
on IR(3) having as a base for the closed sets, sets of the form W(A) = 
{p EIR(S?): p(A) = 11, where A E 9. This is just the customary Wallman- 
Frink lattice procedure (see [18, 531). Its association with the usual filter approach 
is indicated in Section 4; it, of course, reduces to the Stone representation space 
if 9 is complemented. Next we note 
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THEOREM 2.3. If 9 is a delta lattice and if ~(9) = p(Y), then every jnite 
u-smooth measure on u(9) is S’-regular; that is, M(u, 9) = MR(a, 9). 
This is an elementary result and it is generally well known. It can be proved 
in abstract lattices [6, Theorem 3.4, p. 5931. It extends a result of Varadarajan 
[52, Theorem 18, p. 1711, proved for the lattice of zero sets in a Tychonoff space. 
A slightly different version also appears in [34, Theorem 32, p. 491. Observe 
that the condition of the theorem will be satisfied if and only if A’ E p(Z) for all 
A EL??. We can apply this result immediately to yield the following typical 
corollaries. 
COROLLARY 2.1 (Vardarajan [52, p. 1711). Any finite u-smooth measure on 
a(Z) in a Tychonofl space is Z-regular. 
COROLLARY 2.2 (Zakon [54, p. 431). If X zs a topological space such that 
every open set is an F,-set (i.e., X is perfectly Hausdorff ), then every finite a-smooth 
measure on ~(9) is .F-regular. 
The last result covers the well-known result for metric spaces [39, Theorem 
1.2, p. 271. Further consequences appear in [40, p. 1741. We will consider further 
applications in the next section. We note again that it is trivial to extend these 
results to the case of u-finite measures in the respective cases. 
A much deeper result than Theorem 2.3 will now be considered. This result 
will only be used in the applications to repleteness in Section 4 and is not needed 
for the main results given here and in other sections. 
THEOREM 2.4. If 2 is a delta lattice and if u(9) C s(Y), then every jinite 
u-smooth on a&Y) is Z-regular; that is, M(u, 9’) = MR(u, Y). 
Proof. This follows directly from Choquet’s theorems on capacity [28, 
Theorem 2, p. 961 or [13, Theorem 1.7, p. 271. It is easy to give a direct proof 
for two valued a-smooth measures, independent of Choquet’s work and this 
has been done in [6, Theorem 2.1, p. 591; 19, Theorem 3, p. 6171 from different 
points of view. 
We finally note that both Theorems 2.3 and 2.4 have consequences for filters 
and some of these will be indicated in Section 4. Also the conditions of Theorem 
2.4 will be satisfied if A E 2 implies A’ E s(9). 
3. THE MAIN EXTENSION THEOREMS 
In this section we state and prove several useful general extension theorems. 
We then give a number of applications of these theorems to specific measure 
theoretic extensions, and then to various areas of point set topology. 
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THEOREM 3.1. Let Sl C Z2 be two delta normal lattices of subsets of A- such 
that PI semiseparates 2X2. Then every p E MR(Zl) can be extended to a v  E MR(2Z2). 
Moreover the extension is always a unique extension if and only ;f  Yl separates Y2 . 
Proof. By Theorem 2.2 we may assume that TV 3 0. Form the bounded 
linear functional 4 defined on C,(P’i) as follows: +4(f) s f dp for each f E C&Q. 
4 is nonnegative and may be extended by Krein’s theorem [36, Theorem 2, 
p. 631 to a nonnegative linear functional on Cb(9a) (which is bounded). Let v 
be the measure corresponding to the extended linear functional via Theorem 2.2. 
Clearly u(A) < p(A) for A E Yi since we are taking the infimum over a larger 
set. To show the inequality the other way, let A E Pi and let E > 0. By the 
regularity of v there exists a B E .JZa such that A C B’ and such that j v(B’) - 
v(A) < E. By semiseparation there exists a C E d%i such that A n C = @ and 
such that B C C. Choose a function f E C&.ZJ such thatf _= 1 onfl andf = 0 
on C, where 0 < f < 1. (This can he done by the normality of .L?; see [l].) 
We then have 
=- jAf dv + s,,-, f dv -t jcf dv 
< v(A) + E. 
Since E was arbitrary we have &A) < v(A). To complete the proof that v 
actually extends p we must show that v restricted to 0!(Zi) is 9r regular. This 
follows however from an elementary proof using semiseparation and the fact 
that each E E @(LQ may be written as a disjoint union of differences of sets in 9r . 
To complete the proof of the theorem we need only show that the extension 
is unique if and only if .,!& separates -Epz . This will be broken up into two parts as 
we will need to refer to them later. 
(1) Suppose .Zi separates .P’a and suppose that vi and va are two distinct 
extensions of II. Then there is an A E Pa such that v,(A) # v,(A). We may 
assume without loss of generality that v,(A) - v,(A) = 6 > 0. Choose E < 6. 
By regularity there is a B ~9~ such that A C B’ and such that 1 v,(B’) - v,(A)1 < e. 
By separation there exist C, D E 5Zi with A C C, B C D and with C n D = GY .
We have: 
6 = vz(A) - q(A) ,( 43 - v,(A) < #‘) - v,(A) 
< v,(B’) - v,(A) < E. 
This is a contradiction and therefore the extension is unique. 
(2) Suppose that each p E MR(Sl) extends uniquely to a Y E MR(&) and 
suppose that Y1 does not separate ..%a. Then there are elements A, B E Z2 
with A n B L- 0 such that the collection A? = (C E 9i: A C C> u (D E PI: 
REGULAR LATTICE MEASURES 545 
I3 C D> forms an gI-filter. Extend % to an d%;-ultrafilter ZI . &I u {A} is 
contained in an 6pz filter, for if A n E = 0 for some E E %I there would exist by 
semiseparation an E1 E gI such that A C E1 and E, n E = M . But this is clearly 
impossible since then E1 E XI. Similarly *I u {B} is contained in an &-filter. 
Extend each of these to &ultrafilters. Clearly the extensions differ. Now, let p be 
the measure associated with sI and let y1 and v2 be the measures associated with 
g,-ultrafilters constructed containing ZI u {A} and XI u {B} respectively. (See 
Theorem 4.1 of Section 4.) Then p is & regular and I+ and v2 are two distinct 
Zz-regular extensions of p. This contradicts our assumption and thus T1 must 
separate gz . 
THEOREM 3.2. Let YI C -sP, be two delta normal lattices of subsets of X such 
that YI semiseparates gz . Suppose also that gz is ZI countably paracompact. Then 
every p E MR(a, &) can be extended to a v E MR(a, 9J. The extension is always 
unique if ICI separates J& . 
Proof. Again we may assume that p > 0. Extend to v E MR(6pz) as in the 
previous theorem. It suffices to show that v is u-smooth on 5$ (see [2, Theorem 2, 
p. 5871). Suppose then that A, 4 0, where A, E & . By hypothesis there exists 
a sequence of sets B, E YI such that A, C B,‘, where B,’ 4 0. v(A,) < 
v(B,‘) = &B,‘) + 0. Thus v is u-smooth. The last part follows from the 
previous theorem. 
We note that if v E MR(u, &) then v can be extended uniquely to u(LZTJ, 
preserving countable additivity and regularity on u(5&). We now proceed to give 
some consequences of these theorems. The first corollary is a slight 
strengthening of the main theorem of Hardy and Lacey [26, Theorem 9, 
p. 2201. 
COROLLARY 3.1. Let 0, and 0, be topologies on X with closed sets 4 and 4 , 
respectively. Suppose 0, is a compact Hausdorff topology and 0, is a regular topology 
with f& C 0, . Then every p E MR(u, 4) (= MR(&)) can be extended to a 
Y E MR(u, 4) (= MR(%)). The extension is unique if and only if 0, = 0, . 
Proof. Since a compact Hausdorff space is normal [29, Theorem 9, p. 1411, 
e is a delta normal lattice. Since a compact regular space is normal [29, Theorem 
10, p. 1411, 4 is a delta normal lattice. Clearly, 4 C 4. Since each B E 4 
is compact relative to 0, it is compact relative to 8, . Moreover 4 semiseparates 
4 since in a regular space, a compact set and a closed set disjoint from it can be 
separated by disjoint open sets [29, Theorem 10, p. 1411. The desired extension 
now follows from Theorem 3.1. That the extension is unique if and only if 
0, = 0, is simple. Also, MR(&) = MR(u, 4) and MR(&) = MR(u, 4) by 
Theorem 2.1 since 4 and hence both 4 and 4 are compact and therefore 
countably compact lattices. 
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We see that the result of Hardy and Lacey can be considerably generalized; 
namely we have: 
COROLLARY 3.2. If 0, C CO, are two normal topologies for X with closed sets 
4 and sEJ , respectively, such that 4 semiseparates 4 , then if 
(a) (X, OJ is counk&y compact or if 
(b) (X, 02) is countably paracompact and 4 separates 2% , or if 
(c) 4 is 4 countably paracompact, any iu. E MR(cr, 4) can be extended 
to a v  E MR(u, &) and in case (b) the extension is unique. 
Proof. We need only show that the extension of TV E MR(u, 4) is an element 
of MR(a, 4). In (a) this follows from Theorem 2.1, in (b) from Lemma 2.1 
and Theorem 3.2, and in (c) directly from Theorem 3.2. 
Next we prove a strengthened version of the difficult portion of the extension 
theorem of Marik [33, p. 2501. 
COROLLARY 3.3 (Marik). Let X be a topological space which is normal and 
countably paracompact. Then every p E M(o, 3”) can be extended uniquely to a 
v  E MR(a, 9). 
Proof. EZ C 3 and both are delta normal lattices. Since 2 is complement 
generated p(s) = o(a) and therefore M(cr, 3) = MR(a, 3”). Moreover ZZ’ 
coseparates 9 since X is normal. Finally, 9 is countably paracompact and 
therefore 3 is countably paracompact and we are done by the previous two 
theorems. 
By a simple application of Theorem 3.2 we have 
COROLLARV 3.4. If  8, C 6, are two Tychonoff topologies for X with zero sets 
ZZl and Zg , respectively, such that SY1 semiseparates .ZZz , then if 
(a) (X, 0.J is pseudocompact, or if 
(b) SYl separates Zoz , or if 
(c) ?Zz is 57Zl countably paracompact, 
any P E M(u, Tl) (= MR(o, 2,)) can be extended to a v  E M(u, 6,) (= MR(u, a,)) 
and in (b) the extension is unique. 
Proof. The proof is analogous to the proof of Corollary 3.2. We have only 
to note that in (a), (X, 0,) pseudocompact is equivalent to 202 being countably 
compact [52, Theorem 16, p. 1701. In (b) we note that s2”, is countably para- 
compact since it is complement generated. 
As a final simple application of the previous work we have (see [25, Theorem H, 
p. 2291). 
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COROLLARY 3.5. If  X is a locally compact Hausdorfl space, then the restriction 
of every v  E MR(a, ,X) to @(x0) will be in MR(o, &J. If  the restrictions of two 
measures v1 and y2 E MR(o, ,X) to GY(.%$) are equal on a(ZO), then v1 = v2 
everywhere on G?(x). 
Proof. As was pointed out, in a locally compact Hausdorff space Y0 separates 
&‘” by the Baire “sandwich” theorem. 
It is clear that we could go on with such applications. However, there is one 
style extension that does not fit the framework of either of our theorems. This is 
the case typified by X0 C X. In this case the extension procedure is easier, 
in a sense. Namely, we have 
THEOREM 3.3. If  2 is a Lindelof lattice and if TV E MR(o, S), then p(A,) J 0 
whenever A, J a, where A, E 9. 
Proof. This is a straightforward generalization of a result of Varadarajan 
[52, Corollary 4, p. 1751 for completely regular spaces and appears in a slightly 
different form in [34, Theorem 33, p. 501. 
On the basis of this theorem one proves 
THEOREM 3.4. If  9 is compact, then any p E MR(o, 9) can be extended to 
v  E MR(a, ~(9)). Furthermore the extension v  is unique. 
Proof. Except for notational changes this appears in [34, Theorem 34, p. 501. 
COROLLARY 3.6. Let X be a locally compact Hausdorff space. Then every 
TV E MR(xo) = MR(a, &‘J can be extended uniquely to a v  E MR(o, ,X) = 
MR(x). 
Proof. We have only to note that T(,X,) = .X. 
4. SOME TOPOLOGICAL APPLICATIONS 
We turn our attention now to some topological applications of the main 
theorems of Section 3. We make no attempt to be exhaustive, but simply give 
some systematic measure theoretic ways of considering certain types of problems 
in topology. It is clear that a number of results will have filter implications but 
we will not always point this out. Clearly one could give many such applications, 
but the mode of procedure should be clear from the ones given. 
First we summarize in Theorem 4.1, for convenience, some simple results from 
[6, pp. 588-5891. 
THEOREM 4.1. There exists a one-one correspondence between all zero-one 
Z-regular measures, i.e., all elements of IR(9) and all 2?-ultraJilters. There exists 
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a one-one correspondence between IR(o, 9) and all dP-ultra$lters with the countable 
intersection property. In each case the correspondence is given by the following. 
With each lattice ultrajilter T we associate the zero-one measure I”,. de$ned on 
0’1(2’) as follows. t+(E) = 1 if E contains some A E T and t.+(E) = 0 if E is 
contained in the complement of some A E T. 
It is easy to see that there is also a one-one correspondence between all prime 
Z-filters and all elements of I(Z). Th is correspondence is achieved by associating 
with each p EI(Y) the prime filter given by (A E 9’: p(A) = 11. The details 
are easy. 
If M is just a multiplicative system of subsets of X (i.e., closed under finite 
intersections), then since 02((M) = a(S), w h ere 9 is the generated lattice, and 
since p E IR(Y) if and only if p is regular with respect to M (obvious definition), 
we get that there is a one-one correspondence between prime (ultra) filters of M 
and prime (ultra) filters of 9. Next we note the following measure theoretic 
form of normality. 
LEMMA 4.1. 9 is a normal lattice of subsets of X if and only iffor all p E I(Z) 
there is a unique Y E IR(9) such that p < v  on 8. 
Proof. The proof is not difficuit and has been proved in abstract lattices in 
[14, Theorem 4, p. 321, in a filter form in [20, Proposition A, p. 5581, and in an 
ideal form in [15, Theorem 2.4, p. 2071. Now, if p EIR(u, 9) then of course p 
can be extended to a v EIR(u, 6(Z)), w h ere 8(Z) is the generated delta lattice. 
If v EIR(u, S(9)) then p = v /a(9) (the restriction of v to a(Y)) is of course 
u-smooth, so that p EI(u, 9). If dp is normal then there is a unique p > p 
where p EIR(~). If we assume in addition that 9 is countably paracompact, 
then p EIR(u, 9), as can be easily seen. Thus we have 
LEMMA 4.2. If  9 is normal and countably paracompact then there is a one-one 
correspondence between IR(o, 9) and IR(o, S(9)). 
LEMMA 4.3. If 9 is a lattice of subsets of X such that 9 separates 6(Y) then 
there is a one-one correspondence between IR(a, 9’) and IR(u, 8(Y)). 
Proof. As in the proof of Theorem 3.1, the restriction of a p E IR(u, 6(Y)) to 
a(9) is g-regular and the map is one-one. 
Note. Lemma 4.3 is still true if we replace IR(u, 9) and IR(u, 8(g)) with 
MR(u, 9) and MR(u, S(g)), respectively. 
We will make free use of these results in the applications in this section and 
the following section. 
DEFINITION 4.1. Let 9 be a disjunctive separating lattice of subsets of X. 
X is .2’-replete if each p E IR(a, 9) is concentrated at a point. This is equivalent 
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to every p-ultrafilter with the countable intersection property being fixed at a 
single point. In this latter form g-replete is frequently called -Y-realcompact [4] 
or dP-complete [17,24]. 
I f  2 is complemented then the g-prime and Y-ultrafilters coincide and in 
this case Y-replete means that each TV E~(u, 2) is concentrated at a point. I f  X 
is a Tychonoff space, then z-replete simply reduces to being realcompact (i.e., 
a Q space). We now have the following results: 
(1) o(Y) replete implies g-replete; in particular in a topological space 
+)-replete (i.e., Bore1 replete) impliesF-replete. 
Proof. Clear. 
(2) If  X is a Tychonoff space, z-replete is equivalent to o(T)-replete. 
Proof. Since p(T) = ~$3) we have by Theorem 2.3, IR(a, 3) = I(a, 2) 
and the proof is immediate. This result appears in [.52, Theorem 6, p. 2191, 
and was first proved in [27, Theorem 16, p. 1701. 
(3) Let X be a Tychonoff space; then g-replete implies g-replete. 
Proof. Let p EIR(u, 9). Then v  = ~1 /o(z) is u-smooth and since p(z) = 
u(b) we have again by Theorem 2.3 that v  EIR(u, 2). Therefore v  is con- 
centrated at a point, and since clearly F = T(Z), clearly Y is also concentrated 
at a point. 
(4) If  X is a Tychonoff space and if X is normal and countably para- 
compact, then %-replete implies z-replete. 
Proof. By our main theorems, there exists in this case a one-one corre- 
spondence between 1R(u, 9) and 1R(u, 6), and we are clearly done. 
This result was first proved by Dykes [ 17, Corollary 1 .lO, p. 5741. 
If  X is a c.b. space then it is well known (see, e.g., [17, p. 573]), that this 
is equivalent to: Given any sequence IF,,}, of closed sets in X with empty inter- 
section there exists a sequence {Z,} of zero sets with empty intersection such 
that F,, C Z, for all n. But since %” is countably paracompact in a Tychonoff 
space, we see that in a Tychonoff c.b. space fl is 2 countably paracompact. 
Thus, if such a space is s-replete, since any p E IR(u, 2’) can be extended to a 
Y E~R(u, F), we get that such a space is g-replete (again see [17, Corollary 1.10, 
p. 5741). 
(5) If  69 is a delta lattice and if u(g) = p(z) (or if u(z) C s(g)) then 
g-replete implies u(g)-replete. In both cases by Theorems 2.3 or 2.4, 
Z(o, .Y) = IR(u, JF), and we are clearly done. 
Note. u(S) C s(s) for X an analytic space (a continuous image of a Polish 
space [13, p. 91). Thus in an analytic space for example, s-replete is 
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equivalent to o(9)-replete. Moreover, u(9) separates s(P) so we can make 
further implications pertaining to s(9)-replete and a(9)-replete. 
Other separation matters between lattices and useful for repleteness inter- 
relations can be found in [21,43, 351, for example. 
The above gives the spirit of this type of application to repleteness. We now 
turn to other kinds of applications. 
DEFINITION 4.2. A lattice 9 is called an I-Zuttice if every Z-filter with the 
countable intersection property is contained in an $P-ultrafilter with the countable 
intersection property. 
This is an abstraction of the definition given in a topological space in [8, p. 2331. 
THEOREM 4.1. If  2’ is an I-lattice and ;f X is Z-replete then X is 2-Lindelof. 
Proof. Let $9 be an S-filter with the countable intersection property. There 
exists an 9’-ultrafilter 2 containing 9 with the countable intersection property. 
Since H is fixed, 99 is fixed. S’ mce 9 was arbitrary 9 is Lindelof as this is 
equivalent to every P-filter with the countable intersection property being fixed. 
COROLLARY 4.1 [8, Theorem 1, p. 2331. If X is a Tychonofi space which is 
an I-space, (i.e., 9 is an I-lattice) and if X is realcompact, then X is Lindelof. 
Proof. Simply take 9 = 9’ and use the fact proved in application (3) that 
Z-replete implies F-replete. 
One can actually get necessary and sufficient conditions for X to be Lindelof 
(see [41, Theorem 1, p. 3531) and these results can readily be proved by our 
techniques. 
5. VAGUE TOPOLOGIES, WALLMAN-FRINK TOPOLOGIES, AND APPLICATIONS 
Certain applications given in this section could be presented in Section 4, 
but they fit better in an appropriate topological setting and so will be presented 
here. We first collect a few more facts pertaining to O-l measures. 
LEMMA 5.1. If Zl C g2 are lattices of subsets of X such that =.Yl semiseparates 
S2 then the restriction mapping $: IR(2J + I(Sl) given by +(v) is the restriction 
of v  to 61(Zl), is onto all of IR(Z&. If  -Yl se p arates Z2, then the mapping is a 
bijection to IR(Sl). 
Proof. The proof proceeds as parts to Theorem 3.1 but is much simpler 
since the measures here are just two valued. For example, ontoness follows from 
a simple filter argument using the correspondence between the measures and 
filters given in the previous section. 
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LEMMA 5.2. Suppose LZ1 and st are no~ma1 lattices of subsets of X such that 
p1 C & and such that A$ semiseparates 6pz . Suppose 4: IA(&) --+ IR(A?J is the 
restriction map defined by +(v) = the restriction of v  to GZ(LZt), where v E IR(LZJ. 
Then a necessary and s@‘icient condition for $ to be a homeomorphism when both 
IR(Yt) and IR(,Epz) carry their Wallman-Frink topologies is that g1 separate LZz : 
Proof. Sufficiency: As is well known IR(LQ and IR(LQ are both compact 
and Hausdorff since ,Epr and =!Zz are normal. By the previous lemma the mapping 
4 is a bijection. We need only show that $ is continuous to complete the proof. 
But this is clear since if A E Z1 then A E ,Ec)z and #+( WI(A)) = W,(A) where, 
as in Section 2, W,(A), and W,(A) are basic closed Wallman-Frink sets. 
Necessity: If 4 is a homeomorphism, then in particular 91 is l-l and the result 
was proved in the proof of Theorem 3.1. 
We note that the assumptions of the lemma are stronger than is necessary 
but suffice for our purposes. Actually, one has: 
LEMMA 5.3. If LYt, LYg are lattices of subsets of X with LZ1 C LZz and such that 
Z1 semiseparates ,Epz , then the restriction mapping 4 (from the previous corollary) 
is a homeomorphism if and only if LZ1 separates -rP, . 
Proof. One should compare this result with [47, Theorem 1, p. 2701. As an 
immediate consequence we have (see also [7, Theorem 1, p. 931). 
THEOREM 5.1. If X is a zero dimensional Hausdor$ space then the Stone-tech 
compactijcation is the same as the Banaschewski compacti’cation [9, Theorem 2, 
p. 1311 if and only if X is strongly zero dimensional. 
Proof. Let Zr be the algebra of clopen subsets of X and let 6pz = 2”; X is 
strongly zero dimensional is equivalent to the clopen sets separating the zero 
sets. Since IR(gl) is the Banaschewski compactification and IR(YJ is the Stone- 
Tech compactification, the result is clear. 
We now generalize to some extent some of the above results. We will assume 
that B is a normal, separating disjunctive lattice of subsets of the abstract set X. 
Such a lattice is called a strongly normal lattice. 
LEMMA 5.4. If L?? is a strongly normal delta lattice of subsets of the set X, 
then C,(Y) consists of the restrictions of functions in C(IR(Z)) to X. (Here we are 
identifying X with the measures concentrated at a single point of X.) 
Proof. If f  E C,(g), define for each p EIR(Z), f*(p) = sf dp. Each f  * 
is continuous since, as was pointed out in Section 2, the Wallman-Frink and 
vague topologies coincide on IR(8). It is easy to see that f  * extends f  and that 
the collection F* = {f *; f  E C’,(L)} is uniformly closed and contains constants. 
F* also separates points of IR(B) by the uniqueness part of Theorem 2.2. It 
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follows from the Stone-Weierstrass theorem that F* = C(IR(Y)). This proof 
appears in a different form in [49]. 
LEMMA 5.5. IfSlCZ2 h w ere L.ZI and L& are strongly normal delta lattices of 
subsets of X, then Cb(Pl) is isometrically isomorphic to C,(6p,) ;f and only if ~3~ 
separates -Ep, .
Proof. (Necessity). By Lemma 5.4, C(lR(Pr)) is isomorphic to C(IR(Pa)). 
By the well-known Banach-Stone theorem (see [22, p. 1571) IR(.JQ is homeo- 
morphic to IR(.Epz). Suppose that gi does not separate 9,. Then there are sets 
A, B E Ta with A n B = D, and such that the collection of supersets in Y1 
of A and B forms a filter. Consider {IV(P): P E Zr}. These sets form a base for 
the closed sets of IR(gi) and hence for IR(Za). Since W(A) and W(B) are 
disjoint and IR(&) is compact there must exist C, D E -Er such that W(A) C 
WC), w(B) C w(D) an d such that W(C) n W(D) = @. It follows that A C C, 
B C D and C n D = O. Therefore Y; separates 6pz . 
Sufficiency: Suppose that Yi separates gr. By Lemma 5.3, IR(Pi) and 
IR(Pa) are homeomorphic and thus C(IR(Zr)) is isometrically isomorphic to 
C(lR(dp,)). By Lemma 5.4, C,(gi) is isometrically isomorphic to C,(Zs). 
THEOREM 5.2. If ZI and LZI are strongh normal delta lattices of subsets of X 
and if 64; C Zz , then if ZI separates LZS we have: 
(4 MW%) ad JY-%) are isometrically isomorphic where both carry the 
total variation norm, 
(b) MR(Zi) and MR(3J are topologically isomorphic with respect to their 
vague topologies, 
(c) MR(a, &) and MR(o, LZTJ are topologically isomorphic with their vague 
topologies if Z2 is ZI countably paracompact. 
Proof. (a) By Lemma 5.5, C,(&) is isometrically isomorphic to C,(YJ. 
It follows that the dual spaces of these Banach spaces are isomorphic with the 
norm topology and the result now follows from Theorem 2.2. 
(b) Since C,(P1) is isometrically isomorphic to C,(&) the dual spaces of 
these spaces are homeomorphic with their respective weak star topologies. But 
these are nothing more than the respective vague topologies on MR(gI) and 
MR(&) as is easily seen. 
(c) If y E MR(a, 6pz) and+: MR(u, &) -+ MR(u, Zr) is the map restricting 
v to 6Y(21), then 4 is a bijection by Theorems 3.1 and 3.2; a direct comparison 
of the vague topologies on MR(a, dp,) and MR(a, sr) shows that $ is a homeo- 
morphism. 
We note that this theorem can be slightly strengthened by weakening the 
separating and disjunctive conditions. As one particular useful corollary we have: 
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COROLLARY 5.1. If Y1 C A$ and LZ1 and L$ are strongly normal delta lattices 
of subsets of X such that LY1 separates S2 and Yz is 9’1-countably paracompact, then 
IR(a, gl) is homeomorphic to IR(o, ZJ with the Wallman-Frink topologies. 
Proof. This is clear from part (c) of the theorem since, as was pointed out, 
the Wallman-Frink topology and the vague topology coincide on the two 
valued regular measures. 
We note that in this special case the assumptions can be considerably weakened. 
Actually, it suffices to assume simply that 9i separates 9s and that 9s is 64, 
countably paracompact. These assumptions assure us that the restriction map 
of Lemmas 5.2 and 5.3 is a bijection between IR(a, 9r) and IR(a, 9J. 
We now have the following immediate consequence. 
COROLLARY 5.2. If X is a strongly zero dimensional Hausdorp space, then 
vX, the realcompa&ication of X, is homeomorphic to IR(o, 3) where 9 is the 
algebra of clopen sets. 
Proof. 9 C 9’ and 9 is countably paracompact and normal. Thus 9 is 
Z-countably paracompact, since 9’ separates d by the assumption of strong 
zero dimensionality. 
This shows more than a direct application of this situation of Lemma 4.3 or 
4.4 could show; although, either of them readily establishes repleteness inter- 
relationships; for example, in a strongly zero dimensional space Z-replete is 
equivalent to Z-replete where Y is the algebra of clopen sets. 
6. COUNTABLY COMPACT LATTICES 
Countably compact lattices are of particular importance because of their 
relationship in certain topological settings to pseudocompactness; for example, 
as was pointed out in Corollary 3.4, %“-countably compact is equivalent to X 
being pseudocompact. It is the generalization of such matters that we wish 
to consider here; indeed, we will prove an abstract generalization of the im- 
portant Alexandroff-Glicksberg theorem [52, Theorem 21, p. 1721. 
We first note that in a Tychonoff space, %“-countably compact is equivalent 
to C,(a) = C(S), and this in turn is equivalent, clearly, to every continuous 
function on X being bounded, that is, to X being pseudocompact. 
Although dP-countably compact implies C,(P) = C(Z) as we shall see, we 
show by an example that the converse is not true. 
EXAMPLE. Let X be the positive integers and let $e consist of p, and sets of 
the form A, = {x E X: x > n}. dp is vacuously normal. Every Z-continuous 
function is constant for if f  E C(9) and f  (1) = a, then f-‘(a) is in 9 and 
contains 1, thus f  -l(a) = X since the only element of 8 containing 1 is X. Since 
554 BACHMAN AND SULTAN 
every f E C(9) is constant, C,(Z) = C(Z). However X is not Y-countably 
compact because the sets A, defined above decrease to O, but none are empty 
after a certain point. 
If we assume that 9 is delta normal and countably paracompact then C,(Z) = 
C(U) is equivalent to 9 being countably compact. In fact much more is true 
as will be shown below. First however we will analyze functionals and the asso- 
ciated measures. 
We say that a bounded linear functional d, on C,(Z) is a-smooth if for any 
sequencef, in C,(Z) such that {fn} is uniformly bounded and such that fil + f, 
we have Mf) - 4(f)* 
It is known that any u-smooth measure defined on Q!(s) where 9 is some 
delta lattice of subsets of X gives rise to in the natural way a u-smooth linear 
functional. The converse is not true, as the previous example shows. Indeed 
in that example if + is a bounded linear functional on C&Y) and TV the corre- 
sponding measure, then p is not u-smooth. To see this we have only to note that 
the sets A, defined in the example decrease to G but they all have the same 
measure, since by regularity p(A, - A,,,) = p(n) = 0. 
THEOREM 6.1. If  3’ is a normal countably paracompact delta lattice of subsets 
of the set X, then corresponding to every bounded o-smooth linear functional on 
C,(9) is a o-smooth measure. 
Proof. Let 4 be any bounded linear functional on C,(9). We may assume 
without loss of generality that 4 is nonnegative. Let p be the measure corre- 
sponding to + via Theorem 2.2. Suppose A,, is a sequence of elements of 9 
decreasing to a. By hypothesis there is a sequence B, of elements of 9 such 
that B,’ decreases to o and such that A, C B,‘. According to Theorem 2.2, 
p(A,,) = inf e%(f) where the infimum is taken over all those f E C,(S) such that 
xa, <f < 1. Amongth ese functions are functions equal to 1 on A, and equal 
to zero on B, . Such functions exist by the normality of 9 [l, Lemma 2, p. 3171. 
Every such function less than such a function is zero on B, . Therefore when 
we take the infimum we need only consider such functions. Thus there are 
functions fn each between zero and one such that fn is zero on B, and such that 
j p(A,) - +(fiL)i < l/n. Since U B, = X, given any x E X, fn(x) = 0 after 
some point and therefore fn + 0. If 4 is a-smooth 4(fn) 4 0. It follows that 
p(A,) --f 0 and we are done. 
THEOREM 6.2. If 9 is a normal countably paracompact delta lattice of subsets 
of the set X, then the following are equivalent: 
(a) Every bounded linear functional on C,(Z) is a-smooth, 
(b) M?(Y) = MR(u, 9), 
(c) 9 is countably compact. 
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Proof. (a) implies (b): Let p E MR(9) and let 4 be the functional corre- 
sponding to p. That is, 4(f) = sf dp for all f E C,(9). By hypothesis $J is 
a-smooth and thus by the previous theorem p is u-smooth. 
(b) implies (c): Supp ose 8 is not countably compact. Then there is a se- 
quence A, of elements of 3’ which decreases to o but such that none are empty. 
These sets form a filter base and are contained in an 8-ultrafilter %. Let TV be 
the measure corresponding to %? according to Section 4. By hypothesis p is 
a-smooth. But p(A,) = 1 for all A,; thus TV cannot be u-smooth since the A, 
decrease to 0. Thus 8 is countably compact. 
(c) implies (a): Let + b e a b ounded linear functional on C,(3). Let p be the 
measure corresponding to it via Theorem 2.2. Since dp is countably compact, 
p is u-smooth as is easily seen. It follows that 4 is u-smooth. 
As a corollary we get the following theorem of Alexandroff-Glicksberg: 
COROLLARY 6.1. If  X is a Tychonoff space MR(u, 3) = MR(B) if and only 
if X is pseudocompact. 
Proof. Tale 8 = 3 in the theorem. 
We note that C,(B) need not separate points of X and thus applications of 
this theorem in topology will include applications in non-Tychonoff spaces. We 
also note that b tf c if B is simply a delta lattice and c 3 a is true if 9 is 
simply a delta normal lattice. 
Before we get to the main theorem of this section we state and prove some 
lemmas. 
LEMMA 6.1. If LG? is an arbitrary delta lattice of subsets of X and if there exists 
a decreasing sequence of sets from 25(g) each of which is nonempty but whose 
intersection is empty, then there exists an unbounded 6P-continuous function. 
Proof. Suppose 2, E b(3) is the hypothesized sequence. Let 2, = Z(fn*), 
where fn* E C(9) for each n, and let fn = 1 fn* / A 2+. Then 2, = Z(f,J and 
fn converges to zero. Let g = c”,r,” fn . g is 9-continuous since each fa is 
bounded and 9-continuous and since C,(9) is a uniformly closed lattice. Since 
Z(g) = n,“=1 Z(fn), we have Z(g) = ia. Hence g-l is 9’-continuous. Noting 
that on Z, , g < 2-“, we have that on Z,, , g-l > 2” and therefore g-1 is 
unbounded. 
LEMMA 6.2. If  S? is a normal countably paracompact a!elta lattice of subsets of X 
and A, is a decreasing sequence of elements of 64 whose intersection is empty, then 
there is a sequence of elements of 3’(z) also decreasing to Q such that A, C Z, . 
Proof. By hypothesis there exists a sequence B, of sets in 8 such that 
A,, C B,’ and such that B,’ decreases to i~r . By normality there exist f ,  E C,(Y) 
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such that A, C Z(fa) C B,‘. Let Z,, r= fiir: Z(fJ. Then 2, satisfies the 
hypothesis. 
LEMMA 6.3. If 9 is a normal countably paracompact delta lattice of subsets 
of X, then, if X is 9(Z) -countably compact, X is dP-countably compact. 
Proof. Immediate from the preceding lemma. 
THEOREM 6.2. Let 9 be a normal countably paracompact delta lattice of 
subsets of X. Then the following are equivalent: 
(1) Every bounded linear functional on C,(Y) is a-smooth. 
(2) AIR(Z) = MR(a, 9). 
(3) 9 is countably compact. 
(4) Whenever fn is a sequence of functions in C(9) decreasing to 0, f* 
decreases umformly to 0. 
(5) G(~“) = cw. 
Proof. (1) (2), and (3) were already shown to be equivalent. 
(3) implies (4) follows from [l, Theorem 10, p. 3281. 
(4) implies (3): a(Z) is normal and complement generated. and C(9) = 
C(%-(2)) as is easily seen. By [I], Theorem 3, p. 3211 in conjunction with 
[I, Theorem 10, p. 3281, we get that X is Z(9)-countably compact; hence by 
Lemma 6.3, B-countably compact. 
(3) implies (5): Suppose C,(Y) # C(9). Let f be an unbounded dp- 
continuous function. The sets 2, = {x E X: f (zc) > n} form a decreasing 
sequence of elements of 8 and thus one must be empty after some point. It 
follows that f must have been bounded and that C,(9) = C(9). 
(5) implies (3): If X is not 9-countably compact there is a sequence of 
nonempty sets of 9 decreasing to O. By Lemma 6.2 there is a sequence of 
nonempty zero sets in %“(9) decreasing to O. But then by Lemma 6.1 there 
exists an unbounded Z?-continuous function. 
We say that a subset r of functions in C(U) is enveloped if there exist elements 
f, g E C(8) such that f < h < g for all h E l? A linear functional 4 on C(9) is 
said to be enveloped if 4(P) is a bounded subset of the real line for every enveloped 
f c C(9). 
The following theorem is a generalization of a well-known theorem of Hewitt 
[27, Theorem 14, p. 1681 and the proof is simply a modification of the proof 
given in [52, Theorem 23, pp. 171-1741 to fit our case. 
THEOREM 6.3. Let 4 be an enveloped linear functional on C(Z) where 9 is a 
normal countably paracompact delta lattice of subsets of X. Then there exists a 
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a-smooth measure p E MR(a, de) such that $(f) = sf dp for all f  E C(Y). 
TV is determined uniquely by +. 
Proof. Without loss of generality we may assume that 4 is nonnegative. 
Restrict 4 to C,(Y) and call the restriction +*. +* is nonnegative and $*(f) = 
$f dp for some (unique) nonnegative TV E MR(9). We will show that TV is 
a-smooth on 9’(g); hence by Lemma 6.2, u-smooth on 9 and hence o-smooth 
on a(9) as is easily seen. Suppose 2, is a nonempty collection of nonempty sets 
in 9’(S) decreasing to O. Form the unbounded 9-continuous function g-l 
as in Lemma 6.1. We have 
gg-l) 3 Ng-‘1 A 2”) = 1 (k-‘1 * 2”) 4 
3 J‘,, ((g-7 A 2”) dp 2 s,, 2” dp = 2942,). 
Thus 
/-@m) < 2”dk1) + 0. 
Thus 1-1 is u-smooth. 
Now let h E C(9). Since h = (h A 0) + (h v 0) we may assume that h is 
nonnegative. Let h, = h A n. Then h, < h < h, + h2/n, hence 0 < h - h, < 
h2/n. It follows that $(h - h,) < n-&$(h2) -+ 0 and that j h, dp < #(h) for all n. 
From Lebesgue’s Dominated Convergence Theorem we have s h dp = 
lim s h, dp, which is finite. Thus 4(h) = j h dp and since h was an arbitrary 
element of C(9) the proof is completed. 
COROLLARY 6.3 (Hewitt). I f  4 is an enveloped linear functional defined on 
C(3) where 3 is the collection of zero sets of continuous functions on the Tychonoff 
space X; then 4(f) = s f dp, where TV E MR(a, 3). TV is determined uniquely by $. 
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