Deep networks have been shown to be fooled rather easily using adversarial attack algorithms. Practical methods such as adversarial patches have been shown to be extremely effective in causing misclassification. However, these patches can be highlighted using standard network interpretation algorithms, thus revealing the identity of the adversary. We show that it is possible to create adversarial patches which not only fool the prediction, but also change what we interpret regarding the cause of prediction. We show that our algorithms can empower adversarial patches, by hiding them from network interpretation tools. We believe our algorithms can facilitate developing more robust network interpretation tools that truly explain the network's underlying decision making process.
Introduction
Deep learning has achieved great results in many domains including computer vision. However, it is still far from being deployed in many real-world applications due to reasons including:
(1) Explainable AI (XAI): Explaining the prediction of deep networks is a challenging task simply because they are complex models with large number of parameters. Recently, XAI has become a trending research area in which the goal is to develop reliable interpretation algorithms that can explain the underlying decision making process. Designing such algorithms is a challenging task and considerable research [1, 2, 3] has been done to describe local explanations -explaining the model's output for a given input [4] . We will be focusing on such methods in our work. Most of the these algorithms rely on studying the gradient of the output of a machine learning model with respect to its input.
(2) Adversarial examples: Many works have shown that deep networks are vulnerable to adversarial examples, which are carefully constructed samples created by adding * Equal contribution imperceptible perturbations to the original input to change the final decision of the network. This is important for two reasons: (a) Such vulnerabilities could be used by adversaries to fool AI algorithms when they are deployed in realworld applications such as Internet of Things (IoT) [5] or self-driving cars [6] . (b) Studying these attacks can lead to better understanding of how deep networks work and possibly improve generalization on new environments.
We specifically focus on adversarial patches rather than regular adversarial examples since patches are a more practical form of attack, and also the cause of the misclassification is strictly limited to the patch area. Hence, it is not trivial for the attacker to mislead the interpretation to highlight non-patch regions without perturbing them.
Consider an example of adversarial attack using adversarial patches as seen in [7] , we show that an interpretation algorithm like Grad-CAM [3] usually highlights the location of such an adversarial patch making it clear that the image patch was responsible for misclassification. We are interested in designing stronger attack algorithms that not only change the prediction but also mislead the interpretation of the model to hide the attack from investigation. As an example, assume an adversary (one in a crowd of pedestrians) is wearing a t-shirt with a printed adversarial patch on the back that fools a self-driving car leading to an accident. Now, a simple investigation with standard network interpretation methods may reveal which pedestrian in the scene was the cause of the wrong decision, and thereby identifying the adversary. However, we show that it is possible for the adversary to learn a patch without revealing their identity (patch location) and thus escape scrutiny.
We do this by encouraging the optimization to change the interpretation of the network when constructing the corresponding adversarial example. Our work highlights that using a well-designed attack algorithm, an adversary can construct sophisticated adversarial examples which not only change the prediction but also remove any trace of corruption when inspected by network interpretation algorithms.
Regular Adversarial Patch Image
The Figure 1 . We show that Grad-CAM highlights the patch location in the image perturbed by regular targeted adversarial patches [7] (top row). Our modified attack algorithm goes beyond fooling the final prediction by hiding the patch in the Grad-CAM visualization, making it difficult to investigate the cause of the mistake. Note that Grad-CAM visualizes the cause of target category.
covered by Szegedy et al. [8] who showed that state-ofthe-art machine learning classifiers can be fooled comprehensively by simple backpropagation algorithms. Goodfellow et al. [9] improved this by Fast Gradient Sign Method (FGSM) that needs only one iteration of optimization. The possibility of extending these examples to the real world was shown in [10, 11] and recently, [12] showed that adversarial examples could be robust to affine transformations. Madry et al. [13] proposed Projected Gradient Descent (PGD) which has been shown to be the best firstorder adversary for fooling classifiers. Kindermans et al. [14] showed how saliency methods are unreliable by adding constant shift to input data and checking against different saliency methods. In our work, we show that it is not only possible to fool the classifier using an adversary, but also hide it from standard network interpretation algorithms.
Adversarial patches: Adversarial Patches [7, 15] were introduced recently as a more practical version of adversarial attacks where we restrict the spatial dimensions of the perturbation, but remove the imperceptibility constraint. These patches can be printed and 'pasted' on top of an image to mislead classification networks. We improve this by hiding the patch location from network interpretation tools.
Interpretation of deep networks: As neural networks are getting closer towards deployment in real world applications, it is important that their results are interpretable. Researchers have proposed various algorithms in this direction. One of the earliest attempt was done in [1] where they calculate the derivative of the network's outputs w.r.t the input to compute class specific saliency maps. Zhou et al. [16] calculates the change in the network output when a small portion of the image (say 11 × 11 pixels) is covered by a random occluder. We call this Occluding Patch. CAM [2] used weighted average map for each image based on their activations. The most popular one that we consider in this paper is called Grad-CAM [3] , a gradient based method which provides visual explanations for any neural network architecture. Kunpeng et al. [17] recently improved upon Grad-CAM using Guided attention mechanism with state-of-the-art results on segmentation tasks. Although the above methods have shown great improvement in explaining the network's decision, our work highlights that it is important to ensure that they are robust enough to adversaries as well.
Method
We propose algorithms to learn adversarial patches that when pasted on the input image, can change the interpretation of the model's final decision. We will focus on Grad-CAM [3] , which is one of the popular network interpretation methods in designing our algorithms and then, will show that our results generalize to other interpretation algorithms as well.
Background on Grad-CAM visualization Consider a deep network for image classification task, e.g., VGG, and an image x 0 . We feed the image to the network and get the final output y where y c is the logit or classscore for the c'th class. To interpret the network's decision for category c, we want to generate heatmap G c for a con- Fig  Fig  Fig Target: Tray Cardigan Tray Tray Tray Tray Figure 2 . Comparison of Grad-CAM visualization results for targeted patch attacks using our method ('Ours') vs regular adversarial patch ('AP'). The predicted label is written under each image, the attack was successful for all images, and Grad-CAM is always computed for the target category. Note that the patch is not highlighted in the right column.
volutional layer, e.g, conv5, which when up-sampled to the size of input image, highlights the regions of the image that have significant effect in producing higher values in y c . We denote A k ij as the activations of the k'th neuron at location (i, j) of the chosen layer. Then, as in [3] , we define:
where Z is a normalizer and then calculate the heatmap as follows :
Finally, we normalize it to get:
Background on adversarial patches: Consider an input image x 0 and a predefined constant binary mask m that is 1 on the location of the patch and 0 everywhere else. We want to find an adversarial patch z that changes the output of the network to catgegory t when pasted on the image, so we solve: Figure 3 . Comparison of Grad-CAM visualization results for targeted patch attacks for the least likely target category using our method ('Ours') vs regular adversarial patch ('Adv Patch') on the GAINext [17] network for VOC dataset. The predicted label is written under each image, the attack was successful for all images, and Grad-CAM is always computed for the target category. GAINext is particularly designed to produce better Grad-CAM visualizations using direct supervision of the Grad-CAM output.
where ce (.; t) is the cross entropy loss for the target category t and is the element-wise product. This results in adversarial patches similar to [7] .
Misleading interpretation in targeted mode:
As shown in Figure 2 , when Grad-CAM of the target category is used to investigate the cause of misclassification , it highlights the patch very strongly revealing the cause of the attack. This is expected as the adversary is restricted to perturbing the patch area and the patch is the cause of the final misclassifcation towards target category. To fool the network's interpretation so that the adversarial patch is not highlighted at the interpretation of the final prediction, we add an additional term to our loss function in learning the patch to suppress the total activation of the visualization at the patch location m. Hence, assuming the perturbed imagẽ x = x 0 (1 − m) + z m, we optimize:
where t is the target category and λ is the hyper-parameter to trade-off the effect of two loss terms. We choose the tar- Figure 4 . Transfer of Grad-CAM visualization attack to Occluding Patch visualization. Here, we use targeted patch attacks for the least likely target category using our method ('Ours') vs regular adversarial patch ('Adv Patch') on the GAINext [17] network for VOC dataset. The predicted label is written under each image, the attack was successful for all images, and Grad-CAM and Occluding Patch visualizations are always computed for the target category. Note that the patch is hidden in both visualizations in columns 4 and 5.
get label randomly across all classes excluding the original prediction similar to "step rnd" method in [18] .
Misleading interpretation in non-targeted mode
A similar approach can be used to develop a non-targeted attack by maximizing the cross entropy loss of the correct category. This can be considered a weaker form of attack since we have no control over the final category which is predicted after adding the patch. In this case, our optimization problem becomes:
where c is the predicted category for the original image, p(k) is the probability of category k, and a is the top prediction at every iteration. Since cross entropy loss is not upper-bounded, it can dominate the optimization, so we use contrastive loss [19] Figure 5 . Comparison of Grad-CAM visualization results for non-targeted patch attacks using our method ('Ours') vs regular adversarial patch ('AP'). The predicted label is written under each image, the non-targeted attack was successful for all images, and Grad-CAM is always computed for the predicted category.
ability of c is less than the chance level, thus M = −log(p 0 ) where p 0 is the chance probability (e.g., 0.001 for ImageNet). Note that the second term is using the visualization of the current top category a.
To optimize above loss functions, we use an iterative approach similar to projected gradient decent (PGD) algorithm [13] . We initialize z 0 randomly and then iteratively update it by: z n+1 = z n − ηSign( ∂ ∂z ) with learning rate η. At each iteration, we project z to the feasible region by clipping it to the dynamic range of the image values.
Misleading interpretation for guided attention models
Recently, there have been works [20] , [21] which focus on improving the attention maps of the predicted objects when training a classifier. Kunpeng et al. [17] further improve upon this by providing supervision on the network's attention in an end-to-end way. This is done by designing loss functions that guide the network's focus on the entire area critical to the task of interest. We perform the targeted attack as described in section 3.1 on the GAIN ext model from [17] . Since the GAIN ext model was fine-tuned Figure 6 . Comparison of Grad-CAM visualization results for universal targeted patch attacks using our method ('Ours') vs regular adversarial patch ('AP'). The top-1 predicted label is written under each image, the universal attack was successful for all VOC images, and Grad-CAM is always computed for the predicted category. The target category chosen was "Pottedplant".
Method Top-1 Acc(%) Non-Targeted Targeted Acc (%) Energy Ratio (%) Acc (%) Target Acc (%) Energy Ratio(%) Adversarial Patch [7] 74 Table 1 . Comparison of heatmap energy within the 8% patch area for the adversarial patch [7] and our patch. Accuracy denotes the fraction of images that had the same final predicted label as the original image. Target Accuracy denotes the fraction of images where the final predicted label has changed to the randomly chosen target label.
for the PASCAL VOC dataset, we perform a targeted attack to change the prediction to the least likely category from the predictions and also ensure that the Grad-CAM heatmap does not overlap with the patch. We also observe that patches created our method transfer to Occluding Patch [2] as seen in Figure 4 . This shows thateven if the patch is Adversarial Patch [7] 94.34 29.02 Our Patch 94.70 2.45 Table 2 . Comparison of Grad-CAM heatmap energy within the 8% patch area for the adversarial patch [7] and our patch trained on the GAINext [17] for VOC dataset. The heatmap has far less energy in the patch area that the adversary can change.
Method Targeted
Target Acc (%) Energy Ratio (%)
Adversarial Patch [7] 99.97 61.91 Our Patch 92.28 0.56 Adversarial Patch [7] 61.59 Our Patch 24.19 Table 4 . Comparison of Occluding Patch [16] heatmap energy within the 8% patch area for the adversarial patch [7] and our patch trained on the GAINext [17] for VOC dataset. Note that we still use Grad-CAM in training and evaluate on Occluding Patch. This shows our attack generalizes from Grad-CAM to occluding patch.
optimized to fool only one visualization, it also results in fooling other visualizations as well, which is to the advantage of the adversary.
Universal Patches
Universal attack is a much stronger form of attack wherein we train a patch that generalizes across images in fooling towards a particular category. Such an attack shows that it is possible to fool an unknown test image using a patch learnt using the training data. Similar to 3.3, we consider the GAIN ext model which is fine-tuned on PASCAL VOC dataset. We fix the target category as "Pottedplant" and learn the patch as a form of targeted attack as explained in 3.1 which ensures mis-classification towards the target category along with the heatmap on the patch area being minimal. This is the most practical form of attack, since the adversary needs to train the patch just once, which would be strong enough to fool multiple test scenarios.
Experiments
We use pre-trained VGG-19 [22] with batch normalization implemented in PyTorch.
Misleading interpretation of adversarial patches:
For the adversarial patch experiments described in the method section, we use a patch of size 64x64 on the topleft corner for 50,000 images of size 224x224 (∼ 8% of the image area) in the validation set of ImageNet [23] ILSVRC2012. We do 750 iterations with η = 0.001. To evaluate how much the patch is highlighted in the visualization, we construct the visualization heatmapĜ c for the mistaken category, and calculate the ratio of the total energy at the patch location to that of the whole image. We call this metric "energy ratio". It will be 0 if the patch is not highlighted at all and 1 if the heatmap is completely concentrated inside the patch. The quantitative results are shown in Table 1 .
4.2. Misleading interpretation for guided attention models: We use the GAIN ext model fine-tuned on the VOC dataset from [17] and VOC test set for these experiments. We use a patch of size 64x64 on the top-left corner for 4952 images of size 224x224 (∼ 8% of the image area) in the test set of the PASCAL VOC dataset. We do 750 iterations with η = 0.1. Since each image in the VOC dataset can contain more than one category, we use the least likely predicted category to perform the targeted patch attack. We evaluate using the same method as described in Section 4.1. The results of the evaluation are described in Table 2 .
Generalization beyond Grad-CAM:
We also show that our patches learned using Grad-CAM are hidden in the visualizations generated by Occluding Patch [16] method. In occluding patch method, we visualize the change in the final score of the model by sliding a small black box on the image. Larger decrease in the score means more important regions and hence they contribute more to the heatmap. The results are shown in Table 4 and Figure 4 .
4.4. Universal Patches: For these experiments, we learn a patch of size 64x64 on the top-left but use the training set from PASCAL VOC dataset. The optimization performed is similar to the above section. We use 50 iterations per image with η = 0.05 and λ = 0.09. As described in 3.4, we choose "Pottedplant" as the target category and the evaluation was done on test set. The results for these can be found in Figure 6 and Table 3 . We observe high fooling rates for both the methods, but our method has considerably low energy focused inside the patch area. Note that only the region of the patch is perturbed and everything else is untouched.
Conclusion
We presented novel adversarial attack algorithms that go beyond fooling the prediction by hiding the cause of the mistake from our common interpretation tools to result in a stronger attack. We show that our attack tuned for Grad-CAM can transfer to other visualization algorithms and we also show that we can create universal patches that can generalize fooling across images. Our work shows that there is a need for more robust deep learning tools that reveal the correct cause of network's predictions.
