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Abstract 
Recent results of Robertson and Seymour show that every class that is closed under taking of 
minors can be recognized in 0(n3) time. If there is a fixed upper bound on the treewidth of the 
graphs in the class, i.e., if there is a planar graph not in the class, then the class can be recognized 
in o(n’) time. However, this result is nonconstructive in two ways: the algorithm only decides on 
membership, but does not construct “a solution”, e.g., a linear ordering, decomposition or 
embedding; and no method is given to find the algorithms. In many cases, both nonconstructive 
elements can be avoided, using techniques of Brown et al. (1989) and Fellows and Langston 
(1989), based on self-reduction. In this paper we introduce two techniques that help to reduce 
the running time of self-reduction algorithms. With the help of these techniques we show that 
there exist O(n’) algorithms that decide on membership and construct solutions for treewidth, 
pathwidth, search number, vertex search number, node search number, cutwidth, modified 
cutwidth, vertex separation number, gate matrix layout, and progressive black-white pebbling, 
where in each case the parameter k is a fixed constant. 
1. Introduction 
A graph G is said to be a minor of a graph H if G can be obtained from a subgraph 
of H by a number of edge-contractions. (An edge-contraction is the operation that 
replaces two adjacent vertices v, w by a new vertex that is adjacent to all vertices, 
adjacent to v or w.) Robertson and Seymour [30] have shown that for every class of 
graphs F, that is closed under taking minors, there is a finite set of graphs ob (F), the 
obstruction set of F, such that for all graphs G: GE F, if and only if there is no graph 
H E ob (F) that is a minor of G. Further, there is an 0(n3) algorithm for every fixed 
graph H, that tests whether H is a minor of a given graph G [34]. Thus, one can test 
membership in F in 0(n3) time. If the treewidth of graphs in F is bounded by some 
constant (or, equivalently, if there is at least one planar graph that is not in F [31]), 
then the minor tests, and hence the membership in F-test can be done in 0(n2) time 
[34]). A similar characterization with an obstruction set exists for classes of graphs 
that are closed under immersions [29]. 
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G is an immersion of H if G can be obtained from a subgraph of H by a number of 
edge-lifts. An edge-lift is the operation that replaces edges (u, w) and (w, x) by an edge 
(u, x). For fixed H, one can test whether a given graph G contains H as an immersion in 
polynomial time, and in o(n’) time if the treewidth of G is bounded. Many applica- 
tions of these results were obtained by Fellows and Langston [15, 17, 181. 
Two recent results show that even faster decision algorithms exist, in case the 
treewidth of the graphs in minor-closed or immersion-closed class of graphs F is 
bounded. Combining the techniques of Robertson and Seymour [34] with a result of 
Lagergren [22] gives Co(n log2 n) algorithms. Arnborg et al. [3] showed that every 
class of graphs definable in monadic second order logic with bounded treewidth can 
be recognized in Co(n) time (but with polynomial, not linear space!), or in 0(n log n) 
time (and linear space). As for fixed H, having H as a minor or immersion is 
expressible in monadic second order logic [ 121, these results apply to all minor-closed 
or immersion-closed classes of graphs with bounded treewidth. 
Note that these results are nonconstructive in two ways: the algorithms only decide 
on membership in the class but do not construct a solution like a linear ordering, 
decomposition or embedding, and no method is given to construct the algorithm: to 
write down this type of algorithm we must know the obstruction set of the class of 
graphs we want to recognize. However, in many cases, both nonconstructive elements 
can be avoided with techniques of Brown et al. [ll] and Fellows and Langston [20] 
based on self-reduction. Self-reduction is the technique of consulting a decision 
algorithm a number of times with inputs derived from the original input, in order to 
construct the “solution” to the problem. Algorithms of this type are a special kind of 
“oracle algorithms”; the decision algorithm is called the “oracle”. The overhead of an 
oracle algorithm is the time, required for all operations, except those of the oracle, 
where each call to the oracle is counted as one unit of time. 
Recently, Fellows and Langston [19] obtained a method to compute obstruction 
sets. Fellows and Abrahamson [14] used ideas from [19] to show that for some 
problems, including cutwidth, pathwidth and search number, 0(n2) algorithms, that 
are not dependent on characterizations by obstruction sets, can be described directly. 
However, these algorithms are only decision algorithms, i.e., they do not construct 
solutions. 
This paper considers the problem of constructing solutions for the case where there 
is a constant upper bound on the treewidth of the graph. 
This paper is organized as follows. In Section 2 we review a number of definitions 
and results. In Sections 3 and 4 we introduce two new techniques, that help to design 
faster constructive algorithms for immersion- and minor-closed classes of graphs with 
a fixed bound on the maximum treewidth. In Section 5 we apply these techniques and 
obtain U(n’) algorithms that decide on membership and construct solutions for 
treewidth, pathwidth, search number, vertex search number, node search number, 
cutwidth, modified cutwidth, vertex separation number and gate matrix layout, where 
in each case the parameter k is a fixed constant. For each of these problems, except 
treewidth, algorithms with running time between O(n3) and O(n4) were designed by 
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Fellows and Langston [16,20]. In Section 6 we comment on how the results can be 
used when the obstruction sets are not known. 
2. Definitions and preliminary results 
In this section we give a number of well-known definitions and results. First we 
consider the important notion of treewidth, which was introduced by Robertson and 
Seymour [32]. 
Definition. Let G = (V, E) be a graph. A tree-decomposition of G is a pair ((Xilie I}, 
T = (I,F)), with {XiliEZ} a family of subsets of I’, and T a tree, with the following 
properties: 
0 UiErXi = V. 
l For every edge e = (u, w) E E, there is an i E I with u E Xi and w E Xi. 
l For all i, j, k E I: if j lies on the path from i to k in T, then Xi n X, c Xj 
The treewidth of a tree-decomposition ({XiliEZ}, T) is maxier JXil - 1. The 
treewidth of G, denoted by treewidth( is the minimum treewidth of a tree-decompo- 
sition of G, taken over all possible tree-decompositions of G. 
There are several alternative ways to characterize the class of graphs with treewidth 
d k (see e.g. Cl]). 
Very few NP-hard problems stay NP-hard, when we restrict them to a class of 
graphs with some fixed upper bound on the treewidth of the graphs in the class 
(see e.g. [4,6,8,13,24,35]). In this paper we consider the approach of Courcelle [13] 
and Arnborg et al. [4], as this approach appears to be the most suitable for our 
purposes. 
Courcelle [13] showed that every property that can be expressed in monadic 
second order form, can be tested in linear time for graphs that are given together with 
a tree-decomposition with constant bounded treewidth. Arnborg et al. [4] extended 
the class of problems that can be dealt with. Consider logical formulas that can use the 
following ingredients: the usual logical operations ( A , v ,I, *, etc.), quantifications 
over vertices (3~ E V, Vu E I’), edges (3e E E, Ve E E), sets of vertices (3 W c V, VW c v), 
and sets of edges (3F z E, VF G E), equality tests (a = w, e =f; (u, w) = e), membership 
tests (u E W, e E F), and incidence tests ((a, w) E E, (u, w) E F). The formula may be open, 
where the free variables are given interpretations as pre-specified vertices, edges, sets 
of vertices, or sets of edges, respectively. Properties that are expressed in this way are 
called monadic second order graph properties. We use the following variant of the 
results of Courcelle [13] and Arnborg et al. [4]. 
Theorem 2.1 (Courcelle, Arnborg et al.). Let k be a constant. Let 3u E VI @(G, u) (i’e E E: 
@(G,e)) be a monadic second order graph property. Then there exists a linear time 
algorithm, that given a graph G = (V,E) together with a tree-decomposition of G with 
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treewidth < k, either jinds a vertex VE V such that @(G, v) (an edge eEE such that 
@(G,e)), or decides that such vertex v (edge e) does not exist. 
(A very similar result was obtained independently by Borie et al. [lo].) For our 
purposes, it is important to note that for fixed graphs H, the properties “H is a minor 
of G”, or “H is an immersion of G” can be expressed as monadic second order graph 
properties. In order to find tree-decomposition with small treewidth, we can use the 
following result, which is a direct corollary of results of Robertson and Seymour 
[33,34]. 
Theorem 2.2 (Robertson and Seymour). For every jixed k 2 1, there is an O(n2) 
algorithm that given a graph G = (V, E), either decides that the treewidth of G is larger 
than k, or$nds a tree-decomposition of G with treewidth d 4ik. 
(Robertson and Seymour considered “branchwidth” and obtained a bound of 3k.) 
Thus, for graphs with constant bounded treewidth, we can find in 0(n2) time a tree- 
decomposition with treewidth still bounded by a constant, although it does not have 
optimal treewidth. Recently, Lagergren [22] found the following result. 
Theorem 2.3 (Lagergren). For everyjxed k > 1, there is an cO(nlog2 n) algorithm that 
given a graph G = (V, E), either decides that the treewidth of G is larger than k, or jnds 
a tree-decomposition of G with treewidth d 6k + 5. 
For the order of the running time of our algorithms it is indifferent whether we use 
Theorem 2.2 or Theorem 2.3. 
Some other definitions we use are as follows: 
GW’I: 
G - {u}: 
G - {e}: 
clique {u 1, . . . , uk}: 
GuH: 
the subgraph of G, induced by W, i.e. 
(@‘,((~,w)~Elv,w~ W}) 
the subgraph of G, induced by V - {II}, G[ V - (II}], 
the graph (V, E - {e}), 
the complete graph on {ui, . . . . uk}: ({u,, . . . . vk}, 
{(vi,vj)ll d i,j < k,i #j}), 
the (not necessarily disjoint) union of G and H. 
3. Quiet self-reductions 
In this section we propose the notion of “quiet” self-reductions. This rather simple 
idea is based on a closer observation of Robertson and Seymour’s fJ(n2) minor test 
algorithm for graphs with bounded treewidth. Basically, this algorithm consists of two 
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phases. In the first phase, the algorithm indicated in Theorem 2.2 is run. Either we 
decide that the treewidth of G is too large, and we know that G is a “no’‘-instance, or 
we find a tree-decomposition with treewidth O(1). This phase costs 0(n2) time. If we 
use Theorem 2.3 instead, this phase uses O(n log’ n) time. In the second phase, the 
tree-decomposition is used to perform the actual minor test, using dynamic program- 
ming, as in [4, 6, 8, 10, 13, 3.51. This second phase uses O(n) time. 
An oracle algorithm may call this procedure a number of times, each time for a new 
graph G’ that is obtained from modifications of the original input graph G. The 
number of such calls is usually at least Lo(n). Thus, it may be possible to save time if we 
could be able to avoid the first phase for most of the calls to the minor test algorithm. 
The following definition expresses a class of such oracle algorithms. 
Definition. An oracle algorithm is quiet, if there are constants cr, c2, such that for any 
graph G = (V, E), when the algorithm runs with G as input, then every graph 
H = (W, F), that is input to the oracle, fulfills: 
(i) IW- (vn WI < cl, 
(ii) 3W’cV:IW’I~c,r\((v,w)EP-(EnF) * vEWIvwEW)). 
In other words, every graph that is input to the oracle, can be obtained by taking 
a subgraph of G, adding a constant number of new vertices, and for a constant number 
of vertices, adding a number of edges, starting at that vertex. 
Theorem 3.1. Let k, 1 be constants. Let & be a quiet oracle algorithm, such that 
(i) d yields the answer “no”, tf the treewidth of input graph G is larger than k. 
(ii) & has overhead f(n), and makes g(n) oracle calls to an oracle 0. 
(iii) A call to oracle 0 costs O(n) time, tf the input graph H to the oracle, is given 
together with a tree-decomposition of H with treewidth ,< 1. 
Then XI can be implemented with an algorithm, that uses O(f(n) + nlog’n + g(n).n) 
time. 
Proof. First run the algorithm of Lagergren, that either decides that treewidth (G) 
3 k, or finds a tree-decomposition of G with constant treewidth. In the former case, 
output “no”, and we are done. In the latter case, note that for input graph H to the 
oracle, one can find in Lo(n) time a tree-decomposition of H with constant treewidth: 
use the tree-decomposition of G, remove all vertices in G - H, and then add to each 
set Xi all vertices in H - G, and all vertices in the set w’, defined by (v, w) edge in 
H - G * VE W’ v w E W’, 1 w’j bounded by a constant. A tree-decomposition of 
H with constant bounded treewidth results. Hence, the total time for all oracle calls is 
bounded by O(g(n).n), and the total time for the algorithm is bounded by 
O(f(n) + nlog2n + g(n).+ 0 
Theorem 3.1 can be applied to several problems, considered in [16]. In many cases, 
improvements with a factor up to O(n) can be made. However, we need a second 
technique in order to obtain O(n’) algorithms. 
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4. Using monadic second order graph properties, instead of minor tests 
In this section we describe our second technique. It is based on the observation, that 
not only minor tests, but also more complicated questions, if we write them as 
monadic second order graph properties, can be tested in linear time, given a tree- 
decomposition of G with constant bounded treewidth. 
Lemma 4.1. Let q(G) be a monadic second order graph property. Each of the following 
properties can be expressed in monadic second order form: 
(0 cp(G - (~1) (G - (0) = (V- {o}, {(w,x)Iw # V,X # u))), 
(4 v(G - (e}) (G - (e} = (V,E - (e})), 
(iii) cp (G’ = (K E u {(v, w)})), 
(iv) cp(G’ = (v,Eu {(u,w)lw~ w})), 
(4 cp(G’ = (v>E - ((u,w)lw~ W})), 
(0, w,e, W are free variables in the resulting formulas, but not in cp). 
Proof. We can rewrite cp, inductively. For example, consider (i). We only consider 
a few cases, the others are similar. If rp = cpi v cpZ, then q(G - {u)) = cpr(G - {u}) v 
cp~(G - {v}). If cp = 3w~ V: (pi(w, G), then cp(G - {u}) = 3w E K v # w A cpl(w, G - (II}). 
If q = ~WS V: cpI(W, G), then q(G - {u} = 3Wc V: J(UE W) A (p,(W,G - {II}). 
If cp = (w = x), or ((w,x)~F), then cp(G - {u}) = CP. The other cases are similar. 0 
This result often be applied in the following way. Suppose we look for a vertex u (or 
edge e), such that G, with some local operations applied on v (or e) remains in 
a minor-closed class F. Lemma 4.1 shows that, if we can write these local operations in 
a suitable form, then we find such a vertex u (or edge e), in linear time (supposing G is 
given with a constant width tree-decomposition). This can save up to a factor of O(n) 
time in comparison to algorithms that test for each vertex v the resulting modified 
graph G separately. 
As a first example, consider the “within k vertices of F” problem for a minor-closed 
class of graph F, with a fixed upper bound on the treewidth of graphs in F. (This 
problem, without assumptions on the treewidth was considered in [ll].) That is, we 
must find k vertices u i, . . . . uk, such that G - {ur, . . . . u,J E F. One easily sees that if G is 
a “yes’‘-instance to this problem, then the treewidth of G is bounded by the maximum 
treewidth of a graph in F plus k. 
Using the characterization with obstructions, the property GE F can be written as 
a monadic second order graph property, hence we can write 3u13v2 ...3vk 
G - {vi, . . . . ok} E F as a monadic second order property. (Apply Lemma 4.1(i) k times.) 
So suppose G is given together with a constant width tree-decomposition. Then we 
can find vi in linear time using Theorem 2.1. Using again Theorem 2.1 on the property 
3v 2 . ..%. G - {Ui, . . . . uk} E F we see that we can find u2 in linear time. (ul is now a free 
variable with a predetermined value.) So, in k steps, each using O(n) time, we find 
01, *.., t.& such that G - {ui, . . . . ok} E F, if they exist. 
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Theorem 4.2. Let k be a constant, and let F be a minor-closed of graphs with a Jixed 
upper bound on the treewidth of graphs in F. Then there exists an O(n) time algorithm, 
that given a graph G = (V, E), together with a tree-decomposition of G with constant 
bounded treewidth, finds k vertices ol, . . . . ok (k edges e,, . . ..ek) such that 
G - (vl, . . . . Q)E F (G - (eI, . . ..ek} E F), or decides that such collection of vertices 
(edges) does not exist. 
5. Faster constructive algorithms for various problems 
In this section, we apply the techniques of Sections 3 and 4 and obtain O(n’) 
algorithms that decide on membership and construct solutions for several problems. 
In this section, we only show the existence of the algorithms. To write the algorithms 
down, the corresponding obstruction sets must be known. In Section 6 we show how 
a technique of Fellows and Langston [20] can be applied to obtain O(n”) algorithms, 
even if the obstruction sets are not known. 
5.1. Treewidth 
We now show that, for fixed k, there exists an o(n*) algorithm that constructs 
a tree-decomposition with treewidth Q k, or decides that such a tree-decomposition 
does not exist for a given graph G. This improves on an O(nk+*) algorithm by Arnborg 
et al. [Z]. For k = 1,2,3 there exist linear time algorithms [S, 261. For variable k, the 
problem is NP-complete [12]. 
Lemma 5.1 (Bodlaender [7]). Let G = (V, E) be a graph, with WC V is a clique in G. 
Then, for any tree-decomposition ({X,1 i E I}, T = (I, F)) of G, there exists an i E I with 
WG xi. 
Our algorithm is based on the following lemmas, which are slight modifications of 
lemmas of Arnborg et al. [2]. 
Lemma 5.2. (i) If G = (V, E) has treewidth < k, and 1 VI > k, then there exist vertices 
vl,...,vkEV, with G’=(V,E~{(V~,Uj))l~i,j~k,i#j})=Guclique(u,,...,u~) has 
treewidth < k. 
(ii) Suppose treewidth d k, ul, .._, &form a clique in G. Let VI,, .._, V, be the sets 
of vertices of the connected components of G [ V - { vl, . . . , vk}]. Then, for all i, 1 < i < r: 
G[ViU (~1, . . . . uk}] has treewidth d k. 
(iii) Suppose treewidth Q k, vl, . . ..ok form a clique in G. Suppose 
G[V- (ul, . . ..vk}] is connected, 1 VJ > k + 2. Then there exists a vertex 
WE v- {OI,..., Q), such that G’ = (V, E u {(vi, w)/ 1 < i < k}) has treewidth Sk. 
Moreover, for each connected component Vi of G[ V - {vI, .. ., vk, w}], there is at least 
One Vertex WiE{ul,..., Vk,W} with t/UC Vi: (u,Wi) #E, and G’[Viu({vI ,..., uk,w} 
- {will has treewidth < k. 
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We now sketch our algorithm. 
(1) Run the “approximate tree-decomposition” algorithm of Robertson and Seymour 
(see Theorem 2.2). If it tells us that the treewidth of G is larger than k, then output 
“no”, and stop. Otherwise we have a tree-composition of G with treewidth O(1). 
(2) Test whether G contains a minor in the obstruction set of the graphs with 
treewidth < k. If so, then output “no”, and stop. Otherwise, we know that 
treewidth d k, and we continue with Step 3. (Steps 1 and 2 basically form the 
recognition algorithm of Robertson and Seymour [34].) 
(3) Find vertices vl, . . . , vk as indicated in Lemma 5.2(i). This can be done in linear 
time, using Lemma 2.1, observing that 
G’ = (I’,Eu {(vi,Vj)(l < i,j < k,i #j)) has treewidth < k, 
can be written as a monadic second order graph property, by using Lemma 4.1, and 
the characterization with forbidden minors. With k applications of Lemma 2.1 we find 
vertices vl, 02, . ..) uk. 
(4) Determine the connected components Vi, . . ., V, of G[ I/ - {vi, . . ., vk}]. Let 
G’ = GU Chque{v,, . . ..I&}. 
(5) Now for each i, 1 d i < r, find a tree-decomposition with treewidth < k of 
G’[V<U {VI, ...) Vk)], with a procedure, described below. Then build a tree-decomposi- 
tion of G with treewidth d k as follows: 
(a) Observe that, for each i, 1 < i < r there must be a set Xa(i) in the tree-decompo- 
sition of G’[l’i u {V 1, . ..) vk}] that contains vi, . . . , vk, as these vertices form a clique in 
this graph. 
(b) Now take the disjoint union of all r tree-decompositions, add an extra set 
x, = {VI, . ..) uk}, and add a tree-edge from X, to Xa(i) for all i, 1 < i < r. One can now 
check that a correct tree-decomposition of G with treewidth Q k results. 
(6) Next we describe a recursive procedure, that given a set WE V, with 
G[W’l connected, and vertices oi, . . . . ukE V, finds a tree-decomposition of G’ = 
G[Wu {VI, . . . . vk)] u clique((v,, .*., u,)), with treewidth < k. The set, associated to 
the root of the resulting tree contains vr, . . . . ok. 
(a) If 1WI d 1, then take the tree-decomposition ({Xi = WV {ul, . . ..Q}}. ({1},8)). 
(b) Otherwise,findavertexw~W,withG[W~{~,,...,~~}]uclique({v~,...,v,,w)) 
has treewidth < k. This can be done in linear time, with the methods, exposed in 
Sections 3 and 4. Lemma 5.2 guarantees us, that such a vertex w exists. 
(c) Determine the connected components WI, . . . . W,, of G[ W - {w)]. 
(d) For each of these connected components Wi, find WiE {ul, . . . . uk, w} with 
Vu E Wi: (v, wi)~E. (See Lemma 5.2.) Now call the procedure recursively with set Wi and 
vertices {ur, . . . . uk, w} - {wi}. 
(e) So now we have the tree-decompositions of all graphs 
Gi= G[WiU ({u~,...,II~,w) - {Wi))]~clique({ur,...,Uk,W} - {Wi)), with treewidth 
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<k. The root of such a tree-decomposition contains {pi,..., vk, w} - {wi}. The 
desired tree-decomposition of G’ can be built as follows: take the disjoint union of the 
tree-decomposition of Gi (1 d i 6 r’). Take a new set X, = {vi, . . . . vk, w}, which is 
taken as the root of the new tree-decompositions. Connect X, to each of the roots of 
the tree-decomposition of graphs Gi. One can check that indeed the resulting structure 
is a tree-decomposition of G’ with treewidth d k. 
This completes the description of the algorithm. The time needed for steps (l)-(5) is 
bounded by o(n’). Each call of the procedure in step (6) costs 0(n) time, and this 
procedure is called 0(n) times. Thus, the total time of our algorithm is 0(n’). 
Theorem 5.3. For each constant k, there exists an O(n’) algorithm, thatfor a given graph 
G = (V, E) either decides that the treewidth of G is larger than k, or finds a tree- 
decomposition of G with treewidth d k. 
5.2 Search number 
In this section we consider the search number, vertex search number and node 
search number of a graph. A search strategy of a graph is a sequence of the following 
types of moves: 
(1) Place a searcher on a vertex. 
(2) Delete a searcher from a vertex. 
(3) Move a searcher over an edge. 
All edges are initially contaminated. An edge (v, w) can become cleared by moving 
a searcher from v to w, while there is a second searcher on v, or all other edges, 
adjacent to v are already cleared. An edge can become recontaminated, when a move 
results in a path without searchers from a contaminated edge to the edge. The search 
number of G is the minimum number of searchers needed to clear all edges. It has been 
shown by LaPaugh [23] that for every graph G, there exists a search sequence, that 
uses the optimal number of searchers, and does not allow recontamination. Such 
a search sequence is called progressive. If we let vertices instead of edges be cleared or 
contaminated, then the vertex search number is the minimum number of searchers, 
needed to clear all vertices with a progressive search sequence. Determining the 
minimum number of searchers needed is NP-complete [27]. Note that for a progress- 
ive search strategy that clears all vertices, we may assume that never two searchers 
occupy the same vertex, and that once a searcher has left a vertex, then no searcher 
will visit that vertex again. Note that, for fixed k, the classes of graphs with search 
number of vertex search number d k are closed under taking of minors. Also, if the 
(vertex) search number of G is k, then treewidth (G) d k (see e.g. [9]). The node search 
number of a graph was introduced by Kirousis and Papadimitriou [21]. Here an edge 
is cleared by having a searcher on both its endpoints. 
Definition. BW(n, k) = ({vl,. ..,v,}, {(Ui,Ujll d i,j < n, Ii - jl d k}). (BW(n,k) is the 
maximal graph on n vertices with bandwidth k.) 
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Lemma 5.4. (i) Zf there exists a progressive search strategy that clears all vertices of 
G = (V, E) with k searchers, then there exists one with the first k moves the placing of 
a searcher (IPI > k). 
(ii) There exists a progressive search strategy that clears all vertices of G, and that 
starts with placing a searcher on vertices wl, . . . , wk, if and only if the graph G’, obtained 
by taking the disjoint union of G and B W(2k + 1, k) and then identifying vertices Vi and 
Wi for 1 < i < k, has vertex search number < k. 
Proof. (i) One can obtain the desired search strategy by first executing the first 
k moves of the type “place a searcher on a vertex”, and then executing all other moves 
in sequence. 
(ii) j Use the following search strategy: place searchers on vertices vk + 2, rk + 3, . . . , 
v2k+l.ThenmoveasearcherfromvitOVi_k,fori=2k+ 1,2k,2k- l,...,k+ l.Now 
we have searchers on w1 = vi, . . . . wk = vk. Continue with the given search strategy 
that clears all vertices of G and starts with searchers on w i, . . . , wk. 
-Z Consider a progressive search strategy that clears all vertices of G’ with 
k searchers. Consider the first move that removes a searcher from a vertex 
vi~{~k+l,-~~,V2k+l} or moves a searcher away from a vertex Vi E {vk + 1, . . . , vzk + 1 }. It 
follows that, after this move, all vertices in {vk+ i, . . ..vZk+i} - {Vi} must contain 
a searcher. Also, vertices Vi_ i, . . . , Vi _k must be cleared or contain a searcher. It follows 
that either all vertices in G are cleared or uncleared. Suppose the latter. It follows that 
i = 2k + 1, and that the next k + 1 moves are: move a searcher from Uj to vj_k, for 
j = 2k + 1, . . . . k + 1. We then have searchers on vi = wi, . . . . vk = wk. The remaining 
search sequence is a progressive search sequence that clears all vertices of G, cleared 
after moving the searcher from vi, we use the same argument for the search starting 
with searchers on v i, . . . , ok. In the case that all vertices in G are cleared after moving 
the searcher from vi, we use the same argument for the search strategy, that is obtained 
by “reserving” the original strategy. 0 
Lemma 5.4 gives us a method to find the first k vertices where a searcher is placed: 
we must find vertices vl, . . . . ok, such that the graph (Vu {w,, 1, . . . . wZk+ I>, 
EU {(vi,Vj))l <i,j< k,i#j}~{(vi,wj)(l <id k<j<i+k}~{(wi,wj)Ik<i,j< 
2k + 1,O < 1 i - jl < k}) has vertex search number k. This can be done in linear time, by 
combining the techniques of Sections 3 and 4. (Add wk + i, . . . , wzk + 1 to G, and all edges 
between them. Construct a constant width tree-decomposition of the resulting graph G’. 
Write: “3ui . . . kk: if we add edges between Vi, Vj, 1 < i < j < k, and vi, Wj with j - i < k, 
then the resulting graph has vertex search number < k” as a monadic second order 
graph property, using the characterization with forbidden minors, and Lemma 4.1.) 
In order to find the next move, we distinguish between two cases. 
Case 1: There exists a vertex vi, containing a searcher, that is not adjacent to a vertex 
that does not contain a searcher. Then one may assume that the next move in our 
search strategy is the removal of the searcher from vi. Now remove ri from G, and 
find, recursively a progressive search strategy that clears all vertices of G - {v} 
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with k searchers, that starts with placing a vertex on each of the vertices 
V1f...,Vi_ 1, Vi+ I, . . . , Vk. (This can be done, similarly as we found the first k moves. Only 
let VI,...) Vi_l,Vi+l, . . . . vk be free variables in the monadic second order graph prop- 
erty that is tested.) This resulting search sequence can easily be extended to the desired 
search sequence. 
Case 2: Such a vertex vi does not exist. Then necessarily the next move must be the 
moving of a searcher from a vertex vi to an adjacent uncleared vertex. Note that for 
each searcher, there is at most one vertex where it can move to, otherwise the vertex it 
leaves will become recontaminated. So we have to consider at most k possible moves. 
For each possible move from vi to w, test whether there exists a progressive search 
strategy that clears the vertices of G - {vi} with k searchers, and that starts with 
placing a searcher on vi, . . . , Ui~ 1, vi+ 1, . . . , vk and w. This can be tested, similarly as 
above, in linear time. Do this for each of the k possible moves, until a good move is 
found. Then find recursively a progressive search strategy, that clears the vertices of 
G with k searchers, that starts with placing a searcher on vr, . . . , Vi- 1, Vi+ 1, . . . , Vk and w. 
As in total 0(n) moves are made, the total time of the algorithm is Co(n*). 
Theorem 5.5. For each constant k, there exists an Lo(n*) algorithm, thatfor a given graph 
G = (V, E) either decides that the vertex search number of G is larger than k, orjnds 
a progressive search sequence that clears the vertices of G with k searchers. 
We can use this result to obtain the following theorem as an easy corollary. 
Theorem 5.6. (i) For each constant k, there exists an Co(n*) algorithm, that for a given 
graph G = (V, E) either decides that the search number of G is larger than k, or finds 
a progressive search strategy that clears all edges of G with k searchers. 
(ii) For each constant k, there exists an 0(n*) algorithm, that for a given graph 
G = (V, E) either decides that the node search number of G is larger than k, or finds 
a progressive search strategy that clears all edges of G with k searchers. 
Proof. (i) Let G’ be the graph, obtained by subdividing each edge in G once, i.e., 
G’ = (Vu E,((v,e)JvE V, e E E, 3w E VI (v, w) = e}). The vertex search number of G’ 
equals the search number of G, and the corresponding search strategies can be easily 
transformed into each other. 
(ii) Use the transformation of Theorem 2.5 of [21]. 0 
5.3. Other problems 
Several other problems can be dealt with in the same manner. The techniques are 
similar to those used for the vertex search number problem, but the details are 
different. 
We give the definitions of the problems, that are considered. A linear ordering of 
a graph G = (V, E) is a bijection V+ {1,2, . . . . ( Vj 1. The cutwidth of a linear ordering 
f is maxI c i<n I((v, w) E Elf(v) ,< i < f(w)}j. The cutwidth of G is the minimum cutwidth 
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over all linear orderings of G. The vertex separation of a linear orderingfis max 1 G i < n 
I{u E &f(v) d i A 3w E I/: (v, w) E E A f(w) > i)l. The vertex separation number of G is 
the minimum vertex separation over all linear orderings of G. The modified cutwidth 
of a linear orderingfis maxI s i<n \{(u, w) E E If(u) < i < f(w)}l. The modified cutwidth 
of G is the minimum modified cutwidth over all linear orderings of G. A path- 
decomposition of G is a tree-decomposition ({Xi ( i E I}, T = (I, F)) of G, where T is 
a path, i.e., T is a tree with every node degree 1 or 2. The pathwidth of path- 
decomposition ((Xi1 E I}, T = (I, F)) is maxie,JXi( - 1. The pathwidth of G is the 
minimum pathwidth over all path-decompositions of G. 
Determining the cutwidth, modified cutwidth, vertex separation number or path- 
width of a graph is NP-complete (see [2,28]). For fixed k, Fellows and Langston 
[16,20] obtained 0(n3) and CO(n310gn) algorithms. 
Theorem 5.7. (i) For everyJixed k, there exists an 0(n2) algorithm thatfor a given graph 
G = (V, E) either decides that the cutwidth of G is larger than k, or$nds a linear ordering 
of G with cutwidth d k. 
(ii) For every fixed k, there exists an 0(n2) algorithm that for a given graph 
G = (V, E) either decides that the pathwidth of G is larger than k, or finds a path- 
decomposition of G with pathwidth <k. 
(iii) For every fixed k, there exists an 0(n2) algorithm that for a given graph 
G = (V, E) either decides that the vertex separation number of G is larger than k, orfinds 
a linear ordering of G with vertex separation <k. 
(iv) For every fixed k, there exists an Co(n’) algorithm that either decides that for 
a given graph G = (V, E), the modified cutwidth of G is larger than k, or finds a linear 
ordering of G with modified cutwidth <k. 
Proof. (i) Use the self-reduction of Brown et al. [l 1) and apply the techniques of 
Sections 3 and 4. Parallel edges can be avoided by putting a vertex in the middle of 
these edges. 
(iii) The vertex separation number of a graph equals its node search number minus 
1 [Zl]. Moreover, the corresponding search strategy can be transformed into a 
linear ordering with correct vertex separation number, and vice versa, within 0(n’) 
time. 
(ii), (iv) Omitted. 0 
Corollary 5.8. For every fixed k, there exists an CP(r?j algorithm, that for a given 
Boolean matrix M, eitherJinds a column permutation of M such that ifin each row every 
0 lying between the row’s leftmost and rightmost 1 is changed to a *, then no column 
contains more than k l’s and *s, or decides that such a column permutation does not exist. 
Proof. There is a linear transformation from this problem to the problem of finding 
path-decompositions with pathwidth < k - 1 [15,20]. Cl 
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Corollary 5.9. For every fixed k, there exists an O(n’) algorithm that, for a given 
directed acyclic graph G = (V, E), either gives a pebbling strategy for the progressive 
black-white pebbling game on G, that uses k pebbles (see [25] for a dejinition) or decides 
that such pebbling strategy does not exist. 
Proof. There is a linear transformation from this problem to the vertex separation 
problem and vice versa [25]. 0 
6. Final remarks 
As discussed in Section 1, the algorithms are nonconstructive in the sense that one 
knows that an algorithm exists, but we do not have a concrete algorithm of which we 
know that it is correct. There are two possible approaches to this problem. Fellows 
and Langston [20] designed a technique that allows us to actually construct algo- 
rithms without knowing the exact obstruction set. The technique works if we have an 
efficient oracle algorithm, producing “solutions”, an efficient algorithm that checks 
whether a “candidate-solution” is a correct solution, and an arbitrary (other) algo- 
rithm, that decides on the membership in the considered class of graphs. The resulting 
algorithm has the following form. Let T be a minor- or immersion-closed class of 
graphs. 
(1) Let S be a subset of the obstruction set of T. 
(2) Check whether the input graph G has a graph in S as a minor. If so, output “no” 
(G # T), and stop. 
(3) Use the oracle algorithm to produce a “solution”, using S as an obstruction set. 
(4) Check the produced solution. If it is a correct solution, output it (GE T), and 
stop. 
(5) (S is not the complete obstruction set of T). Enumerate all graphs, until a graph 
G, G$S, G$T, all minors of G are in T, are found. (G is a new element of the obstruction 
set). Put G in S. Go to step (2). 
So, in step (3), we run the corresponding algorithm as described in Section 5, but 
possibly not with the complete obstruction set, but with a subset of the obstruction 
set. If we do not find a solution to the problem, then it is certain that we did not use the 
complete obstruction set. Note that the time, taken by step (5) does not depend on the 
input size, i.e., it is bounded by a constant. Also, the number of iterations of the main 
loop (steps (2)-(5) of the algorithm is bounded by the size of the obstruction set, hence 
is bounded by a constant. 
We can apply this technique to each of the problems considered in Section 5. In this 
way we obtain fully constructive O(n’) algorithms for each of the considered problems. 
Observe that the method of Arnborg et al. [4] that obtains a linear time algorithm 
on bounded treewidth graphs, given an extended monadic second order graph 
property, is in fact an automatic procedure. As our obstruction sets may grow, our 
monadic second order graph properties can vary during this algorithm, so we need to 
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implement this procedure in order to combine the techniques, and obtain fully 
constructive 0(n2) algorithms for the problems considered in Section 5. 
A second approach is to compute the obstruction sets. Recently, a method to do this 
has been found by Fellows and Langston [19]. 
Note added in proof 
Since acceptance of this paper, ongoing research has been done on this topic. Very 
recently, the author [36] found fully constructive linear time algorithms for the 
“treewidth d k” and “pathwidth d k” problems for fixed k. For most other prolems 
considered in this paper, such linear time algorithms also exist (work in progress with 
M.R. Fellows). 
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