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We show that evaporating lead (Pb) directly on graphene can create high-yield, high-
quality tunnel probes, and we demonstrate high magnetic field/low temperature 
spectroscopy using these probes. Comparisons of Pb, Al and Ti/Au probes shows that after 
oxidation a well-formed self-limited tunnel barrier is created only between the Pb and the 
graphene. Tunneling spectroscopy using the Pb probes manifests energy-dependent 
features such as scattering resonances and localization behavior, and can thus be used to 
probe the microscopic electronics of graphene. 
 
 
 
Tunneling spectroscopy is an important method used to study the electronic properties of 
materials, as it has the capability of probing both the electronic density of states (DOS) and 
energy distributions. In particular, scanning tunneling spectroscopy (STS) has been widely used 
to elucidate the novel electronic properties of graphene1, where, for example, spatial charge 
inhomogeneity2, 3, Landau levels4-7, edge states8, 9, and phonon induced behavior10 have been 
demonstrated. STS is a powerful tool, but it typically requires specialized equipment (i.e., 
scanning tunneling microscopes) having limited ranges of temperature, magnetic field, sample 
size, and surface properties. More accessible tunneling spectroscopy can be achieved via 
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lithographically-fabricated planar tunnel junctions11-14, where a metal probe is separated from the 
material under study by a thin insulating barrier. While planar tunneling cannot provide data with 
spatial resolution equivalent to scanning tunneling microscopy, planar tunnel probes can have 
similar energy resolution, and, crucially, better configurability within a standard measurement 
set-up (e.g., insulating substrates at ultra-low temperatures and high fields). Also, it is simple to 
fabricate planar tunnel probes out of various materials; for example, using a superconductor as 
the tunnel probe, Andreev bound states15 and electron-electron interactions16 can be studied. 
However, there has been limited use of planar tunnel junctions in graphene, likely because of the 
difficulty in creating the thin insulating barriers required. The common oxide insulators often do 
not coat graphene well; for example, aluminum oxide deposited via atomic layer deposition does 
not coat uniformly without extra chemical fuctionalization17-19.  Thin SiO2 on graphene typically 
has conducting pinholes, while metals which can be oxidized, such as Al, do not form thin 
uniform surface layers. Planar Cu has recently been used to create tunnel probes20, but these 
require acid erosion and long time aging, and have low device yields. In contrast, we find that Pb 
deposited directly on graphene forms robust, high quality and high yield tunnel junctions. Here, 
we demonstrate that the Pb-graphene interface becomes more resistive over several days, likely 
due to oxidation at the interface, and that this process of oxidation is self-limiting. We compare 
Pb-graphene junctions to similarly-fabricated junctions of Al-graphene and Au-graphene, and 
show that the Pb-graphene junctions are the most reliable for reproducible tunneling 
experiments. Finally, we demonstrate the flexibility of the Pb tunnel junctions by utilizing them 
for low-temperature, magnetic and electric field-dependent spectroscopy of the graphene, 
observing energy-dependent features such as scattering resonances and localization behavior21. 
This shows that Pb tunnel junctions can be a simple and useful tool for attaining high energy 
resolution spectroscopy in graphene under a wide range of conditions. 
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Figure 1a shows a typical device, which consists of graphene having nearly Ohmic Ti/Au 
contacts at the ends, and several tunnel probes connected to the middle. The graphene was 
obtained using standard “scotch tape” exfoliation22, 23 onto silicon substrates coated with 300 nm 
of SiO2. The graphene used for this study ranged from 2-4 layers (measured via atomic force 
microscopy); the behavior of the probes was independent of the exact layer thickness. Standard 
electron-beam (e-beam) lithography and subsequent e-beam deposition were used to pattern the 4 
nm Ti/700 nm Au end contacts. A second e-beam lithography step was then used to pattern the 
probes, which were approximately 200 nm wide and extended 100 ~ 500 nm into the graphene. 
Al and Ti/Au for the probes were e-beam evaporated, and the Pb was thermally evaporated. The 
Pb probes were covered with a 30 nm In cap to reduce oxidation at the top surface. A schematic 
of the finished device is shown in Figure 1b.  
We studied 14 Pb probes on graphene (on 2 substrates), 7 Al probes on graphene (1 
substrate), 12 Ti/Au probes on graphene (2 substrates) and 3 Pb probes on Au (1 substrate). The 
resistance of these probes as a function of time left under ambient conditions (i.e., oxidation 
time) was monitored for about 10 days starting from immediately after the device fabrication was 
finished. Resistance was measured in two-probe configuration by applying a bias voltage, as 
shown in Figure 1a; the doped substrate was used as a global backgate. Although the two-probe 
technique included the resistance of the Ti/Au end contact, this contact resistance was typically 
much lower than that of the tunnel probes (compare Figure 1c to Figure 1d), and did not have 
significant time-dependence. Figure 1c characterizes the typical resistance of the graphene (here, 
4-layer) through the Ti/Au end contacts, as a function of backgate voltage and time.  The 
graphene displays a clear bipolar feature and a Dirac point; the Dirac point is initially near Vg = 
0V and shifts toward positive voltages as time increases, likely due to oxygen doping under 
ambient conditions. The overall resistance of the graphene through the end contacts is relatively 
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constant in time. This behavior can be contrasted with that of the Pb-graphene junction, as shown 
in Figure 1d. The Pb-graphene characteristics are initially nearly identical to those of the Ti/Au-
graphene junctions, and the Dirac point again shifts toward positive voltages as oxidation time 
increases. However, the resistance of the Pb-graphene junctions flattens substantially over time, 
with the Dirac point and the bipolar features becoming less and less visible. Even more striking 
is the large, nearly 70-fold increase of the Pb-graphene junction resistance over time.  
 The increase of the Pb-graphene junction resistance is characterized in Figure 2a, which 
shows resistance vs. oxidation time for 5 different junctions. All the junctions demonstrate 
similar behavior. When first deposited, the Pb probe resistance is comparable to that of the Ti/Au 
contact. Then, it increases slowly (roughly doubles every half day) during the first few (1~4) 
days, after which it quickly (within 10 hrs) increases dramatically—by a factor of 5-10—to 
hundreds of kΩ. After this point, the Pb resistance starts to saturate, and does not change 
significantly over the rest of our measurement time (an additional 6 days). The saturation 
resistance differs somewhat from probe to probe, even for probes on the same piece of graphene, 
and does not seem to correlate with parameters such as graphene thickness or probe-graphene 
overlap area (for the constant probe width of ~ 200nm). Similar Pb-graphene junction time 
evolution was observed in 11 out of 14 samples that were measured (the 3 outliers had atypical 
resistances for all contacts, likely due to fabrication issues). This behavior therefore seems to be 
highly repeatable and robust.  
The large increase in Pb-graphene junction resistance with time suggests that oxidation 
occurs at the interface between the graphene and the Pb, which likely causes a PbO tunnel barrier 
to form. While it is common for oxides to form on exposed surfaces, it is less expected for oxides 
to form at the interfaces between materials. In the case of Pb on graphene, the interface oxidation 
seems to depend on the presence of graphene: in Figure 2b we show that similar Pb probes 
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fabricated on Au pads have low resistances that do not change with time. It is possible that the 
weak coupling between Pb and graphene allows oxygen to diffuse into the interface from the 
sides24, 25, in a way similar to the capillary action which preferentially draws etchant under 
graphene26, 27. The rate of oxidation has been found to be greatly reduced once a certain oxide 
thickness has been reached in the surface investigations of oxidation of bulk Pb28, which might 
explain the saturation behavior. It is also possible that oxygen diffuses from the SiO2 substrate 
through the graphene, similar to what has been seen for Pb on YBa2Cu3O729. However, this 
scenario seems unlikely, as it is known that graphene is highly impermeable to gases30.  
As a comparison for the Pb junctions, we also studied junctions of Au and Al on graphene.  
In contrast to the Pb probes, the Al probes are generally unreliable: out of seven Al probes 
fabricated on graphene, only two were conducting. In addition, as can be seen from Figure 2c, the 
resistance of the surviving probes quickly increased over time without saturating. Although Al is 
expected to form an AlOx tunneling barrier at the interface20, the fast-rising resistance and low 
yield makes it inferior to Pb probes made in the same way. The Ti/Au probes on graphene were 
also less reliable than the Pb ones: 5 out of 12 Ti/Au probes on graphene were not conducting.  
The remaining probes had highly variable contact resistance, ranging from a few tens of kΩ to 
MΩ. However, as can be seen in Figure 2d, none of the Ti/Au probes showed significant time 
dependence of the resistance, which implies that oxidation did not occur and a tunnel barrier was 
not formed at the interface.  
The high quality of the Pb probes is determined via transport measurements. It is 
particularly useful to measure below the Pb superconducting transition temperature of 7.2K, as 
the low voltage-bias conductance is then dominated by the characteristic Bardeen-Cooper-
Schrieffer shape of the density of states. In this case, there are no single-particle states for an 
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energy scale of ± ∆ (the superconducting gap energy, below which electrons are bound into 
Cooper pairs), and sharp peaks appear in the differential conductance at the gap edges. This gap 
feature in conductance is a typical characteristic of superconductor-normal tunneling31, and the 
quality of the tunnel barrier can be determined by the quality of the gap. In particular, no 
conductance observed around zero bias implies that the tunnel barrier is not leaky. A lack of 
conduction inside the gap also implies that the tunnel barrier is fully insulating as an overly-
conducting tunnel barrier would allow quasiparticle transfer inside the superconducting gap32 
(via a process known as the Andreev reflection). Figure 3 shows differential conductance vs. 
tunnel voltage bias for Pb-graphene junctions at 250 mK. Most Pb probes that reached a 
minimum resistance of several hundred kΩ showed similar behavior. The measurements were 
performed in 2-point configuration using standard lock-in techniques in a He-3 refrigerator, using 
an ac excitation of 0.02mV.  In Figure 3a, the differential conductance for probes at different 
stages of oxidation is characterized. Probes that have not been fully oxidized (i.e., measured well 
before they reached saturation resistance) show no gap or incomplete gaps, and no or broad peaks 
at the gap edges. In contrast, the probe that was fully oxidized (black curve in Figure 3a) exhibits 
the full expected gap for Pb, 2∆=2.6 meV, as well as well-defined peaks at the gap edges. No 
sub-gap conductance is evident within the resolution of our measurements, implying that the 
barrier is fully insulating. It is also evident in Figure 3a that a range of resistances can enable 
good tunneling properties, as long as a minimum resistance (presumably related to oxide 
thickness) is reached. Tunneling can occur for very high resistances, but the measurement may 
then be limited by low tunnel currents. In Figure 3b we show the magnetic field dependence of 
the gap, which is consistent with what is expected for superconducting tunnel junctions, where 
the de-pairing effect of a magnetic field lifts the gap.  
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With the creation of a high-quality planar tunnel junction on graphene, it is possible to 
perform tunneling spectroscopy at low-temperatures, and finite magnetic fields and gate voltages. 
Tunneling spectroscopy of graphene at ultra-low temperature and high magnetic fields has only 
recently been demonstrated in the most advanced STM experiments4 and these experiments did 
not include a gate-voltage. Figure 4 shows 2D plots of differential conductance vs. tunnel voltage 
bias for a bilayer graphene sample, as a function of backgate voltage (a,b) and magnetic field (c). 
For this data, we focus on energy scales much larger than the superconducting gap energy (i.e., 
where the Pb probe is normal). In the data, patterns of peaks and oscillations are evident as white 
lines (of high differential conductance) that evolve with tunnel bias, magnetic field, and/or 
backgate voltage. Although a detailed analysis of all these features is beyond the scope of this 
paper, here we describe the likely origins of the main features, to demonstrate the quality and 
potential of the tunnel probes. In the backgate-dependent spectra of Figure 4a, the arrow points to 
fine oscillations that evolve diagonally away from the zero-bias gap towards higher biases. These 
oscillations disappear with applied magnetic field (compare Figure 4b), which implies that they 
are related to superconductivity in the probe. In particular, these features are similar to 
McMillan-Rowell oscillations, which are due to interference between quasiparticles reflected 
from superconductor-normal interfaces33, and are evident via tunneling measurements. Such 
oscillations can be used to extract parameters such as the Fermi velocity vF, as they are predicted 
to have bias spacing of ∆Vb = hvF/(4edN), where dN is the length scale of the normal metal34; for 
our experiments, although dN varies in the 2D graphene, the predicted ∆Vb ~ 0.5mV is 
comparable to the typical peak spacing. 
An additional set of broader resonances are marked in Figure 4a and 4b by white lines; 
these peaks do not disappear with applied magnetic field, implying that they are not related to 
superconductivity. In fact, these resonances are very similar to features recently seen in STM 
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studies21, which were attributed to weakly localized states in graphene created by impurity 
scattering or substrate-induced disorder potentials.  Near zero-bias, Coulomb charging is evident 
by diamond-like structures (circled in Figure 4b); in this case, the localization may occur due to 
interference between random scattering events within a phase coherence length21, 35. In Figure 4c, 
diamond-like features are also evident in the magnetic-field dependence of the differential 
conductance. These interference features are reminiscent of Fabry-Perot oscillations, and may be 
due to interference between magnetic field-induced edge states, which have been separated into 
conducting and insulating strips by local disorder36. Future studies, at higher magnetic fields and 
sample mobilities7, will determine the evolution of Landau levels in the samples. 
In conclusion, we have found a simple, efficient and reliable way of making planar 
tunneling probes by directly depositing Pb on graphene. The oxidation of the Pb-graphene 
interface seems uniquely self-limiting. We have also performed tunneling spectroscopy using 
these probes and observed features such as scattering resonances and localization. Our findings 
provide new possibilities for investigating the microscopic electronic properties of graphene via 
tunneling spectroscopy. 
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Figure 1. Illustration of device and electronic characterization at room temperature. (a) 
Scanning electron micrograph (SEM) of a typical device with an overlaid measurement circuit 
(false-colored for improved contrast). The scale bar is 2 µm. (b) Side-view schematic diagram of 
the device, showing where PbO forms under ambient conditions. (c) Typical resistance vs. 
backgate voltage for Ti/Au-Ti/Au end contacts on graphene, as a function of time spent under 
ambient conditions. Initial measurement is performed ~1hr after the device fabrication is 
finished. (d) Typical resistance vs. backgate voltage for a Pb probe on graphene, as a function of 
time spent under ambient conditions. 
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Figure 2. Distinct behaviors of probes made from Pb, Al and Ti/Au on graphene, and of 
Pb on Au. Time dependence (i.e., wait time under ambient conditions) of the probe-on-graphene 
resistance for different probe materials: (a) Pb , (c) Al, and (d) Ti/Au. (b) Resistance of Pb probe 
on Au pad as a function of time. Different colors represent data for different probes (for each 
material, probes were fabricated on several different graphene flakes, on multiple substrates). 
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Figure 3. Characterization of the Pb tunneling probe at 250 mK. (a) Differential 
conductance vs. tunnel bias Vb for Pb probes having different resistances at room temperature 
(oxidized for different times). Conductance for different probes is normalized according to their 
room temperature resistances. The more resistive probes show a cleaner gap feature, which 
originates from superconducting DOS. Oscillations outside the gap edge are shown as fine 
oscillations in Figure 4a. (b) Magnetic field dependence of differential conductance vs. bias 
voltage. As magnetic field increases, the gap feature gradually disappears, confirming that the 
gap feature arises from superconductivity. 
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Figure 4. Gate and magnetic-field dependence of tunneling spectra. (a) Two-dimensional 
(2D) map of differential conductance versus dc bias voltage Vb and backgate voltage Vg, taken 
on a bilayer sample. The dark horizontal band centered at zero bias comes from the 
superconducting gap. Arrows point to fine oscillations that disappear with applied magnetic field. 
White lines are guides to the eye showing broader resonances which persist with magnetic field. 
(b) Similar 2D map as (a) except with a magnetic field of 8T perpendicular to the plane of 
substrate. White lines show broad resonances similar to those in (a). Circles show regions of 
Coulomb blockade diamonds. (c) 2D map of differential conductance versus Vb and magnetic 
field B taken at zero backgate voltage. Note smaller bias voltage scale in (c). 
