At the heart of distributed computing lies the fundamental result that the level of agreement that can be obtained in an asynchronous shared memory model where t processes can crash is exactly t + 1. In other words, an adversary that can crash any subset of size at most t can prevent the processes from agreeing on t values. But what about the rest (2 2 n −n) adversaries that might crash certain combination of processes and not others?
INTRODUCTION
The theory of distributed computing is largely related to determining what can be computed against a specific adversary. Most results so far have been devoted to one specific form of adversaries: those that can control any subset of size t of the processes, i.e., the t-failures adversary. In particular, a seminal result in distributed computing says that the level of agreement that can be obtained in a shared memory model where t processes can crash is exactly t + 1 [11, 2, 14] . In other words, an adversary that can crash any subset of size at most t can prevent the processes from agreeing on t values.
In a sense, these results are very incomplete. Indeed, the t-failures assumption covers only the n "uniform" adversaries in a system of size n. What about the rest (2 2 n − n) adversaries that can crash certain subsets of processes of a certain size but not others of the same size? This paper addresses this question and finds a relation between adversaries. Beyond intellectual curiosity, studying "non-uniform" adversaries might even be practically motivated by modern multicore architectures where the failures of processes in the same core might all be correlated [12, 7, 4] .
We give a general characterization of adversaries that enables to automatically compute their disagreement power: the biggest k for which k-set agreement cannot be solved with A. Namely, we introduce a structure predicate, parameterized by an integer k, and which, intuitively, checks that for any set of faulty processes of size less or equal k, there is some adequate matching set of the adversary. We prove that any adversary that satisfies the predicate has disagreement power k.
Indirectly, our partitioning contributes to the idea that a very small subset of results and ad-hoc proofs in distributed computing should suffice to derive all others. In particular, if indeed needed to reason about set agreement for the "waitfree" adversary (n−1-set agreement), topology is not needed for all the other ones. Results concerning other k-failures ("uniform") adversaries can be deduced by [3, 5] , whereas results for all other ("non-uniform") (2 2 n − n) adversaries can be deduced from our characterization.
The second contribution of our paper is to close the question of the weakest failure detector for k-set agreement. So far, the result has been obtained for two extreme cases: con-sensus [6, 13] and n − 1-set agreement [9, 15] . We show that k-anti-Ω is the weakest failure detector to solve a decision problem that is impossible with the k-adversary. We give a general proof that reuses our notion of adversaries and some of the ideas of [6, 9, 15] . Concurrently with our work, this result has also been shown in [8] and [1] .
RESULTS
We assume systems of deterministic processes that can communicate asynchronously using read-write atomic registers. Intuitively, an adversary can choose which set of processes will crash. It is represented as a set of sets of processes (we call these sets faulty-sets) and the adversary can choose one of these faulty-sets. The classical n process k-failure adversary, denoted B k is the adversary for which at most k (0 ≤ k ≤ n − 1) processes may crash.
In the following, we restrict ourselves to specific colorless tasks [3, 10] which have the property that the specification is independent of the IDs of the processes.
The canonical example of a colorless task is k-set agreement. In this problem, all processes start with a proposal value and try to decide on one of these values. It has to be guaranteed, that at most k different values are chosen. Consensus is 1-set agreement. k-Set agreement can be solved in [11, 2, 14] .
Disagreement Power
We define the disagreement power of an adversary A to be the maximal k for which it is impossible to implement k-set agreement in A (if there is no such k, then we say it is 0). As established in [11, 2, 14] , it is possible to implement (k + 1)-set agreement in B k but it is impossible to implement k-set agreement in B k . Hence, the disagreement power of B k is k.
For any adversaries A and B, we say that a faulty-set a ∈ A dominates a faulty-set b ∈ B in A and B ( denoted  D(a, A, b, B) ), if (a ⊇ b) and D(a , A, b , B) ).
To extend the notion of domination to adversaries, we say that adversary A dominates adversary B (denoted D(A, B)) if and only if ∀b ∈ B, ∃a ∈ A : D(a, A, b, B).
We use a simulation with the underlying idea that a process backs-off and skips its simulation step if the process thinks that it is faulty in some set where the simulated algorithm is known to work. Then, we can prove the following result: If D(A, B) , then every colorless task that can be solved with A can be solved with B. D(A, B k ) , then k-set agreement cannot be implemented in A, since it is impossible in B k [12, 7, 4] . Thus, the disagreement power of A is at least k. By implementing k-anti-Ω [15] in A, provided that ¬D(A, B k ), we get:
From this Theorem follows, that if
Thus, the disagreement power of A strictly less than k.
If we gather together Theorem 1 and Theorem 2, we obtain a necessary and sufficient condition in terms of a structured predicate under which an adversary can solve the k-set agreement. Thus, with our predicate D, we can compute the disagreement power of any adversary. 
The Weakest Failure Detector for k-Set Agreement
To extract the weakest failure detector, we locally simulate runs of certain shapes and use these simulations and our notion of adversaries to restrict the possibilities for the actual set of faulty processes. Finally, we use this extraction to implement k-anti-Ω.
