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Nous pre´sentons dans cet article un syste`me de localisation et de reconnaissance de visages sur un FPGA. Dans un premier
temps, nous discutons notre choix algorithmique. Ensuite, nous de´crivons l’architecture d’un re´seau de neurones de type RBF.
Puis, nous pre´sentons les re´sultats obtenus pour la reconnaissance de visages. Apre`s ceci, nous discutons de la complexite´ du
syste`me dans le but d’une implantation sur FPGA. Enﬁn, nous conclurons par les approches techniques futures nous permettant
d’ame´liorer notre syste`me.
Abstract –
In this paper, we present faces tracking and recognition. In a ﬁrst time, we discuss the technique we used to realize such an
application. Our aim is to elaborate a quite eﬃcient algorithm wich will be able to respect the real time work. In a second part,
we present the chosen method. We describe the RBF neural network used to realize to recognize faces. Then, we present our
test results. In a third part, we discuss how we can implant this algorithm on an FPGA device. Finally, we talk about the future
evolution.
1 Introduction
Un syste`me de localisation et de reconnaissance de vi-
sages en temps re´el permet de multiples applications dans
les domaines des interfaces hommes machines, de la vide´o-
confe´rence ou du controˆle d’acce`s par exemple.
Nous avons conc¸u un tel syste`me en utilisant un re´seau
de neurone de type RBF (Radial Basis Function). Les
classiﬁeurs de type RBF appartiennent a` la cate´gorie des
classiﬁeurs a` noyaux. Une me´thode RBF permet de des-
siner un re´seau neuronal dote´ d’une bonne capacite´ de
ge´ne´ralisation et d’un nombre minimum de noeuds pour
limiter le volume de calcul. L’utilisation d’une RBF est
une technique d’interpolation dans un espace de haute di-
mension. Dans cet espace des caracte´ristiques, la me´thode
RBF consiste en un recouvrement de fonctions noyaux
simples pour cre´er des re´gions de de´cisions complexes.
Mark Rosenblum[1] a de´veloppe´ un syste`me de reconnais-
sance d’expressions humaines base´ sur l’analyse du mouve-
ment en utilisant un re´seau de type RBF. Howell et Bux-
ton ont re´alise´ une identiﬁcation de visages appris a` l’aide
d’un tel re´seau[2]. Notre but est d’e´laborer puis d’implan-
ter un algorithme suﬃsamment eﬃcace pouvant localiser
et reconnaˆıtre des visages de tailles diﬀe´rentes dans des
se´quences vide´o avec un arrie`re plan quelconque.
2 Description du mode`le et
re´sultats de simulation
L’architecture d’un re´seau RBF[3] [4] est compose´e de
3 couches (voir Figure 1). Chaque noeud cache´ applique
une fonction noyau sur les donne´es en entre´e et la couche
de sortie re´alise une somme ponde´re´e de ces fonctions
noyaux. Chaque noeud est caracte´rise´ par 2 parame`tres
associe´s qui sont le centre et la largeur de la fonction
radiale. La valeur de sortie d’un noeud cache´ est d’au-
tant plus e´leve´e que la donne´e a` son entre´e est proche de
son centre. L’estimation de la distance d’une donne´e a` un
centre peut s’e´valuer graˆce a` plusieurs distances diﬀe´rentes
mais la plus couramment utilise´e est la distance eucli-
dienne. La fonction noyau utilise´e est une fonction gaus-
sienne. La conﬁguration comple`te du re´seau est re´alise´e en
de´terminant les centres et les largeurs associe´es a` chaque
noeud ainsi que les poids des connexions entre la couche
cache´e et la couche de sortie. Cette dernie`re couche contient
autant de neurones que de personnes a` localiser et a` re-
connaˆıtre.
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Fig. 1 – Architecture typique d’un re´seau de neurone RBF
2.1 Apprentissage
Initialement, nous avons P points d’apprentissage dans
un espace a` N dimensions. Notre but est de re´duire le
nombre de points utiles dans cet espace. L’algorithme de
clustering que nous utilisons est inspire´ de celui propose´
par Musavi[5].
1. Nous prenons n’importe quel point d’apprentissage
Pk de n’importe quelle classe.
2. Nous trouvons le point Pl de cette meˆme classe le
plus proche de Pk en utilisant la distance euclidienne.
3. Nous calculons le barycentre entre ces 2 points. A ce
nouveau point, nous associons un rayon r = ‖Pk,Pl‖2 +
rk.
4. Nous calculons la distance D du barycentre au point
le plus proche parmi tous les points de toutes les
classes.
5. Si D > λr, alors nous acceptons la fusion de Pk et
Pl puis on recommence en 2. Si cette condition n’est
pas satisfaite, nous refusons la fusion. Nous gardons
dans ce cas les 2 points originaux et on recommence
a` partir de l’e´tape 1.
6. Nous re´pe´tons les e´tapes 1 a` 5 jusqu’a` ce que tous
points de chaque classe aient e´te´ teste´s.
Finalement, nous obtenons les centres ci et leur rayon
associe´ ri(i = 1, ..., I ≤ P ) pour chaque neurone de la
couche cache´e.
λ est le parame`tre de fusion (λ > 0). Quand λ aug-
mente, la re´duction des points est limite´e mais la pre´cision
augmente. Nous utilisons la valeur λ = 2 pour notre ap-
plication. Nous pouvons voir (Figure 2) le re´sultat apre`s
l’utilisation de cet algorithme applique´ a` 2 classes dans un
espace des caracte´ristiques a` 2 dimensions.
CATEGORY A
CATEGORY B
Fig. 2 – Re´gions de de´cisions dans un espace 2D
Nous obtenons 2 re´gions de de´cisions non line´aires. En
eﬀet, une me´thode RBF permet d’obtenir des hypervo-
lumes (forme´s d’hypersphe`res de dimensionN) de de´cisions
de n’importe quelle forme (non line´aire, convexe, parties
disjointes).
2.2 simulation et tests
Nous utilisons les vignettes de taille 40 × 30 comme
base d’apprentissage. Un ﬁltre passe-bas est d’abord ap-
plique´ sur chaque vignette avant que celle-ci soit sous-
e´chantillonne´e. Chaque imagette fournit alors un vecteur
d’apprentissage de 200 composantes. L’algorithme de clus-
tering nous permet de re´duire le nombre de centres utiles
a` la re´alisation du re´seau neuronal, de de´terminer leur po-
sition et leur largeur associe´e.
Fig. 3 – Visages d’apprentissage
Notre se´quence de test est constitue´e de 74 images (en
luminance) de taille 240 × 320 contenant chacune 2 per-
sonnes se deplac¸ant dans une pie`ce. Aucun e´clairage spe´ci-
ﬁque n’a e´te´ utilise´. Il est a` noter que la taille des visages
dans la se´quence de test varie de 40× 30 a` 90× 68. L’ana-
lyse de chaque image se fait par ﬁltrage de l’image entie`re
puis sous-e´chantillonnage de vignettes 40×30 successives.
Ceci nous fournit les vecteurs a` tester avec notre re´seau de
neurones pre´ce´demment de´ﬁni. Les re´sultats du test sont
pre´sente´s dans Tab.1, puis quelques images teste´es sont af-
ﬁche´es (voir Figure 4). Les performances du syste`me sont
de´ﬁnies ci-dessous :
– Re´sultat correct : localisation et reconnaissance cor-
recte de la personne.
– Non de´tection : un visage n’a pas e´te´ localise´.
– Fausse de´tection : un visage a e´te´ localise´ la` ou` il n’y
en a pas.
– Fausse identiﬁcation : un visage est correctement lo-
calise´ mais mal reconnu.
Tab. 1 – Tests
nombre de personnes dans la se´quence 141 100%
re´sultat correct 132 93.6 %
non de´tection 4 2.8 %
fausse de´tection 5 3.6 %
fausse identiﬁcation 0 0 %
Fig. 4 – Re´sultats
3 Implantation du syste`me
sur FPGA
Aﬁn de simpliﬁer l’implantation de l’algorithme pre´sente´
pre´ce´demment, nous allons re´duire la complexite´ de celui-
ci. A l’origine, les vecteurs d’apprentissage des visages
sont extraits en ﬁltrant les imagettes puis en les sous-
e´chantillonnant. En prenant un pixel sur 6, nous obte-
nions 200 composantes par vecteur. Nous approximons ce
pre´-traitement en calculant sur chaque ligne d’une ima-
gette a` apprendre 5 sommes de 6 pixels conse´cutifs (soient
5× 40 = 200 composantes par imagette). L’extraction des
vecteurs a` analyser dans une image comple`te par le re´seau
de neurones se fera de la meˆme manie`re.
Ensuite, l’implantation d’une fonction d’activation gaus-
sienne pour les neurones est de´licate a` implanter. Nous




= 1 si 0 ≤ d ≤ r,
= 0 sinon.
(1)
r : rayon de la fonction variant en fonction de l’ap-
prentissage des visages prototypes.
Cette fonction porte nous permet e´galement de simpli-
ﬁer la prise de de´cision en sortie du re´seau de neurones.
En eﬀet, le dernier e´tage du re´seau est alors superﬂue et
la de´cision du re´seau devient :
Rk = Πk1j ∨ ... ∨Πkjk ∨ ... ∨ΠkJk (2)
Rk : de´cision binaire lie´e au visage k reconnu ou non.
Πk1,...,Jk : re´ponses binaires des Jk neurones cache´s
associe´s au visage k appris.
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Fig. 5 – Architecture du re´seau RBF utilise´
La mesure de similarite´ d’un vecteur en entre´e par rap-





(Cmi − pni) (3)
Cmi : i
eme composante du centre m.
pni : i
eme composante vecteur n.
Nous analysons des images 240 × 320 acquises a` une
cadence de 25 images/sec (une image≡ 40ms). Le nombre
de vignettes a` analyser dans une image est de´termine´ par
l’e´quation :
Nv = L− Lv
Pc
+ 1C − Cv
Pl
+ 1 (4)
L : nombre de lignes dans l’image.
C : nombre de colonnes dans l’image.
Lv : nombre de lignes d’une vignette.
Cv : nombre de colonnes d’une vignette.
Pc : pas de balayage suivant les colonnes de l’image.
Pl : pas de balayage suivant les lignes de l’image.
En prenant L = 240, C = 320, Lv = 40, Cv = 30 et
Pc = Pl = 2, on obtient Nv = 14746 vignettes a` tes-
ter en 40ms. L’extraction des composantes d’un vecteur
caracte´ristique lie´ a` une imagette 40 × 30 s’eﬀectue en
additionnant les pixels conse´cutifs de B blocs sur chaque
ligne. Le nombre d’additions ne´cessaires au calcul de tous




− 1)×B × Lv ×Nv (5)
A1 : nombre d’additions ne´cessaires a` l’extraction de
tous les parame`tres d’une image.
B : nombre de blocs sur une ligne.
En prenant B = 5, Lv = 40 et Cv = 30, nous avons
A1 = 1000 additions par imagette soit 14.7M additions
pour extraire tous les vecteurs caracte`ristiques a` tester
dans une image.
Ensuite, chaque neurone donne un re´sultat binaire en
calculant la distance L1 entre les I composantes du vec-
teur caracte´ristique a` son entre´e et les I composantes de
son centre associe´. Cela demande donc I soustractions et
I − 1 additions par neurone. Nous avons alors :
A2 = (I − 1)× J ×Nv (6)
S = I × J ×Nv (7)
A2 : nombre d’additions ne´cessaires au calcul de la
distance L1 pour toute une image.
S : nombre de soustractions ne´cessaires au calcul de
la distance L1 pour toute une image.
I : taille des vecteurs caracte´ristiques.
J : nombre total de neurones cache´s.
En prenant Nv = 14746 et J = 10, on obtient A =
A1 +A2 = 44.1M additions et S = 29.5M soustractions.
La prise de de´cision n’utilise alors que des fonctions ou
binaire. D’apre`s l’e´quation 2, le nombre de comparaison
est donne´ par l’e´quation suivante :
O = Nv ×
K∑
k=1
(Jk − 1) (8)
O : nombre total de comparaison ou binaire.
K : nombre de visages appris.
Jk : nombre de neurones cache´s associe´s au visage k
appris.
Le nombre maximum d’ope´rations ou binaire est donne´
pour K = 1 :
O = Nv × (J − 1) (9)
J : nombre total de neurones cache´s.
soit 9 comparaisons dans notre cas par vignette ana-
lyse´e. Nous avons alors au total 73.7M ope´rations par
image ou encore 1.84Gops.
L’implantation se fait sur une carte comportant un FPGA
XILINX.Virtex300 [6] fonctionnant a` une fre´quence maxi-
male d’horloge de 100Mhz. Le temps re´el est respecte´
en paralle´lisant l’extraction des vecteurs caracte´ristiques











Fig. 6 – Dispositif global
4 Conclusions et perspectives
Notre travail a consiste´ a` valider un algorithme de suivi
et de reconnaissance de visages en temps re´el aﬁn de re´aliser
une implantation sur FPGA. Notre perspective a` court
terme est maintenant de valider notre implantation puis
d’inte´grer un pre´traitement d’e´galisation de la luminance
des vignettes traite´es. De plus, nous allons travailler a` plu-
sieurs e´chelles aﬁn de de´tecter des visages dans une profon-
deur de champ plus importante. Une perspective a` moyen
terme est de re´aliser l’extraction des vecteurs a` analyser a`
l’aide d’une re´tine artiﬁcielle, ce qui de´chargerait le FPGA
d’un volume de calcul conse´quent.
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