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ASYMPTOTIC FORMULA FOR THE SOLUTION OF THE
STOKES PROBLEM WITH A SMALL PERTURBATION OF
THE DOMAIN IN TWO AND THREE DIMENSIONS
THI HONG CAM LUONG AND CHRISTIAN DAVEAU
Abstract. In this paper we consider the resolvent Stokes problem in the
case there is a small perturbation of the domain caused by a perturbed
boundary. Firstly, we prove that the solution of Stokes problem is continuous
due to this small perturbation. Secondly, we derive the first-order term
in the displacement field perturbation that due to the deformation of the
domain. It is worth emphasizing that even though only the first-order term
is given, our method enables us to derive higher-order terms as well. The
derivation is rigorous and based on layer potential techniques.
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1. Introduction
Let Ω ⊂ Rd (d = 2, 3) be a bounded domain with boundary ∂Ω of class C2.
We consider the Stokes resolvent system
−∆u+∇p = λu in Ω
∇ · u = 0 in Ω
u = g on ∂Ω.
(1.1)
with u(x) is the velocity of the fluid, p(x) is the pressure, and g(x) is the
boundary condition.
Denote by ν the outward unit normal to ∂Ω, let ∂Ωδ be a δ−perturabation
of ∂Ω as follows:
In the two-dimensional case, let ρ ∈ C1(∂Ω), we consider the perturbed bound-
ary ∂Ωδ be given by
∂Ωδ = {x˜ : x˜ = x+ δρ(x)ν(x), x ∈ ∂Ω};
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and in the three-dimensional case, we consider the parallel surface
∂Ωδ = {x˜ : x˜ = x+ δν(x), x ∈ ∂Ω}.
Here we consider the parameter δ > 0 which tends to 0. We assume that
g is an analytic function in a small neighborhood of ∂Ω, and denote by gδ
the extended function of g onto ∂Ωδ. Then denote by uδ the solution of the
perturbation problem
−∆uδ +∇pδ = λuδ in Ωδ
∇ · uδ = 0 in Ωδ
uδ = gδ on ∂Ωδ.
(1.2)
In this paper we verify the continuity of the solution uδ with respect to δ
and derive the asymptotic expansion of (uδ − u)|Ω◦ as δ tends to 0, where Ω◦
is any closed subset of Ω ∩ Ωδ. The asymptotic expansion is derived due to
the theory of layer potentials and Fredholm’s alternative, and the properties
of small perturbation of an interface. In connection with this, we refer to
recent works in the context of interface problems [1], [2], [7], the continuity of
the solution due to a small perturbation of an interface [7] and layer-potential
theory for Stokes problem [3], [4], [5], [6], [8], [9]. In the work of H. Ammari,
H. Kang, M. Lim, and H. Zribi [1] , they derived the asymptotic expansion of
the boundary perturbations of steady-state voltage potentials, and now in our
work, we derive the asymptotic expansion for the Stokes problem with Dirichlet
boundary condition. However, by the same method, we can derive asymptotic
formula for the Neumann problem as well.
This paper is organized as follows. In the next section, we introduce some
notations for small perturbations of an interface of class C2, review some basic
facts on the layer-potentials and give representation formulas. In Section 3,
we verify the continuity of the solution with respect to δ, and in Section 4, we
derive asymptotic expansion for the displacement field perturbation in term of
δ.
2. Definitions and Preliminary results
2.1. Small perturbation of an interface.
2.1.1. In the case d = 2. Let a, b ∈ R, with a < b, and let X(t) : [a, b] → R2
be the arclength parametrization of ∂Ω, namely, X is a C2-function satisfying
|X ′(t) = 1| for all t ∈ [a, b] and
∂Ω := {x = X(t), t ∈ [a, b]}.
Then the outward unit normal to ∂Ω, ν(x), is given by ν(x) = R−pi
2
X ′(t), where
R−pi
2
is the rotation by −π/2; the tangential vector at x, T (x) = X ′(t), and
X ′(t)⊥X ′′(t). Set the curvature τ(x) to be defined by
X ′′(t) = τ(x)ν(x).
We will sometimes use ρ(x) for ρ(X(t)) and ρ′(x) for the tangential derivative
of ρ(x).
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Then, x˜ = X˜(t) = X(t)+δρ(x)ν(x) = X(t)+δρ(x)R−pi
2
X ′(t) is a parametriza-
tion of ∂Ωδ. We denote by ν˜(x˜) the outward unit normal to ∂Ωδ at x˜. Then, it
is proved in [1] that ν˜(x˜) can be expanded uniformly as
ν˜(x˜) =
∞∑
n=0
δnνn(x), with x˜ = x+ δρ(x)ν(x), x˜ ∈ ∂Ωδ, x ∈ ∂Ω, (2.1)
where the vector-valued functions νn(x) are uniformly bounded regardless of n.
In particular,
ν0(x) = ν(x), ν1(x) = −ρ(x)T (x), x ∈ ∂Ω.
Likewise, denote by dσδ(x˜) the length element of ∂Ωδ at x˜, which has an
uniform expansion (see in [1])
dσδ(x˜) = |X˜ ′(t)|dt =
√
(1− δτ(t)ρ(t))2 + δ2ρ′2(t)dt =
∞∑
n=0
δnσn(x)dσ(x),
(2.2)
with x˜ ∈ ∂Ωδ, x ∈ ∂Ω, and σn are functions bounded regardless of n, with
σ0(x) = 1, σ1(x) = −τ(x)ρ(x), x ∈ ∂Ω.
Let x˜, y˜ ∈ ∂Ωδ, that is x˜ = x+ δρ(x)ν(x), y˜ = y + δρ(y)ν(y), then
x˜− y˜ = x− y + δ(ρ(x)ν(x) − ρ(y)ν(y)),
and
|x˜−y˜|2 = |x−y|2(1+2δ 〈x − y, ρ(x)ν(x) − ρ(y)ν(y)〉|x− y|2 +δ
2 |ρ(x)ν(x)− ρ(y)ν(y)|2
|x− y|2 ).
Denote by
E(x, y) :=
〈x− y, ρ(x)ν(x) − ρ(y)ν(y)〉
|x− y|2 , G(x, y) :=
|ρ(x)ν(x)− ρ(y)ν(y)|2
|x− y|2 .
Since ∂Ω is of class C2, we can see that
|E(x, y)|+ |G(x, y)| 12 ≤ C‖X‖C2(∂Ω)‖ρ‖C1(∂Ω), for all x, y ∈ ∂Ω, (2.3)
and hence
|x˜− y˜| = |x− y|
√
1 + 2δE(x, y) + δ2G(x, y) = |x− y|
∞∑
n=0
δnLn(x, y),
where the series converges absolutely and uniformly. In particular, we can see
that
L0(x, y) = 1, L1(x, y) = E(x, y).
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2.1.2. In the case d = 3. Denote by dσδ(x˜) the surface element of ∂Ωδ at x˜.
Thanks to the results in [2] we get the following uniform expansion for dσδ(x˜)
dσδ(x˜) =
∞∑
n=0
δnσn(x)dσ(x), with x˜ = x+ δν(x), x˜ ∈ ∂Ωδ, x ∈ ∂Ω. (2.4)
where σn are functions bounded regardless of n, with
σ0(x) = 1, σ1(x) = −2H(x), σ2(x) = K(x), x ∈ ∂Ω,
with H and K denote the mean and Gaussian curvature of ∂Ω respectively.
In the other hand, due to the parallel property of ∂Ω and ∂Ωδ we have
ν˜(x˜) = ν(x), with x˜ = x+ δν(x), x˜ ∈ ∂Ωδ, x ∈ ∂Ω. (2.5)
Let x˜, y˜ ∈ ∂Ωδ, then x˜− y˜ = x− y + δ(ν(x) − ν(y)), and
|x˜− y˜|2 = |x− y|2(1 + 2δ 〈x− y, ν(x)− ν(y)〉|x− y|2 + δ
2 |ν(x)− ν(y)|2
|x− y|2 ).
Denote by
E(x, y) :=
〈x− y, ν(x)− ν(y)〉
|x− y|2 , G(x, y) :=
|ν(x)− ν(y)|2
|x− y|2 .
Since ∂Ω is of class C2, we can see that there exists a constant C depending
only on ∂Ω such that
|E(x, y)| + |G(x, y)| 12 ≤ C, for all x, y ∈ ∂Ω, (2.6)
and hence
|x˜− y˜| = |x− y|
√
1 + 2δE(x, y) + δ2G(x, y) = |x− y|
∞∑
n=0
δnLn(x, y),
where the series converges absolutely and uniformly. In particular, we can see
that
L0(x, y) = 1, L1(x, y) = E(x, y).
2.2. The potential theory for Stokes resolvent system. We start to re-
view some basic facts in the theory of layer potentials. We consider here
λ ∈ C \ {z ∈ C : Rez ≤ 0, Imz = 0}. The fundamental tensors (Γ, F ) of
the Stokes resolvent system (1.1) can be obtained by the Fourier transform
method in the following forms (see [3] for d = 2 and [4], [8] for d = 3):
In two dimensions, we have{
Γij(x) = − 12pi
{
δije1(
√
λ|x|) + xixj|x|2 e2(
√
λ|x|)
}
,
Fi(x) = − xi2pi|x|2 ,
(2.7)
for ∀x ∈ R2, x 6= 0 with
e1(κ) = K0(κ) + κ
−1K1(κ)− κ−2
e2(κ) = −K0(κ)− 2κ−1K1(κ) + 2κ−2,
where Kn (n ∈ N0) denotes the modified Bessel function of order n, and δij is
the Kronecker’ symbol.
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In three dimensions, we have{
Γij(x) = − 14pi{δije1(−
√
λ|x|) + xixj
|x|3
e2(−
√
λ|x|)},
Fi(x) = − 14pi xi|x|3 ,
(2.8)
for ∀x ∈ R3, x 6= 0 with
e1(ǫ) =
∞∑
n=0
(n+ 1)2
(n+ 2)!
ǫn = exp(ǫ)(1 − ǫ−1 + ǫ−2)− ǫ−2
e2(ǫ) =
∞∑
n=0
1− n2
(n+ 2)!
ǫn = exp(ǫ)(−1 + 3ǫ−1 − 3ǫ−2) + 3ǫ−2.
By using the notations xˆ = x − y = (xˆ1, · · · , xˆd) and r = |xˆ|, we introduce
the stress tensor S associated to the fundamental tensors (Γ, F ) and having the
following components (see in [8]):
Sijk(x, y) := −Fj(xˆ)δik + ∂Γij(xˆ)
∂xˆk
+
∂Γkj(xˆ)
∂xˆi
, i, j, k = 1, · · · , d. (2.9)
Note that we used the Einstein convention for the summation notation omitting
the summation sign for the indices appearing twice. We will continue using
this convention throughout this paper. Taking into account the relation (2.8)
and (2.9) we obtain the following explicit forms (see in [8]) as follows.
In two dimensions, for ∀x, y ∈ R2, x 6= y we have:
Sijk(x, y) = − 1
2π
{
δik
xˆj
r2
d1(
√
λr) + (δkj
xˆi
|x|2 − δij
xˆk
r2
)d2(
√
λr)
}
(2.10)
− 1
2π
{
xˆixˆj xˆk
r4
(2d1(
√
λr) + 2d2(
√
λr)− 2)
}
,
with
d1(κ) = 2K2(κ) + 1− 4κ−2, d2(κ) = 2K2(κ) + κK1(κ)− 4κ−2.
In three dimensions, for ∀x, y ∈ R3, x 6= y, we have:
Sijk(x, y) = − 1
4π
{
δik
xˆj
r3
d1(−
√
λr)− (δij xˆk
r3
+ δkj
xˆi
r3
)d2(−
√
λr)
}
(2.11)
− 1
4π
{
xˆixˆjxˆk
r5
(3− 3d1(−
√
λr) + 2d2(−
√
λr))
}
,
with
d1(ǫ) =
∞∑
n=2
2(n2 − 1)
(n+ 2)!
ǫn = exp(ǫ)(2 − 6ǫ−1 + 6ǫ−2)− 6ǫ−2 + 1,
d2(ǫ) =
∞∑
n=2
n(n2 − 1)
(n+ 2)!
ǫn = exp(ǫ)(ǫ− 3 + 6ǫ−1 − 6ǫ−2) + 6ǫ−2.
The pressure tensor Λ associated to the stress tensor S has the following
components (see in [3] for d = 2 and [4], [5] for d = 3):
Λik(x, y) =
{ − 12pi (δikλ ln r − 4 δikr2 + 8 xˆixˆkr4 ) for d = 2
− 14pi ( δikr3 (λr2 − 2) + xˆixˆkr5 ) for d = 3,
(2.12)
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for ∀x, y ∈ Rd, x 6= y.
Next we consider the single- and double-layer potentials associcated with stress
and pressure tensors. Let ∂D be a closed surface of class C2 of a bounded
domain D and φ = (φ1, · · · , φd) a vectorial continuous function on ∂D. For
x ∈ Rd\∂D, we define the single-layer potential VDφ which has components as
follows:
V iDφ(x) :=
∫
∂D
Γij(x− y)φj(y)dσ(y), i = 1, · · · , d; (2.13)
and the double-layer potential WDφ has components as follows
W iDφ(x) :=
∫
∂D
−Sijk(x, y)νk(y)φj(y)dσ(y), i = 1, · · · , d; (2.14)
where ν(y) is the outward unit normal vector to ∂D at the point y.
Additionally, we consider the functions QDφ and ΠDφ as follows
QDφ(x) :=
∫
∂D
Fi(x− y)φi(y)dσ(y),
ΠDφ(x) :=
∫
∂D
Λik(x− y)νk(y)φi(y)dσ(y) (2.15)
for x ∈ Rd\∂D.
The functions (VDφ,QDφ) and (WDφ,ΠDφ) are smooth functions in each of
the domains Rd\D¯0 and D0, respectively, where D0 is the inner domain with
the boundary ∂D. All these functions satisfy the following equations of Stokes
resolvent problem:
−∆VDφ(x) +∇QDφ(x) = 0, ∇ · VDφ(x) = 0,
−∆WDφ(x) +∇ΠDφ(x) = 0, ∇ ·ΠDφ(x) = 0, (2.16)
for x ∈ R3\∂D.
For our prupose, we also need to introcduce the principal value of the double-
layer potential in a point x0 of ∂D defined by the following formula
KiDφ(x0) := p.v.
∫
∂D
−Sijk(x0, y)νk(y)φj(y)dσ(y) (2.17)
For φ ∈ (C(∂D))d, the following trace relation for WD holds (see in [6]):
WDφ |±= (∓1
2
I +KD)φ a.e. on ∂Ω, (2.18)
where WDφ |− and WDφ |+ denote the limits from inside D and outside D.
From the previous section, the solution for the interior Dirichlet problem can
be presented by the pure double-layer potential (see in [4]), then taking D = Ω
and D = Ωδ in the fomulae (2.13), (2.14), (2.15) and (2.17), we get the bound-
ary integral representation of the solutions for the initial Stokes problem (1.1)
and the perturbation problem (1.2) are (WΩφ,ΠΩφ) and (WΩδ φ˜,ΠΩδ φ˜), respec-
tively.
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Additionally, from (2.10) and (2.11), we conclude that the components Sijk(x, y)
νk(y) of S(x, y)ν(y) can be written in the following manner (see in [3],[4]).
In two dimensions, for ∀x, y ∈ R2, x 6= y , we have
Sijk(x, y)νk(y) = − 1
2π
{
riνj
|r|2 d1(
√
λ|r|) + (νirj|r|2 − δij
r · ν
|r|2 )d2(
√
λ|r|)
}
, (2.19)
− 1
2π
{
rirjr · ν
|r|4 (2d1(
√
λ|r|) + 2d2(
√
λ|r|)− 2)
}
with
d1(κ) = 2K2(κ) + 1− 4κ−2, d2(κ) = 2K2(κ) + κK1(κ)− 4κ−2.
And in three dimensions, for ∀x, y ∈ R3, x 6= y, we have
Sijk(x, y)νk(y) = − 1
4π
{
riνj
|r|3 d1(−
√
λ|r|)− (νirj|r|3 + δij
r · ν
|r|3 )d2(−
√
λ|r|)
}
(2.20)
− 1
4π
{
rirjr · ν
|r|5 (3− 3d1(−
√
λ|r|) + 2d2(−
√
λ|r|))
}
,
with
d1(ǫ) =
∞∑
n=2
2(n2 − 1)
(n+ 2)!
ǫn = exp(ǫ)(2 − 6ǫ−1 + 6ǫ−2)− 6ǫ−2 + 1,
d2(ǫ) =
∞∑
n=2
n(n2 − 1)
(n+ 2)!
ǫn = exp(ǫ)(ǫ− 3 + 6ǫ−1 − 6ǫ−2) + 6ǫ−2.
For further purpose, we denote the kernel −Sijk(x, y)νk(y) of double-layer
potential KDφ by Dij(x, y). We note that Dij(x, y) behaves like O(r−d+1) as
r → 0 , which implies this kernel is weakly singular, so the integral operator is
bounded on (C(∂D))d (see in [11, p. 243] or in [3], [4], [6]).
3. Continuity of the solution with respect to the perturbation
In this section we will show that the solution uδ of the perturbation problem
(1.2) is continuous with respect to δ as δ tends to 0. And for the guarantee of
the solvability and uniqueness of the solutions for (1.1) and (1.2), we assume
the following compatibility conditions∫
∂Ω
g · ndσ = 0, and
∫
∂Ωδ
gδ · nδdσδ = 0.
From the previous section, the solution to the Stokes system (1.1) can be rep-
resented by the pure double-layer potential on ∂Ω
ui(x) =W iΩφ(x) =
∫
∂Ω
−Sijk(x, y)νk(y)φi(y)dσ(y), x ∈ Ω (3.1)
with the density vectorial function φ satisfies
WΩφ |−= (1
2
I +KΩ)φ a.e. on ∂Ω. (3.2)
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Likewise, the solution to the Stokes perturbation problem (1.2) can be rep-
resented by the pure double-layer potential on ∂Ωδ
uiδ(x) =W iΩδ φ˜(x) =
∫
∂Ωδ
−Sijk(x, y)νk(y)φ˜i(y)dσ(y), x ∈ Ωδ, (3.3)
with the density vectorial function φ˜ satisfies
WΩδ φ˜ |−= (
1
2
I +KΩδ)φ˜ a.e. on ∂Ωδ. (3.4)
From the boundary condition we have WΩφ |−= g on ∂Ω and WΩδ φ˜ |−= gδ
on ∂Ωδ. Consider uδ − u in any closed domain Ω◦ ⊂ Ω ∩ Ωδ, from the above
formulae
uδ(x)− u(x) =WΩδ φ˜(x)−WΩφ(x), x ∈ Ω◦. (3.5)
Let ψδ(x) = x + δρ(x)ν(x) and ψδ(x) = x + δν(x) be the diffeomorphisms
from ∂Ω to ∂Ωδ in the case d = 2 and in the case d = 3 respectively. The
following estimates hold.
Lemma 3.1. There exists a constant C depending only on Ω such that for any
function φ˜ ∈ (C(∂Ωδ))d, we have
‖(KΩδ φ˜) ◦ ψδ −KΩ(φ˜ ◦ ψδ)‖(C(∂Ω))d ≤ Cδ‖φ˜‖(C(∂Ωδ))d .
Proof. Fix x ∈ ∂Ω, we then have
(KiΩδ φ˜) ◦ ψδ(x)−KiΩ(φ˜ ◦ ψδ)(x)
= p.v.
∫
∂Ω
[−Sijk(x˜, y˜)ν˜k(y˜)jδ(y) + Sijk(x, y)νk(y)]φ˜j ◦ ψδdσ(y)
here jδ denotes the Jacobian of ψδ, and has the approximation jδ(y) = 1+O(δ).
We can express Sijk(x˜, y˜) = Sijk(x˜− y˜), then due to the mean value theorem
we have the following expression.
In the case d = 2, we have
−Sijk(x˜, y˜) = −Sijk(x, y)−δ(ρ(x)ν(x)−ρ(y)ν(y))∇Sijk(x−y+θ(ρ(x)ν(x)−ρ(y)ν(y))),
with 0 < θ < δ.
In the case d = 3, we have
−Sijk(x˜, y˜) = −Sijk(x, y)−δ(ν(x)−ν(y))∇Sijk(x−y+θ(ν(x)−ν(y))), 0 < θ < δ.
Then combining with (2.1) and (2.5) we get
−Sijk(x˜, y˜)ν˜k(y˜) = −Sijk(x, y)νk(y) + δTij(x, y) +O(δ),
with
Tij(x, y) = −(ρ(x)ν(x) − ρ(y)ν(y))∇Sijk(x− y + θ(ρ(x)ν(x)− ρ(y)ν(y))
−Sijk(x− y)ν1k(y) in the case d = 2;
Tij(x, y) = −(ν(x)− ν(y))∇Sijk(x− y + θ(ν(x)− ν(y))) in the case d = 3.
Denote by
T iΩ(φ˜ ◦ ψδ) = p.v.
∫
∂Ω
Tij(x, y)(φ˜j ◦ ψδ)(x)dσ(y),
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we have the equality
(KiΩδ φ˜) ◦ ψδ(x) = KiΩ(φ˜ ◦ ψδ)(x) + δT iΩ(φ˜ ◦ ψδ) +O(δ2). (3.6)
By using the remarks 2.3 and 2.6 as well as the decay behavior of Sijk(x, y) as
|x − y| → 0 (as mentioned in Section 2.2), we obtain that Tij(x, y) = O(|x −
y|−d+1) as |x− y| → 0, which implies that Tij(x, y) is also weakly singular. So
the integral T iΩ(φ˜ ◦ ψδ) is bounded on (C(∂Ω))d, and we have that
‖TΩ(φ˜ ◦ ψδ)‖(C(∂Ω))d ≤ C‖φ˜ ◦ ψδ‖(C(∂Ω))d ,
this completes the proof. 
Lemma 3.2. There exists a constant C depending only on Ω and g such that
‖φ˜ ◦ ψδ − φ‖(C(∂Ω))d ≤ δC(g,Ω).
Proof. Since the integral operator 12I+KΩ is invertible on (C(∂Ω))d, combining
with the trace relation (3.2), (3.4) and Lemma 1 we obtain:
‖φ˜ ◦ ψδ − φ‖(C(∂Ω))d ≤ C‖(
1
2
I +KΩ)(φ˜ ◦ ψδ − φ)‖(C(∂Ω))d
≤ C‖((1
2
I +KΩδ φ˜) ◦ ψδ − (
1
2
I +KΩφ)‖(C(∂Ω))d
+C‖(KΩδ φ˜) ◦ ψδ −KΩ(φ˜ ◦ ψδ)‖(C(∂Ω))d
≤ C‖gδ ◦ ψδ − g‖(C(∂Ω))d + Cδ‖φ˜‖(C(∂Ωδ))d .
Due to the mean value theorem and the analyticity of g in a neighborhood of
∂Ω, we can easily see that there exists a constant C depending only on Ω and
g such that ‖gδ ◦ ψ − g‖(C(∂Ω))d ≤ δC(g,Ω).
We also have that ‖φ˜‖(C(∂Ωδ))d ≤ ‖gδ‖(C(∂Ω))d because of the invertibility of
1
2 +KΩδ .
Finally we get that ‖φ˜ ◦ ψδ − φ‖(C(∂Ω))d ≤ δC(g,Ω). 
Theorem 3.3. Let Ω◦ is any closed subset of Ω ∩ Ωδ, there exists a constant
C depending only on g and Ω such that
‖uδ(x)− u(x)‖(C(Ω◦))d ≤ δC(g,Ω).
Proof. As the double-layer potential is continuous on Ω◦, by using the extreme
value theorem, there is a point x0 ∈ Ω◦ such that
uδ(x0)− u(x0) =WΩδ φ˜(x0)−WΩφ(x0) = max
x∈Ω◦
‖WΩδ φ˜(x)−WΩφ(x)‖
Recall from Section 2 that we denote −Sijk(x, y)νk(y) by Dij(x, y), we then
have
uδ(x0)− u(x0) =
∫
∂Ω
[D(x0, y˜)jδ(y)φ˜ ◦ ψδ(y)−D(x0, y)φ(y)]dσ(y)
=
∫
∂Ω
D(x0, y˜)[jδ(y)− 1]φ˜ ◦ ψδ(y)dσ(y) +
∫
∂Ω
D(x0, y˜)[φ˜ ◦ ψδ(y)− φ(y)]dσ(y)
+
∫
∂Ω
[D(x0, y˜)−D(x0, y)]φ(y)dσ(y) := I1 + I2 + I3.
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It follows from Lemma 2 that
I2 ≤ δC2(g,Ω).
By abusing of the approximation jδ(y) = 1 +O(δ) we obtain
I1 ≤ δC1(g,Ω).
And tdue to the analyticity of D(x, y) we have that
I3 ≤ C3δ‖φ‖(C(∂Ω))d ≤ δC4(g,Ω).
The proof is completed. 
4. Derivation of the asymptotic expansion
Firstly, we investigate the asymptotic behavior of KΩδ φ˜ as δ → 0. Denote
by φδ = φ˜ ◦ ψδ the vectorial function with components φδ,j (j = 1, d), by the
change of variable, we can rewrite the integral KΩδ φ˜ as the following form
KiΩδ φ˜(x˜) = p.v.
∫
∂Ω
−Sijk(x˜, y˜)ν˜k(y˜)φδ,j(x)dσδ(y˜). (4.1)
Then using Taylor expansion for the kernel of double-layer potential S(x˜, y˜) at
δ = 0 when r = x− y 6= 0 and combining with (2.2) and (2.4), we obtain.
In the case d = 2
− Sijk(x˜, y˜)ν˜k(y˜) = −Sijk(x, y)νk(y)︸ ︷︷ ︸
:=K0ij(x,y)
+
(4.2)
∞∑
n=1
δn
∑
m+p=n
∑
|α|=m
−((ρ(x)ν(x)− ρ(y)ν(y))α
α!
∇Sαijk(x, y))νpk(y)︸ ︷︷ ︸
:=Knij(x,y)
,
In the case d = 3
− Sijk(x˜, y˜)ν˜k(y˜) = −Sijk(x, y)νk(y)︸ ︷︷ ︸
:=K0ij(x,y)
+
(4.3)
∞∑
n=1
δn
∑
m+p=n
∑
|α|=m
−((ν(x)− ν(y))α
α!
∇Sαijk(x, y))νpk(y)︸ ︷︷ ︸
:=Knij(x,y)
.
Then we introduce a sequence of integral operator (Knijφδ(x))n∈N defined for
any φδ ∈ (C(∂Ω))d by
Kn,iΩ φδ(x) = p.v.
∑
m+q=n
∫
∂Ω
Kmij (x, y)σ
q(y)φδ,j(y)dσ(y), n ≤ 0. (4.4)
Note that K0Ω = KΩ. By using the same arguments as in the proof for Lemma 1,
we have that the operators KnΩφδ are bounded on (C(∂Ω))d.
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Theorem 4.1. Let N ∈ N. There exists a constant C depending on N and Ω
such that for any φ˜ ∈ (C(∂Ωδ))d,
‖(KΩδ φ˜) ◦ ψδ −KΩφδ −
N∑
n=2
δnKnΩφδ‖(C(∂Ω))d ≤ CδN+1‖φδ‖(C(∂Ω))d
where φδ := φ˜ ◦ ψδ.
We now investigate the asymptotic behavior of KΩδ φ˜ as δ → 0. One can see
from Theorem 2 that for each integer N , φδ satisfies
(
1
2
I +KΩ +
N∑
n=1
δnKnΩ)φδ + 0(δN+1) = g ◦ ψδ on ∂Ω.
Now using the Taylor development for g(x˜) = (gi(x˜))i=1,d at δ = 0 we obtain
the following expansions.
In the case d = 2
gi(x˜) =
∞∑
n=0
∑
|α|=n
δn
α!
∇αgi(x)(ρ(x)ν(x))α :=
∞∑
n=0
δnGni (x) (4.5)
note that, the first three terms are given by
G0i (x) = gi(x), G
1
i (x) = ρ(x)ν(x)·∇gi(x), G2i (x) =
1
2
(ρ(x)ν(x))T∇2gi(x)(ρ(x)ν(x));
where the superscript T denotes the transpose of a vector.
In the case d = 3, we have:
gi(x˜) =
∞∑
n=0
∑
|α|=n
δn
α!
∇αgi(x)(ν(x))α :=
∞∑
n=0
δnGni (x) (4.6)
with the first three terms are given by
G0i (x) = gi(x), G
1
i (x) = ν(x) · ∇gi(x), G2i (x) =
1
2
(ν(x))T∇2gi(x)(ν(x)).
Therefore, we obtain the following integral equation to solve
(
1
2
I +KΩ +
N∑
n=1
δnKn)φδ + 0(δN+1) =
∞∑
n=0
δnGn. (4.7)
We look for the solution of (4.7) in the form of power series
φδ = φ
0 +
N∑
n=1
δnφn.
The equation (4.7) then can be solved recursively in the following way: Define
φ0 = (
1
2
I +K)−1G0 = (1
2
I +K)−1g = φ (4.8)
and for 1 ≤ n ≤ N ,
φn = (
1
2
I +K)−1
Gn + n−1∑
p=0
Kn−pφp
 . (4.9)
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We obtain the following Lemma.
Lemma 4.2. Let N ∈ N. There exists a constant C depending only on N and
Ω such that
‖φδ −
N∑
n=0
δnφn‖(C(∂Ω))d ≤ CδN+1,
where φn are defined by the recursive relation (4.9).
Now we derive the asymptotic behavior of uδ − u as δ → 0. From the
boundary integral representation of the solution in (3.2), after the change of
variable we rewrite it as follows
W iΩδ φ˜(x) =
∫
∂Ω
Dij(x, y˜)φδ,j(y)dσδ(y˜) (4.10)
where φδ := φ˜ ◦ ψδ, and {φδ,j}j=1,d are components of φδ.
Then due to the Taylor expansion of Sijk(x, y˜) with respect to y, combining
with (2.1) and (2.5), we obtain
For the case d = 2
− Sijk(x, y˜)ν˜k(y˜) = −Sijk(x, y)νk(y)
(4.11)
+
∞∑
n=1
δn
∑
m+p=n
∑
|α|=m
−(ρ(y)ν(y))α
α!
∇αySijk(x, y)νpk(y)︸ ︷︷ ︸
:=Dnij(x,y)
.
Likewise, in the case d = 3
− Sijk(x, y˜)ν˜k(y˜) = −Sijk(x, y)νk(y) +
∞∑
n=1
δn
∑
|α|=n
−(ν(y))α
α!
∇αySijk(x, y)νk(y)︸ ︷︷ ︸
:=Dnij(x,y)
.
(4.12)
Thanks to (2.2), (2.4) and (4.12), the formula (4.10) can be rewritten as
follows
W iΩδ [φ˜](x) =
∫
∂Ω
(
Dij(x, y) +
∞∑
n=1
δnDnij(x, y)
)
(4.13)
(
φj(y) +
N∑
n=1
δnφnj (y) +O(δN+1)
)(
1 +
∞∑
n=1
δnσn(y)
)
dσ(y)
=
∫
∂Ω
Dij(x, y)φj(y)dσ(y)+
N∑
n=1
δn
∑
m+k+q=n
∫
∂Ω
Dmij (x, y)φkj (y)σq(y)dσ(y)+O(δN+1).
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Note that
∫
∂ΩDij(x, y)φj(y)dσ(y) = W iΩφ(x). We then define, for n ∈ N and
for x ∈ Ω◦, the terms un = (uin)i=1,d as follows
uin(x) =
∑
m+q+k=n
∫
∂Ω
Dmij (x, y)σq(y)φkj (y)dσ(y). (4.14)
We obtain that
uδ − u =
N∑
n=1
δnun(x) +O(δN+1), x ∈ Ω◦. (4.15)
The remainder O(δN+1) depends only on N and Ω.
Let us compute the first order approximation of uδ − u explicitly. Note that
φ0 = φ where φ is defined by (4.9) and
φ1 = (
1
2
I +KΩ)−1(G1 +K1Ωφ). (4.16)
Therefore, in the two-dimensional case, u1 = (u
i
1)i=1,2 takes the form
ui1(x) =
∫
∂Ω
D1ij(x, y)φj(y)dσ(y) −
∫
∂Ω
Dij(x, y)τ(y)ρ(y)φj(y)dσ(y) (4.17)
+
∫
∂Ω
Dij(x, y)φ1j (y)dσ(y).
And in the three-dimensional case, u1 = (u
i
1)i=1,3 takes the form
ui1(x) =
∫
∂Ω
D1ij(x, y)φj(y)dσ(y) − 2
∫
∂Ω
Dij(x, y)H(x)φj(y)dσ(y) (4.18)
+
∫
∂Ω
Dij(x, y)φ1j (y)dσ(y).
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