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Abstract
This text contains an investigation into the use of time-offset fractional-N phase
locked loops (PLLs) for heterodyne frequency-modulated continuous-wave (FMCW)
synthetic aperture radar (SAR) and the impact of spurii on such a system.
Heterodyne receiver architectures avoid phenomena which limit the sensitivity
of their homodyne counterparts, and enable certain inter-antenna feed-through
suppression techniques. Despite these advantages, homodyne receivers are more
prevalent owing to advantages in size, weight and cost. Designed to address this
dilemma, the miloSAR is believed to be the only heterodyne FMCW SAR to
employ a pair of time-offset fractional-N PLLs for waveform synthesis to enable
low-cost heterodyning and simplify filter-based feed-through suppression.
This system architecture is revealed to be susceptible to swept-offset spurii
termed spur chirps which hinder the sensor’s performance. While integer boundary
spurs and phase detector harmonics infamously plague fractional-N PLLs, their
resultant spur-chirps have not seen analysis in the context of FMCW SAR.
Simulations and measurements reveal that these spurii significantly degrade
SAR image quality in terms of peak sidelobe ratio, structural similarity index mea-
sure and root mean square error. To combat this, several suppression techniques
were assessed, namely: time domain zeroing, PLL loop bandwidth reduction, and
a novel method termed range-Doppler spur masking.
A subset of these suppression techniques were applied to measured SAR data
sets, including car-borne data measured in Iowa, USA and airborne data captured
in Oudtshoorn, South Africa. These results show that the impact of spur chirps
can be effectively quelled, meaning that time-offset fractional-N PLLs offer an
attractive, low-cost approach to the implementation of heterodyne FMCW SAR.
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Short-range remote sensing is required in numerous commercial and research appli-
cations, such as autonomous vehicle localisation, bulk-solids level measurement and
low-altitude imaging. Radars are regularly employed for these applications, owing
to their measurement of target range and radial velocity in all weather conditions,
day or night. Unlike their pulsed counterparts, Frequency-Modulated Continuous-
Wave (FMCW) radars are particularly well-suited for short-range sensing, since
they do not suffer from a blind range and operate with low peak power levels.
Furthermore, FMCW radars support high-resolution measurements, by combining
digital processing and analogue dechirp [1].
Analogue dechirp (or deramp) is a down-conversion procedure in which Re-
ceive (RX) echoes are mixed with a reference Dechirp (DX) signal, and the product
is filtered to extract a beat frequency. In a typical homodyne FMCW radar, as
illustrated in Figure 1.1, the DX waveform is simply a coupled portion of the
Transmit (TX) waveform. Analogue dechirp thus requires continuous operation,
i.e. the radar is required to TX and RX simultaneously.
Continuous operation gives rise to a direct coupling signal known as feed-
through, whose magnitude is typically much larger than that of any target echo.
As a result, the radar’s receiver gain is limited by feed-through, such that signal
distortion and component damage are avoided. This is a necessary precaution,
but leads to a reduction in the radar’s effective dynamic range and sensitivity.



















Figure 1.1: Block diagram of a generic homodyne FMCW radar. The path of the
feed-through signal has been indicated between the TX and RX antennas.
Feed-through suppression techniques such as analogue range gating [1–3] and
adaptive leakage cancellation [4–6] require that the radar employ a heterodyne re-
ceiver architecture. In addition to enabling these techniques, heterodyne receivers
can avoid the infamous sensitivity-limiting phenomena that plague homodyne re-
ceivers [7, 8]. Despite these advantages, the homodyne receiver architecture re-
mains ubiquitous in the field of FMCW, owing to comparative cost, size and weight
advantages.
Tchekashkin [9] addressed this dilemma through the development of an uncon-
ventional heterodyne FMCW radar. His system used a pair of fractional-N Phase-
Locked Loops (PLLs), such that the TX and DX waveforms could be synthesised
individually. As such, a relative time and/or frequency offset could be introduced
between the otherwise equivalent TX and DX waveforms to shift the beat spectrum
to an adjustable Intermediate Frequency (IF). Fractional-N PLLs are inexpensive,
and enable FMCW waveform synthesis directly at Radio Frequency (RF). They
therefore eliminate the hardware required for mixer-based up-conversion, which
leads to further reductions in system cost, size and weight. The developed het-
erodyne FMCW radar is therefore an attractive alternative to more conventional
systems.
The author inherited Tchekashkin’s system in 2016. At that time, the sys-
tem operated non-coherently, featured a single polarisation and was limited to
measurement lengths of under 8.59 s. Despite the system’s intended application
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of low-cost imaging for small drones, it was clearly incapable of Synthetic Aper-
ture Radar (SAR) operation at that stage. As such, the system required a partial
redesign, characterisation and calibration before its implementation as a SAR.
In the course of system characterisation, it became clear that the radar’s sen-
sitivity was significantly limited by the infamous spurious output products that are
generated by fractional-N PLLs. To the best of the author’s knowledge, the impact
of these spurs on heterodyne FMCW SAR imagery had not been addressed in the
literature. As such, the viability of time-offset fractional-N PLLs for heterodyne
FMCW SAR was not a certainty, giving rise to the project hypothesis.
1.1 Hypothesis
Time-offset fractional-N PLLs offer a low-cost approach for the implementation of
heterodyne FMCW SAR.
1.2 Research Questions
The following research questions extend from the hypothesis and were posed to
guide the research process.
1. Why use a pair of fractional-N PLLs to implement a heterodyne FMCW
SAR?
2. Can such a radar operate coherently without a reference channel?
3. Do the notorious spurious signals generated by fractional-N PLLs affect the
images produced by this SAR?
4. If these spurious signals do present a problem, how can they be suppressed
effectively?
1.3 Statement of Originality




1. Implementation of the only fully-polarimetric heterodyne FMCW SAR to
employ a pair of time-offset fractional-N PLLs.
2. Identification, simulation and measurement of the spur chirps which affect
this system.
3. Presentation of guidelines for the avoidance of spur chirps.
4. Identification of existing, transferable techniques for the suppression of spur
chirps.
5. Demonstration of spur chirp suppression through PLL loop bandwidth re-
duction.
6. Presentation of Range-Doppler Spur Masking (RDSM): a novel spur chirp
suppression technique.
7. A comparison between time-domain zeroing, loop bandwidth reduction and
RDSM for the suppression of spur chirps, using simulated and measured SAR
data.
1.4 Chapter Summary
The main findings of each chapter are discussed briefly in this section.
Chapter 2
This chapter presents a review of literature deemed pertinent to this thesis. First,
the classic challenges of FMCW radar are presented, namely feed-through and fre-
quency sweep linearity. Prevalent feed-through suppression techniques are briefly
discussed, with focus on analogue range gating. Methods of FMCW waveform syn-
thesis are then explored where Direct Digital Synthesis (DDS) and fractional-N
PLL based synthesisers are identified as linear solutions.
Next, FMCW receiver architectures are reviewed. Phenomena which limit
the sensitivity of the homodyne receiver (Direct Current (DC)-offset, Local Os-
cillator (LO) self-mixing, flicker noise, etc.) are noted. Case studies of systems
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Figure 1.2: Time-offset heterodyne architecture developed by Kim et al. [11] A
phase controller is used to advance the TX PLL with respect to the LO.
with heterodyne receivers, which can avoid the aforementioned phenomena, are
categorised into three classes: Amplitude Modulation (AM), offset up-conversion,
and time offset. Here, a gap in the literature is revealed: there exists no FMCW
SAR which employs a pair of time-offset fractional-N PLLs for heterodyning.
The most similar work to the identified gap is likely the SlimSAR [10], which
employs a pair of time-offset DDSs. The SlimSAR’s IF is, however, mainly deter-
mined by a difference in the up-conversion factor applied to the output of each
DDS, and is only adjusted using the time-offset between DDSs. In contrast, a gap
exists for a system which only utilises the time-offset between PLLs to set the IF.
Kim et al. [11] developed a similar system: a heterodyne FMCW radar which
employs time-offset fractional-N PLLs. Intended for wall-penetration applications,
they use a phase controller to advance the TX waveform in time with respect to
the DX, as illustrated in Figure 1.2. This serves to decrease the IF and increase
the degree of clutter attenuation afforded by a low-order High-Pass Filter (HPF).
Alternatively, in the identified gap each PLL could be programmed with a unique
set of waveform parameters to introduce a relative time offset. Furthermore, the
IF would be increased, rather than decreased, such that targets of interest pass
through a range-gate based on a Band-Pass Filter (BPF).
Finally, a review of the spurious signals produced by fractional-N PLLs is
presented. It is found that the impact of Integer Boundary Spur (IBS) and Phase
5
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Figure 1.3: Block diagram of the miloSAR [12]. Fully polarimetric operation is
enabled by the single-pole double-throw RF switch in the TX chain, in combination
with the two RX channels.
Detector Harmonic (PDH) on the performance of heterodyne FMCW SAR has
not been reported on, exposing a secondary gap to be addressed in this thesis.
Chapter 3
This chapter presents an overview of the miloSAR. The purpose of this overview is
to provide the reader with a firm background on the system’s functionality, upon
which later chapters will build. Specifically, the overview provides context for the
problem of spur chirps ; an integral aspect of this thesis. For reference, a high-level
block diagram of the developed system is provided in Figure. 1.3.
First, the STEMlab’s pivotal role in the miloSAR is explored. The gate-
ware developed specifically for its Field-Programmable Gate Array (FPGA) is
assessed, namely a Digital Down-Converter/Conversion (DDC), profile integrator
and Timing Control Unit (TCU). The radar’s master clock source (generated by
the STEMlab) is shown to contain spurs that propagate into in the synthesised TX
and DX waveforms, and the resultant beat spectrum. These spurs are, however,
eliminated through coherent integration.
Next, the radar’s fractional-N PLL based waveform synthesisers are explored.
PLL loop bandwidth is shown to be a critical design parameter, since it affects
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the linearity of the frequency sweep, the efficacy of analogue range gating, and the
suppression of low-offset noise and spurs. The ability to adjust loop bandwidth
using the Charge Pump Gain (CPG) is demonstrated. IBS and PDH are shown to
be examples of spurious signals whose carrier offset varies during the generation
of a frequency sweep.
Time- and frequency-offset approaches to heterodyning are compared. The
time-offset approach is shown to eliminate the need for a reference channel, and
is thus preferred over the frequency-offset approach. This is the initial step in
addressing the second research question.
The results of a series of lab-based characterisation tests are presented. Noise
generated by the receiver’s cascaded Digitally-Controlled Variable Gain Ampli-
fiers (DVGAs) set the system’s noise floor to −118.5 dBm/Hz. Leakage within
the system leads to zero-range interferers at a level of −67.8 dBm, and Analogue-
to-Digital Converter (ADC) channel cross-talk is measured to be 57.7 dB. The
system’s ability to accurately measure signal power, and precisely measure target
magnitude and phase are demonstrated. The most important result of the char-
acterisation tests is that coherent integration reveals spurious, coherent content
in the sidebands of the radar’s target response. This spurious content produces
ripples throughout each range profile and significantly reduces the Spurious-Free
Dynamic Range (SFDR).
Finally, the system’s ability to produce polarimetric SAR images is illustrated
through the results of a car-borne measurement campaign. Using a combination
of reflectors, the radar’s ability to accurately locate and distinguish between even-
and odd-bounce targets is demonstrated. However, since the aforementioned ripple
interference becomes apparent through coherent integration, SAR image quality is
significantly deteriorated.
Chapter 4
This chapter presents a combination of theory, simulations and measurements to
explain the origin and assess the impact of spur chirps in fractional-N PLL based
FMCW SAR.




























Figure 1.4: Identification of spur chirps in a spectogram of a measured beat signal.
The time axis ticks have been selected to match the interference intersection points.
time point in the FMCW waveform cycle. At this point in time, the frequency
offset of several IBS and PDH in the TX and DX spectra is accurately predicted
and measured. Following dechirp, these spurs are shown to appear at the same
offset in the beat spectrum. Since the offset of these spurs is a function of the PLL
fractional numerator, which is swept through fast-time, it is the IBS and PDH
that give rise to spur chirps in the beat signal.
The nature of spur chirps in the beat signal is then assessed through simulation
and measurement of the IF spectrogram. The precise location of spur chirps in this
spectrogram is demonstrated to be predictable, since their time-offset, duration,
sweep-rate and bandwidth can be calculated. One such spectrogram is illustrated
in Figure 1.4.
Next, the Fourier transform used for FMCW range compression is shown to
transform the beat signal spur chirps into Fresnel ripples in the range domain.
Simulations and measurements agree that these ripples oscillate throughout the
compressed range profile with a period of δfVCO. These Fresnel ripples are the
source of interference that is observed in the SAR imagery of the preceding chapter.
The manifestation of spur chirps in the Range-Doppler Map (RDM) is then
investigated by reassessing the single point in fast-time. The aliased Doppler
frequency of several IBS is predicted and measured in an averaged RDM, where
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the spurs are distributed throughout the map. In the case of a full FMCW up-
ramp, spur chirps are shown to appear at deterministic Doppler frequencies as
Fresnel ripples throughout range.
Finally, quantitative assessment of the impact of spur chirps on SAR imagery
is carried out through simulation. Two SAR images are formed of a single point tar-
get under different conditions: the case where spur chirps are absent versus present.
All performance metrics agree that the spur chirps cause significant degradation
to image quality, hindering the ability to distinguish targets from interference.
Chapter 5
In this chapter, several approaches for avoiding and mitigating the impact of spur
chirp interference are presented and applied to simulated and measured SAR data
sets for comparison.
Guidelines for the complete avoidance of spur chirps are put forward, including
constraints on RF bandwidth, elimination of Voltage-Controlled Oscillator (VCO)
dividers, and the use of a variable PLL reference frequency. Next, a set of suppres-
sion techniques, originally intended to combat automotive mutual interference, are
identified as transferable to the problem of spur chirps. Of these techniques, time
domain zeroing is selected for implementation as a baseline for comparison with
alternatives.
Reduction of PLL loop bandwidth through adjustment of the CPG is then
explored as a technique to address modulated spurs. While effective and simple to
implement, this technique has the disadvantage of increasing PLL settling time and
lowering the corner frequency of the VCO noise transfer function. Furthermore,
it is ineffective for in the near range which corresponds to the PLL loop filter
bandwidth.
A novel technique, developed specifically to combat spur chirp interference, is
then put forward. Termed RDSM, this technique is computationally inexpensive
and takes advantage of the sparsity of spur chirp interference in the range-Doppler
domain, where it is filtered at high resolution. This technique has a number of


























Figure 1.5: SAR image produced using RDSM.
The efficacy of zeroing, loop bandwidth reduction and RDSM are then as-
sessed using simulated SAR data. Despite the resource-limited extent of slow-time,
RDSM is found to outperform the other techniques in terms of Root Mean Square
Error (RMSE), Structural Similarity Index Measure (SSIM) and Peak Sidelobe
Ratio (PSLR) in the azimuth and range domains.
Finally, these techniques are applied to measured SAR data sets, where the
results of the simulation are echoed. Figure 1.5 presents an example SAR image
produced after the application of RDSM. All three techniques could not, however,
be applied to the same measured data set since no campaign to date has consisted
of a repeat-pass measurement with variable loop bandwidth. Despite this, the
RDSM is demonstrated to outperform the alternatives.
Chapter 6
The thesis is concluded in the final chapter with a summary of answers to the
posed research questions, along with recommendations for how these findings may
be extended into future research.
The hypothesis is found to be true, as time-offset fractional-N PLLs do offer
a low-cost approach for the implementation of heterodyne FMCW SAR. However,
additional steps are required to deal with the spur chirps that affect the perfor-
mance of such a system. It is hoped that this work may aid in promoting the use
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of fractional-N PLLs for low-cost heterodyne FMCW radar.
Future work may include the implementation of alternative spur suppression
techniques, such as the sparse representation techniques used to mitigate mutual
interference. Furthermore, the implementation of a variable PLL reference fre-




2.1 Classic Challenges of FMCW Radar
Feed-through and frequency sweep linearity are appreciated as the classic chal-
lenges in FMCW radar design [13,14].
2.1.1 Feed-Through
Feed-through is a component of the TX signal which unintentionally couples di-
rectly into the RX antenna owing to inadequate inter-antenna isolation, as illus-
trated in Figure 1.1. The negligible propagation path between antennas results
in a received signal power which may be orders of magnitude larger than that as-
sociated with any target. As a result, feed-through occupies a significant portion
of the receiver’s dynamic range and limits the receiver’s maximum gain, reducing
the radar’s sensitivity. Of further concern, the feed-through signal’s large relative
magnitude means that its associated phase noise skirt may exceed the receiver’s
noise floor and mask signals of interest [15].
Terminology surrounding this phenomenon lacks strict definition. Some of the
alternative terms used to describe it include bleed-through, spillover, leakage and
cross-talk. In this thesis, the term feed-through has been adopted to differentiate
it from alternative leakage signals, such as those due to substrate coupling.
The myriad of techniques developed to address the problem of feed-through
can be divided in to two distinct categories: preventative and curative. The former
12
2.1. CLASSIC CHALLENGES OF FMCW RADAR
aims to prevent the TX signal from entering the receiver at all, typically through
physical means, while the latter attempts to mitigate the severity of the feed-
through once it is present in the system. A selection of these techniques are now
briefly discussed.
Notched Radiation Pattern
Preventative methods mainly focus on the improvement of inter-antenna isolation.
For example, Guo et al. [16] demonstrated that TX and RX antenna radiation
patterns can be designed to contain a notch in the direction of their counterpart,
for use in FMCW SARs.
Antenna Blade
Systems such as the 5N62 square pair FMCW radar make use of a blade (or knife)
between the TX and RX antennas to increase isolation. In this exceptional case,
the blade enables Continuous-Wave (CW) operation at 100 kW, which results in
an operational range exceeding 250 km [17].
FMICW
Frequency-Modulated Interrupted Continuous-Wave (FMICW) radars switch be-
tween actively transmitting and receiving throughout each frequency sweep, ac-
cording to an interrupt sequence [18]. This is equivalent to modulating the TX
and RX waveforms with anti-phase, syntonised1 square waves. The drawback of
this technique is the induction of spectral replicas at the switching frequency, with
sinc magnitude weighting [19]. Both deterministic and random interrupt sequences
have been explored to address this [20]. While no longer operating truly continu-
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Power Cancellation
Alternatively, Leakage Power Cancellation (LPC) and Reflected Power Cancella-
tion (RPC) are curative techniques which eliminate feed-through, antenna reflec-
tions and internal leakage through the introduction of an anti-phase cancellation
signal. A TX-to-RX isolation of 40.5 dB was achieved by Kim et al. [22], using
a balanced front-end which comprised only passive components. Venkatamuni
et al. [23] implemented a digital LPC scheme and reported 25 dB of suppression
over 20 MHz of RF bandwidth. Lin et al. [5] also developed a digital LPC imple-
mentation which achieved 30 dB of feed-through suppression over 1.7 GHz of RF
bandwidth.
Analogue Range Gate
Finally, analogue range gating (or Sensitivity Frequency Control (SFC)) is a tech-
nique equivalent to Sensitivity Time Control (STC) for pulsed radars. As sug-
gested by its name, an analogue filter is employed to pass only beat frequencies
that correspond to a particular range swath [1]. Stringham et al. [3] note, how-
ever, that the use of high-Q analogue filters near DC results in distortion of the
beat spectrum. As such, this technique is reserved for implementation in hetero-
dyne systems, where filtering can take place at an IF. This technique is partic-
ularly attractive owing to its comparative simplicity. However, contrary to the
aforementioned power cancellation techniques, analogue range gating is unable to
combat the phase noise associated with the feed-through signal, since it falls in
the frequency band of the video signal [5]. In light of this, alternative methods
of addressing the phase noise must be employed in conjunction with range gating.
The simplest example of which is coherent integration over a large number of range
profiles [13].
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2.1.2 Frequency Sweep Linearity
Successful FMCW range processing is critically dependent on the linearity of the





where σf is the RMSE of the true ramp frequency compared to an ideal ramp, k
is a scaling factor used to account for portions of the bandwidth which are not
processed, and ∆F is the RF sweep bandwidth [25].
Non-linearities in the FMCW waveform may degrade range resolution [26],
generate spurs in the beat spectrum [27], and decrease SAR image contrast [28].
A brief overview of the three most prevalent FMCW waveform generation methods
is now provided.
Open-Loop VCO
The simplest method to generate an FMCW waveform is to drive an RF VCO with
a tuning waveform produced by a Digital-to-Analogue Converter (DAC). However,
this approach is particularly susceptible to non-linearities in the DAC tuning wave-
form and/or the VCO frequency response. While numerous hardware [29,30] and
software [31] based techniques have been developed to compensate for the non-
linear effects, those techniques typically have the burden of requiring a reference
channel or a calibration procedure. As such, open-loop VCO based waveform gen-
eration is now largely reserved for low-cost applications where the disadvantages
of the non-linearities can be overlooked.
DDS
Alternatively, DDSs may be used to generate high-accuracy, linear chirp wave-
forms, owing to their accurate and precise control over frequency and phase. Pro-
vided that care is taken in managing dispersion through filters, DDSs provide nom-
inally perfect linearity [32]. These devices are fully-integrated and low-cost, but
require RF up-conversion and a stable, high-frequency reference oscillator. These




Finally, fractional-N PLLs offer an attractive compromise. These devices are in-
expensive owing to full integration, and are capable of generating FMCW wave-
forms directly at RF. The typical costs associated with up-conversion are therefore
avoided, and the complexity of the RF sub-system is reduced. Unlike DDSs, the
synthesisable RF bandwidth of a fractional-N PLL is not constrained by the ref-
erence oscillator frequency, which carries further cost benefits.
Frequency sweep non-linearities due to PLL undershoot and overshoot at the
boundaries between ramp segments can be mitigated with the introduction of
short ramp segments of constant frequency [34], or entirely removed through time-
gating [27]. As will be explained in Section 3.3.1, the loop bandwidth of the PLL
must fall between specific limits to ensure a linear transition between the frequency
steps that make up the sweep. When these issues are addressed, fractional-N PLLs
have been demonstrated to achieve linearity values of L = 0.01 % in a 60 GHz
FMCW radar with 7 GHz of bandwidth [25].
The aforementioned advantages provide a compelling case for the use of fractional-
N PLLs in FMCW SAR, partially addressing the first research question. To fully




Traditionally, FMCW radars are implemented with a homodyne receiver architec-
ture. The ubiquity of the homodyne receiver architecture has in fact led certain
authors to fail to acknowledge alternative architectures [35]. Also known as direct-
conversion or zero-IF, homodyne receivers translate desired spectral content at
RF, directly to baseband. Within an FMCW radar, this is achieved by driving the
dechirp mixer’s LO port with a coupled portion of the TX waveform, as depicted in
Figure 1.1. The simplicity of this architecture enables lightweight, low-cost, and




These advantageous characteristics, however, come coupled with a number
of infamous challenges. Razavi’s classic paper on direct-conversion receivers ad-
dresses DC offset, LO self-mixing, In-Phase/Quadrature (I/Q) mismatch, even-
order distortion and flicker noise [7], phenomena which are well-known to limit the
sensitivity of the homodyne FMCW radar [31,36]. Furthermore, Mayer et al. [37]
have assessed the impact of non-linearities in the homodyne receiver, illustrating
how unintentional receiver saturation produces harmonics and inter-modulation
products which contaminate the beat spectrum and produce false targets.
2.2.2 Heterodyne
Heterodyne receiver architectures introduce a fixed frequency offset between the
RX and DX signals, which serves to shift the beat spectrum away from baseband to
an IF. This frequency offset negates the problems of DC offset and LO self-mixing.
The aforementioned issues of flicker noise and I/Q mismatch are also avoided if
DDC is employed [8]. Furthermore, the constraints on high-Q filters are relaxed
at an IF, which supports the implementation of an analogue range gate.
Relevant case studies of heterodyne FMCW radars are now presented, having
been categorised into three classes: AM, offset up-conversion and time offset. This
section ends with a tabulated summary of the findings.
Amplitude Modulation
Double-Sideband (DSB) and Single-Sideband (SSB) Suppressed-Carrier (SC) AM
have been widely employed to apply a frequency offset to one of the TX, DX or
RX waveforms [38]. The following case studies all employ some form of AM, and
are organised chronologically according to the signal being modulated.
First, systems which modulate the RX signal are addressed. Saito et al. [39]
developed a system that employs a High-Electron-Mobility Transistor (HEMT)
switch to DSB-SC modulate the RX waveform with a square wave. They report
a 20 dB Signal-to-Noise Ratio (SNR) improvement over a comparable homodyne
system, which is attributed to the avoidance of Frequency Modulation (FM)-AM
conversion noise present at baseband. Their system architecture is presented in
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Figure 2.1: Block diagram of the HEMT switch based RX chopper architecture
developed by Saito et al. [39]
Figure 2.1. Feger et al. [40] note that this approach lends itself towards synchro-
nisation with the ADC, serving to avoid the introduction of uncorrelated noise
components.
Boukari et al. [8] built on the efforts of Saito et al., but used an analogue SSB
mixer to introduce a fixed frequency offset between the RX and TX signals. The
absence of a redundant sideband leads to a reduction in system cost, since certain
filtering requirements are eliminated. The system’s bandwidth is, however, limited
by the bandwidth of the hybrid coupler within the SSB mixer. Simulation results
reveal that their heterodyne implementation offers improved ranging accuracy over
a comparable homodyne configuration.
Only one example of an FMCW radar which modulates the DX signal could be
found in the literature. Stringham et al. [3] implement what they term an offset IF
homodyne receiver by frequency shifting the DX waveform used for dechirp. The
brute-force, filtering method of SSB modulation is employed through analogue
mixing and filtering. A block diagram of the system is presented in Figure 2.2.
Finally, systems which modulate the TX signal are explored. Charvat’s sem-
inal book [1] describes a heterodyne system intended for demonstrating the ap-
plicability of an analogue range gate. DSB-SC modulation of the transmit signal
necessitates an analogue filter, which serves the dual purpose of a range gate and
suppressing unwanted mixing products. The use of an open-loop VCO for wave-
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Figure 2.2: Block diagram of the offset IF homodyne receiver design developed by
Stringham et al. [3], which employs DX waveform modulation.
form generation is a cause for concern, as a notorious source of non-linearity in
the FMCW waveform. The beat spectrum is down-converted from IF using ana-
logue mixers prior to digitisation, missing an opportunity to avoid flicker noise.
Figure 2.3 presents a block diagram of the system architecture.
While also applying DSB-SC modulation to the TX waveform, Anghel et
al. [31] extended Charvat’s design in two respects. Firstly, a digital non-linearity
correction algorithm, based on the reference response from a delay line, was shown
to dramatically improve ranging performance. Secondly, down-conversion was per-
formed digitally after filtering. This approach required a secondary ADC channel,
however, such that the non-coherent IF frequency could be sampled.
Alternatively, Feger et al. [38] used an I/Q modulator in the radar’s TX path
to implement an SSB mixer. This way, the TX signal can be shifted to realise a
frequency offset with respect to the RX, without superfluous sidebands. The IF is
therefore digitally adjustable and synchronous with the ADC. This approach avoids
the additional phase noise introduced in multiple VCO based implementations.
Figure 2.4 illustrates the developed transceiver.
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Figure 2.3: Block diagram of Charvat’s [1] FMCW radar architecture, which ap-
plies DSB-SC AM to the TX waveform and features an analogue range gate.
Figure 2.4: Block diagram of the heterodyne transceiver developed by Feger et




Contrary to the AM techniques explored before, offset up-conversion is based on
the use of frequency multipliers and PLLs to up-convert TX and DX signals by
differing factors to achieve a frequency offset. The case studies that follow are
presented in chronological order.
The SlimSAR, designed by Zaugg et al. [10, 41–43], is novel in its utilisation
of a pair of DDSs for waveform synthesis. In what they term a delayed mix-down
chirp, the otherwise identical waveforms generated by the DDSs are offset in time.
The system’s IF is coarsely set by a difference in the up-conversion factor applied
to each DDS’s output and then fine-tuned thorough digital adjustment of the time
offset. Digital control over the IF enables a reduction in wasted bandwidth in
their high chirp rate, SAR application. This way, the radar’s detection range is
extended.
Feger et al. [44] developed a heterodyne FMCW radar based on two frequency-
offset PLLs for up-conversion. Rather than using high divider values, mixers are
used for down-conversion within the PLL feedback paths to avoid deterioration of
phase noise performance. The same radar is capable of simultaneous homodyne
and heterodyne operation, and includes a reference channel used to compensate for
temperature variations which influence the reference frequency. They demonstrate
that the TX and DX waveforms generated by independent VCOs are partially
correlated, but subtraction of the reference channel serves to eliminate residual
uncorrelated phase noise. In their approach, the value of the IF is limited to
integer multiples of the reference frequency.
Dao et al. [45] produced a heterodyne radar which uses a single DDS and
two separate up-conversion chains to introduce a frequency offset between the TX
and DX signals. A reference channel is employed for demodulation, and is demon-
strated to significantly reduce phase noise associated with uncorrelated VCOs. I/Q
sampling is performed at baseband after analogue demodulation, which introduces
the problems of I/Q mismatch and flicker noise. A block diagram of the system is
presented in Figure 2.5.
More recently, Suh et al. [46] developed a Ku-band radar with two IF stages.
The system makes use of three PLLs, three mixing stages and several frequency
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Figure 2.5: Block diagram of the offset up-conversion heterodyne architecture
developed by Dao et al. [45] The TX and DX waveforms are mixed in a reference
channel, which is used for I/Q demodulation.
dividers and multipliers, which results in a relatively complex system architecture.
The implication of uncorrelated VCO phase noise is not addressed by the authors,
but may not present a significant problem owing to the 10 m displacement between
the TX and RX antennas using 75 Ω coaxial cables.
Time Offset
The introduction of a time offset between the DX and RX signals maps to a
proportional deviation in beat frequency. This fundamental property of FMCW
radars is manipulated in the following case studies to adjust the IF of the beat
spectrum. The case studies have been categorised according to which signal is
delayed.
Delaying the DX with respect to the TX signal serves to reduce the dechirped
beat frequency. Hamran et al. [19] describe an FMICW SAR. The inherent dis-
placement between the radar platform and first target in SAR, means that the
peak of the sinc weighting function is shifted to an appreciable IF. To recover
the specific replica within the sinc’s mainlobe, they employ an analogue delay line
matched to the propagation time of the ground return. This way, receiver band-
width requirements are reduced and the magnitude of the beat spectrum is not
suppressed.
In a wall-penetrating application, Kim et al. [47] describe and simulate how
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Figure 2.6: Time-offset heterodyne architecture developed by Kim et al. [11] A
phase controller is used to advance the TX PLL with respect to the DX.
the order of a HPF, used for analogue range gating, can be reduced by lowering
the beat frequency associated with short-range clutter. In later developments Kim
et al. [11] demonstrate the technique using a pair of time-offset PLLs. Seen in
Figure 2.6, their implementation requires a phase controller to advance the TX
PLL’s reference signal by a half-period for each time step.
Only one instance of an FMCW radar which delays its TX waveform with
respect to the DX was found in the literature: a wide-range altimeter system
developed by Choi et al. [48, 49]. As seen in Figure 2.7, this system employs an
optical delay line module which converts electrical signals to optical and vice versa.
This provides a fixed time offset which serves to increase the IF frequency, such
that a BPF can be used to suppress feed-through. The system’s chirp rate is
varied as a function of altitude. At lower altitudes, the chirp rate is increased and
suppression is improved at the cost of reduced range (which is irrelevant in this
application). While at higher altitudes the chirp rate can be reduced to increase
detection range, while maintaining an acceptable level of suppression owing to the
greater displacement between ground and radar.
A gap in the literature therefore exists for the implementation of a hetero-
dyne FMCW SAR that relies solely on a variable time delay of its TX waveform
with respect to its DX. If implemented using fractional-N PLLs, the resultant sys-
tem would be comparatively cheaper and simpler than the SlimSAR, while still
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Figure 2.7: Block diagram of the time-offset heterodyne architecture developed by
Choi et al. [49] An optical delay module is used to delay the TX waveform with
respect to the DX.
enabling bandwidth recovery at variable altitudes. Furthermore, such a system
would eliminate the need for a phase controller as used by Kim et al. This serves
to address the first research question.
Summary
Table 2.1 presents a convenient summary of the heterodyne receiver implementa-
tions which were reviewed in the preceding sections.
The table reveals that the number of systems that utilise DDS for waveform
synthesis dwarf those that use fractional-N PLLs. Furthermore, a move away from
open-loop VCOs, and towards DDSs is suggested by the publications. Likewise, a
shift away from AM based heterodyne architectures can be observed.
2.3 Fractional-N PLL Spurs
Fractional-N PLLs are notorious for producing undesirable spurious products in
their output [50]. As such, the literature contains several works analysing the
source of these spurs and presents techniques to suppress them [50–58]. However,
these works largely target clock generation applications for communications sys-
tems, where synthesis of specific, individual tones is desired. The impact of these
24















































































































































































































































































































































































































































































































































































2.3. FRACTIONAL-N PLL SPURS
spurs on heterodyne FMCW SAR performance, where a swept frequency waveform
is required, has not received adequate analysis in the literature.
In the context of FMCW radar, spurs which manifest within the RF sweep
bandwidth are of particular concern. Moreover, the subset of those spurs whose
frequency offset is a function of the carrier frequency, present a unique challenge
to FMCW radars. To the best of the author’s knowledge this unique challenge
has not been addressed in the literature. An overview of the spurs associated with
fractional-N PLLs is now presented.
2.3.1 Fractional Spurs
Primary fractional spurs appear at an offset equal to the PLL channel spac-
ing, fchannel = fPD/Fd, while sub-fractional spurs occur at fractions thereof, i.e.
fchannel/h where h ∈ {2, 3, ...}. Here, fPD is the PLL phase detector frequency
and Fd is the fractional denominator. These spurs are the result of periodicity in
the feedback modulation sequence, which can be addressed through randomisa-
tion through dithering and/or use of large equivalent fractions [59]. To this end,
many commercially-available fractional-N PLLs enforce their maximum fractional
denominator value when frequency sweeping functionality is requested, thus max-
imising the equivalent fraction. These techniques effectively spread the primary
fractional and sub-fractional spur power into noise.
In a recent publication, Grimaldi et al. [60] analysed the impact of fractional
spurs on the performance of FMCW radar systems. They state that the impact
of spurs in the PLL output spectrum of FMCW radars had not previously been
addressed in the literature. Their results show that under certain conditions,
fractional spurs can increase the noise floor of the range profile. The authors also
assessed the impact of spurs that originate from signal coupling to the PLL output
buffer and oscillator. These additional spurs were found to generate ghost targets
and raise the noise floor.
Wu et al. [61] developed a fractional-N All-Digital Phase-Locked Loop (AD-
PLL) for FMCW radar applications with fractional spur levels below −62 dBc.
They state that because their in-band fractional spurs are masked by phase noise,
are attenuated at offsets exceeding the PLL loop bandwidth, and only appear at
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any particular frequency for a short time (several reference frequency cycles), they
do not pose a problem. Even with their significantly higher fractional spur levels
of −40 dBc, Lee et al. [62] concur with Wu et al., stating that fractional spurs have
little influence on radar performance since they change continuously.
2.3.2 Integer Boundary Spurs
IBS are modulated spurs2 which appear at an offset (fIBS) equal to the instanta-
neous difference between the VCO frequency (fVCO) and nearest integer multiple













where n is a natural number, Fn is the fractional numerator and NINT rounds to
the nearest integer value [51].
Owing to substrate coupling [53], both fVCO and fPD are simultaneously
present at the non-linear phase detector [50], as illustrated in Figure 2.8. Here,
these non-harmonically related signals mix and alias to produce IBS [51]. IBS are
attenuated outside the PLL loop bandwidth, and are therefore of most concern
near integer multiples of fPD. If the RF sweep bandwidth is larger than fPD, IBS
will transition in and out of the PLL loop filter on multiple occasions during each
sweep. To the best of the author’s knowledge, the effect of IBS on heterodyne
FMCW SAR has not been analysed in the literature.
Note that several names have been given to these spurs in the literature,
including substrate spurs and intermodulation spurs. In this thesis, these spurs
are termed IBS.
2Spurs that modulate the PLL VCO or output buffer and occur in pairs, at equal amplitude
and offset from the carrier.
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Figure 2.8: Block diagram of a generic fractional-N PLL [12], where fractional
mechanisms have been neglected.
2.3.3 Phase Detector Harmonics
Typically the result of charge-pump noise leaking onto the ground plane through
a supply pin [59], PDH are direct spurs3 which manifest at frequencies of
fPDH = hfPD, h = 2, 3, ...,m. (2.3)
As such, they appear at fixed frequencies in a frequency-time spectrogram. If
the RF sweep bandwidth of an FMCW radar is larger than the phase detector
frequency (usually the case), several PDHs may appear within the the radar’s
bandwidth.
The offset of PDH from the sweeping carrier frequency is not constant. The
impact of this will be analysed later in this thesis. To the best of the author’s
knowledge, their exists no prior work analysing the impact of PDH on FMCW
SAR performance.
2.3.4 Sweep Non-Linearity Induced Spurs
Piper [26] simulated the effect of sinusoidal non-linearities in the frequency sweep of
a homodyne FMCW radar. His simulations showed that in addition to degradation
3Direct spurs appear in PLL output without modulating the VCO or output buffer.
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of range resolution, spurious signals may be produced.
Higuchi et al. [63] addressed spurs which are generated as a result of the
uniform step size in the staircase-like frequency control word function which is
used for producing FMCW waveforms. This is similar to the non-linearity prob-
lem described by Piper. They note that the typical loop bandwidth optimisation
approach to improve linearity [25] is not appropriate when both slow and fast
modulation is required. Instead, they reduce periodicity of the frequency control
word function and measure a 13.6 dB reduction in the spur’s power level. It is
noted that their technique severely disturbs the radar’s noise floor flatness and
was only tested within a homodyne configuration. A suggested alternative ap-
proach may be to adjust the loop bandwidth dynamically using the CPG, such
that loop bandwidth could be optimised for both fast and slow modulations.
Weyer et al. [27] also tackle the problem of spurs generated as a result of
frequency sweep non-linearities. Unlike Higuchi et al., however, they rely on loop
bandwidth optimisation to eliminate these spurs. They report an impressive SFDR
of approximately 95 dB, demonstrating that these spurs need not hinder the radar’s
performance.
2.4 Conclusions
A review of the literature surrounding heterodyne FMCW radar has been pre-
sented, intended to provide the reader with a foundation of knowledge upon which
subsequent chapters will build.
Analysis of the classic challenges for FMCW radar revealed that feed-through
(and its associated phase noise) severely limit the sensitivity of these sensors.
Analogue range gating was found to offer the simplest method of feed-through
suppression for heterodyne systems, but required a supplementary method of phase
noise suppression. One such method was identified as coherent integration. Since
SAR inherently performs a large degree of coherent integration during azimuth
compression, analogue range gating is a viable option for SAR applications.
Both DDSs and fractional-N PLLs were identified as linear waveform synthe-
sisers for FMCW radar. However, a review of heterodyne receiver architectures
revealed a large disparity in the implementation rate of these devices, with far
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more radars opting to use DDS. This is interesting, as the low cost associated with
fractional-N PLLs make them a particularly attractive option. A gap in the lit-
erature was identified for the implementation of a heterodyne FMCW SAR based
on time-offset fractional-N PLLs.
The low implementation rate of fractional-N PLLs for FMCW radar is likely
owed to the undesirable spurs produced by these devices. Specifically, it was found
that the effects of PDH and IBS on FMCW SAR performance has not been assessed
in the literature, representing an additional gap.
To address both of the identified gaps in the literature, the next chapter
describes the implementation of the miloSAR: a heterodyne FMCW SAR based
on time-offset fractional-N PLLs. Initial measurements with the system reveal




Overview of the miloSAR
This chapter presents an overview of the miloSAR: the only known implementation
of a fully polarimetric, heterodyne FMCW SAR which employs a pair of time-offset
fractional-N PLLs for waveform synthesis. The purpose of this overview is to pro-
vide the reader with background on the system’s functionality, upon which later
chapters will build. Specifically, the overview provides context for the problem
of spur chirps ; an integral aspect of this thesis. To this end, the overview de-
tails important hardware and gateware, compares the time- and frequency-offset
approaches to heterodyning, presents the results of system characterisation, and
assesses the system’s ability to produce SAR imagery. Aspects of this chapter are
based upon the following publication:
D. A. Jordan, P. Cheng, M. R. Inggs, A. Langman and M. Y. Abdul Gaffar,
“Development of the miloSAR testbed for the one kilogramme radioCamera SAR
for small drones,” in Proc. IEEE Radar Conf. (RadarConf), Apr. 2019, pp. 1–6,
doi: 10.1109/RADAR.2019.8835721 (Presented).
3.1 Introduction
The author inherited the bulk of the miloSAR’s hardware from Tchekashkin [9]
in 2016. At that time, the system operated non-coherently, featured a single
polarisation and was limited to measurement lengths of under 8.59 s. Despite the
system’s intended application of low-cost imaging for small drones, it was clearly
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incapable of SAR operation at that stage. As such, the system required a partial
redesign, characterisation and calibration before its implementation as a SAR. For
reference, Figure 3.1 presents a comparison of the radar’s internals before and after
the author’s contribution.
A number of the hardware upgrades made by the author during the course of
the project can be seen in Figure 3.1. These include, but are not limited to the
following.
1. Replaced the Alternating Current (AC)-DC rectifier with a DC-DC converter
to enable SAR experiments using 12 V batteries.
2. Rewired all components to avoid ground loops. 5 V and 12 V supply wires
were colour coded for clarity.
3. Added 5 V linear regulators for PLL power supplies to avoid VCO spurs due
to switching in the DC-DC converter.
4. Extracted the 125 MHz clock from the STEMlab for use as the PLL phase
detector reference signal.
5. Installed of a fan for the STEMlab to limit temperature related clock drift.
6. Enabled PLL programming using the STEMlab over a ribbon cable, which
eliminated the need for a USB2ANY module.
7. Added a Real-Time Kinematic (RTK) Global Navigation Satellite System
(GNSS) module, with trigger pulses to log the beginning and end of experi-
ments.
8. Installed an RF switch to enable changing of the transmit polarisation.
These upgrades, along with the implementation of time-offset heterodyning,
enabled the radar’s receiver architecture to be converted from a single receive chan-
nel (plus a reference channel), into two receiver channels. As such, the system was
upgraded from single polarisation operation, to offer quad polarisation capabili-
ties. This can be seen in the system level block diagram presented in Figure 3.2.









































Figure 3.1: Comparison of the miloSAR’s internals (a) before and (b) after the
author’s involvement. (a) was adapted from [9].
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Figure 3.2: Block diagram of the miloSAR [12]. Fully polarimetric operation was
enabled by the single-pole double-throw RF switch in the TX chain, in combination
with the two RX channels.
3.2 STEMlab
A STEMlab 125-14 (previously known as Red Pitaya) serves as the system’s control
centre, digital receiver and reference clock source [64]. The STEMlab features a
Xilinx Zynq 7010 System-On-Chip (SoC), which combines a dual-core Advanced
RISC Machine (ARM) processor and an FPGA. Furthermore, it has two 14 bit
ADC channels which capture samples at 125 MHz. This sample rate supports the
implementation of an oversampled digital receiver, where digital polyphase filters
can be used to reduce quantisation noise and increase each sample’s Effective
Number of Bits (ENOB) [3]. A simplified block diagram of the STEMlab’s internals
is presented in Figure 3.3.
3.2.1 Reference Clock
The STEMlab’s internal Crystal Oscillator (XO) serves as the radar’s master clock
source. This oscillator produces a differential square wave at 125 MHz, which
passes through the on-board LTC2145 ADC before entering the Zynq. From the
FPGA, the differential clock is exposed to one of the STEMlab’s Serial at Attach-






















Figure 3.3: Simplified block diagram of the STEMlab’s internals.
frequency (fPD) for each fractional-N PLL synthesiser. The miloSAR’s PLLs,
ADCs and FPGA therefore all share the same reference clock, serving to syntonise
signal generation, sampling and processing. The power spectrum of the 125 MHz
reference signal is illustrated in Figure 3.4.
The power spectrum of the square wave reference signal in Figure 3.4 has
already passed through a VLFX-105 Low-Pass Filter (LPF), intended to smooth
the square wave by suppressing its odd harmonics. The VLFX-105 has a 3 dB
cut-off frequency of 165 MHz, which leads to marginal attenuation of the reference
signal. The reference signal’s power level was measured using a Spectrum Analyser
(SA) to be −0.5 dBm within a RBW of 1 kHz, which is sufficient to drive the phase
detector circuitry of each PLL.
At an offset of 1.5 MHz the noise floor was measured to be −121.6 dBm/Hz.
Undesirable spurii are clearly present at significant offsets from the carrier. The
frequency offsets and magnitudes of the first ten spurs (relative to the carrier) are











Figure 3.4: Power spectrum of the reference signal, measured with a Resolution
Bandwidth (RBW) of 1 kHz. Spurious signals are clearly present at significant
offsets from the 125 MHz carrier.
Table 3.1: First Ten Reference Signal Spurs
Offset (MHz) 0.53 0.69 2.00 2.23 3.13 4.00 4.43 4.47 5.00 6.25
Power (dBc) −80 −74 −78 −62 −83 −76 −67 −75 −82 −72
3.2.2 Gateware
The default gateware that ships with the STEMlab is very useful for generic ap-
plications, but was not optimised for the miloSAR’s requirements. The main
limitation being an inability to sustain continuous sampling for an appreciable ex-
periment period. This is partly due to the microSD card interface, which is only
accessible via the ARM processor. Data processed in the FPGA must therefore be
passed to the ARM, using shared memory mapping, for storage on the microSD
card. Under the default gateware, a maximum continuous experiment length of
8.59 s could be achieved at the minimum supported sampling rate of 1.907 kHz.
This was clearly unacceptable for SAR applications, and prompted the develop-
ment of custom gateware for the FPGA, including a DDC, profile integrator and
TCU. Using work done by Barris [65] as a foundation, a maximum storage Data




Each STEMlab ADC channel delivers signed, 14 bit samples at 125 MHz. The DDC
was responsible for translating a select, narrow region of each channel’s sampled
62.5 MHz of bandwidth down to baseband. Specifically, the DDC was required to
extract frequency components that fell within the 3 dB bandwidth of the receiver’s
IF BPF. This was achieved through multiplication with a complex sinusoid, at a
configurable LO, followed by digital filtering. DR limitations, however, meant
that only 3.125 MHz of the IF filter’s 3.8 MHz of bandwidth could be extracted for
storage.
Each complex LO is generated with an independent Xilinx DDS Intellectual
Property (IP) core. The DDS frequency is specified with a 32 bit phase increment
value, which provides a frequency resolution of 0.029 Hz. Furthermore, Taylor
series corrected noise shaping and an output width of 19 bit meant that each DDS
has a theoretical SFDR of 108 dB. Because each channel makes use of its own
DDS, the LO applied to each channel can differ. Additionally, the phase of each
DDS is purposefully reset at the beginning of each Pulse Repetition Interval (PRI)
to avoid the introduction of an undesirable phase offset.
Each channel’s 14 bit ADC samples are multiplied with the synthesised 19 bit
sine and cosine LO components, to produce 33 bit I/Q output samples. The I/Q
samples for both channels are then concatenated and fed into two Finite Impulse
Response (FIR) LPF stages.
The main objective of the first filter stage was to decrease the effective sample
rate through decimation, such that a reduced number of taps was required to im-
plement a high-order LPF in the second stage. To this end, a poly-phase FIR filter
with a Decimation Factor (DF) of 20 was configured using the Xilinx FIR compiler.
This reduced the sample rate to fPD/20 = 6.25 MHz. Figure 3.5 illustrates the
frequency response of the 145-tap first stage filter, featuring a cut-off frequency
of 2.75 MHz and 120 dB of attenuation extending from 6 MHz. Additionally, the
filter applied convergent rounding (opposed to simple Least-Significant Bit (LSB)
truncation) to reduce the unwieldy bit width of each I/Q sample down to 16 bit,
meaning that each complex sample was represented with 4 bytes. The use of con-










Figure 3.5: Frequency response of the first-stage 145-tap poly-phase FIR filter in








Figure 3.6: Frequency response of the second-stage 291-tap poly-phase FIR filter
in the DDC, with a 1.5 MHz passband and 120 dB of attenuation in the stop-band.
truncation.
The second stage poly-phase FIR filter, presented in Figure 3.6, was designed
for a flat passband and steep roll-off. The 291-tap filter features a 1.5 MHz pass-
band and 120 dB of attenuation in the stop-band extending from 1.6 MHz. This
stage also enforced a DF of 2, such that the receivers combined DF was 40 and
the system’s effective baseband sample rate was fs = fPD/DF = 3.125 MHz.
At this sample rate, the storage DR required for 2 receiver channels (where
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= 25 MB/s. (3.1)
This is 2.5 times greater than the maximum supported DR. As such, additional
techniques were required to reduce the DR.
Profile Integrator
After the DDC, the baseband samples proceed to the profile integrator, which
performs pre-summing and sample chopping. Pre-summing is the process of co-
herently adding consecutive profiles together, serving to improve SNR and provide
a variable reduction in Pulse Repetition Frequency (PRF) and thus the DR. The
samples captured within each PRI are loaded into a First-In First-Out (FIFO)
buffer for temporary storage. A configurable number of subsequent profiles are
then summed with the buffered samples. The effective PRF (PRFe) is then simply
the original PRF, reduced by the pre-sum factor PF,
PRFe = PRF/PF. (3.2)
Following pre-summing, the profiles are chopped such that only samples corre-
sponding to the up-ramp portion of the filtered beat signal are selected for stor-
age. This reduces the required storage DR once more. Conveniently, the sample
chopper can be used to account for the group delay of the two FIR filter stages.
Combination of a 50 % chop factor (CF) and a PF of 2 was used to reduce









= 6.25 MB/s. (3.3)
While alternative combinations of CF and PF will satisfy the DR constraint of




The TCU was responsible for generating the system’s reference PRF square wave,
two polarisation control signals and an event trigger for start-stop control of pe-
ripherals.
The miloSAR is limited to PRF values which are integer divisors of the refer-
ence frequency. Generating the PRF square wave is therefore a matter of counting
FPGA clock cycles and toggling a flag when appropriate. The number of clock
cycles per PRI (C) is simply
C = fPD/PRF, C ∈ N. (3.4)
In addition to setting the PRF, the selected value of C constrains the set of
supported DFs, because each PRI must contain an integer number of samples (P )
following decimation.
P = C/DF, P ∈ N. (3.5)
The absorptive switch employed to vary the transmit polarisation makes use
of two control signals to set its state. In addition to multiplexing between two
signal inputs, the switch can engage an internal 50 Ω load. As such, the radar
was developed to support four switch modes, namely: internal termination, RF1,
RF2, and interleaved. Of these modes, only interleaved requires its state be varied
during the radar measurement. The switching frequency for the interleaved mode
must account for the selected pre-sum factor, and is therefore equal to PRFe.
The final responsibility of the TCU is to generate the so called event trigger,
which is simply a pulse that is synchronous with the first and last radar transmis-
sion. This signal is used to trigger an external GNSS module, which registers a
timestamp used to synchronise positional and radar data in post processing.
3.3 Waveform Synthesis
A pair of LMX2492EVM [66] fractional-N PLL evaluation boards synthesise the
radar’s linear TX and DX FMCW waveforms at RF. The average output frequency
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where N0 is the feedback divider’s initial integer component, Fn and Fd are the
numerator and denominator of the fractional component respectively, and D is
the VCO divider [59]. It is important to note that the instantaneous frequency
produced by the PLL is unknown, since the feedback divider is continuously mod-
ulated between integer values to produce an effective fractional value.
Linear frequency sweeps are generated by adjusting the fractional numerator
during each phase detector cycle (k), according to
Fn(k) = Fn0 + kI, k ∈ {0, 1, ..., L− 1}, (3.7)
where Fn0 is the initial fractional numerator, I is the change in numerator per
phase detector cycle, and L is the number of cycles.
The evaluation board’s 5 V tuning range limits its VCO to produce frequen-
cies between 9.4 GHz and 10.1 GHz [66]. However, an integrated factor-of-four
frequency divider (D) enabled the radar’s operation at S-band, which reduced the
available RF bandwidth to ∆F = 175 MHz, between 2.35 GHz and 2.525 GHz.
Full use of this modulation bandwidth constrained the radar’s centre frequency to
fc = 2.4375 GHz.
When configured to produce frequency ramps, the LMX2492 forces its frac-
tional denominator to its maximum value of Fd = 224 − 1. As mentioned in the
literature review, this ensures that the largest equivalent fraction is always used.
With this, the majority of variables in Equation 3.6 are constrained, leaving the
waveform design procedure to revolve largely around setting appropriate values of
I and L. For convenience, Table 3.2 provides a summary of constrained parame-
ters.
3.3.1 PLL Loop Bandwidth
PLL loop bandwidth plays an important role in achieving a linear transition be-
tween the frequency steps defined in Equation 3.7. For optimal linearity the loop
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Table 3.2: Constrained PLL Parameters
Parameter Variable Value
Phase Detector Frequency fPD 125 MHz
Initial Integer Divider N0 75
Initial Fractional Numerator Fn0 3 355 443
Fractional Denominator Fd 16 777 215
VCO Output Divider D 4
fout
Δfout = L δfout




Figure 3.7: Example PLL frequency staircase function. Loop bandwidth is tuned
to ensure a linear transition between the frequency steps.







where Tm is the ramp’s modulation period and δT is the interval between frequency
steps [25]. Figure 3.7 presents an example frequency staircase function which
illustrates the meaning of these parameters. Equation 3.8 ensures that the PLL
is fast enough to follow the ideal linear frequency ramp, but not too fast as to
settle at each frequency step [27]. Defining δT = 1/fPD and Tm = L δT , reveals












Figure 3.8: Bode plot of the LMX2492EVM closed-loop transfer function for vary-
ing CPG, where Nint = 75 and KVCO = 200 MHz/V. The resultant loop band-
widths are 42.0 kHz and 477.8 kHz for gains of 0.2 mA and 3.1 mA respectively.
Of further consideration, an increase in loop bandwidth permits low-offset
spurs and noise (generated by the phase detector and charge pump) to pass through
the PLL unfiltered [67]. To demonstrate this, the loop bandwidth can be adjusted






where KPD is the CPG, KVCO is the fixed nominal gain of the VCO and Nint is
the instantaneous integer component of the feedback divider.
Figure 3.8 illustrates the simulated closed-loop response of the LMX2492EVM
for CPG values of 0.2 mA and 3.1 mA, which correspond to loop bandwidths of
42.0 kHz and 477.8 kHz respectively. These were the minimum and maximum loop
bandwidths that could be implemented in practice. Figure 3.9 presents measured
2375 MHz tones that correspond to these CPG values. As will be explained in
Section 3.3.2, the choice of frequency in Figure 3.9 is deliberate, since only the
reference signal’s spurs appear in this figure. This can be confirmed through
comparison of Figures 3.4 and 3.9.











Figure 3.9: Power spectrum of a 2375 MHz tone, measured at synthesiser output
with a RBW of 1 kHz. The radar’s transmission power level is seen to be≈ 10 dBm.
Reducing the loop bandwidth clearly suppresses the phase noise skirt and reference
signal spurs.
phase noise skirt can be greatly suppressed when the loop bandwidth is reduced.
This concept will be revisited in Section 5.3, where loop bandwidth reduction is
used to suppress other types of spurs.
3.3.2 Spurious Signals
Spurs produced by the fractional-N PLLs further complicate the radar’s design. If
the full frequency range of the LMX2492EVM is used (9.4 GHz to 10.1 GHz) then
its VCO sweeps past 5 integer multiples of the phase detector frequency. These
VCO frequencies, and the resultant (divided) output frequencies, are presented in
Table 3.3.
At the tabulated VCO frequencies, Equation 2.2 predicts that the IBS carrier-
offset is zero, i.e. IBS intersect with the carrier at these frequencies. It is important
to note that while the VCO divider theoretically reduces the magnitude of any
spur passing through it by 20 log10(D), the spur’s relative frequency offset from
the carrier remains the same [59].
The sweeping nature of IBS can be illustrated by drawing focus to a single
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Table 3.3: In-Band Integer Multiples of the 125 MHz Phase Detector Frequency
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intersection point at one of the tabulated frequencies. To this end, Figure 3.10
presents the measured PLL output spectrum, when configured to generate single
tones at frequencies of 2375 MHz, 2375.25 MHz and 2375.5 MHz. These discrete
frequencies can be considered instantaneous points within an arbitrary frequency
sweep.
As an integer multiple of the phase detector frequency, the 2375 MHz tone
is free of IBS and contains only modulated spurs from the reference clock, as
discussed in Section 3.2.1. When the carrier frequency is increased to 2375.25 MHz,
however, IBS labelled A and B become apparent. Increasing the carrier again to
2375.5 MHz, reveals that the offset of A and B increases and a third IBS (labelled
C) appears. The offset of each IBS increases as the carrier frequency increases
away from 2375 MHz. The offset of each IBS would decrease symmetrically had
the intersection point been approached from a lower frequency. Thus, IBS sweep
into and out of the PLL loop bandwidth as the carrier frequency moves past each
integer multiple of the phase detector frequency.
Figure 3.11 extends the measurements of Figure 3.10 and illustrates the sweep-
ing IBS over a greater range of carrier frequencies. This figure was generated by
subtracting the mean of the measured spectra, such that the constant reference
signal’s spurs and carrier signal are removed. As a result, the spectral content at
a carrier frequency of 2375 MHz is almost entirely eliminated.
The offset of IBS A in Figures 3.10 and 3.11 can be calculated by rearranging
Equation 3.6 to find Fn for a given fout, and applying the result to Equation 2.2.
As an example, fout = 2376 MHz requires Fn = 17 314 087, which results in fIBSA =










































Figure 3.10: Measured PLL output spectra for carrier frequencies of 2375 MHz,
2375.25 MHz and 2375.5 MHz. KPD = 477.8 kHz. The offset of each IBS increases
as the carrier frequency increases. The offset of the reference signal’s spurs is fixed.
of IBS B is given by fIBSA/2, while C appears at fIBSA/4. Note that in reality Fn
is always less than or equal to Fd, and that the integer component of the feedback
divider increments each time that the value of Fn would exceed Fd. It is, however,
mathematically equivalent to allow Fn > Fd, which serves to simplify calculations.
As explained in Section 2.3.3, PDH differ from IBS in that they are direct
spurs and therefore do not pass through the VCO divider. Furthermore, PDH do
not sweep, but rather appear at fixed frequencies through slow-time, as expressed
in Equation 2.3. Evaluation of Equation 2.3 for values of h = 19 and 20 predicts
PDH at frequencies of 2375 MHz and 2500 MHz, which both fall within the RF


















Figure 3.11: Visualisation of the IBS offset frequency as a function of carrier
frequency.
frequencies.
Since the FMCW carrier is swept through slow-time, the frequency difference
between the PDH and the sweeping carrier is swept as a function of slow-time.
Therefore, both IBS and PDH are examples of spurs whose offset from the car-
rier sweeps through slow-time. The concepts of slow- and fast-time are clearly
explained in Chapter 3 of [68]. To the best of the author’s knowledge, the effect of
IBS and PDH on the performance of FMCW radar, specifically heterodyne FMCW
SAR, has not been addressed in the literature.
3.4 Analogue Dechirp
Dechirp (or deramp) is an analogue down-conversion procedure for frequency-swept
waveforms. Under this technique, RX echoes are mixed with a reference DX wave-
form whose sweep-rate is matched to that transmitted. After appropriate filter-
ing, each frequency ramp is transformed into a corresponding beat tone, whose












Figure 3.12: Measured spectrum of the PDH within the available RF bandwidth,
over a span of 100 kHz. Both PDH appear at a power level of −67 dBm, when












The miloSAR’s dual synthesiser design strays from tradition in its utilisation
of an independent DX waveform synthesiser to drive the mixer’s LO port. Con-
trol over this DX waveform affords the system designer the ability to implement
configurable time and/or frequency offsets between otherwise equivalent TX and
DX waveforms. Either offset can be leveraged to introduce an IF, resulting in a
heterodyne receiver architecture. A single cycle of the generic waveforms required
to implement either offset are overlaid in Figure 3.13. This figure presents the
ideal scenario, where the effects of PLL loop bandwidth on sweep linearity are not
considered.
For a time offset, the TX and DX PLLs are configured to follow fTXt and fDXt
respectively. Similarly, a frequency offset is implemented using fTXf and fDXf .
Overlaying these waveforms in Figure 3.13 shows that they follow the same set
of frequencies during the up-ramp. Note that the effective modulation bandwidth





Figure 3.13: Illustrative spectrogram of the waveforms required to implement ei-
ther a time or frequency offset. A single cycle of each waveform combination is
provided. The regions of the waveforms which are not stored for processing have
been greyed-out. The frequencies traversed during the up-ramp are seen to be the
same under either offset.
evaluation modules limits both PLLs to the same range of output frequencies. As
such, the introduction of either an explicit frequency offset (foff) or time delay (toff)
will result in a reduction in the effective modulation bandwidth. This leads to a
proportional reduction in range resolution, and limits the IF to a small percentage
of the modulation bandwidth.
On initial inspection, the time- and frequency-offset approaches to heterodyn-
ing may appear to be trivially similar, however, a critical distinction can be made.
The frequency-offset approach requires foff to be measured, such that the beat
spectrum can be down-converted without any residual phase error. On the other
hand, the time-offset approach can be down-converted with a synthetic LO within
the DDC. The reason for this will be exposed in the subsections that follow.
3.4.1 Frequency Offset
An explicit frequency offset (foff) can be introduced between the TX and DX
waveforms by manipulating the initial fractional numerator (Fn0) programmed
into each PLL. If ∆Fn0 is the difference in the initial fractional numerator between
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which can be found through simple manipulation of Equation 3.6. The resultant
beat frequency fb is given by
fb = βτ + foff , (3.12)
where β is chirp rate, and τ is round-trip propagation time.
The disadvantage of this approach to heterodyning is that the instantaneous
value of foff(t) is unknown. This is due to the averaging mechanism that fractional-
N PLLs use to produce non-integer multiples of their phase detector frequency.
Rapidly modulating the PLL feedback divisor between integer values introduces
uncertainty in the instantaneous output frequency of each PLL. By extension, there
is uncertainty in the instantaneous frequency difference between PLL output.
Down-conversion of the beat spectrum using the average value of foff (as
calculated using Equation 3.11) results in residual phase error through slow time,
which manifests as a Doppler shift. This problem is now elaborated upon.
If φTXi and φDXi represent each waveform’s unknown initial phase for the i-th
PRI, then the relative phase between waveforms can be expressed as
Ci = φDXi − φTXi . (3.13)
Under the condition that the synthesisers remain locked during operation, the
respective phase increment between successive PRIs is given by the area under
each spectrogram,
φDXi+1 = φDXi + 2π(fc + foff(t))PRI, (3.14)
φTXi+1 = φTXi + 2πfcPRI. (3.15)
Substitution of (3.14) and (3.15) into (3.13), results in an expression for the slow-
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time pulse-to-pulse phase increment,
Ci+1 − Ci = 2πfoff(t)PRI. (3.16)
Attempted demodulation of (3.16) using a synthetic LO (based on the expected
value of foff), will result in a residual slow-time phase error. In turn, this residual
error will cause integration loss in any further processing that requires coherency.
It is possible to sample the true value of foff(t) for use as a digital LO, if
portions of the TX and DX waveforms are coupled and mixed in a dedicated
reference channel. This is the approach adopted by several systems that employ
multiple VCOs [44,45], since it carries the additional benefit of partially cancelling
the uncorrelated phase noise between independent VCOs. However, this approach
is undesirable as it increases system cost and complexity.
Alternatively, foff(t) can be extracted from the instantaneous phase of the
feed-through signal, which is expected to remain constant through slow-time. Once
extracted, the fluctuations can be used to correct the slow-time phase of every
range profile. Drawbacks of this approach include its reliance on accurate phase
unwrapping and the additional bandwidth required to intentionally sample the
feed-through signal.
3.4.2 Time Offset
The introduction of a time offset, between otherwise equivalent TX and DX wave-
forms, offers an attractive alternative to the explicit frequency offset approach,
fb = β(τ − toff), (3.17)
where toff is a configurable time offset with respect to the TX waveform. A negative
value of toff describes a scenario in which the DX leads the TX waveform, which
serves to increase the beat frequency of every target. Practically, this time offset
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The lack of an explicit frequency offset between the TX and DX signals leads
to a convenient simplification for down-conversion: both waveforms have the same
area under their spectrogram. As such, they experience the same phase increment
over each PRI and their relative phase remains constant through slow-time,
Ci+1 − Ci = 0. (3.19)
In this way, the disadvantages associated with an explicit frequency offset
are avoided and the beat spectrum can be digitally demodulated without precise
knowledge of the instantaneous IF. This is a great advantage over the frequency-
offset approach, since it eliminates the requirement for a reference channel. As
such, fully polarimetric operation is achievable with the two available receiver
channels. This constitutes the first step in answering research question two, as a
reference channel is not required to ensure slow-time phase coherency.
3.5 Analogue Range Gate
According to the FMCW Equation (3.10), chirp rate (β) serves as a configurable
scaling factor between range (R) and beat frequency (fb). Appropriate design of
β can therefore be used to set the bandwidth associated with a particular range
extent. Higher chirp rates spread target responses over a wider IF bandwidth which
may improve the effectiveness of a hypothetical analogue range gate with a fixed
filter roll-off. However, increased chirp rates require higher sampling frequencies
that result in greater DRs.
Each of the miloSAR’s receiver channels contain a SBP-10.7+ BPF, which
serves as an analogue range gate. This filter features a 3 dB bandwidth of 3.8 MHz
and a lower-side 3 dB cut-off frequency of 8.5 MHz as illustrated in Figure 3.14.
As stated in Section 3.2.2, the miloSAR’s DDC is capable of selecting and
storing 3.125 MHz of IF bandwidth. When combined with the radar’s ability to
adjust its IF (using a variable time offset), the beat frequency that corresponds to
zero range can be adjusted to meet the needs of different experimental geometries.
For maximal feed-through suppression, the beat frequency that corresponds
to zero range should be mapped to one of the filter’s null frequencies, with targets
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Figure 3.14: Frequency response of the SBP-10.7+ IF BPF, which serves as the
miloSAR’s analogue range gate.
appearing in the filter’s passband. While either null could be used in principal,
the one at 7.5 MHz offers a steeper roll-off and is therefore preferred. The degree
to which this filter is able to suppress feed-through, however, is dependent on the
geometry of the scene and the bandwidth and chirp rate constraints.
For ground-based scenarios in which targets appear at ranges between say
10 m and 200 m, the radar’s chirp rate can be increased such that this range extent
corresponds to the available 3.125 MHz of bandwidth. The presence of near range
targets, however, restricts the zero-range beat frequency to values higher than say
8 MHz to avoid significantly attenuation.
Alternatively, airborne experiments benefit from the vertical displacement of
the radar with respect to the first target of interest. Zero range can therefore be
mapped to the null at 7.5 MHz, with the nadir return at 8.5 MHz. Responses from
targets extending from 8.5 MHz onward can then be extracted using the DDC,
while the feed-through response is discarded. This means that the bandwidth
corresponding to the empty range between platform and ground is not stored.
This section has explained how the combination of a DDC and a configurable
IF allows the miloSAR to be configured for operation in varying experimental




This section presents the results of system characterisation measurements that
were conducted during the miloSAR’s development. These measurements validate
the system’s fundamental functionality and provide a baseline against which fu-
ture experiments can be compared. The results of these measurements led to the
identification of spur chirp interference.
3.6.1 Power Measurement
Fast Fourier Transform (FFT) based measurement of absolute signal power is prone
to numerous error sources, namely: spectral leakage, coherent power gain, scallop-
ing loss, processing gain and Equivalent Noise Bandwidth (ENBW) [69]. The pro-
cedure described by Heinzel et al. [70] was used to account for these phenomenon
when scaling the Power Spectrum (PS) and Power Spectral Density (PSD) plots
generated by the miloSAR.
To test the radar’s power measurement accuracy, a signal generator was con-
figured to produce a 10 MHz tone at 10 dBm which was measured by both the
STEMlab and an available SA for comparison. For this experiment, the STEM-
lab’s secondary channel was terminated with a 50 Ω load. Figure 3.15 illustrates
the power spectra measured in this configuration. The SA and STEMlab show
clear agreement, differing only by 0.14 dB at 10 MHz. This negligible offset was
attributed to the difference in RBW and ENBW between the devices. The spurs
visible on either side of the 10 MHz tone were unintentionally produced by the
signal generator.
3.6.2 ADC Channel Cross-Talk
Cross-talk between the radar’s ADC channels was determined to be 57.7 dB, as
measured directly from Figure 3.15. This is almost 3 dB better than the nominal
value of 55 dB, as quoted in the STEMlab documentation [71]. The difference
between quoted and measured values was attributed to the STEMlab’s front-end
gain setting. The nominal value is based on the high voltage gain setting, while











Figure 3.15: Power spectrum of the 10 MHz signal generator tone, as measured by
the STEMlab and SA. Traces CHA and CHB represent the spectra for STEMlab
receiver channels A and B respectively. Non-coherent average of 1000 profiles.
3.6.3 System Noise Floor
The noise floor of the STEMlab was measured by 50 Ω terminating all of its DAC
and ADC ports. The PSD plot in Figure 3.16 reveals a measured noise floor of
−131.9 dBm/Hz under these conditions.
After reconnecting the STEMlab’s ADCs to the receive chain and terminating
all antenna ports, the radar’s noise floor was measured at −118.5 dBm/Hz over
the IF band, as seen in Figure 3.17.
This noise floor value was found to be dominantly generated by the cascaded
DVGAs in the receive chain. To prove this, the previous measurement was repeated
with the cascaded DVGA input ports terminated. Figure 3.18 illustrates that av-
erage noise power density measured over the band is approximately −119 dBm/Hz
under these conditions.
Comparing Figures 3.17 and 3.18 illuminates the presence of a tone at 8.21 MHz
in the former. This signal is due to leakage within the system, and is assessed in











Figure 3.16: Noise spectral density of the STEMlab, measured when all ADC and
DAC ports are terminated with 50 Ω loads. The average density over the band










Figure 3.17: Noise power density measured by STEMlab and SA when all antenna
ports were terminated. The STEMlab and SA differ by approximately 0.5 dB.












Figure 3.18: Noise spectral density at the cascaded DVGA output, when inputs are
50 Ω terminated. The average density measured by the STEMlab over the band
is −119 dBm/Hz, differing from the SA by approximately 0.5 dB. Non-coherent
average of 1000 profiles.
3.6.4 Internal Leakage
Zero-range interferers manifest within the system as a result of reflections and
internal component leakage. Figure 3.19 presents the PS measured when the in-
ternal polarisation switch and all antenna ports were terminated. In this figure,
both channels report a value of −67.8 dBm for the leakage signal.
3.6.5 Measurement Precision
The precision with which the miloSAR can measure target amplitude and phase
through slow-time was tested using a reel of HUBER+SUHNER 50 Ω coaxial cable
as a stationary target.
Figure 3.20 illustrates the absolute value of the range bin corresponding to the
loop-back cable over 32 s, once its mean has been removed. A linear regression line
has been fit through the data for reference, revealing that the mean value drifts
by less than 5 mV over the measurement period.
It was concluded that the magnitude value is perturbed by Additive White
Gaussian (AWG) noise, after assessing its uniform PSD and normal Probability











Figure 3.19: Power spectrum of the internal leakages signal measured with the















Figure 3.20: Deviation in the magnitude of the loop-back cable’s range bin from














Figure 3.21: Histogram of magnitude deviation values, normalised to provide a
discrete probability density function. On top of this, a normal distribution func-
tion has been fit to the data, and shows excellent agreement with the normalised
histogram. The Gaussian curve is described by a mean of µ = 0 and standard
deviation of σ = 2.5 mV. Note that the bin width is 246 µV, such that that the
integrated area is unity.
The instantaneous phase of the same range bin is plotted through slow-time
in Figure 3.22. Here, the phase deviation is presented relative to the first sample.
An initial non-linear deviation is clearly visible, after which the drift is dominantly
linear.
This initial non-linearity (which can be observed in both magnitude and
phase) was attributed to system dynamics, and resembles the step response of
a damped first-order system. The settling time required to reach steady state drift
is approximately 1 s. While the first second’s worth of samples could simply be
discarded during processing, the associated integration loss is now shown to be
negligible.
Richards [72] showed that coherent integration loss Lint, i.e. the ratio of
integrated power when phase noise is present to the power when it is not, is given
by






















Figure 3.22: Instantaneous phase of the loop-back cable response, observed over
32 s. A linear regression line is provided for reference. Over the observed period,
the total drift is approximately 0.08 rad. This data is well represented by a Gaus-
sian distribution of mean µ = 0.073 rad and standard deviation σ = 0.008 rad.
where σ2 is noise variance and N is the number of slow-time phase samples. The
exact integration loss can however, be calculated directly from the phase samples
φn as follows,











Evaluation of Equations 3.20 and 3.21 agree that the total phase drift presented in
Figure 3.22 induces a coherent integration loss of 290e−6 dB. This negligible loss
clearly does not necessitate the elimination of the first second’s worth of samples.
This section showed that the miloSAR is capable of precise magnitude and
phase measurement over an extended period, a vital requirement for SAR appli-
cations. Furthermore, the negligible phase drift demonstrated that the time-offset
approach to heterodyning allows the radar to operate coherently without a refer-
















Figure 3.23: Non-coherent average and coherent integration of 1000 range profiles.
An SNR improvement of 30 dB was expected, but did not materialise.
3.6.6 Coherent Integration
Having verified that the radar measures target phase precisely, its ability to inte-
grate range profiles coherently was of interest. To test this, a target was emulated
by connecting a short cable and adequate attenuation between a pair of TX and
RX ports. The target response was intentionally placed in the middle of the IF
bandwidth for visual clarity and to avoid any filter effects at the edges.
Figure 3.23 presents the resultant range profile, where traces of both the non-
coherent average and coherent integration of 1000 profiles are provided. The traces
were normalised by the peak value of the non-coherent average. As explained in
the previous section, negligible coherent integration loss is experienced by the peak
at 10 MHz.
However, coherent integration of 1000 profiles should theoretically result in
a 30 dB improvement to SNR. Clearly, no such improvement materialises in Fig-
ure 3.23, since the side-band level of the integration trace does not lower as ex-
pected. Instead, a ripple-like pattern is seen to manifest throughout the integration
trace’s side-band. It is important to note that this Figure 3.23 was generated with
the maximum charge pump gain value, such that loop bandwidth was maximised.
Furthermore, note that the first ±100 kHz offset contains comparably lower ripple
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levels that larger offset values.
It will be shown in Chapter 4 that the ripple pattern seen in Figure 3.23 is
a result of swept-offset spurs, termed spur chirps. The remainder of this chapter,
however, is dedicated to illustrating the impact of these spurs on SAR performance,
should their origin and presence be unknown to the radar designer.
3.7 Baseline Performance
This section presents the results of a car-borne measurement campaign which was
carried out in October 2018, before the problem of spur chirps was fully understood.
These results serve as a baseline upon which the improvements presented in later
chapters can be compared. Furthermore, the results may be useful to other radar
designers who have noticed unexplained artefacts in their recorded data and use
fractional-N PLLs for waveform synthesis.
3.7.1 UCT Field
The first set of experiments took place on the University of Cape Town (UCT)
rugby fields, under the configuration shown in Figure 3.24.
The radar was mounted to the top of a car, 2 m Above Ground Level (AGL),
and was driven along the path shown in the figure, from the green to the red
marker. Three small reflectors were placed in the centre of the field, offset from
each other by 10 m in the along-range and cross-range dimensions. A triangular
trihedral, 45◦ dihedral and a sphere were mounted on pedestals to provide co- and
cross-polarisation responses. These reflectors can be seen in Figure 3.25.
The car travelled at an average velocity of 5.75 m/s for the 15 s long ex-
periment, as measured using the RTK GNSS. Figure 3.26 presents the resultant
Range-Time-Intensity (RTI) plot, where point targets are seen to manifest as hy-
perbolic curves. The plot is an Red, Green, Blue (RGB) composite image where
the red channel maps to Vertical Transmit, Vertical Receive (VV), the green chan-
nel represents Vertical Transmit, Horizontal Receive (VH), and the blue channel
is the difference (VV - VH). As a result, targets which produced an odd num-
















Figure 3.24: Geometry of the experimental field-based SAR setup. The red triangle
represents the location of the triangular trihedral, the green rectangle represents
the 45◦ dihedral, and the blue circle represents the sphere. Note the presence of
the fence, rugby posts and flood light.
even-bounce signals (45◦ dihedral) are dominantly green. The sphere’s response is
not visible in this plot, owing to its low Radar Cross Section (RCS) value. This
plot served as validation that the radar was capable of polarimetric measurements.
Note that the ripples revealed in Figure 3.23 are not visible in this plot since no
coherent integration has taken place.
The effect of the ripples can, however, be observed in the associated average
RDM of Figure 3.27. An average RDM is formed by non-coherently adding several
RDMs generated from subsets of the complete data set. The formation of each
RDM requires a Fourier transform through slow time, which appears to compress
the interference into specific frequency bins throughout range. This produces the





Figure 3.25: (a) Triangular trihedral, (b) dihedral at 45◦, and (c) sphere reflectors
on pedestals for the field-based SAR measurements. The reflectors have been
















Figure 3.26: RTI plot corresponding to the field-based SAR measurements. The
majority of signal content is seen to correspond with the VV channel, with the
exception of the dihedral reflector. The feed-through signal is seen throughout



















Figure 3.27: RDM corresponding to the field-based SAR measurements.
information can be seen to fall within ±5.75 m/s.
The formation of SAR imagery requires compression of targets in the azimuth
domain, which inherently involves integration. As a result, the ripple-like pattern
is seen to manifest along the range domain in the processed SAR image of Fig-
ure 3.28. This image was formed using a range-Doppler SAR processor known as
G2 [73]. The same RGB colour mapping as Figure 3.26 has been applied, once
again revealing the cross-polar response of the 45◦ dihedral. Azimuth integration
gain improved the SNR to a point that the sphere reflector is faintly visible in the
image. Furthermore, all reflectors are correctly offset from one another by 10 m
in range and azimuth. The rugby posts on the northern edge of the field are not
present in the image, however, despite being visible in the RTI of Figure 3.26. This
is because the experiment stopped before the minimum of each post’s associated
hyperbolic curve was reached.
3.7.2 Rondebosch Common
With confidence in the system’s ability to produce SAR images, the radar and
experimental setup was moved to the Rondebosch Common for further captures.
The southern edge of the Rondebosch Common provided a 470 m-long, flat and






















Figure 3.28: Processed polarimetric SAR image captured on the UCT rugby fields.
In this image, the red channel maps to VV, the green channel represents VH, and
the blue channel is the difference (VV - VH) between the two.
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was maintained for these experiments, as measured using the RTK GNSS. Fig-
ure 3.29 presents an optical satellite image and the resultant SAR image over the
same region of interest.
Comparison of these images demonstrates that the radar is capable of accurate
detection of large trees and their associated foliage. Using the same polarisation
encoding for RGB channels as before results in pink-red vertical tree trunks, while
foliage is green.
Rippling interference is seen to extend throughout range, significantly dete-
riorating image quality and SFDR. This interference is clearly unacceptable and



































Figure 3.29: (a) Satellite image of the Rondebosch Common, retrieved from Google
Earth, and (b) SAR image of the same region. The leading edge of two vegetation
rich areas have been highlighted to ease comparison. While significant features can





This chapter has provided the reader with a firm background on the system’s
functionality and initial shortcomings, from which the following conclusions can
be drawn.
The reference clock signal produced by the STEMlab was shown to exhibit
a myriad of low-offset spurs that pass through the PLL loop bandwidth. These
spurs are of little concern, however, because their phase varies randomly through
slow-time meaning that coherent integration serves to eliminate them. Despite
this, an integer-N PLL with a narrow loop bandwidth could be introduced in the
future to filter out these low-offset spurs.
Implementation of custom FPGA gateware enabled the implementation of a
DDC, profile pre-summer and sample chopper. In turn, this enabled the STEMlab
to sustain continuous recordings at DRs less than 10 MB/s; a crucial step in the
development of the SAR.
Adjustment of CPG was demonstrated to be a viable method of varying the
PLL loop bandwidth. Reduction of the loop bandwidth was shown to suppress
the phase noise skirt and spurs from the reference signal.
Time-offset heterodyning was shown to avoid the need for a reference channel,
while enabling a variable IF. Under this configuration, the system was demon-
strated to measure phase with high precision. Together these properties have an-
swered the second research question. The time-offset approach also allowed both
receiver channels to be utilised, which enabled fully polarimetric operation. Fur-
thermore, when combined with a DDC and an analogue range gate, the variable IF
was explained to enable effective feed-through suppression in varying operational
conditions.
The offset of both IBS and PDH was shown to be a function of the carrier
frequency, which presents a unique challenge for FMCW radars. The following
chapter explores how these spurs are responsible the spurious content that was
found to exist in the sideband of each target response. This same content was
demonstrated to contaminate SAR imagery with ripples extending through range.
The resultant reduction in image quality and SFDR was seen to be unacceptable
and is thus investigated in the following chapter.
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Chapter 4
Analysis of Spur Chirps
This chapter presents an investigation into the spurious content that contaminated
the SAR imagery in Chapter 3. Specifically, the impact of swept-offset spurs and
their manifestation at important points throughout the processing chain is ex-
plored, from the RF waveforms, to the beat signal, range profile, RDM and finally
the resultant SAR imagery. As such, this chapter addresses the third research
question and represents an original contribution to the literature: the identifica-
tion, simulation and measurement of spur chirps. The objective of this work is to
understand the properties of these spurs, such that guidelines for their avoidance
and methods for their suppression may be developed. Aspects of this chapter are
based upon the following publication:
D. A. Jordan, M. R. Inggs and M. Y. Abdul Gaffar, “Integer boundary spur
considerations for fractional-N PLL based FMCW radar,” Electron. Lett., vol. 56,
no. 14, pp. 729–732, Jul. 2020, doi: 10.1049/el.2020.0764.
4.1 The Origin of Spur Chirps
The offset of both IBS and PDH was shown in Section 3.3.2 to sweep with respect to
the carrier during the course of FMCW waveform generation. This section expands
on that introduction and provides the background necessary to understand how
these swept-offset spurs give rise to spur chirps in the beat signal during analogue
dechirp. Later, it will be shown that these spur chirps manifest as the undesirable
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Figure 4.1: Representative spectrogram of TX and DX waveforms, including IBS
and PDH. For clarity, only a single IBS (n = 1) is displayed. Grid ticks have been
selected to coincide with integer multiples of the phase detector frequency. The IBS
magnitude decreases as a function of the carrier offset. Note that the bandwidth
of the PLL loop filter has been exaggerated in order to properly visualise the IBS.
ripple phenomena that was observed in the baseline performance measurements of
Section 3.7. Equations 2.3 and 2.2 are repeated here for the reader’s convenience.













Figure 4.1 presents a representative spectrogram of the TX and DX waveforms
produced by the miloSAR. In addition to the desired carrier component (fout),
five regions of sweeping IBS (fIBS) and two constant PDH frequencies (fPDH) are
associated with each waveform. Note that the PDH associated with each waveform
overlap one another, and that only those IBS described by n = 1 in Equation 2.2
are illustrated.
The IBS are seen to produce a series of Xs in the spectrogram, which intersect
with the carrier at the frequencies that were specified in Table 3.3. The X-like
shape is a result of the upper and lower sideband of the IBS sweeping into and out
of the PLL loop filter at several points along the FMCW ramp. As the offset of
the IBS increases beyond the loop filter’s cut-off frequency, the spur is suppressed.
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PDH, on the other hand, are unaffected by the loop filter.
The TX and DX waveforms in Figure 4.1 are referred to throughout this
chapter. They share an Fn increment value of I = 1867 over the L = 50 322
phase detector cycles of their up-ramp. These values supplement the constrained
PLL parameters that were presented in Table 3.2. The up-ramp chirp rate (β),
modulation period (Tm), modulation bandwidth (∆fout) and modulation resolution








= 402.576 µs, (4.2)




= 3477.55 Hz. (4.4)
Furthermore, the waveforms are offset from one another by Loff = 2361 phase
detector cycles, which corresponds to a time offset of toff = Loff/fPD = 18.888 µs
and a resultant frequency offset of foff = βtoff = 8.21 MHz, which places the feed-
through signal at the lower edge of the analogue range gate.
Should the waveforms in Figure 4.1 be mixed with one another, the spurious
signals associated with each waveform mix with the counterpart waveform’s car-
rier. This is best demonstrated through assessment of the beat signal produced
at a single point in fast-time. The instantaneous waveform parameters for one
such point in fast-time are presented in Table 4.1, which corresponds to the black
vertical dashed line in Figure 4.1.
After configuring the TX and DX PLLs according to their corresponding pa-
rameters in Table 4.1, their output spectra were measured, as presented in Fig-
ure 4.2(a). For comparison, the waveforms have been overlaid and are plotted
against their offset from their respective carrier frequency. Only a single sideband
is displayed, since the waveforms are symmetrical about the carrier. In this figure,
the frequency offset is plotted with respect to foff = foutDX − foutTX = 8.21 MHz.
Note that in Figure 4.2(a), the TX waveform is more than 8.39 MHz away from
the 2375 MHz IBS intersection point, while the DX waveform is only 180.663 kHz
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Figure 4.2: (a) Overlaid output spectra of the TX and DX waveforms that corre-
spond to a single point in the frequency sweep. (b) Spectrum of the beat signal
produced after dechirping the signals in (a). The beat signal carrier is located
at 8.21 MHz, which is why spectral content near 0 Hz offset is attenuated by the
analogue range gate. IBS have been labelled A–K.
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Table 4.1: Instantaneous Waveform Parameters
Parameter TX DX Unit
N0 75 75 –
k 4776 7137 –
Fn 12 272 235 16 680 222 –
fout 2366.61 2374.82 MHz
fVCO 9466.44 9499.28 MHz
fLB 477.8 477.8 kHz
away. Prior to the VCO divider, these offsets correspond to 33.56 MHz and
722.654 kHz respectively. As a result, only a single IBS (labelled I) appears in
the TX waveform, while the DX waveform exhibits IBS labelled A–F. It can be
deduced that n = 1 is not the only IBS present in Figure 4.2(a). The offset fre-
quency of each IBS can be accurately predicted after modification of Equation 2.3












/d, d = 1, 2, 4. (4.5)
It is hypothesised that d accounts for non-linearities produced by the VCO fre-
quency divider, due to its inherently non-linear operation. Further work is required
to test this hypothesis and to determine whether or not the values of d can be found
a priori. Note that the values of d = 1, 2, 4 were determined empirically.
Table 4.2 presents the result of evaluating Equation 4.5 with the parameters
in Table 4.1 for values of n = 1, 2, ..., 5. With the exception of n = d = 4,
combinations of n and d that result in duplicated spurs (e.g. A*) have been
excluded from the table for brevity. Table 4.2 predicts that only one IBS associated
with the TX waveform will fall within the displayed RF bandwidth, confirming
the observation in Figure 4.2(a).
Figure 4.2(a) further reveals that the DX waveform contains additional spurs
(R2 and R3) that do not appear in the TX waveform. These additional spurs
are generated in the same way that IBS are: intermodulation between fVCO and
the nearest multiple of fPD, owing to substrate coupling and non-linearities in the
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Table 4.2: Calculated In-Band IBS Offset Frequencies
n d ID fIBSTX (MHz) ID fIBSDX (MHz)
1 1 – ±33.56 A ±0.72
1 2 – ±16.78 B ±0.36
1 4 – ±8.39 C ±0.18
2 1 – ±57.87 D ±1.45
3 1 – ±24.31 E ±2.17
3 2 – ±12.15 F ±1.08
3 4 – ±6.08 G ±0.54
4 1 – ±9.26 H ±2.89
4 4 I ±2.31 A* ±0.72
5 2 – ±21.41 J ±1.81
5 4 – ±10.71 K ±0.9
phase detector. They differ, however, in that they are caused by the reference
signal’s spurs. Stated previously, the DX waveform is 722.654 kHz away from
the closest IBS intersection point, prior to the VCO divider, which matches the
frequency offset measured between the reference signal’s spurs (e.g. between R2
and R1). It can be deduced that these additional spurs sweep through fast-time
in the same way that IBS do, and are therefore also spur chirps. It will be shown
in Section 4.4, however, that these spurs do not present the same threat as IBS,
since they are non-coherent through slow time.
Figure 4.2(b) presents the spectrum of the resultant beat signal after the RX
and DX waveforms were mixed and filtered under the standard dechirp procedure.
For this measurement, a short loop-back cable (≈ 60 cm) was connected in series
with a 50 dB attenuator between a single set of TX and RX antenna ports. This
experimental configuration enabled emulation of the feed-through signal, following
suppression by inter-antenna isolation. For the purposes of this analysis, the time
offset due to the loop-back cable (≈ 3 ns) was neglected. As such, Figure 4.2(b)
can be considered the result of dechirping the tones of Figure 4.2(a).
Comparison of Figures 4.2(a) and 4.2(b) reveals that dechirp does not alter
the spur offsets. Furthermore, the phase noise skirt near 0 Hz offset is suppressed
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in 4.2(b). This is the combined result of attenuation due to the IF BPF used
as an analogue range gate, and the range correlation effect. Phase noise in the
reference signal (shared by the TX and DX PLLs) is partially correlated in the RF
waveforms and is therefore cancelled during mixing [74], according to
C = 4 sin2(πfτd). (4.6)
This cancellation reveals the presence of predicted IBS that were previously masked
by phase noise, namely G, K and H. The unlabelled spurs in Figure 4.2(b) are due
to intermodulation during mixing.
The reader is reminded that Figure 4.2(b) reflects the state of the beat spec-
trum at only a single point in fast-time. Synthesis of the TX and DX FMCW
waveforms, requires that the fractional numerator of each PLL be adjusted through
fast-time. As a result, the carrier-offset of each waveform’s IBS and PDH changes
at every point along the waveform, while the nominal frequency difference between
waveforms remains constant. In this way, the spurs in Figure 4.2(b) sweep over
the IF bandwidth (possibly several times) during fast-time, producing undesirable
spur chirps in the beat signal.
4.2 Manifestation in the Beat Signal
The manifestation of spur chirps in the beat signal is now revealed through simu-
lated dechirp of the complete TX and DX waveforms in Figure 4.1.
The time period between each of the five IBS intersection points (∆Tint), and










= 57.5 µs. (4.8)
These values, along with the illustration in Figure 4.1, suggest that the
18.888 µs time offset between the TX and DX waveforms is large enough to ensure
that the spur chirps produced by each waveform will be distinguishable in fast-
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Figure 4.3: Spectrogram of the simulated beat signal plotted over an IF bandwidth
of 20 MHz. Note that for homodyne systems, the intra-pair spacing toff is greatly
reduced. Spur chirps due to the PDH can be seen to intercept the first and fifth
pairs of IBS spur chirps.
time. This is contrary to a typical homodyne scenario, where the time difference
between waveforms would be far smaller and the spur chirps would mostly overlap
in fast-time.
For the simulation, analytic representations of the TX and DX waveforms
were passed through a PLL loop filter matched to that of the LMX2492EVM.
Following mixing, no LPF was required to extract the beat signal, a benefit of using
of analytic expressions. By avoiding a LPF, the spur chirps could be visualised
over 20 MHz of IF bandwidth. Note that in practice, however, the maximum spur
offset is determined by the radar’s IF filter bandwidth, which is far smaller than the
maximum IBS offset of ±fPD/2. For illustrative clarity, only IBS corresponding
to n = d = 1 were simulated. The resultant spectrogram of the simulated beat
signal is presented in Figure 4.3. Note that the y-axis in Figure 4.3 corresponds
to an extension of the x-axis in Figure 4.2(b).
The reader is reminded that Figure 4.3 is the result of dechirping the TX and
DX waveforms of Figure 4.1. The five pairs of IBS spur chirps and two PDH spur
chirps seen in Figure 4.3 are the result of mixing the fout, fIBS and fPDH signals of
Figure 4.1.
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The simulated spectrogram is compared with measurement in Figure 4.4. Fig-
ure 4.4(a) is a zoomed-in region of Figure 4.3 that corresponds to the measured
IF bandwidth in Figure 4.4(b). The predicted spur chirps are observable in the
measured data, but are partially masked by noise. Spur chirps attributed to the
PDH are not visible in Figure 4.4 owing to the limited spectral resolution and ag-
gressive chirp rate. This comparison reveals that IBS corresponding to n = d = 1
offer a fair approximation of the measured spur chirps in the beat signal.
The simulations and measurements presented in this section show that the
feed-through signal is responsible for generating the largest set of spur chirps to
manifest in the beat signal. While an analogue range gate serves to suppress
the feed-through signal’s carrier, its associated spur chirps pass through the filter
unscathed. The preventative feed-through suppression techniques, presented in
Section 2.1.1, would therefore be more effective than their curative counterparts
at suppressing these spur chirps.
Having assessed the manifestation of spur chirps in the dechirped beat signal,
the following section investigates their representation in the range domain.
4.3 Fresnel Ripples in the Range Domain
Following dechirp, the time-domain beat signal is transformed into the frequency
domain through an FFT. This transform compresses each beat frequency into a
sinc function, but also spreads each spur chirp throughout the IF bandwidth in
the form of Fresnel ripples [75, 76].
Each IBS-induced spur chirp can be considered an FM waveform with saw-













where ω0 = 2πβtoff , µ = 2πDβ(n/d) and T = 2πfPD/µ.
Note that the radian modulation rate (µ) of the n = d = 1 spur chirp is a
factor of D larger that β. This is because (as noted in Section 3.3.2) the VCO
divider does not change the carrier offset of spurs and only reduces their magnitude.
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Figure 4.4: Spectrograms of the (a) simulated and (b) measured beat signal. Spec-
tral resolution is limited owing to the small observation period available for each
Short-Time Fourier Transform (STFT). Signal power has been normalised and is
displayed over 60 dB of dynamic range. The spur chirps clearly manifest at the
predicted time offsets and match the simulation.
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Note that Equation 4.10 describes only the positive half of the spectrum and was
derived under the assumption that the chirp centre frequency is much larger that
its bandwidth [76].
Equation 4.12 contains the Fresnel integrals, which describe the ripples that







[C(X1) + jS(X1) + C(X2) + jS(X2)]
2 (4.13)
Equation 4.13 was evaluated for n = d = 1 to produce the spectrum presented
in Figure 4.5. To reiterate, this figure illustrates only the positive half spectrum
of a FM waveform, modelled after a single linear segment of the saw-tooth spur
chirp waveform. As such, its only purpose is illustrate the presence of Fresnel
ripples, since the derivation of a closed-form solution for the Fourier transform of
a saw-tooth spur chirp waveform is beyond the scope of this thesis.
As seen is Figure 4.5, the chirp bandwidth is far greater than the IF, which
defies the conditions under which Equation 4.10 is valid. This violation distorts the
period of Fresnel ripple oscillations in the frequency domain, which was measured
as 2δfVCO. The true period of these oscillations is δfVCO, as revealed in Figure 4.6
which presents the Fourier transform of the simulated and measured beat signals,
from Figures 4.3 and 4.4 respectively.
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Figure 4.5: (a) Positive half spectrum of a single spur chirp centred at 8.21 MHz.
(b) Fresnel ripples in the magnitude of the linear chirp’s spectrum, plotted versus
frequency relative to 8.21 MHz. The red dashed box in (a) corresponds to the re-
gion displayed in (b). In addition to Equation 4.13, the magnitude of the spectrum
produced through an FFT of an equivalent chirp is provided for validation.
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Figure 4.6: Spectrum of the (a) simulated and (b) measured beat signal, where
Fresnel ripples are seen to oscillate with a period of δfVCO over the IF bandwidth.
The measured spectrum in (b) is the same as that which was presented in Sec-
tion 3.6.6, and presents both the non-coherent average, and coherent integration
of 1000 profiles. The discrepancy in spur power levels between (a) and (b) near
0 Hz offset is attributed to the lack of the analogue range gate in the simulation.
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At this point, it is insightful to refer back to Figure 4.2(b), which presented
the beat signal spectrum at a single point in fast-time and investigated the visible
spurs. The results in Figure 4.6 can be interpreted as the superposition of the
spurs in Figure 4.2(b) as they sweep over all frequency offsets.
As noted previously, the integration trace in Figure 4.6(b) shows that the spur
chirps exhibit some degree of coherency over slow-time. This is investigated in the
section that follows, where the manifestation of spur chirps in the Doppler domain
is assessed.
4.4 Aliased Doppler Frequency
Equations 2.2 and 2.3 show that both fPDH and fIBS are functions of fPD. During
dechirp, these spurii mix with fout (which is also a function of fPD) to produce spur
chirps. The aliased Doppler frequency of these dechirped spurs can be predicted,
to produce a synthetic RDM. To illustrate this, the single point in fast-time that
was analysed in Section 4.1 is now revisited.
It is important to remember that the analysis of a single point in fast time
requires that each PLL generate a tone, offset relative to the other by foff =
8.21 MHz. The resultant beat frequency is not an integer multiple of the 1250 Hz
PRF. As a result, the carrier does not appear at zero Doppler frequency, but is
rather aliased to fAD(8 210 516.093 Hz) = 516.093 Hz, where:






Similarly, the aliased Doppler frequency of every IBS in Table 4.2 can be
calculated using Equation 4.14, but must be adjusted for the Doppler offset of the
carrier. Table 4.3 presents the calculated aliased Doppler frequency for each IBS
that appears in the IF bandwidth.
Figure 4.7(a) presents the calculated values of Table 4.3 in the form of a
synthetic RDM, for comparison with a measured RDM in Figure 4.7(b).
Note the presence of reference signal’s spurs R1 – R4 in Figure 4.7(b), which
correspond to the offsets observed in Figure 4.2(b). Unlike IBS, the rate of change
of phase of these spurs is not deterministic through slow-time. As such, the signal
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Figure 4.7: (a) Predicted and (b) measured positions of IBS in the RDM. The
measured map clips the displayed signal power to values between −70 dBc and
−95 dBc.
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Table 4.3: Calculated Aliased Doppler Frequencies of In-Band IBS












energy of these spurs is spread throughout Doppler, meaning that coherent inte-
gration through slow-time will cause their magnitude to reduce. The impact of
these spurs can therefore be neglected in coherent integration applications, such
as SAR.
The measured Doppler frequency of the carrier in Figure 4.7(b) agrees with
the predicted value of 516.093 Hz to within ±0.012 Hz. Recall that a frequency-
offset heterodyne configuration would experience this same Doppler offset, while
a time-offset does not.
Figure 4.8 presents the measured RDM for a complete up-ramp (e.g. all points
through fast-time), corresponding to the beat signal which was used to produce
Figure 4.6(b). This map was formed by averaging several individual range-Doppler
frames, each produced using 512 range profiles.
Figure 4.8 reveals that the spur chirps appear throughout the range at fixed
Doppler frequencies, forming vertical interference lines. The Doppler frequency at
which each spur appears, however, could not be accurately predicted.
While this form of interference could be detrimental for a number of radar
applications, its impact on SAR image quality is investigated in the section that
follows.
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Figure 4.8: Averaged RDM, constructed from several range-Doppler frames of 512
profiles. A dynamic range of −60 dBc to −100 dBc has been presented.
4.5 Effect on SAR Imagery
In an ideal SAR scenario, each stationary point target traces a range-dependent
hyperbolic curve in the range-Doppler domain through slow-time. This is exploited
during azimuth compression, where the deterministic phase history of each target
is adjusted such that all target energy within the processed Doppler bandwidth can
be coherently integrated. Unfortunately, the manifestation of spur chirps at zero
Doppler means that the compressed response of each target becomes corrupted
by spur chirps during this integration step. This section assesses the nature and
extent of this interference through simulation.
The Flexible Extensible Radar Simulator (FERS) [77] was used to simulate
a pseudo-monostatic FMCW radar whose waveform parameters match those used
throughout this chapter. In this simulation, the radar maintained a constant veloc-
ity of v = 30 m/s at an altitude of h = 1 m, while illuminating a single stationary
point target at a ground range of Rg = 50 m. This geometry is illustrated in Fig-
ure 4.9, where the green and red markers indicate the start and stop positions of
the radar respectively.
The TX and RX antennas were modelled to have an isotropic radiation pattern
and were separated by Rsep = 0.5 m. Transmission at a power level of PTX = 10 dB
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Figure 4.9: Geometry of the simulated SAR scene. The radar travels along the
black line from the green to the red marker. The target is represented by the blue
triangle.
therefore resulted in a feed-through signal power level of






+ 30 = 5.83 dBm. (4.15)
The system temperature was set at Ts = 5 MK, which resulted in a noise
power density of
Pρ = 10 log10(kTs) + 30 = −131.61 dBm/Hz. (4.16)
This artificial value of Ts was specifically chosen such that the resultant noise
power density matched that of the STEMlab, as was measured in Figure 3.16.
This density can be multiplied by the receiver’s ENBW of 4560 Hz to reveal the
expected level of the noise floor:
PN = Pρ + 10 log10(4560) = −95 dBm (4.17)
Figure 4.10 presents a simulated range profile, prior to the inclusion of any
targets or spur chirps. This figure serves to validate the basic simulation config-
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Figure 4.10: Simulated range profile, illustrating the feed-through signal power
and noise floor level.
uration and confirms the predicted values for the feed-through signal power and
noise floor level.
Following dechirp, a set of spur chirps were added to the beat signal at a level
of −47 dB relative to the feed-through signal. For simplicity, the spur chirps were
simulated to manifest in only the zero Doppler bin. This is an acceptable simpli-
fication to make, since only the spectral content that falls within the processed
Doppler bandwidth is of concern during azimuth compression. To achieve a desired
azimuth resolution of δaz = 0.745 m, a Doppler bandwidth of Baz = v/δaz = 40 Hz
was required. Referring back to Figure 4.8, it can be seen that only the zero-
Doppler spur chirps fall within the processed bandwidth.
The stationary target was modelled as an isotropic point scatterer with an
RCS of 50 m2. The power received from this target can be calculated as follows:










)0.5 is the minimum slant range to the target. To find the
target’s resultant SNR, the processing gain afforded by azimuth compression must
be accounted for. The number of pulses to be integrated through slow-time varies
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as a function of slant range according to:











As such, the target’s SNR after azimuth compression was predicted to be
SNR = PRX − PN + 10 log10(Naz) = 55.18 dB. (4.20)
The processed simulation results are presented in Figure 4.11, where each
column contains a SAR image, azimuth slice, and range slice of the point target’s
response for different experimental conditions. The first column serves as a control:
the ideal case in which no spur chirps were present in the beat signal, while the
second column presents the case of spur chirps present at a level of −47 dB relative
to the feed-through signal. These images were processed using a range-Doppler
SAR processor known as G2 [73].
Comparison of the results in these columns reveals the extent to which spur
chirps corrupt SAR imagery. The Fresnel ripples (discussed in Section 4.3) appear
as the horizontal interference lines seen in Figure 4.11(b) and the ripples through-
out range in 4.11(f). Furthermore, the sidelobes of the azimuth slice in 4.11(d)
are greatly increased owing to the integration of spur chirp signal energy in the
ripples.
Three metrics were used to quantitatively analyse of the impact of the spur
chirps, namely: PSLR, RMSE, and SSIM. PSLR quantifies the ability of a SAR
to distinguish between closely spaced targets whose magnitude differ significantly.
RMSE provides a measure of the absolute difference between resultant SAR images,
and SSIM quantifies the perceived difference between images. The results of this
analysis are presented in Table 4.4. Note that while the results of Figure 4.11 were
simulated in the presence of system noise, the values presented in Table 4.4 were
measured without this noise. This ensured that the performance metrics assessed
only the signal response, and were not tainted by noise. However, the target’s
large SNR value of 55.18 dB meant that the difference caused by the presence of
noise is largely negligible for this assessment.
The RMSE and SSIM values agree that the spur chirps cause a significant
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Figure 4.11: SAR simulation results, illustrating the (a)–(b) processed SAR im-
ages, (c)–(d) azimuth slices, and (e)–(f) range slices through the simulated point
target. The first column ((a), (c), (e)) serves as a control, where no spur chirps
were present in the beat signal. Whereas the second column ((b), (d), (f)) contains
spur chirps at a level of −47 dB relative to the feed-through signal.
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Table 4.4: Assessment of PSLR, RMSE and SSIM
Performance Metric Ideal Case Spur Chirps Unit
RMSE 0.00 28.61 dB
SSIM 1.00 0.02 –
PSLR (Azimuth) 47.01 11.31 dB
PSLR (Range) 47.22 4.98 dB
difference between the resultant SAR images on both an absolute and perceptual
level. Furthermore, the PSLR values show that the interference manifests at a
significant power level that greatly hinders the ability to distinguish the target’s
response from interference and other targets.
4.6 Conclusions
The work presented in this chapter has addressed the third research question by
exploring the origin of spur chirps and their manifestation in the beat signal, range
profile, RDM, and processed SAR image.
The precise location of spur chirps in beat signal was predicted, as demon-
strated through comparison of simulated and measured data. The ability to pre-
cisely predict their position lends itself to suppression through zeroing in the time
domain, as will be explored in the next chapter. While both IBS and PDH were
identified as sources of spur chirps in the beat signal, it was found that IBS cor-
responding to n = d = 1 offer an acceptable approximation of their combined
presence in measured data.
Spur chirps were found to manifest as Fresnel ripples in the range profile,
which explained the ripple-like interference that was observed in the baseline mea-
surements of Chapter 3. Analysis of the RDM revealed that these ripples appear
over all range, but in specific Doppler frequency bins. As such, the spurs are
sparsely represented in the range-Doppler domain, a property which is leveraged
in the next chapter. Further work is required to predict the RDM frequency bins
in which the interference will appear.
Simulations illustrated the devastating effect of spur chirps on processed SAR
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imagery, in terms of PSLR, RMSE and SSIM. This level of image degradation
is unacceptable for practical applications and threatened the viability of the de-
veloped radar architecture. As such, the following chapter is dedicated to the




Avoidance and Suppression of Spur
Chirps
In this chapter, mitigation of the impact of spur chirps is addressed from multi-
ple viewpoints. First, a set of guidelines for avoiding IBS and PDH are laid out.
Next, a number of mutual interference suppression techniques are identified as
transferable to the problem at hand. Reduction of PLL loop bandwidth is then
explored as a simple approach to IBS suppression. A novel suppression technique
developed specifically for spur chirps termed RDSM is then put forward. Finally,
simulations are used to compare the efficacy of time-domain zeroing, loop band-
width reduction, and RDSM. Aspects of this chapter are based upon the following
publication:
D. A. Jordan, M. R. Inggs and M. Y. Abdul Gaffar, “Suppression of spur chirps
for fractional-N PLL-based heterodyne FMCW SAR,” IEEE Trans. Microw. The-
ory Techn., vol. 69, no. 1, pp. 409–417, Jan. 2021, doi: 10.1109/TMTT.2020.3030273.
5.1 Avoidance
This section contains guidelines for avoiding PDH and IBS: the root cause of spur
chirps in fractional-N PLL based FMCW radars.
Firstly, PDH are avoided entirely if the radar’s carrier frequency is limited to
an integer multiple of fPD/2 and the modulation bandwidth is constrained to values
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less than fPD− 2∆fIF, where ∆fIF is the radar’s IF bandwidth. These constraints
simply confine the FMCW waveform to fall within the horizontal fPDH seen in
Figure 4.1. This approach to PDH avoidance is suitable for low-cost systems with
moderate RF bandwidth requirements, considering that commercially available
fractional-N PLLs support values of fPD above 250 MHz [78, 79].
It can be shown that there are D IBS intersection points for every PDH [12].
Thus, IBS intersection points can be eliminated from the RF bandwidth if the
use of an output divider is avoided. This is can be achieved through selection of
a VCO which operates within the radar’s desired frequency band. If no divider
is employed, then the aforementioned conditions for avoiding PDH also serve to
avoid IBS, for n = d = 1.
If the phase detector frequency and fractional numerator could be adjusted
in unison during a frequency sweep, integer boundaries could be avoided entirely.
PDH and IBS would therefore be eliminated with no restriction on the radar’s
centre frequency or bandwidth. Others have successfully employed this technique,
where either an input frequency multiplier [80], or the reference frequency [53]
was made programmable, enabling dynamic adjustment of the phase detector fre-
quency. To the best of the author’s knowledge, however, an implementation for
swept-frequency applications has not been presented in the literature.
5.2 Transferable Suppression Techniques
Under certain conditions, the mutual interference of FMCW radars in automotive
scenarios presents a similar problem to that of spur chirps. However, there are
some inherent differences between these problems.
1. Spur chirps occur in every received beat signal.
2. Multiple sets of spur chirps may appear in each beat signal.
3. The time-offset, duration, sweep-rate and bandwidth of spur chirps in the
beat signal are known a priori.
4. Spur chirps exhibit constant Doppler frequency through slow-time.
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A number of techniques have recently been developed to address the problem
of mutual interference. This is largely due to the increase in probability of mutual
interference events as the use of radar for vehicle guidance, collision avoidance,
and proximity-sensing applications is on the rise [81].
A subset of these suppression techniques is now considered for transfer to the
problem of spur chirp interference. In general, these techniques are applicable but
do not take advantage of the aforementioned differences, and thus do not provide
an optimal solution.
5.2.1 Zeroing
Zeroing is likely the simplest approach to interference suppression, consisting of
the multiplication between the beat signal and a masking function in the time-
domain. The masking function is designed to set regions of interference to a value
of zero, or taper towards and away from zero according to an inverse windowing
function [82]. This way, zeroing leverages the sparsity of interference in the time-
domain. In most applications, the location and duration of interference must be
detected, however, these properties are known a priori for spur chirps.
The drawback of this technique is that each target response is convolved with
the Fourier transform of the masking function. This convolution degrades target
range resolution, increases sidelobe levels, and reduces SNR [83, 84]. As such,
time-domain zeroing is often used as a baseline for comparison with alternative
suppression techniques.
To illustrate the associated drawbacks, Figure 5.1(a) repeats the measured
beat signal spectrogram from Figure 4.4(b), while Figures 5.1(b) and 5.1(c) present
a boxcar masking function and its Fourier transform respectively. This masking
function consists of ten zeroing regions, each 15 samples wide, which constitutes
approximately 14.4 % of the total number of samples in the beat signal.
Convolution of each range profile with the function in Figure 5.1(c) is clearly
undesirable. It will be seen in Section 5.5, that this convolution limits the achiev-
able PSLR in the range domain. More sophisticated suppression techniques are
presented in the Sections that follow.
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Figure 5.1: (a) Spectrogram of a measured beat signal with spur chirp interference,
(b) masking function, and (c) Fourier transform of the mask. The first sidelobe
was measured to appear 13.3 dB down from the mainlobe peak. Approximately
14.4 % of the total number of samples in this mask are zero valued.
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5.2.2 Sparse Representation
Correas-Serrano et al. [85] have demonstrated the use of Orthogonal Matching
Pursuit (OMP) to sparsely represent mutual interference in a reduced chirplet
basis. The residual signal (following OMP) is free of interference and contains only
target information. A challenge of this technique is the dictionary size. However,
for the problem of spur chirps one would require a significantly smaller dictionary
size since the bandwidth, time-offset, duration and modulation-rate are known a
priori.
Alternatively, Uysal [86] has used Morphological Component Analysis (MCA)
to separate both synchronous and asynchronous sources of interference. This ap-
proach is based on the sparse representation of target and interference signals in
the Fourier and STFT domains respectively.
Both of the aforementioned techniques involve iterative optimisation, which
is inherently computationally expensive. This is tolerable for automotive radar,
since mutual interference events may occur relatively infrequently. However, since
several spur chirps may manifest in every pulse, the suppression algorithm cannot
be inhibitively slow.
5.2.3 Model-Based Interpolation
Neemat et al. [84] developed a signal model for reconstruction of contaminated
portions of the beat signal in the STFT domain, using auto-regression to estimate
linear prediction coefficients. Furthermore, they employed a phase matching pro-
cedure after signal reconstruction to avoid high sidelobes in the range and Doppler
domains. While this technique relies largely on FFTs, the reconstruction and phase
matching process required for each interferer may prove computationally intensive,
making it inappropriate for the problem of spur chirps.
5.3 Loop Bandwidth Reduction
A number of authors have addressed the problem of IBS at a hardware level.
Brennan et al., suggested that substrate coupling (the root cause of IBS) can be
cancelled using a coupled, anti-phase portion of the VCO signal [51]. Alternatively,
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Osmany et al. highlighted the importance of shielding both the VCO output and
reference input [53]. Herzel et al. have shown that increased spatial separation
and orthogonal bond-wires aids in the reduction of mutual inductance between
VCO and charge pump [56]. A simpler method for the suppression of modulated
spurs at a hardware level can be found, however, in the reduction of PLL loop
bandwidth [87].
The PLL loop filter is implemented using discrete passive or active compo-
nents. These components can be altered between design iterations, but are not
easily changed once implemented. The loop bandwidth of existing implementa-






The effect of the loop bandwidth reduction on synthesised RF waveforms has
already been observed in Figure 3.9, where the loop filter was responsible for a
dramatic reduction in the magnitude of the phase noise skirt and neighbouring
spurs. However, all spurs in this figure were due to the reference signal. The
mechanisms responsible for generating PDH and IBS mean that only the latter
will be suppressed by the loop filter. By extension, only IBS-induced spur chirps
are susceptible to this method of suppression.
To illustrate the efficacy of loop bandwidth reduction for spur chirp suppres-
sion, Figure 5.2 presents the closed-loop transfer function of the PLL loop filter
and associated beat signal spectra for two CPG configurations. The beat signal
spectra in Figure 5.2(b) are for the same single point in fast-time that was analysed
in Section 4.1.
Figure 5.2(b) shows that reduction of the loop bandwidth is a highly effective
method of phase noise and spurii suppression. The IBS labelled A was suppressed
by 25 dB, matching the difference in filter gain seen in Figure 5.2(a) at an offset
of 720 kHz.
A more important result for SAR applications is presented in Figure 5.3, which
compares spectra of the beat signal following coherent integration of 1000 pulses.
These spectra closely resemble the content that manifests in the zero Doppler
range profile of the RDM. As a result, these spectra offer insight into the spur
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Figure 5.2: (a) Closed-loop transfer function of the PLL loop filter and (b) power
spectrum of the beat signal for CPG values of 0.2 mA and 3.1 mA. These values
correspond to loop bandwidths of 42.0 kHz and 477.8 kHz respectively. The loop
filter has suppressed the IBS spur labelled A by 25 dB. The range correlation effect
is suspected to account for a marginal disparity of ≈ 0.5 dB in this measurement.
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Figure 5.3: Spectra of the beat signal for CPG values of 0.2 mA and 3.1 mA fol-
lowing coherent integration of 1000 pulses. At an offset of 0.5 MHz there is ap-
proximately 40 dB difference between the profiles.
level expected in the processed SAR imagery.
At offsets greater than 0.25 MHz, the reduced loop bandwidth profile experi-
ences a noise floor of −100 dB relative to the feed-through. This close-in spurious
bandwidth is acceptable for airborne SAR applications, since it can be designed
to fall within the empty region of range that corresponds to the platform height.
Short-range ground based SAR, however, does not enjoy this advantage and the
first 0.25 MHz may correspond to important targets of interest.
The efficacy of this technique must be carefully weighed-up against the inher-
ent drawbacks of reducing the PLL loop bandwidth. Loop bandwidth has been
described as the most critical design parameter of the PLL, owing to its impact
on phase noise, spurs and settling time [59]. Adjustment thereof therefore carries
some side-effects to be aware of. For example, loop bandwidth is inversely propor-
tional to PLL settling time. Greater settling times decrease the radar’s maximum
waveform chirp rate and may degrade chirp linearity. The relationship between
loop bandwidth and chirp linearity was discussed in Section 3.3.1. Furthermore,
the corner frequency of the VCO high-pass transfer function is equal to the loop
bandwidth. A reduction in bandwidth therefore passes more VCO noise at lower
offsets and increases the radar’s phase noise. In the specific case of dual fractional-
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N PLL based FMCW radar, phase noise associated with the reference signal is the
only source which is correlated between PLLs. This is therefore the only source of
phase noise which experiences the range correlation effect [88], as was observed in
Figure 4.2(b).
In FMCW radar applications, the implications of loop bandwidth reduction
on PLL settling time, waveform modulation rate and chirp linearity may prove too
detrimental. As such, alternative methods of spur chirp suppression are required.
One such novel suppression technique is presented in the section that follows.
5.4 Range-Doppler Spur Masking
Contrary to the techniques discussed thus far, RDSM was developed specifically for
the problem of spur chirp interference and takes advantage of its unique properties,
as listed in Section 5.2. This led to the following set of prerequisites, which must
be met for effective interference suppression.
1. Interference must exhibit constant Doppler frequency through slow-time.
2. Targets must exhibit varying Doppler frequency through slow-time.
3. Data captures should run as long as possible, such that targets transition
through several range-Doppler bins.
While developed for spur chirps, these prerequisites can be met by alternative
forms of interference. For example, automotive mutual interference scenarios in
which the radars exhibit some degree of synchronicity [89]. Asynchronous mutual
interference does not met the prerequisites, however, since it manifests as diagonal
streaks in the range-Doppler domain [86].
The aim of RDSM is to separate target and interference signals in the range-
Doppler domain, such that interference may be removed with minimal loss of target
information. This is accomplished through a Fourier transform over all available
slow-time samples. Provided the prerequisites are satisfied, this transform com-
presses the interference into a minimal number of frequency bins, while target in-
formation is spread throughout the range-Doppler domain. Long slow-time periods
enable fine frequency resolution and therefore improve the achievable separation
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Figure 5.4: Illustrative output after each RDSM step. (a) The range-time domain
is converted to (b) the range-Doppler domain using a slow-time Fourier transform.
(c) The range dimension is collapsed through non-coherent averaging. (d) A mask
is produced through statistics-based thresholding. (e) This mask is then applied
to the RDM. (f) The result is converted back to the range-time domain through
an inverse Fourier transform.
between interference and target signals. Frequency bins that contain interfer-
ence are then easily identified through relative magnitude levels. Following iden-
tification, interference is eliminated through multiplication with a range-Doppler
masking function. RDSM can therefore be considered a variation of the zeroing
technique from Section 5.2.1. Application of a masking function in range-Doppler
domain, however, offers a great advantage over the time-domain: the number of
zero-valued bins constitutes a small percentage of the total number of bins. As
a result, the Fourier transform of the masking function is far more amicable and
exhibits reduced sidelobe levels. This is an automatic benefit for any application
in which the number of slow-time samples exceeds the number of fast-time samples
in the radar data cube, such as SAR. Of further benefit, a single masking func-
tion is applied to the entire data set, meaning that RDSM offers a computational
advantage over the reviewed sparse representation and model-based interpolation
techniques that involve iterative optimisation methods. Having gained an intuitive
understanding of RDSM, its key steps are now explored in detail.
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Illustrated in Figure 5.4(a), RDSM begins in the range-time domain where
Fresnel ripples extend throughout each range profile as horizontal interference
lines. Owing to the low magnitude level of the interference, these horizontal lines
may not be visible in measured data, such as that presented in Figure 3.26. The
three hyperbolic curves in this figure correspond to hypothetical targets in a SAR
measurement.
The first step in the algorithm is to perform a Fourier transform over the entire
slow-time axis. This produces an RDM, as presented in Figure 5.4(b). Assuming
the RDSM prerequisites have been satisfied, the interference is concentrated into a
limited set of frequency bins, while the target energy is spread over multiple range-
Doppler bins. Compression of the interference greatly increases its magnitude with
respect to all other signals in the map, due to noise, clutter and targets.
Next, non-coherent averaging is used to collapse the range dimension of the
RDM. This results in a single Doppler profile with reduced signal variance, as
illustrated by Figure 5.4(c). A process modelled after Constant False Alarm Rate
(CFAR) detection then compares relative magnitude levels to determine which
frequency bins are corrupted by interference. Frequency bins whose magnitude
exceeds the CFAR threshold are selected for zeroing. A window of W data cells
and G guard cells on either side of the cell under test are used to set the CFAR
threshold (T ),
T = z̄ + ασz (5.1)
where z is the set of 2W data cells after linear detection, z̄ is the mean value, σz
is the standard deviation, and α is a tuning parameter.
A one-dimensional frequency mask is then generated by assigning a weighting
of zero to those frequency bins whose magnitude exceeds T , while all other fre-
quency bins are assigned a weighting of unity. If desired, the mask can be modified
to taper towards zero according to a windowing function. This one-dimensional
mask, as presented in Figure 5.4(d), is then extended to match the original range
dimension, such that the resultant two-dimensional mask can be multiplied with
the original RDM to suppress interference. The masked RDM of Figure 5.4(e) can
then be transformed back to the range-time domain, as seen in Figure 5.4(f), for
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any remaining processing steps.
Figure 5.5(a) presents a region of the averaged Doppler spectrum and associ-
ated CFAR threshold, while Figures 5.5(b) and 5.5(c) show the resultant masking
function and its Fourier transform respectively. The threshold was generated using
values of W = G = 5 and α = 10, which were determined heuristically. This 2 s
long data set contains 2500 slow-time samples and was in fact generated for the
RDM in Figure 4.8. Only 34 of the 2500 samples were zeroed to form this mask,
constituting 1.36 %.
The Fourier transform of RDSM masking function in Figure 5.5(c) can be
compared with its counterpart for time-domain zeroing from Figure 5.1(c) be-
cause they were both developed for the same measured data from Chapter 4.
While approximately 14.4 % of the samples in the time-domain masking function
were zero valued and the first sidelobe of its transform appeared 13.3 dB down from
its mainlobe peak, its RDSM counterpart measured comparative values of 1.36 %
and 37.3 dB respectively. This comparison suggests that RDSM may prove more
effective than zeroing, even for a relatively low total number of slow-time sam-
ples. The next section presents simulations that compare some of the discussed
suppression techniques.
5.5 Quantitative Comparison of Techniques
This section presents simulations that quantitatively compare zeroing, loop band-
width reduction and RDSM for the suppression of spur chirps in the same low-
altitude SAR scenario that was presented in Section 4.5.
To recap, FERS [77] was used to simulate a pseudo-monostatic radar that
maintained a constant velocity of 30 m/s while illuminating a single stationary
point target at a minimum ground range of 50 m. A set of spur chirps were added
to the beat signal at a level of −47 dB relative to the feed-through peak, in only the
zero Doppler bin. Under the simulated conditions, 40 Hz of Doppler bandwidth
was processed to achieve an azimuth resolution of 0.745 m.
In this Section, the masking function used to assess time-domain zeroing,
along with its associated Fourier transform, are identical to those presented in
Figures 5.1(b) and 5.1(c) respectively, because the simulated waveform parame-
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Figure 5.5: (a) Zoomed-in region of the averaged Doppler spectrum and associ-
ated CFAR threshold T , (b) associated RDSM masking function and (c) Fourier
transform of the masking function.
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ters match those of the miloSAR. Similarly, the PLL loop filter transfer functions
presented in Figure 5.2(a) are used in this section to assess loop bandwidth re-
duction. On the other hand, the RDSM masking function varies as a function of
the number of available slow-time samples. As such, the efficacy of RDSM was
assessed for two different slow-time periods.
Available compute resources limited the extent of slow-time to a maximum
of 2 s, which in turn limited the theoretical 3 dB frequency resolution of the
RDSM masking function to 0.89/2 = 0.445 Hz. As a result, RDSM discards only
0.445/40 = 1 % of the processed Doppler bandwidth for the case of 2 s of slow-time,
since spur chirp interference was only present in a single Doppler bin.
Figure 5.6 presents the processed simulation results over a dynamic range
of 50 dB relative to the point target’s peak value. Each column consists of a
zoomed-in region of the SAR image and slices through the target’s response in the
azimuth and range dimensions. The first column (Figure 5.6(a), 5.6(g) and 5.6(m))
serves as a baseline, where no form of spur chirp suppression was applied. Time-
domain zeroing was implemented to produce the results in the second column.
The simulated PLL loop bandwidth was minimised for the third column. The
fourth and fifth columns present the results of RDSM for slow-time periods of 1 s
and 2 s respectively. The final column serves as the ideal case in which no form of
suppression was applied, and no spur chirps were introduced into the beat signal.
Comparison of the processed SAR images in Figures 5.6(a)–(f) reveals that
none of the implemented techniques were able to completely eliminate the spur
chirps. Fresnel ripples are still visible in the SAR images after the application
of time domain zeroing and loop bandwidth reduction, but have been removed
from those corresponding to RDSM. The azimuth slices in Figures 5.6(g)–(l) re-
veal that zeroing and RDSM exhibit the lowest sidelobe levels. Furthermore, the
performance of RDSM in the azimuth slice is seen to improve from Figure 5.6(j)
to 5.6(k) as the number of available slow-time samples was doubled. However, the
true advantage of RDSM is evident in the range slices of Figures 5.6(m)–(r), where
the sidelobe levels following RDSM are seen to approximate those of the ideal case.
Table 5.1 presents the calculated PSLR, RMSE and SSIM values for each suppres-
sion technique relative to the ideal case, to enable quantitative analysis of the
simulation results.
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5.6. APPLICATION TO MEASURED SAR DATA
Table 5.1: Assessment of Zeroing, Loop Bandwidth Reduction and RDSM
Performance Spur Zeroing fLB RDSM RDSM Ideal Unit
Metric Chirps (1 s) (2 s) Case
RMSE 27.82 18.38 20.27 6.93 5.12 0.00 dB
SSIM 0.01 0.03 0.02 0.35 0.37 1.00 –
PSLR [Azimuth] 11.15 28.76 20.19 23.09 28.82 45.56 dB
PSLR [Range] 4.20 12.76 14.77 44.44 44.49 44.86 dB
Achieving the lowest RMSE and highest SSIM values, the SAR images formed
after RDSM were found to be the most similar to the idea case, in terms of both
absolute value and perceive difference. Zeroing and RDSM produced the greatest
PSLR values in the azimuth slice, where RDSM was seen to improved with an
increase in available slow-time samples. Finally, RDSM demonstrated a signifi-
cant advantage over the alternative techniques in the range slice PSLR, almost
matching the ideal case. As such, the tabulated values agree with the qualitative
observations: RDSM performed better than zeroing and loop bandwidth reduction
in all performance metrics.
It must be noted that the efficacy of loop bandwidth reduction inherently
improves as a function of range, while the other suppression techniques are range
independent. As such, this simulated short-range scenario does not reveal the
full potential of loop bandwidth reduction. Of further interest, this simulation
introduced only those spur chirps characterised by n = d = 1, and where only
present in the zero Doppler bin. These parameters clearly do not capture the
full extent of reality, but provide a useful foundation to compare the suppression
techniques. In the following Section, these suppression techniques are applied to
SAR data measured using the miloSAR.
5.6 Application to Measured SAR Data
During the course of the miloSAR’s development, a myriad of system configura-
tions and operational parameters were implemented and assessed. As such, the
miloSAR has been used in numerous SAR measurement and testing campaigns.
108











Figure 5.7: miloSAR strapped to the roof of a Subaru. The base station of the
RTK GNSS system is visible in the background.
This section presents measurements captured during two specific campaigns which
allow the efficacy of zeroing, loop bandwidth reduction and RDSM to be demon-
strated and compared.
5.6.1 Iowa, United States of America
Between July and September of 2019, the miloSAR was deployed on seven occa-
sions to capture over 120 car-borne SAR measurements. For these experiments,
the radar was strapped to the top of a Subaru at a height of 1.7 m AGL, as seen
in Figure 5.7.
All of the experiments conducted during this time period made use of the
reduced loop bandwidth configuration, i.e. 42 kHz. As such, a ’before versus after’
comparison can not be made between the ’standard’ and reduced loop bandwidth
configurations. Rather, Figure 5.8 presents a representative result for one such
experiment. An optical satellite image of the area (taken from Google Earth)
is given in Figure 5.8(a), while Figure 5.8(b) shows the resultant SAR image.
Figures 5.8(c) and 5.8(d) both present images taken from the vehicle during the
capture.
To produce this SAR image, the vehicle travelled northward along the road at
a mean velocity of 14 m/s, with the radar pointing right. Four data channels were
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Figure 5.8: (a) Optical satellite image and (b) processed SAR image of a driving
range and lake region in Pleasant Hill, Iowa. This SAR image spans an area of
600 m by 200 m, and presents 100 dB of dynamic range. (c) Photo revealing an
arrangement of 10 golf bag racks and a power line that runs horizontally in front
of the radar. (d) Secondary photo that corresponds to the lake region, where the
power line is also visible.
captured (fully-polarimetric operation), processed into independent images, and
then non-coherently averaged to form the image in Figure 5.8(b). This reduces
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the variance of speckle noise and improves image SNR.
Spur chirp interference is visible in the near range of the SAR image, extending
up to approximately 50 m down range. This is in line with what was observed in
the simulations of the preceding Section. Under the implemented experimental
configuration, 42 kHz of loop bandwidth corresponded to a range of 17 m, which
means that the impact of spur chirps can be observed at roughly three times the
corner frequency of the PLL loop filter. This does not present a problem for
airborne measurements where the platform altitude would typically exceed the
corrupted near range. An alternative suppression technique is therefore required
for near range applications. Somewhat ironically, the following section presents
airborne SAR measurements that demonstrate how zeroing and RDSM compare.
5.6.2 Oudtshoorn, South Africa
The miloSAR was deployed in Oudtshoorn, South Africa for a two-day airborne
SAR measurement campaign in November, 2018. Four flights enabled a total of 30
data takes, using the wide loop bandwidth setting of 477.8 kHz. For this campaign,
the radar was mounted within an Ikarus C42: the two-seater, microlight aircraft
seen in Figure 5.9(a).
The waveform parameters utilised during this campaign vary from those used
for the simulations and measurements in preceding Sections. For these captures, a
fractional numerator increment value of I = 1060 was used over L = 88666 phase
detector cycles, resulting in values of ∆Tint = 126.62 µs and Tint0 = 101.3 µs. These
values map to the measured spur chirp positions seen in Figure 5.10.
As evidenced by Figure 5.10, the use of a wide loop bandwidth means that
these data sets contain the full extent of spur chirp interference. This is an ad-
vantage from a research point of view, since both time domain zeroing and RDSM
could be applied for comparison of the resultant SAR imagery.
All measurements lasted 60 s and utilised a PRF of 1 kHz, which resulted
in 60 000 slow-time pulses per data set. Figure 5.11 illustrates how this extent
of slow-time is a significant benefit to RDSM, presenting the averaged RDMs
produced before and after RDSM had been implemented to the data in Figure 5.10.
The utilised threshold parameters of W = G = 5 and α = 10 were determined
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Figure 5.9: (a) Exterior of the retrofitted Ikarus C42. (b) The internals of the
plane’s fuselage. Modifications to the baggage hatch supported the cylindrical













Figure 5.10: Beat signal spectrogram measured during the campaign. The presence
of five pairs of spur chirps has been highlighted with dashed ellipses. Axis ticks
have been chosen to align with the location of spur chirps.
heuristically.
It is not immediately evident that any part of Figure 5.11(b) has been masked,
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(a)
(b)
Figure 5.11: Comparison between averaged RDMs (a) before and (b) after RDSM.
Both plots are normalised and present 15 dB of dynamic range but are offset by
25 dB to account for the integration gain experienced by the interference. The
interference has been removed in (b), where only target energy (spread throughout
the RDM) remains. The coherent processing interval for these images was limited
to 512 pulses, and as such these figures are not equivalent to those in Figure 5.4.
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as the masked regions would appear as black vertical lines. This is the benefit of
the high resolution of the mask with respect to the averaged RDM. The frequency
resolution of the mask is 0.89/60 = 14.8 mHz, while the frequency resolution of
Figure 5.11(b) is 0.89/0.512 = 1.73 Hz, since each RDM was generated from 512
pulses. As a result, only 0.15 % of the total available Doppler bins were masked.
Since the procedure used to generate these averaged RDM shares commonality
with Fourier-based image formation, no masked regions are expected in the final
SAR image either.
The efficacy of zeroing and RDSM in eliminating the effects of spur chirp
interference from SAR imagery is now assessed through the application of both
techniques to the same measured data set. Figure 5.12 presents the resultant SAR
images without any form of suppression, with those produced after zeroing and
RDSM. A satellite image of the same region (taken from Google Earth) is also
provided for reference. A mean altitude of 106 m and velocity of 29 m/s were
maintained during the 60 s experiment, enabling an area of 500 m by 1746 m to be
captured.
It is clear that both the zeroing and RDSM techniques are able to eliminate
horizontal interference lines caused by the spur chirps. However, the application
of zeroing has resulted in an undesirable distortion of the resultant SAR image.
As was shown in the simulations of Section 5.5, this distortion is due to the high
sidelobes associated with the Fourier transform of the masking function. The effect
of these sidelobes is most pronounced in the scene’s brightest target, which has
been enclosed by a dashed rectangle in Figures 5.12(b) and 5.12(c). A vertical line
(enclosed by a dashed ellipse) is seen to extend away from the target over all range
in Figure 5.12(b). This vertical line is absent, however, from both Figures 5.12(a)
and 5.12(c), since it is due to sidelobes in the range dimension.
To assess the difference in sidelobe levels, the regions enclosed by the dashed
rectangles in Figures 5.12(b) and 5.12(c) are repeated in Figures 5.13(a) and
5.13(b) respectively. Azimuth and range slices through the peak of the target
are presented in each column.
At first glance, the azimuth slices in Figures 5.13(c) and 5.13(d) appear to be
fairly similar. However, there are points in these profiles that differ significantly.
At the points labelled A and B, the RDSM profile exhibits content approximately
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Figure 5.12: (a) SAR image without suppression, (b) SAR image after zeroing,
(c) SAR image after RDSM, and (d) reference optical satellite image taken from
Google Earth. All SAR images are presented over 80 dB of dynamic range, and are
the non-coherent average of VV and VH channels. The aircraft flew southwards,
with the radar pointing east.
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Figure 5.13: Analysis of the brightest target response of Figure 5.12. (a) SAR
image after zeroing and (b) SAR image after RDSM. Azimuth and range slices
through the target peak are presented in (c)–(d) and (e)–(f) respectively.
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20 dB lower than that in the zeroing profile. This is attributed to the high selec-
tivity of the RDSM masking function. The range slices also reveal a significant
difference in sidelobe levels surrounding the target. At a range of 70 m (label C)
the profiles differ by more than 45 dB. These results agree with the simulations of
Section 5.5 where RDSM was found to outperform zeroing in both azimuth and
range slice sidelobe levels.
5.7 Conclusions
This chapter explored several techniques that were designed to either avoid or
mitigate the impact of spur chirp interference. A subset of these techniques were
applied to both simulated and measured SAR data sets for comparison.
The presented avoidance guidelines place undesirable constraints on the oper-
ational parameters on the radar. As a result, these guidelines are expected to be
overlooked in practice, in favour of suppression techniques. The implementation of
a variable PLL reference frequency for FMCW applications is left for future work.
A set of mutual interference suppression techniques were identified as transfer-
able to the problem of spur chirps. These transferable techniques do not, however,
leverage the unique properties of spur chirps and are thus not optimised for the
problem at hand. The implementation of OMP, MCA and model based interpo-
lation are left for future work.
Loop bandwidth reduction through adjustment of CPG was found to be an ef-
fective method of spur chirp suppression. However, it came at the cost of increased
PLL settling time and VCO-induced phase noise. Furthermore, this technique was
found to be ineffective in near range which corresponds to the PLL loop filter band-
width. As such, loop bandwidth reduction is reserved for airborne applications,
where the near range is devoid of targets and is typically discarded.
A novel spur chirp suppression technique, termed RDSM, was put forward.
This technique leverages the sparsity of spur chirp interference in the range-
Doppler domain, where the interference can be filtered out at high resolution.
The efficacy of zeroing, loop bandwidth reduction and RDSM was assessed
using simulated and measured SAR data, where RDSM was found to outperform







The work presented in this text has proved the hypothesis to be true: low-cost
heterodyne FMCW SAR can be implemented using a pair of time-offset fractional-
N PLLs, with the caveat that additional processing steps are required to suppress
the spur chirps that effect the performance of such a system.
6.1 Research Questions
All of the research questions that were posed in Chapter 1 have been answered in
the course of the text. A summary of these answers is provided below.
1. Why use a pair of fractional-N PLLs to implement a heterodyne FMCW
SAR?
The literature review presented in Chapter 2 revealed that fractional-N PLLs
offer a low-cost solution to the linear frequency requirements of FMCW
radar. These devices support direct waveform synthesis at RF, which elim-
inates the need for typical up-conversion components, reducing hardware
costs and complexity. Furthermore, a pair of these inexpensive devices can
be used to implement a heterodyne receiver architecture with a variable IF,
using either a relative time or frequency offset. A heterodyne receiver with a
variable IF enables effective analogue range gate based feed-through suppres-
sion in varying experimental conditions and enables the recovery of wasted
bandwidth in SAR applications.
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2. Can such a radar operate coherently without a reference channel?
System characterisation tests presented in Chapter 3 demonstrated that a
time-offset based heterodyne receiver architecture is capable of precise phase
measurement over an extended period of time, without the need for a refer-
ence channel. This is in contrast to the more conventional frequency offset
approach, which requires a reference channel to account for uncertainty in
the instantaneous frequency difference between fractional-N PLLs. This rep-
resented a major benefit for the miloSAR, as both of the available receiver
channels could be used for fully polarimetric operation.
3. Do the notorious spurious signals generated by fractional-N PLLs affect the
images produced by this SAR?
Chapter 4 presented an investigation into the manifestation of IBS and PDH
as spur chirps in data measured by the miloSAR. The beat signal spur chirps
were found to generate Fresnel ripples in the range profile that appeared in
select Doppler frequency bins in the RDM. Azimuth compression during SAR
processing was found to intensify the presence of spur chirp interference in the
resultant imagery. Simulations revealed that spur chirps can cause significant
degradation of SAR image quality, measured in terms of PSLR, RMSE and
SSIM with respect to an ideal case.
4. If these spurious signals do present a problem, how can they be suppressed
effectively?
Guidelines for avoiding and techniques for suppressing spur chirp interference
were put forward in Chapter 5. Several suppression techniques from the
problem of mutual interference were identified as transferable, of which time-
domain zeroing was selected for implementation. Time-domain zeroing, PLL
loop bandwidth reduction through CPG adjustment, and the novel RDSM
technique were compared using simulated and measured SAR data sets. This
comparison revealed that RDSM outperformed the alternatives and provides
an effective method of spur chirp suppression for SAR applications. As such,
the development of RDSM is responsible for ensuring the viability of the




The following set of original contributions are a result of answering the aforemen-
tioned the research questions.
1. Implementation of the only fully-polarimetric heterodyne FMCW SAR to
employ a pair of time-offset fractional-N PLLs.
2. Identification, simulation and measurement of the spur chirps which affect
this system.
3. Presentation of guidelines for the avoidance of spur chirps.
4. Identification of existing, transferable techniques for the suppression of spur
chirps.
5. Demonstration of spur chirp suppression through PLL loop bandwidth re-
duction.
6. Presentation of RDSM: a novel spur chirp suppression technique.
7. A comparison between time-domain zeroing, loop bandwidth reduction and
RDSM for the suppression of spur chirps, using simulated and measured SAR
data.
6.3 Future Work
Scope exists for future work in fractional-N PLL based heterodyne FMCW SAR
in the following areas.
• It would be interesting to determine if the power cancellation techniques
reviewed in Chapter 2 would be effective in eliminating spurs generated by
the fractional-N PLLs, before dechirp occurs. It is hypothesised that the
efficacy of this approach would depend on the cancellation bandwidth, which
would be required to well exceed the PLL loop bandwidth.
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• The sparse representation and model based interpolation techniques reviewed
in Chapter 5 could be implemented to suppress spur chirp interference. Anal-
ysis of the efficacy and computational expense of these techniques would be
enlightening.
• The impact of spur chirps on fractional-N PLL based homodyne FMCW
SAR systems could be investigated. While a DX fractional-N PLL would
no longer be necessary, spur chirp interference is expected to still present a
problem. This could, however, be generalised by assessing the impact of spur
chirps as a function of the time-offset.
• The SAR image quality of a time-offset fractional-N PLL based heterodyne
FMCW SAR (coupled with RDSM) could be compared with an equivalent
system that employs time-offset DDSs. The miloSAR and SlimSAR are ideal
candidates for such a study.
• If the Doppler frequency bins in which spur chirp interference appears in the
RDM could be accurately predicted, the need for the CFAR based thresh-
olding within RDSM would be eliminated. This may offer a reduction in the
computational cost of RDSM.
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