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Abstract
In this paper we improve Szo+nyi’s embeddability result on ðk; pÞ-arcs, in PGð2; qÞ; q ¼ ph; p
prime. Szo+nyi proved that for k4qp  q þ p  e; ep12
ﬃﬃﬃ
q4
p
; a ðk; pÞ-arc can be embedded in a
maximal arc. Our main theorem is that this result can be extended for ep1
4
ﬃﬃﬃ
q
p
; furthermore it
can be generalized to ðk; peÞ-arcs, peo ﬃﬃﬃqp : This and the result of Ball, Blokhuis and Mazzocca
on the non-existence of maximal arcs for p42; yields an upper bound on the size of a ðk; peÞ-
arc. In the particular case p ¼ 2; Segre showed that when k4q þ 1 ﬃﬃﬃqp ; any k-arc can be
extended to a hyperoval. This result is sharp, since there are complete arcs of size q þ 1 ﬃﬃﬃqp :
A new proof for Segre’s theorem is also presented.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A ðk; nÞ-arc in a projective plane is a set of k points such that each line intersects it
in at most n points. It is complete if it cannot be extended to a ðk þ 1; nÞ-arc.
In this paper we will work in the Desarguesian projective plane of order q; that is
in PGð2; qÞ; see [8]. Hence q ¼ ph; where p is a prime and hX1: Throughout this
paper q; p and h are always used in this sense.
Considering ðk; nÞ-arcs, Barlotti [3] showed that for 1onoq þ 1; we have kpqn 
q þ n and equality can only hold when n divides q: Arcs of size qn  q þ n are called
maximal. In the Desarguesian projective plane of order q; Denniston [5] constructed
ARTICLE IN PRESS
E-mail address: weiner@renyi.hu.
1071-5797/$ - see front matter r 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2003.09.007
maximal arcs for every divisor of q; when q is even. Ball et al. [2] proved that for q
odd, there is no maximal arc.
There are several improvements on Barlotti’s bound, when n is not a divisor of q:
Lunelli and Sce [10] showed that kpðn  1Þq þ n  3 and, if q is large enough
compared to n; then kpðn  1Þq þ 8n=13:
Let K be an arbitrary ðqn  q þ n  e; nÞ-arc in PGð2; qÞ: When n divides q; a
natural question is whether K is incomplete if e is small enough, that is whether it
can be completed to a maximal arc. For e ¼ 1; this was shown by Thas [13]. Ball and
Blokhuis [1] showed it for eon=2 when q=n43; for eo0:476n when n ¼ q=3 and for
eo0:381n when n ¼ q=2: This result was improved by Hadnagy and Szo+nyi [7];
namely they proved it for ep2n=3; if q=n is large enough. In the next theorem the
bound on e does not depend on n:
Result 1.1 (Szo+nyi [12]). Assume that K is a ðqp  q þ p  e; pÞ-arc in PGð2; qÞ;
q ¼ ph; p prime. Suppose also that ep1
2
ﬃﬃﬃ
q4
p
: Then K can be embedded in a maximal
arc.
For large n ¼ p; the results of Ball–Blokhuis and Hadnagy–Szo+nyi turn out to be
better while, for small p; Result 1.1 is stronger.
When n ¼ 2; ðk; nÞ-arcs are simply called k-arcs and maximal arcs are called
hyperovals. In this case Segre [11] showed that a ðq þ 2 eÞ-arc, ep ﬃﬃﬃqp ; can be
extended to a hyperoval. When 4oq is a square, this result is sharp, since then there
are complete ðq þ 1 ﬃﬃﬃqp Þ-arcs, see [4,6,9].
In this paper we improve on Result 1.1; that is, we prove the following theorem:
Theorem 3.16. Assume that K is a ðqpe  q þ pe  e; peÞ-arc in PGð2; qÞ; q ¼ ph; p
prime. Suppose also that ep1
4
ﬃﬃﬃ
q
p
and pep1
2
ﬃﬃﬃ
q
p
: Then K can be embedded in
a maximal arc.
The improvement on the result comes from studying [12]. One of the main
observations is that Proposition 2.4 and so Lemma 3.4 can be used to improve on
Result 1.1. Szo+nyi’s method is similar to Segre’s in the sense that he associates an
algebraic envelope to the ðk; pÞ-arc. It turns out that a similar envelope can be
associated to the ðk; peÞ-arc, when e41: This envelope is reintroduced in Section 3.
In [12] it is proved that the above envelope factors into linear components, i.e. line
pencils, and the arc in question can be completed by adding the vertices of these line
pencils. Unfortunately, when e4
ﬃﬃﬃﬃﬃﬃﬃ
q=24
p
; we cannot use the idea of factorizing this
envelope, instead we show that certain linear components must be factors of it and
this will be enough to complete the proof.
In general, probably
ﬃﬃﬃ
q
p
is not the right order of magnitude for e; except for the
case pe ¼ 2: As we saw earlier, in this case Segre showed that e can be as big as ﬃﬃﬃqp
and this is sharp. Note that the sharpness of Segre’s result shows that if e does not
depend on pe; the best order of magnitude of e we can get is
ﬃﬃﬃ
q
p
: In Section 4, we give
a new proof of Segre’s result.
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2. Preliminaries
In this section, ﬁrst we recall the results of Section 3 in [12]. There a condition was
given, which guarantees that the greatest common divisor of two given polynomials
has a prescribed degree.
Result 2.1 (Szo¨nyi [12]). Let hðXÞ ¼ h0X n þ h1X n1 þ? ðh0a0Þ be a polynomial of
degree n and gðXÞ ¼ g0X n1 þ g1X n2 þ? be a polynomial of degree at most n  1:
Denote by Rk the following 2k  2k matrix:
Rk ¼
h0 0 0 ? 0 0 0 ? 0
h1 h0 0 ? 0 g0 0 ? 0
h2 h1 h0 ? 0 g1 g0 ? 0
^ ^
hk1 hk2 hk3 ? h0 gk2 gk3 ? g0 0
hk hk1 hk2 ? h1 gk1 gk2 ? g0
^ ^
^ ^
h2k1 ? ? hk g2k2 g2k3 ? gk1
0
BBBBBBBBBBBBBBBB@
1
CCCCCCCCCCCCCCCCA
;
where hj; j4n and gi; i4n  1 are zero.
If the degree of the greatest common divisor of h and g is n  k then the determinant
of Rk is non-zero. When the degree of the greatest common divisor is greater than
n  k; then det Rk ¼ 0:
Note that det Rk plays a very similar role to the resultant. Actually, deleting the
ﬁrst row and the ﬁrst column of Rk we get back a submatrix of the resultant; for
n ¼ k it is the resultant of the two polynomials. The advantage now is that when the
greatest common divisor of the two polynomials is large, then the matrix Rk
is small.
Here we outline the main idea of the proof of Result 2.1; for the details we
refer to [12]. In the proof of Result 2.1 the coefﬁcients of the polynomials %cðX Þ ¼
X k þ %c1X k1 þ? and %aðX Þ ¼ %a0X k1 þ? are calculated so that, for these
polynomials,
hðXÞ %aðXÞ  gðXÞ%cðXÞ ¼ 0: ð1Þ
Note that when degðgcdðhðXÞ; gðXÞÞÞ ¼ n  k; then %c is the quotient hðXÞgcdðhðX Þ;gðXÞÞ
while %a is
gðX Þ
gcdðhðXÞ;gðX ÞÞ: For the coefﬁcients %a0; %a1;y; %ak1 and %c1; %c2;y; %ck; the
polynomial equation (1) can be interpreted as a system of linear equations. If we
calculate the coefﬁcient of xnþk1 in hðX Þ %aðX Þ  gðX Þ%cðXÞ ¼ 0; then we get h0 %a0 
g0  1; so the ﬁrst equation is h0 %a0 ¼ g0: The coefﬁcient of xnþk2 is h1 %a0 þ h0 %a1 
g1  1 g0 %c1: Since this is zero again, we get the equation h1 %a0 þ h0 %a1  g0 %c1 ¼ g1:
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Continuing this way, we obtain a system of linear equations. The last equation
comes from computing the coefﬁcient of xnk: Hence
Rkð %a0;y; %ak1; %c1;y; %ckÞT ¼ ðg0;y; g2k1ÞT : ð2Þ
It is important to note that if we know in advance that the greatest common
divisor has degree at least n  k; then the solutions of the system of linear equations
(2) correspond to the solutions of the polynomial equation (1). When the degree of
the greatest common divisor is n  k exactly, then the polynomial equation has a
unique solution and so has the system of linear equation; hence det Rka0: In this
latter case we can obtain the desired solutions using Cramer’s rule; hence these will
be fractions with denominator det Rk: When the degree of the greatest common
divisor is larger than n  k; then the determinant of Rk is zero, since (1) and so (2)
has more than one solution.
In [12] it was assumed that the coefﬁcients hi and gi are polynomials in Y which
satisfy degðhiÞ; degðgiÞpi: Now we suppose that hi is a homogeneous polynomial in
two variables Y and Z of degree exactly ti; for a ﬁxed tX1; or it is the zero
polynomial; also, we assume that the same holds for gi:
Similarly to Result 2.1, we construct the matrix RkðY ; ZÞ: Replace the mth column
of RkðY ; ZÞ by ðg0ðY ; ZÞ;y; g2k1ðY ; ZÞÞT to obtain Rk;mðY ; ZÞ: (We imitate the
idea of Cramer’s rule.) Let us introduce the polynomial aðkÞðX ; Y ; ZÞ ¼Pk1
i¼0 aiðY ; ZÞX k1i; where aiðY ; ZÞ ¼ det Rk;ðiþ1ÞðY ; ZÞ and let cðkÞðX ; Y ; ZÞ ¼Pk
i¼0 ciðY ; ZÞX ki be the polynomial such that c0ðY ; ZÞ ¼ det RkðY ; ZÞ and
ciðY ; ZÞ ¼ det Rk;ðkþiÞðY ; ZÞ; when i40: Note that if for the ﬁxed values Y ¼ y
and Z ¼ z; the degree of the greatest common divisor of hðX ; y; zÞ and gðX ; y; zÞ is
n  k exactly (so det Rkðy; zÞa0), then it follows from the previous arguments that
aðkÞðX ; y; zÞ ¼ gðX ; y; zÞ
gcdðhðX ; y; zÞ; gðX ; y; zÞÞ det Rkðy; zÞ
and
cðkÞðX ; y; zÞ ¼ hðX ; y; zÞ
gcdðhðX ; y; zÞ; gðX ; y; zÞÞ det Rkðy; zÞ:
Now for the polynomials aðkÞ and cðkÞ a similar proposition to [12, Proposition 3.2]
(where hi and gi were polynomials in one variable) holds.
Proposition 2.2. Suppose that for hðX ; Y ; ZÞ ¼Pni¼0 hiðY ; ZÞX ni and gðX ; Y ; ZÞ ¼Pn1
i¼0 giðY ; ZÞX n1i; hiðY ; ZÞ and giðY ; ZÞ are homogeneous polynomials, further-
more, assume that deg hiðY ; ZÞ ¼ ti or hi ¼ 0 and deg giðY ; ZÞ ¼ ti or gi ¼ 0; for a
fixed tX1; and h0a0:
(1) Then the determinant of RkðY ; ZÞ in Result 2.1 is a homogeneous polynomial (in Y
and Z) of degree tkðk  1Þ or it is 0. Furthermore, all the subdeterminants of
RkðY ; ZÞ are homogenous polynomials.
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(2) The coefficient of X ki in the polynomial cðkÞðX ; Y ; ZÞ and the coefficient of
X k1i in the polynomial aðkÞðX ; Y ; ZÞ are homogeneous polynomials (in Y and
in Z) of degree tkðk  1Þ þ ti or they are 0.
Proof. To calculate the degree of the determinant RkðY ; ZÞ; observe that the degree
of the ðl; mÞth entry ðl; m ¼ 1;y; 2kÞ is tðl  mÞ (or it is 0) if we are in the left-hand
side, and it is tðl  m þ k  1Þ if we are in the right-hand side of RkðY ; ZÞ (or again
that entry is 0). So each term in the expression of the determinant has degree exactly
tkðk  1Þ: Similarly, one can prove easily that all the subdeterminants of RkðY ; ZÞ
are homogenous polynomials. If we put ðg0ðY ; ZÞ;y; g2k1ðY ; ZÞÞT in place of the
mth column of RkðY ; ZÞ; then the degree will be bigger than that of RkðY ; ZÞ by
tðm  1Þ or tðm  kÞ according as m is in the left or right part of the matrix, from
which the second part of the result follows. &
From Result 2.1 it follows that if for the ﬁxed value Y ¼ y and Z ¼ z the degree of
the greatest common divisor of hðX ; y; zÞ and gðX ; y; zÞ is bigger than n  k; then the
determinant of Rkðy; zÞ is 0. Since det RkðY ; ZÞ is a homogeneous polynomial, this
means that ðzY  yZÞ is a factor of RkðY ; ZÞ:
As Proposition 2.4 shows a bit more is true, but to prove that the next lemma is
needed.
Lemma 2.3 (Sziklai). Let MðY ; ZÞ be an m  m matrix with entries of polynomials
depending on Y and Z: Assume that for the fixed values y and z; ðzY  yZÞr divides all
ðm  1Þ  ðm  1Þ subdeterminants of MðY ; ZÞ; then ðzY  yZÞrþ1 is a factor of
det MðY ; ZÞ:
Proof. The lemma is true when det MðY ; ZÞ ¼ 0; hence we may assume that it is not
the zero polynomial. Let M	ðY ; ZÞ be the matrix obtained by replacing each element
mij of MðY ; ZÞ by ð1Þiþj times the corresponding ðm  1Þ  ðm  1Þ subdetermi-
nant of MðY ; ZÞ: Note that ðM	ðY ; ZÞÞT MðY ; ZÞ ¼ ðdet MðY ; ZÞÞI ; where I is the
m  m identity matrix; hence det M	ðY ; ZÞ ¼ ðdet MðY ; ZÞÞm1: By assumption the
elements of M	ðY ; ZÞ are divisible by ðzY  yZÞr; therefore ðzY  yZÞrm divides
det M	ðY ; ZÞ ¼ ðdet MðY ; ZÞÞm1 and so the lemma follows. &
Proposition 2.4. Let hðX ; Y ; ZÞ ¼Pni¼0 hiðY ; ZÞX ni and gðX ; Y ; ZÞ ¼Pn1
i¼0 giðY ; ZÞX n1i be polynomials in three variables such that hiðY ; ZÞ and
giðY ; ZÞ are homogeneous polynomials, furthermore, assume that deg hiðY ; ZÞ ¼ ti
or hi ¼ 0 and deg giðY ; ZÞ ¼ ti or gi ¼ 0; for a fixed tX1; and h0a0: For Y ¼ y and
Z ¼ z; let n  k0 be the degree of the greatest common divisor of hðX ; y; zÞ
and gðX ; y; zÞ: Assume that k is a non-negative integer such that n  k0Xn  k
and construct the matrix RkðY ; ZÞ of Result 2.1. Then ðzY  yZÞkk
0
divides
det RkðY ; ZÞ:
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Proof. As before, we want to determine the coefﬁcients of the polynomials %aðX Þ and
%cðXÞ; for that hðX ; y; zÞ %aðX Þ  gðX ; y; zÞ%cðX Þ ¼ 0; deg %c ¼ k; (the coefﬁcient of X k is
normalized to 1 again) and deg %apk  1 hold. Again the previous equation can be
interpreted as a system of linear equations with matrix Rkðy; zÞ; for the coefﬁcients of
%a and %c:
Since the degree of the greatest common divisor of hðX ; y; zÞ and gðX ; y; zÞ is
n  k0ðXn  kÞ; the polynomials %a and %c are the products
%aðX Þ ¼ gðX ; y; zÞ
gcdðhðX ; y; zÞ; gðX ; y; zÞÞ ðX
kk0 þ d1X kk01 þ?þ dkk0 Þ
and
%cðX Þ ¼ hðX ; y; zÞ
gcdðhðX ; y; zÞ; gðX ; y; zÞÞ ðX
kk0 þ d1X kk01 þ?þ dkk0 Þ;
where di can be chosen arbitrary. This means that the 2k  2k matrix Rkðy; zÞ has
rank 2k  ðk  k0Þ ¼ k þ k0: Hence the ðk þ k0 þ 1Þ  ðk þ k0 þ 1Þ subdeterminants
of det Rkðy; zÞ are all 0. By Proposition 2.2, all the subdeterminants of RkðY ; ZÞ are
homogeneous polynomial, hence ðzY  yZÞ divides all ðk þ k0 þ 1Þ  ðk þ k0 þ 1Þ
subdeterminants of det RkðY ; ZÞ: The result follows by applying Lemma 2.3 ðk  k0Þ
times. &
3. The main result
From now on assume that K is a ðqpe  q þ pe  e; peÞ-arc in PGð2; qÞ; q ¼ ph; p
prime. Assume also that 0oep ﬃﬃﬃqp =4:
The aim is to prove that K can be embedded in a ðqpe  q þ pe; peÞ-arc.
By Thas [13], the ðqpe  q þ pe  1; peÞ-arcs are incomplete; hence we can assume
that qX64: Note that, when pe4
ﬃﬃﬃ
q
p
=2; then embeddability follows by the results of
Ball–Blokhuis [1] and by Hadnagy–Szo+nyi [7], hence we may suppose that pep ﬃﬃﬃqp =2:
A line intersectingK in j points is called a j-secant. Denote by i the greatest integer
for that each line intersects K in 0 mod pi points. Counting the points of K on the
lines through a point, we get that pije: Since K is not maximal, piope and so
pip ﬃﬃﬃqp =4:
Lines intersecting K in not 0 mod piþ1 points will be called irregular. Note that
such a line contains less than pe points but not zero points. The index of a point is the
number of irregular lines passing through it. Let l be the line at inﬁnity, then the
affine index of a point P on l is the number of afﬁne irregular lines passing through
P: Hence when l is irregular then the afﬁne index of P is one less than its index,
otherwise the afﬁne index and the index are equal. Note that through a point ofK
there pass at most e=pi irregular lines. Denote by d the number of irregular lines ofK:
The next lemma gives an upper bound on d:
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At the beginning of this section we follow the proof of Result 1.1.
Lemma 3.1. The number d; of lines containing at least 1 but less than pe points of K; is
(1) at least q þ 1 pe;
(2) at most p
e1
pepi
e
pi
ðq þ 1Þ; that is less than 2e
pi
ðq þ 1Þ; furthermore, when pi ¼ 1; it is at
most eðq þ 1Þ:
Proof. To see that there are at least q þ 1 pe irregular lines, take a line c; so that
jK\cj is not divisible by piþ1: When jKj is not divisible by piþ1; then c can be a
pe-secant, otherwise it can be an irregular line. Then through each point of c\K
there passes at least one irregular line.
For the upper bound, let rjðPÞ denote the number of ðpe  jÞ-secants through the
point P of K: We have that
Ppe1
j¼1 jrjðPÞ ¼ e: When sj denotes the number of
ðpe  jÞ-secants, then sjðpe  jÞ ¼
P
PAK rjðPÞ: Note that now sj ¼ 0 for piðpe  jÞ;
hence for pij: So,
piðpe  piÞ
Xpepi
j¼pi
sjp
Xpepi
j¼pi
jðpe  jÞsj ¼
X
j
j
X
PAK
rjðPÞ ¼
X
PAK
X
j
jrjðPÞ ¼ ejKj:
Hence d ¼Pj sjpðejKjÞ=ðpiðpe  piÞÞ and since jKjpðq þ 1Þðpe  1Þ; we are
done. &
Let c be the line at inﬁnity in PGð2; qÞ; for the afﬁne points of K write K\c ¼
fðav; bv; 1Þg and consider the Re´dei polynomial of K\c; that is,
HðX ; Y ; ZÞ ¼
YjK\cj
v¼1
ðX þ avY  bvZÞ ¼
XjK\cj
j¼0
hjðY ; ZÞX jK\cjj:
Note that hjðY ; ZÞ is a homogeneous polynomial of degree j: It is not difﬁcult to see
that this polynomial encodes the intersection numbers of K\c and the afﬁne lines.
Lemma 3.2. For a fixed ðz; y; 0ÞAc\K; the element xAGFðqÞ is an r-fold root of
HðX ; y; zÞ if and only if the line with equation zY ¼ yX þ xZ intersects K\c in
exactly r points.
Let us introduce the following polynomial:
UðX ; Y ; ZÞ ¼
XjK\cj=pi
j¼0
ujðY ; ZÞX ðjK\cj=piÞj; where ujðY ; ZÞ ¼ hjpiðY ; ZÞ:
Note that uj is homogeneous and its total degree is jp
i: Assume that ðz; y; 0ÞAc\K:
Then since each line intersects K in 0 mod pi point, the lemma above implies that
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HðX ; y; zÞ is a pith power of a polynomial. Furthermore, HðX ; y; zÞ ¼ UðX pi ; y; zÞ
holds. For any element w of GFðqÞ; there is a unique element xAGFðqÞ; such that
xp
i ¼ w: Hence there is a 1–1 correspondence between the GFðqÞ-rational points of
HðX ; y; zÞ and UðX ; y; zÞ: Also, if ðw; y; zÞ is a point of U ; then the intersection
multiplicity of the line zY ¼ yZ and H at the point ðx; y; zÞ is exactly pi times the
intersection multiplicity of the line zY ¼ yZ and U at the point ðw; y; zÞ: So at this
point considering U instead of H makes no essential difference.
For any ðz; y; 0ÞAc\K; the multiplicity of the roots of HðX ; y; zÞ is divisible by pi;
see Lemma 3.2. So when i40; the derivative of HðX ; y; zÞ with respect to X is zero,
since the characteristic is p: By the choice of i; it is not always the case for the
polynomial UðX ; y; zÞ; this will be the advantage of using U instead of H:
From now on U 0X ðX ; Y ; ZÞ will denote the partial derivative of UðX ; Y ; ZÞ with
respect to X : The fact that through a point ðz; y; 0ÞAc\K there pass exactly s
irregular lines can be interpreted by the polynomial UðX ; Y ; ZÞ:
Lemma 3.3. The affine index of a point ðz; y; 0ÞAc\K is s if and only if the greatest
common divisor of UðX ; y; zÞ and U 0X ðX ; y; zÞ has degree exactly degX ðUÞ  s; that is
ðjK\cj=piÞ  s:
Proof. By Lemma 3.2, the multiplicity of a root x of HðX ; y; zÞ is not divisible by
piþ1 if and only if x corresponds to an irregular line through ðz; y; 0Þ: From the
argument above it follows that the roots of UðX ; y; zÞ will have multiplicity divisible
by p or they will correspond to irregular lines. The characteristic is p; so considering
U 0X ðX ; y; zÞ; the roots (of UðX ; y; zÞ) that had multiplicity divisible by p will have at
least this multiplicity, while the multiplicity of the other roots will decrease by 1.
Thus the greatest common divisor of UðX ; y; zÞ and U 0X ðX ; y; zÞ has degree exactly
degX ðUÞ  s: &
Assume that there is a point in c\K with afﬁne index s: For the parameter s and
for the polynomials UðX ; Y ; ZÞ and U 0X ðX ; Y ; ZÞ construct the matrix RsðY ; ZÞ and
the polynomial cðsÞðX ; Y ; ZÞ introduced in Section 2. Observe that the coefﬁcients of
U and U 0X can be expressed using the coefﬁcients u0ðY ; ZÞ; u1ðY ; ZÞ? of
UðX ; Y ; ZÞ; that is using the coefﬁcients h0ðY ; ZÞ; hpiðY ; ZÞ? of HðX ; Y ; ZÞ: First
of all note that for, any ðz; y; 0ÞAc\K with afﬁne index s;
cðsÞðX ; y; zÞ ¼ UðX ; y; zÞ
gcdðUðX ; y; zÞ; U 0X ðX ; y; zÞÞ
det Rsðy; zÞ:
By Result 2.1 and by Lemma 3.3, det Rsðy; zÞ is not zero. Hence an element x is a
root of cðsÞðX ; y; zÞ if and only if x corresponds to an irregular line through ðz; y; 0Þ:
Note that the multiplicity of the roots of cðsÞðX ; y; zÞ is always 1.
Our aim is to ﬁnd a typical index on c; such that most of the points on c\K have
afﬁne index s: The next lemma is crucial for ﬁnding such an index.
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Lemma 3.4. Let c be a line and assume that the point P in c\K has affine index k:
Denote by nkh the number of points of c\K that have affine index ðk  hÞ: ThenPk
h¼1 hnkhppikðk  1Þ:
In [12] e ¼ 1 and so i ¼ 0: There it was shown that the number of points
in c\K that have index less than k is at most kðk  1Þ: The lemma above
is very similar to this, the only difference is that now the points are counted
with weights. This will be one of the main observations that helps to improve on
Result 1.1.
Proof. Let c be the line at inﬁnity and for the point set K\c construct the
polynomial UðX ; Y ; ZÞ: Assume that P ¼ ðz; y; 0Þ: By Lemma 3.3,
degðgcdðUðX ; y; zÞ; U 0X ðX ; y; zÞÞÞ is degX ðUÞ  k: For the polynomials UðX ; Y ; ZÞ
and U 0X ðX ; Y ; ZÞ and for the value k; construct the matrix RkðY ; ZÞ introduced in
Section 2. By Result 2.1, det Rkðy; zÞa0 and so det RkðY ; ZÞa0: Also, by
Proposition 2.4, if ðz0; y0; 0ÞAc\K has index k  h; h41; then ðz0Y  y0ZÞh is a
factor of det RkðY ; ZÞ: So
Pk
h¼1 hnkhpdegðdet RkðY ; ZÞÞ and by Proposition 2.2 it
is at most pikðk  1Þ: &
Proposition 3.5. For every line c; there is a unique value s ¼ sðcÞ such that:
(1) sp d
qþ1þ 12;
(2) at least q þ 1 q
4pi
 ﬃﬃﬃqp points on c\K have affine index sðcÞ;
(3) if a point of c\K has affine index larger than s; then its affine index is at least
qþ1 ﬃﬃqp
pi
:
Proof. Let k be a value such that there exists a point on c\K with afﬁne index k: Let
nkh be the number of points on c\K having afﬁne index ðk  hÞ; hX0: Then the
number d of irregular lines of K is at least ðq þ 1 jc-KjÞk Pkh¼1 hnkh: By
Lemma 3.4, it is at least ðq þ 1 jc-KjÞk  pikðk  1Þ: Hence
ðq þ 1 jc-KjÞk  pikðk  1Þpd: ð3Þ
Since jc-Kjp ﬃﬃﬃqp =2 and e; pip ﬃﬃﬃqp =4; estimating the discriminant in (3) by
ðq þ 1 jc-Kj þ pi  ð2pid=ðq þ 1Þ þ piÞÞ ð4Þ
from below, we get that kp d
qþ1þ 12 or kXqþ12ejc-Kjpi :
Let s be the greatest value such that it is at most d
qþ1þ 12 and there exists a point on
c\K having index s: The number of irregular lines is less than 2e
pi
ðq þ 1Þ; so there are
at most 2e points having index bigger than s (hence index at least qþ1
ﬃﬃ
q
p
pi
). By Lemma
3.4, the number of points on c\K with index smaller than s is at most pisðs  1Þp4e2
pi
;
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so the number of points on c\K with afﬁne index sðcÞ is at least
q þ 1 jc-Kj  4e2
pi
 2e: &
The value sðcÞ above will be called the typical affine index on c: Also, a typical
point of c is a point of c\K with typical afﬁne index. Until this point we have
followed the proof of Result 1.1; now we change the argument.
By Lemma 3.1, there are less than 2eðq þ 1Þ=pi lines containing at least 1 but less
than pe points ofK: Hence for any line c; there are at least ðq þ 1Þ=2 ﬃﬃﬃqp =2 points
of c\K; so that the number of not pe- or 0-secants (ofK) through these points is less
than ð4eÞ=pi: Through such points there pass at least qþ5e
pe
 4e
pi
X
ﬃﬃﬃ
q
p
lines not
intersecting K; since a j-secant, 0ojope; contains at least pi points.
Remark 3.6. There are points through which there pass at least
ﬃﬃﬃ
q
p
skew lines toK:
Next we will make the bound in Proposition 3.5(1) more accurate.
Lemma 3.7. The typical affine index of an irregular line is at most d
qþ1 12:
Proof. Take a typical point P on an irregular line g and denote by sðgÞ the typical
afﬁne index on g; thus the total number of irregular lines through P is sðgÞ þ 1: Note
that by Proposition 3.5, there is a gap between the values of the typical afﬁne index
and the next possible afﬁne index after it, so on a line through P; which is not
irregular, the typical afﬁne index is at least sðgÞ þ 1; hence the result follows from
Proposition 3.5(1). &
By Lemma 3.1, d=ðq þ 1Þp2e=pi; also, since 2e=pi is an integer, the lemma above
says that the typical afﬁne index of a line is at most 2e=pi while the typical afﬁne
index of an irregular line is less than 2e=pi: Proposition 3.5 and Lemma 3.7 yield the
following corollary.
Corollary 3.8
(1) The index of a point is either at most 2 e
pi
or at least
qþ1 ﬃﬃqp
pi
: The latter index will be
called big.
(2) The typical affine index on an irregular line is less than 2 e
pi
; on the remaining lines it
is at most 2 e
pi
:
The next lemma is a very important corollary of Lemma 3.7.
Lemma 3.9. On each irregular line there is at least one point with big index.
Proof. Assume to the contrary that there exists an irregular line c such that none of
its points have big index. By Lemma 3.7 and Proposition 3.5(3), the afﬁne index of
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any point in c\K is at most d
qþ1 12: Since c is irregular, the afﬁne index of a point in
c-K is at most e=pi  1: Hence by counting the number of irregular lines through
the points of c we get at most
dp1þ e
pi
 1
 
jc-Kj þ d
q þ 1
1
2
 
jc\Kj: ð5Þ
Substituting q þ 1 jc-Kj in jc\Kj; we get a contradiction. &
In [12] a curve was associated to ðk; pÞ-arcs, so that the points of this curve
corresponded to irregular lines. Now we introduce almost the same curve.
Proposition 3.10. Let s be the typical affine index for the line at infinity. Then there is a
curve ccðX ; Y ; ZÞ such that
(1) degX ðccÞ ¼ pis; degðccÞppis2pðq=4piÞ;
(2) when the point ðz; y; 0ÞAc\K has index s; then x is a root of the polynomial
ccðX ; y; 1Þ if and only if the line zY ¼ yX þ xZ is irregular.
Proof. For the polynomials UðX ; Y ; ZÞ and U 0X ðX ; Y ; ZÞ construct the polynomial
cðsÞðX ; Y ; ZÞ introduced in Section 2. By Proposition 2.2, the coefﬁcient of X sj in
cðsÞ is homogeneous and, if it is not zero, then its total degree is pisðs  1Þ þ pij: In the
polynomials cðsÞ substitute X p
i
in place of X to obtain the homogeneous polynomial
cc: Hence the result follows by Corollary 3.8 and by Proposition 2.2. &
In [12], using Be´zout’s theorem it was shown that the curve associated to the ðk; pÞ-
arc does not depend on the choice of the line at inﬁnity and so it splits into linear
factors, that is into line pencils. Finally, it was proved that by adding to the ðk; pÞ-arc
the vertices of these line pencils we get a maximal arc. Unfortunately when eX
ﬃﬃﬃﬃﬃﬃﬃ
q=24
p
;
the degree of cc is too large so we cannot use Be´zout’s theorem; hence we have to do
something else.
In the rest of this paper we show that by adding the points with big index toK we
obtain a maximal arc. Now this will be done without factorizing cc: Note that
Lemma 3.9 was the ﬁrst step in this direction. Though we cannot factorize cc; some
of its components are known. From now on often cc will be considered as a dual
curve, that is an envelope.
Proposition 3.11. For any line c construct the curve cc: Consider cc as a dual curve, so
as an envelope. Let P ¼ ðav; bv; 1Þ be a point in PGð2; qÞ\c; such that it has big index.
Then the line pencil ðX þ avY  bvZÞ corresponding to P is a component of cc:
Proof. By Proposition 3.5, there are at least
qþ1 ﬃﬃqp
pi
 q
4pi
 ﬃﬃﬃqp irregular lines through
P which intersect c in typical points. Hence, by Proposition 3.10(2), there are at least
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this many common lines of cc and the line pencil corresponding to P: When qX16;
this is bigger than deg cc; so by Be´zout’s theorem we are done. &
Proposition 3.12. The value i must be 0.
Proof. Pick a point P with big index and for a line c not through P construct the
curve cc: By Proposition 3.11, the line pencil corresponding to P is a component of
cc: By Proposition 3.5, there are at least q þ 1 q=ð4piÞ  ﬃﬃﬃqp points on c\K with
typical index; hence Proposition 3.10(2) implies that through P there pass at least
this many irregular lines. On an irregular line there are at most pe  pi points. So
when pi41; counting the points ofK on the lines through P we get much less points
than jKj: Therefore i is either 0 or there is no point with big index at all. Hence
when i40; then by Lemma 3.9, there is no irregular line, which contradicts the
choice of i: &
Note that, by Lemma 3.1 and by Proposition 3.5, i ¼ 0 means that the index of
any point is at most e or at least q þ 1 ﬃﬃﬃqp : This latter index was called big. Also,
the curve cc in Proposition 3.10 has degree at most q=4; its X -degree is at most the
typical index (that is at most e) and the polynomial UðX ; Y ; ZÞ is just the polynomial
HðX ; Y ; ZÞ:
Corollary 3.13. The number of points with big index is at most e:
Proof. Let c be the line at inﬁnity and construct the envelope cc: By Proposition
3.11, a line pencil corresponding to an afﬁne point having big index must be a
component of cc: The X -degree of such a component is 1; hence, by Proposition
3.10(1) and by Proposition 3.12, there are at most e afﬁne points with big index. If
there are no points with big index on c; then we are done.
Otherwise, there are at most e such points on c; so in total there are at most 2e
points with big index. The result follows by choosing another c so that it does not
contain points with big index. &
Corollary 3.14. Let c be the line at infinity. Then a line different from c and passing
through a typical point of c contains exactly 1 affine point with big index when it is
irregular and 0 otherwise.
Proof. Assume that ðz; y; 0Þ is a typical point on c and choose g to be a line through
ðz; y; 0Þ: First we show that g is irregular if and only if g contains an afﬁne point with
big index. Note that, by Lemma 3.9, we only have to show that if g passes through a
point having big index, then g must be irregular. This follows from Proposition
3.10(2) since, by Proposition 3.11, any line pencil corresponding to an afﬁne point
having big index is a component of the envelope cc: We are only left to show that,
when g is irregular, then it cannot contain more than 1 point with big index; but this
follows from the fact that the multiplicity of any root of ccðX ; y; 1Þ is 1. &
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Observe that the lemma above can be translated in terms of the envelope
constructed in Proposition 3.10. For any line c at inﬁnity, the envelope cc contains
degX ðccÞ linear factors corresponding to the afﬁne points having big index. The rest
of the components of cc do not depend on X :
Lemma 3.15. On any line c there exists a typical point P such that the affine irregular
lines through P are all ðpe  1Þ-secants.
Proof. Denote by B the set of points having big index. Note that B is not empty,
since otherwise by Lemma 3.9, there would be no irregular line, which contradicts
the choice of i: For a point bAB; denote by rðbÞ the number of pe-secants and by tðbÞ
the number of at most ðpe  2Þ-secants passing through b: Let R ¼PbAB rðbÞ and
T ¼PbAB tðbÞ: Counting the points of K from each point of B; we get jBjðqpe 
q þ pe  eÞ points (with multiplicity). On the other hand, we count at most Rpe þ
Tðpe  2Þ þ ðjBjðq þ 1Þ  R  TÞðpe  1Þ points. Hence TpR þ jBjðe 1Þ and since
there are at most e points with big index we get that TpR þ eðe 1Þ: Our aim
is to show that T is less than the number of typical points on c; so it is less than
3
4
q þ 1 ﬃﬃﬃqp ; see Proposition 3.5. The result then follows. To do this we prove
that R is at most eðe 1Þ; hence T is at most 2eðe 1Þ; that is, less than q=8:
Take a line g that is skew to B: By Proposition 3.5(3) and by Corollary 3.14, the
typical afﬁne index on g is B and a non-typical point has index less than jBj: Pick a
point G of g\K that has index jBj  h; hX0; and count the pe-secants through G;
each with multiplicity the number of points with big index on it. This value is at
most h; since on each irregular line there must be at least 1 point with big index.
Now adding up this value for the points on g\K we get R; on the other hand, by
Lemma 3.4, we get at most jBjðjBj  1Þ; that is, at most eðe 1Þ: &
Theorem 3.16. Assume that K is a ðqpe  q þ pe  e; peÞ-arc in PGð2; qÞ; q ¼ ph; p
prime. Suppose also that ep1
4
ﬃﬃﬃ
q
p
and pep1
2
ﬃﬃﬃ
q
p
: Then K can be embedded in
a maximal arc.
Proof. Denote by K0 the union of the points of K and the points with big index.
We show that each line intersects K0 in 0 mod pe points. Pick a line c: By Lemma
3.15, there is at least one typical point P on c such that the irregular lines of K
through P are all ðpe  1Þ-secants. By Corollary 3.14, each line through P contains 1
or 0 points with big index according as it is irregular or not, whence they intersect
K0\c in 0 mod pe points; so jK0\cj  0 mod pe holds. By Remark 3.6 and by
Corollary 3.13, there exists a line g that is skew to K0: When g plays the role of c;
then the argument above implies that jK0j  0 mod pe; from which jc-K0j 
0 mod pe follows.
Since there are at most e points with big index, |K0jpqpe  q þ pe: Take a point of
K0: The lines through this point intersectK0 in at least pe points, hence jK0jXqpe 
q þ pe: So jK0j ¼ qpe  q þ pe and any line intersects K0 in 0 or in pe points, thus
K0 is maximal. &
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Combining Theorem 3.16 with the result of Ball, Blokhuis and Mazzocca on
non-existence of maximal arcs, and with the results of Ball and Blokhuis [1] and
Hadnagy and Szo+nyi [7], the next corollary follows:
Corollary 3.17. A ðk; peÞ-arc in PGð2; qÞ; q ¼ ph; p42 prime, has size less than
qpe  q þ pe  1
4
ﬃﬃﬃ
q
p
:
4. Remarks
For sake of simplicity we proved our main theorem for the constant 1
4
: The same
proof, but with a bit more complicated counting, shows that the constant can be
slightly improved. But since in general, except when pe ¼ 2; the right order of
magnitude is probably not
ﬃﬃﬃ
q
p
; the constant is not really relevant.
For pe ¼ 2; Segre showed (see [11]) that ðq þ 2 eÞ-arcs, ep ﬃﬃﬃqp ; are incomplete.
On the other hand, when 4oq is a square, then there exist complete arcs of size
q  ﬃﬃﬃqp þ 1 (see [4,6,9]), which shows that in this case the result is sharp.
We give a new proof for Segre’s result using the idea of the previous sections. The
reason why now the constant can be improved to 1 is that in this special case everything
turns out to be much simpler. Note that, for ep ﬃﬃﬃqp ; Lemma 3.4 remains still true.
Theorem 4.1. Any arc in PGð2; qÞ; q even, of size greater than q  ﬃﬃﬃqp þ 1 can be
embedded in a hyperoval.
Proof. If there is a point, not in the arc, through which there pass only 0- and 1-
secants, then adding this point to the arc we still get an arc. Repeating this process until
there is no more such a point, we obtain an arc K: We show that K is a hyperoval.
Assume, to the contrary, thatK is not a hyperoval; hence jKj ¼ q þ 2 e; where
1pep ﬃﬃﬃqp : First of all observe that there are exactly e 1-secants passing through a
point of K; hence the total number of 1-secants is eðq þ 2 eÞa0:
We show that the index s of a point on any 0-secant c is at most e: As before, by
Lemma 3.4, counting the 1-secants through the points of c we get at least ðq þ
1Þs  sðs  1Þ; that is at most eðq þ 2 eÞ; from which spe or sXq þ 2 e follows.
Note that there can be no point with index at least q þ 2 e; since such a point
would have index q þ 2 e exactly and it could have been added to K:
Furthermore, since through each point outsideK there passes at least one 0-secant,
the argument above implies that the index of any point is at most e:
Hence the 1-secants form a dual ðeðq þ 2 eÞ; eÞ-arc and so when 1pep ﬃﬃﬃqp ; the
contradiction follows by Barlotti’s bound. &
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