Preface
The notion of hyperconvexity is due to Aronszajn and Panitchpakdi [1] (1956) who proved that a hyperconvex space is a nonexpansive absolute retract, i.e. it is a nonexpansive retract of any metric space in which it is isometrically embedded. The corresponding linear theory is well developed and associated with the names of Gleason, Goodner, Kelley and Nachbin (see for instance [19, 29, 42, 46] ). The nonlinear theory is still developing. The recent interest into these spaces goes back to the results of Sine [54] and Soardi [57] who proved independently that fixed point property for nonexpansive mappings holds in bounded hyperconvex spaces. Since then many interesting results have been shown to hold in hyperconvex spaces.
Recall also that Jawhari, Misane and Pouzet [27] were able to show that Sine and Soardi's fixed point theorem is equivalent to the classical Tarski's fixed point theorem in complete ordered sets. This happens via the notion of generalized metric spaces. Therefore, the notion of hyperconvexity should be understood and appreciated in a more abstract formulation. It is not our purpose, however, to study hyperconvex spaces from this more general point of view, interested readers may consult the references [22, 27, 28, 38, 59] .
Along this chapter we will describe and study some of the most characteristic properties that hyperconvex spaces enjoy. In opposition to the lack of linearity hyperconvexity provides us with a really rich metric structure that leads to a collection of surprising and beautiful results related to different branches of mathematics as, for instance, topology, graph theory, multivalued analysis, fixed point theory,... It is our aim to present some of these results about hyperconvexity emphasizing their relation to fixed point theory.
This chapter has been divided into eleven sections. We begin with basic definitions and properties which will lead us to a first approach to the relation between hyperconvexity and the Hahn-Banach theorem. In Section 3 we continue with more general properties on hyperconvexity, we will learn some fundamental facts of the geometry of hyperconvex spaces, facts such as that every hyperconvex space is complete or relevant properties verified by their Chebyshev elements. In this section we will also distinguish among four different important subclasses of hyperconvex subsets of a hyperconvex space, namely hyperconvex, admissible, externally and weakly externally hyperconvex subsets. These classes of sets will be of great importance all along our treatment and more particularly when fixed point results will be stated. In Section 4 we relate hyperconvexity to injectivity and absolute retracts. We will see the role that these latter concepts played in the motivations of hyperconvexity to finish with more recent and subtle results on the existence of retractions and ε-constant nonexpansive retractions. Section 5 will be devoted to the study of deeper facts of the geometry of hyperconvex spaces, we begin by studying the bad properties of these spaces with respect to the intersection, stating that hyperconvex subsets of a hyperconvex spaces do not define a closed (under the intersection of sets) class of sets. This is in part corrected by a very celebrated result due to Baillon in [3] on intersection of hyperconvex sets that allows to define the concept of "hyperconvex hull" as that one of "injective hull" given by Isbell in [24] . This section is finished with the definition of the noncompactness measures of Hausdorff and Kuratowski as well as their properties in hyperconvex spaces.
We abandon generalities on hyperconvexity in Section 6 to study some more recent and particular properties that will lead us to deep fixed point results. The existence of fixed point for nonexpansive mappings is studied as well as similar results on family of commuting mappings. This section is closed by a non-elsewhere published result on asymptotically nonexpansive mappings. Section 7 deals with another kind of fixed point theorems, those in which compactness conditions are considered. We study how different results stated in linear spaces are still true in a hyperconvex setting. Section 8 is completely devoted to the study of the "injective hull" of Isbell and extremal functions, this concept is one of the most interesting and intriguing ones in hyperconvex metric spaces and well deserves a whole section for its better understanding. Another very important characteristic of hyperconvex spaces is studied in Section 9, in this section we focus on multivalued mappings and state a surprising result on selection of multivalued mappings that implies different results on fixed point theory and existence of nonexpansive selections of the metric projection. The study on multivalued mappings will be completed in Section 10 where the KKM principle is adapted for hyperconvex spaces and new versions of classical results on fixed point theory are obtained. The concept of "lambda hyperconvexity" is studied in the last section of the chapter, Section 11. This is a recently introduced [34] idea which may be understood as an extension of the geometrical definition of hyperconvexity inspired in former studies due to Grünbaum [20] .
Finally we want to point out that the material we present here goes from classical to very recent facts that will lead the reader to an updated knowledge about fixed point results on hyperconvex spaces. The reader will find, however, a large collection of items at the end of the chapter from which it is possible to continue the study of facts and related subjects that were not treated in detail in this chapter.
Introduction and basic definitions
No doubt that Hahn-Banach theorem played a major role in functional analysis. In fact, it is quite impossible to think of Banach spaces without this theorem. So it was clear from the beginning that an extension of this theorem to metric spaces was to be found. The first to study this question were Aronszajn and Panitchpakdi in [1] . Their investigation led to the discovery of hyperconvex metric spaces. In order to appreciate their findings, one needs to remember the proof of Hahn-Banach theorem.
1
= ∅. The proof will be complete if we use the following well-known fundamental property of the real line R: "If {I α } α∈Γ is a collection of intervals such that I α ∩ I β = ∅, for any α, β ∈ Γ, then we have
It is this property that is at the heart of the new concept discovered by Aronszajn and Panitchpakdi. Note that an interval may also be seen on the real line as a closed ball. Indeed, the interval [a, b] is also the closed ball centered at (a + b)/2 with radius r = (b − a)/2, i.e.
[a, b] = B( a + b 2 , b − a 2 ). So the above intersection property may also be seen as a ball intersection property. This is quite interesting since in metric spaces it is natural to talk about balls. But keep in mind that in ordered sets for example, intervals are more natural than balls.
Throughout this chapter, the balls referred to are closed. Therefore we will omit the word closed. Next we discuss completeness of hyperconvex metric spaces. In fact, a weaker version of the binary-ball intersection property is needed to insure the completeness of the metric space. Indeed, we will say that the metric space M has the ball intersection property (BIP in short) if Proof. Let (x n ) be a Cauchy sequence in M . For any n ≥ 1, set r n = sup
for any n 1 < n 2 < · · · < n k , but M has the ball intersection property so we may conclude that n≥1 B(x n , r n ) = ∅. Now, since (x n ) is a Cauchy sequence, lim n→∞ r n = 0 and so the intersection n≥1 B(x n , r n ) is reduced to one point z which is the limit of the sequence (x n ).
We have just seen a property about intersection of balls rather than about hyperconvexity. Ball intersection properties have been extensively studied in connection with different problems as geometrical properties of Banach spaces or extension of mappings. Interested readers may find more on this interesting subject in [6, 23, 43, 45] .
At this point we introduce some notation which will be used throughout the remainder of this work. For a subset A of a metric space M, set: We now prove a technical lemma. Lemma 3.3. Suppose A is a bounded subset of a hyperconvex metric space M . Then:
r(cov(A)) = r(A).

r(
A) = 1 2 diam(A).
diam(cov(A)) = diam(A).
If A = cov(A), then r(A) = R(A). In particular we have R(
Proof. 1. Since B(x, r x (A)) contains A for each x ∈ M it must be the case that
On the other hand, if
This clearly implies cov(
The reverse inequality is obvious since A ⊆ cov(A).
3. This is immediate from the definition of r.
Let δ = diam(A) and consider the family
5. Using 3 and 4, diam(A) = 2r(A) = 2r cov(A) = diam(cov(A)).
6. Note that we always have 
have nonempty intersection. Recalling now the hyperconvexity of M , 
A is reduced to one point. This property and the above studied ones are extremely important when we discuss the fixed point property in hyperconvex metric spaces. In fact, we will show in this chapter that admissible subsets in hyperconvex metric spaces enjoy some nice properties. But admissible subsets will not be the only class of subsets that will be of interest to us, let us introduce three more classes of subsets that will be of great importance in our exposition. 
The class of all the weakly externally hyperconvex subsets of M will be denoted as W(M ).
Additionally, we will denote the class of hyperconvex subsets of a metric space M as H(M ).
We finish this section studying the relation among these classes of sets. In order to do that we need to introduce the concept of proximality. Definition 3.7. A subset E of a metric space M is said to be proximinal (with respect 
Lemma 3.8. If E is either an admissible, externally hyperconvex or weakly externally hyperconvex subset of a hyperconvex metric space M , then E is proximinal in M . Proof. We write the proof for the case E = A an admissible subset. Other cases are similar. Set 
Let A be an admissible subset of M and let {x α } α∈Γ be a family of points in M and {r α } α∈Γ be family of real numbers satisfying d(x α , x β ) ≤ r α + r β and dist(x α , A) ≤ r α for any α, β ∈ Γ. Since A is proximinal, for any α ∈ Γ, there exists 
Hyperconvexity, Injectivity and Retraction
In this section, we will discuss Aronszajn and Panitchpakdi ideas on how hyperconvexity captures Hahn-Banach extension theorem in metric spaces. Before we state Aronszajn and Panitchpakdi's main result, we recall the definition of nonexpansive mappings.
for any x, y ∈ M 1 . If k = 1, the map is called nonexpansive (and contraction if k < 1).
A metric space M is said to be injective if it has the following extension property: Whenever Y is a subspace of X and f : Y → M is nonexpansive, then f has a nonexpansive extensioñ f : X → M. This fact has several nice consequences. 
where T F is a nonexpansive extension of T . We have (T, D) ∈ C. Therefore, C is not empty. On the other hand, one can order partially C by (
It is easy to see that C satisfies the hypothesis of Zorn's lemma. Therefore, C has maximal elements. Let (T 1 , F 1 ) be one maximal element of C. Let us show that F 1 = M . Assume not. Let z ∈ M \ F 1 and set F = F 1 ∪ {z}. Let us extend T 1 to F . The question is to find a point z 1 , which will play the role of the value of the extension at z. Since we need the extension to be nonexpansive, we must have
It is easy to check that (T * , F ) belongs to C, hence (
. This contradicts the maximality of (T 1 , F 1 ). Therefore, F 1 = M . In other words, T has a nonexpansive extension to M .
Conversely, assume that H is injective, i.e. for every metric space D and every nonexpansive map T : D → H, there exists a nonexpansive extension T * : M → H of T , where M is any metric space which contains D metrically. Let us prove that H is hyperconvex. Aronszajn and Panitchpakdi's original proof is divided into two parts. First, they showed that H is metrically convex. Then they showed that it is hyperconvex. Here, we will try to attempt a proof using Isbell's ideas. Indeed, given {x α } α∈Γ in H and positive numbers {r α } α∈Γ such that d(x α , x β ) ≤ r α + r β for any α and β in Γ we want to show that α∈Γ B(x α , r α ) = ∅. Without any loss of generality, we may assume that x α = x β for any α = β. Consider the set F of positive real valued functions f defined on the set
for any α, β ∈ Γ. Note that the function r : D → R defined by r(x α ) = r α belongs to this set. F is partially ordered by the pointwise order on the real line. Obviously, any descending chain of elements of F has a lower bound. Hence, Zorn's lemma implies the existence of a minimal element f ∈ F smaller than r, i.e. f (x α ) ≤ r(x α ), for any α ∈ Γ. Now, using the minimality of f , we can prove that
for any α and β in Γ. Indeed, assume this is not the case. Then there exists α 0 and β 0 such that d(
F satisfies that F ≤ f and F = f , contradicting the minimality of f . Let ω be a point not in the set H. Consider the set D * = D ∪ {ω}. The distance between the elements of D is the one inherited from H. For the new point, set d(ω, x α ) = f (x α ). It is easy to check that D * is a metric space which contains D metrically. Our assumption assures us of the existence of a nonexpansive extension R of the identity map (defined from D into H). It is clear that The proof is similar to the one given for the main theorem. The last statement needs some additional explanations. Indeed, the idea here is to consider the hyperconvex metric space l ∞ (H) (in which H embeds isometrically). In order to show that an intersection of balls in H is not empty, embed the balls in l ∞ (H). Then use the hyperconvexity of l ∞ (H) to show that the intersection is not empty. Take a point in the intersection and the retraction sends this point into the intersection of the balls in H. Using the above remark, the second author [32] introduced the concept of 1-local retract of a metric space. If we take in this definition the set M to be any metric space which contains N metrically, the 1-local retract property becomes absolute 1-local retract property. Note that absolute 1-local retracts are absolute nonexpansive retract, i.e. hyperconvex. 
We will rewrite the above inequality as
In fact we have a more general formula
One may argue that the choice of our convex combination in H depends on the retraction R and the choice of the isometric embedding, the answer is yes. Therefore depending on the problem, one may have to be careful about this choice.
Sine [55] began the study of the retraction property in hyperconvex spaces in a little more detailed way than what we have stated so far. His results are crucial in investigating nonexpansive mappings defined on hyperconvex metric spaces. We will begin the final part of this section focusing on admissible subsets, for which Sine proved the following relevant fact. For any positive real number r and any set A in a metric space M , we define the r-parallel set of A as
We have the following result. 
In other words, the r-parallel of an admissible subset of a hyperconvex metric space is also an admissible set (this is not a common property of metric spaces).
For the reverse inclusion, let y ∈
This clearly implies that y ∈ J + r.
Remark 4.11. For any positive real number r and any set A in a metric space M , we define the r-neighborhood
N r (A) = {x ∈ M ; dist(x, A) ≤ r}.
If A is proximinal, i.e. for every x ∈ M there exists a ∈ A such that dist(x, A) = d(x, a), then the r-parallel set A + r and the r-neighborhood N r (A) are identical. This is the case for example if A is externally hyperconvex in a hyperconvex metric space M .
Before we state Sine's result recall that a map T defined on a metric space M is said to be
We have the following result: 
Proof. We have observed above that J ε is a nonempty ball intersection and so is itself a hyperconvex set. Let us construct the retract. First let D be any set such that
We claim that targ(x) is not empty. Indeed, set J = B(x α , r α ). Then the set targ(x) is an intersection of balls. Since H is hyperconvex, then to prove that targ(x) is not empty, it is enough to show that the balls intersect each other. Since
It is easy to check that Π * is a ε-constant nonexpansive extension of Π D . The rest of the proof is a simple induction. Start with D = J and Π D to be the identity map on D. Zorn's lemma assures us of the existence of a maximal element (D, Π D ). The argument described above will force the set D to be J ε , which completes the proof. 
Proof. The first we notice is that, from Theorem 4.4, such an E must be a hyperconvex subset of H, i.e. E is hyperconvex itself. We are going to assume that E is not weakly externally hyperconvex in order to find z ∈ H such that
This clearly contradicts the hypothesis of the theorem. We state (claim 1) that if E is not weakly externally hyperconvex then there exist z ∈ H, a family {v α : α ∈ A} in E, and a family {r α } in
, and such that
However, since M is hyperconvex it must be the case that
Otherwise we proceed as follows.
It is possible to choose
Let z 1 be any point in this intersection.
By the assumptions of the theorem, the set
and by Lemma 4.10,
Clearly this neighborhood of
Proof of Claim 1.
Notice that what we directly get from the negation of the definition of weak externally hyperconvexity is that there exist z ∈ M, a family {v α : α ∈ A} in E, and a family
, and for which
something slightly different to which is assured by our claim. In order to prove the claim, set r α = r α + r z − dist(z, E), and r z = dist(z, E) then we state that the intersection
Otherwise fix u in this intersection and consider
. From the hyperconvexity of E, this intersection would also be nonempty but, since this set is contained in the set intersection of (1), this would be a contradiction.
Proof of Claim 2.
To prove this second claim, assume d = 0 and let {ε n } be a decreasing sequence of positive numbers null-convergent. Select 
, and repeat the previous step. Either this process terminates after a finite number of steps, providing a new family for which d > 0, or we obtain a Cauchy sequence {u n } whose limit lies in D 1 ∩ E, which is a contradiction.
We finish this section with the announced-characterizing result which follows from Theorems 4.14 and 9.12.
Theorem 4.15. Let H be a hyperconvex metric space. Then E ⊂ H is weakly externally hyperconvex if and only if for any ε > 0 there exists an ε-constant nonexpansive retract of the parallel set E + ε onto E.
What else do we know about hyperconvex sets? May be one of the most elegant results in hyperconvex spaces is Baillon's theorem. We will discuss this and others in the next section.
More on Hyperconvex spaces
Hyperconvexity, as we mentioned before, is an intersection property. In other words, if a metric space is hyperconvex then the family of admissible sets has some kind of compactness behavior. Indeed, let M be a metric space and consider the family of admissible sets A(M ). Following Penot's definition, we will say that A(M ) is compact if for any family {A α } of elements in A(M ), we have α A α = ∅ provided finite intersections are not empty. Hyperconvexity obviously implies that A(M ) is compact. But this kind of compactness is not equivalent to hyperconvexity in general. Indeed, hyperconvexity is about balls intersecting each others. For example, Lindenstrauss [45] showed that balls of l 1 have a very nice and similar intersection property though l 1 is not hyperconvex. Indeed, he showed that any collection of balls has a nonempty intersection provided the balls intersect three by three. In fact, in any reflexive Banach space or dual space X, the family A(X) is compact under Penot's formulation. Recall that l ∞ (I) is basically the only hyperconvex Banach space. The reader will find more about the relation between hyperconvexity and Banach spaces in [19, 29, 42, 45, 46] .
Early investigators of hyperconvexity wondered whether the compactness of the family of admissible sets holds also for the family of hyperconvex sets. Notice that this family is not stable under intersection. Indeed, the intersection of two hyperconvex sets may not be hyperconvex, even in the plane. So it was asked whether any descending chain of nonempty hyperconvex sets has a nonempty intersection. This question was answered by Baillon [3] in a highly technical proof. It is not known to us if a simple proof of this result exists. 
Therefore, F satisfies the assumptions of Zorn's lemma when ordered by set inclusion. Hence for every D ∈ F there exists a minimal element A ∈ F such that A ⊂ D. We claim that if
Since A is minimal, A = A which implies
Since A ⊂ A and A is minimal, we get A = A . Therefore, we have C(A β ) = A β for every β ∈ Γ. This contradicts the fact that H β is hyperconvex for every β ∈ Γ. Hence there exists β 0 ∈ Γ such that δ(A β ) = 0, for every β ≥ β 0 . The proof of our claim is therefore complete since we have A β = {a} for every β ≥ β 0 which clearly implies that a ∈ β∈Γ H β = ∅.
In order to complete the proof, we need to show that S = β∈Γ H β is hyperconvex. Let (B i ) i∈I be a family of balls centered in S such that While the intersection of two admissible subsets of a given hyperconvex space is again admissible, in general it is not the case that the intersection of two hyperconvex subspaces of a hyperconvex space is itself hyperconvex, even if one of them is admissible. However the following is true. 
This leads to the following. 
Remark 5.5. Whether Lemma 5.3 holds for weakly externally hyperconvex subsets is not known yet, however it is a non very complicated exercise to prove that Theorem 5.4 is true for these subsets. An interesting open question is whether the intersection of two weakly externally hyperconvex subsets is still weakly externally hyperconvex. Such a property is a very important one from a structural point of view and it should help to show new fixed point results for weakly externally hyperconvex subsets that are already known for admissible subsets.
One of the implications of Theorem 5.1 is the existence of hyperconvex closures. Indeed, let M be a metric space and consider the family H(M ) = {H; H is hyperconvex and M ⊂ H}. In view of what we said previously, the family H(M ) is not empty. Using Baillon's result, any descending chain of elements of H(M ) has a nonempty intersection. Therefore one may use Zorn's lemma which will insure us of the existence of minimal elements. These minimal hyperconvex sets are called hyperconvex hulls. Isbell was among the first to investigate the properties of the hyperconvex hulls. In fact he was the first one to give a concrete construction of a hyperconvex hull in [24] . We will discuss his ideas in Section 8.
It is clear that hyperconvex hulls are not unique. But they do enjoy some kind of uniqueness. Indeed, we have: 
In the next section, we will show that if T is nonexpansive, then Fix(T ) is hyperconvex (see Theorem 6.1), so, Since T 1 • T 2 is nonexpansive, Fix(T 1 • T 2 ) is hyperconvex and contains M . 
Isbell, in his study of the hyperconvex hulls, showed that if M is compact then h(M ) is also compact. As a generalization of this result, we discuss next some ideas developed by the first author and López in [14, 16] . Since their work involves measure of noncompactness, let us first give some definitions. For a wide treatment of these definitions the reader is refereed to [2] . 
(ii) The Hausdorff (or ball) measure of noncompactness χ :
These two measures are very much related to each other and to compactness. Indeed, the following classical properties are well known.
( 
which completes the proof of our claim.
The following technical result will be needed later on. Note that this result may be seen as an adaptation of the classical Arzelá-Ascoli Theorem. 
Though these sets may be eventually empty, we still have that
We will show in Section 8 how Isbell constructed for any bounded metric space M a hyperconvex hull h(M ) included in λ [0,δ] (M ), where λ = 1 and δ is the diameter of M . So from the above lemma, we deduce the following result. 
it follows α h(M ) ≤ 2χ(M ). Using the previous lemma, χ h(M ) ≤ χ(M ). But, since h(M ) contains M isometrically, χ(M ) ≤ χ h(M )
, which clearly implies the first part of the conclusion. The second part is a direct consequence of Proposition 5.9.
Fixed point property and Hyperconvexity
Sine [54] and Soardi [57] results are at the origin of the recent interest to hyperconvex metric spaces. Both Sine and Soardi showed that nonexpansive mappings defined on a bounded hyperconvex metric space have fixed points. Their results were stated in different context but the underlying spaces are simply hyperconvex spaces. Here we will give the proof based on Penot's [49] formulation of Kirk's fixed point theorem.
Recall that if T : M → M is a map, then x ∈ M is a fixed point of T if T (x) = x.
Theorem 6.1. Let H be a bounded hyperconvex metric space. Any nonexpansive map T : H → H has a fixed point. Moreover, the fixed point set of T , Fix(T ), is hyperconvex.
Proof. Consider A(H) the family of admissible subsets of H. Set F = {A ∈ A(H); with A = ∅ and T (A) ⊂ A}.
Obviously, we have H ∈ F. Since the intersection of any family of nonempty elements of A(H)
is not empty and belongs to A(H) (because of the hyperconvexity of H), then F satisfies Zorn's assumptions. So it has minimal elements. Let A 0 be one of them. Note that cov(T (A 0 ) = A 0 . Indeed, since T (A 0 ) ⊂ A 0 and cov(T (A 0 )) is the smallest admissible set which contains T (A 0 ), we have cov(T (A 0 )) ⊂ A 0 . Using this inclusion, we get
This clearly implies that cov T (A 0 ) ∈ F. The minimality of A 0 will then imply cov(T (A 0 )) = A 0 . Now note that C(A 0 ) belongs to F. Indeed, we know that C(A 0 ) is not empty and it is in A(H) because
Let x ∈ C(A 0 ). Then we have A 0 ⊂ B(x, R(A 0 )). Since T is nonexpansive, we get T (A 0 ) ⊂ B(T (x), R(A 0 )), which implies
A 0 = cov T (A 0 ) ⊂ B T (x), R(A 0 ) .
Hence T (x) ∈ C(A 0 ). In other words, C(A 0 ) is invariant under the action of T . So we have
Our claim is therefore proved. The minimality of A 0 will then imply A 0 = C(A 0 ). But we have seen that in hyperconvex metric spaces this is not possible for subsets with more than one point. This forces A 0 to have one point which is a fixed point for T . In order to finish the proof of our theorem, we need to show that Fix(T ) is hyperconvex. Let {x i } i∈I be a collection of points in Fix(T ) such that
for some positive numbers {r i } i∈I . Set H 0 = i∈I B(x i , r i ). The hyperconvexity of H implies that H 0 is not empty. Since the centers are in Fix(T ) and T is nonexpansive, then we have T (H 0 ) ⊂ H 0 . Moreover H 0 is a bounded hyperconvex metric space, so the above proof implies that T has a fixed point in H 0 , which implies
This completes the proof of our theorem.
This result is quite amazing. Indeed, if we translate it into the hyperconvex Banach space l ∞ , we have, for example, that any nonexpansive mapping which leaves a ball invariant has a fixed point. Note that this space is quite bad from a geometrical point of view. It is also a universal space for separable Banach spaces. In other words, any separable Banach space sits inside l ∞ isometrically. So for the classical fixed point property this space is very bad. And with this theorem, we have a positive fixed point result.
Note that since Fix(T ) is hyperconvex, then any commuting nonexpansive maps T i , i = 1, 2, ..., n, defined on a bounded hyperconvex set H, have a common fixed point. Moreover their common fixed point set Fix( Proof. Let Γ = 2 I = {β; β ⊂ I}. It is obvious that Γ is downward directed (the order on Γ is the set inclusion). Our previous theorem implies that for every β ∈ Γ, the set F β of common fixed point set of the mappings T i , i ∈ β, is nonempty and hyperconvex. Clearly the family (F β ) β∈Γ is decreasing. Using Baillon's result, we deduce that
is nonempty and hyperconvex. The proof is therefore complete.
Remark 6.3. Baillon asked whether boundedness may be relaxed. He precisely asked whether the conclusion holds if the nonexpansive map has a bounded orbit. In the classical Kirk's fixed point theorem, having a bounded orbit implies the existence of a fixed point. Prus answered this question in the negative. Indeed, consider the hyperconvex Banach space H = l ∞ and the map T : H → H defined by
T (x n ) = (1 + lim U x n , x 1 , x 2 , ...)
where U is a nontrivial ultrafilter on the set of positive integers. We may also take a Banach limit instead of a limit over an ultrafilter. The map T is an isometry and has no fixed point. On the other hand, we have
where the first block of length n has all its entries equal to 1 and 0 after that. So T has bounded orbits. This problem has been studied in [35, 36, 40] .
Recently, we wondered whether this result holds for asymptotically nonexpansive mappings. Recall that a map T is said to be asymptotically nonexpansive if
and lim n λ n = 1. This question is till unknown. But a partial positive answer is known for approximate fixed points. Before we state this result, recall that if T : H → H is a map, then x ∈ H is an ε-fixed point if d(x, T (x)) ≤ ε where ε ≥ 0. The set of ε-fixed points of T is denoted by Fix ε (T ). Sine [55] obtained the following wonderful result:
Theorem 6.4. Let H be a bounded hyperconvex metric space and T : H → H a nonexpansive map. For any ε > 0, Fix ε (T ) is not empty and is hyperconvex.
Proof. Fix ε (T ) is nonempty since T has fixed point. Let {x α } α∈Γ be points in Fix ε (T ) and {r α } α∈Γ be positive numbers such that d(x α , x β ) ≤ r α + r β for any α, β ∈ Γ. Set
We know that J is nonempty as a subset of H. We wish to show that J ∩Fix ε (T ) is not empty. Let
for any α. Using Theorem 4.12, there exists a nonexpansive retraction Π : J + ε → J which is ε-constant. The map R : J → J defined by R(x) = Π • T (x) is nonexpansive. Since J is a bounded hyperconvex metric space, then R has a fixed point x 0 ∈ J. Since Π is ε-constant, we get 
Proof. Using the convexity shown in Remark 4.9, we define
where a is a fixed point in H, λ n is the Lipschitz constant of T n . The maps T n are nonexpansive. Before we proceed with the proof we need to define the "ultrapower" of H. Consider the cartesian product H = n≥1 H, and let U be a nontrivial ultrafilter on the natural numbers. Define the equivalence relation ∼ on H by (x n ) ∼ (y n ) if and only if lim U d(x n , y n ) = 0. The limit over U exists since H is bounded. Then we consider the quotient set H. An elementx ∈ H is a subset of H. If (x n ) ∈x, then (y n ) ∈x if and only if lim
where (x n ) (resp. (y n )) is any element inx (resp.ỹ). It is easy to see that H endowed with the distanced has many nice properties similar to the linear ultrapower of a Banach space. Define the operatorsT andT bŷ
Since T is asymptotically nonexpansive, the operatorT is nonexpansive. Moreover we havê T ( (x n )) = (T n (x n )). Since T n is nonexpansive, it has a fixed point x n . The pointx = (x n ) is a fixed point ofT . Hence the fixed point set Fix(T ) is a nonempty subset of H. Since the two operatorsT andT commute, thenT leaves invariant the set Fix(T ). It is easy to show thatT restricted to Fix(T ) is in fact an isometry (in particular it is nonexpansive). Fix ε > 0. Let
Hence x n (i) ∈ H n , for i = 1, ..., N and any n ≥ 1. Since T n is nonexpansive, Theorem 6.4 implies that H n is hyperconvex. Therefore, there exist z n (i) = εx n (1) ⊕ (1 − ε)x n (i) ∈ H n for i = 1, ..., N . Consider, the pointz i = z n (i) , which we will denote εx 1 
.., N . Back to our mapsT andT , letx ∈ Fix(T ), and writex =x 1 . Set
Thenx 2 ∈ Fix(T ). By induction, we will construct a sequence x n of points in Fix(T ) defined
SinceT is nonexpansive when restricted to Fix(T ), we get
This clearly implies that the sequence (x n ) is a Cauchy sequence. Hence it converges toω ∈ Fix(T ). Moreover we have
Classical argument implies that for any ε > 0 there exists x ε ∈ H such that d x ε , T (x ε ) ≤ ε which completes the proof of Theorem 6.5.
Topological fixed point theorems and Hyperconvexity
Another important branch of fixed point theory is that one formed by those results in which topological-like conditions are considered. We may think of the well-known Schauder theorem as the starting point of this branch. This theorem states that any mapping defined from a nonempty compact and convex subset of a Banach space into itself must have a fixed point. An easy improvement of this theorem is obtained when the compactness condition is imposed on the mapping instead of on its domain. New achievements came when the compactness condition on the mapping was treated in more general terms. Let M be a metric space and let B(M ) be the collection of nonempty, and bounded subsets of M , then a mapping γ : B(M ) → [0, +∞) is called a measure of noncompactness if it satisfies the following conditions:
(
1) γ(A) = 0 if and only if A is precompact. (2) γ(A) = γ(A) for any A ∈ B(M ). (3) γ(A ∪ B) = max{γ(A), γ(B)} for any A, B ∈ B(M ).
Of course, as it was announced in Section 5, the mappings α and χ given by Definition 5.8 are measures of noncompactness. A new kind of mapping arises naturally. Definition 7.
Let M be a metric space and D ⊆ M . A mapping T : D → M is said to be a γ-condensing (or condensing relative to γ) mapping if T is continuous and if for each bounded A ⊆ D, for which γ(A) > 0, γ(T (A)) < γ(A).
A detailed studied of these mappings may be found in [2] . It is easy to see, however, that any compact mapping is condensing relative to any measure γ. The also well-known DarboSadovskii's theorem [52] states that if γ is a measure of noncompactness defined on a normed space such that γ(B) = γ(conv(B)) for any nonempty and bounded subset of the normed space, and T is a γ-condensing mapping from a nonempty bounded closed and convex subset of the normed space into itself, then T has a fixed point. The condition γ(B) = γ(conv(B)) of invariance when convex hull is considered is fundamental for this result and other related which hyperconvex counterparts will seen below. Measures of Kuratowski and Hausdorff studied in Section 5 are among those that satisfy the above condition. Even more, Corollary 5.11 says that both measures satisfy an equivalent condition for hyperconvex spaces. We will make use of it later in this section. Surprisingly, as it was noted in [40] , a hyperconvex version of Darbo-Sadovskii theorem does not require of that corollary.
Theorem 7.2. Let H be a bounded hyperconvex space and T : H → H a α-condensing mapping. Then T has a fixed point.
Proof. From Section 3 we may assume that H is a bounded closed subset of a Banach space. We also know that there exists a nonexpansive retraction R :
cl-conv(H) → H (where cl-conv(H) denotes the closed convex hull of H). Then T • R : cl-conv(H) → H, and if A ⊆ cl-conv(H) satisfies that α(A) > 0 then either α(R(A)) = 0 or α(T • R(A)) < α(R(A)) ≤ α(A).
In either case α(T • R(A)) < α(A) so T • R is also α-condensing. Now Darbo-Sadovskii theorem implies the existence of a fixed point x for T • R.
It is easy to see that it must also be a fixed point for T .
Remark 7.3. Notice that α may be replaced by any measure of noncompactness for which DarboSadovskii theorem holds.
The classes of condensing operators defined relative to distinct measure of noncompactness are not equal in general, but they nevertheless share a number of general properties. Bearing in mind these common properties Sadovskii [53] introduced the concept of limit operator without using the notion of measure of noncompactness. If X is a linear space and D is a subset of M , then a continuous operator T : D → X is called a limit compact or ultimately compact operator if cl-conv(T (B ∩ D)) = B, for B ⊆ X, implies that B is compact. The concept of hyperconvex hull will help us to define limit compact operators in hyperconvex spaces.
Definition 7.4. Let D be a subset of a hyperconvex metric space H. Given an operator T : D −→ H we will say that (T α ) is a transfinite sequence associated to T on D if
where T α is a hyperconvex hull of T (D) or T (D∩T α−1 ) so that the sequence (T α ) is nonincreasing.
Remark 7.5. It is easy to deduce from the properties of the hyperconvex hull that given D, M and f as in the previous definition, there always exists a transfinite sequence associated to T on D.
The proof of the following lemma is rather easy, we will omit it.
Lemma 7.6. If (T α ) is a transfinite sequence associated to T on D, then:
Hence we obtain the following corollary.
Corollary 7.7. Let (T α ) be a transfinite sequence associated to T on H (hyperconvex), and suppose H is bounded. Then the set T η given by Lemma 7.6 is nonempty.
Proof. It suffices to show that for any ordinal number α, T α = ∅. We proceed by transfinite induction. The case α = 0 is trivial since T (D) ⊆ T 0 , and therefore T 0 is nonempty. Now we have to consider the following two cases: the ordinal α has a predecessor, in which case, from the inductive hypothesis, T α−1 is nonempty and hence, T α = h(T (M ∩ T α−1 )) is nonempty, or the ordinal α has no predecessor, in which case T α = β<α T β . By using the inductive hypothesis and Baillon's intersection result (Theorem 5.1), it follows that T α is nonempty.
This corollary allows us to define the concept of limit compact operator in hyperconvex spaces.
Definition 7.8. We say that T ∞ (D) is an ultimate range of the operator T on the set H if it is the limit set of a transfinite sequence associated to T on D. The operator T is said to be ultimately compact (or limit compact) if is continuous and there exists an ultimate range
We offer the following lemma without proof, for details see [16] . Lemma 7.9. The following properties hold:
) The operator T : D → H is ultimately compact if and only if T ∞ (D) is compact. (5) The operator T : D → H is ultimately compact if and only if for any B ⊂ H, the equality h(f (B ∩ D)) = B implies that B is compact.
The following theorem states the relation on α-condensing and limit compact mappings. Theorem 7.10. Let H be a bounded hyperconvex set, and suppose
The following theorem states the existence of fixed point for limit compact mappings, so, in view of the previous theorem, it may be understood as an extension of Theorem 7.2. Theorem 7.11. Let H be a bounded hyperconvex metric space and T : H → H a limit compact mapping on H. Then T has a fixed point in H. Proof. The conclusion follows from Schauder theorem since T ∞ (H) is nonempty, compact and hyperconvex, and
The following theorem was stated in [5] and it is related to the previous one although, as it was seen in [4] , they are different. Theorem 7.12. Let H be a hyperconvex metric space, x 0 ∈ H, and let T be a continuous mapping from
Proof. The first part of the proof consists in proving that there exists Z ⊆ H such that T (Z) = Z. Let Σ = {U ⊆ H : U is T -invariant, and x 0 ∈ U }. Σ is nonempty since H belongs to it. It is easy to see that
is a nonempty, and minimal among all the elements of Σ, i.e. it does not contain any proper subset V such that T (V ) ∪ {x 0 } ⊆ V . From here it is possible to prove that B satisfies that T (B) ∪ {x 0 } = B and hence, by hypothesis, that B is relatively compact. We will omit details that may be found in [58] , this implies the existence of the set Z.
Let Ω be the family of all sets A ⊆ H such that Z ⊆ A, A is hyperconvex and f (A) ⊆ A. Ω is nonempty since H belongs to it. Zorn's lemma leads to a minimal element in Ω, let us say H 0 . So T (H 0 ) ⊆ H 0 , and, since H 0 is hyperconvex, there exists a hyperconvex hull h(
Now, from the minimality of H 0 , we obtain h(T (H 0 )) = H 0 and so, from hypothesis, H 0 is relatively compact but additionally H 0 is hyperconvex, and hence closed, which implies that H 0 is compact. The conclusion follows since T : H 0 → H 0 is a continuous compact mapping and H 0 is hyperconvex.
Remark 7.13. It is not difficult to see that any α-condensing mapping satisfies the hypothesis of this theorem. Notice also that H is not required to be bounded in this theorem.
We finish this section with the following theorem stated in [40] .
Theorem 7.14. Let H be a bounded hyperconvex metric space. Let T : H → H, and suppose for some relatively prime pair i, j ∈ N, T i is nonexpansive and T j is condensing. Then T has a fixed point.
Proof. Let A = {n ∈ N : T n is either nonexpansive or condensing}. Since A is additive, there exists an integer N such that if n ≥ N then n ∈ A. It follows that there exist n and n + 1 such that T n is nonexpansive and T n+1 is condensing. Since T n and T n+1 commute, and Fix(T n ) is hyperconvex, as it was shown in Section 6, T n+1 must have a common fixed point with T n . This point is also a fixed point for T .
Remark 7.15. It is an interesting open question whether the previous theorem still holds if the nonexpansiveness condition is removed.
Isbell's Hyperconvex Hull
As we mentioned before, Isbell [24] showed that every metric space has an injective envelope. The injective envelope of a metric space M is an injective metric spaceM which contains an isometric copy of M and which is isometric with a subspace of any hyperconvex metric space which contains an isometric copy of M . In this section, we will discuss Isbell's ideas.
Let M be a metric space. For any x ∈ M , define the positive real valued function d(x, y) . Let us discuss some of the properties verified by these functions.
1. Using the triangle inequality, we get
and
for any x, y ∈ M , and for some a ∈ M , assume that f (x) ≤ f a (x), for any x ∈ M . In this case, we have f = f a . Indeed, first we have f (a) ≤ f a (a) = 0, which implies f (a) = 0. Using the above inequality, we get
for any x ∈ M . Combined with the assumptions on f (x), we get f (x) = f a (x), for any x ∈ M . This is a minimality property for the pointwise order. Recall that the function f :
for all x, y in A and g(x) ≤ f (x) for all x ∈ A, then we must have f = g. In particular, we have f a ∈ (A), for any a ∈ A. Consider the map e : A → (A), defined by e(a) = f a , for all a ∈ A. The map e is an isometry. In other words, we have
So, A and e(A) are isometric spaces, hence we may identify A and e(A), or a ∈ A with e(a).
Before we give some detailed properties of extremal functions, we will need the following easy to prove lemma. Let us give some properties of extremal functions. Proposition 8.2. The following statements are true.
2. For any f ∈ (A), δ > 0, and x ∈ A, there exists y ∈ A such that
If s is an extremal function on the metric space (A), then s • e is extremal on A. Proof. 1. Assume not. Then there exist x 0 , y 0 ∈ A, such that
It is clear that we have g(x) ≤ f (x), for any x ∈ A. In particular, we have g(x 0 ) < f (x 0 ). Let us show that for any x, y ∈ A, we have d(x, y) ≤ g(x) + g(y). If both x and y are different from x 0 , we use the properties of f . So we can assume x = x 0 and y = x 0 . Then which obviously implies d(x 0 , y) ≤ g(x 0 ) + g(y) . The minimality behavior of f gives us f = g which is a contradiction. Combining this inequality with the fundamental one (for extremal functions), we get |f (y) − f x (y)| ≤ f (x) for any y ∈ A. The equality holds for y = x which clearly implies
2. Assume not. Then there exist x ∈ A and δ > 0 (we may take it less than f (x)) such that for any y ∈ A, we have
It is easy to check that d(y, z) ≤ h(y) + h(z) for any y, z ∈ A. Since h ≤ f and h(x) < f (x), we get a contradiction with the minimality of f . This completes the proof of Property 2.
3. From the property 1, we get
for any x, y ∈ A. This implies (A) ⊂ Lip 1 (A), where Lip 1 (A) is the space of all Lipschitzian real valued functions with Lipschitz constant equal 1. Hence, all extremal functions are equicontinuous. Also, it is quite easy to show that pointwise-limit of extremal functions is an extremal function. Since A is compact, the Arzelá-Ascoli theorem implies that (A) is compact.
Let s be an extremal function on the metric space (A). Note that for any x, y ∈
Assume that s • e is not an extremal function on A. Then there exists an extremal function h ∈ (A) such that h(x) ≤ s • e(x), for any x ∈ A, and the inequality is strict at some point x 0 . Define the function
Let us show that t satisfies the inequality d(f, g) ≤ t(f ) + t(g) for any f, g ∈ (A). Since t and s coincide almost everywhere and s is an extremal function, then we only need to prove the above inequality for g = e(x 0 ) and
On the other hand, if y = x 0 and f = e(x 0 ), then
(e(y)).
Since s is an extremal function, then
where we used the fact that f is an extremal function (to get d(f, e(y)) = f (y)). So we have the two inequalities d(f, e(x 0 )) + f (y) − δ < t(e(x 0 )) + t(e(y)) and t(e(y)) ≤ t(f ) + f (y). Adding the two inequalities, we get
which leads to d(f, e(x 0 )) − δ < t(e(x 0 )) + t(f ). Since δ is arbitrary, we get the desired inequality
The link between Isbell's ideas and hyperconvexity is given in the following proposition. 
.e. h • e ∈ (A). It is easy to see that
The proof of our claim is therefore complete.
2. Let H be a subset of (A) such that e(A) ⊂ H. Assume that H is hyperconvex. Since (A) is hyperconvex, there exists a nonexpansive retraction R : (A) → H. Let f ∈ (A). We have
for any x ∈ A. Since f is an extremal function, we must have R(f ) = f . This clearly implies that H = (A). So no proper subset of (A) which contains e(A) is hyperconvex. [7, 9, 10, 21, 24, 25, 26, 51] .
Set-valued mappings in Hyperconvex spaces
Recall that A(M ) denotes the family of all nonempty admissible subsets of a metric space M and set throughout this section E(M ) as the family of all nonempty bounded subsets of M which are externally hyperconvex (relative to M ). In both instances endowed with the usual Hausdorff metric d H . Recall that the distance between two closed subsets A, B of a metric space in the Hausdorff sense is given by
where N ε (A) denotes the closed ε-neighborhood of A.
The main result of this section is the following selection theorem stated in [33] . Theorem 9.1. Let H be hyperconvex, and let T * : H → E(H). Then there exists a mapping T : 
). Also, since T * (x 0 ) is a proximinal subset of H, the above is true if and only
By the definition of Hausdorff distance
However by assumption T (x) ∈ T * (x) so it must be the case that for each ε > 0,
Since T * (x 0 ) is proximinal in H, this in turn implies
Thus we conclude J = ∅. Choose y 0 ∈ J and definẽ
Looking in detail at this proof it comes obvious that the hyperconvexity of H has not been used but in order to work with the images, hence the following corollary holds.
Corollary 9.2. The above theorem remains true if T * : M → E(H) with M and H any metric spaces and E(E) the class of bounded externally hyperconvex spaces of H (assuming this class is nonempty).
The following corollary is a direct consequence of Theorem 9.1 combined with Theorem 6.1.
book [50] .
We finish this section with two application of Theorem 9.1. First we show that the family of all bounded λ-lipschitzian functions of a hyperconvex space M into itself is itself hyperconvex and second we will study a best approximation problem in hyperconvex spaces.
Let f and g be two bounded λ-lipschitzian functions of a hyperconvex space M into itself, we define the distance between them in the usual way, that is, if f, g : g(x) ). 
Using Sine's Lemma (Lemma 4.10) we now have
In view of Theorem 9.1 it is possible to select
This leads to the following. Corollary 9.7. Let M be a bounded hyperconvex metric space and let f ∈ F 1 . Then the family
• g is nonexpansive and has a nonempty fixed point set Fix(T f ) which is hyperconvex. Theorem 4.4 will then imply that Fix(T f ) is a nonexpansive retract of F 1 . But r ∈ Fix(T f ) if and only if r ∈ R.
One of the most important concepts in approximation theory is that one of metric projection. In this last part of the section we study the problem of finding nonexpansive selections of the metric projection. Let us introduce some definitions first. Recall that the concept of proximinality was introduced in Definition 3.7. Definition 9.8. Let M be a metric space and A a proximinal subset of M , then the mapping
Notice that the proximinality of A guarantees that R(x) = ∅ for all x ∈ M . We will also deal with the following concept. B(x, dist(x, A) 
The first one in taking up the problem of characterizing proximinal nonexpansive retracts in hyperconvex metric spaces was Sine [56] . The following theorem was stated in [56] for admissible subsets, we adapt Sine's proof to externally hyperconvex subsets. 
Since A(x) is one of the sets that define C(x), the inclusion C(x) ⊆ A(x) is clear. We will show that C : H → 2 E is a nonexpansive multivalued mapping which values are nonempty externally hyperconvex subsets of H. Due to the externally hyperconvexity of E it will be enough to prove, in order to state the nonemptyness of A(x), that
for each y 1 and y 2 in H. But x belongs to both of these sets, so C(x) = ∅. Additionally, the externally hyperconvexity of C(x) follows as an easy consequence of Lemma 5.3. Let us see now that C is nonexpansive, for this pick u and v in H. We have to show that (v, z) . Now the theorem follows as an application of Theorem 9.1. This problem was taken up again in [15] with some improvements of the above theorem. We state these results without proofs, which may be found in [15] .
Theorem 9.11. A compact subset E of a hyperconvex metric space H is a proximinal nonexpansive retract of H if and only if E is weakly externally hyperconvex (relative to H).
The situation for the noncompact case has not been solved yet although the following theorem states a partial result that gets very close to completely remove the compact condition on Theorem 9.11. Theorem 9.12. Let E be a weakly externally hyperconvex subset of a hyperconvex metric space H. Then given any ε > 0 there is a nonexpansive retraction R ε of H onto E with the property that given any u ∈ H\E there exists
Sine made used of Theorem 9.10 in order to obtain certain Ky Fan [17] type theorems for hyperconvex spaces. Even though Theorem 9.12 does not quite solve the "nonexpansive proximinal retract" problem it still enjoys enough good properties how to lead to improved new versions of Ky Fan type results given by Sine. We conclude this section with these fixed point results.
The first result we will see is a topological one, as those seen in Section 7, with boundary condition. In fact it extends Darbo-Sadovskii Theorem. Theorem 9.13. Suppose E is a bounded weakly externally hyperconvex subset of a hyperconvex space H with nonempty interior, and let T : E → H be a uniformly continuous condensing mapping for which T (∂E) ⊂ E. Then T has a fixed point. Proof. Let ε > 0 and choose ε ≤ ε so that d (u, v) ≤ ε ⇒ d (T (u) , T (v)) ≤ ε. Now let R ε be the nonexpansive retraction assured by Theorem 9.12. It is easy to see that the mapping R ε • T : E → E is condensing, and since E is hyperconvex R ε • T has a fixed point, say
This proves that inf {d (y, T (y)) : y ∈ E} = 0. Since T is condensing it easily follows that T has a fixed point in D.
The following is an easy consequence of Theorem 9.12. Theorem 9.14. Suppose E is a bounded weakly externally hyperconvex subset of a hyperconvex metric space H, and suppose T : E → H is a nonexpansive mapping for which T (∂E) ⊂ E. Then T has a fixed point. Proof. Let R be a nonexpansive retraction of H onto E for which R(H \ E) ⊆ ∂E. Then R • T : E → E is nonexpansive and has the same fixed point set as T .
Another consequence of Theorem 9.12 is the following theorem. Theorem 9.15. Suppose E is a bounded weakly externally hyperconvex subset of a hyperconvex metric space H, and let T : E → H be a condensing mapping for which T (∂E) ⊂ E. Then T has a fixed point.
Finally, since compact hyperconvex spaces have the fixed point property for continuous mappings (e.g., [31, 47] ), Theorem 9.11 yields Ky Fan's approximation principle for compact weakly externally hyperconvex sets. Theorem 9.16. Let E and H satisfy the assumptions of Theorem 9.11 and suppose T : E → H is a continuous mapping. Then there exists x ∈ E such that
Proof. Let R be the retraction given by Theorem 9.11, then R • T : E → E is a continuous mapping so it has a fixed point in E which confirms the statement of the theorem. Ky Fan's fixed point theorem for hyperconvex metric space is henceforth stated in the following way. Corollary 9.17. Let E and H satisfy the assumptions of Theorem 9.11 
and suppose T : E → H is a continuous mapping such that T (∂E) ⊆ E (if interior of E is empty, assume T (E) ⊆ E).
Then T has a fixed point in E. Proof. It is easy to see that the fixed point of R • T in the theorem must be a fixed point of T under the additional boundary condition of the statement of the corollary.
The KKM theory in Hyperconvex spaces
Among the results equivalent to the Brouwer's fixed point theorem, the Theorem of KnasterKuratowski-Mazurkiewicz (in short KKM) occupies a special place. Historically Brouwer's fixed point theorem failed to impose itself in the metric setting in comparison with Kirk's fixed point theorem. In our opinion, this is due to the fact that the first theorem depends heavily on the convex structure of the set while the second one depends on a set theoretical kind of convexity. Since hyperconvex metric spaces exhibit some kind of convexity, it was natural to investigate Brouwer's fixed point theorem in this setting. This problem was first studied by the second author in [31] and later by others in [41, 47] . This section is devoted to present some of the results appeared in these three works. The literature on KKM principle is quite large, the reader will find a more precise and exhaustive treatment of it in [22, 59] is not zero for any c ∈ C. Define the map F : C → C by
Clearly, F is a continuous map. Since C is compact, then Brouwer's theorem implies the existence of a fixed point c 0 of F , i.e. F (c 0 ) = c 0 . Set I = {i; dist(r(c 0 ), L ∩ G(x i )) = 0} . Clearly we have
Therefore, r(c 0 ) ∈ i∈I G(x i ) and r(c 0 ) ∈ cov({x i ; i ∈ I}), contradicting the assumption cov({x i ; i ∈ I} ⊂ ∪ i∈I G(x i ) . The proof of Theorem 10.2 is therefore complete.
As an immediate consequence, we obtain the following theorem. Notice that the compactness assumption of G(x 0 ) may be a stronger one. We can still reach the conclusion if one involves an auxiliary multivalued map and a suitable topology on H (such as the ball topology for example). The proof is obvious.
The concept of KKM mapping was generalized in [41] in the following way. It is easy to check that KKM mappings are generalized KKM mappings while the converse is not true, the interested reader may consult [41, 59] for more about this topic. The following theorem is the extension of Theorem 10.2 where generalized metric KKM mappings substitute KKM mappings. The proof, although more complicated, follows similar ideas to those in the proof of Theorem 10.2 and we will omit it. We say E(M ) is exact, if the condition is even satisfied for µ = E(M ).
Trivially, E(M ) ≤ Λ(M ) holds in metrically convex spaces (see Definition 2.3). On the other hand, if M is a two element metric space, then E(M ) = 1, while Λ(M ) = 2, so both concepts do not coincide in general.
Let us first summarize some basic properties of λ-hyperconvex metric spaces, some of which are trivial, while the others can be easily derived from corresponding results about expansion constants:
Theorem 11.2. Let M be a metric space. We will finish this section, and hence this chapter on hyperconvexity, by studying the connection between λ-hyperconvexity and the fixed point property. The theorem we will finish with is based on a metric generalization of Kirk's fixed point theorem established in [30] . In order to state this generalization we need to know what a uniform normal structure on a metric space is.
M is hyperconvex if and only if it is
Let M be a metric space and F a family of subsets of M . Then we say that F defines a convexity structure on M if it contains the closed balls and is stable by intersection. For instance A(M ), the class of the admissible subsets of M , defines a convexity structure on any metric space M . We say that F is a uniform normal structure on M if there exists c < 1 such that R(A) ≤ c · diam(A) for every A ∈ F with diam(A) > 0, where R(A) and diam(A) are, respectively, the Chebyshev radius and diameter of A defined in Section 3. Now we may state the generalization of Kirk's fixed point theorem. The connection between λ-hyperconvexity and the fixed point property is giving by the following theorem. Proof. Let M be a bounded λ-hyperconvex space with λ < 2. Theorem 11.2 assures that M is complete, so from the previous theorem it suffices to prove that M has a uniform normal structure. The family A(M ) defines a convexity structure on M , we will show that A(M ) is actually a uniform normal structure on M . 
