Introduction
It has been proven that signal processing techniques can be applied in Network Intrusion Detection Systems due to their capability of detecting yet unspecified incursions and attacks that signature-based approaches fail to notice.
Network traffic shows several relative statistical qualities when it is subjected to research on different levels, such as long range dependence, entropy variations, self similarity, etc. [1] [2] [3] [4] [5] . Utilization of such approaches as statistical analysis and signal processing is efficient due to ability to decompose the signals connected to network traffic, simultaneously allowing for recognition of different noises, trends and anomalous events. Thereupon, in recent years, academic researchers have put great effort to investigate the following: spectral analysis, maximum entropy estimation, principal component analysis techniques and wavelet-based approaches [6] [7] . An outstandingly potent tool for detection, synthesis and analysis is wavelet-based approach. Scale and time localization features of the wavelet transform make the tool perfect for detecting irregular traffic patterns in traffic traces.
Thus, wavelet-founded methods for identification of attacks have been analyzed and put on record. Tests are performed by use of continuous wavelet transform analysis and, most of all, Discrete Wavelet transformation and multiresolution analysis [8] . The drawback of the Discrete Wavelet Transform is, however, that a great number of coefficients which are found do not always show necessary qualities of the network signals. Thereupon, this article presents an original Anomaly Detection ADS algorithm founded on Matching Pursuit [9] as an alternative to other signal processing and decomposition methods for intrusion or anomaly identification in network systems. Given an overcomplete set of functions called dictionary
can define an optimal M -approximation as an expansion, minimizing the error δ of an approximation of signal S(t)
where
represent the indices of the chosen functions d i [10] .
Finding such an optimal approximation is an NP-hard problem [10] [11] . A suboptimal expansion can be found by means of an iterative procedure, such as the matching pursuit algorithm.
Matching Pursuit Algorithm
Matching pursuit is a recursive, adaptive algorithm for signal decomposition [9] . The matching pursuit decomposes any signal into linear expansion of waveforms which are taken from an overcomplete dictionary D. Signal S can be written as the weighted sum of dictionary elements:
where r n s is residual in an n -term sum. In the first step of Matching Pursuit algorithm, the atom d i which best matches the signal S is chosen. The first residual is equal to the entire signal r 0 s = S. 
and
The indices of the p vectors selected are stored in the
and the vectors are stored as the columns of the matrix
terminates when residual of signal is lower than acceptable limit:
where th is the approximation error. The Matching Pursuit algorithm is presented in Algorithm 1. 
Orthogonal Matching Pursuit
The Orthogonal Matching Pursuit (OMP) algorithm is an improvement of MP algorithm and it was proposed in [11] . Similarly to Matching Pursuit, two algorithms has greedy structure but the difference is that OMP algorithm needs all selected atoms to be orthogonal in every decomposition step. The algorithm selects ϕ p in the p th iteration by finding the vector best aligned with the residual obtained by projecting r p s onto the dictionary components, that is:
The re-selection problem is avoided with the stored dictionary. If ϕ p / ∈ Φ p−1 then the index set is updated as
The residual is calculated as: 
Dictionary of Gabor Functions
In the described ADS solution we proposed a waveform from a time-frequency dictionary, which can be expressed as translation (u), dilation (s) and modulation ω of a win-
Optimal time-frequency resolution is obtained for Gaussian window g(t), which for the analysis of real valued discrete signals gives a dictionary of Gabor functions
where N is the size of the signal for which the dictionary is constructed, C(i, γ) is normalizing constant used achieve atom unit energy d i = 1 and i = {s, u, ω, γ} denotes parameters of the dictionary's functions [12] .
We implemented the dictionary originally by Mallat and Zhang in [9] , the parameters of the atoms are chosen from dyadic sequences of integers. Scale s, which corresponds to an atom's width in time, is derived from the
and j is octave). Parameters u and ω, which correspond 
Generation of Tree Structure
The resulting atoms have been grouped into clusters using the Algorithm 3. This method creates clusters in the initial dictionary and organizes them in a hierarchical tree structure. The elements from the initial dictionary form the leaves of the tree. As a result of clustering process produced levels of tree structure. Each branch of the tree has N children and is fully characterized by the list of the atom indexes W n . A centroid g n is assigned to the branch of tree that represent atoms of the dictionary in the corresponding subtree.
, . . . , g (j−1) N {choice of N initial cluster centroids} while U (j−1) < θ {stopping rule} do for n = 1 to N do
{assign each atoms to the group that has the closest centroid} for n = 1 to N do g 
Experiments and results
The matching pursuits algorithm produces three important elements of information: the set of projection coefficients C = {c 0 , c 1 , ..., c}, the set of residues RS = {r 0 s, r 1 s, ..., r Matching Pursuit Mean Projection (MP-MP):
Energies of coefficients, residues and dictionary elements:
Proposed anomaly detection solution based on signal processing algorithm was evaluated with the use of standard DARPA [13] traces and with modern benchmark data from Kyoto University available at [14] . Benchmark data [14] used for performance evaluation consist of 24 statistical features (14 features are taken from DARPA testbed;
10 new features were proposed in [15] ). This is real traffic which consist of alerts and attacks taken from IDS/IPS systems, antiviruses [16] and Honeypots. We extracted [14] in order to create 1 − D signal vectors:
• f 1 -Duration: the length (number of seconds) of the connection,
• f 2 -Service: the connection's service type, e.g., http, telnet, etc., • f 9 -Dst_host_count: among the past 100 connections whose destination IP address is the same to that of the current connection, the number of connections whose source IP address is also the same to that of the current connection,
• f 10 -Dst_host_srv_count: among the past 100 connections whose destination IP address is the same to that of the current connection, the number of connections whose service type is also the same to that of the current connection,
• f 11 -Dst_host_same_src port rate: % of connections whose source port is the same to that of the current connection in Dst_host_count feature,
• f 12 -Dst_host_serror rate: % of connections that have "SYN" errors in Dst_host_count feature,
• f 13 -Dst_host_srv serror rate: % of connections that "SYN" errors in Dst_host_srv count feature,
• f 14 -Destination Port Number: indicates the destination port number used in the session, 83.14 85.25
• f 15 -Duration: indicates how long the session was being established.
Results in Tables 1-2 were achieved for 4 days of traffic taken from [14] benchmark database. In Table 1 there are results for two MP metrics (MP-MP and energy parameter E (k) ). In Table 2 there is comparison of two MP algorithms (Tree-MP and OMP). In case of Table 2 for both methods we used the same set of atoms in dictionary. We can see that faster Tree-MP algorithm gives only slightly worse results then OMP full search approach.
In Tables 3 and 4 there are results achieved for DARPA [13] testbed. It can be noticed that energy metric (Table 4) gives better results in comparing to MP-MP (Table 3) .
Conclusion
The article presents developments that have been made 
