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Abstract
Let A˘ ą 0, β P p0, 1q, and let Z
pαq be a strictly α-stable Le´vy process with the jump measure νpdzq “
pC`Ip0,8qpzq `C´Ip´8,0qpzqq|z|
´1´α dz, α P p1, 2q, C˘ ě 0, C` `C´ ą 0. The selection problem for the
model stochastic differential equation dX¯ε “ pA`Ir0,8qpX¯
εq ´ A´Ip´8,0qpX¯
εqq|X¯ε|β dt ` εdZpαq states
that in the small noise limit εÑ 0, solutions X¯ε converge weakly to the maximal or minimal solutions of
the limiting non-Lipschitzian ordinary differential equation dx¯ “ pA`Ir0,8qpx¯q´A´Ip8,0qpx¯qq|x¯|
β dt with
probabilities p¯˘ “ p¯˘pα,C`{C´, β, A`{A´q, see [Pilipenko and Proske, Stat. Probab. Lett., 132:62–73,
2018]. In this paper we solve the generalized selection problem for the stochastic differential equation
dXε “ apXεq dt ` εbpXεq dZ whose dynamics in the vicinity of the origin in certain sense reminds of
dynamics of the model equation. In particular we show that solutions Xε also converge to the maximal
or minimal solutions of the limiting irregular ordinary differential equation dx “ apxqdt with the same
model selection probabilities p¯˘. This means that for a large class of irregular stochastic differential
equations, the selection dynamics is completely determined by four local parameters of the drift and the
jump measure.
Keywords: Le´vy process; stochastic differential equation; selection problem; zero noise limit; Peano theo-
rem; non-uniqueness; irregular drift
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1 Introduction, setting, and the main result
The well known Peano existence theorem (Hartman, 1964, Theorem II.2.1) states that an ordinary differential
equation (ODE) dx “ apxqdt with a continuous function a : RÑ R has a local solution which however may
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be not unique. A classical example of such non-uniqueness is given by the non-Lipschitzian dx “
a
|x| dt
which allows for a continuum of solutions starting at x “ 0, namely xptq ” 0, and xptq “ 1
4
pt´ t0q
2
`, t0 ě 0.
On the contrary, the behaviour of stochastic differential equations (SDE) is often more regular. In par-
ticular and addition of a noise term allows to obtain unique solutions of SDEs with measurable or irregular
coefficients. We refer the reader to e.g. Zvonkin (1974); Strook and Varadhan (1979); Veretennikov (1981);
Krylov and Ro¨ckner (2005) for results on SDEs driven by a Brownian motion. General results on the exis-
tence and uniqueness of SDEs with measurable or irregular coefficients driven by Le´vy processes can be found,
e.g. in Tanaka et al. (1974); Gikhman and Skorokhod (1982); Situ (2005); Priola (2012); Chen and Wang
(2016); Priola (2018); Kulik (2019).
Consider now an SDE with a drift a and assume that the underlying ODE dx “ apxqdt has multiple
solutions. A natural question arises, what happens when the random perturbation vanishes. Heuristically,
solutions of the small noise SDE should converge to one of the various deterministic solutions and the
selection problem consists in description of this limit behaviour.
Originally, the selection problem was treated by Bafico and Baldi (1982), where the authors considered
the SDE
Xεptq “ x`
ż t
0
apXεpsqqds` ε
ż t
0
bpXεpsqqdW psq, (1.1)
with a drift a being not Lipschitz continuous at x “ 0, and a positive Lipschitz continuous diffusion coefficient
b2. They showed that under certain conditions, the limit law LawpXε|Xεp0q “ 0q is supported by the
deterministic maximal and minimal solutions of the ODE dx “ apxqdt starting at zero with the weights
p˘ that can be explicitly determined, see (Bafico and Baldi, 1982, Theorem 4.1). Veretennikov (1983)
proved the uniqueness of the limit in the case of odd continuous concave drift and additive noise. Recently
Delarue and Flandoli (2014) gave the new proof of the results by Bafico and Baldi (1982) for the piece-wise
power drift
a¯pxq “ A`x
β
Ir0,8qpxq ´A´|x|
β
Ip´8,0qpxq (1.2)
with β P p0, 1q and A˘ ą 0 in the case of additive Brownian perturbations. Trevisan (2013) studied the same
equation with A˘ “ 1 and β P r0, 1q. Krykun and Makhno (2013) generalized the results by Bafico and Baldi
(1982) to Itoˆ SDEs with positive diffusion coefficient a of locally bounded variation. Gradinaru et al. (2001)
analyzed large deviations of the laws of Xε with additive noise and piece-wise power drift (1.2) with A˘ “ 1,
β P r0, 1q.
Although the results obtained in Bafico and Baldi (1982) are very transparent and intuitively under-
standable, the intrinsic nature of the selection phenomena and especially the methods allowing one to derive
the selection probabilities p˘ in more general settings are far from being completely understood.
Thus, Pilipenko and Proske (2018a) considered a class of SDEs dXε “ a¯pXεqdt`εdBpαq with β P p´1, 1q
driven by α-self-similar processes Bpαq, e.g. by a fractional Brownian motion or a strictly stable Le´vy process.
They showed that under some natural assumptions Xε also selects the maximal and minimal solutions of
the ODE dx “ a¯pxqdt with some probabilities p˘, p` ` p´ “ 1. Unfortunately these probabilities cannot
be always determined explicitly.
In this paper we address the selection problem for a Le´vy driven SDE with multiplicative noise
Xεxptq “ x`
ż t
0
apXεxpsqqds` ε
ż t
0
bpXεxps´qqdZpsq, t ě 0, εÑ 0, (1.3)
whose drift a “ apxq has an irregular point at x “ 0 but does not have the exact piece-wise power form (1.2).
The small jumps of the driving Le´vy process Z remind of those of an α-stable Le´vy process. In other words
we answer the question whether the selection dynamics are robust w.r.t. perturbations of the drift and the
noise.
Let us formulate the precise assumptions.
AZ : Let Z “ pZtqtě0 be a Le´vy process without a Gaussian component and the jump measure ν such that
for some α P p1, 2q and some constants C˘ ě 0, C´ ` C` ą 0,
νprz,`8qq „ C`z
´αlν
´1
z
¯
,
νpp´8,´zsq „ C´z
´αlν
´1
z
¯
, z Ñ `0,
(1.4)
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for a positive function lν slowly varying at infinity.
Aa: Let x ÞÑ apxq be a real valued continuous function of linear growth such that ap0q “ 0 and that for
β P p0, 1q
apxq “ xβL`pxq for x ą 0 and apxq “ ´|x|
βL´p|x|q for x ă 0, (1.5)
with continuous functions L˘ : p0,8q Ñ p0,8q that satisfy
L˘pxq „ A˘l
´1
x
¯
as xÑ `0, (1.6)
for a positive function l slowly varying at infinity, and A˘ ą 0.
Ab: Let x ÞÑ bpxq be a bounded continuous real valued function such that
bp0q ą 0. (1.7)
It follows from assumptions Aa, Ab that equation (1.3) has a weak solution, see, e.g. Theorem 1 of §2
Chapter 5 in Gikhman and Skorokhod (1982).
Remark 1.1. We will see in the main result that the weak limit of the sequence tXεu as εÑ 0 is independent
of the choice of weak solution Xε. So, further we assume that Xε is any weak solution to (1.3). It should
be also noticed that the presence of a noise often implies uniqueness of a solution and the strong Markov
property, see references above.
Let us describe solutions of the limit ODE
X0xptq “ x`
ż t
0
apX0xpsqqds. (1.8)
Let A˘p¨q be continuous non-negative strictly increasing functions given by
A`pxq :“
ż x
0`
dy
apyq
, x ą 0,
A´pxq :“
ż x
0´
dy
apyq
, x ă 0,
A˘p0q “ 0,
(1.9)
and let A´1˘ p¨q : r0,8q Ñ r0,8q be their inverses. All these functions are well defined because of assumption
Aa. Hence it is immediate to see that for x ‰ 0
X0xptq :“ A
´1
` pA`pxq ` tq, x ą 0, t ě 0, (1.10)
and
X0xptq :“ ´A
´1
´ pA´pxq ` tq, x ă 0, t ě 0, (1.11)
are unique solutions of the equation (1.8). For x “ 0, there is a continuum of solutions and any solution
either has the form
X0˘pt; t0q “
#
0, t P r0, t0q,
˘A´1˘ pt´ t0q, t P rt0,8q,
(1.12)
where t0 P r0,`8q or is trivial X
0ptq ” 0. Among the solutions (1.12) we single out the maximal and the
minimal solutions
x˘ptq :“ X0˘pt; 0q “ ˘A
´1
˘ ptq, t ě 0. (1.13)
It is intuitively clear that any solution Xε starting at zero should select one of the particular solutions x˘
of (1.8) very quickly, so that one can expect that the selection is determined only by the small jumps of Z
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and the local behaviour of ap¨q and bp¨q in the vicinity of zero. Taking into account assumptions AZ and Aa
we introduce the auxiliary model SDE
X¯εptq “
ż t
0
a¯pX¯εpsqqds` εZpαqptq (1.14)
with the piece-wise power drift a¯ defined in (1.2) and driven by a zero mean strictly α-stable Le´vy process
Zpαq, α P p1, 2q, with the characteristic function
lnEeiλZ
pαqp1q “
ż
peiλz ´ 1´ iλzqνpαqpdzq, λ P R, (1.15)
and the jump measure
νpαqprz,`8qq “ C`z
´α, νpαqpp´8,´zsq “ C´z
´α, z ą 0. (1.16)
The model equation (1.14) has a unique strongly Markovian solution due to Theorem 3.1 from Tanaka et al.
(1974) (although in Tanaka et al. (1974) the drift is supposed to be bounded, an extension of their results
to a¯ given by (1.2) follows easily from the sublinear growth of a¯ at infinity).
The model ODE dx “ a¯pxqdt has the following maximal and minimal solutions starting at x “ 0:
x¯˘ptq “ ˘
`
A˘p1´ βqt
˘ 1
1´β , t ě 0. (1.17)
The selection problem for the model SDE (1.14) was solved by Pilipenko and Proske (2018a).
Theorem 1.2 (Pilipenko and Proske (2018a)). Let X¯ε be a solution to the model equation (1.14). Then
1) for any ε ą 0
P
´
lim
tÑ8
|X¯εptq| “ `8
¯
“ 1 (1.18)
and the probabilities
p¯˘ “ P
´
lim
tÑ8
X¯εptq “ ˘8
¯
(1.19)
are independent of ε, and p¯´ ` p¯` “ 1;
2) the convergence
Law X¯ε ñ p¯´δx¯´ ` p¯`δx¯` , εÑ 0, (1.20)
in Dpr0,8q,Rq holds true, where x¯˘ are defined in (1.17).
Remark 1.3. If α “ 2, i.e. if Zpαq is a Brownian motion then the probabilities p¯˘ are known explicitly:
p¯´ “
A
´ 1
1`β
`
A
´ 1
1`β
´ `A
´ 1
1`β
`
and p¯` “
A
´ 1
1`β
´
A
´ 1
1`β
´ `A
´ 1
1`β
`
, (1.21)
see Bafico and Baldi (1982); Delarue and Flandoli (2014).
Remark 1.4. It follows from the self-similarity of Zpαq that for any ε, δ, γ ą 0 the rescaled process
X¯γ,δ,εptq :“ γX¯εpδtq, t ě 0, satisfies the SDE
X¯γ,δ,εptq “
ż t
0
γ1´βδ a¯pX¯γ,δ,εpsqqds` εγδ
1
α ¨ Z¯pαqptq, (1.22)
where Z¯pαq
d
“ Zpαq. This implies that the selection probabilities p¯˘ defined in (1.19) are the same for any
model equation
X¯εptq “
ż t
0
a¯pX¯εpsqqds` ε ¨ σ ¨ Zpαqptq (1.23)
with any σ ą 0. Moreover, they are completely determined by the four parameters α P p1, 2q, C`{C´ P
r0,`8s, β P p0, 1q, and A`{A´ P p0,8q.
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In the present paper we solve the generalized selection problem for the SDE (1.3). The main result of
this paper is the following.
Theorem 1.5. Let assumptions AZ , Aa, and Ab hold true, and let X
ε be a solution to (1.3) with the initial
condition x “ 0, namely
Xεptq “
ż t
0
apXεpsqqds` ε
ż t
0
bpXεps´qqdZpsq, t ě 0. (1.24)
Then
LawXε ñ p¯´δx´ ` p¯`δx` , εÑ 0, (1.25)
in Dpr0,8q,Rq where functions x˘ are defined in (1.13) and the selection probabilities p¯˘ are determined in
Theorem 1.2 for the model equation (1.14).
Before proceeding with the proofs we give several clarifying remarks.
Remark 1.6. Theorem 1.5 states that the generalized selection probabilities of the equation (1.24) coincide
with the selection probabilities p¯˘ of the model equation (1.14). Hence the selection behaviour is robust
with respect to appropriate perturbations of a) the drift, b) the Le´vy measure in the vicinity of the origin,
and c) with respect to incorporation of the multiplicative noise. Essentially, the selection probabilities for
the whole class of SDEs (1.24) depend only on the four parameters of the model equation.
Our results agree with the results by Bafico and Baldi (1982) for Gaussian diffusions (α “ 2) where p¯˘
were determined in terms of certain integrals of apxq{bpxq, see Eq. (3.4) and Theorem 4.1 in Bafico and Baldi
(1982).
Remark 1.7. If x ‰ 0, then it is easy to verify that
LawXεx ñ δX0x , εÑ 0, (1.26)
with X0x defined in (1.10) and (1.11).
Remark 1.8. We emphasize that although we do not assume uniqueness of (weak) solutions Xε of (1.24)
for ε ě 0, the weak limit (1.25) is unique.
Remark 1.9. The question how to determine the selection probabilities p¯˘ is still open. Although the
results by Pilipenko and Proske (2018a) establish the existence of p¯˘ for the model equation for self-similar
noises it is clear that quite different methods should be used for SDEs driven by Le´vy processes or, say, a
by a fractional Brownian motion.
Remark 1.10. Eventually we note that Theorem 1.5 gives us the existence and uniqueness of the weak
limit. There is a number of works in which pathwise restoration of uniqueness for ODEs with an irregular
or even distributional drift a by adding a random perturbaton is studied. For example the regularization
by adding a sample Brownian path was studied by Davie (2007, 2011); Flandoli (2011a,b); Shaposhnikov
(2016); Alabert and Leo´n (2017); Ban˜os et al. (2018, 2019a). The same problem for the fractional Brownian
motion was treated by Ban˜os et al. (2019b); Catellier and Gubinelli (2016); Barrimi and Ouknine (2016);
Amine et al. (2017); Harang and Perkowski (2020); Galeati and Gubinelli (2020).
Remark 1.11. The selection problem in a multidimensional setting was also tackled recently by Pilipenko and Proske
(2018b) and Delarue and Maurelli (2019). Small noise behaviour of multidimensional SDEs with discontin-
uous drift was also studied by Buckdahn et al. (2009) in the setting of differential inclusions.
The rest of the paper is devoted to the proof of the main result. To make the arguments more transparent
we preface the proof with a heuristic description of the steps and explain the structure of the paper.
First we consider the process Xε and note that due to the boundedness of b and the sublinear growth
and the continuity of the drift a, the family of distributions tLawpXεquεPp0,1s is tight in Dpr0,8q,Rq and
any (weak) limit point is a solution of the ODE (1.8) with x “ 0. All possible solutions to (1.8) have been
described in (1.12).
To prove Theorem 1.5 it suffices to show two properties of the limit laws of Xε as εÑ 0. First, a process
Xε can spend only infinitesimal time near zero and hence it chooses either the maximal or the minimal
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solutions x˘ of the ODE (1.8); in other words, no solution X0˘p¨; t0q with t0 ą 0 (see (1.12)) can support
the limiting law of Xε. Second, the deterministic solutions x˘ should be chosen with the probabilities p¯˘
determined in (1.19).
Hence we will show that the selection takes place with probabilities p¯˘ in an infinitesimal time-space
box t P r0, T0ε
1s, x P r´Rε2, Rε2s with appropriately chosen bounds ε1 “ ε1pεq Ñ 0 and ε2 “ ε2pεq Ñ 0
and T0 ą 0, R ą 0 large enough. To achieve this, we introduce a rescaled process Y
εptq :“ Xεpε1tq{ε2 and
show that Y ε converges weakly to a solution of the model equation (1.23) with σ “ bp0q. Hence the exit
of Xε from the infinitesimal time-space box r0, T0ε
1s ˆ r´Rε2, Rε2s is equivalent to the exit of Y ε from the
ε-independent time-space box r0, T0s ˆ r0, Rs which is controlled by Theorem 1.2
The second step is to show that upon leaving the ε-dependent time-space box r0, T0ε
1s ˆ r´Rε2, Rε2s
with R ą 0 sufficienty large, a solution Xε with high probability follows the maximal (minimal) solution x˘
as εÑ 0. Here it suffices to construct a deterministic increasing (decreasing) function that bounds Xε from
below (above) with high probability.
The paper is organized as follows. In Section 2 we chose the appropriate scales ε1 and ε2 and show
that the rescaled process Zεptq “ Zpε
1tq{ε2 converges to the α-stable process Zpαq defined in (1.15) and the
rescaled process Y ε converges to the solution of the ε-independent model equation. In Section 3 we obtain
algebraic growth rates of the noise term
ş¨
0
bpXεps´qqdZpsq that are uniform over ε P p0, 1s and the initial
value Xεp0q. In Section 4 we study the exit of Xε from the time-space box r0, T0ε
1s ˆ r´Rε2, Rε2s. In
Section 5 we determine deterministic lower and upper bounds that push a solution Xε with an initial value
|Xεp0q| ě Rε2 away from zero with high probability. This will finish the proof of Theorem 1.5.
Acknowledgements. This research was partially supported by the Alexander von Humboldt Foundation
within the Research Group Linkage Programme Singular diffusions: analytic and stochastic approaches
between the University of Potsdam and the Institute of Mathematics of the National Academy of Sciences
of Ukraine. A.P. thanks the Friedrich Schiller University of Jena for hospitality.
2 Preliminary considerations and time-space rescaling
Before starting the proof we make two technical assumptions that do not reduce the generality of the setting
but simplify the arguments significantly.
Remark 2.1. To establish convergence (1.25) it suffices to show the weak convergence on the space
Dpr0, T s,Rq for each T ą 0. We will use the truncation of large jumps procedure.
For M ą 0, let
ZM ptq “ Zptq ´
ÿ
sďt
∆Zpsq ¨ Ip|∆Zpsq| ąMq (2.1)
be the Le´vy process with bounded jumps. For each T ą 0 and θ ą 0 we can find M ą 0 large enough such
that
P
´
Zptq “ ZptqM , t P r0, T s
¯
“ 1´ exp
´
´ T
ż
|z|ąM
νpdzq
¯
ě 1´ θ. (2.2)
Then for any solution Xε there exists a solution Xε,M of (1.3) driven by the process ZM such that
P
´
Xptqε “ Xptqε,M , t P r0, T s
¯
ě 1´ θ (2.3)
(we consider all processes on an appropriate probability space). Hence in order to prove weak convergence of
the processes Xε it is sufficient to prove convergence for the processes Xε,M under the additional assumption
that for some M ą 0
supp ν Ď r´M,M s and νpt˘Muq “ 0. (2.4)
From now on we assume (2.4) to hold for the process Z.
Remark 2.2. Similarly to the previous remark we also note that for any two drifts a and a˜ both satisfying
Aa and such that apxq “ a˜pxq, |x| ď 1, the corresponding solutions X
ε and X˜ε coincide up to the exit from
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r´1, 1s. Hence the selection probabilities for these solutions in the limit εÑ 0 are equal too. From now on
we assume without loss of generality that
L˘pxq “ L˘px^ 1q for x ą 0 (2.5)
to ensure the power growth of a at infinity.
Lemma 2.3. Assume that assumptions Aa and Ab are satisfied. Then the family of distributions tLawpX
εquεPp0,1s
is tight in Dpr0,8q,Rq and a limit X of any weakly convergent subsequence tXεnuně1, X
εn ñ X, n Ñ 8,
satisfies the integral equation
Xptq “
ż t
0
apXpsqqds. (2.6)
Proof. First we note that since b is bounded,
ε
ż t
0
bpXεps´qqdZpsq ñ 0, εÑ 0, (2.7)
weakly in the uniform topology. Tightness of tLawpXεquεPp0,1s follows, e.g. from the continuity of a, Aldous’
criterion and boundedness
sup
εPp0,1s
E sup
tPr0,T s
|Xεt |
2 ď CpT q ă 8 (2.8)
for each T ą 0 and some CpT q ą 0.
Finally, due to the continuity of a, for any weakly convergent subsequence Xεn ñ X we get the weak
convergence of the pairs
´
Xεnp¨q,
ż ¨
0
apXεnpsqqds
¯
ñ
´
Xp¨q,
ż ¨
0
apXpsqqds
¯
, nÑ8, (2.9)
in Dpr0,8q,Rq ˆ Cpr0,8q,Rq which together with (2.7) implies the result.
Let Xε be any solution of (1.24). For any ε1 “ ε1pεq ą 0 and ε2 “ ε2pεq ą 0 consider a time-space
rescaled process
Y εptq “
Xεpε1tq
ε2
, t ě 0, (2.10)
which satisfies the SDE
Y εptq “
Xεpε1tq
ε2
“
1
ε2
ż ε1t
0
apXεpsqqds`
ε
ε2
ż ε1t
0
bpXεps´qqdZpsq
“
ż t
0
apε2Y εpsqq
ε2{ε1
ds`
ż t
0
bpε2Y εps´qqd
Zpε1sq
ε2{ε
“
ż t
0
aεpY
εpsqqds`
ż t
0
bεpY
εps´qqdZεpsq,
(2.11)
where
aεpyq “
apε2yq
ε2{ε1
, bεpyq “ bpε
2yq, Zεptq “
Zpε1tq
ε2{ε
. (2.12)
Lemma 2.4. There exist positive null sequences ε1 “ ε1pεq and ε2 “ ε2pεq such that
lim
εÑ0
ε2
ε
“ 0 (2.13)
and
ε2
ε1
„ pε2qβl
´ 1
ε2
¯
, (2.14)
ε1 „
´ε2
ε
¯α
¨
´
lν
´ ε
ε2
¯¯´1
as εÑ 0. (2.15)
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Proof. Recall that a product, a sum, and a ratio of two positive slowly varying functions is again a slowly
varying function (Proposition 1.3.6 in Bingham et al. (1987)). Furthermore due to Theorem 1.5.12 from
Bingham et al. (1987), each regularly varying function f with index γ ą 0 has an asymptotic inverse function
g that is regularly varying with index 1{γ, namely
fpgpxqq „ gpfpxqq „ x, xÑ8. (2.16)
Consider functions f1pxq “ x
1´β{lpxq and f2pxq “ x
αlνpxq, x ą 0, that are regularly varying at infinity and
let
g1pxq “ x
1
1´β l1pxq and g2pxq “ x
1
α l2pxq (2.17)
be their asymptotic inverses, where l1 and l2 are slowly varying at infinity functions. Since
1
1´β ´
1
α
ą 0,
the function
f3pxq “ x
1
1´β´
1
α
l1pxq
l2pxq
(2.18)
is also regularly varying with positive index. Let
g3pxq “ x
p 1
1´β´
1
α
q´1 l3pxq (2.19)
be its asymptotic inverse.
We set
ε1pεq :“ εp
1
1´β´
1
α
q´1 l3
´1
ε
¯´1
“
1
g3p
1
ε
q
,
ε2pεq :“ pε1pεqq
1
1´β l1
´ 1
ε1pεq
¯´1
“
1
g1p
1
ε1
q
.
(2.20)
It is easy to see that ε ÞÑ ε1pεq and ε ÞÑ ε2pεq satisfy conditions of the Lemma. A straightforward verification
yields the equivalence (2.14):
f1
´ 1
ε2
¯
“ f1
´
g1
´ 1
ε1
¯¯
„
1
ε1
. (2.21)
Furthermore, since 1
ε
„ f3p
1
ε1
q we get
ε
ε2
„
g1p
1
ε1
q
f3p
1
ε1
q
“ g2
´ 1
ε1
¯
. (2.22)
Since any regularly varying function preserves equivalence, see (Buldygin et al., 2018, Theorem 3.42), we
obtain (2.15) by application of f2 to (2.22):
f2
´ ε
ε2
¯
„ f2
´
g2
´ 1
ε1
¯¯
„
1
ε1
. (2.23)
Let ν be the Le´vy measure of the process Z satisfying AZ and (2.4), and let ε
1, ε2 be the sequences
chosen in Lemma 2.4. For ε P p0, 1s let us define rescaled jump measures νε by setting
νεprz,8qq “ ε
1ν
´”ε2z
ε
,8
¯¯
,
νεpp´8,´zsq “ ε
1ν
´´
´8,´
ε2z
ε
ı¯
, z ą 0.
(2.24)
Lemma 2.5. For the family of jump measures tνεuεPp0,1s defined in (2.24) we have:
1. for each z ą 0
lim
εÑ0
νεprz,8qq “ ν
pαqprz,8qq,
lim
εÑ0
νεpp´8,´zsq “ ν
pαqpp´8, zsq,
(2.25)
where νpαq is defined in (1.16).
2. for each δ ą 0 there is C ą 0 such that for all z ą 0
sup
εPp0,1s
´
νεpp´8,´zsq ` νεprz,8qq
¯
ď C
´ 1
zα´δ
_
1
zα`δ
¯
. (2.26)
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Proof. Without loss of generality we consider only the right tail of νε.
1. For any z ą 0 we apply (1.4), (2.13) and (2.15) to get for εÑ 0 that
νεprz,8qq “ ε
1ν
´”ε2z
ε
,8
¯¯
„ C`ε
1
´ε2z
ε
¯´α
lν
´ ε
ε2z
¯
„
C`
zα
¨
lν
`
ε
ε2z
˘
lν
`
ε
ε2
˘ „ C`
zα
“ νpαqprz,8qq. (2.27)
2. Let δ ą 0, ε P p0, 1s, z ą 0. We consider two cases. First, let 0 ă ε
2z
ε
ď M . Then we take into account
(2.15) and (1.4) and apply Potter’s theorem, see e.g. (Bingham et al., 1987, Theorem 1.5.6) to get
νεprz,8qq “ ε
1ν
´”ε2z
ε
,8
¯¯
“
ε1
p ε
2
ε
qαlνp
ε
ε2
q´1
¨
νpr ε
2z
ε
,8qq
C`p
ε2z
ε
q´αlνp
ε
ε2z
q
¨
C`p
ε2z
ε
q´αlνp
ε
ε2z
q
p ε
2
ε
q´αlνp
ε
ε2
q
ď sup
εPp0,1s
ε1
p ε
2
ε
qαlνp
ε
ε2
q´1
¨ sup
yPp0,Ms
νpry,8qq
C`y´αlνp
1
y
q
¨
C`
zα
¨ pz´δ _ zδq
“
Cpδ,Mq
zα
¨ pz´δ _ zδq.
(2.28)
Second, for ε
2z
ε
ąM by (2.4) we have
νεprz,8qq “ 0. (2.29)
Theorem 2.6. Suppose that ε1 and ε2 satisfy (2.14) and (2.15), and assumptions of Theorem 1.5 hold true.
Then
1.
Zε ñ Z
pαq, εÑ 0, (2.30)
where Zpαq is defined in (1.15);
2. there exists a weak limit
Y ε ñ Y, εÑ 0, (2.31)
which satisfies the SDE
Y ptq “
ż t
0
a¯pY psqqds` bp0qZpαqptq, t ě 0. (2.32)
The process Y diverges to ˘8 with the selection probabilities p¯˘ defined in Theorem 1.2.
Proof. 1. It is well known that in the case of Le´vy processes convergence of marginal distributions implies
the weak convergence in the Skorokhod space, see (Jacod and Shiryaev, 2003, Corollary VII.3.6).
For some µ P R, the process Z has the Le´vy–Khintchine representation
lnEeiλZp1q “ iµλ`
ż
R
`
eiλz ´ 1´ iλz
˘
νpdzq, λ P R, (2.33)
whereas the rescaled process Zε has the Le´vy–Khintchine representation
lnEeiλZεp1q “ lnEe
i
λZpε1q
ε2{ε “
iµλε1
ε2{ε
` ε1
ż
R
´
e
i
λz
ε2{ε ´ 1´
iλz
ε2{ε
¯
νpdzq
“ iµελ`
ż
R
peiλz ´ 1´ iλzqνεpdzq,
(2.34)
with the jump measures νε defined in (2.24).
Hence, the integration by parts formula, Lebesgue’s dominated convergence theorem, (2.25) and (2.26)
yield that for each λ P Rż
p0,8q
peiλz ´ 1´ iλzqνεpdzq “ ´iλ
ż
p0,8q
peiλz ´ 1qνεprz,8qqdz
Ñ ´iλ
ż
p0,8q
peiλz ´ 1qνpαqprz,8qqdz
“
ż
p0,8q
peiλz ´ 1´ iλzqνpαqpdzq, εÑ 0.
(2.35)
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The same convergence holds analogously for the negative tail.
Eventually it follows from the choice of ε1 and ε2 (see (2.17) and (2.22)) that
µε “ µ ¨
ε ¨ ε1
ε2
„ µ ¨ pε1q
α´1
α l2
´ 1
ε1
¯
Ñ 0, εÑ 0. (2.36)
Therefore we obtain convergence of the characteristic functions
EeiλZεp1q Ñ EeiλZ
pαqp1q, εÑ 0. (2.37)
2. To show (2.31), first we note that for a¯ defined in (1.2) and b P CbpR,Rq the convergence
lim
εÑ0
aεpyq “ a¯pyq and lim
εÑ0
bεpyq “ bp0q, (2.38)
holds point-wise and uniformly on compact intervals. To prove that solutions Y ε converge to Y we follow
the standard two-step scheme that consists in showing the tightness of the family tY εu and the identification
of the limit.
To show tightness, one mimics the arguments of §2 of Chapter 5 of Gikhman and Skorokhod (1982).
Indeed, one shows that Y ε are bounded in probability on compact time intervals which together with the
linear growth of a implies the weak compactness of the integrals
ş¨
0
aεpY
εpsqqds. The weak compactness of
the noise term
ş¨
0
bεpY
εpsqqdZεpsq follows from the boundedness of bε and the weak convergence (2.30).
Eventually the identification of the limit is obtained with the help of Theorem IX.4.8 from Jacod and Shiryaev
(2003).
Due to Theorem 1.2 and Remark 1.4, the limiting process Y diverges to ˘8 with the selection probabilities
p¯˘.
3 Estimates for the noise
In this section we get estimates for a growth rate of the noise term
şt
0
bεpY
εps´qqdZεpsq as tÑ 8 that are
uniform in ε. We start with the the following general result.
Lemma 3.1. Let Z˜ be a zero mean Le´vy process without a Gaussian component and with a jump measure
ν such that for some C ą 0 and γ P p1, 2q it satisfiesż
|z|ąx
νpdzq ď
C
xγ
, x ě 1. (3.1)
and ż
|z|ď1
z2νpdzq ď C. (3.2)
Then for any θ ą 0 and δ ą 0 there exists a generic constant K “ KpC, γ, δ, θq such that for any predictable
process tσptqutě0, |σptq| ď 1 a.s., we have
P
´
sup
tě0
şt
0
σpsqdZ˜psq
1` t
1
γ
`δ
ď K
¯
ě 1´ θ. (3.3)
Proof. Denote T pxq :“ νpp´x, xqcq, x ě 1. With the help of the integration by parts and (3.1) we get for
x ě 1 thatż
|z|ąx
|z| νpdzq “ ´
ż 8
x
z dT pzq “ ´zT pzq
ˇˇˇ8
x
`
ż 8
x
T pzqdz ď Cx1´γ `
C
γ ´ 1
x1´γ “
Cγ
γ ´ 1
x1´γ . (3.4)
Furthermore, for x ě 1ż
0ă|z|ďx
z2 νpdzq ď
ż
0ă|z|ď1
z2 νpdzq `
ż
1ă|z|ďx
z2 νpdzq ď C ´ z2T pzq
ˇˇˇx
1
` 2
ż x
1
zT pzqdz
ď 2C `
2C
2´ γ
x2´γ ď 2C
3´ γ
2´ γ
x2´γ .
(3.5)
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To show (3.3), we follow the reasoning by Pruitt (1981). Let us use the Le´vy–Itoˆ representation of the
process Z˜, namely for a Poissonian random measure N with the compensator νpdzqdt we write
Z˜ptq “
ż t
0
ż
z N˜pdz, dsq. (3.6)
For arbitrary A ě 1 and T ą 0 we estimate
P
´
sup
tPr0,T s
ˇˇˇż t
0
σpsqdZ˜psq
ˇˇˇ
ą A
¯
ď P
´
sup
tPr0,T s
ˇˇˇ ż t
0
σpsq
ż
|z|ďA
zN˜pdz, dsq
ˇˇˇ
ą
A
3
¯
`P
´ ż T
0
ż
|z|ąA
Npdz, dsq ą 0
¯
`P
´ ż T
0
ż
|z|ąA
|z|νpdzqds ą
A
3
¯
“ I1 ` I2 ` I3.
(3.7)
By Doob’s inequality and (3.5) we obtain
I1 ď
36
şT
0
Eσ2psq
ş
|z|ďA
z2νpdzqds
A2
ď
36T
ş
|z|ďA
z2νpdzq
A2
ď
3´ γ
2´ γ
72CT
Aγ
. (3.8)
The inequality 1´ e´x ď x, x ě 0, and (3.1) imply that
I2 “ 1´ exp
´
´ T
ż
|z|ąA
νpdzq
¯
ď T
ż
|z|ąA
νpdzq ď
CT
Aγ
. (3.9)
The item I3 equals 0 if T
ş
|z|ąA
|z| νpdzqds ď A{3. By (3.4) this is true if 3CT γ
γ´1A
´γ ď 1.
Hence for each K ą 0 we have
P
´
sup
tě0
şt
0
σpsqdZ˜psq
1` t
1
γ
`δ
ą K
¯
ď P
´
sup
tPr0,1s
ż t
0
σpsqdZ˜psq ą K
¯
`
8ÿ
n“0
P
´
sup
tPr2n,2n`1s
şt
0
σpsqdZ˜psq
1` t
1
γ
`δ
ą K
¯
ď P
´
sup
tPr0,1s
ż t
0
σpsqdZ˜psq ą K
¯
`
8ÿ
n“0
P
´
sup
tPr2n,2n`1s
şt
0
σpsqdZ˜psq
2np
1
γ
`δq
ą K
¯
ď P
´
sup
tPr0,1s
ż t
0
σpsqdZ˜psq ą K
¯
`
8ÿ
n“0
P
´
sup
tPr0,2n`1s
ż t
0
σpsqdZ˜psq ą K2np
1
γ
`δq
¯
.
(3.10)
Let us apply (3.7), (3.8), (3.9) to the terms in the last line. Note that all the respective items I3 are zero if
K ą K0 “ p6C
γ
γ´1q
1{γ . Therefore for C1 “ Cp1` 72
3´γ
2´γ q and K ą K0 we get
P
´
sup
tě0
şt
0
σpsqdZ˜psq
1` t
1
γ
`δ
ą K
¯
ď
C1
Kγ
`
ÿ
ně0
C12
n`1
Kγ2nγp
1
γ
`δq
“
C1
Kγ
´
1`
22`γδ
21`γδ ´ 1
¯
. (3.11)
Choosing K “ KpC, γ, δ, θq large enough we make the last probability less than θ.
Corollary 3.2. Let θ ą 0. Let Hb, (2.4), (2.14) and (2.15) be satisfied. Let X
ε be a solution to (1.3) with
any starting point, and let Y εptq “ Xεpε1tq{ε2, t ě 0, be the rescaled process. Then for any θ ą 0, T ą 0
and δ ą 0 there exists a generic constant K “ Kpα, δ, θ, T q such that for any ε P p0, 1s we have
P
´
sup
tPr0, T
ε1
s
ˇˇˇ şt
0
bεpY
εps´qqdZεpsq
1` t
1
α
`δ
ˇˇˇ
ď K
¯
“ P
´
sup
tPr0,T s
ˇˇˇ ε
ε2
şt
0
bpXεps´qqdZpsq
1` p t
ε1
q
1
α
`δ
ˇˇˇ
ď K
¯
ě 1´ θ. (3.12)
Proof. The uniform estimate (2.26) from Lemma 2.5 implies that for any γ P p1, αq there is a constant C ą 0
such that the inequalities ż
|z|ąx
νεpdzq ď
C
xγ
, x ě 1 and
ż
|z|ď1
z2νεpdzq ď C, (3.13)
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hold uniformly over ε P p0, 1s.
The only difference between the statement of Lemma 3.1 and this corollary is that the processes tZεu
and the process Z respectively are not necessarily centered and that the supremum is taken over a finite
ε-dependent interval. Hence we have to estimate the impact of the deterministic drift. It is more convenient
to treat the deterministic linear mean value component µt of Z, µ P R. Indeed, for δ ą 0 due to (2.22) there
is a constant C1 “ C1pα, δq such that ε{ε
2 ď C1 ¨ pε
1q´
1
α
´δ for ε P p0, 1s. Therefore for some constant C2 ą 0
we have
sup
tPr0,T s
ˇˇˇ ε
ε2
µ
şt
0
bpXεps´qqds
1` p t
ε1
q
1
α
`δ
ˇˇˇ
ď sup
tPr0,T s
t ¨ ε
ε2
¨ |µ| ¨ supy |bpyq|
1` p t
ε1
q
1
α
`δ
ď C1 ¨ |µ| ¨ sup
y
|bpyq| ¨ sup
tPr0,T s
tpε1q´
1
α
´δ
1` p t
ε1
q
1
α
`δ
“ C1 ¨ |µ| ¨ sup
y
|bpyq| ¨ sup
tPr0,T s
t1´
1
α
´δp t
ε1
q
1
α
`δ
1` p t
ε1
q
1
α
`δ
ď C1 ¨ |µ| ¨ sup
y
|bpyq| ¨ T 1´
1
α
´δ ¨ sup
sě0
s
1
α
`δ
1` s
1
α
`δ
“: K0pα, δ, T q,
(3.14)
that gives us the lower bound for K in (3.12).
4 Exit of Xε from the time-space box r0, T0ε
1s ˆ r´Rε2, Rε2s
In the following Lemma we estimate the exit time of Xε from a small neighborhood of 0. Here we essentially
use the representation of Xε in terms of Y ε and establish the proper relations between its small time and
small space behaviour. For R ą 0 and a stochastic process X we denote the first exit times
τXR “ inftt ě 0: Xptq ą Ru, τ
X
´R “ inftt ě 0: Xptq ă ´Ru. (4.1)
Lemma 4.1. For any θ ą 0 and any R ą 0 there is T0 “ T0pRq ą 0 such that
lim inf
εÑ0
P
´
τX
ε
Rε2 ^ τ
Xε
´Rε2 ď T0ε
1
¯
ě 1´ θ. (4.2)
Proof. Recall that ε1 “ ε1pεq and ε2 “ ε2pεq are chosen according to Lemma 2.4. Note that due to rescaling
(2.10)
τX
ε
˘Rε2 “ ε
1τY
ε
˘R, X
εpτX
ε
˘Rε2q “ ε
2Y εpε1τY
ε
˘Rq. (4.3)
Let R ą 0 and choose ε0 P p0, 1s be such that
0 ă
bp0q
2
ď inf
|y|ďR, εPp0,ε0s
bpε2yq “ inf
|y|ďR, εPp0,ε0s
bεpyq ď sup
|y|ďR, εPp0,ε0s
bεpyq “ sup
|y|ďR, εPp0,ε0s
bpε2yq ď 2bp0q.
(4.4)
Also note that Zε ñ Z
pαq by Theorem 2.6 so that Zε has unbounded jumps in the limit as εÑ 0. Let σε be
the first jump time such that |∆Zεpσεq| ą 6R{bp0q. Then |∆Y
εpσεq| ą 3R and hence τ
Y ε
R ď σε. Eventually
(2.30) yields
lim
εÑ0
Eσε “
´ż
|z|ą6R{bp0q
νpαqpdzq
¯´1
(4.5)
and the statement of the Lemma follows from (4.3) and Chebyshev’s inequality.
Corollary 4.2. For any θ ą 0 there exist R ą 0 large enough and T0 ą 0 such that
lim sup
εÑ0
ˇˇˇ
P
´
τX
ε
Rε2 ă τ
Xε
´Rε2 ď T0ε
1
¯
´ p¯`
ˇˇˇ
ď θ,
lim sup
εÑ0
ˇˇˇ
P
´
τX
ε
´Rε2 ă τ
Xε
Rε2 ď T0ε
1
¯
´ p¯´
ˇˇˇ
ď θ.
(4.6)
Proof. The result follows from (4.2), (4.3), and Theorems 1.2 and 2.6.
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5 Behaviour of Xε upon exit from the time-space box r0, T0ε
1s ˆ
r´Rε2, Rε2s. Proof of the main result
For definiteness, let us consider only dynamics on the positive half line.
Lemma 5.1. 1. For each γ P p0, βq there is Kγ ą 0 such that for all x ě 1 and ε P p0, 1s
aεpxq ě Kγx
β´γ . (5.1)
2. For any κ P p0, 1q there exists µ P p0, 1q such that
inf
x
y
Pr1´µ,1`µs
aεpxq
aεpyq
ą 1´ κ. (5.2)
Proof. 1. Recall that according to Assumption Ha and Remark 2.2, apxq “ x
βL`px ^ 1q, x ą 0, and
ap0q “ 0. Hence
aεpxq “
apε2xq
ε2{ε1
“ ε1 ¨ pε2qβ´1 ¨ xβL`ppε
2xq ^ 1q
“ ε1 ¨ pε2qβ´1 ¨ l
´ 1
ε2
¯
¨ xβ ¨
L`ppε
2xq ^ 1q
A`l
`
1
xε2
_ 1
˘ ¨ A`l
`
1
xε2
_ 1
˘
l
`
1
ε2
˘ . (5.3)
The equivalence (2.14) guarantees that ε1 ¨ pε2qβ´1 ¨ lp 1
ε2
q ě C1 ą 0 for some C1 ą 0 and ε P p0, 1s.
Let γ P p0, βq, x ě 1 and ε P p0, 1s. We consider two cases.
a) For xε2 ă 1, with the help of Potter’s theorem (Bingham et al., 1987, Theorem 1.5.6 (ii)) applied to the
function l we get
aεpxq ě C1 ¨ x
β ¨ inf
0ăyă1
L`pyq
A`l
`
1
y
˘ ¨ A` ¨ l
`
1
xε2
˘
l
`
1
ε2
˘ ě C2 ¨ xβ´γ (5.4)
for some C2 “ C2pγq ą 0.
b) For xε2 ě 1 applying Potter’s theorem again we get
aεpxq ě C1 ¨ x
β ¨
L`p1q
lp1q
¨
lp1q
l
`
1
ε2
˘ ě C2 ¨ xβ ¨ pε2qγ ě C3 ¨ xβ´γ (5.5)
for some C3 “ C3pγq, and (5.1) follows with Kγ “ C2 ^ C3.
2. To prove (5.2) we note that
inf
x
y
Pr1´µ,1`µs
aεpxq
aεpyq
“ inf
x
y
Pr1´µ,1`µs
apxq
apyq
“ p1 ´ µqβ ¨ inf
x
y
Pr1´µ,1`µs
L`px ^ 1q
L`py ^ 1q
“ Cpµq ¨ p1´ µqβ , (5.6)
where 0 ă Cpµq Ñ 1 as µ Ñ 0 by continuity of L` and Potter’s bounds. Hence for any κ P p0, 1q, the
estimate (5.2) holds for µ small enough.
Lemma 5.2. Let γ P p0, βq. Then for any y ě 1, κ P p0, 1q and any ε P p0, 1s the solution of the ODE
ζεκpt; yq “ y ` p1´ κq
ż t
0
aεpζ
ε
κps; yqqds (5.7)
satisfies
ζεκpt; yq ě y `Kt
1
1´β`γ , t ě 0, (5.8)
with a constant K “ Kpβ, γ, κq ą 0.
Proof. Let γ P p0, βq be fixed. For y ě 1 we use (5.1) and compare ζεκp¨; yq with the solution of the auxiliary
ODE
zκpt; yq “ y ` p1´ κqKγ
ż t
0
pzκps; yqq
β´γ ds, t ě 0. (5.9)
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This solution has the explicit form
zκpt; yq “
´
y1´β`γ ` p1´ κqp1 ´ β ` γqKγt
¯ 1
1´β`γ
. (5.10)
Hence the application of an elementary inequality pa` bqp ě ap ` bp, a, b ě 0, p ě 1, yields (5.8) with some
K ą 0.
We need the following comparison theorem for solutions of integral equations.
Lemma 5.3. Let for T ą 0 and i “ 1, 2, the functions ui be solutions (not necessarily unique) to the
equations
uiptq “ uip0q `
ż t
0
Uips, uipsqqds, t P r0, T s. (5.11)
Assume that u1p0q ě u2p0q, U1pt, u2ptqq ą U2pt, u2ptqq, t P r0, T s, and functions t ÞÑ Uipt, uiptqq are right-
continuous. Then u1ptq ě u2ptq, t P r0, T s.
Proof. The proof of this Lemma is quite standard. Assume that there is
τ “ inftt ą 0: u1ptq ă u2ptqu P r0, T s. (5.12)
Then by continuity u1pτq “ u2pτq and we necessarily have the inequality D
`u1pτq ď D
`u2pτq for the right
Dini derivatives of the solutions. However since t ÞÑ Uipt, uiptqq is right-continuous, by assumption
D`u1pτq “ U1pτ, u1pτqq “ U1pτ, u2pτqq ą U2pτ, u2pτqq “ D
`u2pτq, (5.13)
and we obtain a contradiction.
In the next Lemma we determine a lower bound for the process Y ε starting sufficiently far from zero.
Lemma 5.4. For any θ ą 0, κ P p0, 1q and T ą 0 there are µ “ µpκq P p0, 1q and R “ RpT, κ, θq ě 1 such
that for any F0-measurable initial condition Y
εp0q ą R a.s. and all ε P p0, 1s
P
´
Y εptq ě p1 ´ µqζεκpt;Y
εp0qq, t P r0, T {ε1s
¯
ě 1´ θ. (5.14)
A similar estimate from above also holds for Y εp0q ă ´R a.s.
Proof. For ε P p0, 1s let
gεptq :“
ż t
0
bεpY
εps´qqdZεpsq, Y˜
εptq :“ Y εptq ´ gεptq. (5.15)
Then Y˜ εptq satisfies the integral equation
Y˜ εptq “ Y εp0q `
ż t
0
aεpY˜
εpsq ` gεpsqqds. (5.16)
Choose γ P p0, βq small enough such that 1
1´β`γ ą
1
α
. For θ ą 0 fixed, we apply Corollary 3.2 and find a
constant K1 “ K1pT, β, γ, θq ą 0 such that for all ε P p0, 1s and any initial starting point Y
εp0q P R
P
´
sup
tPr0, T
ε1
s
ˇˇˇ
gεptq
1` t
1
1´β`γ
ˇˇˇ
ď K1
¯
ě 1´ θ. (5.17)
Consequently, for any κ P p0, 1q and any y ě 1 with the help of (5.8) we get
P
´
sup
tPr0, T
ε1
s
ˇˇˇ
gεptq
ζεκpt; yq
ˇˇˇ
ď
K1p1` t
1
1´β`γ q
y `Kt
1
1´β`γ
¯
ě 1´ θ. (5.18)
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Let µ “ µpκq P p0, 1q be such that (5.2) holds. For this µ choose R ě 1 such that suptě0
K1p1`t
1
1´β`γ q
R`Kt
1
1´β`γ
ď µ.
Then
P
´
sup
tPr0, T
ε1
s
ˇˇˇ
gεptq
ζεκpt;R_ Y
εp0qq
ˇˇˇ
ď µ
¯
ě 1´ θ. (5.19)
In other words, for Y εp0q ě R a.s. we have
P
´
aεpζ
ε
κpt;Y
εp0qq ` gεptqq ą p1´ κqaεpζ
ε
κpt;Y
εp0qqq, t P r0, T {ε1s
¯
ě 1´ θ. (5.20)
Therefore the comparison Lemma 5.3 applied to u1 “ Y˜
ε and u2 “ ζ
ε
κp¨;Y
εp0qq yields
P
´
Y˜ εptq ě ζεκpt;Y
εp0qq, t P r0, T {ε1s
¯
ě 1´ θ (5.21)
and hence
P
´
Y εptq ě p1 ´ µqζεκpt;Y
εp0qq, t P r0, T {ε1s
¯
ě 1´ θ. (5.22)
Proof of Theorem 1.5.
Notice that for each κ P p0, 1q, ε P p0, 1s and y ą 0 the function ζˆεκpt; yq :“ ε
2ζεκpt{ε
1; yq, t ě 0, satisfies
the equation
ζˆεκpt; yq “ ε
2y ` p1´ κq
ż t
0
apζˆεκps; yqqds. (5.23)
Hence according to (1.8), (1.12) and (1.13)
ζˆεκpt; yq “ X
0
ε2ypp1 ´ κqtq ě x
`pp1 ´ κqtq, t ě 0. (5.24)
Let µ “ µpκq P p0, 1q be chosen to satisfy (5.2).
Since the Le´vy process Zε is strong Markov, analogously to Lemma 3.1 and Corollary 3.2 we have the
following. For any T , δ, θ ą 0 there exists a generic constant K “ KpT, α, δ, θq such that for any ε P p0, 1s
the estimate
P
´
sup
tPr0, T
ε1
s
ˇˇˇ şτ`t
τ
bεpY
εps´qqdZεpsq
1` t
1
α
`δ
ˇˇˇ
ď K
¯
ě 1´ θ. (5.25)
holds for any stopping time τ . It follows from Corollary 3.2, Lemma 4.1, Corollary 4.2, Lemma 5.4, and
(5.24) that for any θ ą 0 and T ą 0 there are R ą 0 and T0 ą 0 large enough such that
lim inf
εÑ0
P
´
τX
ε
Rε2 ă τ
Xε
´Rε2 ď T0ε
1, XεpτX
ε
Rε2 ` tq ě p1´ µqx
`pp1´ κqtq, t P r0, T s
¯
ě p¯` ´ θ,
lim inf
εÑ0
P
´
τX
ε
´Rε2 ă τ
Xε
Rε2 ď T0ε
1, XεpτX
ε
´Rε2 ` tq ď p1´ µqx
´pp1´ κqtq, t P r0, T s
¯
ě p¯´ ´ θ.
(5.26)
In the last formula, Lemma 5.4 is applied to the process Y εpt`τY
ε
´R^τ
Y ε
R q, t ě 0, whose initial value belongs
to the set r´R,Rsc, see (4.3). Corollary 3.2 holds true since τY
ε
˘R are stopping times.
Since p¯´ ` p¯` “ 1 and any limit law of tX
εu is supported by the solutions x˘ (see Lemma 2.3) we get
that for each δ ą 0
lim sup
εÑ0
ˇˇˇ
P
´
sup
tPr0,T0ε1`T s
|Xεptq ´ x`ptq| ď δ
¯
´ p`
ˇˇˇ
ď θ,
lim sup
εÑ0
ˇˇˇ
P
´
sup
tPr0,T0ε1`T s
|Xεptq ´ x´ptq| ď δ
¯
´ p´
ˇˇˇ
ď θ,
(5.27)
and the proof is finished. l
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