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Abstract 
This paper proposes a new treatment for parallel EFMM. EFMM has a shortcoming that is too difficult to apply into adaptive 
problem or dynamic problem. In the fluid-structure coupled analysis field, these methods are using as a structure analysis method. 
The new fluid-structure coupled analysis method to solve large-scale fluid-structure interaction problem is already proposed by 
us. Our new method has nodal consistency at the fluid-structure interface and its calculation efficiency and accuracy are high. 
SUPG/PSPG stabilized FEM is adopted for fluid analysis, while the high-accuracy analysis method based on EFMM developed 
by the authors is adopted for structure analysis. EFMM has a feature that can be possible to obtain high accuracy analysis result 
without high order elements. In short, as the common feature of these methods, it is possible to analyze a fluid or a structure 
rather accurately by using the first order triangular or tetrahedral elements. In addition, variables are exchanged exactly at the 
common nodes on the fluid-structure boundary without deteriorating accuracy and calculation efficiency due to the interpolation 
of variables between nodes. From these features, SUPG/PSPG stabilized FEM and EFMM have a very good chemistry. 
Therefore, our proposed method can be possible to obtain high accuracy fluid-structure coupled analysis result without high order 
element. However, our proposed method had a shortcoming that is appeared when it is introduced into parallel method. This 
shortcoming occurs due to the characteristics of the EFMM. Specifically, parallel efficiency that is very important factor of large-
scale analysis will be decrease. Generally, domain decomposition method is certainly needed in the large-scale analysis field. But, 
usual domain decomposition method will not be able to introduce. Because, making stiffness matrix process by EFMM is 
different from conventional FEM. Therefore, node data for making stiffness matrix of local element cluster is across some 
domains. To obtain these data, unnecessary communications will be occurred. By this shortcoming, compatibility of SUPG/PSPG 
stabilized FEM and EFMM becomes very bad. In view of the large-scale analysis by our proposed method in the near future, this 
is a very important issue. In order to introduce our proposed method into large-scale parallel analysis, new treatment for parallel 
EFMM is necessary. Therefore, we propose the new treatment for parallel EFMM and verification of our new treatment and 
numerical example of fluid-structure interaction computed by our new method are described in this paper. 
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1. Introduction 
Recently, as the popularity of numerical analysis is rising along advancement in computer performance. 
Especially, Finite Element Method (FEM) [1] that is the most famous numerical analysis method is applying into a 
lot of fields. 
Variety of different phenomena affecting each other is called coupled phenomenon in the numerical analysis field 
[2]. Majority of phenomena occurring in our bodies are coupled phenomena. However, only a few numbers of 
coupled analysis have been performed, compared with single phenomenon cases. 
In the management of coupled phenomena, various unsolved problems are left, compared to the cases of single 
phenomena comparison. The reason for this is that these problems are not able to be solved solely by improvement 
in calculators, but rather they have close relationship with their analysis algorithm. 
2. Purposes 
The new fluid-structure coupled analysis method that is already proposed by us is using Enriched Free Mesh 
Method (EFMM) [3] and SUPG/PSPG stabilized FEM [4-7]. These methods are used linear elements. In short, 
nodes on boundary of fluid analysis field and structure analysis field can be consistent completely. 
As a result, we were able to find solutions for the problems during considering coupling effects at the fluid-
structure interface that is important in facing fluid-structure problems. 
Moreover, when conducting numeric computations using a FEM, generally highly accurate elements with 
intermediate nodes are used, but in our proposed method, only linear elements are used at the fields of fluid analysis 
and structure analysis to conduct mesh generation as described previously. Although highly accurate elements were 
not used, accuracy of the analyses of this method improved relative to the conventional analysis using only linear 
elements. This result indicates a possibility of reduction in the calculation resources and computation volume that are 
disadvantages during management of large-scale problems. 
Thus, our proposed method is a very effective method. Because, the new fluid-structure coupled analysis method 
hat is combining EFMM and SUPG/PSPG stabilized FEM can resolve a lot of problems of coupled analysis. 
However, we found a major problem in this proposed method when conducting parallelization that is essential for 
large-scale analysis in recent years. This is caused by analysis algorithm of EFMM. Additionally, in numerical 
analysis using EFMM, application of the conventional field separation method based on elements in challenging. 
Moreover, due to the abovementioned problems, increase of communication volume between each processor that is 
critical problem in parallelization occurs, resulting in reduction of analysis efficiency and parallelization efficiency. 
Therefore, in the present study, to apply the fluid-structure coupled analysis method combining previously 
proposed EFMM and SUPG/PSPG stabilized FEM to parallelization analysis, procedures the solve problems during 
parallelization of the structural analysis method are proposed. 
3. Fluid-Structure coupled analysis method 
In this chapter, we discuss a new fluid-structure coupled analysis method combining previously proposed EFMM 
and SUPG/PSPG stabilized FEM. 
When conducting analysis considering fluid-structure interaction effects, it is desirable that node locations are 
consistent on the inter face between fluid and structure domain as shown in Fig. 1. As a reason, if fluid-structure 
interface is inconsistent like Fig. 2, when considering the coupling effects of two different fields, it is necessary to 
interpolate the analysis results between the nodes. Algorithm of fluid-structure coupled analysis becomes 
complicated by interpolation process. Moreover, analysis accuracy will be decreased. 
Since linear tetrahedral elements are used in both EFMM and SUPG/PSPG stabilized FEM for their analysis, 
integrity at fields of fluid analysis and structure analysis can be obtained. In addition, these analysis methods have 
features that the accuracy of the analysis will be improved relative to the conventional analysis solely using linear 
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elements. Incidentally, analysis accuracy of our proposed new fluid-structure coupled method is already proved by 
numerical example [8]. 
 
 
Fig. 1. Boundary of two types of analysis field retaining element formation consistent to each other 
 
 
Fig. 2. Boundary of two types of analysis field retaining elements formation inconsistent to each other incompatible boundary 
4. Parallel EFMM 
Our new fluid-structure coupled analysis method can be possible to obtain fine analysis result. 
Although the coupled analysis using combination of EFMM and SUGP/PSPG stabilized FEM showed excellent 
performance when conduction single process without parallelization, several problems are found once 
parallelization is attempted. 
The greatest source of the problems during parallelization is found in the analysis algorithm of EFMM.  
4.1. Fundamental concept of EFMM 
EFMM is based on FMM (Free Mesh Method) [9,10], which is one of mesh-less analysis method. The most 
important feature of FMM is that it requires only the coordinate date of each node in analysis domains as the input 
information. Based on the given coordinate data of nodes, a local elements cluster is created at each node. To 
produce such a local elements cluster, there are a variety of methods including the diagonal comparison method, the 
giftwrapping method, and the method for developing a Delaunay triangle [11,12] for each central node based on the 
planar relative relation between a Voronoi polygon and a Delaunay triangle. 
Here, the node located at the center of a local elements cluster is called the central node, while nodes located at 
the edge of the elements cluster are called the satellite nodes (see Fig.3). 
In EFMM analysis, stiffness matrix is calculated by different way with conventional FEM and FMM using this 
local elements cluster. 
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Fig. 3. Fundamental concept of local element cluster 
4.2. Treatment for parallel EFMM 
Not every single case using EFMM faces difficulty in parallelization. Specifically, it is possible to conduct 
parallelization process without a major problem in the cases of static analyses that do not require mesh regeneration 
in general. In that case, the parallelization CG method was solved in high speed by conducting the local element 
cluster-by-local element cluster method based on the conventional element-by-element method for EFMM that 
carries on the process by each local element. 
On the other hand, in the cases of adaptive problems that require mesh regeneration, parallelization process 
becomes difficult due to the feature of analysis algorithm in EFMM. 
The intended problems are fluid-structure coupled problems. In a majority of the fluid-structure coupled 
problems, the mesh form changes over time because of the interaction between fluid and structure. In addition, due 
to increase in the number of analysis fields, the number of mesh for the analysis also rises substantially. Thus, 
implementation of parallelization is absolutely essential. 
The reason for difficulty application of parallel EFMM on adaptive analysis is that all nodes in the entire analysis 
field create a local element cluster around the nodes. Generating stiffness matrices by each local elements cluster 
and adding the stiffness matrices generated by each node and the entire stiffness matrix, it is possible to obtain the 
stiffness matrix of the entire analysis field. 
 
 
Fig. 4. Example of domain decomposition 
Nevertheless, since EFMM is a special analysis model based on nodes, the coordinate data of nodes outside of 
the analysis field depending on the local stiffness matrix generated by nodes in the analysis field are required in 
: Other Nodes 
: Satellite Node 
: Central Node 
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addition to coordinate date of nodes in its assigned field when conducting element based domain decomposition. As 
a result, when coordinate values of nodes changes with analysis such as adaptive analysis, coordinate values of the 
moved nodes should be transmitted between each field along with the changes. This causes a large amount of the 
communication cost since this communication was required in each analysis step. 
Therefore, in this study, domain decomposition based on element is conducted on EFMM (see Fig.4) and nodes 
solely in the field, the local elements cluster is generated to develop a stiffness matrix. 
This method eliminates data communication of coordinate values at each node even after remeshing. On the other 
hand, although this is an analysis method based on nodes, local elements clusters are generated in that identical 
nodes serve as central nodes in multiple fields. The local element clusters having an identical node as a central node 
in multiple fields can cover the domain integration, but static condensing that is essential for stiffness matrix process 
is not performed precisely. Resultantly, an inaccurate stiffness matrix is generated, causing the reduction of analysis 
accuracy. 
Therefore, we performed evaluation regarding the relationship between analysis accuracy of parallel EFMM that 
is using our proposed treatment and amount of inaccurate local element cluster. Cantilever beam model is used to 
verification. 
 
 
Fig. 5. Analysis accuracy of each model 
First, Fig. 5 shows an analysis accuracy of each analysis model. X-axis in this figure means number of node. On 
the other hand, y-axis means normalized displacement. From this result, we choose few models for verification. 
These models can be obtained analysis accuracy more than 97%. 
Next, Fig. 6 shows a relationship between amount of analysis error and rate of incorrect local element cluster. It 
can be seen, this treatment can be prevent an amount of analysis error less than 0.1% compared with single analysis 
case even if there are incorrect local element clusters about 10% in the analysis model. This amount of error is very 
small and this analysis accuracy is better than conventional FEM. 
From this numerical result, our proposed new treatment is very suitable method for parallel EFMM if analysis 
model can be obtained fine analysis result in the case of single analysis. 
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Fig. 6. Relationship between amount of analysis error and rate of incorrect local element cluster 
 
5. Conclusion 
In this paper, we proposed the new treatment for parallel EFMM. Amount of analysis error by our new treatment 
is less than 0.1% if number of nodes of analysis model to use analysis is enough. 
By the new treatment, our proposed fluid-structure coupled analysis method that is combined EFMM and 
SUPG/PSPG stabilized FEM will be able to apply into parallelization. 
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