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Abstract
Direct utility models of consumer choice are reviewed and developed
for understanding consumer preferences. We begin with a review of
statistical models of choice, posing a series of modeling challenges
that are resolved by considering economic foundations based on con-
strained utility maximization. Direct utility models diﬀer from other
choice models by directly modeling the consumer utility function
used to derive the likelihood of the data through Kuhn-Tucker con-
ditions. Recent advances in Bayesian estimation make the estimation
of these models computationally feasible, oﬀering advantages in model
interpretation over models based on indirect utility, and descriptive
models that tend to be highly parameterized. Future trends are dis-
cussed in terms of the antecedents and enhancements of utility function
speciﬁcation.
1
Introduction and Scope
Understanding and measuring the eﬀects of consumer choice is one
of the richest and most challenging aspects of research in marketing.
Choice comes in many varieties and forms. It can be discrete in the sense
of the selection of just one item, or it can be continuous when multiple
items are purchased or selected. Choice can reﬂect careful deliberation,
habit, or a consumer’s spontaneous reactions to marketing variables.
It need not always result in purchases in the marketplace, or be driven
by standard concepts of utility. It can represent trade-oﬀs that may or
may not be continuous or compensatory. Most interestingly, it relates
to all marketing control variables (the 4 P’s), as these variables enter
into the decision-making process.
In this issue of “Foundations and Trends in Marketing” we examine
recent developments in the modeling of choice for marketing. Choice
in marketing diﬀers from other domains in that the choice context is
typically very complex, and researchers’ desire knowledge of the vari-
ables that ultimately lead to demand in marketplace. The marketing
choice context is characterized by many choice alternatives. Moreover,
the number of attributes and features characterizing choice alternative
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is often large. Identifying the variables that drive choice is challenging
because consumers are heterogeneous in their use of these variables.
Researchers in marketing are also interested in understanding pro-
cesses that drive preference. It is often not possible to assume the exis-
tence of a well-deﬁned preference ordering for all product attributes
and brands, and the use of simple descriptive models can mask impor-
tant variables, such as the “must haves” for a product. Marketing’s role
within an organization is to guide management in what to oﬀer in the
marketplace, which can be incompatible with the assumption that a
preference structure already exists.
As consumers encode, process, and react to marketplace stimuli,
numerous opportunities exist for identifying relevant variables, and the
means by which these variables combine to form aspects of considera-
tion, evaluation, and choice. Advances in statistical computing and the
development of new hierarchical Bayes models have enabled researchers
in marketing to make signiﬁcant inroads to quantifying aspects of
choice. These inroads, however, are merely initial steps along a path to
understand and characterize how consumers make choice decisions.
The aim of this issue is to lay out the foundations of choice models
and discuss recent advances. We focus on aspects of choice that are, and
can be quantitatively modeled. Moreover, we only consider models that
can be directly related to a process of constrained utility maximization.
Thus, we discuss a portion of a large stream of research currently being
developed by both quantitative and qualitative researches in market-
ing. Our hope is that by reviewing the basics of choice modeling, and
pointing to new developments, we can provide a platform for future
research.
Marketing models of choice have undergone many transformations
over the last 20 years, and the advent to hierarchical Bayes models indi-
cate that simple, theoretically grounded models work well when applied
to understanding individual choices. Thus, we use economic theory to
provide the foundation from which future trends are discussed. We
begin our discussion with descriptive models of choice that raises a
number of debatable issues for model improvement. We then look
to economic theory as a basis for guiding model development. Eco-
nomic theory assumes the existence of preference orderings for which
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utility can be parameterized and used to understand aspects of choice.
This theory, however, is somewhat silent on how utility arises, or is
constructed.
Utility construction is critical to the marketing discipline because
marketing’s role is to provide guidance to ﬁrms on oﬀerings that are
responsive to the needs of individuals, and to provide speciﬁcs as to
how best to sell these goods. As a result, researchers in marketing have
an expanded domain of study beyond traditional economics. We believe
that future trends of choice models comprise elements that precede, and
are implicated by, formal economic models. We brieﬂy discuss some of
these interesting areas of research.
2
Basic Assumptions
The dependent variable in all marketing models is ultimately some
aspect of consumer behavior, and this behavior usually involves some
form of discreteness. The most obvious example of this is choice between
near-perfect substitutes, e.g., from among diﬀerent brands within a
product category. Consumers typically choose just one of the alter-
natives, and exhibit zero demand for the remainder. But, even when
goods are not near-perfect substitutes, such as decisions that span more
than one product category, or involve some sort of volume decision,
consumer demand data can be characterized with the number zero as
the most frequent response, the number one observed to be the next
most frequent response, and so on. Thus, a major challenge in mod-
eling choice is answering the question of how best to deal with zero’s
present in the data.
There are many statistical models that can be immediately
employed to deal with zero responses. Examples include Bernoulli, bino-
mial, multinomial, and Poisson distributions. The Bernoulli model can
be expressed as
π(x|p) = px(1 − p)1−x, (2.1)
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where p denotes the probability of observing the outcome x equal to
one, and (1 − p) is the probability of observing x equal to zero. We will
refer to Equation (2.1) as the likelihood of the datum (x). When we
observe x equal to one, the likelihood function yields the value p, and
when x equals zero, the likelihood is equal to (1 − p).
The algebraic form of Equation (2.1) serves as the basis of many
choice models in marketing. If we use xt to refer to a set of choices
from a consumer at diﬀerent points in time (t), each thought of as
being generated from Equation (2.1), then the likelihood of the vector
x can be written as (absent the normalizing constant):
π(x′ = (x1,x2, . . . ,xT )|p) ∝
∏
t
pxt(1 − p)1−xt . (2.2)
Equation (2.2) implies much about choice. It implies (i) that choices
over time are independently distributed given, or conditional on, p.
That is, consumers approach the choice task as if there is no “his-
tory.” Equation (2.2) also implies that (ii) the choice probability is con-
stant over time periods. Finally, Equation (2.2) implies that demand
is (iii) represented by either a zero (i.e., x = 0) or a one, indicating
nonzero consumption.
Much of the historical choice literature in marketing over the last
30 years is aimed at addressing the three properties of Equation (2.2),
i.e., conditional independence, constant choice probabilities, and con-
stant quantity. Each of these properties is clearly violated in most mar-
keting contexts. One can think of marketing’s role as an attempt to
aﬀect choice so that these properties are not true. Marketing’s role of
guiding management involves manipulating various control variables so
re-purchase probabilities are not independent, competitive eﬀects are
accurately represented, and purchase quantities are large.
A ﬁrst step toward relaxing the properties of the Bernoulli likeli-
hood in Equation (2.2) is to allow for choice among a set of relevant
alternatives using a multinomial distribution. In this model, demand
in each time period is represented by a vector with one vector element
equal to one, and the remaining elements equal to zero. The likelihood
for a single observation can be written as
π(x|p) ∝ px11 px22 · · · pxkk , (2.3)
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where the probabilities are all positive and sum to one. The likelihood
for a set of observations, {xt, t = 1, . . . ,T} is an immediate generaliza-
tion of Equation (2.2):
π(x′ = (x1,x2, . . . ,xT )|p) ∝
∏
t
px1t1 p
x2t
2 . . . p
xkt
k . (2.4)
The use of a multinomial response model immediately raises the
question of what items to include in the choice set. This issue can be
included as a fourth point (iv) in addition to the three assumptions
listed above (i)–(iii) as possible research problem areas that require
elaboration for Equation (2.3) to be applied in a marketing context.
We will see that much of the marketing literature on choice model-
ing originates by questioning basic and implied assumptions of such
standard models.
An easy way to generalize the choice model represented in Equa-
tion (2.4) for application to marketing is to make the choice probabili-
ties, {pi}, a function of variables such as prices. A simple way of relating
prices to choice probabilities is with something known as a logit link
function:
pi =
exp[β0i + βp lnpricei]∑K
j=1 exp[β0j + βp lnpricej ]
i = 1, . . . ,K. (2.5)
The advantage of this function is that it constrains choice proba-
bilities to be positive and sum to one. In Equation (2.5), the choice
probabilities are seen to be related to a set of brand intercepts, {β0}
and prices expressed in logarithmic form. As with any addition to the
basic model, new questions about this speciﬁcation can be proposed
and tested using marketing data. Two immediate issues involve (v) why
logarithmic prices?; and (vi) why just one price coeﬃcient? As stated
earlier, there exists a long history of such questions investigated in vari-
ous ways throughout the marketing literature on choice modeling, some
of which is discussed below. The important thing to remember is that
research springs from questioning the underlying model assumptions,
oﬀering many opportunities for understanding the context in which
modeling assumptions are appropriate for describing behavior.
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The introduction of Equation (2.5) raises a number of other issues.
The ﬁrst issue is model estimation. In this survey, we focus our attention
on the use of likelihood-based methods of estimation, and do not discuss
moment-based methods such as GMM. The reason is due to a statis-
tical principle ﬁrst proposed by Fisher (1922) known as the likelihood
principle (see also Liu et al., 2007). The likelihood principle states that
all learning about model parameters such as brand intercepts {β0} and
price coeﬃcients (βp) from the data occur through the likelihood func-
tion. Thus, the likelihood is suﬃcient for representing the information
in the data. Moreover, the likelihood contains information from every
moment of the data, while moment-based estimators only use informa-
tion from speciﬁc moments. Thus, likelihood based methods are more
eﬃcient. A second reason, discussed further below, is that advances
in Bayesian computation allows access to classes of choice models
that are hard to estimate accurately with other methods. Bayesian
analysis adheres to the likelihood principle, and therefore results in
more accurate estimation for a wider class of models than other
methods.
Maximum likelihood estimation of the model implied by Equa-
tions (2.4) and (2.5) is obtained by substituting Equation (2.5) into
Equation (2.4) and searching for parameter values that maximize the
likelihood of the observed data. There are many excellent treatments
of maximum likelihood estimation (Greene, 2003) that can provide the
necessary background for researchers in marketing. Maximum likeli-
hood estimation comprises two tasks. The ﬁrst is a method of ﬁnding
the maximum using some type of gradient-based hill-climbing tech-
nique. The second is an associated method of inference based on large-
sample theory for constructing conﬁdence intervals and hypothesis
testing.
A second issue associated with Equation (2.5) is what is known as
the independence of irrelevant alternative (IIA) property of the logistic
function. The IIA property is easy to see by considering the ratio of
two choice probabilities:
pi
pk
=
exp[β0i + βp lnpricei]
exp[β0k + βp lnpricek]
, (2.6)
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which does not involve the price or any other aspect of other choice
alternatives — e.g., the ratio in (2.6) is not a function of the price of
brand j.
Counter-examples of exceptions to IIA abound in the marketing lit-
erature, and occur whenever there exists a relatively dissimilar oﬀering
in the choice set. Consider, for example, demand from among three
well known sodas: 7up, Pepsi, and Coke. As the price of Coke changes,
one would expect that the choice probability of Pepsi to be aﬀected
more than the choice probability of 7up. Yet, an implication of the
IIA property is that choice probabilities are aﬀected in a proportional
manner.
So far, we have considered only a very simple choice model based
on a multinomial response vector and a logit link function. This model
has the following assumptions associated with it:
(i) Choices are conditionally independent given p.
(ii) Choice probabilities are driven by parameters that do not
change over time — i.e., either pi is constant, or β0 and βp
are constant.
(iii) Demand is represented by zero’s and one’s, indicating no-
choice and choice.
(iv) There is an explicit set of choice alternatives included in the
analysis.
(v) There is an explicit function form for covariates — i.e., the
logarithm of price.
(vi) Some of the coeﬃcients are unique to the choice alternatives
(β0), while others are constant across choice alternatives (βp).
(vii) The IIA property is valid.
These assumptions are all subject to debate, discussion, and exten-
sion. They apply in some contexts but not in others. Before progressing
with a discussion of approaches to generalizing these assumptions, it is
useful to document a selected subset of papers that discuss the exis-
tence and analysis of these issues in the marketing literatures. While
our brief review leaves out many good papers, it provides a bridge to
the choice modeling literature from which an expanded set of published
papers can be examined.
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2.1 Marketing Literature on Multinomial Logit Models
The logit and the multinomial logit models are the most extensively
used choice models in marketing. Logit models were introduced for
binary choice by Luce (1959) and its generalization to more than two
alternatives led to the multinomial logit model popularized by McFad-
den (1974). The ease of estimation of logit and multinomial logit models
(MNL) was a primary reason for its popularity.
Marketers are often interested in understanding how price, pro-
motions, and other marketing mix variables impact their sales or
market share. An initial appeal for the MNL model was due to its being
stochastic and yet admitting decision variables like price and promo-
tions (Domencich and McFadden, 1975; Punj and Staelin, 1978; Silk
and Urban, 1978; Louviere and Woodworth, 1983). Guadagni and Lit-
tle (1983) use the MNL model on a scanner panel data to understand
the eﬀect of various marketing variables on consumer choice among
product alternatives. They demonstrate the statistical signiﬁcance of
the explanatory variables of brand loyalty, size loyalty, store promo-
tions, shelf price, and price cuts on share. Gensch and Recker (1979)
compare MNL model to regression models, and demonstrate that MNL
is superior for cross-sectional multiattribute choice modeling and under-
standing household preferences.
There has been much research in marketing addressing the basic and
applied assumptions of the MNL models. With regard to the assump-
tions listed above: (i) McAlister (1982), Kahn (1998), Feinberg et al.
(1992) investigate the aspects of variety seeking; (ii) Lattin (1987), Mela
et al. (1997), Jedidi et al. (1999), Seetharaman (2004) allow for varia-
tion of parameters over time; (iii) purchase quantity is investigated in
discrete/continuous models of demand by, Hanemann (1984), Krishna-
murthi (1988), Chintagunta (1993), Chiang (1991), Arora et al. (1998);
(iv) choice set construction by Erdem and Swait (2004), Gilbride
and Allenby (2004); (v) alternative parameterizations by Wagner and
Taudes (1986), Vilcassim and Jain (1991), Swait and Louviere (1993),
Sonnier et al. (2007); (vi) Krishnamurthi and Raj (1988), Steckel and
Vanhonacker (1988), Kamakura and Russell (1989), Bechtel (1990) pro-
pose other logit models; and (vii) IIA relaxation by McFadden (1978)
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using nested logit, Daganzo (1979), Kamakura and Srivastava (1984,
1986), Chintagunta (1992) using probit and others.
The papers listed above indicate a variety of creative approaches to
addressing limitations of the basic multinomial logit model. The goal
of our discussion, however, is not to generate a list of published work in
the ﬁeld of choice modeling. The triannual choice symposium initiated
by Jordan Louviere, Joel Huber, and others provides a comprehensive
link to this literature through reports published in the journal Market-
ing Letters. Instead, we wish to describe a foundational framework for
considering models of choice in marketing. We consider future trends
once the economic foundation is established.
3
Economic Models of Choice
Economic theory, as with any theory, imposes structure on problems
that can be used to evaluate modeling assumptions and guide the devel-
opment of new models. Models of choice in economics begin with the
existence of a scalar measure of consumer utility that can be used to
generate a preference ranking of the choice alternatives. Consumers
are assumed to make choices that are consistent with the concept of
constrained utility maximization:
max u(x) subject to p′x ≤ E, (3.1)
where x denotes a vector of quantities, p denotes the vector of prices
and E is the budgetary allotment, or total expenditure. E is sometimes
called the “income constraint” and is often confused with the notion
of a household’s annual income. For logical consistency and a well-
deﬁned optimization problem, E can only refer to the budget allocated
to the collection of alternatives under study. The implicit conditioning
introduced by the decision to study choices in a particular category only
cannot be ignored in the formulation of the constraint. Thus, a better
interpretation for E is the maximum expenditure a consumer is willing
to make in the product category, which is diﬀerent from the annual
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household income. This implies the observed choices of a consumer are
aﬀected by the budgetary allotment regardless of the magnitude of the
prices, aﬀecting both low priced items such as toothbrushes and high
priced items like automobiles.
Economic utility functions have the following properties — they
are positively valued, (weakly) increasing in x, and have nonincreas-
ing marginal returns (e.g., diminishing marginal returns). There are
instances in the marketing literature where utility functions are said
to have a “U” shape, where consumers prefer either small quantities
or large quantities, and instances where utility functions are assumed
to have an inverted “U” shape where moderate amounts of quantity
are preferred. These instances refer to what is known as the indirect
utility function, not the utility function. The indirect utility function
is obtained by solving for the maximum attainable utility given the
budgetary allotment. Below we show that most choice models in mar-
keting lack budgetary allotment implications, making it easy to mis-
characterize utility functions as having either “U” or an inverted “U”
shape.
To illustrate, consider a constrained maximization problem involv-
ing the Stone–Geary (Parker, 2000) utility function:
max u(x)=β1 ln(x1 + γ1)
+β2 ln(x2 + γ2) subject to p1x1 + p2x2 ≤ E (3.2)
in which the β’s and γ’s are parameters. The β parameters are assumed
to sum to one (i.e., β1 + β2 = 1.0) for identiﬁcation purposes. Restrict-
ing the β parameters ensures that diﬀerent β and γ parameter values
are associated with diﬀerent preference orderings, ruling out the scal-
ing of utility by an arbitrary factor (e.g., κu(x) and u(x) implying the
same ranking of goods). We can solve for the utility maximizing quan-
tities x∗ by ﬁrst forming an auxiliary function (see Simon and Blume,
1994):
L = β1 ln(x1 + γ1) + β2 ln(x2 + γ2) − λ(p1x1 + p2x2 − E), (3.3)
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where λ is known as the Lagrangian multiplier. Diﬀerentiating with
respect to x, we obtain a set of ﬁrst-order conditions:
0 =
∂L
∂x1
=
β1
(x1 + γ1)
− λp1 ⇔ β1 = λp1(x1 + γ1),
0 =
∂L
∂x2
=
β2
(x2 + γ2)
− λp2 ⇔ β2 = λp2(x2 + γ2).
(3.4)
Using the constraint β1 + β2 = 1.0, we can solve for λ:
λ =
1
E + p1γ1 + p2γ2
, (3.5)
and substituting back into the ﬁrst-order conditions allows us to solve
for the optimal demand (x∗) equations:
x∗1 = −γ1 +
β1
p1
(E + p1γ1 + p2γ2),
x∗2 = −γ2 +
β2
p2
(E + p1γ1 + p2γ2).
(3.6)
Finally, the expressions for optimal demand can be substituted into the
utility function to obtain the expression for indirect utility — i.e., the
maximum attainable utility as a function of prices (p) and expenditure
(E):
u(x∗) =
2∑
j=1
βj
(
ln(βj) − ln(pj) + ln(E + p1γ1 + p2γ2)
)
. (3.7)
It is important to notice that the direct utility function in Equa-
tion (3.2) does not contain any price terms, whereas the indirect utility
function in Equation (3.7) does. Researchers in marketing often incor-
rectly refer to functions with price terms as “utility function.” In reality,
these correspond to indirect utility functions that are neither increasing
nor possess diminishing marginal returns.
In our discussion below, we discuss economic choice models in terms
of direct utility, not indirect utility. There are two reasons for this.
First, we believe it is more natural to build models in terms of direct
utility that describes preferences and their formation. Moreover, models
based on a direct utility speciﬁcation are easier to estimate with modern
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Bayesian methods, even when closed-form expressions of demand and
indirect utility are not available. Thus, generalizations of models such as
the Stone–Geary, can be more readily explored. We begin our discussion
of economic choice models by describing the economic assumptions that
would lead to the multinomial-logit model of Equation (2.5). We then
explore departures from these assumptions and their implications for
choice modeling.
3.1 The Economics of Discrete Choice
Discrete choice refers to outcomes that represent purchases of discrete
goods, such as packaged goods in a supermarket. When making a selec-
tion from among branded alternatives in a product category, consumers
often buy just one alternative — e.g., one brand of peanut butter,
one brand of hot dog, or one brand of margarine. In all these cases,
the choice alternatives are near-perfect substitutes and the solution to
Equation (3.1) involves just one element of x being nonzero. A utility
function that gives rise to discrete choice has marginal utilities that are
constant:
u(x) =
K∑
k=1
ψkxk = ψ′x, (3.8)
where ψk is the marginal utility for alternative k — i.e., ∂u(x)/∂xk.
The utility function in (3.8) represents a boundary condition for utility
functions — it is positive as long as the elements of ψ are positive,
increasing, and has a nonincreasing ﬁrst derivative.
Figure 3.1 displays a contour plot of Equation (3.8) for the case
where K = 2, ψ1 = 1, and ψ2 = 3. The solid lines on the plot represent
lines of constant utility, referred to as indiﬀerence curves in the eco-
nomics literature. The indiﬀerence curves are linear and parallel, with
slopes that do not change as they get further from the origin. The dot-
ted line in Figure 3.1 represents the budget constraint p1x1 + p2x2 = E,
with p1 = 1, p2 = 2, and E = 6. Since both the indiﬀerence curves and
budget constraint are linear, utility is maximized by selecting just one
of the alternatives, not both. In Figure 3.1, utility is maximized at the
point x′ = (0,3).
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Fig. 3.1 Linear utility contours and budget constraint. Contours (indiﬀerence curves) fur-
ther from the origin are associated with higher levels of utility. Changes in expenditure
results in translations of the budget constraint, but not in the good associated with utility
maximization.
The general solution to constrained utility maximization is to select
the choice alternative for which the ratio ψj/pj is maximum. For the
example in Figure 3.1, the ratio is equal to 1.0 for the ﬁrst choice alter-
native, and equal to 1.5 for the second choice alternative. Thus, the
second choice alternative provides a greater bang-for-the-buck, and the
consumer is better oﬀ selecting just the second item than any combina-
tion of the ﬁrst and second item. This is known as a “corner solution”
in the economics literature, as opposed to an “interior solution” where
utility is maximized with nonzero quantities for each element of the
vector x.
There are a number of interesting aspects to the utility maximizing
solution using the utility function in Equation (3.8). First, the solu-
tion is expressed as the brand identiﬁed with largest bang-for-the-buck
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(ψj/pj) and it does not involve the budgetary allotment E. Thus,
the solution identiﬁes which alternative to purchase, and the quan-
tity purchased is computed as xj = E/pj . As expenditure, E, changes,
the utility maximizing solution changes only in terms of the optimal
quantity, xj , and not the brand leading to utility maximization. This
assumption of the model is violated in many contexts, oﬀering oppor-
tunities for alternative choice models as discussed below.
Second, the solution is a special case of what is known in the eco-
nomics literature as Kuhn–Tucker conditions. These are general condi-
tions that are used to associate observed demand to model parameters
under the assumption of constrained utility maximization. The condi-
tions are derived using basic principles of constrained maximization by
ﬁrst forming an auxiliary function:
L = u(x) − λ(p′x − E). (3.9)
Diﬀerentiating the auxiliary function leads to the Kuhn–Tucker ﬁrst-
order conditions:
uj − λpj = 0 if x∗j > 0
uj − λpj < 0 if x∗j = 0,
(3.10)
where x∗ is the vector of observed optimal demand, and uj is the deriva-
tive of the utility function with respect to xj . Applying the Kuhn–
Tucker conditions in (3.10) to the constant marginal utility model in
(3.8) gives us conditions that link observed demand to the underlying
economic model.
if x∗j > 0 then
ψj
pj
>
ψk
pk
for all k. (3.11)
Note that this system does not have an interior solution. The case
where uj − λpj = ui − λpi = 0 is degenerate in that any combination
xi and xj meeting the budget constraint is possible. This case will be
ruled out next.
Equation (3.11) serves as the basis for formulating an economic
model of discrete choice. An important aspect of these models is the
introduction of error terms that allow the observed data to depart prob-
abilistically from the deterministic choices implied by (3.11). A stan-
dard assumption is that consumers act according to Equation (3.11),
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but that on any given choice occasion a person’s marginal utility may
vary:
ψj,t = ψjeεj,t , (3.12)
where εj,t is viewed by the analyst as a random element that leads to
variation in the consumer’s marginal utility over time or across choices,
where E[εj,t] = 0 and σj is the scale parameter for εj,t. The error term
is exponentiated to ensure that it takes on only positive values so that
Equation (3.8) remains a valid utility function. The introduction of an
error term implies that the analyst cannot perfectly predict what a
consumer will choose. Instead, choice probabilities are formed based on
Equations (3.11) and (3.12):
pi =Pr(x∗i > 0)
=Pr
(
ψi,t
pi,t
>
ψk,t
pk,t
for any k = i
)
=Pr(lnψi − lnpi,t + εi,t > lnψk − lnpk,t + εk,t for any k = i).
(3.13)
Thus, choice probabilities are obtained by integrating over regions of
the ε space. For K choice alternatives, the errors {εj,t} span a K
dimensional space, and regions of that space map onto the condition
that ψj,t/pj is maximum. If we assume that the error terms are dis-
tributed identically (e.g., σj = σ) and independently (e.g., π(εi,εj) =
π(εi)π(εj)), then the choice probabilities can be expressed as (suppress-
ing the subscript t):
pi =Pr(x∗i > 0)
=Pr(lnψi − lnpi + εi > lnψk − lnpk + εk for any k = i)
=Pr(Vi + εi > Vk + εk for any k = i)
=Pr(εk < Vi − Vk + εi for any k = i)
=
∫ +∞
−∞
[∫ Vi−V1+εi
−∞
· · ·
∫ Vi−Vk+εi
−∞
π(εk) · · ·π(ε1)
]
π(εi)dεk · · ·dε1dεi
=
∫
F (Vi − V1 + εi) · · ·F (Vi − Vk + εi)π(εi)dεi, (3.14)
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where F (·) denotes the cumulative density function (cdf) of ε, and π(·)
denotes the probability density function (pdf). This is a formidable
calculation. However, if the error term ε is distributed extreme value
type I, we have F (ε) = exp[−e−ε/σ/σ] and this calculation has a closed-
form expression (McFadden, 1974):
pi = Pr(x∗i > 0)=
exp
[
lnψi−lnpi,t
σ
]
∑K
j=1 exp
[
lnψj−lnpj,t
σ
]
=
exp[β0,i − βp lnpi,t]∑K
j=1 exp[β0,j − βp lnpj,t]
, (3.15)
where β0,i = lnψi/σ and βp = 1/σ. In other words, the price coeﬃcient
is the inverse of the scale of the error term. As the random component of
utility becomes bigger, the sensitivity of the choice probability to price
changes becomes smaller. In addition, the intercepts β0 are a function
of both log marginal utility and the scale of the error term (Swait and
Louviere, 1993).
It is important to remember, though, that the expression in the
exponent of Equation (3.15) is not the utility of a speciﬁc choice alter-
native. These expressions are related to the utility function through the
ψ terms, but also include price and the scale value of the error term.
Equation (3.15) is better thought of as the demand function, similar to
Equation (3.6).
The above discussion demonstrates how the multinomial logit model
in Equation (2.5) can be considered as an economic choice model with
constant marginal utility and extreme value errors. The advantage of
understanding the relationship between Equations (2.5) and (3.15) is
that it answers the speciﬁc question of “why use the logarithm of
prices?” In doing so, however, it also raises a number of questions that
serve as the basis for additional research:
(i) What about other error term distributions?
(ii) What about quantity?
(iii) Why constant marginal utility?
(iv) What if per-unit prices decline with quantity purchased?
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3.2 Other Error Distributions and State Dependence
The extreme value error term leads to a closed form expression for
the choice probability that is identical to one that directly assumes
a multinomial response and a logistic function for parameterizing the
choice probabilities. Other distributions lead to other forms for the
choice probabilities. For example, a generalization of the extreme value
distribution (GEV) introduces block-correlation in a manner similar
to that found in an intra-class structure (Anderson, 1971; McFadden,
1978). The GEV has a distribution of the form:
F (ε1, . . . ,εk) = exp

−
S∑
s=1

∑
j∈As
exp[−εj/λs]


λs

 , (3.16)
where A = A1 ∪ A2 ∪ ·· · ∪ AS = {1,2, . . . ,k} represents the partition-
ing of the k oﬀerings into S partitions A1,A2, . . . ,AS , and λs is a mea-
sure of the relative independence of the alternatives within each set. If
λs = λ = 1, then the cumulative density function in (3.16) is equal to
the product of standard extreme value cumulative density functions.
Since the arguments within each partition are exchangeable, the dis-
tribution has an equi-correlated structure within group, and an equi-
correlated structure across groups.
McFadden (1984) showed that the use of GEV distribution leads to
choice probabilities of the form:
pi = Pr(x∗i > 0)=Pr(εj ≤ Vi − Vj + εi, j ∈ A)
=
∫ +∞
−∞
Fi(Vi − V1 + εi, . . . ,Vi − Vk + εi)dεi
=
exp[Vi/λs′ ]∑
j∈As′ exp[Vj/λs′ ]
·
[∑
j∈As′ exp[Vj/λs′ ]
]λs′
∑S
s=1
[∑
j∈As exp[Vj/λs]
]λs ,
(3.17)
where alternative i is an element of partition As′(i ∈ As′), and Fi
denotes the derivative of the joint cdf with respect to element i.
The second line in Equation (3.17) is a generalization of the last
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line of Equation (3.14) for the dependent case — i.e., F3(x1,x2,x3) =
F (x1)F (x2)π(x3) for independently distributed random variables. The
choice probability in (3.17) has a nested structure equal to the prob-
ability of selecting the alternative within the partition, multiplied by
the probability of selecting the partition: pi = Pr(i|As′) · Pr(As′).
Researchers in marketing have employed the so called nested logit
model in various ways, often motivating the model as a series of
sequential decisions. However, it is important to realize that the model
is equally motivated for consumers engaged in utility maximization
with correlated extreme value error terms (Kannan and Wright, 1991;
Allenby and Rossi, 1993).
While the extreme value distribution plays a central role in statis-
tical theory as the distribution of the minimum and maximum of a
set of random variables (Johnson and Kotz, 1971), a more commonly
observed distribution in the marketing literature is the normal distri-
bution, which, by the Central Limit Theorem, is the distribution of
the mean of a set of random variables. The use of the normal dis-
tribution leads to a probit model for discrete choice. An advantage
of using the normal distribution is it admits a general correlational
structure and thus ﬂexibly relaxes the IIA property of the logit model.
A disadvantage of the normal distribution is that, prior to the advent
of modern Bayesian computing, the computation of the integral in
Equation (3.14) was challenging because the choice probabilities did
not have a closed form.
The Bayesian method of data augmentation (Tanner and Wong,
1987, see also Rossi et al., 2005) has revolutionized the analysis of
latent models by avoiding the direct evaluation of the integral in Equa-
tion (3.14). In choice models, the method involves the generation of
latent random utilities. Bayes theorem is used to derive the conditional
distribution of the utilities, and Monte Carlo draws are obtained and
used in a Markov Chain with equilibrium distribution equal to the
posterior distribution of model parameters.
Apart from the complexity of computing high-dimensional inte-
grals, researchers have also found parameter identiﬁcation to be
extremely tenuous in a Multinomial Probit (MNP) models (Keane,
1992). As we will see below, Bayesian methods have opened the
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door for estimation and exploration of a wide variety of choice models,
including the MNP model (Rossi et al., 2005). The use of the Bayesian
method of data augmentation has led to development of various
complex behavioral and economic models that help better under-
stand consumer decision processes. For example: (i) Gilbride and
Allenby (2004) investigate consumers’ use of screening rules as part
of a discrete choice model using a standard hierarchical Bayes pro-
bit model and ﬁnd that more than 90% of the respondents screen
alternatives on one or more attributes. (ii) Wedel and Pieters (2000)
propose a probit type model to understand consumer eye ﬁxations
on print advertisements that lead to memory for advertised brands.
They adopt a Bayesian approach to estimate and investigate the
model’s assumptions. (iii) Hruschka (2007) uses an MNP model that
combines heterogeneity across households with a highly ﬂexible deter-
ministic utility function (approximated by a neural net of the mul-
tilayer perceptron type). He demonstrates that the MNP model
extended by a multilayer perceptron outperforms all other models
investigated.
In addition, researchers in marketing have captured state depen-
dence by (i) allowing alternative speciﬁc utility errors to be serially
correlated over time (Allenby and Lenk, 1994, 1995), (ii) modeling
carryover eﬀects, habit persistence, inertia or variety seeking behav-
ior between adjacent choice observations (Erdem, 1996; Roy et al.,
1996; Keane, 1997), and (iii) incorporating distributed lag speciﬁcations
of the preference parameters that are impacted by various marketing
actions (Jedidi et al., 1999; Seetharaman, 2004). Lachaab et al. (2006)
propose a general state space heterogeneous MNP model where they
demonstrate that accounting for both consumer heterogeneity and tem-
poral dependence outperforms most of the models that ignore either of
these aspects.
3.3 Outside Goods, Budget Constraints,
and the No-Choice Option
Multinomial choice models implicitly assume that one and only one of
the choice alternatives is selected on a purchase occasion. Consumers,
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however, frequently decide to purchase none of the alternatives due to
factors such as suﬃcient inventory at home, or a decision to postpone
purchase and wait for a better deal. A simple way of incorporating
no-choice into the multinomial model is to simply associate no-choice
with one of the multinomial outcomes. The problem with this, however,
is that it is diﬃcult to characterize the no-choice option — i.e., what
value should be given to ψoutside = exp[Voutside]?
Traditionally, researchers in marketing have assumed that Voutside =
0.0, or ψoutside = 1.0, and have assigned a price of 1.0. The reason for
these assignments can be seen in Equation (3.11). Choice is driven by
the ratio of marginal utility to price, and these assignments serve to
identify the remaining marginal utilities (ψ) and scale of the error term
(1/σ = βprice). It is the ratio of marginal utilities to prices among the
choice alternatives that determines choice, not their absolute values.
This can be seen by re-writing Equation (3.11) as
if x∗j > 0 then
ψj
ψk
>
pj
pk
for all k. (3.18)
Thus, some form of standardization is needed in all choice models, even
those with a no-choice option, and the practice of setting ψoutside = 1.0
does not impair the analysis.
A more formal treatment of the no-choice option is to include an out-
side good in the constrained maximization problem in Equation (3.1):
max u(x,z) subject to p′x + z ≤ E, (3.19)
where z denotes the outside good with a price of 1.0. Consumers are now
assumed to divide their budgetary allotment among choice alternatives
within the product category and the outside good, and “no-choice” is
equivalent to allocating all of their expenditure to the outside good.
A simple utility function that guarantees a discrete choice outcome
is the linear utility structure in Equation (3.8):
u(x,z) =
K∑
j=1
ψjxj + ψzz = ψ′x + ψzz, (3.20)
which leads immediately to the multinomial choice model with solu-
tion described by Equation (3.15). With linear utility, the budgetary
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allotment does not enter the utility maximizing solution and the model
does not formally deal with the quantity purchased.
Some researchers consider applying a general utility function to a
domain where demand for the inside good is restricted to take on val-
ues of zero or one with just one alternative chosen, and the remaining
allotment allocated to the outside good (Jedidi and Zhang, 2002; Jedidi
et al., 2003). These models do not rely on the Kuhn–Tucker conditions
(Equation (3.4)) for model estimation, and instead enumerate all pos-
sible solutions to the utility maximization knowing that there are just
K + 1 possibilities. The utility associated with choosing alternative j is
then:
u(xj = 1,zj) = ψj + αz(E − pj), (3.21)
where αz is the marginal utility of the outside good. In this formulation
the term αzE is common to all outcomes and does not enter the utility
maximizing solution.
For the budgetary allotment to play a meaningful role in the solution
to the utility maximizing problem, it is necessary to introduce some
form of nonlinearity into the utility function. One way of doing this
is to assume a multiplicative relationship between alternatives in the
product category and the outside good, as in a Cobb–Douglas utility
function:
lnu(x,z) = α0 + αx lnu(x) + αz ln(z)
u(x) = ψ′x.
(3.22)
There are two utility functions present in Equation (3.22). The ﬁrst
equation is a bivariate utility function between goods in the product
class and an outside good. The second equation describes a sub-utility
among items within the product class. Because the sub-utility func-
tion is linear, just one of the choice alternatives within the product
category (x) will have nonzero demand. Maximizing the utility func-
tion in Equation (3.22) subject to the budget constraint p′x + z ≤ E is
accomplished by substituting E − p′x for z and searching for the (x,z)
combination that maximizes utility. This search does not make use of
the Kuhn–Tucker conditions, but is a feasible solution strategy because
of the presence of the linear sub-utility function. Linear sub-utility
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implies that the alternatives within the product class are near-perfect
substitutes, and just one of the alternatives will be selected. Thus,
the search over all possible (x,z) combinations is simpliﬁed to the set
of outcomes {(xj ,z), j = 1, . . . ,K}. That is, interior solutions in the x
space do not occur.
The solution strategy when only one element of x is nonzero involves
two steps. The ﬁrst step involves identifying the quantity of each brand
that maximizes the utility function. The second step involves a com-
parison among these maximum values for the brands under study. In
conducting these two steps, it is important to recognize the presence
of error terms in the model. Consistent with our earlier discussion, we
assume that marginal utility, ψj , contains a multiplicative error term as
in Equation (3.12): ψj,t = ψjeεj,t . Thus, as shown below, the ﬁrst step
becomes a deterministic search among diﬀerent quantities, while the
second step involves a stochastic evaluation of the maximum similar to
the standard discrete choice model.
The ﬁrst step involves ﬁnding the quantity that maximizes u(xj ,z)
for each brand j:
xˆj =argmax
xj
{
α0 + αx ln(ψj,txj) + αz ln(E − pjxj)
}
=argmax
xj
{
α0 + αx ln(ψj) + αx ln(xj) + αxεj,t + αz ln(E − pjxj)
}
=argmax
xj
{
αx ln(xj) + αz ln(E − pjxj)
}
, (3.23)
where the simpliﬁcation in the third line of the equation occurs because
terms common across all values of xj do not aﬀect the result. The
second step involves a comparison of utilities evaluated at the xˆj values.
In this second step the error does not cancel, and for extreme value
errors we have:
Pr(x∗j ) =
exp[α0 + αx lnψj + αx lnx∗j + αz ln(E − pjx∗j )]∑K
k=1 exp[α0 + αx lnψk + αx ln xˆk + αz ln(E − pkxˆk)]
.
(3.24)
The notation “∧” appearing in the denominator of Equation (3.24)
for the brands not selected — they pertain to the unobserved utility
maximizing quantities conditional on the estimated parameters.
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Choice models in which the budgetary allotment (E) plays a mean-
ingful role typically require the analysis of the purchase quantity (x).
An alternative formulation is to assume the existence of a reserva-
tion value for which nonzero demand occurs. If the value for all choice
options, deﬁned as ψj/pj are below the reservation value, then no-choice
occurs, and if at least one value is above the threshold then nonzero
demand is optimal. Thus, the choice equation becomes:
pi = Pr(x∗i > 0) = Pr
(
ψi,t
pi,t
>
(
ψk,t
pk,t
,αRP
)
for any k = i
)
, (3.25)
where αRP is a parameter for the reservation price. No choice occurs
when all the ratios ψj/pj < αRP .
Chiang (1991) uses Equation (3.25) to study the nonpurchase deci-
sion of individuals, deriving the nonpurchase and purchase probabil-
ities of a given brand using extreme value errors. Chib et al. (2004)
proposed a model in which the no-purchase decision depends on price,
feature, and display of each brand in the category and on the household
inventory. Their model associates no-purchase through marketing-mix
covariates and through unobservables that aﬀect both outcomes. They
demonstrate their model to be: (i) more distinct from a restrictive spec-
iﬁcation in which the no-purchase outcome is modeled as an additional
outcome (Chiang, 1991; Chintagunta, 2002); (ii) more general than
most of the other translog utility models (Chintagunta, 1993; Arora
et al., 1998) by allowing unobserved correlations between category-
purchase and brand choice decisions.
3.4 Superior and Normal Goods
The constant marginal utility function associated with standard choice
models leads to the outcome that just one of the product oﬀerings
is demanded at any time. The constant marginal utility function also
implies that, as the budgetary allotment, E, increases, the utility max-
imizing solution does not change. The reason for this property can
be seen by inspecting Equation (3.10). The Kuhn–Tucker conditions
associated with optimal choice involve marginal utilities and prices.
If expenditure shares (i.e., pjxj/E) do not change as the level of
expenditure or maximum attainable utility increases, then the utility
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maximizing solution is homothetic — i.e., utility maximizing solutions
represent a ray from the origin of the demand space where increases in
E simply lead to purchasing greater quantities in the same proportion.
The homothetic property of the utility function is especially
problematic for discrete choice models. As the budgetary allotment
increases, the utility maximizing solution indicates that consumers will
simply purchase more of the same oﬀering they preferred at lower lev-
els of expenditure. In reality, consumer will trade up to higher quality
oﬀerings. This is true in product categories ranging from ice cream to
luxury automobiles (Allenby et al., 2008).
In many instances, it is desirable to retain aspects of a discrete
choice model while allowing for the possibility of superior goods. For
example, consumers may purchase only one of a variety of oﬀerings in
categories such as bicycles, vacations and electric razors, and choice
is still characterized as a strict corner solution where just one of the
alternatives has nonzero demand. As demonstrated earlier, this can
only be ensured when indiﬀerence curves are linear.
Allenby and Rossi (1991) and Allenby et al. (2008) propose an
implicitly deﬁned utility function with linear indiﬀerence curves but
nonconstant marginal utility:
lnu(x,z) = α0 + αx lnu(x) + αz ln(z)
u(x) =
K∑
k=1
ψk(u¯)xk =
K∑
k=1
exp[βk − κku¯(x,z)]xk,
(3.26)
where marginal utility, ψ, is a function of attainable utility u¯. Attain-
able utility increases and the relative values of ψ change as respondents
allocate greater expenditure to the product class. The utility function
is linear in x, indicating that the indiﬀerence curves are linear. More-
over, for κ > 0, it can be shown that the indiﬀerence curves do not
intersect in the positive orthant, and Equation (3.26) is a valid utility
function — i.e., is a positive nondecreasing function with diminishing
marginal returns. The ratio of marginal utilities, e.g., ψi/ψj , is a func-
tion of u¯ such that values of κ closer to zero are associated with superior
goods — they are more preferred as u¯ is larger, which coincides with
larger expenditure, E.
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Fig. 3.2 Non-homothetic linear utility contours and budget constraint. Contours (indiﬀer-
ence curves) further from the origin are associated with higher levels of utility. Higher levels
of expenditure are associated with preference for good 2 (vertical axis).
An illustration of choice for the utility function in (3.26) is pro-
vided in Figure 3.2. The solid lines in the ﬁgure correspond to
indiﬀerence curves that fan out with good x2 superior and x1 rela-
tively inferior. At low levels of expenditure, E, the utility maximizing
solution corresponds to the selection of positive quantities of x1. At
higher levels of expenditure, x2 is preferred. It should be remembered
that an “income eﬀect” can be produced either through a relaxation
of the expenditure, or through changes in the relative prices of the
oﬀerings that would induce a change in the slope of the budget con-
straint. As consumers increase their attainable level of utility, good two
is preferred to good one.
The evaluation of choice probabilities for estimation of model
parameters proceeds in a manner similar to the direct search algorithm
described above. Since the sub-utility function for goods in the product
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class is associated with linear indiﬀerence curves, there will be just one
element of x with nonzero demand, a strict corner solution. Thus, it is
feasible to engage in a direct search procedure where utility is evaluated
at each solution point along the boundary of the budgetary allotment,
i.e., p′x + z = E. If we restrict the utility function to the evaluation of
utility with quantities of either zero or one, the attainable utility at
each corner is obtained by solving the implicit function:
lnuj = βj − κjuj + αz ln(E − pj)
uj = u(xj = 1,z = E − pj).
(3.27)
We omit α0 and αx from (3.26) because the data are only informative
about utility ratios and quantities are restricted to be either zero or
one. Choice probabilities can then be obtained by introducing an error
term in the expression for marginal utility (βjt = βjeεjt) and deter-
mining which of the choice alternatives result in maximum utility (see
Equation (3.24)).
It is useful to compare Equation (3.27) with (3.21). In Equa-
tion (3.21), expenditure (E) enters linearly into the indirect utility
function and plays no role in choice probabilities because it contributes
equally to all choices. In Equation (3.27), expenditure enters nonlin-
early, primarily because utility is implicitly deﬁned (i.e., uj appears
on both the left and right side of the equation). The solution to
the implicit function is obtained using numerical methods, such as
Newton’s method.
Other models with asymmetric eﬀects rely on heterogeneity and
noneconomic models to reﬂect the tendency of individuals to trade-up
to higher quality goods. Blattberg and Wisniewski (1989), for exam-
ple, explain trade-up behavior through the distribution of preferences
for quality. Wedel et al. (1995) employ piece-wise exponential haz-
ard models, coupled with heterogeneity, to account for the presence
of asymmetry in brand switching.
3.5 Satiation
The general solution to the consumer task of maximizing utility subject
to a budget constraint involves interior solutions with optimal demand
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taking on values diﬀerent from just zero and one. In the analysis of
packaged goods, demand for nonnegative integer values is possible, and
in service categories (e.g., cell phone usage) demand can be a continuous
variable.
Much of the applied demand literature is characterized by interior
solutions where demand is greater than zero for all items. The rea-
son is because this literature operates at a high level of aggregation,
either by studying demand for all brands within a product category or
by applying economic models to aggregation of individual consumers.
The marketing literature, however, is more focused on the behavior of
individual respondents in speciﬁc contexts, and must deal directly with
the possibility of corner solutions where at least one of the oﬀerings has
zero demand.
An example of a utility function capable of dealing with corner and
interior solutions was proposed by Kim et al. (2002):
u(x) =
K∑
k=1
ψk(xk + γk)αk , (3.28)
where k is an index of the choice alternatives, x is the vector of demand,
ψk is a baseline utility parameter, and αk is parameter that ensures
diminishing marginal returns when it is restricted to the unit interval.
The term γk is an oﬀset parameter that translates the utility func-
tion so that interior and corner solutions are possible. For γ > 0,
the indiﬀerence curves cross the axes and allow for corner solutions.
Figure 3.3 displays the indiﬀerence curves when ψ′ = (1.0,2.0), α′ =
(0.6,0.3), and γ′ = (1.0,1.0).
The estimation of the parameters in Equation (3.28) requires the
use of the Kuhn–Tucker conditions to relate observed demand x∗ to the
assumed process of utility maximization. In Figure 3.3, the x∗ is equal
to the point at which the budget constraint just touches the indiﬀerence
curves. The presence of interior solutions makes it impractical to search
over all possible solution points as was possible with a discrete choice
model, or models where demand was known to reside along one of the
axes. When interior solutions are present, the likelihood of observed
demand is a function of multiple error terms as explained below. Corner
solutions correspond to inequality restrictions that give rise to mass
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Fig. 3.3 Utility contours with diminishing marginal returns. Contours (indiﬀerence curves)
further from the origin are associated with higher levels of utility. Price changes can induce
changes in the budget constraint to produce either interior (shown) or corner solutions
because indiﬀerence curves do not asymptote at zero quantities.
points of probability. Interior solutions correspond to a condition where
marginal utility divided by marginal price, or the “bang-for-the-buck,”
is equal among the options with nonzero demand. This gives rise to a
density contribution to the likelihood function.
Marginal utility can be calculated from Equation (3.22) as ui =
αiψi(xi + γi)αi−1, and the Kuhn–Tucker conditions imply that
ui
pi
=
uj
pj
for x∗i > 0, x
∗
j > 0 (3.29)
and
ui
pi
>
uk
pk
for x∗i > 0, x
∗
k = 0. (3.30)
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Details of estimating demand models with Equations (3.29) and (3.30)
are provided by Kim et al. (2002), and are repeated here for complete-
ness (see also Pudney (1989, Chap. 4)). We derive the likelihood by
introducing error into the baseline parameter as in Equation (3.12).
Taking logs of the Kuhn–Tucker conditions, we have:
Vj(x∗j |p) + εj =lnλ if x∗j > 0 (3.31)
Vj(x∗j |p) + εj < lnλ if x∗j = 0, (3.32)
where λ is Lagrange multiplier and Vj(x∗j |p) = ln
(
ψjαj(x∗j +
γj)αj−1) − ln(pj) j = 1, . . . ,m.
Optimal demand satisﬁes the Kuhn–Tucker conditions in (3.31) and
(3.32) as well as the “adding-up” constraint induced by the budget,
p′x∗ = E, which induces a singularity in the distribution on x∗. This
singularity was dealt with in Equation (3.21), for example, by substi-
tuting z = E − p′x. Since, in our speciﬁcation, at least one alternative
will always be chosen, we assume that the ﬁrst good is always pur-
chased (i.e., this involves a simple re-labeling of the alternatives) and
subtract Equation (3.31) from the others. This reduces the dimension-
ality of the system of equations by one. Equations (3.31) and (3.32) are
now equivalent to:
νj =hj(x∗,p) if x∗j > 0 (3.33)
νj <hj(x∗,p) if x∗j = 0, (3.34)
where νj = εj − ε1 and hj(x∗,p) = V1 − Vj and j = 2, . . . ,m.
The likelihood for x∗ = (x∗1, . . . ,x∗m)′ can be constructed by utiliz-
ing the pdf of ν = (ν2, . . . ,νm)′. Assuming ε has a multivariate normal
distribution with an identity covariance matrix, ν = (ν2, . . . ,νm)′ ∼
N(0,Ω), where Ω is a (m − 1) × (m − 1) matrix with diagonal elements
(i, i) equal to 2 and oﬀ diagonal elements (i, j) equal to 1. Given that
corner solutions will occur with nonzero probability, the distribution
of optimal demand will have a mixed discrete-continuous distribution
with lumps of probability corresponding to regions of ε which imply
corner solutions. Thus, the likelihood function will have a density com-
ponent corresponding to the goods with nonzero quantities and a mass
function corresponding to the corners in which some of the goods will
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have zero optimal demand. The probability that n of the m goods are
selected is equal to
P (x∗i > 0 and x
∗
j = 0; i = 2, . . . ,n and j = n + 1, . . . ,m)
=
∫ hm
−∞
· · ·
∫ hn+1
−∞
φ(h2, . . . ,hn,νn+1, . . . ,νm|0,Ω)|J |dνn+1 · · ·dνm,
(3.35)
where φ(·) is the normal density, hj = hj(x∗,p), and J is the Jacobian,
Jij =
∂hi+1(x∗;p)
∂x∗j+1
i, j = 1, . . . ,n − 1. (3.36)
The intuition behind the likelihood function in (3.35) can be
obtained from the Kuhn–Tucker conditions in (3.33) and (3.34). For
goods with ﬁrst-order conditions governed by (3.32), optimal demand
is an implicitly deﬁned nonlinear function of ε given by h(). We use the
change-of-variable theorem to derive the density of x∗ (this generates
the Jacobian term in (3.35)). For goods not purchased, Equation (3.34)
deﬁnes a region of possible values of ν which are consistent with this
speciﬁc corner solution. The probability that these goods have zero
demand is calculated by integrating the normal distribution of ν over
the appropriate region.
If there are only corner solutions with one good chosen, this model
collapses to a standard choice model. The probability that only one
good is chosen is given by
P (x∗j = 0, j = 2, . . . ,m) =
∫ hm
−∞
· · ·
∫ h2
−∞
φ(ν2, . . . ,νm)dν2 · · ·dνm.
(3.37)
Similarly, we can derive the distribution of demand for the case in which
all goods are at an interior solution.
P (x∗i > 0; i = 2, . . . ,m) = φ(h2, . . . ,hm |0,Ω) |J | . (3.38)
An alternative approach to dealing with the purchase of multiple
units is by modeling an aggregation process, or an aggregated event.
Dube (2004) assumes the existence of latent consumption events that
are represented by a model of discrete choice. Observed demand is equal
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to the sum of latent events, and nonlinearities are introduced through a
common satiation parameter associated with aggregated linear utility.
Bradlow and Rao (2000) consider demand for product bundles in which
utility is deﬁned directly for the bundle. Both models utilize a diﬀerent
approach to modeling satiation (or complements, as discussed below)
by utilizing properties of a discrete choice model. The approach outlined
above, i.e., Kim et al. (2002), represents a departure from a standard
logit model by building up the model from the Kuhn–Tucker conditions.
Models of temporal satiation, or variety seeking, has been an active
research area in marketing (McAlister, 1979, 1982; Feinberg et al., 1992;
Kahn, 1995). Feinberg et al. (1992) consider expected changes in mar-
ket share associated with marketing variables and demonstrate that
this helps to develop insights into changes in variety-seeking across
product classes. They extend Lattin and McAlister’s (1985) ﬁrst-order
Markov model in which transition probabilities are expressed as func-
tions of variety-seeking intensity, brand preference, and brand posi-
tioning. Chintagunta (1999) proposes a “Lightning Bolt” model (Roy
et al., 1996) along with a hazard model to accommodate the eﬀects
of habit persistence, unobserved heterogeneity, and state dependence
on household brand choice behavior. This model links brand choice
and purchase timing behavior via the eﬀect of state-dependence. As
with other approaches mentioned above, these models describe variety
seeking by building descriptive models of discrete choice, and do not
directly deal with nonlinear utility.
3.6 Complementary Oﬀerings
The basic notion of a complementary oﬀering is the presence of inter-
action eﬀects among the goods. In marketing, complements can take
the form of similarly branded items across categories (cake mix and
frosting), or a base unit and attachments. Examples of the later include
razor handles and blades, electronic toothbrushes, children’s dolls (e.g.,
Barbie) with multiple outﬁts and accessories, and printers and print-
ing supplies. The base unit is often bundled with an attachment, or
a small supply of attachments, for initial purchase. Additional attach-
ments, or reﬁlls, are usually oﬀered separately for sale. The topic of
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complementary oﬀerings has received much attention in the marketing
literature, and to date, researchers have taken various approaches to
modeling their demand.
Initial attempts related to complementary oﬀerings in market-
ing dealt with cross-category eﬀects using correlated error terms and
correlated response coeﬃcients. Manchanda et al. (1999) develop a
multivariate probit model in a Hierarchical Bayes framework that
incorporates complementarity, co-incidence, and heterogeneity as the
factors that aﬀect multi-category choice. In their model, co-incidence
is captured by the correlated error structure among utility functions of
diﬀerent categories and their results show the extent of the relationship
between categories that arises from uncontrollable and unobserved fac-
tors. The correlation coeﬃcients between cake mix and cake frosting
and detergent and softener are higher than those of other pairs. Cor-
related errors is also used by Li et al. (2005) to study how customer
demand for multiple products evolves over time and its implications for
the sequential acquisition patterns of naturally ordered products. Cor-
related error terms, however, only imply that utilities move together
without uncovering any underlying reasons.
Correlated coeﬃcients represent another approach to modeling
complements. Ainslie and Rossi (1998) investigate the similarities
of consumer sensitivity to variables such as prices across multiple
categories. A hierarchical model structure is developed to account
for heterogeneity across households and categories, and an explicit
correlation structure in sensitivity across categories enables to measure
the degree of similarity in consumer behavior. Singh et al. (2005)
estimate correlations across categories for product attributes where
the intrinsic utility for a brand is a function of underlying attributes,
some of which are common across categories. Similarly, Hansen
et al. (2006) investigate whether the tendency to buy store brand is
category speciﬁc or an enduring consumer trait. The authors develop
a multi-category brand choice model with a factor-analytic structure
on the covariance matrix of the coeﬃcients and ﬁnd strong evidence of
correlations in household preferences for store brands across categories.
Erdem (1998) and Erdem and Winer (1999) investigate preference
similarity across categories due to umbrella branding. Like correlations
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among errors, correlations among coeﬃcients make utilities of two
diﬀerent but related categories be cross-related. In many cases, these
correlations are explained by underlying factors such as sociodemo-
graphics (Erdem et al., 2001), households’ shopping behavior (Ainslie
and Rossi, 1998) and brand preferences (Hansen et al., 2006). However,
as noted earlier, correlated coeﬃcients do not necessarily imply a
complementary relationship between two categories, but indicate the
consistency of consumers’ purchase (or choice) behavior among multiple
categories.
In some product categories, the utility of a product depends on the
number of consumers who have adopted the product and the availabil-
ity of complements. These eﬀects are referred to as direct and indirect
network externality, respectively (Tirole, 1988). Indirect network exter-
nality (INE) is conceptually similar to complementarity in the sense
that it deals with diﬀerent but closely related categories, and builds
a relationship among demand categories. In marketing, INE has only
been studied with aggregate-level demand data, whereas multi-category
relationship such as complementarity is more focused on individual-
level consumer behavior.
Basu et al. (2003) demonstrate that INE (Indirect Network Exter-
nality) eﬀects can vary by product attributes when externality-sensitive
attributes gaining more from increased availability of complementary
products than any other attributes. Gupta et al. (1999) model the
market-mediated interdependence between the actions of hardware
manufacturers and software complementors, created by the direct
dependence of consumer demand for the whole product on the actions
of manufacturers as well as complementors. Nair et al. (2004) present
a framework to measure empirically the size of indirect network eﬀects
in high-technology markets with competing incompatible technology
standards. The utility for software, for example, depends on hardware
ownership, and conditional analysis of software preferences can be mod-
eled with standard methods. However, such an approach does not rep-
resent the joint decision well, especially when the joint decision is made
simultaneously.
Economically, complements are goods with negative (compen-
sated) cross-substitution eﬀects, so that a price decrease in one good
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generates a demand increase in the complement (see Deaton and Muell-
bauer (1980, Chap. 2)). One approach is to employ a quadratic utility
function:
u(x) = α′x − 0.5x′Bx, (3.39)
where α is a vector of coeﬃcients, and B is a symmetric and positive
deﬁnite matrix of coeﬃcients. The associated marginal utilities are
u′(x) = α − Bx (3.40)
and we have the restriction α − Bx > 0 for all x for Equation (3.39)
to be a valid utility function. Equation (3.40) can then be used in the
Kuhn–Tucker conditions to derive demand equations.
A drawback of this approach is the proliferation of coeﬃcients asso-
ciated with the utility function in (3.39). Additional research is needed
to suggest ways of imposing a priori constraints on the coeﬃcients to
make this approach tractable. An approach based on an indirect utility
speciﬁcation is due to Song and Chintagunta (2007) and Mehta (2007).
3.7 Incorporating Attributes
Understanding the drivers of utility plays a central role in marketing
theory and study. Marketing’s role within a ﬁrm is to guide manage-
ment to oﬀer goods and services that consumer will want to buy, and the
quantiﬁcation of demand for product attributes and features has occu-
pied a prominent place in the study of consumer behavior. Researchers
can take two views on how to incorporate attributes and product char-
acteristics into models of demand.
The ﬁrst is to view the product space to be of ﬁnite dimension
that does not increase as the number of oﬀerings increase. This view
is consistent with many Lancasterian models of demand that attempt
to characterize demand in terms of a ﬁnite number of dimensions. For
oﬀerings comprising base units and attachments, demand is character-
ized in terms of the basic products used to form the available bundles —
e.g., a starter kit comprises of a base unit and a number of attachments,
while the reﬁll kit consists only of attachments. Utility for the available
goods (x) is viewed as an aggregation of utility for the attributes, or
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characteristics (c):
max
x
u(c = Wx) subject to p′x ≤ E, (3.41)
where W is a matrix that maps the available oﬀerings (x) into the
characteristics space (c). Marginal utility is deﬁned in terms of the
characteristics, and the marginal utility of an oﬀering is therefore
a weighted sum of the marginal utilities of the characteristics, i.e.,
∂u/∂x = (∂u/∂c)(∂c/∂x):
∂u
∂x
=
(
∂u
∂c
)′ ∂c
∂x′
=
(
∂u
∂c
)′
W. (3.42)
The Kuhn–Tucker conditions involving ui are thus deﬁned in terms
of the characteristics, and analysis proceeds as above using Equa-
tions (3.29) and (3.30) (see Kim et al., 2008). Chan (2006) proposes use
of a method-of-moments estimator instead of the Kuhn–Tucker condi-
tions for characteristics model estimation.
A second approach to incorporating attributes into models of choice
is to take the view that products are relatively unique, implying that
the dimension of the characteristic space is much greater than the num-
ber of oﬀerings. There is much empirical support for this view — i.e.,
attempts to describe demand in terms of a low dimension characteris-
tics space usually does not work. The high-dimension view is more com-
monly employed in marketing analysis, and implies that parameters of
a consumer’s utility function need not reside in an identiﬁable subspace
associated with observed characteristics. Instead, analysis proceeds by
investigating various projections of utility function parameters (e.g., ψ)
onto the characteristics space.
The best known technique for projecting marginal utility onto the
characteristics space is conjoint analysis. The projection occurs by
allowing product attribute information to modify the marginal utility
parameter ψ. This projection is usually accompanied with an intercept
and error terms so that observed choice need not strictly adhere to a
pre-determined mapping from characteristics to oﬀerings. For discrete
choice we have:
maxu(x) = ψ′x subject to p′x ≤ E
ψ = β′w + ε,
(3.43)
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where w denotes a vector of characteristics including an intercept, and
β denote the part-worths.
Conjoint has received considerable attention in academics and
industry. It has been widely used for measuring consumers’ tradeoﬀs
among multiattributed products (Johnson, 1974; Green and Srinivasan,
1978; Louviere and Woodworth, 1983; Green and Krieger, 1993; Car-
roll and Green, 1995). Haaijer et al. (1998) provide a comprehensive
overview of the conjoint analysis in the context of choice models and
highlight on the restrictive assumptions of using a MNL model. They
propose using a MNP model that accounts for heterogeneity in the
coeﬃcients of the choice models.
3.8 Learning Models
The incorporation of dynamic structures into economic models of choice
has been an active area of research in marketing for at least 10 years.
Models of consumer learning have been introduced by a number of
authors beginning with Erdem and Keane (1996) and extended by
Keane (1997) and Erdem (1998). Bayes theorem is used to capture con-
sumer learning in these models. Consumers are assumed to have prior
beliefs about the quality levels of brand attributes that are updated
through product usage experience and advertising exposure. Thus, in
models of consumer learning, the characteristics matrix, W , is a ran-
dom variable, and consumers are assumed to maximize expected utility
subject to a budget constraint:
max
x
Eπ(W |I)[u(c = Wx)] subject to p′x ≤ E, (3.44)
where the expectation is taken with respect to what is currently known
about the product characteristics. In Equation (3.44), knowledge is
represented by the statistical distribution π(W |I) where I indicates the
current information set of the respondent. The distribution is assumed
to evolve over time due to product trial and advertising, and according
to Bayes theorem:
π(W |It = {I∆t, It−1}) ∝ π(I∆t|W )π(W |It−1), (3.45)
where I∆t represents new information received about the characteris-
tics. This information is incorporated with past information It−1 to
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obtain the current information set It. Here, we assume that I∆t is inde-
pendent of It−1 given W — i.e., given W , the information received over
time represents a set of independent and identically distributed (iid)
information so that π(I∆t|W ) = π(I∆t|W,It−1).
Respondents are assumed to become informed about the character-
istics of products over time through trial and advertising. These char-
acteristics may be shared among the oﬀerings, as in the case of a new
attribute introduced into the product category, or may be unique to
the oﬀering itself. In either case, models with learning replace the stan-
dard Kuhn–Tucker conditions with conditions that incorporate con-
sumer expectations:
Eπ(ui|I)[ui]
pi
=
Eπ(uj |I)[uj ]
pj
for x∗i > 0, x
∗
j > 0, (3.46)
Eπ(ui|I)[ui]
pi
>
Eπ(uj |I)[uk]
pk
for x∗i > 0, x
∗
k = 0. (3.47)
Model estimation proceeds by replacing the deterministic portion of
marginal utility, e.g., ψi in Equation (3.13), with an expected value.
Consumer learning related research in marketing has focused on
diﬀerent methods of incorporating quantity, quality, and prices into
various stochastic choice models. Erdem and Keane (1996) propose a
framework that relies on a summary measure of product quality, while
Erdem et al. (2003) propose a framework of current period purchase
decisions impacted by inventory and future period price expectations.
They model quantity and quality learning without any nonlinearity
in the pricing. Iyengar et al. (2007) propose a Bayesian dual learning
process that incorporates prior beliefs about quality and consumption
quantity and also nonlinearity in prices. They demonstrate their frame-
work in a wireless services industry and show that learning can result
in a win–win situation for the consumer and the ﬁrm.
Mehta et al. (2004) propose a structural model to understand
consumer forgetting, learning and habit persistence. They model
consumer’s indirect utility to be a linear function of the brand’s over-
all quality evaluation and price. Also, consumers are believed to have
imperfect information about true quality evaluations. Thus, the qual-
ity evaluations are constructed from two independent information sets.
138 Economic Models of Choice
They demonstrate their model for frequently purchased detergent data
when consumers imperfectly recall prior quality evaluations.
Narayanan et al. (2005) propose a Bayesian learning process model
that helps consumers update their prior beliefs and reduce uncertainty
about the quality of a new product. They incorporate the impact of
direct (perceived product quality) and indirect (inﬂuence preferences
through goodwill accumulation) eﬀects on consumer utility, and demon-
strate their model for physician learning for new drugs. Their results
indicate that marketing communication has an initial indirect eﬀect fol-
lowed by domination of direct eﬀects. Bradlow et al. (2004) propose a
learning based imputation model where respondents infer missing lev-
els of product attributes in a partial conjoint proﬁle. They demonstrate
that prior information about a product category impacts consumers’
imputation strategy.
3.9 Search Models
Models of search extend traditional learning models by incorporating
the amount of learning, as well as the learning sequence, as part of the
model speciﬁcation. Respondents are assumed to possess some infor-
mation about product attributes and prices, and weigh the expected
beneﬁt of learning more about the oﬀerings against the cost of search.
Search is assumed to proceed to maximize expected utility, so long as
the gains from search exceed its cost.
Consider the search process for prices. Prior to the start of search,
respondents have some knowledge of the range of prices they would
expect to pay. This information can be represented by a prior distribu-
tion π(p), where p is the price vector. Prior to initiating search on prices,
respondents can form expectations of the maximum utility attainable
without engaging in any price search behavior. Using the simple utility
function in Equation (3.20), and ignoring the eﬀect of the budgetary
allotment which is constant across choice alternatives, we have:
m0=maxEπ(p)[u(xj ,z)] subject to p
′x + z ≤ E
=max{ψj − αzEπ(p)[pj ] + εj}, (3.48)
3.9 Search Models 139
where m0 is the maximum expected utility at time zero. Shoppers
are assumed to engage in search behavior for brand k at time t if
the expected gains from search exceed the cost of search, c: Ekmt −
mt−1 > c, where:
mt−1 = max{ψj − αzEπt−1(p)[pj ] + εj} (3.49)
and
Ekmt = Eπt−1(pk)[max{ψj − αzEπt−1(p)|pk [pj ] + εj}]. (3.50)
In this model, as respondents engage in search and learn about
prices, these actual prices are used to evaluate maximum attainable
utility. Thus, the expectations in Equations (3.49) and (3.50) are with
respect to a distribution of known prices for alternatives included in
the past search path, and the conditional distribution of prices given
these known prices for the alternatives not yet searched. The key dif-
ference between Equations (3.49) and (3.50), where search is being
considered for alternative k, is in how the price of the kth alternative
is treated. In both equations, the respondent does not yet know the
price of alternative k and must take an expectation with respect to its
prior distribution. In Equation (3.49), this prior is the joint conditional
distribution of prices given the known prices up to time t − 1 because
of search behavior. If prices are expected to be correlated — e.g., alter-
native j and i are expected to be on sale together — then past search
behavior will cause the conditional distribution to change over time.
In Equation (3.50), the maximum attainable utility is computed dif-
ferently. For every possible price of alternative k which is not yet known,
respondents are assumed to maximize their utility across the choice
alternatives. For those alternatives whose prices are known because of
search, the actual (observed) prices are used. For those alternatives
not yet searched, the conditional distribution of prices, given searched
prices and the price of alternative k are used. Expected attainable util-
ity is then obtained by integrating over the marginal distribution of
prices for the kth alternative.
All models of search are based on formulations similar to the above
example, where respondents are envisioned to make hypothetical deci-
sions that maximize their welfare knowing the outcome of the search
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variable (e.g., price). The attainable utility in Equation (3.50) is greater
than the attainable utility in Equation (3.49) because the maximiza-
tion operator “max” is applied to each and every potential value of the
search variable (pk). In Equation (3.49), the “max” operator is applied
after expectations are taken with regard to all prices. Thus, for every
value of pk,Ekmt ≥ mt−1.
A challenge in estimating models of search is the dimension of the
search path. With K alternatives, there are K! possible search paths.
Models of search quickly become unmanageable because of the high
dimension “state-space,” and because details of the search process are
typically not available. An alternative formulation, due to Weitzman
(1979), avoids the need to specify the state-space when the objects
of search (e.g., prices) are independently distributed. This alterna-
tive formulation is therefore applicable to situations where knowledge
about the value of one item does not aﬀect the what is known about
the other items – e.g., when searching for low prices across retail-
ers that do not collude, or for oﬀerings that do not share important
attributes.
With independently distributed prices, an expression similar to
Ekmt − mt−1 can be used to solve for a maximal reservation value
m˜k,t−1 for each alternative k such that the gains to search are exactly
equal to the cost of search. The reservation value is then compared
to the current “sure thing” reward from not searching to determine if
search should continue. The “sure thing” reward is deﬁned as in Equa-
tion (3.49), excluding the alternatives for which price is not known for
certain. As search progresses, the “sure thing” reward increases, and
search is less likely to occur because expected gains (Ekmt − mt−1)
are smaller. Optimally, search terminates whenever the “sure thing”
reward exceeds the reservation value m˜k,t−1. The assumption of inde-
pendently distributed prices avoids the high dimensional state-space of
search problems by associating optimality conditions with the presence
or absence of search, not the speciﬁc order of search.
Prior research on models of consumer information search has pri-
marily dealt with incorporating diﬀerent factors that impact the costs
and beneﬁts associated with the search. Moorthy et al. (1997) study
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what factors aﬀect the consumer search behavior process and how
these factors interact with each other. They incorporate prior brand
perceptions into the proposed search process and demonstrate an
inverted U-shaped relationship between search process and experience.
Putrevu and Ratchford (1997) propose a model of consumer infor-
mation search behavior for grocery items. They use an MNL model
where consumers choose a given store based on maximum perceived
utility. Perceived utility is deﬁned as the diﬀerence between a con-
sumer’s utility for a market basket and the cost associated with the
search that varies from store to store. They demonstrate that the
search for information about buying groceries is related to the perceived
beneﬁts and costs associated with the search process as predicted by
theory.
Ratchford et al. (2003) propose a model where consumers maximize
the diﬀerence between the utility gained and the cost associated with
the search process. The cost for search consists of the time involved
in search incorporated as opportunity cost and cognitive costs. Zwick
et al. (2003) use a model of sequential search behavior where con-
sumers go through a staged decision process where they either accept
the current alternative or continue to search and pay a ﬁxed cost or
recall an attribute (with a certain probability) that has already been
inspected.
Mehta et al. (2003) propose an econometric model where consumers
are aware of the price distributions and engage in price search to reduce
the uncertainty about prices. Consumers are assumed to make trade-
oﬀs between the expected utility associated with extensive price search
and the cost involved with the search. The cost involved in the search
results in consumers only considering a subset of the available brands.
These costs and the associated choices are modeled probabilistically.
Using scanner panel data on detergents they demonstrate that con-
sumers incur signiﬁcant search costs for ﬁguring out the posted prices of
the brands and in-store display and feature ads reduce search costs but
do not change quality perceptions. Finally, Dellaert and Haubl (2004)
discuss a series of related articles and future directions in economics
and psychology of consumer search process.
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3.10 Forward Looking Choice Behavior and Dynamic
Considerations
The static choice problem is one in which the consumer chooses among
alternatives given the current environment. In the language of dynamic
models, the choice is made given the current “state” of the system and
choice is a special case of a dynamic decision rule which maps the
current state to an action, at = d(st), where st is the vector of state
variables. In the classic static choice problem, the state consists of the
current values of marketing variables (the 4P’s) including price and
advertising of various sorts. Implicitly, there is an assumption that
utility is derived by immediate consumption of the chosen good. At the
end of each period, the system is restarted and the choice problem is
reposed. In this situation, there are no dynamic considerations at all.
This is true even if prices or other marketing variables follow non iid or
predictable time paths. Nontrivial dynamics occur in those situations
in which the choice decision aﬀects either future utility or constraints
imposed on consumption, and requires that decision-makers be forward-
looking in the sense of having a nonzero discount rate on future utility.
In a dynamic discrete choice model, consumers make choices at
any point in time t = 1, . . . ,T to maximize a future stream of expected
discounted marginal utility. That is, choose at = d(st) to maximize:
E
[
T∑
t=1
δt−1(uat(t) + εat)|s0
]
, (3.51)
where uat(t) denotes the marginal utility of the kth choice alternative
at time t, at indicates which choice option is taken at time t. The
parameter δ is a discount factor that down weights future values of
marginal utility, and st is the set of all factors relevant to the decision
at time t. εk,t,k = 1, . . . ,J are the usual choice speciﬁc errors that are
revealed in the period in which the choice decision is made. Thus, st
includes the choice errors, st = (xt,εt). The problem speciﬁed in (3.51)
reduces to the static choice problem if st = εt and marginal utilities are
time invariant. In most dynamic choice models, the state vector evolves
according to a Markov Process.
p(st+1|st,at). (3.52)
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This means that Bellman’s Principle of Optimality can be used to char-
acterize solutions to the problem of maximizing (3.51) subject to (3.52).
Associated with each alternative is a “value” function which is the solu-
tion to the following equation:
Vk(st)=uk(t) + δE[V (st+1)|st]
=uk(t) + δ
∫
V (st+1)p(st+1|st,at = k)dst+1. (3.53)
Bellman’s Principle of Optimality implies that the solution to the
decision problem is a time-invariant decision rule which is a function
of the current state only. In many dynamic applications, the choice
errors are assumed to be an iid extreme value. If we assume that the
evolution of the state vector is independent of the choice errors, then we
can integrate out the choice errors and express the problem in terms of
the xt subvector of the state vector. In this case, the choice probabilities
assume the standard MNL form except that instead of net marginal or
indirect utility, we have V .
Pr(k|xt) = exp[Vk(xt)]∑
j exp[Vj(xt)]
(3.54)
and
Vk(x) = uk + δV (x)
V (x) = E[max(V1(x) + ε1, . . . ,VJ(x) + εJ)].
(3.55)
In this way, we can think of a dynamic model as simply suggesting
additional variables to be included in the choice probabilities as well as
a source of possible nonlinearities in the indirect utility for each alter-
native. Computing the value function, V , can be a very challenging
numerical problem, especially in problems for which the state space is
large. Rust (1987) and Keane and Wolpin (1994) discuss this problem
and oﬀer solutions. However, the problem of estimating dynamic dis-
crete choice models is beyond the scope of this survey and remains the
topic of much current research.
A classic example of how dynamic considerations can enter the
choice model is the case of dynamic learning models. If consumers
are uncertain about the utility aﬀorded by a set of products, then
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the state variables are enlarged to include not only current values of
marketing variables but current beliefs about utility (usually summa-
rized by the parameters of the prior distribution over marginal utility).
Bayes theorem provides a “law of motion” for how state vector can be
updated, namely how current beliefs will transform into next periods
beliefs given current period actions. These learning models incorpo-
rate aspects of sequential statistical decision making in which the con-
sumer has a motive to experiment with brands whose current expected
marginal utility are not the maximum.
Erdem and Keane (1996) provide an illustration in marketing. Here,
information is valued as the pre-posterior expectation of utility, that is,
the prior expected value of utility after acquiring information via con-
sumption. Hitsch (2006) considers a similar problem from the ﬁrm side.
Here the problem is whether a new product should be introduced given
information available at the time of product launch as well as when the
product should be removed from the market after launch. The option
value of the upside of a product means that products will be launched
that have a prior expected proﬁt of less than zero, rationalizing the
high rate of introduction and failure of new products.
We should emphasize that a great deal of the current literature on
learning models uses a static model of learning. The decision maker does
learn about choice options but only considers maximization of single
period utility and does not consider the consequences of current choices
for the state of knowledge in the future. That is, the sequential motive
for experimentation is absent from these models. Either static or true
dynamic learning models have stationary decision rules (under suitable
regularity conditions) but result in nonstationary consumer behavior.
As consumers learn more about the marginal utility of the choice alter-
natives, we should eventually see less “variety-seeking” and more pre-
dictable patterns of choice. For this reason, these models are probably
not applicable to mature product categories. However, the lack of truly
long-run panels in marketing makes it diﬃcult to ﬁt these models and
draw deﬁnitive conclusions on their suitability for the observed data.
Another way in which dynamic considerations can change a choice
model is in the situation of durable and/or storable products. In these
situations, there is a natural distinction between the purchase of a good
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and consumption. In the case of durable goods, the purchase of the good
yields a stream of future utility. The packaged goods that fascinate
marketers are not strictly durable but are storable. Here there can
be a separation between the purchase occasion and the consumption
occasion.
For durable goods, the consumer must consider the future evolution
of prices. Consider the case of a good that, to a ﬁrst approximation, will
only be purchased once. If prices are declining at a rate greater than
the discount factor, the consumer will wait for purchase of the good.
For goods that deliver utility only in one period, but are storable, the
consumer can speculate by holding inventory in anticipation of future
temporary price reductions or sales. Here the constraint that inventory
must be greater than zero is important. That is, the consumer cannot
borrow to sustain his current utility. Erdem et al. (2003) and Hendel
and Nevo (2006) consider this problem with various (and diﬀerent)
ways of dealing with the inventory non-negativity constraint. Erdem
et al. (2003) impose a “stock-out” cost function, while Hendel and Nevo
avoid this problem by assuming that the marginal utility is inﬁnite at
zero. The Hendel and Nevo assumption is convenient but not realistic.
The idea that a consumer would pay an inﬁnite amount for a bottle
of ketchup if he stocks out is not plausible. In general, the dynamic
choice problem for storable goods involves a state vector which includes
the state of inventories of each of the brands in question as well as
information necessary to predict the future evolution of prices. Both
Erdem et al. (2003) and Hendel and Nevo (2006) abstract from this
problem, using a one-dimensional summary of inventories. However,
whether or not there is a purchase in the product category will depend
on consumers views of the price process as well as current inventories.
Erdem et al. (2003), Hendel and Nevo (2006), and Hartmann (2006)
point out that the dynamic considerations mean that the price elasticity
of demand is diﬀerent in the short and long run and is not invariant to
the price process.
In (3.51) utility is separable across time periods. That is, current
period utility is only aﬀected by current period actions. Dynamic con-
siderations can aﬀect choice models if the utility is not separable. The
most prominent example of this in marketing is the well-documented
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state dependence in demand. Here current utility is aﬀected by previous
consumption decisions. Typically, there is a form of inertia in which
consumers value a product higher if it was consumed in the past. This
sort of inertia can be created by switching costs, including psychologi-
cal costs. The demand model can still be a static choice model, but the
ﬁrm problem of setting marketing actions involves dynamic considera-
tion. The ﬁrm must reckon with two essential economic forces — the
value of acquiring customers by enticing them to purchase your product
versus the “harvesting” of value from current brand loyal customers.
This can be analyzed as a Markov Decision problem with a stationary
price equilibrium (see Dube et al., 2006).
A related problem is the situation in which there are network eﬀects
in demand. That is, when the utility of consuming a product depends on
the adoption of the product by others. This poses a nontrivial dynamic
problem to the ﬁrm that can inﬂuence the stock of adopted customers
by its marketing policy. Both the state dependent demand and network
eﬀects problem can be further complicated by assuming that customers
are forward-looking and anticipate the marketing policies of the ﬁrm.
Finally, dynamic considerations can arise for the consumer when
the ﬁrm has in place a loyalty or reward program that makes the cur-
rent price dependent on the past stream of purchases (see Hartmann
and Viard (2007)). Here the consumer’s current choices will inﬂuence
future prices so that the state vector must be enlarged to include some
summary of past purchase behavior.
The literature on dynamic choice models has, for the most part, used
simple linear functions for the period by period utility. This allows the
choice problem to be isolated and quantity information ignored. While
this might be appropriate for durable goods where only one unit is
purchased, a more realistic dynamic demand model will be required for
dynamic problems of quantity and purchase incidence.
3.11 Supply-side Models
Marketing is concerned with setting the 4 P’s (product, price, pro-
motion, and place) based on insight into consumers’ reactions so that
return on investment is maximized, or other objectives are met. Thus,
3.11 Supply-side Models 147
joint observations of output (y), in the form of realized demand, and
particular values of the 4 P’s, are likely to be related through manage-
rial actions. This relationship is ignored by models that simply regress
realized demand on marketing variables (x). Regressing y on x presup-
poses that there is nothing to be learned about model parameters from
studying the distribution of x. This situation is technically referred to
as x being exogenously determined.
If marketing variables are set by managers with insight into their
eﬀectiveness (e.g., β in demand model), the eﬀectiveness becomes a
common factor resulting in the observed x and y values. In such a sit-
uation, simply regressing y on x results in misleading inferences and
actions because the explanatory variables (x) are not independently
determined. The solution to this problem requires prior knowledge,
with the most direct form being the manager’s decision protocol. Unfor-
tunately, this information is not usually available. However, thinking
about likely decision protocols is a useful exercise to guide modeling
decisions and to understand the value of currently available solutions.
A common solution to the inference problem caused by endoge-
nously determined covariates is to use instrumental variables. Useful
instruments are correlated with the marketing variables under study
but exogenously determined. For such variables to exist, one has to
assume that some of the variation in the marketing variables is due
to exogenous factors. In the absence of any exogenous variation in the
explanatory variables, useful instruments do not exist.
Regressing marketing variables onto instruments partials the
observed variation in the marketing variable into exogenous and
endogenous parts. The variation in x predicted by the exogenous
instrument is exogenous by assumption, providing the basis for con-
sistent inferences. Villas-Boas and Winer (1999) apply this idea to the
analysis of household panel data about brand choices. Household i’s
(indirect) utility from brand j at time t is
Uijt = x′ijtβ + ξjt + εijt, (3.56)
where ξjt is a brand and time speciﬁc demand shock and εijt is the
random part of utility and thus exogenous (i.e., not even the respon-
dent knows εijt up to the very point of purchase). The brand and time
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speciﬁc demand shocks may be motivated by omitted covariates, such
as TV advertising. If managers setting xijt have knowledge about {ξjt}
beforehand, which can inﬂuence the choice of xijt, the composite error
term (ξjt + εijt) is correlated with xijt. Ignoring this correlation trans-
lates into inconsistent inferences about β.
Villas-Boas and Winer (1999) focus on price as a covariate and use
lagged prices as instruments, i.e., current price is regressed on the price
of last period:
pjt = αj0 + αj1pj,t−1 + ηjt. (3.57)
An instrumental variables approach typically substitutes predicted val-
ues of price, (αˆj0 + αˆj1Pj,t−1), for observed price, and analysis proceeds
with this substitution for the observed data. Instead of this limited
information approach, Villas-Boas and Winer pursue a full informa-
tion approach based on the joint likelihood for x and y. They assume
a joint normal distribution for (ξjt,ηjt) and estimate the correlation
between the demand shock and the error term in the instrumental vari-
able regression. This correlation can be motivated by a decomposition
of ηjt into an exogenous part and a part that is a deterministic, linear
function of the demand shock ξjt due to management use of advance
knowledge about ξjt.
The advantage of the full information over the limited information
approach is that more variation is available to estimate the price coeﬃ-
cient, unless ηjt is perfectly predicted from ξjt. Disadvantages of the full
information approach are the additional distributional assumptions and
the presumption of a linear relationship between ηjt and the demand
shocks. A universal drawback of instrumental variable approaches is the
requirement that instruments need to be independent of unobserved
quantities a priori.
An alternative approach not requiring instruments for marketing
variables is to write down the objective function by which the mar-
keting variables are assumed to be set. If this objective function takes
parameters that appear in the choice model as arguments, marketing
variables are determined from within the system under study.
One objective that has been studied (e.g., Yang et al., 2003) is proﬁt
maximization in an oligopolistic setting. Proﬁt maximizing prices are
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a function of price elasticity which in turn is a function of parameters
in (3.56), β and {ξjt}. To the extent that (anticipated) variation in
these parameters potentially causes variation in prices, this variation
in prices no longer is a means to learning (more) about β and {ξjt}
because of reverse causation.
This line of reasoning distinguishes between the cases where explic-
itly accounting for endogeneity only increases eﬃciency of estimates,
and where it is required for consistent estimates. Speciﬁcally, incor-
rectly assuming exogeneity results in inconsistent estimates whenever
parameters in the demand equation act as causes to the variation in
the x variables. For this to be possible, these parameters must not be
constants.
With the objective function linking the distribution of x variables
to parameters in the demand equation, it is useful to distinguish two
situations: First, the objective function only takes observed data as
arguments in addition to parameters that appear in the demand equa-
tion. Second, the objective function takes additional model parameters
as inputs to explain observed variation in x.
For example, managers may be maximizing proﬁts with ﬁrst-order
condition
π = Ms(p − mc) (3.58)
∂π
∂p
=
∂
∂p
Ms(p − mc) = 0. (3.59)
Here M is market size, s is market share, p is price, and mc is marginal
costs. The (exogenous) variation in marginal costs translates into price
variation occurring independent of demand shocks. Without (any)
exogenous variation in marginal costs, (3.59) implies perfect confound-
ing of prices and demand shocks causing identiﬁcation problems.
If market size, market share, and marginal costs are observed, (3.59)
becomes an indicator function. Given parameters that generate market
shares in (3.56), (3.59) is a degenerate likelihood function for prices,
i.e., only a subset of prices solve this equation. The situation where
there is more than one solution for the ﬁrst-order conditions (a subset
larger than one), implying a multimodal likelihood, is known as the
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multiple equilibria problem in economics (Bajari, 2003; Berry et al.,
2004).
Given prices, (3.59) is an indicator function in the parameters
that generate market share and thus constrains the parameters in
Equation (3.56) to a subset of the parameter space. Usually, how-
ever, marginal costs have to be estimated from observed cost shifters
Z assumed to be exogenous.
mc = Z ′δ + η. (3.60)
The distribution on the exogenous but unobserved (by the analyst)
source of cost variation η changes (3.59) from an indicator function
into a nondegenerate likelihood for prices. η accounts for inconsistencies
between demand, prices, and observed cost shifters given the model.
A disadvantage of this formulation from a marketing point of view
is that it presupposes optimal behavior of managers. Managers are
assumed to know the demand equation, marginal costs, and how to act
accordingly. Thus, the modeling by deﬁnition cannot help them make
better decisions.
An alternative approach is to use supply side models that allow
for imperfect manager knowledge and/or imply heuristic decisions
about setting x variables. Manchanda et al. (2004) use a descriptive,
empirically motivated model relating levels of detailing to parameters
in their demand equation. Thus they extract information from the joint
distribution of marketing variables and demand, leaving room for rec-
ommendations to improve the current setting of x variables. Models
that formalize imperfect manager knowledge about response parame-
ters is discussed in Otter et al. (2008).
4
Beyond Economics
Economic models assume the existence of a scale-valued measure of util-
ity. Economic theory is relatively silent about how this utility arises,
and behavioral decision theory (BDT) researchers have been quick to
demonstrate that utility is partially determined by the context of choice
and consumption. Results from the BDT literature indicate the pres-
ence of (a) a similarity eﬀect (Tversky, 1972) produced by adding a
similar alternative to a choice set; (b) an attraction eﬀect (Huber et al.,
1982) that arises from introducing a dominated alternative; and (c) a
compromise eﬀect (Simonson, 1989) from adding an intermediate alter-
native within a characteristics space. These results indicate that utility
is constructed and aﬀected by the choice context (Bettman et al., 1998).
Thus, choice models in marketing need to either control for contextual
factors, or explicitly model the formation of utility, for choice model to
be predictively valid.
4.1 Modeling Contextual Eﬀects as Adjustments
to Standard Models
A simple approach to dealing with behavioral aspects of choice is to
modify economic choice models to reﬂect aspects of choice violations.
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An early example of this is the correlated probit model, where similarity
eﬀects are reﬂected through correlations of random utility errors. These
models do not formally motivate the presence of correlated errors.
Instead, they assume that brands with similarly important attributes,
not represented in the deterministic speciﬁcation of the model, will give
rise to a correlated set of errors. Thus, these models can be viewed as a
reduced-form speciﬁcation of a more fundamental underlying process.
The probit model, which assumes errors are distributed multivariate
normal, can ﬂexibly accommodate the presence of similarity and depar-
tures from IIA.
The formation of consideration sets has also been an area where
behavioral researchers have pointed out that the assumption of the exis-
tence of utility is in question. In most product categories, the number of
available choice alternatives is much too great to assume respondents
engage in active consideration of all choice oﬀerings. If a respondent
does not consider an alternative for purchase, either because it lacks
important features or because of costs, it is doubtful that they would
take the time to form a scale valued utility for the oﬀering.
Gilbride and Allenby (2004) develop an economic choice model
with screening rules, where choice is made from among alternatives
with attributes that pass a test for inclusion. Choice probabilities are
expressed in terms of utility maximization over a restricted set of
brands:
pi = Pr(x∗i > 0) = Pr
(
ψi,t
pi,t
>
ψk,t
pk,t
for any k such that I(xk,γ) = 1
)
,
(4.1)
where I(xk,γ) is an indicator function equal to one if the function
is true. An example is I(xk,γ) = I(xk > γ), where the value of x for
the kth alternative must be greater than the threshold value γ. This
formulation can be expanded to include conjunctive and disjunctive
decision rules by modifying the indicator function to be ΠmI(xkm >
γm) and ΣmI(xkm > γm), respectively.
Gilbride and Allenby (2006) also propose a screening rule model
based on the economic value of search. This model examines the
trade-oﬀ between cognitive eﬀort and expected utility and assumes that
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cognitive eﬀort is minimized by consumers by maximizing the number
of screening attributes.
4.2 Modeling Contextual Eﬀects with Model Hierarchies
Contextual consumption eﬀects give rise to preferences that are either
determined from the preferences of others, or from contextual factors
such as the assortment of alternatives available for purchase. Within
a speciﬁc context, standard economic models can be used to measure
consumer preferences and sensitivity to variables such as prices. Across
contexts, these factors are assumed to change, and their study can be
approached with either the use of hierarchical models, or the use of
models of utility and preference formation.
Hierarchical models have become popular in marketing during the
last 15 years as modern Bayesian methods have been developed. The
computational arm of these methods is a simulation-based estimation
procedure known as Markov chain Monte Carlo (MCMC). A detailed
discussion of these methods can be found in Rossi et al. (2005).
These methods are uniquely tailored to estimating hierarchical models,
where parameters of individual-level models are related through a set
of common parameters, known as hyper-parameters. This upper-level
model typically contains across-respondent error known as “unobserved
heterogeneity.”
To illustrate, let βh generically denote the parameters of an arbi-
trary choice model, where h indexes the respondent. Within a given
context, these parameters are assumed to adequately reﬂect aspects of
marginal utility and various budgetary constraints. If these parame-
ters change across contexts, then one approach to studying contextual
eﬀects is with the speciﬁcation:
βh = ∆zh + ξ; ξ ∼ Normal(0,Vβ), (4.2)
where zh are a vector of covariates that describe contextual factors of
the respondent, and ∆ is a matrix of coeﬃcients that associate vari-
ation of these contextual variables with model parameters. Tradition-
ally, zh has reﬂected demographic variables (i.e., factors describing the
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respondent), but it can also be used to describe factors describing the
choice environment.
Liu et al. (2008) employ a hierarchical model to investigate the
“level-eﬀect” in conjoint analysis. The level-eﬀect is an increase in the
estimated importance of attribute-levels in conjoint as the number of
intermediate levels of an attribute increases. A psychological expla-
nation of the level eﬀect can be derived from the Range-Frequency
theory of Parducci (1965) where the relative spacing of attribute-
levels is thought to aﬀect judgment (see also Cooke et al., 2004),
and Krumhansl’s (1978) Distance–Density model where importance is
related to the denseness of the attribute space. The formulation of Liu
et al. (2008) creates a functional relationship between zh and charac-
teristics of the attribute-levels in a conjoint model.
Yang et al. (2002) employ a variety of hierarchical models to inves-
tigate the role of motivating conditions (zh) in aﬀecting brand pref-
erences. They ﬁnd evidence for a unit of analysis in marketing being
individual occasions of use, with speciﬁc contextual factors, that leads
to preferences.
An alternative speciﬁcation for studying inter-dependent prefer-
ences, where the βh vectors are not independently distributed, is to
specify an auto-regressive relationship:
B = ρWB + U, (4.3)
where B is a matrix of coeﬃcients with row h equal to β′h, W is
a square matrix that reﬂects the inter-dependent relationship among
the respondents that is speciﬁed by the analyst, and U is a matrix
of random-eﬀect realizations for the respondents. In Equation (4.2),
the respondent parameters βh are explicitly related to unobserved het-
erogeneity, while in Equation (4.3), the relationship is implicit. The
implicit relationship gives rise to a set of respondent parameters that
are dependently related through W (Yang and Allenby, 2003).
4.3 Process Models
Economic models begin with the assumption that a scale value of util-
ity exists that can be used to rank choices in terms of a respondent’s
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preference order. Behavioral researchers argue that this utility is often
constructed at the time of decision, and not stored in a respon-
dent’s memory. Utility construction, it is argued, is therefore context
dependent.
A ﬁeld of inquiry in quantitative psychology is models of choice
that are derived from assumptions about latent processes that yield
the observed choice outcome as their terminal state. A class of models
that has seen their ﬁrst applications to marketing problems in this
context are sequential sampling models (Townsend and Ashby, 1983).
These models assume that the decision maker proceeds by repeatedly
sampling evidence from the available alternatives until a pre-speciﬁed
criterion value is met and a choice occurs. Within the class of sequential
sampling models one can distinguish between race and diﬀusion models.
Race models, or counter and accumulator models, assume that
evidence in favor of the available options is accumulated in separate
stores. The accumulation process stops whenever any of the stores ﬁrst
accumulates a pre-speciﬁed amount of evidence and the corresponding
choice is made. The time at which this happens corresponds to the
response time. In applications, race models often build on the assump-
tion that evidence accrues to the stores in the form of discrete “hits”
that follow independent Poisson processes.
Otter et al. 2008 develop this idea into a joint likelihood for the
choice among multi-attribute alternatives and response time. For exam-
ple, the likelihood of choosing alternative a from a set at time t is
p(a, t |β,K,f(·))
=
[exp(x′aβ)f(·)]KtK−1 exp(−exp(x′aβ)f(·)t)
(K − 1)!
×
∏
j:1,...,J/a
(∫ ∞
t
[exp(x′jβ)f(·)]KtK−1j exp(−exp(x′jβ)f(·)tj)
(K − 1)! dtj
)
.
(4.4)
The decision maker is assumed to track the number of hits in favor
of each alternative generated at rates exp(x′jβ)f(·) on speciﬁc counters.
As soon as any one counter reaches the threshold value K, the corre-
sponding alternative is chosen and the race terminates. The Poisson
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race model contains the multinomial logit model as a special case with
K = 1.
They propose the threshold parameter K as a measure of respon-
dent diligence that can be empirically distinguished from respondent
tastes β. Thresholds larger than one give rise to choice probabilities
that structurally depart from IIA such that the chances of choosing
bad alternatives decrease disproportionately. Given the same amount
of data, a larger threshold translates into more likelihood information
about taste parameters than a smaller threshold.
Jointly modeling choices and response times requires modeling of
constrained (processing) capacity and heterogeneous processing speeds
that change over the course of the tasks m as a function of process
priming through:
fm(·) = exp(δ0 + δ1m)
(
J∑
j=1
exp(x′jmβ)
)−1
+ exp(λ0 + λ1m). (4.5)
Otter et al. 2008 demonstrate empirical support for the endogeneity
of response times as implied by this model. Quick response times point
to easy decisions where at least one of the alternatives is outstanding,
and slow response times point to hard decisions where the alternatives
are less or equally attractive.
Ruan et al. (2008) introduce dependence between the alternative
speciﬁc Poisson counters. The statistical model is motivated from inde-
pendent psychological processes underlying the valuation of individual
attribute levels that have stochastic components. Realized valuations of
attribute levels are integrated deterministically to the overall evidence
in favor of a particular alternative. The alternative that ﬁrst accrues
an amount of evidence equal to the threshold required for a decision is
chosen. Dependence between alternative speciﬁc attribute counters is
a direct consequence of shared realizations of stochastic valuations of
attribute levels. Two alternatives that are close in the space set up by
the attributes thus not only achieve similar expected overall evaluations
but each pair of realized overall evaluations is similar. For two identical
alternatives any pair of realized overall evaluations is identical. Their
model naturally handles attribute based dominance as a special case of
similarity.
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Diﬀusion models, or the related random walk models, assume that
relative evidence is accumulated over time. In the special case of two
alternatives, relative evidence is deﬁned as the evidence diﬀerence or
the natural log of the ratio. With two alternatives, both deﬁnitions
result in a scalar that is assumed to evolve according to a continuous
stochastic process. Evidence for one alternative is therefore simultane-
ously evidence against the other. Relative evidence has to exceed/fall
below pre-speciﬁed boundaries for a choice to occur. The particular
boundary reached ﬁrst determines the choice outcome, and the time at
which the boundary is reached, the response time.
Busemeyer and Townsend (1993) introduced decision ﬁeld theory
(DFT) as a framework for process based modeling of preferential choice
among multi-attribute alternatives. DFT is built on the idea that rel-
ative evidence has to exceed/fall below pre-speciﬁed boundaries for a
choice to occur. Thus, it can be viewed as an instance of a diﬀusion
model. Roe et al. (2001) generalized the model to choices among more
than two alternatives. DFT contains classic random utility theory as a
special case and provides a unifying framework for explaining observed
departures from Luce’s choice axiom.
DFT assumes that the decision maker’s attention ﬂuctuates stochas-
tically between the various attributes in M according to time depen-
dent weights W (t). Fluctuating attention causes positive correlations
between relative valuations of alternatives, V (t) with similar attributes,
generating the similarity eﬀect.
V (t) = CMW (t) + ε(t). (4.6)
Here C is a contrast matrix. Valuations {V (t)}t, accumulate to P (t)
and are subject to decay and competition.
P (t) =
t−1∑
j=0
SjV (t − j) + StP (0). (4.7)
The alternative that ﬁrst accumulates P equal to a pre-speciﬁed
amount is chosen at the time where P (t) ﬁrst equals this amount.
Alternatively, at any exogenously determined time t, the alternative
for which P is maximal is chosen.
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Alternatives relatively closer in the attribute space are connected
through negative feedback links, i.e., close alternatives inhibit each
other. Diagonal elements in S smaller than 1 cause decay and nega-
tive oﬀ-diagonal elements in S create inhibition, i.e., negative feedback.
Without any processing input V (t), preferences P (t) thus gradually
decay to a state of indiﬀerence.
The inhibitory links produce the compromise and attraction eﬀect.
The inhibitory connection between the compromise option “in the mid-
dle” and each of the extreme options is stronger than that between the
extreme options. This asymmetry induces positive correlation between
the relative evaluations of the extreme options and thus makes the
choice of the compromise option more likely (cf. Kivetz et al., 2004;
Usher and McClelland, 2004).
In case of the attraction eﬀect, the dominated alternative accumu-
lates negative relative evidence, which through the inhibitory, negative
link translates into a boost for the similar, but dominating option.
Moreover, the dynamics of decision ﬁeld theory link the size of these
eﬀects to the amount of time spent with the decision. The amount of
time invested is in turn a function of the accuracy goal of the decision
maker. For instance, the eﬀect of inhibition accumulates over time, with
the implication that the attraction eﬀect only occurs in well deliberated
choices.
DFT and its various extensions (e.g., Diederich, 1997) provide a rich
framework for modeling preferential choice among multi-attribute alter-
natives. However, some speciﬁcation issues and computational chal-
lenges have to be addressed for likelihood based inference to become
practically feasible using this framework.
5
Concluding Thoughts
Our discussion began with properties of a simple logit model, and a
series of questions that arise from its formulation. It was not clear,
for example, how best to incorporate changing tastes and considered
brands, how best to parameterize covariates, and how to represent
choices in which multiple goods are purchased. To answer these ques-
tions, we explored the economic foundation of choice models from which
answers to modeling questions can be assessed. Table 5.1 presents a
summary of answers to these initial questions.
The advantage of economic theory, as with any theory, is that it
provides two things: (i) a foundation for gauging the reasonableness
of model extensions; and (ii) parsimony. Theory helps assess proposed
model enhancements while avoiding a natural tendency to add eﬀects
and variables without fully understanding their implication. For exam-
ple, a popular choice model prior to the advent of modern Bayesian
methods was the “mother-logit” that allowed for alternative-speciﬁc
coeﬃcients for each covariate. The mother-logit model could have K
price coeﬃcients instead of just one. While such a model can ﬂexibly
capture a variety of demand patterns, researchers found that this extra
ﬂexibility was not required once random-eﬀect models of respondent
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Table 5.1 Modeling issues and solutions.
Modeling issue Proposed solution
Choices are conditionally
independent given p.
• Variety seeking models incorporate eﬀects of habit
persistence, unobserved heterogeneity, state
dependence that do away with the assumption that
choices are conditionally independent given p.
(Section 3.5)
Choice probabilities are
driven by parameters that
do not change over time —
i.e., either pi is constant,
or β0 and βp are constant.
• Models of state dependence, habit persistence,
incorporating lag speciﬁcations of the preference
parameters. (Section 3.2)
• Models of consumer learning, that replace the
standard Kuhn–Tucker conditions with conditions
that incorporate consumer expectations. (Section 3.8)
Demand is represented by
zero’s and one’s, indicating
no-choice and choice.
• Associate no-choice with one of the multinomial
outcomes and set its marginal utility to 1.
(Section 3.2)
• Inclusion of an outside good into the constrained
utility maximization problem. (Section 3.2)
• Inside good restricted to take on values of zero or one
and remaining allotment is given to the outside good.
(Section 3.2)
There is an explicit set of
choice alternatives
included in the analysis.
• Construction of consideration sets and economic
choice models with screening rules. (Section 4.1)
• Choice alternatives that account for contextual
eﬀects. (Section 4.2)
There is an explicit function
form for covariates — i.e.,
the logarithm of price.
• Alternative speciﬁcations. (Section 3.2)
• Understanding the association between multinomial
logit model and economic choice model with constant
marginal utility. (Section 3.1)
Some of the coeﬃcients are
unique to the choice
alternatives (β0), while
others are constant across
choice alternatives (βp).
• Propose other error distributions and state
dependence that address this issue. (Section 3.2)
The IIA property is invalid. • Use probit model for discrete choice. (Sections 3.2
and 4.1)
• Use nested logit models. (Section 3.2)
What about other error term
distributions?
• Use of GEV distribution. (Section 3.2)
• Use of multivariate normal distribution. (Section 3.2)
What about quantity? • Use direct utility function capable of dealing with
corner and interior solutions. (Section 3.5)
Why constant marginal
utility?
• Linear indiﬀerence curves but non-constant marginal
utility (marginal utility is a function of attainable
utility). (Section 3.4)
What if per-unit prices
decline with quantity
purchased?
• Derive the likelihood from fundamental assumptions,
without treating diﬀerent brand-size combinations as
diﬀerent multinomial choice alternatives. Allow for a
price function in the budget constraint that allows for
price discounts. (Section 3.4)
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heterogeneity was introduced. It seems that the mis-speciﬁcation of het-
erogeneity lead to evidence in favor of alternative-speciﬁc coeﬃcients
that are diﬃcult to theoretically justify.
Our experience is that theoretically grounded models work well.
When they do not, the best course of action is to re-examine foun-
dational assumptions, make changes, and to re-derive the likelihood
function. We feel that the direct-utility approach articulated in this
survey allows researchers to most naturally make changes to the model
structure.
We have identiﬁed a number of fruitful areas for future research that
begin at the boundaries of economic theory. Economic theory assumes
the existence of a preference ordering and an associated scalar-valued
utility measure. Thus, economic theory is best applied to individuals
within familiar contexts. Contextual factors such as new choice sets and
new consumption settings lead to variation in utility and preferences.
This variation is a fruitful avenue for new models of behavior, as is any
determinant of preference and choice.
Annotated Citations of Economic Choice Models
in Marketing
Ainslie, A. and P. E. Rossi (1998), “Similarities in choice behavior
across product categories.” Marketing Science 17, 91–106.
A multi-category choice model is developed where household
response coeﬃcients are assumed to be dependent across cate-
gory. Price, display, and feature sensitivity are found to be related
to household speciﬁc factors.
Allenby, G. M. and P. Lenk (1995), “Reassessing brand loyalty, price
sensitivity, and merchandising eﬀects on consumer brand choice.”
Journal of Business and Economic Statistics 13, 281–289.
The logistic normal regression model of Allenby and Lenk (1994)
is used to explore the order of the brand choice process and esti-
mate the magnitude of price, display, and feature advertising
eﬀects across multiple scanner panel datasets. The results indi-
cate large merchandising eﬀect sizes and brand-choice that is not
zero-order process.
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Allenby, G. M. and P. Lenk (1994), “Modeling household purchase
behavior with logistics normal regression.” Journal of Ameri-
can Statistical Association 89, 1218–1231.
A discrete choice model with autocorrelated errors and consumer
heterogeneity is proposed and applied to scanner panel ketchup
data. Demonstrated substantial unobserved heterogeneity and
autocorrelation in purchase behavior.
Allenby, G. M. and P. E. Rossi (1991), “Quality perceptions and
asymmetric switching between brands.” Marketing Science
10(Summer), 185–204.
A discrete choice model with rotating indiﬀerence curves is
used to induce income eﬀects that result in superior goods
being favored over inferior goods. The model has non-constant
marginal utility, and is used to develop an objective measure of
brand quality is related to rate of rotation.
Arora, N., G. M. Allenby, and J. L. Ginter (1998), “A hierarchical bayes
model of primary and secondary demand.” Marketing Science
17, 29–44.
A translog utility function that allows for correlations between
the no-purchase and brand choice outcomes is developed. The
model is compared to speciﬁcations that treat each component
independently.
Bettman, J. R., M. Frances Luce, and J. W. Payne (1998), “Construc-
tive consumer choice processes.” Journal of Consumer Research
25(Dec), 187–217.
Consumer preferences are shown to be constructed in response
to aspects of the choice task and other demands on the decision
maker. The implication is that product preferences are not stable
across a variety of environmental factors.
Blattberg, R. C. and K. J. Wisniewski (1989), “Price-induced patterns
of competition.” Marketing Science 8(Fall), 291–309.
A model of price-tiers is developed based on heterogeneity in con-
sumer preferences. Asymmetric switching among tiers is argued
to result from diﬀering consumer response to quality.
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Bechtel, G. G. (1990), “Share-ration estimation of the nested multi-
nomial logit model.” Journal of Marketing Research 27(May),
232–237.
Similar alternatives are partitioned into groups with common
among and across random utility error correlation. Alternatives
within the same subset are correlated while utilities of alterna-
tives in diﬀerent subsets are independent.
Chan, T. Y. (2006), “Estimating a continuous hedonic-choice model
with an application to demand for soft drinks.” RAND Journal
of Economics 37(Summer), 1–17.
A hedonic choice model is developed for multiple-product,
multiple-unit purchasing behavior. The model is used to explore
patterns of substation and complementary behavior in the soft-
drink category.
Chiang, J. (1991), “A simultaneous approach to the whether, what and
how much to buy questions.” Marketing Science 10(4), 297–315.
A generalized extreme value model is developed where a house-
hold’s no-purchase option and brand-choice decisions are related
to a common set of covariates and model parameters. The model
is compared to speciﬁcations that assume independence across
components.
Chib, S., P. B. Seetharaman, and A. Strijnev (2004), “Model of brand
choice with a no-purchase option calibrated to scanner-panel
data.” Journal of Marketing Research 41(May), 184–196.
No-purchase and brand-choice decisions are jointly modeled as
a function of common parameters and other unobservables. The
model is applied to scanner-panel data for cola product category,
and is compared to other models with no-purchase option.
Chintagunta, P. K. (1992), “Estimating a multinomial probit model of
brand choice using the method of simulated moments.” Market-
ing Science 11(Fall), 386–407.
Scanner panel data of catsup purchases is used to study pur-
chases using the method of simulated moments in a probit model.
The model is shown to relax the IIA assumption of a MNL
model.
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Chintagunta, P. K. (1993), “Investigating purchase incidence, brand
choice and purchase quantity decisions of households.” Market-
ing Science 12(Spring), 184–208.
A model with unobserved heterogeneity and category purchase,
brand choice and purchase quantity decisions is developed. The
model is demonstrated using scanner panel data, where the
eﬀect-size of marketing variables are shown to be aﬀected by
the category purchase decision.
Chintagunta, P. K. (1999), “Variety seeking, purchase timing, and
the “Lightning Bolt” brand choice model.” Management Science
45(April), 486–498.
A “Lightning Bolt” or LB model (Roy et al., 1996) is incorpo-
rated into a hazard model to accommodate the eﬀects of habit
persistence, unobserved heterogeneity and state dependence on
household brand choice behavior. This model links brand choice
and purchase timing behavior via the eﬀects of state-dependence.
Daganzo, C. (1979), Multinomial Probit: The Theory and Its Applica-
tion to Demand Forecasting. New York: Academic Press.
Non-iid errors are introduced into the random component of util-
ity to avoid the implications of IIA.
Dube, J.-P. (2004), “Multiple discreteness and product diﬀerentiation:
Demand for carbonated soft drinks.” Marketing Science 23(Win-
ter), 66–81.
Latent consumptions occasions, described by a multinomial
choice model, are used to model demand reﬂecting interior solu-
tions where more than one alternative is purchased.
Erdem, T. (1996), “A dynamic analysis of market structure based on
panel data.” Marketing Science 15, 359–378.
Past purchases are shown to aﬀect current utility evaluations
in this choice model. Analysis of scanner panel data reveals that
consumer choices reﬂect habit persistent across a variety of prod-
uct categories.
Erdem, T. and M. P. Keane (1996), “Decision-making under uncer-
tainty: capturing dynamic brand choice processes in turbulent
consumer goods markets.” Marketing Science 15, 1–20.
A Bayesian learning model is proposed where brand choice
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probabilities are assumed to depend on past usage experi-
ences and advertising exposure. The proposed dynamic, forward-
looking, model is shown to provide a superior ﬁt to the data.
Erdem, T., S. Imai, and M. P. Keane (2003), “Brand and quantity
choice dynamics under price uncertainty.” Quantitative Market-
ing and Economics 1, 5–64.
A choice model is developed that incorporates previous period
price expectations and on-hand inventory. The model is demon-
strated using a scanner panel ketchup dataset, where demand
elasticities are shown to be aﬀected by price expectations.
Feinberg, F. M., B. E. Kahn, and L. McAlister (1992), “Market share
response when consumers seek variety.” Journal of Marketing
Research 29(May), 227–237.
A ﬁrst-order Markov model is developed where transition prob-
abilities are functions of variety-seeking intensity, brand prefer-
ence, and brand positioning. The model is used to relate expected
changes in market share arising from changes in the marketing
mix to changes in variety-seeking behavior.
Gensch, D. H. and W. W. Recker (1979), “The multinomial, multi-
attribute logit choice model.” Journal of Marketing Research
16(February), 124–132.
The multinomial logit model and regression model are empir-
ically compared using weekly demand data. The logit model
is shown to result in elasticities consistent with diminishing
marginal utility and other properties of demand models.
Gilbride, T. J. and G. M. Allenby (2006), “Estimating heterogeneous
EBA and economic screening rule choice models.” Marketing Sci-
ence 25, 494–509.
Two process models — elimination by aspects (EBA) and a
screening rule model based on economic beneﬁt — are compared
using a commercial conjoint study.
Gilbride, T. J. and G. M. Allenby (2004), “A choice model with conjunc-
tive, disjunctive, and compensatory screening rules.” Marketing
Science 23(Summer), 391–406.
A parsimonious model of consideration set formation is incor-
porated into a discrete-choice probit model. Consideration sets
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are formed heterogeneously using respondent-speciﬁc threshold
values and attribute-levels.
Guadagni, P. M. and J. D. C. Little (1983), “A logit model of brand
choice calibrated on scanner data.” Marketing Science 2(Sum-
mer), 203–238.
A multinomial logit choice model is developed for analysis of
scanner panel data. The analysis demonstrates the eﬀect of vari-
ables such as brand loyalty, size loyalty, store promotions, shelf
price and price cuts on share.
Hartmann, W. (2006), “Intertemporal eﬀects of consumption and their
implications for demand elasticity estimates.” Quantitative Mar-
keting and Economics 4, 325–349.
Current consumption events are assumed to aﬀect future util-
ity in this model of demand. The model is validated using data
on golf pairings, where intertemporal substitution is found to be
persist over multiple time periods.
Hendel, I. and A. Nevo (2006), “Measuring the implications of sales and
consumer inventory behavior.” Econometrica 74, 1637–1673.
A dynamic consumer choice model is developed and used to com-
pare static versus dynamic price elasticities. Scanner panel data
is used to demonstrate that static demand estimates overestimate
own price elasticities and underestimate cross-price elasticities.
Hitsch, G. J. (2006), “An empirical model of optimal dynamic product
launch and exit under demand uncertainty.” Marketing Science
25, 25–50.
A sequential learning model is developed where decisions depend
on information gathered sequentially. Observed product sales are
used to learn about true product proﬁtability.
Hruschka, Harald (2007), “Using a heterogeneous multinomial probit
model with a neural net extension to model brand choice.” Jour-
nal of Forecasting 26, 113–127.
A nonlinear speciﬁcation of utilities is computed using a neural
net model calibrated with choice data. A heterogeneous multi-
nomial probit model incorporating a neural net allowing for
heterogeneous price expectations is shown to outperform other
models.
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Huber, J., J. W. Payne, and C. Puto (1982), “Adding asymmetrically
dominated alternatives: Violations of regularity and the similar-
ity hypothesis.” Journal of Consumer Research 9(June), 90–98.
Experimental evidence is developed showing that adding a dom-
inated alternative to a choice set leads to an increase in proba-
bility of the dominating alternative.
Jedidi, K., C. F. Mela, and S. Gupta (1999), “Managing advertising
and promotion for long-run proﬁtability.” Marketing Science 18,
1–22.
A heteroscedastic, varying-parameter probit choice and regres-
sion quantity model is developed. Scanner panel data spanning
eight years is used to show that advertising has a positive and
signiﬁcant eﬀect on brand equity, while promotions have a neg-
ative eﬀect.
Kamakura, W. A. and G. J. Russell (1989), “A probabilistic choice
model for market segmentation and elasticity structure.” Journal
of Marketing Research 26(Nov), 379–390.
A ﬁnite-mixture choice model that partitions the market into
a discrete set of consumer segments is examined. The model is
used to study competition between national brands and private
labels in a product category.
Kamakura, W. A. and R. K. Srivastava (1984), “Predicting choice
shares under conditions of brand interdependence.” Journal of
Marketing Research 21(Nov), 420–434.
Dependence among choice alternatives in a probit model is
reﬂected in error covariance terms that are assumed to be a func-
tion of paired attributes and attribute-levels.
Kamakura, W. A. and R. K. Srivastava (1986), “An ideal-point prob-
abilistic choice model for heterogeneous preferences.” Marketing
Science, 5(Summer), 199–218.
Multinomial probit model is used that accounts for substitutabil-
ity among choice alternatives and allows for heterogeneity in pref-
erences by estimating a distribution of ideal points.
Keane, M. P. (1992), “A note on identiﬁcation in the multinomial probit
model.” Journal of Business and Economic Statistics 10(April),
193–200.
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Simulations experiments and choice data are used to demonstrate
problems with statistical identiﬁcation in multinomial probit
models. The problems arise from diﬃculty in disentangling
covariance parameters from regressor coeﬃcients in these models.
Keane, M. P. (1997), “Modeling heterogeneity and state dependence in
consumer choice behavior.” Journal of Business and Economic
Statistics 15(July), 310–327.
A choice model that incorporates both heterogeneity and state
dependence as sources of temporal persistence in brand choice
is proposed. The model simultaneously includes heterogeneous
preferences for common and unique attributes of brands, time
invariant preference heterogeneity, autocorrelated varying pref-
erence shocks, and state dependence. The model demonstrates
a positive but small impact of promotion induced purchase on
future purchase probabilities using scanner ketchup data.
Kim, J., G. M. Allenby, and P. E. Rossi (2002), “Modeling consumer
demand for variety.” Marketing Science 21, 223–228.
A choice model with interior and corner solutions derived from
a utility function with decreasing marginal utility. Kuhn–Tucker
conditions used to relate the observed data, with utility maxi-
mization in the speciﬁcation of the likelihood.
Kim, J., G. M. Allenby, and P. E. Rossi (2007), “Product attributes
and models of multiple discreteness.” Journal of Econometrics
138, 208–230.
Demand for product characteristics is examined using a choice
model that allows for both interior and corner solutions derived
from a utility function with decreasing marginal utility. Product
attribute information is associated with satiation parameters and
marginal utility of various utility functions.
Lachaab, M., A. Ansari, K. Jedidi, and A. Trabelsi (2006), “Modeling
preference evolution in discrete choice models: A bayesian state
space approach.” Quantitative Marketing and Economics 4, 57–
81.
Preference evolution is modeled using a hierarchical Bayesian
state space model of discrete choice. The proposed model allows
simultaneous incorporation of multiple sources of preference and
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choice dynamics. Demonstrate that incorporating time-variation
in parameters is crucial and outperforms other models.
Lattin, J. M. (1987), “A model of balanced choice behavior.” Marketing
Science 6(Winter), 48–65.
A balanced model of choice where past behavior inﬂuences the
utility of the items on subsequent purchases is investigated. The
analysis uses a consumption diary panel dataset, where individ-
uals are found to seek variety on certain product attributes while
exhibiting loyalty towards other attributes.
Lattin, M. J. and L. McAlister (1985), “Using a variety-seeking model
to identify substitute and complementary relationships among
competing products.” Journal of Marketing Research 22(Aug),
330–339.
A ﬁrst-order Markov model is developed in which transition
probabilities are expressed as a function of variety-seeking inten-
sity, brand preference, and brand positioning.
Li, S., B. Sun, and R. T. Wilcox (2005), “Cross-selling sequentially
ordered products: An application to consumer banking services.”
Journal of Marketing Research 42, 233–239.
A structural multivariate probit model is developed to model
purchase co-incidence and complementarity in product oﬀerings.
The model allows for the unobserved component of utilities to
be correlated by assuming that the errors follow a multivariate
normal distribution, while covariates are incorporated into the
model to reﬂect complementarity.
Manchanda, P., A. Ansari, and S. Gupta (1999), “The ‘Shopping Bas-
ket’: A model for multicategory purchase incidence decisions.”
Marketing Science 18, 95–114.
A multivariate probit model that incorporates complementarity,
co-incidence and heterogeneity as the factors that impact multi-
category choice is developed. The correlational structure among
the error terms is modeled to capture co-incidence while comple-
mentarity is captured by incorporating covariates.
McAlister, L. (1979), “Choosing multiple items from a product class.”
Journal of Consumer Research 6(Dec), 213–224.
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Attribute satiation is used to develop a model that accounts for
dependence among product choices. The model is compared to
random choice models, independent choice models, and balanced
models.
McAlister, L. (1982), “A dynamic attribute satiation model of variety-
seeking behavior.” Journal of Consumer Research 9(Sept),
141–150.
Product attributes are accumulated across purchases into an
inventory that is related to product satiation.
McFadden, D. F. (1978), “Modelling the choice of residential location.”
In: A. Karlquist et al. (eds.): Spatial Interaction Theory and
Planning Models, Amsterdam: North-Holland Publishing Com-
pany, pp. 75–96.
A nested multinomial logit model is proposed that avoids IIA
by permitting correlations among random utilities associated
with similar alternatives. A choice set is portioned into mutu-
ally exclusive subsets with correlation among random utilities
with similar alternatives while utilities of alternatives in diﬀer-
ent subgroups are independent.
Punj, G. N. and R. Staelin (1978), “The choice process for gradu-
ate business schools.” Journal of Marketing Research 15(Nov),
588–598.
A conditional logit model is used to examine choice based on
cross-sectional data rather than longitudinal data that is tradi-
tionally used to study brand choice. The model assumes that a
decision maker can rank alternatives in the order of preference
and will choose from the available alternatives.
Seetharaman, P. B. (2004), “Modeling multiple sources of state depen-
dence in random utility models of brand choice: A distributed
lag approach.” Marketing Science 23(2), 263–271.
A discrete choice model where the preference parameters are
allowed to vary as a function of past marketing actions using on
distributed lag speciﬁcations is developed. The empirical results
show that a structural state dependence formulation is the most
important source of source of state dependence.
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Simonson, I. (1989), “Choice based on reasons: The case of attrac-
tion and compromise eﬀects.” Journal of Consumer Research
16(Sept), 158–174.
Attraction (similarity) and compromise (favoring a middle
option) eﬀects are shown to be present in choice under various
forms of uncertainty: consequences in the future due to current
actions, and preferences in the future due to these consequences.
Steckel, J. H. and W. R. Vanhonacker (1988), “A heterogeneous condi-
tional logit model of choice.” Journal of Business and Economic
Statistics 6(July), 391–398.
Heterogeneous non-iid errors are used to avoid the IIA property
in a logit model.
Swait, J. and J. Louviere (1993), “The role of the scale parameter in the
estimation and comparison of multinomial logit models.” Jour-
nal of Marketing Research 30(August), 305–314.
The scale of the extreme value error distribution is shown to
aﬀect coeﬃcient estimates in the corresponding logit model.
Tests are proposed for studying the inﬂuence of the scaling
parameters across datasets and choice tasks.
Vilcassim, N. J. and D. Jain (1991), “Modeling purchase-timing and
brand-switching behavior incorporating explanatory variables
and unobserved heterogeneity.” Journal of Marketing Research
28(Feb), 29–41.
A semi-Markov process is used to model purchase timing and
brand choice. Brand choice is modeled using a ﬁnite discrete
state space, and the time between purchases is modeled with a
hazard function. The proposed model provides insights into the
dynamics of household purchase behavior.
Wagner, U. and A. Taudes (1986), “A multivariate polya model of
brand choice and purchase incidence.” Marketing Science 5(Sum-
mer), 219–244.
A Polya model of brand choice and purchase incidence is used
to relax the assumption that choice probabilities do not change
over time. The integrated stochastic model of purchase timing
and brand selection incorporates the inﬂuence of marketing mix
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variables, seasonality and trend, and also allows for various indi-
vidual choice mechanisms.
Wedel, M., W. A. Kamakura, W. S. DeSarbo, and F. T. Hofst-
ede (1995), “Implications for asymmetry, nonproportionality,
and heterogeneity in brand switching from piece-wise exponen-
tial mixture hazard models.” Journal of Marketing Research
32(Nov), 457–462.
Various behavioral eﬀects are modeled using a ﬂexible hazard
model.
Wedel, M. and R. Pieters (2000), “Eye ﬁxations on advertisements and
memory for brands: A model and ﬁndings.” Marketing Science
19(Fall), 297–312.
A binary probit type model is used to understand consumer
eye ﬁxations on print advertisements that lead to memory for
advertised brands. Used eye tracking data and found systematic
recency eﬀect and small primacy eﬀect.
Yang, S., G. M. Allenby, and G. Fennell (2002), “Modeling variation in
brand preference: The roles of objective environment and moti-
vating conditions.” Marketing Science 21(Winter), 14–31.
Aspects of the objective environment and motivating conditions
are incorporated into a choice model through hyper-parameters
in a random-eﬀects speciﬁcation. The results indicate that the
unit of analysis for choice behavior are a person-activity occa-
sion.
Yang, S. and G. M. Allenby (2003), “Modeling interdependent prefer-
ences.” Journal of Marketing Research 40, 282–294.
A Bayesian spatial autoregressive discrete choice model for
understanding the interdependence of preferences among indi-
vidual consumers is developed.
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