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摘要 
近年、自動車の運転が一般化するとともに高齢化や女性の社会進出の影響により、運転者の
属性が多様化し運転を苦手とするドライバーが自動車を運転する機会が増加している。そのため、
運転を補助する様々な運転支援技術が開発され、自動車に搭載されている。これらの運転支援
技術は、従来ドライバーが行っていた操作の一部を自動化するなどし、ドライバーの運転負荷を
低減するよう制御を行っているが、その制御アルゴリズムがドライバーの意図する運転行動と異
なっている場合などに、違和感や不快感を与えたり危険を感じさせるなど問題となっている。例え
ば、前車との車間距離を計測して衝突を防ぐための自動ブレーキシステムは、停止状態から発進
した前車に追従して発進する場合などに、前車との距離が近いと衝突の危険があると判断しブレ
ーキをかけてしまい、遅れなく追従して発進したいドライバーの意図に反してしまうことがある。ま
た、より多くの操作を自動化した自動運転車両の研究開発が行われているが、これらの車両の実
証実験において、他の手動運転のドライバーの運転行動を予測できずに事故を起こすなどの問
題も発生している。 
そこで本研究では、ドライバーの運転意図及び意思決定過程のモデル化手法を提案する。人
の意思決定モデルを用いることで、ドライバーの意図と運転支援システムや自動運転システムの
制御のずれを防ぎ、違和感や不快感を感じさせることのない、より安全で快適な自動車の実現す
ることができる。 
主な運転意図モデル化手法としては、前方注視点モデルなど数学モデルを用いる方法、ディ
ープニューラルネットなどを用いた教師あり学習による方法、強化学習モデルを用いた方法など
がある。数学モデルを用いる方法では、事前にドライバーの運転行動を十分に観測し、重回帰分
析などにより各種パラメータを調整してモデルを設計する。長年この手法によるモデル化が試みら
れており、様々なモデルと理論が提案されている。しかし、この手法ではモデル化の対象とした運
転シーンに対してのみ適用可能なモデルとなるため、シーンごとに異なるモデルを構築する必要
がある。また、多数の他者が関連する複雑な運転シーンではパラメータが多く設計が難しいという
 
 
問題点がある。教師あり学習によるドライバーモデル構築においては、実際の運転行動を教師デ
ータとして学習を行うことで、ヒトと同様の運転行動を再現させることができる。しかし、周囲環境な
どの入力と出力としての行動の関係は良く一致するが、行動選択の過程は自律的に構築されて
しまうため、意思決定過程がどのようなものであるかを解析することができない。本研究では、ヒト
が脳内で行っている情報処理及び行動選択の特性に基づいた脳の行動学習の過程をモデル化
した、強化学習モデルを提案する。この手法では、ヒトの脳の構造及び脳神経の働きに基づいた
モデルを作成することができ、学習結果がよく人の行動と一致していれば、学習後の状態空間と
価値関数を用いてヒトがどのような認知判断に基づいて運転行動を行っているかを解析すること
ができる。 
第 2 章では、脳モデルに基づくドライバーモデルを構築するにあたり、人の意思決定過程と脳
内で起きている神経活動について整理し、自動車の運転における意思決定のモデルを構築する。
まず、人の運転行動における意思決定過程を、PLAN、TASK、MANEUVER の 3 つのレベルの階
層で構成する。もっとも上位の意思決定では、目的地までのルートやそれに伴い走行する車線な
ど、直接視認できない遠方の行動計画を行う。これを PLAN レベルの意思決定と呼ぶ。次に、走
行中の周囲状況に合わせて追従走行や追い越し、車線変更などの運転タスクを選択する。これを
TASK レベルの意思決定と呼ぶ。最後に、選択した運転タスクを実行するために、車両の挙動や
操作フィードバックを受けて挙動をコントロールする。これを MANEUVER レベルの意思決定と呼
ぶ。それぞれの意思決定のレベルにおいて、ドライバーの脳内において行われている情報処理過
程について整理すると、PLAN レベルでは、周辺の状況に依らず遠方の情報やこれまでの記憶を
基に走行ルートを選定しており、大脳新皮質に蓄積された情報を前頭前野で整理統合し、海馬を
通して記憶として再び大脳新皮質に格納していると考えられる。TASK レベルでは、周辺状況に基
づいて運転行動を選択するため、視覚野などの感覚野からの情報を前頭前野で整理統合し、
PLAN レベルの意思に沿う範囲で最適な行動を選択し、大脳基底核に運動セットとして格納する。
MANEUVER レベルでは、選択された運動セットを実行するため、感覚野からの情報に基づき運動
野において身体の制御を行う。このように、それぞれの意思決定のレベルによって使用している
脳部位が異なることから、脳部位に対応するモデルを定義することで、各レベルに適した意思決
定モデルを構築する。 
第 3 章では、MANEUVER レベルの意思決定過程を脳モデルに基づき再現し、ドライバーの運
転行動を再現するために脳モデルを用いることの妥当性を検証した。一般に、生物の脳内におけ
る意思決定においては、報酬系に基づく状態と行動のセットの学習によって認知状態空間内の価
値関数を学習し、その価値関数に基づき意思決定を行うモデルが提案されている。本研究におい
ても、実際のドライバーへの聞き取り調査から運転時の報酬を設定し、学習モデルとして状態空
間及び出力を連続空間としてとして定義できる Value-Gradient 法を採用した。学習における将来
の価値を予測するパラメータとして予測時間として、脳の運動野に実際の行動開始の０．８～２秒
前に行動準備電位が観測されることと、これまでの運転行動解析研究の知見から予測時間を１．
２秒とした。この強化学習モデルと車両特性を模擬した運転学習シミュレーションモデルを作成し、
計算機上でコースの走行を学習させた。この結果、車両特性の違いによるドライバーの運転習熟
過程の変化を良く再現することができた。また、実在する車両の特性を再現したシミュレーション
実験において、モデル内のドーパミンの分泌量と実車の「運転する楽しさ」の評価点が良く相関す
ることが確認できた。これにより、人の脳活動をモデル化した強化学習モデルによって、ドライバ
ーの意思決定を再現可能であることが示された。 
第 4 章では、TASK レベルの意思決定過程のモデルを構築する。TASK レベルの意思決定で
は、前頭葉で情報処理を行い実行する運転タスクを大脳基底核に出力することから、強化学習系
として大脳基底核の機能をもっともよく表すことができる Actor-Critic 法を採用した。また、緊急性
を要しない行動の意思決定において、行動開始の約７秒から１０秒前に前頭葉の活動が収束し運
動野に活性が遷移することが知られており、提案モデルにおける予測時間を８秒と設定した。この
学習モデルを用いて、TASK レベルの意思決定課題として、高速道路における車線変更の意思決
定を学習させた。高速道路における車線変更には、出口に向かうなど進路を変更するための車
 
 
線変更と、前車を追い越すために行う車線変更がある。ヒトの意思決定過程において、前者は
PLAN レベルの意思決定に基づくことから、他の TASK レベルの行動よりも優先して意思決定が
行われる。そこで、意思決定の学習を２段階にわけ、より優先順位が高いと考えられる出口車線
に向かうための車線変更を先に学習し、この意思決定が十分適切に行えるようになったのち、追
い越しについての意思決定の学習を行った。その結果、提案したモデルによって２つの車線変更
の意思決定が適切に行えることを確認した。 
第５章では、学習に用いる状態空間について、運転者の認知特性に基づき他車に対する相対
位置の次元を対数次元とすることで、強化学習モデルがより実際の人間に近い意思決定過程を
実現できることを示す。ヒトの空間認知において、他車との距離及び相対速度の認識は、視界内
における他車のしめる面積とその変化量によって感じ取っていることが知られている。また、ヴェ
ーバー・フェヒナーの法則より、変化量への感度はその変化率によることが知られており、強化学
習モデルの学習空間の距離及び相対速度の次元を対数次元とすることで、これらのヒトの感覚特
性を提案モデル内に表現した。これにより、被験者を用いた高速道路走行実験によって得られた
実車における車線変更意思決定タイミングに対し、提案モデルによる車線変更意思決定のタイミ
ングが良く一致し、特に経験豊富なドライバーとの比較では大よそ９４％の確率で±１秒の範囲で
一致した。 
これらの結果から、ヒトの脳内における情報処理及び制御過程に応じて適切なモデルを用いる
ことで、車両の運転における意思決定を良く再現できることを示した。つまり、提案したモデルを用
い学習結果の価値関数と報酬関数及び状態空間に対する解析によって、実際のドライバーが意
思決定を行う上で重要な項目について解析することができると言える。今後の研究で、より多くの
場面に対応する意思決定モデルを構築し、ドライバーの意思決定パラメータを明らかにしていく。 
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ܪ௠ 認知モデル伝達関数 
ܩ′௔ 人の内部環境モデル伝達関数 
ܩ′௠ 人の内部機械モデル伝達関数 
ܩ′௕ 人の内部身体モデル伝達関数 
ܪ′௠ 人の内部認知モデル伝達関数 
IC インターチェンジ 
fNIRS functional Near Infra-Red Spectroscopic topography 
TD 学習 Temporal Difference 学習 
ܸ, ܸሺݔሻ 価値関数 
ܸ∗ 次の状態における価値の予測値 
෠ܸ  次の状態における実際の価値 
ݐ 任意の時刻 
ݔ, ݔሺݐሻ 学習時のエージェントの状態 
ݎሺݔሻ 状態 x においてエージェントが受け取る報酬 
ݑሺݐሻ 時刻 t においてエージェントが選択する行動 
௛ܶ 操舵トルク 
ߪ݊ሺݐሻ 行動のランダム性ノイズ 
ߠ௛ 操舵角 
∆ ௣ܻ 前方注視点誤差 
ܩ௟௔௧ 横加速度 
ߛሶ  ヨーレート 
w 近似パラメータ 
δሺݐሻ TD 誤差 
eሺݐሻ Eligibility trace 
τ 予測時間 
ߟ 学習率 
∆ ௖ܻ 軌跡誤差 
ܭ௖ 報酬の軌跡誤差に対するゲイン 
ܭ௚ 報酬の横加加速度に対するゲイン 
ܭ௧௛ 報酬の操舵角速度に対するゲイン 
ܯ௩ 平面二輪モデルにおける車両重量 
ܫ௩ 平面二輪モデルにおける車両重心点回りのイナーシャ 
 
 
ܮ௙ 平面二輪モデルにおける車両重心から前輪までの距離 
ܮ௥ 平面二輪モデルにおける車両重心から後輪までの距離 
ܨ௬௙ 平面二輪モデルにおける前輪横力 
ܨ௬௥ 平面二輪モデルにおける後輪横力 
ܭ௙, ܭ௥ 平面二輪モデルにおける定数項 
ߙ௙ 平面二輪モデルにおける前輪スリップ角 
ߙ௥ 平面二輪モデルにおける後輪スリップ角 
ܭௌ்ோீ 平面二輪モデルにおける操舵角比 
߱ℎ 平面二輪モデルにおけるステアリング共振周波数 
ߞℎ 平面二輪モデルにおけるステアリング減衰比 
THW Time Head Way 
TTC Time To Collision 
ݒ௧ 対象とする他車の速度 
݀௧ 対象とする他車までの距離 
ݏ௡ 状態 n 
ܽ௡௠ 状態 n から m へ遷移する行動 
ܭ௩ 報酬の目標速度に対する誤差のゲイン 
ܭௗ 報酬の他車との衝突リスクに対するゲイン 
ܭ௦ 報酬の車線変更行動のコストに対するゲイン 
value_c 中央車線の価値 
value_l 左車線の価値 
value_r 右車線の価値 
GPS Global Positioning System 
TPR True Positive Rate 適合率 
ACR Accuracy 正答率 
TP True Positive  
TN True Negative 
FP False Positive 
FN False Negative 
ܽ 先行車の幅 
ݔ଴ 仮想平面までの距離 
ܨ 仮想平面上における先行車の面積 
ܧ 先行車との車間距離に対する人の感度特性 
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第1章  
序論 
 研究背景 
近年、自動車の運転支援システムが広く普及し、また自動運転機能の研究開発が進められて
いる。本研究は、これらのシステムの挙動が人にとって違和感なく受け入れられるものとなるよう、
ヒトの運転時の意思決定過程をモデル化し、ヒトと同様の認知判断を行うことができる意思決定モ
デルを構築することを目的とする。 
自動車の普及に伴い運転することが一般化するとともに、高齢化や女性の社会進出の影響に
より、運転者の属性が多様化し、いわゆる職業ドライバーではない運転を苦手とするドライバーが
自動車を運転する機会が増加している。警察庁の運転免許統計によれば、1983 年の日本国内に
おける普通免許保有者中の女性比率は 32.8%であったのに対し、2015 年では同 44.8%と 12 ポイン
ト増加している[1]。また、内閣府発行の交通白書によれば、2016 年末時点で 75 歳以上の運転免
許保有者数は 513 万人に達している[2]。そのため、運転が苦手なドライバーや高齢化により運転
動作に不安があるドライバーの運転を補助する様々な運転支援技術が開発され、日本政府はこ
れらの運転支援技術の普及促進活動に取り組んでおり、2016 年時点でも広く普及が進んでいる。
国土交通省の統計によれば、平成 28 年（2016 年）登録の新車において、前方の車両との衝突を
予測して自動でブレーキをかける自動ブレーキ装置は 66.2%の車両に搭載されており、また、高速
道路等において速度や前走車との車間距離を自動制御するアダプティブ・クルーズ・コントロール
（ACC）は同 37.8%の車両に搭載されている[3]。これらの運転支援技術は、自動運転技術の一部
としても位置づけられており、2020 年以降の実用化に向けてドライバーが直接運転に関与せずと
も走行可能な自動運転車両の研究開発が進められている[4]。 
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図 1.1 高齢ドライバー比率の増加 （警察庁調べ） 
 
図 1.2 運転支援技術の新車搭載率 （国交省調べ） 
これらの運転支援技術は、従来ドライバーが行っていた操作の一部を自動化するなどし、ドラ
イバーの運転負荷を低減するよう制御を行っているが、その制御アルゴリズムがドライバーの意
図する運転行動と異なっている場合などに、違和感や不快感を与えたり危険を感じさせるなど問
題となっている。例えば、前車との車間距離を計測して衝突を防ぐための自動ブレーキシステム
は、停止状態から発進した前車に追従して発進する場合などに、前車との距離が近いと衝突の危
険があると判断しブレーキをかけてしまい、遅れなく追従して発進したいドライバーの意図に反し
てしまうことがある。国民生活センターの 2017 年の調べ[5]によれば、運転支援技術の予期しない
想定外の作動を経験したユーザーは 24.6%にのぼり、そのコメントからドライバーとの意図の相違
が大きな問題であることが分かる。 
(万人) 
(%) 
(年) 
(年) 
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図 1.3 運転支援技術の想定外動作 
また、より多くの操作を自動化した自動運転車両の研究開発が行われているが、これらの車
両の実証実験において、他の手動運転の車の動きや、他車ドライバーの運転行動を予測できず
に事故を起こすなどの問題も発生している 2017 年 11 月にアメリカの Las Vegas で起きた無人シ
ャトルバスの実証実験における事故では、自動運転のバスの前方を走るトレーラーが駐車場に入
るため、一旦停止後後退しながら切り替えしを行おうとしたところ、自動運転バスはトレーラー後方
で一旦停止したものの、トレーラー後退してくることを予見できずに停止状態を維持してしまい、ト
レーラーと接触してしまった。これは、自動運転バスのシステムが、他車が駐車するために後退す
る行動が起きうることを予測できなかったという点で、他車のドライバーの意図理解ができなかっ
た問題であると言える。 
 研究目的 
本研究は、ドライバーにとって自然で受け入れやすい運転支援技術を実現するために、ドラ
イバーの運転意思決定をよく再現するドライバーモデルを構築することを目的とする。また、ドラ
イバーがどのような基準により運転意思決定を行っているかを解析できるようにするため、運転
時の意思決定の過程も再現可能なモデルを構築する。モデル化に際しては、これまでの知られ
4 
 
ている人間工学、認知科学、運転行動解析などの自動車運転に関する研究の成果に照らしな
がら、脳科学や脳神経科学の知見から人の本来持っている認知判断の原理に基づいた意思
決定過程モデルを構築することで、再現性を向上するのみでなく、その意思決定過程も再現す
ることを目指す。 
これにより、構築した意思決定モデルを用いることで、運転支援システムや自動運転システ
ムがドライバーの意図を予測することができ、ドライバーの意図に合わせた運転支援を行うこと
ができるため、車両の動作がより自然になるだけでなく、意思決定そのものを支援する運転意
思決定支援技術の開発の一助になることができる。 
1.2.1 ヒトのモデル化手法 
これまで、自動車の制御システムについての研究において、ドライバーをモデル化する試みが
広く行われている。自動車は、機械として人を乗せて走るものであるが、その操作の大半はドライ
バーによるものであり、そこに人の特性が介在しているため、機械の特性のみを考慮した制御モ
デルでは自動車全体のシステムを細かく制御することが困難である。 
そこで、従来より人をモデル化し車両と一体のシステムとして制御する手法が考案されている。
操舵システムの制御モデルでは、人の筋骨格モデルを構築し、ハンドルを握っている人体の粘弾
性や動作特性に基づき、ハンドルから前輪までの操舵系の特性を最適化する手法が考案されて
おり[6]、また表示系や車両動特性においては人の認知特性に基づいて表示や動作の応答速度
を設定している。 
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図 1.4 人腕粘弾性を考慮した操舵系モデルの例 
これらのヒトのモデルは人体の機械的特性や生理的特性に基づいており、人間工学や解剖学、
認知科学などの手法を用いることで明らかにされてきた。しかし、人が自動車を運転するうえで、
どのような運転のための意思決定を行っているかも重要な要素であり、脳内で行われている意思
決定のモデル化も必要とされている。 
1.2.2 ドライバーモデルと課題 
既存の研究において、運転意図のモデル化を目指し様々なドライバーモデルが考案されてい
る。ドライバーモデルとは、環境情報や車両の状態を入力とし、運転操作もしくは目標車両挙動を
出力とする計算モデルのことである。ドライバーモデルを構築する目的は、運転支援技術の制御
手法を構築する以外にも、自動運転技術における意思決定モデルへの適用や、都市工学などに
おける交通流の解析などがある。以下に、現在研究されている主なドライバーモデルの構築手法
について紹介する。 
1.2.2.a 数学モデル 
最も多く取り組まれているのは、前方注視点モデルなど数学モデルを用いる手法である。この
手法では、事前にドライバーの運転行動を十分に観測し、各種パラメータを用いてモデルを設計
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する。長年この手法によるモデル化が試みられており、様々なモデルと理論が提案されている。よ
く知られているのは、安部らが提案している前方注視点誤差による伝達関数を用いたモデルであ
る[7]。このモデルでは、人が何らかの目標に対して車両を制御しているという前提から、ドライバ
ーの視界内のある一点における目標軌跡との誤差量を基に、伝達関数により操舵入力量を算出
するものである。実際の操舵履歴をもとに、伝達関数の各要素の次元及び各パラメータを調整す
ることで、道路など目標とする軌跡が明確である場面における操舵行動を再現できることが知ら
れている。 
 
図 1.5 人間-機械系伝達関数モデルの例 
しかし、こういった伝達関数モデルはモデル化の対象とした運転シーンに対してのみ適用可能
なモデルとなるため、シーンごとに異なるモデルを構築する必要がある。また、多数の他者が関連
する複雑な運転シーンではパラメータが多く設計が難しいという問題点がある。 
1.2.2.b 教師あり学習モデル 
近年、ディープニューラルネットなどを用いた教師あり学習による手法が多く見られる[8][9]。教
師あり学習によるドライバーモデル構築においては、実際の運転行動を教師データとして学習を
行うことで、ヒトと同様の行動を再現させることができる。計算機の高性能化により、多くの教師デ
ータを扱い、かつ多層構造のディープニューラルネットに対する学習が現実的な時間で完了でき
るようになったため、近年特に注目を集めている。 
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図 1.6 ニューラルネットによる学習手法の概念 
しかし、この手法においては学習した行動選択のモデルは複雑なニューロンの結合で表され、
各ニューロンが持つ意味は学習によって自律的に確立されているため、その入出力の因果関係
を知ることができない。その為、自動車など製品安全保障が重要となる機器の制御モデルとして
直接採用することが難しく、製品開発には向かないという問題点がある。また、学習結果として周
囲環境などの入力と選択する行動の出力の関係は良く一致するが、行動選択の過程は自律構築
されたニューラルネットの構造に依存するため、その意思決定過程の構造が解析できず、人がど
のような意思決定を行っているか知る目的には向かない。 
1.2.2.c 強化学習モデル 
強化学習モデルは、得られる報酬予測に基づき行動選択を行い、またその行動の結果として
得られた報酬を基に予測式を更新する機械学習モデルである。その学習過程は、人を含む動物
の行動選択及び学習の過程をモデル化したものであり、運転行動についても同様の行動選択が
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行われていると考えることができる。 
また、より生物の意思決定過程の再現性を高めるため、脳における神経活動や脳内分泌物の
状態を数式に組み込んだ強化学習モデルが提案されている[10]。このモデルでは、強化学習アル
ゴリズムに各脳内分泌物の働きに対応した変数を設定し、それらのパラメータを調整することで生
物の行動学習過程をよく再現することが示されている。 
 
そこで本研究では、ヒトが脳内で行っている情報処理及び行動選択の特性に基づいた脳の行
動学習をモデルとして用いた、強化学習モデルを提案する。この手法では、ヒトの脳の構造及び
脳神経の働きに基づいたモデルを作成することができることから、学習結果がよく人の行動と一
致していれば、学習後の状態空間と価値関数を用いてヒトがどのような認知判断に基づいて運転
行動を行っているかを解析することができると考えられる。
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第2章  
運転時の意思決定モデル 
 2 章の目的 
本章では、ドライバーの運転時の意思決定がどのように行われているかについて調査し、モデ
ルを構築するための基礎理論を構築する。ドライバーの意思決定モデルを構築するために、運転
時の意思決定の構造を整理する必要がある。自動車を運転する際、人は様々な情報や状況に応
じて自動車を制御しており、運転全体をモデル化するためには単一の意思決定モデルでは十分
ではないことが予測される。また、強化学習モデルによって運転意思決定を再現するため、ドライ
バーが運転時にどのように脳を使用しているのかを整理し、その脳部位に合わせた強化学習モ
デルの構築が必要となる。 
そこで、まず運転時の意思決定構造について、既存の運転行動解析やドライバーモデル研究に
基づき整理を行う。次に、ここで整理した意思決定構造に対し、人が脳内で行っている情報処理
方法について整理し、それに適した強化学習モデルの提案を行う。 
 自動車運転時の意思決定構造 
自動車運転に限らず、人は様々な意思決定を行っており、多くの人の意思決定モデルが考案さ
れている。そのほとんどにおいて、人は大局的な視点で大まかな目標を決め、個別の事情や状態
に合わせた戦略を選択し、目の前にある課題に対して行動するという、階層的な意思決定を行っ
ているとされている。自動車の運転においても同様の過程を取っていると考えられることから、次
の意思決定モデルを提案する。 
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2.2.1 階層的意思決定 
自動車運転時の意思決定では、まず現在地から目的地までの大まかなルートを決め、次にル
ート上の交差点などでの右左折のための車線のプランを決める。これを PLAN レベルの意思決定
と定義する。通るべきルートが決まると、周辺の環境を観察し次にとるべき行動を選択する。ここ
でいう行動とは、右折・左折・直進・停止・発進・車線変更など、一連の操作の組み合わせで実行
する行動の塊の事を示す。これを TASK レベルの意思決定と定義する。そして、取るべき行動が
決まったのち、実行のための車両運動制御を行う。その際、周囲環境に加え車両の状態を観察し、
ハンドル・アクセル・ブレーキなどによる操作を行っており、これを MANEUVER レベルの意思決定
と定義する。図 2.1 にこの 3 つの意思決定レベルの定義を図示する。 
 
図 2.1 運転時の 3 つの意思決定レベル 
それぞれの意思決定レベルでは、入力となる情報、情報の処理過程、出力となる意思決定の構
造が異なることから、人は脳内において異なる過程を持って意思決定を行っていると考えることが
できる。 
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2.2.2 PLAN レベルの意思決定 
ドライバーは、PLAN レベルの意思決定において、過去の経験や事前に得た情報に基づき、出
発地点から目的地点までのルートを決定する。例えば、どの道を走りどの交差点で曲がり、高速
道路などを利用するか否か、利用する場合はどの IC で高速道路に入り、どこの IC で出るかなど
である。これを Route Plan と呼ぶこととする。また、ルートを決定した後、交差点での右左折や進
行方向選択、高速道路出口に出るためなど、各ポイントで取るべき走行レーンを決定するが、こ
れを Lane Plan と呼ぶこととする。 
実際の運転においては、当初決定したルートを変更しない場合が多いと考えられるが、状況に
よってルートを変更する場合などもあるため、これらの意思決定は随時行われていると考えられる。
また、PLAN レベルの意思決定の特徴として、決定した Route Plan や Lane Plan は即時実行する
ものではなく、将来その場面に遭遇した際に採用する方針を事前に決定しておくものであり、実行
までの時間が不確定であることが挙げられる。 
これらの PLAN レベルの意思決定は、過去の経験によって決定されるため個人間の違いが大き
いこと、意思決定から実行までの時間が非常に長いこと、意思決定の内容が非常に多岐にわた
ることから、モデル化には適さないと考え、本研究の対象からは除外する。 
2.2.3 TASK レベルの意思決定 
次に、TASL レベルの意思決定において、ドライバーは現在の状況や PLAN レベルで決定した意
思を基に、次に実行すべきタスクの選択と実行の意思決定を行う。選択するタスクとしては、これ
までの運転行動解析研究から、「目標速度での直進」「先行車追従」「右左折」「車線変更」「停止」
「後退」の 6 つを基本タスクとする。各タスクには、速度や車間距離、車線内での横位置、車両の
向きなど複数の制御目標が含まれており、ドライバーはそれらを複合的に制御している。これまで
のドライバー属性研究によって、初心者ドライバーは各制御目標を一つずつ個別に制御しており、
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習熟によって複数の制御を複合した行動セットを習得していくことが解っている。 
運転行動としては、その他に駐車行動などがあるが、本研究においては道路走行中の意思決
定として 6 つの基本タスクを採用し、TASK レベルの意思決定によってそのいずれかを選択するも
のとしてモデル構築を行う。 
2.2.4 MANEUVER レベルの意思決定 
ドライバーは最終的に、MANEUVER レベルの意思決定において、TASK レベルで選択した運転
タスクを実行するため、周囲状況を認識して目標軌跡及び速度を設定し、その目標に合うよう車
両挙動を制御する。その際、車両の状態量をフィードバック項として受け、一種のフィードバック制
御を行っていることが解っている。MANEUVER レベルの車両挙動制御については、伝達関数モデ
ルによるドライバーモデルが多数提案されている。これらのモデルは、個別の運転シーンにおけ
る物理量に対する運転操作の特性を表すように、重回帰分析などを用いてドライバーの運転行動
を解析した結果を基に設計されている。その運転行動解析研究の結果として、一般的なドライバ
ーの通常の運転シーンにおける運転操作では、車両の横 G、ヨーレート、操舵反力、前方注視点
誤差などの物理量に基づき、車両を目標軌跡及び目標速度に沿うように走行させることが示され
ている。 
しかし、実際のヒトはこれらの物理量を直接的に絶対値として認識しておらず、また複合的な判
断を行っていると考えらえる。そこで、本研究では、人が車両挙動を感じる特性及びその制御出力
の決定原理に基づき、車両挙動制御のモデルを構築する。 
 運転時の脳の働き 
ドライバーは、運転意思決定において脳の様々な部位を使っている。運転行動を認知、判断、行
動の 3 段階に分けると、認知においては視覚、聴覚や体性感覚などの感覚情報を受け取り、前頭
前野においてその意味の解釈や状況理解などの処理を行っている。判断の段階においては、得
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られた情報と過去の経験などを統合し、自分が取るべき運転行動を導き出す。行動の段階では、
導き出された運転行動を正しく実行するため、現在の状態をフィードバックとして身体及び車両運
動の制御を行う。以下に、脳神経科学の知見[11]に基づきこれらの過程に関連する主な脳部位
の働きについてまとめ、3 つの意思決定レベルにおける脳の働きについて考察する。 
2.3.1.a 視覚野・体性感覚野 
視覚野や体性感覚野では、視覚及び身体からの刺激を受け、周囲の環境及び自身の体の動き
など状態を認識している。この領域では、認識した状態量に対して意味づけは行っておらず、状態
の物理的な大小や強弱についての情報のみを認識する。自動車の運転においては、周囲の情報
は主に視覚情報に基づき、また車両状態は視覚情報に加えて体に受ける加速度や体勢感覚など
によって理解していると考えられる。 
2.3.1.b 前頭前野 
前頭前野は、認知・実行機能と情動・動機づけ機能を担っている部位であり、大脳皮質から取り
出した記憶や感覚野から入力された現在の状態を理解するための情報処理を行い、高度な意思
決定過程の中枢を担っていると考えられている。自動車の運転においては、周囲環境の理解及
び過去の経験に基づく行動選択を行っていると考えられる。 
2.3.1.c 大脳皮質 
大脳皮質は、過去の経験などの記憶を蓄えており、海馬において処理された重要度の高い記
憶を貯蔵している。また状態と報酬の関係なども記憶している。自動車の運転においては、過去
の運転経験や長期的な運転目標などを記憶していると考えられる。 
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2.3.1.d 海馬 
海馬は、記憶を蓄積及び空間学習能力に関連しており、短期記憶から長期記憶への転写を担
っている。自動車の運転においては、一時的な行動実行のための情報と、長期的に蓄えるべき長
期目標及び経験の制御を行っていると考えられる。 
2.3.1.e 大脳基底核 
大脳基底核は、運動調節、認知機能、感情、動機づけや学習などの機能をつかさどっており、
特に随意運動の実行に重要な役割を果たしているとされている。自動車の運転においては、前頭
前野で選択された行動に対し、操作を行うための運動を制御していると考えられる。 
2.3.1.f  一次運動野 
一次運動野では、身体の運動調整と、その動きの最適化を行っているとされている。自動車の
運転においては、ステアリングやアクセル・ブレーキペダルの操作のための身体運動の制御を行
っていると考えられる。 
2.3.2 意思決定レベルと脳の働き 
それぞれの意思決定のレベルにおいて、ドライバーの脳内において行われている情報処理過
程について整理すると、PLAN レベルにおいては、周辺の状況に依らず遠方の情報やこれまでの
記憶を基に走行ルートを選定しており、大脳新皮質に蓄積された情報を前頭前野で整理統合し、
海馬を通して記憶として再び大脳新皮質に格納していると考えられる。TASK レベルにおいては、
周辺状況に基づいて運転行動を選択するため、視覚野をはじめとする感覚野からの情報を前頭
前野で整理統合し、PLAN レベルの意図に沿う範囲で選択可能な行動から最適な行動を選択し、
大脳基底核に運動セットとして格納すると考えられる。最後に、MANEUVERレベルにおいて、選択
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された運動セットを確実に実行するため、感覚野からの情報に基づき運動野において身体の制御
を行う。このように、それぞれの意思決定のレベルによって使用している脳部位が異なると考えら
れることから、脳部位に対応する行動選択モデルを定義することで、各レベルの意思決定過程に
適した意思決定モデルを構築する。 
表 2.1 意思決定レベルと脳の使用部位 
 入力 情報処理 出力 
PLAN 大脳皮質 前頭前野 大脳皮質 
TASK 大脳皮質・感覚野 前頭前野 大脳基底核 
MANEUVER 大脳基底核・感覚野 運動野 小脳 
 
 
図 2.2 意思決定と脳の働き 
2.3.3 脳使用部位と学習モデル 
銅谷らの研究[12]において、脳の部位に応じて適した学習モデルの提案が行われている。大脳
皮質に対しては、状態量のフィードバックなしに意思決定を行う事から教師なし学習モデルが適し
ているとされ、大脳基底核に対しては状態量に対して行動選択を行うことから強化学習モデル、
身体運動制御の内筋肉の動作順などを制御している小脳においては、動作目標と結果から最適
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動作を獲得することから教師あり学習がそれぞれ適しているとされている。 
 
図 2.3 脳部位と学習モデル 
先に定義した運転の 3 つの意思決定レベルに対して整理すると、PLAN レベルの意思決定は大
脳皮質を主に使う事から教師なし学習によるモデル化が可能であると考えられる。TASK レベル
は、大脳基底核への行動セットを出力することから、強化学習にあるモデル化が適している。
MANEUVER レベルについては、運動制御に関する意思決定としているが、身体の細かな動きの
制御手法の獲得ではなく、車両の状態に基づき大脳基底核で選択されている行動セットを実行す
るとしていることから、教師あり学習ではなく TASK レベルと同様に強化学習モデルが適している
と考えらえる。 
本研究の目的として、意思決定の過程を可視化できるモデルを作成するためには強化学習が
適しているとしたが、脳の働きからも TASK 及び MANEUVER レベルの意思決定に対しては強化
学習モデルが適していることが分かった。 
 将来予測時間 
ヒトが自動車を運転する場合、将来の状態を予測して操作を行っていると考えられる。そこで、
人がどれだけ未来の状態までを予測しているかが焦点となるが、これまでの運転行動解析研究
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やドライバーモデル研究において、車両挙動制御には大よそ 1～1.2 秒程度未来の状態までの予
測を行っていると言われており、前方注視点誤差モデルなどにおける前方注視点は、この時間に
その時点での車速をかけた距離にあるとすると、よく人の運転行動を表すことが示されている。こ
れらの知見は実験的に得られた結果であるが、本研究においては各意思決定レベルにおける将
来予測時間を、脳の働きから考察する。 
2.4.1 運動準備電位 
リベットらの研究によれば[13]、脳の運動野において実際の行動開始の 0.8～2 秒前に行動準備
電位が観測されることが知られている。これは、被験者にタイマーを見ながら任意のタイミングで
手を動かすように指示し、その際の脳波と動作の意思決定を行った時刻を記録する実験において、
動作が開始するよりも前に運動野に行動準備電位が現れることを観測したものである。この実験
において、動作の意思決定を行ったと被験者が報告した時刻は動作の開始よりも約 0.5 秒前であ
り、行動準備電位の観測が先行していることが取り上げられ、人が意思決定するよりも前に脳内
で行動の制御が始まっていることが注目された。しかしながら、これは被験者が自身が意思決定
をしたと認識するのは、その意思決定の内容を文脈として解釈した後となることから、意思決定自
体は行動準備電位の発生より先行して行われており、認識のみが遅れていると考えることができ
る。なお、Schultze-Kraft らの研究([14])により、行動準備電位が観測されたのちも、行動開始の
0.2 秒前までは状況によって行動の中断などの意思変更を行えることが示されており、緊急時など
の行動中断は可能である。 
Gheorghe らの研究[15]によって、自動車の運転行動においても行動準備電位が観測出来ること
がわかっており、そのことからその時点で実行することが決定した行動セットから MANEUVER レ
ベルの動作の意思決定を行うタイミングは、実際の運転行動の開始に対して 0.8 秒程度先行して
いると考えることができ、この時間以降を MANEUVER レベルの意思決定時間とし、TASK レベル
の意思決定はそれに先行していると考えられる。 
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2.4.2 状態によらない行動意思決定 
CS. Soon らの研究[16]によれば、周囲環境の変化に影響されない意思決定に際して、行動開始
の 7～10 秒前に前頭前野から運動野に活動が遷移することが観測されている。これは、被験者に
任意のタイミングで左右どちらかの手を挙げるよう指示して、その際の脳波を計測する実験によっ
て示されている。実際の動作の開始に先立ち、前頭前野において左右どちらの手を挙げるかの
行動選択が行われており、その活動が 10～7 秒前に収束し続いて運動野に活動が現れることが
観測されている。また、前頭前野の活動状態から、左右どちらの手を選択したかを予測することも
可能である。これは、周囲環境からのフィードバックによらない行動選択は、実際の動作の 10～7
秒前に既に行われていることを示している。 
運転時の意思決定においては、PLAN レベルで決定したルートなどから行動を選択する過程は、
行動実行の 10～7 秒前にはすでに行われていると考えることができ、それに続き周囲環境に対応
して行動選択を行う TASK レベルの意思決定を行っていると仮定することができる。また、これま
での運転行動解析の研究から、ドライバーが交差点での一時停止を行う場合などに、交差点まで
の到達時間が 5～7 秒前となったところから減速を開始することが分かっており、これと矛盾しな
い。 
2.4.3 意思決定レベルと予測時間 
これらの脳活動の特性に基づき、それぞれの意思決定レベルにおける学習モデルの予測時間
を設定する。運転行動の開始タイミングを起点とし、そこから 10～7 秒以上前を PLAN レベルの意
思決定時間、10～7 秒前から 2～0.8 秒前までを TASK レベルの意思決定時間、それ以降を
MANEUVER レベルの意思決定時間とする。強化学習モデルのパラメータである予測時間につい
ては、TASK レベルについては 8 秒とし、MANEUVER レベルは 1.2 秒と設定することとした。 
19 
 
 
図 2.4 意思決定時間 
 2 章の考察とまとめ 
自動車運転時のヒトの意思決定過程について、その意思決定構造の違いから 3 つのレベルに
階層化し分類した。それぞれの意思決定レベルに対し、意思決定の内容から脳の使用部位につ
いて整理し、3 つのレベルにおいて脳の使用部位も大きく異なることを示した。また、それぞれの
脳部位の特性と、既存のヒトの意思決定の際の脳活動に関する研究から、運転行動の実行に先
立つ意思決定時間について、仮説を立案した。 
これまでに提案されてきた前方注視点モデルにおいては、前方注視点距離が車速に応じて変
化することが示されているが、この距離を車速で割った時間距離を 1.2 秒程度とすることで、ドライ
バーの操舵行動をよく表すことができることが知られている[7]。また、先行車追従に関する研究
において、一般のドライバーは先行車との車間時間距離を約 1.0～2.0 秒の間で維持することが知
られている[17]。これは、MANEUVER レベルの意思決定時間と良く一致しており、この仮説の妥当
性を示している。 
また、ACC などの先行車追従装置の開発において、一般のドライバーが単独で速度目標に対
する制御を行っている状態から、先行車を発見して追従制御に切り替わる挙動を解析した結果、
先行車までの距離を速度で割った相対時間距離が約 7 秒を切ると、速度制御から車間距離制御
に切替る挙動が観測されることが知られている[18]。これは、TASK レベルの意思決定時間の上
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限と良く一致し、これも本研究の意思決定モデルの仮説の妥当性を示すものである。 
3 章で MANEUVER レベルの意思決定モデル、4 から 5 章で TASK レベルの意思決定モデルを
構築していくが、PLAN レベルについては、意思決定の対象が目的地・経由地など広範囲にわた
ること、時間範囲が確定しないこと、ドライバーの経験・記憶・嗜好に依存することなどから、一律
のモデルとして構築することが難しいと考えられることから、本研究におけるモデル化の対象から
は除外することとする。 
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第3章  
車両運動制御習熟モデル 
 3 章の目的 
本章においては、ドライバーが車両運動を制御するための、MANEUVER レベルの意思決定
についてモデル化する。既存研究において、数理モデルを用いた MANEUVER レベルのドライ
バーモデルが数多く提案されている。しかし、それらのモデルではドライバーの運転習熟過程や
実際の運転意思決定における脳内の状態の再現性などは考慮されていないため、モデルの解析
によって実際のドライバーの状態を知ることはできない。本研究では、ドライバーの意思決定過程
を再現することを目的としているため、実際の人の脳の働きをモデル化した強化学習手法を採用
し、運転習熟の過程やドライバーの状態を再現することを目指す。そこで、運転習熟過程と運転
中のドライバーの状態が実車と一致するよう、運転操作の意思決定に寄与する要素を強化学習
モデルのパラメータとして設計し、シミュレーションによって確認する。 
 運転操作とドライビングプレジャー 
自動車の運動制御において、人は車両状態及び環境情報に基づき、目標とする軌跡に追従で
きるように車両を制御している。その際に、実際に思い通りに制御できたことで心地よさを感じるこ
とを、ドライビングプレジャーと呼んでいる。自動車の研究開発において、このドライビングプレジャ
ーをいかに実現するかが課題となっているが、その要素についての明確なモデルが解明されてお
らず、ほとんどの場合において官能評価によるチューニングによって実現されている。一方で、近
年脳科学の発展とともに、脳内における快の感情の発生メカニズムと車両挙動の関係について
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の研究がなされている[19][20]。本研究においては、車両挙動制御における意思決定とこのドライ
ビングプレジャーの関係に着目し、MANEUVER レベルの意思決定モデルを構築する。 
これまで、環境及び車両の状態に応じた運転操作を再現するドライバーモデルが多数提案され
ている[21]. これらのドライバーモデルは、実車における運転行動を観測し、その行動を再現でき
るモデルを伝達関数などの数式によって構築している。例えば、目標軌跡に対する前方注視点モ
デルでは、コース上に仮想的に設定した目標軌跡に対する車両のずれ量から操舵角度を計算す
るモデルであるが、その伝達関数のパラメータを適切に設定することで、実際のドライバーの操舵
をよく表すことができる。しかし、これらの手法では、ドライバーが感じとった情報に対して脳内でど
のような処理を行っているかをモデルに含んでおらず、その意思決定の過程を解析することがで
きない。また、これまでの自動車開発においては、官能評価手法や主観評価によってドライビング
プレジャーや安全、安心といった感情と車両特性の関係を求めている[22]。 
一方で、心電及び筋電の計測やモーションキャプチャによってドライバーの身体状態を計測し、
運転時の身体状態の変化を求める手法[23][24]や、脳波計や fNIRS（functional Near Infra-Red 
Spectroscopic topography）を用いて運転中の脳活動状態を計測する研究なども行われている
[25]。これらの手法によって、運転中の身体及び脳の反応状態を計測することができ、ドライバー
の感情と車両特性の関係を紐解く研究が進められている。 
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図 3.1 運転中のモーションキャプチャ 
 
3.2.1 ドーパミン分泌と運転学習 
人の脳内において、予測された状態よりもより良い状態になった際に脳内の報酬系（A10 神経
系）にドーパミンが分泌される。このドーパミンレベルの増加によって脳神経細胞のシナプス間の
結合強度が強化され、その状態に至った行動が良かったという事を学習することで、次の行動選
択の際に良い行動が選択されるようになる。この働きを行動学習と言う。自動車の運転において
も、この行動学習の仕組みによって運転を学習していると考えることができる。 
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図 3.2 報酬系におけるドーパミン分泌 
また、脳内の報酬神経系におけるドーパミン分泌は快の感情をもたらすことが知られており、運
転学習とドライビングプレジャーも関連していると考えることができる[30]。そこで、この報酬系にお
けるドーパミン分泌を計算モデルとして用いた強化学習モデルによって運転行動学習の過程を再
現することで、人が快適と感じる最適な運転行動選択を行う意思決定モデルを構築する。 
脳のメカニズムに基づくとドーパミン分泌と運転習熟に関連があることから、運転習熟度の上昇
率の大小によってドライビングプレジャーを感じていると仮定することができる。図 3.3 は横軸に習
熟時間、縦軸に習熟レベルを表したものであるが、習熟を繰り返し徐々に習熟が進んでいく過程
で、運転学習に伴うドーパミンの分泌により、ドライビングプレジャーを感じるという仮説を示すも
のである。しかしながら、実際の運転習熟においては、教習所に通い基本的な車両の操作を学ん
だ後、十分に運転に習熟したと考えられるまでに 10 年程度の運転経験が必要と言われており、
その習熟過程を継続的に観察しモデル化することが難しい。また、車両特性が異なる場合の習熟
曲線を作るには、同じドライバーに習熟前の状態に戻ってもらうことが必要となるが、実際にはそ
のようなことは不可能である。しかし、運転習熟過程を再現する強化学習モデルを構築することで、
ドライビングプレジャーと車両特性の関係を表すことが可能となる。 
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図 3.3 ドライビングプレジャー仮説 
3.2.2 脳の働きに基づく強化学習モデル 
脳内におけるドーパミン分泌と行動学習を表すことのできるモデルとして、TD 学習が提案されて
いる。TD 学習とは、行動によって変化した周囲の状態に応じて報酬が得られ、その報酬と予測さ
れた報酬の差分に基づいて状態の価値とその状態に至る行動の関係を学習する手法である。ま
た、同時に得られた報酬に基づいて報酬予測関数を更新し、次の行動の際の学習に用いる。こ
の一連の学習手順は、大脳基底核における行動学習の仕組みと同じであり、銅谷らの研究[26]
により、TD 学習における得られた報酬と予測した報酬の差（TD 誤差）とドーパミンの分泌に相関
があることが示されている。一般的なドライバーモデルにおいても、周囲の状態に対するドライバ
ーの操作の関係を数式で表しており、この数式を TD 学習モデルに置き換え、車両運転に対する
強化学習モデルを構築する。 
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図 3.4 TD 誤差学習モデル 
 強化学習シミュレーション 
強化学習モデルに対し、行動（action）の出力先として車両モデルを用い、車両の状態量（state）
を状態入力とすることで、運転習熟のシミュレーションモデルを作成する。このモデルにおいて、運
転目標（Intention）に対して車両状態を基にした報酬（Reward）を求め、最適な運転行動を選択す
るため戦略を学習する。（図 3.5）  
 
 
図 3.5 人間機械系強化学習モデル 
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3.3.1 運転目標設定 
まず、運転目標を図のように設定した。これは、実際の自動車におけるドライビングプレジャー官
能評価に用いられているテストコースの一部を模したもので、テストドライバーが車両ごとの差をも
っとも感じられると評価しているコースである。  
 
図 3.6 走行コース 
コース幅は 4m とし、カーブの内側にはガイドレールがあり、外側は開けている状態となっている。
スタート地点からの直線で 60 ㎞/h まで加速した後、速度を維持したままカーブに進入する。直線
部は加速に十分な長さとし、曲線部の総延長は約 150m である。 
3.3.2 強化学習手法 
強化学習の手法として、連続空間及び連続時間系における状態と行動を記述可能な Value 
gradient 法[33]を採用する。このモデルは、ドーパミンやセロトニンといった脳内分泌物の状態を
演算パラメータとして表せるように設計されており、実際の人の脳内における学習過程を表すの
に適していると考えられる。 
運転学習のための強化学習のベース関数を以下のように定義する。 
ܠሶሺݐሻ ൌ ݂൫ܠሺݐሻ, ܝሺݐሻ൯                     Eq. 1 
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ここで、 ܠ は状態量とし、ܝ は運転行動である。あるタイムステップにおいて、状態と行動のセッ
トから、次の状態への変化量が決まる。 次に、この状態と行動のセットから報酬ݎሺݐሻが決まる。 
ݎሺݐሻ ൌ ݎ൫ܠሺݐሻ, ܝሺݐሻ൯                       Eq. 2 
運転行動は、任意の状態ܠሺܜሻに対して、次の関数によって価値関数を最大化するように決定され
る。 
ܝሺݐሻ ൌ ߤ൫ݔሺݐሻ൯                 Eq. 3 
ܸఓሺܠሺݐሻሻ ൌ ׬ ݁ିೞష೟ഓ ݎ൫ܠሺݏሻ, ܝሺݏሻ൯ஶ௧ ݀ݏ                 Eq. 4 
ここで ߬は将来の報酬に対する減衰係数であり、この値によりどれくらい先の報酬までを考慮して
行動決定を行うかを決める[34]。そこで、これを予測時間と定義する。表 3.1 にこれらの関数及び
変数の運転習熟モデルにおける意味についてまとめる。 
表 3.1 運転習熟モデルにおける意味 
Action ܝሺݏሻ 運転行動 
State ܠሺݐሻ ドライバーが感じる車両挙動 
Reward ݎሺܠሺݐሻሻ 運転の良さ 
 ݂ሺܝሺݏሻ, ܠሺݐሻሻ ドライバーが持つ車両挙動制御モデル 
 
連続時空間系において価値関数を学習するため、現在の状態における価値関数を以下のよう
に関数近似する必要がある。 
ܸఓሺܠሺݐሻሻ ≅ ܸఓሺܠሺݐሻ;ܟሻ                 Eq. 5 
ここで w は関数近似のパラメータである。仮に、学習するエージェントが価値関数を完全に学
習できたと仮定すると、式(4)は次のように変換することができる。 
ሶܸ ሺݐሻ ൌ ଵఛ ܸሺݐሻ െ ݎሺݐሻ.                 Eq. 6 
一方で、式(6)が満たされない場合においては、その差分を最小化するように予測を修正しなけ
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ればならない。この差分を TD 誤差として次式で表す。 
δሺݐሻ ≡ ݎሺݐሻ െ ଵఛ ܸሺݐሻ ൅ ሶܸ ሺݐሻ.                 Eq. 7 
 
図 3.7 学習状態空間における価値関数の例 
図 3.7 に示すように、学習エージェントは現在の状態 x(t)において、状態空間内の置ける価値関
数の傾きを推定し、より価値の高い状態に遷移するための行動を選択し、次の状態 x(t+1)に遷移
する。もし次の状態における価値が予測した価値と異なっていた場合に、価値関数を更新する。
また、人の行動選択における探索行動を再現するため、行動ܝሺݐሻに対しランダムなノイズσܖሺݐሻを
付加する。これにより、ランダムに予測した価値が最も高い行動以外を選択することで、未知の状
態の価値を学習することができる。また、このランダム性によって、学習が画一的になることを防
止し、エージェントごとに異なる価値関数を得ることができる。 
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3.3.3 学習アルゴリズム 
学習エージェントは、TD 誤差が 0 に漸近するように価値関数を学習する。そこで、先に定義した
近似パラメータを次のように更新する。 
ݓሶ ௜ ൌ ߟߜሺݐሻ݁௜ሺݐሻ 
݁పሶ ሺݐሻ ൌ െ ଵ఑ ݁௜ሺݐሻ ൅
డ௏ഋሺܠሺ௧ሻ;ܟሻ
డ௪೔                  Eq. 8 
ここで、݁௜ሺݐሻ は適正度の履歴（eligibility trace）であり、0 ൏ ߢ ൑ ߬ はその時定数を表す。 
Value gradient 法において、行動ܝ は状態空間内の状態ܠにおける、価値の傾きడ௏ሺܠሻడܠ  によって
導かれる。このことから、greedy policy は次のように表すことができる。 
ܝ ൌ ܵ′ିଵ ൬డ௙ሺܠ,ܝሻడܝ
் డ௏ሺܠሻ
డܠ
்൰                 Eq. 9 
ここで ܵᇱିଵሺሻ はゲイン関数である。これらの強化学習アルゴリズムにおけるいくつかの変数は、
実際の生物の脳内分泌物と関連しており、その関係を表 3.2 に記載する。 
表 3.2 強化学習パラメータ 
Dopamine δሺݐሻ TD error 
Serotonin τ Discounting of future reward 
Acetylcholine ߟ Learning ratio 
Noradrenaline σ Inverse temperature of noise 
 
TD 誤差が正の値の場合、学習エージェントはその時の状態と行動の関係を強化し、次回以降
も同様の行動を選択するように学習し、負の値の場合は関係を弱めることで、その状態への遷移
を行わないようにする。このように、TD 誤差関数は脳内におけるドーパミンの働きを表している
[27]。セロトニンは、将来予測に関連していることが知られており、セロトニンの減少は予測時間の
短縮につながる[36]。アセチルコリンの増加は、シナプスの可塑性を高める効果があり、学習効率
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に影響することから学習率と関連付けられる。学習エージェントが緊張を強いられる状況に置か
れると、ノルアドレナリンの効果によって、価値の予測がより高くなる行動を選択し、緊張状態から
脱することを目指す。これは、行動選択時のノイズを減少させることと一致することから、ノイズの
逆数として表現される[33]。これらのパラメータを変更することで、異なる特性や性格のドライバー
や、置かれている状況、精神状態などの違いを表現することが可能になる。ただし、本研究では、
TD 誤差以外のパラメータは一般的な固定値として、ドライバー毎の差異については考慮しないこ
ととした。 
3.3.4 Action-State の定義 
Value gradient 法を用いる場合、学習状態空間の構築に際し、状態空間の軸として用いる状態
量の選定、各状態量の学習範囲の設定、また各軸の解像度の設定に特に注意が必要である。実
際に人が感じている状態量を適切に選択しなければならず、選定した状態量に過不足がある場
合や、学習範囲や解像度の設定が不適切である場合、学習が終了しなかったり、実際とは異なる
行動選択を行ってしまうという問題が起きる。 
本研究では、人の運転学習を再現するため、実際のドライバーが感じる状態量を学習モデルへ
の入力として定義する。具体的には、学習目標の達成に必要な状態量として、操舵角、横加速度、
ヨーレート、前方注視点誤差と定義した。操舵角はハンドルの実角度とし、前方注視点誤差は現
在の車速に 0.8 秒をかけた距離前方にある点と目標軌跡との偏差で算出する。各変数及び車両
軌跡誤差の定義を図 3.8 に示す。 
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図 3.8 車両挙動と知覚 
実際の運転において、ドライバーは様々な感覚器を通してこれらの情報を得ている。操舵角は自
身の腕の体勢感覚、視界内におけるハンドル角度から認知している。横加速度は、三半規管、シ
ートから受ける体表面の圧力及び操舵反力から認知し、ヨーレートは視界内の映像の流れ（オプ
ティカルフロー）、操舵反力トルクから認知していることが知られている。ドライバーが車両へ入力
する入力量としては、操舵力及びアクセル、ブレーキ入力があるが、本モデルでは一定速度での
走行を対象とするため、操舵角のみを用いる。 
 
図 3.9 ドライバーの感覚知覚 
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これらの入力を「状態（state）」とし、出力を 「行動（action）」として、Value gradient 法での学習
を行う。なお、車両状態は後述する車両モデルによって演算して求める。各状態量について、学
習空間の範囲を表 3.3 のように定義する。操舵角は、実車における走行実験において、学習目標
としているコースの走行時に±90 度以内の操舵で走行可能であることから、学習空間として±
180 度の範囲で十分であると考える。その他の状態量についても、実際の走行時の上限値に対し
て、倍程度の範囲としている。 
表 3.3 学習状態変数 
Steering angle ߠℎ -180 to 180 [deg] 
Lateral G ܩ௟௔௧ -15 to 15 [m/s2]  
Yaw rate ߛሶ  -1.0 to 1.0 [rad/s]  
Predicted error ∆ ௣ܻ -15 to 15 [m] 
 
本研究では、強化学習ドライバーモデルのパラメータとして、対象としている走行コースの学習
に必要最小限の状態量に限定してシミュレーションを行っている。しかし、ドライバーの感じる状態
量としては、ほかにもロール角やピッチ角などのパラメータがあり、今後これらのパラメータを含め
たモデルを構築することにより、より多くの運転場面に対応可能なドライバーモデルを構築するこ
とができる。 
3.3.5 Reward の定義 
次に、報酬（Reward）を定義する。実際の車両評価ドライバーの評価ポイントに基づき、車両操
作におけるスムーズさと正確性に注目した。 
運転時には、ドライバーは目標とする軌跡に沿って走行することが求められていることから、最
も重要な報酬のパラメータとして、目標軌跡に対する実際の車両の横位置のずれ量を設定する。
横位置に対する報酬は、目標軌跡から離れるほど報酬が減額されるものとする。次に、車両運動
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がスムーズであることも重要な要素であると考えられる。そこで、一般に動作の心地よさを表す加
速度の微分値である躍度を用い、躍度が小さいほど報酬が高いように設定する。最後に、ドライ
バーは自身の操舵時の修正操舵が少ないほど良い操作ができたと感じることから、操舵角速度
をパラメータとして用いる。これは、これまでの運転行動解析研究において、修正操舵の発生と最
大操舵角速に相関がみられることが分かっており、同じ道路線形における操舵で最大操舵角速
度を観測することで、ドライバーの熟練度が分かるという研究に基づいている。 
これらに基づき、報酬関数を車両の横位置誤差 ∆ ௖ܻ、横加速度の微分値 	ܩ௟௔௧ሶ 、 操舵角速度 
ߠ௛ሶ .で構成する。報酬の最大値を 1 として、それぞれの 2 乗に対して定数を書けた値を引くことで算
出する。 
ݎሺݔሺݐሻሻ ൌ 1 െ ܭ௖∆ ௖ܻଶ െ ܭ௚ܩ௟௔௧ሶ ଶ െ ܭ௧௛ߠ௛ሶ ଶ                 Eq. 10 
なお、各定数 ܭ∗は、これまでの運転行動解析研究結果から決定し、車両横位置誤差について
は、車両一台分（2m）ずれると報酬が 0 となるよう、躍度については人が不快と感じる躍度
（0.5m/s3）で報酬が 0 となるよう、操舵角速度は実際の実験における官能評価から 720deg/s で
報酬が 0 となるように設定する。 
3.3.6 車両モデル 
本研究では、車両の横滑りを伴うような限界走行状態は対象としていないため、ドライバーから
の操作入力に対して車両挙動を演算する車両モデルとして、図に示すような最も一般的な平面二
輪モデルを採用する[7]。モデルに入力するパラメータは、実際に市販されている車両を再現する
ため、表 3.4 に示すように設定した。 
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図 3.10 平面二輪モデル 
表 3.4 車両特性値 
Weight ܯ௩ 1600 [kg] 
Inertia ܫ௩ 2000 [kgm2]  
Distance from front tire center ܮ௙ 1.3 [m]  
Distance from rear tire center ܮ௥ 1.4 [m] 
本モデルにおいて、ヨーレートと横加速度は前後輪にかかる横力に基づき、以下の式で算出さ
れる。 
ௗఊሺ௧ሻ
ௗ௧ ൌ
ଶ∙ி೤೑∙௅೑ିଶ∙ி೤ೝ∙௅ೝ
ூ                  Eq. 11 
ௗమ௬ሺ௧ሻ
ௗ௧మ ൌ ௩ܸ ∙
ௗఉሺ௧ሻ
ௗ௧ ൌ
ଶ∙ி೤೑ାଶ∙ி೤ೝ
ெೡ െ ௩ܸ ∙ ߛሺݐሻ           Eq. 12 
前後輪の横力は、タイヤのスリップ角とコーナリングフォースによって演算することができるが、
非線形性を持っており演算式が複雑であることから、本研究においては線形領域におけるタイヤ
力をよく表すことができる近似式を用いたタイヤモデルによって算出することとする。 
ܨ௬௙ ൌ െܭ௙ ∙ sinሺ1.3 ൈ tanିଵ൫0.57 ൈ ߙ௙൯ሻ                 Eq. 13 
ܨ௬௥ ൌ െܭ௥ ∙ sinሺ1.3 ൈ tanିଵሺ0.57 ൈ ߙ௥ሻሻ                 Eq. 14 
ߙ௙ ൌ ߚ ൅ ௅೑∙ఊ௏ೡ െ ߠℎ                 Eq. 15 
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ߙ௥ ൌ ߚ െ ௅ೝ∙ఊ௏ೡ                  Eq. 16 
ここで、 ܭ௙ およびܭ௥ は走行実験によって特定した定数項であり、ߙ௙	及び ߙ௥ はそれぞれ前
輪・後輪のスリップ角である。 
車両モデルに対し、異なる操舵応答特性を持った車両を再現するため、操舵トルク入力 ௛ܶから
操舵角出力ߠℎの間に、2 次伝達関数による 2 次遅れ系を持つモデルとする。これにより、操舵応
答特性の違いによる学習特性の差を検証することができるようになる。 
ఏℎሺ௦ሻ
்೓ሺ௦ሻ ൌ ܭ௦௧௥௚ ∙
ఠ೓మ
௦మାଶ఍೓ఠ೓௦ାఠ೓మ                 Eq. 17 
ここで、 ܭ௦௧௥௚ はハンドル角度に対する前輪の転舵角を表す操舵角比であり、߱௛ は操舵系の共
振周波数、ߞ௛ は減衰比を表す。 
3.3.7 走行ルールの設定 
シミュレーション上の学習エージェントは、与えられた実験用のコースに沿うように車両を走行さ
せる。この時、カーブの内側にはガイドポールがある設定とし、目標軌跡より 2m 内側に車両側面
が接した時点でコースアウトとした。また、カーブ外側は何もない状態とし、同様に目標軌跡から
5m 外側に外れた時点でコースアウトとした。ゴールに到達する前にコースアウトした場合、その時
点で走行を止め、スタート地点に戻し次の走行に移る。 (図 3.11).  
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図 3.11 走行ルール 
こうして 200 走行の学習を行った後、最後に習熟度を測定するための走行を 1 回行うとする。こ
の最終走行時は、学習のための探索行動ノイズを 0 とし、その時点で最も良い走行を実施するよ
うに設定する。 
このシミュレーションを各車両特性ごとに10回行い、学習エージェントに運転行動を学習させる。
このとき、学習ロジック内の探索行動ノイズのランダム性により、それぞれの学習エージェントは
異なる学習過程をとり、結果にばらつきが生じる。これにより、10 人の異なるドライバーによる運
転習熟の過程をシミュレーションすることがでる。ただし、学習エージェントの初期状態は同一とし
ていることから、実際の 10 人のドライバーの学習のばらつきよりは統制された結果となることが予
想される。 
3.3.8 車両特性 
学習シミュレーションにおいて、車両モデルの操舵角に対する前輪舵角の共振周波数߱௛と減衰
比ߞ௛を変え、仮想的に操舵剛性を表 3.5 に示す 4 つのパターンで変更することとした。これ以外
の車両特性値は一定とした。 
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表 3.5 操舵剛性パラメータ一覧 
Type ߱௛. ߞ௛ 
A 1.0 1.0 
B 1.4 0.8 
C 2.0 0.66 
D 3.0 0.66 
 
ここで、タイプ A の車両はコンパクトカーやファミリーカーなど、ラグジュアリー系の車両を模擬し
ており、一方で共振周波数が高いほどスポーティな車を模擬している。ここでは、一般的な市販車
及び市販スポーツカーに相当する、B と C が最も操作しやすい車両となると予測される。 
 シミュレーション解析 
運転学習シミュレーションを行った後、そのシミュレーションの過程と結果をともに解析し、本シミ
ュレーションモデルが実際のドライバーの車両挙動制御に関する運転行動及び運転学習過程を
適切に再現しているかどうかを検証する。 
3.4.1 運転習熟過程解析手法 
まず、シミュレーション結果から、車両特性による運転習熟過程の変化について再現しているこ
とを確認するため、次の 2 つの観点から解析を行った。 
1 点目は、運転習熟のしやすさを示す指標として、学習の過程において初めてゴールまで到達
できるようになった走行回数を”First Goal”とした。これは、学習エージェントが車両挙動制御の方
法を学習し、コースアウトすることなくゴールまで到達できるようになるまでの早さを示し、特に学
習初期段階における学習のしやすさの指標となる。この First Goal が小さいほど初心者にとって
学習がしやすい車両特性ということになる。 
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図 3.12 学習中の走行軌跡 
次に、200 回の学習走行を行った後、最後に探索ノイズを 0 とした習熟レベル確認走行を 1 回行
い、その際の平均報酬“Average Reward”を求める。この値は、学習エージェントが最終的にどれ
だけ良い運転ができるようになったかを示す指標となり、運転学習後期において到達可能な習熟
レベルを示す。 
 
図 3.13 Average Reward 
3.4.1.a 解析結果 
運転強化学習シミュレーションの結果を解析すると、車両特性の変化によって学習のしやすさ、
最終習熟度の双方に変化が見られた。車両の操舵応答特性の共振周波数が低いほど、学習前
半における学習しやすさが高く、一方で共振周波数が高いほど、最終的に到達する習熟度が高
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いことが分かった。これは、実際の運転習熟における傾向と良く一致しており、運転習熟過程が再
現できていると考えることができる。 
また、低い共振周波数の車両特性で学習を行ったエージェントに、学習終了後に高い共振周波
数を持つ車両モデルで走行シミュレーションをさせ、Average Reward を計測すると、習熟度は低い
共振周波数の車両を運転した場合から変化が見られなかった。これは、運転の上手さは車両特
性そのものによって決まるのではなく、その時点までのエージェント、つまりドライバーの習熟過程
によることが再現されていることを示している[37]。 
 
図 3.14 運転習熟シミュレーション結果 
3.4.2 ドライビングプレジャー評価シミュレーション 
次に、習熟過程における TD 誤差の推移を解析した。TD 誤差はドーパミン分泌量と相関してお
り、TD 誤差が大きいほどドーパミン分泌が多く、ドライビングプレジャーを感じる車両であると考え
ることができる。 
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車両モデルのパラメータとして、実在する複数の車種の操舵応答特性を再現するような値を設
定し、学習シミュレーションの各走行回における TD 誤差の平均をプロットすると、車種ごとに学習
中期における TD 誤差に差が見られた。TD 誤差が大きいほど、ドーパミンの分泌量が多いことを
示しており、つまりドライビングプレジャーをより感じる車であることを示している。この TD 誤差の
傾向と実際の車両の評価ドライバーによる官能評価結果の順位に相関があることが確認されて
おり[19]、学習モデル内における TD 誤差がドライバーの脳内におけるドーパミン分泌状態をよく
表していると言える。 
 
図 3.15 学習過程における TD 誤差履歴 
 3 章の考察とまとめ 
本章では、Value gradient 法を用いた強化学習アルゴリズムに対し、車両運転のための状態空
間を適切に設定し、運転時に感じる運転の良さの指標から報酬モデルを定義することで、
MANEUVER レベルの車両挙動制御の意思決定モデルを構築した。 
シミュレーションの結果を解析すると、実際のドライバーの運転習熟過程と車両特性の関係をよ
く再現しており、車両挙動制御におけるドライバーの意思決定の判断基準として、適切な報酬設
定が行えていることを示している。また、実車の車両モデルを用いたシミュレーションにおいて、TD
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誤差の履歴と実車の「運転の楽しさ評価」の結果も良く一致しており、脳内におけるドーパミン分
泌状態をよく再現できていることも示した。 
なお、学習後の状態空間における価値関数を詳細に調べると、わずかな違いではあるが車両
の操舵応答特性の共振周波数が高くなるほど、前方注視点誤差に対する感度が下がり、横 G 及
びヨーレートに対する感度が上がっていることが観測された。これは、前方注視点誤差モデルの
過去の研究結果と一致しており、この点からも本モデルがドライバーの車両挙動制御をよく表す
モデルとなっていることが分かる。 
このように、これまで提案されている伝達関数モデルでは、前提となる条件の違いに対してモデ
ル側を変更する必要があるのに対し、強化学習を用いた運転行動意思決定モデルでは、特性の
違いに対してモデル側が冗長的に適応するため、本提案モデルを用いることで様々な条件に対
応できる意思決定モデルが構築できたと言える。 
本章で採用した強化学習モデルには、ドーパミン以外にもセロトニン、ノルアドレナリン・アドレナ
リン、アセチルコリンなどの脳内分泌物の状態を表す変数が含まれている。本研究ではこれらを
固定値として扱っているが、これらの分泌物は学習過程に影響する以外にも感情や負荷状態との
関係が知られており、各分泌物に対応する変数を可変とすれば、例えば運転時に感じている危険
感などによりドライバーの運転行動が変化することをシミュレーションできる可能性がある。 
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第4章  
タスク選択意思決定モデル 
 4 章の目的 
本章においては、TASK レベルにおける、先行車追従や車線変更など一連の運転タスクセット
の選択を行う意思決定モデルを構築する。これまでの運転行動解析の研究において、基本となる
運転タスクセットとしては、「目標速度での直進」「先行車追従」「右左折」「車線変更」「停止」「後退」
の 6 種類を定義している。このうち、右左折と停止は走行経路及び道路上の位置、障害物との位
置などに依存して決まり、直進及び先行車追従は安全を確保した範囲での速度制御としてモデル
化が容易である。車線変更については、走行ルートや他車追い越しなど複数の要因によるため、
その意思決定の発生個所が特定しづらい。そこで、本章では車線変更の意思決定モデルの構築
を課題とする。TASK レベルの意思決定モデルをシミュレーション上で実行し、実際のドライバー
の運転行動と比較し複数の車線変更タスクを適切に選択できることを確認する。 
車線変更においては他車との関係が発生することから、他車との相対位置について以下の 2 つ
の指標を採用する。1 つ目は ‘Time Head Way (THW)’ で、他車や目標までの距離(d) を速度(v)
で割った値で示され、自車が現在の速度を維持して走行した場合に、目標の位置に到達するまで
にかかる時間で距離を示している。 
 THW ൌ ݀௧/ݒ     Eq. 18 
仮に車速 20m/s で走行中の場合、100m 先の物体までの THW は 5.0 となる。2 つ目は 
 ‘Time To Collision (TTC)’で、これは対象までの距離を相対速度ሺݒ௧ െ ݒሻで割ったもので、その
まま進んだ場合に衝突するまでの時間を示す。相手が走行中の他車などの場合、たとえ距離が
近くても等速で移動してれば TTC は無限大となる。 
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 TTC ൌ ݀௧/ሺݒ௧ െ ݒሻ    Eq. 19 
 タスク選択課題 
車線変更のタスク選択をシミュレーションするため、運転シーンを「3 車線の高速道路における車線変
更」と設定し、学習エージェントに与える運転目標は下記のように設定した。  
 10 ㎞先の出口に出ること  
 目標車速は 100km/h とする 
 他車に衝突しないこと 
シミュレーション設定として、自車は中央レーンで 100 ㎞/h の状態からシミュレーションを開始し、前
方に自車より遅い他車がいる場合、衝突しないように減速するものとする。本シミュレーションにおいて
は、速度調整のための知識は既に持っているものとし、自動的に調整を行う。学習エージェントは、出
口に向かうための車線変更と速度を維持するために遅い車を追い越すための車線変更の二つのタス
クについて学習を行う。 
4.2.1 運転環境設定 
タスク選択意思決定モデルによって学習を行う道路環境は、3車線の高速道路とした。日本の道
路環境に倣い、左車線は遅い車両が走行し、右車線は追い越し車線とする。各車線には自車以
外に他車が走行しており、左車線には 80～90km/h の車両、中央車線には 90～100km/h の車両、
右車線には 100～110km/h の車両がランダムな車間距離で走行している。なおシミュレーション上
においては、自車の前後 THW10 秒の範囲でのみ他車を設定しており、それ以上離れた場合はシ
ミュレーション上から消滅させ、新たな他車をランダムなタイミングで認知範囲のふちに生成してい
る。出口車線は左側にあることとし、10 ㎞走行後の最後の状態で左車線にいなければ、走行失敗
と定義した。 
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図 4.1 高速道路走行タスク 
4.2.2 運転挙動モデル 
本章の目的は、TASKレベルの運転意思決定モデルを構築することであり、MANEUVERレベルの運
転行動については既に学習済みとした。そこで、シミュレーションとして、車線変更の意思決定がされた
のちの操舵及び速度調整、周囲の他車と衝突しないための車間維持制御、速度調整のための加減速
制御については、一般的なドライバーの運転行動解析結果に基づき、簡単なモデルとして実装している。
車線変更の目標軌跡はシグモイド関数により決定し、車線変更開始から終了までの時間を 5 秒と設定
した。前車追従制御は、THW=2.0 秒の距離を維持することとし、速度調整時の加減速は最大 0.1G とし
た。 
 強化学習モデル 
TASK 選択の意思決定において、人はその意思決定結果を大脳基底核に出力する。そこで、意思決
定モデルとして、大脳基底核の働きをよく表すとされている Actor-Critic モデルを採用する[38]。大脳基
底核の働きを表すモデルとしては、ほかに Q 学習モデルが挙げられるが、運転課題においては環境の
状態量が連続値となるため、連続時間系を定義可能な Actor-Critic 法が適している。 
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4.3.1 Acotr-Critic 法 
TD 学習手法の一つである Actor-Critic 法を用いた強化学習においては、行動（Action）によって起き
た環境の変化に対し、Reward モデルによって報酬を演算し、Critic モデルによってその時の状態に対す
る価値関数を学習する。Actor モデルは、予測される価値に基づいて次の行動を選択し、それによって
次の環境変化が起きるというサイクルで、状態と行動の学習を行う。 
 
図 4.2 Actor-Critic 強化学習 
本研究では人の脳活動に基づくモデル構築を目的としていることから、3 章で採用した Value-
gradient 法と同様に Critic モデルにおける価値関数の学習に、報酬予測時間を採用し、脳の働き
からこの予測時間を 8 秒と設定した。 
 Vஜሺxሺtሻሻ ൌ ׬ e-౩-౪ಜ r൫xሺsሻ, uሺsሻ൯ஶ୲ ds   Eq. 20 
4.3.2 モデル入出力 
モデルへの入力となる環境情報は、周囲の他車（中央・左右レーンの計 6 台）との TTC 及び THW、出
口までの距離、現在走行中のレーン、自車速度の計 15 とした。 
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図 4.3 周囲環境のパラメータ 
Actor モデルの出力は、「車線維持」「左車線変更」「右車線変更」の 3 つの行動の選択確率とし、その
確率に基づいて状態遷移を行う。図 4.4 は運転行動選択の状態遷移図を示し、sn は各状態 n、anm は状
態ｎから状態 m へ遷移する行動を意味する。車線変更を開始すると、他車との衝突がない限りは 5 秒
間その状態を維持し、車線変更終了後隣のレーンに移ったとして判定する。なお、他車との衝突判定に
ついては、車線変更前半 2 秒は変更前のレーンの他車、終わりの 2 秒は変更後のレーンの他車、中央
1 秒のみ双方の他車との相対位置で判定している。なお、車線変更中の状態において、他車との距離
が著しく近くなった場合に車線変更を中断する行動も可能としているが、シミュレーションの結果、中断
行動はほぼ発生しなかった。 
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図 4.4 State と Action 
表 4.1 に状態についてまとめると、状態はレーンごとに分けているが、レーン走行中に選択できる行
動としては左右車線変更と直進の 3 種類のみである。 
表 4.1 行動の一覧 
Label Action 
a11, a33 a66 keep lane 
a12, a67 start Right lane change 
a15, a34 start Left lane change 
a23, a41, a56, a67 end lane change 
a21, a43, a51, a76 abort lane change 
 
4.3.3 報酬モデル 
タスク選択意思決定モデルの報酬関数として、運転目標に沿って報酬を設定した。まず、車速維持を
目標としていることから、目標車速に対する誤差、次に前車との車間距離によるリスク感、車線変更を
行うことによるコスト、最後に出口に出られなかった場合のペナルティにより報酬を計算する。 
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 r ൌ 1 െ ܭ௩ ൈ ܣ െ ܭௗ ൈ ܤ െ ܭ௦ ൈ ܥ െ ܦ        Eq. 21 
ここで、A ൌ ሺ100 െ vሻଶ であり、これは車速目標からどれだけ離れているかによって減算を行ってい
る。ゲインܭ௩は、車速が 80 ㎞/h となった時に報酬が 0 になるように設定した。次に B は、前車との THW
が1.2以下の場合のみB=(1.2-THW)とし、前車に近づきすぎた場合に報酬を減算している。通常はTHW
が 2.0 以下にならないように車間制御を行うように車速調整を行うが、最大加減速度を 0.1G と設定して
いることから、速度差が大きい場合に減速しきれずに近づく場合や、車線変更中に前方車に近づく動作
などがあり、その際のリスク感を表す項として導入している。車線変更のコストは、人が車両を運転する
際には、直進に対して車線変更を行うことで周辺へ注意を向けたり、タスクが変わることで考えることが
変化するなどの負荷があり、できるだけ車線変更を行わないような運転戦略を取っていると考えられる
ことから、車線変更中に単位時間当たり 0.1 のコストを引くことで、最少の車線変更回数に収束するよう
学習させることとした。最後に、出口車線に到達できなかった場合は、-100 のペナルティを科すことで、
最終目標を達成できるように学習させることとした。 
 学習シミュレーション 
4.4.1 シミュレーション設定 
TASK レベルの行動意思決定シミュレーションにおいては、学習エージェント数は 50 とし、強化学習を
行った。学習が進むにつれて、遅い前走車を追い越す行動が正しく発現することが確認できたが、最後
に出口車線に向かう行動を学習することができず、そのままでは失敗となってしまう。学習に失敗した
学習エージェントの状態空間と実際の行動を解析すると、次のような結果となった。初期状態では、学
習エージェントは運転ポリシーを一切持っておらず、ランダムなタイミングで車線変更を行おうとする。中
央レーンを維持していると、前方に遅い車が現れるため速度を落とす必要があり、報酬が下がる。そこ
で左右どちらかにランダムに車線変更を行うが、左（遅いレーン）に移るとより遅い他車に前方をふさが
れることで、速度をさらに落とすことになり、報酬が下がってしまう。そうして徐々に、右（追い越しレーン）
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に車線変更することで報酬を下げずに走行を続けられることを学習していく。そして、10 ㎞を走行した後
出口のインターチェンジに近づくが、それまでの経験から左車線の価値が低いと判断してしまい、中央
車線もしくは右車線を走行しようとする。結果として走行目標に対して失敗となりマイナスの報酬を受け
るが、次にスタート地点から走行を続けるうちに、再び中央と右車線の価値を高く学習してしまい、いつ
までたっても出口に行く学習ができなかった。 
実際の運転においては、出口に向かう行動は追い越しよりも優先的に選択されており、通常のドライ
バーであれば、出口に近くなれば追い越しをあきらめ、速度が落ちても車線を維持する行動を取ってい
る。そこで、この優先順位に基づく行動選択を学習させるため、2Step 学習を行うこととした。 
4.4.2 2Step 学習 
まず、第 1 ステップとして、出口に向かうための運転行動を学習させる。出口に向かうための車線変更
は、運転時の意思決定レベルにおいては Lane PLAN に基づく意思決定となることから、PLAN レベルに
近い学習モデルとする必要がある。PLAN レベルでは、大脳新皮質と前頭前野における情報処理により
意思決定がされることから、本来であれば教師あり学習モデルが適している。ここでは、追い越しの車
線変更と同じモデルで学習をさせるため、周囲状態によらない学習として他車を廃した環境で出口に向
かう行動を学習させる。 
 
図 4.5 第 1 ステップ学習 
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次に、第 2 ステップとして、第 1 ステップで学習した価値関数を保持したまま、他車が存在する環境に
おける行動学習を行う。この 2 段階の学習により、出口に向かう行動を優先的に獲得した状態で追い越
し行動を学習し、人と同じ優先順位に基づく行動選択をおこなうようにした。 
この 2 ステップ学習により、学習エージェントは正しく追い越しを行いながら、最後には出口車線に向
かう行動を学習することができた。 
 
図 4.6 第 2 ステップ学習 
 シミュレーション結果解析 
２Step 学習を行った結果を解析する。初期状態では、各学習エージェントの運転行動の価値関数は
全て 0 であり、運転行動に関するポリシーを持たず、行動選択のランダム性によりランダムなタイミング
で車線変更を行う。第 1 ステップでゴール車線に出る行動について 100 回の走行学習を行った後、第 2
ステップで他車の追い越し行動について 500 回の走行学習を行った。  
表 4.2 学習設定 
学習エージェント数 50 
Step1 他車なし 100 回 
Step2 他車追い越しあり 500 回 
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4.5.1 Step1 学習結果 
図 4.7 は、100 回の第 1 ステップ終了時の価値関数を、横軸に走行開始からの距離を取り、50 の学
習エージェントすべての価値関数を平均して表したものである。各値は、その地点での 3 つの車線の価
値の合計が 1 となるように正規化している。この結果から、各エージェントは出口に近づくまで中央車線
を維持し、出口のおおよそ 1 ㎞～500m 手前で左車線に移る行動を取ることが分かる。また、出口 500m
手前からは急激に左車線の価値が高くなっており、ほとんどのエージェントは 500m 手前までに車線変
更することを意思決定している。 
 
図 4.7 他車なしにおける学習結果 
この結果について考察すると、学習エージェントの意思決定は次のように行われていると考える
ことができる。報酬の予測に基づき、出口に到達する 8 秒前には確実に左車線にいるようにした
い。車線変更に 6 秒かかる。車線変更が必要なタイミングの 8 秒前には報酬を予測して意思決定
する。これにより、出口に到達する 8+6+8=22 秒前には車線変更したいと考えており、時速 100 ㎞
では 27.8[m/s]×22[秒]=611[m]となる。実際には、車線変更に要する時間を考慮して 6 秒前に車
線変更を開始すれば良いはずであるが、TASK 選択の予測時間に基づいて未来の報酬に対して
意思決定することで、余裕時間を持つように行動選択がされていることが分かる。 
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4.5.2 Step2 学習結果 
次に、第 2 ステップの学習結果について示す。図 4.8 は、他車が存在する環境で 500 回の走行学習
を行った結果の各車線の価値を示す。十分な学習の結果、他車に遭遇し始める 300m 走行後から出口
役 1.5 ㎞手前までの間、中央車線の価値は 0.7 前後を推移し、右の追い越し車線の価値が 0.3 程度を
推移する。遅い車両が居る左車線の価値は出口の約 1km 手前まではほぼ 0 に収束している。ここで、
中央車線を走行中に前方に他車が現れると、中央車線の価値が減少し、相対的に右車線の価値が上
昇することで、車線変更の意思決定が行われる。しかし、出口の約 1.5 ㎞手前から、右車線の価値が減
少し、前方に遅い他車が居ても中央車線の価値の方が高い状態を維持し、追い越しの意思決定をしな
くなる。そして、出口の約 500m 手前以降は、ほぼすべての学習エージェントが左車線に車線変更を行
うことが確認された。 
 
図 4.8 他車ありにおける学習結果 
この結果は、右車線走行中は後方からより速い速度の車両が迫ってくるため、出来るだけ中央車線を
維持し、前方に遅い車両がいて減速を余儀なくされる場面でのみ追い越し車線に移るという行動を示し
ている。また、出口が近くなると、追い越しを行っている間に出口側に向かえなくなるという事が発生す
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るため、追い越し車線の価値を低く学習することで、確実に出口に向かえるように学習がされている。ま
た、個別のシミュレーション過程を観察していると、遅い車両が短い車間で連続している場合には、2 台
以上同時に追い越すという行動も発現している。 
4.5.3 解析結果 
表 4.3 は、各学習シミュレーションにおける、全学習エージェント 50 人分の平均車速を示したもの
である。第 1 ステップの学習時は、他車が存在しないため目標速度の 100km/h で走行し続けてい
るが、第 2 ステップの最初の段階では、他車を追い越すことができないため平均で 95.2km/h まで
速度が落ちている。しかし、他車追い越し判断を学習した後は、遅い車を適宜追い越すことで、平
均速度が 98.6 ㎞/h まで向上している。なお、学習エージェントごとに学習結果が異なり、追い越し
回数が多かったエージェントでは、追い越し車線の後続車との車間を取るために加速したため、
平均が 100km/h を超えている場合もあった。 
表 4.3 平均車速 
Settings Average speed 
Step1 他車なし 最終 10 回 100 km/h 
Step2 他車あり 
初期 10 回 95.2 km/h 
最終 10 回 98.6 km/h 
 
4.5.4 運転行動の再現性 
学習過程における運転行動について細かく観測すると、追い越し学習の初期段階においては、エー
ジェントは左から追い越しを行おうとする行動が観測された。しかし、左車線にも他車が居た場合には
追い越し中に更に減速が必要となってしまい、徐々に左車線の価値が下がることで右からの追い越し
のみを選択するようになった。これは、学習エージェントには法律の概念を入れていないためであるが、
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実際のドライバーにおいても、法令順守意識の低いドライバーほど左からの追い越しを行う傾向があり、
これと一致する。また、十分に学習が進んだのちは、左車線に他車が居ない状態においても出来るだ
け中央車線を維持するか、右側から追い越しを行おうとしており、実際のドライバーも同様の運転行動
を取る傾向が観測されている。 
 
図 4.9 学習による追い越し戦略の変化 
 4 章の考察とまとめ 
本章では、大脳基底核の働きを模擬している Actor-Critic モデルを用いて、TASK レベルの意思決定
を行うモデルを作成した。実際の TASK レベルの意思決定においては、より上位の PLAN 意思に基づく
タスクと、周囲状況に対応するためのタスクに優先順位があるため、これを再現するために 2 段階の学
習を行うモデルを提案した。シミュレーションの結果から、実際のドライバーの運転行動をよく再現して
おり、本モデルによりタスク選択意思決定過程を表すことができたと考える。 
Actor-Critic モデルの報酬予測時間について、脳科学の観点から 8 秒と設定しているが、これにより
実際のドライバーと同様の運転行動を再現できたことから、運転時における意思決定においても、通常
の身体運動時における意思決定と同様のメカニズムが働いていると考えることができる。つまり、自動
車運転時においても、ドライバーは約 8 秒先の未来までの状態を予測もしくは観測して TASK レベルの
行動決定をしているという事が言える。実際に、これまでの運転行動解析研究の結果から、他車や交差
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点との TTC が大よそ 7 秒となった時点で運転行動に変化が現れることが観測されており、これらの結
果ともよく一致する。 
本研究においては、車速目標に基づくシンプルな報酬モデルを採用しているが、実際のドライバーは
時間効率や燃費など、他の要素からも報酬を得ていると考えることができるため、今後報酬モデルの拡
張によって、より詳細な意思決定モデルを作成することができる。また、MANEUVER レベルの報酬モデ
ルと同様に、報酬の各項の重みを変えることで、ドライバーの嗜好を表すことも可能である。 
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第5章  
タスク実行意思決定モデル 
 5 章の目的 
本章では、追い越しのための車線変更タスクにおいて、その意思決定が実際のドライバーの意思決
定を適切に再現できるよう、タスク意思決定モデルをより詳細に設計する。4 章で作成したタスク選択意
思決定モデルのシミュレーションにおいて、学習エージェントは走行中に前方に自分より遅い他車が居
た場合に、ある程度車間が近くなった時点で追い越しのための車線変更の意思決定を行っている。こ
れを、実車における追い越し行動の開始タイミングと比較し、意思決定の条件が実際のヒトと一致して
いるかについて検証し、より詳細に人の運転意思決定の過程を再現するよう、モデルを更新する。 
 追い越し行動解析 
実際のドライバーの追い越し判断の条件を計測するため、前後方向に２台のカメラを取り付け周囲の
他車の位置を計測できる実験車を用い、高速道における運転行動を観測した。計測データは、自車の
前後方向の自車線と隣接車線にいる他車 6 台の相対位置、自車速度、操舵角、GPS による走行軌跡、
ウィンカー操作情報、アクセルブレーキ操作情報で、車載したコンピュータに 100Hz のサンプリングレー
トで記録した。ドライバーは、10 年以上の運転経験があるベテランドライバー5 名で、複数の日程に渡っ
て 1 回 1 時間程度、高速道路（公道）における通常の運転をしてもらい、計 1229 回の追い越しのための
車線変更を観測した。 
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なお、ほぼすべての計測データにおいて、高速道路は混雑しておらず、ドライバーはほぼ減速するこ
となくスムーズに追い越し車線へと車線変更している。また、前方に渋滞を見つけ、その最後尾に着く
前に空いている車線へと移る行動も見られた。 
 
図 5.1 周囲環境計測実験車両 
5.2.1 データ抽出 
車線変更の開始点は、操舵角の履歴からハンドルを回し始めたタイミングとし、その前 8 秒、後 4 秒
分の全データを記録している(図 5.2)。車載したカメラが前後方向のみであるため、自車の真横にいる
他車の位置を計測できないが、前後のデータから補完して位置を割り出しており、また混雑していない
状況における追い越し行動を観測しているため、真横の車の詳細な位置は結果に影響を与えない。  
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図 5.2 データサンプリング区間 
図 5.3 は、全ドライバーの車線変更開始点における、自車線の前方車両との TTC・THW の関係をプ
ロットしたものである。この結果から、5 人のドライバーに傾向の差はなく、どのドライバーも追い越しの
意思決定を THW > 1.0 かつ TTC > 7.0 の領域で行っていることが分かる。なお、この結果は公道にお
ける計測値のため、車速は同一ドライバー内においても 60 ㎞/h から 100 ㎞/h までのばらつきを持って
いる。 
 
図 5.3 実走行データにおける車線変更タイミング 
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なお、左上部に一列に並ぶデータ群は、TTC=THW つまり先行車が停止している状態での車線
変更であり、全ての被験者が TTC=THW>8.0 の範囲で車線変更判断をしている。また、ほとんどの
車線変更判断は THW<3.0 の範囲であるが、TTC に関してはばらつきが大きく、横軸の範囲外の
データも多くある。これは、TTC は相対速度で割るため、例えば先行車との距離を保ちながら車線
変更する場合には、相対速度が 0 となり TTC が無限大に発散してしまうことが影響している。 
5.2.2 モデルと実車データの比較 
実車における車線変更の条件と、4 章で作成したモデルによる車線変更意思決定の条件につい
て比較を行う。シミュレーション設定及び実車における環境条件は、ともに混雑していない高速道
路であったことから、どちらも車線変更意思決定のタイミングと、追い越し車線上の他車との相対
位置関係に相関がみられなかったことから、自車線上の先行車との相対位置関係について整理
し比較する。  
図 5.4 において、背景のカラーマップは中央車線の価値を示しており、1 に近いほど価値が高い。4 章
の結果に示すように、左車線の価値はほぼ 0 に収束しているため、中央車線の価値が 0.5 付近で右車
線の価値と交錯し、追い越し車線変更の意思決定が行われることを示している。赤のプロットは実車に
よる計測データの一部を重畳しており、実車における車線変更意思決定とモデルでずれが生じているこ
とが分かる。前方に他車が現れると、図中の右上から左下に向かって状態が遷移していき、モデルで
はカラーマップが緑の付近で車線変更を行うため、実際のドライバーより早いタイミングで車線変更判
断を行っていることを示している。実車によって計測したデータを環境情報として入力し確認すると、実
際のドライバーより約 2 秒早く車線変更意思決定を行っていることが分かった。さらに、実際の走行デー
タでは、一旦近づいたのち先行車が加速して離れていく場合や、自車の前方に左から車線変更してき
た車が徐々に加速して離れていく場合に、モデル上では先行車が離れ始める前に追い越しの車線変更
を行ってしまうという行動が見られた。 
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図 5.4 学習モデルの価値関数との比較 
5.2.3 モデル検定 
モデルの妥当性を解析するため、実車において 153 回分の実際に追い越し車線変更を行ったデータ
と、300 回分の追い越しはせずに車線を維持して走行しているデータを用いて、モデル検定を行った。
実際に車線変更を行ったデータについては、±2 秒以内にモデル側が車線変更判断を行った場合に正
予測とした。 
表 5.1 解析結果 
 sample num Predict not predict 
Do 153 TP=142 FN=11 
not do 300 FP=114 TN=186 
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表 5.1 において、「Predict/not Predict」はモデルが車線変更を判断したか否かを示し、「Do/ not Do」
は実際のドライバーが車線変更をしたか否かを示している。よって、モデルと実際のドライバーの判断
が一致しているのは、TP と TN となる。評価基準として、適合率（True Positive Rate=TPR）と正答率
（Accuracy=ACR）を用いる。それぞれ下記で計算される。 
 TPR = TP / (TP + FN) = 0.928        Eq. 22 
 ACR = (TP+TN) / (TP+FN+FP+FN) = 0.742.  Eq. 23 
これらの結果から、モデルによって車線変更を行うことで追い越し自体は正しく実行することができる
が、実際のヒトは追い越しをしない場面でも追い越し判断をしてしまう、誤判断率が高いことが分かった。
誤判断を起こしているシーンについて詳細にみると、先行車との接近に伴う価値の変化が一律ではなく、
距離が近づくにつれて変化率が増えることが分かった（図 5.6）。これは、先行車との距離が近づかない
と車線変更判断に至らないという事を示しており、前項で示した実際よりも早く車線変更の意思決定を
していることと一見矛盾するように見える。 
 
図 5.5 先行車との距離と価値の変化 
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5.2.4 連続状態空間における強化学習の課題 
Actor-Critic 法において、連続状態空間における価値関数を学習するために、学習空間の各次
元を分割し、その時点の状態がどの分割点に近いかに基づき、近い分割点における価値関数に
対し現在の状態との距離に基づいた重みを付けて更新を行っている。 
4 章で作成した強化学習モデルでは、TTC と THW の空間次元を均等分割して学習しているが、
報酬や価値の変化が一律でない場合などに、価値関数の更新に問題が生じることがある。ここま
での解析結果から、価値関数の学習に際して起きている問題について考察する。 
 
図 5.6 価値関数学習における課題 
ある時点の状態 x(t)において、報酬を観測したと仮定する。その際、学習空間の THW 軸上での
近傍の学習点である xa,xb における価値関数を更新するが、その際に実際に学ぶべき価値に対
し xa では過大に、xb では過小に価値関数を更新してしまう。すべての状態に対して十分に学習
が進めば、学習した価値関数と実際の価値が近づいていくが、この非対称性が強く影響してしま
う場合に、学習が失敗してしまうという問題点がある。 
今回起きている問題について考察すると、実際には距離が遠いところでは報酬への影響が少な
く、近づくにつれ報酬との関連が増えるという傾向があり、学習エージェントは先行車に近づいて
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報酬の減少を学習する際に、より THW が小さい方の学習点に対して過大に価値の減少を学習し
てしまい、実際より早い時点で追い越しの意思決定を行う様になったことが分かる。 
 車間距離の認知特性 
本研究の目的は人の意思決定過程を再現することであり、学習状態空間の問題に対する解決策につ
いても、人の特性に基づいた方法を提案する。解決策の一つとして状態変数の次元分割数を増やし、
より細かな価値関数学習を行うという方法があるが、人は環境情報の認知において距離などの情報を
細かく認識しているとは考えられない。TTC と THW はともに距離を表す指標であるが、実際のヒトは他
の物体との距離を直接認知することができないことが分かっている。人間工学の先行研究において、ド
ライバーは先行車との車間距離を視界内に占める面積で認知していると言われており、また相対速度
はその面積変化によって認知していると言われている[39]（図 5.7）。 
 
図 5.7 視覚内面積による知覚 
そこで、距離 x1 にいる幅 a の先行車を、距離 x0 にある仮想平面に投影した面積を F とすると、 
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図 5.8 仮想平面投影 
 ܨ ൌ ሺ௫బൈ௔ሻమௗ೟మ    Eq. 24 
となり、距離 x1 の 2 乗に反比例する。ヴェーバー・フェヒナーの法則により感度 E に変換すると、 
 ܧ ൌ ܥ ݈݊ ܨ ൌ 2ܥሺ݈݊ሺ ݔ଴ܽሻ െ ݈݊ ݀௧ሻ  Eq. 25 
となり、݀௧の対数に比例することが分かる。ここで、݀௧以外の項は全て定数であり、また C は感覚器や
感覚の種類によって実験的に求められる定数項である。本研究では、これらの定数項は学習によって
獲得する。よって、人の認知特性に適合させるため、強化学習モデルにおける他車との距離に関する
変数は、対数によって表すことが必要であると考えられる。 
5.3.1 人の認知特性に基づく状態空間設定 
4 章で作成したモデルに対し、学習状態空間のうち、他車との TTC 及び THW の軸を対数軸に変更し
た。また、学習空間の範囲を実車実験のデータから確からしい範囲として、TTC を 1～1000 秒、THW を
0.1～10 秒の範囲に変更した。それ以外のシミュレーション条件は 4 章と同じとして運転行動学習を行っ
た。学習の結果、追い越しの車線変更と出口に向かうための車線変更のタスク選択については、4 章の
結果と大きな変化はなく、適切に実行できることを確認した。次に、追い越し車線変更の意思決定条件
について、詳細に解析する。 
図 5.9 はモデルによる中央車線の価値を示すマップと、実車における車線変更タイミングのプロットで
ある。この図から、実際のドライバーによる車線変更判断を示すプロットがモデルの判断タイミングであ
る緑から黄色の範囲に分布しており、システムの判断と人の判断のタイミングが良く一致していることが
ܽ
݀௧ݔ଴ 
仮想⾯
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分かる。また、実際の運転データのうち、車線変更開始前 8 秒から車線変更開始後 4 秒までの計測デ
ータを学習結果のモデルに入力し車線変更判断をさせると、実車における車線変更と大よそ±1 秒の
範囲でシステムが車線変更の判断を行う結果が得られた。 
 
 
図 5.9 対数状態空間における価値関数との比較 
5.3.2 モデル検定 
また、車線変更意思決定の有無について比較すると表 5.2 の結果が得られた。適合率（TPR）が少し
下がっているが、依然として 0.895 と高い水準である。一方で、誤判断による車線変更が大きく減少して
おり、正答率（ACR）は 0.940 隣非常に高い値となっている。なお、比較として一般的な教師あり学習とし
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てランダムフォレスト法を用いて、本実験における実走行データの学習を行わせた場合、適合率
TPR=0.89、正答率 ACR=0.89 となり、本研究で提案しているモデルの方が優れている。 
表 5.2 改良後解析結果 
 sample num Predict not predict 
Do 153 TP=137 FN=16 
not do 300 FP=11 TN=289 
 
この結果から、学習状態空間を人の認知特性に基づいた空間として設定することで、より実際の人に
近い意思決定を行うモデルを構築することができたと考えられる。 
 5 章の考察とまとめ 
本章では、人の認知特性に基づいた状態空間設定を行うことで、個別の運転行動意思決定において
も、実際の人の意思決定をよく再現することができることを示した。これにより、提案した強化学習モデ
ルによって追い越しのタスク実行意思決定過程をモデル化できた。 
実際のヒトは、様々な周囲環境を認知しているが、運転支援技術をはじめとする機械とはその認知の
メカニズムが異なっている。実際の機械の制御においては、センサーなどから得られる実測値を用いる
ことが一般的であるが、その実測値を人の特性に合わせて加工することで、人と同様の判断メカニズム
に近づけることができる。また、強化学習モデルは脳の働きを基に理論を構築しているが、その学習モ
デルの入出力や、内部のパラメータを人の特性に合わせて設定しなければ、人を再現することができな
くなってしまうという問題を示した。 
これまでに提案されている運転行動解析研究において、先行車に対する運転行動の変化は THW の
逆数により決定されているという研究結果が報告されているが[40][41]、先行車追従制御を行っている
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THW が 1 秒から 10 秒程度の範囲において、本研究で提案した THW の対数に負の定数項をかけた場
合とほぼ同じ特性を持つため、本研究の結果と矛盾しない。 
本研究では、追い越し車線変更の意思決定に重要なパラメータであるモデル内の他車との距離に関
する項についてのみ人の認知特性と合わせたが、さらに多くの項について人の特性に基づいた改良を
加えることで、より人の意思決定過程を詳細にモデル化することができると考える。 
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第6章  
結言 
 考察 
本研究では、ヒトの脳内における情報処理及び制御過程に応じて適切なモデルを用いることで、
車両の運転における意思決定を良く再現できることを示した。強化学習モデルを用いて人の意思
決定をモデル化するためには、まず意思決定に関わる脳の部位について特定し、その部位の働
きをよりよく表現できる強化学習アルゴリズムを選択する必要がある。次に、意思決定を行う行動
の種別に基づいて、人がどのような環境情報を用いているのか、またその感覚特性を明らかにし、
学習状態空間及び報酬モデルを設計しなければならない。このように、人の行動解析に基づいて
脳のモデルである強化学習モデルを適切に設計することで、実際の人の行動をよく再現する意思
決定モデルを構築することができる。 
本研究においては、強化学習に用いる予測時間のパラメータを、行動準備電位に関する脳活動
研究の知見から設定した。その結果、提案したモデルがドライバーの運転行動をよく再現できるこ
とは本文に示したとおりであるが、この設定した予測時間は、これまでの運転行動解析や伝達関
数によるドライバーモデルの研究結果とも整合性を持っており、これらの解析的研究の知見から
も、本研究の脳の構造に基づくモデルがドライバーの意思決定過程をよく表していることが裏付け
られる。 
また、脳科学の視点で設計した強化学習モデルは、その学習過程と意思決定過程を解析するこ
とが可能となるので、提案したモデルを用い学習結果の価値関数と報酬関数及び状態空間に対
する解析によって、実際のドライバーが意思決定を行う上で重要な項目について知ることができる。 
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 運転意思決定の全体像 
本研究で構築した、MANEUVER レベル及び TASK レベルの意思決定モデルに基づき、運転意
思決定の全体像をまとめると、図 6.1 のようになる。 
 
図 6.1 運転意思決定 
PLAN レベルの意思決定においては、運転目的とこれまでの経験に基づき、ルートやレーンプラ
ンを計画し、実行までの時間が長いものはそのまま記憶に格納し、実行タイミングが近づいたプラ
ンを次の TASK レベルの意思決定過程に移行する。TASK レベルの意思決定では、周囲の状況
及び PLAN の意思決定結果に基づき、実行すべきタスクの選択及びその実行開始の意思決定を
行う。運転タスクの実行開始の意思決定がされると、次に MANEUVER レベルにおいて、そのタス
クに適した車両挙動制御モデルが選択され、車両状態及び環境情報のフィードバックを基に、車
両挙動制御を行う。TASK レベルの意思決定および MANEUVER レベルの意思決定は、それぞれ
異なる報酬モデルを持つ強化学習により表現することができ、その予測時間は TASK レベルでは
8.0 秒、MANEUVER レベルでは 1.2 秒である。 
PLAN レベルの意思決定は、周囲環境に依らず主に経験によるところが大きいことから、ドライ
バーの個人差が大きくモデルとして表現することが難しい。よって、TASK レベルと MANEUVER レ
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ベルの意思決定モデルの構築によって、一通りの意思決定過程のモデル化ができたと言える。 
 今後の発展 
本研究で構築したドライバーの意思決定モデルを車両の運転支援システムに実装することで、
周囲環境や車両状態に応じてドライバーが行う意思決定を車両が適切に認識することができるた
め、ドライバーの意図に沿った運転支援を実行することができるようになる。例えば、高速道路な
どで車両を自動で制御できるレベル 3 以上の自動運転技術において、先行車を追い越す判断が
ドライバーと一致することで、自然な追い越し行動を自動で実行することができるようになる。 
 
各意思決定レベルにおける強化学習モデルには、脳内分泌物に関連したパラメータが設定され
ている。本研究においては、ドーパミンと関連する TD 誤差以外のパラメータは一定と定義したが、
実際のドライバーは周囲の状況に応じて感情の変化を起こすことで、これらの脳内分泌物の分泌
状態にも変化が起きる。そこで、これらのパラメータを可変にすることで、より詳細な意思決定の
変化をモデルで表すことが可能あると考えられる。しかしながら、現在の技術では実際のドライバ
ーの感情変化を計測することが難しいため、モデル化のための十分な証左を得ることが難しい。
今後、感情推定技術の発展とともに、脳内分泌物のモデルを詳細化することができる。 
 
また、本研究では対象外とした PLAN レベルの意思決定については、大脳皮質の特性や記憶と
嗜好に関するモデルを考案することで、最終的にドライバーの全ての意思決定のモデル化を目指
している。 
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