Abstract. We present a Bayesian method for learning mixtures of graphical models. In particular, we focus on data clustering with a treestructured model for each cluster. We use a Markov chain Monte Carlo method to draw a sample of clusterings, while the likelihood of a clustering is computed by exact averaging over the model class, including the dependency structure on the variables. Experiments on synthetic data show that this method usually outperforms the expectation-maximization algorithm by Meilȃ and Jordan [1] when the number of observations is small (hundreds) and the number of variables is large (dozens). We apply the method to study how much single nucleotide polymorphisms carry information about the structure of human populations.
Introduction
Mixture models provide a flexible way to learn regularities from data. By mixing simple component models one can obtain a significantly more complex model. A finite mixture can be interpreted as a semi-parametric model, with applications in density estimation and related activities. Another interpretation treats the labels of the mixture components, one per observation, as unobserved data. This latent variable formulation supports, e.g., unsupervised clustering.
Meilȃ and Jordan [1] present an expectation-maximization (EM) algorithm to maximum likelihood estimation of mixtures of tree-structured graphical models; remarkably, the method also estimates the tree structure. A shortcoming of this and similar maximum likelihood methods is, however, that only a single estimate of the mixture model parameters is provided, leaving the uncertainty around the estimate as poorly characterized. While bootstrapping [2] can be used for finding approximate confidence intervals, it is computationally demanding and requires a large data set. Moreover, bootstrap proportions can be hard to interpret (see, e.g., [3] ) and nuisance parameters hard to handle.
Bayesian inference avoids many of the above shortcomings as it concerns the posterior distribution of the quantities of interest. Thanks to the recent developments in Markov chain Monte Carlo (MCMC) methods, Bayesian inference has become computationally feasible, at least for some important model classes, such as mixtures of multivariate Gaussians [4] . Early MCMC methods relied on Gibbs sampling that, analogously to the EM algorithm, draws samples from the joint space of model parameters and the latent component labels. Later works (e.g., [5] ) have turned to the more general Metropolis-Hastings algorithm that avoids sampling of the latent labels and is thus arguably more efficient [6] . Despite this progress, the current techniques are insufficient when the component models are more complex and involve lots of parameters [5] . This is the case, for example, when the number of variables is moderate (dozens) or large (hundreds), and when the dependency structure among the variables is unknown.
In this paper, we describe a full Bayesian method for learning with mixtures of graphical models. Our approach is motivated by two simple observations. First, for some important classes of graphical models, such as trees, there exist efficient algorithms for structure learning. Also, the space of data clusterings is discrete and "relatively small," provided that the number of data points is moderate. Consequently, it is reasonable to run MCMC over the space of clusterings, the prior and the (marginal) likelihood of a clustering being relatively cheap to evaluate. We call this approach hidden data sampling (HDS).
Related previous works have focused on simple models of independent or multivariate Gaussians. Neal [7] introduces a Markov chain sampling method for mixtures of Dirichlet processes. Rasmussen [8] describes a similar method for infinite Gaussian mixtures. Dawson and Belkhir [9] , followed by Corander et al. [10] , adopt the approach to a clustering problem in population genetics under a simple model where all attributes (genetic markers) are conditionally independent given the clustering (partition into subpopulations). We are not aware of any implementations under more complex models, for which the benefits of the approach should be more substantial. We stress that, unlike Gibbs sampling, HDS should not be viewed as a dual of EM; in Gibbs sampling and EM one only needs means for handling the conditional distribution of the hidden data z given the model parameters θ (either for sampling z or for computing suitable expectations), whereas HDS requires that one is able to compute the marginal probability of any given z, obtained by integrating θ out.
We apply the HDS method for data clustering via mixtures of trees. We extend the mixture model of Meilȃ and Jordan [1] to a full Bayesian model and handle each mixture component using the algorithm of Meilȃ and Jaakkola [11] . We describe the building blocks in Sect. 2-4. In Sect. 5 we report experimental results on synthetic data, with a comparison to an EM algorithm. In Sect. 6 we apply the method to study how much Single Nucleotide Polymorphisms (SNPs) carry information about human subpopulations [12] .
Bayesian Networks and Trees
A Bayesian network (BN) over a vector of variables x = (x 1 , . . . , x n ) specifies a probability distribution of x. The network structure of a BN encodes conditional independence assertions among the variables via a directed acyclic graph. We represent this graph as a vector G = (G 1 , . . . , G n ) where each G v is a subset of the index set V = {1, . . . , n} and specifies the parents of v in the graph. We may index with subsets: if S = {u 1 , . . . , u s } with u 1 < · · · < u s , then x S denotes the vector (x u1 , . . . , x us ). Along the structure G, a BN factorizes the probability distribution of x into a product of local conditional distributions. Usually these conditional distributions belong to some parametric family, parametrized by θ, and it is convenient to write the probability distribution of x as
Our notation supports the Bayesian treatment of the network structure G and the parameters θ as random variables (whenever their values are unknown).
A Bayesian tree (BT) is a Bayesian network where the network structure is a directed tree, i.e., one variable (the root) has no parents and every other variable has exactly one parent. BTs form an attractive subclass of BNs, as many important computational problems can be efficiently solved for trees but not for unconstrained BNs. We will soon come back to this issue.
BNs can be used to model multiple vectors x [1] , . . . , x [m] , called data and denoted by x. When the vectors are judged to be exchangeable, the probability distribution of the data given the structure G, is expressed as
where p(θ|G) is a parameter prior, and each p(x[j]|G, θ) factorizes as in (1) . When the network structure is unknown, a prior distribution p(G) is introduced and the marginal distribution of data can be written as
where G runs through all possible network structures. To best exploit the structural nature of BNs, usually the joint prior over structures and parameters is factorized by
, where each ρ v is a nonnegative function and θ v,Gv is a set of parameters that fully specify the conditional distribution of x v given x Gv . If a prior satisfies these conditions we call it modular or decomposable [13, 14, 15] . Sometimes it also reasonable to force the prior to be likelihood equivalent [13, 14, 15] , i.e., if two structures G and G represent the same assertions of conditional independence, then p(G|x) and p(G |x) must be equal (for all data sets).
In this paper we consider the common setting of discrete variables with independent local multinomial distributions. We let the multinomial parameters be independent and follow a Dirichlet distribution such that both modularity and likelihood equivalence hold [13, 11] .
A modular model structure makes computations easier, albeit not always feasible. In general, it is hard to find a network structure that maximizes the posterior p(G|x) (see, e.g., [13] ), and we suspect that it is not easier to evaluate the probability of the data, p(x). Recently, Koivisto and Sood [15] present an algorithm that solves these problems in time that scales as n2
n . This algorithm is practical for small instances, up to about n = 25 variables.
On the contrary, for Bayesian trees several key tasks, such as maximum likelihood estimation and Bayesian inference, are computationally feasible even for large numbers of variables [16, 13, 1] . Meilȃ and Jaakkola [11] show the important result that also the marginal probability p(x) for given data x can be computed in time cubic in n. The result applies whenever the structure prior is modular and symmetric, ρ v (u) = ρ u (v) ≥ 0 for each edge (u, v) , and the parameters have a Dirichlet prior with the parameters (pseudo counts) N uv (st) > 0, where s and t refer to the states of the variables x u and x v , respectively; the counts N uv (st) are subject to certain marginal constraints to ensure likelihood equivalence, see [17, Theorem 5] for details. The algorithm arises from an extension to the matrix tree theorem by Kirchhoff (in 1848); it computes the determinant of an (n − 1) × (n − 1) matrix that, in essence, represents for each pair of variables (excluding an arbitrarily chosen root) the marginal probability of the data on these variables. These probabilities are fully determined by the pairwise sufficient statistics, counts of occurrences for each value combination of two variables.
Unfortunately, the involved determinants tend to be ill-conditioned: to evaluate the determinant accurately one should let the precision of intermediate results grow linearly in the number of data points [18] . Although this costs "only" about a linear factor in the time complexity [19] , the algorithm seems to be practical for data sets with at most some thousands of records.
Mixture Models and Clusterings
Sometimes an inhomogeneous population can be well modeled by a relatively small number of homogeneous subpopulations. Finite mixture models embody this idea by forming the distribution of x as a convex combination of a fixed number of other distributions, usually members of some parametric family. A mixture model with k components is parametrized by mixture proportions α = (α 1 , . . . , α k ) which sum up to unity, and component-wise parameters β = (β 1 , . . . , β k ), each β c specifying the cth component distribution. Thus,
where each f c (x; β c ) belongs to a family of parametric distributions of x, which may be different for different components c. It is convenient to interpret a component as an unobserved variable z that takes values in {1, . . . , k}. Augmenting our probability model p to z we can write α c = p(z = c|α). Similarly we can replace f c (x; β c ) by p(x|β, z = c).
We now focus on mixtures of Bayesian networks and, in particular, of Bayesian trees. Thus, each β c specifies a network structure, G c , and the parameters of the local conditional distributions, θ c . We can read p(x|β, z = c) as p(x|G c , θ c ), which we expressed in (1).
The intimate relationship of mixture components and data clusters is obvious: for the jth data point, the unobserved label z[j] defines the cluster to which the data point belongs. Accordingly, the sets
form a partition of the indices of the data points. To illustrate this relationship, we first write the distribution of the data x as
where we assume that α and β are independent a priori.
1 Then we give an alternative expression as a sum over clusterings:
where z consists of the labels z [j] and is one to one with C = (C 1 , . . . , C k ), and where the two terms in the latter sum have the following expressions. Assuming the prior of α is Dirichlet(m 1 , . . . , m k ), we have
where
The second term can be written as
where (2), with x[C c ] denoting the data points in the cth cluster.
We note that for a given clustering, the former term (3) is easy to evaluate, while computing the latter term (4) is feasible for general BNs on a small number of variables and for BTs on up to some hundreds of variables. This fact motivates our Markov chain sampler for the posterior distribution p (C 1 , . . . , C k |x) = p(z|x), which we describe in the next section. 
MCMC over Clusterings
We apply standard simulation techniques to draw a sample of clusterings along a Markov chain whose stationary distribution is the posterior distribution p(z|x). Posterior inference is then implemented via Monte Carlo averages.
Sampling Along a Markov Chain
We use the Metropolis-Hastings algorithm [20] with a simple proposal distribution as given as Algorithm 1. The algorithm is given as input a random initial clustering z (0) ; in our experiments we used a very simple procedure that generates k nonempty clusters of sizes m 1 , . . . , m k ≥ 1 with a probability proportional to the product m 1 m 2 · · · m k . The algorithm does not sample any tree structures or parameters. Instead we apply the results of Meilȃ and Jaakkola [11, 17] to calculate the exact average over all BTs as in (4) Let η(z) be the number of singleton clusters in z and p(z) (see Sect. 3). Let
With probability min{1, A}, let
An advantage of this simple proposal distribution is that at each iteration only two data clusters are changed: a single data point is either removed or added. Thus, the O(n 2 ) sufficient statistics needed for likelihood evaluation in tree structured models can be updated in O(n 2 ) time, instead of the O(mn 2 ) time needed for the initialization. In summary, the time complexity of Algorithm 1 is O(mn 2 + (k + T )n 3 ) where T is the number of iterations and n 3 is the time required to evaluate the marginal probability of a single data cluster, given the sufficient statistics.
Inference Using Monte Carlo
The posterior expectation of any function φ(z) can be estimated by the arithmetic mean of the values φ(z (i) ) at the sampled clusterings. For example, we may estimate the probability that two data points j and j belong to the same cluster by taking average of the indicator function I
(z[j] = z[j ]). While the posterior probabilities p(z[j] = c|x) are rarely interesting,
3 the pairwise counterparts, p(z[j] = z[j ]|x), provide useful summaries, especially when the interest is in discovering data clusters; e.g., Dawson and Belkhir [9] apply a hierarchical clustering algorithm using the "co-assignment probabilities" as a measure of similarity.
We emphasize that one may also infer quantities that are indirect functions of clusterings. For example, we can estimate the posterior probability that all the k trees include a particular edge e. To do this, we need to notice two facts. First, the events "e belongs to the cth tree" are mutually independent given Algorithm 2. An algorithm for generating a synthetic data set Input: Number of components k, variables n and data points m. Output: A synthetic data set.
1: Draw k mixture proportions from the uniform distribution on the simplex. 2: for cluster c = 1, . . . , k do 3: Draw a linear order of the variables uniformly at random.
4:
For each of the n variables select a parent from its predecessors uniformly at random (except for the root, i.e., the first variable in the order).
5:
For each multinomial distribution, generate the parameters from the uniform distribution on the simplex. 6: return Set of m data points over n variables drawn from the mixture of k BTs. the clustering. Second, for each cluster we can efficiently compute the posterior probability that the corresponding tree includes the edge e [11] . Consequently, the probability that e is included in every component is easy to compute for a given clustering. Taking a Monte Carlo average of these probabilities for the sampled clusterings finally yields the desired marginal posterior probability.
Experimental Results on Synthetic Data
We demonstrate the presented method in data clustering with mixtures of trees.
The Clustering Problem
We consider the following clustering problem. Given a set of data points, x [1] , . . . , x [m] , and a number k, the task is to assign a cluster label z[j] from {1, . . . , k} to each data point x [j] such that the global assignment, or clustering, z is as good as possible. We assume that there exists a unique correct clustering z * and that the goodness of z is defined w.r.t. z * via some discrepancy measure between two clusterings. Here we consider the Jaccard index [21] , the ratio a/b, where a is the number of pairs of data points that appear in the same cluster in both clusterings, and b is the number of pairs of data points that appear in the same cluster in one or both clusterings. (We have also examined other measures, including the variation of information (VI) metric [22] . The results are qualitatively very similar and therefore not reported here.)
The Tested Methods and Data Sets
We consider three scenarios of (n, m, k) for the number of variables n, data points m, and clusters k: A = (10, 100, 2), B = (20, 200, 4) , C = (50, 500, 10). For each scenario we generated 50 random data sets with two-state variables, and another 50 random data sets with four-state variables, as shown in Algorithm 2. Note that the described sampling distribution of trees is far from uniform: the flatter the tree, the larger the probability, chains being the least probable.
In our experiments we used the following configuration of the proposed method. We set the prior over tree structures to the uniform distribution. Note that this distribution differs from the one we used in generating the test data sets. To the multinomial parameters and mixture proportions we assigned the uniform priors over the corresponding simplexes. In the determinant computations we used the standard double precision arithmetic, which is sufficient for our particular setup where every cluster typically contains less than 100 data points. As the posterior guess about the unobserved clustering we used the clustering that was visited by the simulated Markov chain and has the largest posterior probability. 4 We refer to this method as BMT (Bayesian mixture of trees). We assigned uniform prior over tree structures, i.e., equal ρ u (v) for each pair of nodes (u, v). The parameter prior was set by N uv (st) ≡ 1; see Sect. 2 and Meilȃ and Jordan [17] for the interpretation of the parameters.
We compared BMT to our implementation of the MIXTREE algorithm [1] .
5
This EM algorithm finds k Bayesian trees along the mixture proportions so as to (locally) maximize the likelihood. We examined two initialization methods: either we generate a random mixture model, as done by Meilȃ and Jordan [1] , or we draw a random soft clustering assignment, i.e., independent membership distributions for each data point; in the discussion below we will focus on the latter initialization method, for it produced slightly better results. Based on preliminary experiments we decided to stop each EM restart when the relative increase in the log-likelihood between the last two steps remains below the threshold 10 −9 for two consecutive iterations; results for different stopping criteria were qualitatively very similar. Finally, a maximum likelihood clustering is found by assigning each data point to the most probable cluster, given the estimated mixture model and the data point. We refer to this method as MT (mixture of trees). It should be noted that we did not implement any of the smoothing tricks proposed by Meilȃ and Jordan [1] , as they seem to lack a principled interpretation. Meilȃ and Jordan [1] report good results for MIXTREE in density estimation and classification; however, they do not consider the clustering task.
Both methods, BMT and MT, were given roughly the same amount of running time per data set. On each data set from scenarios A, B, and C, we allowed the algorithms run for 1, 2, and 5 hours, respectively. Given this amount of time, BMT typically completed millions of iterations, while MT completed thousands of random restarts of the EM algorithm.
Analysis of Clustering Results
The clustering results for BMT and MT are summarized in Fig. 1 . On the smallest data sets (scenario A), BMT and MT perform about equally well on average. However, MT is slightly more accurate when the variables are binary-valued, whereas BMT is superior to MT when each variable can take four values. On the largest data sets (scenario C), BMT clearly outperforms MT. As expected, the difference in the performance grows with the number of states per variable. We could explain these results theoretically as follows. When there are only 10 binary variables MT does not suffer much from using a point estimate (a mixture of BTs). On the contrary, BMT uses a somewhat biased prior, which renders its performance suboptimal. For larger numbers of variables the point estimates used by MT are no longer reliable-model averaging, as carried out by BMT, starts paying off. In practice, however, we realized that on larger data sets MT usually did not find the global optimum, despite the fair number of EM restarts. This may be the dominating reason for the relatively poor performance of MT. On the contrary, stochastic local search in the space of clusterings, as implemented in BMT, seems to be sufficient for finding plausible clusterings.
We visually inspected the mixing properties of BMT by running several independent chains from random initial states, for a few data sets selected at random. As shown in Fig. 2 , mixing is rapid on the small data set, and, as expected, gets slower on larger data sets. Yet, the needed burn-in period is short compared to the total number of iterations for these data sets.
Application to SNP-Haplotype Clustering
Geographically distant human subpopulations also tend to be genetically distant, relative to the variation within subpopulations. This is because after separation from a common founder population (a long time ago), subpopulations have evolved quite independently under population genetic forces, such as mutation, recombination, random drift, and selection. The variation within and between subpopulations can be observed at marker locations, especially, at Single Nucleotide Polymorphisms (SNPs). A SNP is a one-base location of the DNA where two different variants (alleles) appear in the population. Recently, large efforts have been put into typing (reading) millions of SNPs over the whole genome for groups of ethnically diverse individuals [12] .
We apply the presented clustering method to study how many and how sparsely spaced SNPs are needed for inferring the known subpopulations solely from the SNP data. This question is interesting, since SNPs spanning a short region of the genome are not expected to be informative about the present subpopulations-rather, they reveal the content of the common, ancient founder population. We use the Perlegen data [12] that contains alleles at over 1.5 million SNPs for 24 European American samples, 23 African American samples, and 24 Han Chinese samples, each sample contributing two haplotypes to constitute a data set of 142 data points in total. Modeling with a mixture of trees makes a compromise with computational convenience and biological plausibility. Roughly speaking, we expect that the dependency of two markers gradually decays with their physical distance in the genome, suggesting a Markov chain model. However, several factors disturb this view, suggesting more complex models [23] . We use the BMT and MT methods with the details described in the previous section. Figure 3 shows the results obtained at several randomly picked regions with varying number and spacing of the SNPs. We observe that the cluster structure of the data approaches the division into the three subpopulations as the number of SNPs and the average spacing get larger. For 100 SNPs with the average spacing of 500 kb, the subpopulations are fairly accurately discovered by BMT. (The maximum-likelihood method, MT, is inadequate for revealing this trend.) (a) 100, 20 kb (b) 100, 100 kb (c) 100, 500 kb (d) 50, 500 kb (e) 20, 500 kb Fig. 3 . Deviation of the subpopulation division and inferred clusterings measured by the Jaccard index, for BMT (x-axis) and MT (y-axis). Results shown for 20 random regions per case: (a-c) 100 SNPs, the mean spacing of 20, 100, and 500 kb, and (c-e) 100, 50, and 20 SNPs, the mean spacing of 500 kb. The range of both axes is [0, 1].
Concluding Remarks
We have applied the hidden data sampling (HDS) method for Bayesian learning with mixtures of graphical models. The HDS method is applicable whenever the likelihood of a single data cluster can be efficiently evaluated. We used Bayesian trees as an example of such a model class; Bayesian networks with a fixed variable order and bounded indegree is another example not considered here. Previous applications of essentially the same MCMC method have considered only simple Gaussian and product multinomial models [7, 8, 9, 10] . These works also show (rather straightforward) ways to extend the models and methods to an unknown number of clusters; notice, however, that inferring the number of clusters is usually quite sensitive to the priors of the model parameters.
In our experiments on data clustering, the proposed Bayesian method, BMT, outperformed the maximum likelihood method implemented via the EM algorithm, MT (MIXTREE, [1] ). The observed poor performance of the EM algorithm is partially due to its sensitivity to the initial model. Another, and perhaps more interesting, reason is that MT fits all model parameters, including the tree structure, to a relatively small number of data points. To overcome this drawback, Meilȃ and Jordan [1] propose semi-Bayesian smoothing techniques to be used for small data sets. Our results suggest that "smoothing" is good to implemented in its entirety, via full model averaging, like done in BMT.
The results on the genetic data agreed with our hypothesis about the relationship of SNP haplotypes and human subpopulations. We note that, in general, population structure can be more powerfully inferred using data on different kind of genetic markers (microsatellites) [9, 10] . However, SNPs provide unique means for mapping disease predisposing genes [12] -it is useful to characterize what information SNPs carry about the genetic variation between individuals. Finally, we admit that trees are not perfect models for weakly correlated SNPs; in fact, independence models and, e.g., the k-means algorithm might perform equally well.
