The Hamilton-Jacobi method is generalized, both, in classical and relativistic mechanics. The implications in quantum mechanics are considered in the case of Klein-Gordon equation. We find that the wave functions of Klein-Gordon theory can be considered as describing the motion of an ensemble of particles that move under the action of the electromagnetic field alone, without quantum potentials, hidden uninterpreted variables, or zero point fields. The number of particles is not locally conserved. pacs 03.65.-w
Introduction
In previous papers ( [1] , [2] ) we have considered the possibility of reinterpreting Klein-Gordon and Dirac's equations, as describing ensembles of particles moving under the action of the electromagnetic field, where the number of particles is not locally conserved. In order to do that for the Klein-Gordon equation, on the basis of some general electrodynamic considerations, we proved that it was sound to assume that the field of kinetic four-momentum
where S is the phase of the wave function, A µ is the electrodynamic fourpotential, and Φ is a function of space-time coordinates, whose nature was left completely undetermined. To deal with Dirac's equation we followed a similar procedure.
In this paper we determine the nature of the function Φ. Actually we prove that the principle of relativity requires that we consider a general four-vector ω µ , instead of the gradient of a potential. To do this we start with an analysis of Helmholtz's theorem on the representation of vectors fields and its extensions to n dimensional spaces, in particular to space time [3] . In the first section we derive Helmholtz theorem:
following a variational approach. This allows us to prove that if the potentials are chosen so that ( ∇φ − f ) ·n = 0 at the boundary of the region under consideration, then ∇φ is the best approximation to f in the sense of the quadratic norm, which we think is an original result.
Further we apply those conclusions to perform an analysis of the physical meaning of Hamilton-Jacobi theory. Taking it out of the mathematical realm of canonical transformations, allows us to find its necessary generalizations in classical and relativistic mechanics, laying thus a foundation for a complete explanation of the field ω µ . In the second section we work out a complete example of this extension of Hamilton-Jacobi theory in a very simple physical situation, just to show how it works. The reformulation of Hamilton-Jacobi theory allows us to prove, definitively, that the wave functions of Klein-Gordon theory can be soundly interpreted as describing the motion of ensembles of particles under the action of the electromagnetic field, alone, without any quantum potentials, uninterpreted hidden variables, or zero point fields. The number of particles is not locally conserved, but this has been confirmed.
We will not say, like Einstein-Podolsky-Rosen that quantum mechanics is not a complete theory of motion, but that the set of terms ρ, S that define the wave function in Madelung's representation can be complemented with a four vector ω i , in such way that the same phenomena can be understood using the classical concept of particles that move along well defined trajectories.
The four-vector ω i appears in the equations as the potential of an electromagnetic field that does not produce any Lorentz force on the particles of the ensemble under examination. However there is not condition on the divergence of the corresponding Faraday tensor, which could explain the observations of a background electromagnetic field.
The Helmholtz's Theorem in Three Dimensions
We consider the problem of approximating a vector field f using more simple functions. For example: What is the best approximation of a vector field f by means of the gradient of a potential in a region of space? To answer this kind of question we will follow a variational approach: Determine the extreme of the functional:
The first variation is:
Making use of Gauss theorem, the first of the last integrals is replaced by an integral on Ω's boundary(Γ(Ω)). Therefore,
We do not fix the values of φ on Γ(Ω), so that, from the condition δF = 0, we can get a differential equation and a set of boundary conditions:
(Wheren( x) is the field of unitary normals on Γ(Ω).) From the theory of harmonic functions we know the last problem has a unique solution which we will not discuss further. The field f is thus expressed as the sum of two fields:
where t is a solenoidal field such that
has the minimum value compatible with equation (9). Therefore, the field t is a solution for another variational problem:
where the components of λ are Lagrange's multipliers. The variation with respect to λ leads to the condition ∇ · t = 0 and ∇ × t = ∇ × f which we already know. The variation with respect to t leads to:
Using the identity
to obtain the substitution
equation (11) can be written as:
From this we get the differential equation:
From equation (9) we get:
We can choose λ so that ∇ · λ = 0. For this all we have to do is the substitution:
where ψ is a particular solution of a Poisson equation
This transformation does not change the fundamental relation (13). Equation (14) is transformed into:
with the extra and boundary conditions:
Those relations univocally determine the field t. Thus we have a reformulation of Helmholtz' theorem in the form: Every vector field f with continuous partial derivatives inside a region Ω can be written in the form:
where λ is solenoidal and φ and λ are solutions of the Poisson equations:
If φ and λ are chosen to meet the boundary condition
then ∇φ is the best approximation of the field f as the gradient of a scalar function.
Consider now a vector field (f 1 , · · · , f n ) in a space of n dimensions. As before, we find the solutions of a variational problem δF = 0, where
where Ω is a region of an n-dimensional space limited by an hyper-surface Γ(Ω).
(We are using the summation convention.) The condition δF = 0 leads to a set of corresponding equations, analogous to (6, 7). As to the vector t i = f i − ∂φ ∂xi , we know it is solenoidal, and that it is a solution of the variational problem
where Λ ij is an antisymmetric set of Lagrange's multipliers. The extreme condition is easily found to be:
Therefore, t i is the divergence of an antisymmetric second order (cartesian) tensor.
Classical Mechanics
Let p i (q 1 , · · · , q n , t) be a vector field, defined in the space-time of a mechanical system whose evolution is determined by a Hamilton function
(Given that functions defined in Cartan's espace desétats [5, 174] will be projected into functions defined in space-time, to avoid confusions, we will use symbols of the kind G αβ···
to represent their derivatives. For example:
To represent the derivatives with respect to the space-time coordinates we will use the usual notation ∂ ∂qi , ∂ ∂t .) We suppose the p i are the momenta of an infinite ensemble of particles, of the kind use in Euler's hydro-kinematics. The particle that occupies the position q i at time t, gets an increment of action in the interval dt, which is given by:
The conditions under which this is relation is integrable are
and
The derivative of p i along the corresponding trajectory in phase space is:
From this we get the equation:
Also:
Therefore:
Thus, we get the important conclusion that the vorticity of (p 1 , · · · , p n ) is zero in the configuration space if and only if the vorticity of (−p 1 , · · · , −p n , H) is zero in space-time.
According to equation (27)
From this we can see that:
Considering the relations
we can write equation (30) in the form ∂ ∂t
Now we assume that the mass matrix is diagonal, so that
Equation (33) gives us the material derivative of the vorticity of the field p i . From equation (34) we can see that, under this assumption-that the matrix of masses is diagonal-, if the vorticity of (p 1 , · · · , p n ) is zero at t = t 0 , it will be zero at any other time. Therefore, in those cases, there is a function Φ i , defined in space-time such that:
Obviously, Φ is a solution of the Hamilton Jacobi equation:
Here we are assuming that the trajectories of the particles in the ensemble do not cross each other, which cannot be granted from the sole condition on the vorticity. Therefore we can expect that the solution of (36) will have singularities, depending on the initial conditions.
But suppose that (p 1 , · · · , p n ) is not a potential field. The vorticity of (−p 1 , · · · , −p n , H) will not be zero and, according to our previous conclusions, there is at least one field (−A 1 , · · · , −A n , Θ) such that:
and (−p 1 −A 1 , · · · , −p n −A n , H+Θ) is the best approximation of (−p 1 , · · · , −p n , H) as a potential field. Consequently, there is at least one function Φ such that
The function Φ is a solution of the differential equation
which is the equation we had obtained, had we started with a potential field (p 1 , · · · , p n ) and another Hamilton's function:
It is clear that equation (39) is not enough to determine the fields Φ and A, but this difficulty is easily surmounted. To show this in a way that is free of mathematical complexities, we will consider the case of a single particle, where the Hamilton's function of the original system is:
The new Hamilton's function is
which is formally analogous to the Hamilton's function of a particle in an electromagnetic field. The corresponding Hamilton-Jacobi equation is:
From (42) we see that the function Θ and the vector A have to be chosen so that the corresponding Lorentz force is equal to zero for the given field:
Equations (43) and (44) constitute the generalization of Hamilton-Jacobi theory to the consideration of fields with vorticity.
To make an example, we have considered an ensemble of free particles that satisfy the initial conditions:
where ω = ωk is a constant vector in the direction of the z axis. The position at time t of the particle that occupies position r 0 at time t 0 is
Or, in open form:
The determinant of this system is greater than zero. Therefore, the transformation is invertible. Actually, we have this:
From this and (46) we can get the field of momenta at time t:
and the field of kinetic energy
The potential and solenoidal parts of the field of momenta are clearly separated.
where
At this moment we can see that the alternative Hamilton's function for this problem is:
Because of the way we have constructed this function, it is not difficult to see that (52) is a particular solution of the Hamilton-Jacobi Equation 1 2m
That (44) is also satisfied can be easily proved from the equalities:
Passing to special relativity, in previous papers [1] and [2] , we have observed that in the case of a field of four-velocities that represents the motion of an infinite ensemble of particles, the derivative of the four-velocity along the corresponding world-lines
is determined by its vorticity. This is so because, from the condition u j u j = 1 it follows that u j ∂u j ∂x i = 0.
Combining this and (60) we get
Then-we see now-the vorticity of a field of four-velocities cannot be zero at least it describes an ensemble of free particles. If the particles move under the action of an electromagnetic field we have:
m is the rest mass of the particles and q is the electric charge. We can write the vector P i in the form
where, because of (62):
From (63), (64), (65), (66), we get a non-linear system of differential equations:
This equations entail the most reasonable generalization of Hamilton-Jacobi theory to special relativity since, as we said before, a potential field of velocities represents necessarily a field of free particles. So, vorticity plays a special role in relativistic Hamilton-Jacobi theory, and there is not a physical reason to believe that the only real fields of four-velocities are those for which there exists a scalar function φ such that [4, p. 488-509]
Quite the contrary, this reformulation of Hamilton-Jacobi theory allows us to prove that it is possible to interpret the wave functions of Klein-Gordon theory as describing the motion of an ensemble of particles under the action of the electromagnetic field, alone, without quantum potentials or uninterpreted hidden variables, where the number of particles is not locally conserved.
The Klein-Gordon Field
Equations (76) to (80) make up a complete description of an ensemble of particles that move under the action of the electromagnetic field, in such way that the number of particles is not locally conserved. Equations (79) and (80) are the only ones that include the density of particles and Planck's constanth, which is then interpreted as an empirical parameter that determines the local rate of creation/anihilation of matter. The reinterpretation of Dirac's field is similar to the one we have exposed in [2] , and we will develop it in another paper.
In the limit of low speed, we replace the four-vector ω i by its best approximation in the sense we studied in the second section. This approximation does not meet the requirements of Lorentz invariance, but Lorentz invariance is not required in the low speed limit. Then we can follow the same line of though we followed in [1] to recover Schrödinger equation.
