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Abstract 
The goal of this paper is to describe a forecasting model for the hourly electricity load. The model takes into account the 
meteorological factors (temperature and natural illumination) in the area covered by the Rostov utility dispatcher. In this study, 
support vector machine (SVM) with particle swarm optimization (PSO) were used to forecast electricity consumption. To get 
more accurate evaluation of the results of SVM model, the standard measures for quantitative evaluation of statistical 
performance and mean absolute percentage error (MAPE) were employed to evaluate the performance of various models 
developed. The results also suggest that the SVM method can be successfully applied to the forecasting model for the hourly 
electricity consumption in the area covered by the Rostov utility dispatcher. 
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1. Introduction 
Short term electric load forecasting is one of the important criterions in the operation and planning of electrical 
power production. It concerns the prediction of power system loads over standard periods. The basic quantity of 
interest is usually the hourly total system load. It also concerned with the prediction of the hourly (operation term), 
daily (short term), weekly and monthly values (medium term) of the system load and the maximum values occurred. 
However, mush effort has been devoted over the past decades to develop and improve the short term electric load 
and its corresponding price forecasting models in order to make an appropriate market decision. 
In figure 1 shows the hourly values of natural illumination (left ordinate axis) and the hourly temperature values 
(right ordinate axis) during one day. 
 
 
Fig. 1. Ɍhe hourly natural illumination and the hourly temperature for 25.08.2010 in the operating area of the Rostov utility dispatch. 
The dependence of the power consumption on the temperature is shown in Fig. 2. The points of this dependence 
are characterized by the period from 1 September 2010 to 31 August 2011 in the territory of the Rostov utility 
dispatcher. They are approximated by linear and polynomial 5th degree: 
 
           ܲሺܶሻ ൌ െʹͲǤʹͷ͵ܶ ൅ ʹͳ͵ͺ;               (1) 
 
 ܲሺܶሻ ൌ െͳܧ െ Ͳ͹ܶହ ൅ ͲǤͲͲʹͶܶସ െ ͲǤͲͶʹ͵ܶଷ െ ͲǤͶͻͲͷܶଶ െ ʹͳǤʹͺ͸ܶ ൅ ʹͳͺ͵Ǥʹ;    (2) 
 
Coefficients of determination, which have a sufficiently high value for the polynomial R2 = 0.8465, and the 
smaller the value of R2 = 0.6801 for a linear dependency, indicating the presence of a non-linear relationship 
between the power consumption and the temperature. 
Effect of temperature on power consumption is more definite than the Cloudiness and natural illumination. 
Power consumption depending on the natural illumination are much more vague. The fig. 3 is examples of 
dependences of the daily integrated power consumption on illumination for the operating zone of Rostov utility 
dispatcher during year. They are approximated by linear and polynomial 5th degree: 
 
 ܲሺܫሻ= -0.0093ܫ + 2052.1;             (3) 
 
ܲሺܫሻ = -2E-24ܫ 6 + 2E-19ܫ 5 - 1E-14ܫ 4 + 2E-10ܫ 3 - 3E- 07ܫ 2 – 0.0174ܫ + 2056.4.    (4) 
  
Coefficient of determination for the linear R2 = 0.3894, and nonlinear R2 = 0.3542 models indicate a weak 
correlation. 
Support Vector Machines (SVM) is a set of classi¿cation and regression techniques, which was invented 
by Vladimir N. Vapnik in 1995 [1–3]. As previously outlined, SVM can  be used for either classi¿cation or 
regression, to which we restrict our attention for the remainder of this work. In the following, we brieÀy overview 
the theory behind the use of SVM for function estimation, introducing at the same time the most relevant notions 
659 I.I. Nadtoka and M. Al-Zihery Balasim /  Procedia Engineering  129 ( 2015 )  657 – 663 
and parameters, with special attention to those parameters whose impact we investigate later on. In a sense, this 
overview is thus instrumental to the understanding of the performance evaluation section, but for a more thorough 
coverage of SVM we refer the reader to the excellent surveys [4–8]. 
 
 
Fig. 2. The dependence of the daily power consumption on the average daily temperature during the year in the operating area of the Rostov 
utility dispatcher. 
List square method of SVM (LS-SVM) was first proposed by J.Suykens [9, 10] et al, is an extension of the 
standard SVM. This method was applied for load forecasting of Rostov utility dispatcher [11, 12] and in [13] for 
region of England. 
Minimization principle, structure, LS-SVM optimization objectives can be expressed as 
  
(5) 
 
 
where, 1u lRe  - the error vector, ɋ  the regularization parameter, which control error punishment; D  the Lagrange 
multipliers, 1u lRD . Nonlinear predictive model expression: 
 
( , ) ,1 1
m
P K x x bi i ii
D ¦  
    1, , ,i m }            (6) 
 
where ix - input vector: power ܲሺݐሻ, temperatureܶሺݐሻ and natural illumination ܮሺݐሻ; type of day; x – coordinates of 
the center of the scattering vector; bi ,D – linear coefficients; m : dimension of input vectors; ),( xxK i – kernel 
function, which performs a nonlinear mapping the input space of input data (electricity, meteorological factors) in 
the feature space of higher dimension. 
 
The LS-SVM method applied to power system short-term load forecasting below support vector machine 
regression algorithm, summarized as follows: 
 
x Let the training set is known ܵ ൌ  ሼ ଵܲሺݐሻǡ ଵܶሺݐሻǡ ܮଵሺݐሻǡ Ǥ Ǥ Ǥ ǡ ௠ܲሺݐሻǡ ௠ܶሺݐሻǡ ܮ௠ሺݐሻሽ; 
x Select the appropriate positive numberD ɚnd CSelect the appropriate kernel function ),( xxK i ; 
x Construct and solve the optimization problem-optimal solution  Tll ),,...,,(
**
11 DDDDD  ; 
x Construct decision function(6) , where  b  the value is calculated according to the formula : 
 
    ( , )
1
m
b P K x xi i ii
D  ¦
 
 (0, )CiD          
(7) 
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Fig. 3. The dependence of the daily power consumption on the average daily natural illumination during the year in the operating area of the 
Rostov utility dispatcher. 
The radial basis function has the following advantages: (1) representation of simple, even for multi-variable input 
not add too much complexity; (2) radial symmetry, smoothness, arbitrary order derivatives are present; (3) Since the 
function of simple the parsing and good, and thus facilitate the theoretical analysis.  
These features based on radial basis function, this article uses the radial basis function as a of kernel function in 
the regression model. Specific form is as follows: 
 
2 2( , ) exp( / ),K x x x xi i V                (8) 
 
where: V  is the standardized parameter, determines the width of the function around the centre point , ixx   is 
the norm of the vector ixx  , indicates the distance between x  and ix .Radial basis function non-linear 
transformation of the sample data to a high-dimensional space, Be able to handle the input and output of the 
nonlinear relationship.  Selection of parameters SVM (V , C) based on using algorithm particle swarm. 
         Particle swarm optimization is algorithm based on iterative optimization evolutionary computing technology, 
initialization for a group of random particles, and then search for the optimal solution by iteration [14–16]. In each 
iteration, the particles passing through the track of the two extremes to update the particle's position and speed, in 
order find the optimal solution.  
Each particle is determined according to their own flight speed and distance. Suppose that d  dimension in the 
search space, m  particles form a population.  The standard particle swarm optimization algorithm to update the 
particle velocity and position using the following formula: 
 
);()(
2211 id
xgdprcidxidprcidwvidv  
          (9) 
 
.idvidxidx                   (10) 
 
where, ix  the position of the i -th particle in݀ - dimensional search space,݌௜ௗ  the optimal location of the i -th 
particle, ݒ௜ௗ  the flying velocity of the i -th particle in a d -dimensional search space, w is the coefficient of inertia 
weight, 1c and 2c the two are non-negative constant called the acceleration constant, 1r and 2r random 
numbers  between (0÷1). 
    
The simulation environment MALAB2011a, Search range of setting Particle Swarm Optimization is: C א 
661 I.I. Nadtoka and M. Al-Zihery Balasim /  Procedia Engineering  129 ( 2015 )  657 – 663 
(0,1÷100) 㸪V א (0,1÷10). The number of particles m Choose 20, the more the number of particles, the more 
widely distributed, the greater the range of the search space, and thus easier to find the global optimum solution, but 
the longer running time. w  inertia weight factor. Range of w  selected as (0,4÷0,9). Acceleration constants 1c and
2c represent the weights of the stochastic acceleration terms that push a particle toward . ibestp  and bestg  
respectively. Small values of 1c and 2c allow a particle to roam far from target regions. Conversely, large values 
result in the abrupt movement of particles toward target regions. In this work, constants 1c and 2c  are both set at 
2,0, following the typical practice in [17–20]. 
 For the modeling of power consumption with the influence meteorological factors used procedures among 
MALAB2011a: (InitSwarm, BaseStepPso) for the implementation of the algorithm and particle swarm 
(AdaptFunc1, AdaptFunc) to create a predictive regression model of method SVM.  
Initial data are taken from the statistics of the Rostov utility dispatcher for the period 2009 - 2012, at the output is 
the data load on the day forecasting. The results of prediction in different seasons of the year are shown in Fig. 4, 5, 
6. Table 1 shows the prediction errors (mean absolute error percentage MAPE). 
 
 ൌ ଵ
ଶସ൉ே
൉ σ σ
ቚ௉೔ǡೖ
೑೚ೝି௉೔ǡೖ
ೌ೎೟ቚ
௉೔ǡೖ
ೌ೎೟ ή ͳͲͲΨே௞ୀଵଶସ௜ୀଵ  .           (11) 
 
 
Fig. 4. Load forecasting for 31.05.2011 with account temperature and natural illumination (MAPE= 2,26%). 
 
 
Fig. 5. Load forecasting for 31.05.2011 with account only temperature (MAPE= 2,60%). 
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Fig. 6. Load forecasting for 31.05.2011 with account only natural illumination (MAPE= 2,65%). 
Table 1. The result of error for each season.
 
 
Time of year
MAPE%
With account only natural 
illumination
With account only temperature With account temperature  
and natural illumination
Spring 31.05.2011   2.65% 2.6% 2.26% 
Summer 31.08.2011  1.23% 1.37% 1.41% 
Autumn 30.11.2011  2.13% 1.94% 1.61% 
Winter 26.1.2012  1.73% 1.9% 1.58% 
2. Conclusion  
In this study, SVM with PSO model was developed for forecasting the short term of electrical power 
consummation for Rostov region dispatcher utility. The results demonstrated that SVM with PSO can be applied 
successfully to establish accurate and reliable electrical power forecasting. Also results show that the account of 
temperature with natural illumination together improved the quality of forecasting by using SVM with algorithm 
PSO. 
Forecasting results presented in Table 1 show that the prediction error of summer and winter is less than of spring 
and autumn. This is explained by the greater dynamics of length changing of daylight (light time of day) and the 
instability of the weather. 
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