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1. INTRODUCTION
More than 100 years ago Lyapunov introduced the concept of stability of
a dynamic system and created a very powerful tool known as the method of
Lyapunov functions in the study of stability. The Lyapunov method has
been developed and applied by many authors during the past century. One
Žof the important developments in this direction is the LaSalle theorem cf.
w x.LaSalle 10 , from which follow many of the classical Lyapunov results on
stability. Another one is Hale's extension to functional differential equa-
Ž w x.tions cf. Hale 3 with the introduction of the extended dynamical systems
Ž w x.cf. Hale and Infante 4 . On the other hand, since Ito introduced hisÃ
stochastic calculus about 50 years ago, the theory of stochastic differential
equations has been developed very quickly. Especially the Lyapunov
method has been developed to deal with stochastic stability by many
w x w xauthors, and we here only mention Arnold 1 , Friedman 2 , Has'minskii
w x w x w x5 , Kushner 7 , Kolmanovskii and Myshkis 8 , Ladde and Lakshmikan-
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w x w x w xthan 9 , Mohammed 15 and myself 12]14 . However, so far there seems
no stochastic version of the LaSalle asymptotic convergence theorem for
stochastic differential delay equations, and the main aim of this paper is to
extend the LaSalle theorem from ordinary differential equations to
stochastic differential delay equations. We also apply the LaSalle-type
theorems to establish sufficient conditions for the asymptotic stability of
stochastic differential delay equations.
2. ASYMPTOTIC CONVERGENCE
ŽThroughout this paper, unless otherwise specified, we let V, F,
 4 .  4F , P be a complete probability space with a filtration F satisfy-t t G 0 t t G 0
Žing the usual conditions i.e., it is right continuous and F contains all0
. Ž . Ž Ž . Ž ..TP-null sets . Let B t s B t , . . . , B t be an m-dimensional Brown-1 m
< <ian motion defined on the probability space. Let ? denote the Euclidean
norm in Rn. If A is a vector or matrix, its transpose is denoted by AT. If A
T< < 'is a matrix, its trace norm is denoted by A s trace A A . Let t ) 0Ž .
Žw x n. nand C yt , 0 ; R denote the family of all continuous R -valued func-
w x b Žw n.tions on yt , 0 . Let C yt ; R be the family of all F -measurableF 0 00
Žw x n.  Ž . 4bounded C yt , 0 ; R -valued random variables j s j u : yt F u F 0 .
Consider an n-dimensional stochastic differential delay equation
dx t s f x t , x t y t , t dt q g x t , x t y t , t dB t , 2.1Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
 Ž . 4 b Žw x n.on t G 0 with initial data x u : yt F u F 0 s j g C yt , 0 ; R .F0
Here f : Rn = Rn = R “ Rn and g : Rn = Rn = R “ Rn=m. As a stand-q q
ing condition, we impose a hypothesis:
Ž .H1 Both f and g satisfy the local Lipschitz condition and the
linear growth condition. That is, for each k s 1, 2, . . . , there is a c ) 0k
such that
< < < <f x , y , t y f x , y , t k g x , y , t y g x , y , t F c x y x q y y yŽ . Ž .Ž . Ž . Ž .k
n < < < < < < < <for all t G 0 and those x, y, x, y g R with x k y k x k y F k, and
there is moreover a c ) 0 such that
< < < <f x , y , t k g x , y , t F c 1 q x q yŽ . Ž . Ž .
Ž . n nfor all x, y, t g R = R = R .q
Ž w x w x.It is known cf. Mao 13, 14 and Mohammed 15 that under hypothesis
Ž . Ž .H1 , Eq. 2.1 has a unique continuous solution on t G yt , which is
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Ž .denoted by x t; j in this paper. Moreover, for every p ) 0,
p
E sup x s ; j - ‘ on t G 0.Ž .
ytFsFt
2, 1Ž n .Let C R = R ; R denote the family of all nonnegative functionsq q
Ž . nV x, t on R = R which are continuously twice differentiable in x andq
2, 1Ž n .once differentiable in t. For each V g C R = R ; R , define anq q
operator L V from Rn = Rn = R to R byq
L V x , y , t s V x , t s V x , t f x , y , tŽ . Ž . Ž . Ž .t x
1 Tq trace g x , y , t V x , t g x , y , t ,Ž . Ž . Ž .x x2
where
› V x , t › V x , t › V x , tŽ . Ž . Ž .
V x , t s , V x , t s , . . . , ,Ž . Ž .t x ž /› t › x › x1 n
› 2V x , tŽ .
V x , t s .Ž .x x ž /› x › xi j n=n
Let us stress that L V is defined on Rn = Rn = R while V on Rn = R .q q
Ž .Moreover, let K denote the class of continuous strictly increasing func-
Ž .tions m from R to R with m 0 s 0. Let K denote the class ofq q ‘
Ž .functions m in K with m r “ ‘ as r “ ‘. Functions in K and K are‘
called class K and K functions, respectively. If m g K, its inverse function‘
y1 1Ž .is denoted by m . We also denote by L R ; R the family of allq q
‘ Ž . Ž n .functions g : R “ R such that H g t dt - ‘. Furthermore let C R ; Rq q 0 q
Ž n .and C R = R ; R denote the families of all continuous functions fromq q
Rn to R and from Rn = R to R , respectively. The following lemmaq q q
plays an important role in this paper.
Ž .LEMMA 2.1. Let H1 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , and w , w g C R = R ; R suchq q q q 1 2 q q
that
L V x , y , t F g t y w x , t q w y , t ,Ž . Ž . Ž . Ž .1 2
x , y , t g Rn = Rn = R , 2.2Ž . Ž .q
and
w x , t G w x , t q t , x , t g Rn = R . 2.3Ž . Ž . Ž . Ž .1 2 q
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b Žw x n.Then, for e¤ery j g C yt , 0 ; R ,F0
t
lim V x t ; j , t q w x s ; j , s q t ds - ‘ a.s., 2.4Ž . Ž . Ž .Ž . Ž .H 2
t“‘ tyt
and, moreo¤er,
‘
w x t ; j , t y w x t ; j , t q t dt - ‘ a.s. 2.5Ž . Ž . Ž .Ž . Ž .H 1 2
0
The proof of this lemma is based on the following semimartingale
wconvergence theorem established by Lipster and Shiryayev 11, Theorem 7
xon p. 139 .
Ž . Ž .LEMMA 2.2. Let A t and U t be two continuous adapted increasing
Ž . Ž . Ž .processes on t G 0 with A 0 s U 0 s 0 a.s. Let M t be a real-¤alued
Ž .continuous local martingale with M 0 s 0 a.s. Let z be a nonnegati¤e
F -measurable random ¤ariable. Define0
X t s z q A t y U t q M t for t G 0.Ž . Ž . Ž . Ž .
Ž .If X t is nonnegati¤e, then
lim A t - ‘ ; lim X t - ‘ l lim U t - ‘ a.s.Ž . Ž . Ž .½ 5 ½ 5 ½ 5
t“‘ t“‘ t“‘
Ž c. Ž .where B ; D a.s. means P B l D s 0. In particular, if lim A t - ‘t “‘
a.s., then for almost all v g V:
lim X t , v - ‘ and lim U t , v - ‘,Ž . Ž .
t“‘ t“‘
Ž . Ž .that is both X t and U t con¤erge to finite random ¤ariables.
b Žw x n.Proof of Lemma 2.1. Fix initial data j g C yt , 0 ; R arbitrarily andF0
Ž . Ž .write simply x t; x s x t . By Ito's formula,Ã0
t
V x t , t s V x 0 , 0 q L V x s , x s y t , s dsŽ . Ž . Ž . Ž .Ž . Ž . Ž .H
0
t
q V x s , s g x s , x s y t , s dB s .Ž . Ž . Ž . Ž .Ž . Ž .H x
0
Note that
t 0
w x s , s q t ds s w x s , s q t dsŽ . Ž .Ž . Ž .H H2 2
tyt yt
t
q w x s , s q t y w x s y t , s ds.Ž . Ž .Ž . Ž .H 2 2
0
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Hence
t
V x t , t q w x s , s q t dsŽ . Ž .Ž . Ž .H 2
tyt
0 t
s V j 0 , 0 q w j u , u q t du q g s dsŽ . Ž . Ž .Ž . Ž .H H2
yt 0
t
y g s y L V x s , x s y t , sŽ . Ž . Ž .Ž .H
0
yw x s , s q t q w x s y t , s dsŽ . Ž .Ž . Ž .2 2
t
q V x s , s g x s , x s y t , s dB s 2.6Ž . Ž . Ž . Ž . Ž .Ž . Ž .H x
0
0 t
F V j 0 , 0 q w j u , u q t du q g s dsŽ . Ž . Ž .Ž . Ž .H H2
yt 0
t
y w x s , s y w x s , s q t dsŽ . Ž .Ž . Ž .H 1 2
0
t
q V x s , s g x s , x s y t , s dB s , 2.7Ž . Ž . Ž . Ž . Ž .Ž . Ž .H x
0
Ž . Ž .where we have used the following fact from 2.2 and 2.3 that
g s y L V x s , x s y t , s y w x s , s q t q w x s y t , sŽ . Ž . Ž . Ž . Ž .Ž . Ž . Ž .2 2
G w x s , s y w x s , s q t G 0.Ž . Ž .Ž . Ž .1 2
‘ Ž . 1Ž .Note also that H g s ds - ‘ since g g L R ; R . Therefore, applying0 q q
Ž . Ž .Lemma 2.2 to 2.6 yields the required Assertion 2.4 while applying
Ž . Ž .Lemma 2.2 to 2.7 gives 2.5 . The proof is complete.
Let us now employ Lemma 2.1 to establish the asymptotic convergence
Ž .theorems of LaSalle-type for Eq. 2.1 .
Ž .THEOREM 2.3. Let H1 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , w g C R ; R , and a constant d )q q q q q
1, such that
L V x , y , t F g t y d w x q w y , x , y , t g Rn = Rn = R .Ž . Ž . Ž . Ž . Ž . q
b Žw x n.Then, for e¤ery j g C yt , 0 ; R ,F0
lim V x t ; j , t - ‘ a.s., 2.8Ž . Ž .Ž .
t“‘
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and
‘
w x t ; j dt - ‘ a.s. 2.9Ž . Ž .Ž .H
0
If there is moreo¤er a continuous function h: R “ R such thatq q
h V x , t F w x , x , t g Rn = R , 2.10Ž . Ž . Ž . Ž .Ž . q
then
lim h V x t ; j , t s h lim V x t ; j , t s 0 a.s. 2.11Ž . Ž . Ž .Ž . Ž .Ž . ž /
t“‘ t“‘
Ž . Ž . Ž . Ž . Ž .Proof. Letting w x, t s d w x and w x, t s w x we obtain 2.91 2
Ž .from 2.5 of Lemma 2.1. Hence we must have
t
lim w x s ; j ds s 0 a.s.Ž .Ž .H
t“‘ tyt
Ž . Ž . Ž .This, together with 2.4 , yields the required assertion 2.8 . If 2.10 holds,
Ž .it follows from 2.9 that
‘
h V x t ; j , t dt - ‘ a.s. 2.12Ž . Ž .Ž .Ž .H
0
Ž . Ž .On the other hand, since h ? is continuous, we see from 2.8 that
lim h V x t ; j , t s h lim V x t ; j , t . 2.13Ž . Ž . Ž .Ž . Ž .Ž . ž /
t“‘ t“‘
Ž . Ž . Ž .The required Assertion 2.11 follows from 2.12 and 2.13 immediately.
The proof is complete.
Ž . Ž Ž . .Assertion 2.8 means that lim V x t; j , t is a finite random vari-t “‘
Ž . Ž Ž . .able, while 2.11 further shows that lim V x t; j , t takes values int “‘
 Ž . 4  Ž . 4  4 Žthe set z G 0 : h z s 0 . Especially, when z G 0 : h z s 0 s c i.e.,
Ž . . Ž Ž . .h z s 0 if and only if z s c , then lim V x t; j , t s c almost surely.t “‘
Ž .THEOREM 2.4. Let H1 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , and w , w g C R ; R such thatq q q q 1 2 q
L V x , y , t F g t y w x q w y , x , y , t g Rn = Rn = R ,Ž . Ž . Ž . Ž . Ž .1 2 q
w x G w x , x g Rn ,Ž . Ž .1 2
and
lim inf V x , t s ‘. 2.14Ž . Ž .
< < 0Ft-‘x “‘
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b Žw x n.Assume also that for each initial data j g C yt , 0 ; R there is a p ) 2F0
such that
p
sup E x t ; j - ‘. 2.15Ž . Ž .
ytFt-‘
b Žw x n.Then, for e¤ery j g C yt , 0 ; R :F0
lim w x t ; j y w x t ; j s 0 a.s. 2.16Ž . Ž . Ž .Ž . Ž .1 2
t“‘
Ž .The property of 2.14 is known as radially unbounded in the literature
Ž w x.  n Ž . Ž . 4cf. Arnold 1 . If we define D s x g R : w x y w x s 0 and let1 2
Ž . Ž .d x, D denote the distance between x and set D, that is d x, D s
< < Ž .min x y y , then 2.16 meansy g D
Xlim d x t ; j , D s 0 a.s. 2.16Ž . Ž .Ž .
t“‘
Ž .In other words, the solutions of Eq. 2.1 asymptotically approach D with
probability 1. To prove the theorem let us present three useful results. The
Ïfirst one is the well-known Kolmogorov]Centsov theorem on the continu-
ity of a stochastic process driven from the moment property.
Ž .LEMMA 2.5. Suppose that an n-dimensional stochastic process X t on
t G 0 satisfies the condition
a 1qb< <E X t y X s F C t y s , 0 F s, t - ‘,Ž . Ž .
for some positi¤e constants a , b , and C. Then there exists a continuous
ÄŽ . Ž . Ž .modification X t of X t , which has the property that for e¤ery g g 0, bra ,
Ž .there is a positi¤e random ¤ariable d v such that
¡ ƒÄ ÄX t , v y X s, v 2Ž . Ž .~ ¥p v : sup F s 1.g yg< <¢ §t y s 1 y 2Ž .0-tys-d v
0Fs , t-‘
ÄŽ .In other words, almost e¤ery sample path of X t is locally but uniformly
Holder-continuous with exponent g .È
w xThe proof of this result can be found in Karatzas and Shreve 6 in the
Ž . w xcase when the stochastic process X t is on the finite interval 0, T but a
Ž .little bit of the modification of the proof works for the case when X t is
on the entire R .q
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Ž . Ž .LEMMA 2.6. Let H1 and 2.15 hold. Set
t
y t [ g x s , x s y t , s dB s on t G 0,Ž . Ž . Ž . Ž .Ž .H
0
Ž . Ž . Ž .where we write x t; j s x t simply. Then almost e¤ery sample path of y t is
uniformly continuous on t G 0.
ŽProof. By the moment inequality for stochastic integrals cf. Friedman
w x w x.2 or Mao 14 we have that for 0 F s - t - ‘,
pr2p p y 1Ž .p Ž .py2 r2E y t y y s F t y sŽ . Ž . Ž .
2
t p
= E g x r , x r y t , r dr .Ž . Ž .Ž .H
s
Ž . Ž .But by hypotheses H1 and 2.7 we can derive that
p p
E g x r , x r y t , r F E c 1 q x r q x r y tŽ . Ž . Ž . Ž .Ž . Ž .
p ppy1 pF 3 c 1 q E x r q E x r y tŽ . Ž .Ž .
F 3 py1c p 1 q 2 K ,Ž .
< Ž . < pwhere K [ sup E x t - ‘. Thereforeyt F t -‘
pr2p p y 1Ž .p Ž .1q py2 r2py1 pE y t y y s F 3 c 1 q 2 K t y s .Ž . Ž . Ž . Ž .
2
Ž .Bearing in mind that y t is continuous, we see from Lemma 2.4 that
Ž .almost every sample path of y t is locally but uniformly Holder continu-È
Ž Ž . .ous with exponent g for every g g 0, p y 2 r2 p and therefore almost
Ž .every sample path of y t must be uniformly continuous. The proof is
complete.
Ž . Ž .LEMMA 2.7. Let H1 hold. Assume the solution of Eq. 2.1 has the
property that
sup x t ; j - ‘ a.s. 2.17Ž . Ž .
0Ft-‘
Then almost e¤ery sample path of
t
z t [ f x s , x s y t , s dsŽ . Ž . Ž .Ž .H
0
is uniformly continuous on t G 0.
XUERONG MAO358
Ž . Ž . Ž .Proof. Write x t; j s x t simply. By 2.17 and the boundedness of
the initial data on yt F t F 0, we observe that for almost every v g V,
Ž .there is a positive number h v such that
x t , v F h v for all t G yt .Ž . Ž .
Ž .From this and hypothesis H1 we compute that, for 0 F s - t - ‘,
t
z t , v y z s, v F f x r , v , x r y t , v , r drŽ . Ž . Ž . Ž .Ž .H
s
t
F c 1 q x r , v q x r y t , v drŽ . Ž .Ž .H
s
F c 1 q 2h v t y s ,Ž . Ž .Ž .
Ž .which implies that z t, v is uniformly continuous on t G 0. The lemma is
therefore proven.
We can now easily prove Theorem 2.4.
Ž .Proof of Theorem 2.4. Again fix any initial data j and write x t; j s
Ž . Ž . Ž .x t . By Lemma 2.1 and Condition 2.14 , we can easily see that 2.17 is
satisfied. Hence, by Lemmas 2.1, 2.6, and 2.7, there exists an V ; V with
Ž . Ž .P V s 1 such that for every v g V, x t, v is uniformly continuous on
t G 0, and
‘
w x t , v y w x t , v dt - ‘. 2.18Ž . Ž . Ž .Ž . Ž .H 1 2
0
In order to prove the theorem, it is clearly enough if we can show that
lim w x t , v y w x t , v s 0 for all v g V . 2.19Ž . Ž . Ž .Ž . Ž .1 2
t“‘
Ž .For convenience, set w s w y w . If 2.19 is not true, then for some1 2
v g V:Ã
lim sup w x t , v ) 0.Ž .Ž .Ã
t“‘
 4So there is some « ) 0 and a sequence t of positive numbers withk k G1
t q 1 - t such thatk kq1
w x t , v ) « for all k G 1. 2.20Ž .Ž .ÃŽ .k
n < < 4 Ž .Set S s x g R : x F h , where h s h v has been defined in the proofÃh
 Ž . 4of Lemma 2.7 such that x t, v : t G yt ; S . Since it is continuous,Ã h
LASALLE-TYPE THEOREMS 359
Ž .w ? must be uniformly continuous in S and there is a d ) 0 such thath 1
«
< <w x y w y - if x , y g S , x y y - d . 2.21Ž . Ž . Ž .h 12
Ž .On the other hand, recalling that x t, v is uniformly continuous onÃ
Ž .t G yt , we can find a d g 0, 1 such that2
< <x t , v y x s, v - d if yt F t , s - ‘, t y s y d . 2.22Ž . Ž . Ž .Ã Ã 1 2
Ž . Ž .Combining 2.21 and 2.22 we see that for every k G 1,
«
w x t , v y w x t , v - if t F t F t q d .Ž .Ž .Ž .Ã ÃŽ .k k k 22
Ž .This, together with 2.20 , yields
« «
w x t , v G w x t , v y w x t , v y w x t , v ) « y s .Ž . Ž .Ž . Ž .Ž . Ž .Ã Ã Ã ÃŽ . Ž .k k 2 2
Therefore
‘ ‘‘ «dt qd 2k 2w x t , v dt G w x t , v dt G s ‘,Ž . Ž .Ž . Ž .Ã ÃÝ ÝH H 20 tkks1 ks1
Ž . Ž .which contradicts 2.18 . Hence, 2.19 must be true and the theorem has
been proven.
Ž .Remark 2.8. From the proof above, we see clearly that condition 2.15
is only used to show the uniform continuity of almost every sample path of
t Ž Ž . . Ž .H g x s; j , s dB s on t G 0. In other words, any condition that guaran-0
Ž .tees this uniform continuity can replace condition 2.15 . For example,
Ž .condition 2.15 can be replaced by the boundedness of g.
Ž .Condition 2.15 means the boundedness of the pth moment of the
solution which has its own interest. The following lemma gives a criterion
for this boundedness.
LEMMA 2.9. Assume that there is a con¤ex function m g K , a constant‘
2, 1 n 1Ž . Ž .p ) 0 and, moreo¤er, functions U g C R = R ; R , g g L R ; R ,q q q q
Ž n .w g C R ; R , such thatq
< < pm x F U x , t ,Ž . Ž .
L U x , t F g t y w x , t q w y , t ,Ž . Ž . Ž . Ž .
w x , t G w x , t q tŽ . Ž .
Ž . n b Žw x n.for all x, t g R = R . Then, for e¤ery j g C yt , 0 ; R ,q F0
p
sup E x t ; j - ‘.Ž .
ytFt-‘
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Proof. In the same way as in the proof of Lemma 2.1 we can show that
t
EU x t , t q E w x s , s q t dsŽ . Ž .Ž . Ž .H
tyt
0
s EU j 0 , 0 q E w j u , u q t duŽ . Ž .Ž . Ž .H
yt
t
q E L U x s , x s y t , s q w x s , s q tŽ . Ž . Ž .Ž . Ž .H
0
yw x s y t , s dsŽ .Ž .
0
F EU j 0 , 0 q E w j u , u q t duŽ . Ž .Ž . Ž .H
yt
t
q E g s y w x s , s q w x s , s q t dsŽ . Ž . Ž .Ž . Ž .H
0
‘0
F EU j 0 , 0 q E w j u , u q t du q g s dsŽ . Ž . Ž .Ž . Ž .H H
yt 0
[ C ,
Ž . Ž .where we simply write x t; j s x t as before. By Jensen's inequality and
Ž < < p. Ž .condition m x F U x, t , we then have
p p
m E x t F Em x t F C ,Ž . Ž .Ž . Ž .
which implies
p y1E x t F m C for all t G 0.Ž . Ž .
Hence the assertion follows since the initial data are bounded. The proof
is complete.
3. ASYMPTOTIC STABILITY
The results obtained in the previous section can be applied to establish
useful sufficient criteria for the almost surely asymptotic stability of the
Ž .stochastic differential delay equation 2.1 .
Ž .COROLLARY 3.1. Let H1 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , w g C R ; R , and a constant d )q q q q q
1, such that
L V x , y , t F g t y d w x q w y , x , y , t g Rn = Rn = R .Ž . Ž . Ž . Ž . Ž . q
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Assume furthermore that there are functions m , m g K and m g K such1 2 ‘ 3
that
< < < < < <m x F V x , t F m x and m x F w x 3.1Ž . Ž . Ž . Ž . Ž . Ž .1 2 3
n b Žw n.for x g R and G 0. Then, for e¤ery j g C yt , 0; R ,F0
lim x t ; j s 0 a.s. 3.2Ž . Ž .
t“‘
Ž .Proof. Note from 3.1 that
y1 < < y1m V x , t F x F m w x ,Ž . Ž .Ž . Ž .2 3
which yields
m my1 V x , t F w x .Ž . Ž .Ž .Ž .3 2
Ž . Ž y1Ž ..Applying Theorem 2.3 with h ? s m m ? we obtain that3 2
lim m my1 V x t ; j , t s 0 a.s.,Ž .Ž .Ž .Ž .3 2
t“‘
which implies
lim V x t ; j , t s 0 a.s.,Ž .Ž .
t“‘
Ž y1Ž .. Ž .since m m ? g K. Hence, by 3.1 again,3 2
lim m x t ; j s 0 a.s.Ž .Ž .1
t“‘
Ž .Since m g K , we must have the required assertion 3.2 .1 ‘
The results in the previous section can also be used to discuss the almost
surely exponential stability.
Ž .COROLLARY 3.2. Let H1 hold. Assume that there are functions U g
2, 1Ž n . Ž n .C R = R ; R , U g C R ; R , and two constants l ) l ) 0 suchq q q 1 2
that
L U x , y , t F yl w x q l w y , x , y , t g Rn = Rn = R ,Ž . Ž . Ž . Ž .1 2 q
3.3Ž .
and
U x , t F w x , x , t g Rn = R . 3.4Ž . Ž . Ž . Ž .q
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b Žw n.Then, for e¤ery j g C yt , 0; R ,F0
1
lim sup log U x t ; j , t F yg a.s., 3.5Ž . Ž .Ž .Ž .
tt“‘
Ž .where g g 0, l y l is the unique root of1 2
l y g s l egt . 3.6Ž .1 2
If furthermore for some positi¤e constants p and c,
< < p nc x F U x , t , x , t g R = R , 3.7Ž . Ž . Ž .q
then
1 g
lim sup log x t ; j F y a.s. 3.8Ž . Ž .Ž .
t pt“‘
Ž . g t Ž . Ž . n Ž .Proof. Define V x, t s e U x, t for x, t g R = R . Then, by 3.3q
Ž .and 3.4 ,
g tL V x , y , t s e gU x , t q L U x , y , tŽ . Ž . Ž .
g t- e y l y g w x y l w y .Ž . Ž . Ž .1 2
Define
w x , t s l y g eg t w x and w x , t s l eg t w xŽ . Ž . Ž . Ž . Ž .1 1 2 2
Ž . nfor x, t g R = R . Thenq
L V x , y , t F yw x , t q w y , t .Ž . Ž . Ž .1 2
Ž .Moreover, by 3.6 ,
w x , t s l eg Ž tqt .w x s w x , t q t .Ž . Ž . Ž .1 2 2
Applying Lemma 2.1 we obtain that
lim sup eg tU x t ; j , t - ‘ a.s.,Ž .Ž .
t“‘
Ž . Ž . Ž . Ž .which yields 3.5 immediately. Finally 3.8 follows from 3.5 and 3.7
directly. The proof is complete.
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Ž .COROLLARY 3.3. Let H1 hold. Assume that there are four positi¤e
constants l ]l such that1 4
T < < 22 x f x , 0, t F yl x ,Ž . 1
< <f x , y , t y f x , 0, t F l y ,Ž . Ž . 2
2 2 2< < < <g x , y , t F l x q l yŽ . 3 4
for x, y g Rn and t G 0. If
l ) 2l q l q l , 3.9Ž .1 2 3 4
b Žw x n.then for all j g C yt , 0 ; R ,F0
1 g
lim sup log x t ; j F y a.s., 3.10Ž . Ž .Ž .
t 2t“‘
where g is the unique positi¤e root of
l y l y l y g s l q l egt . 3.11Ž . Ž .1 2 3 2 4
Ž . < < 2Proof. Let U x, t s x . Using the conditions, we compute
2TL U x , y , t s 2 x f x , y , t q g x , y , tŽ . Ž . Ž .
2T < <F 2 x f x , 0, t q 2 x f x , y , t y f x , 0, t q g x , y , tŽ . Ž . Ž . Ž .
< < 2 < < < < < < 2 < < 2F yl x q 2l x y q l x q l y1 2 3 4
< < 2 < < 2 < < 2 < < 2 < < 2F yl x q l x q y q l x q l yŽ .1 2 3 4
< < 2 < < 2s y l y l y l x q l q l y .Ž . Ž .1 2 3 2 4
Now the conclusion follows from Corollary 3.2. The proof is complete.
To close this section, let us show that the results in the previous section
can also be applied to deal with the problem of partially asymptotic
stability. Let 1 F n F n and 1 F i - i - ??? - i F n be all integers. LetÃ 1 2 nÃ
Ž .x s x , x , . . . , x be the partial coordinates of x, which can be regardedÃ i i i1 2 nÃ
n 2 2Ã < <as in R with the norm x s x q ??? qx .Ã ' i i1 nÃ
Ž .COROLLARY 3.4. Let H1 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , and w , w g C R ; R and m g Kq q q q 1 2 q 1
such that
L V x , y , t F g t y w x q w y , x , y , t g Rn = Rn = R ,Ž . Ž . Ž . Ž . Ž .1 2 q
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and
nÃ< <w x y w x G m x , x g R . 3.12Ž . Ž . Ž . Ž .Ã1 2 1
Moreo¤er, there is a con¤ex function m g K and a constant p ) 2 such that‘
< < p nm x - V x , t , x , t g R = R .Ž . Ž . Ž . q
b Žw n.Then, for e¤ery j g C yt , 0; R :F0
lim x t ; j s 0 a.s. 3.13Ž . Ž .Ã
t“‘
Ž . Ž . Ž . Ž .Proof. To apply Lemma 2.9, let U x, t s V x, t and w x, t s w x .2
Then
LU x , y , t F g t y w x q w y F g t y w x , t q w y , t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .1 2
Hence, by Lemma 2.9,
p
sup E x t ; j - ‘.Ž .
ytFt-‘
We can now apply Theorem 2.4 to obtain that
lim w x t ; j y w x t ; j s 0 a.s.Ž . Ž .Ž . Ž .1 2
t“‘
Ž .This, together with 3.12 , yields
lim m x t ; j s 0 a.s.Ž .Ž .Ã1
t“‘
Ž .Since m g K, 3.13 must be true.1
4. ORDINARY DIFFERENTIAL DELAY EQUATIONS
Ž .If g ’ 0, Eq. 2.1 becomes an n-dimensional ordinary differential delay
equation
x t s f x t , x t y t , t , 4.1Ž . Ž . Ž . Ž .Ž .Ç
 Ž . 4on t G 0, and the corresponding initial data becomes x u : yt F u F 0
Žw x n. Ž .s j g C yt , 0 ; R . Moreover, hypothesis H1 reduces to:
Ž .H2 The function f satisfies the local Lipschitz condition and the
linear growth condition. That is, for each k s 1, 2, . . . , there is a c ) 0k
such that
< < < <f x , y , t y f x , y , t F c x y x q y y yŽ . Ž . Ž .k
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n < < < < < < < <for all t G 0 and those x, y, x, y g R with x k y k x k y F k, and
there is moreover a c ) 0 such that
< < < <f x , y , t F c 1 q x q y ,Ž . Ž .
Ž . n nfor all x, y, t g R = R = R .q
Ž . Ž .Under hypothesis H2 , Eq. 4.1 has a unique solution which is still
Ž .denoted by x t; j . Furthermore, the operator L V becomes
LV x , y , t s V x , t q V x , t f x , y , t .Ž . Ž . Ž . Ž .t x
Here we use LV instead of L V to indicate this operator is associated with
Ž .Eq. 4.1 . The following corollaries follow from Theorems 2.3 and 2.4,
respectively.
Ž .COROLLARY 4.1. Let H2 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , w g C R ; R , and a constant d )q q q q q
1, such that
LV x , y , t F g t y d w x q w y , x , y , t g Rn = Rn = R .Ž . Ž . Ž . Ž . Ž . q
b Žw n. Ž .Then, for e¤ery j g C yt , 0; R , the solution of Eq. 4.1 has theF0
properties that
‘
lim V x t ; j , t - ‘ and w x t ; j dt - ‘.Ž . Ž .Ž . Ž .H
t“‘ 0
If there is moreo¤er a continuous function h: R “ R such thatq q
h V x , t F w x , x , t g Rn = R ,Ž . Ž . Ž .Ž . q
then
lim h V x t ; j , t s h lim V x t ; j , t s 0.Ž . Ž .Ž . Ž .Ž . ž /
t“‘ t“‘
Ž .COROLLARY 4.2. Let H2 hold. Assume that there are functions V g
2, 1Ž n . 1Ž . Ž n .C R = R ; R , g g L R ; R , and w , w g C R ; R such thatq q q q 1 2 q
LV x , y , t F g t y w x q w y , x , y , t g Rn = Rn = R ,Ž . Ž . Ž . Ž . Ž .1 2 q
w x G w x , x g Rn ,Ž . Ž .1 2
lim inf V x , t s ‘.Ž .
< < 0Ft-‘x “‘
Žw x n. Ž .Then, for e¤ery j g C yt , 0 ; R , the solution of Eq. 4.1 has the property
that
lim w x t ; j y w x t ; j s 0.Ž . Ž .Ž . Ž .1 2
t“‘
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These results can be used to investigate the asymptotic stability of Eq.
Ž . Ž .4.1 as we did in the previous section for Eq. 2.1 , but the details are left
to the reader.
5. EXAMPLES
In this section we discuss a number of examples to illustrate our theory.
Ž .In the following examples we let B t be a scalar Brownian motion. We
Ž .omit mentioning initial data and write the solutions simply by x t .
EXAMPLE 5.1. Let a and b be both bounded continuous functions
from R to R . Consider a one-dimensional stochastic differential delayq q
equation
dx t s ya t x t dt q b t x t y t dB t on t G 0, 5.1Ž . Ž . Ž . Ž . Ž . Ž . Ž .
 Ž . 4 b Žw .with initial data x u : yt F u F 0 s j g C yt , 0; R . Due to theF0
Ž .boundedness of a and b , hypothesis H1 is satisfied. Assume further-
more that there are two constants p ) 2 and d ) 0 such that
p p y 1Ž .
2pa t G b t , b t G b t q t , 5.2Ž . Ž . Ž . Ž . Ž .
2
and
2a t y b 2 t q t G d 5.3Ž . Ž . Ž .
< Ž . < pfor all t G 0. We first show that E x t; j is bounded. To apply Lemma
2.9, we define
< < p 2 < < pU x , t s x and w x , t s p y 1 b t xŽ . Ž . Ž . Ž .
Ž . Ž .for x, t g R = R . Then, for x, y, t g R = R = R , we computeq q
p p y 1Ž .p py2 22< < < < < <L U x , y , t F ypa t x q b t x yŽ . Ž . Ž .
2
p p y 1 p y 2 2Ž .p p p2< < < < < <F ypa t x q b t x q yŽ . Ž .
2 p p
1 p2 < <s y pa t y p y 1 p y 2 b t xŽ . Ž . Ž . Ž .
2
2 < < pq p y 1 b t y .Ž . Ž .
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Ž .On the other hand, 5.2 implies
1 2 2pa t y p y 1 p y 2 b t G p y 1 b t .Ž . Ž . Ž . Ž . Ž . Ž .2
Hence
L U x , y , t F yw x , t q w x , t .Ž . Ž . Ž .
Ž .Note from the definition of w and 5.2 that
2 < < p 2 < < pw x , t s p y 1 b t x G p y 1 b t q t x s w x , t q t .Ž . Ž . Ž . Ž . Ž . Ž .
By Lemma 2.9,
p
sup E x t - ‘. 5.4Ž . Ž .
ytFt-‘
To apply Lemma 2.1, we define
< < 2 < < 2 2 < < 2V x , t s x , w x , t s 2a t x , w x , t s b t xŽ . Ž . Ž . Ž . Ž .1 2
Ž . Ž .for x, t g R = R . Then, by 5.3 ,q
< < 2w x , t y w x , t q t G d x .Ž . Ž .1 2
Ž .Moreover, for x, y, t g R = g R = R , we computeq
< < 2 2 < < 2L V x , y , t s y2a t x q b t y s yw x , t q w x , t .Ž . Ž . Ž . Ž . Ž .1 2
By Lemma 2.1, we have that
sup x t - ‘ a.s., 5.5Ž . Ž .
0Ft-‘
and
‘ 2
x t dt - ‘ a.s. 5.6Ž . Ž .H
0
In view of Lemmas 2.6 and 2.7, we observe that almost every sample path
Ž . Ž .of the solution x t is uniformly continuous on t G 0. This and 5.6
implies that
lim x t s 0 a.s., 5.7Ž . Ž .
t“‘
Ž .that is, the solution of Eq. 5.1 asymptotically tends to zero with probabil-
Ž . Ž .ity 1. It is useful to point out that if both a t ’ a and b t ’ b are
Ž . Ž . 2constants, then 5.2 and 5.3 are guaranteed simply by 2a ) b .
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EXAMPLE 5.2. Consider a stochastic delay oscillator
Çz t q 4 z t q 2 z t s 2 z t y t B t , t G 0. 5.8Ž . Ž . Ž . Ž . Ž . Ž .È Ç Ç
Ž .T Ž .TBy introducing a new variable x s x , x s z, z , this oscillator canÇ1 2
be written as an Ito delay equationÃ
x tŽ . 02dx t s dt q dB t . 5.9Ž . Ž . Ž .2 x t y tŽ .y2 x t y 4 x tŽ . Ž . 21 2
Ž . 2 2 Ž . 2 Ž . 2Define V x, t s 2 x q x for x, t g R = R . Then, for x, y, t g R1 2 q
= R2 = R , we computeq
L V x , t s 4 x x q 2 x y2 x y 4 x q 4 y2 s y8 x 2 q 4 y2 .Ž . Ž .1 2 2 1 2 2 2 2
Ž . 2Applying Theorem 2.3 with w x s 4 x , we conclude that the solution of2
Ž .Eq. 5.8 has the properties that
2 2 2 2lim 2 z t q z t s lim 2 x t q x t - ‘ a.s.,Ž . Ž . Ž . Ž .Ç 1 2
t“‘ t“‘
and
‘ ‘
2 2z t dt s x t dt - ‘ a.s.Ž . Ž .ÇH H 2
0 0
EXAMPLE 5.3. Consider a three-dimensional stochastic differential de-
lay equation
yte
y1 k x t y t n 1Ž .dx t s b x t , t dt q dB t . 5.10Ž . Ž . Ž . Ž .Ž . 1
sin x t y tŽ .Ž .2
Here b: R3 = R “ Rn satisfies the local Lipschitz condition and theq
linear growth condition, and has the property that
T < < 2 n2 x b x , t F y x , x , t g R = R . 5.11Ž . Ž . Ž .q
To apply Theorem 2.4, define
< < 2 < < 2 2 2V x , t s x , w x s x , w x s x n 1 q sin x ,Ž . Ž . Ž . Ž .1 2 1 2
for x g Rn and t G 0. Clearly
w x y w x G 0.Ž . Ž .1 2
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Ž . 3 3Moreover, for x, y, t g R = R = R , we haveq
L V x , y , t s 2 xT b x , t q ey2 t q y2 n 1 q sin2 yŽ . Ž . Ž .1 2
s ey2 t y w x q w y .Ž . Ž .1 2
By Theorem 2.4 and Remark 2.8 we have that
lim w x t y w x t s 0 a.s. 5.12Ž . Ž . Ž .Ž . Ž .1 2
t“‘
Ž . Ž . 2Note that w x y w x s 0 if and only if x s x s 0 and x F 1.1 2 2 3 1
Ž . Ž .Hence, we can conclude from 5.12 that the solution of Eq. 5.10 has the
properties
2< <lim x t q x t s 0 and lim sup x t F 1 a.s. 5.13Ž . Ž . Ž . Ž .2 2 1
t“‘ t“‘
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