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Interaccio´ amb moviment del cap: Estudi
qualitatiu i quantitatiu de l’estat de l’art
Ramon Aranda Ramı´rez
Resum– La interaccio´ huma`-computador e´s una de les principals a`rees d’investigacio´ de la Visio´ per
Computacio´. En aquest projecte es presenta un estudi quantitatiu i qualitatiu dels diferents me`todes
de l’estat de l’art de Head/Face Tracking en el context d’interaccio´ amb el cap utilitzant u´nicament la
llum natural. Primerament, s’estudia la bibliografia disponible i s’analitza el rendiment dels softwares
lliures me´s rellevants. Aquests softwares so´n posats a prova utilitzant me`triques de forma qualitativa
i quantitativa per tal d’escollir el candidat o`ptim per a utilitzar-ho en un entorn hardware limitat com
una Raspberry Pi amb una ca`mera esta`ndard. Finalment, s’implementa un prototipus de software
funcional com a aplicacio´ de validacio´ del me`tode.
Paraules clau– Face Tracking, Head Tracking, Estudi quantitatiu, Estudi qualitatiu, Interaccio´
huma`-computador.
Abstract– Human-Computer interaction is one of the main areas of research of Computer Vision.
In this project we present a quantative and qualitative study of different state-of-the-art methods
for Head/Face Tracking in the context of head interaction using natural light only. First, available
bibliography is studied and the performance of the most relevant open source softwares are analized.
Those softwares are tested using both qualitative and quantitative metrics in order to select the
optimal candidate to be used in a hardware-limited environment such as a Raspberry Pi with a
standard webcam. Finally, a functional software prototype is implemented as a validation aplication
for the method.




IMAGINAR-SE un mo´n en el qual es pogue´s interactu-ar amb els dispositius sense la necessitat de perife`ricsa part d’una ca`mera, e´s un dels principals problemes,
que des de fa molts anys, la visio´ per computador intenta
resoldre de diferents formes.
Existeixen solucions molt diverses com per exemple Fa-
ce Tracking, Head Tracking o Eye Tracking. En aquest con-
text, el principal objectiu de l’estudi d’aquest projecte e´s la
captacio´ de l’atencio´ visual a partir de l’ana`lisi de la posi-
cio´ de la cara. Donat el gran abast de recerca d’aquest tema,
aquest projecte acotara` el seu estudi quantitatiu i qualitatiu
en les solucions de Head Tracking i Face Tracking amb llum
E-mail de contacte: ramon.aranda.r@gmail.com
Mencio´ realitzada: Computacio´
Treaball tutoritzat per: Fernando Vilarin˜o (Computacio´)
Curs: 2014/15
natural.
A me´s, les diferents aplicacions de la solucio´ d’aquest
problema envers el mo´n real, recullen un gran nombre de fa-
cilitats per a les persones a l’hora interactuar amb el seu en-
torn, des d’ajudar a persones discapacitades a utilitzar dis-
positius, fins a facilitar la feina de la vida quotidiana d’una
manera regular.
Aquest article esta` estructurat en 5 seccions diferents: La
primera seccio´ recull una petita introduccio´ de l’article jun-
tament amb la motivacio´ personal del projecte i els diferents
objectius d’aquest. En la segona seccio´ es troba tota la in-
formacio´ pertinent a l’estudi de l’estat de l’art actual sobre
els diferents softwares de Head/Face Tracking. En la terce-
ra seccio´ s’explica quines me`triques s’utilitzaran per a ava-
luar els diferents softwares de l’estat de l’art, els diferents
set-ups dels experiments i la fase d’experimentacio´ del pro-
jecte. La quarta seccio´ recull com s’extreu els resultats de
tota la informacio´ obtinguda dels experiments i com s’ava-
luen aquests resultats. Per u´ltim, en la cinquena seccio´ es
pot observar les diferents conclusions extretes dels resultats
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obtinguts en la seccio´ anterior, com es podria millorar i am-
pliar el projecte en un futur i els agraı¨ments pertinents a les
persones que han fet possible el desenvolupament d’aquest
projecte.
1.1 Motivacio´
La principal motivacio´ del projecte e´s la curiositat en-
vers l’estudi i enteniment del funcionament dels diferents
softwares de Head/Face Tracking de l’actualitat. Un altre
motiu e´s que actualment no hi han gaires comparatives de
softwares de l’estat de l’art respecte al tema dels Head/Face
Tracking. Parlant des d’un punt de vista personal, la idea de
poder aportar al mo´n una comparativa dels diferents softwa-
res actuals va ser de grat. D’aquesta forma, l’aportacio´ d’a-
quest projecte al mo´n e´s, encara que per petita que sigui, una
guia o pauta per aquelles persones que busquin comenc¸ar a
fer un projecte o vulguin utilitzar un software de l’estat de
l’art per a fer una aplicacio´ funcional i/o millorar-lo. La
segona motivacio´ personal ve en intentar crear un prototi-
pus funcional, sigui un joc o una aplicacio´, com a mecanis-
me de validacio´ experimental per a donar a cone`ixer l’apre-
nentatge dels diferents me`todes i la contribucio´ personal al
software.
1.2 Objectius
L’objectiu principal d’aquest treball e´s estudiar quins so´n
els softwares de Head/Face Tracking amb llum natural, sen-
se l’ajut de cap dispositiu extern, que me´s robustesa i ren-
diment tenen en l’actualitat. Aquest objectiu generalitzat
es pot dividir en diferents subobjectius. Per tal de poder do-
nar per assolit l’objectiu principal, els segu¨ents subobjectius
tambe´ han d’estar assolits completament:
• Estudiar l’estat de l’art actual de Head/Face Tracking.
• Fer una recerca quantitativa dels diferents softwares
me´s comuns o utilitzats que no apliquin l’ajut de cap
dispositiu extern, e´s a dir, nome´s llum natural.
• Estudiar quines me`triques s’han d’utilitzar per a ava-
luar els softwares trobats en el subobjectiu anterior.
• Fer l’estudi qualitatiu aplicant aquestes me`triques als
softwares per a obtenir-ne resultats.
• Avaluar els diferents resultats per tal de trobar quin e´s
candidat que do´na millor rendiment amb les me`triques
aplicades.
• Avaluar la viabilitat d’utilitzar el software candidat en
un dispositiu Raspberry Pi. En altres paraules, l’objec-
tiu e´s trobar un esta`ndard de requeriments mı´nims en
limitacions hardware per a poder escalar el software.
El segon objectiu del projecte e´s crear un prototipus fun-
cional per tal de validar el me`tode escollit en el primer ob-
jectiu. Aixı´, la finalitat de l’aplicacio´ e´s una aplicacio´ de
validacio´ experimental de la interaccio´ guiada de l’atencio´
de l’usuari a partir de la posicio´ del cap/cara. Un bon exem-
ple, i en el que es basa aquest projecte, e´s el joc de ”On esta`
Wally?”.
2 BIBLIOGRAFIA DE HEAD TRACKING I FA-
CE TRACKING
2.1 Principals refere`ncies de l’estat de l’art
En l’a`mbit de recerca de la interaccio´ amb el moviment del
cap basat en Head/Face Tracking existeixen diverses imple-
mentacions. Hi ha d’algunes que es basen en algun disposi-
tiu extern, altres en LEDs infrarojos i d’altres que utilitzen
la llum natural. Ara be´, gairebe´ totes les implementacions
tenen certes limitacions en comu´. Per exemple, la imple-
mentacio´ restringeix les poses que l’usuari pot fer perque` el
software no perdi el model, e´s a dir, per tal de poder captu-
rar les caracterı´stiques de l’usuari, aquest ha d’estar mirant
la ca`mera o amb certes poses limitades. En general, totes
so´n molt sensibles als canvis de la llum ambient [27] i de
les caracterı´stiques de la fisonomia fı´sica dels usuaris.
Pel que fa a les implementacions que utilitzen dispositius
externs, encara que tots es basin a utilitzar LEDs infrarojos,
utilitzen un tipus de hardware especı´fic. Un bon exemple
d’aixo` so´n les implementacions que es basen en Wiimote
[28, 29]. A trave´s del hardware que es disposa de la consola
Wii, s’utilitza el seu comandament per a localitzar en l’es-
pai a l’usuari gra`cies a detector d’infrarojos que proveeix la
mateixa consola. D’altra banda, existeixen implementaci-
ons comercials com TrackIR [15] que utilitzen una ca`mera
i un conjunt de LEDs infrarojos per a detectar la posicio´ i
orientacio´ de l’usuari en l’espai. No obstant aixo`, hi ha ver-
sions lliures com Free-Track [14] que nome´s amb 1 LED
donen un model amb 3 graus de llibertat (posicio´ en l’es-
pai) i amb 3 LEDS un model de 6 graus de llibertat (posicio´
i orientacio´).
En relacio´ amb els que funcionen amb una ca`mera i llum
natural, hi ha moltes variacions en termes d’implementaci-
ons, pero` en general tots segueixen un mateix patro´. Pri-
mer, calculen la posicio´ de l’usuari utilitzant algun siste-
ma de deteccio´ de features o cares, com ara be´ Viola Jo-
nes [31, 32] o Moghaddam and Pentland [19]. Tot seguit,
calculen un model 2D o 3D del reconeixement, on la im-
plementacio´ d’aquesta part e´s molt variada, i encaixar-lo al
cap/cara de l’usuari. Seguit, es pot implementar millores
del model utilitzant algun algoritme de Landmark Estimati-
on, com AAM [20] o Constrianed Local Models [22], entre
d’altres. Aquests algoritmes es basen a trobar els punts de
refere`ncia de la fisonomia de la cara de la persona, per a
poder calcular el model i aplicar-ho a la imatge amb me´s
precisio´.
2.2 Conjunt de software triat per a l’estudi
Dels principals me`todes de l’estat de l’art, es trien imple-
mentacions de Head/Face Tracking lliures que funcionen
amb llum natural, sense l’ajut de cap dispositiu extern ex-
cepte una webcam.
Ehci [10, 11] i cvHead [16] so´n implementacions de He-
ad Tracking amb Head Pose Estimation. Utilitzen el detec-
tor Viola Jones per a detectar la cara de l’usuari i la seva
posicio´. Seguit, creen un model i l’apliquen a la imatge 2D
capturada de la ca`mera. Despre´s, utilitzen Lucas-Kanade
per a seguir els punts dels fotogrames per a actualitzar la
matriu de posicio´ de l’usuari. A difere`ncia de cvHead, ehci
aplica RANSAC [35, 36] per tal de millorar les mostres del
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seu model.
fTracker [1, 2, 3, 4] e´s una implementacio´ de Face
Tracking que utilitza Viola Jones per detectar la cara. Se-
guit, crea el model utilitzat un Point Distribution Model
(Landmark Estimation) i el situa a la imatge capturada del
dispositiu.
PyHead i PyFace [12, 13] so´n implementacions de He-
ad Tracking i Face Tracking respectivament que utilitzen el
detector de Viola Jones per a crear el seu model i aplicar-ho
a la imatge capturada.
3 METODOLOGIA
3.1 Desenvolupament del software
La metodologia aplicada al desenvolupament del projecte
e´s l’a`gil [23]. Cada iteracio´ de la metodologia consisteix
en una fase de planificacio´, ana`lisi dels requisits, disseny,
codificacio´, revisio´ i documentacio´. Al final de cada itera-
cio´, es mostra una demostracio´ dels avenc¸os fets. D’aquesta
manera, el software que es va desenvolupant durant les ite-
racions tendeix a desviar-se menys del seu propo`sit inicial i
e´s molt flexible al canvi d’expectatives o modificacions no-
ves. Aixı´, cada objectiu, o subobjectiu en cas que l’objectiu
en tingui, e´s una iteracio´ d’aquesta metodologia.
3.2 Infraestructura del software
Abans de muntar tots els experiments per a avaluar els
softwares, cal establir entorns controlats amb una limitacio´
hardware determinada i amb una fa`cil recuperacio´ en cas
que deixessin de funcionar degudament. Per tal de fer aixo`,
la solucio´ o`ptima e´s crear un conjunt de ma`quines virtuals
amb les instal·lacions de frameworks pertinents. Com que
aquests estan programats per diferents plataformes (Linux
i Windows), es crea un entorn virtual d’Ubuntu 14.04 per
als softwares cvHead i fTracker, i un entorn de Windows 7
per als softwares ehci, pyHead i pyFace amb les mateixes
limitacions hardware.
Amb el fi de dur a terme els experiments, es dissenya
i s’implementa un mo`dul software que permet automatit-
zar les proves de les me`triques i guardar-ne el resultat. El
mo`dul consisteix en un conjunt de classes amb la finalitat
d’interaccionar amb el software per a extreure’n resultats i
guardar-lo en un sistema de logs.
Aquest mo`dul no e´s u´nic per a tots els softwares, ja que
a banda del fet que estan implementats en diferents plata-
formes, tambe´ estan programats en diferents llenguatges de
programacio´. Doncs, cal replicar el funcionament d’aquest
mo`dul per totes les plataformes i/o llenguatges de progra-
macio´, e´s a dir, implementar-ho de nou per a aquestes pla-
taformes i llenguatges de programacio´. Ehci treballa en
Windows i C++, pyHead i pyFace en Windows i Python
i, fTracker i cvHead en Linux i C++. Per tant, cal imple-
mentar 3 mo`duls independents per a poder avaluar tots els
softwares proposats.
3.3 Me`triques
Com que el principal objectiu e´s trobar quin e´s el software
me´s robust i quin te´ un menor percentatge de consum dels




M1 Rapidec¸a de l’algoritme (milisegons).
M2 Fotogrames per segon (FPS).
M3 Resolucio´ dels frames.
M4 Percentatge de CPU.
M5 Quantitat de RAM (MegaBytes).
M6 Quantitat de Virtual RAM (MegaBytes).
Robustesa
M7 Oclusions.
M8 Angle ma`xim per detectar la cara o cap.
M9 Angle mı´nim per detectar la cara o cap.
M10 Percentatge d’error en la rotacio´ pitch.
M11 Percentatge d’error en la rotacio´ yaw.
Taula 1: Conjunt de me`triques a aplicar als softwares.
a aplicar es dividira` en dos grups principals: les me`triques
de rendiment i les me`triques de robustesa.
Les me`triques de rendiment so´n aquelles que mesuren la
quantitat de recursos de l’ordinador que esta` consumint el
software en plena execucio´ i la rapidesa d’aquest. El con-
junt de factors que el software consumeix del hardware so´n:
el percentatge de CPU, la quantitat de RAM i la quantitat de
Virtual Ram. Aixı´ mateix, el rendiment per part del softwa-
re, deixant de banda el consum de hardware, es pot mesurar
en la quantitat de frames per segon que e´s capac¸ d’utilitzar,
el temps que triga a executar-se una iteracio´ del programa i
la resolucio´ dels frames.
D’altra banda, les me`triques de robustesa so´n aquelles
que mesuren les limitacions dels softwares. En altres pa-
raules, la principal intencio´ d’aquestes me`triques e´s portar
els diferents softwares a avaluar fins als seus lı´mits, per a
cone`ixer quins so´n aquests per tal de saber fins a quin punt
la interaccio´ de la mirada a partir de la posicio´ del cap/cara
e´s factible. Aixı´, cal estudiar els lı´mit de les rotacions en
els eixos X i Y, obtenint quin e´s l’error del model en les
diferents rotacions i quin e´s el seu lı´mit. Tanmateix, hi ha
un factor molt important que tambe´ s’ha de tenir en compte,
que so´n les oclusions.
El conjunt de me`triques a aplicar per a avaluar els dife-
rents softwares queden recollides a la Taula 1.
3.3.1 Me`triques de rendiment
Primerament es duu a terme l’avaluacio´ de M1. Aquesta,
consisteix a calcular el temps que triga el software a fer una
iteracio´ completa. Per a iteracio´ es sobreente´n que e´s des
del moment que el programa comenc¸a a fer el reconeixe-
ment de cara/cap, fins que finalitza tot el proce´s general.
Durant un mateix segon, pot haver-hi me´s d’una iteracio´.
Per tal d’aconseguir calcular el temps que triga cadascuna
d’aquestes iteracions a dur-se a terme, cal crear un tempo-
ritzador. Aquest temporitzador consisteix en dues variables:
la primera recull el temps inicial en el qual s’engega el tem-
poritzador (abans de comenc¸ar la iteracio´) i la segona el
temps final quan es para aquest temporitzador. Amb els
dos valors, cal aplicar una difere`ncia absoluta per a veure el
temps que ha trigat a executar-se aquesta iteracio´.
L’avaluacio´ de M2 rau a calcular el nombre de fotogra-
mes per segon (FPS) a que` cada software pot funcionar. La
quantitat de FPS ve donada per la quantitat d’iteracions que
el software pot fer en un segon. Doncs, per calcular-ho s’u-






M3 e´s un indicador del lı´mit del software envers la re-
solucio´. Aquesta part per si sola no aporta gaire valor als
resultats, pero` juntament amb la primera part, es pot crear
una petita hipo`tesi per a avaluar els sistemes que radica en si
la velocitat del software e´s independent de la resolucio´ dels
frames. Doncs, per a obtenir resultats en aquest apartat, cal
repetir la primera part tants cops com resolucions es fiquen
a prova al software, una per cada resolucio´ diferent.
Finalment es mesura la quantitat de recursos que el
software esta` utilitzant del sistema, e´s a dir, M4, M5 i M6.
Per tal d’obtenir-ho, a cada mo`dul s’utilitza una llibreria di-
ferent, un per a cada cas, per tal d’accedir als valors dels re-
cursos del sistema, obtenir-ne els valors desitjats i guardar-
los en el sistema de logs.
3.3.2 Me`triques de robustesa
D’altra banda, pel que me`triques de robustesa es tracta, pri-
merament s’observa si el model permet o no oclusions. Per
tal d’avaluar aquesta part, e´s a dir, M7, l’usuari mira fixa-
ment a la webcam mentre que s’apliquen certes oclusions.
Les oclusions me´s comunes en les persones so´n en la bo-
ca, per exemple amb bufandes o mocadors, i en els ulls, per
exemple les ulleres. Per tant, les diferents oclusions que es
posen a prova so´n:
1. Ocultar la boca.
2. Ocultar un quart de la cara (fins al primer ull d’aquella
banda).
3. Ocultar mitja cara (fins al nas).
4. Ocultar tres quarts de la cara (fins al segon ull).
El principal motiu del perque` aquestes oclusions e´s per-
que` la gran majoria de softwares de l’estat de l’art agafen
com a punts de refere`ncia els ulls, la boca, el nas i la pe-
rife`ria de la cara [34]. Com que l’objectiu de l’estudi e´s
portar fins al lı´mit els diferents softwares, d’aquesta manera
s’estan forc¸ant per a esbrinar fins a quin punt cada model
permet certes oclusions sense que el model es vegi afectat,
e´s a dir, es deformi.
Per acabar, s’avaluen les me`triques restants, en altres pa-
raules, M8, M9, M10 i M11. El motiu del perque` estan totes
juntes en un mateix conjunt, e´s perque` totes rauen en l’ava-
luacio´ de les rotacions dels models dels softwares. Com
que nome´s ehci i cvHead permeten el ca`lcul del vector d’a-
tencio´, l’estudi d’aquesta me`trica s’aplica de forma diferent
per als que ho permeten i per als que no.
• Respecte als softwares que calculen el vector d’aten-
cio´, l’objectiu e´s calcular els angles d’aquest vector
amb la finalitat de poder comparar-los amb l’angle que
l’usuari avaluador fica a prova en aquell moment, e´s
a dir, calcular l’error del ca`lcul de l’angle del softwa-
re. Per tal de dur a terme el calcul dels angles, primer
s’ha d’aı¨llar i destransposar la matriu de rotacio´ de la
matriu de transformacio´, que esta` situada a la part su-
perior esquerra de la matriu de transformacio´ tal com
(a) (b)
Figura 1: Exemple d’oclusio´. A la figura (a) es mostra l’o-
clusio´ amb el model superposat, mentre que a la (b) nome´s
es mostra l’oclusio´.
es pot veure a l’Equacio´ 2. Un cop obtinguda la matriu
de rotacio´, a l’Equacio´ 3 es detalla com aconseguir els
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• Pel que fa els softwares que no ho permeten, per tal
d’avaluar-los, com no es te´ acce´s a la matriu de trans-
formacio´ o rotacio´ del model, s’anota manualment
amb valor verdader si el model no s’ha deformat en
aquell angle i fals si ho ha fet.
3.4 Fase d’experimentacio´
Abans de dur a terme l’experiment de M1, M2 i M3, cal de-
finir quines so´n les resolucions que s’utilitzaran i avaluaran.
Per dur a terme tots els experiments s’utilitza una webcam
Logitech C270 que te´ una resolucio´ ma`xima de 1280x720,
per tant no es pot superar aquest valor a l’hora d’escollir les
resolucions. Partint d’aquesta base, les resolucions me´s co-
munes amb un ra`tio de 4:3 so´n: 640x480 (VGA; per defecte
a OpenCV), 800x600 (SVGA) i 1024x768 (XGA). Les re-
solucions amb un ratio de 16:9 so´n: 854x480 (WVGA) i
1280x720 (HD 720).
Un cop definides les resolucions a aplicar, per dur a ter-
me l’experimentacio´ M1, M2 i M3, s’executa cada software
5 cops, cada cop amb una resolucio´ diferent. Per tal de no
obtenir un volum massa gran de dades ni un de massa pe-
tit, la durada de cada execucio´ e´s de 2 minuts i 30 segons.
Aquest valor s’ha triat mitjanc¸ant proves pre`vies trivials.
Per tal d’avaluar M4, M5 i M6, s’executa cada un dels
softwares durant 2 minuts i 30 segons amb una resolucio´
de 640x480 (resolucio´ per defecte) i es deixa que el mo`dul
s’encarregui de fer el log de les dades dels diferents recursos
del sistema.
Per posar a prova M7, s’executa el software mentre que a
l’usuari avaluador se li apliquen certes oclusions, tal com es
pot veure a la Figura 1. Si durant el transcurs de l’oclusio´
el model es veu deformat, s’anota un negatiu en aquell test,
mentre que si no es deforma, s’anota un positiu.
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Figura 2: Escenari per a posar a prova el conjunt d’angles.
Es mostren com a exemple les marques de -15, 15, -30 i 30
graus en els eixos X i Y.
Per tal de poder avaluar les u´ltimes me`triques, es crea
un escenari on l’usuari avaluador tingui punts de refere`ncia
fins a on ha de moure el cap, tal com mostra la Figura 2. Per
poder crear aquest escenari, primer s’escullen quins angles
es posaran a prova, que en aquest cas el conjunt d’angles
e´s: -60, -45, -30, -15, 0, 15, 30, 45 i 60. El lı´mit dels angles
es fixa en -60 i 60 graus, ja que per limitacions fı´siques a
la persona li costa moure el cap me´s d’aquests angles, pero`
tambe´ cal tenir en compte que si una persona es posa a una
dista`ncia prudent d’un monitor, mai superara` aquest angle
de gir. La idea central e´s saber a quin punt del pla de la
paret intersecciona el vector d’atencio´ de l’usuari per a cada
angle. Per tal de calcular-ho, s’aplica la llei de sinus [24] tal
com es mostra a l’Equacio´ 5 despre´s d’aı¨llar els valors de













A l’Equacio´ 5, el valor x e´s la dista`ncia entre la webcam
i l’usuari avaluador, en aquest cas la variable te´ un valor
constant de 50 cm i el valor y e´s l’angle que es posa a prova
(en valor absolut).
Un cop definit l’escenari per a posar a prova les me`triques
restants, es defineix com s’avaluen aquestes, ja que hi ha al-
guns softwares que implementen Head/Face Pose Estimati-
on i d’altres que no. Per als que ho fan, amb l’ajut del mo`dul
software implementat, l’usuari pot decidir quan guardar els
angles que calcula el software mitjanc¸ant una tecla. Doncs,
un cop l’usuari avaluador gira el cap fins a l’angle a pro-
var, li fa saber al mo`dul que ha de guardar el ca`lcul dels
angles d’aquell moment al sistema de logs. En canvi, per
als softwares que no ho gaudeixen, s’anota quin e´s l’angle
on el model es deforma.
4 RESULTATS
4.1 Processat i visualitzacio´ dels resultats
Per tal de poder processar correctament els resultats i
preparar-los per a l’avaluacio´, cal preprocessar-los amb
l’objectiu que me´s endavant siguin fa`cilment manipulables
per a extreure’n conclusions de forma me´s senzilla.
El primer pas e´s disminuir el nombre de fitxers de log ac-
tuals. Amb aquest propo`sit, s’implementa un mo`dul, ano-
menat ”parser”. Els tres principals objectius d’aquest mo`dul
so´n: El primer pas e´s implementar un mo`dul software ano-
menat parser que te´ com a objectius:
• Llegir el sistema de logs per a obtenir-ne les dades.
• Agregar els resultats utilitzant una mitjana..
• Guardar les dades en un sistema d’emmagatzemament
fa`cilment accessible i o`ptim, en altres paraules, una
base de dades.
El funcionament d’aquest mo`dul queda recollit en la Fi-
gura 3.
Figura 3: Funcionament del mo`dul parser.
El segon pas e´s implementat per un altre mo`dul, anome-
nat plotter, amb l’objectiu de crear gra`fics per a ajudar a
avaluar els resultats dels diferents experiments. Aquests
gra`fics ajuden a entendre millor, dins la perspectiva qua-
litativa, els resultats nume`rics que nome´s visualitzant grans
volums de dades [25, 26]. El funcionament d’aquest mo`dul
queda recollit a la Figura 4.
Figura 4: Funcionament del mo`dul plotter.
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Figura 5: Resultat de la corresponde`ncia de M1 i M3. Ve-
locitat del software respecte a la resolucio´ dels frames.
Figura 6: Resultat de la corresponde`ncia de M1 i M2.
Quantitat de fotogrames per segon respecte la resolucio´ dels
frames.
4.2 Analisi els resultats
4.2.1 Resultats de les me`triques de rendiment
Primerament, els resultats de M1, M2 i M3 queden reflectits
en la Figura 5 i Figura 6. A la Figura 5 es pot observar
clarament com els tres softwares que funcionen sobre C++
no hi ha variacio´ en la durada d’una iteracio´ del software
respecte a la resolucio´, pero` els dos que treballen en Python
sı´ que ho fan. Hi ha molts motius del perque`, com ara be´
que C++ e´s un llenguatge compilat mentre que Python e´s un
llenguatge interpretat. En resum, Python e´s un llenguatge
que guanya en simplicitat, pero` per a tenir un bon rendiment
e´s molt millor C++.
Tant pyFace i pyHead utilitzen arrays de Python en la
seva implementacio´. Aquest e´s un dels pitjors casos en ter-
mes de gestio´ de memo`ria, ja que les arrays de Python es-
tan construı¨des com a objecte i no com a primitives, fent
que a l’hora de tractar-les sigui me´s lent. Per tal d’evitar
aquest problema, cal utilitzar la llibreria numpy [33] que e´s
un wrapper de les arrays de C++, que so´n primitives i estan
optimitzades per a treballar me´s rapidament amb elles.
Com es possible veure a la Figura 6, cvHead e´s el que
me´s frames per segon aconsegueix, pero` no perque` tingui
me´s FPS vol dir que sigui millor software, ja que per de-
duir aixo` cal observar els resultats de la resta de me`triques.
El segu¨ent punt a considerar so´n les me`triques restants de
rendiment, e´s a dir, aquelles que mesuren el consum del
software respecte al hardware. Cal recordar que aquesta
prova es fa amb la resolucio´ per defecte que e´s 640x480.
Respecte del consum de CPU, a la Figura 7 es plasmen
els resultats de la prova. El millor software en aquest cas
e´s ehci, tot seguit pel conjunt de pyHead i pyFace amb un
consum molt pro`xim al 10% de la CPU. Sobre els softwares
fTracker i cvHead, el seu consum e´s alt, ja que si se suma
el consum del software juntament amb el qual consumeixi
el sistema operatiu, que per poc que sigui sempre consu-
meix, se supera amb escreix el lı´mit de la Raspberry Pi. En
consequ¨e`ncia, tant fTracker com cvHead no so´n candidats
o`ptims per a fer-los servir en tal dispositiu.
Figura 7: Resultat de M4. Quantitat de CPU consumida pel
software (en percentatge).
Un altre punt important e´s el consum de memo`ria, tant de
RAM com VRAM, on els resultats es mostren a la Figura 8
i la Figura 9 respectivament. Pel que fa el consum de RAM,
fTracker e´s el millor amb difere`ncia, tot seguit de ehci i
cvHead. No e´s cap casualitat que aquests tres softwares
estiguin per sobre de pyHead i pyFace, pel que consum de
memo`ria es tracta. Un dels motius e´s el mateix que s’ha
explicat al principi d’aquest apartat, i e´s que les arrays de
C++ so´n primitives mentre que les de Python so´n objectes.
Aquesta array de Python pot emmagatzemar diferents tipus
d’objectes en una mateixa array. Per tant per tal de saber
quin tipus de dades hi ha en cada posicio´, cal guardar de
quin tipus de dada es tracta fent aixı´ que les arrays ocupin
me´s de per si. Hi pot haver altres motius que, per esbrinar-
los, cal indagar en el codi profundament cosa que no es fara`,
ja que no e´s un dels objectius principals del projecte.
Sobre el consum de Virtual RAM, es pot veure que hi ha
una clara difere`ncia entre els softwares que funcionen en
Windows (ehci, pyFace i pyHead) amb els que funcionen
en Linux (fTracker i cvHead). No obstant aixo`, ehci torna
a ser el millor, seguit de pyFace i pyHead. A partir d’ana-
litzar aquests resultats, sorgeix la hipo`tesi de si e´s possible
que hi hagi una difere`ncia entre co´rrer el software en un sis-
tema operatiu en un altre. Si fos aixı´, s’hauria d’estudiar
quin e´s el millor d’aquest, pero` com que aixo` s’escapa dels
objectius inicials del projecte, no es tindra` en compte en l’a-
valuacio´ actual, pero` si quedara` consta`ncia com a ampliacio´
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Figura 8: Resutlat de M5. Quantitat de RAM consumida
pel software (en MB).
Figura 9: Resultat de M6. Quantitat de VRAM consumida
pel software (en MB).
del projecte.
Aixı´ doncs, els resultats de l’avaluacio´ dels softwares de
les me`triques de rendiment queden recollits en la Taula 2
on els valors so´n les posicions del software respecte al re-
sultat d’aquella me`trica. El millor software en termes de
rendiment i consum e´s ehci.
4.2.2 Resultats de les me`triques de robustesa
Pel que respecta la M7, el resultat obtingut e´s que cap dels
softwares posats a prova permet oclusions a escala general.
No obstant aixo`, cvHead sı´ que permet oclusions en l’a`mbit
ehci cvHead fTracker pyFace pyHead
Velocitat 2 1 3 4 5
FPS 2 1 3 4 5
CPU 1 4 5 3 2
RAM 2 3 1 4 5
VRAM 1 5 4 2 3
Total 8 14 16 17 20
Taula 2: Resultats de les me`triques de rendiment. Ra`nquing
dels algoritmes respecte dels resultats de les me`triques.
de la boca. El motiu e´s que aquests agafa com a punts de
refere`ncia per al model punts del nas i dels ulls de l’usuari, i
cap de la perife`ria de la cara o de la boca. D’aquesta forma,
si s’oculta la boca, el model segueix funcionant per igual.
Es recullen els resultats de les me`triques de robustesa res-
tants en diferents taules. Pel que fa els softwares de He-
ad/Face Tracking que implementen Head/Face Pose Esti-
mation es considera acceptable un error d’un 20% en les
mostres. En canvi, pels softwares que no ho implementen
es considera com a va`lid fins al primer error en la mostra
dels angles, e´s a dir, l’angle on es trobi el primer error en la
mostra sera` l’angle ma`xim/mı´nim d’aquell rang.
A la Taula 3 i Taula 4 es troben els resultats dels dos
softwares de Head Tracking amb Head Pose Estimation, dit
d’una altra manera, cvHead i ehci respectivament. Obser-
vant aquestes dues taules amb cura, ehci mostra un rang
ma`xim d’angles una mica me´s gran que cvHead. A me´s a
me´s, en general ehci te´ menys error en les mostres obtingu-
des que cvHead. Per tant, fins a aquest punt ehci e´s millor
candidat que cvHead. Mirant internament els resultats de
cadascuna de les taules per separat, tant ehci i cvHead en
general tenen menys error en les mostres sobre l’eix X que
sobre l’eix Y. Aixo` e´s degut al fet que per ocultar els punts
de refere`ncia, i per consequ¨e`ncia perdre’ls, de la fisonomia
dels usuaris aplicant una rotacio´ pitch e´s molt complicat per
qu¨estions de lı´mits fı´sics. En canvi, perdre aquests punts en
aplicar una rotacio´ yaw e´s molt me´s senzill, ja que el mateix
nas o part de la cara oculta els punts.
Finalment hi ha una clara difere`ncia en els softwares res-
tants. Els lı´mits fins a on fTracker funciona, e´s a dir, fins al
punt on es deforma el model per primer cop, so´n -60 i 60
graus en els eixos X i Y. Tant pyHead com pyFace tenen el
mateix rang lı´mit, -30 i 30 graus en l’eix X i -15 i 15 graus
en l’eix Y.
Eix X (pitch) Eix Y (yaw)
Angle esperat Obtingut Error o Error % Obtingut Error o Error %
-60 -47.95o 12.04o 20.07% -17.07o 42.92o 71.53%
-45 -27.17o 17.82o 38.61% -15.18o 29.81o 66.26%
-30 -18.65o 11.34o 37.80% -10.49o 19.50o 65.01%
-15 -12.94o 2.05o 13.67% -5.65o 9.34o 62.28%
0 2.25o 2.25o -% 2.52o 2.52o -%
15 13.86o 1.13o 7.56% 8.75o 6.25o 41.62%
30 18.09o 11.90o 39.69% 20.38o 9.61o 32.03%
45 23.59o 21.40o 47.55% 28.78o 16.21o 36.03%
60 26.66o 33.33o 55.55% 37.30o 22.69o 37.82%
Taula 3: Resultats de M10 i M11 per a cvHead.
Eix X (pitch) Eix Y (yaw)
Angle esperat Obtingut Error o Error % Obtingut Error o Error %
-60 -40.82o 19.17o 31.95% -30.40o 29.59o 49.32%
-45 -29.11o 15.88o 35.29% -24.64o 20.35o 45.23%
-30 -18.85o 11.14o 37.13% -22.62o 7.37o 24.59%
-15 -13.00o 1.99o 13.27% -13.64o 1.35o 9.05%
0 1.54o 1.54o -% -0.96o 0.96o -%
15 12.00o 2.99o 19.99% 13.23o 1.76o 11.74%
30 24.14o 5.85o 19.50% 23.19o 6.80o 22.68%
45 29.75o 15.24o 33.86% 25.86o 19.13o 42.52%
60 38.05o 21.94o 36.58% 30.74o 29.25o 48.75%
Taula 4: Resultats de M10 i M11 per a ehci.
En addicio´ a la comparacio´ de taules, els angles ma`xims
i mı´nims queden recollits a la Taula 5, e´s a dir, els resultats
de M8 i M9.
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Taula 5: Resultats de M8. Angles ma`xims dels softwares.
Aixı´ doncs, els softwares amb me´s expectatives en
convertir-se en candidat per al seu u´s en un prototipus fun-
cional so´n ehci i fTracker. Pero`, com que fTracker encara
que tingui millors resultats en termes de robustesa no com-
pleix els requeriments ma`xims envers la limitacio´ hardware,
el millor candidat e´s ehci.
4.3 Prototipus funcional
Un cop definit a partir de l’estudi el candidat o`ptim a uti-
litzar per a crear el joc de ”On esta` Wally?”, en aquest cas
ehci, cal definir les pautes de com fer-ho. L’objectiu del joc
e´s que l’usuari interactuı¨ amb aquest movent el cap i mirant
de trobar a Wally. Un cop que l’ha trobat, haura` d’esperar
un cert temps mirant-lo perque` es doni com a va`lid que ho
ha trobat. El motiu del perque` aquesta restriccio´ e´s perque`
l’usuari podria moure el cap per tota la pantalla esperant al
fet que surti el missatge que l’ha trobat.
Per tal d’implementar aquest joc, cal desenvolupar un
conjunt de funcionalitats que ampliı¨n el software. Les fun-
cionalitats so´n:
• La primera funcionalitat e´s crear un contenidor on po-
der emmagatzemar els angles de rotacio´ de l’eix X i
l’eix Y. A me´s a me´s ha de permetre la comparacio´ en-
tre angles per tal de saber si els angles so´n els mateixos
o no. Pero` com que e´s gairebe´ impossible replicar el
mateix conjunt d’angles, en altres paraules, igualar els
angles d’on es troba Wally amb els del vector d’aten-
cio´ de l’usuari, la comparacio´ es fa mitjanc¸ant un rang
i un offset. Aquest rang, un per cada angle, es calcu-
la en base de l’angle de la posicio´ de Wally i l’offset
utilitzant l’Equacio´ 6.
range = [a, b]
a = angle− offset
b = angle+ offset
(6)
• La segona funcionalitat e´s crear un contenidor que
contingui les principals informacions sobre l’escena-
ri de joc, e´s a dir, l’angle on es troba Wally, la imatge
del joc i la variable offset per a calcular el rang dels
angles. El ca`lcul de la posicio´ de Wally es fa aplicant
la llei de cosinus [24] tal com es mostra a l’Equacio´
8 aı¨llant els valors de l’Equacio´ 7, que e´s l’original.
Aquest ca`lcul s’ha de repetir dos cops, un per l’angle
de l’eix X i un altre per l’angle de l’eix Y.
c2 = a2 + b2 − 2ab ∗ cos(γ) (7)
γ = arccos(
a2 + b2 − c2
2ab
) (8)
Figura 10: Exemple d’execucio´ del prototipus funcional
amb el punter (creu blanca). La finestra del model s’ha dei-
xat a nivell d’exemple, pero` pot ser minimitzada.
• L’ultima funcionalitat ha de ser l’encarregada de llegir
el sistema de fitxers on es guarden les imatges del joc
i els diferents angles d’on es troba Wally en cadascun
dels casos. D’aquesta forma, el joc e´s escalable en
el sentit de que si s’insereixen noves carpetes amb els
fitxers d’informacio´ pertinent, e´s com afegir un nou
nivell de joc.
Un cop les funcionalitats del joc so´n implementades, es
modifica el codi del software per a tal d’integrar-hi aquestes
funcionalitats. Per tal de fer-ho, s’afegeix un entorn visual
on es mostra la imatge de Wally perque` l’usuari pugui in-
teractuar amb aquesta mitjanc¸ant el moviment del cap.
Per tal de facilitar a l’usuari la posicio´ d’on intersecciona
el vector d’atencio´ amb la finestra de joc, s’implementa un
punter visual associat a la posicio´ de la mirada. La posicio´
d’aquest es calcula amb la llei de sinus, tal com mostra l’E-
quacio´ 5 i es pinta a la finestra amb un punt de color blanc.
Un cop l’usuari troba a Wally, aquest ha de ser conscient
que ho ha fet. Per facilitar la feina, es mostra un missatge
per pantalla per a donar-li aquesta informacio´ i que sigui
conscient que ha guanyat.
Ara que l’aplicacio´ esta` implementada, es pot fer la va-
lidacio´ experimental del me`tode interaccionant amb el joc
fins a trobar a Wally, com mostra la Figura 10.
5 CONCLUSIONS
Despre´s del desenvolupament de tot el projecte i analitzar
els diferents resultats obtinguts, es pot dir que s’han satisfet
els objectius proposats del projecte amb e`xit.
No obstant aixo`, despre´s d’experimentar amb els softwa-
res i analitzar els resultats es pot arribar a les segu¨ents con-
clusions:
• Ehci e´s el candidat que me´s s’ajusta a les limitacions
del dispositiu Raspberry Pi. Cal dir, que te´ certes li-
mitacions en els angles ma`xims i mı´nims, ja que el
rang e´s de [-15;30] en rotacio´ pitch i [-15;15] en ro-
tacio´ yaw, inclu´s quan aquest utilitza RANSAC per a
millorar el model.
• fTracker e´s el software amb me´s robustesa de tot l’estat
de l’art i possiblement el que s’hauria d’utilitzar per a
una aplicacio´ funcional. Tot aixı´, caldria gaudir-lo de
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Pose Estimation i ampliar-ho amb algun me`tode per a
resoldre les oclusions.
• Tant pyFace com pyHead, tenen problemes tant de ren-
diment com de robustesa. Cal escalar-los molt perque`
siguin igual de controlables que la resta de softwares
avaluats en aquest projecte.
• CvHead a pesar de tenir bons resultats en rendiment,
cal millorar la seva robustesa en el model per tal que
sigui mı´nimament funcional.
• En general, tots els softwares de l’estat de l’art avaluats
tenen greus problemes envers les oclusions.
• Per tal d’arribar a utilitzar alguns dels softwares de
l’estat de l’art en una aplicacio´ real, caldria millorar
molt la seva robustesa.
5.1 Treball futur
Primerament, la continuacio´ d’aquest projecte ve donada
envers estudiar al millor candidat, en aquest cas ehci, en
l’aplicacio´ real en un dispositiu tipus Raspberry Pi.
El segu¨ent punt a considerar e´s que existeixen diverses
parts millorables per a incrementar tant el rendiment com
la robustesa dels softwares. Per a millorar el rendiment
caldria modificar el tractament de la memo`ria, reduint-la i
millorant-la, minimitzant el seu consum i els accessos ne-
cessaris a aquesta. Tambe´ intentar no utilitzar VRAM, ja
que al final utilitzar-la significa moure part de les pa`gines
del programa que actualment estan a memo`ria a disc, ralen-
titzant l’acce´s quan es vulgui accedir a aquest conjunt de
dades. Altrament, s’hauria de millorar l’efica`cia en rapide-
sa de l’execucio´ del software per a aconseguir un volum de
frames per segon me´s gran per a tenir un model me´s estable.
Respecte a millorar la robustesa dels softwares, s’hau-
ria d’estudiar la possibilitat d’afegir algun me`tode de Facial
Landmark Estimation com ara be´ AAM [20], Elastic Graph
Matching [21] o Contrained Local Models [22]. Tanma-
teix, alhora es podria investigar el fet d’afegir algun me`tode
per predir el moviment i avanc¸ar-se a les possibles oclusi-
ons del model. Malgrat que so´n bones idees, segurament
empitjorarien el rendiment del software considerablement,
aixı´ que s’hauria de mirar la viabilitat d’aplicar-los o no, si
se suposa que encara s’avaluen respecte de les limitacions
del dispositiu.
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