We have analyzed high-resolution (FWHM = 0.2 Å) extreme-ultraviolet (EUV, 800-1350 Å) laboratory emission spectra of molecular nitrogen excited by an electron impact at 20 and 100 eV under (mostly) optically thin, singlescattering experimental conditions. A total of 491 emission features were observed from N 2 electronic-vibrational transitions and atomic N i and N ii multiplets and their emission cross sections were measured. Molecular emission was observed at vibrationally excited ground-state levels as high as v = 17, from the a 1 Π g , b 1 Π u , and b 1 Σ u + excited valence states and the Rydberg series c n+1 1 Σ u + , c n 1 Π u , and o n 1 Π u for n between 3 and 9. The frequently blended molecular emission bands were disentangled with the aid of a sophisticated and predictive quantummechanical model of excited states that includes the strong coupling between valence and Rydberg electronic states and the effects of predissociation. Improved model parameters describing electronic transition moments were obtained from the experiment and allowed for a reliable prediction of the vibrationally summed electronic emission cross section, including an extrapolation to unobserved emission bands and those that are optically thick in the experimental spectra. Vibrationally dependent electronic excitation functions were inferred from a comparison of emission features following 20 and 100 eV electron-impact collisional excitation. The electron-impact-induced fluorescence measurements are compared with Cassini Ultraviolet Imaging Spectrograph observations of emissions from Titan's upper atmosphere.
INTRODUCTION
The strongest dipole-allowed emission transitions of N 2 occur in the extreme ultraviolet (EUV, 800-1350 Å; Ajello et al. 1989) . The excitation of the N 2 Rydberg-valence states responsible for these emissions occurs in the short wavelength portion of the EUV between 800 and 1000 Å. This excitation, emission, and associated dissociation and ionization play a role in establishing the physical composition of the N 2 -bearing atmospheres of Earth (Meier et al. 2005; Meier & Picone 1994; Knight et al. 2008; Strickland et al. 1999 Strickland et al. , 2004a Strickland et al. , 2004b , Titan (Ajello et al. 2007 (Ajello et al. , 2011b Stevens et al. 1994 Stevens et al. , 2011 Stevens 2001; Broadfoot et al. 1981; Fulchignoni et al. 2005) , Triton (Broadfoot et al. 1989; Summers & Strobel 1991) , and Pluto (Zhu et al. 2014; Stern et al. 2008; Bagenal et al. 1997) , and in interstellar clouds and extrasolar protoplanetary disks (Maret et al. 2006; Pascucci et al. 2009; Li et al. 2013) .
The important electronic transitions proceed from the X 1 Σ g + ground state to a manifold of closely spaced (12-15 eV) states (Ajello et al. 2011b) , which are then the sources of EUV emissions observed by spacecraft (Ajello et al. 2007 (Ajello et al. , 2011a Stevens et al. 2011) . Two of these states, b 1 Π u and b 1 Σ u + , are of the valence type and the remainder fall into three Rydberg series, with lowest members c 4 1 Σ u + , c 3 1 Π u , and o 3 1 Π u . All of these states are highly mutually perturbing and weakly to strongly predissociated. The majority of observed emissions are due to bands originating from the leastpredissociated vibrational levels of b 1 Π u , b 1 Σ u + , and c 4 1 Σ u + 4 Present address: Lawrence Berkeley National Laboratory, Advanced Light Source, Berkeley, CA 94720, USA. (Ajello et al. 2007; James et al. 1990 ). For sufficiently energetic electron or proton collisions, a comparable amount of emission arises from the decay of excited atomic dissociation products (Ajello & Shemansky 1985; Ajello et al. 1989 Ajello et al. , 2011a Ajello et al. , 2011b . Further electron-induced fluorescence occurs from the Lyman-Birge-Hopfield (LBH) series of bands originating from the a 1 Π g excited state. The UV emission studies of N 2 by electron-impact-induced fluorescence carried out over the past 30 years at the Jet Propulsion Laboratory (JPL) have been motivated by both astrophysical and theoretical interest (Ajello & Shemansky 1985; Ajello et al. 1989 Ajello et al. , 1998 Ajello et al. , 2007 Ajello et al. , 2008 Ajello et al. , 2011a Ajello et al. , 2011b Ajello et al. , 2012 James et al. 1990; Mangina et al. 2011; Young et al. 2010) . Intense atomic emissions in the dayglow from the atmospheres of N 2 -bearing solar system objects occur mainly from solar photodissociative ionization (PDI) and in the nightglow by collision with secondary electrons and other particles (e.g., magnetospheric protons and O + ; Ajello et al. 2011a Ajello et al. , 2011b Ajello et al. , 2012 Cravens et al. 2008 Cravens et al. , 2010 . The LBH molecular bands, the strongest band system in the far ultraviolet (FUV; 1200-2500 Å), excited by particle impact appear strongly in planetary atmospheres containing N 2 as a major species (Ajello et al. 2011a) . The particle-impact fluorescence of the ensemble of Rydberg and valence bands of N 2 studied in this paper are all of importance in planetary observations (Avakyan et al. 1998; Stevens et al. 2011; Lavvas et al. 2011 ) but have never been comprehensively studied in the EUV at high resolution.
The 1999 launch of the Far-Ultraviolet Spectrometer Explorer (FUSE) satellite observatory, with a resolving power (λ/Δλ) of 30,000 and spectral range spanning 905-1187 Å, served to heighten interest in high-resolution emissions studies of N 2 in the EUV by virtue of early engineering and spectral calibration checks studying the terrestrial limb airglow (Bishop & Feldman 2003; Bishop et al. 2007; Feldman et al. 2001) . The Cassini spacecraft orbiting the Saturn system is equipped with a low-resolution (λ/Δλ = 200) Ultraviolet Imaging Spectrograph (UVIS) operated in two spectral channels spanning the range from 561 to 1913 Å, and the UV-visible-near-IR Imaging Sub-System (Esposito et al. 2004) . The former instrument is capable of observing N 2 in the Titan airglow in the EUV and FUV, and the latter is suitable to study N 2 eclipse darkside emissions filtered into 15 band passes covering the UV-visiblenear-IR spectral range (2350-11000 Å; Ajello et al. 2007 Ajello et al. , 2008 Stevens et al. 2011; Mangina et al. 2011; West et al. 2012) .
In the past, N 2 absorption and high-pressure discharge emission spectra in the UV have laid the groundwork for cataloging and interpreting irregularities in the vibrational structure of the N 2 band systems (Yoshino et al. 1979; Yoshino & Tanaka 1977; Carroll & Collins 1969; Carroll & Yoshino 1972; Roncin et al. 1984 Roncin et al. , 1987 Roncin et al. , 1989 Roncin et al. , 1991 Roncin et al. , 1998 Dressler 1969; Lefebvre-Brion 1969) . Many further details have been unraveled by sensitive photoelectrically detected absorption spectra (e.g., Stark et al. 2005 Stark et al. , 2008 Heays et al. 2009 Heays et al. , 2011 and very high-resolution laser-based experiments (e.g., Ubachs et al. 1989; Levelt & Ubachs 1992; Sommavilla et al. 2002) . The hundreds of weak and strong bands that have been identified have never been studied in a single high-spectral-resolution electron-impact-induced fluorescence experiment. In this experiment, we intend to provide a benchmark set of EUV emission cross sections at 20 eV and 100 eV impact energies and 200 K target gas temperature.
The only previous laboratory EUV emission studies of the emission bands of N 2 employing electron impact under singlescattering conditions were made by Ajello et al. (1989 Ajello et al. ( , 1998 , James et al. (1990) , and Liu et al. (2005 Liu et al. ( , 2008 , as well as some very early work by Zipf & McLaughlin (1978) and Zipf & Gorman (1980) . The 0.2 Å full-width at half-maximum (FWHM) wavelength resolution attained in this experiment improves upon that of Ajello et al. (1989 Ajello et al. ( , 1998 and James et al. (1990; 0.3 and 0.5 Å FWHM, respectively) and is sufficient to resolve the rotational envelope profiles of the N 2 bands. Liu et al. (2005 Liu et al. ( , 2008 observed the strongest N 2 vibrational progression, c 4 1 Σ u + (v = 0) → X 1 Σ g + (v = 0-3), at 0.033 Å resolution. Here, we observe all bands in the wavelength range 800-1350 Å at lower resolution. This region extends almost to the N 2 ionization limit (15.58 eV) and the number of potentially observable transitions arising from several series of Rydberg states converging on this limit, as well as valence states, is in the hundreds.
Determining the principal identification and cross section of each feature in the EUV laboratory spectra is a daunting, but important, task. For this study, the observed emission is compared with the output of a sophisticated quantum-mechanical model, which simulates N 2 excitation, predissociation, and fluorescence. This model solves the coupled-Schroedinger equation (CSE), has been in development for some time (Lewis et al. 2005a (Lewis et al. , 2005b (Lewis et al. , 2008a Haverd et al. 2005; Heays 2011) , and has been successfully applied in previous electron-excitation (Heays et al. 2012 ) and UV fluorescence (Wu et al. 2012 ) experiments. The branching between emissive and predissociative decay critically controls which excited vibrational and rotational levels fluoresce, and leads to a temperature dependence of the observed band intensities. Some parameters of the CSE model were improved during the analysis of the experimental spectrum, most notably the internuclear-distance-dependent electronic transition moments controling photoemission of the b 1 Π u and b 1 Σ u + to the ground state. The absolute electron-impact emission cross sections of observed N 2 bands cannot be determined directly in the present experiment. Instead, these are calibrated by comparison with emission from electron-excited H 2 , recorded with the same apparatus. Additionally, we cannot infer absolute electronimpact excitation cross sections from the observed emission, which combines this excitation with the branching of excited states into dissociative and emissive decay. However, the relative excitation cross section for 20 and 100 eV electron collisions was determined for many excited levels. Previously, collisionenergy-dependent excitation functions have been measured and modeled for a small number of excited levels of b 1 Π u , b 1 Σ u + , and c 4 1 Σ u + for a greater range of electron-impact energies, from threshold to 400 eV (Ajello et al. 1989; James et al. 1990; Liu et al. 2005) . Malone et al. (2012) determined the excitation cross section of these and further states of N 2 by measurements of electron energy loss at several collision energies.
The measured excitation cross sections of Ajello et al. (1989) and James et al. (1990) from 10 eV to 400 eV can serve as temperature independent excitation functions used to model emission cross sections of higher Rydberg states, once they have been normalized to the cross sections measured here, at 20 eV and 100 eV, and at a target temperature of 200 K. The rotationallevel dependence of predissocation yield included in the CSE model will assist in determining the vibrational emission cross sections' dependence on gas temperature. For example, Ajello et al. (1998) found variations with temperature of the vibrational emission cross sections of c 4 1 Σ u + (v = 4) → X 1 Σ g + ,(v = 3) and c 4 1 Σ u + (v = 3) → X 1 Σ g + ,(v = 2) to be about 15% between 175 and 300 K.
We can summarize the presentation as follows. Section 2.1 describes the experimental apparatus used to measure EUV emissions following electron impact and the calibrations involved. Section 2.2 discusses the CSE model and its utilization in interpreting the recorded fluorescence spectra. Sections 3.1-3.7 present and discuss the observed and modeled emission cross sections for individual emission features, collective vibrational progressions, and their total emission. Section 3.8 describes the experimental deduction of new fundamental electronic transition moments by comparison of the observed emission to vibrationally excited ground-state levels. Section 3.9 evaluates the excited state dependence of excitation by 20 and 100 eV electrons. Section 3.10 compares the present laboratory spectra with Cassini UVIS observations of dayglow from the atmosphere of Titan. Section 4 concludes the presentation.
The full spectroscopic notation for an emission band, e.g.,
, is frequently abbreviated in what follows, e.g., c 4 (v , v ).
METHODOLOGY

Experimental Apparatus and Calibration
We have measured high-resolution electron-impact emission spectra for low-and high-pressure N 2 targets using an EUV spectrometer. The experimental apparatus has been described in detail in previous papers (Liu et al. 1995; Ajello et al. 1995a Ajello et al. , 1995b Ajello et al. , 2002 Ajello et al. , 2011a , and we will only describe the setup in a general way here. We use an Acton VM-523-SG 3.0 m UV spectrometer at JPL, allowing for what is probably the highest-resolution single-scattering electron-impact emission instrument in use in the United States. The channel detector used is a single-channel electron multiplier (CEM) with a CsI coating, deposited at our laboratory. The experimental system consists of an electron-beam/molecular-beam collision chamber in tandem with the UV spectrometer. This experimental system is interfaced with an IBM PC compatible computer for automatic data acquisition of average gas pressure, accumulated spectral signal counts, and average electron current for every spectral step of the stepper motor. This experiment is programmed to produce five spectral elements per slit width resolution element of 200 mÅ. The holographic grating used with the spectrometer is a custom-coated B 4 C concave 1200 grooves mm −1 grating with a horizontal aperture ratio of f/28.8. The polarization of the radiation is assumed to be negligible for N 2 transitions when employing 20 and 100 eV excitation energies and averaging over many rotational levels. The magnetically collimated electron beam source is described in detail by Ajello et al. (1988) . In brief, the thermionic electrons are created by heating a tungsten filament. The beam is collimated using an axially symmetric magnetic field of 100 G, which is generated by a solenoid system. The energy resolution of the electron beam is 1 eV. The absolute energy of the electron beam is calibrated by measuring the appearance potential of H Lyα following dissociative excitation of H 2 at 14.68 eV (Ajello & James 1991; Ajello et al. 1995a Ajello et al. , 1995b Liu et al. 1995) . We have performed wavelength scans with the N 2 target molecules effusing into the collision chamber from a capillary array with alternative background gas pressures of 4.4 × 10 −6 and 2.0 × 10 −4 torr. The optical-path length of 11.05 cm is proportional to the distance from the collision region to the entrance slit. The high-pressure capillary-produced beams effectively cool the gas to 175-200 K (Beegle et al. 1999; Liu et al. 2008 ). An MKS instruments baratron measured the capillary head pressure to be 10.8 torr. The capillary itself is a metallic steel SS316 array of 100-300 pores with inside-hole diameters of 0.0508 mm (2 mils) and a pore length of 5.08 mm, leading to an aspect ratio (diameter/length) for the molecular beam of 0.01. The collimated hole structure utilized in this experiment is aptly describe in Brinkman & Trajmar (1981) .
Before discussing the experimental emission cross sections, we need to take into account the wavelength-dependent response of the different instrumental components, such as the B 4 C grating, the detector (channeltron), and the detector coating (CsI). The relative calibration of the spectrometer-CEM detector was established using the relative theoretical intensities of the H 2 rotational lines from the n = 2, 3, and 4 band systems (Liu et al. 1995; Jonin et al. 2000; Liu et al. 2002) . The current spectra were obtained in 2006 and the resulting inverse-sensitivity calibration was fit to a fifth degree polynomial in terms of wavelength and is similar to that deduced by Vatti Palle et al. (2004) during an SO 2 electron-impact fluorescence experiment.
Spectra were recorded with 20 and 100 eV electron-impact energies in single scans. Each scan from 800 to 1350 Å with a step size of 40 mÅ and dwell time of 8 s required 8 days of measurement and was accomplished in 13,742 steps. A periodic daily walk-off of the spectrometer wavelength scale of up to 75 mÅ was observed and is due to an instrument temperature cycle of 0.25 K. Both 20 and 100 eV fluorescence spectra were obtained at 200 mÅ FWHM resolution corresponding to equal 60 μm entrance and exit slit widths. A small amount of Ar contamination at the parts per million level, according to the gas manufacturing process by Airgas company, appears in both 20 and 100 eV spectra ).
The 100 eV spectrum was absolutely calibrated by reference to emission from the N i ( 4 S o 3/2 -4 P 5/2, 3/2, 1/2 ) multiplet at 1200 Å after correcting for the wavelength-dependent instrument sensitivity. This feature is composed of three fine-structure components appearing at 1199.55, 1200.22, and 1200.71 Å and with known respective emission cross sections of 178.68, 125.47, and 65.75 × 10 −20 cm 2 (Ajello et al. 2011b ). The total emission cross section of these three features, 370 × 10 −20 cm 2 , differs slightly from the value adopted for absolutely calibrating the previous emission cross section measurements of Ajello et al. (1989) , 400 × 10 −20 cm 2 . In the following comparisons with Ajello et al. (1989) , their absolute cross sections are scaled down to reflect this difference. The 20 eV electron beam is insufficiently energetic to dissociate N 2 into emitting atomic products so that all of the observed fluorescence may be unambiguously attributed to molecular emission and the N i calibration lines do not appear. An absolute calibration was then made with reference to the relative emission cross sections of c 4 (0, 0) and b (16, 0) measured by Ajello et al. (1989) . The ratio of 100 to 20 eV excitation for both emission bands is 3.5. Adopting the Ajello et al. (1989) ratios for these first two well-resolved features, the current 20 eV collision-energy spectrum was absolutely calibrated to the 1200 Å N i emission lines by using the 100 eV spectrum as an intermediary.
CSE Modeling
The N 2 spectra reported here were compared with the output of a quantum-mechanical model that simulates electron-impact excitation as well as the resulting fluorescence and predissociation. This was done to aid the assignment of the complex and, in many cases, blended spectrum. A very similar model was utilized in previous studies of N 2 electron-impact-induced fluorescence in this laboratory (Liu et al. 2008 ), electron energyloss spectroscopy (Heays et al. 2012) , and the atmospheres of the Earth (Liu et al. 2009 ) and Titan (Stevens et al. 2011; Lavvas et al. 2011) .
The model of N 2 excited states explicitly solves a CSE for the radial (vibrational) motion of the molecule, whereas all details of the electronic wavefunction are treated semiempirically. The underpinnings of the technique have been discussed in detail elsewhere (van Dishoeck et al. 1984; Mies 1980a Mies , 1980b . It is necessary to define numerical potentialenergy curves describing each excited electronic state (and its rotational excitation) as well as all interactions responsible for the perturbation of these states. These various model parameters have been optimized with reference to a large database of experimental energy levels and are given in a detailed form elsewhere (Lewis et al. 2005a (Lewis et al. , 2005b (Lewis et al. , 2008a Haverd et al. 2005; Heays et al. 2012) . The model potential-energy curves of all electric-dipole accessible states included in the model are plotted in Figure 1 in Potential energy (eV) (Heays 2011) , and the assignments made here reflect the dominant component only. In extreme cases, this comprises less than 50% of the total electronic character.
The electron-impact excitation of N 2 is approximated here as an optical excitation. This requires the specification of additional model inputs in the form of electronic-transition moments connecting each electric-dipole accessible electronic state with the ground state. Internuclear-distance-dependent functions have been previously deduced for these by ab initio calculation (Spelsberg & Meyer 2001) and by reference to absolute oscillator strengths derived from absorption experiments (Stark et al. , 2008 Heays et al. 2009 ). The formulation of CSE transition moments deduced from absorption oscillator strengths are discussed in Haverd et al. (2005) and Heays (2011) . The experimentally deduced transition moments are re-evaluated in Section 3.8 by combining the new emission spectra presented here with the previous absolute absorption data.
The direct output of the CSE model is a photoabsorption cross section which is continuous with respect to transition wave number (or wavelength) and contains resonances corresponding to transitions between rovibrational levels of the ground and ith excited state, labeled (v , J ) and (i, v , J ), respectively. For each resonance, a center transition wave number, υ (i, v , J , v , J ), integrated absorption oscillator strength, σ abs (i, v , J , v , J ), and linewidth, Γ(v , J ), is deduced. All resonances pertaining to (v , J ) ↔ (i, v , J ) transitions relevant to this study were identified in the model cross section and reduced to their defining parameters.
The excitation cross section to a particular excited level is approximated as a summation of CSE-calculated optically allowed rotational transitions,
where α(J ) describes the partitioning of the ground-state rotational population assuming a 200 K thermal distribution. This temperature was selected to best mimic the experimental conditions and constrains all of the ground-state population to v = 0. The approximation of electron excitation as optical absorption is only appropriate if there is a negligible amount of momentum transferred during each scattering event (Inokuti 1971) , a condition which is not well satisfied by the 20 and 100 eV electron beams used in the current experiment. The dependence of the N 2 excitation cross section on collision energy and the electronic-vibrational state being excited are well documented (Ajello et al. 1989; James et al. 1990; Heays et al. 2012; Malone et al. 2012) . The optical absorption cross sections provide a useful guide when determining the relative importance of overlapping emission bands but were ultimately adjusted empirically for each excited vibrational-electronic level in order to provide a quantitative fit to the experiment. The CSE-calculated relative cross section of rotational transitions within each vibrational band are well reproduced within the optical approximation in almost all cases, with the exceptions discussed in Sections 3.1 and 3.5.
The emission branching from a particular excited state to alternative ground-state levels is a purely optical process and is well reproduced by the CSE model. The emission rate for a particular transition, (i, v , J ) → (v , J ), is related to the model-calculated absorption cross section (Liu et al. 2008) according to
All of the observed N 2 excited states with fundamental bands lying shortward of 1000 Å are predissociated, to a greater or lesser degree. The resultant branching ratio between dissociative and emissive decay exhibits strong vibrational and rotational variability, and ranges from almost zero to unity. The mechanism of predissociation for excited states with 1 Π u symmetry lying below 14.3 eV (and the resultant predissociation of 1 Σ u + states following heterogeneous rotational mixing) is the result of spin-orbit coupling to a series of triplet-symmetry states, some of which are unbound. The multiple interactions between bound and unbound 1 Π u and triplet states leads to haphazard indirect predissociation, with order-of-magnitude variation within the vibrational and rotational series. The important 3 Π u states and interactions are included in the CSE model formulation (Lewis et al. 2005b (Lewis et al. , 2008a (Lewis et al. , 2008b and have potential-energy curves depicted in Figure 1 . These are responsible for the broadening of resonances in the model absorption cross section. Then, the model linewidths are directly related to the excited-state predissociation rate according to the formula
The predissociation of higher-energy 1 Π u levels and the additional nonrotational predissociation of the 1 Σ u + states, some of which are observed in the present spectra, is not fully understood and is likely to be underestimated by the CSE model. For some levels, predissociation rates have been deduced from observations of line broadening in absorption spectra or excited state lifetimes in time-resolved measurements (Lewis et al. 2005b (Lewis et al. , 2008a Heays et al. 2012 , and references therein). Then, ad hoc modifications have been made to the model predissociation rates. Errors in the adopted predissociation rates will uniformly affect the calculated emission of all bands progressing from a common excited level. This effect is then indistinguishable from any error in the calculated excitation rate due to its approximation to optical conditions and will influence the correction factor needed to quantitatively reproduce the observed emission cross section.
The output of the CSE model and Equations (1)- (3) were used to generate an electron-impact fluorescence model by considering each rovibrational emission transition individually, with the integrated cross section given by (i, v , J , v, J ) .
Here, σ ex (i, v , J ) is the excitation rate of the excited state due to electron impact, A em (v , J , v , J ) is the rate of emissive decay via the transition (v , J ) → (v , J ) and the extended denominator is the total decay rate of the excited state considering both emission to all ground-state levels as well as predissociation and preionization. The summation of emission pathways in Equation (4) neglects decay to the lower-energy excited states a 1 Σ g + and a 1 Π g , which has been observed (Filippelli et al. 1984; Kam et al. 1989) but not absolutely quantified. Shemansky et al. (1995) established an upper limit to the c 4 1
−20 cm 2 , following 100 eV electron excitation. This suggests that branching to a 1 Π g is insignificant when compared with c 4 1 Σ u + (v = 0) → X(v = 0) under similar excitation conditions, with a measured emission cross section of 747 × 10 −20 cm 2 (Ajello et al. 1989) . Overall, the cascading of emissions to the ground state via a 1 Σ g + and a 1 Π g is not included in the CSE model formulation and imposes a source of error in the model-calculated emission strength which is indistinguishable from erroneous excitation or predissociation rates.
Finally, synthetic emission bands were generated and directly compared with those appearing in the experimental spectra. For this, each observed electronic-rovibrational transition was assigned an emission cross section according to Equation (4) and a Gaussian wavelength profile with width corresponding to the instrumental resolution. These were then summed to generate a total emission spectrum. The contribution of each emission band was scaled in order to best match the experimental spectra according to a fitting parameter depending on E, i, v , and v . The i and v dependence addresses the effects of incorrectly modeled non-optical excitation and predissociation of the excited electronic-vibrational levels. The dependence on electron-impact energy, E = 20 or 100 eV is discussed in Section 3.9, and the dependence on v arises from experimental noise and, possibly, errors in assignments of the observed emission bands. The excitation process is studied by averaging over v in what follows. Critically, the rotational profiles of each band are well predicted by the CSE model. This is essential for the quantitative partitioning of the blended laboratory spectrum into bands.
There is an additional minor component to the instrumental broadening needed to reproduce the experimental spectrum. This is detectable as a pedestal under the strongest emission features, such as in the following spectra showing the very strong emission lines near 1085 Å, and arises from grating scattering. This effect was phenomenologically simulated by convolving the model cross section with a triangular function of 9.5 Å FWHM which redistributes a wavelength-dependent fraction of the total observed intensity, ranging from 0% at 1250 Å to 10% shortward of 1000 Å.
In principle, the CSE model contains all necessary parameters to simulate the v -dependence of emission from a common excited state. This is tested below by comparing the experimental emission from each v progression with a modeled progression scaled by a single common factor, representing details of the excitation cross section. Where possible, extrapolations to unobserved v emission bands are also calculated using the scaled model.
RESULTS AND DISCUSSION
Emission Cross Sections
Spectral measurements of electron-excited molecular nitrogen under optically thin conditions (except for some resonant molecular bands) have been performed for wavelengths between 850 and 1350 Å with 20 and 100 eV electron-impact energies. Figure 2 shows over-plotted high-and low-pressure intensity spectra for 100 eV electron-impact energy. 
Wavelength ( must also lead to an enhancement of c 4 (0, v > 0) fluorescence because of secondary emission. We quote our previous lower-pressure results for the c 4 (0, v ) bands (Ajello et al. 1989 (Ajello et al. , 2011b in much of the following analysis because of these distorting effects. Other bands that are optically thick are apparent in Figure 2 where the overlapped spectra differ in intensity by more than 5%, or in the following analysis where they appear inconsistently weaker than other members of the same emission v -progression. These bands are c 4 (0, v ) for v = 0-3 as well as c 4 (3, 0), c 4 (4, 0), and b (v , 0) for v = 9, 11, 12, 14, and 16. Although the b (16, 0) resonance band at 871.57 Å is the strongest absorber in the Birge-Hopfield II b
, it exhibits less than 10% self-absorption.
We show high-pressure spectra in more detail in Figures 3-12. The 491 features observed are of both atomic and molecular origin with assignments and emission cross sections listed in Table 1 . The cross sections presented here are more accurate than in our previous measurements (Ajello et al. 1989; James et al. 1990 ) due to an improved calibration technique and a higher instrumental resolution. Additionally, the accurate model-calculated N 2 band shapes proved invaluable when partitioning the observed fluorescence between features, the majority of which are at least partially blended. A clear example of this utility is evident in Figure 6 where the group of N 2 bands between 1006 and 1012 Å are heavily overlapped but readily distinguishable when their band profiles are known. Many more weak features are characterized in the current spectra than in previous experiments.
The uncertainties of the deduced emission cross sections listed in Table 1 (and error bars in subsequent plots) are calculated during an optimization of the modeled cross section. This optimization seeks a best fit in the least-squares sense to the observed spectra by scaling the intensity of each band and adding atomic emission lines where necessary. Uncertainties calculated by the optimizer are influenced by the statistical noise of the experimental spectra and the degree of feature blending. However, the listed uncertainties do not include a contribution due to possible errors in the scaled band profiles and the presences of unmodeled weak features overlapping the modeled bands. Then, these uncertainties provide a useful indication of which bands are best constrained in the experiment but comprise a lower limit on the total uncertainty of their cross sections. Statistical noise and blending constitute the dominant uncertainty in the cross sections of weak features while the absolute cross section uncertainties of strong features arises primarily from the wavelength-dependent sensitivity calibration of the spectrometer and the effects of self-absorption.
We continue the task of quantifying the vibrational cross sections separately for each of the molecular electronic states discovered in the high-resolution spectra. Emission cross sections for 100 eV electron-impact-induced emission are arranged as v -progressions from particular excited electronic-vibrational Notes. Assignments and cross sections of all emission features observed in the 20 and 100 eV electron impact spectra. 1. Line-by-line model. 2. Significantly self-absorbed. 3. Enhanced because of self-absorption of c 4 (0, 0). 4. Intensity is calculated from a direct integration and not a modeled band profile. 5. To allow for the fitting of overlapping features the intensity of this band was assumed.
(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.) Tables 2-7 . Some poorly observed progressions, with only one or two detected members are not included in these tables. Also listed are model-calculated emission fractions for bands with v 20 and their absolute cross sections. The latter were calibrated separately for each progression by a weighted mean which included all comparable observed and modeled v emission bands. Those bands listed above which are affected by optical-depth effects were neglected in the model calibration. The best-constrained model progressions were used to predict the optically thin cross sections of their unobserved or selfabsorbed members.
Both the higher and lower impact energies studied here are relevant to the study of emission in N 2 -bearing atmospheres. Additionally, the lower-energy 20 eV results can be more illustrative of the v progression of band strengths due to the lack of blending atomic nitrogen emission lines.
Emission from c 4 1 Σ + u
The strongest molecular emission comes from the c 4 1
Rydberg bands, which have been observed for v = 0-4 and 6, and v 12. The observed and modeled vibrational emission cross sections for 100 eV electron excitation are given in Tables 2 and 3 . The individual cross sections for 100 and 20 eV spectra are plotted in Figure 13 for progressions with v = 0, 3, 4, and 6 and are compared with model calculations. Also shown are the previous absolute measurements of Ajello et al. (1989 Ajello et al. ( , 1998 and relativeintensity very high-resolution optically thin experiment of Liu et al. (2008) . Data is shown for both 20 and 100 eV electron energies. Many more members of the c 4 (0, v ) progression have been observed in the present high-pressure spectrum than previously. These include the same unexpected emission to v = 5-9 as observed in the terrestrial atmosphere by the FUSE satellite UV spectrometer (Bishop et al. 2007; Liu et al. 2009 ).
The model emission cross sections show excellent agreement with the measured values in Figure 13 in almost all cases, indicating the correctness of the CSE model formulation. There are, however, significant discrepancies due to self-absorption for c 4 (0, 0) in the 20 and 100 eV spectra, and for c 4 (4, 0) with 100 eV excitation. The emission from these bands is evidently less than would be observed under optically thin conditions, and these measurements were neglected when absolutely calibrating the modeled emissions. There appears to be much larger selfabsorption of c 4 (0, 0) in the 100 eV spectrum, as discussed below.
Excellent agreement is seen in Figure 13 between the calculated emission cross sections of c 4 (0, 0-3) and the measurements of Liu et al. (2008) , which were absolutely calibrated with respect to c 4 (0, 0) as measured by Ajello et al. (1989) . The agreement is also very good for c 4 (0, 0-2) between the present measurements and the absolute cross sections of Ajello et al. (1989) but not for c 4 (0, 3-5). The assignment of the latter and weaker bands in the spectrum of Ajello et al. (1989) likely neglected the entanglement of these with other emission features, thereby overestimating their cross sections. The new cross sections for c 4 (1-6, v ) are also an improvement on the previous measurements of Ajello et al. (1988 Ajello et al. ( , 1998 , and we attribute the scattered differences to the partition of cross sections between bands in the previous experiment. There is apparently an imperfect absolute agreement between the two experiments, with the present cross sections lying primarily below those of Ajello et al. (1989) despite their nominally identical calibration procedures. Averaging over all mutually observed levels and considering the recalibration of Ajello et al. (1989) discussed in Section 2.1 the difference between the two experiments is 20%.
The very significant self-absorption of c 4 (0, 0) in the 100 eV spectrum reduces the observed emission by a factor of 10 from the optically thin measurement of Ajello et al. (1989) and the CSE predicted value. The reabsorption of photons corresponding to c 4 (0, 0) transitions will then repopulate the excited state and increase the emission from c 4 (0, v > 0) as well as the number of molecules that predissociate. This cycle is complicated by the J-dependent predissociation rate of the c 4 (0) excited state (Ubachs 1997; Ubachs et al. 2001; Heays 2011 ) and the electronic coupling of the c 4 and b electronic states. The latter induces a J-dependent perturbation of c 4 (0) absorption oscillator strengths peaking at J = 10 . These complications are evident in Figures 4-6 , where the modeled band profiles do not match the recorded spectrum. Instead the intensity of these bands is deduced from a direct integration of the experimental spectrum over their unblended extent. Similarly distorted band profiles were observed in the terrestrial dayglow by Liu et al. (2009) . Given the very significant optical thickness of c 4 (0, 0) in our 100 eV emission spectrum, we instead calibrate the c 4 (0, v ) model emission to the optically thin measurement of c 4 (0, 0) by Ajello et al. (1989) . Liu et al. (2008) leads to nearly identical vibrational wave functions and a strong enhancement of emission when v ≈ v , as is evident in all cases in Figure 13 . The c 4 (v , v ) emission intensity is maintained for diverging v and v in the observed and CSE-calculated cross sections because of the admixture of electronic character from the strongly emitting b state. This admixture peaks sharply for J = 10 and 11 where there is a well-studied level crossing between the rotational term series of c 4 and b (Levelt & Ubachs 1992; Liu & Shemansky 2006; Heays et al. 2011) . Figure 14 shows the measured 20 eV emission spectrum for c 4 (0, 1) and c 4 (0, 9) compared with modeled emission strengths of individual rotational transitions. Emission is observed from a broad envelope of P-and R-branch rotational lines for the case of c 4 (0, 1), whereas, the emission is dominated by transitions from excited state levels with J = 10 and 11 for the case of c 4 (0, 9). There is also significant b (1, v ) emission overlapping the c 4 (0, v ) bands for high v , as shown in Figure 14 for v = 9.
The total recorded c 4 1 Σ + u → X 1 Σ + g cross section following 100 eV excitation is 4.57 × 10 −18 cm 2 . This increases to 11.0 × 10 −18 cm 2 after adopting the optically thin cross sections of Ajello et al. (1989) for c 4 (0, v = 0-3), c 4 (3, 0), and c 4 (4, 0). This corrected value is then in good agreement with that of Ajello et al. (1989) , 12.1 × 10 −18 cm 2 . The modelpredicted cross section including all levels with v 20 is 10.6 × 10 −18 cm 2 . , 4, 7-16, 18, and 19 , and to ground-state levels with v 17. The measured and modelcalculated cross sections for those v -progressions, which are best observed in the 100 eV electron-impact spectrum are listed in Tables 3 and 4 . For the longest progressions-those with v = 9, 11, 12, and 16-a comparison is made in Figure 15 with the cross sections of Ajello et al. (1989) . The agreement between experiments is generally good and the differences that arise are likely due to an incorrect partitioning of emissions between features in the previous experiment. Also shown in Figure 15 is a comparison with modeled emission cross sections revealing good agreement even for those progressions with member cross sections spanning more than an order of magnitude. By means of this comparison a new b -X electronic transition moment was deduced, as discussed in Section 3.8. All unobserved bands in Figure 15 are predicted by the model to be weak.
Emission from b
The strongest b (v ) ← X(0) absorption band is for v = 16, with four times the oscillator strength of b (9) ← X(0). However, the latter appears more strongly in our emission spectra. This is indicative of a larger predissociation rate for b (16) than for b (9), or else a strongly vibrationally varying electron excitation cross section. The total electronic emission cross section of the b 1 Σ + u state observed in the 100 eV electron-impact spectrum from this work is 1.5 × 10 −18 cm 2 compared with 1.81 × 10 −18 cm 2 found by Ajello et al. (1989) . The total modeled cross section is 1.96 × 10 −18 cm 2 , which includes all bands with v 20 for the progressions listed in Tables 4 and 5 . It is unsurprising that the new measured value is below the optically thin measurement of Ajello et al. (1989) , because of the apparent self-absorption of some b (v , 0) bands. The model does not include the effects of self-absorption, and so it is relevant to optically thin conditions.
1 Π u Molecular emission has been observed for the
valence bands with v = 1, 4, 5, 6, and 7 and v 13. None of these bands, apart from v = 1 , have previously been observed in electron-impact-induced fluorescence single-scattering experiments. The observed and modeled 100 eV electron excitation emission cross sections are arranged into v -progressions in Table 6 and plotted in Figure 16 for v = 1, 5, 6, and 7. The strongest progression is for b(1, v ), with emission observed for v = 0-5 and 7-12. The strength of this emission progression occurs because of the low predissociation fraction of the excited b(1) level (Lewis et al. 2005b; Wu et al. 2012) . Also plotted in Figure 16 are the results of two previous experiments observing b(1, v ) emission Zipf & Gorman 1980) and the model calculations. The relative v dependencies of these are all in good agreement for v < 6, although the absolute calibration of Zipf & Gorman (1980) differs by a factor of two. The relative agreement is worse for v 7, with the cross sections of James et al. (1990) falling below the present measurements. This discrepancy may be due to a poorer signal-to-noise ratio attained in the previous experiment for the weaker b(1, v ) bands. The total emission cross section for 100 eV electron excitation for all observed members of the b(1, v ) progression is 6.4 × 10 −19 cm 2 , compared with 6.1 × 10 −19 cm 2 found by James et al. (1990) . The model predicts 7.0 × 10 −19 cm 2 for v = 1 and includes all unobserved levels with v 20. In order to correctly model the b(1, v ) band profiles it was necessary to take into account the rotation-dependent predissociation of the b(1) state deduced experimentally by Wu et al. (2012) from photoexcitation-fluorescence spectra.
The b (5, v ), b(6, v ), and b(7, v ) progressions have been well observed in both the 20 or 100 eV electron energy spectra. The model-calculated cross sections agree very well with the observations and all unobserved levels are predicted to be weak.
Emission from Further States of N 2
Emission was observed from a number of further electronic states of N 2 . Several a 1 Π g → X 1 Σ + g bands were observed longward of 1270 Å corresponding to transitions with (v , v ) = (6, 0), (6, 1), (5, 0), (5, 1), and (4, 0). The fluorescence of the low-lying metastable a 1 Π g state is known to depend on cascading from higher-lying levels (Young et al. 2010) . Neither cascading nor the a 1 Π g state itself are included in the CSE model, so the observed band profiles were simulated by a separate line-by-line model. For this, rotational level energies were taken from Vanderslice et al. (1965a) and line strength factors for the five rotational branches relevant to the mixed electricquadrupole and magnetic-dipole a 1 Π g → X 1 Σ + g transition are those of Vanderslice et al. (1965b) . In order to correctly model the observed LBH band profiles it was found necessary to scale the relative significance of electric-quadrupole and magneticdipole emission, and adopt a simple rotational dependence of the a 1 Π g excitation functions. This dependence no doubt aliases more complex cascading processes. The adoption of a line-byline model for a(4, 0), in particular, allowed for the estimation of the intensity of the completely overlapped b(1, 12) band, plotted in Figure 13 .
There is an assortment of observed emission bands from further np Rydberg states convergent on X(0) of N 2 +. with principal quantum numbers, n, between 3 and 6. Transitions of c 3 1 Π u X 1 Σ + g were observed with v 3 and v 7, and their measured and calculated cross sections are listed in Table 7 . Only the stronger transitions in these progressions were observed but are of sufficient intensity to calibrate the emission model so that further bands may be extrapolated. The predicted total cross section of c 3 (v , v ) with v 2 and v 20 is 1.7 × 10 −19 cm 2 . Three bands of the next-highest member of the same Rydberg series, c 4 (0, v ), were observed, with v 3. It was found necessary to impose a rotational dependence on the c 4 (0) predissociation rate in order to reproduce the observation emission band profiles. That is, suppressing emission from those rotational levels known to have reduced predissociation lifetimes according to the measurements of Buijsse & van der Zande (1997) and Moise et al. (2011) . The lifetime of the c 4 (0) rotational levels are in general very long, making the c 4 (0, 0) band one of the strongest in the entire recorded fluorescence spectrum. This is enhanced further by the much larger Franck-Condon overlap of c 4 (0) with X(0) relative to X(v > 0), in a similar pattern as seen for the c 4 (0, v ) progression. All c 4 (v > 0) levels lie above the dissociation limit of b 1 Π u and are strongly predissociated due to their large electronic coupling to the its continuum. These levels to do not then appear in our fluorescence spectra.
The next highest n member of the Rydberg series initiated by c 4 1 Σ + u is labeled c 5 1 Σ + u . Five members of the c 5 (0, v ) progression were observed and are listed in Table 3 . Their combined observed emission cross section is 4.6 × 10 −20 cm 2 . This cross section increases to 6.5 × 10 −20 cm 2 once further model-predicted levels are included for v 20. Higher-n members of the np Rydberg series are also evident in our laboratory spectra, with features appearing for both 20 and 100 eV impact energies, and corresponding to wavelengths known from photoabsorption spectroscopy (Carroll & Yoshino 1972) . That is, c 5 (0, 0-1), c 6 (0, 0-1), c 6 (0, 0), c 7 (0, 0), c 8 (0, 0), and c 9 (0, 0) molecular emission. It was not possible to distinguish the latter two bands which were fitted as a single feature. Weak emission to v = 0 was observed near 828 Å, likely proceeding from a 3dπ Rydberg state built on the A(v = 0) core-excited state of N 2 + or the 5f Rydberg-complex built on N 2 + X(v = 0). A number of o 3 1 Π u (v , v ) emission bands were observed, with v 4 and v 9. Emission from these excited levels was too weak to be well characterized apart from the v = 4 progression. Observed cross sections for this progression are listed in Table 7 , and it is predicted to contribute 3.7 × 10 −20 cm 2 to the total N 2 emission cross section. There are several unidentified features appearing in both 20 and 100 eV impact energy spectra, ruling out their assignment as atomic or ionic nitrogen. These features appear at 1199, 1054, 893, 867, and 809 Å and may be emission from even more highly excited Rydberg states of N 2 to high v levels, or else contaminant species.
Atomic Emission
There is a significant emission flux from N i and N ii multiplets present in the 100 eV electron-excited fluorescence spectrum. These features are readily distinguishable by comparison to 20 eV electron-excited collisional excitation, an energy which lies below the threshold for dissociation into excited N atoms with parity-allowed radiative decay channels. We note the presence of N i or N ii multiplets in Figures 3-12 and list their wavelengths and integrated cross sections in Table 1 . The total EUV 100eV emission cross section of the 274 N i and N ii features from 800-1350 Å is 1.12 × 10 −17 cm 2 . The strongest N i and N ii emission lines are readily assignable by comparison with the National Institute of Standards and Technology (NIST) database of known transitions, although many transitions between different members of some multiplets were not distinguishable. The assignment of some medium strength lines was made by comparison with transitions wavelengths calculated from the NIST database of N i and N ii energy levels. Finally, many further apparent atomic nitrogen lines could not be assigned to any particular transition.
A few lines of Ar emission are evident in the current experimental spectra due to impurity contamination of the experimental research grade Airco N 2 gas (99.9997% purity, from cryogenic distillation at about 1-20 parts per million). The electron-excited fluorescence spectrum of Ar has been studied by Ajello et al. (1989) and the four strongest features are resident at 919.8, 932.1 Å (Ar ii ionization-excitation) and 1048.2 and 1066.7 Å (direct electron excitation). We have 
Total Emission Cross Section
We can summarize the strength of EUV emission following 100 eV electron impact between 800 and 1350 Å by summing the observed features in various ways, as listed in Table 8 . The total observed emission cross section is 1.90 × 10 −17 cm 2 , while the sum of fitted features (which was intended to include all observed emission) is 1.87 × 10 −17 cm 2 . Dividing the fitted features of atomic/ionic and molecular origin, the total cross section of the 274 N i and N ii features (which may consist of multiple fine-structure components) is 1.12 × 10 −17 cm 2 and the total of the 217 observed molecular emission bands is 0.74 × 10 −17 cm 2 . The latter increases to 1.40 × 10 −17 cm 2 when optically thin measured cross sections from previous experiments are used in lieu of the present values for self-absorbing bands. Many molecular emission progressions may be extrapolated by the model to include unobserved bands, some of which fall outside the experimental UV spectral range. A summation of these extrapolations is given in Table 8 for each electronic state. The model also accounts for the effects of self-absorption and is consistent with optically thin experimental conditions. In the extremities of model-experimental comparison, virtually all of the emission from b 1 Σ + → X 1 Σ + g has been observed and only 40% for c 4 1 Σ + → X 1 Σ + g . For the case of 20 eV electron energy, the total observed emission cross section is 0.33 × 10 −17 cm 2 and is purely molecular in origin. Adopting the measurements of Ajello et al. (1989) for the cross sections of c 4 (0, v ) with v = 0, 1, and 2, which are affected by self-absorption in the current spectra, this total cross section increases to 0.50 × 10 −17 cm 2 .
Experimentally Derived Electronic Transition Moments
New information was obtained regarding the electronic transition moments connecting the b 1 Π u and b 1 Σ + u diabatic states with the X 1 Σ + g ground state as part of this investigation. As detailed in Section 3.4, the emission progression from b 1 Π u (v = 1) was observed for v = 0-5 and 7-12. This excited state lies lower in energy than all other 1 Π u and 1 Σ + u levels and is not significantly electronically mixed with them. Then, relative intensities of the b(1, v ) emission progression is controlled purely by the internuclear-distance dependence of the b-X transition moment. This R-dependence was reassessed here and its absolute magnitude fixed by reference to the experimental absorption oscillator strengths of Stark et al. (2005) . Ultimately, it was found that an excellent reproduction of all experimental data could be obtained by adopting the ab initio diabatic transition moment calculated by Spelsberg & Meyer (2001) , with some A piecewise linear form was adopted for the b -X transition moment, and its pivots were adjusted until good agreement was achieved between calculated and experimental relative emission intensities. The same database of absorption oscillator strengths as compiled by Heays (2011) was also used to as a constraint during the optimization process. The resultant b -X transition moment and an ab initio calculation of Spelsberg & Meyer (2001) is plotted in Figure 18 . The fitted b -X curve has been smoothed to obtain a more physically reasonable form with no consequence with respect to the reproduction of experimental data. The emission cross sections calculated for various b (v , v ) bands from the newly deduced transition moment and that of Spelsberg & Meyer are compared with measured cross sections in Figure 15 , showing the improvement introduced by the new forms.
The resultant fits to emission intensities are listed in Tables 2-7 and plotted for the longest emission progressions in Figures 13, 15 , and 16. The agreement with absorption data is unchanged from that of Heays (2011) , and the new transition moment does not deviate significantly from theirs within its range of applicability. The new transition moment does differ significantly from the ab initio calculation, with the difference being more complex than a simple scaling factor. The diabatic form of the b 1 Σ + u state used here is actually highly configurationally mixed. There is a rapid change in the dominant electronic configuration beginning around 1.1 Å, as shown in Figure 7 of Spelsberg & Meyer (2001) . The present (v , v ) with v = 0-3 following 100 eV Electron Impact (v , v ) with v = 4 and 6, and c 5 (0, v ) following 100 eV Electron Impact Notes. Experimental (Exp.) and modeled (Mod.) emission cross sections from the excited electronic-vibrational states observed following 100 eV electron impact, arranged into progressions of lower-state vibrational levels. a Model-predicted cross sections following an excited-state-dependent but v -independent rescaling to best match the 100 eV experiment. b Model-predicted fractional branching of emission between all modeled lower-state levels. (v , v ) with v = 1, 7, 8, 9 and 11 following 100 eV Electron Impact Notes. Experimental (Exp.) and modeled (Mod.) emission cross sections from the excited electronic-vibrational states observed following 100 eV electron impact, arranged into progressions of lower-state vibrational levels. a Model-predicted cross sections following an excited-state-dependent but v -independent rescaling to best match the 100 eV experiment. b Model-predicted fractional branching of emission between all modeled lower-state levels. Notes. Experimental (Exp.) and modeled (Mod.) emission cross sections from the excited electronic-vibrational states observed following 100 eV electron impact, arranged into progressions of lower-state vibrational levels. a Model-predicted cross sections following an excited-state-dependent but v -independent rescaling to best match the 100 eV experiment. b Model-predicted fractional branching of emission between all modeled lower-state levels.
Table 6
Emission Cross Sections for b (v , v ) with v = 1, 4-7 following 100 eV Electron Impact Notes. Experimental (Exp.) and modeled (Mod.) emission cross sections from the excited electronic-vibrational states observed following 100 eV electron impact, arranged into progressions of lower-state vibrational levels. a Model-predicted cross sections following an excited-state-dependent but v -independent rescaling to best match the 100 eV experiment. b Model-predicted fractional branching of emission between all modeled lower-state levels.
Table 7
Emission Cross Sections for c 3 (v , v ) with v = 0-2, c 4 (0, v ) and o 3 (4, v ) following 100 eV Electron Impact experimentally defined transition moment may indicate an insufficiency in the ab initio treatment of this configuration interaction.
The linear and ab initio transition moments (determined by Heays et al. 2011 and Spelsberg & Meyer 2001, respectively) connecting the further 1 Π u and 1 Σ + u diabatic Rydberg states with the ground state are also shown in Figures 17 and 18 . For these, the linear transition moments were used here without modification.
The transition moments deduced here are for optical transitions. That is, they describe the photoemission process in our experiment and are also relevant to photoabsorption. They are not suited for the calculation of the excitation cross section following electron collisions, although they may compose a good approximation for this under circumstances of small momentum transfer (Inokuti 1971; Heays et al. 2012 ).
Relative Excitation by 20 and 100 eV Electrons
We determined the relative emission cross section following 100 and 20 eV electron-impact excitation for all observed emission bands. The relative strengths of 100 and 20 eV excitation for each upper electronic-vibrational level was then calculated by averaging over v . These ratios are plotted in Figure 19 for the best-resolved progressions. Also indicated are similar results from previous experiments (Ajello et al. 1989; James et al. 1990; Malone et al. 2012 ). There is a significant degree of scatter in the ratio of individual progression members due to experimental noise and blending of emission features, but some conclusions may still be drawn from this data.
There is evidence for v -dependence in the excitation ratios of transitions to the b , and c 4 electronic states which may explain some of the disagreement with and between previous works. Two distinct trends are apparent in Figure 19 . The observed b (v = 1) 100 eV/20 eV cross section ratio, 4.1, is significantly larger than for 7 v 12, about 2, and is slightly larger than for v = 16, 3.3. The ratio of c 4 (v ) emission demonstrates the reverse behavior, it is large for v 2 and smaller for v > 2. These observations are supported by the ratio of 100 eV and 20 eV excitation functions deduced by Ajello et al. (1989) and Malone et al. (2012) . The former found a ratio of 3.3 in the fluorescence signal of b (16), and the latter deduced a value of 1.3 averaged over b (v = 0-10) by analyzing the electron energy-loss measurements of Khakoo et al. (2008) . The difference between these two measurements is in agreement with the vibrational dependence observed here. There is a significant discrepancy between the new excitation ratio of b (1) and that of Malone et al. (2012) , which is likely due to the difficulty of distinguishing the overlapping emission of b (1, v ) and c 4 (0, v ) bands (as indicated in Figure 14 for v = 1 and 9) without the aid of the CSE model. Additionally, the ratio deduced for c 4 (v 3) shows good agreement with comparable measurements of Malone et al. (2012) The large 100 to 20 eV ratio for low v levels of both states is actually representative of the excitation properties of the diabatic Rydberg c 4 state, while the lesser ratio of higher levels is associated with the b valence state. The influence of Rydberg-valence interactions on the excitation of N 2 1 Π u states has previously been studied by means of electron-energy-loss spectroscopy (Heays et al. 2012 ) and involved effects of a similar magnitude as noted here. Transition moment (a.u.)
Figure 17. Optical electronic transition moments connecting 1 Π u excited states of N 2 with the X 1 Σ g + ground state, as adopted here (solid curves) and from the ab initio calculations of Spelsberg & Meyer (2001; dashed curves) . In particular, the new b 1 Π u -X 1 Σ g + transition moment is an improvement over previous work.
The disagreement between the present emission-based results for b 1 Σ + u and the electron-energy-loss measurements of Malone et al. (2012) appears to be anomalously large. This may result from the techniques adopted, whereby the present emission is only seen from sufficiently non-predissociating levels, so that those with 2 v 6 are not observed. Alternatively, the previous lower-resolution electron energy-loss experiment may lead to an incorrect partitioning of the observed excitation cross (Ajello et al. 1989 ) and b(1) ). (A color version of this figure is available in the online journal.) signal-to-noise ratio and high resolution in the current experiment may explain this. Figure 20 shows the photoelectron-excited dayglow limb (altitude range of 800-1200 km) EUV emission spectrum between 800 and 1150 Å observed by the Cassini UVIS subsystem on board the Cassini spacecraft orbiting Titan on 2009 June 22 with a spectral resolution of 4-5 Å. The dayside EUV and FUV observations (800-1910 Å) are described in detail in a recent paper by Stevens et al. (2011) .
Comparison with Emission from the Atmosphere of Titan
Also shown in Figure 20 are the laboratory emission spectra for 20 and 100 eV electron energies which have been uniformly scaled to best match the intensities of the Cassini-observed molecular bands. These are shown at full laboratory resolution as well as broadened to match the instrumental parameters of the Cassini UVIS spectrometer. The majority of features appearing in the Titan spectrum also appear in the laboratory spectra. An exception to this is the atomic hydrogen Lyβ emission multiplet at 1025 Å, which is a combination of interplanetary Lyβ emission and directly excited atomic-H Lyβ emission from Titan's atmosphere . The strongest N 2 emission bands and N i and N ii emission lines are labeled in Figure 20 .
Following a comparison with the laboratory spectra, it is clear that many of the low-resolution instrument-broadened lines in the Cassini spectrum are blends of multiple underlying features. Ajello et al. (2007) studied a similar UVIS spectrum of Titan's atmosphere (recorded on 2004 December 13) and attributed the dayglow features between 800 and 1150 Å to at least 16 combined N 2 bands and N i, ii lines. In our laboratory spectrum, the strongest 16 features only contribute 54% of the total emission intensity observed in this range. Thus, high-resolution experimental and theoretical work is of paramount importance for correctly identifying the contribution from each fine structure feature in low-resolution ultraviolet dayglow spectra of Titan.
The correspondence of atmospheric and laboratory atomic and molecular features is clear although some differences exist. In particular, the relative intensities of the various N i and N ii emission lines differ substantially between laboratory and spacecraft measurements. These differences likely arise from differing excitation mechanisms of N i and N ii multiplets: solar PDI of N 2 in Titan's atmosphere (wavelengths shorter than 500 Å) versus the 100 eV electron excitation for the laboratory spectrum. The typical energy distribution of photoelectrons in Titan's ionosphere peaks below 10 eV but contains a sizable contribution from all energies between 10 and 100 eV (Stevens et al. 2011) .
Also, there are large differences between the Cassini-and laboratory-recorded relative emission intensities of the N 2 bands c 4 (0, 0-2). This is no doubt due to self-absorption of c 4 (0, 0), with the larger N 2 column density virtually eliminating c 4 (0, 0) emission from the spacecraft measurement, a phenomenon which has been noted before with respect to the atmospheres of Titan (Stevens 2001) and Earth (Liu et al. 2009 ). Additional laboratory spectra with higher background pressure relative to those shown in Figure 2 but not reported here also show the near-complete disappearance of the c 4 (0, 0) band and relative increase of c 4 (0, 1-2).
The optically thin relative emission intensities of c 4 (0, 0-2) deduced here from the CSE model, and calibrated by the experimental spectra, provide a useful reference. In particular, for the detailed radiative modeling of Cassini observations which is needed to probe the altitude and optical thickness of the dayglow layer in Titan's atmosphere.
We can compare the laboratory-observed N i and N ii fine structure features to those used in previous models of the Titan photoelectron-excited dayglow. These features are produced primarily by the process of PDI of N 2 . This process first excites the N 2 + * H-bands lying between 34.7 and 44 eV, which predissociate into excited N * atoms and N + * ions that fluoresce in the UV (Bishop & Feldman 2003; Bishop et al. 2007; Samson et al. 1991; Meier et al. 1991) . A total of 20-25 multiplets of N i and about 2 N ii multiplets between 800 and 1350 Å have been observed in Titan's atmosphere with an instrument resolution of 3 Å FWHM. The strong atomic (ion) features attributed to PDI lie near 885, 905, 916, 954, 964, 1085, 1134, 1200 , and 1243 Å. Other excitation processes are also possible in an N 2 atmosphere in varying amounts (Meier et al. 1980; Bishop & Feldman 2003) .
In this paper, we find that many more N i and N ii multiplets can be excited by electron impact than by PDI as identified by Samson et al. (1991) . The entire array of N i and N ii Rydberg transitions measured here must be considered in Titan atmosphere modeling for identification and modeling purposes, since they also can be produced directly in the ionosphere from photoelectrons or in the nightglow of the upper . Nightglow of Titan's ionosphere observed by Cassini UVIS (blue curve) compared with laboratory emission spectra broadened to match the resolution of the Cassini UVIS spectrometer for 20 (red) and 100 eV (green) electron energies, and a full-resolution experimental spectrum following for 100 eV excitation (gray). The strongest atomic features are indicated above the emission and N 2 bands below. (A color version of this figure is available in the online journal.) Table 8 Experimental and Modeled Totaled and Sub-totaled Emission Cross Sections atmosphere from secondary electrons or by primary particle impact into the thermosphere from p and O + beams present in the magnetosphere (Stevens et al. 2011; Ajello et al. 2012; Cravens et al. 2008 Cravens et al. , 2010 .
CONCLUSION
We have performed an absolutely calibrated high-resolution study of the EUV emission spectrum of molecular nitrogen between 850 and 1150 Å following electron excitation. Emission spectra were recorded with 20 and 100 eV impact energies. Nearly all of the observed molecular bands are optically thin and correspond to single-scattering events. Those resonance bands which are self-absorbed have been previously observed in lower-pressure experiments (Ajello et al. 1989 (Ajello et al. , 2011b Liu et al. 2008 ).
Molecular nitrogen emission was observed from 3 valence electronic states and 13 Rydberg states associated with 5 Rydberg series. The transitions were observed to ground-state levels excited as high as v = 17. Many features in the 100 eV impact energy spectrum arise from the emission of excited or ionized atomic nitrogen dissociation products. This molecular and atomic emission is the source of the observed secondaryelectron-induced nightglow or photoelectron dayglow emission from Titan's atmosphere and has now been accurately characterized in the laboratory after combining the present measurements with emission from further LBH a 1 Π g → X 1 Σ + g bands at longer wavelengths (Young et al. 2010 ). The highly blended spectrum was assigned and quantified with the aid of a quantum-mechanical CSE model of the excited levels, predissociation, and the emission process, which accounts for the strong coupling of the electronic states of N 2 . New electronic transition moments governing b 1 Π u -X 1 Σ + g and b 1 Σ + u -X 1 Σ + g optical emission and absorption were deduced by comparison of the modeled and laboratory spectra. This was possible because emission was observed to higher v levels than previously. The CSE model then reproduces the relative emission cross sections of observed bands very well and is also able to reliably predict the optically thin cross sections of unobserved or self-absorbed bands. That is, for each electronic-vibrational state, the resulting progression of emission bands to a large range of ground-state vibrational levels are well-modeled, given a single calibration factor accounting for the electron-excitation process and branching into predissociative decay. The model corrections for self-absorbed bands are quite significant in the study of emission within planetary atmospheres and in our experiment. For example, the modeled total emission cross section of the very strong c 4 1
progression is more than double what we actually observed under our laboratory conditions.
The coupling between electronic states of N 2 also leads to a vibrational dependence of its excitation cross section within an electronic transition. This phenomenon was observed here for The total observed emission cross section between 850 and 1150 Å following excitation by 100 eV electron impact is 2.53 × 10 −17 cm 2 under optically thin conditions. For the case of 20 eV electrons the total emission cross section is reduced to 0.50 × 10 −17 cm 2 and there is an absence of atomic N i and N ii features. These totals have been divided between molecular and atomic sources, vibrational progressions, and treated as individual features.
This combined laboratory and theoretical study of the N 2 electron-impact emission spectrum provides benchmark cross sections at 20 and 100 eV impact energies. Along with our previous publications, this comprises an important body of data in the study of nitrogen atmospheres of solar system objects. There is evidently a larger number of contributing atomic N and molecular N 2 features than previously realized in Titan's dayglow after comparing a spectrum of this recorded by the Cassini UVIS with the electron-induced fluorescence emission from our laboratory.
