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Kivonat Amély tanulásos módszerek elterjedése napjainkban nagymér-
tékben megváltoztatta a gépi fordítások emberi megítélését. A statisztikai
gépi fordítórendszerekkel (SMT) szemben a neurálishálózat-alapon mű-
ködő architektúrák (NMT) sokkal olvashatóbb fordításokat generálnak,
melyek a hivatásos fordítók számára könnyebben és hatékonyabban javít-
hatók az utófeldolgozás során. Az új módszer nehézsége azonban, hogy
a stabilan jó fodítási minőséget adó rendszerek tanításához nagy méretű
tanítóanyagra van szükség. Ez azonban a legtöbb fordítócég vagy nyelv-
pár esetén nem áll rendelkezésre. Munkám során a kicsi és jó minőségű
in-domain tanítóanyagokat adatszelekció segítségével feldúsítottam egy
nagy méretű out-of-domain korpusz leginkább hasonló szegmenseivel. Az
így létrehozott architektúrával sikerült statisztikailag szignifikáns mér-
tékben javítanom a fordítórendszer minőségét az összes vizsgált esetben.
Kutatásom során igyekeztem megtalálni a feladathoz leginkább alkalmas
szelekciós módszert, illetve megvizsgáltam a rendszer működését több
különböző nyelv- és domainpár kombinációval.
Kulcsszavak: NMT, domain adaptáció, adatszelekció
1. Bevezetés
Napjainkban a legtöbb tudományterületen teret hódítanak a neurálishálózat-
alapú gépitanulásos módszerek, mivel segítségükkel jelentős javulást lehet elérni
az eddig piacvezető statisztika-alapú módszerekhez képest. Ugyanez a tendencia
figyelhető meg a gépi fordítás területén is. A neurálishálózat-alapú gépi fordí-
tó rendszerek (NMT) mára már nemcsak az emberi kiértékelés szempontjából,
hanem az általánosan használt automatikus kiértékelő metrikák számai alapján
is jobb minőséget produkálnak az eddig piacvezető SMT rendszerekhez (Statis-
tical Machine Translation) képest [1]. Az NMT rendszerek előnye az SMT-vel
szemben, hogy az emberi olvasó számára folyékonyabban olvasható fordításokat
generálnak. Ennek köszönhetően sokkal nagyobb az elfogadottsága mind a hiva-
tásos fordítók, mind a többi felhasználó körében. Hátránya azonban, hogy ehhez
a stabil működéshez viszonylag nagy tanítóanyagra van szüksége. A tudományos
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közösség jóvoltából a legtöbb nyelvpárra elérhetőek kisebb-nagyobb szabadon
hozzáférhető párhuzamos korpuszok (lásd: OPUS párhuzamos korpusz gyűjte-
mény4). Ezek viszont nagyobb méretük mellett többnyire zajosak, és gyakoriak
bennük a hibás, a nem odaillő, vagy a rosszul párosított fordítások.
A fordítással foglalkozó cégek, vagy a szabadúszó fordítók korábbi munkáikat
fordítómemóriákba (TM – Translation Memory) gyűjtik. Általánosan igaz, hogy
az esetek többségében ez a TM a kifejezetten jó minősége ellenére viszonylag
kis méretű, így önmagában az NMT rendszer tanítására csak megkötésekkel
alkalmas. Az adott domainbe tartozó szövegeket viszonylag magas minőséggel
lehet velük fordítani, de amint a fordítandó szöveg eltérő domainből származik
nagymértékben visszaesik a minőségük.
Munkám során az NMT fordítórendszer minőségének javítására tettem kísér-
letet olyan módon, hogy a jó minőségű in-domain tanítóanyagokat korpuszszelek-
ció segítségével feldúsítottam out-of-domain anyagból kiválasztott szegmensek-
kel. A módszer lényege, hogy a kibővített anyaggal létrehozott fordítórendszerek
robosztusabban képesek fordítani a tanítóanyaggal csak részben hasonló monda-
tokat, így javítva a rendszer minőségét. Megvizsgáltam több szelekciós módszer
hatékonyságát, valamint összehasonlítottam a különböző szegmensszámú rend-
szerek minőségét.
A dolgozat tematikája a következő: Először röviden áttekintem a témához
legközelebb álló publikációkat (2. fejezet), majd bemutatom az általam használt
adatszelekciós modelleket (3. fejezet), végül ismertetem a futtatási környezetei-
met (4. fejezet) és az elért eredményeimet (5. fejezet).
2. Kapcsolódó irodalom
A kutatók a domain adaptációval történő minőségjavítást már a statisztikai gépi
fordító rendszereknél alkalmazták. Számos megoldás közül én a ModernMT [2]
nevű szabadon hozzáférhető fordítórendszert szeretném kiemelni. A rendszer lé-
nyege, hogy a tanítóanyagot több részre klaszterezik és ezekből a részekből külön-
külön építenek modelleket. A módszernek köszönhetően minden mondatot a hoz-
zá legjobban hasonló szegmensekből épített modellel lehet fordítani, ezzel érve
el a legjobb fordítási minőséget.
A Chatterjee et al. [3] adaptálták a fenti technikát NMT rendszerre. Rend-
szerük egy előre tanított generikus engine-en alapul. Minden egyes fordítandó
mondat alapján kikeresik a tanítóanyagból a hozzá leginkább hasonló szegmen-
seket, amikkel tovább tanítják az alap generikus engine-t, ezzel optimalizálva
a rendszert az adott mondathoz. A módszer nehézsége, hogy minden fordítan-
dó mondat előtt tanítási ciklust kell végezni, ami nagyban lelassítja a fordítási
folyamatot.
A témával kapcsolatban az egyik legfrissebb publikációt Silva et al. [4] ké-
szítették. A legnagyobb különbség kettőnk módszere között a megvizsgált adat-
szelekciós módszerekben, valamint a rendszerek összeállításában figyelhető meg.
4 http://opus.nlpl.eu/
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Az általuk használt subword-alapú modell hátránya, hogy gyakran rontja el a
tanítóanyagban ritkán szereplő szavak fordítását, vagy helyesírását ezért ebben a
kutatásban szóalapú modellt használtam. További különbség a felhasznált NMT
keretrendszer is, ahol ők a MarianNMT-t [5] használták.
3. Adatszelekciós módszerek
Annak érdekében, hogy egy jó minőségű in-domain NMT rendszert hozzunk
létre célszerű a nagyméretű általános tanítóanyagból kiválogatni a domainhez
leginkább hasonló szegmenseket. Fontos kérdés a megfelelő adatszelekciós mód-
szer alkalmazása, mivel ez jelentősen befolyásolja a végleges rendszer minőségét.
A megfelelő módszer kiválasztásánál fontos szempont volt a minőség mellett az
adott módszer sebessége is, mivel ezt a technikát egy ipari célú rendszerbe in-
tegráltam. Annak érdekében, hogy a feladathoz leginkább alkalmas szelekciós
módszert alkalmazzam, megvizsgáltam több különböző megközelítést is.
Kézenfekvő és viszonylag könnyen implementálható módszernek számít a
TF-IDF módszer [6], amely a szövegfeldolgozás egyik gyakran alkalmazott algo-
ritmusa. A módszer lényege, hogy az in-domain dokumentumban szereplő szeg-
mensekből kigyűjti a legjellemzőbb szavakat (nem stopword-ök) és ezek segítségé-
vel osztályozza az out-of-domain szegmenseket. A metódus alkalmazásának több
hátulütője ismert. Egyrészt nehéz hozzá erőforrás- és futásidőbarát implementá-
ciót készíteni. Másrészt pedig csak kis mértékben korrelál az emberi értékeléssel.
Napjainkban a TF-IDF módszer helyett a szakirodalomban főleg szóbe-
ágyazási modell-alapú szelekciót javasolnak [7,8,9]. A módszer minősége nagy-
mértékben meghaladja a TF-IDF technikát, mivel a dokumentumok/szegmensek
osztályozásához nemcsak karakter szinten veszi figyelembe a szavakat, hanem a
vektoros reprezentációnak köszönhetően az indexált szavak környezetből szárr-
mazó információit is tartalmazza. A metódus hátránya azonban, hogy nem nyelv-
független; a modell betanításához egy viszonylag nagyméretű egynyelvű tanító-
anyagra van szükség, ami a legtöbb nyelv esetén nem áll rendelkezés. Ebből
kifolyólag ezzel a módszerrel nem végeztem méréseket ebben a dolgozatban.
Választásom a perplexitás-alapú hasonlóság vizsgálatra esett. A módszer
lényege, hogy az in-domain anyagból nyelvenként létrehoz egy nyelvmodellt
(LM), majd az elkészült nyelvmodellek alapján az out-of-domain korpusz szeg-








, ahol a p(xi) az i. szó nyelvodellből számolt valószínűsége. Tehát a párhuzamos
korpusz szegmenspárjaihoz két perplexitás értéket rendel, a végső pontszámot a
két perplexitás érték átlagából kapja meg. Ezen érték alapján rangsorolható az
out-of-domain tanítóanyag szegmenspárjai. Munkám során a rangsorolt tanító-
anyagból vágtam ki a vizsgált korpuszméreteket.
Munkám során két különböző nyelvmodell rendszert vizsgáltam. Elsőként a
KenLM [10] nevű nyelvmodellező rendszert, ami szógyakoriság alapon épít fel egy
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n-gram modellt. Az eszköz egy c++ nyelven írt szabad felhasználású program,
mely mind időben mind erőforrásigényben erősen optimalizált, illetve tetszőleges
méretű tanítóanyagból is képes jó minőségű modellt építeni. A KenLM segítsé-
gével egy 5-gram alapú modellt hoztam létre. A másik alkalmazott eszköz az
RNNLM [11] volt, mellyel egy rekurrens neurálishálózat-alapú nyelvmodellt ta-
nítottam be. Fontos kérdés, hogy a viszonylag kisméretű in-domain tanítóanyag
elégséges-e a neurális hálózat betanítására, mivel a tanítás során nem használtam
extra külső tanító anyagot.
4. Kísérleti környezet leírása
4.1. Tanítóanyag összetétele
Mivel kutatásomban egy kereskedelmi fordítási környezet minőségének javítá-
sát tűztem ki célul, így a rendszerek betanításához fordítócégek témaspecifikus
fordítómemóriáit használtam. A méréseket 3 különböző nyelvpáron végeztem el.
Az angol-német és az angol-francia nyelpárok mellett a japán-angol nyelvpár-
ral vizsgáltam a szelekciós módszer hatását nyelvtanilag távolabbi nyelvpár ese-
tén is. A in-domain korpuszméret megváltoztatásával az out-of-domain korpusz
méretéből fakadó dominanciájának hatása csökkenthető, valamint vizsgálható a
szelekciós módszer tanulási minősége is. A mérések során három különböző mé-
retű in-domain korpuszméretet alkalmaztam: 25K, 50K, 100K szegmenspárok.
Mindegyik rendszer esetén a tanítóanyagból véletlenszerűen elkülönítettem 1000
szegmenst tesztelés és 3000 szegmenst validációs halmaz céljából. Mind a há-
rom esetben más domaint választottam: az angol-francia esetben informatikai,
japán-angol esetben orvosi szöveg, míg angol-német nyelvpár esetén ipari doku-
mentáció témájú tanítóanyagokat alkalmaztam. A német és a francia esetben
out-of-domain tanítóanyagként a jogi szövegeket tartalmazó Európai Parlamenti
Jogszabályok Gyűjteményét5 (DGT) használtam, míg japán esetben az ügyfél
saját IT témájú fordító memóriáját. Annak ellenére, hogy az eredmények köz-
vetlenül nem reprodukálhatóak, hasonló környezet előállítható szabadon hozzá-
férhető korpuszok segítségével, mint például az EMEA6 (orvosi dokumentumok)
vagy az OpenSubtitles7 (filmfeliratok) korpuszok.
4.2. Gépi fordítórendszer bemutatása
Célom a gépi fordítás minőségének javítása volt, amihez az OpenNMT [12] keret-
rendszert használtam. Az OpenNMT a Harvard egyetem valamint a Systran cég
közös munkája. Egy Lua nyelven íródott gépi fordító keretrendszer, melybe több
modellt is implementáltak. Munkám során a figyelmi modellel kiegészített [13]
RNN-alapú enkóder-dekóder architektúrájú modellt használtam [14,15]. A mo-
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Az enkódolás során lényegében egy RNN-alapú seq2seq modellt hoz létre, tehát
a szóbeágyazási modellhez hasonlóan a fordítandó modellekből egy n-dimenziós
vektort készít. Az 1. ábrán ez a vektor felel meg az ábra közepén látható pi-
ros/sötét node-nak. A második fázis a dekódolás, ahol a mondatvektorból gene-
rálja ki a célnyelvi mondatot egy RNN réteg segítségével.
1. ábra: Enkóder-dekóder architektúra vázlatos rajza
Ez az architektúra a transformer-alapú modell megjelenéséig a piacvezető mo-
dellnek számított. Munkám során azért nem a transformer-alapú modellt hasz-
náltam, mert az eddigi méréseim alapján nem sikerült mérhetően jobb minőséget
produkálni vele. A jövőben szeretném figyelemmel kísérni ennek a technológiának
a fejlődését is és megtalálni az optimális paraméter értékeket.
Méréseim során a tanítóanyagokon a gépi fordítás során általánosan használt
előfeldolgozási lépéseken (tokenizálás, truecasing) kívül a szótárméret csökkenté-
se érdekében a tanítóanyagban szereplő számokat és dátumokat placeholderekre
cseréltem. További fontos különbség az általános architektúrához képest, hogy
nem alkalmaztam a BPE (Byte pair encoding) technológiát [16], hanem 100 ezer
elemben limitált szóalapú rendszert tanítottam be. Erre az aktuálisan rendszer-
ben lévő fordítási környezet miatt volt szükség. Az általam használt neurálishá-
lózat belső paraméterei megegyeznek az OpenNMT rendszer default paraméter
értékeivel8.
8 http://opennmt.net/OpenNMT/options/train/
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5. Eredmények és kiértékelés
Munkám során az általánosan alkalmazott automatikus kiértékelő metrikát a
BLEU [17] módszert használtam. Munkám során a gépi fordítás során általáno-
san alkalmazott implementációt9 használtam alapértelmezett paraméterértékek
mellett. Annak ellenére, hogy köztudottan alacsonyabb a módszer korrelációja
az emberi kiértékeléshez képest [18,19,20], továbbra is alkalmazzák, mivel eddig
még nem sikerült ennél megbízhatóbb mérési módszert alkotni a fordítás kiér-
tékeléséhez. Általánosan elfogadott vélemény, hogy a BLEU-ben mért statiszti-











In-domain(25K)+Out-of-domain(0,5M) 58,71% 63,52% 58,52% 63,24%
In-domain(25K)+Out-of-domain(1M) 58,59% 62,60% 58,43% 62,57%
In-domain(25K)+Out-of-domain(2M) 58,58% 62,32% 58,37% 62,25%
In-domain(25K)+Out-of-domain(3M) 58,58% 61,32% 58,20% 61,09%
1. táblázat. A táblázat az EN→FR (IT(25K)+DGT(3M) domain) fordítási irányba
mért BLEU értékeit mutatja.
Az eredményeket az in-domain korpusz mérete alapján rendeztem és ez alap-
ján fogom bemutatni. A legkisebb tanítóanyaggal az angol-francia nyelvpárú
rendszer rendelkezik. Az 1. táblázatból látszik, hogy a pusztán 25K szegmensen
tanított rendszer csupán 7, 32% BLEU pontosságot ért el. Ez annak tudható be,
hogy a neurálishálózat-alapú modelleknek sokkal több tanítóanyagra van szüksé-
ge az optimális működéshez. Ebben az esetben ezt a baseline rendszert a csupán
out-of-domain anyagon (3M) tanított rendszer messze túlhaladja (∼ 40%). Ez a
rendszer tekinthető egy általánosan használható generikus modellnek, amit tet-
szőleges szöveg fordítására lehet használni. Az eredmény tovább javul (56, 43%),
ha az out-of-domain anyagból létrejött modellt a 25K in-domain anyaggal to-
vább tanítjuk. A továbbiakban ezt a lépést tuningnak fogom nevezni.
A táblázat második részében az in-domain anyag bővítésével létrehozott
rendszerek eredményei olvashatók. Először a KenLM majd az RNNLM rend-
szerekkel tanított nyelvmodell-alapú osztályozók eredményei láthatók. Mind a
két esetben tuningolást is végeztem. A táblázatokból kiolvasható, hogy a sta-
tisztikai módszerrel tanított nyelvmodell segítségével minden esetben jobb mi-
nőségű rendszer jött létre, mint a neurálishálózat-alapú módszer esetében. En-
nek az lehet az oka, hogy a 25K tanítóanyag kevésnek bizonyul a neurális háló
9 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/generic/mteval-
v13a.pl
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tanításához. Ez a tendencia a továbbiakban is megmarad, ezért a későbbi táb-
lázatokban ez az oszlop már nem fog szerepelni. A legmagasabb eredményt a
25K+0, 5M + tuning rendszer érte el messze túlszárnyalva a generikus rendszer
(3M + tuning) eredményét, ami azt jelenti, hogy jelentős javulás érhető el, ha
a tanító halmazt az in-domain tanítóanyaghoz hasonló szegmensekkel egészít-
jük ki, majd a végén az in-domain anyaggal tuningolást végzünk. A BLEU-ben
mért minőségjavulás mellett további nyereségnek tekinthető, hogy a generikus
rendszerhez képest csökkentett tanítóanyagon tanult rendszer nagyságrendekkel











2. táblázat. A táblázat a JA→EN (Medical(44K)+IT(3M) domain) fordítási irányba
mért BLEU értékeit mutatja.
A 2. és a 3. táblázatokból is hasonló eredmények olvashatók ki. A legfontosabb
különbség a generikus és a pusztán in-domain rendszerek eredményei között
figyelhető meg. Ezekben az esetekben az in-domain anyag magasan túlszárnyalja
a pusztán generikus modell eredményét, míg a tuningolt generikus rendszer is
csak megközelíteni tudja ezt a minőséget. Ez annak tudható be, hogy az in-
domain anyag hasonló és jó minőségű fordításokból áll, melynek köszönhetően az
NMT rendszer az 50− 100K méretű tanítóanyag segítségével is képes volt 50%-
ot meghaladó fordítási minőséget produkálni. Mindkét esetben a válogatással













3. táblázat. A táblázat az EN→DE (documentation(100K)+DGT(3M) domain) fordí-
tási irányba mért BLEU értékeit mutatja.
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A bemutatott eredmények tükrében a következő konklúziók vonhatóak le: 1.)
Ha nem áll rendelkezésünkre jó minőségű in-domain tanítóanyag, akkor kényte-
lenek vagyunk a generikus out-of-domain anyagon tanított rendszert használni.
2.) Ha rendelkezésünkre áll bármekkora méretű in-domain tanítóanyag, a létező
generikus modellünket tuning segítségével rá tudjuk hangolni erre a domain-
re, így sokkal jobb minőségű fordítás érhető el viszonylag rövid időn belül. 3.)
A legjobb eredmény az in-domain tanítóanyag kiegészítésével és a tanítás végi
tuninggal érhető el. Ezen architektúrák segítségével szignifikáns minőségjavulás
érhető el a fordítás során.
A bemutatott eredményeket alátámasztják az ügyfeleink visszajelzései is, akik
jelentős mértékben az in-domain+out-of-domain+tuning rendszer értékelték a
legjobbnak és többször is megerősítették, hogy jelentősen jobb minőségű fordítást
állítunk elő, mint a pusztán out-of-domain anyagon tanított generikus enginekkel
értek el.
6. Összegzés
A fordítócégek többségére jellemző, hogy csupán kis méretű viszonylag jó mi-
nőségű fordítómemóriákkal rendelkeznek, melyek általában valamilyen speciális
témakörből származnak. A korpusz méreténél fogva nem képes stabilan jó mi-
nőségű NMT fordítórendszer betanítására, mivel az nagyon érzékeny lesz a do-
maintől való eltérésre. Munkám során adatszelekció segítségével kiegészítettem
a kisméretű in-domain tanítóanyagokat nagyobb out-of-domain tanítóanyagból
válogatott szegmensekkel, így jelentősen sikerült javítani a fordítórendszer minő-
ségét. Megállapítottam, hogy a túl kevés tanítóanyag esetén ajánlatos az elérhető
összes out-of-domain anyaggal betanított rendszert az in-domain anyaggal to-
vábbtanítani, míg valamivel nagyobb rendszer esetén az adatszelekcióval történő
korpuszkiegészítés a célravezető.
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