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ABSTRACT 
 
 
 
 
In this study, Classification and Regression Tree (CART) is used to classify 
and predict student who is likely to pass or fail in the final exam of Engineering 
Statistic course. However, two problems typical surfaced when applying CART 
algorithm on highly dimensional data: misclassification error and overfitting problem. 
Thus this research aims to reduce its misclassification error and overfitting problem 
for better accuracy in prediction and classification.  Based on this study, different 
data proportion such as re-substitution method, hold-out method and 10-fold cross 
validation method are used for building and evaluating the decision tree.  The results 
are compared in terms of prediction accuracy, sensitivity and specificity as well as 
tree structures. Based on the results obtained, 10-fold cross validation achieves the 
highest prediction accuracy (least misclassification error) of 85.11%.  Hence, it is 
selected for further overfitting analysis by conducting error rate plot and cost 
complexity pruning methods in order to reduce the misclassification error. From the 
results obtained, the final pruned tree has shown to improve the prediction accuracy 
(87.23%). We have identified three rules generated from the final tree to identify the 
relationship of the attributes. Consequently, this study indicates that application of 
CART algorithm by 10-fold cross validation method can produce a better accuracy in 
classifying and predicting students‟ academic performance. In addition, lecturers can 
use such method to identify students who perform poorly in this course so that 
actions can be taken to avoid more failures in this course.  
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ABSTRAK 
 
 
 
 
Dalam kajian ini, CART (Classification And Regression Trees) digunakan 
untuk mengklasifikasi dan meramal kecenderungan pelajar sama ada lulus atau gagal 
dalam peperiksaan akhir dalam kursus Statistik Kejuruteraan. Walau bagaimanapun, 
terdapat dua masalah yang biasa timbul dalam algoritma CART: ralat kesilapan dan 
masalah overfitting. Dengan itu, tujuan kajian ini dijalankan adalah untuk 
mengurangkan ralat kesilapan dan masalah overfitting demi mencapai ketepatan yang 
baik dalam ramalan dan klasifikasi. Berdasarkan kajian ini, pembahagian data seperti 
kaedah penggantian semula (re-substitution method), kaedah memegang keluar 
(hold-out method) dan pengesahan kaedah 10 kali ganda salib (10-fold cross 
validation) digunakan untuk membina dan menilai keputusan CART. Keputusan 
yang diperolehi juga dibandingkan dari segi ketepatan ramalan, sensitiviti dan 
spesifisiti serta struktur pokok. Berdasarkan keputusan yang diperolehi, 10 kali 
ganda pengesahan salib (10-fold cross validation) mencapai ramalan ketepatan yang 
tertinggi (ralat kesilapan yang terendah) iaitu 85.11%. Oleh itu, kaedah ini  dipilih 
untuk menjalankan analisis overfitting dengan melukiskan kadar kesilapan dan 
kaedah cost complexity demi mengurangkan ralat kesilapan. Keputusan pokok yang 
dipangkas telah menunjukkan peningkatan dalam ketepatan ramalan (87.23%) dan 
tiga peraturan boleh dijana dari pokok itu untuk mengenal pasti hubungan atribut-
atribut yang digunakan dalam kajian ini.. Oleh itu, kajian ini telah menunjukkan 
bahawa penggunaan algoritma CART dengan kaedah 10-fold cross validation boleh 
menghasilkan ketepatan yang lebih baik dalam mengklasifikasikan dan meramalkan 
prestasi akademik pelajar. Di samping itu, pensyarah boleh menggunakan kaedah ini 
untuk mengenal pasti pelajar yang lemah dalam kursus ini supaya tindakan boleh 
diambil untuk mengelakkan lebih banyak kegagalan dalam kursus ini.  
 
