In a recent work, we have investigated the state feedback structural stabilization of linear 2D discrete models. Our main tools are a procedure which enables the state feedback stabilization of Roesser models and equivalence transformations in the sense of the algebraic analysis approach to linear systems theory. Starting from a Fornasini-Marchesini model, we can compute (if it exists) a stabilizing state feedback control law for an equivalent Roesser model and we can then recast it in order to obtain a stabilizing control law that can be applied to the original Fornasini-Marchesini model. Extending the same idea, we here focus on the observerbased dynamic output structural stabilization of linear 2D discrete models within the algebraic analysis framework. Given a Fornasini-Marchesini model, we briefly show how an equivalent Roesser model can be stabilized (if possible) by an observer-based controller computed through existing techniques. Then, we show how to interpret the obtained control law so that it stabilizes the original Fornasini-Marchesini model. Finally, we discuss the cases where our procedure succeeds and we point out some cases where it fails, giving insights to tackle the difficulties encountered in the latter cases.
INTRODUCTION
Multidimensional (or nD) systems (Bose (1984) ) are now recognized as powerful descriptions of various plants or processes encountered in image processing, seismology, and many other applications. Among them, linear 2D systems are of special interest to describe linear repetitive processes, iterative learning control, . . . (Moore (1993) ; Galkowski and Wood (2001) ). The main models of linear 2D systems are the Roesser model (Roesser (1975) ) and the Fornasini-Marchesini model (Fornasini and Marchesini (1978) ) and the techniques used to study (e.g., stabilize, control, . . . ) Roesser or Fornasini-Marchesini models are not always the same. For instance, the Linear Matrix Inequality (LMI) approach has led to significant progress when addressing the control of Roesser models. Indeed, in Bachelier et al. (2016c) , the authors have developed a quasi lossless LMI-based synthesis technique which allows to compute a stabilizing state feedback for a Roesser model. By stability, we here mean structural stability, a notion which is known to be related to the convergence of the trajectories of the state variables involved in the model (Li et al. (2013) ; Valcher (2000) ; Oberst and Scheicher (2007, 2014) ). On the other hand, to our knowledge, a similar LMI-based approach for Fornasini-Marchesini ⋆ This work was supported by the ANR-13-BS03-0005 (MS-DOS) models has not been proposed yet. It is probably because the usual LMI-tools available for the control of 1D systems are more easily adaptable to the Roesser models than to the Fornasini-Marchesini models. Anyway, it seems that the best state feedback control techniques have been proposed for Roesser models. Nevertheless, it is known that a Fornasini-Marchesini model can be rewritten as a Roesser model (see, for instance, Cluzeau (2015) ). Hence two questions are raised: if a model is rewritten as another one, are the structural properties of the former model preserved in the new one? How can a control law computed for the new model be interpreted on the original one?
To answer these questions, a powerful tool is the algebraic analysis approach to linear systems theory, also called behavioral approach. For more details on this approach, we refer to Malgrange (1962) ; Oberst (1990) ; Willems (1986 Willems ( /1986 Willems ( /1987 ; Cluzeau and Quadrat (2008) ; Wood et al. (2001) and the references therein. More precisely, the algebraic analysis approach offers a unified formalism allowing the consideration of a wide class of linear systems, including nD systems. Within this approach, the notion of equivalence between linear systems is precisely defined and provides a one-to-one correspondence between "solutions" of both systems. In Cluzeau (2015) , this framework is used to study the equivalence between Roesser and FornasiniMarchesini models and, in particular, it is proved that a given Fornasini-Marchesini model can always be rewritten as an equivalent Roesser model. Therefore, we can exploit the synthesis technique exposed in Bachelier et al. (2016c) and restricted to Roesser models in order to compute a stabilizing control law for a given Fornasini-Marchesini model. This leads to the algorithm developed in Bachelier et al. (2016a,b) . A key issue is that, in this case, the equivalence transformation in the sense of the algebraic analysis approach used to transform a Fornasini-Marchesini model into an equivalent Roesser model preserves structural stability, as it is proved in Bachelier et al. (2016a,b) .
In the present paper, we propose the same strategy to stabilize Fornasini-Marchesini models but we no longer restrict ourselves to state feedback control law when stabilizing the Roesser model. Instead, we first show how one can use existing LMI-based techniques to compute (if possible) a stabilizing observer-based dynamic output feedback controller for a Roesser model. Then, we use the notion of equivalence provided by the algebraic analysis approach to linear systems theory to reinterpret it as a stabilizing dynamic controller on the original FornasiniMarchesini model. Finally, we explain why our procedure should now be restricted to a particular class of FornasiniMarchesini models and we give ideas that might allow to generalize our approach in order to bypass this restriction.
For the sake of conciseness, many proofs are shortened (only the main steps are provided) in the present paper. They will appear in details with more explanations in a forthcoming extended version of this conference paper.
Notation: In the whole paper, R ∈ A d1×d2 means that R is a d 1 × d 2 matrix whose entries are in (a ring) A. The symbol I n denotes the identity matrix of dimension n and zero matrices of an implicit size are denoted by 0. Moreover M T (resp. x T ) denotes the transpose of a matrix (resp. vector) M (resp. x). The subscript . F (resp. . R ) refers to variables, matrices or dimensions corresponding to a Fornasini-Marchesini (resp. Roesser) model and the letter n (resp. m, d) corresponds to the dimension of a state (resp. input, output) vector.
LINEAR 2D MODELS AND ALGEBRAIC FRAMEWORK
The most famous linear 2D models are the FornasiniMarchesini model (Fornasini and Marchesini (1978) ) and the Roesser model (Roesser (1975) ).
The Fornasini-Marchesini model introduced in Fornasini and Marchesini (1978) has been slightly generalized (Kurek (1985) ; Kaczorek (1985) ) and in the sequel we call Fornasini model a linear 2D discrete system of the form
where x F is the state vector of dimension n F , u F is the input vector of dimension m F , y F is the output vector of dimension d F , and where
The Roesser model can be written
where
These two classical models can be embedded into the more general formalism of the algebraic analysis approach to linear systems theory (Malgrange (1962) ; Oberst (1990) ; Willems (1986 Willems ( /1986 Willems ( /1987 ; Cluzeau and Quadrat (2008) ; Wood et al. (2001) and references therein). In the present paper, we merely consider linear 2D discrete systems so that in what follows A = Q[σ i , σ j ] always denotes the commutative polynomial ring of partial (forward) shift operators with constant rational coefficients, i.e., for a bivariate sequence
, and we further have σ i σ j = σ j σ i , where σ i σ j stands for the composition of operators σ i • σ j . Within the algebraic analysis approach, a linear system is written as R η = 0 where R ∈ A q×p and η = (η 1 . . . η p )
T is a vector of p unknown functions belonging to a functional space. It is then studied by means of the finitely presented
In general, the algebraic analysis approach makes no distinction between the different variables η i 's which are all treated the same way. However, in practice and particularly when one is concerned with stability and stabilization issues, the state, input and output variables of a linear system do not play the same role. Consequently, in the following, we split the vector η as η = (x T u T y T ) T where the state variable x (resp. input variable u, output variable y) of dimension n (resp. m, d) is assumed to be specified in the system under study. Splitting the matrix R accordingly and separating the state equation from the output equation, a linear system is now written as
To be consistent with the linear 2D models as they appear in the literature of control theory (see for example the Fornasini (1) and Roesser (2) models defined above) we shall further assume that the state equation does not involve the output variable y and the output equation gives explicitly the output y as a linear combination with constant coefficients of the state x and the input u. Consequently, we shall consider linear systems of the form
(3) Finally, the equation R s x x = 0 corresponds to the dynamic input-free part of the system. Note that for the problem to be well-posed the state, input and output variables should be specified so that the polynomial matrix R s x ∈ A q×n is a full column rank matrix which implies that R s x x = 0 is an autonomous system (Valcher (2000) ).
Using the framework explained above, the Fornasini model (1) is written as R F η F = 0 where
and
T whereas the Roesser model (2) complies with R R η R = 0 where
EQUIVALENCE AND STRUCTURAL STABILITY
Within the algebraic analysis framework, the notion of equivalent linear systems naturally corresponds to the notion of isomorphic modules. We recall a constructive characterization of equivalent systems: see Cluzeau and Quadrat (2008) ; Cluzeau (2015); Bachelier et al. (2016b) and references therein.
′ , and consider the associated finitely presented A-modules defined by
e., the linear systems R η = 0 and R ′ η ′ = 0 are equivalent, if and only if there exist
In terms of solutions in a A-module F , this notion of equivalence implies a one-to-one correspondence between F -solutions of R η = 0 and F -solutions of R ′ η ′ = 0. With the notation of Lemma 1, this one-to-one correspondence is precisely given by η = P η ′ and η ′ = P ′ η.
In Cluzeau (2015) , it is proved that a Fornasini model can always be transformed into an equivalent Roesser model. Taking into account the output equation we obtain the following result: Lemma 2. The Fornasini model given by (4) is equivalent in the sense of the algebraic analysis to the particular Roesser model given by
Proof. Imposing the particular choice y R = y F , the proof can be easily deduced from the one given in Cluzeau (2015) where no output was considered. In particular, all the matrices appearing in Lemma 1 applied to the matrices R = R F defined by (4) and R ′ = R R defined by (5) can be explicitly given. Here we merely provide the matrix P ′ ∈ A (2 nF+2 mF+dF)×(nF+mF+dF) since it will be used in the sequel:
Note that we make here the particular choice y R = y F in the equivalent Roesser model but other choices of output vectors y R = y F could be made and would also lead to equivalent Roesser models. See the discussion in Section 6.
We now recall the definition of structural stability in the algebraic analysis framework: see Bachelier et al. (2016a,b) . For this we introduce the stability region
Definition 3. A linear system R η = 0 written as (3) is said to be structurally stable if for all (λ 1 , λ 2 ) ∈ S 2 , the
This property only refers to the matrix R s x which corresponds to the dynamic input-free part of the system. In Bachelier et al. (2016b) , it was proved to be consistent with existing definitions of structural stability for Roesser and Fornasini models. It is highly related to the notions of asymptotic and BIBO (Bounded Input-Bounded Output) stability (see Justice and Shanks (1973) ; Fornasini and Marchesini (1978) ; Valcher (2000) ; Li et al. (2013) ; Oberst and Scheicher (2007, 2014) ). The preservation of structural stability via equivalence transformation in the sense of algebraic analysis was studied in Bachelier et al. (2016a,b) and we have: 
DYNAMIC OUTPUT FEEDBACK
In this section, we formulate the notion of dynamic controller in the algebraic analysis framework and we confront it to the notions of equivalence and structural stability defined in the previous section as we did for static state feedback in Bachelier et al. (2016b) . For the ease of presentation, it will now be convenient to gather the input vector u and the output vector y into one sole vector
T of dimension r = m + d and to rewrite the linear system (3) accordingly, i.e., into the form
Definition 5. A dynamic output feedback controller for the linear system (7) is a linear system of the same general form, namely,
1 The constant matrix R s x ∈ C q×n stands for the evaluation of the polynomial matrix R s x ∈ A q×n at the point (λ 1 , λ 2 ) ∈ C 2 .
satisfied by a new state vector w of dimension n w but sharing the same variable z = (u
dimension r as the one involved in (7).
Gathering the open-loop system (7) and the dynamic controller (8), we get the following closed-loop system:
It must be understood that in this closed-loop system, the input vector u and the output vector y (which form z) become part of the internal variables. Indeed, using the dynamic controller (8), y is now used to compute u through w and thus u is no longer generated outside of the system. Therefore, this closed-loop model is dynamic input-free and thus its structural stability relies on the whole matrix Γ. More precisely, following Definition 3, the system (9) is structurally stable if and only if for all (λ 1 , λ 2 ) ∈ S 2 , Γ = Γ(λ 1 , λ 2 ) has full column rank. If this is the case, then we shall say that the dynamic output feedback controller (8) stabilizes the linear system (7).
If we consider two equivalent linear systems of the form (7), then one can wonder what is the effect of applying a dynamic output feedback controller of the form (8) to one system on the equivalent one? The following theorem gives one answer (among others) to this question. Theorem 6. With the previous notations, let us consider two linear systems written under the form (7), namely,
Assume that these systems are equivalent and that the matrix P ′ ∈ A (n ′ +r ′ )×(n+r) of Lemma 1 is given by
If we impose the condition w = w ′ , then applying the dynamic output feedback controller T
to the linear system R x x + R z z = 0.
Proof. This is a direct consequence of the fact that (x
Notice that in Theorem 6, we make the particular choice to keep the same variable w = w ′ in the controller applied to R x x + R z z = 0 than the one in the controller applied to R We have the following consequences of Theorem 6 that can be proved by following the same lines as in the proofs of (Bachelier et al., 2016b , Corollaries 2 and 3). Corollary 7. With the notations and assumptions of Theorem 6, the following two closed-loop systems Note that the control law (12) does not comply with a dynamic output feedback controller as defined in Definition 5. Indeed it involves the variable x so it requires the knowledge of the state vector of the open-loop system. However, in some particular cases, this will not be a problem. For instance, when P ′ zx = 0 as it will be the case when considering a given Fornasini model (4) and the equivalent Roesser model (5) in the next section (see also (6)), the control law (12) no longer involves the variable x.
STABILIZATION OF A FORNASINI MODEL
In this section, we focus on the stabilization problem for a given Fornasini model (1). To our knowledge, there is no efficient (lossless) way to do so and the main results (the less conservative ones) rather concern Roesser models of the form (2). The idea is thus to exploit existing techniques to possibly compute a dynamic output feedback controller for the particular Roesser model given by (5) in order to obtain a stabilizing control law for the original Fornasini model (1) using the results of the previous section. Proposition 9. Let us consider a Fornasini model (1). With implicit notations, if a dynamic output feedback controller T wR w R + T zR z R = 0 stabilizes the Roesser model given by (5), then the control law
stabilizes the Fornasini model (1).
Proof. This is a straightforward consequence of Lemma 2 and Corollary 8 applied to the Fornasini model (1) and the equivalent Roesser model given by (5). Indeed the partition of the matrix P ′ defined by (6) corresponding to (10) is given by:
Notice that the control law (13) does not involve the variable x F so that it complies with a dynamic output feedback controller for the Fornasini model (1).
We shall now show how existing techniques allow to compute a dynamic output feedback controller for a given Roesser model. There are few references proposing lossless procedures for such a task. A possibility might be that proposed in Scherer (2016) where the most general solution is provided. Here, we rather propose to compute an observer-based dynamic controller (see O'Reilly (1983) ). Given a Roesser model (2), such a controller complies with:
wherex
The first two equations of (14) correspond to the natural extension of a full order Kalman-Luenberger observer to the 2D case (see O'Reilly (1983) ) whereas the third equation is the classic feedback of the estimated statex R . A direct calculation shows that the observer-based dynamic controller (14) corresponds to the dynamic output feedback controller of the form (8) given by:
with
We are then reduced to computing (if possible) matrices K ∈ Q mR×nR and L ∈ Q nR×dR so that gathering the open-loop system (2) with the controller (14) we get a structurally stable closed-loop model. To achieve this, we shall perform a change of variables in order to write the whole closed-loop model as a Roesser model. We introduce the observation error defined by
, and we can then check that the whole closed-loop system can be rewritten as:
The above closed-loop system (16) can thus be seen as a dynamic input-free Roesser model by multiplying its first equation by the block permutation matrix
The structural stability of the model then relies on the matrix σÃ R (K, L) σ −1 , i.e., onÃ R (K, L). By standard manipulations on matrices and determinants, the structural stability of such a model can be easily proved to be equivalent to:
Consequently, the matrices K ∈ Q mR×nR and L ∈ Q nR×dR must be computed (if possible) so as to satisfy (17). The possibility of computing a matrix K satisfying the first condition of (17) corresponds to the problem of computing a static state feedback control law for a given Roesser model (2). This problem is addressed in Bachelier et al. (2016c) where a quasi lossless solution is obtained through a LMI-based approach (for more details, see Bachelier et al. (2016c) ). Moreover, computing L satisfying the second condition of (17) corresponds to the dual problem so that the technique proposed in Bachelier et al. (2016c) can also be applied. To summarize, we are thus able to compute (if possible) a stabilizing observer-based dynamic controller for a given Roesser model (2).
Finally, applying Proposition 9 with a dynamic output controller of the form (14), we obtain the following theorem which extends the results of Bachelier et al. (2016b) . Theorem 10. Let us consider a Fornasini model (1) and the equivalent Roesser model (5). If there exist matrices K ∈ Q mF×(2 nF+mR) and L ∈ Q (2 nF+mR)×dF providing a stabilizing dynamic output feedback controller of the form (14) (or equivalently (15)) for the Roesser model given by (5), then the dynamic output feedback control law 
stabilizes the original Fornasini model (1).
Notice that the dynamic output feedback control law (18) can be written into the more explicit form
CONCLUDING REMARKS AND FUTURE WORK
Theorem 10 allows the effective computation of a dynamic output feedback controller for any given Fornasini model (1) provided that we can compute the matrices K and L as specified in the theorem. More precisely, the matrices K ∈ Q mF×(2 nF+mR) and L ∈ Q (2 nF+mR)×dF must be chosen so that the two conditions of (17) are satisfied with n
and where the matrices A, B and C defining the Roesser model (5) under consideration are given by:
With such instances of A and C, we can remark that the matrix F 2 must have its eigenvalues in the open unit disc for the second condition of (17) to be possibly fulfilled. Indeed, the first zero block of C implies that, for all matrix L, the first diagonal block of A + L C will still be F 2 and a necessary condition for the associated Roesser model to be structurally stable is that the eigenvalues of its diagonal blocks lie inside the open unit disc (see for instance Bachelier et al. (2016c) ). It means that the particular Roesser model (5) obtained by equivalence transformation of the original Fornasini model (1) is "undetectable" in the 2D sense, or structurally undetectable. Therefore, a necessary condition for our procedure computing a dynamic output feedback controller of a given Fornasini model (1) to possibly succeed is that all the eigenvalues of the matrix F 2 of the Fornasini model are located in the open unit disc.
The previous observation implies that our procedure for stabilizing a given Fornasini model (1) is actually restricted to the particular case where the spectrum of F 2 is a subset of the open unit disc. We finally give some lines of inquiry that might permit to bypass this restriction. This will be developed in details in a forthcoming extended version of this conference paper. The main idea consists in coming back to two points of the previous results where an arbitrary choice has been made. Firstly, in Lemma 2, we imposed the equivalent Roesser model to share the same output vector as the original Fornasini model, namely, we force y R = y F . However, in general, we may consider many other possibilities for y R which would avoid the first zero block in the matrix C given by (19) . Nevertheless one has to pay attention to the fact that this would have the side effect of changing the matrices providing the equivalence between the original Fornasini model and the new equivalent Roesser model. In particular, the matrix P ′ zx may (will) no longer be the zero matrix. This would thus lead to a control law (12) to be applied to the original Fornasini model which would no longer comply with the form of a dynamic output feedback controller as the state variable x F would now be involved. To bypass this new problem, one could go back to Theorem 6 where we imposed w = w ′ and make another choice in order to get rid of the term in x F . But doing so, we may introduce a new side effect. Indeed the control law obtained may now involve terms which are not "causal" (e.g., involving w F (i + 1, j)) which would cause a problem in the practical implementation of the closed-loop model.
