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Abstract
We obtain the analogue of the Crisanti–Sommers variational formula for spherical spin glasses with
vector spins. This formula is derived from the discrete Parisi variational formula for the limit of the
free energy of constrained copies of spherical spin glasses. In vector spin models, the variations of the
functional order parameters must preserve the monotonicity of matrix paths which introduces a new
challenge in contrast to the derivation of the classical Crisanti–Sommers formula.
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1 Introduction
The free energy formula for spherical spin glass models was discovered by Crisanti and Sommers in [8].
This formula is the analogue of the classical Parisi formula for the Sherrington–Kirkpatrick model [23, 24]
proved in [29]. The Parisi formula for the limiting free energy of spherical spin glasses was proven rigorously
by Talagrand for even-p-spin models in [28] and extended to general mixed p-spin models by Chen in [4].
The equivalence of the Parisi formula and the Crisanti–Sommers formula was proved in [28] by showing
that both functionals satisfy the same critical point conditions.
In this paper we derive the analogue of the Crisanti–Sommers functional for the spherical vector spin
models and show that the limit of the free energy is obtained at the minimum of this functional. This varia-
tional formula for one dimensional vector spins is consistent with the classical Crisanti–Sommers formula.
Our starting point is the discrete Parisi variational formula for the limit of the free energy of constrained
copies of spherical spin glasses proved in [17]. We analyze the critical points of this functional and show
a similar reduction can be done in the vector spin case. Unfortunately, the matrix valued functional order
parameters in vector spin models may not necessarily have positive definite increments at the minimizer,
so the variations can only recover a system of critical point inequalities, which is insufficient to deduce the
equivalence of the Crisanti–Sommers and Parisi functionals. To fix this, we will add a barrier function to the
functionals that penalizes paths with degenerate increments and study the critical point conditions satisfied
by the modified functionals. This approach is explained in more detail in subsection 1.4.
The one-dimensional Crisanti–Sommers formula has been studied extensively in the literature. The
Parisi and Crisanti–Sommers variational problems were studied in [2, 15, 28]. The Crisanti–Sommers for-
mula has been applied to derive variational principles for the ground state energy in [3, 7, 14]. These varia-
tional formulas were used to explore related problems such as phase diagrams [16, 26], chaos [5, 6] and the
∗
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geometry of the Gibbs measure [25, 27]. The vector spin version of the Crisanti–Sommers formula can be
used to study similar questions related to vector spin models.
1.1 The Limit of the Free Energy and the Parisi Formula
Multiple copies of mixed even-p-spin spherical spin glasses with constrained self overlaps was first studied
in [10, 9]. A rigorous upper bound for the free energy of this model was proved in [22] by Panchenko and
Talagrand using the Guerra replica symmetry breaking bound [13]. The sharp lower bound was proved in
[17] using the synchronization mechanism described in [19, 20, 21] and the Aizenman–Sims–Starr scheme
[1] for spherical spin glasses described in [4]. These results are a consequence of the ultrametric structure
of generalized overlaps that satisfy the Ghirlanda–Guerra identities [11, 12] which was proved in [18].
Combining the upper and lower bound results in a discrete Parisi variational formula for the free energy of
spherical spin glasses with vector spins.
We start by describing the spherical spin glass model with vector spins and the Parisi formula for the
limit of its free energy. Fix integer n ≥ 1. Let SN be the sphere in RN of radius
√
N. A configuration of n
copies of spherical spin glasses can be viewed as vector spins with coordinates restricted to lie on SN ,
~σ = (~σ1, . . . ,~σN) ∈ SnN where SnN =
{
~σ ∈ (RN)n | σ ( j) ∈ SN for all j ≤ n
}
. (1)
The jth coordinate of ~σ is denoted by σ ( j) and the vector entries of ~σ are denoted by
~σi =
(
~σi(1), . . . ,~σi(n)
) ∈ Rn. (2)
For p≥ 2, the p-spin Hamiltonian is denoted by
HN,p(σ ( j)) =
1
N(p−1)/2 ∑1≤i1,...,ip≤N
gi1,...,ip~σi1( j) · · ·~σip( j), (3)
where gi1,...,ip are i.i.d. standard Gaussians for all p ≥ 2 and indices (i1, . . . , ip). The corresponding mixed
p-spin Hamiltonian for the jth copy at inverse temperatures (~βp)p≥2 is denoted by
H
j
N(~σ ) = ∑
p≥2
~βp( j)HN,p(σ ( j)). (4)
We assume that the inverse temperatures satisfy ∑p≥2 2p~β 2p ( j)< ∞ for all j ≤ n, so that (4) is well-defined,
and that ~βp =~0 for odd p. The Hamiltonian of n copies of these even mixed p-spin models of spherical spin
glasses is denoted by
HN(~σ ) = ∑
j≤n
H
j
N(~σ ). (5)
The overlaps between the vector configurations ~σ
ℓ
and ~σ
ℓ′
are given by the overlap matrices
Rℓ,ℓ′ = R(~σ
ℓ
,~σ
ℓ′
) =
1
N
∑
i≤N
~σ ℓi ⊗~σ ℓ
′
i ∈ Sn+ (6)
where ⊗ is the outer product on vectors in Rn and Sn+ is the space of n×n positive semidefinite matrices.
The constraint Q is a n× n symmetric positive definite matrix with off-diagonals Q j, j′ ∈ [−1,1] and
diagonals Q j, j = 1. Given ε > 0, we denote the set of spins with constrained self overlaps by
QεN =
{
~σ ∈ SnN | ‖R(~σ ,~σ )−Q‖∞ ≤ ε
}
, (7)
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where ‖ ·‖∞ is the infinity norm on n×n matrices. For an external field~h ∈Rn, we define the free energy as
FεN (Q) =
1
N
E log
∫
QεN
exp
(
HN(~σ )+ ∑
j≤n
~h( j) ∑
i≤N
~σi( j)
)
dλ nN(~σ ), (8)
where the reference measure λ nN = λ
⊗n
N is the product of normalized uniform measures λN on SN .
The limit of (8) can be expressed as a Parisi type functional. The Parisi functional is a Lipschitz func-
tion of discrete monotone matrix paths encoded by an increasing sequence of real numbers and monotone
sequence of n×n symmetric positive semidefinite matrices,
0= x0 ≤ x1 ≤ . . . ≤ xr−2 ≤ xr−1 ≤ 1
0 = Q0 ≤ Q1 ≤ . . . ≤ Qr−2 ≤ Qr−1 ≤ Qr = Q . (9)
To lighten notation, we will denote these sequences with x= (xk)
r−1
k=0 and Q = (Qk)
r
k=1.
For A ∈ Sn+, we define the functions
ξ (A) = ∑
p≥2
(~βp⊗~βp)⊙A◦p, (10)
and
ξ
′
(A) = ∑
p≥2
p(~βp⊗~βp)⊙A◦(p−1) and θ (A) = ∑
p≥2
(p−1)(~βp⊗~βp)⊙A◦p, (11)
where ⊙ is the Hadamard product on n×n matrices and A◦p is the pth Hadamard power of A. Since ~βp =~0
for odd p, ξ (·) is an even convex function in each of its coordinates. The r step discretization of the Parisi
functional is defined by
Pr(Λ,x,Q) =
1
2
[
〈~h~hT,Λ−11 〉+ 〈Λ,Q〉−n− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1|
|Λk| + 〈ξ
′
(Q1),Λ
−1
1 〉
− ∑
1≤k≤r−1
xk ·Sum
(
θ (Qk+1)−θ (Qk)
)]
(12)
where 〈A,B〉= tr(AB) is the Frobenius inner product on symmetric matrices, | · | is the determinant and
Λr = Λ, Λp = Λ− ∑
p≤k≤r−1
xk
(
ξ
′
(Qk+1)−ξ ′(Qk)
)
for 1≤ p≤ r−1. (13)
The domain of the Parisi functional are all sequences (9) and Lagrange multipliers Λ such that |Λ1| > 0.
This condition also implies that |Λp|> 0 for all 1≤ p≤ r−1 so (12) is well defined. It was proven in [17]
that the limit of the free energy (8) is given by minimizing (12).
Theorem 1. [17, Theorem 2.1] The limit of the free energy with self overlaps constrained to Q equals
lim
ε→0
lim
N→∞
FεN (Q) = inf
r,Λ,x,Q
Pr(Λ,x,Q). (14)
The infimum is over sequences of the form (9), Λ such that |Λ1|> 0, and all r ≥ 1.
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1.2 Discrete Form of the Crisanti–Sommers Formula
We will show that discrete Parisi formula has a discrete Crisanti–Sommers representation. The discrete
form of the Crisanti–Sommers functional is derived by examining the critical points of the discrete Parisi
functional (12). For r ≥ 1 and the sequence of parameters x and Q defined in (9), the discrete Crisanti–
Sommers representation is given by
Cr(x,Q) =
1
2
[
〈~h~hT,D1〉+ 1
xr−1
log |Q−Qr−1|− ∑
1≤k≤r−2
1
xk
log
|Dk+1|
|Dk| + 〈Q1,D
−1
1 〉
+ ∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)]
, (15)
where,
Dp = ∑
p≤k≤r−1
xk
(
Qk+1−Qk
)
for 1≤ p≤ r−1. (16)
We require the additional constraint that |Q−Qr−1| > 0 otherwise Cr(x,Q) will be positive infinity. This
condition implies that |Dp|> 0 for all 1≤ p≤ r−1 so Cr(x,Q) is well defined.
We will prove that the representations (12) and (15) are equal at its minimizers.
Theorem 2. For all positive definite constraints Q, we have
inf
r,Λ,x,Q
Pr(Λ,x,Q) = inf
r,x,Q
Cr(x,Q),
where the first infimum is over sequences (9) and Λ ∈ Sn+ such such that |Λ1|> 0 and the second infimum is
over sequences (9) such that |Dr−1|> 0.
Remark 1. Reassuringly, in the one dimensional case, these formulas agree with the usual discretizations of
the Parisi functional and Crisanti–Sommers functional (See [28, Section 4]).
1.3 The Integral Form of the Crisanti–Sommers Representation of the Parisi Formula
The main goal of this paper is to prove that the free energy can be obtained by minimizing a functional
closely resembling the Cristanti–Sommers functional for one dimensional spherical spin glasses. The pa-
rameters of the functional is the c.d.f. of the trace of the overlap matrix, and the synchronized matrix path
identifying the overlap matrix with its trace [20, Theorem 4]. Let
x(t) : [0,n]→ [0,1] such that x(0) = 0 and x(n) = 1 (17)
denote a right continuous non-decreasing function and
Φ(t) : [0,n]→ Sn+ such that tr(Φ(t)) = t and Φ(0) = 0 and Φ(n) =Q (18)
denote a 1-Lipschitz monotone matrix path in the space of n×n positive semidefinite matrices parametrized
by its trace. A monotone matrix path is one with positive semidefinite increments, Φ(t2)−Φ(t1) ∈ Sn+ for
t2 ≥ t1. Since Φ is 1-Lipschitz in each of its coordinates its coordinate wise derivative Φ′ exists almost
everywhere and is bounded by 1 almost everywhere.
The largest point in the support of the measure associated with the c.d.f. x(t) is denoted by
tx := x
−1(1) = inf{t ∈ [0,n] | 1≤ x(t)}.
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Assuming that |Q−Φ(tx)|> 0, we define the quantity
C (x,Φ) =
1
2
(∫ n
0
x(t)〈ξ ′(Φ(t))+~h~hT,Φ′(t)〉dt+ log |Φ(n)−Φ(tx)|+
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt
)
, (19)
where Φˆ(t) : [0,n]→ Rn×n is a decreasing matrix path given by
Φˆ(t) =
∫ n
t
x(s)Φ′(s)ds. (20)
Because Φˆ(t) = Q−Φ(t) for t ≥ tx, the functional does not depend on tx. More precisely, if tˆ ≥ tx and
|Q−Φ(tˆ)|> 0, then
∫ tˆ
0
〈Φˆ(t)−1,Φ′(t)〉dt =
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt+
∫ tˆ
tx
〈(Q−Φ(t))−1,Φ′(t)〉dt
=
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt− log |Φ(n)−Φ(tˆ)|+ log |Φ(n)−Φ(tx)|
which implies
log |Φ(n)−Φ(tˆ)|+
∫ tˆ
0
〈Φˆ(t)−1,Φ′(t)〉dt = log |Φ(n)−Φ(tx)|+
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt. (21)
Our main result will be that the limit of the free energy (8) is given by minimizing (19).
Theorem 3. The limit of the free energy with self overlaps constrained to Q is
lim
ε→0
lim
N→∞
FεN (Q) = inf
x,Φ
C (x,Φ). (22)
The infimum is over x(t) and Φ(t) defined in (17) and (18) such that |Q−Φ(tx)|> 0.
Remark 2. When n = 1, (19) is identical to the usual 1-dimensional Crisanti–Sommers formula. This is
because the only trace parametrization of a one dimensional monotone path is Φ(t) = t.
The Crisanti–Sommers form of the functional has some properties that makes it easier to analyze over
the Parisi form. First of all, the Lagrange multiplier that appears in (12) is absent in (19) and the fixed
parameters of the model, (~βp)p≥1 and~h only appear in the first two terms of (19). We will also prove that
C (x,Φ) is a locally Lipschitz (See Lemma 10) with respect to the norm
‖x1+ x2‖1+‖Φ1−Φ2‖∞ :=
∫ n
0
|x1(t)− x2(t)|dt+max
i, j≤n
(
sup
t∈[0,n]
|Φi, j1 (t)−Φi, j2 (t)|
)
.
The space of parameters is compact under these norms as a consequence of Prokhorov’s theorem and the
Arzela`–Ascoli theorem. We will use this observation to show that the functional attains its minimum in the
interior of its domain, which will allow us to use variational methods to study the minimizers of C (x,Φ).
Proposition 1. The Crisanti–Sommers functional attains its minimum on the compact set
AT,L = {(x,Φ) | x(t) = 1 for t ≥ T and ‖(Q−Φ(tx))−1‖∞ ≤ L} (23)
where the constants
T = n− 1√
n
e−(〈~h~h
T+ξ ′(Q),Q〉+n−log |Q|) and L=
√
ne〈~h~h
T+ξ ′(Q),Q〉+n−log |Q| (24)
only depend on the fixed parameters of the model.
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1.4 Outline of the Paper
Following the methodology of the proof in the one dimensional case [28, Section 4], we will prove that both
Cr and Pr take the same values at the critical points. The minimizers of Cr and Pr will satisfy the same
critical point equations that will allow us to reduce Pr to Cr and vice versa.
The main difficulty is the minimizer of the Parisi functional in vector spin models may not be an interior
point of the domain. In the one dimensional case, we could assume that our the discretization of the paths
are strictly monotone, i.e. q1 < q2 < · · · < qr. This allowed us to differentiate with respect to qk to recover
the critical point conditions immediately. In the vector spin case, the increments Qp−Qp−1 may occur on
the boundary of the positive definite cone so the directional derivatives are not necessarily equal to 0 at the
critical points. This is our main obstacle, because the system of equations in the critical point conditions
becomes a system of inequalities unless we can show that the increments Qp−Qp−1 are positive definite.
To fix this, we will introduce a positive definite barrier to the discrete functionals that impose a large
penalty if the increments of the matrix path Q are degenerate. This will force the functionals to take a mini-
mum at an interior point, allowing us to use variational calculus to find approximate critical point conditions.
This approach will allow us to reduce the Parisi functional into an approximate Crisanti–Sommers form and
vice versa. We will use convexity to show that the approximations become exact as the size of the positive
definite barrier tends to 0.
In Section 2, we will show that
inf
r,Λ,x,Q
Pr(Λ,x,Q)≥ inf
r,x,Q
Cr(x,Q),
by using a barrier function to derive approximate critical point conditions for the Parisi functional. We will
use the critical point conditions to reduce the Parisi functional into its approximate Crisanti–Sommers form,
and we will use convexity to show that the approximate discrete Crisanti–Sommers functional is lower
bounded by the usual Crisanti–Sommers functional evaluated at a different point.
We can use a similar argument with a barrier term to prove the upper bound in Section 3,
inf
r,Λ,x,Q
Pr(Λ,x,Q)≤ inf
r,x,Q
Cr(x,Q).
This direction of the argument uses the critical point conditions for the Crisanti–Sommers functional. Mirac-
ulously, the minimizers of Cr satisfies almost exactly the same critical point conditions as the minimizers of
Pr which allows us to reduce Cr to Pr in the opposite direction.
In Section 4 we will prove that (19) is locally Lipschitz to conclude that it is the correct extension of
the discrete Crisanti–Sommers formula. Several elementary facts about symmetric matrices and the calculus
of matrix valued functionals are included in Appendix A.
Remark 3. If we can show that the minimizers of Pr and Cr have positive definite increments, then the
equality of Pr and Cr at its critical points can be proved using the same proof as the one-dimensional case
without adding the positive definite barrier.
2 The Lower Bound of the Parisi Functional
In this section, we will prove that the infimum of the Crisanti–Sommers functional is a lower bound of the
Parisi functional:
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Lemma 1. For any positive definite constraint Q, we have
inf
r,Λ,x,Q
Pr(Λ,x,Q)≥ inf
r,x,Q
Cr(x,Q),
where the first infimum is over sequences (9) and Λ ∈ Sn+ such such that |Λ1|> 0 and the second infimum is
over sequences (9) such that |Dr−1|> 0.
Without loss of generality, we will assume that ~β2> 0. This assumption implies that all entries of ξ
′′
(A)
are positive for all symmetric matrices A, so we don’t have to worry about dividing by 0 in the derivation
of the critical point conditions. We can make this assumption because both the infimums of Cr and Pr are
uniformly continuous with respect to (~βp)p≥2 [A, Proposition 18 and Proposition 19] so we can send ~β2→ 0
to recover the result in the general case.
To simplify notation, we may also fix xr−1 = 1. This won’t affect the global infimum because the
closure of paths satisfying xr−1 = 1 is equal to the closure of paths satisfying xr−1 ≤ 1.
It remains to prove that for fixed sequences x and r ≥ 2,
inf
Λ,Q
Pr(Λ,x,Q)≥ inf
r,x,Q
Cr(x,Q).
We prove this by examining the behavior of Pr at its critical point. We will perturb Pr by adding a log-
arithmic penalty at the boundary to force the minimizer of Pr to have positive definite increments. The
minimizer will satisfy an interior critical point condition that will allow us to reduce the perturbed func-
tional Pεr into a perturbed C
ε
r functional. These perturbed functionals will converge to Pr and Cr in the
limit as the size of the barrier tends to 0 using a convexity argument.
2.1 Adding a Positive Definite Barrier
We fix r ≥ 2 and let Q = (Qk)rk=0 denote the monotone sequence of matrices such that Q0 = 0 and Qr = Q.
We begin our proof by modifying Pr with a logarithmic barrier term that assigns infinitely large penalties
if Q is not strictly increasing. Let ε > 0, and consider the barrier function
Br(Q) =− ∑
0≤k≤r−1
log |Qk+1−Qk|.
Since |A| ≤ ( tr(A)
n
)n [A, Proposition 13] for all k ≤ r−1, we have |Qk+1−Qk| ≤ 1 so Br ≥ 0. Furthermore,
Br →+∞ if |Qk+1−Qk| → 0 for some 0≤ k ≤ r−1.
For a fixed strictly increasing sequence such that
0= x0 < x1 < · · ·< xr−1 = 1, (25)
we define the functional,
P
ε
r (Λ,Q) =
1
2
[
〈~h~hT,Λ−11 〉+ 〈Λ,Q〉−n− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1|
|Λk| + 〈ξ
′
(Q1),Λ
−1
1 〉
− ∑
1≤k≤r−1
xk ·Sum
(
θ (Qk+1)−θ (Qk)
)− ε ∑
0≤k≤r−1
log |Qk+1−Qk|
]
. (26)
Notice that Pεr = Pr + εBr and it decreases pointwise to P(Λ,x,Q) on its domain as ε → 0, where x
is the fixed monotone sequence (25). The barrier term forces the minimizers to lie in the interior of the
positive definite cone, since Pεr (Λ,Q)→+∞ if one of the increments |Qk+1−Qk| → 0. We now examine
the behavior of Pεr (Λ,Q) at its minimizers and recover a system of critical point equations.
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2.2 Critical Point Equations
We will study the first variation of Pεr to recover critical point conditions for its minimizer. These critical
point conditions will relate the increments of (Λk)
r
k=1 and (Dk)
r−1
k=1. We want to minimize the function
P
ε
r (Λ,Q) := P
ε
r (Λ,Q1, . . . ,Qr−1)
over the parameters
Λ ∈L := {Λ ∈ Sn+ | |Λ1|> 0}
and
(Qk)
r−1
k=1 ∈Qr :=
{
Q1, . . . ,Qr−1 ∈ Sn+ | |Qk+1−Qk|> 0, ∀ 0≤ k ≤ r−1
}
where Sn+ is the space of positive semidefinite n×n matrices. By compactness, Pεr attains its minimum at
some Λ ∈L and (Qk)r−1k=1 ∈Qr. Since B(Q) = ∞ if the increments are not positive definite, (Qk)r−1k=1 must
have also have positive definite increments,
|Qk+1−Qk|> 0 ∀ 0≤ k ≤ r−1.
This implies that symmetric matrices are admissible variations of Λ and Q [A, Proposition 14]. In particular,
ifC is a symmetric matrix, then for all t sufficiently small,
Λ+ tC ∈L ,
and for 1≤ k ≤ r−1,
(Q1, . . . ,Qk+ tC, . . .Qr−1) ∈Qr.
If Λ ∈L and Q ∈Qr is a minimizer of Pε , then for all 1≤ k ≤ r−1,
d
dt
P
ε
r (Λ+ tC,Q)
∣∣∣
t=0
= 0 and
d
dt
P
ε
r (Λ,Q1, . . . ,Qk+ tC, . . .Qr−1)
∣∣∣
t=0
= 0.
We can conclude the directional derivatives must be equal to 0 because both C and −C are admissible vari-
ations. We can compute the first variation of the functionals explicitly by computing the matrix derivatives
of Pεr and derive some critical point conditions on the minimizers:
(a) The directional derivatives of Pεr with respect to Λ in the symmetric direction 2C is
∂ΛP
ε
r = 〈Q,C〉− 〈Λ−1,C〉− 〈Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 ,C〉+ ∑
1≤k≤r−1
1
xk
〈Λ−1k+1−Λ−1k ,C〉. (27)
At the minimizer, we require
∂ΛP
ε
r :=
d
dt
P
ε
r (Λ +2tC,Q)
∣∣∣
t=0
= 0.
This equality holds for all symmetric directions C, so the minimizer must satisfy the equation [A, Proposi-
tion 9]
Q = Λ−1+Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 + ∑
1≤k≤r−1
1
xk
(Λ−1k −Λ−1k+1). (28)
(b) For 2≤ p≤ r−1, the directional derivatives of Pεr with respect to Qp in the symmetric direction 2C
is [Appendix B.1]
∂QpP
ε
r =−(xp− xp−1)〈Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 ,ξ
′′
(Qp)⊙C〉
− (xp− xp−1) ∑
1≤k≤p−1
1
xk
〈Λ−1k −Λ−1k+1,ξ ′′(Qp)⊙C〉
+(xp− xp−1)〈Q p,ξ ′′(Qp)⊙C〉
+ ε〈(Qp+1−Qp)−1,C〉− ε〈(Qp−Qp−1)−1,C〉. (29)
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At the minimizer, we require
∂QpP
ε
r :=
d
dt
P
ε
r (Λ,Q1, . . . ,Qp+2tC, . . . ,Qr−1)
∣∣∣
t=0
= 0.
This equality holds for all symmetric directions C, so the minimizer satisfies the critical point equation
Qp = Λ
−1
1
(
~h~hT +ξ
′
(Q1)
)
Λ−11 + ∑
1≤k≤p−1
1
xk
(Λ−1k −Λ−1k+1)− εE p (30)
where
E p :=
1
xp− xp−1
(
(Qp+1−Qp)−1− (Qp−Qp−1)−1
)
⊘ξ ′′(Qp). (31)
The notation ⊘ refers to the Hadamard division operation (entry-wise division). E p is well defined since the
fixed (xp)
r
p=1 in (25) is strictly monotone and
~β2 > 0 so all entries of ξ
′′
(A) is positive.
(c) For p = 1, the directional derivatives of Pεr with respect to Q1 in the symmetric direction 2C is
[Appendix B.1]
∂Q1P
ε
r =−x1〈Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 ,ξ
′′
(Q1)⊙C〉+ x1〈Q1,ξ ′′(Q1)⊙C〉
+ ε〈(Q2−Q1)−1,C〉− ε〈Q−11 ,C〉. (32)
At the minimizer, we require
∂Q1P
ε
r :=
d
dt
P
ε
r (Λ,Q1+2tC, . . . ,Qr−1)
∣∣∣
t=0
= 0.
This equality holds for all symmetric directions C, so the minimizer satisfies the critical point equation
Q1 = Λ
−1
1
(
~h~hT +ξ
′
(Q1)
)
Λ−11 − εE1, (33)
where E 1 is given by the formula in (31) with p= 1.
For 1≤ p≤ r−1, the critical point equations (30) and (33) can be expressed as
Qp = Λ
−1
1 (
~h~hT +ξ
′
(Q1))Λ
−1
1 + ∑
1≤k≤p−1
1
xk
(Λ−1k −Λ−1k+1)− εE p (34)
where E r := 0 and E p was defined in (31). These critical point conditions can be used to relate Λk in P
ε
r
with the Dk terms in Cr. Taking differences of the critical point conditions (28) and (34), we can conclude
that,
xr−1(Q−Qr−1) = xr−1Λ−1+(Λ−1r−1−Λ−1)− εxr−1(E r−E r−1)
= Λ−1r−1− εxr−1(E r−E r−1)
since xr−1 = 1, and for 1≤ p≤ r−2, we can conclude that
xp(Qp+1−Qp) = Λ−1p −Λ−1p+1− εxp(E p+1−E p).
Taking sums of the above, we have for 1≤ p≤ r−1,
∑
p≤k≤r−1
xk(Qk+1−Qk)+ ε ∑
p≤k≤r−1
xk(E k+1−E k) = Dp+ ε ∑
p≤k≤r−1
xk(E k+1−E k) = Λ−1p . (35)
We will summarize this critical point condition in the following lemma.
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Lemma 2. For fixed r ≥ 2, if Λ and Q is a minimizer of Pεr (Λ,Q) and ~β2 > 0, then Λ and Q satisfy the
following critical point equations
Λ−1p = Dp(ε) for 1≤ p≤ r−1 (36)
where
Dp(ε) = Dp+ εE p and E p = ∑
p≤k≤r−1
xk(E k+1−E k). (37)
2.3 Reduction to an approximate Crisanti–Sommers functional
In this subsection, we will reduce Pεr defined in (26) to an approximate Cristanti–Sommers functional. If Λ
and Q satisfy the critical point conditions (36), we will show that Pεr can be reduced to
C
ε
r (Q) =
1
2
[
〈~h~hT,D1(ε)〉+ 1
xr−1
log |Dr−1(ε)|− ∑
1≤k≤r−2
1
xk
log
|Dk+1(ε)|
|Dk(ε)| + 〈Q1,D
−1
1 (ε)〉
+ ∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)
− ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉− ∑
1≤k≤r−2
ε
xk
〈D−1k+1(ε),E k−E k+1〉
− ε〈D−1r−1(ε),E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉− ε ∑
0≤k≤r−1
log |Qk+1−Qk|
]
. (38)
Notice that C εr (Q) is of the same form as Cr(x,Q), but with Dk replaced by Dk(ε) and some additional
error terms. If we set ε = 0, then the error terms in the second line all vanish and we are left with the usual
Cr(x,Q) functional. In the next subsection, we will show that we can bound the minimum of C
ε
r (Q) with
Cr evaluated at a different path to remove the error terms.
Lemma 3. If Λ and Q satisfy the critical point conditions (36), then
P
ε
r (Λ,Q) = C
ε
r (Q).
Proof. The reduction of Pεr to C
ε
r is a straightforward, but tedious computation. We will show
2(Pεr (Λ,Q)−C εr (Q)) = 0.
If (36) holds, then
Λk+1−Λk = xk(ξ ′(Qk+1)−ξ ′(Qk)) 1≤ k ≤ r−1 (39)
Dk−Dk+1 = xk(Qk+1−Qk) 1≤ k ≤ r−1 (40)
Λ−1k = Dk(ε) 1≤ k ≤ r−1 (41)
where Dr := 0. These identities will be used multiple times throughout this proof.
We begin by observing that the external fields cancel if (36) holds,
〈~h~hT,Λ−11 〉
(41)
= 〈~h~hT,D1(ε)〉. (42)
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Next, we simplify the summation of the logarithm terms in Pεr using the fact xr−1 = 1,
− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1|
|Λk| =− log |Λ|+
1
xr−1
(log |Λ|− log |Λr−1|)+ ∑
1≤k≤r−2
1
xk
log
|Λk+1|
|Λk|
(41)
=
1
xr−1
log |Dr−1(ε)|− ∑
1≤k≤r−2
1
xk
log
|Dk+1(ε)|
|Dk(ε)| . (43)
Therefore, the log determinant terms in Pεr and C
ε
r also cancel.
Since θ (A) = A⊙ξ ′(A)−ξ (A) and Sum(A⊙B) = 〈A,B〉, the remaining terms in 2(Pεr −C εr ) are
− ∑
1≤k≤r−2
xk
(
〈Qk+1,ξ ′(Qk+1)〉− 〈Qk,ξ ′(Qk)〉
)
−
(
〈Q,ξ ′(Q)〉− 〈Qr−1,ξ ′(Qr−1)〉
)
(44)
+ ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉+ ∑
1≤k≤r−2
ε
xk
〈D−1k+1(ε),E k−E k+1〉 (45)
+ 〈Λ,Q〉−n+ 〈ξ ′(Q1),Λ−11 〉− 〈Q1,D−11 (ε)〉+ ε〈D−1r−1(ε),E r−1〉− ε〈ξ ′(Qr−1),E r−1〉. (46)
We will show that (44) will cancel (45) and (46) at the critical point. We start by simplifying the summation
term in (44),
− ∑
1≤k≤r−2
xk
(
〈Qk+1,ξ ′(Qk+1)〉− 〈Qk,ξ ′(Qk)〉
)
(47)
=− ∑
1≤k≤r−2
(
〈xk(Qk+1−Qk),ξ ′(Qk+1)〉+ 〈Qk,xk(ξ ′(Qk+1)−ξ ′(Qk))〉
)
(39)(40)
=− ∑
1≤k≤r−2
(
〈Dk−Dk+1,ξ ′(Qk+1)〉+ 〈Qk,Λk+1−Λk〉
)
(41)
=− ∑
1≤k≤r−2
(
〈Dk(ε)−Dk+1(ε),ξ ′(Qk+1)〉+ 〈Qk,Λk+1−Λk〉
)
− ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉. (48)
Using summation by parts and (36), the first summation in (48) is equal to
− ∑
1≤k≤r−2
(
〈Dk(ε),ξ ′(Qk+1)−ξ ′(Qk)〉+ 〈D−1k+1(ε),Qk−Qk+1〉
)
(49)
−〈D1(ε),ξ ′(Q1)〉+ 〈Dr−1(ε),ξ ′(Qr−1)〉− 〈D−1r−1(ε),Qr−1〉+ 〈D−11 (ε),Q1〉. (50)
The critical point conditions (36) implies
ξ
′
(Qk+1)−ξ ′(Qk)(39)=
1
xk
(Λk+1−Λk)
(41)
=
1
xk
D−1k (ε)(Dk(ε)−Dk+1(ε))D−1k+1(ε)
(40)
= D−1k (ε)(Qk+1−Qk)D−1k+1(ε)+
ε
xk
D−1k (ε)(E k−E k+1)D−1k+1(ε),
which combined with the fact tr(ABC) = tr(CAB) implies the summation term (49) simplifies to
− ∑
1≤k≤r−2
ε
xk
〈D−1k+1(ε),E k−E k+1〉. (51)
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Substituting (51) into (48) and adding the boundary terms (50) implies that
(47)=−ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉− ε ∑
1≤k≤r−2
1
xk
〈D−1k+1(ε),E k−E k+1〉
− 〈D1(ε),ξ ′(Q1)〉+ 〈Dr−1(ε),ξ ′(Qr−1)〉− 〈D−1r−1(ε),Qr−1〉+ 〈D−11 (ε),Q1〉. (52)
Substituting (52) into (44) implies
2(Pεr −C εr ) = 〈Λ,Q〉−n+ 〈ξ ′(Q1),Λ−11 〉− 〈Q1,D−11 (ε)〉+ ε〈D−1r−1(ε),E r−1〉− ε〈ξ ′(Qr−1),E r−1〉
− 〈D1(ε),ξ ′(Q1)〉+ 〈Dr−1(ε),ξ ′(Qr−1)〉− 〈D−1r−1(ε),Qr−1〉+ 〈D−11 (ε),Q1〉
− 〈Q,ξ ′(Q)〉+ 〈Qr−1,ξ ′(Qr−1)〉
(41)
= 〈Λ,Q〉− tr(I)+ ε〈D−1r−1(ε),E r−1〉− ε〈ξ ′(Qr−1),E r−1〉
+ 〈Dr−1(ε),ξ ′(Qr−1)〉− 〈D−1r−1(ε),Qr−1〉− 〈Q,ξ ′(Q)〉+ 〈Qr−1,ξ ′(Qr−1)〉
= 〈Λ,Q〉− tr(I)+ ε〈D−1r−1(ε),E r−1〉+ 〈Q,ξ ′(Qr−1)〉− 〈D−1r−1(ε),Qr−1〉− 〈Q,ξ ′(Q)〉. (53)
since Dr−1(ε) = Q−Qr−1+ εE r−1. We will show that the 〈D−1r−1(ε),Qr−1〉 term cancels all the remaining
terms. Using the critical point condition and the definitions of Λr−1 defined in (13) and Dr−1(ε) defined in
(16) and (37), we get
D−1r−1(ε)Qr−1 = D
−1
r−1(ε)(−Dr−1(ε)+Q− εE r−1)
=−I+D−1r−1(ε)Q+ εD−1r−1(ε)E r−1
(41)
=−I+(Λ−ξ ′(Q)+ξ ′(Qr−1))Q+ εD−1r−1(ε)E r−1.
Taking the trace and using the fact tr(AB) = tr(BA) implies
〈D−1r−1,Qr−1〉=− tr(I)+ 〈Λ,Q〉− 〈Q,ξ ′(Q)〉+ 〈Q,ξ ′(Qr−1)〉+ ε〈D−1r−1(ε),E r−1〉. (54)
Substituting (54) into (53) cancels out all remaining terms, so
2
(
P
ε
r (Λ,Q)−C εr (Q)
)
= 0.
2.4 Removing the Error Terms
We now bound the minimum of the perturbed functional C εr (Q) defined in (38) with Cr evaluated at a
different path of matrices. We can’t simply send ε → 0 to remove the error terms, because we do not know
that εE k → 0 since E k depends on ε . Consider the monotone path encoded by the sequences
x−1 = 0= x0 < x1 < .. . < xr−2 < xr−1 = 1
0 = Q˜0 < Q˜1 < .. . < Q˜r−2 < Q˜r−1 < Q˜r = Q
(55)
where Q˜p = Qp+ εE p for 1≤ p≤ r. We first note that (Q˜k)rk=1 ∈Qr. By definition,
D˜p := ∑
p≤k≤r−1
xk(Q˜k+1− Q˜k) = ∑
p≤k≤r−1
xk(Qk+1−Qk)+ ε ∑
p≤k≤r−1
xk(E k+1−E k) =Dp(ε). (56)
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Since |Qk−Qk−1|> 0 implies |ξ ′(Qk)−ξ ′(Qk−1)|> 0 [A, Proposition 15], the critical point condition (36)
implies the path (Q˜k)
r
k=1 has positive definite increments for 1≤ k ≤ r−1,
xk(Q˜k+1− Q˜k) = D˜k− D˜k+1 = Λ−1k −Λ−1k+1 > 0.
The boundary conditions are also satisfied since E r = 0 implies that Q˜r =Qr+E r =Q and the critical point
condition for Q1 (33) implies that
Q˜1 = Q1+ εE1 = Λ
−1
1 (
~h~hT+ξ
′
(Q1))Λ
−1
1 > 0.
Using convexity, we will prove that the perturbed functional C εr can be lower bounded by Cr evaluated
at the path encoded by (55),
C
ε
r ((Qk)
r
k=1)≥ Cr(x,(Q˜k)rk=1) (57)
provided that (Qk)
r
k=1 satisfies the critical point conditions (36). Since the sequences of matrices (Q˜k)
r
k=1 is
in Qr, we get the obvious lower bound,
P
ε
r (Λ,(Qk)
r
k=1) = C
ε
r (x,(Qk)
r
k=1)≥ Cr(x,(Q˜k)rk=1)≥ inf
r,x,Q
Cr(x,Q).
The lower bound does not depend on the discretization r, ε , nor the fixed sequence (25). Therefore, we can
minimize the upper bound over sequences (25), r and ε to prove the required lower bound,
inf
r,Λ,x,Q
Pr(Λ,x,Q)≥ inf
r,x,Q
Cr(x,Q).
We now prove the lower bound (57).
Lemma 4. For all ε > 0, if Q satisfies the critical point conditions (36), then
C
ε
r ((Qk)
r
k=1)≥ Cr(x,(Q˜k)rk=1).
Proof. Since D˜p = Dp(ε) and the barrier Br ≥ 0, it remains to show that
〈Q1,D−11 (ε)〉+ ∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)− ε〈D−1r−1(ε),E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉
− ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉− ∑
1≤k≤r−2
ε
xk
〈D−1k+1(ε),E k−E k+1〉 (58)
is bounded below by
〈Q˜1,D˜−11 〉+ ∑
1≤k≤r−1
xk ·Sum
(
ξ (Q˜k+1)−ξ (Q˜k)
)
= 〈Q˜1,D˜−11 〉+ ∑
1≤k≤r−1
(xk−1− xk)Sum(ξ (Q˜k))+ xr−1Sum(ξ (Q˜r)).
We will use convexity of the ξ terms to absorb the ε error terms in (58). The definition of E k in (37)
implies that
E k−E k+1 = xk(E k+1−E k) 1≤ k ≤ r−1. (59)
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Using summation by parts and (59) the last four ε terms in (58) can be simplified to
− ε ∑
1≤k≤r−2
〈E k+1−E k,ξ ′(Qk+1)〉− ε ∑
1≤k≤r−2
1
xk
〈D−1k+1(ε),E k−E k+1〉
− ε〈D−1r−1(ε),E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉
(41)(59)
= ε ∑
1≤k≤r−2
〈xk(E k+1−E k),ξ ′(Qk+1)〉− ε ∑
1≤k≤r−2
〈Λk+1,E k+1−E k〉
− ε〈Λr−1,E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉
= ε ∑
1≤k≤r−2
〈xk(E k+1−E k),ξ ′(Qk+1)〉+ ε ∑
1≤k≤r−2
〈Λk+1−Λk,E k〉
− ε〈Λr−1,E r−1〉+ ε〈Λ1,E 1〉− ε〈Λr−1,E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉
(39)
= ε ∑
1≤k≤r−2
〈xk(E k+1−E k),ξ ′(Qk+1)〉+ ε ∑
1≤k≤r−2
〈xk(ξ ′(Qk+1)−ξ ′(Qk)),E k〉
− ε〈Λr−1,E r−1〉+ ε〈Λ1,E 1〉− ε〈Λr−1,E r−1〉+ ε〈ξ ′(Qr−1),E r−1〉
= ε ∑
1≤k≤r−1
xk
(〈ξ ′(Qk+1),E k+1〉− 〈ξ ′(Qk),E k〉)+ ε〈Λ1,E 1〉
since E r = 0 and E r−1 = E r−E r−1 = −E r−1. Therefore, excluding the leftover 〈Q1,D−11 (ε)〉+ ε〈Λ1,E 1〉
term, (58) is equal to
∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)
+ ε ∑
1≤k≤r−1
xk ·
(〈ξ ′(Qk+1),E k+1〉− 〈ξ ′(Qk),E k〉)
= ∑
1≤k≤r−1
(xk−1− xk)Sum(ξ (Qk)+ εξ ′(Qk)⊙E k)+ xr−1Sum(ξ (Qr+ εE r)). (60)
Since ξ (A) is convex [A, Proposition 11] and (xk−1− xk)≤ 0, we also have
(xk−1−xk)Sum(ξ (Q˜k)) = (xk−1−xk)Sum(ξ (Qk+εE k))≤ (xk−1−xk)Sum(ξ (Qk)+εξ ′(Qk)⊙E k). (61)
Furthermore, the leftover terms satisfy
〈D−11 (ε),Q1〉+ ε〈Λ1,E 1〉= 〈D˜
−1
1 ,Q1〉+ 〈D˜−11 ,εE1〉= 〈D˜−11 ,Q˜1〉. (62)
Applying (61) and (62) to (60) and the left over terms implies that (58) is bounded below by
〈Q˜1,D˜−11 〉+ ∑
1≤k≤r−1
(xk−1− xk)Sum(ξ (Q˜k))+ xr−1Sum(ξ (Q˜r)),
which is what we needed to show.
2.5 Summary of the Proof
We now summarize the proof of the lower bound.
Proof of Lemma 1. Assuming that ~β2 > 0, for ε > 0 and fixed sequence (25), the minimizer Λ
ε , Qε of Pεr
satisfies the critical point conditions (36) by Lemma 2. From Lemma 3 and Lemma 4, these critical point
conditions results in the following chain of inequalities,
inf
Λ,Q
P
ε
r (Λ,Q) = P
ε
r (Λ
ε ,Qε) = C εr (Q
ε)≥ inf
r,x,Q
Cr(x,Q).
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Since Pεr (Λ,Q) is decreasing in ε for fixed Λ and Q and Pr(Λ,Q) is continuous, we can interchange the
limit with the infimum [A, Proposition 17], so
lim
ε→0
inf
Λ,Q
P
ε
r (Λ,Q) = inf
Λ,Q
lim
ε→0
P
ε
r (Λ,Q) = inf
Λ,Q
Pr(Λ,Q)≥ inf
r,x,Q
Cr(x,Q).
The lower bound does not depends on r nor the sequence (25), so we can take the infimum of Pr over all
sequences of the form (25) and all discretizations to finish the proof of the lower bound.
This proves the case of the lower bound under the additional assumption that β2 > 0. To conclude the
general case, suppose that (~βp)p≥2 is a sequence of positive inverse temperature parameters such that βp = 0
if p is odd. We can modify the temperature by adding a small positive perturbation to the second term,
(~β δp )p≥2 = (~β2+δ~1,~β4, . . . ). Consider Pδr and C δr defined with respect to (~β δp )p≥2. We have
inf
r,Λ,x,Q
P
δ
r (Λ,x,Q)≥ inf
r,x,Q
C
δ
r (x,Q).
This holds for all δ > 0, so we can use the fact that both infPδr and infC
δ
r are uniformly continuous
functions of the temperature [A, Proposition 18] and send δ → 0 to conclude
inf
r,Λ,x,Q
Pr(Λ,x,Q)≥ inf
r,x,Q
Cr(x,Q).
Remark 4. The exact formula for the error terms E k was not needed in our computations. We are free to
choose any barrier Br that assigns infinitely large penalties to degenerate increments to prove the lower
bound. The logarithmic barrier was chosen because its derivatives are easy to compute explicitly.
3 The Upper Bound of the Parisi Functional
We now use a similar procedure to prove the matching upper bound. To simplify notation, several terms such
as Pεr , C
ε
r , and E that appeared Section 2 will be redefined in this section. In this section, we will prove
that the infimum of the Parisi Functional is a lower bound of the Crisanti–Sommers functional:
Lemma 5. For any positive definite constraint Q, we have
inf
r,Λ,x,Q
Pr(Λ,x,Q)≤ inf
r,x,Q
Cr(x,Q),
where the first infimum is over sequences (9) and Λ ∈ Sn+ such such that |Λ1|> 0 and the second infimum is
over sequences (9) such that |Dr−1|> 0.
Like the lower bound, we prove this by examining the behavior of Cr at its critical points. We will
perturb Cr by adding a logarithmic penalty at the boundary to force the minimizer of Cr to have positive
increments. The minimizers will satisfy an interior critical point condition that will allow us to reduce the
perturbed functional C εr into a perturbed P
ε
r functional. These perturbed functionals will converge to Pr
and Cr in the limit as the size of the barrier tends to 0. The main difference is the convexity argument used
in the proof of Lemma 4 does not work in this direction. Instead, we use a concavity argument to absorb the
error terms into the Lagrange multiplier term.
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3.1 Adding a Positive Definite Barrier
We fix r ≥ 2 and let Q = (Qk)rk=0 denote the monotone sequence of matrices. We will add a logarithmic
barrier to Cr that introduces a large penalty when Q is not strictly increasing. Let ε > 0 and consider the
barrier term
B(Q) :=−ε ∑
0≤k≤r−1
log |Qk+1−Qk|.
Since |A| ≤ ( tr(A)
n
)n [A, Proposition 13] we have |Qk+1−Qk| ≤ 1 so Br ≥ 0. Furthermore, B → +∞ if
|Qk+1−Qk| → 0 for some 0≤ k ≤ r−1.
For a fixed strictly increasing path such that
0= x0 < x1 < · · ·< xr−1 = 1, (63)
we define the functional,
C
ε
r (Q) =
1
2
[
log |Q−Qr−1|+ 〈~h~hT,D1〉− ∑
1≤k≤r−2
1
xk
log
|Dk+1|
|Dk| + 〈D
−1
1 ,Q1〉
+ ∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)− ε ∑
0≤k≤r−1
log |Qk+1−Qk|
]
. (64)
Notice that C εr =Cr+εBr decreases pointwise to C (x,Q) as ε → 0, where x is the monotone sequence (63).
The barrier term forces the minimizer to lie in the interior of the positive definite cone, since C εr (Q)→+∞
if one of the increments |Qk+1−Qk| → 0. We now examine the behavior of C εr (Q) at its minimizers and
recover a system of critical point equations.
3.2 Critical Point Conditions
We will study the first variation of C εr to recover critical point conditions for its minimizer. We want to
minimize the function
C
ε
r (Q) := C
ε
r (Q1, . . . ,Qr−1)
over the parameters
(Qk)
r−1
k=1 ∈Qr :=
{
Q1, . . . ,Qr−1 ∈ Sn+ | |Qk+1−Qk|> 0, ∀ 0≤ k ≤ r−1
}
.
By compactness, C εr attains its minimum at some (Qk)
r−1
k=1 ∈Qr. Since Br(Q) = ∞ if the increments are not
positive definite, (Qk)
r−1
k=1 must have positive definite increments,
|Qk+1−Qk|> 0 ∀ 0≤ k ≤ r−1.
This implies that symmetric matrices are admissible variations of (Qk)
r−1
k=1 [A, Proposition 14]. In particular,
ifC is a symmetric matrix, then for all t sufficiently small,
(Q1, . . . ,Qp+ tC, . . .Qr−1) ∈Qr for 1≤ p≤ r−1.
If (Qk)
r−1
k=1 ∈Qr is a minimizer of C εr , then for all 1≤ p≤ r−1,
d
dt
C
ε
r (Λ,Q1, . . . ,Qp+ tC, . . .Qr−1)
∣∣∣
t=0
= 0.
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We can compute the first variation of the functionals explicitly by computing the matrix derivatives of C εr
and derive some critical point conditions on the minimizers [Appendix B.2]:
(a) For 2≤ p≤ r−1, the directional derivatives of C εr with respect to Qp in the symmetric direction 2C is
∂QpC
ε
r = (xp−1− xp)〈~h~hT ,C〉− (xp−1− xp)〈D−11 Q1D−11 ,C〉
− (xp−1− xp) ∑
1≤k≤p−1
1
xk
〈D−1k+1−D−1k ,C〉+(xp−1− xp)〈ξ ′(Qp),C〉
+ ε〈(Qp+1−Qp)−1,C〉− ε〈(Qp−Qp−1)−1,C〉. (65)
At the minimizer, we require
∂QpC
ε
r :=
d
dt
C
ε
r (Q1, . . . ,Qp+2tC, . . .Qr−1)
∣∣∣
t=0
= 0.
This equality holds for all symmetric directions C, so the minimizer satisfies the critical point equation
ξ
′
(Qp) =−~h~hT +D−11 Q1D−11 + ∑
1≤k≤p−1
1
xk
(D−1k+1−D−1k )+ εE p, (66)
where
E p :=
1
xp− xp−1
(
(Qp+1−Qp)−1− (Qp−Qp−1)−1
)
. (67)
E p is well defined because we fixed a strictly increasing sequence (xp)
r
p=1 in (63).
(b) For p= 1, the directional derivatives of C εr with respect to Q1 in the symmetric direction 2C is
∂Q1C
ε
r =−x1〈~h~hT ,C〉+ x1〈D−11 Q1D−11 ,C〉− x1〈ξ ′(Q1),C〉
+ ε〈(Q2−Q1)−1,C〉− ε〈Q−11 ,C〉. (68)
At the minimizer, we require
∂Q1C
ε
r :=
d
dt
C
ε
r (Q1+2tC, . . . ,Qr−1)
∣∣∣
t=0
= 0.
This equality holds for all symmetric directions C, so the minimizer satisfies the critical point equation
ξ
′
(Q1) =−~h~hT +D−11 Q1D−11 + εE1, (69)
where E 1 is given by the formula in (67) with p= 1.
For 1≤ p≤ r−1, the critical point equations (66) and (69) can be expressed as
ξ
′
(Qp) =−~h~hT +D−11 Q1D−11 + ∑
1≤k≤p−1
1
xk
(D−1k+1−D−1k )+ εE p
where E r := 0 and E p was defined in (67). By subtracting these equations, we can conclude for 1≤ p≤ r−2,
xp(ξ
′
(Qp+1)−ξ ′(Qp)) =D−1p+1−D−1p + εxp(E p+1−E p). (70)
Consider Λ given by Λ := (Q−Qr−1)−1+ξ ′(Q)−ξ ′(Qr−1)−ε(E r−E r−1). For this choice of Λ, we have
Λr−1(ε) = Λ− (ξ ′(Q)−ξ ′(Qr−1))+ ε(E r−E r−1) =D−1r−1.
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Subtracting (70) from Λr−1(ε), we conclude that
Λp+ ∑
p≤k≤r−1
xk(E k+1−E k) = D−1p for 1≤ p≤ r−1. (71)
The critical point conditions implicitly implies that Λ1(ε) > 0 and D
−1
k = Λk(ε) < Λk+1(ε) = D
−1
k+1. We
summarize the critical point condition in the following lemma.
Lemma 6. For fixed r ≥ 2, if Q is a minimizer of C εr and
Λ := (Q−Qr−1)−1+ξ ′(Q)−ξ ′(Qr−1)− ε(E r−E r−1) (72)
then Q satisfies the following critical point equations
D−1p = Λp(ε) for 1≤ p≤ r−1 (73)
where
Λp(ε) = Λp+ εE p and E p = ∑
p≤k≤r−1
xk(E k+1−E k). (74)
3.3 Reduction to an approximate Parisi functional
In this subsection, we will reduce C εr (Q) defined in (64) to an approximate Parisi functional. If Λ equals
(72) and Q satisfies the critical point conditions (73), then C εr can be reduced to
P
ε
r (Λ,Q) =
1
2
[
〈Λ,Q〉−n− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1(ε)|
|Λk(ε)|
+ 〈Λ−11 (ε),~h~hT+ξ ′(Q1)〉− ∑
1≤k≤r−1
xk ·Sum
(
θ (Qk+1)−θ (Qk)
)
− ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉
+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉− ε ∑
0≤k≤r−1
log |Qk+1−Qk|
]
. (75)
Notice that Pεr (Λ,Q) is of the same form as Pr(Λ,x,Q), but with Λk replaced by Λk(ε) and some addi-
tional error terms. If we set ε = 0, then the error terms in the second line all vanish and we are left with the
usual Pr(Λ,x,Q) functional. In the next subsection, we will show that we can bound the minimum of P
ε
r
with Pr evaluated at a different parameter to remove the error terms.
Lemma 7. For fixed r, if Λ and (Qk)
r
k=1 satisfy the critical point conditions (72) and (73), then
C
ε
r (Q) = P
ε
r (Λ,Q).
Proof. The proof is a straightforward but tedious computation. The computation is almost identical to the
proof of Lemma 3. Assuming that (72) and (73) hold, we will show that
2(Pεr (Λ,Q)−C εr (Q)) = 0.
We will use the following identities multiple times throughout the proof,
Λk+1−Λk = xk(ξ ′(Qk+1)−ξ ′(Qk)) 1≤ k ≤ r−1 (76)
Dk−Dk+1 = xk(Qk+1−Qk) 1≤ k ≤ r−1 (77)
D−1k = Λk(ε) 1≤ k ≤ r−1 (78)
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where Dr := 0. These identities will allow us to simplify C
ε
r into P
ε
r .
We start by observing that the external fields cancel if (73) holds,
〈~h~hT,Λ−11 (ε)〉
(78)
= 〈~h~hT,D1(ε)〉. (79)
Next, we simplify the summation fo the logarithm terms in Pεr . Equation (73) applied the r−1 term implies
that the boundary term in the first summation of (75) simplifies to
1
xr−1
(log |Λr(ε)|− log |Λr−1(ε)|)(78)= log |Λ|− log |D−1r−1|= log |Λ|+
1
xr−1
log |Q−Qr−1|,
since Dr−1 = Q−Qr−1 and xr−1 = 1. Applying (73) again to Λk+1(ε) for 1≤ k ≤ r−1 implies
− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1(ε)|
|Λk(ε)|
(78)
=
1
xr−1
log |Q−Qr−1|− ∑
1≤k≤r−2
1
xk
log
|Dk+1|
|Dk| ,
Therefore, the log determinant terms in Pεr and C
ε
r also cancel.
Since θ (A) = A⊙ξ ′(A)−ξ (A) and Sum(A⊙B) = 〈A,B〉, the remaining terms in 2(Pεr −C εr ) are
− ∑
1≤k≤r−2
xk
(
〈Qk+1,ξ ′(Qk+1)〉− 〈Qk,ξ ′(Qk)〉
)
−
(
〈Q,ξ ′(Q)〉− 〈Qr−1,ξ ′(Qr−1)〉
)
(80)
− ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉+ ∑
1≤k≤r−2
ε
xk
tr〈Λ−1k (ε),E k−E k+1〉 (81)
+ 〈Λ,Q〉−n+ 〈ξ ′(Q1),Λ−11 (ε)〉+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉− 〈Q1,D−11 〉. (82)
We will show that (80) will cancel (81) and (82) at the critical point.
We start by simplifying the first summation term in (80) using (73),
− ∑
1≤k≤r−2
xk
(
〈Qk+1,ξ ′(Qk+1)〉− 〈Qk,ξ ′(Qk)〉
)
(83)
=− ∑
1≤k≤r−2
(
〈xk(Qk+1−Qk),ξ ′(Qk+1)〉+ 〈Qk,xk(ξ ′(Qk+1)−ξ ′(Qk)〉
)
(76)(77)
=− ∑
1≤k≤r−2
(
〈Dk−Dk+1,ξ ′(Qk+1)〉+ 〈Qk,Λk+1(ε)−Λk(ε)〉
)
+ ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉. (84)
Using summation by parts and (73), the first summation (84) is equal to
− ∑
1≤k≤r−2
(
〈Λ−1k (ε),ξ ′(Qk+1)−ξ ′(Qk)〉+ 〈Λk+1(ε),Qk−Qk+1〉
)
(85)
−〈Λ−11 (ε),ξ ′(Q1)〉+ 〈Λ−1r−1(ε),ξ ′(Qr−1)〉− 〈Λr−1(ε),Qr−1〉+ 〈Λ1(ε),Q1〉.
From the critical point condition (73), we have
Qk−Qk+1(77)=
1
xk
(Dk+1−Dk)
(78)
=
1
xk
Λ−1k (ε)(Λk(ε)−Λk+1(ε))Λ−1k+1(ε)
(76)
= Λ−1k (ε)(ξ
′
(Qk)−ξ ′(Qk+1))Λ−1k+1(ε)+
ε
xk
Λ−1k (ε)(E k−E k+1)Λ−1k+1(ε),
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which combined with the fact tr(ABC) = tr(CAB) and equation (85) implies that
(83)=ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉− ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉
− 〈Λ−11 (ε),ξ ′(Q1)〉+ 〈Λ−1r−1(ε),ξ ′(Qr−1)〉− 〈Λr−1(ε),Qr−1〉+ 〈Λ1(ε),Q1〉. (86)
Substituting (86) into (80) implies that
2(Pεr −C εr ) = 〈Λ,Q〉−n+ 〈ξ ′(Q1),Λ−11 (ε)〉+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉− 〈Q1,D−11 〉
− 〈Λ−11 (ε),ξ ′(Q1)〉+ 〈Λ−1r−1(ε),ξ ′(Qr−1)〉− 〈Λr−1(ε),Qr−1〉+ 〈Λ1(ε),Q1〉
− 〈Q,ξ ′(Q)〉+ 〈Qr−1,ξ ′(Qr−1)〉
(78)
= 〈Λ,Q〉−n+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉
+ 〈Λ−1r−1(ε),ξ ′(Qr−1)〉− 〈Λr−1(ε),Qr−1〉− 〈Q,ξ ′(Q)〉+ 〈Qr−1,ξ ′(Qr−1)〉
= 〈Λ,Q〉− tr(I)+ ε〈Λ−1r−1(ε),E r−1〉+ 〈Λ−1r−1(ε),ξ ′(Qr−1)〉
− 〈Λ,Qr−1〉+ 〈ξ ′(Q),Qr−1〉− 〈Q,ξ ′(Q)〉. (87)
since Λr−1(ε) = Λ − (ξ ′(Q)− ξ ′(Qr−1))+ εE r−1. We will show that the 〈Λ−1r−1(ε),ξ ′(Qr−1)〉 term will
cancel all remaining terms. Using the definition of Λr−1(ε) defined in (13) and (74),
Λ−1r−1(ε)ξ
′
(Qr−1) = Λ
−1
r−1(ε)(Λr−1(ε)−Λ+ξ ′(Q)− εE r−1)
= I−Λ−1r−1(ε)Λ+Λ−1r−1(ε)ξ ′(Q)− εΛ−1r−1(ε)E r−1.
From (73) and the fact Λ−1r−1(ε) = Dr−1 = Q−Qr−1, we have
−Λ−1r−1(ε)Λ+Λ−1r−1(ε)ξ ′(Q) =−(Q−Qr−1)Λ+(Q−Qr−1)ξ ′(Q).
Since tr(AB) = tr(BA), taking the trace implies
〈Λ−1r−1(ε),ξ ′(Qr−1)〉= tr(I)−〈Λ,Q〉+ 〈Λ,Qr−1〉+ 〈Q,ξ ′(Q)〉−〈ξ ′(Q),Qr−1〉−ε〈Λ−1r−1(ε),E r−1〉. (88)
Substituting (88) into (87) cancels out all remaining terms, so
2
(
C
ε
r (Q)−Pεr (Λ,Q)
)
= 0.
3.4 Removing the Error Terms
Like the case of the upper bound, we will use concavity of the terms of Pεr (Λ,Q) defined in (75) to bound
the minimizer with Pr evaluated at a different Lagrange multiplier parameter. To this end, we define
Λ˜ = Λ+ εE1
and for 1≤ p≤ r−1,
Λ˜p = Λ˜− ∑
p≤k≤r−1
xk(ξ
′
(Qk+1)−ξ ′(Qk)).
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We first note that Λ˜ ∈L . By definition, we have
Λ˜1 := Λ˜− ∑
1≤k≤r−1
xk(ξ
′
(Qk+1)−ξ ′(Qk)) = Λ− ∑
1≤k≤r−1
xk(ξ
′
(Qk+1)−ξ ′(Qk))+ εE 1 = Λ1(ε), (89)
is positive definite at the critical point because (72) implies Λ1(ε) =D
−1
1 > 0. By monotonicity, this implies
that Λ˜p > 0 for all 1≤ p≤ r−1.
We will use concavity of the log determinants to prove that the original Parisi functional evaluated at
Λ˜ is a lower bound of Pεr (Λ,Q),
P
ε
r (Λ,Q)≥Pr(Λ˜,Q) (90)
provided that (Qk)
r
k=1 satisfies the critical point conditions (73). Since both Λ˜ and the path Q are elements
in the sets we minimize over, we get the obvious lower bound,
C
ε
r (Q) = P
ε
r (Λ,Q)≥Pr(Λ˜,Q)≥ inf
r,Λ,x,Q
Pr(Λ,x,Q).
The lower bound does not depend on the discretization r, ε , nor the fixed sequence (63). In particular, we
can minimize C εr over sequences (63), r and ε to prove the required upper bound,
inf
r,x,Q
Cr(x,Q)≥ inf
r,Λ,x,Q
Pr(Λ,x,Q).
We now prove the lower bound (90).
Lemma 8. If x is equal to (63), Q satisfies the critical point conditions (73) and Λ equals (72), then
P
ε
r (Λ,Q)≥Pr(Λ˜,x,Q).
Proof. Since (Qk)
r
k=1 is unchanged and Br ≥ 0, it remains to show that
〈Λ,Q〉−n− log |Λ|+ ∑
1≤k≤r−1
1
xk
log
|Λk+1(ε)|
|Λk(ε)| + 〈
~h~hT+ξ
′
(Q1),Λ
−1
1 (ε)〉
− ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉
+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉
= 〈Λ,Q〉−n+ ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
log |Λk(ε)|− 1
x1
log |Λ1(ε)|+ 〈~h~hT+ξ ′(Q1),Λ−11 (ε)〉
− ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉
+ ε〈Λ−1r−1(ε),E r−1〉+ ε〈Qr−1,E r−1〉 (91)
is bounded below by
〈Λ˜,Q〉−n− log |Λ˜|+ ∑
1≤k≤r−1
1
xk
log
|Λ˜k+1|
|Λ˜k|
+ 〈~h~hT, Λ˜−11 〉+ 〈ξ ′(Q1), Λ˜
−1
1 〉
= 〈Λ˜,Q〉−n+ ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
log |Λ˜k|− 1
x1
log |Λ˜1|+ 〈~h~hT+ξ ′(Q1), Λ˜−11 〉.
21
We will use concavity of the log determinant terms to absorb the error terms in (91). We use summation by
parts to write the error terms in (91) as
ε〈Qr−1,E r−1〉− ε ∑
1≤k≤r−2
〈E k+1−E k,Qk〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉+ ε〈Λ−1r−1(ε),E r−1〉
= ε ∑
1≤k≤r−2
〈Qk+1−Qk,E k+1〉+ ε〈Q1,E 1〉+ ∑
1≤k≤r−2
ε
xk
tr〈Λ−1k (ε),E k−E k+1〉+ ε〈Λ−1r−1(ε),E r−1〉
(77)
= ∑
1≤k≤r−2
ε
xk
〈Dk−Dk+1,E k+1〉+ ε〈Q1,E 1〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉+ ε〈Λ−1r−1(ε),E r−1〉
(78)
= ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε)−Λ−1k+1(ε),E k+1〉+ ε〈Q1,E 1〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε),E k−E k+1〉+ ε〈Λ−1r−1(ε),E r−1〉
=−ε ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
〈Λ−1k (ε),E k〉+
ε
x1
〈Λ−11 (ε),E 1〉+ ε〈Q1,E 1〉.
Adding and subtracting ∑2≤k≤r−1
(
1
xk−1
− 1
xk
)
ε〈Λ−1k (ε),E 1〉 and using the fact that
− ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
ε〈Λ−1k (ε),E 1〉+
ε
x1
〈Λ−11 (ε),E 1〉+ ε〈Q1,E 1〉
= ε〈Λ−1r−1(ε),E 1〉+ ∑
1≤k≤r−2
ε
xk
〈Λ−1k (ε)−Λ−1k+1(ε),E 1〉+ ε〈Q1,E 1〉
(78)
= ε〈Dr−1,E 1〉+ ∑
1≤k≤r−2
ε
xk
〈Dk−Dk+1,E 1〉+ ε〈Q1,E 1〉
(77)
= ε〈Q−Qr−1,E 1〉+ ∑
1≤k≤r−2
ε〈Qk+1−Qk,E 1〉+ ε〈Q1,E 1〉
= ε〈Q,E 1〉
if the critical point condition (73) holds, we see that (91) is equal to
〈Λ,Q〉−n+ ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
log |Λk(ε)|− 1
x1
log |Λ1(ε)|+ 〈~h~hT+ξ ′(Q1),Λ−11 (ε)〉
+ ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
ε〈Λ−1k (ε),−E k+E1〉+ ε〈Q,E 1〉. (92)
We can now use concavity of the log determinant terms and the first trace term to absorb the error
terms. Since xk−1 < xk, the concavity of the log determinant [A, Proposition 10] implies( 1
xk−1
− 1
xk
)
log |Λk(ε)|+
( 1
xk−1
− 1
xk
)
ε〈Λ−1k ,−E k+E1〉 ≥
( 1
xk−1
− 1
xk
)
log |Λ˜k| (93)
because Λk(ε)− εEk+ εE1 = Λ˜k. The linearity of the trace implies
〈Λ,Q〉+ ε〈Q,E 1〉= 〈Λ + εE1,Q〉= 〈Λ˜,Q〉. (94)
The inequalities (93) and (94) and the fact Λ1(ε) = Λ˜1 shown in (89) implies that (91) is bounded below by
〈Λ˜,Q〉−n+ ∑
2≤k≤r−1
( 1
xk−1
− 1
xk
)
log |Λ˜k|− 1
x1
log |Λ˜1|+ 〈~h~hT+ξ ′(Q1), Λ˜−11 〉,
which is what we needed to show.
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3.5 Summary of the Proof
We now summarize the proof of the upper bound.
Proof of Lemma 5. For ε > 0 and fixed sequence (63), if we define Λε to be equal to (72), then the minimizer
Qε of C εr (Q) satisfies the critical point conditions (73) by Lemma 6. From Lemma 7 and Lemma 8, these
critical point conditions implies the following chain of inequalities,
inf
Q
C
ε
r (Q) = C
ε
r (Q
ε) = Pεr (Λ
ε ,Qε)≥ inf
r,Λ,x,Q
Pr(Λ,x,Q).
Since C εr (Q) is decreasing in ε for fixed Q and Cr(Q) is continuous, we can interchange the limit with the
infimum [A, Proposition 17], so
lim
ε→0
inf
Q
C
ε
r (Q) = inf
Q
lim
ε→0
C
ε
r (Q) = inf
Q
Cr(Q)≥ inf
r,Λ,x,Q
Pr(Λ,x,Q).
The lower bound does not depends on r nor the sequence (63), so we can take the infimum of Cr over all
sequences of the form (25) and all discretizations to finish the proof of the upper bound.
4 Integral Form of the Crisanti–Sommers functional
Wewill derive the integral form for the analogue of the Crisanti–Sommers formula for spherical spin glasses
with vector spins. Recall the monotone functions (17) and (18),
x(t) : [0,n]→ [0,1] such that x(0) = 0 and x(n) = 1
and
Φ(t) : [0,n]→ Sn+ such that tr(Φ(t)) = t and Φ(0) = 0 and Φ(n) = Q.
For tx := x
−1(1) = inf{t ∈ [0,n] | 1 ≤ x(t)} and paths such that |Q−Φ(tx)| > 0 the analogue of the
Crisanti–Sommers functional (19) was defined by
C (x,Φ) =
1
2
(∫ n
0
x(t)〈ξ ′(Φ(t))+~h~hT,Φ′(t)〉dt+ log |Φ(n)−Φ(tx)|+
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt
)
(95)
=
1
2
(
〈~h~hT,Φˆ(0)〉+
∫ n
0
x(t)〈ξ ′(Φ(t)),Φ′(t)〉dt+ log |Φ(n)−Φ(tx)|+
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt
)
,
where Φˆ(t) : [0,n]→ Rn×n is a decreasing function given by
Φˆ(t) =
∫ n
t
x(s)Φ′(s)ds. (96)
This functional is the continuous Lipschitz extension of the discrete functional (15) we proved in the
last section. We first observe that C (x,Φ) agrees with the discrete formula when x(t) corresponds to a
discrete probability measure on the trace.
Lemma 9. Let Φ(t) be a fixed monotone matrix path. Let x(t) be a step function with r−1 steps,
x(t) = xk for tk ≤ t < tk+1
for 1≤ k ≤ r−1 with boundary terms
x(t) = 0 for 0≤ t < t1 and x(t) = 1 for tx := tr−1 ≤ t ≤ 1.
If we define Qk := Φ(tk), then
C (x,Φ) = Cr(x,Q).
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Proof. We first observe for tp ≤ t < tp+1 that,
Φˆ(t) =
∫ n
t
x(t)Φ′(t)dt =
r−2
∑
k=p+1
xk
∫ tk+1
tk
Φ′(t)dt+ xp
∫ tp+1
t
Φ′(t)dt
=
r−2
∑
k=p+1
xk(Φ(tk+1)−Φ(tk))+ xp(Φ(tp+1)−Φ(t))
= Dp+1+ xp(Φ(tp+1)−Φ(t)). (97)
We now compute each of the terms in C (x,Φ) when x(t) is piecewise constant.
(a) The identity (97) implies Φˆ(0) =D1 since x0 = 0, so
〈~h~hT,Φˆ(0)〉= 〈~h~hT,D1〉.
(b) Since x(t) = xk for tk ≤ t < tk+1, [A, Proposition 4] implies the second term in (95) simplifies to
∫ n
0
x(t)〈ξ ′(Φ(t)),Φ′(t)〉dt =
r−1
∑
k=0
xk
∫ tk+1
tk
〈ξ ′(Φ(t)),Φ′(t)〉dt = ∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)
.
(c) Since Φ(tx) = Qr−1 by definition,
log |Φ(n)−Φ(tx)|= log |Q−Qr−1|.
(d) For almost every tp < t < tp+1 the identity (97) and Proposition 5 implies
d
dt
(
− 1
xp
log |Φˆ(t)|
)
=
d
dt
(
− 1
xp
log |Dp+1+ xp(Φ(tp+1)−Φ(t))|
)
= 〈Φˆ(t)−1,Φ′(t)〉
so the fundamental theorem of calculus implies that
∫ tx
t1
〈Φˆ(t)−1,Φ′(t)〉dt =
r−2
∑
k=1
∫ tk+1
tk
〈Φˆ(t)−1,Φ′(t)〉dt =− ∑
1≤k≤r−2
1
xk
log
|Dk+1|
|Dk|
and since x(t) = 0 for 0≤ t < t1, Φˆ(t) =D1 the boundary term is
∫ t1
0
〈Φˆ(t)−1,Φ′(t)〉dt = 〈D−11 ,Φ(t1)〉− 〈D−11 ,Φ(0)〉 = 〈D−11 ,Q1〉.
Substituting the formulas derived in (a) to (d) into C (x,Φ) finishes the proof.
Lemma 9 implies that C (x,Φ) evaluated at a piecewise constant c.d.f. corresponds to Cr(x,Q) evalu-
ated at some sequence of the form (98). To see that every discrete path encoded by (x,Q) corresponds to
some (x,Φ), consider the sequences
x−1 = 0≤ x0 ≤ x1 ≤ . . . ≤ xr−2 ≤ xr−1 = 1
0 = Q0 ≤ Q1 ≤ . . . ≤ Qr−2 ≤ Qr−1 < Qr = Q . (98)
Taking tk := tr(Qk) we define a Lipschitz path Φ by taking Φ(tk) = Qk at each point tk and interpolate
linearly,
Φ(tk) = Qk, Φ(t) =
tk+1− t
tk+1− tk Φ(tk)+
t− tk
tk+1− tk Φ(tk+1) for tk ≤ t < tk+1,
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and a piecewise constant c.d.f. x(t) = xk for tk ≤ xk < tk+1. Applying Lemma 9 implies that Cr(x,Q) evalu-
ated at any sequence of the form (98) corresponds to C (x,Φ) for some (x,Φ). This implies that
inf
r,x,Q
Cr(x,Q)≥ inf
x,Φ
C (x,Φ), (99)
since infimum on the right is over all c.d.f.s and not necessarily piecewise constant ones.
The opposite inequality is a bit trickier to show. We first show that C (x,Φ) is locally Lipschitz, which
will imply that the integral form of the functional is the Lipschitz extension of the functional evaluated on
discrete paths. The functional is not well defined when |Q−Φ(tx)|= 0 because of the log determinant term,
so we will show that the functional is Lipschitz if we restrict the domain to matrix paths such that |Q−Φ(tx)|
is uniformly bounded away from 0.
Let T ∈ [0,1) and L> 0. Consider the compact set
AT,L = {(x,Φ) | x(t) = 1 for t ≥ T,‖(Q−Φ(tx))−1‖∞ ≤ L}.
This set is closed because any convergent sequence (xn,Φn) must satisfy the uniform bounds,
xn(t) = 1 for t ≥ T and ‖(Q−Φn(x−1n (1)))−1‖∞ ≤ L,
for all n, so its limit point must as well. Furthermore, the product of the space of c.d.f.s on [0,n] equipped
with the ‖ · ‖1 norm and the space of Lipschitz paths with fixed endpoints equipped with the ‖ · ‖∞ norm is
compact by Prokhorov’s theorem and the Arzela`–Ascoli theorem. Since AT,L is a closed subset of a compact
set it is compact. We will show that C (x,Φ) is Lipschitz on the compact set AT,L.
Lemma 10. Let (x1,Φ1),(x2,Φ2) ∈ AT,L. There exists a constant CL that only depends on the fixed param-
eters of the model and the uniform bound L on ‖(Q−Φn(x−1n (1)))−1‖∞ such that
|C (x1,Φ1)−C (x2,Φ2)| ≤CL(‖x1− x2‖1+‖Φ1−Φ2‖∞),
where
‖x1− x2‖1 =
∫ n
0
|x1(t)− x2(t)|dt and ‖Φ1−Φ2‖∞ =max
i, j≤n
(
sup
t∈[0,n]
|Φi, j1 (t)−Φi, j2 (t)|
)
.
Proof. Without loss of generality, suppose that x−11 (1) ≤ x−12 (1). If this is the case, then C (x1,Φ2) is also
well defined since Q−Φ2(x−11 (1)) ≥ Q−Φ2(x−12 (1)) by monotonicity, so (x1,Φ2) ∈ AT,L. Therefore,
|C (x1,Φ1)−C (x2,Φ2)| ≤ |C (x1,Φ1)−C (x1,Φ2)|+ |C (x1,Φ2)−C (x2,Φ2)|.
Therefore, it suffices to show that the functional is Lipschitz in each of its coordinates,
|C (x,Φ1)−C (x,Φ2)| ≤CL‖Φ1−Φ2‖∞ and |C (x1,Φ)−C (x2,Φ)| ≤CL‖x1− x2‖1.
We start by showing the first inequality. The computation to show the functional is Lipschitz in x for fixed
Φ follows the similar computations.
Lipschitz in Φ: Fix x(t) and consider (x,Φ1),(x,Φ2) ∈ AT,L. We first show that the functional is Lipschitz
with respect to the infinity norm on matrix paths,
|C (x,Φ1)−C (x,Φ2)| ≤CL‖Φ1−Φ2‖∞. (100)
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We will show that each term in C (x,Φ) is Lipschitz in Φ for fixed x.
(a) The integrand consists of functions of bounded variation, so we can integrate by parts to conclude
〈~h~hT,Φˆ(0)〉=
∫ n
0
x(t) · d
dt
〈~h~hT,Φ(t)〉dt
= 〈~h~hT,Q〉−
∫ n
0
〈~h~hT,Φ(t)〉dx(t).
Since x(0) = 0 and x(n) = 1, we have
|〈~h~hT,Φˆ1(0)〉− 〈~h~hT,Φˆ2(0)〉| ≤
∫ n
0
∣∣∣〈~h~hT,Φ1(t)−Φ2(t)〉
∣∣∣dx(t)
≤ n2‖~h~hT‖∞‖Φ1−Φ2‖∞.
(b) The second term can be bounded in a similar manner using integration by parts,
∫ n
0
x(t)〈ξ ′(Φ(t)),Φ′(t)〉dt =
∫ n
0
x(t) · d
dt
Sum(ξ (Φ(t)))dt
= Sum(ξ (Q))−
∫ n
0
Sum(ξ (Φ(t)))dx(t).
Since ξ (t) is a power series and Φ is bounded, we can conclude∣∣∣∣
∫ n
0
x(t)〈ξ ′(Φ1(t)),Φ′1(t)〉dt−
∫ n
0
x(t)〈ξ ′(Φ2(t)),Φ′2(t)〉dt
∣∣∣∣≤ n2‖ξ ′(1)‖∞‖Φ1−Φ2‖∞.
(c) The condition ‖(Q−Φ(tx))−1‖∞ ≤ L and equivalence of the infinity norm and operator norm on Rn×n
implies that
λmin(Q−Φ(tx)) = 1
λmax((Q−Φ(tx))−1) ≥
1√
n‖(Q−Φ(tx))−1‖∞ ≥
1√
nL
.
The determinant is the product of eigenvalues so |Q−Φ(tx)| ≥ (
√
nL)−n > 0. Furthermore, log(t) is Lips-
chitz on [(
√
nL)−n,∞) and |A| is a polynomial of the entires of A, so there exists universal constants C1,C2
that depends only on L and the dimension n such that
| log |Q−Φ1(tx)|− log |Q−Φ2(tx)|| ≤C1
∣∣|Q−Φ1(tx)|− |Q−Φ2(tx)|∣∣≤C2‖Φ1−Φ2‖∞.
(d) To show the last term is Lipschitz, we will show that all of its unit directional derivatives are uniformly
bounded and apply the mean value theorem to conclude Lipschitz continuity. Let Φ,Ψ be arbitrary matrices
such that (x,Φ),(x,Ψ) ∈ AT,L. By monotonicity (1− ε)Φ+ εΨ is also a Lipschitz monotone path and since
the matrix inverse is convex [A, Proposition 12],
(
Q− (εΦ(tx)+ (1− ε)Ψ(tx))
)−1≤ ε(Q−Φ(tx)))−1+(1− ε)(Q−Φ(tx)))−1
so (x,(1− ε)Φ+ εΨ) ∈ AT,L for all ε ∈ [0,1].
If we set Θ(t) = Ψ(t)−Φ(t)‖Ψ−Φ‖∞ , then for all ε ∈ [0,‖Ψ−Φ‖∞],
(x,Φ+ εΘ) = (x,(1− ε)Φ+ εΨ) ∈ At,L,
Consider the function
f (Φ) =
∫ tx
0
〈Φˆ(t)−1,Φ′(t)〉dt.
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We will show that the directional derivatives of f in the admissible unit direction Θ is uniformly bounded
by some constant C that only depends on the fixed parameters of the model and the bound L,
∣∣∣∣ ddε f (Φ+ εΘ)
∣∣∣
ε=0
∣∣∣∣≤C.
Using [A, Proposition 6] to compute the derivative of the inverse,
d
dε
f (Φ+ εΘ)
∣∣∣∣
ε=0
=
d
dε
∫ tx
0
〈(Φˆ(t)+ εΘˆ)−1,Φ′(t)+ εΘ′(t)〉dt
∣∣∣∣
ε=0
=−
∫ tx
0
〈Φˆ(t)−1Θˆ(t)Φˆ(t)−1,Φ′(t)〉dt+
∫ tx
0
〈Φˆ(t)−1,Θ′(t)〉dt
=−
∫ tx
0
∫ n
t
x(s)〈Φˆ(t)−1Θ′(s)Φˆ(t)−1,Φ′(t)〉dsdt+
∫ tx
0
〈Φˆ(t)−1,Θ′(t)〉dt.
Since tr(ABC) = tr(CAB), we integrate by parts to conclude
−
∫ tx
0
∫ n
t
x(s)〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Θ′(s)〉dsdt
=
∫ tx
0
x(t)〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Θ(t)〉dt+
∫ tx
0
∫ n
t
〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Θ(s)〉dx(s)dt
and
∫ tx
0
〈Φˆ(t)−1,Θ′(t)〉dt =−〈Φˆ(tx)−1,Θ(tx)〉−
∫ tx
0
x(t)〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Θ(t)〉dt.
Since ‖Θ‖∞ = 1, ‖Φ′‖∞ ≤ 1, and ‖Φˆ−1(t)‖∞ ≤ ‖Q−Φ(tx)‖∞ ≤ L, we can replace each entry of the matrices
in the integrand with its highest possible value to get the crude upper bound
∣∣∣∣ ddε f (Φ+ εΘ)
∣∣∣
ε=0
∣∣∣∣≤ 4n4L2.
This upper bound holds for any starting point Φ and all admissible directions Θ. We will now show
that this implies that our functional is Lipschitz. Given Φ1 monotone paths Φ2, we have
Φ2 = Φ1+‖Φ1−Φ2‖∞Θ,
where Θ = Φ2−Φ1‖Φ1−Φ2‖∞ . Consider the function g : [0,‖Φ1−Φ2‖∞]→ R,
g(t) = f (Φ1+ tΘ).
First notice that Φ1+tΘ is a monotone path and (x,Φ1+tΘ)∈AT,L for t ∈ [0,‖Φ1−Φ2‖∞]. For t ∈ (0,‖Φ1−
Φ2‖∞) the uniform bound on the directional derivative implies
|g′(t)|=
∣∣∣∣ ddε f (Φ1+ tΘ+ εΘ)
∣∣∣
ε=0
∣∣∣∣≤ 4n4L2.
Since g(t) is continuous, the mean value theorem implies that
∣∣∣∣
∫ tx
0
〈Φˆ1(t)−1,Φ′1(t)〉dt−
∫ tx
0
〈Φˆ2(t)−1,Φ′2(t)〉dt
∣∣∣∣ = |g(0)−g(‖Φ2−Φ1‖∞)| ≤ 4n4L2‖Φ1−Φ2‖∞,
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which proves that f (Φ) is Lipschitz.
Combining the bounds proved in (a) to (d) completes the proof for (100).
Lipschitz in x: Showing the functional is Lipschitz in x follows from a similar computation. Fix Φ(t) and
consider (x1,Φ),(x2,Φ) ∈ AT,L. We now show that the functional is Lipschitz with respect to the L1 norm
on monotone functions,
|C (x1,Φ)−C (x2,Φ)| ≤CL‖x1− x2‖1. (101)
We will show that each term in C (x,Φ) is Lipschitz in x for fixed Φ. To make the dependence of Φˆ on x1
and x2 explicit, we define
Φˆx1(t) :=
∫ n
t
x1(s)Φ
′(s)ds and Φˆx2(t) :=
∫ n
t
x2(s)Φ
′(s)ds.
(a) The matrix path satisfies ‖Φ‖∞ ≤ 1, so
|〈~h~hT,Φˆx1(0)〉− 〈~h~hT,Φˆx2(0)〉| ≤
∫ n
0
|x1− x2| · |〈~h~hT,Φ′(t)〉|dt
≤ n2‖~h~hT‖∞‖x1− x2‖1.
(b) The matrix path satisfies ‖ξ ′(Φ)‖∞ ≤ ‖ξ ′(1)‖∞ and ‖Φ′‖∞ ≤ 1, so∣∣∣∣
∫ n
0
x1(t)〈ξ ′(Φ(t)),Φ′(t)〉dt−
∫ n
0
x(t)〈ξ ′(Φ(t)),Φ′(t)〉dt
∣∣∣∣ ≤ n2‖ξ ′(1)‖∞‖x1− x2‖1.
(c) By observation (21), we can replace the bound with tˆ = sup({t ≤ T | ‖(Q−Φ(t))−1‖∞ ≤ L}). We need
to show
f (x) := log |Φ(n)−Φ(tˆ)|+
∫ tˆ
0
〈Φˆx(t)−1,Φ′(t)〉dt,
is Lipschitz in x. The log determinant term is independent of x, so we only need to show that the integral is
Lipschitz in x. We will show that all directional derivatives of x with respect to an admissible unit direction
is bounded. Let y(t) be another monotone function such that y(t) = 1 for all t ≥ tˆ. It is easy to see that
((1− ε)x(t)+ εy(t),Φ) ∈ AT,L, so z(t) = y(t)−x(t)‖x−y‖∞ is an admissible unit direction. Since z(t) = 0 for t ≥ tˆ,
Fubini’s theorem implies that
d
dε
f (x(t)+ εz(t))
∣∣∣∣
ε=0
=−
∫ tˆ
0
∫ tˆ
t
z(s)〈Φˆx(t)−1Φ′(s)Φˆx(t)−1,Φ′(t)〉dsdt
=−
∫ tˆ
0
∫ s
0
z(s)〈Φˆx(t)−1Φ′(t)Φˆx(t)−1,Φ′(s)〉dtds.
Since ‖z‖1 = 1, ‖Φ′‖∞ ≤ 1, and ‖Φˆ−1x (t)‖∞ ≤ ‖Q−Φ(tˆ)‖∞ ≤ L we can replace each entry of the matrices
in the integrand with its highest possible value to get the crude upper bound∣∣∣∣ ddε f (x+ εz(t))
∣∣∣
ε=0
∣∣∣∣≤ n4L2.
The mean value theorem implies that
| f (x1(t))− f (x2(t))| ≤ n4L2‖x1− x2‖1.
Combining the bounds proved in (a) to (c) completes the proof for (101).
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Since C (x,Φ) restricted to AT,L is Lipschitz continuous by Lemma 10, the extreme value theorem
implies that C attains its minimum at some (xT,L,ΦT,L) ∈ AT,L. We will show the global minimizer of
C (x,Φ) over its domain lies in ATˆ ,Lˆ for some Tˆ and Lˆ that only depends on the fixed parameters of the
model,
inf{C (x,Φ) | (x,Φ) ∈ AT,L for some T ∈ [0,1) and L> 0}= inf{C (x,Φ) | (x,Φ) ∈ ATˆ ,Lˆ}.
This fact is enough to conclude that
inf
x,Φ
C (x,Φ) = inf
ATˆ ,Lˆ
C (x,Φ) = inf
r,ATˆ ,Lˆ
Cr(x,Q)≥ inf
r,x,Q
Cr(x,Q). (102)
In the second inequality, we used the fact that C (x,Φ) is Lipchitz on ATˆ ,Lˆ, so its value agrees with the limit
points of discrete c.d.f. The bounds (99) and (102) implies that
inf
x,Φ
C (x,Φ) = inf
r,x,Q
Cr(x,Q).
It remains to find an explicit formula for Tˆ and Lˆ. There quantities are derived from the necessary
conditions satisfied by the minimizer of C (x,Φ) obtained by perturbing the critical points of C (x,Φ).
Lemma 11. Let T ∈ [0,1) and L> 0. Let
(x,Φ) = argminx,Φ∈AT,LC (x,Φ)
If µ is the probability measure on [0,n] associated with x,
x(t) = µ([0, t)),
and
Tˆ = sup{t ≤ T | ‖(Q−Φ(t))−1‖∞ ≤ L}
is the largest feasible point in the support of µ , then
µ
({
t ≤ Tˆ | 〈~h~hT+ξ ′(Q),Q〉+1− log |Q|+ log |Q−Φ(t)| ≥ 0})= 1.
Proof. Let (x,Φ) be the minimizer of C (x,Φ) on AT,L. The proof involves examining the critical point
condition of C (x,Φ) by perturbing the c.d.f. We define
Tˆ = sup{t ≤ T | ‖(Q−Φ(t))−1‖∞ ≤ L},
to be the largest feasible point in the support the measure µ corresponding to x. If y(t) is another c.d.f. such
that y(t) = 1 for t ≥ Tˆ , then (1− ε)x(t)+ εy(t) = x(t)+ ε(y(t)− x(t)) satisfies the condition (1− ε)x(t)+
εy(t) = 1 for t ≥ T , so
((1− ε)x(t)+ εy(t),Φ) ∈ AT,L for all ε ∈ [0,1].
In particular, if we define z(t) = y(t)− x(t), then the right derivative
d
dε
C (x(t)+ εz(t))
∣∣∣
ε=0
≥ 0
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since a perturbation of the minimizer in an admissible direction must be non-negative. Taking the directional
derivative and using the independence of C on tx explained in (21), we see that
d
dε
C (x(t)+ εz(t))
∣∣∣
ε=0
=
∫ n
0
z(t)〈~h~hT+ξ ′(Φ(t)),Φ′(t)〉dt−
∫ Tˆ
0
〈
Φˆ(t)−1
(∫ n
t
z(s)Φ′(s)ds
)
Φˆ(t)−1,Φ′(t)
〉
dt.
Since z(t) = 0 for t ≥ Tˆ , the second integral can be simplified using Fubini’s theorem,
∫ Tˆ
0
〈
Φˆ(t)−1
(∫ n
t
z(s)Φ′(s)ds
)
Φˆ(t)−1,Φ′(t)
〉
dt
=
∫ Tˆ
0
∫ Tˆ
t
z(s)〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Φ′(s)〉dsdt tr(ABC) = tr(CAB)
=
∫ Tˆ
0
∫ s
0
z(s)〈Φˆ(t)−1Φ′(t)Φˆ(t)−1,Φ′(s)〉dtds 0≤ t ≤ s≤ Tˆ
=
∫ n
0
∫ t
0
z(t)〈Φˆ(s)−1Φ′(s)Φˆ(s)−1,Φ′(t)〉dsdt. relabel s and t
If we define the matrix,
Ψ(t) =~h~hT+ξ
′
(Φ(t))−
∫ t
0
Φˆ(s)−1Φ′(s)Φˆ(s)−1 ds
then our computations above implies that
d
dε
C (x(t)+ εz(t))
∣∣∣
ε=0
=
∫ n
0
z(t)〈Ψ(t),Φ′(t)〉dt.
Since z(t) = y(t)− x(t), the critical point condition d
dε C (x(t)+ εz(t))
∣∣
ε=0
≥ 0 implies that
∫ n
0
y(t)〈Φ(t),Φ′(t)〉dt ≥
∫ n
0
x(t)〈Φ(t),Φ′(t)〉dt
for all functions y(t). From this critical point condition, we are able to recover the support of µ(t), the
measure corresponding to x(t). In particular, if we define
y(t) = ν([0, t]) =
∫ t
0
dν(s),
then Fubini’s theorem implies that
∫ n
0
y(t)〈Ψ(t),Φ′(t)〉dt =
∫ n
0
∫ t
0
〈Ψ(t),Φ′(t)〉dν(s)dt =
∫ n
0
∫ n
s
〈Ψ(t),Φ′(t)〉dtdν(s).
The critical point condition implies that
∫ n
0
∫ n
s
〈Ψ(t),Φ′(t)〉dtdν(s) ≥
∫ n
0
∫ n
s
〈Ψ(t),Φ′(t)〉dtdµ(s). (103)
Since
∫ n
0 dν(s) = 1 and
∫ n
0 dµ(s) = 1,∫ n
0
∫ n
0
〈Ψ(t),Φ′(t)〉dtdν(s) =
∫ n
0
∫ n
0
〈Ψ(t),Φ′(t)〉dtdµ(s),
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we can subtract (103) to conclude∫ n
0
∫ s
0
〈Ψ(t),Φ′(t)〉dtdν(s) ≤
∫ n
0
∫ s
0
〈Ψ(t),Φ′(t)〉dtdµ(s)
for all measures ν such that ν([0, t]) = 1 for all t ≥ Tˆ . In particular, µ must be supported on points less than
or equal to Tˆ that maximize the function
f (s) :=
∫ s
0
〈Ψ(t),Φ′(t)〉dt.
Since f (0) = 0, this means that the support of µ cannot contain points such that f (s) < 0. By mono-
tonicity [A, Proposition 16], Φˆ(t)≤ Q−Φ(t) and therefore,∫ s
0
〈Ψ(t),Φ′(t)〉dt =
∫ s
0
〈~h~hT+ξ ′(Q),Φ′(t)〉dt−
∫ s
0
∫ t
0
〈Φˆ(s)−1Φ′(s)Φˆ(s)−1,Φ′(t)〉dsdt
≤
∫ s
0
〈~h~hT+ξ ′(Q),Φ′(t)〉dt−
∫ s
0
∫ t
0
〈(Q−Φ(s))−1Φ′(s)(Q−Φ(s))−1,Φ′(t)〉dsdt
=
∫ s
0
〈~h~hT+ξ ′(Q),Φ′(t)〉dt−
∫ s
0
〈(Q−Φ(t))−1,Φ′(t)〉dt+
∫ s
0
〈Q−1,Φ′(t)〉dt
= 〈~h~hT+ξ ′(Q)+Q−1,Φ(s)〉− log |Q|+ log |Q−Φ(s)|
≤ 〈~h~hT+ξ ′(Q)+Q−1,Q〉− log |Q|+ log |Q−Φ(s)|.
In particular, we have
µ
({s≤ Tˆ | 〈~h~hT+ξ ′(Q)+Q−1,Q〉− log |Q|+ log |Q−Φ(s)|< 0}) = 0.
Lemma 11 implies that given Φ, the support of µ cannot take values close to n, since |Q−Φ(t)| → 0
as t → n. Proposition 1 follows immediately.
Proof of Proposition 1. If T is the largest point in the support of µ , then Lemma 11 implies
〈~h~hT+ξ ′(Q),Q〉+1− log |Q|+ log |Q−Φ(T )| ≥ 0 =⇒ λmin(Q−Φ(T ))≥ e−(〈~h~hT+ξ
′
(Q),Q〉+n−log |Q|),
because |Q−Φ(T )| ≤ λmin(Q−Φ(T )) since the eigenvalues of (Q−Φ(T )) are less than 1. Since λmin(Q−
Φ(T )) = (λmax((Q−Φ(T ))−1))−1 and the infinity norm and operator norm on symmetric real valued square
matrices are equivalent, i.e. ‖ · ‖∞ ≤
√
n‖ · ‖2, we have that
‖(Q−Φ(T ))−1‖∞ ≤
√
nλmax((Q−Φ(T ))−1)≤
√
ne(〈~h~h
T+ξ ′(Q),Q〉+n−log |Q|) =: Lˆ.
The universal upper bound Lˆ only depends on the fixed parameters of the model.
Furthermore, since the matrix paths are parametrized by the trace, we have
λmin(Q−Φ(T ))≤ tr(Q−Φ(T )) = n−T =⇒ λmax((Q−Φ(T ))−1)≥ 1
n−T ,
so we must have
T ≤ n− 1√
n
e−(〈~h~h
T+ξ ′(Q),Q〉+n−log |Q|) < n.
If we define Tˆ = n−C−1e−(〈~h~hT+ξ ′(Q),Q〉+n−log |Q|) then we have just shown that the largest point T in the
support of any minimizer of C must satisfy
T ≤ n− 1√
n
e−(〈~h~h
T+ξ
′
(Q),Q〉+n−log |Q|) =: Tˆ < n.
This gives the explicit formulas for the constants (24) in Proposition 1.
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A Appendix — Elementary Facts About Symmetric Matrices
In this section, we state several facts about matrices that was used in the proof of the Crisanti–Sommers
formula. Let Sn+ be the space of symmetric positive semidefinite real valued n×n matrices.
A.1 Matrix Directional Derivatives
Let C be an arbitrary symmetric matrix we use the following notation to denote the matrix derivatives of
various functions in the direction C. Let f : Sn+ → R, we define
d
dA
f (A) :=
d
dt
f (A+ tC)
∣∣∣
t=0
∈ R.
We summarize several matrix derivatives that are used to compute the partial derivative of the functional
in this paper. Let 〈A,B〉= tr(AB) denote the Frobenius inner product. We have
1.
∂
∂A
〈B,A〉= d
dt
tr(B(A+ tC))
∣∣∣
t=0
= 〈B,C〉. (104)
2.
∂
∂A
Sum(ξ (A)) =
d
dt
Sum(ξ (A+ tC))
∣∣∣
t=0
= 〈ξ ′(A),C〉. (105)
3.
∂
∂A
log |A|= d
dt
log |A+ tC|
∣∣∣
t=0
= 〈A−1,C〉. (106)
4.
∂
∂A
〈A−1,B〉= d
dt
tr(B(A+ tC)−1)
∣∣∣
t=0
=−〈A−1BA−1,C〉. (107)
Before proving these derivatives, we write several basic operations in terms of the Frobenius inner
product for symmetric matrices,
1. Let A be a n×n matrix, and let~h ∈ Rn, we have
(~h,A~h) =~hTA~h= tr(~h~hTA) = 〈~h~hT,A〉. (108)
2. Let A, B and C be n×n matrices, we have
〈A⊙B,C〉= tr((A⊙B)×C) = tr(A× (B⊙C)) = 〈A,B⊙C〉. (109)
3. Let 1 be the n×n matrix with all 1’s, as a consequence of the above fact, we have
Sum(A⊙B) = tr(1× (A⊙B)) = tr((1⊙A)×B)) = tr(AB) = 〈A,B〉. (110)
We now compute the directional derivatives.
Proposition 2 (Derivative of the Trace). For any matrix B, the directional derivative of the trace in direction
C is given by
∂
∂A
tr(BA) =
d
dt
tr(B× (A+ tC))
∣∣∣
t=0
= tr(BC).
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Proof. By linearity, we have
d
dt
tr(B× (A+ tC))
∣∣∣
t=0
=
d
dt
tr(BA)+ t tr(BC)
∣∣∣
t=0
= tr(BC).
This immediately implies the directional derivative of a quadratic form.
Proposition 3 (Derivative of quadratic form). For~h ∈ Rn, the directional derivative of the quadratic form
in direction C is given by
∂
∂A
(~h,A~h) =
d
dt
(~h,(A+ tC)~h)
∣∣∣
t=0
= tr(~h~hTC).
Proof. We can write the quadratic form as
(~h,A~h) = tr(~h~hTA).
The property follows immediately from Proposition 2.
Next, we compute the matrix derivative with respect to a smooth function G(A), where the each coor-
dinate of Gi j(A) is a smooth function single variable function of Ai j.
Proposition 4 (Derivatives of Matrix Valued Functions). Suppose each coordinate of G(A) only depends on
the corresponding coordinate of A. If A is positive semidefinite, then
∂
∂A
Sum(G(A)) =
d
dt
Sum(G(A+ tC))
∣∣∣
t=0
= tr(G′(A)C).
Proof. We first write
Sum(G(A)) = tr(1×G(A)).
Therefore, by Proposition 2,
d
dt
tr(1×G(A+ tC))
∣∣∣
t=0
= tr(1× d
dt
G(A+ tC))
∣∣∣
t=0
= tr(1×G′(A)⊙C) = tr(G′(A)C).
We used the fact that each coordinate of G(A) only depends on the corresponding coordinate of A, so the
matrices can be differentiated term by term.
We now compute the derivative of the log determinant.
Proposition 5 (Derivative of Log Determinant). For any matrix A > 0, the directional derivative of the log
determinant in direction C is given by
∂
∂A
log |A|= d
dt
log |A+ tC|
∣∣∣
t=0
= tr(A−1C).
Proof. By the chain rule, we have
d
dt
log |A+ tC|
∣∣∣
t=0
=
1
|A+ tC|
d
dt
|A+ tC|
∣∣∣
t=0
.
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By Jacobi’s formula for invertible matrices, we have
d
dt
|A+ tC|= tr(|A+ tC|(A+ tC)−1C) = |A+ tC| tr((A+ tC)−1C),
and therefore
d
dt
log |A+ tC|
∣∣∣
t=0
=
|A+ tC|
|A+ tC| tr((A+ tC)
−1C)
∣∣∣
t=0
= tr(A−1C).
Lastly, we compute the matrix derivative of the inverse
Proposition 6 (Derivative of Inverse). For any matrix B and A > 0, the directional derivative of the inverse
of A in direction C is given by
∂
∂A
tr(BA−1) =
d
dt
tr(B× (A+ tC)−1)
∣∣∣
t=0
=− tr(A−1BA−1C) =− tr(A−1CA−1B).
Proof. By definition, we have
d
dt
tr(B× (A+ tC)−1)
∣∣∣
t=0
= lim
t→0
tr(B(A+ tC)−1)− tr(BA−1)
t
= lim
t→0
tr
(
B(A+ tC)−1−BA−1
t
)
which simplifies to
lim
t→0
tr
(
B(A+ tC)−1
A− (A+ tC)
t
A−1
)
=− tr(BA−1CA−1) =− tr(A−1BA−1C).
Since tr(ABC) = tr(CAB), the derivative is also equal to − tr(A−1CA−1B)
Proposition 7 (Quadratic Form of Inverse). For any vectors~h ∈Rn and A > 0, the directional derivative of
the trace in direction C is given by
∂
∂A
(~h,A−1~h) =
d
dt
(~h,(A+ tC)−1~h)
∣∣∣
t=0
= tr(A−1~h~hTA−1C).
Proof. We can write the quadratic form as
(~h,A~h) = tr(~h~hTA).
The property follows immediately from Proposition 6.
A.2 Critical Point Conditions
If A is an interior minimizer of f , then
d
dt
f (A+ tC)
∣∣∣
t=0
= 0
for all directions C. This is because both C and −C are admissible variations at an interior point. The
following results will be used to derive the matrix equalities in the critical point conditions.
Proposition 8. If tr(AC)≤ tr(BC) for all symmetric matrices C then A ≤ B.
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Proof. Suppose that tr(AC) ≤ tr(BC) for all symmetric matrices C but B−A is not positive semidefinite.
That is, there exists a vector v such that
vT(B−A)v< 0.
Consider the symmetric matrix C = vvT. Therefore, our assumption implies,
0≤ tr((B−A)C) = tr((B−A)vvT) = tr(vT (B−A)v)< 0
which is a contradiction. Therefore, B−A must be positive semidefinite.
This implies the following two sided version of the result,
Proposition 9. If tr(AC) = tr(BC) for all symmetric matrices C, then A = B.
Proof. If tr(AC) = tr(BC), then by Proposition 8,
tr(AC)≤ tr(BC) =⇒ A ≤ B and tr(BC)≤ tr(AC) =⇒ B ≤ A.
Therefore, A−B is both positive semidefinite and negative semidefinite, so all of its eigenvalues are 0. This
implies that A = B.
A.3 Properties of Positive Semidefinite Matrices
Proposition 10 (Log determinants are concave). Let A > 0 and suppose C is a symmetric matrix. The
function
f (x) = log |A+ xC|
is concave in its domain. In particular, we have
log |A|+ tr(A−1C)≥ log |A+C|
for all C such that |A+C|> 0.
Proof. It suffices to show f ′′(x) ≤ 0 whenever A+ xC > 0. These derivatives are the first and second direc-
tional derivatives of log |A+ xC| in the direction C,
f ′(x) = tr((A+ xC)−1C) f ′′(x) =− tr((A+ xC)−1C(A+ xC)−1C).
Using the eigendecomposition of (A+ xC)−1, we can express it as (A+ xC)−1 = BBT for some matrix B.
Therefore,
tr((A+ xC)−1C(A+ xC)−1C) = tr(C(A+ xC)−1C(A+ xC)−1)
= tr(C(A+ xC)−1CBBT)
= tr((CB)T(A+ xC)−1CB).
It is easy to see that (CB)T(A+ xC)−1CB is a positive definite matrix because
vT(CB)T(A+ xC)−1CBv= (CBv)T(A+ xC)−1CBv> 0
for all v ∈ Rn since (A+ xC)−1 is positive definite. Therefore, the sum of its eigenvalues are positive, so
tr((A+ xC)−1C(A+ xC)−1C) = tr((CB)T(A+ xC)−1CB)> 0.
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Since f (x) is concave, it lies below its tangent lines so
f (t)≤ f (0)+ f ′(0)t for all t in the domain of f (t).
If |A+C|> 0 then we can take t = 1 to conclude
log |A|+ tr(A−1C)≥ log |A+C|.
Proposition 11 (Sum(ξ (A)) is convex). Suppose C is a symmetric matrix. The function
f (x) = Sum(ξ (A+ xC))
is convex. In particular, we have
Sum(ξ (A))+ tr(ξ
′
(A)C)≤ Sum(ξ (A+C))
for all C.
Proof. Since βp are positive and βp = 0 for all odd p, ξ (A) is a convex function in each of its coordinates.
Since the finite sum of convex functions are convex,
f (x) = Sum(ξ (A+ xC))
is convex. Since each entry of ξ is a convex function, we have
ξ (A)i j+ξ
′
(A)i jC i j ≤ ξ (A+C)i j.
Summing over i, j ≤ n implies
Sum(ξ (A))+ tr(ξ
′
(A)C)≤ Sum(ξ (A+C)).
Proposition 12 (Inverse Matrices are Convex). Let A be a positive definite matrix, and suppose that B,C ∈
S
n
+ also satisfy (A−B)−1 > 0 and (A−C)−1 > 0. Then inverting matrices are convex,
(A− (εB+(1− ε)C))−1 ≤ ε(A−B)−1+(1− ε)(A−C)−1.
Proof. Let v ∈Rn and A,B ∈ Sn+. It suffices to show that
f (t) = tr((A− tB)−1vvT)
satisfies f ′′(t)≥ 0 for all t in the domain. By the chain rule and Proposition 6,
f ′(t) = tr((A− tB)−1B(A− tB)−1vvT)
and
f ′′(t) = 2tr((A− tB)−1B(A− tB)−1B(A− tB)−1vvT).
Since (A− tB)−1 is positive definite, we have
f ′′(t) = 2tr((B(A− tB)−1v)T(A− tB)−1(B(A− tB)−1v))> 0.
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The result in the proposition follows immediately. Let v ∈ Rn, A be a positive definite matrix, and
suppose that B,C ∈ Sn+ also satisfy (A−B)−1 > 0 and (A−C)−1 > 0. We have shown that
g(t) = tr((A−C− t(B−C))−1vvT) = vT(A−C− t(B−C))−1v
is a convex function in for t ∈ [0,1] so
vT(A− (εB+(1− ε)C))−1v= g(ε)≤ (1− ε)g(0)+ εg(1) = εxT(A−B)−1v+(1− ε)vT(A−C)−1v.
This holds for all v ∈ Rn, so
(A− (εB+(1− ε)C))−1 ≤ ε(A−B)−1+(1− ε)(A−C)−1.
Proposition 13 (Upper Bound on the Determinant). If A is a positive definite, then
|A| ≤
( tr(A)
n
)n
.
Proof. Since A is positive definite, its eigenvalues λ1, . . . ,λn are positive. Therefore, by the AM–GM in-
equality,
|A|1/n =
( n
∏
i=1
λ j
)1/n
≤ ∑
n
i=1λi
n
=
tr(A)
n
.
Proposition 14 (Admissible Perturbations of Positive Definite Matrices). If A is a positive definite, then for
all symmetric matrices C, there exists a ε∗ such that
A+ εC
is also positive definite for all ε < ε∗.
Proof. We will show that vT(A+ εC)v > 0 for all v ∈ Rn and all ε sufficiently small. Since A is positive
definite, we have
vT(A+ εC)v≥ λmin(A)‖v‖2− ε‖C‖∞‖v‖2 = (λmin(A)− ε‖C‖∞)‖v‖2.
Since λmin(A)> 0, setting ε <
λmin(A)
‖C‖∞ guarantees v
T(A+ εC)v> 0.
Proposition 15 (Hadamard Product of Positive Definite Matrices). If for each j ≤ n, there exists a p ≥ 2
such that βp( j) 6= 0, and both |Qℓ|> 0 and |Qℓ−Qℓ−1|> 0, then |ξ ′(Qℓ)−ξ ′(Qℓ−1)|> 0.
Proof. First recall the Hadamard product representation of ξ
′
(Q),
ξ
′
(Q) = ∑
p≥2
p(βpβ
T
p )⊙ (Q)⊙(p−1).
Using the difference of powers formula to factor term by term, we have
ξ
′
(Qℓ)−ξ ′(Qℓ−1) = ∑
p≥2
p(βpβ
T
p )⊙
(
Q
⊙(p−1)
ℓ −Q⊙(p−1)ℓ−1
)
= (Qℓ−Qℓ−1)⊙ ∑
p≥2
p(βpβ
T
p )⊙ ∑
0≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1.
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By the Schur product theorem, the above is the Hadamard product of positive semidefinite matrices, so it
must be positive semidefinite. By our assumption on βp, there exists a M sufficiently large such that all
entries of ∑2≤p≤M p(βpβTp ) are positive. Therefore,
ξ
′
(Qℓ)−ξ ′(Qℓ−1) = (Qℓ−Qℓ−1)⊙ ∑
2≤p≤M
p(βpβ
T
p )⊙ ∑
0≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1 (111)
+(Qℓ−Qℓ−1)⊙ ∑
p>M
p(βpβ
T
p )⊙ ∑
0≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1. (112)
It suffices to show that the first matrix term (111) is positive definite, because the second matrix term (112) is
positive semidefinite (the product of positive semidefinite matrices), and the sum of a positive definite matrix
and a positive semidefinite matrix is positive definite. To prove this fact, we recall Oppenheim’s inequality ,
which states for all positive semidefinite matrices A and B,
det(A⊙B)≥ det(A)∏
j≤n
B j j.
Therefore, we have the determinant of (111) is bounded below by
|Qℓ−Qℓ−1| ·∏
i≤n
(
∑
2≤p≤M
p(βpβ
T
p )⊙ ∑
0≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1
)
ii
. (113)
We claim that each diagonal element appearing above is strictly positive. Since Qℓ > 0, for each p≥ 2, we
have
Ap := ∑
0≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1 =Q⊙(p−2)ℓ + ∑
1≤k≤p−2
Q
⊙(p−2)−k
ℓ ⊙Q⊙kℓ−1 > 0
since the first term is the Hadamard power of a positive definite matrix and hence positive definite by the
Schur product theorem. Since the diagonal elements of a positive definite matrix are all strictly positive, we
have for all i≤ n, (
∑
2≤p≤M
p(βpβ
T
p )⊙Ap
)
ii
≥
(
∑
2≤p≤M
p(βpβ
T
p )
)
ii
· min
2≤p≤M
(
Ap
)
ii
> 0.
Substituting this fact into (113) and using the fact |Qℓ−Qℓ−1|> 0 implies (111) is positive definite, so the
superadditivity of the determinant for positive semidefinite matrices implies
|ξ ′(Qℓ)−ξ ′(Qℓ−1)|> 0
as required.
Proposition 16 (Monotonicity of Products). If A,C ∈ Sn+, then
tr(AC)≥ 0.
In particular, if B ≥ A, then
tr(BC)≥ tr(AC).
Proof. Consider the eigendecomposition C = RΛRT, where Λ = diag(λ1, . . . ,λn) is the diagonal matrix of
eigenvalues and R is an orthogonal matrix. Since Λ is diagonal, we can write it as a sum of real valued
vectors v1, . . . ,vn,
Λ =
n
∑
i=1
viv
T
i ,
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where vi =
√
λiei. Since tr(ABC) = tr(CAB), the rank 1 decomposition above implies that
tr(AC) = tr(RTARΛ) =
n
∑
i=1
tr(RTARviv
T
i ) =
n
∑
i=1
tr((Rvi)
TA(Rvi))≥ 0,
since A is positive semidefinite. If B ≥ A, then B−A is positive semidefinite, so
tr((B−A)C)≥ 0 =⇒ tr(BC)≥ tr(AC).
A.4 Calculus Results
Proposition 17. Recall the functions Pεr (Λ,Q) defined in (26) and C
ε
r (Q) defined in (64). We have
lim
ε→0
inf
Λ,Q
P
ε
r (Λ,Q) = inf
Λ,Q
lim
ε→0
P
ε
r (Λ,Q) = inf
Λ,Q
Pr(Λ,Q)
and
lim
ε→0
inf
Q
C
ε
r (Q) = inf
Q
lim
ε→0
C
ε
r (Q) = inf
Q
Cr(Q).
Proof. Since Pεr = P+εBr and Br ≥ 0, Pεr is decreasing in ε . The functional Pεr (Λ,Q) is only defined
for strictly monotone sequences Q. If we restrict Pr to strictly monotone sequences, and take the infimums
only over Q with strictly increasing increments then
lim
ε→0
inf
Λ,Q
P
ε
r (Λ,Q) = inf
ε ,Λ,Q
P
ε
r (Λ,Q) = inf
Λ,Q
lim
ε→0
P
ε
r (Λ,Q) = inf
Λ,Q
Pr(Λ,Q)
since infΛ,QP
ε
r (Λ,Q) is also decreasing in ε . Furthermore, since Pr is continuous and the space of Q with
increasing increments is the closure of the paths with strictly increasing elements we can take the infimum
over all paths of the form (9) without changing the value of infΛ,QPr(Λ,Q).
The proof for C εr is identical.
Proposition 18 (Uniform Continuity ofC with respect to Temperature). LetC~β 1
(x,Q) and C~β 2
(x,Q) denote
the Crisanti–Sommers functional (15) with respect to ~β 1 and
~β 2. If
∑
p≥2
‖~β 1p ⊗~β 1p −~β 2p ⊗~β 2p‖1 ≤ δ , (114)
then for any~x,Q,
|C~β 1(x,Q)−C~β 2(x,Q)| ≤ 2δ .
Proof. Since Cr(x,Q) only depends on temperature through ξ , we only have to find a bound for
1
2
∣∣∣∣ ∑
1≤k≤r−1
xk ·Sum
(
ξ ~β 1
(Qk+1)−ξ~β 1(Qk)
)− ∑
1≤k≤r−1
xk ·Sum
(
ξ ~β 2
(Qk+1)−ξ~β 2(Qk)
)∣∣∣∣, (115)
where
ξ ~β 1
(Q) = ∑
p≥2
(~β 1p ⊗~β 1p)⊙Q◦p and ξ ~β 2(Q) = ∑
p≥2
(~β 2p ⊗~β 2p)⊙Q◦p.
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Since (Qp)i j ≤ 1 for any matrix 0 ≤ Qp ≤ Q, the assumption (114) implies∣∣∣Sum(ξ ~β 1(Qp)−ξ ~β 2(Qp)
)∣∣∣≤ ∑
p≥2
∑
i, j≤n
∣∣∣(~β 1p (i)~β 1p ( j)−~β 2p(i)~β 2p ( j))
∣∣∣≤ δ .
Using summation by parts, we see that
∑
1≤k≤r−1
xk ·Sum
(
ξ (Qk+1)−ξ (Qk)
)
=− ∑
1≤k≤r−1
(xk− xk−1)Sum
(
ξ (Qk))+ xr−1Sum(ξ (Qr)),
so (115) is bounded by
∑
1≤k≤r−1
(xk− xk−1)
∣∣∣Sum(ξ ~β 1(Qk))−Sum
(
ξ ~β 2
(Qk))
∣∣∣+ xr−1|Sum(ξ ~β 1(Qr))−Sum(ξ ~β 2(Qr))| ≤ 2δ .
Proposition 19 (Uniform Continuity ofP with respect to Temperature). LetP~β 1
(Λ,x,Q) andP~β 2
(Λ,x,Q)
denote the Parisi functional (12) with respect to ~β 1 and
~β 2. If
∑
p≥2
‖~β 1p ⊗~β 1p −~β 2p ⊗~β 2p‖1 ≤ δ , (116)
then ∣∣∣ inf
r,Λ,x,Q
P~β 1
(Λ,x,Q)− inf
r,Λ,x,Q
P~β 2
(Λ,x,Q)
∣∣∣≤ δ .
Proof. Recall that the Parisi functional is a the limit of the free energy,
lim
N→∞
1
N
E log
∫
Q
expH
~β
N (σ)dλN = inf
r,Λ,x,Q
P~β
(Λ,x,Q).
We can use Gaussian interpolation to prove uniform continuity. Consider the Hamiltonian,
Ht(σ) =
√
tH
~β 1
N (σ)+
√
1− tH~β 2N (σ),
and the interpolating free energy,
ϕ(t) =
1
N
E log
∫
Q
expHt(σ)dλN .
Differentiating with respect to t and integrating by parts, we see that
ϕ ′(t) =
1
N
〈 d
dt
Ht(σ)
〉
t
=
1
2
〈
Sum(ξ ~β 1
(R1,1)−ξ ~β 2(R1,1))−Sum(ξ ~β 1(R1,2)−ξ~β 2(R1,2)))
〉
t
where 〈·〉t is the Gibbs average proportional to eHt(σ). Since ‖R‖∞ ≤ 1, the assumption (116) implies∣∣∣Sum(ξ ~β 1(R)−ξ ~β 2(R)
)∣∣∣≤ ∑
p≥2
∑
i, j≤n
∣∣∣(~β 1p(i)~β 1p ( j)−~β 2p(i)~β 2p ( j))
∣∣∣ ≤ δ .
Therefore, |ϕ ′(t)| ≤ δ , so∣∣∣ 1
N
E log
∫
Q
expH
~β 1
N (σ)dλN −
1
N
E log
∫
Q
expH
~β 2
N (σ)dλN
∣∣∣≤ δ ,
and taking limits implies ∣∣∣ inf
r,Λ,x,Q
P~β 1
(Λ,x,Q)− inf
r,Λ,x,Q
P~β 2
(Λ,x,Q)
∣∣∣≤ δ .
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B Derivatives of Pr and Cr
B.1 Derivatives of Pr with respect to Q
We use summation by parts, to write Pr(Λ,x,Q) as
Pr(Λ,x,Q) =
1
2
[
tr(ΛQ)−n+ tr((~h~hT+ξ ′(Q1))Λ−11 )− ∑
2≤k≤r
( 1
xk
− 1
xk−1
)
log |Λk|− 1
x1
log |Λ1|
− ∑
1≤k≤r−1
xk · tr
(
1× (θ (Qk+1)−θ (Qk))
)]
. (117)
Since (Λk)
r
k=1 is a function of (Qk)
r
k=1, for 1≤ p≤ r−1 we have
(1) If p< ℓ
dΛℓ
dQp
= 0
(2) If p> ℓ
dΛℓ
dQp
= (xp− xp−1)(ξ ′′(Qp)⊙C)
(3) If p= ℓ
dΛℓ
dQp
= xp(ξ
′′
(Qp)⊙C).
Using the formulas in [Appendix A.1] and the chain rule on (117), the derivatives in direction 2C (the
constant 2 is to cancel the constant factor of 1
2
in front of Pr) for 2≤ p≤ r−1 are given by
∂QpPr =−(xp− xp−1) tr
(
Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 × (ξ ′′(Qp)⊙C)
)
− (xp− xp−1) ∑
1≤ℓ<p
( 1
xℓ
− 1
xℓ−1
)
tr
(
Λ−1ℓ (ξ
′′
(Qp)⊙C))
)
− xp
( 1
xp
− 1
xp−1
)
tr
(
Λ−1p (ξ
′′
(Qp)⊙C)
)− (xp− xp−1)
x1
tr(Λ−11 (ξ
′′
(Qp)⊙C))
+ (xp− xp−1) tr(Qp(ξ ′′(Qp)⊙C))
=−(xp− xp−1) tr
(
Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 × (ξ ′′(Qp)⊙C)
)
− (xp− xp−1) ∑
1≤k≤p−1
1
xk
(
tr((Λ−1k −Λ−1k+1)× (ξ ′′(Qp)⊙C))
)
+(xp− xp−1) tr(Qp× (ξ ′′(Qp)⊙C)),
and the derivative for p= 1 is given by
∂Q1Pr =−x1 tr
(
Λ−11
(
~h~hT +ξ
′
(Q1)
)
Λ−11 × (ξ ′′(Qp)⊙C)
)
+ x1 tr(Q1× (ξ ′′(Qp)⊙C)).
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B.2 Derivative of Cr with respect to Q
We use summation by parts to write Cr(x,Q) as
Cr(x,Q) =
1
2
[
tr(~h~hTD1)+ tr(Q1D
−1
1 )+
1
x1
log |D1|+ ∑
2≤k≤r−1
log |Dk|
( 1
xk
− 1
xk−1
)
+ ∑
1≤k≤r−1
xk · tr
(
1× (ξ (Qk+1)−ξ (Qk))
)]
. (118)
Since (Dk)
r
k=1 is a function of (Qk)
r
k=1, for 1≤ p≤ r−1 we have
(1) If p< ℓ
dDℓ
dQp
= 0
(2) If p> ℓ
dDℓ
dQp
= (xp−1− xp)C
(3) If p= ℓ
dDℓ
dQp
=−xpC.
Using the formulas in [Appendix A.1] and the chain rule on (118), the derivatives in direction 2C (the
constant 2 is to cancel the constant factor of 1
2
in front of Cr) for 2≤ p≤ r−1 are given by
∂QpCr = (xp−1− xp) tr(~h~hTC)− (xp−1− xp) tr(D−11 Q1D−11 C)+
1
x1
(xp−1− xp) tr(D−11 C)
+ ∑
2≤k<p
(xp−1− xp)
( 1
xk
− 1
xk−1
)
tr(D−1k C)− xp
( 1
xp
− 1
xp−1
)
tr(D−1p C)
+ (xp−1− xp) tr(ξ ′(Qp)C)
= (xp−1− xp) tr(~h~hTC)− (xp−1− xp) tr(D−11 Q1D−11 C)
− (xp−1− xp) ∑
1≤k≤p−1
1
xk
tr((D−1k+1−D−1k )C)+ (xp−1− xp) tr(ξ ′(Qp)C),
and the derivative for p= 1 is given by
∂Q1Cr =−x1 tr(~h~hTC)+ x1 tr(D−11 Q1D−11 C)− x1 tr(ξ ′(Q1)C).
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