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1. Introduction
In this paper we give integral representations for solutions of the system of elliptic
quantum Knizhnik–Zamolodchikov–Bernard (qKZB) difference equations in the case of
sl2. The qKZB equations [F] are a quantum deformation of the KZB differential equations
obeyed by correlation functions of the Wess–Zumino–Witten model on tori. They have
the form
Ψ(z1, . . . , zj + p, . . . , zn) = Kj(z1, . . . , zn; τ, η, p)Ψ(z1, . . . , zn).
The unknown function Ψ takes values in a space of vector valued functions of a complex
variable λ, and the Kj are difference operators in λ. The parameters of this system of
equations are τ (the period of the elliptic curve), η (“Planck’s constant”), p (the step)
and n “highest weights” Λ1, . . . ,Λn ∈ C. The operators Kj are expressed in terms of
R-matrices of the elliptic quantum group Eτ,η(sl2).
In the trigonometric limit τ → i∞, the qKZB equations reduce to the trigonometric
qKZ equations [FR] obeyed by correlation functions of statistical models and form factors
of integrable quantum field theories in 1+1 dimensions.
The KZB equations can be obtained in the semiclassical limit: η → 0, p → 0, p/η
finite.
When the step p of the qKZB equations goes to zero (with the other parameters
fixed) our construction gives common eigenfunctions of the n commuting operators
Kj(z1, . . . , zn; τ, η, 0) in the form of the Bethe ansatz. These difference operators are
closely related to the transfer matrices of IRF models of statistical mechanics.
Our results follow from the main theme of this paper: a geometric construction of
tensor products of evaluation Verma modules over the elliptic quantum group Eτ,η(sl2).
In particular, we obtain some formulae given in [FV1] for the action of generators on
these modules.
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The results of this paper are thus parallel to the results on solutions of the rational
and trigonometric qKZB equations of [V, TV2], which are based on the representation
theory of the Yangian Y (sl2) and the affine quantum universal enveloping algebra Uq(ŝl2),
respectively.
The paper is organized as follows: we begin by introducing the notion of R-matrices
and the qKZB equations in Section 2. The geometric construction of R-matrices is given
in Section 3. At the end of that section we show how to obtain representations of Eτ,η(sl2)
in this way, and give some explicit formulae for R-matrix elements.
The main applications of the geometric construction are contained in Sections 4–7. The
Bethe ansatz eigenfunctions of the commuting system of difference operators are given
in Section 4, Theorem 13. The proof of completeness of Bloch eigenfunctions obtained
by the Bethe ansatz in the case of rational η is given for generic parameters in Section
5. In Section 6, we compare our results with the algebraic Bethe ansatz of [FV2]. In
particular, we show, using the results of Section 5 that the algebraic Bethe ansatz gives a
basis of eigenvectors in some cases. Our results on integral representation for solutions of
the qKZB equations are stated in Theorem 22 and Theorem 24, Section 7. In Section 8
we introduce the technique of iterated residues, the main calculational tool of the paper,
and complete the proofs of our results.
Some of our results seem to be related to the results in the recent preprint [T], in which
integral solutions of a system of difference equations associated to Sklyanin’s algebra are
constructed.
In the next paper of this series, we will discuss integration cycles, and compute the
monodromy of the qKZB equations. It turns out that the monodromy is described in
terms of R-matrices of the elliptic quantum group Ep,η(sl2) and that the elliptic quantum
groups associated to the elliptic curves C/(Z + τZ) and C/(Z + pZ) play a symmetric
role in the story.
2. R-matrices, qKZB equations and commuting difference operators
2.1. R-matrices. The qKZB equations are given in terms of R-matrices of elliptic quan-
tum groups. In the sl2 case, these R-matrices have the following properties. Let h = Ch
be a one-dimensional Lie algebra with generator h. For each Λ ∈ C consider the h -module
VΛ = ⊕
∞
j=0Cej , with hej = (Λ− 2j)ej . For each pair Λ1, Λ2 of complex numbers we have
a meromorphic function, called the R-matrix, RΛ1,Λ2(z, λ) of two complex variables, with
values in End(VΛ1 ⊗ VΛ2).
The main properties of the R-matrices are
I. Zero weight property: for any Λi, z, λ, [RΛ1,Λ2(z, λ), h
(1) + h(2)] = 0.
II. For any Λ1,Λ2,Λ3, the dynamical Yang–Baxter equation
RΛ1,Λ2(z, λ− 2ηh
(3))(12)RΛ1,Λ3(z + w, λ)
(13)RΛ2,Λ3(w, λ− 2ηh
(1))(23)
= RΛ2,Λ3(w, λ)
(23)RΛ1,Λ3(z + w, λ− 2ηh
(2))(13)RΛ1,Λ2(z, λ)
(12),
holds in End(VΛ1 ⊗ VΛ2 ⊗ VΛ3) for all z, w, λ.
III. For all Λ1, Λ2, z, λ, RΛ1,Λ2(z, λ)
(12)RΛ2,Λ1(−z, λ)
(21) = Id. This property is called
“unitarity”.
We use the following notation: if X ∈ End(Vi) we denote by X
(i) ∈ End(V1⊗· · ·⊗Vn)
the operator · · · ⊗ Id ⊗ X ⊗ Id ⊗ · · · , acting non-trivially on the ith factor of a tensor
product of vector spaces, and if X =
∑
Xk⊗Yk ∈ End(Vi⊗Vj) we set X
(ij) =
∑
X
(i)
k Y
(j)
k .
If X(µ1, . . . , µn) is a function with values in End(V1⊗· · ·⊗Vn), then X(h
(1), . . . , h(n))v =
X(µ1, . . . , µn)v if h
(i)v = µiv, for all i = 1, . . . , n.
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For each τ in the upper half plane and generic η ∈ C (“Planck’s constant”) a system of
R-matrices RΛ1,Λ2(z, λ) obeying I–III was constructed in [FV1]. They are characterized
by an intertwining property with respect to the action of the elliptic quantum group
Eτ,η(sl2) on tensor products of evaluation Verma modules. In this paper, we give an
alternative geometric construction of these R-matrices, see Section 3.
2.2. qKZB equations. Fix the parameters τ, η. Fix also n complex numbers Λ1, . . . ,Λn
and an additional parameter p ∈ C. Let V = VΛ1⊗· · ·⊗VΛn. The kernel of h
(1)+· · ·+h(n)
on V is called the zero-weight space and is denoted V [0]. More generally, we write V [µ] for
the eigenspace of
∑
h(i) with eigenvalue µ. The qKZB equations are difference equations
for a function Ψ(z1, . . . , zn, λ) of n complex variables z1, . . . , zn with values in the space
of meromorphic functions Fun(V [0]) of a complex variable λ with values in V [0].
The qKZB equations [F] have the form
Ψ(z1, . . . , zj + p, . . . , zn) = Rj,j−1(zj−zj−1 + p) · · ·Rj,1(zj−z1 + p) (1)
ΓjRj,n(zj−zn) · · · , Rj,j+1(zj−zj+1)Ψ(z1, . . . , zn)
Here Rk,l(z) is the operator of multiplication by
RΛk,Λl(z, λ− 2η
l−1∑
j=1
j 6=k
h(j))(k,l)
acting on the kth and lth factor of the tensor product, and Γj is the linear difference
operator such that ΓjΨ(λ) = Ψ(λ− 2ηµ) if h
(j)Ψ = µΨ.
The consistency of these equations follows from I–III. In other words, the qKZB equa-
tions may be viewed as the equation of horizontality for a flat discrete connection on a
trivial vector bundle with fiber Fun(V [0]) over an open subset of Cn.
2.3. Commuting difference operators. A closely related set of difference equations
is the eigenvalue problem
Hj(z)ψ = ǫjψ, j = 1, . . . , n, ψ ∈ Fun(V [0])
for the commuting difference operators
Hj(z) = Rj,j−1(zj−zj−1) · · ·Rj,1(zj−z1)ΓjRj,n(zj−zn) · · · , Rj,j+1(zj−zj+1). (2)
Here z = (z1, . . . , zn) is a fixed generic point in C
n and ψ is in Fun(V [0]). The fact that
the operators Hj(z) commute with each other follows from the flatness of the connection
as p→ 0.
2.4. Finite dimensional representations. If Λ is a nonnegative integer, VΛ contains
the subspace SVΛ = ⊕
∞
j=Λ+1Cej with the property that, for any M, SVΛ⊗VM and VM⊗SVΛ
are preserved by the R-matrices RΛ,M(z, λ) and RM,Λ(z, λ), respectively, see [FV1] and
Theorem 8. Let LΛ = VΛ/SVΛ, Λ ∈ Z>0. Then, in particular, for any nonnegative
integers Λ and M, RΛ,M(z, λ) induces a map, also denoted by RΛ,M(z, λ), on the finite
dimensional space LΛ ⊗ LM.
The simplest nontrivial case is Λ = M = 1. Then R1,1(z, λ) is defined on a four-
dimensional vector space and coincides with the fundamental R-matrix, the matrix of
structure constants of the elliptic quantum group Eτ,η(sl2), see Theorem 10.
In any case, if Λ1, . . . ,Λn are nonnegative integers, we can consider the qKZB equations
(1) and the eigenvalue problem (2) on functions with values in the zero weight space of
LΛ1 ⊗ · · · ⊗ LΛn .
The results below obtained for the solutions with values in ⊗jVΛj immediately extend
to this case: let π : ⊗nj=1VΛj → ⊗
n
j=1LΛj denote the canonical projection.
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Lemma 1. Let Ψ(z1, . . . , zn) be a solution of the qKZB equations with values in V [0] =
VΛ1⊗· · ·⊗VΛn [0]. Then π ◦Ψ(z1, . . . , zn) is a solution of the qKZB equations with values
in L[0] = LΛ1 ⊗ · · · ⊗ LΛn [0]. Similarly if Ψ ∈ Fun(V [0]) is a common eigenfunction of
the operators Hj(z) then π ◦Ψ is a common eigenfunction of the induced operators Hj(z)
on Fun(L[0]), with the same eigenvalues.
In this lemma, the zero function should also be understood as an eigenfunction, since,
certainly, π ◦Ψ can vanish.
2.5. Remarks.
1. If Λ1 = · · · = Λn = Λ ∈ Z>0, then the commuting operators Hj(z) on L[0] are
special values of the transfer matrix T (w; z1, . . . , zn). This difference operator is defined
as follows. Let P [µ] ∈ End(LΛ) be the projection onto the subspace of LΛ of weight µ:
P [Λ− 2j]ek = δjkek, j = 0, . . . ,Λ. Define the partial trace
trLΛ[µ] = (tr ◦ P [µ])⊗ Id : End(⊗
n
j=0LΛ) ≃ End(LΛ)⊗ End(⊗
n
j=1LΛ)→ End(⊗
n
j=1LΛ)
Then the transfer matrix T (w) = T (w; z1, . . . , zn) ∈ End(Fun(L[0])) is defined by
T (w)f(λ) = trLΛ[µ](R0,n(w − zn) · · ·R0,1(w − z1))f(λ− 2ηµ),
R0,j(w − zj) := R
(0,j)
Λ,Λ (w − zj, λ− 2η
j−1∑
k=1
h(j)).
These transfer matrices commute on L[0] for different values of w. It can be shown that
Hj(z1, . . . , zn) = T (zj; z1, . . . , zn).
In particular, the operators Hj(z1, . . . , zn) commute with the transfer matrices.
2. Below, a geometric construction of R-matrices is given. This construction gives in
particular a construction of RΛ,M on LΛ⊗LM for all Λ,M ∈ Z>0. Alternatively, these R-
matrices can be computed starting from R1,1 by the fusion procedure, see [FV1], Section
8.
3. Modules over the elliptic quantum group as function spaces
In this section we realize the spaces dual to tensor products of evaluation Verma
modules over Eτ,η(sl2) as spaces of functions. The R-matrices are then constructed
geometrically.
Let us fix complex parameters τ , η with Im(τ) > 0, and complex numbers Λ1, . . . ,Λn.
We set ai = ηΛi, i = 1, . . . , n.
3.1. A space of symmetric functions. We first introduce a space of functions with
an action of the symmetric group. Recall that the Jacobi theta function
θ(t) = −
∑
j∈Z
eπi(j+
1
2
)2τ+2πi(j+ 1
2
)(t+ 1
2
), (3)
has multipliers −1 and − exp(−2πit − πiτ) as t → t + 1 and t → t + τ , respectively. It
is an odd entire function whose zeros are simple and lie on the lattice Z+ τZ. It has the
product formula
θ(t) = 2eπiτ/4 sin(πt)
∞∏
j=1
(1− qj)(1− qje2πit)(1− qje−2πit), q = e2πiτ .
Definition: For complex numbers a1, . . . , an, z1, . . . , zn, λ let F˜
m
a1,...,an
(z1, . . . , zn, λ) be
the space of meromorphic functions f(t1, . . . , tm) of m complex variables such that
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(i)
∏
i<j θ(ti − tj + 2η)
∏m
i=1
∏n
k=1 θ(ti − zk − ak)f is a holomorphic function on C
m.
(ii) f is periodic with period 1 in each of its arguments and
f(· · · , tj + τ, · · · ) = e
−2πi(λ+4ηj−2η)f(· · · , tj, · · · ),
for all j = 1, . . . , m.
There is an action of the symmetric group on this space of functions that we introduce
now.
Lemma 2. The symmetric group Sm acts on F˜
m
a1,...,an
(z1, . . . , zn, λ) so that the transpo-
sition of j and j + 1 acts as
sjf(t1, . . . , tm) = f(t1, . . . , tj+1, tj, . . . , tm)
θ(tj − tj+1 − 2η)
θ(tj − tj+1 + 2η)
.
Proof : Denote by φ(tj−tj+1) the ratio of theta functions in the definition of the action of
sj. The meromorphic function φ is 1-periodic and obeys φ(t+ τ) = e
8πiηφ(t). Therefore,
the action preserves the behavior of functions in F˜m under translations by the lattice.
The position of the poles is also preserved by the action as it is easy to check. The
relation sjsj+1sj = sj+1sjsj+1 holds automatically and the relation s
2
j = 1 follows from
φ(t)φ(−t) = 1. These are the two relations defining the symmetric group. ✷
Definition: For any m ∈ Z>0, let F
m
a1,...,an
(z1, . . . , zn, λ) = F˜
m
a1,...,an
(z1, . . . , zn, λ)
Sm be
the space of Sm-invariant functions. If m = 0, we set F
0
a1,...,an
(z1, . . . , zn, λ) = C. We
denote by Sym the symmetrization operator Sym=
∑
s∈Sm
s : F˜m → Fm. Also, we set
Fa1,...,an(z1, . . . , zn, λ) = ⊕
∞
m=0F
m
a1,...,an(z1, . . . , zn, λ),
and define an h -module structure on Fa1,...,an(z1, . . . , zn, λ)) by letting h act by
h|Fma1,...,an(z1,...,zn,λ) = (
n∑
i=1
Λi − 2m)Id, ai = ηΛi.
Some technical results on this space of functions are proved in Section 8. In particular,
it is shown in Lemma 28 that Fma1,...,an(z1, . . . , zn, λ) is a finite dimensional vector space
of dimension
(
n+m− 1
m
)
.
Clearly, Fmaσ(1),...,aσ(n)(zσ(1), . . . , zσ(n)) = F
m
a1,...,an(z1, . . . , zn, λ) for any permutation σ ∈
Sn.
Example: Let n = 1. Then Fma (z, λ) is a one-dimensional space spanned by
ωm(t1, . . . , tm, λ; z) =
∏
i<j
θ(ti − tj)
θ(ti − tj + 2η)
m∏
j=1
θ(λ + 2ηm+ tj − z − a)
θ(tj − z − a)
, (4)
see Lemma 29, Section 8.
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3.2. Tensor products.
Proposition 3. Let n = n′ + n′′, m = m′ +m′′ be nonnegative integers and a1, . . . , an,
z1, . . . , zn be complex numbers. The formula
k(t1, . . . , tm) =
1
m′!m′′!
Sym
(
f(t1, . . . , tm′)g(tm′+1, . . . , tm)
∏
m′<j6m
16l6n′
θ(tj − zl + al)
θ(tj − zl − al)
)
correctly defines a linear map Φ : f ⊗ g 7→ k = Φ(f ⊗ g),
⊕mm′=0F
m′
a1,...,an′
(z1, . . . , zn′, λ)⊗ F
m′′
an′+1,...,an
(zn′+1, . . . , zn, λ− 2ν)
→ Fma1,...,an(z1, . . . , zn, λ),
where ν = a1 + · · ·+ an′ − 2ηm
′. For generic values of the parameters zj, λ, the map Φ
is an isomorphism. Moreover, Φ is associative in the sense that, for any three functions
f, g, h, Φ(Φ(f ⊗ g)⊗ h) = Φ(f ⊗ Φ(g ⊗ h)), whenever defined.
The only claim that does not follow immediately from the definitions is the claim that
Φ is an isomorphism for generic zi’s and λ. The proof of this is deferred to Section 8.
By iterating this construction, we get for all n > 1 a linear map Φn, defined recursively
by Φ1 = Id, Φn = Φ(Φn−1 ⊗ Id), from
⊕m1+···+mn=m ⊗
n
i=1 F
mi
ai
(zi, λ− 2η(µ1 + · · ·+ µi−1))
to Fma1,...,an(z1, . . . , zn, λ), with µj = aj/η − 2mj , j = 1, . . . , n. Let V
∗
Λ = ⊕
∞
j=0Ce
∗
j be the
restricted dual of the module VΛ = ⊕
∞
j=0Cej. It is spanned by the basis (e
∗
j ) dual to the
basis (ej). We let h act on V
∗
Λ by he
∗
j = (Λ − 2j)e
∗
j . Then the map that sends e
∗
j to ωj
(see (4)) defines an isomorphism of h -modules
ω(z, λ) : V ∗Λ → Fa(z, λ), a = ηΛ.
By composing this with the maps Φ of Proposition 3, we obtain homomorphisms (of
h -modules)
ω(z1, . . . , zn, λ) : V
∗
Λ1
⊗ · · · ⊗ V ∗Λn → Fa1,...,an(z1, . . . , zn, λ)
which are isomorphisms for generic values of z1, . . . , zn, λ. The restriction of the map
ω(z1, . . . , zn, λ) to Ce
∗
m1
⊗ · · · ⊗ e∗mn is
Φn(ω(z1, λ)⊗ ω(z2, λ− 2ηµ1)⊗ · · · ⊗ ω(zn, λ− 2η(µ1 + · · ·+ µn−1))),
where µj = Λj − 2mj , j = 1, . . . , n. For example, if n = 2, then ω(z1, z2, λ) sends e
∗
j ⊗ e
∗
k
to
1
j!k!
Sym
(
ωj(t1, . . . , tj,λ; z1)ωk(tj+1, . . . , tj+k,λ− 2a1 + 4ηj; z2)
j+k∏
i=j+1
θ(ti − z1 + a1)
θ(ti − z1 − a1)
)
,
where {ωj(t1, . . . , tj , λ; z)} is the basis (4) of Fa(z, λ).
More generally, we have an explicit formula for the image of e∗m1 ⊗· · ·⊗ e
∗
mn , which we
discuss next.
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3.3. A basis of Fa1,...,an(z1, . . . , zn). The space VΛ comes with a basis ej. Thus we
have the natural basis e∗m1 ⊗ · · · ⊗ e
∗
mn of the tensor product of V
∗
Λi
in terms of the
dual bases of the factors. The map ω(z1, . . . , zn, λ) maps, for generic zi, this basis to a
basis of Fa1,...,an(z1, . . . , zn, λ), which is an essential part of our formulae for Bethe ansatz
eigenvectors and integral representations for solutions of the qKZB equations.
We give here an explicit formula for the basis vectors.
Proposition 4. Let m ∈ Z>0, Λ = (Λ1, . . . ,Λn) ∈ C
n, and let z = (z1, . . . , zn) ∈ C
n be
generic. Set ai = ηΛi. Let
u(t1, . . . , tm) =
∏
i<j
θ(ti − tj + 2η)
θ(ti − tj)
Then, for generic λ ∈ C, the functions
ωm1,...,mn(t1, . . . , tm, λ; z) = ω(z, λ) e
∗
m1
⊗ · · · ⊗ e∗mn
labeled by m1, . . . , mn ∈ Z with
∑
kmk = m form a basis of F
m
a (z, λ) and are given by
the explicit formula
ωm1,...,mn(t1, . . . , tm, λ; z) = u(t1, . . . , tm)
−1
∑
I1,...,In
n∏
l=1
∏
i∈Il
l−1∏
k=1
θ(ti − zk + ak)
θ(ti − zk − ak)
×
∏
k<l
∏
i∈Ik,j∈Il
θ(ti − tj + 2η)
θ(ti − tj)
n∏
k=1
∏
j∈Ik
θ(λ+tj−zk−ak+2ηmk−2η
∑k−1
l=1 (Λl−2ml))
θ(tj − zk − ak)
.
The summation is over all n-tuples I1, . . . , In of disjoint subsets of {1, . . . , m} such that
Ij has mj elements, 1 6 j 6 n.
Proof : If n = 1 this formula is the same as the one given above, eq. (4). The function
u is designed to intertwine between the twisted symmetrization Sym defined above and
the ordinary symmetrization Sym0 : f 7→
∑
σ∈Sm
f(σt). Indeed, for any function f of
t1, . . . , tm, we have Sym0(uf) = u Sym(f). Let I
0
1 = {1, . . . , m1}, I
0
2 = {m1+1, . . . , m1+
m2} and so on. Also, if I = {i1 < · · · < ik} set tI = (ti1 , . . . , tik). Then, by definition,
ωm1,...,mn is given by
1
m1! · · ·mn!
Sym
 n∏
k=1
ωmk(tI0k , λ− 2η
k−1∑
l=1
(Λl − 2ml); zk)
k−1∏
l=1
∏
j∈I0
l
θ(tj − zl + al)
θ(tj − zl − al)
 .
The one-point functions ωmk are given in eq. (4). Therefore, (
∏
mj!)u ωm1,...,mn can be
computed by ordinary symmetrization of the product of u with the expression in the
brackets. It is then straightforward to compute this product, which is given by the term
with Ij = I
0
j in the sum above. The symmetrization gives all terms in the sum, each with
multiplicity
∏
mj !. Thus the factorials are canceled and we get the claimed formula. ✷
3.4. R-matrices. Let a = ηΛ and b = ηM be complex numbers. Since Fab(z, w, λ) =
Fba(w, z, λ) by the symmetry of the definition, we obtain a family of isomorphisms be-
tween V ∗Λ ⊗V
∗
M and V
∗
M⊗V
∗
Λ . The composition of this family with the flip P : V
∗
M⊗V
∗
Λ →
V ∗Λ ⊗ V
∗
M, Pv ⊗ w = w ⊗ v gives a family of automorphisms of V
∗
Λ ⊗ V
∗
M:
Definition: Let z, w, λ be such that ω(z, w, λ) : V ∗Λ ⊗ V
∗
M → Fab(z, w, λ) is invert-
ible. The R-matrix RΛ,M(z, w, λ) ∈ Endh(VΛ ⊗ VM) is the dual map to the composition
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R∗Λ,M(z, w, λ):
V ∗Λ ⊗ V
∗
M
P
−→ V ∗M ⊗ V
∗
Λ
ω(w,z,λ)
−→ Fab(z, w, λ)
ω(z,w,λ)−1
−→ V ∗Λ ⊗ V
∗
M,
where we identify canonically V ∗Λ ⊗ V
∗
M with (VΛ ⊗ VM)
∗.
Alternatively, the R-matrix RΛ,M(z, w, λ) can be thought of as a transition matrix
expressing the basis ω˜ij = ω(w, z, λ)e
∗
j ⊗ e
∗
i in terms of the basis ωij = ω(z, w, λ)e
∗
i ⊗ e
∗
j
of Fab(z, w, λ): if RΛ,M(z, w, λ)ei ⊗ ej =
∑
klR
kl
ijek ⊗ el, then
ω˜kl =
∑
ij
Rklijωij.
Remark. Note that by the symmetry under reversal of all signs,
RΛ,M(z, λ) = R−Λ,−M(−z,−λ),
if we identify VΛ with V−Λ via the basis (ej).
Lemma 5. (i) RΛ,M(z, w, λ) is a meromorphic function of Λ,M, z, w, λ.
(ii) If Λ is generic, then RΛ,Λ(z, w, λ) is regular at z = w and limz→wRΛ,Λ(z, w, λ) = P ,
the flip u⊗ v 7→ v ⊗ u.
(iii) RΛ,M(z, w, λ) depends only on the difference z − w.
Proof : (i) Consider the bases {ωij}, {ω˜ij}, i+ j = m, of F
m
ab (z, w, λ). These functions are
meromorphic in all variables. Since they are linearly independent there are m+ 1 values
t0, . . . , tm of t ∈ Cm so that (ωi,m−i(t
j))06i,j6m is an invertible matrix B. The R-matrix
is then B−1B˜ where B˜ is the matrix with entries ω˜i,m−i(t
j). Therefore it is meromorphic.
(ii) The proof of this is deferred to the end of Section 8.
(iii) We have, for all c ∈ C, an isomorphism Uc : Fab(z, w, λ)→ Fab(z+ c, w+ c, λ), given
by the translation of the arguments ti by c. It is easy to see that ω(z + c, w + c, λ)Uc =
ω(z, w, λ), so RΛ,M(z + c, w + c, λ) = RΛ,M(z, w, λ). ✷
Accordingly, we write RΛ,M(z − w, λ) instead of RΛ,M(z, w, λ) in what follows.
By definition the R-matrix is determined by the relation ω(z1, z2, λ)R
∗
Λ,M(z1− z2, λ) =
ω(z2, z1, λ)P in Hom(V
∗
Λ ⊗ V
∗
M, Fab(z1, z2, λ)). More generally, by the associativity of Φ,
we have:
Lemma 6. For any Λ1, . . . ,Λn, the identity
ω(. . . , zj, zj+1, . . . , λ)R
∗
ΛjΛj+1
(zj−zj+1, λ− 2η
∑
l<j h
(l))(j,j+1)
= ω(. . . , zj+1, zj , . . . , λ)P
(j,j+1)
holds in Hom(V ∗Λ1 ⊗ · · · ⊗ V
∗
Λn
, Fa1,...,an(z1, . . . , zn, λ)), ai = ηΛi.
A corollary of this lemma is the dynamical Yang–Baxter equation for the R-matrices:
Theorem 7. The matrices RΛ,M(z, λ) obey I–III of Section 2.
Proof : Fix zi,Λi, i = 1, 2, 3 and let Rij(λ) = RΛi,Λj (zi − zj , λ). The dynamical Yang–
Baxter equation is equivalent to the equation
R
∗(23)
23 (λ− 2ηh
(1))R
∗(13)
13 (λ)R
∗(12)
12 (λ− 2ηh
(3)) = R
∗(12)
12 (λ)R
∗(13)
13 (λ− 2ηh
(2))R
∗(23)
23 (λ)
for the dual maps R∗ij(λ). The latter equation follows from using the previous lemma
several times to express ω(z3, z2, z1, λ) in terms of ω(z1, z2, z3, λ) in two different ways.
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The second claim follows by expressing ω(w, z, λ) in terms of ω(z, w, λ) and conversely.
✷
Let us now consider the case of positive integer weights. In this case the R-matrices
have invariant subspaces. If Λ ∈ Z>0 we let SVΛ be the subspace of VΛ spanned by
eΛ+1, eΛ+2, . . . . The Λ+1-dimensional quotient VΛ/SVΛ will be denoted by LΛ, and will
be often identified with ⊕mj=0Cej .
Theorem 8. Let z, η, λ be generic and Λ, M ∈ C.
(i) If Λ ∈ Z>0, then RΛ,M(z, λ) preserves SVΛ ⊗ VM
(ii) If M ∈ Z>0, then RΛ,M(z, λ) preserves VΛ ⊗ SVM
(iii) If Λ ∈ Z>0 and M ∈ Z>0, then RΛ,M(z, λ) preserves SVΛ ⊗ VM + VΛ ⊗ SVM.
Proof : The claims of this theorem are equivalent to the statements that the operators
dual to the R-matrices preserve the subspaces L∗Λ⊗V
∗
M, V
∗
Λ ⊗L
∗
M, L
∗
Λ⊗L
∗
M, respectively.
This follows from Theorem 31 below, which gives a characterization of the images by
ω(z, w, λ) of these subspaces in terms of residue conditions. ✷
In particular, if Λ and/or M are nonnegative integers, RΛ,M(z, λ) induces operators,
still denoted by RΛ,M(z, λ), on the quotients LΛ ⊗ VM, VΛ ⊗ LM and/or LΛ ⊗ LM. They
obey the dynamical Yang–Baxter equation.
3.5. Examples. We give now some examples of computations of matrix elements of the
R-matrix RΛ,M(z − w, λ), assuming that the parameters are generic.
The R-matrix is calculated as the transition matrix relating two bases of Fab(z, w, λ):
let
ω˜ij = ω(w, z, λ) e
∗
j ⊗ e
∗
i , ωij = ω(z, w, λ) e
∗
i ⊗ e
∗
j .
The matrix elements of R with respect to the basis ej⊗ ek are given by ω˜kl =
∑
ij R
kl
ijωij.
By construction, this matrix commutes with h(1) + h(2), and thus preserves the weight
spaces
(VΛ ⊗ VM)[Λ +M− 2m] = ⊕
m
j=0Cej ⊗ em−j
We may therefore consider the problem of computing the matrix elements of the R-matrix
separately on each weight space. Without loss of generality we assume that w = 0.
Let m = 0. Then the weight space is spanned by e0⊗ e0 and ω00 = ω˜00 = 1. Therefore
R0000 = 1.
Let now m = 1. The basis elements are functions of one variable t = t1 and we have
(with a = ηΛ, b = ηM)
ω01(t) =
θ(λ+ 2η + t− 2a− b)θ(t− z + a)
θ(t− b)θ(t− z − a)
, ω10(t) =
θ(λ+ 2η + t− z − a)
θ(t− z − a)
,
and
ω˜01(t) =
θ(λ+ 2η + t− b)
θ(t− b)
, ω˜10(t) =
θ(λ+ 2η + t− z − 2b− a)θ(t+ b)
θ(t− z − a)θ(t− b)
.
To express one basis in terms of the other we notice that these functions have simple
poles at two points (modulo the lattice). The elements of the R-matrix are determined
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by comparing the residues at these two points. We have
rest=b ω01(t) =
θ(λ+2η−2a)θ(z−b−a)
θ′(0)θ(z−b+a)
, rest=z+a ω01(t) =
θ(λ+2η+z−a−b)θ(2a)
θ′(0)θ(z+a−b)
,
rest=b ω10(t) = 0, rest=z+a ω10(t) =
θ(λ+2η)
θ′(0)
.
On the other hand,
rest=b ω˜01(t) =
θ(λ+2η)
θ′(0)
, rest=z+a ω˜01(t) = 0,
rest=b ω˜10(t) =
θ(λ+2η−z−b−a)θ(2b)
θ′(0)θ(−z+b−a)
, rest=z+a ω˜10(t) =
θ(λ+2η−2b)θ(z+a+b)
θ′(0)θ(z+a−b)
.
If we put these residues into matrices
(
A B
0 D
)
and
(
A˜ 0
C˜ D˜
)
, respectively, we get that
the restriction of RΛ,M(z, λ) to (VΛ⊗ VM)[Λ+M− 2] in the basis e0⊗ e1, e1⊗ e0 is given
by the matrix (
A˜ 0
C˜ D˜
)(
A B
0 D
)−1
=
(
A˜A−1 −A˜BA−1D−1
C˜A−1 −C˜BA−1D−1 + D˜D−1
)
.
These matrix elements have product form except the last one, which can be further
simplified:
R1010 = −C˜BA
−1D−1 + D˜D−1
=
θ(λ+ 2η − z − a− b)θ(2b)θ(λ + 2η + z − a− b)θ(2a)
θ(λ+ 2η)θ(z − a− b)θ(λ + 2η − 2a)θ(z + a− b)
+
θ(λ+ 2η − 2b)θ(z + a+ b)
θ(λ+ 2η)θ(z + a− b)
.
To simplify this expression, consider it as a function of λ: it is a 1-periodic function,
which gets multiplied by e4πib when λ is replaced by λ+ τ . It is regular at the apparent
singularity λ = −2η. So it has only simple poles at λ = 2η − 2a and its translates by
Z+ τZ. These properties uniquely define this function up to a multiplicative function: it
can therefore be written in the form Cθ(λ+ 2η− 2a− 2b)/θ(λ+ 2η− 2a). The constant
C can be determined by computing the residue at λ = 2a− 2η.
Let us summarize the results of these calculations.
Proposition 9. Let the matrix elements of the R-matrix RΛ,M(z, λ) be defined by
RΛ,M(z, λ)ei ⊗ ej =
∑
klR
kl
ijek ⊗ el.
Then
R0000 = 1
R0101 =
θ(z + ηΛ− ηM)θ(λ+ 2η)
θ(z − ηΛ− ηM)θ(λ+ 2η(1− Λ))
R0110 = −
θ(λ+ 2η + z − ηΛ− ηM)θ(2ηΛ)
θ(z − ηΛ− ηM)θ(λ+ 2η(1− Λ))
R1001 = −
θ(λ + 2η − z − ηΛ− ηM)θ(2ηM)
θ(z − ηΛ− ηM)θ(λ+ 2η(1− Λ))
,
R1010 =
θ(z + ηM− ηΛ)θ(λ+ 2η(1− Λ−M))
θ(z − ηΛ− ηM)θ(λ + 2η(1− Λ))
.
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For higher values of m, the matrix elements can still be computed along the same
lines. The residues are replaced by suitable iterated residues defined for functions of
several variables. This technique is explained in Section 8. The iterated residues of basis
elements ωij and ω˜ij form triangular matrices whose diagonal matrix elements do not
vanish for generic parameters. This gives an expression of the restriction of the R-matrix
to any weight space as a product of a lower triangular matrix by an upper triangular
matrix, whose entries are iterated residues, just as in the one-variable case.
In the next subsection we present the results of this calculation relevant for the repre-
sentation theory of elliptic quantum groups.
3.6. Evaluation Verma modules and their tensor products. Here we explain the
relation between the geometric construction of tensor products and R-matrices and the
representation theory of Eτ,η(sl2) [FV1].
We first recall the definition of a representation of Eτ,η(sl2): let h act on C
2 via h =
diag(1,−1). A representation of Eτ,η(sl2) is an h -moduleW with diagonalizable action of
h and finite dimensional eigenspaces, together with an operator L(z, λ) ∈ End(C2 ⊗W )
(the “L-operator”), commuting with h(1) + h(2), and obeying the relations
R(12)(z−w, λ−2ηh(3)) L(13)(z, λ)L(23)(w, λ− 2ηh(1))
= L(23)(w, λ)L(13)(z, λ−2ηh(2))R(12)(z−w, λ)
in End(C2⊗C2⊗W ). The fundamental R-matrix R(z, λ) ∈ End(C2⊗C2) is the following
solution of the dynamical Yang–Baxter equation: let e0, e1 be the standard basis of C
2,
then with respect to the basis e0 ⊗ e0, e0 ⊗ e1, e1 ⊗ e0, e1 ⊗ e1 of C
2 ⊗ C2,
R(z, λ) =

1 0 0 0
0 α(z, λ) β(z, λ) 0
0 β(z,−λ) α(z,−λ) 0
0 0 0 1
 .
where
α(z, λ) =
θ(λ+ 2η)θ(z)
θ(λ)θ(z − 2η)
, β(z, λ) = −
θ(λ + z)θ(2η)
θ(λ)θ(z − 2η)
.
To discuss representation theory, it is convenient to think of L(z, λ) ∈ End(C2 ⊗ V ) as a
two by two matrix with entries a(z, λ), b(z, λ), c(z, λ), d(z, λ) in End(W ). In [FV1] we
wrote explicitly the relations that these four operators must satisfy, and defined a class
of representations, the evaluation Verma modules, by giving explicitly the action of these
four operators on basis vectors. Next, we show how these formulae can be obtained from
our geometric construction.
Theorem 10. Let us identify L1 with C
2 via the basis e0, e1. The R-matrix R1,1(z, λ) ∈
End(L1 ⊗ L1) coincides with the fundamental R-matrix.
Proof : Most of the matrix elements have been computed in 3.5. The only remaining
element to compute is R1111. By Theorem 8, we know that the dual of the R-matrix
preserves the one-dimensional space spanned by e∗1 ⊗ e
∗
1 if Λ = M = 1. This means that
ω1,1 = ω(z, w, λ)e
∗
1⊗e
∗
1 is proportional to ω˜1,1 = ω(w, z, λ)e
∗
1⊗e
∗
1. We have, by definition,
ω1,1 =
θ(λ + t1 + η − z)θ(λ + t2 + 3η − w)θ(t2 − z + η)
θ(t1 − z − η)θ(t2 − w − η)θ(t2 − z − η)
+
θ(λ+ t2 + η − z)θ(λ + t1 + 3η − w)θ(t1 − z + η)θ(t1 − t2 − 2η)
θ(t2 − z − η)θ(t1 − w − η)θ(t1 − z − η)θ(t1 − t2 + 2η)
.
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The formula for ω˜1,1 is obtained by interchanging z and w. To find the constant of
proportionality (the inverse of R1111), we compute both expressions at some point. We can
take for instance t1 = 2η, t2 = 0. Then it is obvious that at this point ω1,1 = ω˜1,1. Thus
R1111 = 1. ✷
Corollary 11. For any w,M ∈ C, the h -module VM together with the operator L(z, λ) =
R1,M(z − w, λ) ∈ End(L1 ⊗ VM) defines a representation of Eτ,η(sl2).
This representation is called in [FV1] the evaluation Verma module with evaluation
point w and highest weight M. It is denoted by VM(w). The matrix elements of L(z, λ)
can be computed straightforwardly by the method described in the previous section.
The result is given explicitly in [FV1], Theorem 3, in terms of the action of a(z, λ), . . . ,
d(z, λ). In the notation of Proposition 9, this result amounts to the following formulae
for the matrix elements Rklij of R1,Λ(z, λ) ∈ End(L1 ⊗ VΛ).
R0k0k =
θ(z − (Λ + 1− 2k)η)
θ(z − (Λ + 1)η)
θ(λ+ 2kη)
θ(λ)
,
R0,k+11k = −
θ(λ + z − (Λ− 1− 2k)η)
θ(z − (Λ + 1)η)
θ(2η)
θ(λ)
,
R1,k−10k = −
θ(λ− z − (Λ + 1− 2k)η)
θ(z − (Λ + 1)η)
θ(2(Λ + 1− k)η)
θ(λ)
θ(2kη)
θ(2η)
,
R1k1k =
θ(z − (−Λ + 1 + 2k)η)
θ(z − (Λ + 1)η)
θ(λ− 2(Λ− k)η)
θ(λ)
.
These formulae can be obtained by computing residues, as explained in the previous
subsection. Moreover, the tensor product construction of 3.2 is related to the tensor
product of representations of the elliptic quantum group. Recall that if W1, W2 are
representations of the elliptic quantum group with L-operators L1(z, λ), L2(z, λ), then
their tensor product W = W1 ⊗W2 with L-operator
L(z, λ) = L1(z, λ− 2ηh
(3))(12)L2(z, λ)
(13) ∈ End(C2 ⊗W )
is also a representation of the elliptic quantum group.
Theorem 12. Let Λ1, . . . ,Λn ∈ C and z1, . . . , zn be generic complex numbers. Let V =
VΛ1 ⊗ · · · ⊗ VΛn and L(z, λ) ∈ End(VΛ=1 ⊗ V ) be defined by the relation
ω(z, z1, . . . , zn, λ)L(z, λ)
∗ = ω(z1, . . . , zn, z, λ)P
in End((V1 ⊗ V )
∗) = End(V ∗1 ⊗ V
∗), where Pv1 ⊗ v = v ⊗ v1, if v1 ∈ V
∗
1 , v ∈ V
∗. Then
L(z, λ) is well-defined as an endomorphism of the quotient L1⊗V = C
2⊗V , and defines
the structure of a representation of Eτ,η(sl2) on V . This representation is isomorphic to
the tensor product of evaluation Verma modules
VΛn(zn)⊗ · · · ⊗ VΛ1(z1),
with isomorphism u1 ⊗ · · · ⊗ un 7→ un ⊗ · · · ⊗ u1
Proof : We prove this if n = 2. The proof in the general case is the same, but requires
more writing.
By applying Lemma 6 twice, we get
ω(z, z1, z2, λ)R
∗
1,Λ1
(z − z1, λ)
(12)R∗1,Λ2(z − z2, λ− 2ηh
(2))(13)
= ω(z1, z, z2, λ)R
∗
1,Λ2(z − z2, λ− 2ηh
(1))(23)P (12)
= ω(z1, z2, z, λ)P
(23)P (12).
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But P (23)P (12) = P , the flip V1 ⊗ V → V ⊗ V1. By taking duals, we obtain
L(z, λ) = R1,Λ2(z − z2, λ− 2ηh
(2))(13)R1,Λ1(z − z1, λ)
(12).
This operator in well-defined as an endomorphism of the quotient L1⊗V , since its factors
are. Moreover
P (23)L(z, λ)P (23) = R1,Λ2(z − z2, λ− 2ηh
(3))(12)R1,Λ1(z − z1, λ)
(13),
which is the L-operator of the representation VΛ2(z2)⊗ VΛ1(z1). ✷
Finally, the dynamical Yang–Baxter equation in L1⊗ VΛ⊗ VM can be stated as saying
that RΛ,M(z−w, λ)P is an isomorphism from VM(w)⊗VΛ(z) to VΛ(z)⊗VM(w), see [FV1].
Therefore, by uniqueness, the R-matrices constructed here coincide with the solutions of
the dynamical Yang–Baxter equation described in Section 13 of [FV1].
4. Bethe ansatz
In this section we fix the parameters η, τ of the elliptic quantum group and n complex
numbers Λ1, . . . ,Λn such that
∑
Λl = 2m for some nonnegative integer m. We also set
aj = ηΛj, j = 1, . . . , n. Let z1, . . . , zn be generic complex numbers. Then the zero weight
space V [0] of V = VΛ1 ⊗ · · · ⊗ VΛn is non-trivial, and we have commuting difference
operators Hj = Hj(z1, . . . , zn), j = 1, . . . , n, cf. (2), acting on the space Fun(V [0]).
We give a formula for common quasiperiodic eigenfunctions of the operators Hj, i.e.,
functions ψ such that Hjψ = ǫjψ, j = 1, . . . , n, for some ǫj ∈ C. The quasiperiodicity
assumption means that we require that ψ(λ+ 1) = µψ(λ) for some multiplier µ ∈ C×.
Our formula is given in terms of the expressions of the previous section. For j1, . . . , jn ∈
Z>0 such that
∑
ji = m, let ωj1,...,jn(t1, . . . , tm, λ) be the value at t1, . . . , tm of the function
ω(z1, . . . , zn, λ)e
∗
j1
⊗ · · · ⊗ e∗jn.
Theorem 13. (cf. [TV1]) Let c ∈ C. Suppose that t1, . . . , tm obey the system of “Bethe
ansatz” equations
n∏
l=1
θ(tj − zl + al)
θ(tj − zl − al)
∏
k:k 6=j
θ(tj − tk − 2η)
θ(tj − tk + 2η)
= e−4ηc, j = 1, . . . , m. (5)
Then
ψ(λ) =
∑
j1+···+jn=m
ecλωj1,...,jn(t1, . . . , tm, λ) ej1 ⊗ · · · ⊗ ejn (6)
is a common eigenfunction of the commuting operators Hj, j = 1, . . . , n, with eigenvalues
ǫj = e
−2caj
m∏
k=1
θ(tk − zj − aj)
θ(tk − zj + aj)
and multiplier µ = (−1)mec. Moreover, if t1, . . . , tn are a solution of (5), and σ ∈
Sm is any permutation, then tσ(1), . . . , tσ(n) are also a solution. The eigenfunctions ψ
corresponding to these two solutions are proportional.
Example: Let m = 1. Thus Λ1 + · · · + Λn = 2. The Bethe ansatz equation for t = t1
and c is
n∏
l=1
θ(t− zl − ηΛl)
θ(t− zl + ηΛl)
= e4ηc.
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If t, c obey this equation, then
ψ(λ) = ecλ
n∑
l=1
(
θ(λ+t−zl−ηΛl−2η
∑l−1
j=1Λj)
θ(t−zl−ηΛl)
l−1∏
j=1
θ(t−zj+ηΛl)
θ(t−zj−ηΛl)
)
e0⊗· · ·⊗e1⊗· · ·⊗e0,
(e1 is at the lth position) is a common eigenfunction of the difference operators Hj(z)
j = 1, . . . , n. The eigenvalues are
ǫj = e
−2ηcΛj
θ(t− zj − ηΛj)
θ(t− zj + ηΛj)
.
The proof of this theorem occupies the rest of this section. The fact that solutions are
mapped to solutions by permutations is clear from the form of the equations (5). The
functions ωj1,...,jn are symmetric under the action of permutations of Lemma 2. Therefore
functions ψ(λ) corresponding to solutions related by permutations are proportional.
We are left to prove that ψ is an eigenfunction of the operators Hj.
We first reduce the problem to showing that ψ(λ) is an eigenfunction of H1 for all
permutations of the parameters zi,Λi. For this we must study the dependence of Hj
on the ordering of the parameters zi,Λi. Let us introduce some notation to indicate
explicitly the dependence on the parameters: let Sm act on C
m by permutations of the
coordinates, and let sj be the transposition of the jth and (j + 1)st coordinates. Let us
write Hj(Λ, z) for the operator Hj acting on the space of functions H(Λ) of functions of
λ with values in (VΛ1 ⊗ · · · ⊗ VΛn)[0], Λ, z ∈ C
n.
Lemma 14. Let Λ = (Λ1, . . . ,Λn), z = (z1, . . . , zn) ∈ C
n and let Sj : H(Λ) → H(sjΛ)
(j = 1, . . . n− 1) be the linear map
Sjf(λ) = P
(j,j+1)R
(j,j+1)
ΛjΛj+1
(zj−zj+1, λ− 2η(h
(1) + · · ·+ h(j−1)))f(λ).
Then Hj+1(sjΛ, sjz)Sj = SjHj(Λ, z), for all j = 1, . . . , n− 1.
Proof : The proof is a matter of writing the claim using the representation of Hj given in
(2), and bringing P (j,j+1) to the left of the R-matrices, using commutation relations. ✷
Notice that the equations (5) do not depend on the ordering of the parameters zi,Λi.
Let us fix a solution t∗ of (5) with parameters Λ = (Λ1, . . . ,Λn) and z = (z1, . . . , zn). Then
for each permutation σ ∈ Sn, t
∗ is still a solution of the equations (5) with parameters
σΛ, σz and we have a corresponding function ψσ(λ) ∈ H(σΛ) given by the formula (6)
with parameters σΛ, σz. It takes values in VΛ
σ−1(1)
⊗· · ·⊗VΛ
σ−1(n)
. We may now rephrase
Lemma 6 as follows:
ψsj(λ) = P
(j,j+1)R
(j,j+1)
ΛjΛj+1
(zj − zj+1, λ− 2η(h
(1) + · · ·+ h(j−1)))ψ(λ).
With Lemma 14, we see that the fact that ψ(λ) is an eigenfunction of Hj(Λ, z) with
eigenvalue ǫj = ǫj(Λ, z) for all j = 1, . . . , n is equivalent to the fact that ψσ(λ) is an
eigenfunction of H1(σΛ, σz) with eigenvalue ǫ1(σΛ, σz) for all σ ∈ Sn.
Therefore, it is sufficient to prove that ψ is an eigenfunction of H1 with eigenvalue ǫ1
for any solution of (5) with arbitrary parameters.
Lemma 15. Let u ∈ V ∗Λ1 [µ], v ∈ (V
∗
Λ2
⊗ · · · ⊗ V ∗Λn)[−µ]. Thus µ = Λ1 − 2m
′ =
−
∑n
j=2 Λj + 2m
′′ for some integers m′, m′′ > 0. Set m = m′ +m′′. Let f = ω(z1, λ)u,
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g = ω(z2, . . . , zn, λ− 2ηµ)v. Then ω(z1, . . . , zn, λ) maps u⊗ v to
1
(n− 1)!
Sym
(
f(t1, . . . , tm′)g(tm′+1, . . . , tm)
∏
j>m′
θ(tj − z1 + a1)
θ(tj − z1 − a1)
)
,
and ω(z2, . . . , zn, z1, λ− 2ηµ) maps v ⊗ u to
1
(n−1)!
Sym
(
g(tm′+1, . . . , tm)f(t1, . . . , tm′)
∏
j6m′
l>2
θ(tj−zl+al)
θ(tj−zl−al)
∏
j6m′
k>m′
θ(tj−tk−2η)
θ(tj−tk+2η)
)
.
Proof : The first formula is a rewriting of the definition. In the second formula, the
expression appearing in the definition was replaced by another term in the sum over Sm
defining Sym, which gives the same result. ✷
Lemma 16. If t∗ = (t∗1, . . . , t
∗
m) is a solution of (5) and u, v are as in Lemma 15, then
ω(z2, . . . , zn, z1, λ− 2ηµ)v ⊗ u|t∗ = e
2cηµǫ1 · ω(z1, . . . , zn, λ)u⊗ v|t∗
Here, |t∗ denotes the value at t
∗ of a function of t1, . . . , tm.
Proof : Let us introduce the ratio h(t1, . . . , tm) of the factors appearing in the previous
lemma: ∏
j6m′
l>2
θ(tj−zl+al)
θ(tj−zl−al)
∏
j6m′
k>m′
θ(tj−tk−2η)
θ(tj−tk+2η)
= h(t1, . . . , tm)
∏
j>m′
θ(tj − z1 + a1)
θ(tj − z1 − a1)
.
This equation can be rewritten as
h(t1, . . . , tm) = e
2ca1ǫ1(t1, . . . , tm)
∏
j6m′
( n∏
l=1
θ(tj−zl−al)
θ(tj−zl+al)
∏
k>m′
θ(tj−tk+2η)
θ(tj−tk−2η)
)
,
where ǫ1(t1 . . . , tm) = e
−2ca1
∏m
j=1 θ(tj − z1 − a1)/θ(tj − z1 + a1). The product of the first
m′ Bethe ansatz equations (5), implies that, for t = t∗,
h(t1, . . . , tm) = e
2ca1e−4ηcm
′
ǫ1(t1, . . . , tm)
The right-hand side of this equation is symmetric under permutations of t1, . . . , tm. More-
over, if t1, . . . , tm is a solution of (5) then also tσ(1), . . . , tσ(m) for any permutation σ. We
conclude that for all solutions of (5),
h(t1, . . . , tm) = h(tσ(1), . . . , tσ(m)),
for all σ ∈ Sm. It follows that terms corresponding to the same permutation in the
two equations of Lemma 15 are proportional, with the same constant of proportionality
e2cηµǫ1. ✷
Now we can prove Theorem 13: H1 has the form H1f(λ) = Γ1H˜1f(λ), where H˜1 is the
operator of multiplication by
H˜1(λ) = RΛ1,Λn(z1−zn, λ− 2η
n−1∑
l=2
h(l))(1n) · · ·RΛ1,Λ2(z1−z2, λ)
(12). (7)
By using n−1 times Lemma 6, we see that
ω(z2, . . . , zn, z1, λ)P
(n,n−1) · · ·P (3,2)P (2,1) = ω(z1, . . . , zn, λ)H˜1(λ)
∗.
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Now we use Lemma 16. Let t∗ be a solution of (5). Then, for any u ∈ V ∗Λ1[µ], v ∈
(V ∗Λ2 ⊗ · · · ⊗ V
∗
Λn)[−µ],
ω(z1, . . . , zn, λ− 2ηµ)H˜1(λ− 2ηµ)
∗u⊗ v|t∗ = e
2ηcµǫ1 · ω(z1, . . . , zn, λ)u⊗ v|t∗ .
(8)
The fact that ψ(λ) is an eigenfunction is a consequence of this formula: the function
ψ ∈ FunV [0] is uniquely characterized by the property that, for any w ∈ (⊗jV
∗
Λj
)[0], the
pairing with ψ(λ) is
〈w, ψ(λ)〉 = ecλω(z1, . . . , zn, λ)w|t∗.
Take w = u ⊗ v, as above. Then 〈w,H1ψ(λ)〉 = 〈w, H˜1(λ − 2ηµ)ψ(λ − 2ηµ)〉 =
ecλ−2ηcµω(z1, . . . , zn, λ−2ηµ)H˜1(λ−2ηµ)
∗w|t∗ . By (8), this is equal to ǫ1〈w, ψ(λ)〉. Since
an arbitrary w can be written as linear combination of vectors of the form u⊗v as above,
the theorem is proved.
5. Completeness of Bethe vectors
We assume that 2η = 1/N , for some positive odd integer N . We also suppose that
Λ1, . . . ,Λn ∈ Z. This implies that the operators h
(i) on V = VΛ1 ⊗ · · · ⊗ VΛn have integer
eigenvalues. Let z ∈ Cn be generic. The commuting difference operators Hj(z) have
coefficients which are 1-periodic functions of λ. Thus, for each α ∈ C× we may consider
the eigenvalue problem with multiplier condition
Hj(z)ψ = ǫjψ, j = 1, . . . , n, (9)
ψ(λ+ 1) = αψ(λ).
Let KN be the field of 1/N -periodic meromorphic functions of λ ∈ C. The opera-
tors Hj(z) are KN -linear on the N dim(V [0])-dimensional KN -vector space Hα = {ψ ∈
Fun(V [0]) : ψ(λ+1) = αψ(λ)}.
Theorem 17. Suppose that Λ1, . . . ,Λn are integers and let
∑n
j=1 Λ = 2m, m ∈ Z>0.
Let 2ηN = 1, for some odd integer N > m. For generic α, there are N dim(V [0])
solutions of the Bethe ansatz equations (5) with ec = (−1)mα, such that the corresponding
eigenfunctions form a basis of the KN -vector space Hα
Proof : Let us first consider the casem = 1, and let t = t1 (see the example after Theorem
13). The Bethe ansatz equation is
n∏
l=1
θ(t− zl − ηΛl)
θ(t− zl + ηΛl)
= e2c/N ,
corresponding to the eigenfunction
ψ(λ) = ecλ
n∑
j=1
ω(j)(t, λ) e0 ⊗ · · · ⊗ e1 ⊗ · · · ⊗ e0,
where ω(j) stands for ω0,...,0,1,0,...,0 with the 1 at the jth position.
We want to fix the multiplier α. Thus c is of the form c0 + 2πir, r ∈ Z, where
c0 = ln(α) +mπi for some choice of the branch of the logarithm. Let us now take α real
and tending to infinity. Then, for each k, in the vicinity of the point t∞ = zk − ηΛk,
we may introduce the local coordinate u = t − t∞, and the Bethe ansatz equation has
the form const u−1(1 + O(u)) = α2/Ne−4πis/N , for some integer s related to r. This
equation has a solution for any sufficiently large α. It has the asymptotic form t ∼
z − ak + constα
−2/Ne4πis/N . Let us denote this solution by tk,s = tk,s(α). The solutions
corresponding to different k, s are distinct if the indices run over the sets k = 1, . . . , n,
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s = 0, . . . , N − 1. We claim that the corresponding eigenfunctions ψk,s are linearly
independent over KN . We use the following simple observation.
Lemma 18. If f1(λ), . . . , fm(λ) are meromorphic functions on C with values in C
d that
are linearly dependent over KN , then the vectors (fi(λ), fi(λ+1/N), . . . , fi(λ+(N−1)/N))
in Cmd are linearly dependent over C for all generic λ ∈ C.
Proof : From
∑
i ai(λ)fi(λ) = 0, with ai 1/N -periodic, we deduce
∑
i ai(λ)fi(λ + j/N),
j = 0, . . . , N − 1. ✷
Therefore it is sufficient to show that the vectors
ψ˜k,s(λ) = (ψk,s(λ), ψk,s(λ+ 1/N), . . . , ψk,s(λ+ (N − 1)/N)) ∈ V [0]N
are linearly independent over C for generic λ.
We prove this by showing that the determinant of these vectors does not vanish for all
large enough α. The determinant is proportional to the determinant of the matrix
A(j,r),(k,s) = e
4πis(λ+r/N)ω(j)(t
k,s, λ+ r/N), j, k = 1, . . . , n, r, s = 0, . . . , N − 1
Let now α tend to infinity. Then the solution tk,s approaches zk − ak. Thus, A(j,r),(k,s)
tends to zero if k < j, since ωj(t = zk− ak, λ) = 0 for all λ, owing to the vanishing of the
factor θ(tj − zk + ak). Therefore the limiting determinant is block-triangular, and equals
the product of determinants of the diagonal N by N blocks. We have
det(A)→
n∏
j=1
det r,s(e
4πis(λ+r/N)ω(j)(t = zj − aj , λ+ r/N)), α→∞
Each factor in the product is, up to multiplication of rows and columns by nonzero
factors, the Vandermonde determinant
det 06r,s<N(e
4πirs/N) =
∏
N>r>s>0
(e4πir/N − e4πis/N )
which does not vanish if N is odd.
The general case is treated along similar lines. We have solutions tK,s(α) labeled by
K = (k1, . . . , kn) with kj > 0 and
∑
ki = m, and s ∈ {0, . . . , N − 1}. As the multiplier
α tends to infinity, tK,s converges to the point with coordinates
tj = zl − al − 2η(k1 + · · ·+ kl − j), if k1 + · · ·+ kl−1 < j 6 k1 + · · ·+ kl.
The hypothesis N > m ensures that these coordinates are distinct modulo the lattice. By
the same arguments as above, one sees that the linear independence of the corresponding
eigenfunctions follows from the non-vanishing of a determinant. This determinant has
for α → ∞ a block-triangular form, and the calculation is reduced to the calculation of
a Vandermonde determinant. The details are left to the reader. ✷
Rather than considering the difference operators as acting on the functions of the
continuous parameter λ, we may consider the following discrete variant. Let µ be generic
and Cµ = {µ+ j/N |j ∈ Z}. Then the commuting difference operators are defined on the
space Funµ(V [0]) of functions of λ ∈ Cµ with values in V [0], and preserve the subspace
Hα,µ of functions f in Funµ(V [0]) such that f(λ+ 1) = αf(λ).
Corollary 19. Suppose that Λ1, . . . ,Λn are integers and let
∑n
j=1Λ = 2m, m ∈ Z>0.
Let 2ηN = 1, for some odd integer N > m. For generic α, there are N dim(V [0])
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solutions of the Bethe ansatz equations (5) with ec = (−1)mα, such that the corresponding
eigenfunctions form a basis of the complex vector space Hα,µ
It should be possible to treat the case of general rational η (or more generally inQ+τQ)
in a similar way.
6. Comparison with the algebraic Bethe ansatz
In this section we compare the Bethe ansatz of this article with the results of [FV2],
where eigenfunctions of the transfer matrix of highest weight representations of Eτ,η(sl2)
are given.
Let W be a representation of Eτ,η(sl2), see 3.6. Then we have four operators, a(z, λ),
b(z, λ), c(z, λ), d(z, λ), the matrix elements of the L-operators, acting onW , and obeying
the various relations of Eτ,η(sl2). The transfer matrix TW (z) ∈ End(Fun(W [0])) acts on
functions by
TW (z)f(λ) = a(z, λ)f(λ− 2η) + d(z, λ)f(λ+ 2η).
The relations imply that TW (z)TW (w) = TW (w)TW (z) for all z, w ∈ C. If W = L1(zn)⊗
· · · ⊗L1(z1), this transfer matrix coincides with the transfer matrix of 2.5 conjugated by
Π : v1 ⊗ · · · ⊗ vn → vn ⊗ · · · ⊗ v1.
Therefore, in this special case, the commuting operators ΠHj(z1, . . . , zn)Π
−1 are equal to
TW (zj).
In any case it can be shown in general, using the intertwining property of the R-
matrices that TW (z) commutes with the operators ΠHj(z1, . . . , zn)Π
−1 if W = VΛn(zn)⊗
· · · ⊗ VΛ1(z1).
In [FV2], common eigenfunctions of TW (z), z ∈ C are constructed in the form
b(t1) · · · b(tm)vc
where
vc(λ) = e
cλ
m∏
j=1
θ(λ− 2ηj)
θ(2η)
and b(t) is the difference operator (b(t)f)(λ) = b(t, λ)f(λ + 2η), f ∈ Fun(W ) (both the
transfer matrix and the difference operators b(t) are part of the operator algebra of the
elliptic quantum group, see [FV1, FV2]). The variables t1, . . . , tm obey a set of Bethe
ansatz equations, which are up to a shift the same as the ones described in this paper.
The precise relation between the two approaches is the following.
Theorem 20. Let Vˇ = VΛn(zn)⊗ · · · ⊗ VΛ1(z1) be a tensor product of evaluation Verma
modules with generic evaluation points z1, . . . , zn and let
vc(λ) = e
cλ
m∏
j=1
θ(λ− 2ηj)
θ(2η)
∈ Fun(Vˇ ).
Then
m∏
j=1
b(tj + η) vc = e
c(λ+2ηm)(−1)m
∏
i<j
θ(ti − tj + 2η)
θ(ti − tj)
×
∑
j1+···+jn=m
ωj1,...,jn(t1, . . . , tn, λ) ejn ⊗ · · · ⊗ ej1 ,
where ωj1,...,jn(t1, . . . , tn, λ) is the image of e
∗
j1 ⊗ · · · ⊗ e
∗
jn by the map
ω(z1, . . . , zn, λ) : V
∗
Λ1
⊗ · · · ⊗ V ∗Λn → Fa1,...,an(z1, . . . , zn, λ).
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Proof : The proof consists of comparing the explicit formula of Proposition 4 with the
explicit formula for
∏
b(ti) vc given in [FV2], Theorem 5. ✷
In particular, this gives an algebraic construction of the spaces Fa(z, λ), a, z ∈ C
n
and their bases: we may define Fma1,...,an(z1, . . . , zn, λ) to be the space spanned by the
coordinates of the functions∏
i<j
θ(ti − tj)
θ(ti − tj + 2η)
m∏
j=1
b(tj + η) vc=0.
of t1, . . . , tm with values in Vˇ [
∑
Λj − 2m].
From Corollary 19 we thus obtain a completeness result for Bethe vectors of the transfer
matrix of the discrete models of [FV2]. Let µ be a generic complex number, and let
Cµ = {µ+ j/N |j ∈ Z}. The transfer matrix TVˇ (z) of the representation Vˇ is well-defined
on the space Funµ(Vˇ [0]) of functions Cµ → Vˇ [0] (see [FV2], Section 4).
Theorem 21. Let 2η = 1/N for some large enough odd positive integer N . Let Vˇ and
vc be as in Theorem 20, and let TVˇ (w) be the corresponding transfer matrix acting on
functions Cµ → Vˇ [0].
(i) For any solution (t1, . . . , tm) of the Bethe ansatz equations∏
j:j 6=i
θ(tj − ti − 2η)
θ(tj − ti + 2η)
n∏
k=1
θ(ti − zk − (1 + Λk)η)
θ(ti − zk − (1− Λk)η)
= e4ηc, i = 1, . . . , m,
such that, for all i < j, ti 6= tj mod Z + τZ, the vector ψ = b(t1) · · · b(tm)v ∈
Funµ(Vˇ [0]) is a common eigenvector of all transfer matrices TVˇ (w) with eigenvalues
ǫ(w) = e−2ηc
m∏
j=1
θ(tj − w − 2η)
θ(tj − w)
+ e2ηc
m∏
j=1
θ(tj − w + 2η)
θ(tj − w)
n∏
k=1
θ(w − zk − (1− Λk)η)
θ(w − zk − (1 + Λk)η)
Moreover ψ(λ+ 1) = (−1)mecψ(λ).
(ii) For any generic α ∈ C×, there are d = N dim(Vˇ [0]) solutions of the Bethe ansatz
equations such that the corresponding eigenfunctions form a basis of the space of the
d-dimensional vector space of functions ψ : Cµ → Vˇ [0] such that ψ(λ+1) = αψ(λ).
Part (i) of this Theorem is taken from [FV1]. Part (ii) follows essentially from Corollary
19. Note, though, that there we had the additional hypothesis that the Λi are integers,
so that the commuting operators Hj(z) are well-defined on functions on Cµ. However
this hypothesis was not used in the proof that the corresponding vectors form a basis.
Therefore the proof also applies to the present situation.
Remark. “Large enough” in this theorem means 2N > Λ1 + · · ·+ Λn, see Theorem 17.
This hypothesis can probably be considerably weakened.
Remark. The Bethe ansatz equations have “diagonal” solutions, i.e., solutions for which
ti = tj mod Z + τZ for some i 6= j. These solutions do not in general correspond to
eigenvectors even if b(t1) · · · b(tm)v is finite and nonzero. The factor∏
i<j
θ(ti − tj)
θ(ti − tj + 2η)
in the correspondence between the eigenvectors obtained by the algebraic Bethe ansatz
and the eigenvectors considered in this paper sends the Bethe vectors corresponding to
diagonal solutions to zero.
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7. Solutions of the qKZB equations
In this section we fix τ, η, p,Λ1, . . . ,Λn, and set ai = ηΛi.
7.1. Integral representations for solutions. By a formal Jackson integral solution
of the qKZB equations we mean an expression
Ψ(z1, . . . , zn, λ) =
∫
f(z1, . . . , zn, t1, . . . , tm, λ)Dt1 · · ·Dtm,
where f takes its values in V [0], which obeys the qKZB equations (1) if we formally use
the rule that the “integral”
∫
is invariant under translations of the variables ti by p. In
other words, f(z1, . . . , zn, t1, . . . , tm, λ) obeys the qKZB equations in the variables zi up
to terms of the form g(. . . , ti + p, . . . )− g(. . . , ti, . . . ).
Definition: A function Φa(t) depending on a complex parameter a, such that
Φa(t+ p) =
θ(t+ a)
θ(t− a)
Φa(t)
is called a (one-variable) phase function.
We assume that p has positive imaginary part, and set r = e2πip, q = e2πiτ . Then the
convergent infinite product
Φa(t) = e
−2πiat/p
∞∏
j=0
∞∏
k=0
(1− rjqke2πi(t−a))(1− rj+1qk+1e−2πi(t+a))
(1− rjqke2πi(t+a))(1− rj+1qk+1e−2πi(t−a))
, (10)
defines a phase function, and any other phase function is obtained from this by multipli-
cation by a p-periodic function.
Given a one-variable phase function Φa(t), we define with our data anm-variable phase
function
Φ(t1, . . . , tm, z1, . . . , zn) =
m∏
j=1
n∏
l=1
Φal(tj − zl)
∏
16i<j6m
Φ−2η(ti − tj). (11)
Theorem 22. Let Φa(t) be a phase function, and let Φ be the corresponding m-variable
phase function (11). For any entire function ξ of one variable, let
ψξ(t, z, λ) = ξ(pλ−
n∑
l=1
2alzl+4η
m∑
j=1
tj))
∑
j1+···+jn=m
ωj1,...,jn(t1, . . . , tm, λ) ej1⊗· · ·⊗ejn .
Then
Ψ(z1, . . . , zn, λ) =
∫
Φ(t1, . . . , tm, z1, . . . , zn)ψ
ξ(t1, . . . , tm, z1, . . . , zn, λ)Dt1 · · ·Dtm
is a formal Jackson integral solution of the qKZB equations.
To obtain solutions from formal Jackson integral solutions, we need to find cycles,
linear forms on the space of functions of t1, . . . , tm that are invariant under translations
ti 7→ ti + p. To this end we need a stronger version of the preceding theorem, Theorem
24 below, which gives us a space of functions on which our cycles should be defined.
Let Φ be the phase function (11) and let a = (a1, . . . , an), z = (z1, . . . , zn). We assume,
as usual, that
∑
ai = 2ηm, m ∈ Z>0. For any entire function ξ, let E
0
a(z; ξ), be the space
spanned by the functions of t ∈ Cm of the form
Φ(t, z)ξ(λ− 2η
n∑
k=1
ak + 4η
m∑
j=1
tj)f(t, z),
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where f(t, z), viewed as a function of t = (t1, . . . , tm) belongs to F˜
m
a (z, λ) (see 3.1) for
some λ. All components of our integrand belong to this space.
Let Ea(z; ξ), the space of cocycles, be the space spanned by functions of the form
g(t + pα), where g ∈ E0a(z; ξ) and α ∈ Z
m. By construction, Ea(z; ξ) is invariant under
translations of the arguments ti by p. We define the space of coboundariesDEa(z; ξ) to be
the subspace of Ea(z; ξ) spanned by functions of the form f(. . . , tj+p, . . . )−f(. . . , tj, . . . ),
f ∈ Ea(z; ξ).
Proposition 23. Ea(z1, . . . , zn) = Ea(z1, . . . , zj + p, . . . , zn) for j = 1, . . . , n
The proof of this proposition is part of the proof of the following theorem, which is
the main result of this section and implies Theorem 22.
Theorem 24. Let us write the qKZB equations as Ψ(. . . , zj + p, . . . ) = Kj(z)Ψ(z).
Then, for all entire functions ξ, the integrand Φ(t, z)ψξ(t, z) of Theorem 22, viewed as a
function of t ∈ Cm, belongs to Ea(z; ξ)⊗ V [0] for all z ∈ C
n. It obeys the equations
Ψ(t, . . . , zj + p, . . . ) = Kj(z)Ψ(t, z) mod DEa(z; ξ)⊗ V [0], j = 1, . . . , m
in the cohomology (Ea(z; ξ)/DEa(z; ξ))⊗ V [0].
To obtain solutions from these formal solutions, one should find horizontal families
of cycles, i.e., linear functions γ(z) on Ea(z; ξ) vanishing on DEa(z; ξ), and such that
γ(z + pα) = γ(z) for all α ∈ Zn. This problem will be addressed in the next paper.
7.2. Proof of Theorem 24. It is clear that the integrand belongs to Ea(z; ξ). Let
us introduce some notation. If f and g are functions of t1, . . . , tm such that Φf,Φg ∈
Ea(z; ξ), we write f ∼ g if Φ(t, z)(f(t) − g(t)) ∈ DEa(z; ξ). This means that f − g is a
linear combination of expressions of the form Qih− h, Φh ∈ Ea(z; ξ), where
Qif(t1, . . . , tm) = f(t1, . . . , ti + p, . . . , tm)φi(t)
φi(t) =
n∏
l=1
θ(ti − zl + al)
θ(ti − zl − al)
∏
j>i
θ(ti − tj − 2η)
θ(ti − tj + 2η)
∏
j<i
θ(ti − tj − 2η + p)
θ(ti − tj + 2η + p)
, i = 1, . . . , m,
The proof of the Theorem is based on the following identity which, similarly to Lemma
16, follows from Lemma 15.
Lemma 25. Let, for any holomorphic function ξ of one complex variable,
ωξ(z1, . . . , zn, λ) = ξ(pλ− 2(
∑
l
alzl − 2η
∑
j
tj))ω(z1, . . . , zn, λ).
Then, for any µ ∈ C and any u ∈ V ∗Λ1 [µ], v ∈ (V
∗
Λ2
⊗ · · · ⊗ V ∗Λn)[−µ],
m∏
j=1
θ(tj−z1−a1−p)
θ(tj−z1+a1−p)
ωξ(z1 + p, z2, . . . , zn, λ)u⊗ v ∼ ω
ξ(z2, . . . , zm, z1, λ− 2ηµ)u⊗ v
Proof : We first assume that ξ = 1. We adopt the notation of Lemma 15, and set
f˜ = ω(z1 + p, λ). Then the left-hand side of the claim is, by Lemma 15,
1
(n− 1)!
Sym
(
f˜(t1, . . . , tm′)g(tm′+1, . . . , tm)
∏
j6m′
θ(tj − z1 − p+ a1)
θ(tj − z1 − p− a1)
)
, (12)
while the right-hand side is
1
(n−1)!
Sym
(
g(tm′+1, . . . , tm)f(t1, . . . , tm′)
∏
j6m′
l>2
θ(tj−zl+al)
θ(tj−zl−al)
∏
j6m′
k>m′
θ(tj−tk−2η)
θ(tj−tk+2η)
)
.
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To compare these two expressions, notice that f˜ = ω(z1+p, λ)u is related to f = ω(z1, λ)u
by
f˜(t1 + p, . . . , tm′ + p) = f(t1, . . . , tm′).
Therefore we may rewrite the left-hand side in terms of f up to terms which are trivial
in the cohomology. For this we use the following formula, valid for general functions h,
which is an easy consequence of the definition of Qi:
Q1 · · ·Qm′h(t1, . . . , tm) = h(t1 + p, . . . , tm′ + p, tm′+1, . . . , tm)φ
m′(t),
φm
′
(t) =
m′∏
j=1
n∏
l=1
θ(tj − zl + al)
θ(tj − zl − al)
∏
i6m′<j
θ(ti − tj − 2η)
θ(ti − tj + 2η)
.
Therefore we have
(12) ∼
1
(n− 1)!
Sym
(
f(t1, . . . , tm′)g(tm′+1, . . . , tm)
∏
j6m′
θ(tj − z1 + a1)
θ(tj − z1 − a1)
φm
′
(t)
)
,
which is easily seen to coincide with the right-hand side of the claimed identity.
The case of general ξ is proved in the same way. The point is that the argument of ξ is
shifted by −2a1+4ηm
′ if z1, t1, . . . , tm′ are shifted by p, while the same effect is obtained
by shifting λ by −2ηµ. ✷
Corollary 26. Let 1 6 j 6 n and let w ∈ V [0]∗ be such that h(j)w = µw. Write
z = (z1, . . . , zn), z + pδj = (z1, . . . , zj + p, . . . , zn), and ρj(t, z) =
∏m
i=1[θ(ti − zj + aj −
p)/θ(ti − zj − aj − p)]. Then
ρj(t, z)ω
ξ(z + pδj, λ)R
∗
j−1,j(zj−1−zj−p, λ−2η
∑
l<j−1
h(l)) · · ·
· · ·R∗2j(z2−zj−p, λ−2ηh
(1))R∗1j(z1−zj−p, λ)w
∼ ωξ(z1, . . . , zn, λ−2ηµ)R
∗
j,j+1(zj−zj+1, λ−2ηµ−2η
j−1∑
l=1
h(l)) · · ·
· · ·R∗j,n−1(zj−zn−1, λ−2η
n−2∑
l=1
l 6=j
h(l))R∗jn(zj−zn, λ−2η
n−1∑
l=1
l 6=j
h(l))w
This corollary follows from the above Lemma using Lemma 6.
The proof of Theorem 24 can now be completed: let w be a vector in V [0]∗ such that
h(j)w = µw. Let A(z, λ) = R1,j(z1−zj−p, λ) · · ·Rj−1,j(zj−1−zj−p, λ−2η
∑j−2
l=1 h
(l)) and
B(z, λ) = Rjn(zj−zn, λ−2η
∑
j 6=l<n h
(l)) · · ·Rj,j+1(zj−zj+1, λ−2η
∑
l<j h
(l)). With these
notations,
〈w,A(z, λ)Ψ(z+pδj, λ)〉 =
∫
Φ(t, z+pδj)ω
ξ(z+pδj, λ)A(z, λ)
∗w
=
∫
Φ(t, z)ρj(t, z)ω
ξ(z+pδj, λ)A(z, λ)
∗w
=
∫
Φ(t, z)ωξ(z, λ−2ηµ)B(z, λ−2ηµ)∗w
= 〈w,B(z, λ−2ηµ)Ψ(z, λ−2ηµ)〉.
The first equality follows from the definition of Ψ. The second is the identity Φ(t, z +
pδj) = ρj(t, z)Φ(t, z), an immediate consequence of the defining property of the phase
function. The third equality follows from Corollary 26 and the last equality by the
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definition of Ψ. Thus A(z, λ)Ψ(z + pδj , λ) = ΓjB(z, λ)Ψ(z, λ). To complete the proof of
the Theorem, one has to invert the operator A, which is very easy, given the unitarity of
R-matrices (property III of Section 2).
8. Residues
In this section we give a proof of Proposition 3, and some other technical results. For
this we introduce the basic computational tool of (iterated) residues.
Let us first describe the spaces Fma1,...,an(z1, . . . , zn, λ) in terms of symmetric theta func-
tions. Let Gma1,...,an(z1, . . . , zn, λ) be the space of meromorphic functions g of m complex
variables t1, . . . , tm such that
(i)
∏m
i=1
∏n
k=1 θ(ti−zk−ak)g(t1, . . . , tm) is a holomorphic function of t1, . . . , tm ∈ C.
(ii) g is periodic with period 1 in each of its arguments and
g(. . . , tj+τ, . . . ) = e
−2πi(λ+2ηm)g(. . . , tj, . . . ).
for all j = 1, . . . , m.
(iii) g(tσ(1), . . . , tσ(m)) = g(t1, . . . , tm) for any permutation σ ∈ Sm.
Lemma 27. The linear map sending f to
g(t1, . . . , tm) =
∏
i<j
θ(ti−tj+2η)
θ(ti−tj)
f(t1, . . . , tm)
is an isomorphism from Fma1,...,an(z1, . . . , zn, λ) to G
m
a1,...,an
(z1, . . . , zn, λ)
Proof : By using the transformation properties of θ under translation by Z+ τZ, and the
fact that θ is odd, we see that f has the required behavior under lattice translation and the
action of permutations if and only if g does. Since the poles of θ lie in the lattice, it is also
clear that if g obeys (i), then the poles of f are on the correct hyperplanes. Conversely, if
f ∈ Fma1,...,an(z1, . . . , zn, λ), then
∏
i<j θ(ti−tj+2η)f(t1, . . . , tm) is regular except possibly
on the hyperplanes ti ≡ zj+aj (modulo the lattice). From the symmetry properties
of f and the fact that θ is odd, it follows that this function is skew-symmetric under
permutation of the arguments. In particular, it vanishes on the diagonals ti−tj = 0, and,
by the transformation property of f under translation by Z+τZ, also on the hyperplanes
ti−tj = r+sτ , r, s ∈ Z. Therefore we can divide by
∏
i<j θ(ti−tj) without creating new
poles. Thus g obeys (i). ✷
Lemma 28. For any a1, . . . , an, z1, . . . , zn, λ ∈ C and m ∈ Z>0 the dimension of the
space Fa1,...,an(z1, . . . , zn, λ) is (
n+m− 1
m
)
,
the number of ways of decomposing m as a sum of n nonnegative integers.
Proof : Multiplication by
∏m
i=1
∏n
j=1 θ(ti− zj − aj) is an isomorphism from the space
Gma1,...,an(z1, . . . , zn, λ) to the space of entire functions that are invariant under permuta-
tions of the arguments and have theta function transformation properties under lattice
translation of each argument. The dimension of the latter space is easily computed, say
by Fourier series. ✷
In particular, if n = 1, we have:
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•
t1
•
t2
•
· · ·
• •
tm1 = z1 + a1
•
tm1+1
•
tm1+2
•
· · ·
•
• •
· · ·
•
tm−1
•
tm = zn + an
•
Figure 1. The point at which the residue is taken.
Lemma 29. Fma (z, λ) is a one-dimensional space spanned by
ωm(t1, . . . , tm) =
∏
i<j
θ(ti−tj)
θ(ti−tj+2η)
m∏
j=1
θ(λ+2ηm+tj−z−a)
θ(tj−z−a)
,
The next tool is a suitable set of iterated residues spanning, for generic parameters,
the vector space dual to Fma1,...,an(z1, . . . , zn, λ). For any set m1, . . . , mn of nonnegative
integers with sum m and any meromorphic function f(t1, . . . , tm) in m variables we let
resm1,...mnf be the complex number
resm1,...,mnf = rest1=z1+a1−2η(m1−1) · · · restm1−1=z1+a1−2ηrestm1=z1+a1
restm1+1=z2+a2−2η(m2−1) · · · restm1+m2−1=z2+a2−2ηrestm1+m2=z2+a2
· · · restm−1=zn+an−2ηrestm=zn+anf.
The map f → resm1,...,mnf is a linear function on F
m
a1,...,an
(z1, . . . , zn, λ). The point at
which this residue is taken is represented in Fig. 1
Proposition 30. Fix a1, . . . , an, z1, . . . , zn, λ.
(i) If z1, . . . , zn, λ and η are generic, then the residues resm1,...,mn with m1+· · ·+mn = m
form a basis of the dual of Fma1,...,an(z1, . . . , zn, λ).
(ii) Let ωj1,...,jn ∈ F
m
a1,...,an
(z1, . . . , zn, λ) denotes the image by Φn of the basis ωj1 ⊗ · · · ⊗
ωjn of ⊗
n
l=1F
jl
al
(zl, λ− 2
∑l−1
k=1(ak − 2ηjk)), then
resm1,...,mnωj1,...,jn = 0
unless ml + · · ·+mn 6 jl + · · ·+ jn for all l = 1, . . . , n.
(iii) resm1,...,mnωm1,...,mn 6= 0 for generic z1, . . . , zn, λ and η. More precisely,
resm1,...,mnωm1,...,mn =
n∏
i=1
mi∏
j=1
θ(λ− 2
∑
l<i(al − 2ηml) + 2ηj)
θ′(0)∏
16l<k6n
mk∏
j=1
θ(zk + ak − zl + al − 2η(j − 1))
θ(zk + ak − zl − al − 2η(j − 1))
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Proof : We prove (ii) and (iii), from which (i) follows.
Let first n = 1. By Lemma 28, Fa(z, λ) is one dimensional. We compute:
resmωm = θ
′(0)−m
∏
i<j θ(2η(i− j))∏
i<j−1 θ(2η(i− j) + 2η)
∏m
j=1 θ(λ+ 2ηm− 2η(m− j))∏m−1
j=1 θ(−2η(m− j))
=
m∏
j=1
θ(λ + 2ηj)
θ′(0)
.
This does not vanish for generic λ.
Consider now the general case.
We introduce the convenient notation tI = (ti1 , . . . , tim) for any finite set of integers
I = {i1 < · · · < im). Then ωj1,...,jn can be written as∑
I1,...,In
ωj1(tI1) · · ·ωjn(tIn)
∏
l<k
∏
i∈Ik
θ(ti − zl + al)
θ(ti − zl − al)
∏
i<j,k>l
∏
i∈Ik,j∈Il
θ(ti − tj − 2η)
θ(ti − tj + 2η)
.
The sum is taken over all partitions I1, . . . , In of {1, . . . , m} such that Il contains precisely
jl elements, 1 6 l 6 m.
The next step is to determine the partitions corresponding to terms with non-trivial
residue resm1,...,mn . We may assume that all parameters are generic. Then a term with
non-trivial residue must in particular have a pole on the hyperplane tm = zn + an, if
mn > 0. This implies that m ∈ In. If mn > 1, then, we must also have a pole on the
hyperplane tm−1 − tm + 2η = 0. But a pole on the hyperplane tj − tj+1 + 2η occurs only
if j, j + 1 belong to the same Ik, (the pole is in ωk) or if j ∈ Ik, j + 1 ∈ Il for some
l < k (the pole is in the last factor in this case). Thus m − 1 ∈ Im, and so on. We
obtain the necessary condition {m1+ · · ·+mn−1+1, . . . , m} ⊂ In. The next residue is at
tm1+···+mn−1 = zn−1 + an−1. Thus we see that m1 + · · ·+mn−1 must belong to In−1 ∪ In.
Continuing this way, we conclude that a partition I1, . . . , In corresponds to a term with
trivial residue unless
{m1 + · · ·+ml + 1, . . . , m} ⊂ Il+1 ∪ · · · ∪ In, l = 1, . . . , n− 1.
In particular this proves (ii).
If ml = jl for all l, then only one partition contributes to the residue, namely I1 =
{1, . . . , m1}, I2 = {m1 + 1, . . . , m1 + m2}, . . . The residue is then the product of the
residues of the individual ωji’s times the value of the remaining product product of ratios
of theta functions, which can easily be computed.
The claim (i) follows from (ii), (iii) and Lemma 28. ✷
Proof of Proposition 3: By Proposition 30, Φn is generically an isomorphism. From this
and the associativity of Φ, the main claim of Proposition 3 follows. ✷
Proof of Lemma 5, (ii): We have to show that ω(w, z, λ) : V ∗Λ ⊗ V
∗
Λ → Faa(z, w, λ)
is invertible at z = w. Since the dimension of Faa(z, w, λ) is m + 1 for all z, w, it is
sufficient to show that, for any generic a, the functions ωj,m−j = ω(z, z, λ)e
∗
j ⊗ e
∗
m−j ,
0 6 j 6 m, are linearly independent. Here we have double poles, the residues resj,m−j
are no longer linearly independent and we have to change slightly the construction. Let
˜resm,0 = resm and if j = 1, . . . , m, let ˜resj,m−jf be
rest1=z+a−2η(j−1) · · · restj−1=z+a−2ηrestj=z+a
restj+1=z+a−2η(m−j−1) · · · restm−1=z+a−2ηrestm=z+a[(tm − z − a)f ].
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Then, by proceeding the same way as in the proof of Proposition 30 we see that the matrix
( ˜resj,m−jωk,m−k)j,k is triangular with non-vanishing diagonal matrix elements. Therefore
ω(z, z, λ) is invertible, and
lim
w→z
R∗ΛΛ(z, w, λ) = ω(z, z, λ)ω(z, z, λ)
−1P = P.
✷
8.1. Resonances. Here we consider the case when the parameters Λi are nonnegative
integers. From the point of view of elliptic quantum groups (see [FV1]), this is the case
when the evaluation Verma module has a finite dimensional quotient. In the present
framework, what happens is that the R-matrix has remarkable invariant subspaces.
Let us introduce some notation: if ℓ ∈ Z>0, we let L
∗
ℓ = ⊕
ℓ
j=0Ce
∗
j , a finite dimensional
subspace of V ∗ℓ . Thus its dual space Lℓ is a quotient of Vℓ, which we may identify with
the subspace ⊕ℓj=0Cej.
If f is a meromorphic function of m variables t1, . . . , tm, and z ∈ C we define for every
integer ℓ ∈ {0, . . . , m− 1} a function res(z,ℓ)f of t1, . . . , tm−ℓ−1:
res(z,ℓ)f = restm−ℓ=z−2ηℓ · · · restm−1=z−2ηrestm=z.
We extend this definition to all ℓ ∈ Z>0 by setting res(z,ℓ) = 0 if ℓ > m.
Now consider the map ω(z, w, λ) : V ∗Λ ⊗V
∗
M → Fab(z, w, λ) defined in Section 3. We let
Ker res(u,ℓ) be the space of f ∈ Fab(z, w, λ) such that res(u,ℓ)f = 0.
Theorem 31. Let z, w, η, λ be generic and a = ηΛ, b = ηM ∈ C.
(i) If Λ ∈ Z>0, then ω(z, w, λ) maps L
∗
Λ ⊗ V
∗
M onto Ker res(z+a,Λ).
(ii) If M ∈ Z>0, then ω(z, w, λ) maps V
∗
Λ ⊗ L
∗
M onto Ker res(w+b,M).
(iii) If Λ ∈ Z>0 and M ∈ Z>0, then ω(z, w, λ) maps L
∗
Λ ⊗ L
∗
M onto Ker res(z+a,Λ) ∩
Ker res(w+b,M).
Proof : We prove (i). The other claims are proved similarly, or in a simpler way.
Thus we assume that Λ is a nonnegative integer ℓ. We first show that the image of
L∗Λ ⊗ V
∗
M is contained in the kernel of the residue. In other words, we must show that if
f ∈ Fm
′
a (z, λ) and g ∈ F
m′′
b (w, λ−2a+4ηm
′), withm′ 6 ℓ, then res(z+a,ℓ)Φ(f⊗g) = 0. Set
m′+m′′ = m. The function Φ(f ⊗ g) is, in the notation used in the proof of Proposition
30 ∑
I1,I2
f(tI1)g(tI2)
∏
i∈I2
θ(ti − z + a)
θ(ti − z − a)
∏
i∈I2,j∈I1,i<j
θ(ti − tj − 2η)
θ(ti − tj + 2η)
.
The sum runs over all partitions of {1, . . . , m} into pairs of disjoint subsets I1, I2 of
cardinality m′, m′′, respectively.
The partitions with non-vanishing residue res(z,ℓ) must correspond to terms with poles
on the hyperplanes tm−ℓ − tm−ℓ+1 + 2η = 0, · · · , tm−1 − tm + 2η = 0. Thus if m − 1 >
j > m − ℓ and j ∈ Ik (k = 1, 2), then j + 1 ∈ Ir with r 6 k. Since m
′ 6 ℓ, this implies
that m − ℓ ∈ I2. But then the last residue restm−ℓ=z+a−2ηℓ vanishes since the pole at
z + a− 2ηℓ = z − a is canceled by the zero of θ(tm−ℓ − z + a).
To show that the image is precisely the kernel of the residue, we proceed as in the proof
of Proposition 30: suppose f ∈ Fmab (z, w) is in Ker res(z+a,ℓ). We claim that f is in the
image of L∗Λ ⊗ V
∗
M. Let us think of f as a linear combination of ωj,m−j, j ∈ {0, . . . , m}.
Consider the residues
r̂esm−k,k = rest1=w+a−2η(m−k−1) · · · restm−k=w+arestm−k+1=z+a−2η(k−1) · · · restm=z+a.
As in the proof of Proposition 30, we see that r̂esm−k,kωj,m−j vanishes if k < j, and is non-
zero for generic z, w, λ, if k = j. Also if f ∈ Ker res(z+a,ℓ), then r̂esm−k,kf = 0 whenever
QKZB EQUATIONS AND BETHE ANSATZ 27
k > ℓ. In particular, r̂esm−k,kωj,m−j = 0 if j 6 ℓ and k > ℓ. Therefore, r̂esm−ℓ−1,ℓ+1f = 0
implies that the coefficient of ωℓ+1,m−ℓ−1 vanishes; this and r̂esm−ℓ−2,ℓ+2f = 0 implies
that the coefficient of ωℓ+2,m−ℓ−2 vanishes, and so on. We conclude that f is a linear
combination of ωj,m−j with j 6 ℓ, which proves our claim. ✷
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