We derive optimal regularity, in both time and space, for solutions of the Cauchy problem related to a degenerate differential equation in a Banach space X . Our results exhibit a sort of prevalence for space regularity, in the sense that the higher is the order of regularity with respect to space, the lower is the corresponding order of regularity with respect to time.
Introduction
Let X be a Banach space and let M and L be two single valued closed linear operators from X to itself, whose domains fulfill the relation (L) ⊂ (M) and where M may have no bounded inverse M −1 . Further, let be a given continuous function from [0 T ] into X , T > 0, and let 0 be a given element of X . The question of maximal regularity for the degenerate initial value problem
concerns what kind of properties, in time and/or in space, the data need satisfy, in order that the solution to (1) exists and the derivative D M possesses similar regularity as the data. Let us we rewrite (1) into a non degenerate form, by changing the unknown function to ( ) = M ( ). Since M −1 is no longer defined as a single valued operator but conserves linearity, we are then led to consider the equivalent problem where A is the (possibly multivalued) linear operator LM −1 . Hence, the question of maximal regularity for (1) is strictly related to the regularity of the semigroup generated by A. This yields to the analysis of the spectral equation ∈ λ −A , λ ∈ C, ∈ X , in order to obtain an estimate of weakly parabolic type
I being the identity operator. Here, β ∈ (0 1], λ 0 ≥ 0, and Σ is a complex region containing the half plane eλ ≥ 0. We stress that, at least for the single valued case, the semigroup theory and its links with questions of maximal regularity is well-known when β = 1 in (3); for, in such a case, A is the generator of a bounded analytic semigroup, see [11] and references therein. The case β ∈ (0 1) is considerably worse, but, although with ( eλ+| mλ| β ) −1 in place of (|λ|+λ 0 ) −β , it was already considered in [9, Remark p. 383] in the context of Abel summable semigroups admitting uniform derivatives of all orders. Later on, the semigroup theory for β ∈ (0 1) and its applications to concrete partial differential equations has then been developed satisfactorily in the papers [15, 16] , [18] - [20] and, more recently, in [13] . As far as multivalued linear operators are concerned, instead, the semigroup theory in presence of (3) is quite new. Indeed, it was introduced in the papers [6, 7] and [21] as a tool to handle degenerate equations by means of analogous techniques of the non degenerate ones, corresponding to M = I in (1) . In the last years, the theory has been succesfully applied to linear and quasilinear partial differential equations and systems, see, for instance, the monograph [7] and the papers [3, 8, 10] . Of course (cf. [7, Theorem 3.17] and [5, Theorem 1] ), if A satisfies assumption (3) with β = 1, then the results of maximal regularity are analogous to those exhibited in [14] for the non degenerate case and for which, nowadays, a wide literature exists. In particular, in the case β = 1, D M has exactly the same regularity as the data. This extends to (1) the known results on the maximal regularity of solutions to (2) when A is single valued and generates an analytic semigroup. On the contrary, according to [6, 9] and [16] , if β ∈ (0 1), then, in general, the semigroup generated by A is neither analytic nor bounded at the origin, but only infinitely differentiable and integrable in norm. This implies that the time regularity of the solutions to (1) decreases. We refer to [7, Theorem 3 .26], [5, Theorem 9] and [3, Theorem 7.2] for precise statements and amounts of the loss of regularity, but, briefly, the quoted theorems say that if ∈ C µ ([0 T ]; X ), µ ∈ (1 − β 1), and 0 fulfills some natural consistency conditions, then D M ∈ C ν ([0 T ]; X ), where ν = µ + β − 1. Notice that, at present, one of the main deficiencies in the theory of degenerate equations is the absence of results of space regularity, in the case when β ∈ (0 1) in (3) . It is our aim, here, to give a contribution in this field providing an optimal "cross" regularity result, in which both time and space regularity for D M are established. As we shall see, the space regularity prevails, in the sense that the increase in space regularity reflects in a decrease of the order of time regularity. The plan of the paper is the following. Section 2 contains all the needed preliminary material. Essentially, to a multivalued linear operator A from a Banach space X to itself, whose resolvent satisfies (3) in a region Σ depending on an additional parameter α ∈ [β 1], we associate the corresponding infinitely differentiable semigroup {e A } ≥0 on X and we introduce the bounded operators and of the interpolation spaces (X (A)) γ , between the domain (A) of A and X , and with the basic relations existing among such spaces.
Section 3 is devoted to show that the uniform norm ([−A]
θ )
• e A (X ;(X (A))γ ) blows up, as goes to 0, as a suitable negative power of depending on α, β, γ and θ. Further, the blow-up rate is greater than the one observed in [11] for the non degenerate case. As a corollary, we show that for every ε ∈ (0 T ] and σ ∈ (0 1) the map
Using the results of Section 3, in Section 4 we establish time and space regularity of some basic operator functions, which appear naturally when M and D M are represented in terms of the Volterra integral equation equivalent to (2) . Here, all the Lemmas from 4.1 to 4.5 will highlight the above mentioned fact that the higher is the order γ of the interpolation space (X (A)) γ where we look for space regularity, the lower is the Hölder exponent σ of regularity in time. Finally, in Section 6, with the aim of describing the range of applications of our abstract results, we give two examples of concrete degenerate partial differential equations to which our analysis applies. In particular, we show how Theorems 5.1 and 5.3 can be applied to improve the results formerly obtained in [3] , [5] - [7] and [10] for the same equations.
Preliminary material and notations
Let X be a Banach space over the complex numbers C and endowed with norm · X . For two subset F , G of 2 X \∅, 2 X being the collection of all subset of X , we define F + G = { + : ∈ F ∈ G} and, for a number λ ∈ C, λF = {λ : ∈ F }. A mapping A from X into 2 X is called a multivalued linear operator in X if its domain (A) = { ∈ X : A = ∅} is a inear subspace of X and A satisfies
The set (A) = ∈ (A) A is called the range of A. The theory of multivalued linear operator is developped exhaustively in the monograph [1] , which supplies a good reference for the interested readers. Here, for our purposes, we confine ourselves only into recalling those concepts we will need in the sequel. The following basic properties of a multivalued linear operator A are immediate consequences of its definition (cf. [6] ):
ii) A0 is a linear subspace of X and A = + A0 for any ∈ A , ∈ (A). In particular, A is single valued if and only if A0 = {0}.
The inverse A −1 of a multivalued linear operator A is defined to be the operator having domain (A −1 ) = (A) and such that 
Notice that for sections we no require linearity. We refer to [1, Section 1.5] for a general condition which implies existence of linear sections and provides a method for their construction. Observe only that if X = X 1 + A0, where X 1 is a subspace of X and the sum is topologically direct, then
Of some interest is the case X 1 = (A) which, together with a condition of Hille-Yosida type, is equivalent to the well posedness on (A) of the Cauchy problem D ( ) ∈ A ( ), ∈ (0 T ], (0) = (cf. [12] ). The resolvent set ρ(A) of a multivalued linear operator A is defined to be the set {λ ∈ C : (λI − A) −1 ∈ (X )} where, as usual, (X ) denotes the Banach space (X ; X ) of all bounded single valued linear operators from X to X , equipped with the uniform operator norm. As for the single valued case, ρ(A) is an open set of C and 
. Now, let A be a multivalued linear operator in X and assume that A satisfies the following resolvent condition of abstract weakly parabolic type:
α }, > 0, and the following estimate holds with some exponents 0 < β ≤ α ≤ 1 and constant C > 0: 
where Γ ⊂ Σ\{λ ∈ C : eλ ≥ 0} is the contour parametrized by λ = − (|η| + 1)
Define also e 0A = 1. Then {e A } ≥0 is a semigroup on X , infinitely many times differentiable for > 0 with
where D 0 = I. We stress that only infinite differentiability has to be expected for e A . Indeed, if α < 1 in (H1), then Σ does not contain any sector {λ ∈ C : λ = 0 | arg λ| < ω}, ω ∈ (π/2 π), and we are not in a position to apply [16, Theorem 5.3] to extend e A to an analytic semigroup, possibly unbounded at the origin, in some sector containing the positive real axis. For a multivalued operator A satisfying (H1), for every θ > 1 − β we can define the fractional powers
The fractional powers
For the reader's convenience, we recall the proof of this latter identity by referring to [16, Section 6] for the details. In fact, the arguments in [16] , which is concerned only with single valued operators and with the case α = 1 in (H1), can be easily extended to multivalued operators and to the case α ≤ 1 as follows (see also [7 
is a holomorphic function in Σ\[0 ∞) with values in (X ), definition (6) is independent from the choice of the contour Γ avoiding the positive real axis and the origin. Hence, let Γ ⊂ Σ\{λ ∈ C : eλ ≥ 0} be the contour parametrized by µ = − (|η| + 1) α + η, η ∈ (−∞ ∞), ∈ (0 ), and which lies on the right of Γ. Then, using the resolvent equation and applying the residue theorem to obtain Γ (−µ)
In addition, from [16, 
Then, by (4) and (5) 
where the˜ α β θ 's are positive constants depending on α, β and θ. Of course, from (9) which will be defined in a while, whereas the convergence on the whole X holds only with respect to the seminorm A (·) = A −1 · X . In other words, in the multivalued case, it is no longer possible to expect the convergence of e A to I on the whole X in any norm; for, if ∈ A0, then (λI − A) −1 = 0 and e A = 0 for every > 0. Notice that the latter argument implies
where (T ) denotes the kernel of an operator T . Hence, if A is not single valued, the semigroup e A has a nonzero kernel for > 0, and it is degenerate in the sense of [12] , where degenerate C 0 and integrated semigroups are considered. We recall now the definitions of the spaces X γ A and (X (A)) γ . First of all, we specify a topology on (A) equipping it with the norm (A) = inf ∈A X . Since A −1 ∈ (X ) this norm is equivalent to the graph norm and makes (A) a Banach space (cf. [7, Prposition 1.11]). Now, if Z is a Banach space, for a Z -valued strongly measurable function (ξ),
Then, according to [7, pag. 26 ], for γ ∈ (0 1) and
They becomes Banach spaces when endowed with the norm
∈ N, the space of all X -valued functions having the property that
As it is well-known (cf. [17, Lemma 1.8.1]), the spaces V γ are Banach spaces with the norm
, and for any function ∈ V γ the derivatives ( ) , ∈ N, 0 ≤ ≤ − 1, has a X -valued continuous extension at = 0. This lead to define the trace spaces (cf. [17, Theorem
which turn out to be real interpolation Banach spaces between (A) and X , with norm (X (A))γ := inf = (0)
whereas, for 0 < γ 1 < γ 2 < 1, we have
The classes X γ A and (X (A)) γ are related one to each other by the following continuous embedding (see [20, Theorem 2] and its extension to multivalued operators [7, Theorem 1.12]):
which become identities with equivalence of the respective norms when β = 1 in (H1) (cf. [17, Theorem 1.14.2]). Observe that in the case β < 1, by setting γ = γ + β − 1, γ ∈ (1 − β 1), from the second embedding in (12) it follows
whereas, when γ ∈ [β 1), the spaces X γ A may be smaller than (A). As we said before in the Introduction, the natural operator A associated to (1) is the operator LM −1 having domain
. From this point of view, in spite of the non degenerate case where characterizations are wide, in the degenerate case a characterization of either X γ A or (X (A)) γ is still lacking, even in the very common situation where (Ω). Up to now, to the author's knowledge, the unique available result in this direction is [10, Lemma 3.2] where (L (Ω) (A)) γ is shown to contain a special class of fractional Sobolev spaces, which we shall exhibit later in (81). We conclude the section introducing some notations we will largely use in the sequel. Given a Banach space Z , 
Regularity of e

A with respect the spaces (X (A)) γ
Here we show two preliminary results concerning the behavior of the bounded operators (8) with respect the interpolation spaces (X (A)) γ . Essentially, the forthcoming Proposition 3.1 says that the norm
A (X ;(X (A))γ ) may goes to infinity when goes to zero, but not faster than a precise negative power of depending on θ, γ and the exponents α, β appearing in (H1). A similar result is shown in [11, Proposition 2.3.9] for the non degenerate case, and in [7, Proposition 3.2] for the degenerate one. However, in [7] , only the case θ = 0 is treated and the role of the spaces (X (A)) γ is played there by the spaces X γ ∞ A . We shall need the following lemma.
Lemma 3.1.
Let A
• be the symbol in the identity A
Then, for every θ ≥ 0 and > 0, it holds:
Moreover, for every ∈ X , we have:
in the sense of multivalued linear operators. In particular, if λ ∈ Σ, then (λA
As a consequence, when λ ∈ Σ, the product A −1 (λA −1 − I) −1 in the right-hand side of (16) is the usual product of two single valued operators of (X ). Now, recalling definition (8) and using A −1 ∈ (X ) to take A −1 outside the integral sign, from (16) and
Therefore, using (17) and
which proves (14) . Concerning (15), instead, using (6) and reasoning as in (7) we easily obtain
Then, from the definition of the norm · (A) , we deduce for every ∈ X :
This completes the proof.
Proposition 3.1.
Then there exist a positive constant 1 = 1 (α β γ θ) such that the following estimate holds
Proof. Let ∈ (0 T ] and ∈ X . Then, using the interpolation inequality
, ∈ (A), and estimate (15) , for every θ ≥ 0 we get
Therefore, applying estimates (9), from (20) we derive
Remark 3.1.
Observe that, due to the first embedding in (12) , if (θ ) = (0 ∞) then (19) agrees with estimate e
Proposition 3.1 easily implies that, when is bounded away from zero, then, for every σ ∈ (0 1), the operator function
• e A is σ -Hölder continuous in time with values in (X ; (X (A)) γ ). Indeed, the following corollary holds.
Corollary 3.1.
Then, for every σ ∈ (0 1) and 0 < < ≤ T we have
Consequently, for every ∈ X and σ ∈ (0 1), using (19) with θ replaced by θ + 1 and the well-known inequality
Time and space regularity of the basic operator functions
Proposition 3.1 and Corollary 3.1 enable us to prove some Hölder-in-time regularity with respect the spaces (X (A)) γ for those operator functions involving the semigroup e A which we will encounter later. Through the rest of the paper, (T ), = 2 3
, shall denote positive nondecreasing functions of T depending also on α, β, γ, and σ ∈ (0 1).
Lemma 4.1.
Let α, β ∈ (0 1] be such that β ≤ α and 2α + β > 2. Then, for every γ ∈ (0 2α + β − 2) and σ ∈ (0 (2α + β − 2 − γ)/α) the linear operator
, and satisfies the estimate:
Proof. First, for every ∈ [0 T ], inequality (19) with θ = 0 implies
where the exponent
, from both (19) and (21) with θ = 0 we obtain
Finally, summing up (25) and (26), we derive (24) with
If is not only merely continuos from [0 T ] to X , but σ -Hölder continuous, then the thesis of Lemma 4.1 follows by a weaker assumption on α and β and for larger values of γ and σ . Indeed, the proof can be modified in order to avoid Corollary 3.1 as it is shown in the following lemma.
Lemma 4.2.
Let α, β ∈ (0 1] be such that β ≤ α and α + β > 1. Then, for every γ ∈ (0 α + β − 1) and σ
Summing up (25) and (29), we derive (28) with
The proof is now complete.
Lemma 4.3.
Let α, β ∈ (1/2 1] and ∈ (1 − β β) be such that β ≤ α and
, and satisfies the estimate: 
Thus, (19) with θ = 1 − yields to
2 Since σ ∈ (0 (α + β − 1 − γ)/α], the case = 0 follows from (25).
Passing to the inf with ∈ [−A] , from (32) it follows:
Now, combining the first embedding in (12) together with (10) and (11), for every γ ∈ (0 α + β + − 2) ⊂ (0 ) and
Then, reasoning as in the derivation of (32), for every
Therefore, as in (33), from (35) it follows
Letting δ = α + β + − 2 − γ > ασ , from (34) and (36) we deduce (31) with
Remark 4.1.
We stress that, since 
3 Since σ ∈ (0 (α + β + − 2 − γ)/α) and e 0A is defined to be I, the case = 0 follows from (33).
In Section 6, in order to obtain optimal regularity for the solutions to (1), we will need to estimate the maps 
Lemma 4.4.
Let α, β ∈ (0 1] be such that β ≤ α and 2α + β > 2. Then, for every µ ∈ ((2 − α − β)/α 1), γ ∈ (0 αµ + α + β − 2) and σ ∈ (0 (αµ + α + β − 2 − γ)/α), the linear operator
where
Concerning I 1 ( ), the same reasoning made to derive (40) lead us to
Instead, using (21) with θ = 0 we obtain
Therefore, (40)-(43) yield to (39) with
The proof is now complete. 4 Since 0 < σ < (αµ + α + β − 2 − γ)/α < (αµ + β − 1 − γ)/α, the case = 0 follows from (40).
Lemma 4.5.
Let α, β ∈ (0 1] be such that β ≤ α and 3α + β > 3. Then, for every µ ∈ ((3 − 2α − β)/α 1), γ ∈ (0 αµ + 2α + β − 3) and σ ∈ (0 (αµ + 2α + β − 3 − γ)/α), the linear operator
, and satisfies the estimate: (19) with θ = 1 we find
Notice that the choice γ ∈ (0 αµ + 2α
We examine first J 1 ( ). To this purpose, from inequality (21) with θ = 1 we deduce
Let us turn to J 2 ( ). Since α + β − 2 − γ < 0, inequality (19) with θ = 1 yields to
α, the case = 0 follows from (47).
Finally, concerning J 3 ( ), still from (19) with θ = 1 we get
As a consequence, replacing (49)- (51) in (48), we obtain
where 7 (T ) = α 1 8 (T ), 8 (T ) being defined by
Summing up (47) and (52) we easily derive (46) with
Maximal regularity for degenerate equations
In this section we apply the preliminary lemmata of Section 4 for proving time and space regularity of solutions to the degenerate first-order initial value problem (1), which we rewrite for the reader's convenience:
Here, as in Introduction, M and L are two single valued closed linear operators from X to itself whose domains satisfy
is a given function and 0 ∈ X is a given initial value. Moreover, we allow M to have a no bounded inverse M −1 , so that, in general, M −1 is defined to be a multivalued linear operator. According to [7] , we recall that the
[7, Theorem 1.14]). With the notion of M-modified resolvent set of L at hand, we assume:
α }, > 0, and the following estimate holds with some exponents 0 < β ≤ α ≤ 1 and constant C > 0:
Of course, assumption (H2) implies that the multivalued operator A = LM −1 with domain (A) = M( (L)) satisfies assumption (H1) and hence that it generates a semigroup {e A } ≥0 defined by (4) and satisfying (9) . A is defined as follows:
However, until now, under assumption (55) only results of time regularity have been established. See, for instance, [5, Theorem 9] and [3, Theorem 7.2] . A result of space regularity has been obtained in [5] , but with a stronger hypothesis of abstract potential type on the operator
In this case , the part of T in the closure R(T ) of its range, has a densely defined inverse −1 (unbounded, in general) which generates an analytic semigroup in R(T ). Then, denoted by P the projection operator onto the null space N(T ) of T and provided that some suitable assumptions are satisfied on (I − P) and
. This is done by means of customary techniques of analytic semigroup theory. In particular, since assumption (56) implies the identity X θ ∞ −1 = (R(T ) ( −1 )) θ ∞ , the quoted result extends [14, Theorem 5.5 ] to degenerate equations. The main problem in [5] lies in the characterization of projection P, which is crucial when space regularity is investigated. From this point of view, our aim is twofold. At first, to replace (56) with the more general assumption (H2) removing the analyticity of e A . Then, to show both time and space regularity for D M without invoking P. We begin proving two theorems concerning the regularity of the classical solution to (54). Recall that, according to [7, p. 
53], a strict solution to (54) is a function
and (54) 
Moreover, the following estimate holds true:
where ν = 2α + β − 2 − γ − ασ > α − . Here 2 (T ) and 4 (T ) are the positive nondecreasing functions of T defined, respectively, in (27) and (37).
Proof. First, since < β ≤ α, we have 2α +β > α +2− > 2 and the choice µ ∈ ((2−α −β)/α 1) makes sense. Now, 
e. a classical solution. In particular, the following representation holds:
Q 1 being defined in (23). Indeed, changing the unknown function to = M and rewriting (54) into the equivalent non degenerate form 
so that we are in position to apply both Lemmas 4.1 and 4.3. Due to the quoted lemmas, Q 1 and e ·A 0 belong to
, and the same assert is true for M by virtue of (59). Finally, estimate (58) follows from (24), (31) and (59).
Remark 5.1.
We stress that in Theorem 5.1 is assumed µ-Hölder continuous in time, µ ∈ ((2 − α − β)/α 1), only in order to apply the results in [7] which guarantee the existence of a strict solution to (54). In fact, the belonging Q 1 ∈ C σ ([0 T ]; (X (A)) γ ) for every γ ∈ (0 α + β + − 2) and σ ∈ (0 (α + β + − 2 − γ)/α) has been established by means of Lemma 4.1, which requires only mere continuity for , and not by an application of Lemma 4.2, where some hölderianity is needed. To justify the use of Lemma 4.1 we can reason as follows. Provided 2α + 2β > 4 − , ∈ (1 − β β), let fix γ and σ be such that
Hence, all Lemmas 4.1-4.3 are applicable. Now, due to our choice for γ, we may have
, that is an order of time regularity which is lower than the one we can obtain using Lemma 4.1. Since 2α + 2β > 4 − implies α + β > 2 − , such a case may effectively take place if α and β are large enough.
The previous Remark 5.1 leads us to the following corollary to Theorem 5.1. According to Remark 5.1 we have the following theorem, in which Lemma 4.2 is applied.
Corollary 5.1.
Let the assumptions in Theorem 5.1 be satisfied, but with ∈ C ([0 T ]; X ). Then, if a classical solution to (54) exists, it is necessarily of the form (59). Moreover, for every γ
∈ (0 α + β + − 2), σ ∈ (0 (α + β + − 2 − γ)/α) and ∈ [1 ∞], M belongs to C σ ([0 T ]; (X (A)) γ )
Theorem 5.2.
Let the assumptions in Theorem 5.1 be satisfied, but with β < 1 and 2α + 2β
, problem (54) has a unique classical solution satisfying (57). Moreover, the following estimate holds true:
is the positive nondecreasing function of T defined in (30).
Proof. As before, since 2α + 2β > 4 − implies 2α + β > 2, the belonging of M to C β β) . Now, since β < 1, we have α + β < 2 and, consequently, 2α + 2β + − 4 < α + β + − 2, so that our choice for γ makes sense. Then, from Lemma 4.3 we derive that, for every γ and σ which vary in the specified intervals, e
In addition, γ ≥ 2α + 2β + − 4 implies the following chain of inequalities
we can apply Lemma 4.2. Therefore,
, and satisfies (28), with being replaced by . From (59) we can now deduce that M belongs to
Finally, estimate (61) follows from (28), (31), (59) and the inequality σ T ;X ≤ max{1 T µ−σ } µ T ;X .
Remark 5.2.
Due to (10) and (11), Theorem 5.2 applied with γ = γ 0 := 2α
That is, Theorem 5.2 allows us to obtain space regularity in all the spaces (X (A)) γ , γ ∈ (0 α + β + − 2), ∈ [1 ∞], exactly as Theorem 5.1, but with a lower order of time regularity when γ ∈ (0 γ 0 ). Also, if α = 1, then assumption 2α + 2β > 4 − leads to ∈ (2 − 2β β), β ∈ (2/3 1), whereas in Theorem 5.1 we still have ∈ (1 − β β), β ∈ (1/2 1]. In conclusion, in accordance with Remark 5.1, the use of Lemma 4.1 in Theorem 5.1 yields a stronger result than the one we obtain using Lemma 4.2 in Theorem 5.2.
We now come to our main theorem, which provides regularity in both time and space for the derivative D M . The following statement improves [7, Theorem 3.26 ] and the results in [5] and [3] mentioned before.
Theorem 5.3.
Let assumption (H2) be fulfilled with α ∈ (4/5 1] and β
where ν = αµ + 2α + β − 3 − γ − ασ > αµ + α − 1 − and C (T ) = T 
so that the choice for µ makes sense, too, and the condition 3α + β > 3 in Lemma 4.5 (which is stronger than condition 2α + β > 2 in Lemma 4.4) is automatically satisfied. Also, since when α ≤ 1 it holds 2 − α − β ≤ 3 − 2α − β, we have 2 − α − β < αµ < 1 + β − α, or, equivalently, 1 − β < αµ + α − 1 < β. Thus, ∈ (1 − β αµ + α − 1] ⊂ (1 − β β) satisfies the assumption for in Lemma 4.3. Now, when 0 ∈ (A) and [7, Theorem 3.9] applies and (59) holds. Therefore, as shown in [7, Remark p. 55] , differentiating (59) with respect to and using (62), we get
the Q 's, = 2 3, being defined, respectively, in (38) and (45). In particular, M ∈ C 1 ([0 T ]; X ) and the equation in (54) holds even at = 0. Now, using ≤ αµ + α − 1 and α + β > 2 − , we deduce the inclusions 
Application
In order to motivate our previous analysis to problem (54), we now give some applications related to the Poisson-heat equation
Here, Ω ⊂ R , ∈ N, is a bounded region having a sufficiently smooth boundary ∂Ω, ∆ denotes the usual Laplace partial differential operator, while ( ) ≥ 0, ( ) and 0 ( ) are given functions, being in L ∞ (Ω). The choice of (65) as a model problem for the possible applications of our results, is due to two basic reasons. First, such a problem having been deeply investigated in [3] , [5] - [7] and [10] , we can refer to those papers for the details and focus only on our improvements. Secondly, as we said at the end of Section 2, a partial characterization of the spaces (X (A)) γ has been given, up to now, only in the context of problem (65) in [10, Lemma 3.2] . This will allow us to provide at least an explicit representation of a meaningful subspace of the spaces involved in Theorems 5.1, 5.2 and 5.3.
Obviously, problem (65) can be reformulated as a problem of type (54), in which M is the multiplication operator by the function ( ) and L is ∆ with Dirichlet boundary conditions. As underlying Banach space X , we may take
, endowed with the respective standard norms · −1 and · 2 . Take first X = H −1 (Ω), so that a variational meaning is assigned to (65). Then M ∈ (L 2 (Ω)), M = , and
As a consequence, the multivalued operator A = LM −1 is determined by
In [7, p. 75 ], using Lax-Milgram Theorem it is shown that, for every λ
Moreover (cf. [7, formula (3.40) , p. 75]), we have
Since M defines also a bounded linear operator from
, from (67) and (68) we deduce for every ∈ H −1 (Ω) and λ ∈ Σ 1 :
and (H2) is satisfied with (α β) = (1 1). In such a case the semigroup e A is strongly continuous in the norm of X on (A) (see [7, 
. Our Theorems 5.1 and 5.3 with (α β) = (1 1) improves such results in the sense that assuming a less regularity on 0 , then we can show that and D ( ) have also Hölder in time regularity with respect to the spaces (H −1 (Ω) (A)) γ . Precisely, according to Remark
(Ω) (A)) 1 when < µ, our assumption on 0 is weaker than the one in [7] .
Moreover, in [7, p. 76] , it is proved that
Thus, combining (70) and (71) with ∈ L ∞ (Ω), we obtain:
and (H2) holds with (α β) = (1 1/2), so that our results are not applicable. However, a larger β in (72) can be obtained assuming more smoothness and some order of vanishing for the function on the closed region Ω. Indeed, let ∈ C 1 (Ω) be such that
Then (72) holds, with 1/2 being replaced by β = (2 − ρ) −1 (cf. [7, p. 76] ). Notice that the case ρ = 1, initially considered in [7] , but excluded even in [4, Theorem 4.1], lead to consider unbounded domain Ω, see the discussion on [2, pp. 444, 445] . Now, when (73) holds, from [7, Theorem 3.9] 
. Our Theorem 5.1 with α = 1 allow us to say that, in the same assumptions for , but with 0
, has the further regularity
As far as the regularity of D ( ) is concerned, instead, [7, Theorem 3 .26] says that, if 0 ∈ (A) is equal to
We stress the quoted theorem does not provide any space regularity for D ( ). Hence, in this case, our Theorem 5.3 can be considered a really new one. Indeed, if we restrict the admissible µ to (1 − β β) according to Remark 5.3, it establishes that, if the same assumptions of [7, Theorem 3.26] 
where γ and σ are as in (75) and ∈ [1 ∞]. In particular, when = µ, our assumption on 0 may be weaker than the one in [7] , and we have γ ∈ (0 ν), σ ∈ (0 ν − γ), where ν is the order of time regularity established in [7] . It is also possible to consider problem (65) in the space X = L (Ω), ∈ (1 ∞), with M ∈ (L (Ω)) being again the multiplication operator by the function ∈ L ∞ (Ω), ( ) ≥ 0, and with ∆ being replaced by the general second order elliptic differential operator in divergence form
Here, the coefficients and 0 are assumed to satisfy the following properties:
whereas (A (A)) is as in (66) 
for every λ ∈ Σ 2 = { ∈ C : e > − (| m | + 1)}, where is a suitable positive constant depending on ∈ (1 ∞) and L ∞ (Ω) . Then, (H2) is satisfied with (α β) = (1 1/ ) and the condition β > 1/2 leads to require ∈ (1 2). Denoting with the conjugate exponent of , [7, Theorem 3.9] 
. From our Theorem 5.1 we can say that, in the same assumption for , but with 0
has the further time and space regularity
where 
The case ρ = 1 has been treated in [2] , but, as we said before, it implies that Ω must be unbounded and that the zeros of may occur only at infinity along some unbounded branch of Ω. Of course, from (80) we then deduce that β > 1/2 leads to restrict the admissible to < 4(2 − ρ) −1 . The main difficulty with (69), (74), (76), (78) and (79) lies in the characterization of the interpolation spaces (X (A)) γ , which, up to now, have been widely characterized only in the non degenerate case. To this purpose, it is worth to recall the remarkable result in [10] , where a first attempt in to find a characterization of the abstract spaces (X (A)) γ in terms of explicit function spaces has been given. In fact, when X and (A) are as in the last paragraph and γ stands for 1 − γ, in [10, Lemma 3.2] it is shown that the following inclusion holds true for every γ ∈ (0 1)\{1/(2 )} (L (Ω) (A)) γ ⊃ Unfortunately, inclusion (81) is in the wrong direction for being applied to (78) and (79) with = , so that we can not ensure that and D ( ) has the further 2 γ 0
(Ω)-spatial regularity. Due to this fact, it is clear that a full characterization of the spaces (X (A)) γ in the degenerate case would be of great importance from the point of view of applications. For instance, it is often necessary to know the order γ ∈ (0 1) of the interpolation space to which the spatial gradient ∇ of the solutions to (65) belongs to, and then to characterize such space. In general, this order γ is in a one-to-one relation with the exponent γ appearing in an estimate of the form 
Here Ω is again a bounded region in R with smooth boundary ∂Ω, whereas ( 
Moreover, the following estimates hold:
Then, combining (83) with (84) and reasoning as in the derivation of (72), it can be proved that 
