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AEEXRACT 
Lower bounds for the number of different real eigenvalues as well as for the 
number of real simple eigenvalues of a class of real irreducible tridiagonal matrices 
are given. Some numerical implications are discussed. 
We consider a real tridiagonal matrix 
a1 b, 
c2 a2 b3 
A= *. .-._*.. . 
. *. 
. . bn 
cn an 
0) 
It is a well-known fact that any such A with 
b,c, > 0, i = 2,3 ,..., n, (2) 
has real and simple eigenvalues. In this note we consider real tridiagonal 
matrices for which the property (2) is only “slightly” perturbed and which 
are irreducible (the spectrum of a reducible A obviously consists of the 
eigenvalues of all of its irreducible diagonal submatrices). Our main result is 
contained in the following 
THEOREM. Let A be an a&tray real tridiugd matrix which is 
irreducible, i.e., 
cjbj # 0, j = 2,3 ,..., n. 
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Form the sequence 
1, b,c,, b,b,c,c,, . . . , b,b,. * . b,,c,c,- * * c,,, (3) 
denote by k, the number of positive and negative signs in the above 
seqtznce, and set k=min(k+,k_). If Ik+-k_l>O, then A has at least 
(k, - k_ 1 different real spectral points. Zf, in addition, n -3k >O, then 
among the above Ik+-k-1 = n - 2k real points at least n -3k are simple. 
Proof. Set J = ( di Sij) with 
d, = 1, d9=$.., d,,= 
b,b,... b,, 
c,c,*.*c, 
Then 
4 b; 
b; a; b: 
JA=A’= . . . *. *. *. 
. . 
. . *. b:, 
b: aA 
is symmetric, with 
ha2 
al ‘-_a 1, a2 ' = -,..., 
a’ = b&3* * . b,,a,, 
n 2 
62 C2C3" *c* 
b; = b,, 
b&3 
b; = - ,..*, 
c2 
b,b,. . . b,, 
b; = 
C&’ * * C”_l 
The eigenvalue problein for A is therefore equivalent to a generalized 
eigenvalue problem for symmetric matrices: 
det(A’-UT) = 0. 
We see that (k_ , k,) is just the signature of I. Also 
signature( A’ - VI) = 
(k_,k+), Xlargepositive, 
(k+,k_), A large negative. 
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Since the eigenvalues of A’ -ii,/ are all real and simple and depend analyti- 
cally on A E ( - 00, co) (note that A’ -u is symmetric, tridiagonal and irre- 
ducible for every real A), we conclude that det(A’-XI) must change its sign 
at at least Jk, - k_ I= n -2k different real points. Let r of these roots of 
det(A’ -xJ) be simple, and s of them multiple. Since each of the s multiple 
roots must be of multiplicity at least 3 [det(A’ -xJ) is changing sign there], 
we have 
r+s > Ik+-k_( = n-2k, 3s < n - r, 
which implies 
Thus, 
r > n-3k. Q. E. D. 
REMARKS. (i) A different proof of our theorem can be given using the 
fact that A is J-symmetric as well as the structure theory of J-symmetric 
matrices. ’ 
(ii) The example 
01 0 
A= I 1 0 01 -1, I 0 
with A'#O, A3=0, k, = 2, k_ = 1, shows that, at least for n = 3, the estimate 
r > n - 3k cannot be improved. 
(iii) The matrix J is positive definite if and only if hi ci > 0 for all i; in this 
case our theorem reproduces the well-known fact that A has n simple real 
eigenvalues. 
(iv) The signature of the sequence (3) appears also in a theorem of 
Wimmer [2], which is applicable to real tridiagonal matrices with us = * . . = 
a, =O. According to [2], if a, >O, then the signature of (3) equals the 
signature of the sequence of the real parts of the eigenvalues of A, counted 
with their algebraic multiplicities. 
‘A presentation of the theory of I-symmetric matrices can be found e.g. in [l]. 
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Our theorem has also some numerical consequences. A common method 
of computing the eigenvalues of A is to find the zeros of det(A -XI). The 
latter is obtained through the recursive sequence 
p&q = 1, Pi(A) = a1 - A, 
Pa) = (% -~h-1(~) - dwk-2N k = 2,...,n, 
p,(h) = det(A -AZ). 
We have in our case2 
sign(s&h)) = signdet(A;-Vk), k = l,...,n, 
where 
El = 1, #+ = 7,)72, E3 = 713, E4 = 927)4, &5 = q3175,***, 
with 
vi = sign(cibj), j = 2,3 ,..., 17, 
and S, denotes the kth principal submatrix of a matrix S. 
Thus, according to a well-known result of Givens, the number k+(h) of 
changes of the sign in the sequence 
is equal to the number of nonnegative eigenvalues of A’ -u. Thus, for any 
given X we have the following possibilities (we can always assume that 
k, > k_): 
I. k+(h)>k+. In this case at least k+(h) - k _ different eigenvalues of A 
are <A, while at least k+(h)- k, - 1 are >X. If, in addition, p,(X)#O, then 
at least k+(X)- k, are >A. 
II. k_ < k+(X) < k_ . In this case at least k, - k+(A) different eigenval- 
ues are >X, while at least k+(X)-k_ are <A. 
III. k+(A) <k_ . In this case at least k, - k+(A) different eigenvalues 
are >A, while at least k_ -k+(A) are <A. 
eHere we take sign0 = 0. 
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Note that here the eigenvalues are counted without their multiplicities. The 
sequence (4) discovers at least 1 k + - k_ 1 different real eigenvalues which can 
then be computed by bisection. In cases I and III additional real eigenvalues 
are discovered. Our method, however, is unable to search systematically such 
additional eigenvalues if they exist. 
There is one more conclusion that can be drawn from I-III. If k+(A) =0 
(A’ -V negative definite) or k+(X) = n and p,(h) #0 (A’ - u positive defi- 
nite), then the number of guaranteed different real eigenvalues is n. This 
leads to the following result, which might be interesting. 
COROLLARY. Let A in (1) be an arbitrary tridiugmal matrix which is 
irreducibly diagonally dominant and such that 
sip(hcJ = sign(ak-laJ, k = 2,...,n. 
Then A has n real simple eigenvalues. 
Proof. Under the conditions of the corollary A’ = A’ - 0-J is an irreduc- 
ibly diagonally dominant matrix whose diagonal has a constant sign. There- 
fore A’ is either positive or negative definite. In both cases, according to I 
and III, the number of real different eigenvalues of A is n. n 
Note that the same assertion holds if A -AZ satisfies the conditions of the 
corollary for some real X. 
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