Abstract-In this paper, we address the problem of recognizing student engagement in prosocial games by exploiting engagement cues from different input modalities. Since engagement is a multifaceted phenomenon with different dimensions, i.e., behavioral, cognitive, and affective, we propose the modeling of student engagement using real-time data from both the students and the game. More specifically, we apply body motion and facial expression analysis to identify the affective state of students, while we extract features related to their cognitive and behavioral engagement based on the analysis of their interaction with the game. For the automatic recognition of engagement, we adopt a machine learning approach based on artificial neural networks, while for the annotation of the engagement data, we introduce a novel approach based on the use of games with different degrees of challenge in conjunction with a retrospective self-reporting method. To evaluate the proposed methodology, we conducted real-life experiments in 4 classes, in 3 primary schools, with 72 students and 144 gameplay recordings in total. Experimental results show the great potential of the proposed methodology, which improves the classification accuracy of the three distinct dimensions with a detection rate of 85%. A detailed analysis of the role of each component of the Game Engagement Questionnaire, i.e., immersion, presence, flow, and absorption, in the classification process is also presented in this paper.
been a topic of interest for several decades since it is closely associated with academic, behavioral, and social outcomes. There are numerous studies in the literature, which show that low student engagement leads to poor academic performance or even high drop-out rates [2] . To this end, the need of maintaining and enhancing student engagement during learning process has significantly increased the research interest in automatic engagement recognition methods.
Student engagement is a very complicated and multifaceted phenomenon with different dimensions, and therefore there are various definitions of this term in the literature. Newmann [3] first discussed the importance of engagement in the educational process, defining student engagement as the student's psychological investment in and effort directed toward learning, understanding, or mastering the knowledge, skills, or crafts that academic work is intended to promote. Additional studies investigated the relationship between school engagement and dropping out [4] , [5] , while other researchers identified the engagement in terms of autonomy [6] , [7] . In a more recent study, Zepke et al. [8] also suggested that engaged students usually succeed in their activities when they are intrinsically motivated and feel capable of working in an autonomous way. On the other hand, Parsons and Taylor [6] argue that only performing the activities is not enough to identify the engagement of students. Since activities should take place in a specific time, students show their commitment by managing time efficiently while working on deadlines [9] , [10] . Additionally, other studies revealed that engagement can also be evaluated from the perspective of collaboration and teamwork [11] , [12] , while recent research works have focused mainly on the strong relation between fun, satisfaction, and engagement [13] [14] [15] .
In order to better study the role of engagement in learning, Finn et al. [16] introduced the "Participation-Identification" model, which makes a clear distinction between behavioral and affective engagement [17] . More specifically, the behavioral dimension of the model is related to the degree of student's participation in the learning process, while identification refers mainly to the student's emotional attitude toward learning, i.e., the student's affect within the classroom and the sense of belonging in school. Later, Fredericks et al. [5] proposed one of the most frequently cited models of student engagement that is based on three distinct components: behavioral, affective, and cognitive engagement. The latter includes features such as problem solving, preference for challenging work, investment in learning, metacognitive strategies, and persistence during difficult 2475-1502 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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tasks [18] . More recently, other researchers [19] have further proposed that engagement comprises four subtypes, such as academic, behavioral, cognitive, and psychological. This complex nature of engagement has given rise to a number of different measurement methods, which are usually based on self-reports, external observers (e.g., teacher checklists and rating scales), or automated measurement systems. Although primitive, both self-reports and teacher checklists are still the most popular ways of measuring engagement. This mainly stems from the fact that they are cost-effective and easy-to-implement approaches for collecting data in learning environments. However, they also suffer from limitations since both approaches are time-consuming, lack temporal resolution, and may be biased under some conditions (e.g., students may not answer honestly or evaluation results may rely on teacher's subjective opinion). On the other hand, automatic measurement approaches collect engagement data in real time in order to adapt the content or the learning environment, making personalized learning an attainable goal. Although automated measurements provide high temporal resolution compared to other two approaches, in most of the cases they fail to capture or simply ignore the different dimensions of engagement. Techniques based on interaction log-files estimate engagement using solely the timing and accuracy of student's responses [20] , while methods based on different sensing techniques, such as physiological and neurological sensors, or computer vision focus mainly on the affective dimension of engagement [21] , [22] .
Toward this end, in this paper, we propose a novel multimodal student engagement recognition approach for serious games in education inspired by the theoretical grounds of educational psychology. The proposed approach aims to capture the different dimensions of engagement, i.e., behavioral, cognitive, and affective, based on the combination of real-time engagement cues from different input modalities, such as facial expressions, body postures, and various game events. More specifically, this paper makes the following contributions.
1) We propose a new multimodal student engagement recognition method, which combines engagement cues from both the students and the game. Our study focuses on serious games in education, such as prosocial games for cooperation and trust. However, the proposed methodology is generic and can be easily applied to a variety of serious game applications. 2) For the detection of the user's affective engagement during gameplay scenarios, we present a multimodal emotion recognition methodology based on facial expression and body motion analysis. A deep neural network is used for the combination of different modalities, while for the measurement of the affective engagement dimension, the average variation of the player's affective state in the valance-arousal (V-A) space is estimated. 3) We introduce a novel methodology for the annotation of engagement data. Instead of relying only on self-reports or external annotations, as is commonly done, in this paper, we have developed two new versions of a prosocial game, namely Path of Trust (PoT) [23] , with different degrees of challenge (we developed a "boring" and a more challenging version of the game) in order to trigger different levels of engagement to the players. Subsequently, we collect the engagement data using a self-report approach based on the well-known Game Engagement Questionnaire (GEQ) [24] , and we train our machine learning model using data from both the sensors (in our experiments we used Microsoft Kinect sensors) and the games. 4) Finally, we present the benefits of merging modalities for estimating student engagement through real-life experiments conducted in three primary schools. The results presented in the paper involve experiments with 72 kids and 144 gameplay recordings in total. The remainder of this paper is organized as follows: In Section II, similar works on estimating engagement are discussed, while in Section III the two versions of the Path of Trust game are presented. Section IV outlines our multimodal engagement recognition methodology, and Section V describes the experimental procedure followed. Finally, the experimental results of our study are given in Section VI, while conclusions are drawn in Section VII.
II. RELATED WORK
A variety of techniques for measuring engagement exist in the literature. In its most common form, the quantification of engagement is achieved using specialized psychometric tests in the form of self-reports [19] , [25] or observational checklists [26] . The former are filled out by the participants, while the latter by an expert observing the experiment. The standard procedure for such a test involves enrolling a group of people to observe a video, solve a puzzle, or play a game. Participants or external observers, e.g., teachers, are asked to fill in a questionnaire, and following an analysis of the answers, student engagement is measured. A distinction can be made about whether the questionnaire is filled out before, during, or after the execution of the experiment. In a recent study, Monkaresi et al. [22] used selfreports for concurrent and retrospective affective annotations during and after a structured writing activity. For concurrent annotations, students were asked to verbally report their level of engagement (engaged or not) in response to an auditory probe produced every 2 min during an essay writing activity.
A well-known example of a standardized questionnaire for engagement is the GEQ [24] , which is used to quantify engagement of participants in games and includes a set of 19 questions classified into four categories: absorption, flow, presence, and immersion. On the other hand, O'Brien and Toms [27] introduced a conceptual model of engagement, namely User Engagement Scale, for its general use in the context of human computer interaction, while later Wiebe et al. [28] investigated its use as a psychometric tool to measure engagement during video game-play. More recently, Phan et al. [29] proposed a new instrument for measuring video game satisfaction, called the Game User Experience Satisfaction Scale, consisting of nine different subscales.
Although questionnaire fill-out procedures remain the gold standard for inferring engagement, other semiautomated or fully automated methods for measuring engagement have emerged recently due to the advances in human-computer interaction and computer vision [30] [31] [32] . In a typical automated recognition procedure, sensors are used in order to collect various kinds of signals and then, following a process of data annotation, a predictor is built using machine learning. The predictor can then be applied in any real-time setting for inferring engagement. Most of the proposed methods are based on physiological sensors or computer vision techniques. The methods measuring physiological states attempt to monitor and analyze signals related to heart rate, blood pressure, galvanic skin response (GSR), or brain operation [33] [34] [35] . However, since they require specialized hardware, such as electrocardiogram (ECG), electromyogram, GSR, respiration, or electroencephalogram (EEG) sensors, they cannot be widely used in learning applications. On the other hand, computer vision techniques can analyze various cues from face, gaze, body, or gestures [21] , [36] , [37] in order to automatically recognize user's affective engagement. Due to the nonintrusive monitoring of user's emotional state that they offer, computer vision-based approaches can be integrated easily into computerized learning environments and used in large-scale studies.
In the field of video games, sensors have been employed by many researchers for estimating the engagement of users during gameplay. In particular, Chanel et al. [38] used physiological signals to infer user's emotion during a game and then adapted the difficulty of the game in order to retain engagement level of the player. On the other hand, Yannakakis and Hallam [39] developed a method for optimizing entertainment in games. They modeled player entertainment as an artificial neural network to provide the user's preference model. More recently, Shaker [40] presented an approach for predicting user's level of engagement from nonverbal cues (visual and facial) within a game environment, such as Super Mario Bros, while in [41] , a method based on the fusion of visual and behavioral cues for the modeling of user's experience in games was proposed. Finally, other researchers focused on the study of visual attention in games through the use of head mounted eye trackers [42] .
In education, automatic engagement recognition tasks historically found usage in the area of intelligent tutoring systems (ITS). These systems intend to automate the learning process by adjusting teaching strategies based on the learner's engagement level [43] . Usually, the estimation of engagement in an ITS is based on the timing and accuracy of user's responses to exercises, problems, or test questions [44] . In recent years, engagement recognition has been the subject of increasing attention in the active research area of serious games. As several studies have shown, games are important in the development of knowledge and engagement of students [45] . The effectiveness of gamification for stirring up the engagement of students was further explored by da Rocha Sexas et al. [46] , while Sabourin and Lester [47] presented an in-depth analysis of how affect and engagement interact with learning in game-based learning environments. Whitehill et al. [21] used face recognition to acquire student engagement-related facial expressions during gameplay, and then trained an SVM classifier in order to have an engagement estimator for face. Recently, Monkaresi et al. [22] proposed an automated engagement detection method using video-based estimation of facial expressions and heart rate.
This experimental study focused on a structured writing activity rather than game-based learning. The study showed that the fusion of individual input signals can increase the accuracy of the engagement detection. Similarly, other researchers have proven that the accuracy in affect recognition tasks is increased by using multisensor approaches [48] , [49] .
In the same manner that accuracy in affect recognition tasks is increased by fusing different input modalities, the computation of engagement can be enhanced by supplementing affective state estimation with contextual information. More specifically, a recent study on dialog systems showed that automatic engagement recognition combining affect with social-behavioral cues outperforms monomodal solutions [50] . Toward this direction, in this paper, we propose a novel multimodal machine learning approach for the automatic measurement of student engagement in serious games based on the merging of behavioral, cognitive, and emotional engagement cues.
III. PROSOCIAL GAME
Prosocial behavior refers to a type of social behavior that is intended to benefit other people (e.g., helping, sharing, cooperating, etc.) and/or society as a whole (e.g., donating, volunteering, etc.) [51] . From a psychological point of view, prosociality is composed of many core domains [52] , of which Trust and Cooperation are key abilities. Experimental research has suggested that games in which the main characters (and therefore, players controlling them) model and carry out prosocial behaviors (e.g., prosocial games) may have a causal impact on actual player disposition for carrying out prosocial behaviors in real life [53] .
In this paper, we developed two different versions of a prosocial game, namely Path of Trust, to collect various engagement cues. More specifically, the standard version of our game features both single-and multiplayer modes and is associated with developing desirable traits in the prosocial core domains of Trust and Cooperation [23] . Within Path of Trust, players take on the role of either of the two playable characters, who interact only through the suggestion (e.g., the Guide) and following of directions (e.g., the Muscle). A sense of trust must be built between the players (or the player controlling the muscle character and NPC Guide in the single player game) in order for both characters to cooperate in collecting equal shares of the treasures scattered throughout the dungeon and guarded by monsters and instant game-over traps. To achieve its goals and increase the game's appeal on the target audience, the game features narrative elements [colorful three-dimensional (3-D) characters and backstory, multiple endings, etc.] and a natural user interface, which enables the players to navigate in the game's world using simple gestures.
For the experiments presented in this paper, we modified the original single version of our game [23] . More specifically, we placed two items in each corridor dungeon piece and we implemented a random item switching function. This function randomly determined whether one of the items in the corridor (Treasure Piece) would instantly be replaced with a Mummy hazard, slightly before players touched the item and collected the points to be gained from it. The rationale for including this game event lies within measuring the time it takes players to notice the swap (i.e., being attentive of the game), and subsequently react to it as they attempt to avoid the surprise hazard. A logging function was also implemented to keep track of the time responsiveness, accomplished outcome and player's affective state during these events.
Additionally, in order to isolate the behavioral, cognitive, and affective dimensions of student engagement using real-time facial, body, and in-game engagement cues, we heavily modified the single-player version of the game in a separate build, stripping down content and producing an intentional, boredominducing version of the game. In this version of the game, all colorful 3-D graphics, textures, music, and sound effects were replaced by simple geometric shapes. Instead of the two character avatars, in this version, the player controls a simple cube totem, as seen in Fig. 1 . The game mechanics were slightly altered as well. Since all narrative elements were taken out of the original game, there was no exchange of information taking place between the player and the AI-controlled guide. Instead, all the doors hindering the player from knowing what lies in the next room (thus contributing to spatial immersion in the game world) were omitted from this version, providing players with complete knowledge of the items lying in their path. As a result, this game version provided no challenge whatsoever, as the game's slower pace and absence of closed doors allowed players plenty of time to move their totem out of harm's way (red totems) and line it up to the treasure pieces (green and blue spheres).
This was intentionally designed to hinder the game from supporting the fundamental psychological need for competence, as described in self-determination theory (SDT) [54] . According to SDT, personal well-being is believed to be enhanced when one's actions and interactions satisfy, among other things, a sense of efficacy. Maintaining interest and loyalty of players in video games is directly linked to competence need satisfaction described in the SDT [51] : Too much of a challenge can lead to frustration, while too less of a challenge can ignite boredom. We therefore aimed for players to report no interest in revisiting the stripped-down version of Path of Trust, as opposed to the original, which would allow us to trigger different levels of engagement during gameplay in a way that would make them detectable through the multimodal, consumer-grade sensing devices used for mandatory game control (i.e., Microsoft Kinect).
IV. AUTOMATED ENGAGEMENT RECOGNITION
Due to the multifaceted nature of engagement, in this section, we propose a multimodal approach, which combines engagement cues from both the player and the game. More specifically, for measuring the affective engagement, we extend our previous work on facial expression and body motion recognition [55] , [56] to identify the affective state of the player in the V-A space using Kinect's data streams, and then we estimate the average variation of the player's affective state during gameplay. Subsequently, we combine this information with gameplay features, associated with the behavioral and cognitive engagement of the player, using a machine learning approach based on artificial neural networks.
A. Facial Expression Analysis for Emotion Recognition
Facial motion plays a major role in expressing emotions and conveying messages. The analysis of facial expressions for emotion recognition requires the extraction of appropriate facial features and consequent recognition of user's emotional state that can be robust to facial expression variations among different users. Features extracted by applying facial expression analysis techniques can range from simply geolocating and calculating actual anthropometric measurements, to summarizing an entire group of feature-group elements under a single emotional category, such as happiness or surprise.
For the experiments presented in this paper, we used Kinect SDK's face tracking engine for the extraction of facial features. The engine is able to track facial muscle activities, i.e., Action Units (AUs), which can be seen as a form of mid-level representation of student's facial expressions. To classify expressions into the six basic emotion categories (anger, disgust, fear, happiness, sadness, and surprise), we concatenated the posteriors of all AUs in a unified vector representation [55] and we trained a neural network, as shown on the left part of Fig. 4 .
B. Body Motion Analysis for Emotion Recognition
The majority of state-of-the-art emotion recognition frameworks capitalize mainly on facial expression or voice analysis. However, research in the field of experimental and developmen- tal psychology has shown that body movements, body postures, or the quantity or quality of movement behavior in general can also be of help to differentiate between emotions [57] . To this end, we decided to extract a number of 3-D body features, which are deeply inspired by the relevant psychological literature [56] , [58] .
The 3-D body movement features are extracted from jointoriented skeleton tracking using the depth information provided by the Kinect sensor. More specifically, the extracted features are classified into the following broad categories:
1) kinematic-related features: kinetic energy, velocity, and acceleration; 2) spatial extent-related features: bounding box, density, and index of contraction; 3) smoothness-related features: curvature and smoothness index; 4) symmetry-related features: wrists, elbows, knees, and feet symmetry; 5) learning-related features: forward and backward leaning of a torso and head as well as right and left leaning; 6) distance-related features: distances between hands, distance between hand and head as well as hand and torso. An example of the kinetic energy measurement during the play of the Path of Trust prosocial game is demonstrated in Fig. 2 .
For the combination of different set of features, we propose a two-layered network in which we have stacked seven artificial neural networks (ANNs), six at the first layer and one at the second layer. Each layer is trained separately, starting from the base layer and moving up to the second, with no feedback from the higher layer to the lower one. Each ANN of the first layer receives as input the features of a different group of features. Then, the output probabilities of the first layer are fed as input to the second one and a separate ANN is trained. The output probabilities of the second layer constitute the classification result of the body motion analysis monomodal classifier as shown in the right part of Fig. 4 .
C. Multimodal Affective State Recognition
The multimodal fusion process is responsible for measuring the affective state of students based on the combination of different modalities, i.e., facial expression and body motion analysis. Toward this end, in this paper, we propose a multimodal fusion architecture for emotion recognition that uses stacked generalization on augmented noisy datasets and provides enhanced accuracy as well as robustness in the absence of one of the input modalities. Recent studies have shown that deep learning networks can be applied at the feature level as well as at the decision level, being trained directly on raw data or decisions accordingly. In this direction, we employ a late fusion scheme, where each intermediate classifier is trained to provide a local decision. In terms of affect, local classifiers return a confidence as a probability in the range of [0, 1] in a set of predefined classes, i.e., the six basic emotions. The local decisions are then combined into a single semantic representation, which is further analyzed to provide the final decision. The aforementioned scheme for late fusion using two Kinect's data streams is illustrated in Fig. 3 .
In the proposed two-stream stacked generalization approach, the first stream models the appearance features of face, while the second stream models the topological characteristics of human body. Given a sequence of Kinect's data streams, feature vectors representing user's facial expressions and body gestures are extracted and fed into the unimodal ANN classifiers. Each classifier is composed of multiple nodes (neural units) that are connected each other by links associated with weights. The learning process of each ANN is based on a back propagation algorithm, which defines the parameters of the network. After the learning of each ANN model, the posteriors of the hidden variables can be used as a new representation of the data. By adopting such a unified representation, we can learn high-order correlations across different modalities.
The multimodal deep neural network in Fig. 4 can be described as a composition of unimodal latent variables models (ANNs), where each ANN is trained separately in a completely supervised fashion. The output of these ANNs, i.e., the estimated posteriors, is subsequently fed into a new ANN (as shown in the lower part of Fig. 4) , which is responsible for the final decision, i.e., the student's affective state. The training of the deep neural network is layer-wise starting at the base layer and moving up, without affecting or finetuning the weights of the pretrained ANNs. In practice, it can be considered as a directed model since there is no feedback from higher layers to the lower ones, as shown in Fig. 4 . This layer-wise architecture, motivated by deep learning networks, improves performance while avoiding overfitting [59] . For single-modality analysis, the training procedure lasted 150 epochs, while for the multimodal analysis, 100 epochs were shown to be sufficient. In all ANN configurations, each layer included 150 hidden units.
The multimodal affective state recognition is a frame-byframe process. In order to have an indication of the player's affective engagement, i.e., a total measurement of the player's affective activity during gameplay, we initially map the dominant student's emotion (i.e., the emotion with the highest probability in each frame) to the V-A space, and then we estimate the average variation of the player's affective state. For the mapping of the dominant emotion to the V-A space, the 2-D position of the dominant emotion is estimated as follows:
where V m and A m are the coordinates of the mean value of the dominant emotion in V-A space, σ d indicates its standard deviation [61] , p is the probability of the dominant emotion, while factors λ and μ are scalars with values equal to ±1 depending on V-A values of the second most dominant emotion (e.g., λ = 1 if the valance value of the second most dominant emotion is greater than V m ). After mapping the emotions to V-A space, the average variation D a of the student's affective state can be easily calculated as follows:
where F is the total number of frames and x i indicates the current affective state of the student in the V-A space.
D. Game-Play Features
Student's interactions with the game can provide valuable information for the two other engagement dimensions, i.e., behavioral and cognitive. Toward this end, in this section, we aim to extract features based on the analysis of specific game-play events and their corresponding time stamps in order to achieve a more targeted measurement of these two aspects of engagement. According to the literature, the dimension of behavioral engagement is defined as "focused activity on a task," with a typical measurement being time on task [60] , [61] while playing the video game. On the other hand, cognitive engagement is defined as "mental activity associated with the presented content" and is measured by successfully achieving the desired goal of the game or by pre-and posttesting of outcomes [61] . In this paper, the behavioral engagement of a student is measured by estimating his/her average time of responsiveness R ∈ Similarly, for measuring the cognitive engagement, we estimate whether the desired goal has been achieved in each challenge c i (e.g., whether the student has decided to cooperate with and trust the Guide or follow a different strategy that leads to a nonprosocial behavior, the number of selected diamonds out of the total available diamonds or the number of monsters/traps that the player has avoided out of the total number of monsters/traps in a challenge), and we estimate the total score S τ j in each task τ j of the game, with j = 1, 2 . . . m (each task can contain one or more challenges). Finally, we estimate the average score S ∈ [0, 1] of the student in all tasks of the game
where g τ j a and g τ j total indicate the number of successfully achieved goals and the total number of goals in a task τ j , respectively. We have to note here that both metrics/features of (3) and (4) are normalized and are completely independent of the game, that is, a game developer can easily estimate the values of R and S ∈ [0,1] in any serious game by simply defining the challenges, the tasks, the available time, and the goals of his/her game.
E. Engagement Recognition
Having defined the parameters, i.e., the three dimensions, of our engagement model, we subsequently need to annotate our data in order to label them for the training of our classifier. Toward this end, we adopted a retrospective self-reports approach, based on GEQ questionnaire, for both games, as described in detail in the "Engagement Experiment" section. Fig. 5 illustrates the GEQ measurement approach [24] and shows how player's answers are mapped to the engagement scale. More specifically, symbols N, M, and Y displayed in Fig. 5 refer to "No," "Maybe," and "Yes," respectively, to each question displayed on the right. Since each answer corresponds to a specific engagement value, we aggregated the values of all answers and we estimated the average engagement value for each gameplay.
Finally, the estimated engagement values were used as labels of the recorded data, i.e., engagement vectors E = [D a , R, S], for the training of an ANN. In our experiments we used two classes, "Not Engaged" and "Engaged," however, one can add more classes, e.g., "Nominally Engaged" or "Very Engaged." 
V. ENGAGEMENT EXPERIMENT

A. Participants
Participants in our study were a total of N = 72 children from three primary schools. The students ranged in age from 8 to 10 years old. In total, 38 boys and 34 girls completed the entire session. The study was approved by the Institute of Educational Policy, a private legal entity under the supervision of the Greek Ministry of Education, Research and Religious Affairs. Prior to the study, students' parents signed consent forms allowing their children to participate in the study.
B. Procedure
The study took place in four different classes assigning around 16-20 children per classroom. Our user study coordination team assigned two persons per classroom to carry out the experiments, with one person hosting the game and the other assisting children with regards to the printed questionnaires queries. One desktop PC, equipped with a Microsoft Kinect sensor and with preinstalled versions of the single player Path of Trust games described in Section III, was situated within each classroom. The students were asked to play both versions of the game in succession, with a short time for filling out the GEQ in between sessions. A short description of the Path of Trust backstory was briefly delivered by the game host, along with instructions on the game gesture-driven interface with regards to moving the player character and touch to collect/avoid hazards mechanics. In order not to build up any expectations about the games and receive a more genuine response to each game version's appeal and motivational affordances, we allowed children to play the stripped-down version of the game first.
After playing, each student was asked to answer a GEQ to evaluate player's engagement and overall game experience. The children were helped by the assigned experiment coordinator to clarify questions, which could confuse or were seen as somewhat difficult to assess by children on their own. The process was subsequently repeated with the original version of the game (see Fig. 6 ). Each game session had pure gameplay duration 
VI. EXPERIMENTAL RESULTS
In this section, we present the results from testing the efficacy of the proposed method on estimating student engagement. More specifically, we evaluate the performance of the proposed multimodal affective state recognition algorithm and then present experimental results from real-life experiments conducted in primary schools. In the first case, our main goal is to compare the proposed multimodal affective state classifier against monomodal as well as early-fusion approaches, while in the second one, we aim to evaluate our student engagement methodology in discriminating between the two levels of engagement. Finally, we attempt to study the role of each component of the GEQ questionnaire to the classification process.
A. Multimodal Affective State Recognition
In order to evaluate the performance of our multimodal affective state recognition algorithm, we created a new dataset with Microsoft Kinect recordings of subjects performing five basic emotions (anger, fear, happiness, sadness, surprise), which are commonly encountered in a typical game (see Fig. 7 ). We defined a "neutral" category to classify all frames where there is no motion indicating any of the distinct remaining emotion classes. Body movements and facial expressions were selected based on the literature, as described in Section IV. The dataset contains 750 videos from 15 subjects [62] . Each video begins with a close-to-neutral expression and proceeds to a peak expression. The total duration of each video is 3 s. Subjects were shown a short video with the aforementioned movements and afterward Inspired by the work in [63] , we propose the training of the fusion model using an augmented noisy dataset with additional samples that have only a single-modality as input. In practice, we added samples that have neutral state for one of the input modalities (e.g., face) and original values for the other input modality (e.g., body). Thus, a third of the training data contains only facial expressions, while another third contains only body gestures, and the last one has both face and body information. The figure below showcases a selection of these movements.
For the evaluation of the proposed multimodal affective state recognition method, we examined whether the proposed fusion algorithm performs better than the intermediate monomodal classifiers, i.e., the classifiers that are based only on facial expression analysis or body motion analysis, as well as a number of different multimodal approaches (e.g., linear weighted, nonlinear SVM and shallow NN). As shown in Fig. 8 , the proposed model outperforms all other methods, both monomodal and multimodal (early and late fusion approaches), with a recognition rate of 98.3%. As we can see, the two monomodal classifiers provide high recognition rates similar to those of early fusion algorithms, i.e., nonlinear SVM and shallow NN, while the proposed fusion method outperforms the linear weighted-based late fusion approach, with an improvement of 6.7%. We have to note here that in order to have a fair comparison between the different classification methods, we applied the same validation approach to all experiments. More specifically, for the experimental results of Fig. 8 , we applied cross validation using the same folds for all methods, and then we averaged all classification rates.
B. Engagement Recognition
In this section, we aim to evaluate the performance of the proposed automatic engagement recognition method and at the same time to present a thorough analysis related to the three dimensions of engagement, i.e., behavioral, cognitive, and affective. For the experimental evaluation of our method, we considered two classes, "Not Engaged" and "Engaged," corresponding to engagement value intervals of [−2, 0] and Fig. 9 . Students' individual engagement scores, based on GEQ analysis. Red "x" marks indicate the engagement level of players corresponding to the stripped-down version of the game, while blue circles correspond to the PoT.
(0, 2], respectively. More specifically, the average engagement value of students playing the standard version of the PoT game was 0.728, with a standard deviation of 0.48 (see Table I ), while the mean engagement value of students with the stripped-down version of PoT was −0.483, with a standard deviation of 0.396, as shown in Table II . As we can also see in Fig. 9 , the majority of participants showed a clear preference for the original version of the game. These results also verify our hypothesis that the use of games with different degrees of challenge can trigger different levels of engagement to the users and provide an alternative, reliable approach for annotating engagement data. Experimental results in all classes showed that the PoT game increased the engagement level of students, i.e., the mean engagement of students in all classes is positive, while the engagement level of students with the stripped-down version of the game is negative (see Tables III and IV) . Results also indicate that the difference in engagement level of students between the two versions of the game was statistically significant in all classes, with z > 1.96 or z < −1,96 and p < 0.05. In other words, the results support the alternative hypothesis H 1 , i.e., games with different degrees of challenge can trigger different levels of engagement, and, therefore, we can easily reject the null hypothesis H 0 , i.e., the engagement level of students remains the same. In addition, by analyzing the engagement values of participants with regards to their scores in PoT game, we can clearly see (see Table V ) that students with high scores (N H S = 32) tend to have higher engagement values, i.e., mean value m = 0.8 and standard deviation std = 0.484, than those with low scores (N LS = 40), i.e., mean value m = 0.671 and standard deviation std = 0.475. Of course, the populations of these two categories belong to the "Engaged" class, i.e., the mean engagement of students is positive. As we can see in Table V , there is a statistically significant difference in the engagement level of these two groups (students with high and low scores) from the engagement level of students played the stripped-down version. Hence, we can easily reject the null hypothesis H 0 even in the case of students with low scores in the PoT game. For the evaluation of our student engagement recognition method, we applied a cross-validation approach with four folds. The proposed method is compared against behavioral, cognitive, affective engagement, and their combinations in pairs. More specifically, as shown in Fig. 10 , our student engagement recognition method outperforms all other approaches with a classification rate of 85%. As we can also see, the role of the affective dimension of engagement is crucial in the classification process, with a detection rate of 78% against 73.3% and 75% for behavioral and cognitive engagement, respectively. However, the two other dimensions (behavioral and cognitive) provide also valuable engagement information (with a classification rate of 76.6%), contributing significantly to the classification process, especially when there is a lack of any emotional expression.
C. GEQ Analysis
In the last stage of our analysis, we aim to study the role of the four components of the GEQ, i.e., immersion, presence, flow, and absorption, in the classification process of the proposed student engagement recognition algorithm. Table VI presents in detail the engagement statistics of each component for the two versions of the game (left side: PoT game, right side: strippeddown version of PoT). The statistical analysis shows that all components of the GEQ questionnaire reject hypothesis H 0 , with z > 1.96 or z < −1, 96 and p-value < 0.05. As we can see from Table VI, students of class 4 were more absorbed than the students of the other classes when playing the strippeddown version of the PoT game, with a mean engagement value m = 0.527 (z = −6.226, p = 0.0). However, this engagement value is much lower than the average engagement value (m = 1.644) of absorption component for all classes using the standard version of the PoT game and lower than the engagement value produced by the same group of students playing the PoT game (m = 1.611).
In Fig. 11 , we present the classification rates of each component and compare them with the classification rate of the proposed method in order to validate their contribution to the total classification rate. To have comparable results, each time we trained our classifier with the same set of features and considered again two classes, "Not Engaged" and "Engaged." The engagement value intervals corresponding to each class are defined separately for each component based on the mean values of Table VI, i.e., we found the mean values of each component for the PoT game and its stripped-down version, and then we estimated the average in order to define the value intervals corresponding to each class. As we can easily see, all components contribute significantly to the classification process, with presence and flow playing the most crucial role, i.e., detection rates 75% and 70%, respectively. On the other hand, the absorption component seems to contribute less than the other three components of GEQ, with a detection rate of 60%. This is mainly due to the fact that questions belonging to absorption component lead generally to high engagement values for both games, as shown in Table VI (despite the fact that PoT produces higher engagement levels than the stripped-down version of the game). In any case, the analysis of Fig. 11 makes evident that each of the four components contributes to the classification process, producing in total a classification rate of 85%.
VII. CONCLUSION AND DISCUSSION
In this paper, we presented a novel methodology for the automatic recognition of student engagement in prosocial games that combines engagement cues from both the user and the game. Inspired by the theoretical grounds of educational psychology, the proposed method aims to capture the different dimensions of engagement, i.e., behavioral, cognitive, and affective, by exploiting real-time engagement cues from different input modalities. More specifically, we apply body motion and facial expression analysis to identify the affective state of students, while we extract features related to their cognitive and behavioral engagement based on the analysis of their interaction with the game.
Experimental results showed that the role of the affective engagement is crucial in the classification process, providing higher detection rate than the two other engagement dimensions. However, by considering cognitive and behavioral engagement, we can further improve the classification accuracy. Moreover, these two dimensions can provide valuable engagement information, especially when no sensor technology is used for the recognition of player's emotion, e.g., in the case of mobile games, or when there is a lack of any emotional expression (e.g., players suffering from autism, depression etc.). Here we have to note that the training of our classifier was performed with real engagement data, i.e., the students who participated in our experiments were free to express their emotions or not. Hence, in some cases, the detected emotional state was the neutral class or the average variation of the player's affective state in the V-A space was rather small. However, due to the combination of the three engagement components, the proposed method showed promising results with a classification accuracy of 85%.
To improve the recognition of the affective engagement, in this paper, we propose a multimodal affective recognition algorithm, which improves the classification accuracy of monomodal classifiers, e.g., based on facial expression analysis. Currently, we are working on the combination of sound analysis and heart rate analysis (using bands) with body and facial expression analysis in order to further improve the robustness of our algorithm. Other sensor technologies, such as ECG or EEG sensors, could also be used in the future, but only for research purposes, since these solutions are not considered suitable for learning applications.
For the collection and annotation of the engagement data, we introduced a novel approach, which is based on the use of games with different degrees of challenge in conjunction with a retrospective self-reporting method, i.e., GEQ questionnaire. A detailed analysis of the experimental results in terms of the contribution of GEQ components in the classification process was also elaborated in this paper, showing that flow and presence components play the most crucial role in the recognition of student engagement.
Since the engagement data collected using a retrospective approach may be biased, in our experiment, we used an adequate number of students (72 students from 4 different classes) and two games with a quite different degree of challenge. The experimental results and the statistical analysis for each class verify our hypothesis that the use of games with different degrees of challenge triggers different levels of engagement. More specifically, the engagement of students in all classes was positive for the PoT game and negative for the stripped-down version of the game. As we can see in Fig. 9 , there are only few outliers, which in practice do not significantly affect the classification process of our neural network. During the training of our classifier, we normalized our features to be independent of the time (affective and cognitive engagement) and the total number of goals (behavioral engagement). For this reason, the proposed engagement recognition algorithm can be used by other game developers to collect engagement data in real time (i.e., during the game play) for any time interval in their game.
In the future, we aim to use the proposed methodology of engagement recognition in combination with an online adaptation algorithm in order to develop sophisticated games that will provide personalized learning through dynamic gameplay adaptation.
