In the recent years, the usage of embedded microprocessors in complex SoCs has become common practice. Their test is often a challenging task, due to their complexity, to the strict constraints coming from the environment and the application, and to the typical SoC design paradigm, where cores (including microprocessors) are often provided by third parties, and thus must be seen as black boxes. An increasingly popular solution to this challenge is based on developing a suitable test program, forcing the processor to execute it, and then checking the produced results (Software-Based Self Test, or SBST). The SBST methodology is particularly suitable for being applied at the end of manufacturing and in the field as well, to detect the occurrence of faults caused by environmental stresses and intrinsic aging (e.g., negative bias temperature instability, hot carriers injection) in embedded systems. This chapter provides an overview of the main techniques proposed so far in the literature to effectively generate test programs, ranging from manual ad hoc techniques to automated and general ones. Some details about specific hardware modules that can be fruitfully included in a SoC to ease the test of the processor when the SBST technique is adopted are also provided.
INTRODUCTION
In the last years, the market demand for higher computational performance in embedded devices has been continuously increasing for a wide range of application areas, from entertainment (smart phones, portable game consoles), to professional equipment (palmtops, digital cameras), to control systems in various fields (automotive, industry, telecommunications) . The largest part of today's Systems-onChip (SoCs) includes at least one processor core. Companies have been pushing design houses and semiconductor producers to increase microprocessor speed and computational power while reducing costs and power consumption. The performance of processor and microprocessor cores has impressively increased due to technological and architectural aspects. Microprocessor cores are following the same trend of high-end microprocessors and quite complex units may be easily found in modern SoCs.
From the technological point of view, process miniaturization allows logic densities of about 100 million transistors per square centimeter, and taking into account the increasing pace of technology advances, which provides at least a 10% reduction of the feature-size every year, it is likely that in the near future transistor densities will go beyond 140 million transistors per square centimeter. Additionally, VLSI circuits achieve clock rates beyond the GHz and their power consumption decreases thanks to operative voltages below 1 volt. However, all these technology advancements impose new challenges to microprocessor testing: as device geometries shrink, deep-submicron delay defects are becoming more prominent (Mak, 2004) , thereby increasing the need for at-speed tests; as core operating frequency and/or speed of I/O interfaces rise, more expensive external test equipment is required. Considering the evolution of the processors' architecture, this is being characterized by a high regularity of development. From the initial Von Neumann machines up to today's speculative or even hyper-threaded processors, processor features have been supported by the advantages in technology. Initial processors were distinguished by an in-order sequential execution of instructions: the preliminary instruction fetch phase was very rigid and the parallel execution of instructions was not possible. Soon after, the evolution of instructions allowed executing extremely complex operations in order to perform a series of multifaceted functions, such as the LOOP instruction present in the x86 architecture. Further evolution led to processor architectures presenting a high level of parallelism in the execution of instructions. Moving from RISC processors to superscalar ones, the level of parallelism increased, providing significant advantages in terms of performance.
The increasing size and complexity of microprocessor architectures directly reflects in more demanding test generation and application strategies. These problems are especially critical in the case of embedded microprocessors, whose incredible diffusion is increasing the challenges in the test arena. Modern designs contain complex architectures that increase test complexity. Indeed, pipelined and superscalar designs have been demonstrated to be random pattern resistant. The use of scan chains, even though consolidated in industry for integrated digital circuits, has proven to be often inadequate, for a number of reasons. First of all, full-scan may introduce excessive overhead in highly optimized, high-performance circuit areas such as data flow pipelines (Bushard, 2006) . In addition, scan shifting may introduce excessive power dissipation during test, which may impair test effectiveness (Wang, 1997) . Scan test does not excite fault conditions in a real-life environment (power, ground stress and noise). At-speed delay testing is severely constrained by the employed Automatic Test Equipment (ATE) features, which are frequently outpaced by new manufactured products (Speek, 2000) . Conversely, due to the increased controllability achieved on the circuit, atspeed scan-based delay testing may identify as faulty some resources that would never affect the system's behavior (false paths) (Chen, 1993) , thereby leading to yield loss. Single sub-components in the microprocessor may be tested individually, by accessing their inputs and outputs directly through specific test buses built in the chip, and by applying specific test patterns, or resorting to integrated hardware such as Logic Built-In Self-Test (LBIST) modules or centralized self-test controller processors (this book, Test processor chapter). The most critical testing issue is the system integration test, where the whole processor and the interaction between different modules is checked. At this level, one viable possibility is to make the processor execute carefully crafted test programs.
A test program is a valid sequence of assembly instructions, that is fed to the processor through its normal execution instruction mechanism (i.e., the processor executes it as it would execute any other "normal" program), and whose goal is to uncover any possible design or production flaw in the processor. The main positive features of the Software-Based Self-Test technique that supported its introduction in a typical microprocessor test flow are:
-Non-intrusiveness: SBST does not need any processor modification, which occasionally may be unacceptably expensive for carefully optimized circuits, and no extra power consumption compared to the normal operation mode. -At-speed testing: Test application and response collection are performed at the processor's actual speed, which enables screening of delay defects that are not observable at lower frequencies. -No over-testing: SBST concentrates on the same circuitry used in the normal processor operations and therefore avoids test overkill, which consists in the detection of defects that would never produce any failure during the normal processor operation; this leads to significant yield gains. -In-field testing: Self-test programs from manufacturing testing can be reused in the field throughout product lifetime, e.g., for power-up diagnostics, adding dependability features to the chip.
Accomplishing the objectives of testing without introducing modifications in the internal processor core structure is a fundamental goal for many reasons. As a matter of fact, introducing changes into the processor core is often impossible since the internal structure description is not available, as in the case of IP cores bought from third parties as "black boxes". Even when the internal description of the processor core is available, its modification is a complex task requiring skilled designer efforts; in addition, the modification of the internal structure could negatively affect the processor performance.
SBST approaches proposed in the literature do not necessarily aim to substitute other established functional or structural testing approaches (e.g., scan chains or BIST) but rather to supplement them by adding more test quality at low cost. The question is whether a test program running on the processor can adequately test its modules satisfying the targeted fault coverage requirements. Achieving this test quality target requires a proper test program generation phase which is the main focus of most SBST approaches in the literature during the last years and is the main subject of this chapter. It should also be pointed out that, in this context, the quality of a test program is measured by its coverage of the design errors or production defects, by its code size, and by the test execution time.
The advantages stemming from the adoption of self-test methodologies cannot be bounded to single core test considerations, but their convenience should be evaluated also in terms of the whole SoC test strategy. Reduced ATE control requirement and independence with respect to the test frequency must be considered in order to maximize the economy of the overall test environment; as a matter of fact, the test of more than one Self-testable embedded component can be concurrently performed 0. Nonetheless, some critical issues related to the application of such test methodology in the manufacturing environment have to be considered. To support SBST application, an operational procedure must be devised to upload the test program in a suitable memory area accessible by the processor, to activate its execution, i.e., letting the program run and stimulate the microprocessor circuitry, and to observe the microprocessor behavior and retrieve the results it produced during the test program execution. This issue is especially critical for I/O modules, which are among the most difficult to test, unless the processor is put into a suitable environment.
This chapter first features a review of available methodologies to automatically generate test programs for embedded microprocessors, addressing different fault models. The described algorithms make use of circuit representations at different abstraction levels and range from deterministic to evolutionary techniques. The requirements for the correct application of software-based test strategies will then be identified, and some available mechanisms for supporting SBST application are described. Finally, a case study is proposed, including a test program generation technique and a hardware infrastructure-IP for enabling efficient implementation of the mentioned strategy.
SOFTWARE-BASED SELF-TEST GENERATION TECHNIQUES

Basic concepts
Testing means discriminating defective devices in production lots. To test an electronic circuit, suitable patterns have to be generated and applied to the device inputs, while circuit outputs are sampled and compared to the expected outputs of a fault-free device. In order to be effective, when the device under test is affected by a defect, the applied patterns must produce a different output with respect to the expected one. Generating test patterns for assessing the correctness of the structure of a circuit is a critical task. In order to make it feasible and to quantify the efficacy of a test set, the possible circuital defects are mathematically modeled as faults. Fault coverage is a measure of the amount of faults detected (or covered) by a set of patterns. Test pattern generation for combinational circuits is quite straightforward. The pattern has to activate (or excite) the fault at its location, which means to introduce a logical difference between the fault-free machine and the one affected by that fault at its location. Then, it has to propagate its effect to an observable point. Fig. 1 The problem of pattern generation for sequential circuits is more complex: as the device under test behavior depends both on current inputs and on the circuit's history, a sequence of test patterns must be applied to the inputs in order to excite a fault and propagate its effects. The algorithm's complexity grows exponentially with the sequential depth of the circuit. As an example, to detect the stuck-at 0 fault on the sequential circuit depicted in Fig. 1 .b, supposing that the flip-flops are initially reset, it is necessary to apply two test vectors on the inputs {A, B, C} in two consequent clock cycles: {0, 0, 1} followed by {1, 1, 0}. In the figure, the binary values separated by commas refer to consecutive clock cycles. To circumvent the complexity of sequential test pattern generation, a Design-for-Testability (DfT) solution was proposed and is currently fundamental in most industrial applications. This solution is based on the inclusion of hardware devoted to support the testing process. Most of the current digital designs adopt the inclusion of scan chains, which consists of one (or more) flip-flop chain(s) deriving from the serial connection of the available flip-flops in a circuit. The flip-flops are modified so to be able to work as usually in functional conditions, and to work as a shift register during test. Clearly, chain input and output pins need to be provided (dedicated pins or multiplexed with functional I/Os), as well as a suitable test-enable signal. Different methodologies are used to provide the flip-flop design with scan abilities (e.g., multiplexed inputs, dedicated scan clock). The scan chains (Fig. 1 .c) supply virtual internal input and outputs to the circuit's inner combinational logic blocks, hence reducing the problem of test pattern generation to that of combinational logic. The scan-input patterns are shifted into the circuit in test mode. Then, one (or more) clock cycles are applied in normal mode, together with suitable primary inputs, while the primary outputs are observed. Finally, the scan chain content is downloaded to read back the logic values stored in the flip-flops. The observed values on primary outputs and the scanned-out values are compared to the expected ones to check for the presence of errors. Scan chains are widespread in industrial designs, but there are situations when their use is impossible or ineffective. For instance, in highly optimized microprocessor inner logic components, the addition of scan logic to the flip-flops may introduce performance penalties which prevent the circuit to get the desired timing closure. In other cases, the limitation is given by the ATE, which may not reach the circuit operating frequency during pattern application, thereby leading to insufficient testing.
Software-Based Self-Test is an alternative testing solution which may overcome some of the limitations of hardware-based testing in microprocessors. Traditional techniques based on sequential ATPG are too computational demanding for circuits owning the complexity of today's microprocessors. SBST techniques exploit the microprocessor architecture to test the circuit logic. In this case, the application of patterns for fault excitation and error propagation is achieved by running carefully crafted programs and elaborating specific data on the microprocessor itself. Fig. 2 presents the basic concept behind SBST. A simplified model of a pipelined microprocessor is depicted, separating sequential elements (data, state and control registers) from combinational logic blocks. The inputs of the internal combinatory logic blocks are dependent on the instruction sequence that is executed by the processor and on the data that are processed.
Figure 2: Conceptual representation of a pipelined microprocessor architecture. The stuck-at 0 fault in the Arithmetic Logic Unit (ALU) is detected by a sample test program and data
In Fig. 2 , a stuck-at fault is found in the Arithmetic Logic Unit (ALU). The combination of a specifically crafted instruction sequence and suitable data allows to activate the fault at its location at some point in time during the code execution, and then to propagate the resulting error to a memory location or a primary output. By reading the contents of the Data Memory after the program run, it is possible to recognize a machine presenting this specific fault. With SBST, minimal or even no circuit modifications are needed to run the test and it is performed in normal operating mode. Moreover, once the test code has been uploaded in the system, the test is completely autonomous, and can be run at speed (i.e., at the circuit nominal frequency) relying on a free running clock provided by the ATE and/or an internal PLL. The downside is given by the increased difficulty in generating test code able to apply patterns to the internal logic modules to excite faults and propagate errors in order to reach the desired fault coverage, especially when dealing with control structures not directly visible by the programmer. Differently from verification-oriented functional approaches, the goal of SBST is to apply to the internal logic components the logic values able to test the addressed faults. The efficacy of a test program needs to be measured as the fault coverage over the defined fault list. Other important points to consider are the code length, the test program run duration, the necessary power (which, usually, is lower than that needed for scan-based testing). Different approaches can be found in literature for test program generation, addressing various fault models and based on assorted techniques. In the following section, the reader can find a brief introduction on some of the most distinctive SBST approaches currently available in literature.
State-of-the-art of self-test generation techniques
To understand the deepness of the problem of test program generation, it is necessary to exactly picture the complexity of current microprocessors, which may include sophisticated solutions such as pipelined or superscalar architectures, speculative execution, hyper-threading, emulation of different virtual processors and several memory caching layers. Each of these keywords implies a complexity degree in the processor architecture, and test programs should be able to test all these advanced features. Unsurprisingly, test through individual instructions is not a valid solution, since the context in which an instruction executes (i.e., its preceding and following instructions) modifies the processor state and modifies the execution path taken by the instruction. This observation rules out exhaustive test programs as well, since developing and executing all possible sequences of instructions is practically unfeasible. Manual generation of test programs is also impracticable with current processors, due to the number of specific cases and instruction interactions. Manually written instructions are useful to check some specific behavior that is known to be critical and is known to be difficult to be covered by test programs built with other techniques. In particular, one class of manually developed test programs is that of systematic test programs that execute an array of similar operations with small variations (e.g., to test an arithmetic unit with different values of the operands) (Kranitis, 2005 On the other hand, feedback-based methodologies include in the generation processes a "processor simulator" that is able to elaborate each candidate program and return a value representing the test program quality. Obviously, the main drawback regarding these methods is the computational effort involved to generate a good test program. An automatic method to automatically generate test programs should be characterized by -high flexibility regarding the target microprocessor, in order to allow the maximum applicability of the method -syntactically correct generation of assembly programs depending on the specific singularities of the target processor -high versatility with respect to the evaluation system in order to allow tackling different problems such as test or validation -ability of driving the generation process using coverage metrics (e.g. statement coverage) as feedback values.
The available approaches for test program generation can be classified according to the processor representation that is employed in the flow. High-level representations of the processor Instruction Set Architecture (ISA) or state transition graphs are convenient for limiting the complexity of the architecture analysis, and provide direct correlation with specific instruction sequences, but cannot guarantee the detection of structural faults. Lower-level representations, such as RT and gate-level netlists, describe in greater detail the targeted device, allow concentrating on structural fault models and are more suited to automated approaches, but involve additional computational effort for the generation of a test program. Apart from test coverage, to evaluate the effectiveness of an approach, its scalability and the ease of automation need to be carefully considered.
Methods that base the generation process on functional information are especially attractive when no structural information are available. In this category methods based on code randomizers can be found, sometimes guided with suitable constraints. First examples were introduced more than 30 years ago in (Thatte, 1978) and (Brahme, 1984) . In (Shen, 1998 ) the authors propose a tool named VERTIS, which is used to generate test programs only relying on the processor ISA. The tool produces for every processor instruction a lengthy sequence of code counting with random selected operands in order to excite as whole as possible the instruction particularities, thus obtaining a very large test set. Its effectiveness was assessed on the GL85 microprocessor, resulting in 90.20% stuck-at fault coverage, which was much higher than the one obtained through traditional sequential Automatic Test Pattern Generator (ATPG) tools. The tool allows specifying constraints on instruction sequences and on operands generation algorithms: this is a crucial point for guaranteeing its effectiveness for more complex cores, hence scalability is guaranteed only when deep knowledge of the addressed core is available.
Another approach is described in (Parvathala, 2002) : the FRITS (Functional Random Instruction Testing at Speed) approach generates random instruction sequences with pseudorandom data generated through a software-implemented LFSR. 70% stuck-at fault coverage is reported on the Intel Pentium ® 4 processor, applying a fully self-contained approach where the test program is stored in the cache and no bus operations are executed, without additional controllability or observability needed on the buses. Similar ideas are used in (Bayraktaroglu, 2006) , where randomly generated test programs are applied to the SUN UltraSPARC T1 processor exploiting the onboard caches. Remarkably, approaches presented in (Parvathala, 2002) and (Bayraktaroglu, 2006) state the basics on application of SBST techniques resident in cache memories for embedded as well as stand-alone processor cores. The reported papers indicate that the processor must incorporate a cache-load mechanism for downloading the test programs, and the loaded test program must not produce either cache misses nor bus cycles, in order to do not produce access to address, data, and control buses.
The methods relying on lower-level representations generally adopt a hierarchical approach, focusing on a single processor module at a time, producing stimuli for it and then transforming them in terms of ISA instructions and suitable operands. Once the processor has been partitioned in sub-modules, the patterns for the selected module are generated through low-level techniques such as ATPG algorithms. The pattern transformation into test programs able to excite the faults (fault justification) and make their effects observable (error propagation) is a fundamental and critical task for the efficiency of the method, which strongly depends on the way the behavior of the rest of the processor is described. The method described in (Gurumurthy, 2006) exploits processor structural information to generate test programs able to excite hard-to-detect faults for every processor module. First of all, easy-todetect faults are rapidly covered utilizing a test program randomizer, then for every single module, an ATPG tool is utilized to create a series of test patterns able to effectively excite uncovered faults. Finally, exploiting a bounded model checker, these test patterns are converted to instruction sequences able to apply the previously computed patterns to the considered module. To attain fault observability, propagation requirements are expressed as a Boolean difference problem, and a bounded model checker is employed again to produce additional instructions aimed at propagating errors to observable outputs ports or memories locations. The authors describe results obtained on the OpenRISC 1200 core: the methodology helped testing hard-to-detect faults and permitted raising the stuck-at fault coverage from 64% (obtained with the instruction randomizer) to 82%. In the methodology introduced in (Lingappan, 2007) , the authors propose a test program generation method based on a SAT-based ATPG to develop a test framework targeting stuck-at faults. In the first step, an Assignment Decision Diagram (ADD) is extracted from the microarchitectural description of the processor. Using the representation provided by the ADD, the problem of effectively applying and propagating the test stimuli for each module is faced: potential control or propagation paths from the I/O ports of the embedded module to primary I/O are derived as a set of Boolean implications. On the other hand, processor modules around the module under test are described considering a high-level description relying to a set of equivalent I/O transparency rules. Exploiting an ATPG, for every module a set of test vectors is generated; then, a SAT solver is used to produce valid test sequences of instructions that guarantee the detection of the faults targeted by the ATPG generated test vectors. Differently from the other described approaches, here some Design for Testability (DfT) enhancements are proposed to complement the flow, which can be derived from the analysis of the ADD. 96% stuck-at fault coverage is obtained on the simple Parwan processor core, at the expense of 3.1% additional silicon area.
The approaches described in (Lingappan, 2007) and (Chen, 2003) are based on constrained test generation. In these cases, the addressed module is described at structural level, while the rest of the processor is described in lower detail -providing the constraints for pattern generation. The effort of the ATPG is hence reduced since the automatic tool faces a circuit with low complexity. Specifically, in (Chen, 2003) for every single module, a preliminary set of instruction templates is generated. The actual goal of the generated templates is to easily provide the module with the appropriate input vectors, as well as to be able to observe module responses. Thus, considering module observability and controllability the most suitable templates are selected, and then, a constrained ATPG exploiting the selected templates is in charge of test vector generation: the resulting vectors are finally translated to sequences of instructions. The described method achieves 95.2% stuck-at fault coverage on the Xtensa processor core (a 5-stage pipelined configurable RISC processor). The authors in (Wen, 2006) propose a simulation-based methodology composed of two steps: in the first step, called simulation, a set of random patterns are applied to the processor and the I/O behavior of the considered module is recorded in order to produce learned models that replace the circuitry before and after the module under evaluation. In the second step called test program generation, an ATPG tool exploits the learned models to facilitate the generation of the test pattern for the faults within the module under test. The proposed methodology obtains 93% on the controller and ALU modules of the OpenRisc 1200.
Other methods exploit a combination of processor abstraction models, such as RTL descriptions and ISA specifications. The deterministic algorithms described in (Dorsch, 2002) and (Gizopoulos, 2008) take advantage from information about the functions performed by the different addressed modules, and produce test programs by following some guidelines they introduce to target specific components. The resulting test programs are loop-based pieces of code that deterministically provide the modules under testing with a series of data inputs carefully selected. The method applied in (Dorsch, 2002) achieved 95% stuck-at fault coverage on the Plasma (MIPS-like) processor and 93% in a 5-stage MIPS R3000 compatible core. In (Gizopoulos, 2008 ) the approach is extended to more complex pipelined architectures (miniMIPS and OpenRISC 1200), taking into account the analysis of data dependencies of available SBST programs and general parameters of the pipeline architecture and memory system: the obtained coverage on the pipeline increases by up to 19%.
The approach described in (Chen, 2007) uses processor representations at different level of abstraction, such as ISA, RTL, architectural and gate-level, in a two-step methodology. First, an architectural analysis and classification is performed; then, according to specific targeted components, different test routines are developed relying on various representations, e.g., RTL for register and processor control parts and gate-level for logic module such as the ALU. 93.74% stuck-at fault coverage is attained on a compatible ARMv4 processor.
The authors of Krstic, 2002 ) developed a technique applicable to stuck-at and path-delay fault testing. They build a set of spatial and temporal constraints in the form of Boolean equations from the microprocessor ISA which are able to guide the generation of instruction sequence during the application of an ATPG or a random-based generator to specific processor modules. 92.42% stuck-at fault coverage is reported on the Parwan processor core. For path-delay fault testing, a classification algorithm is run exploiting the constraint set to remove functionally untestable paths from the fault list before applying an ATPG tool and constructing the needed instruction sequences: the method gets 98.8% path-delay fault coverage on the Parwan processor and 96.3% on the DLX.
The method described in (Corno, 2004) and (Bernardi, 2008 ) exploits a simulation-based methodology that utilizes an evolutionary algorithm as automatic test program generator. Roughly speaking, an evolutionary algorithm is a population-based optimizer that imitates the natural process of biological evolution in order to iteratively refine the population of individuals (or test programs) by mimicking the Darwinian evolution theory. The described framework is capable to evolve programs able to test stuck-at or path-delay faults. An application case of this methodology is presented in section 4.
SELF-TEST APPLICATION PROCEDURES
As claimed in the previous paragraphs, software-based strategies are based on the execution of suitably generated test programs; the existing processor functionalities are used for testing, thus no extra hardware in the embedded core is required. However, to enable the adoption of such methodologies, some issues regarding test application have to be considered that involve some practical, and sometimes underestimated, aspects:
1. a memory module accessible by the processor needs to be available in the SoC for storing the test program, and a mechanism to upload the code in it is also needed 2. a method to start the execution of the self-test program has to be identified 3. some capability to monitor the test execution is required 4. some resources for storing the test results have to be defined, as well as a mechanism to download the test results.
A generic timing diagram for the application of a SBST procedure is depicted in Fig. 3 , which underlines the aforementioned requirements.
Figure 3: SBST methodology application flow
This timing diagram is composed of lighter and darker portions. Lighter ones correspond to test phases operated directly by the tester; therefore, these phases can be constrained in speed by communication bottlenecks such as pin contacting, soldering of the socket, wire length, etc. For example, the speed for uploading the test program code depends on the frequency granted by the used test equipment. Conversely, the darker zone, corresponding to the actual self-test execution, can be run at the nominal speed of the SoC (or even faster) in case the device includes an internal clock generation source or if the device supports some suitably designed externally supplied free-running clock sources.
Test program upload
To be executed, the test program has to reside in a memory space accessible by the processor core. In some cases, it can be a read-only memory (i.e., a ROM core), so that part of its space is permanently devoted to test purposes; this configuration may pose severe limitations on the flexibility of the testing process but it is a simple and direct solution. Conversely, if this memory corresponds to a RAM core, the test code and data can be changed (for instance according to the test needs) but they have to be uploaded from the outside, as it is happens in the first time frame of Fig. 4 . Available strategies for data transfer are based on -the reuse of the system bus, possibly exploiting functional peripheral cores, such as DMA controllers, to perform the uploading process -dedicated test solutions, such as dual-port RAMs with one port directly connected to the I/O ports of the SoC -the insertion and usage of Design-for-Testability circuitries, such as IEEE 1500 wrappers and JTAG ports. Fig. 6 graphically shows three of the above described solutions for the uploading mechanism that can be adopted in a simple SoC scenario, including a processor core and an embedded RAM devoted to store the test program.
Figure 4: (a) DMA, (b) dual-port RAM and (c) IEEE 1500 wrappers -based upload methodologies
In the (a) configuration, the DMA module is used to transfer the code in bursts to an embedded memory. In this case, a Non-Volatile-Memory is also needed to store a boot sequence to initialize the system functionalities. This method results in fast upload and it is cheap; in fact, it exploits the system bus parallelism to upload one word per clock cycle and it fully reuses the functional components of the SoC. On the other hand, the test procedure is let running after many operations have already been performed by the processor architecture, thus it is launched from a functional state that may be different from the one considered during the test program generation; furthermore, the upload process is driven by the processor itself when it is not yet tested.
Configurations including a dual-port RAM are the fastest ones, but also the most expensive. The size of the access port is sized depending on the number of address, data in/out and control signals of the memory; additionally, a mechanism is required to avoid that the processor accesses the memory while it is being filled, such as putting it in a idle or reset state. Due to the pin cost, this solution is seldom viable. Solutions based on DfT circuitries are greatly slower than the previous ones since data are serially uploaded to be internally parallelized, and require additional silicon area just for testing. Anyway, they show some significant advantages with respect to the other presented solutions. First, the memory core is isolated from the rest of the system during code upload, thus guaranteeing that the loading process is correctly performed. Second, the processor is not used at all during the loading process, thus avoiding any possibility of wrong code upload. Last (but not less importantly), the DfT circuitries impose no constraints to the ATE in terms of communication frequency, meaning that the ATE can perform the upload operations at low frequency, while the processor is able to execute the self-test procedure at its nominal speed.
Test program launch
Test program activation may consist in simply resetting the SoC as soon as the test code is available in the program memory, then letting the test program run until its end. Alternative, more advanced solutions exploit operating system features or the interrupt mechanism ; in the latter case, the basic idea is to transform the test program into an Interrupt Service Routine (ISR). The address of the self-test program must be preliminary recorded into the Interrupt Vector Table and the interrupt activation sequence must be user controllable. Consequently, the complexity of activating the self-test procedure depends on the interrupt protocol supported by the processor. Fig. 5 illustrates the conceptual schema of the two possible solutions.
The former strategy acts on the processor reset port, which is directly controlled by the ATE from the outside of the SoC. The code of the self test procedure is memorized starting from the first address accessed by the processor after an asynchronous reset. In the latter solution, the interrupt port of the processor is toggled by the wrapper when the device is to an appropriate test mode; this configuration assumes that a simple embedded Operative System (OS) is run to initialize the processor interrupt and to bring the processor in a known state before starting the self-test procedure.
Test program execution and result collection
Once launched, the test program proceeds until its end that may correspond to falling into a forced idle state, or to returning the control to the embedded operative system. Results collection during the execution of the self test relies on test program abilities in activating possible faults and transferring their effects to registers or memory locations. Hence, additional instructions may need to be added to the test programs to further transfer the fault effects to some easily accessible observability point, such as a portion of an embedded memory written by the processor and accessible from the outside of the device. The amount of test data produced can be huge, and mechanisms able to compact the results and send to the ATE a subset of all the produced results, or a final signature may reduce the quantity of data. Possible solutions consist in the use of compression techniques, such as hardware-or softwareimplemented Multiple Input Signature Registers (MISRs). The compressed results are eventually downloaded or compared with an expected value to be synthesized in a go/no go bit. The two possible situations are graphically displayed in Fig.5 .
Figure 5: Results collection (a) complete collection in memory, (b) compressed storage and (c) SBST program execution monitoring
Test program monitoring
The ability to easily know from the outside when the test program execution is finished can be important for at least three reasons. -It is possible that self-test duration is not known a-priori, therefore a method may be needed to understand when the test program execution is concluded and results can be read-out. -In case of failures, even if the self-test duration is known, the program duration may be different from the expected one or the execution may reach an infinite loop condition that needs to be identified. -The test length may change depending on the ratio between the ATE frequency and the SBST execution frequency.
A viable solution for test program execution monitoring is based on some additional code parts sending an "end" communication to some observable points. For example, a suitable solution is shown in Figure 5 .c, where the wrapper, already used to activate the self-test, is exploited to read out a value on a processor port which is set when test is running, and reset at its end.
This particular configuration enables serially reading out the status of the test at the ATE communication frequency implementing a polling strategy, while in parallel the processor keeps on executing the self-test program.
Test results download
This phase is similar to the upload one, since it uses the same access strategies. In case of compressed signatures, wrapper usage appears as the most suitable solution.
AN EXAMPLE OF APPLICATION
In the following, a case study about embedded microprocessor software-based self-test will be outlined, including an automatic test program generation framework and a suitable Infrastructure-IP (I-IP) for test application . The employed automatic test program generator tool, called µGP 3 and presented in (Corno, 2005) , is able to autonomously produce effective assembly programs tackling different fault models in microprocessor cores. The feasibility and the effectiveness of the proposed approach have been evaluated on a SoC design including a synthesizable hdl model of an Intel 8051 compliant microcontroller core (Oregano Systems, 2008) . In this case, the target fault model is the single stuck-at; however, the fault model may vary depending on the testing requirements of the project.
Figure 6: The case study system, including the I-IP supporting SBST application and IEEE 1500 compliant wrappers; the connection with the external ATE is depicted as well
In the developed system (Fig. 6) , the processor core accesses a 64k-byte sized program memory. The adopted microprocessor model includes the auto-vectorized interrupt handling circuitry; the execution of each test program is enabled through an interrupt request preempting the processor state from the sleep state; the starting address of the test procedure, stored in the program memory in the portion reserved to the interrupt vector table, is accessed as soon as the I-IP asserts the interrupt signal. Error observability is obtained using a multiple input signature register (MISR) that compresses the values written on the processor parallel ports. The MISR circuitry is included in the I-IP as well, which is directly controllable by the external ATE.
The test set for the proposed case study has been automatically generated employing an evolutionary tool (Corno, 2004) . The tool implements an evolutionary algorithm able to automatically generate test programs for processor cores; the algorithm was first introduced in (Squillero, 2005) , and further improved in (Corno, 2005) . Fig. 7 shows the loop-based framework proposed for the automatic generation of test programs. In the figure, the three main blocks involved in an automatic run are presented: an evolutionary unit, a constraint library, and an evaluator external to the evolutionary core.
Figure 7: Feedback-based framework for test program generation
The constraint library stores suitable information about the microprocessor assembly language. The evolutionary core, on the other hand, generates an initial set of random programs, or individuals, exploiting the information provided by the constraint. Then, these individuals are cultivated following the Darwinian concepts of evolution. The evaluation of such test programs is carried out by an external tool; the external evaluator is in charge of evaluating the target test metric (in this case a fault simulation on the whole processor core is performed, which provides stuck-at fault coverage) and the obtained values are used to drive the optimization process, since for every test program such results are fed back to the evolutionary core by means of a fitness value.
Evolutionary tool description
For the automatic generation of assembly programs an evolutionary tool named μGP 3 (Squillero, 2005; Squillero, 2009 ) has been employed. μGP 3 is a general-purpose approach to evolutionary computation, derived from a previous version specifically aimed at test program generation. The tool is developed following the rules of software engineering and was implemented in C++. All input/output, except for the individuals to evaluate, is performed using XML with XSLT. The use of XML with XSLT for all input and output operations allows the use of standard tools, such as browsers, for inspection of the constraint library, the populations and the configuration options. The current version of the μGP 3 comprises about 50k lines of C++ code, 113 classes, 149 header files and 170 C++ files.
Evolution Unit. μGP 3 bases its evolutionary process on the concept of constrained tagged graph, that is a directed graph every element of which may own one or more tags, and that in addition has to respect a set of constraints. A tag is a name-value pair whose purpose is to convey additional information about the element to which it belongs, such as its name. Tags are used to add semantic information to graphs, augmenting the nodes with a number of parameters, and also to uniquely identify each element during the evolution. The constraints may affect both the information contained in the graph elements and its structure. Initially, individuals are generated in a random fashion creating a starting population of test programs; then depending on its classification the population individuals are evolved through a series of generations, where every individual may be modified by genetic operators, such as the classical mutation and recombination, but also by different operators, as required by the specific application. The activation probability and strength for every operator is an endogenous parameter. The internal structure of every individual is described by one or more constrained tagged graphs, each of which is composed by one or more sections. Sections allow to define a global structure for the individuals that closely follows the structure of any candidate solution for the problem.
Constraint library. The purpose of the constraints is to limit the possible output results of the evolutionary tool, and also provide them with semantic value. The constraints are provided through a user-defined library that provides the internal to external mapping for the generated individuals, describes their possible structure and defines which values the existing parameters (if any) can take. Constraint definition is left to the user to increase the generality of the tool. The constraints are divided in sections, every section of the constraints matching a corresponding section in the individuals. Every section may also be composed of subsections and, finally, subsections are composed of macros. Constraint definition is flexible enough to allow the definition of complex entities, such as test programs, as individuals. Different sections in the constraints, and correspondingly in the individual, can map to different entities.
Fitness. The fitness of each individual is computed by means of an external evaluator: this may correspond to any program able to provide the evolutionary core with proper feedback. The fitness of an individual is represented by a sequence of floating point numbers optionally followed by a comment string.
Evolutionary scheme. The evolutionary tool is currently configured to cultivate all individuals in a single population. The population is ordered by fitness. Choice of the individuals for reproduction is performed by means of a tournament selection. The population size μ is set at the beginning of every run, and the tool employs a variation on the plus (µ+λ) strategy: a configurable number λ of genetic operators are applied on the population. Since different operators may produce a different number of offsprings the number of individuals added to the population is variable. All new unique individuals are then evaluated, and the population resulting from the union of old and new individuals is sorted by decreasing fitness. Finally, only the first μ individuals are kept. The possible termination conditions for the evolutionary run are: a target fitness value is achieved by the best individual; no fitness increase is registered for a predefined number of generations; a maximum number of generations is reached. At the end of every generation the internal state of the algorithm is saved in a XML file for subsequent analysis and for providing a minimal tolerance to system crashes.
Evaluator. In the presented case study, the external evaluator is based on a parallel fault simulator called Fenice. The fault simulator provides the evolutionary tool with two values: firstly, the fault coverage obtained by the evaluated program with respect to the considered fault list, and secondly, the inverse of the number of clock cycles consumed by the same program.
Experimental results
The microcontroller netlist, which has been synthesized using a generic home-developed library, contains 37,864 equivalent gates, corresponding to a collapsed fault list counting 13,078 single stuckat faults. Both the pass/fail and the full fault simulation processes are performed using an at home developed parallel fault simulator, called Fenice (CAD Group, 2010).
In the illustrated case, the evolutionary algorithm was exploited in a step-by-step approach: the whole process consists of iterative runs of the evolutionary algorithm. A step is completed when a steadystate in the fault coverage value is maintained for a certain number of generations. Then, the best individual is saved in the final test set and the faults covered to that point are dropped, before starting a new step. The constraint library counts 891 lines of xml code and includes specific macros to force the writing of partial results to the microcontroller output ports that increase fault observability. The writing of the constraint library required about 2 days of work.
The generation process produced a set of test programs with a final fault coverage capacity of about 93%. Fig. 8 presents some details about the automatic test generation experiment: each line represents a program generation step and provides cumulative information about the collection of best test programs obtained to that point. The number of fault-simulated individuals, the execution time, the size and the fault coverage (FC) values are detailed for each line. The reader must notice that the reported figures are incremental along the different runs. For the sake of comparison, a purely random test program generation experiment was run on the same architecture, by fault-simulating the same number of individuals with similar characteristics and size. The grey column in the table provides fault coverage figures for the latter approach. It is interesting to note how the EA-based approach allows getting the asymptotic maximum fault coverage (93.6%) after about 1,300 generated individuals, whereas the random method reaches only about 77% in the same time. In addition, with the step-by-step evolutionary strategy left us with 4 test programs; on the other hand, in the random strategy, the covered fault set requires a collection of 187 random programs to be tested. A graphical representation of the comparison between the fault coverage progression obtained by the evolutionary and the random test program generation approaches is shown as well. The fault simulation of a single individual took about 30 seconds on an Intel E6750 @2.66 GHz equipped with 4 GB of RAM. By analysing the obtained test set, it is possible to observe that in terms of code organization, the resulting test set sequentially executes a set of selected instructions with suitably chosen operands values and avoids loops. 
I-IP supporting SBST
The introduced testing solution completely exploits the functionalities of the processor. The final test code is composed of a minimal operative system enabling interrupt requests, defining the interrupt vector table and leading the processor to an initial idle status the set of generated test programs.
The code is uploaded into the instruction memory using the IEEE 1500 wrapper of the program memory core. After reset, the operative system is executed and the processor enters an idle status. The test programs run are then launched by the I-IP, which raises the interrupt signal. Test results, generated all along the at-speed program execution, are directly written by the processor to its output ports, thus allowing their compaction into an overall signature by the usage of a 32-bit MISR module embedded into the I-IP.
The proposed approach is particularly flexible, since it allows to dynamically choose (and upload in the memory for execution) the proper test program depending on the specific target (e.g., test or diagnosis). The overall test architecture, shown in Fig. 6 , highlights how the wrapper interfaces the ATE to the Infrastructure IP. Test commands and data are sent as high-level commands exploiting the IEEE 1500 protocol. As far as silicon area occupation is concerned, we report that, after a synthesis performed with an inhouse developed standard cell library, the processor core counts 37,864 equivalent gates, while 841 equivalent gates are needed for the I-IP and 2,398 for the IEEE 1500 wrappers. The resource requirements of the wrappers are mainly due to the wrapper boundary chains demanded by the standard. On the whole, the chip test structures introduce a 8.6% area overhead. Assuming that the ATE data transfer frequency is 10MHz and that the processor test is run at 200MHz exploiting a free running clock, the comprehensive time required for the application of the test is 14.81 ms. Out of these, 14.51 ms are required for uploading the test programs, which exploit the IEEE 1500 serial communication protocol. Test program execution that is carried at mission frequency, takes 0.27 ms, and signature download takes 0.03 ms. Interestingly, the required time is largely dominated by the test programs uploading procedure, and may be reduced by employing parallel data transfer protocols or non-volatile memory areas.
SUMMARY
In today's IC manufacturing scenario, dominated by increasingly complex integrated devices and larger variability intrinsic in subwavelength lithography, the role of test is crucial. On the one side, guaranteeing product quality requires applying intensive test procedures applied at-speed; on the other side, the costs of test needs to be maintained below a sustainable threshold. In this chapter we overviewed the techniques known as Software-based self-test, showing their characteristics and trying to explain why they represent a viable solution to improve the quality of microprocessor test at a reasonable cost. The main issues when adopting SBST concern the generation of effective test programs able to stimulate all the functionalities and resources of today's microprocessors, and the definition of test application methodologies meeting the requirements of today's industrial test environments. SBST is not intended as a replace for consolidated structural ATPG-based test methodologies, but rather to complement them for applying at-speed system screening at low cost and speed binning. Some SBST techniques are already part of the manufacturing testing flow of the most important IC companies (Parvathala, 2002; Bayraktaroglu, 2006) .
This chapter presented the most influential works in the state-of-the-art of test program generation techniques and reviewed the main requirements and available methodologies for applying SBST to embedded microprocessor cores. A case of study was presented, describing an evolutionary-based test program generator and an Infrastructure IP for test application, together with the results obtained with their adoption.
Considering the current manufacturing trends and the rising demand for portable electronic devices, the importance of low-cost test strategies is going to increase consequently. We expect that SBST strategies will contribute more and more to the evolution of the manufacturing test flow of new highly integrated systems, while the research world will keep on working on the improvement and on the definition of new automated methodologies for generating suitable test programs able to face a wider range of manufacturing defects, and also for applying such methodologies in the field, to detect the occurrence of aging defects and increase system dependability.
