For certain families of multivariable vector-valued functions to be approximated, the accuracy of approximation schemes made up of linear combinations of computational units containing adjustable parameters is investigated. Upper bounds on the approximation error are derived that depend on the Rademacher complexities of the families. The estimates exploit possible relationships among the components of the multivariable vector-valued functions. All such components are approximated simultaneously in such a way to use, for a desired approximation accuracy, less computational units than those required by componentwise approximation. An application to N-stage optimization problems is discussed.
Introduction
Various authors have derived upper bounds on the approximation error of certain linear combinations of computational units containing adjustable parameters, called variable-basis approximation schemes 1 , for various families of functions to be approximated see, e.g., 2-11 and the references therein . In these schemes, the number of computational units i.e., the number of basis functions can be used to measure the model complexity 12, 13 ; roughly speaking, models with a large complexity make the approximation task computationally inefficient. This typically occurs when the functions to be approximated depend on a large number d of variables, often because of the so-called curse of dimensionality 14 . However, experimental results have shown that variable-basis approximation schemes perform successfully in approximation of various high-dimensional mappings and theoretical insights into this have been obtained see, e.g., 1, 3, 11 , and the references therein . 3 The paper is organized as follows. Section 2 describes notations and gives definitions. Section 3 refines some estimates for scalar functions, obtained in 4 and improved in 10 . Section 4 contains our upper bounds on the approximation error, for certain families of vector-valued functions. Section 5 compares the bounds derived for scalar and vector functions. Section 6 discusses the application of the results to approximate dynamic programming.
Notations and definitions
By R and R we denote the sets of real and positive real numbers, respectively, and by N and N the sets of natural numbers and positive integers, respectively.
For a real normed linear space H, · , f ∈ H, and r > 0, we denote by B r f, · the closed ball of radius r in the norm · centered at f ∈ H, that is,
We write B r · instead of B r 0, · . When the norm is clear from the context, we write merely H, B r f , and B r instead of H, · , B r f, · , and B r · , respectively. For 1 ≤ p < ∞, a positive integer d, and a Lebesgue-measurable set X ⊆ R d , we denote by L p X the space of equivalence classes of real-valued functions on X that have integrable pth power with respect to the Lebesgue measure, endowed with the standard norm · p,X . By L ∞ X we denote the space of equivalence classes of real-valued functions on X that are essentially bounded with respect to the Lebesgue measure, endowed with the essential supremum norm · ∞,X , and by C X the space of continuous functions on X with the supremum norm. Whenever there is no ambiguity, we omit X from the notations. The d-dimensional Fourier transform is defined 30, pages 180, 187 as the operator on
For a positive integer d, a set X ⊆ R d , and a family F of functions on X, we denote by F x : X → R a function in F, where x is a parameter used to identify elements in F we use the notation F x since we will consider families F of functions on X having the integral representation f x X K x t λ t dt, where K : X × X → R. So, F x t is defined via K x t and the parameter x used to identify the elements of F is a point x ∈ X .
By P X we denote a probability distribution on X; we write merely P when the set X is clear from the context. For every positive integer n, a P X -i.i.d. sequence is a sequence {t i } of n points obtained by sampling X independently n times according to P X similarly, we define a p X -i.i.d. sequence when p X is a probability density .
A Rademacher random variable is a random variable taking only the values −1 and 1 with equal probability 20 . Let P X be a probability distribution on X ⊆ R d , {t i } a P X -i.i.d.
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Journal of Inequalities and Applications sequence, and {ε i } a sequence of n independent Rademacher random variables. Given a family F {F x } of functions f : X → R, the Rademacher complexity of F is defined as 20
Upper bounds on the Rademacher complexities of various families of functions are available; see, for example, 10, 20, 31 .
The VC dimension of a family F {F x } of real-valued functions on a set X is the maximum number h of points {t i } in X that can be separated into two distinct classes in all 2 h possible ways, by using functions of the form F x t − α, where the parameters x and α vary in X and R, respectively 15 .
A bound for the approximation of scalar functions
For r > 0, the Bessel potential of order r is defined as the function β r : R d → R with the Fourier transform
We consider the family of functions defined as
where for two functions g, h : R d → R, g * h x R d g y h x − y dy is their convolution. The space F 1 r is called Bessel potential space of order 1; it is a normed space with the norm · F 1 r defined for every f ∈ F 1 r as f F 1 r λ 1 . The following result from 10 improves the approximation bound from 4, Proposition 3.1 . We let }. For every f ∈ F 1 r and every positive integer n, there exist t 1 , . . . , t n ∈ R d and c 1 , . . . , c n ∈ {−1, 1} such that
In 4, 10 , no upper bound on h r was given up to our knowledge, in the literature even the boundedness of h r had not yet been proven till now . In the following we provide such an upper bound. 
This integral representation shows that β r t is a decreasing function of t . Let us define the two functions a, b : 0, ∞ → R as
3.6
Since b is one-to-one, there exists a function φ :
where φ is one-to-one since it is the composition of two one-to-one functions . Then the V C dimensions V C E and V C G of E and G are the same. Since G is a subset of the family of functions L {K Gauss x } considered in the proof of 10, Corollary 5.2 , where it was shown that V C L ≤ d 3, one has also
The proof of the bound V C L ≤ d 3 in 10, Corollary 5.2 can be slightly adapted to find a better upper bound directly on V C G . Here we report only the modifications that are required. By the same arguments of the proof of 10, Corollary 5.2 it is easy to show that, for every fixed x, each element of the family {− x − t 2 α}, where α is a real parameter, can be expressed as a linear combination of the d 2 functions
3.8
Hence, by 32, Theorem 1 , V C G is at most d 2.
Combining 10, Theorem 4.5 with the proof technique of Proposition 3.2, we get the following estimate. Recall that a function ψ with bounded variation can be written as the difference of two decreasing functions ψ 1 and ψ 2 33, Theorem 4, page 331 . In order to state the result we require in addition that ψ 1 and ψ 2 are bounded.
ψ x − t and ψ z has bounded variation. Suppose that there exist τ 1 , τ 2 ≥ 0 and a decomposition of ψ z as ψ z ψ 1 z − ψ 2 z such that ψ 1 z and ψ 2 z are decreasing and sup t∈R |ψ 1 z | ≤ τ 1 , sup t∈R |ψ 2 z | ≤ τ 2 . Then there exist two absolute positive constants C 1 and C 2 such that for every positive integer n, there exist t 1 , . . . , t n ∈ X and c 1 , . . . , c n ∈ {−1, 1} for which
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Since the functions ψ 1 and ψ 2 are decreasing, exploiting similar arguments as in the proof of 
Bounds for the approximation of vector-valued functions
In 10 , the following approximation error bound was obtained in terms of the Rademacher complexity for some quite general families of functions. It improves, at least asymptotically, the bound derived in 4 for the same families of functions.
having the representation f x X K x, t λ t dt, and R n the Rademacher complexity of the family {K x, · }. There exists an absolute positive constant C such that for every positive integer n there exist
Note that the approximation scheme in 4.1 requires n binary parameters and nd real parameters.
Remark 4.2. Inspection of the proof of Theorem 4.1 shows that if λ t is a nonnegative function, then c i 1, i 1, . . . , n. Thus, if K x, t is convex or concave , both f x and its sparse approximation λ 1 /n n i 1 c i K x, t i are convex concave, resp. , too. Preservation of convexity or concavity is an interesting property of approximators, sometimes exploited in applications 35 .
We first derive for vector-valued functions an immediate corollary of Theorem 4.1. Then, we turn our attention to the simultaneous approximation of all the components of a vector-valued function, which allows one to exploit similarities that may hold among them.
for all x and t, one has |K x, t | ≤ τ, and R n the Rademacher complexity of the family {K x, · }. Let f : X → R k be such that each of its components has the representation f m x X K x, t λ m t dt, where λ m ∈ L 1 X , m 1, . . . , k. Then for every > 0 it is possible to approximate in the supremum norm on X each component f m of f with an error at most by using approximations of the form
where, for i 1, . . . , n m and m 1, . . . , k, t m,i ∈ X and c m,i ∈ {−1, 1}, provided that for every m 1, . . . , k one has
where C is an absolute positive constant.
Proof. It follows immediately by Theorem 4.1 applied to each of the k components of f, choosing each n m such that the correspondent approximation error is upper bounded by .
To approximate all the k components of f, the approximation scheme 4.2 requires n k m 1 n m binary parameters, and nd real parameters. Let us now consider the case where similarities among the k components of f are present. We would like to exploit them to obtain a desired approximation accuracy with a number of parameters smaller than the one given by 4.2 , by letting some parameters be shared among the k approximators. Assume that, in the expression f m x X K x, t λ m t dt, m 1, . . . , k, for the components of f, each λ m ∈ L 1 X can be written as
where λ m are measurable functions taking only the values −1 and 1 and 0 / λ ∈ L 1 X is a nonnegative function there is no loss of generality in assuming that λ is nonnegative . Setting
which can be written as
As noted in 4 , for every x ∈ X the representation 4.7 can be regarded as the expected value of the random variable sgn λ t K m x, t with respect to the probability density |λ t |/ λ 1,X . It is easy to see how similarities among the k components of f can be modeled in this way, for example, by assuming that there exists ζ > 0 such that K x, t ∼ 0 if x − t > ζ. Indeed, if there exists x ∈ X such that λ t ∼ 0 on a neighborhood N of x of radius larger than ζ, all components of f will assume very small values on another neighborhood N ⊂ N of x .
8
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Exploiting the particular nature of the functions λ m t , which can take only the values −1 and 1, the following proposition shows that the Rademacher complexities of the families { K m x, · } and {K x, · } are the same. Proof. It follows directly from the definition of the Rademacher complexity, as each λ m t can take only the values −1 and 1 and the Rademacher random variables i are independent and symmetrically distributed around 0.
To derive an extension of Theorem 4.1 to families of vector-valued functions, we will exploit the following estimate from 10 . Recall that for a family F {F x } of functions on X and a probability distribution P X on X, the expected risk associate with a function F x ∈ F is defined as
where E P X is the expectation operator. The empirical risk associate with the function F x t ∈ F and the sequence {t i } of samples is defined as
Theorem 4.5 see 10 . Let P X be a probability distribution on X ⊆ R d , {t i } a P X -i.i.d. sequence of n points in X, τ > 0, and F a family of −τ, τ -valued continuous functions with Rademacher complexity R n . Then there exists an absolute constant C such that for all 0 < δ < 1, with probability at least 1 − δ, one has
In the next theorem Theorem 4.7 , we will improve the estimate from Theorem 4.1 for approximation of vector-valued functions for k 1 and in the limit δ → 0 one gets Theorem 4.1 . To derive such an extension, we will need the density result stated in the following lemma. For X ⊂ R d compact, K : X × X → R continuous, and λ ∈ L 1 X , we let
4.11
Lemma 4.6. Let X ⊂ R d be compact, K : X × X → R continuous, and λ ∈ L 1 X . Then G λ is dense in F λ in the supremum norm.
Proof. Given an element of F λ , say f bound x X K x, t λ bound t λ t dt, and an arbitrary > 0, let us find an element of G λ , say g bin x X K x, t λ bin t λ t dt, such that sup x∈X | f bound x − g bin x | < .
As K x, t is uniformly continuous on X × X, for every η > 0 it is possible to find a partition {P i : i 1, . . . , N η } of X such that for every i, j ∈ {1, . . . , N η } one has
4.13
we get
4.14
As to the first and third terms in the right-hand side of 4.14 , by Hölder's inequality and 4.12 we get
4.15
Now we consider the second term in the right-hand side of 4.14 . Let c P j λ bound t λ t dt and divide P j into two sets A j and B j , such that A j |λ t |dt λ 1,P j c /2 such sets exist 10 Journal of Inequalities and Applications by 33, Theorem 6, page 300 , as λ bound ∞ ≤ 1 implies c ≤ λ 1,P j . Choosing λ bin such that λ bin t sgn λ t , for all t ∈ A j and λ bin t −sgn λ t , for all t ∈ B j , simple computations give
Summing up, taking η /2 for every > 0 we get
4.17
The statement follows by letting → 0 and considering correspondingly refined partitions. Now we can prove our main result. Proof. For every x ∈ X, f m x / λ 1,X X K m x, t λ t / λ 1,X dt can be considered as the expected risk of the function sgn λ · K m x, · with respect to the probability density |λ t |/ λ 1,X . Combining Proposition 4.4, Theorem 4.5, and Lemma 4.6, for every positive integer l and m 1, . . . , k, it is possible to find an approximation λ l bin,m t of λ m t such that for every δ m > 0 and every λ t / λ 1,X -i.i.d. sequence {t i }, we get with probability at least
4.19
For simplicity and without any loss of generality, we take δ m δ < 1/k, for all m 1, . . . , k.
By standard probability arguments we get with probability at least 1 − kδ
where t i ∈ X and c m,i ∈ {−1, 1}, for i 1, . . . , n and m 1, . . . , k, provided that
where C is an absolute constant.
Proof. It follows immediately by applying Theorem 4.7, by choosing n such that the approximation error for each of the k components of f is upper bounded by .
Comparison between the scalar and the vector approximation schemes
To approximate in the supremum norm on X all the k components of a function f : X ⊂ R d → R k with an error at most > 0, the vector approximation scheme 4.23 requires i nk binary parameters,
ii nd real parameters,
where n ≥ C 2 λ 2 1,X / 2 max{ R n τ 2 , 4τ 2 ln k}. To the same end, the scalar approximation scheme 4.2 requires i n binary parameters, ii n d real parameters, where n k m 1 n m and n m ≥ C 2 R n m τ 2 λ m 2 1,X / 2 . In contrast to 4.2 , in 4.23 the real parameters t i are the same for all the components. In the following, we compare the lower bounds on the numbers of real parameters given by 4.2 and 4.23 . To this end, we focus on a case in which the dependence of the Rademacher complexity R n on n can be estimated from above.
Recall that a reproducing kernel Hilbert space (RKHS) is a Hilbert space H formed by functions defined on a nonempty set X such that for every x ∈ X the evaluation functional F x , defined for any f ∈ H as F x f f x , is bounded 16, 19 . RKHSs can be characterized in terms of kernels, which for X ⊆ R d are symmetric positive-semidefinite functions K : X × X → R, that is, symmetric functions such that for all positive integers m, all w 1 , . . . , w m ∈ R m , and all x 1 , . . . , x m ∈ X m satisfy the condition m i,j 1 w i w j K x i , x j ≥ 0. A kernel is called positivedefinite if the previous inequality is strict for all w 1 , . . . , w m / 0, . . . , 0 . If the kernel K is also continuous, then it is called a Mercer kernel. For every kernel K : X × X → R and x ∈ X, we define the function K x : X → R as
If there exists a function κ : R d → R such that the kernel K can be written as K x t κ x − t , then K is called a convolution kernel or a translation-invariant kernel. By the Riesz representation theorem 36, page 200 , for every x ∈ X there exists a unique element K x ∈ H, called the representer of x, such that F x f f, K x , for all f ∈ H this property is called the reproducing property . It is easy to check that the function K : X × X defined for all x, y ∈ X as K x, y x, y , where ·, · denotes the ordinary scalar product in R d restricted to X, is a kernel. On the other hand, every kernel K : X × X → R generates an RKHS H K X that is the completion of the linear span of the set {K x : x ∈ X}, with the inner product defined as K x , K y K K x, y ; we denote by · K the induced norm see, e.g., 16 and 19, page 81 .
For a compact domain X ⊂ R d , a positive-definite, continuous kernel K : X × X → R, and a probability measure μ on X, we define the integral operator T K : L 2 μ → L 2 μ as
The following proposition gives an upper bound on the Rademacher complexity of the family G K {K x, · } associate with the kernel K defining T K . By Tr T K , we denote the trace of T K , that is, the sum of its eigenvalues. 
Proof. Let B K be the unit ball of H K X centered at 0. By the definition of s K , G K ⊆ s K B K . Then, the statement follows by 20, Theorem 15, parts 1 and 3 and 20, Theorem 16 .
Let us assume that the required approximation error > 0 is sufficiently small, so that the assumption l 1 T K ≥ 1/n of Proposition 5.1 is satisfied with n equal to each n m in Corollary 4.3 and to n in Corollary 4.10. Then, taking for simplicity of comparison λ m 1,X λ 1,X which holds, e.g., when the functions λ m take values in {±1} and using the upper bound on the Rademacher complexity given in Proposition 5.1, the lower bounds on n and n given by Corollary 4.3 and Corollary 4.10 become, respectively, i n ≥ kC 2 s K Tr T K τ 2 λ 2 1,X / 2 ;
ii n ≥ C 2 λ 2 1,X / 2 max{ s K Tr T K τ 2 , 4τ 2 ln k}.
Inspection of the respective proofs shows that all the absolute positive constants C above are equal. Thus, for a Mercer kernel satisfying the assumptions of Proposition 5.1, the lower bound obtained by applying Corollary 4.10 and Proposition 5.1 is an improvement over the one obtained by applying Corollary 4.3 and Proposition 5.1, at least for a large number k of components.
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Application to N-stage optimization problems
Let us consider the solution, by the well-known dynamic programming DP algorithm 14 , of the following finite-horizon, discrete-time dynamic optimization problem, modeled as in 37 : given x 0 ∈ X, find x 1 , . . . , x N ∈ X such that
where x t , x t 1 ∈ D, t 0, 1, . . . , N − 1.
6.1
The vector x t ∈ X ⊆ R d represents the state of a dynamical system, X is the set to which the state vector belongs state space , D ⊆ X × X is the graph of a correspondence that models the transition from one stage to the following one, h : D → R is a transition reward, h N : X → R is the final reward associate with the final stage, 0 < β ≤ 1 is a discount factor, and J o is the so-called value function. Using an economic terminology, β t h x t , x t 1 and β N h N x N are actualized values of transition and final rewards, respectively. For simplicity of notations and without loss of generality, we assume that X, h, and D do not depend on the time t. Dynamic programming considers the following N subproblems:
where x t , x t 1 ∈ D, t i, . . . , N − 1.
6.3
Under suitable conditions on the problem formulation 38 , Theorem 4.1 can be exploited to find sparse approximations for both the ith stage value functions J o i : X → R and each component of the optimal ith stage policy functions g o i : X → X, i N − 1, . . . , 0. For the latter, since each component is dealt with separately, in general one expects that the parameters t 1 , . . . , t n ∈ X and c 1 , . . . , c n ∈ {−1, 1} for which the bound given in Theorem 4.1 holds will be different from one component to the other. In order to reduce the number of parameters needed to obtain a desired accuracy of approximation of the optimal policy functions, it is useful to have at one's disposal an approximation error bound for which some of the parameters are common to the approximators of all the components of each optimal policy function. If similarities correlations among the components of each optimal policy function to be approximated exist and can be modeled as in Theorem 4.7, the latter gives such an upper bound. In dynamic optimization problems, these similarities can arise in several ways although their analysis is problem-dependent .
For example, applying the dynamic programming algorithm at stage N − 1, for each x N−1 ∈ X one has to find Similarities among the components of g o N−1 may be present, depending on the properties of h N−1 and h N , which are given in the problem formulation.
Another case in which there can be similarities among the components of the optimal policy function may occur in the case of infinite-horizon, discrete-time dynamic optimization problems modeled as follows: given x 0 ∈ X and 0 < β < 1, find x 1 , x 2 , . . . , ∈ X such that
where x t , x t 1 ∈ D, t 0, 1, . . . .
6.5
It is known that under suitable hypotheses an optimal policy has one or more stationary points, that is, there exists x 0 ∈ X such that g o x 0 x 0 . In such a case, if g o is Lipschitz continuous which holds under some conditions; see 37 and its Lipschitz constant is "sufficiently small," then one has g o x ∼ x on a "sufficiently large" neighborhood of x 0 .
