There is a growing interest in large-scale machine learning and optimization over decentralized networks, e.g. in the context of multi-agent learning and federated learning. Due to the imminent need to alleviate the communication burden, the investigation of communication-efficient distributed optimization algorithms -particularly for empirical risk minimization -has flourished in recent years. A large faction of these algorithms have been developed for the master/slave setting, relying on the presence of a central parameter server that can communicate with all agents.
2018]. Various fixes (e.g. EXTRA [Shi et al., 2015] ) have been proposed to address this issue. Similar gradient tracking ideas [Zhu and Martínez, 2010] have been incorporated to adjust DGD to ensure its linear convergence using a constant step size , Di Lorenzo and Scutari, 2016 , Qu and Li, 2018 ; see further developments in , Xin et al., 2019 . The current paper is inspired by the use of gradient tracking in accelerating DGD. Our work implements and verifies the effectiveness of gradient tracking for algorithms that involve approximate Newton and variance reduction steps, which are far from straightforward and require significant efforts. Moreover, our algorithms are more communication-efficient by performing more local computation. [Scaman et al., 2017] proposed a multi-step dual accelerated (MSDA) method for network-distributed optimization, which is optimal within a class of black-box procedures that satisfy the span assumption -the parameter updates fall in the span of the previous estimates and their gradients. Further optimal algorithms are proposed in [Uribe et al., 2017] and [Scaman et al., 2018] for loss functions that are not necessarily convex or smooth. Their algorithms require knowledge of the dual formulation. In contrast, our algorithms are directly applied to the primal problem, which are more friendly for problems whose dual formulations are hard to obtain. Our algorithms also do not require the span assumption and therefore do not fall into the class of procedures studied in [Scaman et al., 2017] . The recent work [Hannah et al., 2018] suggested that algorithms that break the span assumption such as SVRG can be fundamentally faster than those that don't, and it is of future interest to study if similar conclusions hold in the distributed setting.
Our algorithms are most closely related to DANE [Shamir et al., 2014] . DANE implements two rounds of communications per iteration, and exhibits appealing performance in both theory and practice. Another recent work further extended DANE with an additional proximal term in the objective function and strengthened its analysis [Fan et al., 2019] . The proposed Network-DANE adapts DANE to the network setting with the aid of gradient tracking, and only requires one round of communication per iteration. The connections between DANE and SVRG observed in [Konečnỳ et al., 2015] motivate the development of Network-SVRG in this paper, which can be viewed as implementing the local optimization of Network-DANE with variance-reduced stochastic gradient methods. The same idea can be easily applied to obtain network-distributed versions of other algorithms such as SARAH [Nguyen et al., 2017] , Katyusha [Allen- Zhu, 2017] , GIANT , AIDE [Reddi et al., 2016] , among others. Compared with decentralized SGD [Lan et al., 2017 , Lian et al., 2017 , the proposed Network-SVRG employs variance reduction to achieve much faster convergence. We note that variance-reduced methods have been adapted to the network setting in [Mokhtari and Ribeiro, 2016, Yuan et al., 2018] ; however, they either have a large memory complexity or impose substantial communication burdens.
Paper organization and notations. Section 2 introduces the formulation of distributed optimization in the network setting. Section 4 presents the proposed network-DANE together with its theoretical guarantees. Section 5 presents network-SVRG, which applies variance reduction to further reduce local computation. We provide numerical experiments in Section 6 and conclude in Section 7. Throughout this paper, we use boldface letters to represent vectors and matrices. In addition, A denotes the spectral norm of a matrix A, a 2 represents the 2 norm of a vector a, ⊗ stands for the Kronecker product, and I n denotes the identity matrix of dimension n.
Problem Formulation: Network-Distributed Optimization
Consider the following empirical risk minimization problem:
where x ∈ R d represents the parameters to optimize, (x; z i ) encodes certain empirical loss of x w.r.t. the ith sample z i , and N denotes the total number of samples we have available. This paper primarily focuses on the case where the function (·; z) is both convex and smooth for any given z, although we shall also study nonconvex problems in numerical experiments.
In a distributed optimization framework, the data samples are distributed over n agents. For simplicity, we assume throughout that the data samples are split into disjoint subsets of equal sizes. The jth local data set, represented by M j , thus contains m N/n samples. As such, the global loss function can alternatively be represented by
Here, f j (x) denotes the local loss function at the jth agent (1 ≤ j ≤ n). In addition, there exists a networkrepresented by an undirected graph G of n nodes -that captures the local connectivity across all agents. More specifically, each node in G represents an agent, and two agents are allowed to exchange information only if there is an edge connecting them in G. Throughout this paper, we denote by N j the set of all neighbors of the jth agent over G.
The goal is to minimize f (·) in a decentralized manner, subject to the aforementioned network-based communication constraints.
Preliminaries
Before continuing, we find it helpful to introduce and explain two basic concepts. We will then formally introduce the DANE algorithm originally proposed by [Shamir et al., 2014] .
Mixing. Mathematically, the mixing of information between neighboring nodes is often characterized by a mixing or gossiping matrix, denoted by W = [w ij ] 1≤i,j≤n ∈ R n×n . More specifically, this matrix satisfies
where 1 n ∈ R n is the all-one vector. The spectral quantity α W − 1 n 1 n 1 n ∈ [0, 1) often dictates how fast information mixes over the network. As an example, in a fully-connected network, one can attain α = 0 by setting W = 1 n 1 n 1 n . [Nedić et al., 2018] provides comprehensive bounds on 1/(1 − α) for various graphs. For instance, one has α ≤ 1/2 with high probability in an Erdös-Rényi random graph, as long as each edge is assigned the same weight and the edge connection probability exceeds the order of the connectivity threshold.
Dynamic averaging consensus. Assume that each agent generates some time-varying quantity r (t) j (e.g. the current local parameter estimate). We are interested in tracking the dynamic average 1 n n j=1 r (t) j = 1 n 1 n r (t) in each of the agents, where
n ] . To accomplish this, [Zhu and Martínez, 2010 ] proposed a simple tracking algorithm: suppose each agent maintains an estimate q (t) j in the tth iteration, then the network collectively adopts the following update rule
where
n ] . The first term W q (t−1) represents the standard information mixing operation (meaning that each agent updates its own estimate by a weighted average of its neighbors' estimates), whereas the term r (t) − r (t−1) tracks the (time-varying) temporal difference. A crucial property of (4) is
which indicates that the average of {q
i } 1≤i≤n dynamically tracks the average of {r
We shall adapt this procedure in our algorithmic development, in the hope of reliably tracking the global gradients (i.e. the average of the local, and often time-varying, gradients at all agents).
DANE. The DANE algorithm, proposed by [Shamir et al., 2014] , is a popular communication-efficient approximate Newton method developed for the master/slave model. Here, we review some key features of DANE. (i) Each agent performs an update using both the local loss function f j (·) and the gradient ∇f (·) of the global loss function (obtained via the assistance of a parameter server). (ii) In the tth iteration, the jth agent solves the following Newton-type problem (see [Shamir et al., 2014] for justification):
Algorithm 1 Network-DANE
for Agents 1 ≤ j ≤ n in parallel do
5:
Receive information x (t−1) k and s (t−1) k from its neighbors k ∈ N j .
6:
Aggregate parameter estimates from its neighbors:
7:
Update the global gradient estimate by aggregating local information and gradient tracking:
8:
Update the parameter estimate by solving:
where η and µ are parameters we can choose. Implementing this algorithm requires two rounds of communications per iteration.
(a) The central server first collects all local estimates {x (t) j } 1≤j≤n and computes the average global parameter estimate
j ; this is then sent back to all agents;
(b) The central server collects all local gradients evaluated at the point x (t) , computes the global gradient ∇f (x (t) ) = 1 n n j=1 ∇f j (x (t) ), and shares it with all agents.
The DANE algorithm has been demonstrated as a competitive baseline whose communication efficiency improves in some sense with the increase of data size, at least for convex quadratic problems [Shamir et al., 2014] .
4 Network-DANE: Algorithm and Convergence
In this section, we propose an algorithm called Network-DANE (cf. Alg. 1), which generalizes DANE [Shamir et al., 2014] to the network-distributed / decentralized setting. This is accomplished by carefully coordinating the information sharing mechanism and employing dynamic averaging consensus for gradient tracking.
Algorithm
Recall the DANE procedure for the master/slave model in Section 3. In the network setting, however, the agents can no longer compute (6) locally, due to the absence of centralization enabled by the parameter server; more specifically, the agents do not have access to either x (t) or ∇f (x (t) ), both of which are required when solving (6). To address this lack of global information, one might naturally wonder whether we can simply replace global averaging by local neighborly averaging; that is, replacing
i ), respectively, in the jth agent. However, this simple idea fails to guarantee convergence in local agents. For instance, the local estimation errors may stay flat -as opposed to converging to zero -as the iterations progress, primarily due to imperfect information sharing.
With this convergence issue in mind, our key idea is to maintain an additional estimate of the global gradient in each agent -denoted by s Armed with such improved global gradient estimates, we propose to solve a modified local optimization subproblem (9) in Network-DANE, which approximates the original Newton-type problem (6) by replacing ∇f (x (t) ) with the local surrogate s
j . The proposed local subproblem (9) is convex and can be solved efficiently via, say, Nesterov's accelerated gradient methods. As another distinguishing feature, Network-DANE only requires one round of communication in each iteration; this is in contrast to DANE which is built upon two rounds of communications per iteration.
The whole algorithm is presented in Algorithm 1.
Remark. It is certainly possible to employ more general mixing matrices in both (7) and (8). For instance, in mobile computing scenarios with moving agents, one might prefer using time-varying mixing matrices in order to accommodate topology changes over time. We omit such extensions for brevity.
Quadratic Minimization Problems: Algorithms and Theory
The analysis of Newton-type methods is known to be very challenging, which is further exacerbated by the use of gradient tracking and the presence of consensus errors. Similar to the analysis of DANE [Shamir et al., 2014] , we focus on the unconstrained optimization problems when the loss functions in all agents are quadratic and convex. Specifically, consider the following setup
where each H j = ∇ 2 f j (x) ∈ R d×d is a fixed symmetric and positive semidefinite matrix. This subsection establishes linear convergence of Network-DANE for this case.
Algorithm
When we restrict attention to the above quadratic problem, the local optimization subproblem (9) in Network-DANE can be solved in closed form, with x (t) j given by
To see why this holds, we make the observation that
which allows us to derive a closed-form expression for
For instance, if we take the step size to be η = 1, then (11) can be interpreted as 
and introduce the following (nd)-dimensional vectors
then the update rule of Network-DANE for the quadratic problem (10) can be succinctly expressed as
Algorithm 2 Network-DANE for the quadratic problem (10) 1: for t = 1, 2, · · · do 2:
where ⊗ denotes the Kronecker product, y (t) and s (t) are defined in (13), and H is defined in (12).
Convergence Guarantees
In this subsection, we provide theoretical guarantees for the convergence behavior of Network-DANE. Let
be the global optimizer of f (x). In addition, introduce
(the average estimate of all agents);
(the average of local gradients over all agents);
To characterize the convergence behavior of our algorithm, we need to simultaneously track several interrelated error metrics as follows
(1) the convergence error:
(2) the parameter consensus error:
the gradient consensus error:
where θ ∈ (0, 1) is precisely the convergence rate of DANE in master/slave mode [Shamir et al., 2014] , and β is the homogeneity parameter measuring the similarity of data cross agents. In order to provide more insights into these parameters, we record the following results, which can be viewed as a cleaner and slightly tighter version of [Shamir et al., 2014, Lemmas 3-4] . The proof can be found in Appendix A.
Lemma 1. Suppose that σI H LI for some quantities σ, L > 0. Recall the definitions of β and θ in (17). Choose the step size to obey 0 ≤ η ≤ 1 and pick the regularization parameter µ to be large enough so that β < µ + σ. We then have the following bounds:
From this lemma, one can see that β is never larger than the smoothness parameter of f (x), i.e. β ≤ L. In particular, if the regularization parameter µ is sufficiently large, one can also guarantee that θ < 1 and hence DANE converges at a linear rate (see [Shamir et al., 2014] ).
The following key lemma, established in Appendix B, characterizes the per-iteration dynamic of the proposed Network-DANE.
Lemma 2. Recall the notations in (15), (16) and (17). Suppose that σI
Comparing Lemma 2 with the contraction rate θ of the original DANE algorithm, we clearly see that one needs to pay a price on consensus for the decentralized setting. Fortunately, by setting the step size η and the regularization parameter µ properly, we can guarantee that the spectral radius obeys ρ(G) < 1, which in turn enables linear convergence of the proposed algorithm Network-DANE. This is formally supplied in the following theorem; the proof is postponed to Appendix C. Before proceeding, we define one more notation
which satisfies θ ≤ 1 − ηβ σ+µ ζ in view of Lemma 1.
Theorem 1. Under the conditions of Lemma 2, set µ and η such that µ ≥ max{0,
β/(σ+µ)+L/(L+µ) } and ηL σ+µ ≤ 1. Then Network-DANE converges linearly in the sense that there exists some constant C > 0 such that for all t ≥ 1,
Here, ρ(G) denotes the spectral radius of G (defined in (19)), which obeys
To ensure convergence, the two terms in (20) should both be smaller than 1. The first term in (20) is related to the convergence of the original DANE algorithm, for which θ < 1 is sufficient to guarantee 2 so as for the proposed algorithm to converge. If the network is sufficiently connected (i.e. α is sufficiently small), then we can use more aggressive parameter values (i.e. a larger η and a smaller µ), which in turn makes θ smaller and results in faster convergence. On the contrary, if the network is barely connected (i.e. α is large), then the allowable parameters η and µ will lead to a larger θ hence slower convergence.
In summary, Network-DANE takes more iterations to converge when 1 − α is small. This is formalized by the following corollary, where we explicity calculate the convergence rate of our algorithm under different assumptions on the homogeneity parameter β. The proof can be found in Appendix D. 2 , then one has
To reach ε-accuracy, Network-DANE takes no more than O κ 2 log(1/ε)/(1 − α) 2 iterations.
In addition, if the homogeneous parameter obeys β ≤ κ , then we can improve the convergence rate to
The iteration complexity is then bounded above by O(κ log(1/ε)/(1 − α) 2 ).
When the homogeneity parameter β is small, Network-DANE converges in O(κ log(1/ )/(1 − α) 2 ) iterations. This is much faster than the corrected DGD [Qu and Li, 2018] with gradient tracking, which converges in O(κ 2 log(1/ )/(1 − α) 2 ) iterations. This observation highlights the communication efficiency of Network-DANE by harnessing the homogeneity of data across different agents. Moreover, one can set η to be a constant
2 , which depends solely on the communication graph. The convergence rate of Network-DANE degenerates to that of DGD [Qu and Li, 2018] with gradient tracking under the worst condition.
Remark 1. The quantity β can be fairly small if the data sets across different agents are sufficiently similar. [Shamir et al., 2014] provided bounds on β with respect to the sample size m if the data samples at all agents are i.i.d., with (x; z) in (2) satisfying 0 ∇ 2 (x; z) L for all z. With probability at least 1 − δ over the samples, we have β < 32L 2 m log nd δ . Therefore, the convergence of Network-DANE is better than DGD if the local data size m is sufficiently large.
Generalizing the Algorithm Design: Network-SVRG
The design of Network-DANE suggests a systematic approach to obtain decentralized versions of other algorithms. We illustrate this by reducing local computation of Network-DANE using variance reduction. Stochastic variance reduction methods are a popular class of stochastic optimization algorithms, developed to allow for constant step sizes and faster convergence in finite-sum optimization [Johnson and Zhang, 2013, Xiao and . It is therefore natural to ask whether such variance reduction techniques can be leveraged in a network setting to further save local computation without compromising communication.
Inspired by the connection between DANE and SVRG [Konečnỳ et al., 2015] , we introduce Network-SVRG in Alg. 3, a distributed version of SVRG [Johnson and Zhang, 2013] tailored to the decentralized setting, with the assistance of proper gradient tracking. In particular, the inner loop of SVRG [Johnson and Zhang, 2013 ] is adopted in place of the local computation step (9) of Network-DANE, where the reference to global gradient is replaced by s (t) j to calculate the variance-reduced stochastic gradient. It is straightforward to extend this idea to obtain decentralized variants of other stochastic variance reduced algorithms, basically by replacing the local computation step (9) by the inner loop update rules of the stochastic methods of interest. For the sake of brevity, this paper does not pursue such "plug-and-play" extensions.
Numerical Experiments
In this section, we evaluate the performance of the proposed algorithms, Network-DANE and Network-SVRG for solving both strongly convex and nonconvex problems to demonstrate its appealing performance in for Agents 1 ≤ j ≤ n in parallel do
5:
receive neighbor information
aggregate the local parameters: y
update the gradient by aggregating local information and gradient tracking:
8:
j .
9:
for s = 1, ..., K do
10:
Sample z from M j uniformly at random, then update parameters:
11:
terms of communication-computation trade-offs. Throughout, we set the number of agents n = 20. We use symmetric fastest distributed linear averaging (FDLA) matrices [Xiao and Boyd, 2004 ] generated according to the communication graph as the mixing matrix W for aggregating x (t) j in (7). For aggregating s (t) j in (8), we use a convex combination of I and W such that its diagonal elements are greater than 0.1, which makes the algorithm more stable in practice.
Experiments for the strongly convex setting. We conduct two synthetic numerical experiments: linear regression and logistic regression. For both experiments, we set data dimension d = 40. We generate connected random communication graphs using an Erdös-Rènyi graph with p = 0.3. Throughout, we use the same random starting point x (0) and mixing matrix W for all algorithms. For linear regression, the loss function of each agent is given as f i (x) = For logistic regression, the loss function of each agent is given as
where a
i ∈ {0, 1} are samples stored at agent i. We generate m = 1000 i.i.d. random samples from N (0, I) for each agent, and change the condition number κ by changing λ. We generate data according to b (j) i = I(1 + exp(−x 0 a (j) i )) < 0.5) with a random signal x 0 , then flip 5% of labels uniformly at random, where I(·) denotes the indicator function.
For DANE and Network-DANE, we set η = 1, and µ = 0.5/κ for linear regression, and µ = 1/κ for logistic regression, and solve the local optimization problems via Nesterov's accelerated gradient descent for at most 100 iterations. For Network-SVRG, we set the step size δ = 0.05/(L + σ + 2µ) and the number of local iterations K = 0.05m.
We plot the relative optimality gap, given as (f (
, where x (t) is the average parameter of agents at the tth iteration, and f (x ) is the optimal value. We compare the proposed Network-DANE (Alg. 1) and Network-SVRG (Alg. 3) with the centrally-distributed algorithm DANE [Shamir et al., 2014] and ADMM 2 [Boyd et al., 2011] , and two network-distributed gradient descent algorithms, denoted as DGD [Qu and Li, 2018] and EXTRA [Shi et al., 2015] . The relative optimality gap with respect to the number of iterations and gradient evaluations under different conditioning κ = 10 (left two panels) and κ = 10 4 (right two panels) for logistic regression. Fig. 1 shows the relative optimality gap with respect to the number of iterations as well as the number of gradient evaluations under different conditioning κ = 10 and κ = 10 4 for linear regression. Fig. 2 shows corresponding results for logistic regression. In both experiments, Network-DANE and Network-SVRG significantly outperform DGD and EXTRA in terms of communication rounds. Network-SVRG has similar communication rounds with ADMM but only communicates locally. In both experiments, Network-DANE is quite insensitive to the condition number, performing almost as well as the centralized DANE algorithm, but operates in a fully decentralized setting. On the other hand, Network-SVRG further outperforms other algorithms in terms of gradient evaluations in most settings, especially at well-conditioned cases.
Communication-computation trade-offs.
We conduct an experiment to analyze the effect of different numbers of local stochastic iterations for Network-SVRG. Throughout this experiment, we use the same linear regression problem with κ = 10 and the same Erdös-Rènyi graph (p = 0.3) as the communication graph. Fig. 3 shows the number of communication rounds and number of gradient evaluations till converge for different number of local iterations. It is clear that with too few local iterations, Network-SVRG converges very slow and requires more communication. As soon as after a threshold, i.e. around 0.05m local iterations, the communication rounds no longer decreases. Therefore, in our experiments, we set the number of local iterations to the optimal value K = 0.05m to ensure satisfactory convergence rate while using the least local computation. Experiment on network topology. We conduct another experiment to compare the effect of network topology. We use the same linear regression problem with κ = 10 throughout this experiment, and generate communication graphs with different topology settings. Fig. 4 shows the relative optimality gap with respect to the number of iterations and gradient evaluations for Network-DANE and Network-SVRG for Erdös-Rènyi graph (p = 0.3), a 4 × 5 grid graph, a star graph, and a ring graph. The performance degrades as the network becomes less connected (where 1 − α gets small) [Nedić et al., 2018] .
Experiments on neural network training. We further examine the nonconvex case on a classification task using the MNIST dataset, by training a one-hidden-layer neural network with 64 hidden neurons and sigmoid activations. We split 60, 000 training samples to 20 agents and use an Erdös-Rènyi graph with p = 0.3. Fig. 5 plots the training loss and accuracy with respect to the number of iterations and gradient evaluations for different algorithms, where centralized algorithms GD, DANE and ADMM are plotted as baselines. It is interesting to observe that Network-SVRG outperforms even the centralized GD and ADMM in both metrics, possibly due to its stochastic nature which better exploits the nonconvex landscape. 
Conclusions
This paper proposes decentralized (stochastic) optimization algorithms that are communication-efficient over a network: (i) Network-DANE based on an approximate Newton-type update, and (ii) Network-SVRG based on variance reduction. Theoretical convergence guarantees are developed for Network-DANE with quadratic losses, highlighting the impact of network topology and data homogeneity across agents. Moreover, extensive numerical experiments are conducted to verify the superior performance of the proposed algorithms. The idea can be easily extended to obtain decentralized versions of other distributed algorithms in a systematic manner. This work opens up many exciting directions for future investigation, including but not limited to establishing the convergence of Network-DANE and Network-SVRG under general loss functions for both convex and nonconvex settings, with the possibility of asynchronous updates across agents.
When η ≤ 1 and H σI, it is straightforward to check that the first term of (23) is upper bounded by
With regards to the second term, letting ∆ i := H i − H and using the definition of β, one derives
under our hypothesis β < µ + σ. In addition,
Here, the line (25) is an expansion based on the Neumann series (whose convergence is guaranteed by (24))
The identity (26) holds since n i=1 ∆ i = 0, and hence the summation in (26) effectively starts with m = 2. Putting the above two bounds together, we arrive at the advertised bound.
B Proof of Lemma 2
In what follows, we shall bound each of the terms y
2 using their values in the previous iteration.
Step 1: bounding the parameter consensus error y
2 . Using the identity y (t) = 1 n 1 n ⊗ I d y (t) and the update rule (14a), we can demonstrate that
Here, the identity (27) follows since
due to the double stochasticity of W and the fact that (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD); similarly, the identity (28) holds due to the fact that
In addition, (29) follows from the definition of α (cf. (17)), while (30) results from the triangle inequality as well as the optimality condition ∇f (y opt ) = 0. In order to control (30), we need to develop upper bounds on a few quantities. To begin with, regarding the third term of (30), we record a bound with respect to the vector g (t) as defined in (16):
In addition, to bound the last term of (30), we recognize that
where the last line follows since
Combining (30), (31) and (33) and applying the inequality (H + µI nd ) −1 ≤ 1 σ+µ (owing to our assumption on H j ), we conclude that
where the second line makes use of the expression of ∇f j , and the last line arises from the smoothness assumption of f (or H). To bound the second term in (36), we employ the update rule (14a) to derive
where the last line follows from (33), the definition of α, and the fact (W ⊗ I d ) − I nd ≤ 1 (an immediate consequence of the double stochasticity of W ). Therefore, combining (31), (36) and the above inequality, we arrive at
Step 3: bounding the convergence error y (t) − y opt 2 . It is seen from the identity y (t) = 1 n 1 n ⊗ I d y (t) and the update rule (14a) that
where the second line follows from the double stochasticity of W , and the third line follows from the definition of y (t) . Recall that ∇f (y opt ) = 0. By further rearranging terms and using and the triangle inequality, one can upper bound (38) as follows
The first term in (39) satisfies
where the last line follows the definition of θ (cf. (17)). Taken together with the identity
−1 ≤ η σ+µ and (31), the quantity on the right-hand side of (39) can be further bounded by
Final step. Combining (34), (37) and (40) immediately leads to the desired result.
C Proof of Theorem 1
Denote
In view of Lemma 2, we have v t ≤ Gv t−1 . We first invoke an argument from [Wai et al., 2018] to show that v t converges linearly at a rate not exceeding (ρ(G)) t . Given that G is a positive matrix (i.e. all of its entries are strictly greater than zero), one can invoke the Perron-Frobenius Theorem to see that: there exists a real-valued positive number ρ(G) ∈ Rcalled the spectral radius of G -such that (i) ρ(G) is an algebraically simple eigenvalue of G associated with a strictly positive eigenvector χ, (ii) all other eigenvalues of G are strictly smaller in magnitude than ρ(G). Therefore, there exists some constant C such that v 0 ≤ Cχ, and consequently,
Repeating this argument recursively for all t, we arrive at
Therefore, the rest of this proof boils down to upper bounding ρ(G). Define
we can simplify G (defined in Lemma 2) as follows
To begin with, observing that under the assumptions on µ and η in Theorem 1, i.e.
we can obtain the following convenient bounds on k and ζ
To identify the eigenvalues of G, we rearrange the characteristic polynomial of G, given by
where p(λ) is the following function obtained by brute-force calculations p(λ) = λ 2 − (2α + kγ + αk)λ + α 2 + α 2 k(1 − γ) − k(α + γ)(k +η).
From the Perron-Frobenius Theorem, we know ρ(G) is a simple positive root of f (λ) = 0. However, it is difficult to compute it directly. In what follows, we seek to first upper bound ρ(G) by λ 0 = max 1 + θ 2 , α + 9 (k +η)γζ −1 , and then demonstrate λ 0 < 1 that ensures linear convergence.
Step 1: bounding ρ(G) by λ 0 . The following calculation aims to verify the fact that ∀λ ≥ λ 0 , f (λ) > 0, so that ρ(G) ≤ λ 0 . In view of Lemma 1, one has
≤α + 5 kγ, where the last line follows from kγ < 1. Consequently, we can decompose p(λ) by p(λ) = (λ − λ 1 )(λ − λ 2 ). When λ 1 ≤ λ 2 ≤ α + 5 √ kγ ≤ λ, we have p(λ) ≥ λ − (α + 5 kγ) 2 .
Furthermore, since
we can apply (50) and bound p α + 9 (k +η)γζ −1 ≥ α + 9 (k +η)γζ −1 − α + 5 kγ 2 ≥ 16(k +η)γζ −1 .
As a result, when λ ≥ λ 0 , the characteristic polynomial in (46) satisfies (48) and (51)) ≥8k(k +η)γ − k(k +η)(α + γ + α 2 ) ≥8k(k +η)γ − 5k(k +η)γ > 0.
Therefore, any λ that exceeds λ 0 cannot possibly be a root of f (·). This implies that the spectral radius ρ(G) obeys ρ(G) < λ 0 .
Step 2: bounding λ 0 . This step verifies that λ 0 < 1. First, we check that We also need 1 − kζ ≥ 1 − ησ σ+µ ≥ 0 to make sure Lemma 1 is valid. Therefore, in view of (47), one has 1 + θ 2 ≤ 1 − 1 2 kζ < 1.
Next, using the assumptions of this theorem, we can easily see that α + 9 (k +η)γζ −1 ≤ 1 and λ 0 < 1, thus concluding the proof.
D Proof of Corollary 1
We first consider the general case for heterogeneous data when β is large, and then move to the homogeneous case when β ≤ Heterogeneous data: To analyze the first term of the upper bound in (20), we first use the fact β ≤ L − σ < L to prove the following inequalities: Next, we analyse the second term in (20). Again, use β < L to prove the following inequalities:
Now, one can see that α + 9 ηL ζβ
which concludes the proof of the first assertion.
Homogeneous data When β ≤ 
