This paper summarises the latest advancements in Computer Aided Engineering (CAE) tools which can simulate the impact of fuels on internal combustion (IC) engine performance. We introduce advanced surrogate models for application to gaseous, conventional gasoline/diesel, low grade gasoline, synthetic and bio-liquid fuels (E0-E100) in single and multi-component blends. In addition, dual-fuel ready surrogates (natural gas with diesel fuel pilot injection) are developed and analysed using shock tube and standardised fuel test data (Cetane and Research Octane Number), these models are then applied directly to simulate knock limits, ignition and heat release in state-of-the-art IC engine applications.
INTRODUCTION
With increasing pressure from policy-makers, motivated by mandated green house gas (GHG) targets, the power generation, non-road and transportation sectors are under pressure to reduce their net CO2 emissions. Thus far, incremental savings in CO2 have been met through maintaining the established fuel infrastructure and focussing on enhanced fuel efficiency from the powertrain. Achieving the required step change to "well-to-wheel" CO2 emissions however is far more challenging, and will almost certainly require re-examination of the fuel as well as on-board technologies (1) .
In an effort to map out potential solutions, engineers have carried out numerous life-cycle analyses of alternative fuel sources, potential upstream and downstream solutions, powertrain technologies, etc., and have projected their impact forward on to potential GHG emission savings (1) . Many of these results are summarised in Figure 1 . As observed, other than electrification, the conventional internal combustion engine can be applied to many potential fuels derived from a variety of sources achieving a ±100% CO2 saving compared to conventional petroleum sources. These can be summarised as four fuel types: conventional (including low grade gasolines), gaseous, bio-derived and synthetic fuels. In addition, blends of these fuels can be used.
With an increasing emphasis on "physics-based" Computer Aided Engineering (CAE) analysis tools, high-fidelity computational models which can handle fuels, combustion and emissions are critical. Users are offered grater insight and can answer questions related to combustion phasing, combustion stability (ignition, misfire, flame propagation, knock etc), understanding sources of exhaust gas emissions (regulated and unregulated), characterising thermal efficiency (fuel efficiency, CO2 emissions) and accounting for the interaction of fuels in dual-fuelled IC engines. These tools can be used to meet the future demands of CAE and powertrain development in a multi-fuel forecourt. The objective of this paper is to demonstrate how advanced CAE is being applied in industry to simulate the performance of these four fuel types in single-, blended-or in dual-fuel operation mode in state-of-the-art IC engine applications. The work offers insight at four levels; 1) Introduces the methodology of building so-called "fuel models" which represent the chemical kinetics associated with fuel oxidation and emissions formation pathways; 2) Presents methods to further validate these fuel models using shock-tubes; 3) Expands their capability to simulate the standard fuel tests (RON and CN), and 4) applies them to modern IC engine applications.
As part of this work, two new fuel models have been developed, 1) "THEO" (Toluene, n-Heptane, Ethanol and iso-Octane) a model which offers the capability of application to conventional gasoline, low grade gasoline (can such as naphtha), synthetic fuels and bio-derived ethanol including blends (E0, E85, E87, E100). 2) A "dual-fuel" model for use with diesel piloted-natural gas powered IC engine applications.
MODELLING APPROACH

Fuel modelling
Recent advancements in our understanding of the chemical pathways (2) and associated reaction rates which describe the progress of fuel oxidation and emissions formation have extended this analysis to fuels of equivalent molecular weight to natural gas, bio-fuels, commercial gasoline and diesel. As presented in Table 1 , these models are characterised by the base fuel type (generally the fuel used during the bulk of the model validation), number of chemical species (proportional to the CPU time) and number of chemical reactions. A column indicating whether or not the model includes NOx/soot subset is also includedhighlighting its suitability for application to these regulated emissions.
In this work, these models were developed using the kinetics software toolkit (3). In general, solutions were obtained (for shock tube analysis) using a constant volume, homogenous reactor, however the Cetane tests were simulated by invoking a direct injection spray sub-model (4) Table 1 : Various fuel models employed/developed during this study
IC engine modelling
The probability density function (PDF)-based (10) stochastic reactor model (SRM), an in-cylinder engine combustion simulator (srm engine suite (10)) was used for the analysis of IC engine applications. The model was employed to solve chemical kinetics (crucial for simulating advanced combustion modes) whilst accounting for inhomogeneities in composition and temperature arising from direct injection, convective heat loss and turbulent micro-mixing. In this work, the simulations were run from IVC to EVO in the closed volume part of the engine cycle only. It has been proven that heat release profiles and in particular the associated emissions (CO, uHCs etc.) can be predicted more accurately than if using the more conventional approaches of the standard homogenous and multi-zone reactor models (10) (11) (12) , in addition equivalent results to conventional 3D CFD simulations have been demonstrated but with a drastically reduced CPU effort (10, 12) . For a 1000 reaction fuel model the CPU speed is around 6 minutes/engine cycle (scaling cubically with number of reactions) in classic CFD this would take around 28 days/cycle.
CONVENTIONAL AND LOW GRADE GASOLINES/BIO-FUELS APPLICATIONS
Low-grade gasoline fuels such as naphtha (13) and bio-ethanol ( Figure 1 ) offer "well-to-wheel" CO2 emissions which are up to 95% lower than conventional gasoline fuel. These are often blended with gasoline, most commonly E0, E10, E25, E70, E75, E85 to E100 (number denoting the ethanol volume fraction relative to gasoline). Following on from a previous analysis by the authors focussed on gasoline blending (14) , a fuel model was developed for gasoline (over a range of RON and MON) and ethanol blends.
Fuel model development and analysis
The fuel model developed in this study, THEO, is summarised in Table 1 , its development can be summarised as follows:
A Toluene Reference Fuel (TRF) model reported by Andrae et al. (15) has been used in previous work for simulating a surrogate for gasoline (14) . These authors extended a comprehensive Primary Reference Fuel (PRF) sub-model (7) containing n-heptane and iso-octane oxidation chemistry by including a toluene sub-model reported by Sivamarakrishnan et al. (16) . In the work presented here, this TRF model was further extended to include an ethanol oxidation sub-model (17) together with NOx and soot precursor chemistry (18) .
A reduction of the extended fuel model was performed using the Directed Relation Graphing (DRG) method proposed by Lu and Law (2) . The reduction was carried out twice using the intermediate fuel model to minimize error propagation. The reduced fuel model was optimised with respect to experimental data using the Model Development Suite (MoDS) with the detailed methodology outlined elsewhere (19) .
Ignition delay times obtained using shock tubes were identified as the base parameters for optimization. The fuel model was optimised against over one hundred experimental data points from six independent sets of experiments. The pre-exponential Arrhenius coefficient, A, as well as the reaction activation energy, Ea, were optimised within their known/expected ranges of uncertainty.
The final optimised fuel model was compared against both the non-optimized model and experimental data points, Figure 2a . Sample sets of test data are presented Figures 2b and 2c , in both cases these show that the optimisation has been successful with minimised differences between observed model responses and experimental measurement. The derived fuel model was considered to exhibit sufficient robustness for further application to IC engines.
Research Engine Benchmark
The experimental data obtained in a knocking spark ignition engine (2) were employed to benchmark the performance of the THEO fuel model in an IC engine context. Engine A was operated at the condition outlined in Table 2 , and the IC engine model parameterised according to the methods outlined in (10) yielding the parameters presented in Table 3 . Presented in Figure 2d are the corresponding pressure-crank angle histories for a typical cycle with mean knock onset times for both the model and experiment.
Simulated knock onset times proved to be within observed experimental repeatability for the iso-octane and n-heptane blends analysed.
ASME Research Octane (RON) Test Method
The Research Octane test method (24) is an engineering metric intended to measure the resistance of a particular fuel to knock in IC engine applications. Its use has been extensively documented throughout the history of IC engine and fuel development (25) . Whilst experimental octane number data are widely available for pure component fuels (25) , due to reasons such as commercial confidentiality and reluctance to modify standard test apparatus, comprehensive data sets for even common hydrocarbon blends, in-cylinder pressure etc. remain sparse (26) . However experimental data from RON tests for tri-component blends have been presented by the authors previously (14) . In this study this data set was further extended to twenty-two measurements with the addition of ethanol blends. The IC engine model was operated using fifteen stochastic particles, with the boundary conditions set according to a previous study (4) , the standard test procedure (24) and those in for Engine B in Table 2 . The flame propagation submodels were parameterized using the in-cylinder pressure and heat release rate data from (26) -achieving equivalent performance to those presented with Engine A, Figure 2d . Figure 3 are corresponding experimental and simulated C.C.R. data for the THEO fuel model in various blends of n-heptane and iso-octane, toluene or ethanol. Computed ratios generally proved accurate to within 1.0 for the iso-octane blends, to within 0.5 (other than for n-heptane liquid volume fractions of less than 0.1) for toluene and 1.5 for ethanol.
Presented in
To further benchmark the relative performance of the THEO fuel model, the same exercise was carried out using other representative fuel models. These are summarized in Table 1 , with results presented in Figure 3 .
The following observations were made: a) in an engine context there was no direct link between fuel model size/CPU time and overall performance, b) the CMCL(D) (12, 18) fuel model proved most robust for iso-octane/n-heptane blends, c) the largest (LLNL PRF) (7) was not sensitive enough to ignition at low n-heptane concentrations, and d) the THEO fuel model proved most robust for the iso-octane and toluene blends compared to the Sung (6) Number of stochastic particles 100 
DUAL FUEL NATURAL GAS WITH DIESEL PILOT APPLICATIONS
The motivation for operating a diesel engine on diesel and natural gas fuels is outlined in Figure 4a , a 24% CO2 reduction can be met by introducing natural gas into the intake port and injecting diesel fuel as a means of controlling ignition.
Fuel model development and analysis
The "dual-fuel" model was developed using a similar technique to that presented for the THEO model. Results for ignition delay are presented in Figure 4b and 4c, the model was further validated for RON and CN using the methods outlined in (4) for the dual-fuel model as well as benchmarked against other representative mechanisms in Table 1 . In all cases, the results of the dual-fuel model were satisfactory and the model was considered suitable for direct application to IC engines. 
Benchmarking with other fuel models
Presented in Figure 4d are the analysis of the RON and CN tests using the dual-fuel and other state-of-the-art fuel models for natural gas and diesel combustion analysis. In both cases, better performance was noted with the dual-fuel model, this is consistent with previous observations (4) in which it was noted that the validation using engine data at high pressures (2) is critical to establishing reliable fuel models. 
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Parametric study & benchmarking
A parametric study presented in Figure 4e , demonstrated that the diesel fuel will always dominate during ignition over natural gas (methane), which is generally inert in the ignition process at "IC engine-like" local compositions, temperatures and pressures (11) . The fuel model was further benchmarked against an engine application; in this case a 0.5 litre single cylinder research engine operated at TU Graz (27) . The engine was operated at 2000 rpm at 6.0 bar BEMP at the conditions outlined in Table 4 .
Natural gas was delivered into the intake duct at the intake composition, λNG achieving a 90% natural gas substitution equivalent to a 24% CO2 reduction. In general, combustion was considered stable and met regulated emissions targets for this engine class.
Simulation
The model was parameterised using the methodology outlined in (10) yielding the global model parameters in Table 5 . These were fixed throughout the 4 cases, consistent with parameters reported with this engine model elsewhere (4, 10, 11) .
The final resulting pressure vs. crank angle profiles are presented in Figure 4f , with robust agreement for all 4 operating points. The pure diesel cases followed the observed pressure profile trends establishing an equivalent heat release. The diesel pilot cases, ignited the natural gas through a 1.6mg diesel injection resulting in equivalent heat release rates. This is ignition occurred locally next to the injector in the diesel rich part of the combustion chamber, the increase in local temperature due to combustion, turbulent mixing process and global compression of the unburned gas then caused the lean methane to ignite and burn. In general, the dual-fuel cases, burned in a less stratified composition than the pure diesel casesexplaining the lower PM emissions noted in the experiments. Number of stochastic particles [-] 100 Table 5 : Global model parameters for simulation of the dual-fuelled engine
DISCUSSION
The focus of this paper was to examine and to demonstrate how to account for fuel characteristics in CAE. As the focus moves to lower carbon fuels, i.e. fuels other than standard gasoline and diesel, virtual engineering tools benefit from the implementation of fuel models which account for detailed chemical kinetics. If the chemical pathways are known, these models are very powerful as in principle, they allow users to simulate any user defined fuel or fuel blend. Obviously, as the level of detail and physics included in the model is increased, model robustness is improved. However the cost is CPU time -which is totally prohibitive from the perspective of conventional reactive CFD solution.
Here we have combined these fuel models with appropriate engine and combustion modelling tools, both fuel and engine can be analysed simultaneously in realistic timescales (0-2hrs per engine cycle depending on the detail of the fuel model). In the fuel model development process, we have also accounted for the end user i.e. the engine developer to ensure that the fuel model works at engine-like operating conditions. Generally, this step is either minimal, after the event or even ignored meaning that many well-known fuel models are too inaccurate for their most common application, IC engine development.
An added benefit of the implementation of detailed chemistry is the addition of detailed soot and NOx sub-models. The results of these simulators have been demonstrated over fifteen years and published in over thirty peer-reviewed research papers (12) for all combustion modes, regulated emissions and many transportation fuels and types. In this paper we have demonstrated another application for bio-fuel blends and natural gas/diesel pilot examples -the next steps are to continue (with our customers) to refine these models and when appropriate to make them more robust.
CONCLUSIONS
The combination of an in-cylinder combustion analysis tool and detailed chemical kinetic fuel models offers predictive fuel, combustion and emissions modelling in significantly shorter CPU times than achievable via conventional 3D CFD.
Two case studies were presented: (a) a gasoline/bio-fuel blends in spark ignition engine application and (b) a dual-fuel (diesel pilot ignited-natural gas) compression ignition engine application. The model performance proved robust when benchmarked against fundamental shock tube data, standard fuel test data and from modern IC engine configurations.
