We describe the limit measures for some class of deformations of the free convolution, introduced by A. D. Krystek and L. J. Wojakowski.
Introduction
The conditionally free convolution, defined by Bożejko, Leinert and Speicher [1] , is an associative and commutative operation on pairs of compactly supported probability measures on R. It is closely related to the Voiculescu free convolution, namely, if (µ 1 , ν 1 ) (µ 2 , ν 2 ) = (µ, ν)
then ν = ν 1 ν 2 , and if µ 1 = ν 1 and µ 1 = ν 2 then µ = µ 1 µ 2 .
Recall that an important tool for studying a probability measure µ on R is the Cauchy transform, the analytic function G µ : C + → C defined by
where C + := {z ∈ C : Imz > 0}. If µ is compactly supported then G µ (z) can be represented as a continued fraction
for which we will use more convenient notation:
The Jacobi coefficients satisfy: α k ≥ 0, u k ∈ R and if α m = 0 for some m ≥ 0 then α n = u n = 0 for all n > m. The coefficient α 0 is called the variance of µ and denoted by V (µ). We will need the following two properties, which can be found in the Chihara monograph [2] . Proposition 1.1 Assume that µ is a compactly supported probability measure on R, with the Cauchy transform given by (2) . Then:
(i) µ is symmetric (i.e. µ(A) = µ(−A) holds for every Borel subset of R) if and only if u k = 0 for every k ≥ 0.
(ii) The support of µ is contained in the halfline [0, +∞) if and only if there exists a sequence {λ m } m≥0 of nonnegative numbers such that for every m ≥ 0 we have α m = λ 2m · λ 2m+1 and u m = λ 2m + λ 2m−1 , under convention that λ −1 = 0.
The numbers λ m are the nonnegative (i.e. the upper) Jacobi coefficients for the symmetric measure µ sym defined by:
To define the conditionally free convolution we define two transforms. For a pair µ, ν ∈ M c we define R ν , R µ,ν as the complex functions which satisfy
(the former is the Voiculescu free transform). For µ 1 , ν 1 , µ 2 , ν 2 ∈ M c the conditionally free convolution (1) is defined by
Now, assume that T is a map on the class M c of compactly supported probability measures on R, which satisfies the following condition (called Bożejko property): if (µ 1 , T µ 1 ) (µ 2 , T µ 2 ) = (µ, ν) then ν = T µ. Defining µ 1 T µ 2 := µ we obtain an associative and commutative operation T on M c . For example, if T µ = µ for every µ ∈ M c then T is the Voiculescu free convolution , and if T µ = δ 0 for every µ ∈ M c then T becomes the Boolean convolution .
The φ-convolution
From now on we fix a compactly supported probability measure φ on R which is infinitely divisible with respect to . Let
be its Cauchy transform. Krystek and Wojakowski [3] defined a convolution φ in the following way. For µ ∈ M c , we put T µ := φ V (µ) (the free power of φ). Then T admits Bożejko property (Theorem 7 in Ref. [3] ) and we denote φ := T . The authors of Ref. [3] found the related limit measures only in the case when φ is either the Wigner or the free Poisson measure.
We are going to exhibit the relation between the Jacobi coefficients of φ and those of the limit measures with respect to φ . In particular we prove that a modified version of hypothesis given in Ref. [3] Remark 10 is true.
For µ ∈ M c and λ > 0 we define dilation of µ by
m the Jacobi coefficients of the free power φ λ .
Theorem 2.1 (The central limit theorem) Assume that µ ∈ M c satisfies R tdµ(t) = 0 and R t 2 dµ(t) = λ. Then the sequence
N times, is * -weakly convergent to the measure ξ λ ∈ M c such that
In particular, ξ is symmetric if and only if φ is symmetric.
Proof. By (slightly generalized version of) Ref. [3] , Theorem 8 and (4) we have
= z − λG φ λ (z), which proves (5). It remains to use Proposition 1(i).
2 Theorem 2.2 (The Poisson limit theorem) For λ > the sequence
N times, is * -weakly convergent to the measure ρ λ , which satisfies
