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Abstract: Brain tumor is one of the harsh diseases among human community and is usually 
diagnosed with medical imaging procedures. Computed-Tomography (CT) and Magnetic-Resonance-
Image (MRI) are the regularly used non-invasive methods to acquire brain abnormalities for medical 
study. Due to its importance, a significant quantity of image assessment and decision-making 
procedures exist in literature. This article proposes a two-stage image assessment tool to examine 
brain MR images acquired using the Flair and DW modalities. The combination of the Social-Group-
Optimization (SGO) and Shannon’s-Entropy (SE) supported multi-thresholding is implemented to 
pre-processing the input images. The image post-processing includes several procedures, such as 
Active Contour (AC), Watershed and region-growing segmentation, to extract the tumor section. 
Finally, a classifier system is implemented using ANFIS to categorize the tumor under analysis into 
benign and malignant. Experimental investigation was executed using benchmark datasets, like ISLES 
and BRATS, and also clinical MR images obtained with Flair/DW modality. The outcome of this 
study confirms that AC offers enhanced results compared with other segmentation procedures 
considered in this article. The ANFIS classifier obtained an accuracy of 94.51% on the used ISLES 
and real clinical images.
Keywords: Brain MRI, Tumor, Social group optimization, Shannon’s entropy, ANFIS classifier, 
Clinical MRI dataset.
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1. Introduction
Brain is the most significant internal organ, responsible to supervise the complete operation in 
human body by interpreting the information gathered from other body regions. The foremost infirmity 
in brain, such as stroke and tumor, may cause moderate to harsh impact in patient’s activity. A well 
planned medical examination and a competent diagnosis are essential to identify the location and 
severity of brain abnormality to plan for an appropriate treatment procedure. Common healing 
approaches, such as chemotherapy and surgery, are widely adopted to treat the most common brain 
illness called tumor. Benign tumors are less hazardous and absolutely curable with precise surgery 
and chemotherapy. Malignant tumors are dangerous and require extraordinary consideration by the 
surgeon during the examination as well as treatment planning.
Brain abnormality evaluation involves in the implementation of dedicated hardware systems to 
acquire essential brain information based on brain-signals and brain-images in a controlled 
environment. Earlier research confirms that imaging based activities offer more apparent information 
on brain irregularity compared to the signal supported assessment [1-3]. Mapping of brain signal 
along with the brain image is also a flourishing research field [4]. To have superior perceptive on 
brain irregularity, it is essential to consider imaging procedures, such as Magnetic Resonance Imaging 
(MRI), Computed Tomography (CT) and Positron Emission Tomography (PET), which are widely 
adopted in clinics [5-7]. PET is a nuclear imaging procedure normally used along with CT. MRI is 
one of the widely used in medical domain to acquire images of internal body parts. It supports a 
varied group of reconstructed three-dimensional (3D) images of Flair, T1, T1C, T2 and Diffusion-
Weight (DW) [8]. Later, based on the necessity and availability of the diagnosing procedures, these 
images can be examined in the form of 3D or 2D images. The examination of 3D is quite complex 
and require more computation time. Hence, in recent years, 2D MRI examination is widely accepted 
by the researchers to inspect MRI exams obtained according to universal configurations, such as axial, 
sagittal and coronal [9,10]. 
The existing works on brain MRI confirms the availability of traditional machine learning and 
deep learning based approaches implemented and evaluated on user defined and benchmark datasets 
[11,12]. The aim of this research work was to develop a Computerized Disease inspection Tool (CDT) 
using a Hybrid Image Processing (HIP) procedure recently discussed in the literature [1-3]. HIP was 
developed by integrating a pre-processing practice based on the Social-Group-Optimization (SGO) 
assisted Shannon’s thresholding and a post-processing based on Active-Contour, Marker-Controlled-
Watershed and Seed-Region-Growing procedures to segment the suspicious region. The proposed 
CDT was initially tested on well-known benchmark MRI datasets, such as ISLES2015 [13-15] and 
BRATS [16,17], and then evaluated with real clinical brain MRI scans acquired with Flair and DW 
modalities. 
The main inspiration behind the proposed HIP was to build a soft-computing assisted image 
processing tool to examine MR images with better accuracy. For real time applications, it is 
compulsory to include a unique MRI diagnosing tool that can assist doctors to examine the brain 
images acquired with various modalities with high efficiency. This article also addresses common 
MRI issues, such as skull stripping, image re-scaling, choice of the segmentation method, and 
difficulties in classification. The proposed solution was implemented in Matlab software (Version 7, 
Release 14, License number 285705 with perpetual term, St. Joseph’s College of Engineering, 
Chennai, India), and the experimental findings confirm that it offers promising result on the used 
benchmark datasets as well as real on clinical brain images.
2. Related Earlier Works
MRI is extensively considered in medical field to assess activities and abnormalities of internal 
organs. The advancements in the MRI scanners support furthermore the rebuilding and assessment of 
3D digital images. Existing assessment schemes for these images are more complex and need high 
speed computing devices because of its large data volume. Usually, to minimize the complexity 
during the MRI examination, restructured 3D images are then converted into a considerable number 
of 2D images, i.e. slices, in order to employ an appropriate image examination scheme. The earlier 
investigation on brain MRI considers both the 3D and 2D images for abnormality estimation. 
However, 3D brain MRI evaluation procedures are still very limited due to its computational 
difficulty. Jiang et al. proposed learning population based 3D brain tumor segmentation procedure on 
real time MR images [18]. Song et al. developed a comparison study on clinical brain segmentation 
with 3D MRI [19]. Maria et al. discussed about the registration of 3D fetal MRI [20]. 
CDT supported 2D brain slice assessment is extensively discussed by the researchers because of 
its simplicity, less run time, and enhanced accuracy. Recently, automated and semi-automated MR 
image examination procedures are employed to find brain abnormalities, like tumor and stroke 
sections, from various MRI modalities. Palani et al. discussed a two-step procedure based on the 
Otsu’s thresholding and Markov-Random-Field (MRF) segmentation procedure to examine brain 
images with and without skull section [1]. Similar approach with MRF is extended using the Firefly 
Algorithm (FA) by Rajinikanth et al. [10] and implemented to extract the tumor section from Flair, 
T1, and T2 modalities of MRI. The research work by Rajinikanth et al. provides a detailed evaluation 
of various entropy based thresholding approaches on the BRATS dataset and confirmed that 
Shannon’s entropy based procedure offers enhanced results for tumor enhancement [2]. Rajinikanth et 
al. proposed a Cuckoo Search (CS) approach to examine 2D MRI using the Tsallis entropy and DRLS 
segmentation [3]. Roopini et al. proposed a two stages scheme based on the Fuzzy entropy and DRLS 
approach to extract and examine the tumor section of CEREBRIX and BRAINIX databases [21]. The 
work of Rajinikanth and Satapathy [8] implements a hybrid approach based on the Social Group 
Optimization (SGO) and Fuzzy-Tsallis entropy to examine the stroke region from the MRI of ISLES 
dataset. This work also provides a detailed comparative assessment on various tumor segmentation 
procedures existing in the literature. Rajinikanth et al. proposed an image fusion approach to enhance 
the outcome during the MRI examination [22]. In their work, the BRATS dataset is considered for the 
examination and the fusion approach is considered to attain images like Flair+T1, Flair+T2, 
Flair+T1C and Flair+T2+T1C. This study confirms that the image fusion approach facilitates superior 
image performance measures compared with the MRI with single modality. Kanmani and Marikkannu 
implemented a tumor mining and classification approach which obtained better statistical measures 
[5]. Nilesh et al. proposed a detailed evaluation of brain tumor examination and classification 
procedure for brain MRI analysis [6]. Marzena and Khalid discussed a segmentation and localization 
procedure for brain tumor [7]. Bhattacharyya and Kim implemented an ANN scheme to detect tumor 
from MRI [9]. Rajinikanth et al. implemented the Tsallis entropy and the Active Contour (AC) 
segmentation approach to examine MR angiograms and MRI of BRATS [23]. This work also 
confirms that AC is a semi-automated segmentation procedure and offer better results for tumor 
extraction and evaluation. Isin et al. provided a brief review about MRI tumor extraction with deep 
learning techniques [11]. The research of Usman and Rajpoot [12] gives a detailed discussion on 
extracting tumor sections from multi-modality MRI. This work considered the BRATS 2013 dataset 
and achieved 88% for Dice coefficient. Further, the brain tumor examination procedures can also be 
found in [24-32].
The objective of this article is to present an inspection scheme for the MRI acquired with various 
modalities. Furthermore, this work addresses the need of skull stripping, thresholding, segmentation, 
tumor feature extraction and selection practices. It also discusses the complexity in employing the 
classifier scheme for a brain MRI dataset.
3. Methodology
This section provides an overview regarding the procedures considered in this work to develop a 
CDT for brain MRI analysis. Then, the database considered, the initial task in brain image assessment, 
pre-processing, post-processing, segmentation, tumor feature extraction and classification are 
discussed in detail.  
Figure 1. Overview of the proposed brain MRI examination procedure
(AC- Active Contour, MCWS- Marker Controlled Watershed and SRG- Seed Region Growing)
Figure 1 presents the various stages involved in the proposed CDT. Initially, a 2D MRI slice is 
used for the assessment. In the literature, much effort is taken to strip the skull section from the brain 
MRI [33]. The skull can be retained or eliminated based on the procedure considered to develop the 
CDT. Initial enrichment of the raw MRI is to be carried with a suitable image pre-processing 
procedure and a chosen post-processing practice is to be considered to extract the tumor or stroke 
section from the brain MRI. Feature extraction methods are then employed to extract the significant 
information from the region of interest. The key features are then selected from the extracted features 
to train and test the classifier system. The classifier compares the available feature with respect to an 
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existing tumor feature set and provides a result for the considered 2D test image. This result is then 
evaluated by a doctor, who takes the decision about the further treatment procedure to be considered 
to regulate or completely cure the brain abnormality. In any case, the developed CDT can only 
provide a suggestion, i.e. a pre-opinion, regarding the severity of the disease, and the doctor is the 
solitary person to take the decision regarding the treatment process.
The details of the steps considered in this CDT are presented below.
3.1 Skull Region
Generally, brain images acquired by CT/MRI include the skull section. MRI modalities like Flair, 
T1, T1C and T2 have noticeable skull section, and DW modality image has negligible skull region in 
axial, coronal and sagittal views of MRI. In Flair and T2 MRI modalities, the intensity of the skull 
segment is approximately similar to the tumor, since the image threshold levels are identical. Then, if 
an automated tumor extraction procedure is to be implemented in the CDT, then it is essential to 
eliminate the skull section from the brain MRI and the soft tissues like the gray matter, white matter, 
or tumor, can be exactly extracted and evaluated. Different skull removing procedures implemented 
by the researchers can be found in [21,31,33]. If the CDT contains a semi-automated tumor 
segmentation procedure, then the skull stripping procedure is not essential. Since, in these procedures, 
the operator will initialize the segmentation task by indicating the suitable location of the tumor in the 
brain MRI. Procedures like, Active-Contour (AC) [23,34-36], Seed-Region-Growing (SRG) [37, 38], 
Chan-Vese (CV) [8,39], and Distance-Regularised-Level-Set (DRLS) [40,41], falls in this category, 
which does not worry about the skull section. Hence the choice of skull stripping depends mainly on 
the CDT implemented to evaluate the brain abnormality.
3.2 Pre-processing
Image pre-processing involves in converting the input raw image into acceptable form by 
implementing procedures, such as de-noising, histogram equalization, adaptive thresholding, and 
multi-thresholding. In this work, the multi-thresholding procedure based on the Social Group 
Optimization (SGO) and Shannon’s Entropy (SE) was implemented. Recent works in the literature 
confirm that heuristic algorithm supported tri-level thresholding is widely adopted to pre-process 
grayscales and RGB medical images [1-3]. The works of Rajinikanth et al. [22] and Shree et al. [42] 
confirm that SE offers enhanced image quality compared to other pre-processing schemes. Previous 
research by Rajinikanth and Satapathy [8], Dey et al. [43] and Satapathy and Naik [44], confirms that 
SGO is very simple in implementation and offers better result compared to the existing heuristic 
approaches in the literature. 
3.3 SGO
SGO is a heuristic approach proposed in 2016 [44, 45], which is built by mimicking the activities 
in human group. SGO includes two core stages, namely: (i) improving part to synchronize the 
locations of people based on the objective function, and (ii) acquiring part that permit the agents to 
determine the best potential resolution for the chosen task. 
The arithmetical structure of SGO is:
Gbestj=max {f(Xi)  fori= 1, 2, . . .N} (1)
where Xi represents early information of people in a group, i= 1, 2, 3,…, N signifies total people in 
a group, andfj denotes fitness function.
(i) Improving part is considered to refurbish the position of each person as:
(2))XoldGbest(*RXold*cXnew j,ijj,ij,i 
where Xnew symbolizes reorganized location, Xold indicates early location, Gbest denotes 
universal top location, R points arbitrary numeral [0,1] and c represents the self-introspection 
parameter[0,1]. 
In this work, in order to get better results, c was chosen as equal to 0.2 as specified in [8,44,45].
(ii) During the acquiring part, the agents will find the global solution based on knowledge 
updating procedure as:
(3))XGbest(*R)XX(*RXoldXnew j,ijbj,rj,iaj,ij,i 
where Ra and Rb are random numbers [0,1] and Xr,j is the arbitrarily selected location of a person in the 
group. 
The primary algorithm constraints were defined as: N=30, c=0.2, iteration value =1500 and 
stopping criterion =maximized Shannon’s entropy. 
3.4 Shannon’s Entropy
SE was developed by Kannappan [46] and detailed in Paul and Bandyopadhyay’s work [47]. 
Recently, SE based thresholding was considered to pre-process medical images [2,42]. In order to 
explain SE, let us consider an image with dimension A*B. The gray-level pixel organizations of 
image (h,v) is expressed as G(h, v), for & . Let L be the number of gray }A,...,2,1{h  }B,...,2,1{v 
levels of the test image and the set of all gray values {0,1,2,…, L-1} be symbolized as Z, in such a 
way that:
(4)imagev)(h,Zv)G(h, 
Then, the normalized histogram will be: X = {x0, x1,…, xL-1}. 
For tri-level thresholding case, Eq.4 becomes:
X(T) = x0(t1) + x1(t2) + x2(t3)   (5)
(6){X(T)}max)T(f
T

where, T = {t1, t2,…, tL} is the threshold value, X ={x0, x1,…, xL-1} is the normalized histogram, 
andf(T) is the optimal threshold. Other details on SE can be found in [2].
3.5 Post-processing
Post-processing scheme is considered to extract the Region-Of-Interest (ROI) from the pre-
processed test image. Irrespective of MRI’s modality, this scheme can segment the stroke or tumor 
section, i.e. the ROI, with greater accuracy. Based on the requirement, automated as well as semi-
automated ROI mining procedures can be implemented. The work of Rajinikanth and Satapathy [8] 
presents a comprehensive assessment of various segmentation procedures, tested and verified on the 
brain stroke MRI dataset called ISLES2015.
In this work, commonly used ROI mining procedures, such as AC [30], MCWS [48] and SRG 
[37] approaches were implemented to extract the abnormal section from brain MRI of Flair/DW 
modality. 
AC implements a bounding box around the tumor section to be extracted. It operates based on an 
adjustable snake, which continuously groups the related pixel values lies within the bounding box and 
converges towards the centre of the ROI based on the iteration value. More information on the AC 
implemented can be found in [35,36].
MCWS is also a famous procedure used to extract the ROI. MCWS combines the benefit of 
Sobel’s edge detection, marker inhibited morphological function, and segmentation. This algorithm 
identifies the whole alike pixels to mine the ROI. Detailed explanation on MCWS is available in [8].
SRG is an operator initiated segmentation approach and widely adopted to mine the ROI in 
medical images. It needs the initiation of a seed at a point or a pixel on the ROI. When a seed point is 
identified, the section will cultivate by connecting possible similar neighboring pixels available in 
ROI [34]. SRG is one of the widely adopted semi-automated image segmentation scheme [8].
3.6 ROI Assessment
The aim of this work was to extract the abnormal region from MR image and to calculate the 
texture features for additional examination. This work considers a benchmark ISLES and BRATS 
image dataset, in which test images are allied with expert’s image known as Ground Truth (GT). After 
extracting the Region of Interest (ROI) from the MR image, a relative examination among the ROI 
and GT is performed and evaluation metrics, like Jaccard, Dice, False Positive Rate (FPR), and False 
Negative Rate (FNR), are computed [8, 33]:
(7)tgttgttgt IIII)I,I(JSC 
(8)  tgttgttgt IIII2)I,I(DSC 
(9)  )II(II)I,I(FPR tgttgttgt 
(10)  )II(II)I,I(FNR tgtgtttgt 
where, Igt represents the GT and It symbolizes the mined region.
Additionally, image statistical values, such as sensitivity, specificity, accuracy, precision, BCR 
and BER, are also computed [49,50]:
(11))FT(TSensitvity NPP 
(12))FT(Ty Specificit PNN 
(13))FFTT/()TT(Accuracy NPNPNP 
(14))FT(TPrecision PPP 
(15)))FT/(T)FT/(T(2/1CRB PNNNPP 
(16)BCR1ERB 
where IGT is GT, IS is the ROI, TN, TP, FN  and FP are the related measures [51-54].
3.7 Feature Extraction and Selection
The texture description of the ROI is extracted with the Haralick scheme that is extensively 
recognized as the Gray Level Co-occurrence Matrix (GLCM) [55-57]. The earlier research works 
with GLCM confirm that texture descriptions are usually adopted to collect essential information from 
the ROI. These features are then considered to train, test and validate the classifier units, which is 
created to categorize the brain tumor under analysis into benign and malignant, which may assist the 
doctor in taking the right decision and also to identify appropriate treatment method to cure or 
regulate the brain abnormality. 
In this work, the GLCM is considered to extract around 20 texture features from the ROI. After 
extracting the features, it is essential to select the key features to minimize the complexity in building 
the disease classifier units. In the literature, proper guidelines are proposed to select the main features 
of the GLCM, like in [58-62]. Hence, in this work, the features, such as contrast, correlation, cluster-
prominence, energy, entropy, sum-entropy, IMC1and IMC2, are considered to train the classifier.
3.8 Classification
Classifiers are employed to segregate the available data into various classes based on requirement. 
In the literature, a substantial number of classifiers are available [61-63]. During the brain tumor 
assessment task, it is essential to take complete care while choosing the slice’s ROI features to train 
and test the classifier. Usually, the MRI exam is available as a 3D image, however, during the 
evaluation process, various 2D slices are extracted to minimize the complexity in examination. In this 
process, one can note that, while converting the 3D image into 2D slices, the tumor section will not be 
same in the every slice. Some slice may contain the information of edema and some other may show 
the tumor core. If entire slice of the 2D MRI of a single patient is considered during the training and 
testing phase of the classifier, the final classification result will be wrong and that will affect the 
decision making or treatment planning process. Hence, in order to get a fair and accurate 
classification, it is essential to consider the 2D slice which contains the maximal tumor size, i.e. 
edema plus tumor core. 
Further, it is essential to consider similar size of 2D MRI slices to attain better classification 
outcome. In this work, three classes of MRI datasets, such as ISLES (256x256 pixels), BRATS 
(236x216 pixels) and clinical image (256x256 pixels), were considered. In order to train and test the 
classifier system, the ISLES dataset (38 patient’s images) was considered. From this dataset, 32 
patient’s 2D slices were considered to train the classifier and the 6 patient’s data was considered to 
test the accuracy and the performance of the classifier.
In this work, Adaptive Neuro Fuzzy Inference System (ANFIS) based classifier system was 
implemented. ANFIS is a familiar classifier system built based on the neural network principle and 
Takagi–Sugeno fuzzy inference configuration. The work of Manickavasagam et al. [60] verified that 
ANFIS has the potential of presenting the best classification outcome compared to the Neural 
Network supported classifiers due to its hybrid nature.
The inference structure in ANFIS works is based on a set of fuzzy IF–THEN rules [64-66], which 
have learning prospective to estimate nonlinear functions. Due to its competence, ANFIS is generally 
used by the researchers to classify signals and images. 
The ANFIS classifier is trained as follows:
The training session is realized in two trails, such as forward and reverse. The Haralick’s features 
considered (S) are divided into two sets:
(17)21 SSS 
where S denotes the total parameters, S1 represents the principle values, S2 signifies the 
consequent values, and  represents the direct sum.
In forward training session, least square approach is applied, and during the backward training 
session, minimization of the overall quadratic cost value is adopted. While executing these 
procedures, the training algorithm determines the optimal set of parameters, which can be used to 
assist the testing process. The initial parameters for the ANFIS classifier were assigned as follows: 
initially, generalised bell-shaped membership function was chosen for the fuzzy system, iteration 
number was defined as 250, parameter adaptation step size was chosen as 0.01 and the error 
acceptance was fixed as 0.005. 
4. Results and Discussions
This section offers the results attained with the proposed CDT. The literature confirms the 
availability of a significant number of image processing procedures for MRI examination. The 
proposed work implements a two-stage procedure to examine the benchmark brain MRI and the MRI 
images obtained from the clinic. This work considers the assistance of the modern heuristic procedure 
called the SGO along with the SE. A detailed assessment among the existing segmentation 
procedures, such as AC, MCWS and SRG, was also conducted. Finally, a tumor classification system 
was implemented based on the ANFIS, and trained and tested using the well-known texture features 
called GLCM. The developed CDT was executed in a workstation with an AMD C70 Dual Core 
1 GHz CPU with 4 GB of RAM and implemented in Matlab.
Initially, the ISLES database of 38 volunteers was considered for the evaluation. This dataset 
contains the MRI acquired with different modalities, such as Flair, T1 and DW, with a pixel 
dimension of 77x77. This dataset also includes ground truths offered by an expert. It is a 3D dataset 
and supports the axial, coronal and sagittal views. Initially, the chosen 2D slices from the 3D images 
were extracted and then re-sized into 256x256 pixel image. During this study, only the axial view 
images were considered for the evaluation [8,67,68].
Table 1. Sample test images of the ISLES dataset with Flair and DW modalities
Table 1presents the chosen test images (6 slices) and the corresponding ground truths (GT1 & 
GT2). These images are free from the skull section, hence it can be considered the implementation of 
semi-automated as well as automated segmentation procedures. Initially, 2D slices of Flair modality 
(slice number from 28 to 38) were considered for the evaluation and the results depicted in Table 2 
were obtained. Firstly, a tri-level thresholding was implemented based on the SGO+SE and the 
Slice Flair DW GT1 GT2
28
30
32
34
36
38
corresponding outcome was registered in the table. Later, the segmentation procedure 
(AC/MCWS/SRG) was implemented to extract the abnormal section from the pre-processed image 
and the corresponding outcomes were registered. Therefore, Table 2 presents the results of the pre-
processing step, post-processing schemes and the extracted brain abnormality. Similar procedure was 
repeated for the 2D slices of the DW modality and the corresponding results were registered. From 
this experiment, it was found that the extracted ROI of flair and DW were with 95% identical, In 
order to assess the performance of the implemented segmentation methods, like AC, MCWS and 
SRG, a comparative analysis was executed between the ROI and the GT. Initially, the ROI was 
compared against GT1, and later against the GT2, and the corresponding outcomes were registered, 
Tables 3 and 4. In both the tables, the JI, DC, ACC, PRE, SEN, SPE, BCR and BER are indicated in 
percentage (%), and the average values are denoted as Avg1, Avg2, and Avg3.
Table 2. Pre-processing and Post-processing results obtained for the sample images of the ISLES 
dataset (Flair modality)
Table 3. Image similarity measures obtained between the extracted ROI and related GT1
Slice TPrate FNrate TNrate FPrate JI DC
28 0.8068 0.1932 0.9997 0.0003 80.19 89.01
30 0.8689 0.1311 0.9962 0.0038 81.27 89.67
32 0.6349 0.3651 0.9998 0.0002 63.19 77.44
34 0.7480 0.2520 0.9997 0.0003 73.95 85.02
36 0.7920 0.2080 0.9995 0.0005 77.68 87.44
38 0.7702 0.2298 0.9988 0.0012 72.20 83.86
A
C
Avg1 0.7701 0.2299 0.9989 0.0011 74.75 84.41
28 0.8793 0.1207 0.9990 0.0010 86.11 92.54
30 0.9453 0.0547 0.9921 0.0079 80.63 89.28
32 0.6719 0.3281 0.9992 0.0008 65.63 79.25
34 0.8650 0.1350 0.9991 0.0009 82.67 90.51
36 0.9109 0.0891 0.9985 0.0015 84.63 91.67
38 0.6492 0.3508 0.9936 0.0064 67.18 73.72
M
C
W
S
Avg2 0.8203 0.1797 0.9969 0.0031 77.81 86.16
28 0.8789 0.1211 0.9989 0.0011 85.81 92.36
30 0.9440 0.0560 0.9911 0.0089 78.60 88.02
32 0.6719 0.3281 0.9992 0.0008 65.63 79.25
34 0.8709 0.1291 0.9989 0.0011 82.38 90.34
36 0.9149 0.0851 0.9983 0.0017 83.88 91.23
38 0.8938 0.1062 0.9962 0.0038 68.11 81.03
SR
G
Avg3 0.8624 0.1376 0.9971 0.0029 77.40 87.04
Table 4. Image statistical measures obtained between the extracted ROI and related GT1
Slice ACC PRE SEN SPE BCR BER
28 99.10 99.97 98.96 99.24 99.10 0.89
30 95.92 99.62 99.28 92.67 95.98 4.02
32 98.95 99.98 98.66 99.25 98.95 1.05
34 98.95 99.97 99.42 98.48 98.95 1.05
36 96.35 99.86 99.50 93.30 96.40 3.60
38 95.74 99.88 99.59 92.03 95.81 4.19
A
C
Avg1 97.50 99.88 99.23 95.83 97.53 2.47
28 98.54 99.91 99.43 97.67 98.55 1.45
30 91.90 99.20 99.75 84.67 92.21 7.79
32 97.75 99.92 98.92 96.59 97.75 2.25
M
C
W
S
34 97.30 99.91 99.74 94.91 97.33 2.67
An analysis between the extracted ROI and related GT1 was performed to assess the performance 
of the considered segmentation procedures. The JI offered by the MCWS was superior to AC and 
SRG, also the DC of SRG was better than the alternatives. The values in Table 4 confirm that the 
statistical values of the AC were better compared to MCWS and SRG approaches. This confirms that 
AC can be considered to examine 2D MR images with superior accuracy. Figure 2 depicts the 
pictorial demonstration of the image similarity and statistical measures. This confirms that, for most 
of the cases, the AC offers better result.
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Figure2. Graphical assessment for the image similarity and statistical measures of Flair modality MRI 
slices of the ISLES dataset
The examination procedure implemented for the ISLES dataset was then repeated on the BRATS 
database. During this investigation, the 2D slices of flair modality were chosen for the study (slices 
number 100 to 140). Table 5 presents the chosen test images and the corresponding GT. The GT 
section includes the edema and the tumor core. Hence, the extraction of the ROI was the challenging 
task in these images, since the edema pixel contrast is similar to the normal pixel value of the brain 
tissues. As discussed earlier, the pre-processing and the post-processing sections were implemented 
for the considered test images and the related outcomes were assessed, Table 5. A comparative 
analysis among the extracted ROIs and related GTs was then conducted and the corresponding image 
similarity and statistical values computed and registered, Table 6. Figure 3 presents the pictorial 
representation of the performance comparisons. Table 6 and Figure 3 confirm that, for the BRATS 
dataset, the outcomes obtained for the AC were superior to MCWS and SRG. This confirms that, in 
this CDT, the AC based segmentation offers better results; however, the average CPU time of CDT 
with AC is 72.18sec, whereas CDT with MCWS offers the result in 46.93sec and with SRG in 
52.60sec. 
36 93.84 99.76 99.83 88.21 94.02 5.98
38 85.92 99.62 99.62 74.11 86.87 13.13
Avg2 94.21 99.72 99.55 89.36 94.45 5.54
28 98.37 99.89 99.44 97.32 98.38 1.62
30 90.75 99.09 99.75 82.57 91.16 8.84
32 97.74 99.92 98.92 96.59 97.75 2.25
34 96.76 99.89 99.76 93.84 96.80 3.20
36 93.19 99.74 99.84 86.98 93.41 6.59
38 86.03 99.62 99.87 74.11 86.99 13.01
SR
G
Avg3 93.81 99.69 99.59 88.57 94.08 5.92
Table 5. Sample test images of the BRATS (Flair modality)
S100 S110 S120 S130 S140
Flair
GT
Threshold 
image
AC
MCWS
SRG
Table 6. Performance measures obtained for the sample BRATS images
Method JI DC ACC PRE SEN SPE BCR BER
AC 82.16 88.52 96.73 99.48 99.74 94.29 95.18 2.73
MCWS 81.94 88.16 96.17 99.66 99.59 93.95 96.24 3.28
SRG 82.04 87.84 96.58 99.40 99.76 94.06 94.86 3.56
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Figure 3. Graphical appraisal for similarity and statistical measures of Flair modality MRI slices of 
the BRATS dataset
Furthermore, the proposed CDT was tested on real clinical images of brain MRI acquired with 
DW and Flair modalities in Proscans laboratory [69]. Initially, the original images were down scaled 
to 256x256 pixels and then the proposed CDT was used to extract and examine the tumor section 
from the 2D brain slices. Figure 4 presents the 2D slices of the DW modality MRI with the slices 
number from SDW27 to SDW36. 
Figure 4. 2D slices of the brain MRI acquired with the DW modality
NA
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Figure 5. Outcome of the proposed CDT with AC for the chosen slices of the DW MRI modality
Table 7. Extracted GLCM features for the DW modality images presented in Figure 5
Measures SDW28 SDW29 SDW30 SDW31 SDW32 SDW33 SDW34 SDW35
Autocorrelation 1.0118 1.0318 1.0464 1.0372 1.0415 1.0418 1.0599 1.0138
Contrast 0.0019 0.0026 0.0024 0.0026 0.0038 0.0036 0.0042 0.0017
Correlation 0.8078 0.8828 0.9232 0.9142 0.9163 0.9048 0.9115 0.8256
Cluster-
prominence
0.0558 0.1513 0.2223 0.2281 0.2374 0.2506 0.2797 0.0648
Cluster-shade 0.0288 0.0777 0.1140 0.1174 0.1287 0.1294 0.1443 0.0334
Dissimilarity 0.0019 0.0026 0.0024 0.0024 0.0029 0.0031 0.0036 0.0017
Energy 0.9899 0.9757 0.9664 0.9518 0.9476 0.9530 0.9561 0.9886
Entropy 0.0362 0.0743 0.0950 0.1074 0.1163 0.2195 0.1222 0.0399
Homogeneity 0.9992 0.9987 0.9988 0.9927 0.9983 0.9979 0.9982 0.9992
Max-
probability
0.9949 0.9877 0.9829 0.9793 0.9716 0.9756 0.9776 0.9943
Sum-average 2.0085 2.0220 2.0317 2.0157 2.0175 2.0261 2.0412 2.0098
Sum-variance 3.9099 3.8415 3.8175 3.6118 3.7108 3.7163 3.7798 3.9027
Sum-entropy 0.0351 0.0725 0.0933 0.0982 0.1084 0.1102 0.1169 0.0387
Difference- 0.0016 0.0026 0.0024 0.0027 0.0030 0.0031 0.0036 0.0017
variance
Difference-
entropy
0.0138 0.0178 0.0169 0.0182 0.0198 0.0206 0.0237 0.0125
IMC1 -0.6841 -0.7736 -0.8344 -0.7806 -0.7927 -0.7994 -0.8095 -0.7055
IMC2 0.1922 0.2992 0.3566 0.3618 0.3715 0.3774 0.3871 0.2063
ID 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
IDN 0.9995 0.9991 0.9992 0.9982 0.9993 0.9991 0.9988 0.9994
IDMN 0.9997 0.9995 0.9995 0.9993 0.9996 0.9991 0.9993 0.9997
The proposed CDT was implemented with the AC segmentation, Figure 5 confirms that the tumor 
section in SDW27 and SDW36 is less visible compared to other slices. After extracting the possible 
tumor section (ROI) from the chosen 2D MRI slices, the essential texture features were then extracted 
and registered, Table 7. Table 7 presents the 20 features obtained using the GLCM, in which few 
chosen features have vital information regarding the tumor section, which further can be considered to 
train and test the ANFIS classifier system developed in this work. 
Similar procedure was considered for the 2D flair MRI modality shown in Figure 6, Figure 7. 
From these figures, one can observe that the proposed CDT can assist the extraction of the timorous 
section from the real clinical brain Flair/DW MRI modalities. Hence, in future, this CDT can be 
considered as a diagnosing and assisting tool for doctors to take the appropriate decision regarding the 
tumor section. 
Figure 6. 2D slices of the brain MRI acquired with Flair modality
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Figure 7. Results of proposed CDT with AC for chosen slices of Flair MRI modality
Finally, the extracted and selected features were then considered to train and test the ANFIS 
classifier system. The image size of the ISLES and the real clinical images were identical (256 x 256 
pixels). Hence, the extracted GLCM features of 32 images of ISLES were considered to train the 
classifier system and the remaining 6 images were considered to test the ANFIS classifier. This test 
offered an average accuracy of 94.51%, which confirmed that the proposed classifier system is 
efficient. In future, this ANFIS classifier system can be trained using a large number of 2D brain MRI 
slices and also it can be validated against the other existing classifiers in the literature.
5. Conclusion
This article proposed a Computerized Disease inspection Tool (CDT) using a Hybrid Image 
Processing (HIP) procedure. The implemented HIP technique implements the combination of the 
SGO assisted Shannon’s tri-level thresholding and segmentation based on AC/MCWS/SRG 
procedures. During the experimental evaluation, the benchmark ISLES 2015 and BRATS datasets 
were considered for the initial assessment. Later, the proposed CDT was tested on real time tumor 
MRI of Flair and DW modalities obtained from a medical center. Finally, the GLCM features for the 
tumor section were extracted, and an ANFIS classifier was developed based on the available GLCM 
features. 32 patient’s tumor features were used to train the ANFIS classifier and 6 patient’s feature 
sets considered for the testing phase. For the used clinical dataset, the ANFIS classifier offered a 
classification accuracy of 94.51%. In future, the ANFIS classifier can be validated against the 
classifiers existing in the literature.
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