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In ﬁnance, many option pricing models generalizing the Black–Scholes model do not have
closed form, analytic solutions so that it is hard to compute the solutions or at least
it requires much time to compute the solutions. Therefore, asymptotic representation of
options prices of various type has important practical implications in ﬁnance. This paper
presents asymptotic expansions of option prices in the constant elasticity of variance
model as the parameter appearing in the exponent of the diffusion coeﬃcient tends to 2
which corresponds to the well-known Black–Scholes model. We use perturbation theory for
partial differential equations to obtain the relevant results for European vanilla, barrier, and
lookback options. We make our application of perturbation theory mathematically rigorous
by supplying error bounds.
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1. Introduction
As one of the underlying asset price models in ﬁnance, Cox [2] and Cox and Ross [3] introduced the constant elasticity
of variance (in brief, CEV) model given by the stochastic differential equation (in brief, SDE)
dXt = μXt dt + σ X
θ
2
t dW
P
t , 0 t  T ,
X0 = x (1.1)
on a probability space (Ω,F , P ) with a ﬁltration (Ft)t∈[0,T ] generated by one-dimensional standard Brownian motion W Pt .
Here, θ (elasticity), μ (mean return rate) and σ (volatility) are given constants. Note that the particular case θ = 2 corre-
sponds to the well-known Black–Scholes model [1].
There have been lots of ﬁnancial applications of the CEV model including pricing of ﬁnancial derivatives and portfolio
selection. It overcomes the major drawback of the Black–Scholes model in that it captures implied volatility’s smile or skew
phenomena while the classical Black–Scholes model doesn’t. However, as one of the weak points of this model, the transition
density function of the CEV diffusion Xt consists of an inﬁnite sum of the Bessel functions (cf. [4,10]). So, one has to rely
on numerical methods under many circumstances.
On the other hand, practically, many underlying assets approximately follow the log-normal distribution. This suggests
that the elasticity constant θ should preferably be not exactly 2, but close to 2.
These two observations motivate us to use perturbation theory (cf. [13]) for partial differential equations (in brief, PDEs)
in option pricing. It becomes a useful tool to deal with the CEV diffusion model based upon introduction of some small
perturbation parameter. It would give us analytic tractability as well as practical advantage in pricing of ﬁnancial derivatives
as shown in our recent work of [9].
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exponent of the diffusion coeﬃcient tends to 2. We use perturbation theory for PDEs to obtain the relevant results for
European vanilla option as well as some exotic options. We also make our application of perturbation theory rigorous by
taking error estimates to prove the existence of the expansions. So, our argument in this paper goes in such a way that
we obtain ﬁrst ﬁnancially useful asymptotic expansion formulas for option prices and then the mathematical proof of the
existence of the expansions.
The structure of this paper is organized as follows. In Section 2, we use perturbation theory of PDEs to derive an
asymptotic expansion of the European vanilla option price when the elasticity parameter of the CEV diffusion is close to 2,
corresponding to the Black–Scholes model. In Sections 3 and 4, similar results are derived for the barrier and lookback
options, respectively. In Section 5, we estimate the errors of the asymptotic pricing formulas to check accuracy of our
approximation.
2. European vanilla option
According to the well-known Girsanov transformation (cf. [6] for general formula) of probability measure, we have a
probability measure Q which is an equivalent (to P ) martingale measure such that the SDE (1.1) is changed into the SDE
dXt = r Xt dt + σ X
θ
2
t dW
Q
t (2.1)
under the measure Q . Then the European call option price with exercise price K at the expiration T is given by C(t, x)
solving the partial differential equation problem (in brief, PDE)
Ct + 1
2
σ 2xθCxx + r(xCx − C) = 0, 0 t  T , (2.2)
C(T , x) = (x− K )+. (2.3)
The complete solution of this PDE problem was obtained by Cox [2] ﬁrst. Later, Schroder [10] derived a solution which is
computationally advantageous compared with Cox’s original form. However, it is still given by an inﬁnite series of density
functions of the complementary Gamma distributions. See [7] for details.
Now, we introduce a small positive parameter  such that θ = 2 −  , where 0 <   1 is assumed. Also, the case
θ = 2 +  is also possible but in many problems in ﬁnance θ tends to be less than 2. In view of this observation, we
obtain an asymptotic representation of the solution of the PDE problem (2.2)–(2.3) in the next theorem. The existence of
the asymptotic expansion will be proved later in Section 5.
Theorem 2.1. Suppose that the call option price C(t, x), which is the solution of (2.2)–(2.3) has an asymptotic expansion such as
C(t, x) = C0 + C1 + 2C2 + · · · .
Then C0(t, x) with the ﬁnal condition C0(T , x) = (x− K )+ is given by
C0(t, x) = xN(d1) − Ke−r(T−t)N(d2),
d1,2 := ln(x/K ) + (r ±
1
2σ
2)(T − t)
σ
√
T − t ,
N(z) := 1√
2π
z∫
−∞
e−y2/2 dy, (2.4)
and each Cn(t, x), n = 1,2, . . . , with the ﬁnal condition Cn(T , x) = 0 is recursively given by
Cn(t, x) = e− 12 (α−1)z− 18σ 2(α+1)2(T−t)v(t, z),
v(t, z) :=
∞∫
−∞
T∫
t
g˜(T − s, ξ) 1√
2πσ 2(T − s)e
− (z−ξ)2
2σ2(T−s) dsdξ,
g˜(T − s, ξ) := −e 12 (α−1)ξ+ 18σ 2(α+1)2(T−s)gn(s, ξ),
gn(t, z) := −1
2
σ 2
n−1∑
k=0
(−z)n−k
(n− k)!
(
∂2Ck
∂z2
− ∂Ck
∂z
)
,
α := 2r
σ 2
,
z := ln x. (2.5)
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coeﬃcients given by
Ct + 1
2
σ 2e−z(Czz − Cz) + r(Cz − C) = 0, (2.6)
C(T , z) = (ez − K )+. (2.7)
Let us deﬁne the partial differential operator L0 by
L0 = ∂
∂t
+ 1
2
σ 2
(
∂2
∂z2
− ∂
∂z
)
+ r
(
∂
∂z
− •
)
.
Then, using the Taylor series of ex , from (2.6)–(2.7) we obtain a hierarchy of the PDEs
L0C0 = 0 (2.8)
for the leading order term C0, and
L0C1 = 1
2
σ 2z
(
∂2C0
∂z2
− ∂C0
∂z
)
(2.9)
for the ﬁrst order correction term C1, and
L0Cn = gn(t, z) (2.10)
for n 2. Here, the relevant ﬁnal conditions are given by
C0(T , z) =
(
ez − 1)+, (2.11)
Cn(T , z) = 0, n 1. (2.12)
The solution of the PDE (2.8) with the ﬁnal condition (2.11) is well known to be the so-called Black–Scholes price after
changing back to the original variable x from z and it is given by (2.4).
To obtain the correction terms, we transform Cn(t, z) into v(t, z) by
v(t, z) = e 12 (α−1)z+ 18σ 2(α+1)2(T−t)Cn(t, z).
Then, in terms of the new dependent variable v(t, z) with the new independent variables deﬁned by τ = T − t , the PDE
(2.10) becomes
vτ − 1
2
σ 2vzz = −e 12 (α−1)z+ 18σ 2(α+1)2τ gn(T − τ , z) := g˜(τ , z)
with the initial condition v(0, z) = 0, −∞ < z < ∞. This is a nonhomogeneous diffusion equation whose solution is well
known (cf. [5] for details) to be the double integral
v(t, z) =
∞∫
−∞
T∫
t
g˜(T − s, ξ) 1√
2πσ 2(T − s)e
− (z−ξ)2
2σ2(T−s) dsdξ.
Since each gn is determined by Ci , i = 0,1, . . . ,n− 1, therefore, Cn(t, z) is determined recursively and given by (2.5). 
Fig. 1 illustrates the numerical quality of our formula. It shows that even only the ﬁrst correction (bullet marked dotted
line) to the Black–Scholes price (dashed line) would provide a reasonably suﬃcient approximation to the CEV price (solid
line).
Now, we move on to the exotic options known as barrier and lookback options.
3. A barrier option
A barrier option is a type of contingent claim in which the option to exercise depends upon the underlying asset price
reaching a given barrier level. This exotic option was created to provide the insurance value of an option without charging
the premium as much as of regular vanilla options. Among several types of barrier option, we deal with the up-and-out call
option in this paper. The other types of option can produce similar results more or less in the same way.
Let the underlying asset price Xt follow the same dynamics as the SDE (2.1) with θ = 2− . If Xt crosses above the upper
barrier, say B , then the value of the up-and-out call option vanishes. To express the value of the up-and-out call option, we
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deﬁne the process
Xt =max
ut
Xu .
Then the up-and-out call option price, denoted by Cb(t, x), is given by the conditional expectation
Cb(t, x) = EQ [e−r(T−t)(XT − K )+1{Xt <B} ∣∣ Xt = x],
where the Markov property of Xt was used. Further, the Feynman–Kac formula (cf. [8]) tells us that the barrier option price
Cb(t, x) satisﬁes the PDE
Cbt +
1
2
σ 2x
2−
2 Cbxx + r
(
xCbx − Cb
)= 0 (3.1)
with the terminal and boundary conditions
Cb(T , x) = (x− K )+,
Cb(t, B) = 0.
Applying the same transformation z = ln x for the PDE (3.1) as in Section 2, we obtain the PDE
Cbt +
1
2
σ 2e−z
(
Cbzz − Cbz
)+ r(Cbz − Cb)= 0 (3.2)
with constant coeﬃcients.
Theorem 3.1. Suppose that the up-and-out call option price Cb(t, x) has an asymptotic expansion such as
Cb(t, x) = Cb0 + Cb1 + 2Cb2 + · · · .
Then Cb(t, x) is given by0
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(
x
K
){
N(d1) − N(d3) − b
(
N(d6) − N(d8)
)}− e−r(T−t){N(d2) − N(d4) − a(N(d5) − N(d7))}, (3.3)
where
d1,2 = ln(
x
K ) + (r ± 12σ 2)(T − t)
σ
√
T − t ,
d3,4 = ln(
x
B ) + (r ± 12σ 2)(T − t)
σ
√
T − t ,
d5,6 = ln(
x
B ) − (r ∓ 12σ 2)(T − t)
σ
√
T − t ,
d7,8 =
ln( xK
B2
) − (r ∓ 12σ 2)(T − t)
σ
√
T − t ,
a =
(
B
x
)−1+ 2r
σ2
, b =
(
B
x
)1+ 2r
σ2
and for each n = 1,2, . . . , Cbn(t, x) is given by
Cbn(t, x) = e−
1
2 (α−1)z− 18σ 2(α+1)2(T−t)v(t, z), (3.4)
where
v(t, z) =
T∫
t
ln B∫
−∞
h˜(T − s, ξ) 1√
2πσ 2(T − s)
(
e
− (2 ln B−z−ξ)2
2σ2(T−s) − e−
(z−ξ)2
2σ2(T−s)
)
dξ ds,
h˜(T − s, z) = −e 12 (α−1)z+ 18σ 2(α+1)2(T−s)hn(s, z),
hn(t, z) = −1
2
σ 2
n−1∑
k=0
(−z)n−k
(n− k)!
(
∂2Cbk
∂z2
− ∂C
b
k
∂z
)
,
α = 2r
σ 2
.
Proof. From the PDE (3.2) we have a hierarchy in the form
L0Cb0 = 0, (3.5)
L0Cb1 =
1
2
σ 2z
(
∂2Cb0
∂z2
− ∂C
b
0
∂z
)
, (3.6)
and for n = 2,3, . . .
L0Cbn = hn(t, z), (3.7)
where the terminal and boundary conditions are given by
Cb0(T , z) =
(
ez − 1)+, Cb0(t, ln B) = 0, (3.8)
Cbn(T , z) = 0, Cbn(t, ln B) = 0, n 1, (3.9)
respectively.
For the leading order term Cb0, the PDE (3.5) with (3.8) is well known to have the solution (3.3). See Ref. [12] for
details.
For the correction term Cbn , we ﬁrst transform C
b
n(t, z) into v(t, z) by
v(t, z) = e 12 (α−1)z+ 18σ 2(α+1)2(T−t)Cbn(t, z)
and introduce the new independent variables τ given by τ = T − t . Then in terms of the new dependent variable v and the
new independent variable τ , the PDE (3.7) is changed into
vτ − 1σ 2vzz = −e 12 (α−1)z+ 18σ 2(α+1)2τhn(T − τ , z) := h˜(τ , z) (3.10)
2
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v(0, z) = 0, −∞ < z ln B, (3.11)
v(t, ln B) = 0, (3.12)
respectively.
We take one more step of the change of independent variable z such as
z = ln B − z˜.
Then the PDE problem (3.10)–(3.12) becomes
vτ − 1
2
σ 2vz˜z˜ = h˜(τ , ln B − z˜) (3.13)
with the terminal and boundary conditions
v(0, z˜) = 0, 0 z˜ < ∞, (3.14)
v(τ ,0) = 0, (3.15)
respectively.
Hence, by the Green function method (see [5] for example), the solution of the problem (3.13)–(3.15) is given by
v(τ , z˜) =
τ∫
0
∞∫
0
h˜(τ − s, ln B − ξ) 1√
2πσ 2(τ − s)
(
e
− (z˜−ξ)2
2σ2(τ−s) − e−
(z˜+ξ)2
2σ2(τ−s)
)
dξ ds
which, after changing variables back to the original ones, leads to the result (3.4). 
Again, the existence of the asymptotic expansion in Theorem 3.1 will be proved in Section 5.
4. A lookback option
As one of path-dependent options, lookback option is a ﬁnancial option whose payoff depends on the maximum or
minimum value of the underlying asset price occurring over the life of the option. Among several types of lookback options,
we consider the ﬂoating strike lookback option as follows.
The underlying asset price is assumed to follow the SDE (2.1). Using the notation
Xt =max
ut
Xu,
H
(
St, X

t
)= Xt − Xt,
the risk-neutral price of the ﬂoating strike lookback option, denoted by Cl(t, x, x) at time t ∈ [0, T ] for Xt = x and Xt = x ,
is given by
Cl
(
t, x, x
)= EQ ,x,x[e−r(T−t)H(XT , XT )],
where the Markov property of the Ito diffusion Xt was used.
From the Feynman–Kac formula, Cl(t, x, x) satisﬁes the PDE
Clt +
1
2
σ 2xθClxx + r
(
xClx − Cl
)= 0 (4.1)
in the region {(t, x, x): 0 t < T , 0 x x} with the terminal and boundary conditions given by
Cl
(
T , x, x
)= H(x, x), 0 x x, (4.2)
∂Cl
∂x
∣∣∣∣
x=x
= 0, 0 t < T , (4.3)
respectively.
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Cl
(
t, x, x
)= Cl0 + Cl1 + 2Cl2 + · · · .
Then Cl0(t, x, x
) is given by
Cl0
(
t, x, x
)= (1+ σ 2
2r
)
xN
(
δ+
(
T − t, x
x
))
+ e−r(T−t)xN
(
−δ−
(
T − t, x
x
))
− σ
2
2r
e−r(T−t)
(
x
x
) 2r
σ2
xN
(
−δ−
(
T − t, x

x
))
− x, (4.4)
where
N(d) = 1√
2π
d∫
−∞
e−
1
2 y
2
dy,
δ±(T − t, s) = 1
σ
√
T − t
(
ln s +
(
r ± 1
2
σ 2
)
(T − t)
)
,
and for each n = 1,2, . . . , Cln(t, x, x) is given by
Cln
(
t, x, x
)= xun(t, z, x),
un
(
t, z, x
) :=
z∫
0
w
(
t, η, x
)
dη +
T∫
t
e−r(s−t)
(
−qn
(
s,0, x
)+ 1
2
σ 2wz
(
s,0, x
))
ds,
z := ln x
x
, (4.5)
where
w
(
t, z, x
)= e− 12 (α−1)z− 18σ 2(α+1)2(T−t)v(t, z, x),
v
(
t, z, x
)=
T∫
t
0∫
−∞
q˜
(
T − s, ξ, x) 1√
2πσ 2(T − s)
(
e
− (z+ξ)2
2σ2(T−s) − e−
(z−ξ)2
2σ2(T−s)
)
dξ ds,
q˜
(
T − s, ξ, x)= −e 12 (α−1)ξ+ 18σ 2(α+1)2(T−s)qn(s, ξ, x),
qn
(
t, z, x
)= −1
2
σ 2
n−1∑
k=0
(−1)n−k(ln x + z)n−k
(n− k)!
(
∂2uk
∂z2
− ∂uk
∂z
)
,
α = 2r
σ 2
.
Proof. Let us take a reduction of dimension to solve the problem (4.1)–(4.3). So, we deﬁne u and H˜ by
u
(
t, z, x
)= Cl(t, x, x)
x
,
H˜(z) = 1− ez = H(x, x),
respectively. Then the problem (4.1)–(4.3) becomes
ut + 1
2
σ 2e−(ln x+z)(uzz − uz) + r(uz − u) = 0,
u
(
T , z, x
)= H˜(z) = 1− ez,
∂u
∂z
∣∣∣∣
z=0
= 0. (4.6)
Now, let us take the asymptotic expansion
u
(
t, z, x
)= u0 + u1 + 2u2 + · · · .
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L0u0 = 0, (4.7)
L0u1 = 1
2
σ 2
(
ln x + z)(∂2u0
∂z2
− ∂u0
∂z
)
, (4.8)
and for n = 2,3, . . .
L0un = qn
(
t, z, x
)
, (4.9)
where the terminal and boundary conditions are given by
u0(T , z) =
(
1− ez), ∂u0
∂z
∣∣∣∣
z=0
= 0, (4.10)
un(T , z) = 0, ∂un
∂z
∣∣∣∣
z=0
= 0, n 1, (4.11)
respectively.
For the leading order term u0, the PDE (4.7) with (4.10) is well known to have the solution given by (4.4). See [11] for
details.
The basic idea to compute the correction terms un lies in the transformation of the dependent variable un(t, z, x) into
the one whose PDE problem can be solved by the Green function method.
First, let us deﬁne
w
(
t, z, x
)= ∂un
∂z
(
t, z, x
)
which is equivalent to
un
(
t, z, x
)=
z∫
0
w
(
t, y, x
)
dy + γ (t, x)
for some function γ (t, x). Here, the index n-dependence of w is omitted for brevity. Then, since ∂
∂z commutes with the
operator L0, w satisﬁes the PDE problem
L0w
(
t, z, x
)= qn(t, z, x), −∞ < z 0, (4.12)
w
(
T , z, x
)= 0, (4.13)
w
(
t,0, x
)= 0. (4.14)
In order to represent un(t, z, x) in terms of w(t, z, x), we need to determine γ (t, x). Since L0un(t, x, x) is given by
L0un
(
t, z, x
)=
z∫
0
wt
(
t, y, x
)
dy − r
z∫
0
w
(
t, y, x
)
dy + rw(t, z, x)
+ 1
2
σ 2
(
wz
(
t, z, x
)− w(t, z, x))+ γt(t, x)− rγ (t, x),
the PDE (4.12) yields the identity
z∫
0
wt
(
t, y, x
)
dy − r
z∫
0
w
(
t, η, x
)
dη + rw(t, z, x)+ 1
2
σ 2
(
wz
(
t, z, x
)− w(t, z, x))− qn(t, z, x)
= −γt
(
t, x
)+ rγ (t, x). (4.15)
Since the right side of (4.15) does not depend on z, the left side of (4.15) also should be independent of z. Put z → 0+.
Then (4.15) becomes
γt
(
t, x
)− rγ (t, x)= −1σ 2wz(t,0, x)+ qn(t,0, x)
2
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γ
(
t, x
)=
T∫
t
e−r(s−t)
(
−qn
(
s,0, x
)+ 1
2
σ 2wz
(
s,0, x
))
ds.
Therefore, un(t, z, x) is presented as
un
(
t, z, x
)=
z∫
0
w
(
t, η, x
)
dη +
T∫
t
e−r(s−t)
(
−qn
(
s,0, x
)+ 1
2
σ 2wz
(
s,0, x
))
ds (4.16)
in terms of w(t, z, x).
From now on, we need to solve the PDE problem (4.12)–(4.14) for w(t, z, x). First, we transform w(t, z, x) into v(t, z, x)
via
v
(
t, z, x
)= e 12 (α−1)z+ 18σ 2(α+1)2(T−t)w(t, z, x).
Then in terms of the new dependent variable v(t, z, x) and the new independent variables deﬁned by τ = T − t , the PDE
(4.12) becomes
vτ − 1
2
σ 2vzz = −e 12 (α−1)z+ 18σ 2(α+1)2τqn(T−τ ,z,x) := q˜
(
τ , z, x
)
with the initial and boundary conditions
v
(
0, z, x
)= 0, −∞ < z 0,
v
(
t,0, x
)= 0.
This PDE problem is the same as (3.13)–(3.15) in Section 3 if ln B were zero. So, by the Green function method, the solution
is given by
v
(
t, z, x
)=
T∫
t
0∫
−∞
q˜
(
T − s, ξ, x) 1√
2πσ 2(T − s)
(
e
− (z+ξ)2
2σ2(T−s) − e−
(z−ξ)2
2σ2(T−s)
)
dξ ds,
which, after taking some steps of transformation back to the original variables, leads to the result (4.5). 
5. Accuracy
In the previous three sections, we show that, if such an expansion exists, the coeﬃcients have a certain form for each
of European vanilla, barrier and lookback options. In this section, we prove the existence of the expansion, i.e., we study
accuracy of our approximate solutions of the option prices obtained under the CEV model.
We ﬁrst obtain the error estimate for our asymptotic approximation up to the leading order for the European vanilla call
option.
Theorem 5.1. Let C(t, x) be the European call option price and C0(t, x) be given as in Theorem 2.1. Then there exists a positive constant
K such that∣∣C(t, x) − C0(t, x)∣∣ K.
Proof. For the variable z = ln x, deﬁne the operator L as
L = ∂
∂t
+ 1
2
σ 2e−z
(
∂2
∂z2
− ∂
∂z
)
+ r
(
∂
∂z
− •
)
and let E(t, x) = C0(t, x) − C(t, x). Then, in terms of the variable z = ln x, we have
LE(t, z) = ∂C0
∂t
+ 1
2
σ 2e−z
(
∂2C0
∂z2
− ∂C0
∂z
)
+ r
(
∂C0
∂z
− C0
)
. (5.1)
Plugging (2.4) into (5.1) leads to
LE(t, z) = σ√ ez
(
e−z − 1)n(d1) := g(t, z). (5.2)2 T − t
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form:
E(t, x) = EQ ,x
[
−
T∫
t
e−r(T−s)g(s, ln Xs)ds
]
.
Then from the inequality n(d1) 1√2π we have the estimate
∣∣E(t, x)∣∣ 1√
2π
EQ ,x
[ T∫
t
e−r(T−s)√
T − s Xs
∣∣e− ln Xs − 1∣∣ds
]
 1√
2π
EQ ,x
[ T∫
t
e−r(T−s)√
T − s Xs
(
ln Xs ∨ 1
Xs
)
ds
]
 √
2π
EQ ,x
[ T∫
t
e−r(T−s)√
T − s
(
X2s ∨ 1
)
ds
]
.
Now, using the notation XT =max0tT Xt , this estimate becomes∣∣E(t, x)∣∣ K1(EQ ,x[(XT )2]+ 1) (5.3)
for some positive constant K1.
We know that e−rt Xt is a martingale under the martingale measure Q so that |Xt | is a positive submartingale. Then by
Doob’s L2 maximal inequality, (5.3) leads to∣∣E(t, x)∣∣ K1(4EQ ,x[(XT )2]+ 1) := K
for some constant K . Hence, the proof is complete. 
Next, we obtain the higher order error estimates for the asymptotic approximation to the European vanilla call option.
Theorem 5.2. Let C(t, x) be the European call option price and Ci(t, x)’s be given as in Theorem 2.1. Then there exists a positive
constant K such that for each n = 1,2, . . . , there exists a positive constant K such that∣∣∣∣∣C(t, x) −
i=n∑
i=0
 iCi(t, x)
∣∣∣∣∣ Kn+1.
Proof. Let
E(t, x) = C(t, x) − Cn(t, x),
Cn(t, x) :=
i=n∑
i=0
 iCi(t, x).
Then, using z = ln x, we have LE(t, z) = −LCn(t, z) so that from the identity
L − L0 = 1
2
σ 2
(
e−z − 1)( ∂2
∂z2
− ∂
∂z
)
and (2.10) we obtain
LE(t, z) = L0Cn(t, z) + 1
2
σ 2
(
e−z − 1)( ∂2
∂z2
− ∂
∂z
)
Cn(t, z)
= −
n∑
i=1
i−1∑
k=0
1
2
σ 2 i
(−z)i−k
(i − k)!
(
∂2Ck
∂z2
− ∂Ck
∂z
)
+ 1
2
σ 2
(
e−z − 1)( ∂2
∂z2
− ∂
∂z
)
Cn(t, z)
=
n−1∑ 1
2
σ 2k
(
e−z −
n−k∑ (−z)i
i!
)(
∂2Ck
∂z2
− ∂Ck
∂z
)
k=0 i=0
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n−1∑
k=0
1
2
σ 2k
∞∑
i=n−k+1
(−z)i
i!
(
∂2Ck
∂z2
− ∂Ck
∂z
)
:=
n−1∑
k=0
Gk(t, z),
where we have the ﬁnal condition E(T , z) = 0.
Then, from the Feynman–Kac formula, we have the integral representation
E(t, z) = EQ ,x
[
−
T∫
t
e−r(T−s)
n−1∑
k=0
Gk(s, ln Xs)ds
]
which leads to the inequality
∣∣E(t, z)∣∣ 1
2
σ 2K1E
Q ,x
[ T∫
t
∣∣∣∣∣
n−1∑
k=0
k
∞∑
i=n−k+1
(− ln Xs)i
i!
∣∣∣∣∣ds
]
,
where K1 = supk,t,z | ∂
2Ck
∂z2
− ∂Ck
∂z | < ∞. Therefore, there exist constants Dk , k = 0,1,2, . . . ,n − 1, such that
∣∣E(t, x)∣∣ 1
2
σ 2K1E
Q ,x
[ T∫
t
∣∣∣∣∣
n−1∑
k=0
kDk
(− ln Xs)n−k+1
(n− k + 1)!
∣∣∣∣∣ds
]
 1
2
σ 2n+1 K˜1EQ ,x
[ T∫
t
∣∣∣∣∣
n−1∑
k=0
(ln Xs)n−k+1
(n − k + 1)!
∣∣∣∣∣ds
]
 1
2
σ 2n+1 K˜1EQ ,x
[ T∫
t
(|Xs|2 ∨ 1)ds
]
 1
2
σ 2n+1 K˜1T
(
EQ ,x
[∣∣XT ∣∣2]+ 1)
 1
2
σ 2n+1 K˜1T
(
4EQ ,x
[|XT |2]+ 1) := Kn+1.
Here, the notation K˜1 = K1 supk Dk and XT =max0tT Xt , and the Doob’s L2 maximal inequality were used.
We note that, although option’s payoff function is not smooth, the above estimation is still valid for weak derivatives
since our estimation is based on expectation. 
From now on, we check the error estimates for exotic (barrier and lookback) options. We do a barrier option case ﬁrst.
Theorem 5.3. Let Cb(t, x) be the European barrier (up-and-out) call option price with barrier B and Cbi (t, x)’s be given as in Theo-
rem 3.1. Then there exists a positive constant K such that for each n = 0,1,2, . . . there exists a positive constant K such that∣∣∣∣∣Cb(t, x) −
i=n∑
i=0
 iCbi (t, x)
∣∣∣∣∣ Kn+1.
Proof. Arguments are basically the same as the ones in the vanilla call option case (Theorem 5.2) except the probabilistic
representation of the error term E(t, z). In the present barrier option case, it is replaced by
E(t, z) = EQ ,x
[
−
T∫
t
e−r(T−s)
i=n−1∑
i=0
Gi(s, ln Xs)ds1{XT <B}
]
.
Particularly, the obvious fact 1{XT <B}  1 makes it unnecessary to repeat the arguments. 
Next, we check the error estimate for the lookback option case.
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there exists a positive constant K such that for each n = 0,1,2, . . . there exists a positive constant K such that∣∣∣∣∣Cl(t, x) −
i=n∑
i=0
 iCli(t, x)
∣∣∣∣∣ Kn+1.
Proof. Using the notation u(t, z, x) with z = ln x and its asymptotic expansion in the proof of Theorem 4.1 and
un
(
t, z, x
)= i=n∑
i=0
 iui
(
t, z, x
)
,
let us deﬁne
E(t, z, x)= u(t, z, x)− un(t, z, x).
Then
LE
(
t, z, x
)= −Lun(t, z, x).
One can obtain the (probabilistic) integral representation of E(t, z, x) similarly to Theorem 5.2 as follows
E(t, x, x)= EQ
[
−
T∫
t
e−r(T−s)
n−1∑
k=0
Gk
(
s, ln
Xs
Xs
, Xs
)
ds
∣∣∣ Xt = x, Xt = x
]
,
where
Gk
(
t, z, x
)= −1
2
σ 2k
∞∑
i=n−k+1
(−)i(ln x + z)i
i!
(
∂2Ck
∂z2
− ∂Ck
∂z
)
.
Using the identity ln Xs + ln( XsXs ) = ln Xs and the Doob’s L2 maximal inequality, therefore, one can ﬁnally obtain the
estimate∣∣E(t, x, x)∣∣ K˜n+1
for some constant K˜ (similarly to the proof of Theorem 5.2). Then the desired constant K is just K˜ multiplied by the
maximum of Xt over the time horizon [0, T ]. 
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