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Abstract
In this paper our first goal is to give precise definition of the Le´vy bridges with random
length. Our second task is to establish the Markov property of this process with respect to
its completed natural filtration and thus with respect to the usual augmentation of this one.
This property will be crucial for the right-continuity of completed natural filtration.
Keywords: Le´vy processes, Le´vy bridges, Markov Process, Bayes Theorem, Transition prob-
ability density.
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1 Introduction
A bridge with deterministic length is a stochastic process obtained by conditioning a known
process to start from an initial point at time 0 and to arrive to some fixed point z at a fixed future
time r > 0. For example Brownian, Gamma, Gaussian, Le´vy and Markov bridges, see [8], [9], [10],
[12] and [14]. It should be mentioned that Brownian, Gamma and Gaussian bridges have simple
explicit pathwise constructions whereas for general Le´vy and Markov bridges special considerations
are needed. This stems from the specific characteristics of their laws. We refer to the paper [10]
for a general discussion on the construction of bridges for Markov process.
Recently, using pathwise representations of bridges with deterministic length, Bedini et al. [3]
and Erraoui et al. [6] and [7] introduced the Brownian, Gaussian and Gamma bridges with random
length using randomization approach. That is to substitute the deterministic time r with the values
of a random time τ . A natural question arise: How to define the Le´vy bridge with random length
τ?
In this paper we give the definition of the Le´vy bridge with a random length τ . Our approach
to do is as follows: conditionally on the event τ = r, the law of the Le´vy bridge with a random
length τ is none other than that of the Le´vy bridge with deterministic length r. This will allow us
to construct the law of Le´vy bridge with a random length τ by integrating the above conditional
law with respect to the law of τ .
For this, following the approach given in [10] for the construction of a deterministic length bridge
r, we will need the transition probability densities of the Le´vy process. Moreover, for reasons of
integrability, we should know the asymptotic behavior of these probability densities. This led us
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to suppose the integrability condition of the characteristic function, introduced by Sharpe in [26]
and used in several works, see for example [5]. It should be noted that under Sharpe’s condition
we have both the existence and the asymptotic behavior of the probability densities, see [19].
Once the construction is done, our investigation focuses on the Markov property with respect
to both filtrations, namely the completed natural filtration of the Le´vy bridge and it’s usual
augmentation. The latter is the smallest filtration containing the natural filtration and satisfying
the usual hypotheses of right-continuity and completeness. In order to accomplish the goal, we
shall impose the condition that, away from the origin, the densities remain uniformly bounded as
t goes to 0. We recall that this kind of condition was proved in several works, see [16] and [21]
and recently used in [11] and [20] to derive a small-time polynomial expansion for the transition
density of a Le´vy process. As an important consequence of the Markov property we derive the
right continuity of the the completed natural filtration, which means that both filtrations coincide.
In Section 2, we present a brief introduction to Le´vy processes, a note on the existence of
transition probability densities for Le´vy processes, and some useful properties of the Le´vy bridge
with deterministic length r, which will be used throughout the paper. In section 3, we first define
the bridge with random length τ and we consider the stopping time property of τ with respect to
the completed natural filtration of the former. We also clarify that the bridge with random length
inherits the Markov property from its associated bridge with deterministic length. In the last
section we will give some examples, more precisely classes of Le´vy processes whose characteristic
exponent behaves as in the symmetric stable Le´vy case.
The following notations will be used throughout the paper: For a complete probability space
(Ω,F ,P), Np denotes the collection of P-null sets. If θ (resp. X) is a random variable (resp.
stochastic process), then Pθ (resp. PX) denotes the law of θ (resp. of X) under P. If E is a
topological space, then the Borel σ-algebra over E will be denoted by B(E). The characteristic
function of a set A is written IA. The symmetric difference of two sets A and B is denoted by
A∆B. The Skorohod space D∞ of right continuous functions with left limits (ca`dla`g) from [0,+∞[
to R. Finally for any process Y = (Yt, t ≥ 0) on (Ω,F ,P), we define by:
(i) FY =
(
FYt := σ(Ys, s ≤ t), t ≥ 0
)
the natural filtration of the process Y .
(ii) FY,c =
(
FY,ct := FYt ∨ NP , t ≥ 0
)
the completed natural filtration of the process Y .
(iii) FY,c+ =
(
FY,c
t+
:=
⋂
s>t
FY,cs = FYt+ ∨ NP , t ≥ 0
)
the smallest filtration containing FY and
satisfying the usual hypotheses of right-continuity and completeness.
2 Le´vy bridges with deterministic length
This part summarizes a few well-known results about one-dimensional Le´vy processes and the
existence of its probability densities. Further details can be found in Bertoin [2] and Sato [24].
2.1 Absolute continuity of Le´vy processes
A real-valued stochastic process X = {Xt, t ≥ 0} defined on (Ω,F ,P) is said to be a Le´vy process
if it possesses the following properties:
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(i) The paths of X are P-almost surely right continuous with left limits.
(ii) P(X0 = 0) = 1.
(iii) For 0 ≤ s ≤ t, Xt −Xs is equal in distribution to Xt−s.
(iv) For 0 ≤ s ≤ t, Xt −Xs is independent of {Xu : u ≤ s}.
The law of Xt is specified via its characteristic function given by
E[exp(iuXt)] = exp(tψ(u)), u ∈ R, t ≥ 0.
The function ψ is known as the characteristic exponent of the process X . The explicit form of the
characteristic exponent is given through the well-known Le´vy-Khintchine formula:
ψ(u) = iud− u
2b
2
+
∫
R
(
exp(iux)− 1− iuxI{|x|<1}
)
ν(dx), (2.1)
where d ∈ R, b ∈ R+ and ν is a measure concentrated on R∗, called the Le´vy measure, satisfying∫
R
(x2 ∧ 1)ν(dx) <∞.
The Kolmogorov-Daniell theorem allows us to see that the finite-dimensional distributions of X
induce a probability measure PX on the Skorohod space D∞. On the other hand, it is well-known
that any Le´vy process can be realized as the coordinate process on the Skorohod space D∞ as
follows:
Zt(w) = w(t) for w ∈ D∞ the canonical process of the coordinates, G := σ (Zs, s ≥ 0) with
Gt := σ (Zu, 0 ≤ u ≤ t) , t ≥ 0, for the canonical filtration generated by Z, and PX is the probability
measure on (D∞,G). Then Z is a Le´vy process with the same distribution as X on (Ω,F ,P). So
we will regard each Le´vy process as a probability measure on the Skorokhod space D∞ and vice
versa.
Many papers are devoted to the sufficient conditions under which the probability law PXt(dx)
is absolutely continuous with respect to Lebesgue measure, see Sato [24], Sharpe [26], Tucker [27],
and Hartman and Wintner [15]. From now on, we suppose that the process X is a symmetric Le´vy
process satisfying Sharpe’s condition:
Assumption 2.1. exp(tψ) is integrable for any t > 0.
We note that the characteristic exponent ψ is real-valued since X is symmetric. Under As-
sumption 2.1 for each t > 0 the law PXt is known to be absolutely continuous with a bounded
jointly continuous density ft(.) on (0,∞)× R given by
ft(x) = (2π)
−1
∫
R
exp(ixy) exp(tψ(y)) dy, x ∈ R. (2.2)
Furthermore, by independence and homogeneity of the increments, the transition probabilities of
X can be taken
Pt(x, dy) = ft(y − x)dy. (2.3)
Therefore the Chapman-Kolmogorov identity
fs+t(x) =
∫ +∞
−∞
ft(x− y)fs(y)dy (2.4)
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holds for every s, t > 0 and x, y ∈ R. In this case, given x0 = t0 = 0, the finite-dimensional
distributions are given by
P(Xt1 ∈ dx1, . . . , Xtn ∈ dxn) =
n∏
i=1
fti−ti−1(xi − xi−1) dxi, (2.5)
for every n ∈ N, 0 < t1 < t2 < ... < tn, and (x1, x2, ..., xn) ∈ Rn.
Unfortunately, neither the density function ft nor its distribution function P(Xt ≤ y) are
explicitly given in many cases and therefore it is natural that the asymptotic behaviour of ft is
given in terms of the characteristic exponent ψ. This result is established first in [25] for one
dimension and in [19] for the n-dimensional case. Before the statement we need some notations.
For each x ∈ R, we shall denote by Px (resp., Ex), the measure corresponding to the process
{x+Xt, t ≥ 0} under P (resp., the expectation under Px). Also let us note that under Assumption
2.1 we have
0 < ft(0) = (2π)
−1|| exp(tψ)||L1(R) <∞, for all t > 0. (2.6)
Proposition 2.1. The following limits exist locally uniformly for all x ∈ R :
lim
t−→∞
Ex[g(Xt)]
|| exp(tψ)||L1 = (2π)
−1
∫
R
g(z)dz, for all g ∈ L1(R), (2.7)
lim
t−→∞
ft(x)
ft(0)
= 1. (2.8)
The following corollary is needed in very few places in the sequel.
Corollary 2.2. The following limits exist locally uniformly for all x ∈ R :
(i) lim
r−→∞
fr−t(x)
fr(0)
= 1, for all t ≥ 0, (2.9)
(ii) lim
r−→∞
fr−t(z − x)
fr(z)
= 1, for all t ≥ 0, (2.10)
for any z ∈ R such that 0 < ft(z) <∞, for all t > 0.
Proof. In order to prove (2.9) it is sufficient, with the help of (2.8), to show that
lim
r−→∞
fr−t(0)
fr(0)
= 1, (2.11)
which is equivalent to
lim
r−→∞
fr+t(0)
fr(0)
= 1. (2.12)
Now the Chapman-Kolmogorov identity (2.4) gives
fr+t(0) = E[ft(−Xr)].
Using (2.6), (2.7) and the fact that ft is a probability density function we obtain (2.9). By the
same way we get (2.10).
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2.2 Le´vy bridges of deterministic length
Let r > 0 and z ∈ R such that
0 < fr(z) <∞. (2.13)
We emphasize that this condition is satisfied for z in the interior of the support of the law PXt , cf
Sharpe [26].
A Le´vy bridges from 0 to z of deterministic length r > 0 is a Le´vy process conditioned to
start at 0 end at z at the given time r, provided that such a process exists. Markovian bridges, in
particular Le´vy bridges, were first constructed in [18] using the convergence criteria for processes
with exchangeable increments of [17], then afterwards in [10] under duality hypothesis and recently
in [5] under the Assumption 2.1.
Since PXt(dx) = ft(x) dx then using Tonelli’s theorem we obtain∫
R
h(x)Ex (g(Xt)) dx =
∫
R
g(x)Ex (h(−Xt)) dx,
for all t > 0 and all positive measurable functions g and h. This means that there is a second right
process Xˆ with ca`dla`g paths in duality with X relative to the Lebesgue measure. In other words,
the semigroups (Pt)t≥0 of X , Pt(g)(x) := Ex (g(Xt)), and (Pˆt)t≥0 of Xˆ , Pˆt(h)(x) := Ex (h(−Xt)),
are related by ∫
R
h(x)Pt(g)(x) dx =
∫
R
g(x) Pˆt(h)(x) dx. (2.14)
Moreover, it is easy to see that the transition probabilities of Xˆ is given by
Pˆt(x, dy) = ft(x− y)dy.
See [10], [13] and [28] for a detailed account.
Now putting (2.3), (2.4) and (2.14) together we may apply Proposition 1 in [10] to conclude that
there exists a Le´vy bridge, Xr,z = {Xr,zt , 0 ≤ t ≤ r}, from 0 to z of length r > 0 associated with the
Le´vy process X . The process Xr,z thus constructed can be realized as the coordinate process on
the Skorohod space Dr of ca`dla`g functions from [0, r] to R. Furthermore, it is a non-homogeneous
strong Markov process with transition densities given by
P(Xr,zu ∈ dy|Xr,zt = x) =
fu−t(y − x)fr−u(z − y)
fr−t(z − x) dy, 0 ≤ t < u < r. (2.15)
Consequently, the finite-dimensional densities of {Xr,z, 0 < t < r} exist and, given x0 = t0 = 0, for
every n ∈ N, 0 < t1 < t2 < ... < tn < r, and (x1, x2, ..., xn) ∈ Rn, we have
P(Xr,zt1 ∈ dx1, . . . , Xr,ztn ∈ dxn) = ϕXr,zt1 ,...,Xr,ztn (x1, . . . , xn) dx1 . . . dxn,
where
ϕXr,zt1 ,...,X
r,z
tn
(x1, . . . , xn) =
fr−tn(z − xn)
fr(z)
n∏
i=1
fti−ti−1(xi − xi−1). (2.16)
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Remark 2.3. (i) The condition (2.13) is required to ensure that the ratio in (2.15) is well defined,
i.e., (2.13) is suffices to ensure that
y −→ fu−t(y −X
r,z
t )fr−u(z − y)
fr−t(z −Xr,zt )
is a well defined probability density function for almost every value of Xr,zt . Indeed, using the
Chapman-Kolmogorov identity (2.4), one can show
E
(∫
R
fu−t(y −Xr,zt )fr−u(z − y)
fr−t(z −Xr,zt )
dy
)
=
∫
R
∫
R
fu−t(y − x) fr−u(z − y)
fr−t(z − x) P(X
r,z
t ∈ dx) dy
=
∫
R
∫
R
fu−t(y − x) fr−u(z − y)
fr−t(z − x)
ft(x)fr−t(z − x)
fr(z)
dx dy
=
∫
R
fr−u(z − y)
fr(z)
∫
R
fu−t(y − x) ft(x) dx dy
=
1
fr(z)
∫
R
fr−u(z − y) fu(y) dy = 1.
Thus
P
(∫
R
fu−t(y −Xr,zt )fr−u(z − y)
fr−t(z −Xr,zt )
dy = 1
)
= 1.
(ii) In all that follows the process Xr,z is continued beyond time r with the constant value z.
We thereby identify {Xr,zt , t ≥ 0} with the process X˜r,z :=
{
Xr,zt I{t<r} + zI{t≥r}, t ≥ 0
}
.
3 Le´vy bridges with random length
In this section our first task is to define the Le´vy bridge ζz from 0 to z of random length τ . Then
we prove that the random time τ is a stopping time with respect to Fζ
z,c and we give the regular
conditional distribution of τ and (τ, ζz. ) given the n-coordinate of ζ
z. Thereafter we show that
the process ζz is a non-homogeneous Markov process with respect to its completed natural filtra-
tion Fζ
z,c. Finally, under additional conditions, we prove that the filtration Fζ
z,c is right-continuous.
Definition 3.1. Let τ : (Ω,F ,P) 7−→ (0,+∞) be a strictly positive random time, with distribution
function F (t) := P(τ ≤ t), t ≥ 0. We say that a process ζz is the bridge from 0 to z of random
length τ derived from the Le´vy process X if the following are satisfied:
(i) 0 < fr(z) <∞ for Pτ almost every r.
(ii) The conditional distribution of ζz given {τ = r} is the law of the process Xr,z.
We denote by Z the set of z satisfying (i).
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Remark 3.2. (i) It should be noted, under Assumption 2.1, that 0 < ft(0) < ∞ for all t > 0, see
(2.6). Moreover, once again under Assumption 2.1, it follows from [26] that there exist a constant
c such that the set {(t, z) ∈ (0,+∞)× R : ft(z) > 0} is contained in the wedge {(t, z) : z > ct}.
This entails that c ∈ [−∞, 0[ and [0,+∞[ is contained in Z.
On the other hand, taking into account thatX satisfies assumption 2.1, if we assume in addition
that X is not a compound Poisson process and for all c ≥ 0, the process {|Xt − ct|, t ≥ 0} is not
a subordinator then it follows from [26] that
0 < ft(z) <∞, for all t > 0 and z ∈ R.
In this case Z is the whole R.
(ii) The process ζz can be realized as follows : Consider the probability space
(
Ω˜, F˜ , P˜
)
Ω˜ = D∞×]0,+∞[, F˜ = F ⊗ B (]0,+∞[) P˜ (dw, dr) = PXr,z(dw)Pτ(dr).
We write w˜ = (w, r) for the generic point of Ω˜. Now define
τ˜ (w˜) = r and ζ˜zt (w˜) = X
r,z
t (w), t ≥ 0.
Thus
P˜ (τ˜ ≤ t) = P(τ ≤ t), t ≥ 0,
and the conditional distribution of ζ˜z given {τ˜ = r} is the law PXr,z . Moreover the process thus
defined has a ca`dla`g paths and satisfies ζ˜zt = z when τ˜ ≤ t.
3.1 Weak continuity, stopping time property and conditional laws
We begin with the weak continuity of the the Le´vy bridge ζz with random length τ with respect
to its ending point z.
Theorem 3.3. The map z −→ Pζz is weakly continuous in the sense that the laws Pζz are weakly
continuous on D∞ with respect to z ∈ Z.
Proof. First recall that the bridge laws PXr,z on Dr are weakly continuous with respect to z. This
follows at once from Assumption 2.1, see Corollary 1 in [5]. Hence, if K is a compact set in Z,
it is easy to see that the family of laws (PX˜r,z)z∈K on D∞ are tight. So in order to establish the
weak convergence of PX˜r,z to PX˜r,z˜ as z tends to z˜ ∈ Z, we need to prove the finite dimensional
distributions convergence which is a simple consequence of Slutsky’s theorem. Now making the
identification Xr,z˜ = X˜r,z˜ we have
lim
z−→z˜
E[F (ζzt , t ≥ 0)] = lim
z−→z˜
∫
(0,∞)
E [F (ζzt , t ≥ 0)|τ = r] Pτ (dr)
= lim
z−→z˜
∫
(0,∞)
E [F (Xr,zt , t ≥ 0)] Pτ (dr)
=
∫
(0,∞)
E[(Xr,z˜t , t ≥ 0)]Pτ(dr)
= E[F (ζ z˜t , t ≥ 0)],
for every bounded continuous functional F on D∞ which ends the proof.
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In the next result we study the stopping time property of the random time τ with respect to
the completed natural filtration of ζz.
Proposition 3.4. For all t > 0, we have
P ({ζzt = z} △ {τ ≤ t}) = 0. (3.1)
Then τ is a stopping time with respect to Fζ
z,c and consequently it is a stopping time with respect
to Fζ
z,c
+ .
Proof. First we have {τ ≤ t} ⊆ {ζzt = z}. On the other hand, using the formula of total probability
and the assertion (ii) of Definition 3.1, we obtain
P(ζzt = z, t < τ) =
∫
(t,+∞)
P(ζzt = z|τ = r)Pτ (dr)
=
∫
(t,+∞)
P(Xr,zt = z)Pτ (dr)
= 0.
The latter equality uses the fact that the distribution of Xr,zt is absolutely continuous with respect
to Lebesgue measure for all r > t > 0. Thus P ({ζzt = z} △ {τ ≤ t}) = 0. It follows that the event
{τ ≤ t} belongs to F ζzt ∨ NP , for all t ≥ 0. Hence τ is a stopping time with respect to Fζz,c and
consequently it is also a stopping time with respect to Fζ
z ,c
+ .
In order to determine the conditional law of the random time τ given (ζzt1, . . . , ζ
z
tn
) we will use
the following
Proposition 3.5. Let n ∈ N∗ and 0 = t0 < t1 < t2 < ... < tn such that F (t1) > 0. Let
g : R+ −→ R be a Borel function satisfying E[|g(τ)|] < +∞. Then, P-a.s., we have
E[g(τ)|ζzt1 , . . . , ζztn ] =
∫
(0,t1]
g(r)
F (t1)
Pτ (dr) I{ζt1=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
g(r)Υk(r, ζ
z
tk
)Pτ (dr) I{ζztk 6=z,ζ
z
tk+1
=z}
+
∫
(tn,+∞)
g(r)Υn(r, ζ
z
tn
)Pτ (dr) I{ζztn 6=z}. (3.2)
Here the functions Υk and Υn are defined by
Υk(r, x) :=
φ(r, tk, x)∫
(tk ,tk+1]
φ(r, tk, x)Pτ (dr)
, r ∈ (tk, tk+1], x ∈ R, k = 1, . . . , n− 1, (3.3)
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and
Υn(r, x) :=
φ(r, tn, x)∫
(tn,+∞)
φ(r, tn, x)Pτ (dr)
, r ∈ (tn,+∞), x ∈ R, (3.4)
where
φ(r, t, x) :=
fr−t(z − x)
fr(z)
I{t<r}, r > 0, t > 0, x ∈ R. (3.5)
Proof. It follows from the Definition (3.1) that, for B1, B2, . . . , Bn ∈ B(R), we have
P
(
(ζzt1 , . . . , ζ
z
tn
) ∈ B1 × . . .× Bn|τ = r
)
= P
(
(Xr,zt1 , . . . , X
r,z
tn ) ∈ B1 × . . .× Bn
)
=
n∏
k=1
δz(Bk)I{r≤t1} +
n−1∑
k=1
PXr,zt1 ,...,X
r,z
tk
(B1 × . . .× Bk)
n∏
j=k+1
δz(Bj)I{tk<r≤tk+1}
+PXr,zt1 ,...,X
r,z
tn
(B1 × . . .× Bn) I{tn<r}
=
∫
B1×...×Bn
qt1,...,tn(r, x1, . . . , xn)µ(dx1, . . . , dxn).
Here the function qt1,...,tn is a nonnegative and measurable in the (n+1) variables jointly given by
qt1,...,tn(r, x1, . . . , xn) =
n∏
k=1
I{z}(xk) I{r≤t1}
+
n−1∑
k=1
ϕXr,zt1 ,...,X
r,z
tk
(x1, . . . , xk)
k∏
j=1
I{xj 6=z}
n∏
j=k+1
I{z}(xj) I{tk<r≤tk+1}
+ϕXr,zt1 ,...,X
r,z
tn
(x1, . . . , xn)
n∏
j=1
I{xj 6=z}I{tn<r}
and µ(dx1, dx2, . . . , dxn) is a σ-finite measure on R
n given by
µ(dx1, dx2, . . . , dxn) =
n⊗
k=1
δz(dxk)
+
n−1∑
k=1
λ (dx1, . . . , dxk)
⊗ n⊗
j=k+1
δz(Bj)
+λ (dx1, . . . , dxk) .
We get from Bayes formula
E[g(τ)|ζzt1 , . . . , ζztn ] =
∫
(0,+∞)
g(r)qt1,...,tn(r, ζ
z
t1
, . . . , ζztn)Pτ (dr)∫
(0,+∞)
qt1,...,tn(r, ζ
z
t1
, . . . , ζztn)Pτ (dr)
.
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By a simple integration we find∫
(0,+∞)
g(r)qt1,...,tn(r, ζ
z
t1
, . . . , ζztn)Pτ (dr) =
∫
(0,t1]
g(r)Pτ(dr)I{ζzt1=z,...,ζ
z
tn
=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
g(r)ϕXr,zt1 ,...,X
r,z
tk
(
ζzt1 , . . . , ζ
z
tk
)
Pτ (dr)I{ζzt1 6=z,...,ζ
z
tk
6=z,ζztk+1
=z,...,ζztn=z}
+
∫
(tn,+∞)
g(r)ϕXr,zt1 ,...,X
r,z
tn
(
ζzt1, . . . , ζ
z
tn
)
Pτ (dr)I{ζzt1 6=z,...,ζ
z
tn
6=z},
and ∫
(0,+∞)
q(r, ζzt1 , . . . , ζ
z
tn
)Pτ (dr) = F (t1)I{ζzt1=z,...,ζ
z
tn
=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
ϕXr,zt1 ,...,X
r,z
tk
(
ζzt1 , . . . , ζ
z
tk
)
Pτ (dr)I{ζzt1 6=z,...,ζ
z
tk
6=z,ζztk+1
=z,...,ζztn=z}
+
∫
(tn,+∞)
ϕXr,zt1 ,...,X
r,z
tn
(
ζzt1 , . . . , ζ
z
tn
)
Pτ (dr)I{ζzt1 6=z,...,ζ
z
tn
6=z}.
Using the fact that {ζzti = z} ⊂ {ζztj = z} for j ≥ i, we obtain
E[g(τ)|ζzt1 , . . . , ζztn ] =
∫
(0,t1]
g(r)
F (t1)
Pτ (dr)I{ζzt1=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
g(r)
ϕXr,zt1 ,...,X
r,z
tk
(
ζzt1 , . . . , ζ
z
tk
)
∫
(tk ,tk+1]
ϕXs,zt1 ,...,X
s,z
tk
(
ζzt1 , . . . , ζ
z
tk
)
Pτ (ds)
Pτ (dr)I{ζztk 6=z,ζ
z
tk+1
=z}
+
∫
(tn,+∞)
g(r)
ϕXr,zt1 ,...,X
r,z
tn
(
ζzt1 , . . . , ζ
z
tn
)
∫
(tn,+∞)
ϕXs,zt1 ,...,X
s,z
tn
(
ζzt1 , . . . , ζ
z
tn
)
Pτ (ds)
Pτ (dr)I{ζztn 6=z}.
Now for k = 1, ..., n− 1 we use (2.16) to see that
ϕXr,zt1 ,...,X
r,z
tk
(x1, . . . , xk)∫
(tk ,tk+1]
ϕXs,zt1 ,...,X
s,z
tk
(x1, . . . , xk)Pτ (ds)
=
fr−tk(z − xk)
fr(z)∫
(tk ,tk+1]
fs−tk(z − xk)
fs(z)
Pτ (ds)
= Υk(r, xk),
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and
ϕXr,zt1 ,...,X
r,z
tn
(x1, . . . , xn)∫
(tn,+∞)
ϕXs,zt1 ,...,X
s,z
tn
(x1, . . . , xn)Pτ (ds)
=
fr−tn(z − xn)
fr(z)∫
(t,+∞)
fs−tn(z − xn)
fs(z)
Pτ (ds)
= Υn(r, xn).
Combining all this leads to the formula (3.2).
Corollary 3.6. The conditional law of the random time τ given ζzt1 , . . . , ζ
z
tn
is given by
Pτ |ζzt1=x1,...,ζ
z
tn
=xn (x1, . . . , xn, dr) =
1
F (t1)
I{x1=z} I(0,t1](r)Pτ(dr)
+
n−1∑
k=1
Υk(r, xk) I{xk 6=z,xk+1=z} I(tk ,tk+1](r)Pτ(dr)
+Υn(r, xn) I{xn 6=z} I(tn,+∞)(r)Pτ(dr). (3.6)
3.2 Markov property with respect the natural filtration
Now the main objective is to prove that ζz is a Markov process with respect its natural filtration
F
ζz . In order to reach this goal, we first need the expression of the conditional law of ζzt , for
t > 0, with respect to the past n values of ζz before time t. On a more general note, we give the
conditional law of (τ, ζz. ) with respect to past n values of ζ
z before time t which is the content of
Proposition 3.7. Let n ∈ N∗ and 0 = t0 < t1 < t2 < ... < tn < u such that F (t1) > 0. Let g be a
bounded measurable function defined on (0,+∞)× R. Then, P-a.s., we have
E[g(τ, ζzu)|ζzt1, . . . , ζztn ] =
∫
(0,t1]
g(r, z)
F (t1)
Pτ (dr)I{ζt1=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
g(r, z)Υk(r, ζ
z
tk
)Pτ (dr)I{ζztk 6=z,ζ
z
tk+1
=z}
+
∫
(tn,u]
g(r, z)Υn(r, ζ
z
tn
)Pτ (dr)I{ζztn 6=z}
+
∫
(u,+∞)
Gtn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ (dr) I{ζztn 6=z}. (3.7)
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Here, for all 0 < t < u < r, the function Gt,u is defined by
Gt,u(r, x) := E[g(r,X
r,z
u )|Xr,zt = x]
=
∫
R
g(r, y)
fu−t(y − x)fr−u(z − y)
fr−t(z − x) dy. (3.8)
In particular when g is defined on R we have the following
E[g(ζzu)|ζzt1 , . . . , ζztn] = g(z)
(
I{ζztn=z}
+
∫
(tn,u]
Υn(r, ζ
z
tn
)Pτ (dr)I{ζztn 6=z}
)
+
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ (dr) I{ζztn 6=z}, (3.9)
where, for all t < u < r, the function Kt,u is given by
Kt,u(r, x) := E[g(X
r,z
u )|Xr,zt = x]
=
∫
R
g(y)
fu−t(y − x)fr−u(z − y)
fr−t(z − x) dy. (3.10)
Proof. First we split E[g(τ, ζzu)|ζzt1, . . . , ζztn] as follows
E[g(τ, ζzu)|ζzt1 , . . . , ζztn] = E[g(τ, z)I{τ≤tn}|ζzt1 , . . . , ζztn ]
+E[g(τ, z)I{tn<τ≤u}|ζzt1 , . . . , ζztn ]
+E[g(τ, ζzu)I{u<τ}|ζzt1 , . . . , ζztn].
We obtain from Proposition (3.5) that
E[g(τ, z)I{τ≤tn}|ζzt1, . . . , ζztn] =
∫
(0,t1]
g(r, z)
F (t1)
Pτ (dr)I{ζzt1=z}
+
n−1∑
k=1
∫
(tk ,tk+1]
g(r, z)Υk(r, ζ
z
tk
)Pτ (dr)I{ζztk 6=z,ζ
z
tk+1
=z},
and
E[g(τ, z)I{tn<τ≤u}|ζzt1 , . . . , ζztn ] =
∫
(tn,u]
g(r, z)Υn(r, ζ
z
tn
)Pτ (dr)I{ζztn 6=z}.
Next we show that
E[g(τ, ζzu)I{u<τ}|ζzt1 , . . . , ζztn] =
∫
(u,+∞)
Gtn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ(dr) I{ζztn 6=z}. (3.11)
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Indeed, since Xr,z is a Markov process then for a bounded Borel function h we have
E[g(τ, ζzu)I{u<τ}h
(
ζzt1 , . . . , ζ
z
tn
)
] =
∫
(u,+∞)
E[g(r,Xr,zu )h(X
r,z
t1
, . . . , Xr,ztn )]Pτ (dr)
=
∫
(u,+∞)
E[E[g(r,Xr,zu )|Xr,ztn ]h(Xr,zt1 , . . . , Xr,ztn )]Pτ (dr).
Using (3.8), for tn < u < r, we get
E[g(τ, ζzu)I{u<τ}h(ζ
z
t1
, . . . , ζztn)] =
∫
(u,+∞)
E[Gtn,u(r,X
r,z
tn
)h(Xr,zt1 , . . . , X
r,z
tn
)]Pτ (dr)
= E[Gtn,u(τ, ζ
z
tn
)I{u<τ}h(ζ
z
t1
, . . . , ζztn)].
It follows from Proposition (3.5) that for every (x1, . . . , xn) ∈ Rn, we have
E[Gtn,u(τ, ζ
z
tn
)I{u<τ}|ζzt1 = x1, . . . , ζztn = xn] = E[Gtn,u(τ, xn)I{u<τ}|ζzt1 = x1, . . . , ζztn = xn]
=
∫
(u,+∞)
Gtn,u(r, xn) Υn(r, ζ
z
tn
)Pτ(dr) I{xn 6=z}.
This induces that
E[g(τ, ζzu)I{u<τ}h(ζ
z
t1
, . . . , ζztn)] =
E
(∫
(u,+∞)
Gtn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ(dr) I{ζztn 6=z}h(ζ
z
t1
, . . . , ζztn)
)
.
Hence the formula (3.11) is proved and then the proof of the proposition is completed.
To obtain (3.9), we use (3.7) with the facts that {ζzti = z} ⊂ {ζztj = z} for j ≥ i and∫
(tk ,tk+1]
Υk(r, ζ
z
tk
)Pτ (dr) = 1
for k = 1, . . . , n− 1.
Remark 3.8. We can derive easily two main facts from (3.9). The first one is
E[g(ζzu)|ζztn] = g(z)
(
I{ζztn=z}
+
∫
(tn,u]
Υn(r, ζ
z
tn
)Pτ (dr)I{ζztn 6=z}
)
+
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ(dr) I{ζztn 6=z}. (3.12)
The other thing is
E[g(ζzu)|ζzt1, . . . , ζztn] = E[g(ζzu)|ζztn ]. (3.13)
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Our next task to establish the markov property of ζ with respect to its natural filtration.
Theorem 3.9. The Le´vy bridge ζz of random length τ is an Fζ
z
-Markov process with transition
law given by
P(ζzu ∈ dy|ζzt = x) =
[
I{x=z}I{y=z} +
∫
(t,u]
φ(r, t, x)∫
(t,+∞)
φ(r, t, x)Pτ (dr)
Pτ (dr) I{x 6=z}I{y=z}
+ fu−t(y − x)
∫
(u,+∞)
φ(r, u, y)∫
(t,+∞)
φ(r, t, x)Pτ (dr)
Pτ (dr) I{x 6=z}I{y 6=z}
]
̺(dy), (3.14)
for 0 ≤ t < u, where ̺ is the measure defined on B(R) by
̺(dy) = δz(dy) + λ(dy). (3.15)
Proof. We need to prove that for all 0 ≤ t < u, and all measurable functions g such that g(ζzu) is
integrable, we have, P-a.s,
E[g(ζzu)|F ζ
z
t ] = E[g(ζ
z
u)|ζzt ].
First, we would like to mention that since ζz0 = 0 almost surely then it is easy to see that
E[g(ζzu)|F ζ
z
0 ] = E[g(ζ
z
u)|ζz0 ].
Using Theorem 1.3 in Blumenthal and Getoor [4] it suffices to prove that for all n ∈ N and
0 < t1 < t2 < . . . < tn < u, we have P-a.s.,
E[g(ζzu)|ζzt1 , . . . , ζztn] = E[g(ζzu)|ζztn] (3.16)
which is none other than (3.13). Now it is sufficient to write down (3.4) and (3.12) with t instead
of tn to conclude that, for all 0 < t < u,
E[g(ζzu)|ζzt ] = g(z)

I{ζzt =z} +
∫
(t,u]
φ(r, t, ζzt )∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr)I{ζzt 6=z}


+
∫
R
g(y) fu−t(y − ζzt )
∫
(u,+∞)
φ(r, u, y)∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr) dy I{ζzt 6=z}. (3.17)
Thereafter the conditional law of ζzu given ζ
z
t is given by
P(ζzu ∈ dy|ζzt = x) =
[
I{x=z}I{y=z} +
∫
(t,u]
φ(r, t, x)∫
(t,+∞)
φ(r, t, x)Pτ (dr)
Pτ (dr) I{x 6=z}I{y=z}
+ fu−t(y − x)
∫
(u,+∞)
φ(r, u, y)∫
(t,+∞)
φ(r, t, x)Pτ (dr)
Pτ (dr) I{x 6=z}I{y 6=z}
]
̺(dy),
where ̺ is the measure given by (3.15).
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Remark 3.10. (i) It is not hard to see that the Markov property can be extended to the com-
pleted filtration Fζ
z ,c.
(ii) It is clear that the transition density P(ζzu ∈ dy|ζzt = x) doesn’t depend only on u − t, then
the process ζz cannot be an homogeneous Fζ
z
-Markov process.
In the next proposition we give the conditional law of the random time τ with respect to the
past of the process ζz up to time t.
Proposition 3.11. Let t > 0. For each Borel function difined on (0,∞) such that E[|g(τ)|] < +∞
we have P-a.s.
E[g(τ)|F ζz,ct ] = g(τ ∧ t)I{ζzt=z} +
∫
(t,+∞)
g(r)
φ(r, t, ζzt )∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr) I{ζzt 6=z}. (3.18)
Proof. Obviously, we have
E[g(τ)|F ζz,ct ] = E[g(τ ∧ t)I{τ6t}|F ζ
z,c
t ] + E[g(τ ∨ t)I{t<τ}|F ζ
z,c
t ].
Now since g(τ ∧ t)I{τ6t} is F ζ
z,c
t -measurable then, P-a.s, one has
E[g(τ ∧ t)I{τ6t}|F ζz,ct ] = g(τ ∧ t)I{τ6t}
= g(τ ∧ t)I{ζzt=z}.
On the other hand it follows from the facts that ζz is a Markov process with respect to its completed
natural filtration and g(τ ∨ t)I{t<τ} is σ(ζzs , t ≤ s ≤ +∞) ∨ NP -measurable that P-a.s.
E[g(τ ∨ t)I{t<τ}|F ζz,ct ] = E[g(τ ∨ t)I{t<τ}|ζzt ].
Thus the result is deduced from (3.2) with t instead of tn.
Remark 3.12. Analogously, using the formula (3.7) and the Markov property of ζz, we obtain P-a.s.
E[g(τ, ζzu)|F ζ
z,c
t ] = g(τ ∧ t, z)I{ζzt =z} +
∫
(t,u]
g(r, z)
φ(r, t, ζzt )∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr) I{ζzt 6=z}
+
∫
R
∫
(u,+∞)
g(r, y) fu−t(y − ζzt )
φ(r, u, y)∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr) dy I{ζzt 6=z}, (3.19)
for each bounded measurable function g defined on (0,+∞)× R and 0 < t < u.
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3.3 The right continuity of the filtration F
ζz,c
+
We have established, in the previous section, the Markov property of ζz with respect to its com-
pleted natural filtration Fζ
z,c. In this section we are interested in the right-continuity of its com-
pleted natural filtration Fζ
z,c. We will need to impose the following condition on the transition
density ft of Xt:
Assumption 3.1. For any δ > 0 there exists some tˆ := tˆ (δ) > 0 such that
Cδ = sup
0<t<tˆ
sup
|x|>δ
|ft(x)| < +∞.
We will shed some light on this assumption. Clearly this condition is closely related to the
behavior of the transition density of the Le´vy process in a short time. Estimates of the transition
density of Le´vy processes have been the subject of a number of investigations. Le´andre [21] and
Ishikawa [16] were the first to show that the transition density behaves like a power of t when t
goes to 0, which leads to this assumption. To learn more about this condition we refer to the paper
of Figueroa-Lo´pez et al [11].
In order to be able to state the main result we need the following auxiliary result:
Lemma 3.13. Let u be a strictly positive real number and g be a bounded continuous function.
Assume that assumption (3.1) holds. Then, P-a.s., we have
(i) The function t 7−→ E[g(ζzu)|ζzt ] is right-continuous on ]0, u].
(ii) If, in addition, P(τ > ε) = 1 for some ε > 0. Then the function t 7−→ E[g(ζzu)|ζzt ] is
right-continuous at 0.
Proof. (i) Let t ∈]0, u] and (tn)n∈N be a decreasing sequence of real numbers converging to t. Our
goal is to show that
lim
n 7−→+∞
E[g(ζzu)|ζztn ] = E[g(ζzu)|ζzt ]. (3.20)
It follows from (3.1) and (3.12) that P-a.s.
E[g(ζzu)|ζztn] = g(z)
(
I{τ≤tn} +
∫
(tn,u]
Υn(r, ζ
z
tn
)Pτ (dr)I{tn<τ}
)
+
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ(dr) I{tn<τ}. (3.21)
It is clear from (3.17) that (3.20) holds true if the following two identities are satisfied P-a.s. on
{t < τ}:
lim
n−→+∞
∫
(tn,u]
Υn(r, ζ
z
tn
)Pτ (dr) =
∫
(t,u]
φ(r, t, ζzt )∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr), (3.22)
and
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lim
n−→+∞
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ (dr) =
∫
R
g(y) fu−t(y − ζzt )
∫
(u,+∞)
φ(r, u, y)∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
Pτ (dr) dy. (3.23)
We start by proving assertion (3.22). From (3.4) the left-hand side of (3.22) can be rewritten
as
∫
(tn,u]
Υn(r, ζ
z
tn
)Pτ (dr) =
∫
(tn,u]
φ(r, tn, ζ
z
tn
)Pτ (dr)∫
(tn,+∞)
φ(r, tn, ζ
z
tn
)Pτ(ds)
=
∫
(tn,u]
fr−tn(z − ζztn)
fr(z)
Pτ (dr)∫
(tn,+∞)
fr−tn(z − ζztn)
fr(z)
Pτ (dr)
.
Keeping in mind that hypothesis (2.1) leads to the joint continuity of the function (t, x) −→
ft(x) on (0,∞)× R, we conclude that the function
(t, r, x) −→ fr−t(z − x)
fr(z)
I{t<r}
defined on (0,+∞) × [0,+∞) × R\{z} is continuous. As the paths of ζz are ca`dla`g, we further
have P-a.s on {t < τ}
lim
n→+∞
fr−tn(z − ζztn)
fr(z)
I{tn<r} =
fr−t(z − ζzt )
fr(z)
I{t<r}. (3.24)
On the other hand assertion (ii) of Corollary 2.2 implies that
lim
r−→∞
fr−t(z − x)
fr(z)
= 1, (3.25)
locally uniformly in x. Then from assumption (3.1), the joint continuity of ft(x) and (3.25) we get
sup
(t,x)∈K,r>0
fr−t(z − x)
fr(z)
I{t<r} < +∞,
for any compact subset K of (0,+∞)× R\{z}. It results, P-a.s on {t < τ}, that
sup
n∈N,r>t
fr−tn(z − ζztn)
fr(z)
I{tn<r} < +∞. (3.26)
We conclude assertion (3.22) from the Lebesgue dominated convergence theorem.
Now let us prove (3.23). Let us first recall that
Ktn,u(r, ζ
z
tn
) =
∫
R
g(y)
fu−tn(y − ζztn)fr−u(z − y)
fr−tn(z − ζztn)
dy.
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Since g is bounded we deduce that Ktn,u(r, ζtn) is bounded. Moreover, as in Remark 2.3, the
function
y −→ fu−tn(y − ζ
z
tn
)fr−u(z − y)
fr−tn(z − ζztn)
is a well defined probability density function for almost every value of ζztn . This provides a sequence
of density functions that converge, P-a.s on {t < τ}, to the density function
y −→ fu−t(y − ζ
z
t )fr−u(z − y)
fr−t(z − ζzt )
.
It follows from Scheffe´’s lemma that
lim
n→+∞
Ktn,u(r, ζ
z
tn
) = Kt,u(r, ζ
z
t ),
P-a.s on {t < τ}. It is clear from (3.24) and (3.26) that Υn(r, ζztn) is bounded and
lim
n−→+∞
Υn(r, ζ
z
tn
) =
φ(r, t, ζzt )∫
(t,+∞)
φ(r, t, ζzt )Pτ (dr)
. (3.27)
It remains to apply the dominated convergence theorem to deduce (3.23). Thus assertion (i) is
proved.
(ii) Let us assume there exists ε > 0 such that P(τ > ε) = 1. Let (tn)n∈N be a decreasing
sequence converging to 0. Without loss of generality we assume tn <
ε
2
for all n ∈ N. Then it is
sufficient to verify that
lim
n→+∞
E[g(ζzu)|ζztn] = E[g(ζzu)|ζz0 ], P-a.s. (3.28)
Let us recall that
E[g(ζzu)|ζz0 ] = E[g(ζzu)] = g(z)F (u) +
∫
(u,+∞)
∫
R
g(y)
fr−u(z − y)fu(y)
fr(z)
dy Pτ (dr).
Now under the above considerations we have
E[g(ζzu)|ζztn] = g(z)
∫
(ε,u]
Υn(r, ζ
z
tn
)Pτ (dr) +
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ (dr).
So, in order to show (3.28) we have to prove that P-a.s,
lim
n−→+∞
∫
(ε,u]
Υn(r, ζ
z
tn
)Pτ (dr) = F (u), (3.29)
and
lim
n−→+∞
∫
(u,+∞)
Ktn,u(r, ζ
z
tn
)Υn(r, ζ
z
tn
)Pτ (dr) =
∫
(u,+∞)
∫
R
g(y)
fr−u(z − y)fu(y)
fr(z)
dy Pτ (dr). (3.30)
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Since the function (t, r, x) −→ fr−t(z − x)
fr(z)
is continuous on [0,
ε
2
]×[ε,∞[×R and, locally uniformly
in x, lim
r−→∞
fr−t(z − x)
fr(z)
= 1, then we have
lim
n→+∞
fr−tn(z − ζztn)
fr(z)
= 1, P-a.s
sup
n∈N,r>ε
fr−tn(z − ζztn)
fr(z)
< +∞.
We conclude assertions (3.29) and (3.30) from the Lebesgue dominated convergence theorem.
We now come to the main result of this section which is the Markov property of ζz with respect
to Fζ
z,c
+ and its consequence, namely the right-continuity of the completed natural filtration of ζ
z.
Theorem 3.14. Under assumption (3.1) we have
(i) The process ζz is a Markov process with respect to Fζ
z,c
+ .
(ii) The filtration Fζ
z,c satisfies the usual conditions of right-continuity and completeness. In
other words both filtrations Fζ
z,c and Fζ
z,c
+ are identical.
Proof. (i) Let us prove that ζz is an Fζ
z ,c
+ -Markov process, i.e.,
E[g(ζzu)|F ζ
z
t+] = E[g(ζ
z
u)|ζzt ],P-a.s., (3.31)
for all 0 ≤ t < u and for every bounded measurable function g. Without loss of generality we
may assume that the function g is continuous and bounded. Let (tn)n∈N be a decreasing sequence
converging to t. Since g is bounded, F ζz,ct+ =
⋂
n
F ζz,ctn and ζz is an Fζ
z
-Markov process then, P-a.s.,
we have
E[g(ζzu)|F ζ
z
t+] = lim
n 7−→+∞
E[g(ζzu)|F ζ
z,c
tn ]
= lim
n 7−→+∞
E[g(ζzu)|ζztn ].
To prove (3.31) we need to show, for all t ≥ 0, that
lim
n 7−→+∞
E[g(ζzu)|ζtn] = E[g(ζzu)|ζzt ],P-a.s. (3.32)
According to Lemma 3.13 the only case that remains to be proved is t = 0 with P(τ > 0) = 1. To
see this it is sufficient to show that F ζz,c0+ is P-trivial. This amounts to prove that F ζ
z
0+ is P-trivial,
since F ζz,c0+ = F ζ
z
0+ ∨NP .
To do so, first of all according to assertion (i) in Definition 3.1 there exists a set A ∈ B(0,+∞)
such that Pτ (A) = 0 and 0 < fr(z) < ∞ for all r ∈ (0,+∞) \ A. Let ε ∈ (0,+∞) \ A be fixed
and consider the stopping time τε = τ ∨ ε. Then it is easy to see that Pτε(A) = 0 and therefore
we have 0 < fr(z) <∞ for Pτε almost every r. Now let ζτε,zt be the Le´vy bridge from 0 to z with
random length τε. First observe that the sets (τε > ε) and (τ > ε) are equal and the same holds
true for(τε = r) and (τ = r) for every r > ε. Therefore the following equality of processes holds
ζτε,z· I(τ>ε) = ζ
z
· I(τ>ε).
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Then for each A ∈ F ζz0+ there exists B ∈ F ζ
τε,z
0+ such that
A ∩ (τ > ε) = B ∩ (τ > ε).
As P(τε > ε/2) = 1 then according to Lemma 3.13 the process ζ
τε,z
t is an F
ζ
τε,z
t ,c
+ -Markov process.
Thus F ζτε ,z0+ is P-trivial which implies that P(B) = 0 or 1. Consequently we obtain
P(A ∩ (τ > ε)) = 0 or P(A ∩ (τ > ε)) = P(τ > ε).
Now if P(A) > 0, then there exists ε ∈ (0,+∞) \ A such that P(A ∩ {τ > ε}) > 0. Therefore for
all 0 < ε′ ≤ ε we have
P(A ∩ (τ > ε′)) = P(τ > ε′).
Passing to the limit as ε′ goes to 0 yields P(A∩ (τ > 0)) = P(τ > 0) = 1. It follows that P(A) = 1.
(ii) It is sufficient to prove that for every bounded F ζz,ct+ -measurable Y we have P-a.s.,
E[Y |F ζz,ct+ ] = E[Y |F ζ
z,c
t ]. (3.33)
This is a consequence of the Markov property of ζz with respect to Fζ
z ,c
+ .
4 Examples
In this section we shall give some examples of Le´vy bridges with random length.
1. Stable process.
Symmetric α-stable processes XSα , with α ∈ (0, 1) ∪ (1, 2), are the class of Le´vy processes
whose characteristic exponents correspond to those of symmetric α-stable distributions. The
corresponding Le´vy measure is given by
dΛSα(s) =
(
1
|s|1+α 1 {s<0} +
1
s1+α
1 {s>0}
)
ds.
The characteristic exponent ΨΛSα has the form
ΨΛSα(u) = −|u|α, u ∈ R.
2. Tempered stable process.
Tempered stable processes belong to the class proposed by Rosinski (2007). They are Le´vy
processes with no Gaussian component and Le´vy density of the form:
dΛTSα (s) =
(
c−e
−λ
−
|s|
|s|1+α 1 {s<0} +
c+e
−λ+s
s1+α
1 {s>0}
)
ds
with parameters satisfy c− > 0, c+ > 0, λ− > 0, λ+ > 0, and 0 < α < 2. In particular, the
class considered if c+ = c− = c and λ+ = λ− = λ. The characteristic exponent ΨΛTSα is given
by
ΨΛTSα (u) = Γ(−α) c λα
[(
1− iu
λ
)α
+
(
1 + i
u
λ
)α
− 2
]
, u ∈ R.
For the stable and tempered stable processes the conditions (2.1) and (3.1) are satisfied, see
Remark 6.4 and Example 6.5 in [11].
20
3. Modified tempered stable process.
The modified tempered stable process is a Le´vy process with the Le´vy density given by
dΛMTSα (s) =
1
π
(
Kα+ 1
2
(|s|)
|s|α+ 12
1 {s<0} +
Kα+ 1
2
(s)
sα+
1
2
1 {s>0}
)
ds.
Here Kα+ 1
2
is the modified Bessel function of the second kind given by the following integral
representation
Kα+ 1
2
(s) =
1
2
(s
2
)α+ 1
2
∫ +∞
0
exp
(
−t− s
2
4t
)
t−α−
3
2 dt.
The characteristic exponent has the form
ΨΛMTSα (u) =
1√
π
2−α−
1
2 Γ(−α)[(1 + u2)α − 1], u ∈ R.
For additional details the reader may consult [22].
4. Normal inverse Gaussian process.
The Normal inverse Gaussian process is a Le´vy process with Le´vy measure given by
dΛNIG(s) =
K1(|s|)
π|s| ds,
where K1 is the modified Bessel function of the second kind with index 1. The characteristic
exponent is equal to
ΨΛNIG(u) =
(
1−
√
1 + u2
)
, u ∈ R.
For further results related to the Normal inverse Gaussian process see [1] and [23].
One can easily check that the conditions (2.1) and (3.1) are satisfied for both previous processes.
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