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Abstract: We discuss near-Hagedorn string thermodynamics in general spacetimes using
the formalism of the thermal scalar. Building upon earlier work by Horowitz and Polchinski,
we relate several properties of the thermal scalar field theory (i.e. the stress tensor and
U(1) charge) to properties of the highly excited or near-Hagedorn string gas. We apply
the formulas on several examples. We find the pressureless near-Hagedorn string gas in
flat space and a non-vanishing (angular) string charge in AdS3. We also find the thermal
stress tensor for the highly excited string gas in Rindler space.
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1 Introduction
The relevance and interpretation of the thermal scalar for string thermodynamics has been
a source of confusion in the past (see e.g. [1] and references therein). It has been known for
quite some time that the critical behavior of a Hagedorn system can be reproduced by a
random walk of the thermal scalar. This picture was made explicit in curved spacetimes in
[2][3]. These results show that thermodynamical quantities such as the free energy and the
entropy can be rewritten in terms of the thermal scalar. In this note we investigate whether
other properties of the near-Hagedorn string gas (the energy-momentum tensor and the
string charge) can be written in terms of the thermal scalar. This has been largely done
by Horowitz and Polchinski in [4] for the high energy behavior of the energy-momentum
tensor. Here we extend their analysis.
On a larger scale, we are interested in finding a suitable description to handle the long
highly excited strings that critical string thermodynamics predicts. The thermal scalar is
intimately related to this phase of matter though it is, in general, unclear precisely how.
In this note we report on some modest progress in this direction.
This paper is organized as follows.
In section 2 we rederive the final result of Horowitz and Polchinski in detail. We will provide
details and clarifications as we go along. Section 3 contains the extension to spacetimes
with non-zero Gτi metric components, necessary for computing components of the stress
tensor with mixed (time-space) components and for treating stationary spacetimes. In
section 4 we will extend the result to the canonical ensemble. Then in section 5 we will
provide the analogous result for the string charge. Section 6 contains some results on a
specific class of correlators. In section 7 we provide an interesting alternative derivation
of the same results using a second quantized (Green function) formalism which illustrates
some issues from a different perspective. We demonstrate the formulas in section 8 on
several examples: flat space, the AdS3 WZW model and Rindler spacetime. A summary
of the results is presented in section 9 and the appendix contains some supplementary
material.
2 Derivation of the Horowitz-Polchinski result
In [4], the authors consider long strings with self-interactions. This study was further
analyzed in [5]. As a byproduct in their calculations, they obtain an expression for the
energy-averaged stress tensor in terms of the thermal scalar. It is this result that we will
focus on in this note. We already emphasize that we will only be interested in the non-self-
interacting part of the stress tensor: interactions with a background are taken into account
but no self-interactions between the stringy fluctuations.
The spacetime energy-momentum tensor of a single string in a general background is given
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by1
Tµνl (x, t) = −
2√−G
δSl
δGµν(x, t)
=
1
2piα′
∫
Σ
d2σ
√
hhab∂aX
µ∂bX
ν δ
(D)((x, t)−Xρ(σ, τ))√−G(x, t) .
(2.1)
Note that from a worldsheet point of view this definition is problematic, since varying
the metric does not guarantee a conformal background. So although for classical string
theory this definition is useful, as soon as one considers the quantum theory we encounter
conceptual problems. This is why we shall continue fully from the spacetime (field theory)
point of view to rederive the result of [4].
The backgrounds we have in mind have no temporal dependence (∂0G
µν = 0). To proceed,
let us consider the Euclidean energy-momentum tensor (sourcing the Euclidean Einstein
equations):
Tµνe (x, τ) = −
2√
G
δSe
δGµν(x, τ)
. (2.2)
Instead of using the worldsheet non-linear sigma model (as in equation (2.1)), we focus on
the spacetime action of all string modes: the string field theory action. Then we restrict
this action to the sum of the non-interacting parts of the different string states, let us call
the resulting action Se.
2.1 The stress tensor as a derivative of the Hamiltonian
This free action Se
2 can be used to write down a corresponding (Lorentzian) Hamiltonian
Hl. First we wish to establish a relationship between the above Euclidean stress tensor
and the (non-interacting) string field theory Hamiltonian as
Tµνe (x)
?
= − 2√
G
δHl
δGµν(x)
. (2.3)
This statement does not hold as an operator identity in the full non-interacting string field
theory. Luckily, we only need it in suitable quantum expectation values.
We start by focusing on the thermal ensemble at temperature β.
The Euclidean stress tensor, averaged over β in time equals
Tµνe,β =
1
β
∫ β
0
dτTµνe (x, τ) =
1
β
∫ β
0
dτ
−2√
G
δSe
δGµν(x, τ)
. (2.4)
This averaging over β looks a bit funny, but it will turn out to be quite helpful.3 Note
though that the spacetimes that we consider are static (or stationary), implying a time-
independent stress tensor expectation value. So the averaging procedure is trivial in the
1The subscript l denotes the Lorentzian signature tensor, whereas a subscript e denotes the Euclidean
signature tensor. Also, to avoid any confusion, in this paper we will write 0 for the Lorentzian time index
and τ for the Euclidean time index.
2Or better, its Lorentzian signature counterpart.
3For black hole spacetimes on the other hand, the Euclidean manifold and the thermal manifold are
naturally identified and hence this integral over β is not that strange in that case.
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end.
We are interested in computing
Tr
(
Tµνe,βe
−βHl
)
, (2.5)
where we sum over the Fock space of free-string states. The Lorentzian Hamiltonian Hl
is a sum over the different field Hamiltonians present in the string spectrum. Due to the
integral over τ , we immediately obtain∫ β
0
dτTµνe (x, τ) =
−2√
G
δSthermal
δGµν(x)
, (2.6)
with Sthermal =
∫ β
0 dτLe, the string field theory action on the thermal manifold, restricted
to the quadratic parts (non-interacting). This action differs by Se only in the range of
the temporal coordinate. Important to note is that this action does not contain thermal
winding modes, since we only Wick-rotated the Lorentzian fields.
Note that in equation (2.6), we only vary Sthermal with respect to time-independent metric
variations. This result is elementary, consider for instance a general functional in two space
dimensions:
F =
∫
dx
∫
dyρ(x, y)L(x, y). (2.7)
Varying only with respect to y-independent configurations ρ(x), we obtain
δF
δρ(x)
=
∫
dyL(x, y). (2.8)
In general we can write for the (non-interacting) multi-string partition function:
Zmult = Tr
(
e−βHl
)
=
∫
[Dφa] e−Sthermal . (2.9)
This relation is obtained by writing down this equality for each string field separately. In
this formula φa labels all the different string fields with suitable (anti)periodic boundary
conditions around the thermal circle.4 As is well known, this identity also holds for operator
insertions. After some juggling with the above formulas, we immediately obtain
Tr
(
Tµνe,βe
−βHl
)
=
∫
[Dφa]Tµνe,βe−Sthermal (2.10)
=
2
β
√
G
δ
δGµν
∫
[Dφa] e−Sthermal (2.11)
= Tr
( −2√
G
δHl
δGµν
e−βHl
)
. (2.12)
As we noted before, the temporal average is actually irrelevant and we obtain
Tr
(
Tµνe e
−βHl
)
= Tr
( −2√
G
δHl
δGµν
e−βHl
)
. (2.13)
4Again we emphasize that no winding modes around the thermal circle are included at this stage: only
the string fields obtained by a Wick rotation of the theory.
– 4 –
This equality holds for any positive value of β (larger than βH). We can hence inverse
Laplace transform both sides of (2.13) and we obtain
Tr (Tµνe δ(Hl − E)) = Tr
( −2√
G
δHl
δGµν
δ(Hl − E)
)
, (2.14)
and this provides the microcanonical equivalent to (2.13). It is in this sense that we un-
derstand the equality (2.3) between stress tensor and Hamiltonian functional derivative to
the metric.
To make the above more concrete, we pause here and follow the same logic for a massless
complex scalar field. Suppose the Lorentzian spectrum of string fluctuations on some
manifold contains a massless complex scalar field. First we Wick-rotate the theory to write
down the Euclidean stress tensor that we wish to consider. Explicitly:
Se ∝
∫ +∞
−∞
dτ
∫
dV
√
GGµν∂µφ∂νφ
∗, (2.15)
Tµνe ∝ (∂µφ∂νφ∗ + (µ↔ ν))−
1
2
Gµν∂ρφ∂ρφ
∗. (2.16)
This stress tensor, as an operator in the canonical formalism, is averaged over Euclidean
time β and then inserted in the thermal trace as above:
Tr
(
Tµνe,βe
−βHl
)
=
∫
φ(x,τ)=φ(x,τ+β)
[Dφ] [Dφ∗]Tµνe,βe−
∫ β
0 dτ
∫
dV
√
GGµν∂µφ∂νφ∗ . (2.17)
The thermal action written down in the exponent is equal to Se, up to the different tempo-
ral integration. Then one applies the manipulations as above to extract the stress tensor
in terms of a metric derivative of the Hamiltonian and the result follows.
The extensions of this to other higher spin fields is straightforward and we hope the concrete
treatment of the scalar field provided some insight in this procedure: one does not need
the concrete form of the action nor the stress tensor: we only need the fact that the action
and stress tensor both are quadratic in the fields at the non-interacting level (allowing a
full decoupling of all fields) and a time-independent background.
In string theory we should finally sum this quantity over all the string fields present in the
Lorentzian spectrum.
2.2 Microcanonical stress tensor
Let us now compute this energy-momentum tensor when averaging over all (Lorentzian)
string states with fixed energy E, for very large E.5
〈Tµνe (x)〉E =
Tr [Tµνe (x)δ(Hl − E)]
Trδ(Hl − E) , (2.18)
5The concrete criterion for ‘very large’ will follow shortly.
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where the E outside the expectation value denotes the averaging over states with energy
E. We can rewrite this as
〈Tµνe (x)〉E =
2√
G(x)Trδ(Hl − E)
Tr
δ
δGµν(x)
θ(E −Hl) (2.19)
=
2√
G(x)Trδ(Hl − E)
δ
δGµν(x)
Trθ(E −Hl), (2.20)
where in the second line we used the Hellmann-Feynman theorem to extract the functional
derivative out of the expectation value. Now we evaluate the traces in the high energy
regime. Let us take as the density of string states
ρ(E) ∝ e
βHE
ED/2+1
, (2.21)
with D the number of non-compact dimensions. Such a density of states is quite general
and encompasses a wide class of Hagedorn systems [4]. The integral can be done6∫ E
dE˜
eβH E˜
E˜D/2+1
= −(−βH)D/2Γ(−D/2,−βHE) (2.22)
in terms of the incomplete Gamma function and for large E it behaves as
Γ(−D/2,−βHE) ∝ (−βHE)−D/2−1eβHE . (2.23)
This term carries the large E behavior of the integral and we obtain:∫ E
dE˜
eβH E˜
E˜D/2+1
≈ e
βHE
βHED/2+1
. (2.24)
Note that one still has a choice here: one can choose either one string state (thus considering
the single-string energy-momentum tensor as was done in [4]) or the entire string gas. The
only difference is in what we use for the density of states at energy E. The dominant (at
large E) part of both of these is actually the same (up to irrelevant prefactors or factors
of E in the denominator for D = 0). The interested reader is advised to take a closer
look at section 3 of [6], where the link between the single-string density of states and the
multi-string density of states is made explicit. Moreover the argument they presented in
making the link between ρsingle and ρmulti is independent of the background spacetime and
applies equally well to a general curved (stationary) spacetime. Further discussions (in
flat space) are given in [1][7]. From the above calculation we see that both yield the same
result:7
〈Tµνe 〉E ≈
2√
G
e−βHE
δ
δGµν
(
eβHE
βH
)
. (2.25)
6Only the large E part is taken into consideration. The lower boundary of the integral is left arbitrary.
7Note that the precise proportionality constant in (2.21) depends on the background fields. But taking
the functional derivative with respect to the metric of this term is always subdominant in the large E limit.
Hence, in the dominant contribution, the proportionality constant cancels immediately between numerator
and denominator of (2.18).
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Note that this is irrespective of the value of D, the number of non-compact dimensions.
We rewrite this as
〈Tµνe 〉E ≈
1
β2H
√
G
δβ2H
δGµν
(
E − 1
βH
)
≈ E
β2H
√
G
δβ2H
δGµν
(2.26)
where we consider energies E  1βH , which is the large E criterion alluded to at the start
of this subsection.
At this point, it is instructive to recall some of the salient properties of the thermal scalar.
This state is a singly wound state (around the thermal direction) on the thermal manifold
that becomes massless precisely at β = βH . At higher temperatures it becomes tachyonic.
Just as above, we only consider the non-interacting gas so we only need the propagator
part of the thermal scalar and no interactions with either itself or with other fluctuations.
It is this propagator part that fully determines the Hagedorn temperature, by considering
the eigenvalue problem associated to it. More in detail, suppose we are considering the
thermal scalar partition function:
Zth.sc. =
∫
[Dφ] e−Sth.sc. , (2.27)
where Sth.sc. contains only the quadratic parts of the field theory action of the thermal
scalar. This action can be rewritten (after integration by parts) in the form:
Sth.sc. ∼
∫
dV e−2Φ
√
GT ∗OˆT (2.28)
for some quadratic differential operator Oˆ. Then construct a complete set of eigenfunctions
of Oˆ as OˆTn = λnTn (normalized in the canonical way). Then it is immediate that
Zth.sc. = det
−1Oˆ, (2.29)
or in terms of the free energy βF ≈ −lnZth.sc.:
βF ≈ TrlnOˆ. (2.30)
The approximation arises in the above formulas because we are near the Hagedorn tem-
perature where the full thermal ensemble can be approximated by only the thermal scalar.
For instance for a discrete spectrum of Oˆ, we obtain
βF ≈
∑
n
lnλn (2.31)
and it is clear that if an eigenvalue approaches zero from above, it will dominate the free
energy. This is the mode of the thermal scalar that is the important one for the dominant
near-critical thermodynamics. This point is worth emphasizing in a slightly different way:
string theory reduces near the Hagedorn temperature to the most dominant mode of the
thermal scalar. Higher modes of the thermal scalar field theory are subdominant and can
– 7 –
Figure 1: Eigenvalue spectrum of the thermal scalar whose lowest eigenvalue λ0 gives
the dominant Hagedorn behavior of the thermal gas of strings. Higher eigenvalues are
subdominant, even to some lower eigenvalues of other thermal modes (such as for instance
the twice wound string state).
be just as subdominant as modes from thermal fields other than the thermal scalar. A
cartoon of this (for a discrete spectrum) is shown in figure 1. For the remainder of this
paper, our focus will be only on this lowest eigenmode and the dominant thermodynamic
behavior it entails.
Let us remark that this formula can be rewritten using the Schwinger proper time trick as
βF = −
∫ +∞
0
ds
s
Tre−sOˆ (2.32)
and it is this formula that is directly related to the worldsheet evaluation of the free energy
by the identification s = τ2, the imaginary part of the torus modulus [3].
The thermal scalar action determines the critical temperature βH by the condition that
for this value of the temperature, the lowest eigenvalue λ0 of the associated operator Oˆ is
precisely zero. The eigenmodes and -values of this operator are denoted as Tn and λn.
8
A concrete form of Oˆ will be given further on for the type II superstring, but for now we
remain more general.
So we have λ0(Gµν ,Φ, βH) = 0, where this equality holds for all backgrounds by definition.
βH is on its own still a function of the background fields. Taking the total functional
8At this point, we include the additional assumption that the spectrum of the thermal scalar wave
equation is discrete. If this is not the case, one should integrate out the continuous quantum numbers and
consider the resulting operator. The meaning of this statement can be given in the heat kernel language of
equation (2.32). Suppose we are interested in some operator Oˆ that includes a continuous quantum number
k. Then we can write schematically
Tre−sOˆ =
∑
n
∫
dkρn(k)e
−sλn(k) =
∑
n
f(n, s)e−sλ˜n (2.33)
where in the final line we integrated over k, the continuous quantum number and we extracted the dominant
large s exponential factor. The reasoning then applies if the lowest eigenvalue is left unchanged: λ0 = λ˜0,
and this for all metrics infinitesimally displaced from the metric of interest.
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derivative of
λ0(Gµν ,Φ, βH(Gµν ,Φ)) = 0 (2.34)
with respect to the metric, we obtain
δλ0
δGµν(x)
∣∣∣∣
Total
= 0 =
δλ0
δGµν(x)
+
∂λ0
∂β2
∣∣∣∣
β=βH
δβ2H
δGµν(x)
, (2.35)
which can be rewritten as
δβ2H
δGµν(x)
= −
δλ0
δGµν(x)
∂λ0
∂β2
∣∣∣
β=βH
. (2.36)
The variations of the eigenvalues are given by definition as:
δλn
δGµν(y)
=
δ
δGµν(y)
∫
dxe−2Φ
√
GT ∗nOˆTn =
δ
δGµν(y)
Sth.sc. [Tn] (2.37)
where the nth eigenmode Tn (of the thermal scalar eigenvalue equation) is used.
9 In the final
line we used a partial integration to relate the operator Oˆ (being the inverse propagator)
to the action Sth.sc. evaluated on the n
th eigenfunction.
Since the denominator in (2.36) is not x-dependent, after using these results in equation
(2.26) we arrive at the conclusion that
〈Tµνe 〉E ∝ Tµνth.sc.
∣∣
on-shell
, (2.39)
where the meaning of the subscript on-shell is that the stress tensor of the thermal scalar
should be evaluated on the zero-mode wavefunction solution. This zero-mode wavefunction
coincides with the classical field satisfying the Euler-Lagrange equations. Hence the clas-
sical thermal scalar energy-momentum tensor determines the time-averaged high energy
stress-momentum tensor of Lorentzian string states.
2.3 Explicit form for type II superstrings
One can be more explicit if we know the precise form of (the non-interacting part of) the
thermal scalar action (including all its α′-corrections). For the bosonic string, we discussed
in several specific examples [8][9] that this action gets corrections and we do not know for a
general background what these look like. For type II superstrings however, the corrections
appear not to be present. We present a heuristic argument in favor of this in appendix
A. We hence focus on type II superstrings and, assuming there are no corrections for any
background, we can compute the above energy-momentum tensor explicitly.
In particular the thermal scalar action for type II superstrings is given by
Sth.sc. =
∫
ddxe−2Φ
√
G
[
Gij∂iT∂jT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
, (2.40)
9Note that this functional derivative is only with respect to the metric, the parameter βH is left un-
changed. In writing these expressions, we have also assumed the eigenfunctions to be normalized as∫
dxe−2Φ
√
GT ∗nTn = 1, (2.38)
although this is not strictly required.
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where G denotes the determinant of the metric (including Gττ ) and d the total number of
spatial dimensions. Note that an overall factor of β arising from the integration over τ has
been dropped, and in fact we define the thermal scalar action with the above (canonical)
normalization. This will prove to be the correct approach. Using the above action, one
obtains
e2Φ√
G
δλ0
δGττ
=
β2TT ∗
4pi2α′2
+
1
2
Gττ
[
Gij∂iT∂jT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
, (2.41)
e2Φ√
G
δλ0
δGij
= −∇
iT ∗∇jT +∇jT ∗∇iT
2
+
1
2
Gij
[
Gkl∂kT∂lT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
,
(2.42)
∂λ0
∂β2
=
∫
ddx
√
Ge−2ΦGττ
TT ∗
4pi2α′2
. (2.43)
The final line above is a fixed number, let us call it N . Integrating the time component of
this energy-momentum tensor yields10
−
∫ 〈
T ττ,e
〉
E
√
GdV = −
∫
Gττ 〈T ττe 〉E
√
GdV =
E
β2H
∫ Gττ√
G
δλ0
δGττ
∂λ0
∂β2
∣∣∣
β=βH
√
GdV (2.44)
=
E
β2H
∫
dV
√
GGττ
β2HTT
∗
4pi2α′2
∂λ0
∂β2
∣∣∣
β=βH
= E, (2.45)
which means − 〈T ττ,e〉 can be interpreted as the (Lorentzian signature) energy density. The
precise equality between the quantum high-energy stress tensor and the classical thermal
scalar stress tensor then becomes
〈Tµνe 〉E ≈
E
2Nβ2H
Tµνth.sc.
∣∣∣∣
on-shell
, (2.46)
where the classical on-shell thermal scalar energy-momentum tensor is computed using the
thermal scalar wavefunction with an arbitrary normalization in principle,11 although we
shall assume it is normalized in the standard fashion.
3 Extension to spacetimes with Gτi 6= 0
In the previous section we focused on Gτi = 0. There are two cases when one wants to
extend this assumption. Firstly, if one wishes to know T τi, we need to compute δSth.sc.δGτi .
Secondly, a stationary (non-static) spacetime (such as a string-corrected Kerr black hole)
contains Gτi metric components. Note that even the metric of static spacetimes may be
rewritten in the reference frame of a moving observer which then possibly includes non-zero
10From here on, we focus on constant dilaton backgrounds, so Φ = Φ0. In writing these expressions, we
used the fact that the thermal scalar is a zero-mode: its on-shell action vanishes.
11The normalization cancels between the numerator Tµνth.sc.|on-shell and the denominator N .
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Gτi components (such as flat space as seen by a rotating observer).
The entire derivation presented in the previous section does not explicitly use the fact that
Gτi = 0, except in writing down the form of the thermal scalar action given in (2.40). In
a more general spacetime, the action to be used is:
Sth.sc. =
∫
dDx
√
Ge−2Φ
(
G¯ij∂iT∂jT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
)
, (3.1)
where G¯ij is the matrix inverse of Gij − GτiGτjGττ as we derived in detail in [3]. In fact, a
simple calculation shows that G¯ij = Gij . It is interesting to note that the above effective
spatial geometry (encoded in G¯ij) is precisely the spatial metric one would obtain when op-
erationally defining distance in a stationary (non-static) gravitational field.12 The random
walking particle (as described by the thermal scalar) is sensitive to this effective metric. It
appears that T-duality in the (Euclidean) time direction encodes this information.
The only thing left to do is to compute δλ0δGτi . For this, we need to determine
δG¯ij
δGτk
. A
simple calculation shows that13
δG¯ij
δGτk
= −G
ikGτj + (i↔ j)
2
. (3.2)
Using this result we obtain
e2Φ√
G
δλ0
δGτi
= −
(
GkiGτl + (k ↔ l)
)(∂kT ∗∂lT + ∂lT ∗∂kT
4
)
+
1
2
Gτi
[
Gkl∂kT∂lT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
. (3.3)
Importantly, if Gτi vanishes for every i, both terms are zero and T
τi
th.sc. = 0. This implies
the highly excited string(s) does not carry any spatial momentum in a static spacetime, as
we expect.
For completeness, we analogously obtain
δG¯ij
δGττ
= −GiτGjτ , (3.4)
which should be used when computing T ττ in a non-static, stationary spacetime (such as
a Kerr black hole).14
A consistency check can be performed by once more computing the total energy as a
volume integral of a suitable stress tensor component. The computations are a bit more
involved and we present the calculations in appendix B. Suffice it to say that the results
are consistent.
12See for instance section §84 in the second volume of Landau and Lifshitz (Classical Field Theory).
13To compute this, one needs to be careful about varying with respect to a symmetric tensor: the factor
of 2 in the denominator is easily missed.
14We remark that for Kerr black holes, one runs into trouble with the ergoregion where the asymptotically
timelike Killing vector used to define thermodynamics becomes spacelike. We will not pursue a concrete
example of stationary spacetimes in this paper.
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4 Thermal average
As a slight modification, we study the thermal average of the time-averaged Euclidean
energy-momentum tensor of a string gas:
〈Tµνe 〉thermal =
Tr
(
e−βHlTµνe
)
Tr (e−βHl)
(4.1)
in the near-Hagedorn regime β ≈ βH . We want to remark that it has been observed in the
past that at high temperature, the canonical ensemble suffers from large fluctuations and
one should resort to the microcanonical picture instead [10][11][12][6][7][13]. Keeping in
mind this issue, it is nevertheless instructive to proceed because we will see how the stress
tensor of the thermal scalar contains information on the above expectation value. Moreover,
at least naively, for theories with holographic duals one would expect the dual field theory
to have a well-defined canonical ensemble, or alternatively one could be interested in more
deeply analyzing how the discrepancy between both ensembles is realized both in the bulk
and on the holographic boundary [14]. Hence we will proceed in the canonical ensemble.
Using (2.11), we can write
Tr
(
e−βHlTµνe
)
Tr (e−βHl)
=
2
β
√
GZmult
δ
δGµν
Zmult, (4.2)
where Zmult is the multi-string partition function. Using Zmult = e
−βF , we can also write
〈Tµνe 〉thermal = −
2√
G
δF
δGµν
. (4.3)
In QFT, the expectation value of the energy-momentum tensor is badly divergent in curved
spacetimes. The above formula relates this divergence to that of the free energy. But string
theory does not contain the UV divergence of field theories. Therefore the stress tensor
does not diverge in the UV.
In the near-Hagedorn limit, the thermal scalar provides the dominant contribution to the
partition function in the sense that:
Zmult ≈ Zth.sc. =
∫
[Dφ] e−βSth.sc. , (4.4)
where the thermal scalar field theory is used [3]. One then obtains
〈Tµνe 〉thermal ≈
1
βZth.sc.
2√
G
δ
δGµν
∫
[Dφ] e−βSth.sc. (4.5)
=
1
Zth.sc.
∫
[Dφ]
(
− 2√
G
δSth.sc.
δGµν
)
e−βSth.sc. , (4.6)
and indeed we see here that the normalization of the thermal scalar action we chose before
(extracting a factor of β from the action) is consistent.
Thus the energy-momentum tensor of the near-Hagedorn string gas (4.1) can be computed
by looking at the one-loop expectation value of the thermal scalar energy-momentum tensor
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(4.5). From this procedure we see explicitly what the stress tensor of the thermal scalar
encodes: it gives information on the time-averaged stress tensor of the near-Hagedorn string
gas. We can proceed as follows. Let us start with (4.3). Assuming a density of high-energy
single-string states as:
ρsingle(E) ∝ e
βHE
ED/2+1
(4.7)
we have
Z1 = −βF = Trsingle
(
e−βHl
)
=
∫ +∞
dEρ(E)e−βE ≈ −C(β − βH)D/2 ln(β − βH), (4.8)
where we trace over the single-string Hilbert space only. In writing this, we have used the
Maxwell-Boltzmann approximation relating the single-string partition function Z1 to the
multi-string partition function Zmult through exponentiation. This equality is valid as soon
as the singly wound string dominates on the thermal manifold, meaning for β sufficiently
close to βH . The temperature-independent constant C is present only for D > 0 and
contains the factors originating from integrating out continuous quantum numbers in Z1.
This expression holds for D even. If D is odd, the final logarithm should be deleted. The
most singular term then yields15
δ
δGµν
C(β − βH)D/2 ln(β − βH) = −CD
2
(β − βH)D/2−1 ln(β − βH) δβH
δGµν
. (4.9)
Collecting the results, we obtain
〈Tµνe 〉thermal ≈ −
C
N
2√
G
δSth.sc.
δGµν
∣∣∣∣
on-shell
(β − βH)D/2−1 ln(β − βH)
2ββH
D
2
, (4.10)
which can be rewritten as
〈Tµνe 〉thermal ≈
C
N
Tµνth.sc.
∣∣∣∣
on-shell
(β − βH)D/2−1 ln(β − βH)
2β2H
D
2
(4.11)
and we see that we obtain the classical thermal scalar energy-momentum tensor evaluated
at β = βH , multiplied by temperature-dependent factors that diverge (or are non-analytic)
at β = βH . The degree of divergence is related to that of the free energy by one β deriva-
tive. Again the logarithm should be dropped when D is odd.16
As already noted above, this formula is derived in the canonical ensemble near the Hage-
dorn temperature. The large energy fluctuations of the canonical ensemble invalidate the
equality between the microcanonical and canonical ensembles. This can be seen explicitly
here by comparing the above result with formulas given in [15][16] where a microcanonical
approach is followed to determine the energy.
15The constant C does depend on the geometry, but the term δC
δGµν
(β−βH)D/2 ln(β−βH) is subdominant
since C does not depend on β.
16For D = 0 an exception occurs. Then the logarithm should be dropped as well and the D
2
factor should
be deleted.
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An interesting consistency check can be performed by integrating Gµτ 〈Tµτe 〉thermal over the
entire space. This yields17
−
∫
〈T ττ 〉thermal
√
GdV = C
D
2
(β − βH)D/2−1 ln(β − βH) (4.13)
which equals the internal energy E of the thermodynamic system. This energy can also be
determined as
E = ∂β(βF ) = ∂β
(
C(β − βH)D/2 ln(β − βH)
)
≈ CD
2
(β − βH)D/2−1 ln(β − βH) (4.14)
as it should be.18 We conclude that, much like the general expression for the free energy
(4.8), the energy-momentum tensor can also be written down in a general background near
its Hagedorn temperature (4.11).
The results of this section utilize the canonical ensemble, whereas the results in section 2 use
the microcanonical ensemble. Qualitatively, both methods agree on the spatial distribution
of the stress-energy.
5 Extension to the String Charge
We are interested in writing down an analogous formula for the string charge:
Jµνe = −
2√
G
δSe
δBµν
. (5.1)
Let us consider the high energy-averaged string charge and again focus on time-independent
backgrounds: ∂τBµν = 0, although we do allow temporal indices for B here.
A closer look at the arguments presented in section 2 shows that the entire derivation can
be copied to handle this case as well. Hence upon replacing Gµν with Bµν , we obtain an
expression for the high-energy averaged string charge tensor as
〈Jµνe 〉E ≈ −
E
Nβ2H
1√
G
δSth.sc.
δBµν
∣∣∣∣
on-shell
. (5.2)
The expectation value of the string charge when averaged over high energy states is given
by the classical charge tensor of the thermal scalar.
The thermal scalar itself, being a complex scalar field, has an additional U(1) symmetry.
17This check explicitly demonstrates that the result is consistent in the canonical ensemble, whereas a
microcanonical approach would yield a different result. Note that∫
dV
√
G T ττ th.sc.|on-shell = −2β2HN. (4.12)
18Note that in principle the above energy is formally negative below the Hagedorn temperature (except
for D = 0 [12]), which is impossible. This is a typical feature of high-temperature string thermodynamics
and points towards the fact that only including the most dominant contribution is not enough: one should
include also subdominant contributions [17][13]. Moreover, one should resort to the microcanonical ensemble
instead.
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It turns out that this U(1) charge symmetry and the string charge of the thermal scalar
are actually the same as we now show.19 The thermal scalar action is in general given by
[3]:
Sth.sc. ∼
∫
dD−1x
√
Ge−2Φ
×
(
G′ij∂iT∂jT ∗ +
w2β2G′ττ
4pi2α′2
TT ∗ +G′τi
iwβ
2piα′
(T∂iT
∗ − T ∗∂iT ) +m2TT ∗
)
, (5.4)
where primes denote T-dual quantities. This action was written down in general, but we
focus here on trivial dilatons: Φ = Φ0. The U(1) symmetry of this action leads to the
following Noether current:
Jk ∝ G′ik (T ∗∂iT − T∂iT ∗) + iwβ
piα′
G
′τkTT ∗. (5.5)
Explicitly, one can show that20
∂G
′ττ
∂Bτk
= −2G′τk, (5.6)
∂G
′τi
∂Bτk
= −G′ik, (5.7)
∂G
′ij
∂Bτk
= 0. (5.8)
Using these formulas to evaluate the expression
Jµνth.sc.
∣∣
on-shell
= − 2√
G
δSth.sc.
δBµν
∣∣∣∣
on-shell
, (5.9)
we obtain that J ijth.sc.
∣∣∣
on-shell
= 0 and Jτkth.sc.
∣∣
on-shell
∝ Jk∣∣
on-shell
, which shows the equality
between the U(1) Noether current and the string charge of the thermal scalar. In terms of
the highly excited string gas we are interested in, this leads to〈
J ije
〉
E
= 0, (5.10)〈
Jτke
〉
E
∝ Jk
∣∣∣
on-shell
. (5.11)
The Noether current of the thermal scalar determines the time-averaged, high-energy-
averaged, string charge of a long string in a non-trivial background.
19In fact this is readily shown as follows. Winding strings are charged under Bτi, hence it can be coupled
to it through a conserved current. It is then no real surprise to find
δSth.sc.
δBτi
∼ J i (5.3)
with J i the conserved U(1) current of the complex thermal scalar. It is interesting however to see it more
explicitly.
20These formulas hold also when Gτi 6= 0.
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The surprising part of this analysis is that the high energy string average is sensitive to
Bµν even though each individual state (except for spatially wound states) is not (at the
non-interacting level we consider here).
Finally we note that one can readily study this string charge also in the canonical ensemble
(much like what was done in the previous section). One readily finds completely analogous
expressions.
6 Some Correlators
In this section we will be interested in studying a specific class of stress tensor correlators.
The computations are more natural to perform in the canonical ensemble and we focus on
this approach in this section. The canonical picture will allow us to make some specific
clarifications on the factorization of the correlators as will be discussed further on.
6.1 Correlators in the canonical ensemble
We extend the analysis of section 4 to an energy-momentum correlator in the canonical
ensemble:21 〈
Tµνe,β(x)T
ρσ
e,β(y)
〉
thermal
. (6.1)
Both energy-momentum tensors are individually time-averaged and evaluated at a spatial
point x (or y). Of course, such a correlator is not what we are interested in in the end,
but it is at first sight the only type of correlator the methods described above can handle.
This leads to the result that this correlator in the canonical ensemble is given by the same
correlator of only the thermal scalar field theory (Zmult ≈ Zth.sc.):〈
Tµνe,β(x)T
ρσ
e,β(y)
〉
thermal
≈ 1
β2Zth.sc.
4√
G(x)
√
G(y)
δ
δGµν(x)
δ
δGρσ(y)
∫
[Dφ] e−βSth.sc. .
(6.2)
Throughout this section, we neglect contact terms. It seems hard to try to generalize
this computation to more general types of correlators, since from the thermal scalar point
of view, we are using the only way we can think of to compute its energy-momentum
correlators.
To proceed, the same strategy as utilized before in section 4 can be followed. We write
δ2Zth.sc.
δGµνδGρσ
Zth.sc.
=
δ2Z1
δGµνδGρσ
+
δZ1
δGµν
δZ1
δGρσ
. (6.3)
The second term represents the disconnected part of the correlator where the two stress
tensors factorize. With the limiting behavior (4.8) in mind, we can compare the behaviors
21Notice that a subscript β has been written, denoting the averaging over Euclidean time as was considered
earlier in equation (2.4). Also, in principle this product of operators should be time-ordered, where the
time-dependence of both of these operators is inside the temporal average. To avoid any more cluttering of
the equations, we will not write this.
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of both of these terms. We will focus here on fully compact spactimes (since these are the
relevant ones for thermodynamics). For fully compact spaces, one has Z1 = − ln(β − βH)
and one readily shows that both terms in (6.3) are equal. This then leads to〈
Tµνe,β(x)T
ρσ
e,β(y)
〉
≈ 1
2N2β4H
1
(β − βH)2 T
µν
th.sc.(x)
∣∣
on-shell
T ρσth.sc.(y)
∣∣
on-shell
. (6.4)
Such equalities can be generalized to more than two stress tensors and one finds in the
near-Hagedorn limit that in fact all terms are proportional such that
δnZth.sc.
δGµνδGρσ ...
Zth.sc.
= n!
δZ1
δGµν
δZ1
δGρσ
. . . . (6.5)
The prefactors of the analog of (6.3) in the expansion correspond precisely to the number
of diagrams one can draw with a fixed number of disconnected components (each of which
connecting a fixed number of points), as we will analyze more deeply in what follows. The
main message here is that for a fully compact space, the correlator looks factorized because
both connected and disconnected contributions become equal in the Hagedorn limit.
As a byproduct, the expectation value of n stress tensors is given by:〈
Tµνe,βT
ρσ
e,β . . .
〉
≈ n!
Nn
1
2nβ2nH
1
(β − βH)n T
µν
th.sc.
∣∣
on-shell
T ρσth.sc.
∣∣
on-shell
. . . (6.6)
The analogous formulas for non-compact spacetimes will not be presented here.
6.2 A puzzle on factorization
The result that the stress tensor correlator (6.4) looks factorized may sound strange at first
sight. After all, even in flat space one would expect (for the connected part) a behavior in
terms of the distance between the two points. It is quite instructive to look into this matter
in more detail. Actually, we do not need the added complication of the composite operators
in the stress tensor to illustrate this, and so we concentrate on the free field propagator.
We focus on flat space here and hope that the lesson we learn here will convince the reader
that also in curved space, the near-Hagedorn limit taken above is consistent.
In flat Euclidean space, the Klein-Gordon propagator for a massive (complex) scalar field
can be written down explicitly as
〈φ(x)φ∗(0)〉 = 1
(2pi)D
∫
dDq
eiq·x
q2 +m2
=
(
1
2pi
)D/2(m
|x|
)D−2
2
KD−2
2
(m |x|). (6.7)
In our case, we have m ∼ (β − βH)1/2. We are interested in the massless limit and we
only want the most dominant (non-analytic) contribution. Taylor expanding the modified
Bessel function, one finds the series22
〈φ(x)φ∗(0)〉 ≈ C|x|D−2 +
+∞∑
i=0
Cim
2i
|x|D−2−2i + C
′mD−2 lnm+ . . . (6.8)
22Exactly the same caveats as before (below equation (4.8)) apply here: the logarithm is only present for
even D, except when D = 0.
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The first term is mass-independent (it becomes the UV cut-off in the coincident limit for
a massless field), the second sum is regular as m → 0 and does not display non-analytic
behavior. The dots denote terms of higher power in m that result from multiplication of the
third term by positive powers of m23 and hence are less non-analytic than the third term.
This term is hence the one we are interested in here and it does not depend on the distance
between the two points. It is straightforward to generalize this argument to the stress ten-
sor correlator by including additional φ operator insertions and suitable derivatives. Also
for the stress tensor itself, this propagator can be used (we will be more explicit in the
next section). But one can already see that, upon setting m ∼ (β− βH)1/2, the third term
in this Taylor expansion has precisely the same temperature dependence as equation (4.11).
As as side remark, we note that in [4], the authors write down the following correlator
〈φφ∗(x)φφ∗(0)〉 ∼ e−2m|x|, (6.9)
which is also different from the above results: it is obtained by studying the asymptotic
(large |x|) behavior of the modified Bessel function (in the connected correlator). This
equation is hence written down in the large |x| limit and only after that the m → 0 limit
is taken. Our interest here lies in keeping |x| fixed while letting m → 0 (or β → βH): we
focus on the regime m |x|  1. It is this change in limits that causes us to have a different
final result. We further remark that this is the cause of the apparent violation of the cluster
decomposition principle of the connected correlator:24 we are not taking the long distance
limit, we are keeping the distance fixed and focus on the dominant (or non-analytic) parts
of the correlator as the temperature reaches the Hagedorn temperature. To state this more
explicitly, setting m = 0 in (6.8), we obviously find
〈φ(x)φ∗(0)〉 ≈ C|x|D−2 , (6.10)
where all other terms vanish. This is not the procedure we are interested in here: we are
discussing the process of letting m go to zero and looking at the non-analytic behavior in m
during this procedure. All of this is related to the fact that, as was discussed in subsection
2.2, we only focus on the lowest eigenmode of the thermal scalar and not on the full scalar
field theory to obtain the most dominant contribution to string thermodynamics in the
Hagedorn regime.
A further way of appreciating these arguments, is to write the 2-point function (for a fully
compact space) as
〈φ(x)φ∗(y)〉 =
∑
n
ψn(x)ψ
∗
n(y)
λn
(6.11)
and on taking the limit where λ0 → 0, this is approximated by
〈φ(x)φ∗(y)〉 ≈ ψ0(x)ψ
∗
0(y)
λ0
. (6.12)
23And also a series in m multiplied by ln(|x|).
24We thank the anonymous referee for urging us to state this in more detail.
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This makes it clear that a factorization is present. This type of argument (in terms of the
Green function) will be made more explicit in the next section for the stress tensor and its
correlators.
7 Green function analysis
In previous sections, we have found that the dominant contribution of the stress tensor in
the canonical ensemble can be written in terms of the classical stress tensor of the thermal
scalar. It is instructive to study this from a Green function perspective as well. The stress
tensor can be defined by a point-splitting procedure of the composite operator and related
to a Green function. In this section we will analyze the stress tensor expectation value in
the canonical ensemble again (using this point of view) and then continue our study of the
correlators by elaborating on the comment made above around equation (6.11).
7.1 Discrete spectrum
For clarity, we focus first on purely compact spaces where the solution of Oˆψn = λnψn
yields a discrete spectrum. Second quantization gives for the energy-momentum tensor of
the thermal scalar (using point-splitting methods):
〈
Tˆ ijth.sc.(x)
〉
= lim
x1→x
x2→x
(
∇i1∇j2 +∇j1∇i2 −Gij
[
Gkl∇1k∇2l +
β2Gττ − β2H,flat
4pi2α′2
])
G(x1|x2)
(7.1)
where G(x1|x2) is the scalar propagator of the thermal scalar given by
G(x1|x2) =
∑
n,m
〈x1| ψn〉 δnm
λn
〈ψm |x2〉 (7.2)
where the eigenfunctions and eigenvalues are found by solving:
Oˆψn(x) =
(
−∇2 −Gij ∂jGττ
Gττ
∂i +
β2Gττ − β2H,flat
4pi2α′2
)
ψn(x) = λnψn(x) (7.3)
and where ∇2 is the Laplacian on only the spatial submanifold. Likewise, the temporal
component yields
〈
Tˆ ττth.sc.(x)
〉
= lim
x1→x
x2→x
(
− β
2
2pi2α′2
−Gττ
[
Gkl∇1k∇2l +
β2Gττ − β2H,flat
4pi2α′2
])
G(x1|x2). (7.4)
For a discrete spectrum and near the Hagedorn temperature, the propagator becomes:
G(x1|x2) ≈ ψ0(x1) 1
λ0
ψ∗0(x2). (7.5)
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Since λ0 ∼ β − βH , we obtain finally〈
Tˆ ijth.sc.(x)
〉
≈ lim
x1→x
x2→x
C˜
β − βH
(
∇i1ψ0(x1)∇j2ψ∗0(x2) +∇j1ψ0(x1)∇i2ψ∗0(x2) (7.6)
−Gij
[
Gkl∇1kψ0(x1)∇2l ψ∗0(x2) +
β2Gττ − β2H,flat
4pi2α′2
ψ0(x1)ψ
∗
0(x2)
])
= T ijth.sc.(x)
∣∣∣
on-shell
C˜
β − βH (7.7)
where we obtain the classical energy-momentum tensor of the thermal scalar. Analogously,
we obtain〈
Tˆ ττth.sc.(x)
〉
≈ lim
x1→x
x2→x
C˜
β − βH
(
− β
2
2pi2α′2
ψ0(x1)ψ
∗
0(x2) (7.8)
−Gττ
[
Gkl∇1kψ0(x1)∇2l ψ∗0(x2) +
β2Gττ − β2H,flat
4pi2α′2
ψ0(x1)ψ
∗
0(x2)
])
= T ττth.sc.(x)|on-shell
C˜
β − βH . (7.9)
We have introduced here a constant C˜. These expression agree with those written down
in equation (4.11).25
For correlators, we can schematically write26〈
Tˆ ijth.sc.(x)Tˆ
kl
th.sc.(y)
〉
= lim
x1→x
x2→x
lim
x3→y
x4→y
〈(∇iφ(x1)∇jφ∗(x2) +∇jφ(x1)∇iφ∗(x2)
−Gij
[
Gab∇aφ(x1)∇bφ∗(x2) +m2localφ(x1)φ∗(x2)
])
×
(
∇kφ(x3)∇lφ∗(x4) +∇lφ(x3)∇kφ∗(x4)
−Gkl
[
Gcd∇cφ(x3)∇dφ∗(x4) +m2localφ(x3)φ∗(x4)
])〉
(7.10)
= lim
x1→x
x2→x
lim
x3→y
x4→y
Dˆijkl 〈φ(x1)φ∗(x2)φ(x3)φ∗(x4)〉 (7.11)
with Dˆijkl a non-local differential operator. Next, we should contract this expectation
value, which can only be done in two ways resulting in a connected diagram or a diagram
consisting of two disconnected components since 〈φφ〉 = 〈φ∗φ∗〉 = 0 (figure 2).
Here again
〈φ(x)φ∗(y)〉 ≈ ψ0(x)ψ
∗
0(y)
λ0
(7.12)
25Recall that for D = 0, the logarithm and the D/2 factor should be dropped. The constant C˜ can then
be fixed by comparing more closely.
26We have set m2local =
β2Gττ−β2H,flat
4pi2α′2 representing the local mass term.
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Figure 2: Two possible Feynman diagrams for the (non-interacting) stress tensor corre-
lator.
so we can just simply replace φ → ψ0 in the correlator. The resulting expression is then
twice27 the product of the thermal scalar stress tensor:〈
Tˆ ijth.sc.(x)Tˆ
kl
th.sc.(y)
〉
≈ 2 T ijth.sc.(x)
∣∣∣
on-shell
T klth.sc.(y)
∣∣∣
on-shell
C˜2
(β − βH)2 . (7.13)
These results shed new light on the fact that we saw in subsection 6.1 that for fully com-
pact spaces the correlator is seen to factorize in the critical limit: as was briefly discussed
there, all diagrams (both connected and disconnected) are equal in the Hagedorn limit.
The combinatorics for multiple stress tensors yields a factor of n! in agreement with our
analysis in section 6.1.
It should not come as a big surprise to the reader that one can readily extend these formulas
to the string charge and obtain very analogous results.
7.2 Continuous spectrum
For a continuous spectrum, an analogous discussion can be made. Let us consider a contin-
uous spectrum of states for the thermal scalar spectrum with the property that at β = βH ,
the lowest eigenvalue of the associated eigenvalue problem vanishes.28 We write down〈
Tˆµνth.sc.
〉
= lim
x1→x
x2→x
Dˆµν(x1,x2)
∫
dkρ(k)
ψk(x1)
∗ψk(x2)
λ(k)
. (7.14)
In this equation, Dˆµν denotes the differential operator acting on the Green function to
obtain the stress tensor (as written down in equation (7.1)) and k labels the continuous
quantum numbers with density of states ρ(k). For a mixed continuous and discrete spec-
trum, one first focuses on the lowest discrete mode and then applies the method explained
here. We are interested in the dominant limit as β → βH or λ(0) → 0. The dominant
contribution to this limit can be found in the region of integration where k ≈ 0. Hence we
immediately extract the non-singular contributions:〈
Tˆµνth.sc.
〉
≈ lim
x1→x
x2→x
Dˆµν(x1,x2)ψ0(x1)∗ψ0(x2)︸ ︷︷ ︸
Tµνth.sc.|on-shell
∫
dk
ρ(k)
λ(k)
. (7.15)
27From the sum over all contractions of two φ and two φ∗ vertices.
28As noted before, for a continuous spectrum this property is not trivial: it is possible that an integral
over continuous quantum numbers shifts the critical eigenvalue to a non-zero value, as for instance happens
in a linear dilaton background as is discussed elsewhere [18].
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To derive the dominant contribution to this final integral in general, it is convenient to
recall the form of the free energy in the critical regime in terms of the eigenvalues of the
thermal scalar wave equation:
Z1 = −βF ≈ −
∫
dkρ(k) ln(λ(k)) ≈ −C(β − βH)D/2 ln(β − βH), (7.16)
where the same eigenvalues λ(k) are used. This eigenvalue is generically such that λ(0) ∼
β − βH and hence we can Taylor-expand:
λ(k) ≈ B(β − βH) + f(β, βH)k +O(k2), (7.17)
for some proportionality constant B. Differentiating (7.16) with respect to β, we obtain29
−
∫
dk
ρ(k)
λ(k)
(
B +
∂f
∂β
k +O(k2)
)
≈ −
∫
dk
Bρ(k)
λ(k)
≈ −CD
2
(β − βH)D/2−1 ln(β − βH).
(7.18)
Hence in the end we obtain〈
Tˆµνth.sc.
〉
≈ Tµνth.sc.
∣∣
on-shell
C˜
D
2
(β − βH)D/2−1 ln(β − βH), (7.19)
for some constant C˜ and this is precisely the form we found in section 4.30
8 Examples
The general strategy to proceed is then as follows.
I. Determine the thermal spectrum and identify the thermal scalar mode in the spec-
trum. This part was not discussed in this work and we will not focus on it here.
II. Compute the classical stress tensor of this mode. This then gives the dominant
contribution to the stress tensor of the highly excited or near-Hagedorn string gas.
Analogously for the string charge tensor.
Let us apply these results to some specific examples.
8.1 Flat space
Flat space in principle has a continuous spectrum of the thermal scalar eigenvalue problem.
Instead of working with this continuum, we here take a more pragmatic road and simply
introduce a finite-volume regularization (with periodic boundary conditions). This leads
to the (normalized) thermal scalar wavefunction:
T0 =
1√
V
, (8.1)
29The contributions where ρ(n) is differentiated is subdominant in the β ≈ βH limit.
30This perspective shows that, at least in the canonical ensemble, as soon as the continuous quantum
numbers do not affect the critical temperature of the space we are interested in, the formulas discovered
previously should be valid. In particular this implies that the rather awkward assumption made in section
2 about continuous spectra (integrating out continuous quantum numbers does not affect λ0, also for
variations on the background) seems in this case easier to handle.
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which gives for the time-averaged, high-energy-averaged stress tensor:
〈T ττe (x)〉E ≈ −
E
V
, (8.2)〈
T ije (x)
〉
E
≈ 0, (8.3)
and indeed one expects the spacetime energy density to be E/V . The pressure vanishes
in the high energy regime: thus high energy string(s) behave as a pressureless fluid (or
as dust). Of course, what this means is that one should look at the next most dominant
contribution. Nonetheless, the pressure is subleading with respect to other thermodynamic
quantities at high energies.
Incorporating again the extra temperature factors to obtain the canonical average of the
energy-momentum tensor, it is clear that the pressure still vanishes at β ≈ βH . It is
interesting to learn that the Hagedorn string gas in flat space has vanishing pressure,
very reminiscent of the final configuration of D-brane decay (see e.g. [19] and references
therein). This fact was observed in the microcanonical approach of string gas cosmology
as well [20][21]: the Hagedorn phase in flat space behaves as a pressureless fluid. The fact
that our computation yields the same result provides confidence to our approach.
We also remark that choosing an arbitrary compact spatial manifold (such as a compact
Calabi-Yau) also leads to a pressureless state of matter. The reason is that such spatial
manifolds have as their lowest thermal scalar eigenfunction the constant mode. A constant
thermal scalar immediately leads to a vanishing T ijth.sc.(x).
8.2 AdS3 space
Let us look at the time-averaged, high energy string charge tensor in the WZW AdS3
spacetime [22][23][24][25]. We will not give a self-contained treatment of this model here
and the reader is refered elsewhere for details concerning the thermal spectrum.
A first subtlety here is again the fact that the thermal scalar is part of a band of continuous
states. Just like in the flat space case, no corrections are generated by integrating the heat
kernel over continuous quantum numbers [9]. Assuming this property also holds for small
variations in the AdS3 metric and Kalb-Ramond background (or alternatively, working in
the canonical ensemble where such a technicality does not present itself), we can proceed.
A second subtlety is that the density of high energy states includes a periodic part in E [25].
A moment’s thought shows that such periodic parts do not alter any of the conclusions.31
31More in detail, the density of single string states takes the schematic form
ρsingle(E) ∼ Ep e
βHE
|sin(aE)| (8.4)
for some numbers p and a that we do not want to specify. In principle, an integral such as∫ E
dE˜E˜p
eβH E˜∣∣∣sin(aE˜)∣∣∣ (8.5)
is infinite due to the extra poles caused by the sine factor. It is known that these are caused by the infinite
AdS3 volume felt by the so-called long strings. The difference with flat space is that this infinity does not
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A third subtlety is that the dominant thermal state is not just a single state, but is in fact
all states labeled by an integer q with w = ±1 [9].32 The q quantum number corresponds
to discrete momentum around the spatial cigar subspace. We choose q = 0 as the thermal
scalar state that has the information on the Hagedorn temperature.33
The background Kalb-Ramond field causes the string charge not to vanish. This can be seen
from equation (5.5), where a nonvanishing G′τk is caused by turning on a Kalb-Ramond
background. For AdS3, we have G
′τφ = i. Hence this yields a contribution to the string
charge as 〈
Jτφe (x)
〉
E
∝ Jφ(x)
∣∣∣
on-shell
∝ βH
α′pi
T0(x)T
∗
0 (x), (8.7)
where the wavefunction T0 belongs to a continuous representation of the SL(2,R) symmetry
group and hence is not confined to the AdS origin. Its precise form will not be written
down here. What we emphasize in this context is that the charge does not vanish. The
charge is directed alongside the angular cigar direction.
8.3 Rindler space
Let us finally apply these methods to Rindler space. We consider highly excited strings
according to the Rindler observer.
The thermal metric is
ds2 =
ρ2
α′
dτ2 + dρ2 + . . . (8.8)
where τ ∼ τ + 2pi√α′, the Rindler temperature. As it stands, we have used string-
normalization for the metric.
We have shown in [8] (see also [26][27][28][29]) that the Hagedorn temperature in this space
equals the Rindler temperature: βH = 2pi
√
α′ for type II superstrings. The thermal scalar
was found to have a wavefunction of the form:
T0(ρ) ∼ e−
ρ2
2α′ (8.9)
localized to the Rindler origin, or in terms of the black hole of which this is the near-horizon
limit, localized to the black hole horizon.
cleanly factorize. Nonetheless, we are not interested in these divergences, but in the Hagedorn divergence.
We hence obtain ∫ E
dE˜E˜p
eβH E˜∣∣∣sin(aE˜)∣∣∣ ≈ Ep e
βHE
βH |sin(aE)| . (8.6)
The extra sine factor generated eventually cancels in the ratio of the thermal expectation values in (2.18),
much like the ED/2+1 factor did earlier on in equation (2.25).
32This is actually the reason for the appearance of the periodic factor in the high-energy density of states.
33We expect in general that the q 6= 0 states will not contain the information on the Hagedorn temperature
for infinitesimal metric variations. Note though, that we are only interested in how the critical temperature
varies with the metric, for which the q = 0 state is sufficient without caring about the q 6= 0 states. We
therefore pick q = 0 and the situation is reduced to that discussed above. This issue is related to the fact
that we only use w = 1 and not both w = ±1: one can choose between these for the critical temperature,
and the answer is the same. In any case, the AdS3 WZW model is quite pathological but we hope our
treatment here will show how to handle other (more well-behaved) models.
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In field theory, it is known that the Rindler observer (accelerated observer or fiducial
observer) constructs his Fock space using his definition of positive-frequency modes. More-
over the vacuum constructed by an inertial observer (the Minkowski vacuum) is seen by
the Rindler observer as a thermal ensemble in terms of his coordinates and Fock space.
The Rindler vacuum is the vacuum the Rindler observer himself defines. Here we first
focus on a high energy string(s) constructed on top of the Rindler vacuum.
In the end we will make a few remarks concerning the thermal ensemble itself (which upon
including the Casimir contribution should coincide with the Minkowski stress tensor):
〈Tµν〉M = TrR
(
Tµνe−βH
)
. (8.10)
We are interested in the temperature-dependent part and hence the Casimir part does not
interest us that much. In fact, for observations made by accelerated observers, the Casimir
contribution is not detectable: it is only relevant when looking at the backreaction of the
string(s) in the semi-classical Einstein equations.
These highly excited long strongs surrounding the event horizon are candidates for a mi-
croscopic description of the black hole membrane [30][31] thus it seems worthwhile to look
into only this piece. We study the type II superstring and find the following quantities:
e2Φ√
G
δλ0
δGττ
=
β2H
4pi2α′2
e−ρ
2/α′ +
α′
2ρ2
[
ρ2
α′2
+
β2H
ρ2
α′ − β2H,flat
4pi2α′2
]
e−ρ
2/α′ , (8.11)
∂λ0
∂β2
=
1
4pi2α′2
∫ +∞
0
dρ
(
ρ√
α′
)3
e−ρ
2/α′ =
1
4pi2α′2
√
α′
2
. (8.12)
From this, one finds that
〈T ττe (x)〉E = −
2E√
α′
(
2− α
′
ρ2
)
e−ρ
2/α′ , (8.13)
and we readily check explicitly that indeed
−
∫ 〈
T ττ,e
〉
E
√
GdD−1x =
2E√
α′
∫ +∞
0
dρ
(
ρ√
α′
)3(
2− α
′
ρ2
)
e−ρ
2/α′ = E. (8.14)
Thus − 〈T ττ,e〉E can be interpreted as the energy density profile whose form is given by
figure 3(a). One finds that the energy density turns negative for ρ <
√
α′
2 . This implies
that the highly excited string matter violates the weak-energy condition. Such behavior
was observed in the past for quantum fields near black holes as well [32][33][34][35][36][37].34
An obvious difference with field theory is that for string theory the stringy matter becomes
34Note though that there are differences between the results obtained in these papers and our result. In
the cited papers, the authors sum the thermal stress tensor and the Casimir stress tensor (both of which
are infinite). The sum is finite and has a negative-energy zone for Schwarzschild black holes. For Rindler
space on the other hand, the sum is strictly zero [38] which equals the vev of the stress tensor in the
Minkowski vacuum. In the field theory case, there is a discrepancy between the Rindler result and the
Schwarzschild result close to the horizon. It is known that this is related to curvature corrections to the
– 25 –
(a) (b) (c)
Figure 3: (a) Energy density −〈T ττ (x)〉 as a function of radial distance ρ in units where
α′ = 1. (b) Radial pressure 〈T ρρ (x)〉. (c) Transverse pressure
〈
T ii (x)
〉
.
of negative energy density at a string scale distance from the black hole (instead of the
Schwarzschild scale).35 With this stringy localization in mind, let us emphasize a point
which we skimmed over in [8]. In a black hole-normalized geometry
ds2 =
ρ2
(4GM)2
dτ2 + dρ2 + . . . , (8.15)
the Klein-Gordon type equations for non-winding modes give eigenfunctions that do not
depend on the string length ls.
36 The peculiarity of the winding modes is that T-duality
explicitly introduces the string length into the eigenvalue problem. This causes the ther-
mal scalar in Rindler space to be localized at string length from the horizon; pure discete
momentum modes on the other hand oscillate in space with an oscillation length of the
order of the black hole scale GM (not the string scale).
Analogously one computes the spatial components of the stress tensor and one finds
〈T ρρe (x)〉E =
2E√
α′
e−ρ
2/α′ , (8.16)
〈
T ije (x)
〉
E
= δij
2E√
α′
[
1− ρ
2
α′
]
e−ρ
2/α′ , (8.17)
The radial pressure 〈T ρρ (x)〉 is given in figure 3(b) and is found to be positive and localized
to the horizon. Curiously, the transverse pressure, depicted in figure 3(c), changes sign
stress tensor vev [39][40]. Inspection of our result (the thermal scalar classical stress tensor) for the full
black hole (for instance the SL(2,R)/U(1) cigar that we used in [8] to arrive at Rindler space) and Rindler
space itself shows that for our purposes the results agree: no curvature corrections are needed and Rindler
space captures the near-horizon region of the black hole. This is presumably because we only care for the
most dominant contribution. For some more recent accounts of the stress tensor near black hole horizons
in light of the holographic correspondence, see [41][42].
35One can check this explicitly by transforming the string-normalized Rindler space to the Schwarzschild
normalization as is done for instance in [8].
36Their eigenvalues do depend on the string length for massive string states.
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at ρ =
√
α′. An obvious feature is that, since the stress tensor is quadratic in the fields,
it decays at twice the rate of T0. Note also that, as discussed above, the highly excited
string(s) does not have non-zero net impulse in any direction: 〈T τρe (x)〉E =
〈
T τie (x)
〉
E
= 0.
This agrees with for instance the field theory results for the Hartle-Hawking vacuum of
Schwarzschild black holes. The Unruh vacuum for a Schwarzschild black hole on the other
hand would include non-zero T τρ corresponding to the flux of particles emitted by a black
hole formed in gravitational collapse (Hawking radiation).
Let us discuss some generalities on occurence of negative energy density. Firstly, it is not
possible to have −〈T ττ 〉 < 0 everywhere. This follows immediately from the fact that the
total energy is E. Secondly, since the spatial kinetic part Gij∂iT∂jT
∗ in (2.41) is positive
semi-definite, a necessary condition for negative energy density is that
β2HGττ < β
2
H,flat. (8.18)
This is the condition that the local thermal circle becomes smaller that the flat space Hage-
dorn circle. For instance for Rindler space, we have that ρ <
√
2α′, and indeed the negative
energy density region lies inside this domain. Is satisfying the condition (8.18) uncommon?
Actually, all backgrounds must satisfy this condition for some points. The reason is that
the thermal scalar is a zero-mode at the Hagedorn temperature (by definition). If this
condition is nowhere satisfied, the on-shell action for the thermal scalar (2.40) would be
positive definite which is impossible.37
For the string charge in Rindler space, we obtain
〈
Jτke (x)
〉
E
= 0 for all k.
From a canonical point of view, the situation is analogous: the dominant part of the stress
tensor of the near-Hagedorn string gas is given by the classical thermal scalar stress tensor,
suitably multiplied by a temperature-dependent factor. Note though that it was previously
remarked [8][27] that the Hagedorn temperature equals the Hawking temperature in this
case, meaning that in principle the stress tensor becomes infinitely large. The resolution
of this infinity might only occur when including higher genus corrections.
9 Summary
Let us summarize the above results.
• The thermal scalar energy-momentum tensor captures the energy-momentum tensor
of an average of highly excited Lorentzian strings.
37An exception occurs if the thermal scalar is space-independent: only then is the spatial kinetic term
zero and there is no a priori requirement to have a negative energy density anywhere. Hence this occurs
only for spaces with a non-varying thermal circle (meaning constant Gττ ) since in that case, one can find
a constant mode as a solution to the thermal scalar equation. An immediate example of this is flat space.
Also for instance 4d Minkowski space combined with a 6d compact unitary CFT (e.g. a compact Calabi-Yau
3-fold) falls in this category.
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• The U(1) charge symmetry of the thermal scalar action leads to a classical Noether
current which is the same as the (time-averaged) string charge tensor of an average
of highly excited Lorentzian strings.
• One can readily extend these results to the canonical thermal average of the energy-
momentum tensor or the string charge. We find expressions with the same spatial
distribution. Our main result is equation (4.11) for the energy-momentum tensor in
the canonical ensemble.
• A special class of correlators can also be computed using these methods, where each
individual stress tensor is time-averaged. The near-Hagedorn dominant behavior (for
a fully compact space) is simply the product of the expectation values.
• We have demonstrated these results on three spacetimes. We briefly looked at flat
spacetime, demonstrating the presence of a pressureless state of matter at the Hage-
dorn temperature. AdS3 showed that a non-trivial string charge is possible for back-
grounds including Kalb-Ramond fields. Finally we looked at Rindler spacetime, where
a negative-energy state of matter was found living close to the event horizon.
In general we conclude that quantum properties of the long string are translated into
classical properties of the thermal scalar.
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A Heuristic argument why the type II superstring thermal scalar action
does not receive α′-corrections.
We use the following two conjectures on CFTs:
• Any rational CFT can be realized as a coset model.
• Any CFT can be arbitrarily well approximated by a rational CFT. A textbook ex-
ample is the compact scalar which for rational R2/α′ can be rewritten in terms of a
larger chiral algebra (and forms a rational CFT).
Thus any SCFT can be approximately written as a coset model. Since the non-winding
states have a propagation equation that is simply the Laplacian on the coset manifold, and
since both ungauged and gauged WZW models do not receive α′ corrections for the type
II superstring, all non-winding states simply propagate using the lowest order background
fields (Klein-Gordon in curved background).38 Since this is now for all SCFTs, the type
38Such an argument is not true for bosonic strings: it is known that for instance in WZW AdS3 spacetime
(which is an ungauged WZW model), the bosonic string propagation equations have the shift k → k− 2 in
the Laplacian.
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II propagation equations in a general background are not α′ corrected. Now taking the
T-dual equations of motion, also these do not suffer from α′ corrections and we conclude
that type II superstrings have a thermal scalar equation of motion that coincides with the
lowest order in α′ effective thermal scalar field equation.
We remind the reader that we are only considering terms quadratic in the fields in the
action: self-interactions of the thermal scalar will be present in general (even for type II
superstrings) but at the non-interacting level we are focusing on in this paper, they are
not needed. In particular, the Hagedorn temperature is defined at the one-loop level and
hence no self-interactions of the thermal scalar field should be considered.
This argument shows that the (non-self-interacting) thermal scalar action for type II su-
perstrings does not get α′-corrected. For the derivation presented in section 2 however,
we require more: we need to be able to vary with respect to the background metric. The
result is an off-shell background. For this we do not have the CFT methods available.
Nonetheless, it seems plausible that a suitable off-shell generalization of string theory (e.g.
using double field theory) should not alter this result.
B Total energy in a stationary spacetime
B.1 Local analysis
Consider an observer in a stationary spacetime moving along a trajectory tangential to ∂∂t .
Hence his 4-velocity equals uµ = 1√−G00
∂
∂t , where the norm is fixed by requiring u
µuµ = −1.
The energy density as measured by such an observer equals Tµνuµuν . In writing these
expressions we are assuming that this vector is globally timelike in the globally hyperbolic
section of the spacetime onto which we are focusing; this excludes for instance generic
Kerr-Newman black holes. Note though that there exist rotating black holes which do have
globally timelike Killing vectors (such as a subclass of Kerr-AdS black holes [43][44]). Before
continuing, we make the transition to the Euclidean signature manifold. This (Euclidean)
energy density can be expanded as
Tµνuµuν = T
ττGττ + 2T
τiGiτ + T
ijGiτGjτ
Gττ
. (B.1)
and it is related to the Lorentzian energy density by a sign change.
First we compute only T ττGττ +T
τiGiτ = T
τ
τ . We will show that this is precisely the total
energy. Thus we consider
−
∫ 〈
T ττ,e
〉
E
√
GdV = −
∫ (
Gττ 〈T ττe 〉E +Gτk
〈
T τke
〉
E
)√
GdV. (B.2)
This expression has three different contributions. Part of the first term is the same as in
the static case and yields the total energy:
E
β2H
∫
dV
√
GGττ
β2HTT
∗
4pi2α′2
∂λ0
∂β2
∣∣∣
β=βH
= E. (B.3)
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For the other terms we also need
e2Φ√
G
δλ0
δGτi
= −
(
GkiGτl + (k ↔ l)
)(∂kT ∗∂lT + ∂lT ∗∂kT
4
)
+
1
2
Gτi
[
Gkl∂kT∂lT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
. (B.4)
A second term (proportional to the Lagrangian), vanishes after using GττG
ττ +GτiG
τi = 1
due to the fact that the thermal scalar is a zero-mode.
Finally, the remaining term equals
E
β2H
∫
dV
√
G
[
−GττGτiGτj∂iT∂jT ∗ − Gτk2
(
GkiGτj +GjkGτi
)
∂iT∂jT
∗
]
∂λ0
∂β2
∣∣∣
β=βH
. (B.5)
Upon using GτkG
ik +GττG
τi = 0, one readily finds this term vanishes as well. In all, one
finds that − 〈T ττ,e〉E represents the energy density.
Next we show that the remainder of (B.1) vanishes. One readily obtains
δG¯ij
δGkl
= −G
ikGjl + (i↔ j)
2
. (B.6)
Using this result we obtain
e2Φ√
G
δλ0
δGkl
= −
(
GikGjl + (i↔ j)
)(∂iT ∗∂jT + ∂jT ∗∂iT
4
)
+
1
2
Gkl
[
Gij∂iT∂jT
∗ +
β2Gττ − β2H,flat
4pi2α′2
TT ∗
]
. (B.7)
The term on the second line of this expression combines with the second term of T τiGiτ ,
with the factor in front of the square brackets yielding
GτiG
τi +Gkl
GkτGlτ
Gττ
= GτiG
τi −GτkGτk = 0. (B.8)
The other terms combine into
E
β2H
∫
dV
√
G
[
−Gτk2
(
GkiGτj +GjkGτi
)
∂iT∂jT
∗ − GτkGτl2Gττ
(
GikGjl +GjkGil
)
∂iT∂jT
∗
]
∂λ0
∂β2
∣∣∣
β=βH
.
(B.9)
The prefactors (for fixed i and j) can be seen to vanish by again using GτlG
jl+GττG
τj = 0.
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B.2 Komar integral
There exists an alternative method of determining the total energy according to the asymp-
totic observer, the Komar integral:
E =
∫
Σ
TµνξµnνdΣ, (B.10)
where we integrate over a spacelike hypersurface with normal nµ and where ξµ is the time-
like Killing vector. For static spacetimes it is readily seen that this definition coincides with
the description used above, but for stationary spacetimes this seems not immediate. Let us
consider this case in detail. A defining feature of non-static (but stationary) spacetimes is
the fact that the normal vector to spatial slices is not parallel to the tangent of the timelike
Killing vector. This implies that one can define two different notions of being constant
in time. A sketch of this situation is given in figure 4. The 4-vector nµ is normal to the
Figure 4: Constant time hypersurfaces and their normal 4-vector. Also shown is the flow
of the timelike Killing vector. For a non-static spacetime, these vectors are not parallel.
constant time hypersurfaces and is hence of the form:
nµ =
∇µτ
(∇ντ∇ντ)1/2
=
Gτµ√
Gττ
. (B.11)
Its covariant components are readily found to be
nτ =
GττG
ττ
√
Gττ
+
GτiG
τi
√
Gττ
=
1√
Gττ
, (B.12)
ni =
GiτG
ττ
√
Gττ
+
GijG
τj
√
Gττ
= 0. (B.13)
The other ingredient is the timelike Killing vector. Its covariant components are
ξτ = Gττ , (B.14)
ξi = Gτi. (B.15)
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The spacelike slice Σ is integrated over with the pull-back metric Gij (setting dt = 0 in the
full metric).
With these formulas, the integrand of (B.10) equals
√
GijT
µνξµnν =
√
Gij√
Gττ
[
T ττGττ + T
τiGτi
]
. (B.16)
To proceed, we need the following identities:
√
G =
√
Gij
√
Gττ −GτkGτlG¯kl, (B.17)
Gττ
(
Gττ −GτkGτlG¯kl
)
= 1. (B.18)
In these formulas, we have written
G¯kl = Gkl − G
τkGτl
Gττ
, (B.19)
which is the matrix inverse of the purely spatial matrix Gij .
We hence have √
GijT
µνξµnν =
√
GT ττ , (B.20)
precisely the same as before.
The physical interpretation of the previous result is that we should redshift the local energy
density Tµνu
µuν on the spatial slices Σ. For stationary spacetimes, the redshift factor is√
Gττ which combines with the spatial metric as defined by observers moving along
∂
∂t to
yield the total background metric:
√
G =
√
Gττ
√
Gij − GτiGτj
Gττ
. (B.21)
We conclude that also for stationary spacetimes we have that
E =
∫
Σ
Tµνξµnν
√
GijdΣ =
∫
Σ
Tµνuµuν
√
GdΣ . (B.22)
The first equality is the global Komar analysis, whereas the second expression is interpreted
as summing (and redshifting) the local energy density over the entire spatial slice using
the spatial metric as constructed by the radar definition of the stationary observers.
This story applies to string theory, in spite of the fact that the dominant near-Hagedorn
behavior implies non-local long strings. The crucial point is that this long string is effec-
tively treated as a Euclidean quantum field whose energy density can be viewed as local in
space.
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