Abstract. We present a sharpening of nondivergence estimates for unipotent (or more generally polynomial-like) flows on homogeneous spaces. Applied to metric Diophantine approximation, it yields precise formulas for Diophantine exponents of affine subspaces of R n and their nondegenerate submanifolds.
and each K ε is compact. Here · can be any norm on R k , which we will assume to be Euclidean and extend to the space of discrete subgroups of R k by letting Γ to be the covolume of Γ if Γ = {0}, and 1 otherwise.
Another notion needed for stating a result from that paper is that of functions (C, α)-good on an open subset of R d . We postpone a definition of this property until the next section, noting that roughly speaking it can be interpreted as some sort of polynomial-like behavior.
The following is a special case of one of the main theorems from [18] : 
where the constant above is explicitly computable and depends only on d and k.
Here and hereafter λ stands for Lebesgue measure on R d .
Roughly speaking, the informal meaning of this theorem is as follows. Under the presence of condition (0.1), which captures the polynomial-like behavior of the map h, one of the following two alternatives holds: either most of the 'orbit' h(B)Z k is contained in K ε , or there exists Γ ⊂ Z k which is 'responsible for the whole orbit being far away', namely, such that the covolume of h(x)Γ is uniformly small for all x ∈ B.
The theorem clearly implies that, once (0.1) is satisfied, the 'orbit' h(R d )Z k ⊂ Ω k can not be divergent. Note that in the papers of Margulis and Dani the function h was of the form x → u x g, where {u x } was a unipotent subgroup of SL k (R) and g a fixed element of SL k (R). Another class of important applications of Theorem 0.1 is to Diophantine approximation. There, to study Diophantine properties of almost every vector of the form f (x), where f is a map from R d to R n , one takes k = n + 1 and considers h(x) = e In this case checking (0.1) amounts to establishing polynomial-like behavior of f , and (0.2) can be often extracted from global Diophantine properties of the image of f . The papers [18, 5, 14, 15, 17, 19, 20, 21, 12, 13] contain various Diophantine applications of Theorem 0.1 and its generalizations. The purpose of the present paper is to pay special attention to condition (0.2) of Theorem 0.1. Namely, it is not surprising that the higher is the rank rk(Γ) 2 of Γ (defined as the rank of Γ as a Z-module, or, equivalently, the dimension of the R-linear span Γ R of Γ), the harder is usually the task of estimating h(·)Γ from below. For example if Γ is of rank j and h(x)Γ is generated by j orthogonal vectors of length ρ, one has h(x)Γ ≍ ρ j . And indeed, in some cases relevant for Diophantine applications one can prove estimates of the following form:
This leads to a natural question -whether or not such a condition is enough for deriving (0.3). It became clear to the author in the process of working on the paper [14] that an affirmative answer to the latter question would make it possible to significantly generalize several key results from that paper.
The following theorem provides such an answer: We will comment on a geometric significance of the improvement of Theorem 0.2 over Theorem 0.1 at the end of §2, after a more general result is proved.
Let us now describe some number-theoretic applications of the above theorem. For m, n ∈ N, M m,n will stand for the space of real matrices with m rows and n columns. Define the Diophantine exponent ω(A) of A ∈ M m,n (sometimes called 'the exact order' of A) to be the supremum of u > 0 for which there are infinitely many q ∈ Z n such that Aq + p < q −u (0.5) for some p ∈ Z m . Note that this quantity is independent on the choice of norms on R m and R n (thus we will repeatedly switch between Euclidean and supremum norms whenever it is convenient). It is well known and easy to see that one has n/m ≤ ω(A) ≤ ∞ for all A ∈ M m,n , and ω(A) = n/m for λ-almost every A ∈ M m,n .
We will specialize to the case m = 1, that is, consider Diophantine properties of y ∈ R n interpreted as row vectors (see however §6.3 for the column vector setup). Further, our emphasis will be on Diophantine approximation with dependent quantities, where the dependence is expressed by means of a Borel measure µ on R n . Namely, following [16] we define the Diophantine exponent ω(µ) of µ to be the µ-essential supremum of the function ω(·); in other words, Clearly it only depends on the measure class of µ. If µ is naturally associated with a subset M of R n supporting µ (for example, if M is a smooth submanifold of R n and µ is the measure class of the Riemannian volume on M ⇐⇒ the pushforward f * λ of λ by any smooth map f parametrizing M), we will define the Diophantine exponent ω(M) of M to be equal to that of µ. Clearly ω(µ) ≥ n for any µ, and ω(λ) = ω(R n ) is equal to n. The latter justifies the terminology introduced to Diophantine approximation on manifolds by V. Sprindžuk: a measure µ on R n (resp. a submanifold M of R n ) is extremal if ω(µ) (resp. ω(M)) is equal to n, that is, attains the smallest possible value.
It was conjectured by Sprindžuk in 1980 [30] and proved in [18] that real analytic manifolds not contained in any proper affine subspace of R n are extremal. More generally, let us say that a differentiable map f :
point of U (resp. of M, in the sense of the smooth measure class on M).
The next theorem generalizes some of the results of [18] and [14] :
In short, Diophantine exponents of affine subspaces are inherited by their nondegenerate submanifolds. This was proved in [18] for L = R n , and in [14] for extremal L (that is, with ω(L) = n). Note that the middle equality is trivially satisfied for L = R n , but is not at all obvious for proper subspaces L. Indeed, it states that the infimum of ω| L coincides with its essential supremum; that is, the existence of a single point y ∈ L with ω(y) ≤ v forces the set {y ∈ L | ω(y) ≤ v} to have full measure.
Another natural problem addressed in the paper is computing Diophantine exponents of affine subspaces in terms of the coefficients of their parametrizing maps. If L is an s-dimensional affine subspace of R n , by permuting variables one can without loss of generality choose a parametrizing map of the form x → (x, xA ′ + a 0 ), where A ′ ∈ M s,n−s and a 0 ∈ R n−s (here both x and a 0 are row vectors). It will be convenient to denote the matrix 6) wherex stands for (1, x).
One of the advantages of such a parametrization is a possibility to relate Diophantine properties of A to those of points of L. Indeed, following [14] , it can be easily shown that a good approximation to A gives rise to a good approximation to all points of L simultaneously (see Lemma 5.4) 
Estimating ω(L) from above is a more difficult task. We accomplish it in §5 by writing down a precise expression for ω(L) parametrized as in (0.6) in terms of A (see Corollary 5.2). In particular, we prove 
This generalizes [14] , Theorem 1.3. Examples of subspaces described by Theorem 0.4 include: those parallel to coordinate subspaces; lines passing through the origin; subspaces of codimension one. Whether or not (0.7=) holds in general is an open question, see §6.1-2 for discussion.
We remark that the main results of this paper, Theorems 2.1 and 2.2, are much more general than Theorem 0.2. Namely, we consider maps from Besicovitch metric spaces equipped with Federer measures, see §1 for definitions. Thus our main Diophantine result, Theorem 1.3, is substantially more general than Theorem 0.3. In particular, its framework includes fractal subsets of R n or, more generally, measures of the form f * µ where µ satisfies certain decay conditions, as in [17] . In §1 of the paper we review all the necessary terminology and background facts, and in §2 prove the general quantitative nondivergence estimates. Section 3 describes a connection between Diophantine approximation and dynamics which makes it possible to apply Theorem 2.2 to Diophantine exponents. Theorem 1.3 is proved in §4 and Theorem 0.4 in §5. In fact, the Diophantine exponents of arbitrary affine subspaces are expressed in terms of so-called higher order Diophantine exponents of matrices, which are introduced and studied in detail in §5. The last section contains several open questions and further generalizations of the Diophantine problems considered in the paper.
A metric space X is called N -Besicovitch if for any bounded subset A of X and any family B of nonempty open balls in X such that each x ∈ A is a center of some ball of B, there is a finite or countable subfamily {B i } of B covering A with multiplicity at most N . We will say that X is Besicovitch if it is N -Besicovitch for some N , and refer to the smallest such N as to the Besicovitch constant of X. The fact that R d is Besicovitch is the content of Besicovitch's Covering Theorem [23] , Theorem 2.7.
Let µ be a locally finite Borel measure on X, U an open subset of X with µ(U ) > 0. Following [17] , let us say that µ is D-Federer on U if
Equivalently, one can replace '3' in (1.1) by any c > 1, appropriately changing the value of D. This explains why Federer measures are often called doubling. It will be useful to have a non-uniform version of the above definition: we will say that µ as above is Federer if for µ-a.e. x ∈ X there exists a neighborhood U of x and D > 0 such that µ is D-Federer on U . Many natural examples of measures, including those supported on fractals, can be shown to be Federer.
For a subset B of X and a function f from X to a normed space with norm · , we let f B def = sup x∈B f (x) . If µ is a locally finite Borel measure on X and B is a subset of X with µ(B) > 0, we define f µ,B to be equal to f B ∩ supp µ .
A function f : X → R is called (C, α)-good on U ⊂ X with respect to µ if for any open ball B ⊂ U centered in supp µ one has
Informally speaking, a function is good if the set of points where it takes small values has small measure. We refer the reader to [18, 5, 17, 19] for various properties and examples. One of the elementary observations is conveniently stated below:
In the situations when U is a subset of R d and µ = λ, we will omit the reference to the measure and will simply say 'f is (C, α)-good on U ', as has already been done in (0.1). In that case one can replace f µ,B in (1.2) by f B and not pay attention to the restriction of the center of B lying in the support of the measure.
(C, α)-good functions often come in families. For example, condition (0.1) used in Theorems 1 and 2 asserts that functions of the form x → h(x)Γ , where Γ runs through subgroups of Z k , are all (C, α)-good with uniform C and α. Often we will need to check the (C, α)-good property for functions from a given finite-dimensional function space. For example, polynomials are (C, α)-good with C and α depending only on the degree of the polynomial.
The following definition was introduced in [14] and [19] . Let f = (f 1 , . . . , f n ) be a map from a metric space X to R n and µ a measure on X. We will say that f is µ-good at x ∈ X if there exists a neighborhood V of x and positive C, α such that any linear combination of 1, f 1 , . . . , f n is (C, α)-good on V with respect to µ. We will simply say that f is µ-good if it is µ-good at µ-almost every point. Again, the reference to the measure will be omitted when µ = λ. For example, we will say that polynomial maps are good (in fact, good at every point). More generally, based on the work done in [18] , the following was proved in [14] :
For a subset M of R n , define its affine span M a to be the intersection of all affine subspaces of R n containing M . Then it is easy to see that L in the above lemma is equal to f (B) a for some open B ∋ x. It will be useful to define a similarproperty for more general maps and measures. Namely, let X be a metric space, µ a Borel measure on X, L an affine subspace of R n and f a map from X into L. Say that f is µ-nonplanar in L at x ∈ supp µ (cf. [19, 16] 
for some open neighborhood B of x. As before, we will omit the dependence on µ (resp. L) when µ = λ (resp. L = R n ). Clearly f = (f 1 , . . . , f n ) is µ-nonplanar at x iff for any neighborhood B of x the restrictions of 1, f 1 , . . . , f n to B ∩ supp µ are linearly independent over R. We will say that f is µ-nonplanar in L if it is µ-nonplanar in L at µ-a.e. x. Since the set of x at which f is not µ-nonplanar in L is relatively open in supp µ, the latter condition is clearly equivalent to µ-nonplanarity in L at every x ∈ supp µ. In particular, µ-nonplanarity of f is a property of f and the support of µ.
As was said before, the basic example is given by nondegenerate smooth maps from R d to R n : it is clear from the definition that nondegeneracy in L implies nonplanarity in L. Thus the following statement generalizes Theorem 0.3: Theorem 1.3. Let µ be a Federer measure on a Besicovitch metric space X, L an affine subspace of R n , and let f : X → L be a continuous map which is µ-good and µ-nonplanar in L. Then
The first equality above was announced in [16] . The special case L = R n was (in a slightly different terminology) one of the main results of [17] . Note that in all the applications considered in this paper we will take X to be an open subset of R d ; however one can also work with vector spaces over other local fields and, using methods from [19] and [13] , obtain non-Archimedean version of many results from the present paper, see §6.6 for further discussion.
Many nontrivial examples of measures µ and maps f satisfying the conditions of the above theorem can be found in the paper [17] . For example, it is not hard to see that a measure µ on R n is friendly (a property introduced in [17] ) iff it is Federer and the identity map R n → R n is µ-good and µ-nonplanar. Many measures naturally arising from geometric constructions can be shown to possess an even stronger property; such measures were referred to as 'absolutely decaying and Federer' in [17] and as 'absolutely friendly' in [24] ; many examples can be found in [17, 32, 31] . It was proved in [17] , §7 that if µ is absolutely decaying and Federer, and f is nondegenerate at µ-a.e. point of R d , then f is µ-good and µ-nonplanar. From the aforementioned facts, using Theorem 1.3 and, if necessary, compositions with affine isomorphisms, the following can be deduced:
(b) Let µ be an absolutely decaying and Federer measure on R d , L an affine subspace of R n , and let f :
For the special case of L being extremal, part (a) was stated without proof in [17] , §10.5. 7
Weighted posets and quantitative nondivergence
In this section we work with mappings of weighted partially ordered sets (posets) into spaces of functions on balls in a Besicovitch metric space. By a weighted poset we mean a partially ordered set P together with a map η : P → R + . Similarly to what was done in [18] , §4 and [19] , §5, given a mapping from a weighted poset to the space of functions on a ball B we will mark certain points of B (see the definition below), and prove an upper estimate (Theorem 2.1) for the measure of the set of unmarked points.
For a poset P, we will denote by ℓ(P) the length of P, i.e. the number of elements in a maximal linearly ordered subset of P. If S is a subset of P, we let P(S) be the poset of elements of P S comparable with any element of S. Note that one always has
We will fix a metric space X, and consider weighted posets (P, η) together with a mapping ψ from P to the space C(B) of R-valued continuous functions on some subset B of X, which we will denote by s → ψ s . Given such a mapping and a positive number ε, we will say that a point z ∈ B is ε-marked relative to (P, η) if there exists a linearly ordered subset
We will denote the set of all such points by Φ(ε, P, η). When it does not cause confusion, we will omit the reference to either P, η or ε, and will simply say that z is ε-marked, or marked relative to P. 
The proof given below is a weighted modification of the argument from [19] , §5, which, in its turn, generalizes [18] , §4. In a sense, this modification allows one to use the full strength of the construction originally introduced by Margulis [22] , obtaining what may be considered as the optimal result (see the discussion after the proof of Theorem 2.2).
Proof.
We proceed by induction on k. If k = 0, the poset P is empty, and for any z ∈ B one can take S z = ∅ and check that (M1) and (M2) are satisfied for all positive ε; thus all points of B are marked. Now take k ≥ 1 and suppose that the claim is proved for all smaller values of k.
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Fix C, α, ρ, P, B = B(x, r) and ψ as in the formulation of the theorem. For any y ∈ B ∩ supp µ define
this is a finite subset of P in view of (A3). If H(y) is empty, y is clearly ε-marked for any positive ε: indeed, since |ψ s (y)| ≥ η(s) for all s ∈ P, one can again take S y to be the empty set and check that (M1) and (M2) are satisfied. Thus one only needs to consider points y from the set
Take y ∈ E and s ∈ H(y), and define
It follows from the continuity of functions ψ s that for small enough positive t one has ψ s µ,B(y,t) < η(s), hence r s,y > 0. Denote B(y, r s,y ) by B s,y . From (A1) it is clear that B s,y does not contain B; therefore one has r s,y < 2r. Note also that (2.2) immediately implies that
Now for any y ∈ E choose an element s y of H(y) such that r s y ,y ≥ r s,y for all s ∈ H(y) (this can be done since H(y) is finite). For brevity let us denote r s y ,y by r y and B s y ,y = s∈H(y) B s,y by B y . Also let us denote the poset P({s y }) by P y .
The next claim allows one to show a point z ∈ B y to be marked relative to P once it is marked relative to P y . Namely, fix ε > 0 and y ∈ E, and take z such that
Then we claim that z belongs to Φ(ε, P, η); equivalently,
(2.5) Indeed, take z as in (2.4); by definition of Φ(ε, P y , η), there exists a linearly ordered subset S y,z of P y such that
and
Put S z def = S y,z ∪ {s y }. Then P(S z ) = P y (S y,z ), so (M2) immediately follows from (2.7). Property (M1) for s = s y is given by (2.6), and for s = s y by (2.4) and (2.3). Thus (2.5) is proved. 9
Note that for any y ∈ E one clearly has r y < 2r, which in particular implies that B y ⊂ B(x, 3r). We are going to fix some r ′ y strictly between r y and min(2r, 3r y ), and denote B(y, r (Indeed, the definition of r y and (2.2) imply the above inequality for any s ∈ H(y), and it obviously holds if s / ∈ H(y).)
Therefore one has
by the induction assumption and the Federer property of µ. On the other hand, in view of ψ s y being (C, α)-good onB ⊃ B ′ y with respect to µ, one can write
(2.10) Now recall that we need to estimate the measure of E Φ(ε, P, η). For any y ∈ E, in view of (2.5), (2.9) and (2.10) one has
Finally, consider the covering {B y | y ∈ E} of E, choose a countable subset Y of E such that the multiplicity of the subcovering {B y | y ∈ Y } is at most N , and write
(2.12)
Therefore the measure of E Φ(ε, P, η) is bounded from above by
and the theorem is proven.
We now apply Theorem 2.1 to the (appropriately weighted) poset of discrete subgroups of Z k , k ∈ N, proving a general version of Theorem 0.2. 
Then for any positive ε ≤ ρ one has
Proof. We let P be the poset of all nonzero primitive subgroups of Z k , with the inclusion relation.
by ψ the map Γ → ψ Γ , where the latter is defined by ψ Γ (x) def = h(x)Γ , x ∈B, and by η the function Γ → ρ rk(Γ) . It is easy to verify that (P, η) satisfies properties (A0)-(A3) of Theorem 2.1. Indeed, (A0) holds since any two primitive subgroups are either incomparable or have the same rank, (A1) is given by [2.2-i], (A2) by [2.2-ii], and (A3) follows from the discreteness of (Z k ) in (R k ). In view of Theorem 2.1, it remains to prove that a point x ∈ B with h(x)Z k / ∈ K ε can not be ε ρ -marked; in other words,
(2.13)
Take an ε ρ -marked point x ∈ B, and let {0} = Γ 0 Γ 1 · · · Γ j = Z k be all the elements of S x ∪ {0}, Z k . Properties (M1) and (M2) translate into:
(Even though Γ 0 = {0} / ∈ P, it is clear that it also satisfies (2.14).)
. Now one can use properties (2.14) and (2.15) to deduce that
On the other hand, from the submultiplicativity of the covolume it follows that
by (2.14) and (2.16)
This shows (2.13) and completes the proof of the theorem.
In order to better understand the difference between this theorem and its predecessors (proved in [18, 17, 19] ), let us draw a corollary from it. Namely, suppose that X, µ and B are as in the above theorem, that h satisfies [2.2-i] with some C, α (for example, X = R d , µ = λ and h is a polynomial map), and that for some small positive ε, the relative measure of x ∈ B for which h(x)Z k / ∈ K ε is at least 1/2. Then Theorem 2.2 asserts that there exists a subgroup Γ of
Minkowski's Lemma, the whole 'trajectory' h(B ∩ supp µ)Z k must be contained in the complement to K const ·ε , with the constant depending only on D, N, C, α and k. In other words, it must stay at a (uniformly) bounded distance from the complement to K ε . Note that using previously known results it was only possible to conclude that h(B ∩ supp µ)Z k must be outside of K const ·ε 1/(k−1) , a compact set of diameter approximately k − 1 times smaller than that of K ε .
When it comes to number-theoretic applications, the crucial advantage is that replacing ρ by ρ rk(Γ) makes [2.2-ii] easier to check. This will be demonstrated in the next section, where Theorem 2.2 will be applied to h as in (0.4).
An application to metric Diophantine approximation
We recall some notation and terminology introduced in the beginning of this paper, as well as in the paper [14] . For m, n ∈ N and v > 0, we denote by W v the set of A ∈ M m,n for which there are infinitely many q ∈ Z n such that (0.5) holds for some p ∈ Z m . The dimensionality of the matrices will be clear from the context. The Diophantine exponent ω(A) of A defined in the introduction is equal to
We will also use the notation
Note that the definition of ω(A), unlike that of the sets W v , does not depend on the choice of norms on R m and R n . Although there are many interesting and unsolved Diophantine problems related to the space of m × n matrices, we specialize to the case m = 1, that is, consider Diophantine properties of vectors (= row matrices) y ∈ R n . With some abuse of notation, we will view integer vectors q ∈ Z n as column vectors, so that yq stands for y 1 q 1 + · · · + y n q n . Now let us describe a correspondence, dating back to [28] and [9] , between approximation properties of vectors y ∈ R n and dynamics of certain trajectories in Ω n+1 . Given a row vector y ∈ R n one defines
and considers the lattice u y Z n+1 in R n+1 , that is, the collection of vectors of the form yq + p q , where p ∈ Z and q ∈ Z n . Then one can read Diophantine properties of y from the behavior of the trajectory F u y Z n+1 in the space of lattices, where F = {g t | t ≥ 0} , with g t = diag(e t , e −t/n , . . . , e −t/n ) ,
is a one-parameter subsemigroup of SL n+1 (R) which expands the first coordinate and uniformly contracts the last n coordinates of vectors in R n+1 .
The following elementary lemma was proved in [14] .
Lemma 3.1. Suppose we are given a set E ⊂ R 2 which is discrete and homogeneous with respect to positive integers, that is, kE ⊂ E for any k ∈ N. Also take a, b > 0, v > a/b, and define c by
Then the following are equivalent:
there exist arbitrarily large t > 0 such that for some (x, z) ∈ E {0} one has max e at |x|, e −bt |z| ≤ e −ct .
Taking v > n, y ∈ R n and
one notices that [3.1-i] is equivalent to y ∈ W v . On the other hand, choosing a = 1 and b = 1/n one sees that [3.1-ii] amounts to
where
Thus, if we define γ(y) to be the supremum of all c for which (3.3) holds, or, equivalently, γ(y) = sup c g t u y Z n+1 / ∈ K e −ct for infinitely many t ∈ N , (in [14] this quantity was called the growth exponent of u y Z n+1 with respect to F ), then we have the equality 
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Now let us turn to computing Diophantine exponents of measures. If ν is a measure on R n and v ≥ n, one has ω(ν) ≤ v iff ν(W u ) = 0 for any u > v. In view of the above discussion, this amounts to saying that for any d > c where c is given by (3.4), ν y g t u y Z n+1 / ∈ K e −dt for an unbounded set of t ∈ R + = 0 . This is easily seen to be equivalent to
and, in view of the Borel-Cantelli Lemma, a condition sufficient for the latter is
This is precisely where the measure estimates discussed in the previous section come in. 
r.t. µ; [3.2-ii] for any d > c there exists T = T (d) > 0 such that for any t ≥ T and any
Γ ⊂ Z n+1 one has
Then ω f * (µ| B ) ≤ v, where v is related to c via (3.4).
Proof. As was observed in the course of the preceding discussion, it suffices to show (3.6) for ν = f * (µ| B ). We now proceed to verify that the map h = g t u f satisfies the assumptions of Theorem 2. for all but finitely many t ∈ N. This readily implies (3.6).
Remark 3.3. Note that both [3.2-i] and [3.2-ii]
trivially hold for Γ of rank 0 and n + 1. It will be convenient to denote by S k,j the set of all subgroups of Z k of rank j. Thus, to apply Proposition 3.2 it will be enough to check [3.2-i,ii] for Γ ∈ S n+1,j , j = 1, . . . , n. 14
Computing Diophantine exponents of measures
In this section we use Proposition 3.2 to prove Theorem 1.3, that is, for a given v ≥ n, write necessary and sufficient conditions for Diophantine exponents of certain measures to be not greater than v. For this we need to understand to what extent the two conditions in the above proposition are necessary. While not much can be said about the first one, it turns out that assumption [3.2-ii] is in fact necessary for the conclusion of Proposition 3.2. Furthermore, the consequences of [3.2-ii] being not true are surprisingly strong. We remark that the negation of the conclusion of Proposition 3.2 is much weaker: it simply amounts to saying that for some u > v the set {x ∈ B | f (x) ∈ W u } has positive measure.
Proof. The assumption of the lemma says that there exists d > c such that one has sup x∈B∩ supp µ
for arbitrarily large t (and Γ ⊂ Z n+1 dependent on t). In other words, there exists 1 ≤ j ≤ n, a sequence t i → ∞ and a sequence of subgroups Γ i ∈ S n+1,j such that for any x ∈ B ∩ supp µ one has g t i u f (x) Γ i < e −jdt i . But in view of Minkowski's Lemma, this means that for any i and any x ∈ B ∩ supp µ there is a nonzero vector v ∈ g t i u f (x) Γ i with v ≤ 2 j e −dt i . Hence
which implies that γ f (x) ≥ d, finishing the proof in view of (3.5).
It is worthwhile to point out that it is precisely the above argument that requires a strengthening of the quantitative nondivergence obtained in §2. Previously available technique could only yield γ f (x) ≥ d/n, which was enough in the case v = n ⇔ c = 0, but not in the general case.
To write [3.2-ii] in a more convenient form, let us reproduce a computation (first done in [18] ) of coordinates of g t u f (x) Γ with respect to the standard basis of (R n+1 ). For the rest of this section let us denote R n+1 by V , its standard basis by e 0 , e 1 , . . . , e n , the space spanned by e 1 , . . . , e n by V 0 . For I = {i 1 , . . . , i j } ⊂ {0, . . . , n}, i 1 < i 2 < · · · < i j , let
with the convention e ∅ = 1; then {e I | #I = j} is a basis of j (V ), and we extend the Euclidean structure ·, · from V to its exterior powers so that this basis becomes orthonormal.
Since the action of u y leaves e 0 invariant and sends e i , i > 0, to e i + y i e 0 , one can write thus, up to a uniform constant,
where Γ ∈ S n+1,j is represented by w, and we use the notationf def = (1, f 1 , . . . , f n ).
Observe that from the above one can already extract a nice lower bound for (4.6) whenever the restrictions of 1, f 1 , . . . , f n to B ∩ supp µ are linearly independent. Indeed, then the correspondence v → f (·)v µ,B yields a norm on (V ) n+1 , which is obviously equivalent to the standard (Euclidean) norm. Thus, up to a (uniform in w) constant, the expression (4.6) is bounded from below by c(w) . Since c has trivial kernel and maps (V Z ) into (V Z ) n+1 , one has c(w) ≥ 1 for any nonzero w ∈ (V Z ). This argument appears in [18] and, in a dual form, in [17] .
In general the desired lower bound is affected by the linear dependence relations between the components off . Namely, denote by F µ,B the R-linear span of the restrictions of 1, f 1 , . . . , f n to B ∩ supp µ, denote its dimension by s + 1, and choose functions g 1 , . . . , g s : B ∩ supp µ → R such that 1, g 1 , . . . , g s form a basis of F µ,B . This choice defines a matrix
formed by coefficients in the expansion of 1, f 1 , . . . , f n as linear combinations of 1, g 1 , . . . , g s . In other words, with the notationg def = (1, g 1 , . . . , g s ), one has
Moreover, since the first components off andg are equal to 1, the elements in the first column of R are
In view of (4.7), the expressions f (·)c(w) µ,B can be replaced by g(·)Rc(w) µ,B , and the latter, in view of linear independence of the components ofg, simply by the norms of vectors Rc(w). Summarizing the discussion, we see that [3.2-ii] is equivalent to ∀ d > c ∃ T > 0 such that ∀ t ≥ T , ∀ j = 1, . . . , n and ∀ w ∈ S n+1,j one has max e n+1−j n t Rc(w) , e
where we have identified S n+1,j with the set of elements of j (R n+1 ) representing Γ ∈ S n+1,j .
Here is another way to understand the above condition. Let r i = (r i,0 , . . . , r i,n ) stand for the ith row of R, i = 0, . . . s. Then, using (4. At this point it becomes useful to recall Lemma 3.1. Namely, for each j = 1, . . . , n consider E = Rc(w) , π(w) w ∈ S n+1,j .
It is clearly homogeneous with respect to positive integers, and the fact that it is discrete is easy from (4.11) and (4.8). Take a = 
Therefore (4.9) becomes equivalent to
and ∀ w ∈ S n+1,j with large enough π(w) one has Rc(w) > π(w) −u . (4.12)
As a result, we managed to get rid of an auxiliary variable t in (4.9) and found a way to directly involve v, rather than relate it to c via (3.4).
Note that the only way the ball B, the measure µ and the map f enter the above conditions is via the matrix R, which depends on both B ∩ supp µ and f and is not uniquely determined -but another choice of R would clearly yield a condition equivalent to (4.9)⇔(4.12). Here is another useful way to describe R. Let
put s = dim(L), and suppose
14)
where as usual we haveh
, and that 1, g 1 , . . . , g s generate F µ,B and are linearly independent over R. This way, condition (4.12)⇔(4.9)⇔[3.2-ii] becomes a property of the 'enveloping subspace' f (B ∩ supp µ) a ; in particular, R can be chosen uniformly for all measures µ, balls B intersecting supp µ and maps f as long as (4.13) holds.
We are now ready for the main result of the section.
Theorem 4.2. Let µ be a Federer measure on a Besicovitch metric space X, L an affine subspace of R n , and let f : X → L be a continuous map which is µ-good and µ-nonplanar in L. Then the following are equivalent for v ≥ n: An especially remarkable feature of the above theorem is that whenever conditions [4.2-i,ii] hold for some X, µ and f satisfying the assumptions of the theorem, they hold for any X, µ, f satisfying those assumptions. Indeed, condition [4.2-iii] equivalent to them has no reference to f , µ or X, only to L. in particular, one can make the most natural choice of X, µ, f , that is, put X = R s , µ = λ and f = h as in (4.14), thus establishing Theorems 1.3 and 0.3, and furthermore producing a formula for the Diophantine exponent of L. Namely, one has Corollary 4.3. Let L be an s-dimensional affine subspace of R n . Then ω(L) = max n, sup{v | (4.12) holds for R as in (4.14)} .
This will be made more explicit in the next section.
Higher Diophantine exponents and Theorem 0.4
In this section we start by fixing a parametrization (0.6) for an s-dimensional affine subspace L of R n . This amounts to taking R of the form
where A ∈ M s+1,n−s . In order to restate condition (4.12) in terms of A, let us denote by a i = (a i,s+1 , . . . , a i,n ) the ith row of A, i = 0, . . . , s, and identify it with an element of V by putting a i = n k=s+1 a i,k e k . Then, in view of (4.11), we have
Theorem 4.3 asserts that for v ≥ n, the Diophantine exponent of L is not greater than v if and only if for all j = 1, . . . , n, u > v+1−j j and w ∈ S n+1,j with large enough π(w) , the expression in (5.1) exceeds π(w) −u . This condition however can be considerably simplified. Namely, put
and denote by π • the projection of (V ) to (V • ). We will also be using the following notation: x ≺ y will stand for x < Cy where C depends only on the matrix A and not on w.
Lemma 5.1. Suppose that R A c(w) is less than 1 for some w ∈ S n+1,j . Then
Proof. Let us take I ⊂ {0, . . . , n} and prove that the absolute value of e I , w is bounded by a uniform constant times π • (w). Denote by k the smallest element of I. The claim is trivial if k > s. Otherwise, using (5.1), one can write | e I , w | < 1 + a i ∧ e I {k} , w and observe that, since a i ⊂ V • for each i, the right hand side is not greater than 1 + max i a i · max J⊂{k+1,...,n} | e J , w |. The same argument can be applied to each of the components e J , w , and after no more than n − s + 1 steps the process will terminate.
In particular, the lemma forces R A c(w) to be not less than 1 for any w ∈ S n+1,j with j > n−s, generalizing [14] , Lemmas 4.5 and 4.6. Since 1 ≥ π(w) −u whenever u > v+1−j j and v is at least j − 1, we can conclude that subgroups of rank greater than n − s have no impact on the Diophantine exponent of L.
It will be convenient to associate to A the following quantities: for each j = 1, . . . , n − s, define We will refer to ω j (A) as to the Diophantine exponent of A of order j. The reason for this terminology is the observation, essentially made in [14] , that 20 In view of the lemma, the estimate (0.7≥) stated in the introduction gets to be a special case of Corollary 5.2 corresponding to j = 1. However it is worthwhile to note that this inequality can be proved in an elementary way, and even more can be said: This not only proves the lower bound (0.7≥), but also provides a way to approximate all points of L uniformly by a fixed sequence of integers.
Proof. One knows that for any u < ω(A) and infinitely many q ∈ Z n−s one can find p = (p 0 , p 1 , . . . , p s ) ∈ Z s+1 satisfying (0.5). Now take any x ∈ R s , denote (p 1 , . . . , p s ) by p ′ and write
Slightly decreasing u if needed, one gets
for all but finitely many (p, q) as above. Then it easily follows from (0.5) that p is bounded from above by C q , where C depends only on A. Thus, after possibly another slight change of u and throwing away another finite subset, one can put p Another case when Theorem 0.4 holds for trivial reasons is L = {a}, a zerodimensional subspace represented by a 1 × n matrix a ∈ R n . Indeed, it is a tautological statement that ω(L), that is, the Diophantine exponent of the δ-measure supported at a, is equal to ω(a). On the other hand everything done in §4 is easily applicable in the case s = 0 (andx = 1). Thus it follows from Corollary 5.2 that ω j (a) ≤ ω(a) for each j. (Exercise: prove it directly from the definition (5.2).)
To finish the proof of Theorem 0.4 it remains to treat the case when A is a matrix with rationally proportional rows. For that it will be useful to get a better understanding of the 'hidden symmetries' of higher order exponents. The three lemmas below serve this purpose. 21 
Note that in both cases the reverse inequalities are obvious. The statement is also obvious for j = 1 (since, as was mentioned before, the only possible choice of J is J = ∅). (5.5b) allows one to slightly reduce the set of pairs (i, J) involved in computations of Diophantine exponents. And (5.5a) says that one can enlarge the set of pairs in (5.1) so that the formula, and hence the definition of ω j (A), become symmetric under any 2 permutation of rows of A.
Proof. A crucial observation is the following: for any 0 ≤ k ≤ s, using (5.1) and the linearity of u → (e k + a k ) ∧ u, w , one can write
whenever u ∈ j−1 (V 0 ) has norm ≺ A . Likewise, assuming in addition that
To prove (5.5a), take I ⊂ {1, . . . , n} of cardinality j − 2, and for any 0 ≤ k ≤ s write
Similarly, if k < i one has 
and a repeated application of this trick allows to reduce the estimation of R A c(w) to J ⊂ {i + 1, . . . , n}, proving (5.5b).
The invariance of ω j (A) with respect to permutations of rows of A suggests that the same might hold for other row operations. This indeed happens to be the case: 
Proof. Since row interchanges are taken care of in view of the previous lemma, it remains to prove
assuming all the rows of A ′ are the same as those of A except for the top row, and the latter is equal to: (a) k ℓ a 0 , where k and ℓ are nonzero integers, and (b) a 0 + a 1 . For case (a), take w ∈ S n+1,j , write it in the form w = w 0 + e 0 ∧ w ′ where both w 0 and w ′ are in (V 0 ), and put
It is easy to see thatw also belongs to S n+1,j , that is, represents a subgroup of Z n+1 : one can write
for some integer vectors v 1 , . . . , v j ∈ V 0 and a, b ∈ Z, and then takẽ
Now we claim that R A ′ c(w) is not bigger than max |k|, |ℓ| times R A c(w) . Indeed, one has, for J ⊂ {1, . . . , n},
and also, for i ≥ 1, (e i +a i )∧e J ,w = (e i +a i )∧e J , lw 0 = ℓ (e i +a i )∧e J , w 0 = ℓ (e i +a i )∧e J , w .
This clearly implies (5.7). In case (b) the argument is similar. Namely, we take w ∈ S n+1,j , write it in the form
, and put w = w + e 0 ∧ w
Again,w can be easily shown to represent a subgroup of Z n+1 : write
for some integer vectors v 1 , . . . , v j ∈ Re 2 ⊕ · · · ⊕ Re n and a, b, c ∈ Z, and then takẽ
Now let us estimate R A ′ c(w) . It is clear that (e i + a i ) ∧ e J ,w is the same as (e i + a i ) ∧ e J , w for i ≥ 1 and J ⊂ {1, . . . , n}. On the other hand, (e 0 + a 0 + a 1 ) ∧ e J ,w = e 0 ∧ e J , w + e 0 ∧ w 
Proof. Let A ′ be obtained from A by removing its top row (this can be assumed without loss of generality in view of the row interchange invariance). It is clear that for any w ∈ S n+1,j the inner product (e i + a i ) ∧ e J , w coincides with (e i + a i ) ∧ e J , π(w) whenever i > 0 and J ⊂ {1, . . . , n}. Thus it follows from (5.1) that R A ′ c π(w) is not greater than R A c(w) , and obviously π(w) ∈ S n,j and π • π(w) = π • (w). Therefore whenever w ∈ S n+1,j produces 'a good approximation' to A (meaning that R A c(w) is smaller than π • (w) to some negative power), its projection π(w) onto j (V 0 ) yields an equally good (or better) approximation to A ′ . This proves the first part of the lemma. For the second part, in view of Lemma 5.6 it is enough to assume that all the coefficients in the linear combination are zero, that is, a 0 = 0. Then one can reverse the above argument: whenever w ∈ j (V 0 ) produces 'a good approximation' to A ′ , it automatically yields an equally good approximation to A, since one has (e 0 + a 0 ) ∧ e J , w = e 0 ∧ e J , w = 0.
A combination of the above lemma with the observation made before Lemma 5.5 completes the proof of Theorem 0.4. In particular, we have shown that subspaces L of the form L = {(x 1 , . . . , x s , a 1 , . . . , a n−s )} or L = {(x 1 , . . . , x s , a 1 x i , . . . , a n−s x i )} , satisfy (0.7=), thus generalizing [14] , Lemma 4.7 (whose method of proof, borrowed from [2] , did not shed any light on higher Diophantine exponents of the corresponding matrices). Furthermore, in view of Lemma 5.4 one can conclude that whenever a subspace satisfying the assumptions of Theorem 0.4 is not extremal (equivalently, ω(A) > n), for any u < ω(L) = ω(A) one can find an infinite A ⊂ Z n+1 such that (5.3) holds, that is, there exists an infinite supply of approximating vectors which can work uniformly for all points of L.
Generalizations and open questions
6.1. For matrices with no rational dependence between rows or columns the exponents of orders higher than 1 seem to be hard to understand. In particular the following question, a special case of which was asked in [14] , appears to be interesting:
Question. Does there exist a matrix A ∈ M s+1,n−s and 2 ≤ j ≤ n − s such that ω j (A) is greater than both n and ω(A)?
An affirmative answer to this question would give a counterexample to (0.7=), and, moreover, would provide an example of a proper non-extremal affine subspace L of R n such that for some u < ω(L) it is impossible to find an infinite subset A of Z n+1 satisfying (5. if v > n n otherwise.
The author unfoundedly suspects (6.1) to be true regardless of the answer to the above question; in other words, even if higher order Diophantine exponents can interfere with (0.7=), they should not be powerful enough to affect the computation of the Hausdorff dimension.
6.2.
The simplest matrices to look for possible counterexamples to (0.7=) would be of size 2 × 2, corresponding to lines in R 3 . To convince the reader that the problem is far from trivial, let us work out an explicit formula for the second order w ij e i ∧ e j + q e 2 ∧ e 3 , 2) and observe that for i = 0, 1 one has (e i + a i ) ∧ e 2 , w = w i2 − a i3 q , (e i + a i ) ∧ e 3 , w = w i3 + a i2 q , (6.3) and also (e 0 + a 0 ) ∧ e 1 , w = p − a 02 w 12 − a 03 w 13 = p − det(A)q − a 02 (w 12 − a 13 q) − a 03 (w 13 + a 12 q) . (6.4) Combining (6.3) and (6.4), one concludes that the definition (5.2) of ω 2 (A) reduces to the following: ω 2 (A) is the supremum of v for which there exist w ∈ S 4,2 of the form (6.2) with arbitrary large |q| such that max |w 02 − a 03 q|, |w 12 − a 13 q|, |w 03 + a 02 q|, |w 13 + a 12 q|, |p − det(A)q| < |q|
Even when det(A) = 0 (that is, rows/columns of A are linearly dependent over R but not over Q), the situation does not seem to be any less complicated.
More generally, for any submanifold of R n it should be possible to state its own version of Groshev's Theorem, with the convergence/divergence of (6.5) replaced by another 'dividing line' condition. The following problems, posed in [14] , still remain wide open:
• is it true that the aforementioned 'dividing line' condition of an affine subspace L of R n is always inherited by manifolds nondegenerate in L? • given a general affine subspace, say parametrized as in (0.6), find its 'dividing line' condition, say in terms of the Diophantine properties of the parametrizing matrix A; or, vice versa, describe the class of subspaces with a given 'dividing line'.
6.6. Finally, we remark that the generality of Theorem 2.2 allows applications far beyond Diophantine approximation over R. Namely, one can similarly consider Diophantine properties of measures on vector spaces over non-Archimedean local fields, both of characteristic zero [19] and of positive characteristic [13] . In fact, in the aforementioned two papers it was proved that manifolds nondegenerate in the ambient spaces are extremal (and moreover strongly extremal). An application of Theorem 2.2 can extend these results to manifolds nondegenerate in (possibly non-extremal) proper affine subspaces.
