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1. Let Q denote the left-open, right-closed unit interval (0, 11. As is 
known, see e.g. [8], Satz 48, every ~0 E Q can be expanded in a so-called 
Liiroth series 
(1.1) 
1 1 1 
w=-+ 
m@1- l)a2 
+ + 
al a(m - 1) az(a2 - 1) a3 
. . . . an E N, C&>2, 
n=l, 2,3, . . . . 
Conversely, every series of the form (1.1) converges and represents an 
element of Q. The representation of o in the form of a Liiroth series 
is unique. In this way there exists a one-to-one correspondence between 
elementsw~Qandsequences(a~,az,ua ,... ),anEN,an>2,n=1,2,3 ,... I). 
The quotients al, a2, aa, . . . of the Liiroth expansion of w may be calcu- 
lated by the following algorithm 
i 
fio’o(m) = WC), 
(1.2) \ 
&&+1(w)= -I- + 1, [ 1 h&J) 
t 
%+1(0)=%+1(w) (&+1(w) - l) 
( M”)- & ) 
, n=O, 1,2, . . . . 
n 
2. We now consider the probability triple (Q, 8, P) where ‘$3 denotes 
the class of all Bore1 sets and P the ordinary Borel-Lebesgue measure. 
The Liiroth quotients al(~), aa( as(o), . . . can be regarded as random 
variables. We shall denote them as such by ~1, a, aa, . . . . It is easily 
verified that the 91, a, 4d3, . . . are independent and that one has for every 
nEN . 
P({cB; g,=Ic))= $--, k=2,3, . . . . 
We begin by drawing some first conclusions from this independence. 
Applying the law of the iterated logarithm one has 
1) w is rational if and only if its corresponding sequence (al, m, as, . . .) is periodic. 
In this way it follows from 1-e-l e, (2, 4, 6, ,..) that e is irrational. 
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Theorem 2.1. Let .&,k(Cc)) denote the number of indices Ian for 
which ai =k. Then 
An7k(w)- k(kF-1) 
lizzp (nloglog = 
(2k2-2k-2)*, a.e., lc=2 3 
k(k- 1) 2 
, . . . . 
Another consequence of the independence of the ai, as, as, . . . is the 
following 
Theorem 2.2. Let v(n) be a positive increasing function. Then if 
nzl ih 
converges, the estimate 
(2.2) an = 0(&J), n + 00 
holds for almost all cu E 4. If on the other hand 2 1 - diverges, the 
n-l 0) 
estimate (2.2) is false for almost all w. 
Remark. As is well known, Bore1 showed that a similar theorem 
holds for continued fractions, see e.g. [5], Satz 30. 
Proof. Put V,={o; cz,>y(n)). Then by (2.1) one has 
Let nZl y tn, - converge. From the lemma of Borel-Cantelli it then follows 
that P(limsup V,)=O, i.e. for almost all w, the estimate a,> v(n) holds 
n-+m 
only for a finite number of n, hence a,=O(v(n)), with probability 1. If 
n%k 
diverges there exists a positive increasing function y(n), with 
y(n) -+ 00 as n + 00, such that 2 
n-l 9Wi4n) 
also diverges. 
This follows e.g. from a theorem of Abel-Dim, see [6], Q 39. 
Put Wn= {c’); an > y(n)y(n)}. By the independence of _a~, ~2,4ds, . . . . the 
sets WI, W2, W3, . . . are independent. Therefore, again applying the Borel- 
Cantelli lemma, P(limsup W,) = 1, that is, an>v(n)y(n) holds with proba- 
n-to;, 
bility 1 for infinitely many n. Hence the estimate u,=O(pl(n)) is false 
for almost all w. 
Theorem 2.3. If &= 5 ac and VW= 
i-l 
is an arbitrary, but fixed, positive number, then 
lim P( V,)=O. 
n+ca 
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This theorem is a special case of a well-known theorem in probability 
theory, see e.g. [2], VII. 7, theorem 3, putting qn= 1 
IIlog’ na3* 
3. Let the operator T: Q + Q be defined by 
(3-l) 
Then one has 
6n(w)=T'%~, n=O, 1, 2, . . . . 
where the 6, denote the functions, defined by the algorithm (1.2). Con- 
sidered from the point of view of Liiroth series, T is a shift operator, 
i.e., if w tf (al, ~2, as, . . .) then Tcu -e (a~, ~43, a4, . . .). 
The operator T is graphically represented in figure 1. 
The random variables es, 91, $2, . . . are not independent. By showing 
that the operator T is ergodic, we shall however obtain mean value results 
involving these variables. An analogous theory for continued fractions 
was given by C. RYLL-NARDZEWSKI, [9]. 
TtJ 
1 
Fig. 1. 
3 Jndagationes 
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Theorem 3.1. The operator T, defined on (Q, !8, P) by (3.1) is 
ergodic. 
Proof. Let al, as, . . . . an be n natural numbers, at > 2, i = 1, 2, . . . , n. 
The set {w; gr=al, %=a~, . . . . _a, = a,} is called a fundamental interval of 
order n and is denoted by d&i, as, . . . . a,) or simply by d,. The interval 
0, l] may be regarded as the fundamental interval of order zero, da. 
On A&I, az, . . . . a,,) the function Tn is a linear function with derivative 
fi (a$- l)ar, mapping d, onto (0, 11. From this we see that for an arbitrary 
i-1 
interval I of the form (a, t3] with Ogar<Bg 1 we have 
P(T-n I n An) =P(I) P(A,). 
Hence, if R denotes the ring of finite disjoint unions of intervals (01, /?I 
we have 
(3.2) P(T-n E n &)=P(E) P(&), EER. 
Let S denote the class of Bore1 sets D with the property 
P(T-n D A &)=P(D) P(&). 
Clearly, S is a monotone class and by (3.2), R CS. Hence M(R) C S, 
where M(R) denotes the monotone class generated by R. But N(R)=%, 
see e.g. [4], page 27, theorem B. We find that S C 8 C S, which proves 
(3.3) P(T-n A n A,) =P(A) P(d.), A ~23. 
Let rn < n; every A, is a countable union of disjoint fundamental intervals 
of order n. By the a-additivity of P it follows then that 
(3.4) P(T-n A n Am) = P(A) P(Am), A E 23, m<n. 
If we take n=l, m=O in (3.4) we find that P(T-lA)=P(A). 
Hence T is measure-preserving. 
Now let A E % be invariant with respect to T, i.e. T-IA-A. Then 
P(A n 4 =P(A)P(&), n=O, 1,2, . . . . 
Let R’ denote the ring of all countably disjoint unions of fundamental 
intervals. Again by the o-additivity of P one has 
P(A n B)=P(A)P(B), BER’. 
The ring R’ generates 58. A similar reasoning with monotone classes as 
above shows that 
P(A n B)=P(A)P(B), B ~‘23. 
Take B=A. Then P(A)=F(A) and thus P(A)=0 or P(A)=l. 
Hence, an invariant set can only have measure 0 or 1. This, together 
with the fact that T is measure-preserving, proves the theorem. 
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Applying now the individual ergodic theorem we see that for every 
summable function f we have 
(3.5) mlit f Izz f(T*,) = J fdP, with probability 1. R 
We give some examples. 
(I) Taking for f the characteristic function of an arbitrary interval 
we hnd that the sequence {T%J},“,~ is uniformly distributed for 
almost all cr). 
(II) Putting f(z) = x we see that 
(III) Tab f =log ~1. NOW d fap = k!2 $$ =c1. 
This yields 
(3.7) lim ?G=ecl, a.e., where cl w 1,25. 
1)-+00 
(IV) Formula (3.5) also enables us to get an idea of the order of ap- 
proximation of a real number by its Liiroth expansion. For 
,=J&+ 5 
1 
k-l al(al--)...ak(ak--)aK+l 
we define 
and call b, the Ltiroth approximant of order n of 0. Clearly 
W--&B 
1 
Ul(Ul-- 1) . . . u,+1(u,+1-1)' 
On the other hand, since w-b,,= 
1 
- T”w, 
u1(u1- 1) . . . a&,- 1) 
Hence 
o-bn =G 
1 
u~(a~-1)...u,(u,-1)’ 
- J$f log~k(~k-l)< klog(~~-bn)< - ik$* lOguk(ut-1). 
Substituting f =log al(ai- 1) in (3.5), it follows that 
lim i log(w-b,)= - k%z lo&~“,” = -dr, a.e.2). 
n--em 
(34 
2) This result was proved independently by Mr. F. J. Ronday. 
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Hence 
w-b, N e-din, a.e., where di w 2,03. 
It is interesting to compare this result with the corresponding one 
for continued fractions. 
If g denotes the n-th approximant of LC) then 
Pn 
I I 
al-- 
%a 
- e-dn, a.e., 
where d= 
762 
- M 2,37 see e.g. [l], page 46. 
6 log 2 
4. In this section we shall sharpen the results (3.7) and (3.8) from 
the previous section, using the independence of the sequence ai, 462, ~3, . . . . 
First we consider the sequence of independent random variables log _ai, 
logEz,log_aa, 0.. . Not all the conditions of the law of the iterated logarithm 
are satisfied for this sequence. Using however a truncation argument, 
suggested by Mr. A. A. Balkema, we shall show that one has nevertheless 
Theorem 4.1. 
,i log at-m =~ 
lfY+s~p ‘iii log log n)* 
c2, a.e., 
where 
O” log k 
cl=& (log an)= k32 k(k- 
and 
m log2 k 
QEuz (lo&T %I= &qq-j -Ct. 
Prom this theorem we easily derive that 
(4.1) &GGTZ=eC~+ O(n+(log log n)‘), n -+ 00, a.e. . 
Proof. Define the sequence {jn}rB1 in the following way 
( 
&(w)=log a,(w) for those o for which a,(~) <ns, 
t&o) = 0 otherwise. 
The sequence (l;n}z; is independent. One has 
and hence 
(4.2) Qhd = &log $a) + 0 
log n 
( > 
7 , n+oo. 
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Further, 
a2(id = kS2 k(k- 1) na log2 - (&(_t?L))2=oVog a,) + 0 F ( > 
- (&(&))2, 
Hence 
(4.3) a2(_tn) = u2(log gn) + 0 
log2 n ( > --&-- , n-too. 
Put BN= $ os(_t,). Then from (4.3): 
n-1 
(4.4 B~v=czN+O(l), N--+m. 
Now since tn(co) < 2 log n for all u) and since 
2 log n=o 
B, 
log log B, > ’ n -+ O”’ 
we may apply the law of the iterated logarithm to the sequence {jn}zl 
and we find that 
From (4.2) and (4.4) it follows however immediately that one also has 
and hence 
(4.5) 
,$ jr--1% 
liEtp (n?g log n)* 
=&, a. . 
Finally, let V7n = {w ; _t,#log a,>. Then P( V,) = f . 
From the lemma of Borel-Cantelli we then see that P(limsup V,) =O. 
R-+OJ 
This means that there exists for almost all w a number no(o) such that 
in(o) =log a,(~) for n>no(w). This, and (4.5) proves the theorem. As 
the reader may verify for himself one can prove in exactly the same way 
Theorem 4.2. 
5 log a;t(at - I)- din 
limsup ‘=l 
(n log log n)f = 
Ilsd 
2, a.6 
n-+-a 
where 
38 
and 
&= 5 (1% k&--l))2 -d2 
k=2 k(k-l) 
1’ 
This is a much better result than (3.8), found in the previous section. 
Now one has for instance 
klog ((c,-b,)=-di+O(n-f log log n), n-+00, a.e.. 
For comparison we mention here a corresponding result for continued 
fractions : 
+ o(n-* 10g(8+s)‘2n, n --f 00, s.e. . 
This follows from a combination of the following results: [l], formulae 
(4,s) and (4.21), [ll], formula (31). 
5. Definition 5.1. Let f be a real-valued function, defined on (0, 11. 
Let Dg be the division of (0, l] with division points 
q= ;, I$= ;, . ..) h!+l, k=1,2 ,.... 
Let C$ be defined by 
+&q& f(e&-$ f&)9 i= 1, 2, -**, P- 1. 
i i+1 i i+1 
Then we define v(Ok), the oscillation for the division Dk of the function f 
bY 
2k-16 
vPd= ,F, 5. 
Theorem 5.1. Let f be a non-negative (or a non-positive) function, 
decked on (0, 11. Let there exist two positive constants 1x and /? such that 
I/WI < $J on (0, 11. 
Further, let q@k) be as defined in definition 5.1 and let 
Finally, let T be the operator, defined by (3.1). 
Then one has for every E > 0: 
~~*f(T”w)-N~f(z)dz=o(N1log(*+*)‘PN), N-+oo, a.e. . 
For the proof we need a reduced form of a theorem of I. S. Gal and 
J. F. Koksma, see [3]. 
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Theorem 5.2. (Gbl-Koksma) 
Let the functions P(M, N; co), defined for every pair M, N of non- 
negative integers on (Q, ‘$3, P), satisfy the following conditions 
(1) P(M, N; w)>Oo, 
(2) F(M, N; w) E L2, 
(3) P(M, 0; cc))=O, M=O, 1, 2, . . . . 
(4) F(M, N; co)<F(M, N’; w)+F(M+N’, N-N’; w), M=O, 1,2, . . . . 
and all pairs N, N’ with 0~ N’ c N. 
Then it follows from 
f’ F2(M, N; w) dw=O(N), N --+ 00, 
0 
uniformly in M, that one has for every E> 0 
F(0, N; co)=o(N* log (3+e)‘2 N), N --f 00, a.e.. 
For the application of this theorem we need the follo&g 
Lemma 5.1. Let the function f, defined on (0, l] satisfy the con- 
ditions of theorem 5.1. Then one has for every pair of integers M and N, 
M>O, N>l 
where c is a constant, which only depends on f. 
In [ 111 is proved a corresponding lemma for continued fractions. The 
proof of lemma 5.1. runs along similar lines. It is even considerably simpler 
owing to the fact that the functions Tw are broken linear functions. 
We therefore omit the proof of lemma 5.1. and refer the reader to [ll]. 
Theorem 5.1. now follows immediately from the lemma and the theorem 
of Gd-Koksma, putting 
P(M, N; w) = j n”gl (f(Tnm,) - s’ f(x) W ) - 
0 
We give three applications. 
(1) 
(11) 
Let f be the characteristic function of the interval (OL, b], 0 G u <p < 1. 
This yields 
A,(u, b; to)--(#I-a)=o(n+ log(s+8J’2 n), 12 + 00, a.e., 
where A,(&, /?; o) denotes the number of the first n elements of 
the sequence QJ, Tw, Th, . . . . lying in (01, 11. 
Taking f(x) = II: we find 
5 Tb=@+o(n* log(3+e)/2 n), n + 00, a.e., 
C-l 
compare (3.6). 
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(III) f(z) =log x yields 
R 
l/To.~h. . . . T%=e-l+o(n-t log(3+e)18 n), n + 00, a.e., 
compare (3.7). 
6. In this last section we indicate how some of the methods used 
previously may also be applied in the case of other representations. As 
an example we take the dyadic representation 
(6.1) o=O~el~2e3 . . . . ct=O or 1, i=l, 2,3, . . . . 
By means of this representation we have a one-to-one correspondence 
between Q and the set of all sequences (al, ~2, ~3, . ..). if we agree that we 
do not consider sequences which contain only zeros from a certain place 
onwards. 
Consider the operator S: L? --f 9, ‘defined by So= 2w (mod 1). This 
operator shifts, so to speak, the point in (6.1) one place to the right, 
modulo 1. The sequence {S%)~=,, was studied by J. F. KOKSMA, [7] 
Ti 
1 
Fig. 2. 
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and TSUCHIKURA, [lo]. The last proved for instance that 
For a simple proof of this result see [12]. Now we consider the operator 
T which shifts the point in (6.1) to the place after the first 1 occurring 
in the sequence ~1, ~2, ~3, . . . . More exactly we define T in the following 
way 
Definition 6.1. Let Cu E (0, 11, W=O*&1&2&3 . . . . Et=0 Or 1, i=l, 2, 
3 , . . . , and let n be such that &I= ~2 = . . . = an-r = 0, en = 1. (using the proper 
representation such an n always exists). Then the operator T : (0, l] + 
--f (0, 1 ] is defined by 
Tm=O '&+1&+2&+3 . . . . 
Figure 2 gives a graphical representation of T. 
Now it is not difficult to see that by our previous methods one can prove 
the following 
Theorem 6.1. Let T be the operator defined in definition 6.1. Then 
(1) The sequence {T?u}~=~ is uniformly distributed on (0, l] for almost 
all w, 
(2) $lTh - i =o(n* log(3+e)‘2 n), n + 00, a.e., 
(3) ?Tw.Tb. . . . Tnw=e-l+o(n-* log(3+C)‘2 n), n + 00, a.e. . 
As the reader may easily verify, the restriction to base 2 is not essential 
at all. 
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