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Abstract
This is a two-part thesis glued together by an everlasting theme in Quantum Informa-
tion Science - to save the quantum state, or the information stored in it, from unavoidably
environment-induced noise. The first part of this thesis studies the ultimate rate of re-
liably transmitting information, stored in quantum systems, through a noisy evolution.
Specifically, we consider communication over optical links, upon which future inter-city
quantum communication networks will be built. We show how to treat the infinite-
dimensional bosonic system rigorously and establish the theory of energy-constrained
private and quantum communication over quantum channels. Our result represents im-
portant progress in the field of energy-constrained quantum communication theory. As
an example of communication over optical channels, we solve the triple trade-off capac-
ity and broadcast capacity of quantum-limited amplifier channels. Our result not only
includes two single-letter capacities, which are rare in quantum communication theory,
but it is also the only known application of a recently proved minimum output-entropy
conjecture.
The second part of my thesis includes two of my works on dynamical decoupling
(DD). DD is an open-loop technique to keep a qubit alive during decoherence, which is
important for the actual implementation of quantum memory or a quantum computer.
Instead of treating quantum evolution as a completely positive trace preserving map like
in communication theory, we consider time-dependent evolution of a specific quantum
system in quantum control theory. With more than decade of development of the theory
of DD, people started to focus on pulse sequences with low sequencing complexity (called
digital pulse sequences), which are required for large-scale implementation of quantum
computation devices. We propose two unifying frameworks to systematically generate
viii
these engineering-friendly pulse sequences. Surprisingly, we prove that these two frame-
works are actually two sides of the same coin, and thus our work greatly deepens our
understanding of the underlying structure and the decoupling performance of digital
pulse sequences.
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Chapter 1
Introduction and Preliminaries
The foundation of Quantum Mechanics was established during the first half of the
20th century by numerous geniuses [1]. However, quantum mechanics is so profound,
rich and also so peculiar that even today new directions keep emerging with name in the
form of ‘quantum ×’. A common theme among many of nowadays important fields is
the reconciliation of classical subject with quantum mechanics. For example, quantum
computation [2] is the hybrid of computer science and quantum mechanics, quantum
Shannon theory [3] is the reconciliation of classical information theory and quantum me-
chanics; quantum control theory [4] enhances classical control theory to harness quantum
systems. However, these reconciliation are never merely ‘1 + 1’-like additions: each of
these fields finds novel phenomena and consequentially a huge potential of applications.
Efficient quantum algorithm of large number factorization [5], quantum key distribution
[6], quantum teleportation [7], represent a few. All of these phenomena are possible only
due to the unique properties of quantum mechanics. Therefore, to understand the two
topics in this thesis, we first review the postulates of quantum mechanics. The richness
derived from these simple and elegant postulates is remarkable. Next we briefly review
the history, basic concepts and tools of quantum Shannon theory. Actually the view-
point of quantum channels deepens our understanding of quantum mechanics. Since the
first part of this thesis will focus on energy constrained quantum communication, with
bosonic system as its most important application, at last we review the basics of Gaussian
formalism, where quantum Shannon theory merges with quantum optics.
1
1.1 QUANTUM MECHANICS
We start with stating the four postulates of quantum mechanics. We summarize some
of its important and counterintuitive features. Finally we briefly review the mathematical
formalism of qubits.
Postulates
Every theory of physics includes two parts: kinematics and dynamics. Kinematics
makes assumptions on how we mathematically describe the existence of matters and how
their states evolve with time. The four postulates stated below comprise the kinematics
of quantum mechanics. I directly take them from the classic textbook [2] since they are
widely accepted.
Postulate 1.1 Associated to any isolated physical system is Hilbert space known as the state space
of the system. The system is completely described by its state vector, which is a unit vector in the
system’s state space.
We usually label a quantum system by a capitalized Latin letter. For example, a friend
we will repeatedly encounter in Shannon theory is Alice, who usually holds a quantum
system A. The Hilbert space of Alice is HA. A state vector of this Hilbert space is written
as a ket |ψ〉A, with a subscript indicating the system we refer to. As said nicely in [2] the
first postulate sets up the arena in which quantum mechanics takes place. Just like in
Newtonian mechanics, the state of a particle is fully specified by its coordinates (maybe
along with its momentums) at given time, (x, y, z, t). In quantum mechanics, it is the state
vector at given time, |ψ(t)〉, encloses all the information of that quantum system.
Postulate 1.2 The evolution of a closed quantum system is described by a unitary transformation.
That is, the state |ψ(t1)〉 of the system at time t1 is related to the state |ψ(t2)〉 of the system at time
2
t2 by a unitary operator U(t2, t1) which depends only on the times t1 and t2,
|ψ(t2)〉 = U(t2, t1)|ψ(t1)〉 . (1.1)
Postulate 1.2 plays similar role as Newton’s second law. Just as we don’t know how to
decide the force just by looking at F = ma, the second postulate does not tell us what is
the actual unitary. However, it does tell us that the evolution of quantum state is governed
by a unitary operator, just as F = ma tells us the movement of particles are governed by
a second-order differential equation. As to how to decide the actual unitary, it is the task
of dynamics.
Any unitary operator can be written in the following form
U(t) = e−iHt , (1.2)
where H is a Hermitian operator called the Hamiltonian of the system. Substitute this
form into Eq. (1.1), take the derivative with respect to time, and the result is consistent
with the famous Schro¨dinger Equation.
Postulate 1.3 Quantum measurements are described by a collection {Mm} of measurement oper-
ators, acting on the state space of the system being measured. The index m refers to the measure-
ment outcomes that may occur in the experiment. If the state of the quantum system is |ψ〉 before
the measurement, then the probability that result m being read out is given by
p(m) = 〈ψ|M †mMm|ψ〉 , (1.3)
3
and the state of the system after the measurement is
Mm|ψ〉√
〈ψ|M †mMm|ψ〉
. (1.4)
The measurement operator satisfied the completeness relation,
∑
m
M †mMm = I, (1.5)
which is imposed by the fact that probabilities sum to one.
The Postulate 1.3 is probably the most intriguing one and is one way in which quantum
mechanics truly departs from classical mechanics. The state of a quantum system changes
discretely, or collapses, into one of the measurement outcomes. In other words, whenever
we measure the system, the measurement itself disturbs the quantum state irreversibly.
Many interesting philosophical debates over this so-called ‘observer effect’ were there
since the beginning of quantum mechanics. The most well-known sentence is perhaps
this one: ‘does the moon exist when we are not looking at it?’ It is actually this effect of
quantum mechanics that gives the biggest trouble to quantum physicists and engineers.
The environment interacting with the qubits in our quantum computer acts just like a
observer who keeps measuring the qubits and thus destroys their coherence. On the
other hand, if it is treated in clever way, we can use it to detect malicious eavesdropper
and thus protect the transmitted information from being stolen.
Postulate 1.4 The state space of a composite physical system is the tensor product of the state
spaces of the component physical systems. Moreover, if we have systems numbered 1 through
n, and system number i is prepared in the state |ψi〉, then the joint state of the total system is
|ψ1〉 ⊗ |ψ2〉 ⊗ . . .⊗ |ψn〉.
This property is usually not considered as one of the fundamental postulates. However,
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the way of describing composite quantum systems is very different from those of classical
systems. When you consider two classical particles, the state space is the direct product,
instead of tensor product, of the two individual spaces. This assumption has a far reach-
ing impact on many-body theory. On one hand, this tensor product structure gives the
notion of ‘locality’ which is essential for describing many-body systems [8]. On the other
hand, tensor product structure leads to exponentially large dimension of Hilbert space
which is inefficient for computation. However, the ground states of many-body system
usually only occupy a small corner of the full Hibert space. Rough estimation tells us that
it takes time longer than the life of Universe for the state of a many-body system to travel
through the full Hilbert space. These interesting observations lead to the powerful tool of
tensor network [9].
Qubit
The reasons we consider qubit systems are threefold. First of all, qubit systems are the
simplest and most important quantum systems in quantum information science. They
can model various physical systems widely used in real experiments. Second, we would
like to use qubit system as an example to illustrate the four postulates above. Third,
it gives us a good opportunity to introduce some of the most common quantities and
notations which we will use later.
A qubit lives in a two-dimensional Hilbert space C2. The two orthogonal basis states
are usually denoted as |0〉 and |1〉. A pure qubit state is a superposition of the basis states,
|ψ〉 = a|0〉+ b|1〉 . (1.6)
Here a and b are in general complex numbers and are called the amplitudes. They have to
satisfy |a|2 + |b|2 = 1 since |ψ〉 is a unit vector. The two basis states can be the ground state
and first excited state of a ion trap, an NV center, or a superconducting circuit. Qubit can
5
also be actual spin systems like electron or nuclei, or it can be the two polarizations of a
photon.
The most basic unitary operators acting on qubit systems are the Pauli matricesX, Y, Z
given by
X =
0 1
1 0
 , Y =
0 −i
i 0
 , Z =
1 0
0 −1
 . (1.7)
The Pauli X and Pauli Z matrices are also referred as the the bit flip and phase flip gates,
respectively. Usually we take the basis states |0〉 and |1〉 to be the eigenstates of the Pauli
Z operator. Other basic quantum gates are the CNOT gate and Hardmard gate, for more
details the reader should go to textbook [2].
The simplest measurement on a qubit system is formed from the projections onto the
eigenbasis of Pauli Z operator: M0 = |0〉〈0|, M1 = |1〉〈1|. The probability of getting 0 and
1 (or down and up) is given by |a|2 and |b|2. The state will collapse to either |0〉 or |1〉
respectively.
If we have two qubit systemA andB, the basis of the composite system are all possible
tensor products: |00〉AB, |01〉AB, |10〉AB, |11〉AB and any pure bipartite state is a superposi-
tion of these basis states.
A quantum system with d basis states is called a qudit. There are corresponding gen-
eralized Pauli operators for qudit systems. For details see Section 3.7 in [3]. In Sec. 1.3 we
will consider quantum states in an infinite dimensional Hilbert space.
1.2 QUANTUM SHANNON THEORY
The section is written based on [3].
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Bounded linear operators and quantum states
An operator A is bounded if ‖A‖1 ≡ Tr{|A|} ≤ ∞. Let B(H) denote the algebra of
bounded linear operators acting on Hilbert space H . Let SP(H) = {X ∈ B(H) : X ≥ 0}
be the subset of postitive semi-definite operators, and Let P(H) = {X ∈ B(H) : X > 0}
be the subset of all positive operators. From the spectral theorem, it follows that every
Hermitian operator has a spectral decomposition,
A =
∑
i
ai|i〉〈i| . (1.8)
A function of a Hermitian operator is then defined by its action on each eigenvalues:
f(A) =
∑
i:ai 6=0
f(ai)|i〉〈i| . (1.9)
In Sec. 1.1 we only consider pure quantum states. However, imagine we prepare different
pure quantum states |ψi〉 with different probability pi, then we have a mixture of pure
quantum states:
ρ =
∑
i
pi|ψi〉〈ψi| . (1.10)
If a linear operator is positive, Hermitian and has unit trace, like the state above, we call
it a density operator. We define D(H) = {ρ ∈ B(H) : ρ ≥ 0, ρ† = ρ,Tr{ρ} = 1} to be
the set of density operators. Each density operator has a non-unique decomposition in
the form of Eq.(1.10); one of them is the spectral decomposition. The density operator
captures both classical uncertainty and quantum uncertainty, thus serving as the most
general representation of a quantum state.
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POVM
In Postulate 1.3, a measurement is given by a set of operator {Mm} satisfying the com-
pleteness relation. This formalism can be derived by considering the system of interest
interacting unitarily with a probe system and we measure the probe by projectors (See
Section 4.2 in [3]). However, in quantum Shannon theory we usually consider a more
general form of quantum measurement, since we sometimes do not care about the post-
measurement state.
Definition 1.5 (POVM) A positive operator-valued measure (POVM) is a set of non-negative
operators {Λj} that satisfy the completeness relation
∑
j Λj = I . The probability of obtaining
outcome j is
Tr{ρΛj} . (1.11)
As we will see later in the error analysis of communication protocols, we usually first
construct some POVM and then calculate the error probability.
Quantum channels
The concept of a quantum channel is at the heart of quantum Shannon theory. We
begin with the definition of a legitimate quantum channel.
Definition 1.6 Let NA→B be a map from B(HA) to B(HB). It is a quantum channel if the fol-
lowings are true:
1. Linearity. N (αXA + βYA) = αN (XA) + βN (YA).
2. Completely positive. For a reference system R of arbitrary size, idR⊗N(XRA) ∈ SP(HR⊗
HB) for all XRA ∈ SP(HR ⊗HA).
3. Trace preserving. Tr{XA} = Tr{N (XA)}.
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The first condition comes from the linearity of quantum mechanics. The second and third
conditions guarantee the output is a valid quantum state.
An equivalent and extremely useful representation of a quantum channel is the Kraus
representation.
Theorem 1.7 A map N : B(HA) → B(HB) is a quantum channel if and only if it has a Choi-
Kraus representation,
N (XA) =
d−1∑
l=0
VlXAV
†
l , (1.12)
where XA ∈ D(HA), Vl : HA → HB is linear for all l, satisfying
d−1∑
l=0
V †l Vl = IA (1.13)
and d ≤ dim(HA) dim(HB).
Proof. See the proof of Theorem 4.4.1 in [3].
An important perspective of quantum channel is that the quantum noise of a quantum
system arises from its unitary interaction with another system (the environment), which
we do not have access to. Actually it can be shown that for any quantum channel NA→B
there is some unitary on a larger Hilbert space such that the following is true,
N (ρA) = TrE{UAE(ρA ⊗ |0〉〈0|E)U †AE} . (1.14)
The definition of a quantum channel is so general that every process in quantum mechan-
ics can be understood as a quantum channel. For instance, the preparation of a quantum
state ρA on system A can be seen as a quantum channel from trivial Hilbert space C to
HA. Unitary evolution, or more general an isometry, is the simplest quantum channel, in
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the sense that there is only one Kraus operator. Quantum measurement can be consid-
ered as a quantum channel from a quantum system to a classical system (or the so-called
quantum-classical channel).
The purified theory
As we have seen from last subsection, noisy evolution can be considered as a noiseless
unitary evolution in a larger Hilbert space with some inaccessible subsystem. The idea of
purification is fundamental and so powerful that it leads to many important techniques
in quantum Shannon theory. We can consider the purification of both a quantum state
and a quantum channel.
Definition 1.8 A purification of a density operator ρA ∈ D(HA) is a pure bipartite state |ψ〉RA
on a reference system R and the original system A, such that
ρA = TrR{|ψ〉〈ψ|RA} . (1.15)
The physical interpretation of purification of a quantum state is that we can think of the
intrinsic noisiness of a quantum system is due to its entanglement with some reference
system to which we do not have access.
An important and useful fact is that all purification of a quantum state are equivalent
to each other, up to an isometry. Consider two purification of state ρA, |ψ〉R1A and |ψ〉R2A,
such that dim(HR1) ≤ dim(HR2). Then there exists an isometry VR1→R2 such that
|ψ〉R2A = (VR1→R2 ⊗ IA)|ψ〉R1A . (1.16)
Definition 1.9 Consider a quantum channelNA→B and some enviroment system E. An isomet-
ric extension or Stinespring dilation U : HA → HB ⊗HE of the channel N is an isometry such
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that
TrE{UXU †} = NA→B(XA) . (1.17)
And the following is true for U :
U †U = IA, UU † = ΠBE , (1.18)
where ΠBE is a projector ontoHB ⊗HE .
We usually use the following notation to represent the super-operator of the isomeric
extension:
UNA→BE(XA) = UXAU † . (1.19)
The idea of isometric extension leads to the very import concept of complementary channel.
Definition 1.10 LetNA→B be a quantum channel and UNA→BE be an isometry. The corresponding
complementary channel N cA→E of N is defined as follows
N c(XA) = TrB{UNA→BE(XA)} , (1.20)
for any XA ∈ B(HA).
The complementary channel describes the evolution from the viewpoint of the environ-
ment system. In cryptographic settings, it is assumed that the malicious party Eve con-
trols the environment. So the complementary channel is important when analyzing the
security of the protocol. Notice that just like the purifications of a quantum state are
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non-unique, so are the isometric extensions and the complementary channels of a quan-
tum channel. They are connected by isometries mapping between different environment
systems.
Quantum fidelity and trace distance
Given two quantum states, it is important to measure the distance or the closeness be-
tween them. As we will see later, the reliable decoding condition or the security condition
of a communication protocol is defined in terms of distance measures. These measures
are also necessary in converse proofs (upper bounds on capacity).
The α-norm of an operator is defined as
‖X‖α =
[
Tr{ α
√
X†X}]1/α . (1.21)
Thus the trace norm is a special case when α = 1 and ‖ · ‖2 is the HIlbert-Schmit norm.
The fidelity of two quantum states ρ, σ ∈ D(H) is defined as [10]
F (ρ, σ) ≡ ∥∥√ρ√σ∥∥2
1
. (1.22)
Uhlmann’s theorem is the statement that the fidelity has the following alternate ex-
pression as a probability overlap [10]:
F (ρ, σ) = sup
U
|〈φρ|U ⊗ IH|φσ〉|2 , (1.23)
where |φρ〉 ∈ H′ ⊗ H and |φσ〉 ∈ H′′ ⊗ H are fixed purifications of ρ and σ, respectively,
and the optimization is with respect to all partial isometries U : H′′ → H′. The fidelity is
non-decreasing with respect to a quantum channelN : B(HA)→ B(HB), in the sense that
for all ρ, σ ∈ D(HA):
F (N (ρ),N (σ)) ≥ F (ρ, σ). (1.24)
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Application of Uhlmann’s theorem together with the monotonicity property in (1.24)
implies that for a given extension ρAB of ρA, there exists an extension σAB of σA such that
F (ρAB, σAB) = F (ρA, σA). (1.25)
The trace distance between states ρ and σ is defined as ‖ρ− σ‖1. One can normalize the
trace distance by multiplying it by 1/2 so that the resulting quantity lies in the interval
[0, 1]. The trace distance obeys a direct-sum property: for an orthonormal basis {|x〉}x for
an auxiliary Hilbert spaceHX , probability distributions p(x) and q(x), and sets {ρx}x and
{σx}x of states in D(HB), which realize classical–quantum states
ρXB ≡
∑
x
p(x)|x〉〈x|X ⊗ ρxB, (1.26)
σXB ≡
∑
x
q(x)|x〉〈x|X ⊗ σxB, (1.27)
the following holds
‖ρXB − σXB‖1 =
∑
x
‖p(x)ρxB − q(x)σxB‖1 . (1.28)
The trace distance is monotone non-increasing with respect to a quantum channel N :
T (HA)→ T (HB), in the sense that for all ρ, σ ∈ D(HA):
‖N (ρ)−N (σ)‖1 ≤ ‖ρ− σ‖1 . (1.29)
This kind of data-processing inequality is important in converse proofs.
What is the relation between fidelity and trace distance? The following equality holds
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for any two pure states φ, ψ ∈ D(H):
1
2
‖φ− ψ‖1 =
√
1− F (φ, ψ). (1.30)
For any two arbitrary states ρ, σ ∈ D(H), the following inequalities hold
1−
√
F (ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
√
1− F (ρ, σ). (1.31)
These inequalities are called Fuchs-van-de-Graaf inequalities, as they were established in
[11] for finite-dimensional states.
We also state another two useful lemmas in converse proofs. Fano’s inequality is im-
portant in the converse proofs of classical protocols. It states that for random variables X
and Y with alphabets X and Y , respectively, the following inequality holds
H(X|Y ) ≤ ε log2(|X | − 1) + h2(ε), (1.32)
where
ε ≡ Pr{X 6= Y }, (1.33)
h2(ε) ≡ −ε log2 ε− (1− ε) log2(1− ε). (1.34)
Observe that limε→0 h2(ε) = 0.
In quantum Shannon theory the Alicki–Fannes–Winter (AFW) inequality is usually
what we need in the converse proofs. Let ρAB, σAB ∈ D(HA ⊗ HB) with dim(HA) < ∞,
ε ∈ [0, 1], and suppose that ‖ρAB − σAB‖1 /2 ≤ ε. The Alicki–Fannes–Winter inequality
[12, 13] is follows:
|H(A|B)ρ −H(A|B)σ| ≤ 2ε log2 dim(HA) + g(ε), (1.35)
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where
g(ε) ≡ (ε+ 1) log2 (ε+ 1)− ε log2 ε. (1.36)
Observe that limε→0 g(ε) = 0. If the states are classical on the first system, as in (1.26)–
(1.27), and dim(HX) < ∞ and ‖ρXB − σXB‖1 /2 ≤ ε, then the inequality can be strength-
ened to [14, Theorem 11.10.3]
|H(X|B)ρ −H(X|B)σ| ≤ ε log2 dim(HX) + g(ε). (1.37)
Quantum entropies and information
The quantum entropy of a state ρ ∈ D(H) is defined as
H(ρ) ≡ Tr{η(ρ)}, (1.38)
where η(x) = −x log2 x if x > 0 and η(0) = 0. It is a non-negative, concave, lower semi-
continuous function onD(H) [15]. It is also not necessarily finite (see, e.g., [16]). When ρA
is assigned to a system A, we write H(A)ρ ≡ H(ρA).
The quantum relative entropy D(ρ‖σ) of ρ, σ ∈ D(H) is defined as [17]
D(ρ‖σ) ≡
∑
i
〈i|ρ log2 ρ− ρ log2 σ|i〉, (1.39)
where {|i〉}∞i=1 is an orthonormal basis of eigenvectors of the state ρ, if supp(ρ) ⊆ supp(σ)
and D(ρ‖σ) = ∞ otherwise. The quantum relative entropy D(ρ‖σ) is non-negative for
ρ, σ ∈ D(H), and is monotone with respect to a quantum channel N : B(HA) → B(HB)
[18]:
D(ρ‖σ) ≥ D(N (ρ)‖N (σ)). (1.40)
Below we summarize several important information quantities which are the optimal
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rates for information tasks we will consider in this thesis.
The quantum mutual information I(A;B)ρ of a bipartite state ρAB ∈ D(HA ⊗ HB) is
defined as [17]
I(A;B)ρ = D(ρAB‖ρA ⊗ ρB), (1.41)
and obeys the bound [17]
I(A;B)ρ ≤ 2 min{H(A)ρ, H(B)ρ}. (1.42)
The coherent information I(A〉B)ρ of ρAB is defined as [19, 20]
I(A〉B)ρ ≡ I(A;B)ρ −H(A)ρ. (1.43)
For infinite dimensional system we need to further impose the condition H(A)ρ < ∞.
This expression reduces to
I(A〉B)ρ = H(B)ρ −H(AB)ρ (1.44)
if H(B)ρ <∞ [19, 20].
The mutual information of a quantum channel N : T (HA)→ T (HB) with respect to a
state ρ ∈ D(HA) is defined as [19]
I(ρ,N ) ≡ I(R;B)ω, (1.45)
where ωRB ≡ (idR⊗NA→B)(ψρRA) and ψρRA ∈ D(HR ⊗ HA) is a purification of ρ, with
HR ' HA. The coherent information of a quantum channel N : B(HA) → B(HB) with
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respect to a state ρ ∈ D(HA) is defined as [19]
Ic(ρ,N ) ≡ I(R〉B)ω, (1.46)
with ωRB defined as above. These quantities obey a data processing inequality, which is
that for a quantum channelM : B(HB) → B(HC) and ρ and N as before, the following
holds [19]
I(ρ,N ) ≥ I(ρ,M◦N ), (1.47)
Ic(ρ,N ) ≥ Ic(ρ,M◦N ). (1.48)
The conditional quantum mutual information (CQMI) of a finite-dimensional tripar-
tite state ρABC is defined as
I(A;B|C)ρ ≡ H(AC)ρ +H(BC)ρ −H(ABC)ρ −H(C)ρ. (1.49)
In the general case, it is defined as [21, 22]
I(A;B|C)ρ ≡ sup
PA
{I(A;BC)QρQ − I(A;C)QρQ : Q = PA ⊗ IBC} , (1.50)
where the supremum is with respect to all finite-rank projections PA ∈ B(HA) and we take
the convention that I(A;BC)QρQ = λI(A;BC)QρQ/λ where λ = Tr{QρABCQ}. The above
definition guarantees that many properties of CQMI in finite dimensions carry over to the
general case [21, 22]. In particular, the following chain rule holds for a four-party state
ρABCD ∈ D(HABCD):
I(A;BC|D)ρ = I(A;C|D)ρ + I(A;B|CD)ρ. (1.51)
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1.3 GAUSSIAN BOSONIC SYSTEMS
The counterpart of the qudit system is infinite-dimensional quantum system, in which
quantum information come in a continuous form. The most common model for contin-
uous quantum information is the quantized harmonic oscillator, which can be described
by continuous variables such as position and momentum (the quadratures). Since it de-
scribes the propagation of electromagnetic field, continuous variable quantum systems
are particularly relevant for quantum communication and quantum metrology. Continu-
ous variables have also been considered in the field of quantum computation. One of the
well-known continuous variable quantum computation model is the measurement-based
one-way quantum computation, where the difficulty of realizing high-fidelity quantum gates
is transferred to the preparation of highly entangled cluster states.
The most practically relevant and mathematically simple framework to describe the
bosonic system is the Gaussian formalism. In the Gaussian framework, we only consider
the Gaussian states, which are fully characterized by their mean and its second-order mo-
mentum; and Gaussian quantum channels, which are the transformations that preserve
the Gaussianity. Gaussian states include the most common optical states encountered
in the experiment, like coherent states, squeezed states and two-mode squeeze vacuum.
The Gaussian channels, especially the phase-insensitive ones (defined later), model nat-
ural physical processes such as photon loss, photon amplification, thermalizing noise, or
random kicks in phase space.
In this subsection we briefly review Gaussian states and channels (see [23, 24] for more
comprehensive reviews, but note that here we mostly follow the conventions of [23]). Let
Rˆ ≡ [qˆ1, . . . , qˆm, pˆ1, . . . , pˆm] ≡ [xˆ1, . . . , xˆ2m] (1.52)
denote a row vector of position- and momentum-quadrature operators, satisfying the
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canonical commutation relations:
[
Rˆj, Rˆk
]
= iΩj,k, where Ω ≡
 0 1
−1 0
⊗ Im, (1.53)
and Im denotes the m ×m identity matrix. We take the annihilation operator for the jth
mode as aˆj = (qˆj + ipˆj)/
√
2. For an m-mode quantum oscillator, the Hamiltonian, or the
Gibbs observable defined later, is given by
Eˆm ≡
m∑
j=1
ωj aˆ
†
j aˆj, (1.54)
where ωj > 0 is the frequency of the jth mode and aˆj is the photon annihilation operator
for the jth mode, so that aˆ†j aˆj is the photon number operator for the jth mode.
For z ∈ R2m, we define the unitary displacement operator D(z) = D†(−z) ≡ exp(iRˆz)
1. Displacement operators satisfy the following relation:
D(z)D(z′) = D(z + z′)† exp(−1
2
zT iΩz′). (1.55)
Every state ρ ∈ D(H) has a corresponding Wigner characteristic function, defined as
χρ(z) ≡ Tr{D(z)ρ}, (1.56)
and from which we can obtain the state ρ as
ρ =
∫
d2mz
(2pi)m
χρ(z) D
†(ξ). (1.57)
1Another common convention appears in the literature, like in [24], is to define Rˆ ≡
(qˆ1, . . . , qˆm, pˆ1, . . . , pˆm)
T and Ω = ⊕mk=1
[
0 1
−1 0
]
. Then the displacement operator is defined as D(ξ) =
exp(ξiΩRˆ). To translate back and forth between this convention and the one we adopt in this work, use the
correspondence z = −iΩξ.
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A quantum state ρ is Gaussian if its Wigner characteristic function has a Gaussian form
as
χρ(ξ) = exp
(
−1
4
zTV ρz + i [µρ]T z
)
, (1.58)
where µρ is the 2m× 1 mean vector of ρ, whose entries are defined by µρj ≡
〈
Rˆj
〉
ρ
and V ρ
is the 2m× 2m covariance matrix of ρ, whose entries are defined as
V ρj,k ≡ 〈{Rˆj − µρj , Rˆk − µρk}〉. (1.59)
The following condition holds for a valid covariance matrix: V ≥ iΩ, which is a manifes-
tation of the uncertainty principle.
A thermal Gaussian state θβ of m modes with respect to Eˆm from (1.54) and having
inverse temperature β > 0 thus has the following form:
θβ = e
−βEˆm/Tr{e−βEˆm} (1.60)
and has a mean vector equal to zero and a diagonal 2m× 2m covariance matrix. One can
calculate that the photon number in this state is equal to
∑
j
1
eβωj − 1 . (1.61)
It is also well known that thermal states can be written as a Gaussian mixture of displace-
ment operators acting on the vacuum state:
θβ =
∫
d2mξ p(ξ) D(ξ) [|0〉〈0|]⊗mD†(ξ), (1.62)
where p(ξ) is a zero-mean, circularly symmetric Gaussian distribution. From this, it also
follows that randomly displacing a thermal state in such a way leads to another thermal
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state of higher temperature:
θβ =
∫
d2mξ q(ξ) D(ξ)θβ′D
†(ξ), (1.63)
where β′ ≥ β and q(ξ) is a particular circularly symmetric Gaussian distribution.
A 2m× 2m matrix S is symplectic if it preserves the symplectic form: SΩST = Ω. Ac-
cording to Williamson’s theorem [25], there is a diagonalization of the covariance matrix
V ρ of the form,
V ρ = Sρ (Dρ ⊕Dρ) (Sρ)T , (1.64)
where Sρ is a symplectic matrix and Dρ ≡ diag(ν1, . . . , νm) is a diagonal matrix of sym-
plectic eigenvalues such that νi ≥ 1 for all i ∈ {1, . . . ,m}. Computing this decomposition
is equivalent to diagonalizing the matrix iV ρΩ [26, Appendix A].
The entropy H(ρ) of a quantum Gaussian state ρ is a direct function of the symplectic
eigenvalues of its covariance matrix V ρ [23]:
H(ρ) =
m∑
j=1
g((νj − 1)/2) ≡ g(V ρ), (1.65)
where g(·) is defined in (1.36) and we have indicated a shorthand for this entropy as g(V ρ).
A Gaussian quantum channelNX,Y frommmodes tommodes has the following effect
on a displacement operator D(z) [23]:
D(z) 7−→ D(Xz) exp
(
−1
4
zTY z + idT z
)
, (1.66)
where X is a real 2m× 2m matrix, Y is a real 2m× 2m positive semi-definite matrix, and
d ∈ R2m, such that they satisfy
Y − iΩ + iXTΩX ≥ 0. (1.67)
21
The effect of the channel on the mean vector µρ and the covariance matrix V ρ is thus as
follows:
µρ 7−→ XTµρ + d, (1.68)
V ρ 7−→ XTV ρX + Y. (1.69)
All Gaussian channels are covariant with respect to displacement operators. That is, the
following relation holds
NX,Y (D(z)ρD†(z)) = D(XT z)NX,Y (ρ)D†(XT z). (1.70)
Just as every quantum channel can be implemented as a unitary transformation on
a larger space followed by a partial trace, so can Gaussian channels be implemented as
a Gaussian unitary on a larger space with some extra modes prepared in the vacuum
state, followed by a partial trace [27]. Given a Gaussian channel NX,Y with Z such that
Y = ZZT we can find two other matricesXE and ZE such that there is a symplectic matrix
S =
XT Z
XTE ZE
 , (1.71)
which corresponds to a Gaussian unitary transformation on a larger space. The comple-
mentary channel NˆXE ,YE from input to the environment then effects the following trans-
formation on mean vectors and covariance matrices:
µρ 7−→ XTEµρ, (1.72)
V ρ 7−→ XTEV ρXE + YE, (1.73)
where YE ≡ ZEZTE .
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A quantum Gaussian channel for which X = X ′ ⊕ X ′, Y = Y ′ ⊕ Y ′, and d = d′ ⊕ d′
is known as a phase-insensitive Gaussian channel, because it does not have a bias to either
quadrature when applying noise to the input state. Phase-insensitive Gaussian channels
can be further classified into gauge-covariant and gauge-contravariant, which are best char-
acterized by how they transform the characteristic function:

χρout(z) = χρin(
√
τz) exp(−y|z|2/2) , for τ > 0 ,
χρout(z) = χρin(−
√|τ |z∗) exp(−y|z|2/2) , for τ < 0 . (1.74)
In both cases, y ≥ |τ − 1| is required for them to be valid Gaussian channels. The gauge-
contravariant channel is also called the phase conjugation channel.
1.4 OUTLINE AND CONTRIBUTIONS
The rest of this thesis is organized as follows
• Chapter 2 — Energy-constrained private and quantum capacities of quantum chan-
nels. In this chapter, we rigorously consider quantum information in infinite-dimensional
Hilbert space and define the concept of energy observable. We then proceed to
define several energy-constrained quantum and private communication tasks. We
clarify the relationship between these tasks by developing several code conversions
between them. The most technical part of this chapter is to prove that the regular-
ized energy-constrained coherent information is an achievable rate for all the tasks
we defined previously. By establishing a converse bound on the private capacity,
we prove the capacity — the single-letter energy-constrained coherent information
— of all the tasks for degraded quantum channels. Finally, we apply our theory to
phase-insensitive Gaussian channels, and thus clarify some of the folklore in this
field which has been around for many years now. This is joint work with Mark
Wilde and can be found in [28].
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• Chapter 3 — Capacities of quantum-limited amplifier channels. In this chapter,
we consider a specific example of communication over infinite-dimensional quan-
tum system. We solve both triple trade-off capacity and broadcast capacity over
quantum-limited amplifier channels. We also show that the trade-off capacity out-
performs those achieved by time-sharing strategy, and the broadcast capacity out-
performs those achieved by homodyne or heterodyne detections. Our main contri-
butions are two converse proofs, which crucially rely on the recent progress on the
minimum output-entropy conjecture (MOE). We present a brief review on MOE in
Appendix A, in which we discuss the history of MOEs and their relations. We also
consider a specific example to illustrate why MOEs are crucial to capacity proofs.
Finally we introduce the entropy photon-number inequality, which encompasses
all MOEs as special cases, and some recent effort to prove it. This chapter and the
Appendix A are based on joint work with Mark Wilde and Saikat Guha, and can be
found in [29, 30].
• Chapter 4 — Review of dynamical decoupling. In this chapter we motivate the im-
portance of DD for the realization of fault-tolerant quantum computation. We first
review the history of DD and point out a recent change of focus toward digital pulse
sequences, which is of the subject of next two chapters. We then review the basic
framework of DD control theory, including the toggling frame, Magnus expansion
and the definition of cancellation order.
• Chapter 5 — Concatenated-projection dynamical decoupling (CPDD). In this chap-
ter we propose a unifying framework for digital pulse sequences. We first define the
projection sequences, which are the basic constituents in our framework. Projection
sequence along each direction reduces the error Hamiltonian in the perpendicular
directions. By concatenating different projection sequences with different order, an
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arbitrary CPDD sequence can be constructed. We find that almost all previously
known digital DD schemes are special cases of our CPDD framework. We can also
systematically construct high-performance pulse sequences which were found pre-
viously by simulations with large overhead. And more importantly, our framework
can help to understand why some pulse sequences are superior than others. This
work is joint with Jonathan Dowling, which can be found in [31].
• Chapter 6 — General Walsh dynamical decoupling. In this chapter we generalize
the theory of Walsh DD, which was proposed previously to protect qubits from
pure-dephasing noise, to settings with general decoherence. Surprisingly we prove
that GWDD is equivalent to CPDD, although they are constructed by using very
different language. By leveraging this equivalence, we derive an analytical formula
for the cancellation order of an arbitrary GWDD sequence and explicit procedure to
calculate an upper bound on the decoupling error. Finally we find optimal a GWDD
sequences which outperform the best known DD schemes in a certain regime of
parameters. This work is joint with Jonathan Dowling and Lorenza Viola, which
can be found in [32].
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Chapter 2
Energy-constrained Private and Quantum Capacities of Quantum
Channels
2.1 INTRODUCTION
We first explain the practical importance of energy-constrained quantum communica-
tion and briefly review developments along this direction. We then introduce and present
our work on energy-constrained private and quantum communication [28].
Energy-constrained quantum Shannon theory
Bosonic or optical quantum channels are ubiquitous in today’s telecom networks.
Therefore they are the most important application arena in quantum Shannon theory.
However, bosonic systems, which are modeled as quantum harmonic oscillators, live in-
finite dimensional Hilbert space. As a consequence, many established results in finite
dimensional quantum Shannon theory break down (infinities appear) if there is no con-
straint on the input energy. On the other hand, although there are indeed finite results
in the infinite input-energy limit, for example the quantum capacity of bosonic Gaussian
channels [33, 34], they have limited applicability to realistic scenarios. Although the final
energy-constrained capacity formula looks just like the formula in the finite dimensional
case plus a energy constraint on the optimization, rigorous proofs of these results are
highly non-trivial and usually involve more advanced tools than those used in finite di-
mension theory. Therefore, from both the practical and technical points of view, studying
energy-constrained quantum Shannon theory is important.
It is Holevo who first established the energy-constrained classical capacity over quan-
tum channels [35]. Later Holevo and Shirokov adapted the Bennett-Shor-Smolin-Thaplyal
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theorem [36] on the entanglement-assisted classical communication over quantum chan-
nels to the energy-constrained scenario [37]. Wilde and I established the energy con-
strained private and quantum capacity of quantum channels in [28], which we will present
in detail later. Another line of development is the continuity bound on information quan-
tities with energy constraint. Winter modified the method of Alicki and Fannes [12] to
derive a tight continuity bound for the conditional entropy of states with bounded energy
[13]. Later Shirokov generalized Winter’s result to any locally almost affine functions [38].
People also considered the continuity bounds for capacities of quantum channels [39, 40].
As an important application of these continuity bounds, recently authors of Ref. [41] es-
tablished several upper bounds on the quantum capacity of thermal channels which are
very near to known lower bounds.
Energy-constrained private and quantum capacities of quantum channels
The quantum capacity is essential for understanding how fast we will be able to per-
form distributed quantum computations between remote locations, and the private ca-
pacity is connected to the ability to generate secret key between remote locations, as in
quantum key distribution (see, e.g., [42] for a review). In general, there are connections
between private capacity and quantum capacity [43] (see also [44]), but the results of
[45, 46, 47, 48] demonstrated that these concepts and the capacities can be very different.
In fact, the most striking examples are channels for which their quantum capacity is equal
to zero but their private capacity is strictly greater than zero [47, 48].
We have also seen advances related to quantum capacity of bosonic channels. Impor-
tant statements, discussions, and critical steps concerning quantum capacity of single-
mode quantum-limited attenuator and amplifier channels were reported in [33, 34]. In
particular, these papers stated a formula for the quantum capacity of these channels,
whenever infinite energy is available at the transmitter. These formulas have been sup-
ported with a proof in Theorem 8 of [49] and [50]. However, in practice, no transmitter
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could ever use infinite energy to transmit quantum information, and so the results from
[33, 34] have limited applicability to realistic scenarios. Given that the notion of quantum
capacity itself is already somewhat removed from practice, as argued in [51], it seems
that supplanting a sender and receiver with infinite energy in addition to perfect quan-
tum computers and an infinite number of channel uses only serves to push this notion
much farther away from practice. One of the main aims of our work is to continue the
effort of bringing this notion closer to practice, by developing a general theory of energy-
constrained quantum and private communication.
In light of the above discussion, we are thus motivated to understand both quan-
tum and private communication over quantum channels with realistic energy constraints.
Refs. [52, 53] were some of the earlier works to discuss quantum and private communica-
tion with energy constraints, in addition to other kinds of communication tasks. The more
recent efforts in [54, 49, 29] have considered energy-constrained communication in more
general trade-off scenarios, but as special cases, they also furnished proofs for energy-
constrained quantum and private capacities of quantum-limited attenuator and amplifier
channels (see [49, Theorem 8] and [29]). In more detail, let Q(N , NS) and P (N , NS) de-
note the respective quantum and private capacities of a quantum channel N , such that
the mean input photon number for each channel use cannot exceed NS ∈ [0,∞). Ref. [49,
Theorem 8] established that the quantum capacity of a pure-loss channel Lη with trans-
missivity parameter η ∈ [0, 1] is equal to
Q(Lη, NS) = max [g(ηNS)− g((1− η)NS), 0] , (2.1)
where g(x) is the entropy of a thermal state with mean photon number x, defined as
g(x) ≡ (x+ 1) log2(x+ 1)− x log2 x. (2.2)
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We (see (2.220)) establishes the private capacity formula for Lη:
P (Lη, NS) = max [g(ηNS)− g((1− η)NS), 0] . (2.3)
A special case of the results of [29] established that the quantum and private capacities of
a quantum-limited amplifier channel Aκ with gain parameter κ ∈ [1,∞) are equal to
Q(Aκ, NS) = P (Aκ, NS) (2.4)
= g(κNS + κ− 1)− g([κ− 1][NS + 1]). (2.5)
Taking the limit as NS →∞, these formulas respectively converge to
max [log2(η/ [1− η]), 0] , (2.6)
log2 (κ/ [κ− 1]) , (2.7)
which were stated in [33, 34] in the context of quantum capacity. Figure 2.1 plots the gap
between the unconstrained and constrained quantum capacity formulas in (2.6) and (2.1),
respectively. We would like to suggest that our contribution on this topic is timely. At the
least, we think it should be a useful resource for the community of researchers working
on related topics to have such a formalism and associated results written down explicitly,
even though a skeptic might argue that they have been part of the folklore of quantum in-
formation theory for many years now. To support our viewpoint, we note that there have
been several papers released in the past few years which suggest that energy-constrained
quantum and private capacities have not been sufficiently clarified in the existing liter-
ature. For example, in [55], one of the main results contributed was a non-tight upper
bound on the private capacity of a pure-loss bosonic channel, in spite of the fact that (2.3)
was already part of the folklore of quantum information theory. In [56], it is stated that the
29
0 10 20 30 40 50
0
0.5
1
1.5
2
Mean photon number per channel use
Qu
an
tu
m
 co
m
m
un
ica
tio
n 
ra
te
Unconstrained capacity
Constrained capacity
Figure 2.1: Comparison between the unconstrained (dashed line) and constrained (solid
line) quantum and private capacities of the pure-loss channel for η = 0.78. For lower
photon numbers, there is a large gap between these capacities.
“entropy photon-number inequality turns out to be crucial in the determining the classi-
cal capacity regions of the quantum bosonic broadcast and wiretap channels,” in spite
of the fact that no such argument is needed to establish the quantum or private capacity
of the pure-loss channel. Similarly, it is stated in [57] that the entropy photon-number
inequality “conjecture is of particular significance in quantum information theory since
if it were true then it would allow one to evaluate classical capacities of various bosonic
channels, e.g., the bosonic broadcast channel and the wiretap channel.” Thus, it seems
timely and legitimate to confirm that no such entropy photon-number inequality or min-
imum output-entropy conjecture is necessary in order to establish the results regarding
quantum or private capacity of the pure-loss channel—the existing literature (specifically,
Theorem 8 in Ref. [49] and now the previously folklore (2.220)) has established these ca-
pacities. The same is the case for the quantum-limited amplifier channel due to the results
of [29]. The entropy photon-number inequality indeed implies formulas for quantum and
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private capacities of the quantum-limited attenuator and amplifier channels, but it ap-
pears to be much stronger than what is actually necessary to accomplish this goal. The
different proof of these formulas that we give in the present paper (see Section 2.8) is
based on the monotonicity of quantum relative entropy, concavity of coherent informa-
tion of degradable channels with respect to the input density operator, and covariance of
Gaussian channels with respect to displacement operators.
The rest of this chapter is organized as follows. In Section 2.2, we define the concept
of energy observable which is crucial for quantum information in infinite-dimensional
spaces. We also give some results we will use later. We then begin our development in
Section 2.3 by defining several energy-constrained communication tasks, including quan-
tum communication with a uniform energy constraint, entanglement transmission with
an average energy constraint, private communication with a uniform energy constraint,
and secret key transmission with an average energy constraint. In Section 2.4, we develop
several code conversions between these various communication tasks, which allow us to
conclude non-trivial relations between the capacities corresponding to them. Section 2.6
proves that the regularized, energy-constrained coherent information is an achievable
rate for all of the tasks, whenever the energy observable satisfies the Gibbs condition of
having a well defined thermal state for all temperatures (Definition 2.9) and the channel
satisfies a finite output-entropy condition (Condition 2.10). For degradable channels sat-
isfying these conditions, we find in Section 2.7 that the single-letter energy-constrained
coherent information is equal to all of the capacities. We finally apply our results to quan-
tum Gaussian channels in Section 2.8 and recover several results already established in
the literature on Gaussian quantum information. In some cases, we establish new results,
like the formula for private capacity in (2.3).
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2.2 QUANTUM INFORMATION PRELIMINARIES
As discussed earlier, to meaningfully study quantum communication over infinite di-
mension system, it is necessary to impose an energy constraint. Therefore, to make the
concept of ‘energy’ rigorous, we start by defining an Hamiltonian-like operator, called
energy observable (see [58, Definition 11.3]):
Definition 2.1 (Energy observable) LetG be a positive semi-definite operator, i.e.,G ∈ SP(HA).
Throughout, we refer to G as an energy observable. In more detail, we define G as follows: let
{|ej〉}j be an orthonormal basis for a Hilbert spaceH, and let {gj}j be a sequence of non-negative
real numbers bounded from below. Then the following formula
G|ψ〉 =
∞∑
j=1
gj|ej〉〈ej|ψ〉 (2.8)
defines a self-adjoint operator G on the dense domain {|ψ〉 : ∑∞j=1 g2j |〈ej|ψ〉|2 < ∞}, for which
|ej〉 is an eigenvector with corresponding eigenvalue gj .
For a state ρ ∈ D(HA), we follow the convention [59] and define its energy as
Tr{Gρ} ≡ sup
n
Tr{ΠnGΠnρ}, (2.9)
where Πn denotes the spectral projection of G corresponding to the interval [0, n]. Since
we always consider many channel uses, we need to define some sort of ‘average’ energy
of the state of n input systems.
Definition 2.2 The nth extension Gn of an energy observable G is defined as
Gn ≡ 1
n
[G⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗G]. (2.10)
We require the following proposition for some of the developments in this chapter:
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Proposition 2.3 LetN be a degradable quantum channel and Nˆ a complementary channel for it.
Let ρ0 and ρ1 be states and let ρλ = λρ0 + (1 − λ)ρ1 for λ ∈ [0, 1]. Suppose that the entropies
H(ρλ), H(N (ρλ)) and H(Nˆ (ρλ)) are finite for all λ ∈ [0, 1]. Then the coherent information of N
is concave with respect to these inputs, in the sense that
λIc(ρ0,N ) + (1− λ)Ic(ρ1,N ) ≤ Ic(ρλ,N ). (2.11)
Proof. See the proof of Proposition 1 in [28].
2.3 ENERGY-CONSTRAINED QUANTUM AND PRIVATE CAPACITIES
In the subsections that follow, letN : B(HA)→ B(HB) denote a quantum channel, and
let G be an energy observable. Let n ∈ N denote the number of channel uses, M ∈ N the
size of a code, P ∈ [0,∞) an energy parameter, and ε ∈ [0, 1] an error parameter. In what
follows, we discuss four different notions of capacity: quantum communication with a
uniform energy constraint, entanglement transmission with an average energy constraint,
private communication with a uniform energy constraint, and secret key transmission
with an average energy constraint.
Quantum communication with a uniform energy constraint
An (n,M,G, P, ε) code for quantum communication with uniform energy constraint
consists of an encoding channel En : T (HS) → T (H⊗nA ) and a decoding channel Dn :
T (H⊗nB ) → T (HS), where M = dim(HS). The energy constraint is uniform, in the sense
that the following bound is required to hold for all states resulting from the output of the
encoding channel En:
Tr
{
GnEn(ρS)
} ≤ P, (2.12)
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where ρS ∈ D(HS). Note that
Tr
{
GnEn(ρS)
}
= Tr {Gρn} , (2.13)
where
ρn ≡
1
n
n∑
i=1
TrAn\Ai{En(ρS)}. (2.14)
due to the i.i.d. nature of the observable Gn. Furthermore, the encoding and decoding
channels are good for quantum communication, in the sense that for all pure states φRS ∈
D(HR⊗HS), whereHR is isomorphic toHS , the following entanglement fidelity criterion
holds
F (φRS, (idR⊗[Dn ◦ N⊗n ◦ En])(φRS)) ≥ 1− ε. (2.15)
A rate R is achievable for quantum communication over N subject to the uniform
energy constraint P if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an
(n, 2n[R−δ], G, P, ε) quantum communication code with uniform energy constraint. The
quantum capacity Q(N , G, P ) of N with uniform energy constraint is equal to the supre-
mum of all achievable rates.
Entanglement transmission with an average energy constraint
An (n,M,G, P, ε) code for entanglement transmission with average energy constraint
is defined very similarly as above, except that the requirements are less stringent. The
energy constraint holds on average, in the sense that it need only hold for the maximally
mixed state piS input to the encoding channel En:
Tr
{
GnEn(piS)
} ≤ P. (2.16)
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Furthermore, we only demand that the particular maximally entangled state ΦRS ∈ D(HR⊗
HS), defined as
ΦRS ≡ 1
M
M∑
m,m′=1
|m〉〈m′|R ⊗ |m〉〈m′|S, (2.17)
is preserved with good fidelity:
F (ΦRS, (idR⊗[Dn ◦ N⊗n ◦ En])(ΦRS)) ≥ 1− ε. (2.18)
A rate R is achievable for entanglement transmission over N subject to the average
energy constraint P if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an
(n, 2n[R−δ], G, P, ε) entanglement transmission code with average energy constraint. The
entanglement transmission capacity E(N , G, P ) of N with average energy constraint is
equal to the supremum of all achievable rates.
From definitions, it immediately follows that quantum capacity with uniform energy
constraint can never exceed entanglement transmission capacity with average energy
constraint:
Q(N , G, P ) ≤ E(N , G, P ). (2.19)
In Section 2.5, we establish the opposite inequality.
Private communication with a uniform energy constraint
An (n,M,G, P, ε) code for private communication consists of a set {ρmAn}Mm=1 of quan-
tum states, each in D(H⊗nA ), and a POVM {ΛmBn}Mm=1 such that
Tr
{
Gnρ
m
An
} ≤ P, (2.20)
Tr{ΛmBnN⊗n(ρmAn)} ≥ 1− ε, (2.21)
1
2
∥∥∥Nˆ⊗n(ρmAn)− ωEn∥∥∥
1
≤ ε, (2.22)
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for all m ∈ {1, . . . ,M}, with ωEn some fixed state in D(H⊗nE ). In the above, Nˆ is a channel
complementary to N . Observe that
Tr
{
Gnρ
m
An
}
= Tr {GρmA} , (2.23)
where
ρmA ≡
1
n
n∑
i=1
TrAn\Ai{ρmAn}. (2.24)
A rate R is achievable for private communication over N subject to uniform energy
constraint P if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an (n, 2n[R−δ], G, P, ε)
private communication code. The private capacity P (N , G, P ) of N with uniform energy
constraint is equal to the supremum of all achievable rates.
Secret key transmission with an average energy constraint
An (n,M,G, P, ε) code for secret key transmission with average energy constraint is
defined very similarly as above, except that the requirements are less stringent. The en-
ergy constraint holds on average, in the sense that it need only hold for the average input
state:
1
M
M∑
m=1
Tr
{
Gnρ
m
An
} ≤ P. (2.25)
Furthermore, we only demand that the conditions in (2.21)–(2.22) hold on average:
1
M
M∑
m=1
Tr{ΛmBnN⊗n(ρmAn)} ≥ 1− ε, (2.26)
1
M
M∑
m=1
1
2
∥∥∥Nˆ⊗n(ρmAn)− ωEn∥∥∥
1
≤ ε, (2.27)
with ωEn some fixed state in D(H⊗nE ).
A rate R is achievable for secret key transmission over N subject to the average en-
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ergy constraint P if for all ε ∈ (0, 1), δ > 0, and sufficiently large n, there exists an
(n, 2n[R−δ], G, P, ε) secret key transmission code with average energy constraint. The se-
cret key transmission capacity K(N , G, P ) of N with average energy constraint is equal
to the supremum of all achievable rates.
From definitions, it immediately follows that private capacity with uniform energy
constraint can never exceed secret key transmission capacity with average energy con-
straint
P (N , G, P ) ≤ K(N , G, P ). (2.28)
In Section 2.5, we establish the opposite inequality.
2.4 CODE CONVERSIONS
In this section, we establish several code conversions, which allow for converting one
type of code into another type of code along with some loss in the code parameters. In
particular, in the forthcoming subsections, we show how to convert
1. an entanglement transmission code with an average energy constraint to a quantum
communication code with a uniform energy constraint,
2. a quantum communication code with a uniform energy constraint to a private com-
munication code with a uniform energy constraint,
3. and a secret key transmission code with an average energy constraint to a private
communication code with a uniform energy constraint.
These code conversions then allow us to establish several non-trivial relations between
the corresponding capacities, which we do in Section 2.5.
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Entanglement transmission with an average energy constraint to quantum communi-
cation with a uniform energy constraint
In this subsection, we show how an entanglement transmission code with an average
energy constraint implies the existence of a quantum communication code with a uni-
form energy constraint, such that there is a loss in performance in the resulting code with
respect to several code parameters.
A result like this was first established in [60] and reviewed in [61, 62, 63], under the
assumption that there is no energy constraint. Here we follow the proof approach avail-
able in [62, 63], but we make several modifications in order to deal with going from an
average energy constraint to a uniform energy constraint.
Theorem 2.4 For all δ ∈ (1/M, 1/2), the existence of an (n,M,G, P, ε) entanglement transmis-
sion code with average energy constraint implies the existence of an (n, bδMc , G, P/ (1− 2δ) ,
2
√
ε/[δ − 1/M ]) quantum communication code with uniform energy constraint.
Proof. Suppose that an (n,M,G, P, ε) entanglement transmission code with average en-
ergy constraint exists. This implies that the conditions in (2.16) and (2.18) hold. Let
Cn : T (HS) → T (HS) denote the finite-dimensional channel consisting of the encoding,
communication channel, and decoding:
Cn ≡ Dn ◦ N⊗n ◦ En. (2.29)
We proceed with the following algorithm:
1. Set k = M , HM = HS , and δ ∈ (1/M, 1/2). Suppose for now that δM is a positive
integer.
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2. Set |φk〉 ∈ Hk to be a state vector such that the input-output fidelity is minimized:
|φk〉 ≡ arg min|φ〉∈Hk〈φ|C
n(|φ〉〈φ|)|φ〉, (2.30)
and set the fidelity Fk and energy Ek of |φk〉 as follows:
Fk ≡ min|φ〉∈Hk〈φ|C
n(|φ〉〈φ|)|φ〉 (2.31)
= 〈φk|Cn(|φk〉〈φk|)|φk〉, (2.32)
Ek ≡ Tr{GnEn(|φk〉〈φk|)}. (2.33)
3. Set
Hk−1 ≡ span{|ψ〉 ∈ Hk : |〈ψ|φk〉| = 0}. (2.34)
That is,Hk−1 is set to the orthogonal complement of |φk〉 inHk, so thatHk = Hk−1⊕
span{|φk〉}. Set k := k − 1.
4. Repeat steps 2-3 until k = (1− δ)M after step 3.
5. Let |φk〉 ∈ Hk be a state vector such that the input energy is maximized:
|φk〉 ≡ arg max|φ〉∈Hk Tr{GnE
n(|φ〉〈φ|)}, (2.35)
and set the fidelity Fk and energy Ek of |φk〉 as follows:
Fk ≡ 〈φk|Cn(|φk〉〈φk|)|φk〉 (2.36)
Ek ≡ max|φ〉∈Hk Tr{GnE
n(|φ〉〈φ|)} (2.37)
= Tr{GnEn(|φk〉〈φk|)}. (2.38)
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6. Set
Hk−1 ≡ span{|ψ〉 ∈ Hk : |〈ψ|φk〉| = 0}. (2.39)
Set k := k − 1.
7. Repeat steps 5-6 until k = 0 after step 6.
The idea behind this algorithm is to successively remove minimum fidelity states from
HS until k = (1− δ)M . By the structure of the algorithm and some analysis given below,
we are then guaranteed for this k and lower that
1− min
|φ〉∈Hk
〈φ|Cn(|φ〉〈φ|)|φ〉 ≤ ε/δ. (2.40)
That is, the subspace Hk is good for quantum communication with fidelity at least 1 −
ε/δ. After this k, we then successively remove maximum energy states from Hk until the
algorithm terminates. Furthermore, the algorithm implies that
FM ≤ FM−1 ≤ · · · ≤ F(1−δ)M+1, (2.41)
E(1−δ)M ≥ E(1−δ)M−1 ≥ · · · ≥ E1, (2.42)
HM ⊇ HM−1 ⊇ · · · ⊇ H1. (2.43)
Also, {|φk〉}lk=1 is an orthonormal basis forHl, where l ∈ {1, . . . ,M}.
We now analyze the result of this algorithm by employing Markov’s inequality and
some other tools. From the condition in (2.18) that the original code is good for entangle-
ment transmission, we have that
F (ΦRS, (idR⊗Cn)(ΦRS)) ≥ 1− ε. (2.44)
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Since {|φk〉}Mk=1 is an orthonormal basis forHM , we can write
|Φ〉RS = 1√
M
M∑
k=1
|φ∗k〉R ⊗ |φk〉S, (2.45)
where ∗ denotes complex conjugate with respect to the basis in (2.17), and the reduced
state can be written as ΦS = 1M
∑M
k=1 |φk〉〈φk|S . A consequence of [14, Exercise 9.5.1] is
that
F (ΦRS, (idR⊗Cn)(ΦRS)) ≤ 1
M
∑
k
〈φk|Cn(|φk〉〈φk|)|φk〉
=
1
M
∑
k
Fk. (2.46)
So this means that
1
M
∑
k
Fk ≥ 1− ε ⇔ 1
M
∑
k
(1− Fk) ≤ ε. (2.47)
Now taking K as a uniform random variable with realizations k ∈ {1, . . . ,M} and apply-
ing Markov’s inequality, we find that
Pr
K
{1− FK ≥ ε/δ} ≤ EK{1− FK}
ε/δ
≤ ε
ε/δ
= δ. (2.48)
So this implies that (1− δ)M of the Fk values are such that Fk ≥ 1 − ε/δ. Since they are
ordered as given in (2.41), we can conclude that H(1−δ)M is a subspace good for quantum
communication in the following sense:
min
|φ〉∈H(1−δ)M
〈φ|Cn(|φ〉〈φ|)|φ〉 ≥ 1− ε/δ. (2.49)
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Now consider from the average energy constraint in (2.16) that
P ≥ Tr{GnEn(piS)} (2.50)
=
1
M
M∑
k=1
Tr
{
GnEn(|φk〉〈φk|S)
}
(2.51)
=
1
M
M∑
k=1
Ek (2.52)
≥ 1− δ
(1− δ)M
(1−δ)M∑
k=1
Ek, (2.53)
which we can rewrite as
1
(1− δ)M
(1−δ)M∑
k=1
Ek ≤ P/ (1− δ) . (2.54)
Taking K ′ as a uniform random variable with realizations k ∈ {1, . . . , (1− δ)M} and
applying Markov’s inequality, we find that
Pr
K′
{EK′ ≥ P/ (1− 2δ)} ≤ P/ (1− δ)
P/ (1− 2δ) (2.55)
=
1− 2δ
1− δ . (2.56)
Rewriting this, we find that
Pr
K′
{EK′ ≤ P/ (1− 2δ)} ≥ 1− 1− 2δ
1− δ (2.57)
=
δ
1− δ . (2.58)
Thus, a fraction δ/ (1− δ) of the remaining (1− δ)M state vectors |φk〉 are such that Ek ≤
P/ (1− 2δ). Since they are ordered as in (2.42), this means that {|φδM〉, . . . , |φ1〉} have this
property.
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We can then conclude that the subspaceHδM is such that
dim(HδM) = δM, (2.59)
min
|φ〉∈HδM
〈φ|Cn(|φ〉〈φ|)|φ〉 ≥ 1− ε/δ, (2.60)
max
|φ〉∈HδM
Tr{GnEn(|φ〉〈φ|)} ≤ P/ (1− 2δ) . (2.61)
Now applying Proposition 2.17 to (2.60), we can conclude that the minimum entan-
glement fidelity obeys the following bound:
min
|ψ〉∈H′δM⊗HδM
〈ψ|(idH′δM ⊗Cn)(|ψ〉〈ψ|)|ψ〉 ≥ 1− 2
√
ε/δ. (2.62)
To finish off the proof, suppose that δM is not an integer. Then there exists a δ′ < δ
such that δ′M = bδMc is a positive integer. By the above reasoning, there exists a code
with parameters as given in (2.59)–(2.62), except with δ replaced by δ′. Then the code
dimension is equal to bδMc. Using that δ′M = bδMc > δM − 1, we find that δ′ > δ− 1/M ,
which implies that 1 − 2√ε/δ′ > 1 − 2√ε/[δ − 1/M ]. We also have that P/ (1− 2δ′) <
P/ (1− 2δ). This concludes the proof.
Quantum communication with a uniform energy constraint implies private commu-
nication with a uniform energy constraint
This subsection establishes that a quantum communication code with uniform energy
constraint can always be converted to one for private communication with uniform en-
ergy constraint, such that there is negligible loss with respect to code parameters.
Theorem 2.5 The existence of an (n,M,G, P, ε) quantum communication code with uniform en-
ergy constraint implies the existence of an (n, bM/2c , G, P, 2√ε) code for private communication
with uniform energy constraint.
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Proof. Starting from an (n,M,G, P, ε) quantum communication code with uniform en-
ergy constraint, we can use it to transmit a maximally entangled state
ΦRS ≡ 1
M
M∑
m,m′=1
|m〉〈m′|R ⊗ |m〉〈m′|S (2.63)
of Schmidt rank M faithfully, by applying (2.15):
F (ΦRS, (idR⊗Dn ◦ N⊗n ◦ En)(ΦRS)) ≥ 1− ε. (2.64)
Consider that the state
σRSEn ≡ (idR⊗Dn ◦ [UN ]⊗n ◦ En)(ΦRS) (2.65)
extends the state output from the actual protocol. By Uhlmann’s theorem (see (1.25)),
there exists an extension of ΦRS such that the fidelity between this extension and the
state σRSEn is equal to the fidelity in (2.64). However, the maximally entangled state ΦRS
is “unextendible” in the sense that the only possible extension is a tensor-product state
ΦRS ⊗ ωEn for some state ωEn . So, putting these statements together, we find that
F (ΦRS ⊗ ωEn , (idR⊗Dn ◦ [UN ]⊗n ◦ En)(ΦRS)) ≥ 1− ε. (2.66)
Furthermore, measuring the R and S systems locally in the Schmidt basis of ΦRS only
increases the fidelity, so that
F (ΦRS ⊗ ωEn , (idR⊗Dn ◦ [UN ]⊗n ◦ En)(ΦRS)) ≥ 1− ε, (2.67)
where Dn denotes the concatenation of the original decoder Dn followed by the local
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measurement:
Dn(·) ≡
∑
m
|m〉〈m|Dn(·)|m〉〈m| (2.68)
=
∑
m
Tr{Dn†[|m〉〈m|](·)}|m〉〈m|. (2.69)
Observe that {Dn†[|m〉〈m|]}m is a valid POVM. Employing the inequalities in (1.31), we
can conclude that
1
2
∥∥ΦRS ⊗ ωEn − (idR⊗Dn ◦ [UN ]⊗n ◦ En)(ΦRS)∥∥1 ≤ √ε. (2.70)
Using the direct sum property of the trace distance from (1.28) and defining ρmAn ≡ En(|m〉〈m|S),
we can then rewrite this as
1
2M
M∑
m=1
∥∥|m〉〈m|S ⊗ ωEn − (Dn ◦ [UN ]⊗n)(ρmAn)∥∥1 ≤ √ε. (2.71)
Markov’s inequality then guarantees that there exists a subset M′ of [M ] of size bM/2c
such that the following condition holds for all m ∈M′:
1
2
∥∥|m〉〈m|S ⊗ ωEn − (Dn ◦ [UN ]⊗n)(ρmAn)∥∥1 ≤ 2√ε. (2.72)
We now define the private communication code to consist of codewords {ρmAn ≡ En(|m〉〈m|S)}m∈M′
and the decoding POVM to be
{ΛmBn ≡ Dn†(|m〉〈m|)}m∈M′ ∪
{
Λ0Bn ≡ Dn†
( ∑
m 6∈M′
|m〉〈m|
)}
. (2.73)
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Note that the energy constraint holds for all codewords
Tr{GnρmAn} ≤ P, (2.74)
due to the assumption that we start from a quantum communication code with uniform
energy constraint as given in (2.12). Applying monotonicity of partial trace to (2.72) with
respect to system S, we find that the following condition holds for all m ∈M′:
1
2
∥∥∥ωEn − Nˆ⊗n(ρmAn)∥∥∥
1
≤ 2√ε, (2.75)
which gives the desired security condition in (2.22). Applying monotonicity of partial
trace to (2.72) with respect to system En gives that
1
2
∥∥|m〉〈m|S − (Dn ◦ N⊗n)(ρmAn)∥∥1 ≤ 2√ε, (2.76)
for all m ∈M′. Abbreviating Γm′Bn ≡ Dn†(|m′〉〈m′|), consider then that for all m ∈M′
1
2
∥∥|m〉〈m|S − (Dn ◦ N⊗n)(ρmAn)∥∥1
=
1
2
∥∥∥∥∥|m〉〈m|S −
M∑
m′=1
Tr{Γm′BnN⊗n(ρmAn)}|m′〉〈m′|
∥∥∥∥∥
1
=
1
2
∥∥∥∥∥pe|m〉〈m|S − ∑
m′ 6=m
Tr{Γm′BnN⊗n(ρmAn)}|m′〉〈m′|
∥∥∥∥∥
1
=
1
2
(
pe +
∑
m′ 6=m
Tr{Γm′BnN⊗n(ρmAn)}
)
= 1− Tr{ΛmBnN⊗n(ρmAn)}, (2.77)
where pe ≡ 1 − Tr{ΛmBnN⊗n(ρmAn)}. Combining this equality with (2.76) gives the desired
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reliable decoding condition in (2.21) for all m ∈M′
Tr{ΛmBnN⊗n(ρmAn)} ≥ 1− 2
√
ε. (2.78)
Thus, we have shown that from an (n,M,G, P, ε) quantum communication code with
uniform energy constraint, one can realize an (n, bM/2c , G, P, 2√ε) code for private com-
munication with uniform energy constraint.
Remark 2.6 That a quantum communication code can be easily converted to a private commu-
nication code is part of the folklore of quantum information theory. Ref. [43] proved that the
unconstrained quantum capacity never exceeds the unconstrained private capacity, but we are not
aware of an explicit code conversion statement of the form given in Theorem 2.5.
Secret key transmission with an average energy constraint implies private communi-
cation with a uniform energy constraint
We finally establish that a secret key transmission code with average energy constraint
can be converted to a private communication code with uniform energy constraint.
Theorem 2.7 For δ ∈ (1/M, 1/3), the existence of an (n,M,G, P, ε) secret key transmission code
with average energy constraint implies the existence of an (n, bδMc , G, P/(1−3δ), ε/[δ−1/M ])
private communication code with uniform energy constraint.
Proof. To begin with, suppose that δM is an integer. The existence of an (n,M,G, P, ε)
secret key transmission code with average energy constraint implies that the following
three conditions hold:
1
M
M∑
m=1
Em ≤ P , 1
M
M∑
m=1
Tm ≥ 1− ε , (2.79)
1
M
M∑
m=1
Dm ≤ ε , (2.80)
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where
Em ≡ Tr{GnρmAn} , (2.81)
Tm ≡ Tr{ΛmBnN⊗n(ρmAn)} , (2.82)
Dm ≡ 1
2
∥∥∥Nˆ⊗n(ρmAn)− ωEn∥∥∥
1
. (2.83)
Now taking Mˆ as a uniform random variable with realizations m ∈ {1, . . . ,M} and ap-
plying Markov’s inequality, we have for δ ∈ (0, 1/3) that
Pr
Mˆ
{1− TMˆ ≥ ε/δ} ≤
EMˆ{1− TMˆ}
ε/δ
≤ ε
ε/δ
. (2.84)
This implies that (1− δ)M of the Tm values are such that Tm ≥ 1− ε/δ. We then rearrange
the order of Tm,Dm, andEm using a labelm′ such that the first (1−δ)M of the Tm′ variables
satisfy the condition Tm′ ≥ 1− ε/δ. Now from (2.79), we have that
ε ≥ 1
M
M∑
m′=1
Dm′ ≥ 1− δ
(1− δ)M
(1−δ)M∑
m′=1
Dm′ , (2.85)
which can be rewritten as
1
(1− δ)M
(1−δ)M∑
m=1
Dm′ ≤ ε
1− δ . (2.86)
Now taking Mˆ ′ as a uniform random variable with realizations m′ ∈ {1, . . . , (1 − δ)M}
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and applying Markov’s inequality, we find that
Pr
Mˆ ′
{DMˆ ′ ≥ ε/δ} ≤
EMˆ ′{DMˆ ′}
ε/δ
(2.87)
≤ ε/(1− δ)
ε/δ
(2.88)
=
δ
1− δ . (2.89)
Thus a fraction 1− [δ/(1− δ)] = (1− 2δ)/(1− δ) of the first (1− δ)M variables Dm′ satisfy
DMˆ ′ ≤ ε/δ. Now rearrange the order of Tm′ , Dm′ , and Em′ with label m′′ such that the first
(1− 2δ)M of them satisfy
Tm′′ ≥ 1− ε/δ , (2.90)
Dm′′ ≤ ε/δ . (2.91)
From (2.79), we get that
P ≥ 1
M
M∑
m′′=1
Em′′ ≥ 1− 2δ
(1− 2δ)M
(1−2δ)M∑
m′′=1
Em′′ , (2.92)
which can be rewritten as
1
(1− 2δ)M
(1−2δ)M∑
m′′=1
Em′′ ≤ P
1− 2δ . (2.93)
Taking Mˆ ′′ as a uniform random variable with realizations m′′ ∈ {1, ..., (1 − 2δ)M} and
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applying Markov’s inequality, we find that
Pr
Mˆ ′′
{EMˆ ′′ ≥ P/(1− 3δ)} ≤
EMˆ ′′{EMˆ ′′}
P/(1− δ) (2.94)
≤ P/(1− 2δ)
P/(1− 3δ) (2.95)
=
1− 3δ
1− 2δ . (2.96)
Thus a fraction 1−(1−3δ)/(1−2δ) = δ/(1−2δ) of the first (1−2δ)M variables Em′′ satisfy
the condition EMˆ ′′ ≤ P/(1 − 3δ). We can finally relabel Tm′′ , Dm′′ , and Em′′ with a label
m′′′ such that the first δM of them satisfy
Em′′′ ≤ P/(1− 3δ) , (2.97)
Tm′′′ ≥ 1− ε/δ , (2.98)
Dm′′′ ≤ ε/δ . (2.99)
The corresponding codewords then constitute an (n, δM,G, P/(1− 3δ), ε/δ) private com-
munication code with uniform energy constraint.
To finish off the proof, suppose that δM is not an integer. Then there exists a δ′ < δ
such that δ′M = bδMc is a positive integer. By the above reasoning, there exists a code
with parameters as given in (2.97)–(2.99), except with δ replaced by δ′. Then the code
size is equal to bδMc. Using that δ′M = bδMc > δM − 1, we find that δ′ > δ − 1/M ,
which implies that 1− ε/δ′ > 1− ε/[δ − 1/M ] and ε/δ′ < ε/ [δ − 1/M ]. We also have that
P/ (1− 3δ′) < P/ (1− 3δ). This concludes the proof.
2.5 IMPLICATIONS OF CODE CONVERSIONS FOR CAPACITIES
In this brief section, we show how the various code conversions from Section 2.4 have
implications for the capacities defined in Section 2.3. The main result is the following
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theorem:
Theorem 2.8 Let N : T (HA) → T (HB) be a quantum channel, G ∈ P(HA) an energy observ-
able, and P ∈ [0,∞). Then the following relations hold for the capacities defined in Section 2.3:
Q(N , G, P ) = E(N , G, P )
≤ P (N , G, P ) = K(N , G, P ). (2.100)
Proof. As a consequence of the definitions of these capacities and as remarked in (2.19)
and (2.28), we have that
Q(N , G, P ) ≤ E(N , G, P ), (2.101)
P (N , G, P ) ≤ K(N , G, P ). (2.102)
So it suffices to prove the following three inequalities:
Q(N , G, P ) ≥ E(N , G, P ), (2.103)
Q(N , G, P ) ≤ P (N , G, P ), (2.104)
P (N , G, P ) ≥ K(N , G, P ). (2.105)
These follow from Theorems 2.4, 2.5, and 2.7, respectively. Let us establish (2.103). Sup-
pose that R is an achievable rate for entanglement transmission with an average energy
constraint. This implies the existence of a sequence of (n,Mn, G, P, εn) codes such that
lim inf
n→∞
1
n
logMn = R, (2.106)
lim
n→∞
εn = 0. (2.107)
Suppose that the sequence is such that Mn is non-decreasing with n (if it is not the
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case, then pick out a subsequence for which it is the case). Fix a constant δ ∈ (0, 1/2).
Now pick n large enough such that δ ≥ 1/Mn. Invoking Theorem 2.4, there exists an
(n, bδMnc , G, P/(1− 2δ), 2
√
εn/ [δ − 1/Mn]) quantum communication code with uniform
energy constraint. From the facts that
lim inf
n→∞
1
n
log (bδMnc) = lim inf
n→∞
1
n
logMn (2.108)
= R, (2.109)
lim sup
n→∞
2
√
εn/ [δ − 1/Mn] = 0, (2.110)
we can conclude that R is an achievable rate for quantum communication with uniform
energy constraint P/(1 − 2δ). However, since we have shown this latter statement to
be true for all δ ∈ (0, 1/2), we can then conclude that the rate R is achievable with uni-
form energy constraint infδ∈(0,1/2) P/(1 − 2δ) = P . So this implies (2.103). We can argue
the other inequalities in (2.104) and (2.105) similarly, by applying Theorems 2.5 and 2.7,
respectively.
2.6 ACHIEVABILITY OF REGULARIZED, ENERGY-CONSTRAINED COHERENT
INFORMATION
The main result of this section is Theorem 2.11, which shows that the regularized
energy-constrained coherent information is achievable for energy-constrained quantum
communication. In order to do so, we need to restrict the energy observables and channels
that we consider. We impose two arguably natural constraints: that the energy observable
be a Gibbs observable as given in Definition 2.9 and that the channel have finite output
entropy as given in Condition 2.10. Gibbs observables have been considered in several
prior works [64, 65, 66, 67, 58, 13] as well as finite output-entropy channels [64, 65, 58].
When defining a Gibbs observable, we follow [58, Lemma 11.8] and [13, Section IV]:
52
Definition 2.9 (Gibbs observable) Let G be an energy observable as given in Definition 2.1.
Such an operator G is a Gibbs observable if for all β > 0, the following holds
Tr{exp(−βG)} <∞. (2.111)
The above condition implies that a Gibbs observable G always has a finite value of the
partition function Tr{exp(−βG)} for all β > 0 and thus a well defined thermal state for
all β > 0, given by e−βG/Tr{e−βG}.
Condition 2.10 (Finite output entropy) Let G be a Gibbs observable and P ∈ [0,∞). A quan-
tum channel N satisfies the finite-output entropy condition with respect to G and P if
sup
ρ:Tr{Gρ}≤P
H(N (ρ)) <∞, (2.112)
Lemma 2.1 Let N denote a quantum channel satisfying Condition 2.10, G a Gibbs observable,
and P ∈ [0,∞). Then any complementary channel Nˆ of N satisfies the finite-entropy condition
sup
ρ:Tr{Gρ}≤P
H(Nˆ (ρ)) <∞. (2.113)
Proof. See the proof of condition 10 in [28].
Now we state an important contribution of this work.
Theorem 2.11 Let N : T (HA)→ T (HB) denote a quantum channel satisfying Condition 2.10,
G a Gibbs observable, and P ∈ [0,∞). Then the energy-constrained entanglement transmis-
sion capacity E(N , G, P ) is bounded from below by the regularized energy-constrained coherent
information of the channel N :
E(N , G, P ) ≥ lim
k→∞
1
k
Ic(N⊗k, Gk, P ),
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where the energy-constrained coherent information of N is defined as
Ic(N , G, P ) ≡ sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)), (2.114)
and Nˆ denotes a complementary channel of N .
Proof. The main challenge in proving this theorem is to have codes achieving the coher-
ent information while meeting the average energy constraint. We prove the theorem by
combining Klesse’s technique for constructing entanglement transmission codes [62, 68]
with an adaptation of Holevo’s technique of approximation and constructing codes meet-
ing an energy constraint [64, 65]. We follow their arguments very closely and show how
to combine the techniques to achieve the desired result.
First, we recall what Klesse accomplished in [62] (see also the companion paper [68]).
LetM : T (HA) → T (HB) denote a quantum channel satisfying Condition 2.10 for some
Gibbs observable and energy constraint, so that the receiver entropy is finite, as well as
the environment entropy by Lemma 2.1. This implies that entropy-typical subspaces and
sequences corresponding to these entropies are well defined and finite, a fact of which we
make use. Let V denote a finite-dimensional linear subspace of HA. Set L ≡ dim(V ), and
let L denote a channel defined to be the restriction ofM to states with support contained
in V . Let {Ky}y be a set of Kraus operators forM and define the probability pY (y) by
pY (y) ≡ 1
L
Tr{ΠVK†yKyΠV }, (2.115)
where ΠV is a projection onto V . As discussed in [62], there is unitary freedom in the
choice of the Kraus operators, and they can be chosen “diagonal,” so that Tr{ΠVK†yKxΠV } =
0 for x 6= y. Let T n,δY denote the δ-entropy-typical set for pY , defined as
T n,δY ≡ {yn : |− [log pY n(yn)] /n−H(Y )| ≤ δ} , (2.116)
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for integer n ≥ 1 and real δ > 0, where pY n(yn) ≡ pY (y1)pY (y2) · · · pY (yn). Let Kyn ≡
Ky1 ⊗Ky2 ⊗ · · · ⊗Kyn . Now define the (trace-non-increasing) quantum operation Ln,δ to
be a map consisting of only the entropy-typical Kraus operators Kyn such that yn ∈ T n,δY .
The number of such Kraus operators is no larger than 2n[H(Y )+δ], and one can show that
H(Y ) = H(Mˆ(piV )), where Mˆ is a channel complementary toM and piV ≡ ΠV /L denotes
the maximally mixed state on V [62].
One can then further reduce the quantum operation Ln,δ to another one L˜n,δ defined
by projecting the output of Ln,δ to the entropy-typical subspace of the density operator
L(piV ) = M(piV ). The entropy-typical subspace of a density operator σ with spectral
decomposition σ =
∑
z pZ(z)|z〉〈z| is defined as
T n,δσ ≡ span{|zn〉 : |− [log pZn(zn)] /n−H(σ)| ≤ δ}, (2.117)
for integer n ≥ 1 and real δ > 0. The resulting quantum operation L˜n,δ is thus finite-
dimensional and has a finite number of Kraus operators. We then have the following
bounds argued in [62]:
L˜n,δ ≤ 2n[H(Mˆ(piV ))+δ], (2.118)
Tr{L˜n,δ(piV ⊗n)} ≥ 1− ε1, (2.119)∥∥∥L˜n,δ(piV ⊗n)∥∥∥2
2
≤ 2−n[H(M(piV ))−3δ], (2.120)
Fe(Cn,L⊗n) ≥ Fe(Cn, L˜n,δ), (2.121)
where L˜n,δ denotes the number of Kraus operators for L˜n,δ and the second inequality
inequality holds for all ε1 ∈ (0, 1) and sufficiently large n. Note that for this latter estimate,
we require the law of large numbers to hold when we only know that the entropy is finite
(this can be accomplished using the technique discussed in [69]). In the last line, we have
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written the entanglement fidelity of a code Cn (some subspace of V ⊗n), which is defined
as
Fe(Cn,L⊗n) ≡ sup
Rn
〈ΦCn|(id⊗[Rn ◦ L⊗n])(ΦCn)|ΦCn〉, (2.122)
where |ΦCn〉 denotes a maximally entangled state built from an orthonormal basis of Cn
and the optimization is with respect to recovery channelsRn. Let Kn ≡ dimCn. From the
developments in [62], the following bound holds
EUKn (V ⊗n){Fe(UKnCn, L˜n,δ)}
≥ Tr{L˜n,δ(piV ⊗n)} −
√
KL˜n,δ
∥∥∥L˜n,δ(piV ⊗n)∥∥∥2
2
, (2.123)
where EUKn (V ⊗n) denotes the expected entanglement fidelity when we apply a randomly
selected unitary UKn to the codespace Cn, taking it to some different subspace of V ⊗n.
The unitary UK is selected according to the unitarily invariant measure on the group
U(V ⊗n) of unitaries acting on the subspace V ⊗n. Combining with the inequalities in
(2.118)–(2.121), we find that
EUKn (V ⊗n){Fe(UKnCn,L⊗n)}
≥ 1− ε1 −
[
2−n[H(M(piV ))−Mˆ(piV ))−R−4δ]
] 1
2
, (2.124)
where the rate R of entanglement transmission is defined as R ≡ [logKn] /n. Thus, if we
choose
R = H(M(piV ))− Mˆ(piV ))− 5δ, (2.125)
then we find that
EUKn (V ⊗n){Fe(UKnCn, L˜n,δ)} ≥ 1− ε1 − 2−nδ/2, (2.126)
and we see that the RHS can be made arbitrarily close to one by taking n large enough.
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We can then conclude that there exists a unitary UKn , such that the codespace defined
by UKnCn achieves the same entanglement fidelity given above, implying that the rate
H(M(piV ))− Mˆ(piV )) is achievable for entanglement transmission overM.
Now we apply the methods of Holevo [65] and further arguments of Klesse [62] to see
how to achieve the rate given in the statement of the theorem for the channel N while
meeting the desired energy constraint. We follow the reasoning in [65] very closely. Con-
sider that G is a non-constant operator. Thus, the image of the convex set of all density
operators under the map ρ → Tr{Gρ} is an interval. Suppose first that P is not equal to
the minimum eigenvalue of G. Then there exists a real number P ′ and a density operator
ρ in D(HA) such that
Tr{Gρ} ≤ P ′ < P. (2.127)
Let ρ =
∑∞
j=1 λj|j〉〈j| be a spectral decomposition of ρ, and define
ρd ≡
d∑
j=1
λ˜j|j〉〈j|, where (2.128)
λ˜j ≡ λj
(
d∑
j=1
λj
)−1
. (2.129)
Then ‖ρ− ρd‖1 → 0 as d→∞. Let g(j) ≡ 〈j|G|j〉, so that
Tr{Gρd} =
d∑
j=1
λ˜jg(j) = P
′ + εd, (2.130)
where εd → 0 as d → ∞. Consider the density operator ρ⊗md , and let Πm,δd denote its
strongly typical projector, defined as the projection onto the strongly typical subspace
span{|jm〉 :
∣∣∣N(j|jm)/m− λ˜j∣∣∣ ≤ δ}, (2.131)
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where |jm〉 ≡ |j1〉 ⊗ · · · ⊗ |jm〉 and N(j|jm) denotes the number of appearances of the
symbol j in the sequence jm. Let
pim,δd ≡ Πm,δd /Tr{Πm,δd } (2.132)
denote the maximally mixed state on the strongly typical subspace. We then find that for
positive integers m and n,
Tr
{
Gmn
([
pim,δd
]⊗n
− ρ⊗mnd
)}
= Tr
{(
Gm
)
n
([
pim,δd
]⊗n
− ρ⊗mnd
)}
(2.133)
= Tr
{
Gm
(
pim,δd − ρ⊗md
)}
≤ δmax
j∈[d]
g(j), (2.134)
where [d] ≡ {1, . . . , d} and the inequality follows from applying a bound from [70] (also
called “typical average lemma” in [71]). Now we can apply the above inequality to find
that
Tr
{
Gmn
[
pim,δd
]⊗n}
≤ Tr{Gmρ⊗md }+ δmax
j∈[d]
g(j) (2.135)
= Tr{Gρd}+ δmax
j∈[d]
g(j) (2.136)
= P ′ + εd + δmax
j∈[d]
g(j). (2.137)
For all d large enough, we can then find δ0 such that the last line above is ≤ P/(1 + δ1) for
δ, δ1 ∈ (0, δ0].
The quantum coding scheme we use is that of Klesse [62] discussed previously, now
setting M = N⊗m and the subspace V to be the frequency-typical subspace of ρ⊗md , so
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that ΠV = Π
m,δ
d . Letting piCn denote the maximally mixed projector onto the codespace
Cn ⊂ V ⊗n, we find that [62, Section 5.3]
EUKn (V ⊗n){UKnpiCnU †Kn} = piV ⊗n =
[
pim,δd
]⊗n
. (2.138)
So this and the reasoning directly above imply that
EUKn (V ⊗n){Tr{GmnUKnpiCnU †Kn}} ≤ P/(1 + δ1), (2.139)
for δ, δ1 ≤ δ0. Furthermore, from (2.126), for arbitrary ε ∈ (0, 1) and sufficiently large n,
we find that
EUKn (V ⊗n){1− Fe(UKnCn,N⊗mn)} ≤ ε, (2.140)
as long as the rate
R = [H(N⊗m(pim,δd ))−H(Nˆ⊗m(pim,δd ))]/m− δ′ (2.141)
for δ′ > 0. At this point, we would like to argue the existence of a code that has arbitrarily
small error and meets the energy constraint. LetE0 denote the event 1−Fe(UKnCn,N⊗mn) ≤
√
ε and let E1 denote the event Tr{GmnUKnpiCnU †Kn} ≤ P . We can apply the union bound
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and Markov’s inequality to find that
Pr
UKn (V
⊗n)
{E0 ∩ E1}
= Pr
UKn (V
⊗n)
{Ec0 ∪ Ec1} (2.142)
≤ Pr
UKn (V
⊗n)
{1− Fe(UKnCn,N⊗mn) ≥
√
ε}
+ Pr
UKn (V
⊗n)
{
Tr{GmnUKnpiCnU †Kn} ≥ P
}
(2.143)
≤ 1√
ε
EUKn (V ⊗n){1− Fe(UKnCn,N⊗mn)}
+
1
P
EUKn (V ⊗n){Tr{GmnUKnpiCnU †Kn}} (2.144)
≤ √ε+ 1/(1 + δ1). (2.145)
Since we can choose n large enough to have ε arbitrarily small, there exists such an n
such that the last line is strictly less than one. This then implies the existence of a code
Cn such that Fe(Cn,N⊗mn) ≥ 1 −
√
ε and Tr{GmnpiCn} ≤ P (i.e., it has arbitrarily good
entanglement fidelity and meets the average energy constraint). Furthermore, the rate
achievable using this code is equal to [H(N⊗m(pim,δd ))−H(Nˆ⊗m(pim,δd ))]/m. We have shown
that this rate is achievable for all δ > 0 and all integer m ≥ 1. By applying the limiting
argument from [70] (see also [72]), we thus have that the following is an achievable rate
as well:
lim
δ→0
lim
m→∞
1
m
[H(N⊗m(pim,δd ))−H(Nˆ⊗m(pim,δd ))] = H(N (ρd))−H(Nˆ (ρd)), (2.146)
where Tr{Gρd} ≤ P ′+ εd ≤ P . Given that both H(N (ρd)) and H(Nˆ (ρd)) are finite, we can
apply (1.43)–(1.46) and rewrite
H(N (ρd))−H(Nˆ (ρd)) = Ic(ρd,N ). (2.147)
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Finally, we take the limit d→∞ and find that
lim inf
d→∞
Ic(ρd,N ) ≥ Ic(ρ,N ), (2.148)
where we have used the representation
Ic(ρd,N ) = I(ρd,N )−H(ρd), (2.149)
applied that the mutual information is lower semicontinuous [19, Proposition 1], the en-
tropy H is continuous for all states σ such that Tr{Gσ} < P (following from a variation
of [58, Lemma 11.8]), and the fact that a purification |ψρd〉 ≡
∑d
j=1 λ˜
1/2
j |j〉 ⊗ |j〉 has the
convergence ‖|ψρd〉〈ψρd| − |ψρ〉〈ψρ|‖1 → 0 as d→∞. Now since H(N (ρ)) and H(Nˆ (ρ)) are
each finite, we can rewrite
Ic(ρ,N ) = H(N (ρ))−H(Nˆ (ρ)). (2.150)
We have thus proven that the rate H(N (ρ)) − H(Nˆ (ρ)) is achievable for entanglement
transmission with average energy constraint for all ρ satisfying Tr{Gρ} < P .
We can extend this argument to operators ρ such that Tr{Gρ} = P by approximating
them with operators ρξ = (1 − ξ)ρ + ξ|e〉〈e|, where |e〉 is chosen such that 〈e|G|e〉 <
P . Suppose now that P is the minimum eigenvalue of G. In this case, the condition
Tr{Gρ} ≤ P reduces to the support of ρ being contained in the spectral projection of G
corresponding to this minimum eigenvalue. The condition in Definition 2.9 implies that
the eigenvalues of G have finite multiplicity, and so the support of ρ is a fixed finite-
dimensional subspace. Thus we can take ρd = ρ, and we can repeat the above argument
with the equality Tr{Gρ} = P holding at each step.
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As a consequence, we can conclude that
sup
Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)) (2.151)
is achievable as well. Finally, we can repeat the whole argument for all ρ(k) ∈ D(H⊗kA )
satisfying Tr{Gkρ(k)} ≤ P , take the channel as N⊗k, and conclude that the following rate
is achievable:
1
k
sup
Tr{Gkρ(k)}≤P
H(N⊗k(ρ(k)))−H(Nˆ⊗k(ρ(k))). (2.152)
Taking the limit as k →∞ gives the statement of the theorem.
2.7 ENERGY-CONSTRAINED QUANTUM AND PRIVATE CAPACITY OF DEGRADABLE
CHANNELS
It is unknown how to compute the quantum and private capacities of general chan-
nels, but if they are degradable, the task simplifies considerably. That is, it is known from
[73] and [74], respectively, that both the unconstrained quantum and private capacities of
a degradable channel N are given by the following formula:
Q(N ) = P (N ) = sup
ρ
Ic(ρ,N ). (2.153)
Here we prove the following theorem, which holds for the energy-constrained quan-
tum and private capacities of a channelN . Since we already have a lower bound, we only
need to prove that the energy-constrained coherent information is also an upper bound
on the private capacity.
Theorem 2.12 LetG be a Gibbs observable and P ∈ [0,∞). Let a quantum channelN be degrad-
able and satisfy Condition 2.10. Then the energy-constrained capacitiesQ(N , G, P ),E(N , G, P ),
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P (N , G, P ), and K(N , G, P ) are finite, equal, and given by the following formula:
sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)), (2.154)
where Nˆ denotes a complementary channel of N .
Proof. That the quantity in (2.154) is finite follows directly from the assumption in Con-
dition 2.10 and Lemma 2.1. From Theorem 2.8, we have that
Q(N , G, P ) = E(N , G, P )
≤ P (N , G, P ) = K(N , G, P ). (2.155)
Theorem 2.11 implies that the rate in (2.154) is achievable. So this gives that
sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)) ≤ Q(N , G, P ) = E(N , G, P ). (2.156)
To establish the theorem, it thus suffices to prove the following converse inequality
K(N , G, P ) ≤ sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)). (2.157)
To do so, we make use of several ideas from [43, 73, 74, 75]. Consider an (n,M,G, P, ε)
code for secret key transmission with an average energy constraint, as described in Sec-
tion 2.3.4. Using such a code, we take a uniform distribution over the codewords, and the
state resulting from an isometric extension of the channel is as follows:
σMˆBnEn ≡
1
M
M∑
m=1
|m〉〈m|Mˆ ⊗ [UN ]⊗n(ρmAn). (2.158)
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Now consider that each codeword in such a code has a spectral decomposition as follows:
ρmAn ≡
∞∑
l=1
pL|Mˆ(l|m)|ψl,m〉〈ψl,m|An , (2.159)
for a probability distribution pL|Mˆ and some orthonormal basis {|ψl,m〉An}l for HAn . Then
the state σMˆBnEn has the following extension:
σLMˆBnEn ≡
1
M
M∑
m=1
∞∑
l=1
pL|Mˆ(l|m)|l〉〈l|L ⊗ |m〉〈m|Mˆ
⊗ [UN ]⊗n(|ψl,m〉〈ψl,m|An). (2.160)
We can also define the state after the decoding measurement acts as
σLMˆM ′En ≡
1
M
M∑
m,m′=1
∞∑
l=1
pL|Mˆ(l|m)|l〉〈l|L ⊗ |m〉〈m|Mˆ
⊗ TrBn{Λm′Bn [UN ]⊗n(|ψl,m〉〈ψl,m|An)} ⊗ |m′〉〈m′|M ′ . (2.161)
Let ρA denote the average single-channel input state, defined as
ρA ≡
1
Mn
M∑
m=1
n∑
i=1
TrAn\Ai{ρmAn}. (2.162)
Applying the partial trace and the assumption in (2.25), it follows that
Tr{GρA} =
1
M
M∑
m=1
Tr{GnρmAn} ≤ P. (2.163)
Let σB denote the average single-channel output state:
σB ≡ N (ρA) =
1
n
n∑
i=1
TrBn\Bi{σBn}, (2.164)
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and let σE denote the average single-channel environment state:
σE ≡ Nˆ (ρA) =
1
n
n∑
i=1
TrEn\Ei{σEn}. (2.165)
It follows from non-negativity, subadditivity of entropy, concavity of entropy, (2.163), and
the assumption that G is a Gibbs observable that
0 ≤ H
(
1
M
M∑
m=1
ρmAn
)
(2.166)
≤
n∑
i=1
H
(
1
M
M∑
m=1
TrAn\Ai{ρmAn}
)
(2.167)
≤ nH(ρA) <∞. (2.168)
Similar reasoning but applying Condition 2.10 implies that
0 ≤ H(Bn)σ ≤
n∑
i=1
H(Bi)σ ≤ nH(B)σ <∞. (2.169)
Similar reasoning but applying Lemma 2.1 implies that
0 ≤ H(En)σ ≤
n∑
i=1
H(Ei)σ ≤ nH(E)σ <∞. (2.170)
Furthermore, the entropy H(Mˆ)σ = log2M because the reduced state σM is maximally
mixed with dimension equal to M .
Our analysis makes use of several other entropic quantities, each of which we need to
argue is finitely bounded from above and below and thus can be added or subtracted at
will in our analysis. The quantities involved are as follows, along with bounds for them
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[17, 20, 21]:
0 ≤ I(Mˆ ;Bn)σ ≤ min{log2M,nH(B)σ}, (2.171)
0 ≤ I(Mˆ ;En)σ ≤ min{log2M,nH(E)σ}, (2.172)
0 ≤ H(Mˆ |En)σ ≤ log2M, (2.173)
as well as
0 ≤ I(MˆL;Bn)σ, I(L;Bn|Mˆ)σ, H(Bn|LMˆ)σ ≤ nH(B)σ, (2.174)
and
0 ≤ I(MˆL;En)σ, I(L;En|Mˆ)σ, H(En|LMˆ)σ ≤ nH(E)σ. (2.175)
We now proceed with the converse proof:
log2M = H(Mˆ)σ (2.176)
= I(Mˆ ;M ′)σ +H(Mˆ |M ′)σ (2.177)
≤ I(Mˆ ;M ′)σ + h2(ε) + ε log2(M − 1) (2.178)
≤ I(Mˆ ;Bn)σ + h2(ε) + ε log2M. (2.179)
The first equality follows because the entropy of a uniform distribution is equal to the
logarithm of its cardinality. The second equality is an identity. The first inequality follows
from applying Fano’s inequality in (1.32) to the condition in (2.26). The second inequality
follows from applying the Holevo bound [76, 77]. The direct sum property of the trace
distance and the security condition in (2.27) imply that
1
2
‖σMˆEn − piMˆ ⊗ ωEn‖1 =
1
M
M∑
m=1
1
2
∥∥∥Nˆ⊗n(ρmAn)− ωEn∥∥∥
1
≤ ε, (2.180)
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which, by the AFW inequality in (1.37) for classical–quantum states, means that
∣∣∣H(Mˆ |En)pi⊗ω −H(Mˆ |En)σ∣∣∣ ≤ ε log2(M) + g(ε). (2.181)
But
H(Mˆ |En)pi⊗ω −H(Mˆ |En)σ
= H(Mˆ)pi −H(Mˆ |En)σ (2.182)
= H(Mˆ)σ −H(Mˆ |En)σ (2.183)
= I(Mˆ ;En)σ, (2.184)
so then
I(Mˆ ;En)σ ≤ ε log2(M) + g(ε). (2.185)
Returning to (2.179) and inserting (2.185), we find that
log2M ≤ I(Mˆ ;Bn)σ − I(Mˆ ;En)σ + 2ε log2M + h2(ε) + g(ε). (2.186)
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We now focus on bounding the term I(Mˆ ;Bn)σ − I(Mˆ ;En)σ:
I(Mˆ ;Bn)σ − I(Mˆ ;En)σ
= I(MˆL;Bn)σ − I(L;Bn|Mˆ)σ
−
[
I(MˆL;En)σ − I(L;En|Mˆ)σ
]
(2.187)
= I(MˆL;Bn)σ − I(MˆL;En)σ
−
[
I(L;Bn|Mˆ)σ − I(L;En|Mˆ)σ
]
(2.188)
≤ I(MˆL;Bn)σ − I(MˆL;En)σ (2.189)
= H(Bn)σ −H(Bn|LMˆ)σ
−
[
H(En)σ −H(En|LMˆ)σ
]
(2.190)
= H(Bn)σ −H(Bn|LMˆ)σ
−
[
H(En)σ −H(Bn|LMˆ)σ
]
(2.191)
= H(Bn)σ −H(En)σ. (2.192)
The first equality follows from the chain rule for mutual information. The second equal-
ity follows from a rearrangement. The first inequality follows from the assumption of
degradability of the channel, which implies that Bob’s mutual information is never smaller
than Eve’s: I(L;Bn|Mˆ)σ ≥ I(L;En|Mˆ)σ. The third equality follows from definitions. The
fourth equality follows because the marginal entropies of a pure state are equal, i.e.,
H(Bn|LMˆ)σ
=
1
M
∑
l,m
pL|Mˆ(l|m)H(TrEn{[UN ]⊗n(|ψl,m〉〈ψl,m|An)})
=
1
M
∑
l,m
pL|Mˆ(l|m)H(TrBn{[UN ]⊗n(|ψl,m〉〈ψl,m|An)})
= H(En|LMˆ)σ. (2.193)
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Continuing, we have that
(2.192) = H(B1)σ −H(E1)σ +H(B2 · · ·Bn)σ
−H(E1 · · ·En)σ
− [I(B1;B2 · · ·Bn)σ − I(E1;E2 · · ·En)σ] (2.194)
≤ H(B1)σ −H(E1)σ
+H(B2 · · ·Bn)σ −H(E1 · · ·En)σ (2.195)
≤
n∑
i=1
H(Bi)σ −H(Ei)σ (2.196)
≤ n [H(B)U(ρ) −H(E)U(ρ)] (2.197)
≤ n
[
sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ))
]
. (2.198)
The first equality follows by exploiting the definition of mutual information. The first in-
equality follows from the assumption of degradability, which implies that I(B1;B2 · · ·Bn)σ
≥ I(E1;E2 · · ·En)σ. The second inequality follows by iterating the argument. The third
inequality follows from the concavity of the coherent information for degradable chan-
nels (Proposition 2.3), with ρA defined as in (2.162) and satisfying (2.163). Thus, the final
inequality follows because we can optimize the coherent information with respect all den-
sity operators satisfying the energy constraint.
Putting everything together and assuming that ε < 1/2, we find the following bound
for all (n,M,G, P, ε) private communication codes:
(1− 2ε) 1
n
log2M −
1
n
[h2(ε) + g(ε)] ≤ sup
ρ:Tr{Gρ}≤P
H(N (ρ))−H(Nˆ (ρ)). (2.199)
Now taking the limit as n → ∞ and then as ε → 0, we can conclude the inequality in
(2.157). This concludes the proof.
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2.8 APPLICATION TO GAUSSIAN QUANTUM CHANNELS
We first shown that, under certain conditions, the energy-constrained coherent infor-
mation is optimized by a thermal state.
Theorem 2.13 Let G be a Gibbs observable and P ∈ [0,∞). Let N : T (HA) → T (HB) be a
degradable quantum channel satisfying Condition 2.10. Let θβ denote the thermal state of G, as in
(1.60), satisfying Tr{Gθβ} = P for some β > 0. Suppose that N and a complementary channel
Nˆ : T (HA)→ T (HE) are Gibbs preserving, in the sense that there exist β1, β2 > 0 such that
N (θβ) = θβ1 , Nˆ (ρβ) = θβ2 . (2.200)
Set
P1 ≡ Tr{GN (θβ)}, P2 ≡ Tr{GNˆ (θβ)}. (2.201)
Suppose further that N and Nˆ are such that, for all input states ρ such that Tr{Gρ} = P , the
output energies satisfy
Tr{GN (ρ)} ≤ P1, Tr{GNˆ (ρ)} ≥ P2. (2.202)
Then the function
sup
Tr{Gρ}=P
H(N (ρ))−H(Nˆ (ρ)), (2.203)
is optimized by the thermal state θβ .
Proof. Let D : T (HB)→ T (HE) be a degrading channel such that D ◦N = Nˆ . Consider a
state ρ such that Tr{Gρ} = P . The monotonicity of quantum relative entropy with respect
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to quantum channels (see (1.40)) implies that
D(N (ρ)‖N (θβ)) ≥ D((D ◦ N )(ρ)‖(D ◦ N )(θβ)) (2.204)
= D(Nˆ (ρ)‖Nˆ (θβ)). (2.205)
By the assumption of the theorem, this means that
D(N (ρ)‖θβ1) ≥ D(Nˆ (ρ)‖θβ2), (2.206)
where β1 and β2 are such that Tr{Gθβ1} = P1 and Tr{Gθβ2} = P2. After a rewriting using
definitions, the inequality above becomes
Tr{Nˆ (ρ) log θβ2} − Tr{N (ρ) log θβ1} ≥ H(N (ρ))−H(Nˆ (ρ)). (2.207)
Set Z1 ≡ Tr{e−β1G} and Z2 ≡ Tr{e−β2G}. We can then rewrite the upper bound as
Tr{Nˆ (ρ) log θβ2} − Tr{N (ρ) log θβ1}
= Tr{Nˆ (ρ) log [e−β2G/Z2]}
− Tr{N (ρ) log [e−β1G/Z1]} (2.208)
= log [Z1/Z2]− β2 Tr{GNˆ (ρ)}+ β1 Tr{GN (ρ)} (2.209)
≤ log [Z1/Z2]− β2P2 + β1P1. (2.210)
Thus, we have established a uniform upper bound on the coherent information of states
subject to the constraints given in the theorem:
H(N (ρ))−H(Nˆ (ρ)) ≤ log [Z1/Z2]− β2P2 + β1P1. (2.211)
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This bound is saturated when we choose the input ρ = θβ , where β is such that Tr{Gθβ} =
P , because
log [Z1/Z2]− β2P2 + β1P1 = H(N (θβ))−H(Nˆ (θβ)). (2.212)
This concludes the proof.
Remark 2.14 Note that we can also conclude that P1 ≥ P2 for channels satisfying the hypotheses
of the above theorem because the channel is degradable, implying that H(θβ1) ≥ H(θβ2), and the
entropy of a thermal state is a strictly increasing function of the energy (and thus invertible) [13,
Proposition 10].
The main result of this section is the following theorem, which gives an explicit expres-
sion for the energy-constrained capacities of all phase-insensitive degradable Gaussian
channels that satisfy the conditions of Theorem 2.13 for all β > 0:
Theorem 2.15 Let NX,Y be a phase-insensitive degradable Gaussian channel, having a dilation
of the form in (1.71). Suppose that NX,Y satisfies the conditions of Theorem 2.13 for all β > 0.
Then its energy-constrained capacities Q(NX,Y , Eˆm, P ), E(NX,Y , Eˆm, P ), P (NX,Y , Eˆm, P ), and
K(NX,Y , Eˆm, P ) are equal and given by the following formula:
g(XTV θβX + Y )− g(XTEV θβXE + YE), (2.213)
where θβ is a thermal state of mean photon number P .
Proof. Since the channel is degradable, satisfies Condition 2.10, and Eˆm is a Gibbs observ-
able, Theorem 2.12 applies and these capacities are given by the following formula:
sup
ρ:Tr{Eˆmρ}≤P
H(NX,Y (ρ))−H(NˆXE ,YE(ρ)). (2.214)
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By assumption, the channel satisfies the conditions of Theorem 2.13 as well for all β > 0,
so that the following function is optimized by a thermal state θβ of mean photon number
P :
sup
ρ:Tr{Eˆmρ}=P
H(NX,Y (ρ))−H(NˆXE ,YE(ρ)) = H(NX,Y (θβ))−H(NˆXE ,YE(θβ)). (2.215)
It thus remains to prove thatH(NX,Y (θβ))−H(NˆXE ,YE(θβ)) is increasing with decreasing β.
This follows from the covariance property in (1.70), the concavity of coherent information
in the input for degradable channels (Proposition 2.3), and the fact that thermal states can
be realized by random Gaussian displacements of thermal states with lower temperature.
Consider that
H(NX,Y (θβ′))−H(NˆXE ,YE(θβ′))
=
∫
d2mξ q(ξ)
[
H(NX,Y (θβ′))−H(NˆXE ,YE(θβ′))
]
(2.216)
=
∫
d2mξ q(ξ)
[
H(D(Xξ)NX,Y (θβ′)D†(Xξ))
−H(D(XEξ)NˆXE ,YE(θβ′)D†(XEξ))
]
(2.217)
=
∫
d2mξ q(ξ)
[
H(NX,Y (D(ξ)θβ′D†(ξ)))
−H(NˆXE ,YE(D(ξ)θβ′D†(ξ)))
]
(2.218)
≤ H(NX,Y (θβ))−H(NˆXE ,YE(θβ)). (2.219)
The first equality follows by placing a probability distribution in front, and the second
follows from the unitary invariance of quantum entropy. The third equality follows from
the covariance property of quantum Gaussian channels, given in (1.70). The inequality
follows because degradable channels are concave in the input state (Proposition 2.3) and
from (1.63).
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Special cases: Pure-loss and quantum-limited amplifier channels
We can now discuss some special cases of the above result, some of which have already
been known in the literature. Suppose that the channel is a single-mode pure-loss channel
Lη, where η ∈ [1/2, 1] characterizes the average fraction of photons that make it through
the channel from sender to receiver 1. In this case, the channel hasX =
√
ηI2 and Y = (1−
η)I2. We take the Gibbs observable to be the photon-number operator aˆ†aˆ and the energy
constraint to be NS ∈ [0,∞). Such a channel is degradable [78] and was conjectured [53]
to have energy-constrained quantum and private capacities equal to
g(ηNS)− g((1− η)NS). (2.220)
This conjecture was proven for the quantum capacity in [49, Theorem 8], and the present
paper establishes the statement for private capacity. This was argued by exploiting par-
ticular properties of the g function (established in great detail in [79]) to show that the
thermal state input is optimal for any fixed energy constraint. Here we can see this latter
result as a consequence of the more general statements in Theorems 2.13 and 2.15, which
are based on the monotonicity of relative entropy and other properties of this channel,
such as covariance and degradability. Taking the limit NS → ∞, the formula in (2.220)
converges to
log2(η/[1− η]), (2.221)
which is consistent with the formula stated in [34].
Suppose that the channel is a single-mode quantum-limited amplifier channel Aκ of
gain κ ≥ 1. In this case, the channel has X = √κI2 and Y = (κ − 1)I2. Again we take
the energy operator and constraint as above. This channel is degradable [78] and was
1We do not consider transmissivities η ∈ [0, 1/2] because the quantum capacity vanishes in this range
since the channel becomes antidegradable.
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recently proven [29] to have energy-constrained quantum and private capacity equal to
g(κNS + κ− 1)− g([κ− 1] [NS + 1]). (2.222)
The result was established by exploiting particular properties of the g function in addi-
tion to other arguments. However, we can again see this result as a consequence of the
more general statements given in Theorems 2.13 and 2.15. Taking the limit NS → ∞, the
formula converges to
log2(κ/ [κ− 1]), (2.223)
which is consistent with the formula stated in [34].
Remark 2.16 Ref. [34] has been widely accepted to have provided a complete proof of the uncon-
strained quantum capacity formulas given in (2.221) and (2.223). The important developments of
[34] were to identify that it suffices to optimize coherent information of these channels with respect
to a single channel use and Gaussian input states. The issue is that [34] relied on an “optimization
procedure carried out in” [33] in order to establish the infinite-energy quantum capacity formula
given there (see just before [34, Eq. (12)]). However, a careful inspection of [33, Section V-B]
reveals that no explicit optimization procedure is given there. The contentious point is that it is
necessary to show that, among all Gaussian states, the thermal state is the input state optimizing
the coherent information of the quantum-limited attenuator and amplifier channels. This point is
not argued or in any way justified in [33, Section V-B] or in any subsequent work or review on
the topic [80, 81, 82, 58]. As a consequence, we have been left to conclude that the proof from [34]
features a gap which was subsequently closed in [49, Section III-G-1] and [29].
Our results from Theorems 2.13 and 2.15 allow for making more general statements, ap-
plicable to broadband scenarios considered in prior works for other capacities [52, 83, 84].
For details please refer to Sec. IX. A in [28].
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2.9 APPENDIX: MINIMUM FIDELITY AND MINIMUM ENTANGLEMENT FIDELITY
The following proposition states that a quantum code with good minimum fidelity im-
plies that it has good minimum entanglement fidelity with negligible loss in parameters.
This was first established in [60] and reviewed in [61]. Here we follow the proof available
in [63], which therein established a relation between trace distance and diamond distance
between an arbitrary channel and the identity channel.
Proposition 2.17 Let C : T (H) → T (H) be a quantum channel with finite-dimensional input
and output. LetH′ be a Hilbert space isomorphic toH. If
min
|φ〉∈H
〈φ|C(|φ〉〈φ|)|φ〉 ≥ 1− ε, (2.224)
then
min
|ψ〉∈H′⊗H
〈ψ|(idH′ ⊗C)(|ψ〉〈ψ|)|ψ〉 ≥ 1− 2
√
ε, (2.225)
where the optimizations are with respect to state vectors.
Proof. The inequality in (2.224) implies that the following inequality holds for all state
vectors |φ〉 ∈ H:
〈φ| [|φ〉〈φ| − C(|φ〉〈φ|)] |φ〉 ≤ ε. (2.226)
By the inequalities in (1.31), this implies that
‖|φ〉〈φ| − C(|φ〉〈φ|)‖1 ≤ 2
√
ε, (2.227)
for all state vectors |φ〉 ∈ H. We will show that
∣∣〈φ| [|φ〉〈φ⊥| − C(|φ〉〈φ⊥|)] |φ⊥〉∣∣ ≤ 2√ε, (2.228)
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for every orthonormal pair
{|φ〉, |φ⊥〉} of state vectors inH. Set
|wk〉 ≡ |φ〉+ i
k|φ⊥〉√
2
(2.229)
for k ∈ {0, 1, 2, 3}. Then it follows that
|φ〉〈φ⊥| = 1
2
3∑
k=0
ik|wk〉〈wk|. (2.230)
Consider now that
∣∣〈φ| [|φ〉〈φ⊥| − C(|φ〉〈φ⊥|)] |φ⊥〉∣∣
≤ ∥∥|φ〉〈φ⊥| − C(|φ〉〈φ⊥|)∥∥∞ (2.231)
≤ 1
2
3∑
k=0
‖|wk〉〈wk| − C(|wk〉〈wk|)‖∞ (2.232)
≤ 1
4
3∑
k=0
‖|wk〉〈wk| − C(|wk〉〈wk|)‖1 (2.233)
≤ 2√ε. (2.234)
The first inequality follows from the characterization of the operator norm as ‖A‖∞ =
sup|φ〉,|ψ〉 |〈φ|A|ψ〉|, where the optimization is with respect to state vectors |ϕ〉 and |ψ〉. The
second inequality follows from substituting (2.230) and applying the triangle inequal-
ity and homogeneity of the ∞-norm. The third inequality follows because the ∞-norm
of a traceless Hermitian operator is bounded from above by half of its trace norm [85,
Lemma 4]. The final inequality follows from applying (2.227).
Let |ψ〉 ∈ H′ ⊗ H be an arbitrary state vector. All such state vectors have a Schmidt
77
decomposition of the following form:
|ψ〉 =
∑
x
√
p(x)|ζx〉 ⊗ |ϕx〉, (2.235)
where {p(x)}x is a probability distribution and {|ζx〉}x and {|ϕx〉}x are orthonormal sets,
respectively. Then consider that
1− 〈ψ|(idH′ ⊗C)(|ψ〉〈ψ|)|ψ〉
= 〈ψ|(idH′ ⊗ idH− idH′ ⊗C)(|ψ〉〈ψ|)|ψ〉
= 〈ψ|(idH′ ⊗ [idH−C])(|ψ〉〈ψ|)|ψ〉
=
∑
x,y
p(x)p(y)〈ϕx| [|ϕx〉〈ϕy| − C(|ϕx〉〈ϕy|)] |ϕy〉. (2.236)
Now applying the triangle inequality and (2.228), we find that
1− 〈ψ|(idH′ ⊗C)(|ψ〉〈ψ|)|ψ〉
=
∣∣∣∣∣∑
x,y
p(x)p(y)〈ϕx| [|ϕx〉〈ϕy| − C(|ϕx〉〈ϕy|)] |ϕy〉
∣∣∣∣∣
≤
∑
x,y
p(x)p(y) |〈ϕx| [|ϕx〉〈ϕy| − C(|ϕx〉〈ϕy|)] |ϕy〉|
≤ 2√ε. (2.237)
This concludes the proof.
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Chapter 3
Capacities of Quantum-limited Amplifier Channels
3.1 INTRODUCTION
In this Chapter we will focus on the application of energy-constrained quantum Shan-
non theory to specific Bosonic quantum channels. Specifically we would like to cal-
culate the exact capacity formula for different optical channels. Although the energy-
constrained capacities are established for many communication protocols [35, 37, 28] as
we mentioned in Sec. 2.1.1, to calculate the capacity for specific bosonic channel is still
challenging due to the maximization over quantum states. Therefore, we first need to
guess a good bosonic input state, which is called the achievability part. This part only
involves a direct calculation of entropic quantities thus is relative simple. The real dif-
ficult part is the converse theorem, in which we need to prove that the bosonic input
state we choose is indeed the optimal one. It is in this converse part that the minimum
output-entropy (MOE) conjectures play a vital role. There are many different forms of
MOE conjectures. MOE conjecture with more general form is more difficult to prove.
And the calculation of capacity for more sophisticated protocol usually requires more
general MOE conjecture. We review the different versions of MOE conjectures and their
relationships in Appendix A.
The quantum-limited amplifier channel [86, 87] is a fundamental building block of
bosonic Gaussian channel, given that it can be decomposed as the serial concatenation
of a quantum-limited attenuator followed by a quantum-limited amplifier or its phase
conjugate [88, 89]. Interestingly, the Bogoliubov transformation governing spontaneous
parametric down-conversion in a nonlinear optical system [90] also describes a variety of
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different physical processes, such as the dynamical Casimir effect [91], the Unruh effect
[92] and Hawking radiation [93]. For example, the gain of a quantum amplifier channel
is directly related to the acceleration of an observer in the setting of the Unruh effect.
By employing Einstein’s equivalence principle, the Unruh effect has a correspondence
in the setting of Hawking radiation, in which the amplifier gain plays the role of the
surface gravity of the black hole. For a review on the close relationship between the above
phenomena, see Ref. [94]. Related, several papers have studied quantum communication
in situations where relativistic effects cannot be ignored [95, 96]. Thus, the importance of
quantum amplifier channels in various different fields of physics suggests that studying
its communication capacities has both practical and theoretical relevance.
In this chapter, we first determine communication trade-offs for a quantum-limited
amplifier channel in which a sender has access to the input of the amplifier and a receiver
to its output. The information trade-off problem is one of the most general information-
processing tasks that one can consider for a point-to-point quantum communication chan-
nel. It allows the sender and receiver to simultaneously generate or consume any of the
three fundamental information resources: classical information, quantum information,
and shared entanglement. The protocol from [97, 98, 99] (see also [14, Chapter 25]) estab-
lishes an achievable rate region, which yields remarkable gains over the naive strategy of
time sharing, as discussed in [98, 99]. In this work we prove that this achievable rate re-
gion is optimal, which establishes the capacity region for this setting. In order to do so, we
establish some new mathematical properties of the entropy of the bosonic thermal state
(see Appendix B.1), a function which is of physical interest in a variety of contexts. We
suspect that these established properties could have application in the analysis of other
communication problems and in studies of quantum thermodynamics, but this is more
appropriate to remain as the topic of future work.
We also consider the trade-off between public classical bits, private classical bits, and
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secret key bits [100], and we establish the capacity region in this setting as well. This
capacity region clearly has relevance when using a channel for the communication of
secret information in addition to ordinary, public classical information.
Beyond the point-to-point setup, we also determine the capacity region for the single-
sender, two-receiver broadcast channel induced by a unitary dilation of the quantum-
limited amplifier channel. We do so by first giving a rate region achieved by inputting
coherent states [101] to a noisy amplifier channel. We find that this rate region improves
upon those achieved using traditional strategies such as coherent homodyne or hetero-
dyne detection. We also prove that this rate region is optimal for quantum-limited am-
plifier channels by employing similar techniques that we use for the first two scenarios
mentioned above. These techniques are different when compared to those used in previ-
ous works [98, 102] for the setting of the pure-loss channel.
This chapter is organized as follows. In Section 3.2, we review the main result of [103],
which establishes a minimum output-entropy theorem essential for our developments
here. In Section 3.3, we consider the communication trade-off for a quantum-limited
amplifier channel. After briefly reviewing the characterization of the trade-off capacity
region and the achievable rate region established in [99], we prove that this rate region
is optimal. We then show that the trade-off capacity region outperforms that achievable
with a naive time-sharing strategy. We also find that capacities decrease with increasing
amplifier gain. We then consider the unitary dilation of the quantum-limited amplifier
channel as a quantum broadcast channel in Section 3.4. In the first part of Section 3.4, we
determine an achievable rate region for two receivers by using coherent-state encoding.
In the second part of Section 3.4, we prove that this achievable rate region is optimal. In
the third part of Section 3.4, we show that the capacity region outperforms those achieved
by using homodyne and heterodyne detection. In Section 3.5, we consider the trade-
off between public and private classical communication. We determine these trade-off
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capacities for quantum-limited amplifier channels by employing techniques similar to
those from Sections 3.3 and 3.4. Finally, we discuss the relationship between entropy
conjectures and capacities of bosonic Gaussian channels in Section 3.6.
3.2 MINIMUM OUTPUT-ENTROPY THEOREM
All of our converse proofs in this work rely on the following minimum output-entropy
theorem (single-mode version of Conjecture A.2, see Appendix A for more details), which
holds for a single-mode, phase-insensitive quantum-limited amplifier (and its weak con-
jugate [104]) channel with a given input entropy constraint [103]. We restate this result as
the following theorem:
Theorem 3.1 ([103]) Consider a single-mode, phase-insensitive amplifier channel NA→B. Let
H0 > 0 be a positive constant. For any input state ρA such that H(ρA) ≥ H0, the output von
Neumann entropy H(NA→B(ρA)) is minimized when ρA is a thermal state with mean photon
number g−1(H0), where
g(x) ≡ (x+ 1) log2(x+ 1)− x log2 x . (3.1)
is the entropy of a thermal state with mean photon number x. The same is true for the quantum-
limited weak conjugate amplifier [30] (the complementary channel of NA→B [104]).
Theorem 3.1 provides lower bounds for certain terms in the capacity regions in (3.3)–
(3.5) and (3.39)–(3.40), which are crucial for our converse proofs. Due to additivity issues
of capacity regions in quantum information theory, proofs of converses generally require
a multi-mode version of Conjecture A.2. However, a quantum-limited amplifier channel,
the complementary channel of which is entanglement-breaking, is a Hadamard channel
[105, 106]. It is known that the capacity regions of both the information trade-off and
broadcast problems are single-letter for Hadamard channels [107, 108, 100, 109].
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3.3 TRADING QUANTUM AND CLASSICAL RESOURCES
Figure 3.1: Triple trade-off protocol (taken from [3]).M is the classical register of Alice,
TATB is her pre-shared entanglement with Bob and A1 is the quantum system she would
like to transmit. After the encoding E , Alice holds quantum system SA and classical reg-
ister L. She send A′n to Bob via the quantum channel N . After Bob’s decoding, we still
have a classical output M , a quantum output B1 and an entangled state on SASB.
Our first result concerns the transmission (or consumption) of classical bits, quantum
bits, and shared entanglement along with the consumption of many independent uses
of a quantum-limited amplifier channel. The communication trade-off is characterized
by rate triples (C,Q,E), where C is the net rate of classical communication, Q is the net
rate of quantum communication, and E is the net rate of entanglement generation. See
Figure 3.1 for the most general protocol. The triple trade-off capacity region of a quantum
channel N is the regularization of the union of regions of the following form [108] (see
also [3, Chapter 25]):
C + 2Q ≤ H(N (ρ)) +
∑
x
pX(x) [H(ρx)−H(N c(ρx))] ,
Q+ E ≤
∑
x
pX(x) [H(N (ρx))−H(N c(ρx))] ,
C +Q+ E ≤ H(N (ρ))−
∑
x
pX(x)H(N c(ρx)), (3.2)
83
where the union is with respect to all possible input ensembles {pX(x), ρx} and ρ ≡∑
x pX(x)ρx. Here N c is a complementary channel of N [14].
Achievable rate region
The achievability part of the capacity theorem for the quantum-limited amplifier chan-
nel was already established in [98, 99]. The coding strategy is to employ an input ensem-
ble of Gaussian-distributed phase-space displacements of the two-mode squeezed vac-
uum. We restate this result as the following theorem, which is given as Theorem 3 in [99]:
Theorem 3.2 An achievable rate region for a quantum-limited amplifier channel with amplifier
gain κ ≥ 1 is given by the union of regions of the following form:
C + 2Q ≤ g(λNS) + g(κNS + κ¯)− g(κ¯[λNS + 1]) , (3.3)
Q+ E ≤ g(κλNS + κ¯)− g(κ¯[λNS + 1]) , (3.4)
C +Q+ E ≤ g(κNS + κ¯)− g(κ¯[λNS + 1]) , (3.5)
where λ ∈ [0, 1] is a photon-number-sharing parameter and g(x) is defined in (3.1). The parameter
κ¯ ≡ κ − 1 denotes the mean number of photons generated by the channel when the vacuum is
input.
Outer bound for the capacity region
Our contribution here is to prove that the rate region in Theorem 3.2 is equal to the
capacity region.
Theorem 3.3 The triple trade-off capacity region for a quantum-limited amplifier channel with
amplifier gain κ ≥ 1 is equal to the rate region given in Theorem 3.2.
Proof. We first recall that the capacity region of a quantum limited amplifier channel is
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single-letter [107] due to the fact that a quantum-limited amplifier channel is a Hadamard
channel [105, 106]. Thus, there is no need to consider the regularization in (3.2). To give
an upper bound on the single-letter capacity region of the quantum-limited amplifier
channel, we prove that for all input ensembles {pX(x), ρx}, obeying the energy constraint
Tr{nˆ∑x p(x)ρx} ≤ NS , there exists a λ ∈ [0, 1] such that the following four inequalities
hold
H(N (ρ)) ≤ g(κNS + κ− 1) , (3.6)∑
x
pX(x)H(ρx) ≤ g(λNS) , (3.7)
∑
x
pX(x)H(N (ρx)) ≤ g(κλNS + κ− 1) , (3.8)
∑
x
pX(x)H(N c(ρx)) ≥ g((κ− 1)(λNS + 1)) . (3.9)
We start by establishing the inequality in (3.6):
H(N (ρ)) ≤ g(κNS + κ− 1) . (3.10)
This inequality follows from the facts that the output state has mean photon number no
larger than κNS + κ − 1 when the input mean photon number is no larger than NS and
because the thermal state of mean photon number κNS + κ − 1 realizes the maximum
entropy at the output.
We now argue the inequalities in (3.7) and (3.8). Consider that concavity of entropy
and that the thermal state realizes the maximum entropy imply the following bound:
∑
x
pX(x)H(ρx) ≤ H(ρ) ≤ g(NS) . (3.11)
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Since g(x) is monotonically increasing, there exists a λ′ ∈ [0, 1] such that
∑
x
pX(x)H(ρx) = g(λ
′NS) . (3.12)
From concavity of entropy and (3.10), we find that
∑
x
pX(x)H(N (ρx)) ≤ H(N (ρ)) (3.13)
≤ g(κNS + κ− 1) . (3.14)
Due to the fact that the vacuum-state input realizes the minimum output entropy for any
phase-insensitive quantum Gaussian channel [106], the following lower bound applies
H(N (ρx)) ≥ g(κ− 1) . (3.15)
Since g(x) is monotonically increasing and since we have shown that
g(κ− 1) ≤
∑
x
pX(x)H(N (ρx)) ≤ g(κNS + κ− 1), (3.16)
there exists λ ∈ [0, 1] such that
∑
x
pX(x)H(N (ρx)) = g(λκNS + κ− 1) . (3.17)
However, λ and λ′ are different in general. But we can use Theorem B.2 in Appendix
B.1 to establish that λ′ ≤ λ. To use it we need to know the entropy of the input state.
Supposing that the mean photon number of ρx is NS,x, we have that
H(ρx) ≤ g(NS,x) . (3.18)
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Therefore there exists λ′x ∈ [0, 1] such that
H(ρx) = g(λ
′
xNS,x) . (3.19)
Now employing Theorem 3.1 for the quantum-limited amplifier channel, we have that
H(N (ρx)) ≥ g(κλ′xNS,x + κ− 1) , (3.20)
which in turn implies that
g(λκNS + κ− 1)
=
∑
x
pX(x)H(N (ρx)) (3.21)
≥
∑
x
pX(x)g(κλ
′
xNS,x + κ− 1) . (3.22)
Together with
∑
x pX(x)g(λ
′
xNS,x) = g(λ
′NS), and using Theorem B.2 in Appendix B.1
with q = κ we find that
∑
x
pX(x)g(κλ
′
xNS,x + κ− 1) ≥ g(κλ′NS + κ− 1) , (3.23)
which, by combining (3.22) and (3.23), implies that
g(λκNS + κ− 1) ≥ g(κλ′NS + κ− 1) . (3.24)
Since g is monotonically increasing and it has a well-defined inverse function, we find
that
λ ≥ λ′ , (3.25)
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which, after combining with (3.12) and the monotonicity of g(x), implies that
∑
x
pX(x)H(ρx) ≤ g(λNS) . (3.26)
This concludes the proof of the inequalities in (3.7) and (3.8).
To prove the last bound in (3.9), by (3.15) and
H(N (ρx)) ≤ g(κNS,x + κ− 1) , (3.27)
we can conclude that there exists λx ∈ [0, 1] such that the following equality holds
H(N (ρx)) = g(λxκNS,x + κ− 1) . (3.28)
The quantum-limited amplifier channelN is degradable [104], and its degrading chan-
nel DB→C is the weakly-conjugate channel of the quantum-limited amplifier with κ′ =
(2κ − 1)/κ [104]. The main property of this degrading channel that we need is that an
input thermal state of mean photon number K leads to an output thermal state of mean
photon number (κ′−1)(K+1). Theorem 3.1 applied to this case gives that for given input
entropy g(K), the minimum output entropy of DB→C is equal to g((κ′ − 1)(K + 1)). By
applying it, we find that
∑
x
pX(x)H(N c(ρx))
≥
∑
x
pX(x)g((κ
′ − 1)(λxκNS,x + κ)) (3.29)
=
∑
x
pX(x)g((κ− 1)λxNS,x + κ− 1). (3.30)
Since
∑
x pX(x)g(κλxNS,x + κ− 1) = g(λκNS + κ− 1), using Theorem B.1 in Appendix B.1
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with q = (κ− 1)/κ and C = (κ− 1)/κ, we find that
∑
x
pX(x)H(N c(ρx))
≥ g(q(λκNS + κ− 1) + (κ− 1)/κ) , (3.31)
= g((λNS + 1)(κ− 1)) . (3.32)
This concludes our proof for the four bounds in (3.6)–(3.9). Together with the achievability
part in [99] (recalled as Theorem 3.2), this concludes the proof that the union of regions
given by (3.3)–(3.5) is equal to the quantum dynamic capacity region for the quantum-
limited amplifier channel.
Returning to our discussion from the introduction, we note that Theorem 3.3 com-
pletely characterizes the communication abilities of any phase-insensitive quantum-limited
amplifier channel, particular examples of this channel occurring in a number of scenarios
of physical interest, including spontaneous parametric down-conversion in a nonlinear
optical system [90], the dynamical Casimir effect [91], the Unruh effect [92], and Hawk-
ing radiation [93]. That is, if one desires to use any such channel for sending classical
and quantum information along with the assistance of shared entanglement, then Theo-
rem 3.3 sets the ultimate limits for such a task. Theorem 3.3 thus subsumes and places a
capstone on much previous literature in quantum information having to do with capaci-
ties of phase-insensitive, quantum-limited amplifier channels.
Comparison with time-sharing strategy and large κ limit
Figure 3.2 displays two special cases of the capacity region in (3.3)–(3.5). We consider
a quantum-limited amplifier channel with gain κ = 2 and choose the mean input pho-
ton number to be NS = 200. In Figure 3.2(a), we plot the trade-off between classical
and quantum communication without entanglement assistance. The maximum quantum
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Figure 3.2: We consider a quantum-limited amplifier channel with κ = 2 and mean pho-
ton number constraint NS = 200. In (a), we plot the (C,Q) trade-off. The maximum quan-
tum capacity is equal to log2(2) − log2(1) = 1 qubit per channel use. A trade-off coding
strategy shows an improvement compared to time sharing, wherein we see that the clas-
sical data rate can be boosted while still maintaining a high quantum transmission rate.
In (b) we plot the (C,E) trade-off. The sender and the receiver share entanglement, and
the sender would like to transmit classical information while minimizing the consump-
tion of entanglement. As can be seen, with trade-off coding, the sender can significantly
reduce the consumption of entanglement while still keeping the classical communication
rate near to its maximum value. In (c) and (d) we plot the capacity region for the (C,Q)
and (C,E) trade-off with amplifier gain κ = 1.5, 2.5, 3.5, and 4.5. Each capacity region
shrinks as the amplifier gain κ increases.
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transmission rate is log2(κ/κ¯) = 1 qubits per channel use, established jointly in [110, 50]
(see discussion in [28]). This result also follows from the results of the present paper by
considering that the bound in (3.4) for λ = 1 gives the finite-energy quantum capacity of
the quantum limited amplifier channel:
g(κNS + κ¯)− g(κ¯[NS + 1]). (3.33)
Taking the infinite-energy limit, we recover the formula established in [110, 50]:
lim
NS→∞
g(κNS + κ¯)− g(κ¯[NS + 1]) = log2(κ/κ¯). (3.34)
Around 200 photons per channel use is large enough to approximate this quantum capac-
ity well for the above parameter choices. The figure indicates a remarkable improvement
over a time-sharing strategy, in which the sender transmits classical information for some
fraction of the channel uses and transmits quantum information for the other fraction. By
using a trade-off coding strategy, lowering the quantum data rate by about 0.1 qubits per
channel use allows for sending roughly three extra classical bits per channel use. How-
ever, if a time-sharing strategy is adopted, lowering the quantum data rate by the same
amount gives only one additional bit per channel use.
In Figure 3.2(b), we plot the trade-off between entanglement-assisted and unassisted
classical communication. Again, a trade-off coding strategy gives a dramatic improve-
ment over time sharing. In this figure, we take the convention that positive E corre-
sponds to entanglement consumption. With mean photon number NS = 200, the sender
can reliably transmit a maximum of around 10.2 classical bits per channel use by con-
suming around 9.1 entangled bits per channel use [111, 112]. By using trade-off coding,
the sender can reduce the consumption of entanglement to around 4 entangled bits per
channel use, while still being able to transmit classical data at around 9.8 bits per channel
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use.
One trend we see for the quantum-limited amplifier channel is that a large amplifier
gain κ compromises its communication ability, as shown in Figures 3.2(c) and 3.2(d). For
the (C,Q) trade-off, as κ increases, the quantum capacity decreases for a fixed classical
rate. For the (C,E) trade-off, not only the maximum classical rate is reduced, but the
savings of entangled bits for a constant classical rate are also diminished. This effect
results from the fact that a quantum-limited amplifier channel with large κ generates
more photons from the vacuum, and thus injects more noise into the transmitted quantum
signal. Mathematically the shrinkage of the capacity region is due to the term g(κ¯[λNS+1])
appearing in all of the inequalities in (3.3)–(3.5), which increases with increasing amplifier
gain.
3.4 QUANTUM BROADCAST AMPLIFIER CHANNEL
Our next result concerns the classical capacity of a quantum broadcast channel in-
duced by a unitary dilation of the quantum amplifier channel. We consider the single-
sender, two-receiver case in which Alice simultaneously transmits classical data to Bob
(B) via the amplifier channel and to Charlie (C) via its complementary channel. The full
Bogoliubov transformation for this setup is given by
bˆ =
√
κaˆ+
√
κ− 1eˆ† ,
cˆ† =
√
κ− 1aˆ+√κeˆ† , (3.35)
where aˆ, bˆ, cˆ, and eˆ are the field-mode annihilation operators corresponding to the sender
Alice’s input mode, the receiver Bob’s output mode, the receiver Charlie’s output mode,
and an environmental input, respectively. Here we consider a general amplifier channel
with thermal noise, in which the input state represented by eˆ is a thermal state with mean
photon number NB. Such a channel could model information propagation to two ob-
92
servers, one outside and one beyond the event horizon of a black hole [96]. This channel
could also model information propagation from an inertial observer to two constantly ac-
celerated complementary observers moving with opposite accelerations in two causally
disconnected regions of Rindler spacetime, if we take the convention that the inertial ob-
server can encode information into Unruh modes, which arguably allows for computing
estimates for an upper bound of channel capacities between inertial and relativistically
accelerating observers [113].
Figure 3.3: Communication in Rindler space-time and near the horizon of a black hole.
(Left) A spacetime diagram. Alice travels with constant proper acceleration and Bob
stays at rest. Alice will see thermal noise due to the Uhruh effect. This communica-
tion line can be modeled as a quantum amplifier channel. (Right) A Penrose diagram of a
Schwarzchild black hole. Bob is free falling in to the black hole while Alice is in a space-
ship staying just outside the horizon. Due to the equivalence principle, at the region near
the horizon, the physics in the two subfigures are equivalent to each other.
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The most general classical communication protocol over quantum broadcast channel
is shown in Figure 3.4.
Figure 3.4: Classical communication over quantum broadcast channel. Alice encodes
message l,m into quantum states by E . She then send An to Bob and Charlie via quan-
tum broadcast channel N . Bob and Charlie try to decode their own messages from their
decoders DB, .DC .
The classical capacity region of the two-user degraded quantum broadcast channel
was derived in [114] (see also [115] for the achievability part) and found to be equal to the
regularization of the union of the following rate regions:
RB ≤
∑
x
pX(x)
[
H(N (ρx))−
∑
y
pY |X(y|x)H(N (ρy)
)
] ,
RC ≤ H(N c(ρ))−
∑
x
pX(x)H(N c(ρx)) , (3.36)
where the union is with respect to input ensembles {pX(x)pY |X(y|x), ρy}with
ρx ≡
∑
y
pY |X(y|x)ρy , (3.37)
ρ ≡
∑
x
pX(x)ρx . (3.38)
In the following we first give an achievable rate region for an amplifier channel with
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thermal noise. We then prove that this rate region is optimal if the multi-mode version
of Theorem 3.1 is true. For the case in which the amplifier channel is quantum-limited,
the capacity region is single-letter [109] and therefore Theorem 3.1 implies the broadcast
capacity region for the quantum-limited amplifier channel.
Achievable rate region by coherent-state encoding
Theorem 3.4 Consider a quantum broadcast amplifier channel as given in (3.35) with amplifier
gain κ ≥ 1 and environmental thermal-state input with mean photon number NB. Suppose that
the mean input photon number for each channel use is no larger than NS . Then the following rate
region for Bob and Charlie
RB ≤ g(κλNS + κ¯(NB + 1))− g(κ¯(NB + 1)) , (3.39)
RC ≤ g(κ¯(NS + 1) + κNB)− g(κ¯(λNS + 1) + κNB) , (3.40)
with λ ∈ [0, 1] is achievable by using coherent-state encoding according to the following ensemble:
{p(t)p(α|t), |α〉〈α|} , (3.41)
where
p(t) =
1
piNS
exp
(
−|t|
2
NS
)
, (3.42)
p(α|t) = 1
piλNS
exp
(
−|
√
1− λt− α|2
λNS
)
. (3.43)
Here α and t are complex variables and λ¯ = 1− λ.
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Proof. Using (3.42) and (3.43), we find that
ρt =
∫
d2α p(α|t) |α〉〈α|
=
∫
d2γ
1
piλNS
exp
(
− |γ|
2
NSλ
)
|γ +
√
λ¯t〉〈γ +
√
λ¯t|
= D(
√
λ¯t)ρthλNSD
†(
√
λ¯t) . (3.44)
In the above, D(α) is a displacement operator [101] and ρthλNS denotes a thermal state of
mean photon number λNS . The overall average input state is
ρ =
∫
d2t p(t) ρt ,
=
∫
d2t′
1
piλ¯NS
exp
(
− |t
′|2
λ¯NS
)
D(t′)ρthλNSD
†(t′)
= ρthNS , (3.45)
which is just a thermal state with mean photon number NS , in agreement with the energy
constraint. There are four entropies we need to evaluate in (3.39) and (3.40). The first one
is
∫
d2t p(t) H(N (ρt))
=
∫
d2t p(t) H(N (D(
√
λ¯t)ρthλNSD
†(
√
λ¯t)))
=
∫
d2t p(t) H(N (ρthλNS)) = H(N (ρthλNS))
= g(κλNS + (κ− 1)(NB + 1)) . (3.46)
The second equality follows because the amplifier channel is covariant with respect to
displacement operators and the fact that entropy is invariant with respect to a unitary
transformation.
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Since the output state is unitarily related to a thermal state with mean photon number
(κ − 1)(NB + 1) when Alice sends a coherent state into an amplifier channel, the second
term in (3.39) is given by
∫
d2t d2α p(t) p(α|t) H(N (|α〉〈α|)) = g((κ− 1)(NB + 1)) . (3.47)
Now similarly for (3.40), the first term is
H(N c(ρthNS)) = g((κ− 1)(NS + 1) + κNB) . (3.48)
The last term can be calculated as follows:
∫
d2t p(t) H(N c(ρt))
=
∫
d2t p(t) H(N c(D(
√
λ¯t)ρthλNSD
†(
√
λ¯t)))
=
∫
d2t p(t) H(N c(ρthλNS))
= g((κ− 1)(λNS + 1) + κNB) . (3.49)
We use the facts that a gauge-contravariant bosonic Gaussian channel is contravariant
with respect to displacement operators and that entropy is invariant with respect to a
unitary transformation. Combining the above results, we conclude that the rate region in
(3.39) and (3.40) is achievable.
Outer bound for the capacity region
We first prove that the rate region in (3.39) and (3.40) is optimal if a multi-mode version
of Theorem 3.1 is true. To do so we need to show that it is also an outer bound for the
capacity region.
Theorem 3.5 Consider a quantum amplifier channel with amplifier gain κ ≥ 1 and environ-
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mental thermal-state input with mean photon number NB. Suppose that the mean input photon
number for each channel use is no larger than NS . Suppose that a multi-mode version of Theo-
rem 3.1 is true. Then the region given by (3.39) and (3.40) is an outer bound for the broadcast
capacity region.
Proof. Since a general quantum amplifier channel with thermal noise is not a Hadamard
channel, we need to consider the n-letter version of (3.39) and (3.40). Specifically, we need
to prove that for all input ensembles {pX(x)pY |X(y|x), ρy} for n uses of the channel, there
exists λ ∈ [0, 1] such that the following four bounds hold
∑
x
pX(x)H(N⊗n(ρx)) ≤ ng(κλNS + κ¯(NB + 1)) , (3.50)
H((N c)⊗n(ρ)) ≤ ng(κ¯(NS + 1) + κNB) , (3.51)∑
x
∑
y
pX(x)pY |X(y|x)H(N⊗n(ρy)) ≥ ng(κ¯(NB + 1)) , (3.52)
∑
x
pX(x)H((N c)⊗n(ρx)) ≥ ng(κ¯(λNS + 1) + κNB) . (3.53)
The second inequality holds because
H((N c)⊗n(ρ)) ≤
n∑
j=1
H(ρjC) (3.54)
≤ ng((κ− 1)(NS + 1) + κNB) . (3.55)
The first inequality follows from the subadditivity of quantum entropy. The second
inequality follows from the fact that each output state at C has mean photon number
(κ− 1)(NS + 1) + κNB and the thermal state maximizes the entropy.
Since the vacuum minimizes the output entropy for any phase-insensitive Gaussian
channel [106], we find that H(N⊗n(ρy)) ≥ ng((κ − 1)(NB + 1)), which leads to the third
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bound:
∑
x
∑
y
pX(x)pY |X(y|x)H(N⊗n(ρy)) ≥ ng((κ− 1)(NB + 1)) . (3.56)
Now we prove the first bound. From the concavity of quantum entropy, we have that
H
(∑
y
pY |X(y|x)N⊗n(ρy)
)
≥
∑
y
pY |X(y|x)H(N⊗n(ρy)) . (3.57)
Thus we have
∑
x
pX(x)H(N⊗n(ρx))
≥
∑
x,y
pX(x)pY |X(y|x)H(N⊗n(ρy))
≥ ng((κ− 1)(NB + 1)) . (3.58)
On the other hand, we have that
∑
x
pX(x)H(N⊗n(ρx)) ≤ H(N⊗n(ρ))
≤ ng(κNS + (κ− 1)(NB + 1)) . (3.59)
Together with (3.58) and the fact that g(x) is monotonic, there exists λ ∈ [0, 1] such that
∑
x
pX(x)H(N⊗n(ρx)) = ng(κλNS + (κ− 1)(NB + 1)) .
To prove the last bound, we use the fact that the weakly degrading channel of the am-
plifier channel is the weakly-conjugate of an amplifier channel with κ′ = (2κ − 1)/κ > 1
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[104]. We first calculate the entropy of the output state:
H(N⊗n(ρx)) = H(ρB,x) ,
≤
n∑
j=1
H(ρjB,x) ,
≤ n
n∑
j=1
1
n
g(κNS,xj + (κ− 1)(NB + 1)) ,
≤ ng(κNS,x + (κ− 1)(NB + 1)) . (3.60)
The first inequality follows from subadditivity of quantum entropy. Letting NS,xj be the
mean photon number for the jth symbol of ρx, the second inequality follows because
the thermal state maximizes the entropy. Letting NS,x =
∑
j NS,xj/n, the last inequality
follows from concavity of g(x). Since we also have that
H(N⊗n(ρx)) ≥ ng((κ− 1)(NB + 1)), (3.61)
there exists λx ∈ [0, 1] such that
H(N⊗n(ρx)) = ng(κλxNS,x + (κ− 1)(NB + 1)) . (3.62)
Using the multi-mode version of Theorem 1 for the degrading channel, we find that
∑
x
pX(x)H((N c)⊗n(ρx))
≥
∑
x
pX(x)ng((κ
′ − 1)[κλxNS,x + κ¯(NB + 1) + 1] + κ′NB)
=
∑
x
pX(x)ng((κ− 1)(λxNS,x + 1) + κNB) . (3.63)
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Together with
∑
x
pX(x)g(κλxNS,x + κ¯(NB + 1)) = g(κλNS + κ¯(NB + 1)) , (3.64)
we can invoke Theorem B.1 in Appendix B.1 with q = (κ− 1)/κ and C = 2κ−1
κ
(NB + 1)− 1
to find that
∑
x
pX(x)H((N c)⊗n(ρx))
≥ ng((κ− 1)(λNS + 1) + κNB) . (3.65)
This concludes our proof. Together with the achievability of (3.39)–(3.40), we establish
it as the capacity region for the quantum broadcast amplifier channel, provided that the
multi-mode version of Theorem 1 is true.
Now let us consider the quantum-limited amplifier channel. Since the broadcast ca-
pacity region for Hadamard channels is single-letter [109], by setting n = 1 and NB = 0
in the above proof, we establish the following:
Corollary 3.6 For a quantum-limited amplifier broadcast channel, (3.39)–(3.40) with NB = 0 is
equal to the capacity region.
Coherent-detection and large κ limit
To evaluate the performance of the capacity region given by (3.39) and (3.40) with
NB = 0, we compare it with what can be achieved by conventional, coherent-detection
strategies [116, 117]. When Alice inputs a coherent state |α〉, Bob receives a displaced
thermal state D(
√
κα)ρthκ¯ D
†(
√
κα), where D(
√
κα) denotes a displacement operator and
ρthκ¯ the density operator corresponding to a thermal state with mean photon number κ¯
[101]. When Bob employs homodyne or heterodyne detection [101], his measurement
101
Optimum
Homodyne
Heterodyne
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
RC(a)
R
B
κ = 1.1
κ = 1.5
κ = 2
κ = 10
0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
RC(b)
R
Bκ = 2
Ns = 5
Figure 3.5: In (a) we consider a quantum-limited broadcast amplifier channel withNS = 5
and NB = 0. We compare the capacity region obtained by homodyne detection ((3.66)
with ξ = 1/2), heterodyne detection ((3.66) with ξ = 1) and the optimal measurement
((3.39)–(3.40) with NB = 0). In (b) we plot the large κ limit of the rate region. At κ = 10, it
is indistinguishable with the limit in (3.67).
outcomes have particular Gaussian distributions, and similarly for Charlie. The quantum
broadcast channel then reduces to a classical Gaussian channel with additive noise [118].
Using known results for classical Gaussian broadcast channels [118, 117, 71], we find that
coherent-detection strategies lead to the following capacity regions:
RB ≤ ξ log2
(
1 +
λκNS
ξ(ξ + κ¯)
)
,
RC ≤ ξ log2
(
1 +
(1− λ)κ¯NS
ξ(ξ + κ¯) + λκ¯NS
)
,
(3.66)
where ξ = 1/2 for homodyne detection and ξ = 1 for heterodyne detection. See Appendix
B.2 for a detailed derivation.
In Figure 3.5(a), we compare these strategies with the optimal strategy for a quantum-
limited amplifier with κ = 2 and NS = 5. As we can see, the capacity region we find in
(3.39) and (3.40) outperforms both coherent detection schemes. For relatively high mean
photon number, heterodyne detection outperforms homodyne detection as expected from
prior results [102].
Notice that in the first equation of (3.66), the amplifier gain κ happens to cancel out in
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the case of heterodyne detection (ξ = 1). This indicates that amplifying will both boost
and hurt the transmission rate, so that there should exist a ‘balanced point’. Actually, if
we consider the large κ limit, (3.39) and (3.40) reduce to a gain-independent linear trade-
off:
RB +RC ≤ log2(NS/[NB + 1] + 1) . (3.67)
Physically, although a large amplifier gain will amplify the input energy power and thus
potentially increase the capacity, it is balanced out by the increasing noise generated from
amplifying the vacuum, manifested by the negative terms in (3.39) and (3.40). With mean
photon numbers NS = 5 and NB = 0, the maximum classical capacity of Bob and Charlie
converges to around log2(6) ≈ 2.58 bits per channel use. In Figure 3.5(b), we plot the rate
region for amplifier gain κ increasing from 1.1 to 10. The capacity region converges to
(3.67) very quickly. The maximum capacities for both receivers approach around 2.6 bits
per channel use, as expected from the reasoning above.
3.5 TRADING PUBLIC AND PRIVATE RESOURCES
Here we briefly argue that we obtain the private dynamic capacity region [100] of
quantum-limited amplifier channels. The techniques for establishing this result are simi-
lar to those from previous sections, so we merely state the result rather than going through
all the details.
The information-theoretic task is similar to the triple trade-off discussed previously,
but the resources involved are different. Here we are concerned with the transmission
(or consumption) of public classical bits, private classical bits, and secret key along with
the consumption of many independent uses of a quantum-limited amplifier channel. The
communication trade-off is characterized by rate triples (R,P, S), where R is the net rate
of public classical communication, P is the net rate of private classical communication,
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and S is the net rate of secret key generation.
Since the quantum-limited amplifier channel is a Hadamard channel, the private dy-
namic capacity region of a quantum channel N is given by the union of regions of the
following form [100]:
R + P ≤ H(N (ρ))−
∑
x,y
pX(x)pY |X(y|x)H(N (ψx,y)),
P + S ≤
∑
x
pX(x) [H(N (ρx))−H(N c(ρx))] ,
R + P + S ≤ H(N (ρ))−
∑
x
pX(x)H(N c(ρx)), (3.68)
where the union is with respect to all possible pure-state input ensembles {pX(x)pY |X(y|x),
ψx,y},
ρx ≡
∑
y
pY |X(y|x)ψx,y, (3.69)
ρ ≡
∑
x
pX(x)ρx, (3.70)
and N c is a complementary channel of N . To give an upper bound on the single-letter
private dynamic capacity region of the quantum-limited amplifier channel, we need to
show that for all input ensembles {pX(x)pY |X(y|x), ψx,y}, there exists a λ ∈ [0, 1] such that
the following four inequalities hold
H(N (ρ)) ≤ g(κNS + κ¯) , (3.71)∑
x
∑
y
pX(x)pY |X(y|x)H(N (ψx,y)) ≥ g(κ¯) , (3.72)
∑
x
pX(x)H(N (ρx)) ≤ g(κλNS + κ¯) , (3.73)
∑
x
pX(x)H(N c(ρx)) ≥ g(κ¯(λNS + 1)) . (3.74)
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We can establish these bounds using methods from the previous sections. Thus, we find
that the private dynamic capacity region of the quantum-limited amplifier channel is as
follows:
R + P ≤ g(κNS + κ¯)− g(κ¯), (3.75)
P + S ≤ g(κλNS + κ¯)− g(κ¯(λNS + 1)), (3.76)
R + P + S ≤ g(κNS + κ¯)− g(κ¯(λNS + 1))). (3.77)
This rate region is achievable as well, as shown in [98, 99], and so the union of (3.75)–(3.77)
with respect to λ ∈ [0, 1] is equal to the private dynamic capacity region.
3.6 DISCUSSION
Theorem 3.1 from [103] plays an important role in our proof of the capacity regions
for the information trade-off and quantum broadcast settings. For a long time now, ther-
mal states have been conjectured to minimize the output entropy for pure-loss channels
with an input entropy constraint [102]. The authors of [103] established this result for all
single-mode phase-insensitive bosonic Gaussian channels, going well beyond the origi-
nal conjecture and including it as a special case. The special case for H0 = 0 was proved
for all multi-mode phase-insensitive Gaussian channels [106, 89]. After that, de Palma et
al. first reduced the optimizer problem to the set of all possible passive states [119] us-
ing the technique of majorization [120, 121, 122] and subsequently proved the conjecture
for single-mode pure-loss channels [123]. The multi-mode generalization of the results
in Ref. [103], which would determine capacity regions for pure-loss channels [102, 98], is
still unsolved.
The strongest conjecture proposed so far is the Entropy Photon number Inequality
(EPnI) [124] which takes on a role analogous to Shannon’s entropy power inequality [125].
The truth of the EPnI subsumes all minimum output entropy conjectures. Although the
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EPnI has not been proved yet, a different quantum analog of EPI, quantum EPI (qEPI) has
been proved recently for a multi-mode lossy channel [126]. Although the qEPI does not
imply the truth of the EPnI, the lower bounds given by the two inequalities are extremely
close for a large range of parameters [126]. This fact strongly suggests the truth of the
multi-mode EPnI. We give an upper bound in Appendix B.3 for the capacity region of
information trade-off over the pure-loss channel by using the qEPI. This represents the
first application of the qEPI to the information trade-off problem. The bound given by
the qEPI is extremely close to the upper bound, if we assume the multi-mode minimum
output entropy conjecture is true. Therefore, it is safe to say that the achievable rate region
found in Ref. [98] is the optimal capacity region for all practical purposes.
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Chapter 4
Review of Dynamical Decoupling
4.1 INTRODUCTION
One of the major difficulties in the realization of quantum computing and quantum
information processing is to protect a quantum state from decoherence. Quantum er-
ror correction protocols were developed to meet this challenge [127, 128, 129]. However,
fault-tolerant quantum computation requires the fidelity of quantum gate at the physi-
cal layer is be at least 99.99%. The recent development of surface codes implemented on
superconducting quibt systems has lifted this threshold to 99.9% [130]. Therefore it is
urgent to reduce the error at physical layer below the threshold. To meet this challenge,
dynamical decoupling (DD) has been proposed as a way to counteract the interaction be-
tween a quantum system and the environment by an open-loop control field. The idea
of using pulse sequences, to protect nuclear spins from classical decoherence, dates back
to 1950, when the spin-echo method was developed [131]. Since then, many pulse meth-
ods have been developed in nuclear magnetic resonance spectroscopy [132]. In 1998, it
was first pointed out that a similar technique, periodical dynamical decoupling (PDD),
can be applied to open quantum systems [133]. By using a control field, DD coherently
averages out the unwanted system-environment interaction through the application of
tailored sequences of (ideally, instantaneous) pulses.
Later Viola and Zanardi showed that this average-out-effect can be understood as
a symmetrizing procedure over the Pauli group space [134, 135]. However, the finite
switching time in real experimental conditions makes the symmetrizing imperfect. There-
fore, concatenated dynamical decoupling (CDD) was proposed to eliminate higher-order
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errors in the interaction Hamiltonian [136]. Another advantage of CDD is its robustness
against pulse errors. In real experiments, the imperfection of pulses, such as the rotation
angle error and the finite width, is unavoidable. The concatenation of pulse sequences
not only suppressed the unwanted interaction, but also the pulse errors to higher order
[136, 137].
In 2008, Uhrig proposed a dynamical decoupling scheme now called Uhrig DD (UDD),
in which he considered pulses applied at arbitrary time points [138]. In this case, not only
we can optimize the performance of DD over different pulses at each time point, but
also have the freedom to choose arbitrary pulse intervals. Uhrig solved this optimization
problem and found that UDD is efficient, in the sense that the decoupling order is linear
with the number of pulses applied. People even started to call UDD the optimal DD.
Later the result was generalized to general decoherence model: two UDD sequences with
different pulse directions are embedded into each other, form the so-called quadratic DD
(QDD) [139]. However, it was soon realized that irrationally-timed DD sequences are
more sensitive to both the form of the spectral cutoff and to inevitable pulse errors [140,
141, 142], while being less amenable to the additional compensation steps (e.g., via phase-
shifts or composite pulses) that are needed to mitigate these errors for arbitrary input
states [143, 144, 145, 146].
Although it turns out that UDD may not be practical at all, its development actually
stimulated two important directions in the field of DD over the past decade. In Uhrig’s
seminal paper [147], instead of working in the time domain like before, he wrote the final
fidelity as an integral in frequency domain. In this way, DD sequences could be consid-
ered as a high-pass filter and the fidelity as just the overlap between the noise spectrum
and the DD filter. Later on, several works have been devoted to develop a systematic
framework for DD in the frequency domain [148, 149, 150, 151]. Analyzing DD in the
frequency domain not only provides a theoretical alternative, but it also connects DD
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to fields like noise spectroscopy and pulse sequence engineering. It is the consideration
of reducing pulse sequence complexity that led the attention back to the ‘old’ digital DD,
where the pulse intervals are integer multiplies of some constant. The digtial timing struc-
ture is compatible with the digital circuitry and digital clock in a quantum computer. The
most important progress in this direction is the Walsh DD (WDD) [152, 153, 154, 155],
where many digital DD sequences can be simply understood as Walsh functions. It is
well-known how to efficiently generate such shapes in the lab [156].
In the rest of this chapter, we review the mathematical framework of DD in time do-
main upon which following chapters are built. For the framework of DD in the frequency
domain, please refer to [148, 149, 150, 151]. It involves different mathematical tools and
offers a complementary understanding of DD.
4.2 DYNAMICAL DECOUPLING IN THE TIME DOMAIN
Control framework
We consider a single-qubit system S coupled to an uncontrollable quantum environ-
ment (bath) B, which forms a closed system on the Hilbert space HS ⊗ HB. The system
and the bath are coupled via an arbitrary interaction; that is, we let the joint evolution in
the absence of a control to be generated by a Hamiltonian of the form
H ≡ HS ⊗ 1B +HSB + 1 S ⊗HB , (4.1)
where HS and HB ≡ B0 are, respectively, the internal Hamiltonian for S and B alone.
We assume the interaction takes the general linear form,
HSB = σx ⊗Bx + σy ⊗By + σz ⊗Bz , (4.2)
The bath operators B0, Bu with u ∈ {x, y, z} are assumed to be bounded but other-
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wise arbitrary (possibly unknown). In what follows, we shall use β ≡ ||B0|| and J ≡
maxu∈{x,y,z}{||Bu||} to quantify the strength of the internal-bath dynamics vs. the system-
bath interaction, with || · || being the operator norm.
DD is implemented via a control action on S alone, generated by a control Hamilto-
nian of the form Hc(t)⊗ 1B. Let
Uc(t) ≡ T exp[−i
∫ t
0
Hc(t
′)dt′] (4.3)
be the control propagator, with ~ = 1 and T denoting time-ordering. The effect of the con-
trol field is easy to understand in the toggling frame, in which the modulated Hamiltonian
is given by
H˜e(t) = U
†
c (t)HeUc(t) . (4.4)
Since the DD objective is to achieve an identity gate on S, all the evolution induced by H
contributes to unwanted error dynamics [157], whereby H ≡ He. The effect of He may be
isolated by expressing the propagator U(T ), for evolution under H(t) ≡ He + Hc(t) over
time T , as
U(T ) = Uc(T ) T exp[−i
∫ t
0
H˜e(t
′)dt′] , (4.5)
where Uc(T ) = 1 S for DD.
We can think of the full evolution as generated by some effective time-independent
Hamiltonian,
U(T ) ≡ e−iHeff(T )T ≡ e−iΩe(T ) (4.6)
Sometimes it is more convenient to define the error action operator Ωe(T ) [157]. The
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norm of Ωe(T ), up to pure-bath terms that do not enter the reduced dynamics, quantifies
the achievable error per gate (EPG). Specifically, Ωe(T ) and the associate effective Hamil-
tonian may be obtained via a perturbative Magnus expansion,
Ωe(T ) ≡ [HeffSB(T ) +HeffB (T )]T (4.7)
= exp[
∞∑
m=1
Ω(m)e (T )] , (4.8)
where Ω(m)e (T ) is a time-ordered integral involving mth-order nested commutators. The
Magnus expansion converges as long as ||H||T < pi [158].
The DD performance in the time domain is then characterized by the order of error
suppression, or cancellation order (CO). CO is given by the leading order of the error action
operator [159, 150]. That is, we say a DD sequence achieves α-order decoupling, if the
following is true at control time T ,
EPG ≡ ||modB(Ωe(T ))|| = ||THeffSB(T )|| = O(Tα+1) . (4.9)
Here mod means we do not include the pure bath term since it does not contribute to the
evolution of the qubit.
Digital pulse sequence
A idea pulse sequence is specified by pulse timings and the pi-rotations, namely, {tj, σj}.
Thus, for an ideal pulse sequence specified by a total of N pulses over a running time T ,
the control Hamiltonian is given by
Hc(t) =
pi
2
N∑
j=1
σjδ(t− tj) , (4.10)
where we let t0 ≡ 0, tN ≡ T , and σj ∈ {σu},∀j.
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Figure 4.1: Digital and non-digital pulse sequences. The upper plot is an illustration of a
digital pulse sequence, where the pulse intervals are integer multiplies of τ0. The lower
plot is UDD3 in which the pulse timing are given by irrational numbers.
Crucially, a digital pulse sequence is a pulse sequence such that all inter-pulse sepa-
rations obey tj − tj−1 ≡ njτ0, with nj ∈ N. Here τ0 > 0 is the the minimum pulse interval
determined by hardware limitations. Another convenient representation we shall use for
the above sequence is
PNfnN τ0 . . . P2fn2τ0P1fn1τ0 ,
where the Pj ∈ {X, Y, Z} represent different pi pulses and fnjτ0 denotes free evolution
between Pj−1 and Pj . In Figure 4.1 we give examples of digital and non-digital pulse
sequences.
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Chapter 5
Concatenated-projection Dynamical Decoupling
As we mentioned in Chapter 4, by optimizing the pulse interval to suppress the low-
frequency region of the noise spectrum, Uhrig dynamical decoupling (UDD) can achieve
the same cancellation order (CO) with exponentially fewer pulses, compared to CDD
[147]. Although it has superior performance, UDD is very sensitive to pulse errors, due
to the fact that it only uses single-axis rotations. However, to protect unknown states,
digital DD with multi-axis rotations can compensate errors due to its symmetric structure
[141, 160, 140, 143].
Another development in dynamical decoupling is to use random pulses, instead of
deterministic schemes, for sufficiently long sequences [161, 162]. Instead of trying to sup-
press the interaction to arbitrarily high orders, random dynamical decoupling schemes
improves the time dependence of the error accumulation from quadratic to linear [161,
162].
In this chapter we only consider deterministic digital dynamical decoupling for two
reasons: (1) it is easy to implement in experiments, and (2) it is robust against pulse errors
as compared to non-digital ones. Besides analytical calculations, recently many other DD
sequences have been found using genetic algorithms to optimize the CO [163], some of
which even achieve the same CO with fewer pulses than CDD. This result suggests that
there are undiscovered digital pulse sequences with performance better than those which
are the best known so far. We confirm this conjecture by establishing a unified framework
that encompasses almost all known digital DD schemes.
In this work, we propose concatenated-projection dynamical decoupling (CPDD) to
unify all known uniform DD schemes. Our framework gives a way to construct new dig-
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ital pulse sequences and to calculate their CO. In Sec. 5.1, we first define our projection
pulse sequence and explain its effect as an ‘atomic’ projection. Then we use concatenated
projections along different directions to construct more complex pulse sequences with ar-
bitrary CO in Sec. 5.2. These results comprise the two cornerstones of our theory of CPDD.
In Sec. 5.3 we formally introduce CPDD by defining the CPDD equivalence classes, which
are specified by three integers. We first develop a series of properties of CPDD. We then
design a deterministic scheme to construct an optimized pulse sequence for each CO. A
table of known DD schemes is given as well to show how these known schemes fit into
our CPDD framework. In Sec. 5.4, we discuss why, intuitively, some CPDD sequences are
superior than CDD. We also point out a typo in Ref. [163], which is easily detected within
the framework of CPDD.
5.1 PROJECTION PULSE SEQUENCE
Now consider that we apply K digital ideal pi pulses with total control time T . Thus
the control field takes the form of Eq. (4.10). In the limit of τ0 → 0, we have a continuous
pulse sequence, and only the zeroth-order term in the Magnus expansion survives,
Heff(0)(T ) =
1
T
∫ T
0
U †c (t)HeUc(t)dt. (5.1)
Also, since the pulses are ideal, Uc(t) is a piece-wise constant function. The first-order
average Hamiltonian reduces to
Heff(0) =
1
K
K∑
j=1
U †c (tj)HeUc(tj). (5.2)
If we choose pulses such that Uc(tj) go through each element of a certain group such as
G = {I,X, Y, Z}, Eq. (5.2) is just a symmetrizing procedure which projects He onto the
commutant of the group algebra [164, 135].
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A more intuitive way to view the effect of a pulse sequence is to look at it as a combi-
nation of basic projections [165]. The simplest pulse sequence is PiPi, which is similar to
the CPMG pulse sequence [166, 167]. Hereafter we call it the projection pulse sequence
and use the notation pi = PiPi. To explain its projecting effect, we consider the spin-boson
model, which induces the longitudinal decay of the spin. The interaction takes the form,
HSB =
∑
k
(gkσ
+ ⊗ bk + g∗kσ− ⊗ b†k), (5.3)
where bk is the annihilation operator of a photon with momentum k, and gk is the coupling
strength between photon with mode k and the spin. Here σ± is the creation (annihilation)
operator, σ± = σx ± iσy.
If we apply pz = ZZ to the system, then Uc(tj) ∈ G = {1 , Z}. Using Eq. (5.2),
the interaction term will be completely removed in the continuous limit due to the fact
σzσx(y)σz = −σx(y). Therefore, geometrically the pulse sequence pz projects the Hamilto-
nian along the z direction.
However, in real experimental conditions, there is an upper limit of the pulse switch-
ing rate; thus τ0 is finite. Although the Magnus expansion is still valid, so long as ||H||T <<
pi, the projection is not exact anymore due to higher-order corrections.
Theorem 5.1 Assume the interaction between a single qubit and bath takes the form of Eq. (4.2).
After applying the projection pulse sequence pj (j = x, y, z) with pulse interval τ0, the zeroth
order effective Hamiltonian is given by,
H
eff(0)
SB ≡ pi(0)j He = σj ⊗Bj. (5.4)
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Thus the full error average Hamiltonian is given by,
H
eff
SB = σj ⊗ [Bj + k(1)j (τ0)] +
∑
i⊥j
σi ⊗ [B(1)i + k(2)i o(τ 20 )], (5.5)
where we use pi(0)j to represent the mapping fromHe toH
eff(0)
SB that is induced by the projection pulse
sequence pj . The symbol⊥ represents the directions orthogonal to direction j andB(1)i ∼ k(1)i o(τ0).
Here k(n)i is some combination of commutators of the bath operators with dimension of [H]n.
Proof. Without loss of generality, we consider the pulse sequence is ZZ, where Z = −iσz.
The transformed Hamiltonian H˜(t) is given by
H˜e(t) ≡

H1, 0 < t < τ0
H2, τ0 < t < 2τ0 ,
(5.6)
where
H1 = 1 ⊗B0 + σx ⊗Bx + σy ⊗By + σz ⊗Bz, (5.7)
H2 = 1 ⊗B0 − σx ⊗Bx − σy ⊗By + σz ⊗Bz. (5.8)
After applying the pulse sequence PjPj , the first and second order expansion of the aver-
age Hamiltonian is given by,
Heff(0) =
1
2
2∑
i=1
Hi, (5.9)
Heff(1) =
−i
2
τc
∑
i<j
[Hi, Hj]. (5.10)
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Using Eq. (5.6), we have
Heff(0) = 1 ⊗B0 + σz ⊗Bz, (5.11)
Heff(1) = τ0[B0, Bx]⊗ σx
+τ0[B0, By]⊗ σy + 2τ0[By, Bx]⊗ σz. (5.12)
Since the commutator between bath operators is not zero in general, we have
H
eff(0)
SB = σz ⊗ [Bz + k(1)z o(τ0)] +
∑
i⊥z
σi ⊗ [B(1)i + k(2)i o(τ 20 )], (5.13)
where B(1)i = τ0[B0, Bi]. The same calculation gives similar results for j = x, y.
This projection point of view gives a geometrical and intuitive way to understand
the effect of the pulse sequence PjPj . In summary, we have shown that the effect of the
projection pulse sequence pi = PiPi is to project the Hamiltonian along i direction up to
first order.
5.2 CONCATENATION OF CYCLIC PULSE SEQUENCES AS SUCCESSIVE PROJECTIONS
The higher-order terms remaining in HeffSB, after applying the projections, will coher-
ently add up with time. To achieve higher-order suppression, we need to project the
Hamiltonian along different directions successfully. We will show in this section that the
effect of the concatenation of cyclic pulse sequences is to apply successively the projec-
tions induced by each pulse sequence.
A pulse sequence is called cyclic when the generated evolution operator is periodic
with period T up to a phase factor,
Uc(nT ) = e
iφUc(T ), (5.14)
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where n = 0, 1, 2 ... and φ is an arbitrary phase.
An equivalent definition of a cyclic pulse sequence is that the product of all the pulses
is equal to one, up to an arbitrary phase,
K∏
i=1
Pi = e
iφ1 , (5.15)
which follows directly from Eq. (5.14) when n = 0. We will see that this property is neces-
sary for the proof of the equivalence between concatenation and successive projections.
Another useful property of the cyclic pulse sequence is that the concatenation of two
cyclic pulse sequences is still cyclic.
Lemma 5.1 The concatenation of two cyclic pulse sequences is still cyclic.
Proof. Consider two cyclic pulse sequences A and B. From Eq. (5.15) we have
KA∏
i=1
PAi = e
iφA1 , (5.16)
KB∏
i=1
PBi = e
iφB1 . (5.17)
The pulse sequence C is constructed by concatenating A and B, and thus
C = A[B]
≡ PA1 (PB1 ...PBKB)PA2 (PB1 ...PBKB)...PAKA(PB1 ...PBKB)
(5.18)
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Therefore the product of all pulses of sequence C is
KC∏
i=1
PCi = P
A
1 (
KB∏
i=1
PBi )....P
A
KA
(
KB∏
i=1
PBi )
= PA1 e
iφB ...PAKAe
iφB
= eiKBφB
KA∏
i=1
PAi
= ei(KBφB+φA)1
= eiφC1 (5.19)
where we define φc = KBφB + φA. Therefore, the pulse sequence C=A[B] is also cyclic.
Having the definition of cyclic pulse sequence, we now prove the second basic theo-
rem of our CPDD scheme.
Lemma 5.2 Consider two pulse sequences A and B, P iK ...P i1, where i = A,B, with the same pulse
interval. The first pulse sequence A = PjPj (j ∈ {x, y, z}), which is a projection pulse sequence,
and sequence B is concatenated from multiple projection pulse sequences. A third pulse sequence
C is constructed by concatenating A and B, C = A[B] ≡ PjBPjB. The following relationship
holds,
pi0C = pi
0
Bpi
0
A, (5.20)
where the mapping pi0i induced by applying the pulse sequence i is defined in Theorem 5.1.
Proof. The concatenated sequence C is given by
(PiP
B
K )P
B
K−1...P
B
1 (PiP
B
K )...P
B
1 , (5.21)
where the bracket means that there is no free evolution in between the two pulses inside
the bracket. Since the projection pulse sequence is cyclic by definition, and sequence B is
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also cyclic by Theorem 5.1,
K∏
i=1
PBi = e
iφ1 . (5.22)
The 2KB evolution operator of the control field, UCm is given by,
UCm =
∏
j≤m
PCj (5.23)
To construct pi(0)A and pi
(0)
B , we group U
C
m and UCm+KB together(m ≤ KB).
For 1 ≤ m < KB,
UCm =
∏
j≤m
PBj = U
B
m , (5.24)
and,
UCm+KB =
(∏
j≤m
PBj
)
Pi
( KB∏
j>m
PBj
)(∏
j≤m
PBj
)
= eiφPi
∏
j≤m
PBj
= eiφPiU
B
m , (5.25)
where we have used the commutativity of Pauli matrices and the cyclic property Eq. (5.22)
of pulse sequence B.
Now adding the action of UCm and UCm+KB on HSB together, we have
UC†m HSBU
C
m + U
C†
m+KB
HSBU
C
m+KB
= UB†m HSBU
B
m + U
B†
m P
†
i HSBPiU
B
m
= UB†m (2pi
(0)
A HSB)U
B
m (5.26)
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If m = KB, we have UCKB and U
C
2KB
, which are
UCKB = PiP
B
K
∏
j<KB
PBj
= Pi
∏
j≤KB
PBj
= eiφPiU
B
KB
(5.27)
UC2KB = Pi
( ∏
j≤KB
PBj
)
Pi
( ∏
j≤KB
PBj
)
= eiφUBKB . (5.28)
Now using Eqs. (5.26, 5.27, 5.28), the first order of average Hamiltonian after applying
sequence C is given by
H¯
(0)
C =
1
2KB
2KB∑
m=1
UC†m HSBU
C
m
=
1
2KB
KB∑
m=1
(
UC†m HSBU
C
m + U
C†
m+KB
HSBU
C
m+KB
)
=
1
KB
KB∑
m=1
UB†m
(1
2
KA∑
l=1
UA†l HSBU
A
l
)
UBm
= pi
(0)
B pi
(0)
A HSB . (5.29)
Lemma 5.2 is the theoretical cornerstone of this work. It explains why concatenation
can increase the CO, which is not so obvious. The cyclic properties and the changeability
of different pulses (up to an irrelevant phase factor) are necessary for the proof.
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5.3 CONCATENATED PROJECTIONS DYNAMICAL DECOUPLING
What really distinguishes our work from the CDD scheme is that we chose the pro-
jection pulse sequence as the basic element of concatenation. Motivated by Theorems 5.1
and 5.3, we define our concatenated-projection dynamical decoupling (CPDD) as a new
way to construct pulse sequences by applying projections along different directions suc-
cessively. Since each projection kills the interaction terms orthogonal to it by one more
order, by appropriately combining different projections, our CPDD can achieve arbitrarily
high CO.
Definition 5.2 A CPDD pulse sequence is specified by an ordered series iN , iN−1, ..., i1. It is con-
structed by concatenating N projection pulse sequences successively, A = piN [piN−1 [...[pi1 ]...]︸︷︷︸
N
,
where ij ∈ {x, y, z} and 1 ≤ j ≤ N .
The suppressing effect of the CPDD sequence on the Hamiltonian follows immediately
from the combination of the effects of projections and concatenation.
Theorem 5.3 : Consider a CPDD pulse sequence A specified by iN , iN−1, ..., i1. After applying
pulse sequence A, the average interaction Hamiltonian is given by
H
eff
SB =
∑
i=x,y,z
σi ⊗ [B(di)i + k(di+1)i o(τ di+10 )], (5.30)
where
di =
∑
j⊥i
nj, (5.31)
and nj is the number of pj sequences.
Proof. Repeatedly using Lemma 5.2, the leading order of the error average Hamiltonian
after applying sequence A is given by
pi
(0)
A He = pi
(0)
i1
pi
(0)
i2
...pi
(0)
KA
He . (5.32)
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From Theorem 5.1, each projection removes the first order term in the perpendicular di-
rection. Therefore,
H
eff(0)
SB =
∑
i=x,y,z
σi ⊗B(di)i , (5.33)
where
di =
∑
j⊥i
nj. (5.34)
From Theorem 5.3 we can see that the effect of ni pis is to suppress the error Hamilto-
nian along the i direction to nith order. From Eq. (5.34) we also notice that the order of
how different projection pulse sequences is concatenated does not affect the leading order
of the average Hamiltonian along each direction. Therefore we can define an equivalence
relationship between different CPDD pulse sequences,
Definition 5.4 Consider two pulse sequences A and A′. The leading order of the error Hamilto-
nians induced by each of them are Heff(0)SB =
∑
i=x,y,z σi ⊗B(di)i and Heff(0)
′
SB =
∑
i=x,y,z σi ⊗B(d
′
i)
i .
We define A and A′ to be equivalent to each other
A ∼ A′, (5.35)
if the leading order of the average error Hamiltonians are the same along each direction, namely
ni = n
′
i.
It can be easily proved that the relationship defined above satisfies the three properties of
an equivalence relationship.
Therefore, for a CPDD sequence specified by sequence a = iN , iN−1, ..., i1, all CPDD
sequences specified by a’s permutations A{iN , iN−1, ..., i1} form an equivalence class. By
virtue of the equivalence class, only three numbers nx, ny, nz are needed to completely
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specify a CPDD class.
Definition 5.5 : A CPDD class is defined as an equivalence class with equivalence relationship
defined in Definition 5.4, specified by three integers, {nx, ny, nz}. The structure of the pulse
sequence can be generated by concatenating all ni pi sequences (i = x, y, z) in arbitrary order.
From the definition of CPDD and Theorem 5.3, we derive a series of properties satisfied
by CPDD sequences and their equivalence classes.
Properties of CPDD
Due to the way concatenation connects two pulse sequences, we can derive two prop-
erties that the structure of each CPDD sequence must satisfy.
1. For an arbitrary CPDD pulse sequence, each odd site has the same kind of pi pulse.
We prove this by induction. Consider a pulse sequence A = PKPK−1...P1, which is
concatenated from N projection pulse sequences. Pulse sequences An are concatenated
from the first n (1 ≤ n ≤ N ) of them. The following relations are satisfied,
An = pi[An−1], (5.36)
where pi is the nth projection pulse sequence. Assume for subsequence An−1 the pulses
are the same for each odd site,
An−1 = P2n−2P0.....P2P0. (5.37)
Let’s examine the pulse sequence An,
An = pi[An−1]
= (PiP2n−2)P0...P2P0(PiP2n−2)P0...P2P0. (5.38)
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Therefore, the fact that all the pulses at each odd site are the same still holds.
Since A2 = pi[pj] = (PiPj)Pj(PiPj)Pj , which also has the same kind of pulse on its odd
sites, by induction we have proved that for each odd sites of AN the pulses are the same:
P2m+1 = P0, m = 0, 1, ... (5.39)
2. For an arbitrary CPDD pulse sequence, the first half and the second half subsequences are the
same.
Again this property follows from the definition of concatenation. Using Eq. (5.36) for
n = N we have
A = pin [An−1]. (5.40)
Assume An−1 = P2N−2P2N−3...P1, we have
A = (PinP2N−2)P2N−3...P1(PinP2N−2)P2N−3...P1. (5.41)
Obviously sequence A is composed the same two copies of AN−1, or more precisely
Pm = Pm−N/2, m = 1, 2, ..., N. (5.42)
3. For CPDD class {nx, ny, nz}, the number of pulses or sequence length K is given by
Knx,ny ,nz = 2
nx+ny+nz . (5.43)
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The proof is straightforward. At first, each basic projection is induced by the two same
pulses. Secondly, the length of two concatenated pulse sequences, A and B, is equal to
the product of the length of each two, KA[B] = KAKB. Therefore, for a pulse sequence
composed of ni pairs of (Pi, Pi), the total pulse number K is given by Eq. (5.43).
4. For the CPDD class {nx, ny, nz}, the CO achieved is given by,
COnx,ny ,nz = min {ny + nz, nx + nz, nx + ny}. (5.44)
From Theorem 5.3, the leading order of the error Hamiltonian induced by any pulse
sequence in the CPDD class {nx, ny, nz} is given by
H¯(0)err =
∑
i=x,y,z
σi ⊗B(di)i , (5.45)
where di =
∑
j⊥i nj . Since the CO α is defined as the leading order of H¯ , α = min {dx, dy, dz}.
From the expression of CO, Eq. (5.44), we can see that simply increasing pulse numbers
(number of projections) does not necessarily increase the CO. Actually, in the framework
of CPDD, only for pulse sequences with certain pulse numbers CO could increase.
5. For a given CO α, the minimum number of pulses, Kmin, required to achieve such CO is given
by
log2(Kmin) =
1
2
[3α +
1
2
(1− 1⊕α)], (5.46)
where 1⊕α = 1⊕ 1⊕ ... ⊕ 1︸ ︷︷ ︸
α
.
To achieve CO α, 3α terms in the interaction Hamiltonian need to be eliminated due to
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the form of HSB, Eq. (4.2). However, each basic projection pii requires two pulses, which
implies that only an even number of terms can be eliminated for a given CPDD sequence.
Therefore, we need to add one more pulse depending on whether α is odd or not. Divid-
ing the total number of eliminated terms by two we have,
∑
i=x,y,z
ni =
1
2
[3α +
1
2
(1 + (−1)α+1]. (5.47)
Using the results of property 3, we have Eq. (5.46). The mysterious series 4, 8, 32, 64, 256...
was first found by a genetic algorithm in Ref. [163] which is now understood, thanks to
our unifying framework of CPDD.
Optimized digital dynamical decoupling
The pulse sequences corresponding to the pulse number in Eq. (5.46) uses the mini-
mum number of pulses at each CO. This optimized digital dynamical decoupling (OUDD)
scheme can be represented using the CPDD indexes as following
ODDDk :
1
2
{k − 1⊕k, k + 1⊕k, k + 1⊕k}. (5.48)
The CO of ODDDk is αk = k and the sequence length is given by Kmin in Eq. (5.46).
As we can see, some of the pulse sequences are particular levels of CDDl and GA8l. To
compare with ODDD and other known DD schemes, we list the corresponding CPDD
indexes of known DD schemes in Table 5.1 below.
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Table 5.1: Known DD schemes represented as CPDD
{nx, ny, nz} Name Pulse sequence K N
{0, 0, 1} Projection PiPi 2 0
{0, 1, 1} PDD(CDD1) PiPjPiPj 4 1
{1, 1, 1} GA8a IPiPjPiIPiPjPi 8 2
{0, l, l} CDDl CDD[CDDl−1] 4l l
{l, l, l} GA8l GA8a[GA8l−1] 8l 2l
5.4 DISCUSSION
Although CDD also relies on concatenation, the fact that our CPDD uses basic projec-
tions as building blocks makes finding more efficient pulse sequences possible. To make
this clear, we consider the CDD from the view point of our CPDD. CDD1 can be consid-
ered as the concatenation of two different projections, CDD1 = X(Y Y )X(Y Y ) = ZY ZY
[137]. Therefore the effect of CDD1 is to apply projections along the y and x direction
successively,
pi
(0)
CDD1
HSB ≡ pi(0)y pi(0)x H0
= pi(0)y [σx ⊗Bx + σy ⊗B(1)y + σz ⊗B(1)z ]
= σx ⊗B(1)x + σy ⊗B(1)y + σz ⊗B(2)z
∼ k(1)o(τ 10 ). (5.49)
As we can see, CDD1 completely removes the zeroth order interaction terms, thus achiev-
ing COCDD1 = 1.
Now consider CDD2, which is the concatenation of two CDD1 sequences: we write
explicitly the process of the successive projections ,
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pi0CDD2HSB = pi
(0)
y pi
(0)
x pi
(0)
y pi
(0)
x H0
= pi(0)y pi
(0)
x [σx ⊗B(1)x + σy ⊗B(1)y + σz ⊗B(2)z ]
= σx ⊗B(2)x + σy ⊗B(2)y + σz ⊗B(4)z
∼ k(2)o(τ 20 ). (5.50)
As we can see from above, a total of eight eliminations (each projection pulse sequence
eliminates two terms in the orthogonal directions) are used to completely remove the first
two orders of the interaction HSB. However, the two additional eliminations of Bz does
not contribute to further increasing of the CO. To avoid this, we consider projecting along
each direction exactly once, namely pixpiypiz, which belong to the CPDD class {1, 1, 1}.
Translating the projection back to corresponding pulse sequence according to the rule of
concatenation, we have
pi(0)x pi
(0)
y pi
(0)
z : px[py[pz]]
= px[Y (ZZ)Y (ZZ)]
= X(XZXZ)X(XZXZ)
= IZXZIZXZ, (5.51)
which only uses eight pulses and six projections. This was first found by a genetic algo-
rithm and called GA8a in Ref. [163].
To achieve CO of α = 2, CDD2 needs 16 pulses while GA8a sequences only requires 8
pulses. This efficiency of using pulses comes from the very fact that GA8a uses basic
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projections pii as building blocks while CDD2 uses composed projections piipij (i 6= j) as
building blocks.
In Ref. [163], the author claimed to find another 8 pulse sequence GA8b=Z(XYXY )Z(XYXY )
which also achieved CO of α = 2. From the structure of GA8b, we know the projections
induced by it is,
pi
(0)
GA8b
= pi(0)z pi
(0)
z pi
(0)
y , (5.52)
which belong to CPDD class {0, 1, 2}. Using the results from Eq. (5.44), the CO of GA8b is
equal to 1. Therefore the claim in Ref. [163] is a typo.
To double check our results, we also use the multi-precision package mpmath 1 to com-
pute the CO of both GA8a and GA8b for a 5-spin model with random coupling constants.
Here the distance D is defined as the distance between an actual evolution operator and
the unit operator [163],
D(U, 1 S) =
√
1− 1
dH
||Γ||1, (5.53)
where dH is the dimension of the Hilbert space, Γ = TrS{U} and || · ||1is the trace norm.
An upper bound of D can be calculated[163],
D . O[τα+10 ]. (5.54)
Therefore, we can extract the CO by plotting D versus τ0 in the log-log diagram. As we
can see in Figure 5.1, GA8a achieves higher CO than GA8b which is in agreement with the
argument from the view point of our CPDD.
The main advantage of using UDD is that the pulse number needed scales linearly
1F. Johansson et al. MPMATH: a Python library for arbitraryprecision floating-point arithmetic (version
0.18), December 2013; http://mpmath.org/
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Figure 5.1: Comparing the cancellation order of GA8a and GA8b. D is the dimensionless
distance between actual evolution operator and the unit operator, defined in [163], and τ0
is the pulse interval with unit second. The cancellation order α is defined by the relation
D ∼ O(τα+10 ). We consider the parameters J in the range of Jτ0 ∈ [10−6, 10−1], where J is
the norm of the interaction Hamiltonian.
with the CO, NUDD ∼ O(K), which is much more efficient than the exponentially depen-
dence in CPDD. However, UDD is subject to several difficulties. Firstly it is valid only
for environmental spectrum with a hard cut-off [168, 169], and secondly it is very sensi-
tive to pulse errors [141, 160, 170, 143]. However, for our CPDD, especially the OUDD
class, some pulse sequences have rotation symmetry thus making them robust against
pulse error. Although we have not given a rigorous bound analysis for CPDD here, the
results and the calculation should be similar to those in Ref. [137]: the distance between
the actual state and the desired state goes to zero as the concatenation level goes to infin-
ity. More importantly, pulse errors are suppressed along with series of concatenations as
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long as the error is not too large.
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Chapter 6
General Walsh Dynamical Decoupling
As we mentioned in Chapter 4, digital DD sequences are highly compatible with hard-
ware constraints stemming from digital sequencing circuitry and clocking, which makes
them attractive in terms of minimizing sequencing complexity, as ultimately demanded
for large-scale implementations. In this chapter, we provide a general framework for
constructing digital dynamical decoupling sequences based on Walsh modulation — ap-
plicable to arbitrary qubit decoherence scenarios [32].
Control modulation based on Walsh functions [156], has been proposed as a unify-
ing approach for generating digital-efficient protocols, for both dynamically corrected
quantum storage and gates [152, 153, 154, 155]. Walsh DD (WDD) has been shown to
naturally incorporate existing digital sequences as special instances (including concate-
nated DD for both single- and multi-axis decoherence [171]), and to provide a restricted
search space for numerical sequence optimization and analytic performance analysis un-
der finite timing resources. For dephasing noise on a qubit, concatenated DD sequences
based on single-axis control are provably optimal, among the Walsh suite, in the sense
of guaranteeing a desired order of error suppression with minimum total pulse number
[152].
In this chapter, we identify optimal single-qubit WDD sequences capable of cancel-
ing out the simultaneous dephasing and relaxation effects that arise from arbitrary en-
vironmental couplings. The key step is to generalize existing sequence constructions of
WDD based on multi-axis control, and establish formal equivalence of the resulting gen-
eral WDD formalism with the concatenated-projection DD (CPDD) approach proposed
in Ref. [31] (see Chapter 5 for details). By leveraging this equivalence, we explicitly char-
133
acterize the error-suppression capabilities of any general WDD sequence, along with its
complexity in terms of the required control time slots. We show that, unlike in the dephas-
ing scenario, concatenated DD is no longer optimal, and identify a large family of optimal
WDD (OWDD) schemes, whose complexity is exponentially smaller for the same order of
suppression. While the performance of different OWDD sequences depends additionally
on the specific control path, our analysis indicates that OWDD can substantially improve
over existing digital schemes in relevant parameter regimes.
The rest of this chapter is organized as follows. In Sec. 6.1 we first review single-axis
WDD and CPDD formalism. We then give the formal definition of GWDD and show its
equivalence to CPDD. We analyze the error suppression capability of GWDD sequences
in Sec. 6.2. Specifically we 1) derive a formula to calculate the cancellation order; 2) pro-
vide a analytical procedure to calculate an upper bound on the decoupling error and 3)
illustrate the control sensitivity and give a intuitive understanding of it.
6.1 GENERAL WALSH DYNAMICAL DECOUPLING
We first review single-axis Walsh DD formalism and a recently proposed digital DD
framework called CPDD. We then generalize WDD to include multi-axis pulses such that
it protects qubit against arbitrary general decoherence. Then we establish the equiva-
lence between newly defined GWDD and CPDD. The equivalence established here will
be crucial in our later analysis on the performance of OWDD sequences.
Walsh vs. concatenated-projection DD formalism
The Walsh functions are a well-known family of binary-valued piecewise-constant
functions orthonormal over [0, 1], which may be naturally employed to describe digital
DD sequences [156, 152]. For dephasing noise, single-axis control via pi-pulses around
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(say) the x-axis suffices in the ideal case, resulting in a control propagator of the form
Uc(t) ≡ σ[x(t)+1]/2x , (6.1)
where the control switching function x(t) toggles between the values±1 at instants corre-
sponding to the applied pulse timings. Let the Walsh function of Paley order n be defined
as
Wn(x) ≡
m∏
j=1
Rj(x)
bj , x ∈ [0, 1], (6.2)
where {bj} is the binary representation of n, namely n =
∑m
j=1 bj2
j−1, and Rj(x) ≡
sgn[sin(2jpix)] is the Rademacher function, which switches between±1 with frequency 2j−1.
A WDDn sequence is then defined as the pulse sequence with switching function
x(t) = −Wn(t/T ), t ∈ [0, T ] . (6.3)
If r ≡ ∑m bm is the Hamming weight of n (hence the number of Rademacher functions
used to construct Wn(x)), the corresponding WDDn protocol achieves CO = r [152] .
For a single qubit exposed to multi-axis decoherence, Ref. [152] also defines two-axis
WDD protocols by allowing for the control propagator Uc(t) to involve two switching
functions, say, for pi-pulses along the x and y directions, with the form x(t) = Rj1Rj3 . . . Rj2r−1 ,
y(t) = Rj2Rj4 . . . Rj2r . In this way, for n = 4r − 1, the resulting WDDn protocol reproduces
concatenated DD (CDD) of level r, again achieving CO = r for this general error model
[171].
A different approach to digital DD design is provided by CPDD [31], whereby pulse
sequences are built by concatenating projection sequences. There are four such sequences,
p0 ≡ Ifτ0Ifτ0 , px ≡ Xfτ0Xfτ0 , and similarly for py and pz. Applying pu, with u ∈ {x, y, z},
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suppresses the interaction along perpendicular directions, to the first order, that is, with
corresponding EPG = O(τ 20 ||H||2) [172]. Given two pulse sequences A and B, their con-
catenation may be defined as A[B] ≡ PANA(B) . . . PA2 (B)PA1 . The new pulse sequence con-
structed in this way inherits the suppression capabilities from each of the original pulse
sequences. Concatenating a pulse sequence with p0 corresponds to simply repeating the
sequence twice.
A CPDDs sequence is then specified by an ordered string s ≡ smsm−1 . . . s1, with sj ∈
{0, x, y, z}, with each symbol labeling a projection sequence. To construct the correspond-
ing pulse sequence, projection sequences are concatenated according to the specified
string, namely,
CPDDs ≡ ps1 [. . . [psm−1 [psm ]]] . (6.4)
For example, in this notation CDDr = CPDD(xy)r .
General WDD and its equivalence to CPDD
Our first result is a generalization of multi-axis WDD beyond the existing one. Unlike
the construction in [152], we start by expressing the control propagator in terms of three
distinct switching functions:
Uc(t) = σ
[x(t)+1]/2
x σ
[y(t)+1]/2
y σ
[z(t)+1]/2
z . (6.5)
We define general WDD (GWDD) sequences as follows:
Definition 6.1 A GWDD~n sequence is specified by an integer vector consisting of three Paley
orders, ~n ≡ (nx, ny, nz), subject to the constraint
∑
u=x,y,z b
u
j ≤ 1, 1 ≤ j ≤ mu. Here, buj is the
jth digit in the binary representation of nu, where nu =
∑mu
j=1 b
u
j 2
j−1. The switching function for
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control along direction u in Eq. (6.5) is
u(t) = −WDDnu(t/T ) =
m∏
j=1
Ruj (t/T )
buj , t ∈ [0, T ], (6.6)
with m ≡ max{mx,my,mz} and buj ≡ 0 for mu < j ≤ m.
Since any pi-pulse can be obtained as the product of two pi-pulses along orthogonal di-
rections, the constraint on the coefficients buj is necessary to avoid redundant sequences,
by allowing at most one non-zero digit among all three digits at each binary location.
Clearly, the above definition recovers the one in Refs. [152, 154], where a single inte-
ger suffices to specify a two-axis WDDn, due to the assumed particular structure. For
instance, rth-order CDD corresponds to a GWDD~n with
~n =
(
2
4r − 1
4− 1 ,
4r − 1
4− 1 , 0
)
.
Here the single above-mentioned Paley order n = 4r − 1 being the sum of three Paley
orders in our definition.
Crucially, the above GWDD definition is instrumental to both establish equivalence
with the CPDD formalism, and uncover optimal GWDD sequences not accounted for
otherwise. To demonstrate the equivalence, note that each non-zero digit buj , in the bi-
nary representation of nu in a GWDD sequence, may be associated to a projection pu in
the equivalent CPDD sequence. When buj = 0 for all u ∈ {x, y, z}, we have an identity
projection p0 in CPDD. Explicitly, the following conversion rules hold:
(i) CPDD-to-GWDD. Given a CPDDs with s = smsm−1 . . . s1, calculate nu =
∑m
j=1 b
u
j 2
j−1
for u ∈ {x, y, z}, where buj = 1 if sj = u, otherwise bµj = 0. The corresponding GWDD
sequence is GWDDnx,ny ,nz .
(ii) GWDD-to-CPDD. Given a GWDDnx,ny ,nz , first convert each Paley order to its binary
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Table 6.1: Equivalence between single-axis WDD and CPDD.
WDDn CPDDs
WDD0 CPDD0 = p0
WDD1 CPDDx = px
WDD2 = WDD10 CPDDx0 = p0[px]
WDD3 = WDD11 CPDDxx = px[px]
WDD4 = WDD100 CPDDx00 = p0[p0[px]]
representation, nu = (bµmub
µ
mu−1 . . . b
u
1)2. Second, leftpad the binary representations with
zeros so that they all have the same length m. For the jth digit and u ∈ {x, y, z}, set sj = u
if buj = 1; else, if all buj = 0, set sj = 0. The corresponding CPDD sequence is CPDDs with
s = smsm−1 . . . s1.
The resulting correspondence is illustrated in Table 6.1 for single-axis sequences. For
multi-axis control, we use the so-called GA8r sequences as an example. The latter is ob-
tained from concatenation of a basic six-pulse, 2nd-order GA8 sequence, IfXfY fXfIfXfY fXf,
found by a genetic search algorithm in Ref. [163]. In the CPDD framework, GA8r =
CPDD(zyx)r . By using the above rules, we have nx = (100 . . . 100)2, ny = (010 . . . 010)2,
nz = (001 . . . 001)2. Accordingly, the corresponding GWDD sequence is GWDD~n, where
~n is given by
~n =
(
4
1− 23r
1− 23 , 2
1− 23r
1− 23 ,
1− 23r
1− 23
)
. (6.7)
6.2 PERFORMANCE ANALYSIS OF GWDD
We first give the formula of cancellation for arbitrary GWDD sequence, which is trivial
due to the equivalence between GWDD and CPDD. However, the CO itself cannot fully
characterize the decoupling error, therefore we show how to directly calculate a upper
bound on the decoupling error. Finally we observe that different orders of concatenation
will accumulate different prefactors in the decoupling error. We give a intuitive way to
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understand this control path sensitivity by considering several explicit examples.
Cancellation order
Cancellation order is a well-defined quantity to measure the decoupling ability of a
DD sequences in the weak-interaction limit. The equivalence with the CPDD formalism
makes it possible to easily obtain the CO of an arbitrary GWDD sequence. As shown in
Ref. [31] (also see Chapter 5), the CO of CPDD is given by
α = min{ry + rz, rx + rz, rx + ry} , (6.8)
where ru is the number of projections along the u-axis. From the above rules, we see
that each such projection implies a non-zero bit in the binary representation of the corre-
sponding Paley order. Therefore, the CO of GWDD is still given by the above equation,
but with {ru =
∑
j b
u
j } now being Hamming weights. It follows that GWDD/CPDD se-
quences with the same CO are highly non-unique: permuting the order of projections
will produce a different GWDD sequence, but leave the CO unchanged. Accordingly,
we may think of GWDD sequences specified by (rP(x), rP(y), rP(z)), where P ∈ S3 is any
permutation, as forming an equivalence class with respect to CO.
Upper bound on error per gate
The EPG provides an appropriate performance measure for control since it upper-
bounds the trace-norm distance between the intended and the actual final states of the
system, say,
∆(ρ0S(T ), ρS(T )) ≡ ‖ρ0S(T )− ρS(T )‖1 , (6.9)
where ρ0S(T ) = ρ
0
S(0) ≡ |ψ〉〈ψ| for DD [173, 157]. That is, ∆(ρ0S(T ), ρS(T )) ≤ ||THeffSB(T )||
independently of |ψ〉, which in turn allows us to bound experimentally accessible fideli-
139
ties as 1−∆ ≤ F ≤ √1−∆2 (here, F (ρ, |ψ〉〈ψ|) ≡ tr√√ρ |ψ〉〈ψ|√ρ ).
Thanks to the equivalence between GWDD and CPDD, we only need to calculate the
upper bound for the corresponding CPDD sequence. The geometrical picture of projec-
tions makes CPDD the natural framework to use. Specifically, we first show how the
norm of the relevant interaction Hamiltonian is renormalized by a single projection se-
quence. Since every CPDD sequence arises from concatenation of a series of projections,
we can then apply the result of a single projection recursively, to establish the desired
upper bound.
1. Bath renormalization by a single projection
Consider first the effect of a single projection sequence, say px. The resulting toggling-
frame error Hamiltonian is
H˜e(t) =

H, 0 ≤ t ≤ τ0,
XHX, τ0 ≤ t ≤ 2τ0.
(6.10)
Since H˜e(t) is a piece-wise constant function, the first three orders of the Magnus
series expansion may be easily computed as
Ω(1)e = τ0(H +XHX), (6.11)
Ω(2)e = −
i
2
τ 20 [H,XHX], (6.12)
Ω(3)e =
1
3!
τ 30 [XHX[H,XHX]]. (6.13)
By using the explicit form of H =
∑
µ=0,x,y,z σµ ⊗Bµ, together with Eq. (6.10) above,
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the first two contributions become
Ω(1)e = 2τ0(1 ⊗B0 +Bx ⊗X), (6.14)
Ω(2)e = Y ⊗ τ 20 (i[B0, By] + {Bz, Bx})
+ Z ⊗ τ 20 (i[B0, Bz] + {By, Bx}), (6.15)
with a corresponding norm
||Ω(1)e || = O(τ0(β + J)), ||Ω(2)e || = O(τ 20J(β + J)).
Although the Magnus expansion converges as long as ||H||T < pi, care is needed in
discarding higher-order terms. The norm of the third-order term is found to be
||Ω(3)e || = O(τ 30βJ(β + J)) +O(τ 30J3). (6.16)
Accordingly, it is not possible in general to ignore this contribution as it is not clear
which term in Eq. (6.16) dominates. Following the analysis in [171], we proceed by
addressing separately two limiting regimes:
(a) When J  β, we have ||Ω(1)e || = O(τ0β), ||Ω(2)2 || = O(τ0βJ) and ||Ω(i)e || =
O(τ i0β
i−1J). Therefore, we have
||Ω(1)e || < ||Ω(2)e ||  ||Ω(i≥3)e ||, (6.17)
as long as the condition βτ0  1 is obeyed.
(b) When J  β, we have ||Ω(i)e || = O(τ i0J i). Thus, the same relation given in Eq.
(6.17) holds, as long as Jτ0  1.
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In summary, when J  β or J  β, provided that τ0||H||  1, it suffices to retain
the first two orders of the Magnus expansion, giving an approximate expression for
the error action operator as
Ωe(2τ0) ≈ Ω(1)(2τ0) + Ω(2)(2τ0) (6.18)
≡ 2τ0H¯x (6.19)
= 2τ0
∑
µ=0,x,y,z
σµ ⊗Bxµ, (6.20)
where in the last equality we have defined the average Hamilton associated with px
and the relevant renormalized bath operators. From Eqs. (6.14) and (6.15), we can
read them off as
Bx0 = B0, (6.21)
Bxx = Bx,
Bxy =
τ0
2
(i[B0, By] + {Bz, Bx}),
Bxz =
τ0
2
(i[B0, Bz] + {By, Bx}).
Similar equations hold for projections along the y or z directions. When the strength
of the system-bath interaction and the pure bath dynamics are of the same order of
magnitude, J ∼ β, the calculation depends on the specific value of J and β, and
no general analytic error bound may be established. From now on, we thus assume
that the system is in either of the two regimes mentioned above.
2. Bath renormalization in an arbitrary CPDD sequence
Consider a CPDD sequence specified by an ordered string s0, with total running
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time Ts0 . Let the relevant effective Hamiltonian be denoted by H¯s0 . We now con-
struct a new CPDD sequence by concatenating it with a projection sequence, say, px,
obtaining a CPDDs0x, whose renormalized effective Hamiltonian H¯s0x we wish to
determine.
The evolution propagator of the system under the control of CPDDs0x is
X(e−iH¯
s0Ts0 )X(e−iH¯
s0Ts0 ) = e−iXe
−iH¯s0Ts0Xe−ie
−iH¯s0Ts0 .
Therefore, the toggling-frame error Hamiltonian H¯s0x(t) is still a piece-wise constant
function,
H¯s0x(t) =

H¯s0 , 0 ≤ t ≤ Ts0 ,
XH¯s0X ,Ts0 ≤ t ≤ 2Ts0 ,
which makes it possible to use the same analysis used in the previous section. Ac-
cordingly, in the two regimes where J  β or J  β, the renormalized bath opera-
tors are given by
Bs0x0 = B
s0
0 ,
Bs0xx = B
s0
x ,
Bs0xy =
Ts0
2
(
i[B0, B
s0
y ] + {Bs0z , Bs0x }
)
,
Bs0xz =
Ts0
2
(
i[B0, B
s0
z ] + {Bs0y , Bs0x }
)
, (6.22)
where Bs0µ , µ ∈ {0, x, y, z} are the effective bath operators of CPDDs0 . As we can see,
px leaves Bs0x unchanged, but renormalizes Bs0y and Bs0z to the next order. Similar
renormalization relations hold for py and pz.
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Applying standard operator-norm inequalities to the renormalized bath operators
in Eq. (6.22), in particular, ||[A,B]|| ≤ 2||A|| ||B||, ‖|A + B|| ≤ ||A|| + ||B||, and
||AB|| ≤ ||A|| ||B||, we have
||Bs0x0 || = ||Bs00 ||, ||Bs0xx || = ||Bs0x ||, (6.23a)
||Bs0xy || ≤ Ts0(β||Bs0y ||+ ||Bs0z || ||Bs0x ||), (6.23b)
||Bs0xz || ≤ Ts0(β||Bs0z ||+ ||Bs0y || ||Bs0x ||), (6.23c)
This is the main result of this section. Along with the definition of the EPG, this
yields the desired result for CPDDs,
EPG ≤ Ts
∑
u=x,y,z
||Bsu||.
Control path sensitivity
As remarked in previous section, any permutation of the order of concatenation in
building CPDD sequences will leave the CO invariant. We expect that pulse sequence
with a different control path will give different performance, since the EPG (or fidelity)
do not solely depends on the CO. In the context of GWDD, control path sensitivity may
be understood by comparing the upper bounds of the EPG generated by different control
paths. As we can see from Eq. (6.23), the EPG of CPDD sequences generated by per-
mutations of a sequence s, have the same scaling behavior on τ0, but produce different
prefactors. In this section, we first present a concrete example to demonstrate how the
information about the control path is “encoded” into the prefactors of the relevant EPG.
We then provide a more convenient way to calculate the prefactor for any GWDD/CPDD
sequences.
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• Switches in the control path are good for error suppression
The simplest non-trivial example we may consider is to compare CDD2 = CPDDxyxy
with the CPDD sequence generated by a permutation of xyxy, denoted by CDD2 =
CPDDxxyy. To simplify the calculation and to focus on prefactor, we assume the
regime β  J . Applying the renormalization given in Eq. (6.23) repeatedly, we
have for CDD2
||Bxyxyx || ≤ 23 · 21τ 20β2J, (6.24)
||Bxyxyy || ≤ 22 · 20τ 20β2J, (6.25)
where at each step we only keep the leading-order terms. The bound for ||Bz|| is
always higher order than the other two directions since both px and py suppress
Bz. In the above equations we also see explicitly how the prefactors are accumu-
lated. Similarly, for CDD2, we apply Eq. (6.23) repeatedly but with a different order,
obtaining
||Bxxyyx || ≤ 23 · 22τ 20β2J, (6.26)
||Bxxyyy || ≤ 21 · 20τ 20β2J. (6.27)
As we can see, the upper bounds of CDD2 and CDD2 have the same scaling over τ0,
consistent with the fact that both of them achieve CO = 2. However, CDD2 has a
smaller prefactor than CDD2:
EPGxyxy ≤ 20 τ 20β2JT (6.28)
EPGxxyy ≤ 34 τ 20β2JT. (6.29)
This can be qualitatively explained as follows. When px is applied, the upper bound
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for ||By|| will start to accumulate a prefactor. If we continue applying px, like in
CDD, the prefactor for ||By|| will grow exponentially since the length of the se-
quence is exponentially increasing. However, if the direction of the projection se-
quence is changed at a certain point, say to py, then the prefactor for ||By|| will
stop increasing. Therefore, CPDD sequences, with a large number of switches in
the direction of the corresponding projections, tend to have lower error and better
performance. For sufficiently large CO we may write
EPGCDDα ≤ 2α2(τ0β)αJT, (6.30)
EPGCDDα ≤ 2 12 (3α2−α)(τ0β)αJT. (6.31)
The above conclusions remain unchanged if we work in the opposite regime, β  J ,
since the prefactor only depends on the order of concatenations.
• Calculating prefactors for GWDD/CPDD sequences
The method we described above to calculate the prefactors for GWDD sequences
relies upon the geometric picture of CPDD. However, the calculation is tedious, es-
pecially for long pulse sequences. Here we present an alternative method to directly
calculate the prefactor for any GWDD/CPDD sequence.
Consider a pulse sequence CPDDs. Then:
1. Define s′ to be the sequence of letters in the reverse order of s, namely, s′ ≡
s1 . . . sm. Construct a 3 × |s| matrix, denoted by L, according to the following
rule:
Lµj ≡

1, if sj = µ
0, otherwise
. (6.32)
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where we use µ ∈ {x, y, z} to label the 1st, the 2nd and the 3rd row of L.
2. The prefactor in the upper bound on ||Bsµ|| is then given by
|s|∏
j=1
L¯µj 6=0
L¯µj2j−1 , (6.33)
where the matrix L¯ is the logical negation of L.
3. If we assume β  J and ignore higher-order contributions, we have the fol-
lowing upper bound
||Bsµ|| ≤
 |s|∏
j=1
L¯µj 6=0
L¯µj2j−1
 (τ0β)∑|s|k=1 L¯µkJ . (6.34)
We illustrate the above procedure by considering a simple example, namely, the sec-
ond level of OWDD sequences, CPDDxyz. From the definition of CPDD sequence,
s′ = xyz, hence the matrix L is given by
s′ x y z

x 1 0 0
y 0 1 0
z 0 0 1
.
Here, the row indexes represent different directions while the column indexes are
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specified by s′. Applying Eq. (6.33) and Eq. (6.34), and assuming β  J , we get
||Bxyzx || ≤ 22 · 21(τ0β)2J,
||Bxyzy || ≤ 22 · 20(τ0β)2J,
||Bxyzz || ≤ 21 · 20(τ0β)2J.
6.3 OPTIMAL WALSH DYNAMICAL DECOUPLING
Since the resources in the real control experiment are always limited, pulse sequences
which achieve high performance with few applied pulses are practically important. In
this section we identity optimal sequences within OWDD framework. We also analyze its
performance and show its superiority over well-know digital DD scheme.
Definition of OWDD
In the presence of a realistic constraint, τ0 > 0, achieving higher CO comes at the price
of either increasing the total number of pulses N for fixed storage time T — until the
maximum CO compatible with the constraints is accommodated; or of increasing both N
and T — until perturbative error suppression breaks down and, again, a maximum CO
is reached beyond which no further improvement occur [155]. This motivates defining
optimal WDD (OWDD) sequences by demanding that they guarantee a desired CO with
minimum pulse number or, equivalently, minimum number of time slots, NT , each slot
having duration τ0. Within single-axis WDD, CDD sequences are provably optimal [152].
However, this is no longer true for multi-axis GWDD. The optimal GWDD can be inferred
from the CPDD framework.
Definition 6.2 For CO = α, let α = ±1 denote the parity of α. Then, all GWDD~n satisfying the
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Table 6.2: Number of control time slots and applied pulses for OWDD vs. CDD
OWDD CDD
CO (nx, ny, nz) NT N (nx, ny, nz) NT N
1 (2,1,0) 4 4 (2,1,0) 4 4
2 (4,2,1) 8 6 (10,5,0) 16 14
3 (18,5,4) 32 32 (42,21,0) 64 60
4 (36,18,9) 64 42 (170,85,0) 256 238
following two conditions are optimal and define an equivalence class referred to as OWDDα:
∑
u=x,y,z
buj = 1, 1 ≤ j ≤ m, (6.35)
(rP(x), rP(y), rP(z)) =
1
2
(α− α, α + α, α + α) . (6.36)
Eq. (6.35) ensures that the pulse sequence does not expend any pulse on repetition,
whilst Eq. (6.36) gives the Hamming weights (number of projections) needed to suppress
decoherence up to the required CO. From the equivalence between CPDD and GWDD,
and the analysis in Ref. [31], it follows that OWDDα uses a number of time slots given by
log2(NT ) =
1
2
(3α + α) . A comparison between OWDDα and CDDα is included in Table
??. If the CO is sufficiently large, OWDDα is exponentially more efficient than CDD, since
NOWDDαT /N
CDDα
T ≈ 2
3
2
α/22α = 2−α/2 . (6.37)
Performance analysis
Since for each α there is an equivalence class of OWDDα sequences, and the fact that
different control paths result different error suppression ability, we need to choose specific
OWDD sequences before trying to evaluate their performance.
Inspired by the analysis in Sec. 6.2.3, we consider OWDD sequences with the maxi-
mum number of switches, OWDDhα ≡ {CPDDxy, CPDDxyz, CPDDxyzxy, CPDD(xyz)2 , ...},
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as well as sequences where this number is minimized and the lattice-path trajectory has
long straight segments: OWDDlα ≡ {CPDDxy,CPDDxyz, CPDDxxyyz, CPDDx2y2z2 , ...} for
α = 1, 2, 3, 4. The first two orders of OWDD sequences are the same for any choice of
OWDD. Thus, in order to illustrate the control path sensitivity, below we explicitly calcu-
late the upper bound of EPG for the next two levels of OWDDh and OWDDl, correspond-
ing to CO = 3, 4, respectively.
To calculate the upper bound for OWDDh3 = CPDDxyzxy, we first write down the L
matrix according to Eq.(6.32),
L =

1 0 0 1 0
0 1 0 0 1
0 0 1 0 0
 . (6.38)
Calculate its negation L¯ and then the upper bound according to Eq.(6.34):
||Bxyzxyx || ≤ 24 · 22 · 21(τ0β)3J,
||Bxyzxyy || ≤ 23 · 22 · 20(τ0β)3J,
||Bxyzxyz || ≤ 24 · 23 · 21 · 20(τ0β)4J.
By discarding the higher-order contribution from ||Bz||, we have EPGOWDDh3 ≤ 5·25(τ0β)3JT ,
where T = 25τ0. Following the same procedure for OWDDh4 , we have
||Bxyzxyzx || ≤ 25 · 24 · 22 · 21(τ0β)4J,
||Bxyzxyzy || ≤ 25 · 23 · 22 · 20(τ0β)4J,
||Bxyzxyzz || ≤ 24 · 23 · 21 · 20(τ0β)4J,
the EPG is dominated by the x direction and we have EPGOWDD
h
4 ≤ 212 (τ0β)4JT , with
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T = 26τ0.
Now we calculate the upper bounds for OWDDlα. To calculate the upper bound of
OWDDl3, we write down the Lmatrix first, namely,
L =

1 1 0 0 0
0 0 1 1 0
0 0 0 0 1
 . (6.39)
Then the upper bounds of bath operators are given by Eq. (6.34),
||Bxxyyzx || ≤ 24 · 23 · 22(τ0β)3J,
||Bxxyyzy || ≤ 24 · 21 · 20(τ0β)3J,
||Bxxyyzz || ≤ 23 · 22 · 21 · 20(τ0β)4J.
Therefore, EPGOWDD
l
3 ≤ 24 · 25(τ0β)3JT , with T = 25τ0. Similarly, the upper bounds for
OWDDl4 are given by
||Bxxyyzzx || ≤ 25 · 24 · 23 · 22(τ0β)4J,
||Bxxyyzzy || ≤ 25 · 24 · 21 · 20(τ0β)4J,
||Bxxyyzzz || ≤ 23 · 22 · 21 · 20(τ0β)4J,
whereby EPGOWDD
l
4 ≤ 214 (τ0β)4JT , with T = 26τ0.
As one can see from the above calculations, at CO = 3 the EPG upper bound of
OWDDh is about 3.2 times smaller than the one for OWDDl, and becomes four times
smaller at CO = 4. Therefore, an increasingly larger benefit is expected also in terms
of fidelity from using OWDDh with larger CO. Geometrically, if one visualizes the im-
plemented sequence of projections in terms of a lattice path starting at the origin in
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Figure 6.1: Fidelity loss vs. NT for two choices of OWDDα protocols with same CO and
CDD. The shaded area marks the performance spread expected for all OWDDα protocols
in the same equivalence class. A toy model consisting of three bath spins is used, with
an initial joint state of the form |Ψ〉SB ≡ |ψ〉 ⊗ |z1z2z3〉, where |ψ〉 is a random qubit state
and each bath spin is randomly chosen over zi ∈ {0, 1}. Results are averaged over 500
realizations. We choose parameters β = 10kHz, J = 1MHz, and τ0 = 0.1µs, suitable for
qualitatively describing GaAs quantum dots [175].
N3, OWDDh maximizes the number of switches in direction as compared to OWDDl.
That avoiding control path repetitions is generally useful in slowing down coherent error
build-up, has been emphasized in the context of randomized DD design [174], and we
conjecture that a similar intuition may be key for further optimizing OWDD against path
variations.
We conclude by comparing in Fig. 6.1 the performance of OWDD and CDD directly
in terms of average fidelity loss, by resorting to an exact numerical simulation of a low-
dimensional spin-bath model, which mimics the basic features of hyperfine-induced de-
coherence of an electron spin qubit in a quantum dot [176, 175]. The bath operators are
Bµ =
∑
i 6=j
∑
α,β
cµαβ(σ
α
i ⊗ σβj ) , (6.40)
where i, j index the bath qubits, µ, α, β ∈ {0, x, y, z}, and cµαβ are uniformly random cou-
pling constants in [0, 1] . We assume a fixed minimum pulse interval τ0 = 0.1µs. At large
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NT , the performance tends to plateau (or even deteriorate) due to the fact that conver-
gence breaks down for long T . In addition, the fact that OWDD2 underperforms CDD2
in this simulation may be accounted for by the effect of the prefactor (see Sec. 6.2.3). Re-
markably, if OWDDhα is used, comparable performance to CDDα is found for smaller NT ,
whereas for same NT , the fidelity of OWDD can be higher than the one of CDD by up to
two orders of magnitude.
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APPENDIX A
Minimum Output-entropy Conjectures
A.1 INTRODUCTION
The first capacity of bosonic channel solved exactly is the classical capacity of the pure-
loss channel [177]. In this case none of MOE conjectures is needed, or put in other word,
the MOE conjecture for pure-loss channel is trivial to prove, due to the fact that pure-loss
channel preserves the vacuum state. Later the same authors realized that to prove the
capacity for thermal channel, it requires a non-trivial inequality and they formally called
it the MOE conjecture [121]. This conjecture states that it is the vacuum state that mini-
mize the output entropy. Although intuitive as it seems, it takes ten years to prove this
conjecture for all multi-mode phase-insensitive Gaussian channels [106]. In 2007, Guha
and Shapiro showed that the proof of capacity for broadcast channel requires a MOE with
constraint on the input entropy [102]. Later, Wilde et al showed that the triple trade-off
capacity of pure-loss channel can be solved if the aforementioned MOE conjecture is true
[178]. With recently development of the majorization techniques [179, 119], De Palma et
al. proved this MOE conjecture for single-mode pure-loss channel. However, this result
is not enough to solve the broadcast and triple trade-off capacity for pure-loss channel,
since we always need a multi-mode MOE conjecture to be true in the converse proof due
to the regularization issue. Later De Palma et al. generalized his result to all single-mode
gauge-covariant channels [103]. Together with Guha and Wilde, I generalized this result
to gauge-contravariant Gaussian channels [30] and thus solved the triple trade-off capac-
ity and broadcast capacity for quantum-limited amplifier channels [29]. Our work is the
first application of the constrained version of MOE conjecture.
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A.2 MINIMUM OUTPUT-ENTROPY CONJECTURES
Von Neumann entropy characterizes the chaos or the noisiness of the corresponding
quantum state. Therefore, the minimum output-entropy of a quantum channel measures
the minimal amount of noise it injects, which directly relates to upper bound on chan-
nel capacities. This is the reason why MOE conjectures are so important in the converse
proofs. Here we separate MOE conjectures into two classes depending on if there is a
constraint on the input entropy. Therefore the numbering of MOE conjectures is different
from those used in [180] and [30]. There, different MOE conjectures are sometimes clas-
sified by the existence of constraint and sometimes classified by the environment state
(vacuum or thermal noise). Although the ordering in [102, 30] agrees with the historical
development, the logic underneath is not satisfying. At the last we will briefly mention
the entropy photon-number inequality (EPnI) [124], which subsumes all MOE conjectures
and is considered as the holy grail in this topic.
The most elementary communication protocol in quantum Shannon theory is the clas-
sical communication over quantum channels. The capacity in this case is given by the
regularization of the Holevo information of the channel
C(N ) = lim
k→
1
k
χ(N⊗k), (A.1)
where
χ(N ) = max
ρA:Tr{HˆρA}≤NS
{
H(
∑
x
p(x)ρBx )−
∑
x
p(x)H(ρBx )
}
. (A.2)
Here ρx = N (ψx) and ρA =
∑
x p(x)ψ
A
x .
It turns out that to calculate above capacity for phase-insensitive Gaussian channels,
we need the following MOE theorem (since it has been proved):
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Theorem A.1 ([106]) Consider a n-mode phase insensitive Gaussian channelN⊗nA→B. The output
von Neumann entropy H(N⊗n(ρAn)) is minimized when ρAn is the n-mode vacuum state:
min
ρ
H(N⊗n(ρAn)) = nH(N (|0〉〈0|)). (A.3)
For details of the proof please refer to [106]. Here I would like to illustrate how to use this
MOE theorem to prove the classical capacity of a thermal channel. A thermal channel is
given by the transformation
bˆ =
√
ηaˆ+
√
1− ηeˆ , (A.4)
and the environment is a thermal state with mean photon number NB. Here aˆ, bˆ, eˆ are
the annihilation operators of the input, output, and environment systems. We assume the
input power is upper bounded byNS . As we mentioned earlier, the first part of a capacity
proof is to guess a good input ensemble {p(x), ψx}. Usually a good choice is the coherent
states with complex Gaussian distribution,
{ 1
piNS
e−|α|
2/2NS , |α〉} . (A.5)
It is not difficult to verify that the average input state is a thermal state with mean photon
NS . Therefore, we have the following lower bound on the energy-constrained capacity
C(N ) ≥ g(ηNS + (1− η)NB)−
∫
dα2H(N (D(α)|0〉〈0|D†(α))) (A.6)
= g(ηNS + (1− η)NB)−
∫
dα2H(D(
√
ηα)(N|0〉〈0|)D†(√ηα)) (A.7)
= g(ηNS + (1− η)NB)− g((1− η)NB) . (A.8)
The first step follows from that fact that an input thermal state with mean photon number
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NS is transformed to an output thermal state with mean photon number ηNS + (1− η)NB
by the thermal channel. The first equality follows from the covariance of thermal channel.
The last equality follows from the fact that entropy is invariant under unitaries.
Now comes the converse part. We need to consider the Holevo information of n-
mode thermal channel. Since the mean photon number of the output state is at most
n(ηNS + (1− η)NB), we know the corresponding tensor product thermal state maximizes
the entropy H(N (ρAn)),
H(N (ρAn)) ≤ ng(ηNS + (1− η)NB) . (A.9)
Now from the MOE Theorem A.1 we know that
H(N⊗n(ρAn)) ≥ H(N⊗n(|0〉〈0|⊗n)) (A.10)
= ng((1− η)NB) . (A.11)
Together we have the following upper bound
C(N⊗n) ≤ ng(ηNS + (1− η)NB)− ng((1− η)NB) . (A.12)
Combining with the lower bound we prove the following capacity for the thermal chan-
nel,
C(N ) = g(ηNS + (1− η)NB)− g((1− η)NB) . (A.13)
As we can see, the MOE theorem is essential for proving the converse part. Similarly,
applying Theorem A.1 to other phase-insensitive Gaussian channels, we can get the cor-
responding classical capacities [106].
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Conjecture A.2 Consider an n-mode phase insensitive Gaussian channel N⊗nA→B. For any in-
put state ρAn such that H(ρAn) ≥ nH0. The output von Neumann entropy H(N⊗n(ρAn)) is
minimized when ρAn is the tensor product of n thermal states, each with mean photon number
g−1(H0):
min
ρ:H(ρ)≥nH0
H(N⊗n(ρAn)) = nH(N (ρth)). (A.14)
Here ρth is a thermal state such that Tr{Hˆρth} = g−1(H0).
It is straightforward to see that Conjecture A.2 subsumes Theorem A.1 as a special case if
it were true. Recently de Palma et al [103] proved Conjecture A.2 for single-mode gauge-
covariant Gaussian channels, and we generalized their results to gauge-contravariant
Gaussian channels, and thus completing the proof of Conjecture A.2 for n = 1. The n-
mode MOE conjecture seems difficult to prove since it involves sorts of additivity of the
output-entropy. So far, the only application of the single-mode theorem is our work on
quantum-limited amplifier channels [29] (see Chapter 3).
Here we would like to briefly mention a more general form of the MOE conjectures.
In his breakthrough paper ‘A mathematical theory of communication’ [181], Shannon not
only laid down the foundation of communication theory, but also proved an elegant and
fundamental inequality:
Theorem A.3 (Entropy power inequality (EPI)) Let X and Y be two statistically indepen-
dent, n dimensional, real-valued random vectors. Denote h(X) and h(Y) to be their differential
entropies. Consider the following convex combination
Z =
√
λX +
√
1− λY , (A.15)
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with 0 ≤ λ ≤ 1. In other word, the distribution of Z is given by
pZ(z) =
∫
dxpX(x)pY
(
z−√λx√
1− λ
)
. (A.16)
Then the following inequality is true
e2h(Z)/n ≥ λe2h(X)/n + (1− λ)e2h(Y)/n . (A.17)
In the above theorem, the quantity e2h(X)/2pie is called the entropy power of a 1D ran-
dom variable. The term ‘power’ comes from the fact that e2h(X)/2pie = 〈X2〉 when X
is a Gaussian variable. Therefore, the entropy power of a random variable is the mean-
squared value of another variable which has the same entropy. The equality holds only
when both X and Y are i.i.d. Gaussian distributed. The EPI has found many applications
in converse theorem for additive Gaussian noise channels in both single and multi-user
scenarios.
To seek a suitable form of EPI for bosonic system, we need first to figure out what is
the correct analog of entropy power. It turns out that, for a n-mode density operator ρ,
one natural analog of the entropy power for continuous random variable is the entropy
photon number:
N(ρ) ≡ g−1(H(ρ)/n) . (A.18)
Therefore the entropy photon number of a bosonic state is equal to the mean photon num-
ber of the thermal state whose tensor product has the same entropy. Here the thermal state
takes over the role of Gaussian distribution in EPI. Considering the specialty of thermal
states in MOE Conjecture A.2, the entropy photon number is reasonable to be a natural
choice. This point is clear after we give the formal conjecture of entropy photon-number
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inequality (EPnI).
Conjecture A.4 (EPnI-1) Let aˆ and bˆ be vectors of photon annihilation operators for 2n modes.
Consider the following beam-splitter-like transformation with 0 ≤ η ≤ 1,
cˆ =
√
η aˆ +
√
1− η bˆ . (A.19)
Then the following is true
g−1(H(ρCn)/n) ≥ ηg−1(H(ρAn)/n) + (1− η)g−1(H(ρBn)/n) , (A.20)
for arbitrary input states ρAn and ρBn .
Consider the special case when the input B is a thermal state with mean photon number
NB; then the transformation becomes a thermal channel from A to C. Assume H(ρAn) ≥
nH0 and from Conjecture A.4 we should have
g−1(H(ρCn)/n) ≥ ηg−1(H(ρAn)/n) + (1− η)NB (A.21)
≥ ηg−1(H0) + (1− η)NB , (A.22)
which is equivalent to
H(N⊗n(ρAn)) ≥ ng
(
ηg−1(H0) + (1− η)NB
)
(A.23)
= nH(N (ρth)), (A.24)
where ρth is a thermal state with mean photon number g−1(H0). Therefore we correctly
reduce the EPnI to the MOE Conjecture A.2.
Since phase-insensitive Gaussian channels include both beam-splitters and amplifiers,
we can have another EPnI conjecture for the amplifiers:
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Conjecture A.5 (EPnI-2) Let aˆ and bˆ be vectors of photon annihilation operators for 2n modes.
Consider the following Bogoliubov transformation with κ > 1,
cˆ =
√
κ aˆ +
√
κ− 1 bˆ† . (A.25)
Then the following is true
g−1(H(ρCn)/n) ≥ κg−1(H(ρAn)/n) + (κ− 1)[g−1(H(ρBn)/n) + 1] , (A.26)
for arbitrary input states ρAn and ρBn .
It’s not difficult to observe that this conjecture reduces to Conjecture A.2 for amplifier
channels when one of the input state is thermal state. We can actually have another EPnI
for the gauge-contravariant channels but we will stop here.
It worth to mention that, there is indeed a quantum EPI for bosonic system which was
proposed and has been proved [182, 126]:
Theorem A.6 (qEPI) Let aˆ and bˆ be vectors of photon annihilation operators for 2nmodes. Con-
sider the following beam-splitter-like transformation with 0 ≤ η ≤ 1,
cˆ =
√
η aˆ +
√
1− η bˆ . (A.27)
Then the following is true
exp(H(ρCn)/n) ≥ η exp(H(ρAn)/n) + (1− η) exp(H(ρBn)/n) , (A.28)
for arbitrary input states ρAn and ρBn .
The proof follows a quantum generalization of the proof for classical EPI. Surprisingly
the multi-mode seems not to be a issue at all in their proof but merely a parameter [182,
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Figure A.1: Comparison between qEPI and EPnI (adopted from Ref. [126]).Set the input
state atB system to vacuum so we have a pure-loss channel. We fix the entropic constraint
on A to be H0 = 0.5, 1, 1.5 The qEPI becomes S(ρC) ≥ ln[ηeH0 + 1− η] which is plotted in
dotted lines. The lower bound achieved by the thermal input state at A is plotted in solid
lines. The green area shows the tiny difference. This difference become negligible when
H0 is large.
126]. Although the qEPI does not reduce to MOE conjectures in special cases, authors in
Ref. [126] shows that the difference between the lower bound given by the qEPI and those
by EPnI is small, as we showed in Fig. A.1.
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APPENDIX B
Extra Results For Chapter 3
B.1 TWO PROPERTIES OF g(x)
We first recall a property of the function
g(x) = (x+ 1) log2(x+ 1)− x log2 x, (B.1)
which is helpful for our converse proofs. Recall that g(x) is equal to the entropy of a
thermal state with mean photon number x.
Theorem B.1 (Theorem A.3 of [180]) Given q ∈ [0, 1] a probability distribution pX(x) and
non-negative real numbers {yx : 1 ≤ x ≤ n}, if
n∑
x=1
pX(x)g(yx) = g(y0) , (B.2)
then the following inequality holds for C ≥ 0:
n∑
x=1
pX(x)g(qyx + C) ≥ g(qy0 + C) . (B.3)
As mentioned above, the above inequality is Theorem A.3 in Appendix C of [180].
Observe that Ref. [180] proved the inequality for pX(x) set to the uniform distribution.
However, the argument there only relies on concavity of g(x) and thus applies to an arbi-
trary distribution, as discussed later in [99].
Due to the requirement that q ∈ [0, 1], Theorem B.1 is not useful for the quantum
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amplifier channel given that its amplifier gain κ > 1. To resolve this problem, we prove
another property of g(x):
Theorem B.2 Given q ∈ (1,+∞), a probability distribution pX(x) and non-negative real num-
bers {yx : 1 ≤ x ≤ n}, if
n∑
x=1
pX(x)g(yx) = g(y0), (B.4)
then
n∑
x=1
pX(x)g(qyx + q − 1) ≥ g(qy0 + q − 1) . (B.5)
Proof. The original proof of Theorem B.1 depends on the following inequality:
log2
(
1 +
1
qx+ C
)
(qx+ C)(1 + qx+ C) ≥ log2
(
1 +
1
x
)
qx(1 + x) , (B.6)
which holds for q ∈ [0, 1], x ≥ 0, and C ≥ 0. When considering q > 1, the above inequality
does not generally hold. However, we can prove that it is true for C = q− 1. Substituting
C = q − 1 in (B.6), we need to show that
(q(1 + x)− 1) log2
q(1 + x)
q(1 + x)− 1 ≥ x log2
1 + x
x
. (B.7)
Defining h(x) = x ln x+1
x
, then we can see that the above inequality is equivalent to the
following one:
h(q(1 + x)− 1) ≥ h(x) . (B.8)
But
lim
x→0
h(x) = lim
t→+∞
ln(1 + t)
t
= lim
t→+∞
1
1 + t
= 0 , (B.9)
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by L’Hospital’s rule, and
h′(x) = ln
(
1 +
1
x
)
− 1
1 + x
. (B.10)
Since h′(0) = +∞, h′(+∞) = 0, and h′′(x) = −1/x(1 + x)2, we have
h′(x) ≥ 0 , (B.11)
for x ≥ 0, and the function h(x) is non-negative and monotonically increasing for non-
negative x. Now since q(1 + x)− 1− x = (1 + x)(q − 1) ≥ 0, we find that
h(q(1 + x)− 1) ≥ h(x) . (B.12)
This concludes the proof.
B.2 COHERENT-DETECTION SCHEMES
Although we have shown that (3.39)–(3.40) is achievable by using coherent-state en-
coding with a Gaussian distribution, implicitly we have also assumed that it is achieved
by some fully quantum measurement scheme. If the two receivers use classical coherent
detection instead, the problem reduces to a classical broadcast channel with Gaussian ad-
ditive noise. We expect such schemes to be outperformed by those achieved with a fully
quantum measurement.
One way to calculate the capacity region of the classical degradable broadcast channel
is to use the formula from [114] with the same distribution as in (3.41). Another easier
way is to first calculate the capacity of each classical channel to Bob and Charlie. Since
each channel is Gaussian with additive noise, each capacity should have the following
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form:
C ≡ C(snr) = 1
2
log2(1 + snrB/C) , (B.13)
where snrB/C is the signal-to-noise ratio of the channel A → B/C. Then we can use
known results [118, 71] to directly get the capacity region for broadcast channel,
RB ≤ C(λsnrB),
RC ≤ C
(
(1− λ)snrC
λsnrC + 1
)
. (B.14)
For Bob, the channel could be modeled by the following transformation:
B =
√
κA+ Z . (B.15)
If homodyne detection is employed, Bob is measuring one of the quadratures and B, A,
and Z are scalar Gaussian random variables. The noise Z has distribution Z ∼ N(0, 1
4
+
1
2
κ¯), where the variance comes from both the vacuum itself and the thermal noise gener-
ated from the vacuum [183]. The capacity of the classical Gaussian channel is achieved
by input with distribution A ∼ N(0, NS), and therefore we have
snrB =
κNS
1
4
(1 + 2κ¯)
. (B.16)
When heterodyne detection is used, B, A, and Z are complex Gaussian random variables.
The real part of the noise has distribution <(Z) ∼ N(0, 1
2
+ 1
2
κ¯) and the same for the
imaginary part [183]. The optimal input distribution for each part is <(A) ∼ N(0, NS/2)
and Im(A) ∼ N(0, NS/2) since the total input power is NS . Thus for heterodyne detection
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we have
snrB =
κNS
(1 + κ¯)
= NS. (B.17)
Notice that we need to multiply the capacity formula by a factor of two, to take into
account the contribution from each part of the complex variable. The channel to Charlie
is modeled by
C =
√
κ¯A+ Z , (B.18)
and all the analysis above for Bob still holds. We can write the capacity of each classical
channel achieved by coherent detection in a unified way as
CA→B = ξ log2
(
1 +
κNS
ξ(ξ + κ¯)
)
, (B.19)
CA→C = ξ log2
(
1 +
κ¯NS
ξ(ξ + κ¯)
)
, (B.20)
where ξ = 1
2
for homodyne detection and ξ = 1 for heterodyne detection.
Now using (B.14), we find the capacity region of coherent detection:
RB ≤ ξ log2
(
1 +
λκNS
ξ(ξ + κ¯)
)
, (B.21)
RC ≤ ξ log2
(
1 +
(1− λ)κ¯NS
ξ(ξ + κ¯) + λκ¯NS
)
, (B.22)
thus giving (3.66).
B.3 UPPER BOUND FOR TRADE-OFF CAPACITY REGION OF THE PURE-LOSS CHANNEL
The capacity region for the information trade-off over a pure-loss channel has been
given in [98], provided that a multi-mode minimum output-entropy conjecture is true.
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Although the multi-mode conjecture has not been proved yet, the recently proved quan-
tum EPI (qEPI) can give a good upper bound [126, 182], holding for η ∈ [1/2, 1]. The qEPI
is a direct translation of the classical EPI and is as follows:
2H(ρB)/n ≥ λA2H(ρA)/n + λE2H(ρE)/n , (B.23)
where ρA is the input of one beamsplitter port, ρE is the input of the other beamsplitter
port, ρB is the output of one port, and λA = η, λE = 1 − η for a pure-loss channel with
transmissivity η.
When we consider the case when the environment is in the vacuum state, we have
H(ρE) = 0 and the following bound holds
H(ρB)/n ≥ log2(η2H(ρA)/n + 1− η) . (B.24)
We will use this lower bound in what follows.
Recall the development in Eqs. (60)–(76) of [99]. Picking up from there, we have that
∑
x
pX(x)H(ρx) = ng(λ
′NS) , (B.25)
∑
x
pX(x)H(N (ρx)) = ng(ληNS) , (B.26)
where λ′, λ ∈ [0, 1]. Now instead of invoking the minimum output-entropy conjecture for
a pure-loss channel, we use the lower bound given by the multi-mode qEPI in (B.24):
g(ληNS) ≥
∑
x
pX(x) log2(η2
g(λ′xNS,x) + 1− η) ,
≥ log2(η2g(λ
′NS) + 1− η) . (B.27)
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The last inequality follows from the fact that f(x) = log2(η2x + 1 − η) is convex, and we
have also used the equality
∑
x pX(x)g(λ
′
xNS,x) = g(λ
′NS). Rewriting this, we find that
∑
x
pX(x)H(ρx)
= ng(λ′NS) (B.28)
≤ n log2
[
1
η
(
2g(ληNS) − (1− η)] , (B.29)
which replaces Eq. (60) in Ref. [99].
The lower bound given in Eq. (63) of [99] will be replaced by a new lower bound found
by invoking the qEPI. Using (B.24) for a pure-loss channel with η′ = (1 − η)/η, we find
that
∑
x
pX(x)H(N c(ρx))
≥
∑
x
pX(x)n log2(η
′2g(ηλxNS,x) + 1− η′) (B.30)
≥ n log2(η′2
∑
x p(x)g(ηλxNS,x) + 1− η′) (B.31)
= n log2
(
1− η
η
2g(ηλNS+1−η) +
2η − 1
η
)
. (B.32)
The two inequalities follow by invoking the qEPI and convexity of f(x) as defined and
used previously. In the last step, we have used
∑
x pX(x)g(ηλxNS,x) = g(ληNS).
In summary, an upper bound for the trade-off capacity region of the pure-loss channel,
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derived from the qEPI, follows from the inequalities below:
1
n
H(N⊗n(ρ)) ≤ g(ηNS) ,
1
n
∑
x
pX(x)H(ρx) ≤ log2
[
1
η
(
2g(ληNS) − (1− η))] ,
1
n
∑
x
pX(x)H(N⊗n(ρx)) ≤ g(ηλNS) ,
1
n
∑
x
pX(x)H((N c)⊗n(ρx)) ≥ log2
[
1− η
η
2g(ληNS) +
2η − 1
η
]
. (B.33)
For the broadcast capacity region of a pure-loss channel, the upper bound is given in
Sec. IV.C of [126].
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