I. Introduction
The equation P(X)=A, where P(X) is a polynomial in X with scalar coefficients and A is a square matrix of order n, has received the attention of various writers. Perhaps the first to deal with the solution of such an equation of degree greater than the first was Cayley in his Memoir on the theory of matrices, f He there gave a solution for the equation L = M112, where M was a known matrix of order two or of order three. The theory expounded in the remarkable memoirs of Cayley was further developed by Sylvester ;f he gave a general solution of the equation XP=A, but he did not give the deductions that led him to his results, nor did he discuss the conditions under which his solution applies.
He asserted that the solutions of Xp =A are p* in number, where p is the number of distinct roots of the characteristic equation of A. The statement is correct for the kind of solutions he gave, namely, those expressible as polynomials in the given matrix. He recognized the existence of solutions not so expressible in case XP=I, where / is the identical matrix, and later treated this particular case separately. § In an article|| which appeared in 1883, he called attention to the relationship of quaternions to matrices of the second order and gave a definition of the four units of quaternions in terms of matrices ; and from then on he took up the discussion of quadratic equations in quaternions.!
The work of Sylvester advanced the subject considerably; but the increased interest in mathematical foundations and in logical rigor led to new treatments of some of his problems; the principal contributions to the algebra of matrices from the modern point of view were made by Frobenius. His solution of the binomial equation,* X2=A, where A is a non-singular square matrix, has found its way into modern textbooks.f DicksonJ gives practically the same solution extended to any degree in X. Frobenius stated that his solution may readily be extended to apply when A is a singular matrix, but how this can be done is not clear from his discussion and apparently has never been accomplished by his method. The solutions of Frobenius are p* in number and are expressible as polynomials in the given matrix; in both these respects his results agree with those of Sylvester.
The introduction of the Weierstrass § elementary divisors opened a new mode of attack upon the problems we are considering here. This was employed by Kreis|| in his general solution of the equation P(X) =A deñned above, for which he gave solutions that are expressible as polynomials in the given matrix; his results are expressed in terms of the Weierstrass elementary divisors and associated normal forms.
Later heli treated the binomial equation Xp = A separately and gave a criterion for the existence of solutions when A is non-singular or singular. A course similar to that of Kreis was followed by Cecioni,** who solved the equation Xp=A, but not the more general equation, P(X) =A. Cecioni calls the solutions formed by Frobenius "soluzioni singolari" and says that these and only these can be expressed as linear aggregates of powers of the given matrix; he gives a criterion by means of which one should be able to determine the existence of such solutions. In this, however, he seems to have been led into an error as will be pointed out later. He further considers the possible solutions in a field F which contains the elements of A. The paper of Cecioni, like those of Kreis, is very difficult to read because of the difficulties involved by the use of elementary divisors.
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The present paper will give such solutions of the equation P(X) =A as are expressible as polynomials in A, and a criterion for the existence of such solutions will be established.
The method here to be developed has an advantage over that of Frobenius, in that it applies as well in certain cases where A is singular and is not restricted to the binomial equation. It is based upon the given equation and the polynomial ^(X), for which $(A) =0, which may or may not be the equation of lowest degree satisfied by A. The use of infinite expansions such as were used by Frobenius and others is entirely avoided, thus removing the doubt which must arise when that method is used, in as much as a series in a given matrix may not be convergent when it is convergent for scalar quantitites. However, the method does not give all the solutions that may occur when there exists an equation ip(A) =0 of degree lower than the order of A. This fact was pointed out by Sylvester and becomes evident if we regard the equation P(X)=kI; the solutions of this equation expressible as polynomials in I must necessarily have the form X=al, where a is a root of the equation P(X) =k, whereas other solutions are known to exist according to the results of Kreis and Cecioni cited above.
Frobenius* gave two theorems that are closely related to Theorem II of the present paper but they cannot be used to prove the existence of a solution for the equationP(X) =A. At any rate Frobenius did not refer to them when he solved the equation X2=A, even though the theorems were published previous to the appearance of his solution of this equation.
II. Preliminary theorems
Theorem I. // ^(X) is a polynomial of degree m> 1 in X, and the distinct roots of ^(X) =0 are a,-, j = 1, 2, • • • , s^jf P(X) is a polynomial in X of degree P>1, whose leading coefficient is unity and whose constant term is zero; and if the equation P(X)-o:, = 0 has at least one simple root for each otj,j = 1,2, • • • ,s, which is amultiple root of ^(X) =0; then polynomials <£<(X), i = 1, 2, • • • ,P, of degree m in X exist such that Íj>í(x)=-iKp(x)), i=i and such that at least one, <p*(X), 1 g k = p, has no quadratic factor in X in common with a«yP(X)-a,-,y = l, 2, ■ ■ • ,s. 
P(X) = X" + ÄiX"-1 + ä2Xp-2 +-h Âp-iX ;
and we assume further that P(X) -a,, j = 1, 2, • • • ,s, is given by 
The factors of the right member of this identity may be rearranged in a number of ways so as to give (4)
where here and in the following the abbreviated notation, ^(P), will be used to denote ^(P(X)) regarded as a polynomial in X unless the contrary is specifically stated, and the corresponding notation will be used with the same significance for other polynomials in P(X). Now let (5) c64(X) s JJ(X -&>)*' (i = 1,2, ■■■ , p) ; i-i then #i(X), ¿ = 1, 2, • • • , p, will be polynomials of degree E/-i «/■**» in X; and by (4), (6) *(P)=-ñcMX).
It still remains to be shown that at least one <p*(X), 1 = k ^p, has no factor of the second degree in X in common with any polynomial P(X) -a,-, j = 1, 2, • • • , s. To this end we write the roots of each equation P(X)-a, = 0, y=l, 2, • • • , s, in a separate column thus:
Then the 0's occurring in any one column are distinct from those occurring in any other column; for suppose ßTk=ßtk, hj¿k; then by (3), P(ßrh)=ah, and P(ß(k)=ak, but since ßrk=ßtk, it follows that ah=ock, h^k. This is impossible because a's with different subscripts are distinct.
Then no ß of any one column of the above table is repeated in any other column. On the other hand, 0's in the same column are not necessarily distinct from each other. The definition of 0,(X), i = l,2, • • ■ , p, given in (5) shows that X-ßa, j = l, 2, • • ■ , s, has the same exponent, e,-, in c/>j(X) that the corresponding factor, X-a,-, has in ^(X); consequently it may be said that a certain polynomial </>*(X), l^k^p, is formed by taking for its factors one 0 from each column of the table above; each factor X-ßkj so taken is given the same exponent e,-in <p*(X) that X-a,-has in \J/(\). Thus there is a oneto-one correspondence between the factors (X-ßkj)'> of 0*(X) and (X-a,)'' of ^(X). The only way in which any <bk(\) can have a factor of the second degree in X in common with some P(X) -a,-, j = I, 2, • ■ • , s, is that X-0*,-be a multiple factor of P(X)-a,-, where X-a, is a multiple factor of \p (\) . But by hypothesis we know that P(X)-oij has at least one simple factor, when X-a, is a multiple factor of ^(X). Consequently it is possible to construct at least one polynomial <j>k(X) which will have no factor of the second degree in X in common with any P(X)-a,-, j = l, 2, ■ • • , s. The remaining polynomials d><(X), i = l, 2, • • • , k -l, k + l, • • • , p, must then be formed in one of (p -I)' ways, not necessarily all distinct, from the p -1 elements remaining in each column of the above table; together with <p*(X), they will satisfy identity (6).
In general, we can say the polynomial <p*(X), having the above properties, may be formed in H'_i u,-distinct ways, where s is the number of distinct roots of ^(X) =0, and where p, is the number of distinct roots of P(X) -«,-= 0 when a,, is a simple root of ^(X) = 0 and the number of simple roots of P(X) -a, = 0 when a, is a multiple root of ^(X) =0. If some polynomial P(X) -a,-has only multiple factors when a, is a multiple root of ^(X)=0, then the corresponding ju, = 0 and no polynomial #*(X) can be formed satisfying the conditions above.
Theorem II. Under the conditions of Theorem I a»a* with the polynomial, <f>k(X), whose existence was there established, there exist polynomials HkÇX), ZkÇX), and Tk(X), the latter of degree less than m in X, such that HkiX)<f,kiX) = X-TkiPiX)), and that ZkiX)HX) -X -PiTkiX)).
We have, as under the preceding theorem,
(1)
where the a¡,j = \,2, ■ ■ ■ , s, are distinct;
Furthermore, c6i(X) has no quadratic factor in common with any polynomial P(X) -ctj,j = 1, 2, • • ■ ,s, and because of (6) we can write the identity (8) *(P)=**(X)e(X), where Q(X) is a polynomial in X. We shall show that every polynomial ^i(X), not identically zero, and such that (9) *i(P)=**(X)Qi(X), is divisible by iKX), and consequently there exists no polynomial ^i(X) of degree lower than m in X which can satisfy an identity of this kind. Let ^(X) be any polynomial that satisfies the identity (9), and substitute /3*,-, j = l, 2, • ■ ■ , s, for X in this identity; then because of (5) and (7),
That is, the distinct factors of ^(X) must also be factors of ^i(X). If we can now show that the multiplicity of any factor (X-aT), 1=>^í, of ^i(S) is €r, then according to (1) ^i(X) must be divisible by ^(X). In case all factors of ^(X) are simple, this assertion is already proved.
If (X-aT)tT, eT>l, is a factor of \b(X), then (X-pV),r is a factor of cp*(X); we shall now show that ^i(X) must have the factor (X-ar)'T in common with ^(X). For this purpose we differentiate the members of (9) with respect to X, and we find M(P)P'(X)={<t>k(X)Qi(X)}'.
Substitute ßkr for X in this identity; since er>l, the right member is zero and we have *i («OP'GSfc) = 0. Now (X-ßkr)", eT>l, is a factor of <p*(X) and sinceP(X)-aT has the factor X-ßkr, P'(X) cannot have this factor, for the polynomials P(X)-aT and <p*(X) have no quadratic factor in X in common. Therefore Thus (X-ar)2 is a factor of ^i(X). If now eT>2, we take the second derivatives with respect to X of the members of (9), and thus obtain the identity
Substitute ßkr for X in this identity; then the right member is zero and because of (11) and (12) H'M = 0.
This equation together with (10) and (12) permits us to conclude that (X-aT)3 is a factor of ^i(X), if eT>2. To show that this procedure may be continued step by step to justify the conclusion that ^i(X) has the factor (X-aT)'T, 1 _t^5, we assume that rth derivatives of the members of (9) with respect to X satisfy the identity
in which the leading term of the left member is ^i(r)(P) P'r(X) and the remaining terms are in ^i(r_1)(P), ^iCr-2)(P), • • • , >pi(P) multiplied by polynomials in X. This formula holds for r = 1 and for r = 2 ; to show that it holds in general we differentiate its members with respect to X. This gives us W+»(P)P' <+i(X) + itM'P) [rp> -i(X)F"(X) + P'(X)Rr(X)]
which is again of the general form (13) with r replaced by r+1. That formula is therefore valid.
Now we assume we have shown by successive steps that
where r^eT -1; then letting \=ßkT in (13), the right member will be zero for (X-ßkT)(T is a factor of (bk(\) and because of the relations just written and because of (11), we must likewise have
Then (X-aT)r+1 must be a factor of ^i(X), if (X-aT)r is and if (X-0*,)% €T^r+l, is a factor of <p*(X). We are therefore permitted to conclude that i(X) has the factors (X-ar)'T, l^r^s, and because oti, a2, • • • , a, are distinct, that i/'iCX) is divisible byTJ'_i (X-«,-)% that is, by ^(X). Furthermore, no polynomial i^i(X) of lower degree than m, the degree of ^(X), exists which can satisfy an identity of the form given by (9) ; and any ^i(X) of degree m which satisfies identity (9) must be of the form ^i(X)=.c^(X), where c is an arbitrary constant not zero, and is therefore uniquely determined save for a constant factor. We are now ready to proceed with the proof of the present theorem. Let 0*r be any root of <bk(\) =0; dividing [P(X) -aT]' by <j>k(\), we find for every positive integer a (14) [P(X) -arY =■ **(X)(X(X) + (X -ßkT)R.(\), where Q,(\) and P"(X) are polynomials in X, and the degree of R"(k) in X will not exceed m -2; X-ßkT is a factor of the remainder because it is a factor of both P(X)-ar and 0*(X). For o-= m -1, the left side of (14) is a polynomial of degree pirn -1). Since we supposed p>l and m>l, it follows that p(m-l)^m, the degree of d>*(X), so that
On the basis of (14) so that Er=i' t,ÇX-aT)' would be a polynomial of degree less than m in X satisfying the identity (9). Since no such polynomial can satisfy that condition, (16) where Tk(k) is of degree lower than m in X.
Finally, by (3), P(X)-«r=. n(X-0iT), t-i and if here we replace X in the right member by Hk(\)<bk(K) + Tk(P) according to (19), we obtain the identity P(X) -ar = P(Tk(P)) -aT + #t(X)<ó*(X),
where KkQC)ák(K) is the aggregate of all terms of the product that contain the factor <bk(\) explicitly. This identity is of the form (9), where X -P(r*(X)) replaces ^i(X); X-P(r*(X)) is consequently divisible by <A(X), so that we may write
where Zk(\) is a polynomial in X. This completes the proof of the present theorem.
III. Solution or the equation P(X) =A
Theorem III. //^(X) is a polynomial of degree m>lin\, and the distinct roots of ^(X) = 0 are a¡, j = 1, 2, • • • , s;ifP (k) is a polynomial of degree p>l in X whose leading coefficient is unity and whose constant term is zero ; if the equation P(X) -a, = 0, j' = 1, 2, ■ ■ • , s, has at least one simple root for every a,-which is a multiple root ofy¡/(\)=0; and if
where A is a square matrix of order n ; then there exists at least one matrix X also of order n such that P(X)=A, and such that X is expressible as a polynomial in A with scalar coefficients* * The theorem holds as well for m=\ and for p=\, but in either case the results would be trivial and do not merit separate treatment.
Under the same hypotheses as those here stated, we have proved in Theorem II that a polynomial r*(X) exists such that (20) X -P(Tk(\)) m *(X)Z*(X),
where Z*(X) is a polynomial in X. According to the present theorem we have \p(A) =0, and since powers of a single matrix and their products with scalars obey the commutative and distributive laws of ordinary algebra, it is evident that if X above be replaced by A and Xo by 2, we have A -P(TkiA)) = 0, or P(Tk(A)) = A.
Therefore the equation
has a solution which is given by
where F*(X) is a polynomial in X with scalar coefficients. This completes the proof of our theorem.* The existence of X is not only proved in this theorem but its form in terms of A is explicitly given by (21). Indeed the solution X* of the equation PiX)=A corresponding to the polynomial cpt(X), which has no factor of the second degree in common with any polynomial P(X)-a¡, j = l, 2, • • • , s, is distinct from that corresponding to any other such polynomial of the Yl'-ip, that may have this property.
(See page 583.) Before we prove the uniqueness of the solutions, we shall show that <PkiXk) = 0.
According to (5) and (19),
is the polynomial of lowest degree such that \p(A)=0, then the conditions of the present theorem are also necessary for the existence of X expressible as a polynomial in A. The writer's attention was called to this fact by Professor Ingraham. The logic by which we may prove , that the conditions are necessary is virtually given by Frobenius, Über lineare Substitutionen und bilineare Formen, Crelle's Journal, vol. 84 (1878), p. 13, if we regard his g(r) as the known function, /(r) as the unknown function, and ^(r) as the polynomial of lowest degree such that \fr-(A) =0. In our notation these polynomials would be P(X), Tk(S), and ^(X) respectively. The method leads to the construction of T*(X) by means of solving for the coefficients of 7"*(X) a linear system of equations with non-zero determinant where Lk(\)H k(\)ók(\) is the aggregate of all terms of the product that have i?t(X)(pt(X) as a factor. This identity is again of the form (9); in the present case all terms save <j>k(Tk(P)), which corresponds to ^i(P(X)) of that identity, contain <p*(X) explicitly and therefore <bk(Tk(\)) is divisible by \p(K). We may therefore write the identity above in the form
where M *(X) is a polynomial in X. Now by (19) and (21) Hk(Xk)ék(Xk) = Xk -Tk(A) = 0, and since ^(A) =0, then by substituting Xk for X and / for Xo in the identity established above, we have
for Xk is a solution of the equation P(X) =A. Consequently we have shown that <bk(\) is a polynomial that is satisfied by the matrix Xk obtained by the above method.
Thus far no restriction upon the polynomial ^(X), save that \f/(A)=0, has been made. However, in order to prove the uniqueness of the solution obtained for each polynomial <bk(X) of the permitted class, we assume that \p(k) of degree m is the polynomial of lowest degree satisfied by A. Suppose further that <bk(\) and <bi(K) are two distinct polynomials of the H*_i p,-that have no quadratic factor in common with any P(X) -a¡, j = 1, 2, • • • , s, and that determine the same solution X for the equation P(X) =A. Then we would have ék(X) =0, ét(X) = 0; two equations of degree m satisfied by X. Consequently it will be possible to determine constants Ci and c2 so that
where F(X) will be a polynomial not identically zero and of degree m'<m, since <A*(X) and <f>¡(\) are distinct. But substituting X for X and / for Xo we haveF(X)=0.
Then X satisfies a polynomial of degree m'. Suppose But 'i'(X) is a polynomial of degree m', whereas the polynomial ^(X) of degree m was assumed as that of lowest degree which vanished for A, so that the above equation is impossible. Hence the solutions Xk and X¡ corresponding to distinct polynomials cp*(X) and c/>¡(X) are distinct.
The number of distinct solutions of the equation P(X)=A, expressible as polynomials in A, is therefore given by JJ_'_i p¡, where s is the number of distinct roots of the equation \¡/(X)=0, where ^(X) ¿s the polynomial of lowest degree for which i^(.4)=0, and where p, is the number of distinct roots of P(X)-a, = 0, when a,-is a simple root of \^(X) = 0, and the number of simple roots of P(X) -a, = 0, when a, is a multiple root of \f/(X) =0.
Though the solution obtained by the method developed above is not restricted by the condition that ^(X) is the polynomial of lowest degree for which ipiA) =0, there is clearly no advantage in employing a polynomial of higher degree since such a course would only increase the labor involved in solving a particular example and may not give all the solutions that are possible. This last statement becomes evident if we recall that it is entirely possible in certain cases for aT to be a simple root of ^(X) =0, where ^(X) is of lower degree than », the order of A, and where ^(A) =0, but for the characteristic equation of A to have ov as a multiple root. If in such a case P(X)-aT = 0 have multiple roots the characteristic equation would permit fewer solutions by the above method than would be possible on the basis of *(X)=0.
The equation XP = A has p' solutions when A is non-singular, for then all roots of the equation Xp = a,-are distinct and u,=p,j = l, 2, ■ ■ ■ , s. On the other hand, when A is singular and the equation ^(X)=0, where ^(X) is such that \p(A) =0, has a simple root «i = 0, then the equation Xe = A has P'~l solutions of the kind here studied; for in this case the equation Xp=cvi has only the root X = 0, hence pi = l, whereas the other s -1 equations, Xp-ce, = 0, j = 2, 3, • • • , s, will each have p distinct solutions; if, however, «i = 0 is a multiple root of ^(X) =0, where \b(A) =0 is the equation of lowest degree satisfied by A, then since Xp-ai = 0 has no simple roots, we see that according to the definition of p,-above, pi = 0, and thus our method would in this case give no solutions of the equation Xp = A.
The conclusion here reached that the equation Xp =A, \A \ =0, always has solutions if a polynomial iA(X), such that ^(A) =0, exists which does not have X2 as a factor, contradicts a statement made by Cecioni.* This contradiction will be exhibited explicitly by means of a numerical example. (See Example 2 below.) It may be shown that for a given matrix A, singular or non-singular, the coefficients hi, ht • • • , hp-2 of the polynomial P(\) = \p + hi X"-1 + h2 X"-2 H-+ Ä"_2 X2 + Ap_iX may be taken entirely arbitrarily and Ap_i may be chosen in an infinity of ways so that the equation P(X) =A will have solutions expressible as polynomials in the given matrix A. The solution developed above for the equation P(X)=A permits the following conclusion. If the elements of A belong to the algebraic field F which contains the coefficients of P(X) and if ^(X) is the characteristic function or the polynomial of lowest degree such that \¡/(A)=0, then the solutions of the equation P(X) =A that are expressible as polynomials in A belong to the field formed by the adjunction of the roots of \¡/(P(k)) =0 to the field F. This conclusion follows from the fact that the coefficients of (X) belong to the field that contains the elements of A, and that the coefficients of </>*(X) belong to the field containing the roots of ^(P(X)) =0. <>i(X) -X(X -1)(X -2)(X -3), <*,2(X) =■ X(X + 1)(X + 2)(X + 3), <t>l(X) -X(X -1)(X -2)(X + 3), c62' (X) -X(X + 1)(X + 2)(X -3), 4>l' (X) =" X(X -1)(X + 2)(X -3), <p{' (X) -X(X + 1)(X -2)(X + 3), <b{" (X) =. X(X + D(X -2)(X -3), <¡>¡" (X) -X(X -1)(X + 2)(X + 3).
IV. Examples
Each one of these polynomials is such that it has not a factor of the second degree in common with any X2-a,-, j = 1, 2, 3, 4. Here we have, according to our method, 
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Xi is a solution of <f>i(X)=0 and X2=^4, and its negative is a solution of <p2(X) = 0 and X2 = A. In this manner we get as the remaining solutions : XI = +-U2-7¿), 
