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Abstract
The holographic principle, which states that observables in quantum gravity are associ-
ated with the boundary of spacetime, has played a crucial role in guiding particle physics
research over the past couple of decades. The anti-deSitter space/conformal field theory
(AdS/CFT) correspondence is an avatar of the holographic principle and provides an
operational definition of quantum gravity in AdS space in terms of a dual CFT.
This thesis is comprised of two parts, both of which fall under the broad theme of
AdS/CFT. The first part is directly related; it is about the construction of observables
in the bulk of three-dimensional AdS space in terms of two-dimensional CFT operators.
This is a particularly attractive arena to study quantum gravity because two-dimensional
CFTs have an enhanced Virasoro symmetry algebra that rigidly fixes correlators that
would be otherwise unconstrained in higher dimensions. This part of the thesis focuses
on non-perturbatively defining a bulk AdS “proto-field” ϕ in terms of Virasoro generators
acting on a local primary operator O. An exciting application of this work would be to
study correlators in black hole backgrounds non-pertubatively.
The second part is indirectly connected to AdS/CFT, but can stand on its own
as a numerical prescription to solve quantum field theories (QFTs). QFTs owe their
existence to renormalization group flows that begin at ultraviolet CFTs. This suggests
that nontrivial information about the flow is encoded into the data that defines the CFT.
Typically, this “CFT data” is comprised of the spectrum of local operators present in
the theory and the structure constants of the operator algebra. The second part of
the thesis explicates a method inspired by holography called “conformal truncation,”
in which CFT data is used to truncate and diagonalize the Hamiltonian in a strongly
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What one fool can understand, another can.
— Richard P. Feynman
The purpose of particle physics is to understand the fundamental laws of nature. One
way we do this is by colliding particles at increasingly higher energies to probe physics





where ∆x is the uncertainty in distance, ∆p is the uncertainty in momentum, and ℏ is
Planck’s constant. So the smaller we wish to make ∆x — that is, the smaller distances
we want to probe — the larger we need to make ∆p, the momentum or equivalently the
energy, in order for the above principle to hold.
Over the past century, from experiments starting from the simple particle collider of
Rutherford’s gold foil experiment which determined the existence of the atomic nucleus,
to the present-day Large Hadron Collider (LHC) which detected the Higgs particle, we
have come to discover that the world of fundamental particles and their interactions is
governed by an enormous mathematical framework known as quantum field theory, or
‘QFT’. This framework is suited to deal with an infinite set of interacting degrees of free-
dom, and gives us a recipe for predicting observable quantities from more fundamental
principles.
We have also found that QFT is orders of magnitude more far-reaching than physi-
cists of the early 20th century had ever dreamed. It explains and has connections with
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1 Introduction
such disparate phenomena as superconductivity, water at its critical point, gravity, the
physics of early-Universe cosmology, aspects of condensed matter physics, and of course
the entire realm of particle physics.
However, there are two major caveats:
• Although the framework of QFT is certainly compatible with gravity at low en-
ergies, it is difficult to unify QFT and gravity at very high energies close to and
above the Planck scale. The standard program in physics of scattering at higher
energies to study smaller length scales seems to inexorably break down due to the
formation of black holes. One promising approach to this problem is the holo-
graphic principle: the idea that observables in quantum gravity are associated
with the boundary of spacetime [1]. The most famous and fruitful implementa-
tion of the holographic principle is the AdS/CFT correspondence, which defines
quantum gravity on asymptotically d+1-dimensional anti-deSitter (‘AdS’) space-
time in terms of a d-dimensional conformal field theory (‘CFT’) that lives on the
spatial boundary of AdS [2] [3]. AdS/CFT provides an operational dictionary for
calculating quantities in a QFT that, by this duality, reflect features of quantum
gravity in AdS space.
• Even without gravity, much of our ability to calculate theoretical predictions and
observable signatures in particle physics relies upon the assumption that the sys-
tems we study admit some sort of perturbative expansion. That is to say, to
reliably calculate anything — such as the scattering amplitude or the spectrum
of particles — we often rely on the fact that the interactions only enter in as
a small, perturbative effect on top of the larger ensemble. Now, while a subset
of phenomena certainly satisfy this assumption, experiments have shown us that
some of the most interesting aspects of Nature happen far away from these points.
These types of QFTs are called “non-perturbative” or “strongly coupled” QFTs,
because they cannot, by definition, be described in a perturbative setting where
changes to a system are minuscule.
This PhD thesis is a very small step towards addressing the above open problems:
1) can we glean universal features of quantum gravity from AdS/CFT and 2) can we
develop new tools to study strongly coupled QFTs and can we apply them to systems
2
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in the real world? Following this broad outline, this thesis is divided into two parts.
Each part can stand alone, although the ideas presented in the second part have been
inspired by or can be closely connected to AdS/CFT.
The first part is more directly related, and will focus on aspects of bulk reconstruc-
tion in AdS/CFT. By “bulk reconstruction,” I mean the exact prescription by which
observables in the bulk of AdS space are represented in terms of the dual CFT building
blocks, or operators. We will focus on the particular case of theories that live on three-
dimensional AdS space, or AdS3, that are dual to two-dimensional CFTs, or CFT2s.
AdS3 offers a particularly interesting arena to study holography because of the rich
symmetry structure of CFT2s. Beyond the usual symmetries that are present in any
CFT, CFT2s possess an additional, infinite-dimensional symmetry algebra known as
the Virasoro algebra, which we will review momentarily. These additional symmetries
constrain physics in the bulk of AdS and describe the emergence of certain universal
features of AdS3 quantum gravity.
This second part is about developing numerical methods to understand QFTs that
are strongly coupled at infinite volume.
The main idea is to revisit an old approach to studying QFTs known as Hamiltonian
truncation1. In Hamiltonian truncation, the Hilbert space of the theory is discretized and
truncated in some way. The Hamiltonian of the theory is then numerically diagonalized
on this discrete, reduced basis to study the infrared (‘IR’) dynamics. The point is that
as the dimensionality of this basis is made larger, the continuum physics is recovered.
However, in practice, there are many possible implementations of this general frame-
work. One promising method is ‘conformal truncation’, where the discretized basis is
furnished by the eigenstates of the conformal Casimir associated with the UV CFT2.
The basis is then truncated by setting a maximum Casimir eigenvalue, and the inter-
acting Hamiltonian is then numerically diagonalized on this reduced basis to study the
IR physics.
With this overall structure in mind, this thesis is divided into the following chapters:
• In Chapter 2, I show how the Virasoro algebra can be used to construct AdS3 fields
in terms of CFT operators, incorporating the effects of gravitational dressing. I
1See [4] for a recent review.
2Alternatively, they are the states created by the primary operators of the progenitor CFT.
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also show how this definition of a bulk primary gives rise to correlators that agree
with bulk perturbation theory. This work was done in collaboration with Hongbin
Chen, A. Liam Fitzpatrick, Jared Kaplan, and Daliang Li, and first appeared in
[5].
• In Chapter 3, I describe how conformal truncation can be applied to a 1+1-
dimensional theory of a quartic scalar at strong coupling. I show how one can
construct a (truncated) basis of conformal primaries and compute the Hamilto-
nian matrix elements between those states. I also show that this method correctly
reproduces the physics of the 1+1-dimensional Ising model in the IR at a critical
value of the quartic coupling. This work was done in collaboration with Vincent
Genest, Emanuel Katz, Zuhair Khandker, and MatthewWalters and first appeared
in [6].
• In Chapter 4, I describe ongoing work in applying conformal truncation in 2+1 di-
mensions again to a quartic scalar theory. This theory flows to the 2+1-dimensional
Ising model at a tuned value of the quartic coupling. Since the 2+1-dimensional
Ising model is much more complicated than its two-dimensional integrable cousin,
this application is an extremely interesting test of conformal truncation. This
work is being done in collaboration with Charles Hussong, Emanuel Katz, Zuhair
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2.1 Introduction
To resolve the black hole information paradox in AdS/CFT, we must understand how
to describe local AdS dynamics in terms of CFT data and observables. Unfortunately,
bulk gauge redundancies could render AdS reconstruction ambiguous, and the existence
of black holes at high-energies suggests that local physics may not be well-defined. We
will argue that the Virasoro symmetry of CFT2 provides a sort of beachhead into AdS3,
making it possible to exactly define a bulk ‘proto-field’ ϕ as a specific linear combination
of Virasoro descendants of a given local primary operator O.
The simplest AdS/CFT observable is the vacuum bulk-boundary correlator
⟨ϕ(X)O(P )⟩ = 1
(P ·X)∆ , (2.1.1)
which is determined by conformal symmetry up to an overall constant. From this cor-
relator alone one can derive a formula for a proto-field ϕ(X) as a linear combination
of global conformal descendants of the primary operator O [7, 8, 9, 10]. At this level,
bulk reconstruction is purely kinematical, following entirely from the assumption that
conformal transformations act on ϕ as AdS isometries.
In the case of AdS3/CFT2, Virasoro conformal transformations act as asymptotic
symmetries. So it is natural to expect that the bulk-boundary correlator should be
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uniquely determined in any geometry that can be related to the vacuum by a Virasoro
symmetry. In rather different words, we expect that all correlators of the form
⟨ϕ(X)O(z, z̄)T (z1) · · ·T (zn)T̄ (w̄1) · · · T̄ (w̄m)⟩ (2.1.2)
can be determined by symmetry once we fix a gauge for the bulk gravitational field.
This leads to a unique expression for a Virasoro proto-field operator ϕ(X) as a linear
combination of Virasoro descendants of the CFT2 primary O. These proto-field oper-
ators will automatically ‘know’ about the bulk geometry associated with heavy distant
sources, meaning that they perform bulk reconstruction at an operator level. In this
paper we will explain how to identify and explicitly compute ϕ(X) as a CFT2 operator.
We will be led to the potentially surprising conclusion that an exact (non-perturbative
in c) condition uniquely determines ϕ in our Fefferman-Graham type gauge.
We will determine ϕ(X) in two distinct but ultimately equivalent ways. The first
is based on an extension of gravitational Wilson lines [11, 12, 13, 14, 15, 16, 17] as
OPE blocks [18]. We will introduce a ‘bulk-boundary OPE block’ that encapsulates
the projection of the (non-local) operator ϕ(X)O(x) onto the vacuum sector. This
provides an explicit prescription for computing all correlators of the form of equation
(2.1.2). Our second method is based purely on imposing Virasoro symmetry, resulting
in a very simple, non-perturbative definition for ϕ(X). This also makes it possible
to determine the correlators of equation (2.1.2) via a simple recursion relation. The
proto-field operator that we will obtain has a number of desirable properties:
• Virasoro transformations act on the scalar field ϕ(X) as infinitesimal bulk dif-
feomorphisms preserving the gauge. At the semiclassical level, ϕ(X) obeys the
Klein-Gordon equation in any vacuum geometry.
• Correlators of ϕ with stress tensors are causal and have only those singularities
dictated by the gravitational constraints [19, 20, 21], matching bulk perturbation
theory. Correlators of ϕ(X) reduce to those of O(x) when we extrapolate ϕ(X)
to the boundary. Equation (2.1.2) reduces to ⟨OOT · · · T̄ · · · ⟩; in fact there is
a simple recursion relation that computes vacuum correlators, generalizing well-
known relations [22] for correlators of CFT2 primaries with stress tensors.
With our exact definition for ϕ(X), it is possible to study the impact of non-perturbative
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gravitational effects on bulk observables. This means that one could study ϕ(X)ϕ(Y )
at short distances, and directly probe near black hole horizons without relying on bulk
perturbation theory.
There is a large literature on bulk reconstruction in AdS/CFT employing a variety of
philosophies and methods, for example [7, 23, 8, 24, 19, 20, 21, 25, 26, 27, 10, 28, 29, 18,
30, 31, 32, 33, 34].1 The most common approach expresses bulk fields in terms of local
CFT operators integrated against a kernel [7, 8, 24]. We will take a somewhat different
approach [35, 36, 37]; our scalar operator ϕ(y, 0, 0) will be expressed in a boundary
operator expansion2 (BOE) [38]





where L−N and L̄−N are linear combinations of products of Virasoro generators at level
N , and λN =
(−1)N
N !(2h)N
. In the global limit (c → ∞), we have limc→∞ L−N = LN−1. At
finite c, we will show that L−NO satisfies the bulk primary conditions
LmL−NO = 0, for m ≥ 2. (2.1.4)
and similarly for L̄−NO. Roughly speaking, these conditions say that ϕ is as primary
as it can be and still move around under AdS bulk isometries. In the smearing function
language, we are computing ϕ as an infinite sum of operators3 of the schematic form
O, [T ∂̄2O], · · · , [T∂2T T̄ ∂̄4O], · · · , though we will not express our results in this way.
The outline of this paper is as follows. In section 2.2 we explain the bulk-boundary
OPE block idea, and then show how the vacuum ϕ(X)O(z) OPE block can be derived
using gravitational or Chern-Simons Wilson lines. We begin section 2.3 by providing
an exact algebraic definition for ϕ compatible with the results of section 2.2. Then we
show that this simple definition follows from considerations of symmetry. We solve for
1We believe the proposal in [33, 34] is different from ours.
2The idea of performing bulk reconstruction using a boundary operator expansion was briefly dis-
cussed in [35]. The global AdS results have been worked out by M. Paulos in unpublished work. Note
that the boundary operator expansion appears local on the boundary, but due to the infinite sum it
should really be viewed as a non-local CFT operator, for the same reason that ex∂χ(0) = χ(x) should
not be viewed as a local operator at the origin.
3As was shown by Kabat and Lifschytz [20, 21], because of the gravitational gauge constraints ϕ
must include contributions from the scalar descendants of quasi-primaries with non-zero spin, such as
∂µ∂ν [TµνO], even though ϕ itself is a bulk scalar field. Thus it’s not entirely clear how smearing functions
can be used to describe our results.
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 (y, 0, 0)
O(z)









Figure 2.1: This figure portrays a bulk-boundary OPE block used to compute the corre-
lator (2.1.2). The red line denotes the gravitational or Chern-Simons Wilson line, while
the blue circle suggests radial quantization around the block, so that it creates a definite
linear combination of Virasoro descendants of the identity. The explicit computation
involves line integrals over stress tensor correlators.
ϕ explicitly in various cases, and then show how our definition leads to new recursion
relations for correlators of ϕ with boundary stress tensors. We collect various technical
results and background material in the appendices. Appendix 2.5.3 may be useful for
readers who are most familiar with the HKLL [8] smearing procedure, and want to
understand how our approach, in the simple global conformal case, can be reduced to
theirs. All formulas in this paper are written in Euclidean signature.
2.2 Bulk Reconstruction from Gravitational Wilson Lines
The operator product expansion (OPE) expresses a product of separated local operators
O1(x1)O2(x2) as an infinite sum of local operators at a single point. It is very natural
to gather the contributions to the OPE that come from a single conformal primary and
its descendants. This has been dubbed [18] an ‘OPE block’. In the case of CFT2, the
Virasoro OPE blocks can be computed using Chern-Simons Wilson lines [16].
In this work we will be studying an AdS3 proto-field ϕ(X) as a CFT2 operator,
and we focus on Euclidean signature. Although ϕ(X) may be somewhat non-local, on
the border of a sufficiently large region in the CFT containing ϕ(X), we expect that it
should still be possible to perform a radial quantization, as shown in figure 2.1. This
suggests that we can study OPE blocks involving ϕ(X) and other operators. We will be
8
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focusing on the simplest such object, the scalar Virasoro vacuum OPE block
ϕ(y, 0, 0)O(z, z̄) = y
2h
(y2 + zz̄)2h
+ · · · (2.2.1)
where the ellipsis denotes non-identity Virasoro generators (e.g. L−6L̄
2
−4) with coordinate-






Note that we have already identified the contribution of the identity operator in equation
(2.2.1) as the vacuum correlator ⟨ϕO⟩, which is fixed by conformal symmetry. All of
the remaining terms in equation (2.2.1) would be fixed if we knew all correlators of the
form (2.1.2), because the Virasoro generators are just the modes in an expansion of the
stress tensors T (z) and T̄ (z̄).
Building on prior work [16], we will make the following proposal for the ϕO OPE
block. The general asymptotically AdS3 vacuum metric can be written












This amounts to a choice of gauge for the bulk gravitational field. Normally the objects
T (z) and T̄ (z̄) appearing in this equation are viewed as classical functions, but let us
instead view them as CFT2 stress tensor operators. We define the bulk-boundary OPE
block as the operator defined by the propagation of a (quantum, first-quantized) particle
from the location of O on the boundary to that of ϕ in the bulk. Formally, this means







gµν Ẏ µẎ ν , (2.2.4)
where on the LHS we are restricting to the vacuum sector of the operator product.
On the RHS we interpret gµν as a quantum operator dependent on T, T̄ as defined
4Our construction requires an ability to specify this gauge. This will be possible sufficiently close to
the boundary of AdS, but may fail in the presence of sources, or in the context of non-trivial bound-
ary topologies. We expect that the construction may break down in regimes where the dynamics are
inconsistent with our gauge choice. We leave a detailed discussion of the regime of validity to future
work.
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in equation (2.2.3), and Y µ(τ) is world-line connecting ϕ and O. The mass m of the
particle will be related to the dimension of O by m2 = 2h(2h − 2). Equation (2.2.4)
defines the OPE block as an infinite sum of products of line integrals of the CFT2 stress
tensor. We have sketched the OPE block in figure 2.1.
In a certain sense, we will use equation (2.2.4) more for conceptual purposes than
for computation ones. To use (2.2.4) directly would require defining the path integral
measure precisely; in practice, we will circumvent this kind of issue by starting with
the exact CFT result for (2.2.4) in the AdS vacuum and uplifting to nonzero T, T̄ by
performing diffeomorphisms, as we describe below. Nevertheless, it is useful to bear
equation (2.2.4) in mind as it intuitively captures what we are trying to achieve in
defining ϕO, and furthermore it should agree with our practical definition in a semi-
classical limit where ambiguities in the path integral measure do not arise. So when we
compute the bulk-boundary OPE block in the presence of operators with dimensions
hH ∝ c at large c, then we can approximate ϕO by including only the semiclassical ex-
pectation value ⟨T (z)⟩ ∝ hHc . This immediately leads to the correct ϕO correlators in a
semiclassical background, such as that of a BTZ black hole. Relatedly, our prescription
will also lead to a ϕ(X) that satisfies the Klein-Gordon equation in the semiclassical
metric of equation (2.2.3). We review this elementary fact in appendix 2.5.1. We also
provide a more detailed discussion of (2.2.4) and its regulation in appendix 2.6.
In the remainder of this section we will use equation (2.2.4) to explicitly compute
various correlation functions, and demonstrate that the results reduce to those of [16]
when we take ϕ to the boundary. In fact we will find that we can reformulate equation
(2.2.4) in terms of sl(2) Wilson lines as














As we will explain in section 2.2.2 (where we also define the notation), this is the most
natural generalization of prior Chern-Simons Wilson line results [16] to the case of the
bulk-boundary OPE block. It also makes manifest the fact that as we take ϕ to the
boundary, we recover the structure of the more conventional O(z2)O(z1) Virasoro OPE
block.
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2.2.1 Computing ϕ(X)O(0) from a Diffeomorphism
We will use two facts to formulate an operational definition of equation (2.2.4) that can
be used for practical computations. The first is that in pure AdS3, the first-quantized
path integral reduces to e−2hσ where σ is the (renormalized) length of a geodesic con-
necting O and ϕ. The second fact is an explicit diffeomorphism [40] that relates metrics
of the form (2.2.3) to the pure AdS3 metric. We will elevate this diffeomorphism to an
operator equation, defining a change of coordinates parameterized by a function fT (z)
that maps the pure AdS3 metric to the operator-valued vacuum metric of equation
(2.2.3). Then we can use the first fact to evaluate the bulk-boundary OPE block as a
functional of fT (z), which itself depends on the operator T (z). These ideas were inspired
by very similar methods that have been used to evaluate Chern-Simons Wilson lines [16]
in order to compute Virasoro OPE blocks; we will see in section 2.2.2 that this is not
an accident.





we can write the bulk-boundary correlator as






In the CFT vacuum, this is an exact CFT result, just the standard scalar bulk-to-
boundary propagator that can be derived purely from symmetries of the CFT. But now
we will generalize it by viewing the coordinates (u,w, w̄) as the result of an operator
valued diffeomorphism from a general vacuum metric of the form of equation (2.2.3).
The diffeomorphism takes the form [40]
w → f(z)− 2y
2(f ′(z))2f̄ ′′(z̄)
4f ′(z)f̄ ′(z̄) + y2f ′′(z)f̄ ′′(z̄)
w̄ → f̄(z̄)− 2y
2(f̄ ′(z̄))2f ′′(z)
4f ′(z)f̄ ′(z̄) + y2f ′′(z)f̄ ′′(z̄)




4f ′(z)f̄ ′(z̄) + y2f ′′(z)f̄ ′′(z̄)
(2.2.8)
and is parameterized by the independent holomorphic and anti-holomorphic functions
11
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S(f, z)dz2 − 1
2
S(f̄ , z̄)dz̄2 + y2




S(f, z) ≡ f






is the Schwarzian derivative. Thus the diffeomorphism maps pure AdS3 to a general
vacuum-sector metric with a non-vanishing stress tensor. Applying this operator valued
diffeomorphism to (2.2.7), we obtain the vacuum sector bulk-boundary OPE block5
ϕ(y, z2, z̄2)O(z1, z̄1)|vac = (w′(z1)w̄′(z̄1))h
(
u2
u22 + (w2 − w1)(w̄2 − w̄1))
)2h
, (2.2.11)
where u2, w2, w̄2 are u,w, w̄ in (2.2.8) evaluated at (y, z2, z̄2), and w1, w̄1 are evaluated
at (0, z1, z̄1). This is the key formulation of the bulk-boundary OPE block that will be
used in this paper.
To evaluate (2.2.11), we need to solve equation (2.2.10) and its anti-holomorphic
equivalent for the functions f(z) and f̄(z̄), determining them as functionals of the stress
tensor operators T (z), T̄ (z̄). Then we can evaluate equation (2.2.7) by expanding the
coordinates u,w, w̄ in terms of f, f̄ . To carry out this procedure explicitly in 1/c per-
turbation theory, we write






f2(z) + · · · (2.2.12)
and then solve for the fn in terms of T using equation (2.2.10). The first two fn are
determined by the differential equations
f ′′′1 (z)− 12T (z) = 0
2f1
(3)(z)f ′1(z) + 3f
′′
1 (z)
2 − 2f2(3)(z) = 0 (2.2.13)
5Note that in deriving this equation, we cut off the divergent near boundary integral at a constant y




that is essential to reproduce the transformation property of a boundary Virasoro primary.
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so for example, the first equation simply leads to f1(z) = −6
∫ z
0 dz
′(z − z′)2T (z′). Once
we solve for the fn, we can expand (2.2.11) to find the bulk-boundary OPE block
6











c (zz̄ + y2)  
KT
+ · · · (2.2.14)
where the ellipsis denotes both the conjugate anti-holomorphic KT̄ terms as well as
the perturbation series at order 1/c2 and above. The order 1/c terms KT and KT̄ are
line-integrals of the stress tensors T and T̄ against specific kernels. For example, by







(y2 + z′z̄)(z − z′)
y2 + zz̄
T (z′) (2.2.15)
and similarly for the anti-holomorphic KT̄ . In the limit y → 0 we recover the kernels
[16] for the standard ‘boundary-boundary’ O(z)O(0) OPE block.
At the next order we would obtain the new kernels KTT ,KT̄ T̄ , and also the mixed























KT T̄ = −
72hy2





















for the bulk-boundary OPE blocks. Note that the first reduces to the expected O(z)O(0)
kernel (compare to equation 4.40 of [16]) at this order, while the KT T̄ kernel vanishes
as y → 0, again matching with the expectations for the boundary (where OPE blocks
factorize into holomorphic × anti-holomorphic parts). In the next subsection we will
present an alternative derivation that makes this matching explicit to all orders in 1/c.
6We took the logarithm because it renders computations simpler and more transparent [16], but one
could easily deal with the full OPE block directly instead. Taking the logarithm of an operator is not
at all innocuous in general, but due to our choice of regulator it will not present any problems.
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2.2.2 Connection with Chern-Simons Wilson Lines
The sl(2) Wilson line formulation in [16] (based on the earlier work [11]) of the standard
OPE block takes the form













First, we will review the notation and some of the results from [16], and then we will
see how to generalize (2.2.17) to the expression (2.2.5) above.
In the Wilson line expression (2.2.17), P indicates ‘path-ordering’, the Aµs are the
sl(2) gauge fields, and the Lax are the corresponding generators. The variable x is an
auxiliary coordinate introduced so that Lax can be written in an infinite dimensional
representation,
L1 ∼= L−1 = ∂x, L0 ∼= L0 = x∂x + h, L−1 ∼= L1 =
1
2
x2∂x + hx. (2.2.18)
Equation (2.2.17) is the holomorphic part of the OPE block, and a similar anti-holomorphic
piece is present in the full block. The boundary condition on Aµ that leads to Virasoro
symmetry is




For boundary operators O, we can push the Wilson line connecting O(z2) and O(z1)
onto the boundary so that only the above behavior at y = 0 is necessary. When we
move one of the Os into the bulk to position (y, z2, z̄2), we will first take the Wilson
line to be along the boundary from (0, z1, z̄1) to (0, z2, z̄2), and then to go directly to
the bulk point (y, z2, z̄2) along constant (z2, z̄2). Making the gauge choice Ay = 0, the
second part of the Wilson line is trivial.
















dzT (z)xT (z) (2.2.20)
after promoting x everywhere to an operator xT (z1) that is defined as the (operator
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valued) solution to the differential equation
−x′T (z) = 1 +
6T (z)
c
x2T (z), xT (z2) = 0. (2.2.21)
In other words,












A key point was that xT is closely related to the uniformizing coordinates fT defined










fT (z)− fT (zf )
. (2.2.23)
automatically satisfies the constraint (2.2.21).
Now we are ready to derive (2.2.5). The starting point will be our general philosophy
that ϕ in a general background follows from ϕ in the AdS vacuum combined with the
operator-valued transformation (2.2.8). This results in the bulk-boundary OPE block
for ϕO given by (2.2.11). Our goal will be to write (2.2.11) in terms of the Wilson line
























2 + (fT (z2)− fT (z1))f ′′T (z1)
)
.(2.2.25)
Furthermore, we see that the OPE block to has the correct semiclassical limit [16]







(fT (z2)− fT (z1))2
. (2.2.26)
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expanded out in terms of their dependence on fT , f̄T and confirm that they agree.
7 Thus
the conclusion is that the methods of 2.2.1 are entirely consistent with those from [16],
and all of the techniques from that paper apply equally well to the bulk-boundary OPE.
In particular, one can compute the integration kernels KT ···T̄ ··· very efficiently to high
orders using the xT variables [16]; this is a significant technical improvement compared
to solving equations like (2.2.13) directly.
We can go further and obtain a simple form for the generalization of (2.2.5) to the
case of spinning fields and operators as well. We relegate the details of the derivation
to appendix 2.7.3 and simply quote the result here:
















Here, Oh,h̄ is a boundary field of weight (h, h̄) and Aµ1,...,µℓ is a bulk field with ℓ =
h− h̄ ≥ 0 (a similar expression holds for ℓ ≤ 0). The factor Kµ1,...,µℓ is the vacuum AdS
bulk-boundary propagator that we describe in detail in appendix 2.7.3, and the tensor
tµν is a diagonal matrix of the form
tyy = 1, t
z











Although we have not pursued it directly in this paper, these results can be used to
study the reconstruction of massive spinning fields in the bulk.
2.2.3 Evaluating Vacuum Sector Correlators
In this section we will use the bulk-boundary OPE block to compute correlators of ϕO
with products of local stress tensors. These correlators repackage all of the information
about the overlap of ϕO with the Virasoro vacuum sector.




, the simplest non-trivial correlator is ⟨ϕOT ⟩. It can be computed using
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(2.2.15), giving
⟨ϕ(y, 0, 0)O(z, z̄)T (z1)⟩



















The computation is suggested pictorially in figure 2.1. This result matches bulk gravi-
tational perturbation theory using AdS3 Feynman diagrams in our chosen gauge, as we
show explicitly in appendix 2.7.4. This is no surprise, as the definition in equation (2.2.4)
essentially reproduces gravitational perturbation theory in a first quantized language.
Note that the singularity structure of equation (2.2.30) as z1 approaches 0 encodes
the (expectation value of) the commutator8 of the stress tensor with ϕ. The fact that
the most singular term is of order z−31 provides a first hint of a powerful symmetry
structure that we will discuss in section 2.3.
Naively, one might expect that equation (2.2.30) is only the first term in an infinite
perturbation series for this correlation function. However, the higher order contributions
need to be regulated in a way that is consistent with Virasoro symmetry and with the
fixed dimension 2h for the scalar CFT operator O. In the context of Chern-Simons
Wilson lines, we proposed a prescription for regulating multi-T correlators in Appendix
C.2 of [16] that produces the correct Virasoro OPE blocks. In appendix 2.6, we argue
that this regulator can be derived from the generating function of multi-T correlators.
Applying this same regulator for the bulk-boundary OPE block, we find that all higher
order contributions to ⟨ϕOT ⟩ vanish. Thus we claim that equation (2.2.30) is the exact
result for this correlation function. We will provide another argument that equation
(2.2.30) is exact in section 2.3.
We can also compute the correlators ⟨ϕOTT ⟩ and ⟨ϕOT T̄ ⟩. We provide details of
the computations in appendix 2.7.2. The results are that
⟨ϕ (y, 0, 0)O (z, z)T (z1)T (z2)⟩
⟨ϕ (y, 0, 0)O (z, z)⟩
=
c





2 (3z1 − 2z)
) (
z2zz̄ + y




2 (z − z1) 2 (z − z2)




y2zz̄z1z2 (z (z1 + z2)− 4z1z2)− z2z̄2z21z22 + y4
(
zz1z2 (z1 + z2)− 3z21z22 − z2 (z1 − z2)2
))
(z − z1) (z2 − z) z31z32 (z2 − z1) 2 (zz̄ + y2)
2
8To any order in a small y expansion, the operator-valued commutator [ϕ(y, 0, 0), T (z1)] will be a
sum of Virasoro descendants of O(0). However, at finite y this commutator cannot be interpreted as a
local CFT operator at z, for the same reason that ϕ itself does not have this interpretation – it is an
infinite sum of local operators, and so it is not local.
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and⟨
ϕ (y, 0, 0)O (z, z)T (z1)T (w1)
⟩




y2 (3w̄1 − 2z̄) + w̄1zz̄
) (









1 (z − z1) (w̄1 − z̄) (zz̄ + y2)2
These reduce to the expected OO correlators as y → 0.
We should also emphasize that in the semiclassical limit, where we include sources
with dimensions hH ∝ c as c → ∞, the correlators of ϕ will take the correct form. This
follows automatically from the definition of the OPE block in equation (2.2.4) and the
form of the vacuum metric in equation (2.2.3). We can compute correlators in a BTZ
black hole background when we include a heavy operators OH(∞)OH(0), which lead





in the semiclassical limit. We hope to study these correlators at a
non-perturbative level in the future.
2.3 An Exact Algebraic Definition for the Proto-Field ϕ(X)
Our regulated bulk-boundary OPE block computes vacuum sector correlators exactly,
and this suggests that we can obtain an exact definition for the proto-field ϕ built from
the Virasoro primary O. Now we provide this definition in a simple algebraic form,
which originates from symmetry considerations. Our ϕ(y, 0, 0) will satisfy
Lmϕ(y, 0, 0)|0⟩ = 0, L̄mϕ(y, 0, 0)|0⟩ = 0, m ≥ 2. (2.3.1)
This follows from the fact that ϕ is a scalar and the bulk points (y, 0, 0) are invariant
under bulk Virasoro transformations generated by Lm with m ≥ 2. We explain this in
detail in section 2.3.1 and appendix 2.7.
In the following discussion, we will write ϕ (y, 0, 0) as an expansion in small y or the
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boundary OPE expansion (BOE)9




where |ϕ⟩N is a level N Virasoro descendant of O in both holomorphic and anti-
holomorphic sectors, since we are defining the proto-field ϕ to be made of O and its
descendants.10 Then the conditions (2.3.1) for ϕ (y, 0, 0) will be equivalent to saying
that |ϕ⟩N satisfies the following ‘bulk primary’ conditions:
Lm |ϕ⟩N = 0, Lm |ϕ⟩N = 0, for m ≥ 2. (2.3.3)
That is, ϕ (y, 0, 0) will be a sum over these operators ϕN of different levels. The |ϕ⟩N is,
in a sense, as close as possible to being a primary itself while still living in the bulk (ie
it is a primary that is not quasi-primary). It is an eigenstate of L0 and is annihilated
by all higher generators except L1. We will say more about the non-trivial action of L1
in appendix 2.7.
In particular, the conditions (2.3.3) imply that at each level, |ϕ⟩N factorizes, and
can be written in the following form




where L−N (and L−N ) are linear combinations of products of holomorphic (and anti-
holmorphic) Virasoro generators at level N . Note that, the holomorphic and anti-
holomorphic conditions above are independent, which means that L−N will just be L−N
with L replaced by L.
The conditions (2.3.3) will uniquely determine |ϕ⟩N (or L−N ) up to an overall nor-
malization (will be explained below). The overall normalization of |ϕ⟩N is fixed by
9In the conventional BCFT case, the bulk theory is a CFT (see [41] for a nice discussion). An
identical expansion also applies when studying non-gravitational QFTs in AdS [35], because boundary
dilatations correspond to a bulk isometry. When the bulk theory is gravitational, one cannot use pure
symmetry or OPE type arguments to prove that this expansion converges, but our results suggest that
it can be determined exactly to all orders in y after bulk gauge fixing. It seems reasonable to expect
that the small y expansion of ϕ would have a finite radius of convergence, since no terms like ∼ e−1/y
are allowed by scaling symmetry. We also explain in appendix 2.5.3 that symmetry arguments dictate
this global conformal BOE result [35, 10]
10More generally, a full bulk field would have terms like yh
′+h̄′ |Oh′,h̄′⟩, whereOh′,h̄′ is not a descendant
of O.
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LN1 L
N
1 |ϕ⟩N = (−1)N N ! (2h)N |O⟩ . (2.3.5)
This normalization condition is based on the requirement that we correctly reproduce






here is the global bulk field in the HKLL reconstruction [8], which we explain in 2.5.3
is equivalent to







−1 |O⟩ . (2.3.6)
So the requirement that ⟨ϕO⟩ = ⟨ϕglobalO⟩ implies that
L−N |O⟩ = LN−1|O⟩+ (other quasi-primaries and their descendants) (2.3.7)
where the terms in the parenthesis are all orthogonal to O and its global descendants,
and will not contribute when computing ⟨ϕO⟩. They are then fixed by solving (2.3.3).
When acting on |ϕ⟩N with LN1 L̄N1 , the terms in the parenthesis will be killed, that’s why
we have the normalization condition (2.3.5).11 It’s also true that in the large c limit,
our ϕ will reduce to ϕglobal, as will be shown in 2.3.2.2 that the terms in the parenthesis
are suppressed at large c.
Now let us explain why the conditions (2.3.3) uniquely determine L−N . It is easy to
see that they are equivalent to the equations
Lm1 · · ·Lmi |ϕ⟩N = 0,
∑
i
mi = N (2.3.8)
(and similarly for the anti-holomorphic part) where Lm1 · · ·Lmi represents the set of all
level N products of Virasoro generators with at least one Lmi with mi ≥ 2. That is,
Lm1 · · ·Lmi does not include LN1 . These conditions say that when Lm1 · · ·Lmi decreases
the level of |ϕ⟩N back to level zero, the result vanishes. There are p (N)−1 independent
ways (because we exclude LN1 ) to lower |ϕ⟩N to level zero, and thus |ϕ⟩N must satisfy
p (N) − 1 constraint equations. Since all the level N descendants of |O⟩ form a p (N)
dimensional space, the above condition will fix the bulk field up to an overall constant.
11Specifically, LN1 L̄
N
1 |ϕ⟩N = LN1 L̄N1 |ϕglobal⟩ = λNLN1 L̄N1 LN−1L̄N−1|O⟩ = (−1)NN !(2h)N |O⟩.
20
2.3 An Exact Algebraic Definition for the Proto-Field ϕ(X)
So ϕ (y, 0, 0) will be uniquely fixed12 by the constraints (2.3.3) and the normalization
condition (2.3.5).
In section 2.3.1 we motivate the definition of ϕ using Virasoro symmetry and the fact
that ϕ is a bulk scalar field. We then solve these conditions in various cases in section
2.3.2. In section 2.3.3, we show that our definition of ϕ(y, 0, 0) leads to a powerful
recursive algorithm to compute correlators of the form of equation (2.1.2), extending
standard recursion relations for correlators of stress tensors with local CFT2 primary
operators. The results exactly agree with those obtained from the bulk-boundary OPE
block in section 2.2.
2.3.1 Virasoro Transformations of ϕ(X)
In this section we will derive (2.3.1) using the fact that ϕ must transform as a bulk
scalar. This means that under a coordinate transformation, ϕ(z, z̄, y) → ϕ(z′, z̄′, y′).
We would like to understand the transformation of ϕ under the action of Vira-
soro, which is defined on the boundary by (z, z̄) → (g(z), ḡ(z̄)). We will constructively
demonstrate that there is a unique extension of an infinitesimal boundary Virasoro
transformation preserving the Fefferman-Graham gauge. Infinitesimally, we have
ϵLm(y, z, z̄, S, S̄) ≡ ϵ(δmy, δmz, δmz̄, δmS, δmS̄). (2.3.9)
where S, S̄ parameterizes the metric and are defined in (2.2.10). Then the transformation
of ϕ under an infinitesimal Virasoro generator Lm is determined by its scalar property:
Lmϕ(z, z̄, y) = (δmy∂y + δmz∂ + δmz̄∂̄)ϕ(z, z̄, y) (2.3.10)
This transformation rule is expected to hold within correlation functions.
12This means that ϕ has been fixed exactly (ie non-perturbatively in c, and not just to all orders in a
1/c expansion) to all-orders in powers of y. It’s less clear if we have determined ϕ exactly in both c and
y simultaneously, though it would appear that we have for cases where ϕ is inserted into a correlator
where the sum over y2N powers has a finite radius of convergence.
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S̄ (z̄) y4 − 4z2
)
y4S(z)S̄ (z̄)− 4 (2.3.12)
δmz̄ =
2m(m+ 1)y2zm−1
y4S(z)S̄ (z̄)− 4 (2.3.13)
We have verified that these results agree with the action of Lm computed using contour
integrals [22] of the stress tensor correlators from section 2.2.3. These results have several




(δmy, δmz, δmz̄) = (0, z
m+1, 0). (2.3.14)
Secondly, the transformation on the coordinates depends on the starting metric through
(S, S̄). This fact is easy to understand because if no such dependency existed, then we
would not be able preserve the Fefferman-Graham form of the metric in general.
The central feature of these transformations is that for m ≥ 2, points on the line
(y, 0, 0) are left invariant:
δm(y, 0, 0) = 0 for m ≥ 2. (2.3.15)
Using the scalar property (2.3.10), we find that
Lmϕ(y, 0, 0)|0⟩ = 0, for m ≥ 2. (2.3.16)
Including the constraints from L̄m̄, we arrive at conditions (2.3.1) satisfied by ϕ(y, 0, 0).
One can also motivate the conditions (2.3.1) satisfied by ϕ(y, 0, 0) by consideration
of causality [19, 20, 21, 29]. Correlators of ϕ(y, 0, 0) with boundary stress tensors T (z)
necessarily have singularities of the form 1
z2
, as the stress tensor must be sensitive to
the energy-momentum ‘charge’ of the bulk field, as well as 1
z3
singularities, since special
conformal transformations move ϕ around in the bulk.13 However, one may wish to
13These singularities could move to a different location in a different gauge, but they cannot be
eliminated entirely [20].
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forbid branch cuts and higher order singularities such as 1zn with n ≥ 4. Our ϕ(y, 0, 0)
is constructed to satisfy these requirements. The conditions on ϕ are equivalent to
stipulating that the singular terms in the OPE of the stress energy tensor T (z) with
ϕ(y, 0, 0) are
T (z)ϕ (y, 0, 0) ∼ L−1ϕ (y, 0, 0)
z
+
L0ϕ (y, 0, 0)
z2
+
L1ϕ (y, 0, 0)
z3
. (2.3.17)
So there will be no higher order singularities in correlators of ϕ with any number of
T . This property also holds for the individual components ϕN . One can also see this
explicitly in the correlators ⟨ϕOT ⟩, ⟨ϕOTT ⟩, and ⟨ϕOT T̄ ⟩ that we computed using
bulk-boundary OPE blocks in section 2.2.3, where there are no singularities beyond 1
z3
,
including in the expansions of these expressions in y.
2.3.2 Solving for ϕ(X) Explicitly
In this section, we will solve the conditions (2.3.3) and the normalization condition
(2.3.5) for ϕ(y, 0, 0) explicitly. We will focus on the holomorphic part of |ϕ⟩N =
λNL−N L̄−N |O⟩ and solve for L−N , since L̄−N is just the anti-holomorphic conjugate.
In terms of L−N , the conditions are
LmL−N |O⟩ = 0, for 2 ≤ m ≤ N
LN1 L−N |O⟩ = N !(2h)N |O⟩
(2.3.18)
We first provide an example at low orders in section 2.3.2.1 , and then we obtain an
exact, all orders solution in terms of orthogonal quasi-primaries in 2.3.2.2. We also solve
these conditions in the large c limit up to order O(c−2) in appendix 2.7.5.3.
2.3.2.1 Explicit Solutions at Low Orders
It is obvious that |ϕ⟩0 = |O⟩ and |ϕ⟩1 = − 12hL−1L̄−1|O⟩, and so the first non-trivial case
arises at the next level. At level 2, an arbitrary L−2 is given by L−2 = b1L2−1 + b2L−2














|O⟩ = 2!(2h)2 |O⟩ . (2.3.20)
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Solving these two equations for b1 and b2, we find
L−2 =
(2h+ 1)(c+ 8h)








and |ϕ⟩2 is given by |ϕ⟩2 = λ2L−2L̄−2|O⟩. One can continue this process at higher orders
(we also computed |ϕ⟩3 and |ϕ⟩4 in Appendix 2.7.5.1.), although the explicit expressions
become rather complicated. Instead we will see how to solve these equations in general
in terms of quasi-primaries.
2.3.2.2 Solution in Terms of Quasi-Primaries
We know that |ϕ⟩N can be written as the sum of the level N descendants of O. These
descendants can be decomposed into quasi-primaries (global primaries) and their global
conformal descendants. In this subsection, we will show that the coefficients in this
decomposition are determined by the norms of the quasi-primaries. We already saw an
obvious example in the global case, as the global descendant LN−1L̄
N











⏐⏐LN−1O⏐⏐2 ≡ ⟨O|LN1 LN−1|O⟩ = N !(2h)N .We will show that phenomenon is a general
feature of the quasi-primary decomposition.
Suppose Lquasi−N is a linear combination of Virasoro generators that acts on |O⟩ to
create a quasi-primary at level N , with the coefficient of LN−1 in Lquasi−N normalized to
1. For example, at level two there is a unique Lquasi−2 = L2−1 −
2(2h+1)
3 L−2. Since there
are many quasi-primaries14 at level N , we will take the quasi-primary created by our
chosen generator Lquasi−N to be orthogonal to all of the other level N quasi-primaries, and
normalized to contain exactly LN−1.
In what follows we will treat the holomorphic and anti-holomorphic descendants of
O separately, since at each level ϕN factorizes. Then we will combine the holomorphic
and anti-holomorphic pieces and correctly normalize them. Let us define the coefficient
14The number of quasi-primaries at levelN is p (N)−p (N − 1), where p (N) is the number of partitions
of N .
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When we take the inner product of |ϕ⟩N with L
quasi








⏐⏐⏐⏐(Lquasi−N )† Lquasi−N ⏐⏐⏐⏐O⟩ ≡ bN ⏐⏐⏐Lquasi−N O⏐⏐⏐2 , (2.3.24)
because Lquasi−N |O⟩ is orthogonal to all other states in |ϕ⟩N .







|ϕ⟩N = 0 (2.3.25)




− LN1 will include at least one Lm, with m ≥ 2,







−1 |O⟩ = (−1)N |O⟩ , (2.3.26)
equation (2.3.25) leads to
bN =
(−1)N⏐⏐⏐Lquasi−N O⏐⏐⏐2 . (2.3.27)
So we have shown that the coefficient of the level N quasi-primary Lquasi−N will be given
by the inverse of its norm. Actually, one can show that this is also true even for the
global descendants of the quasi-primaries. The holomorphic part of |ϕ⟩N will be given




L−1Lquasi−(N−1)⏐⏐⏐L−1Lquasi−(N−1)O⏐⏐⏐2 + · · ·+
Lm−1Lquasi−(N−m)⏐⏐⏐Lm−1Lquasi−(N−m)O⏐⏐⏐2 + · · ·
⎞⎟⎠ |O⟩.
Including the anti-holomorphic part and accounting for the overall coefficient (ie re-
15Via an abuse of notation, here |ϕ⟩N = λNL−N |O⟩, but it should be clear from the context whether
L̄−N is included in the definition of |ϕ⟩N or not.
16It is easy to see
⏐⏐⏐Lm−1Lquasi−(N−m)O⏐⏐⏐2 = m!(2(h+N −m))m ⏐⏐⏐Lquasi−(N−m)O⏐⏐⏐2.
25
2.3 An Exact Algebraic Definition for the Proto-Field ϕ(X)
quiring the coefficient of LN−1L̄
N













L̄−1L̄quasi−(N−1)⏐⏐⏐L̄−1L̄quasi−(N−1)O⏐⏐⏐2 + · · ·
⎞⎟⎠ |O⟩
as the exact solution for |ϕ⟩N in terms of orthogonal quasi-primaries with our chosen
normalization. Note that in a large c expansion, the norms of the non-trivial quasi-
primaries (and their descendants) will be proportional to positive powers of c, so that
their contributions will be suppressed. But at finite c, or for h ≳ c, their contributions
will be on equal footing with the global conformal descendants ϕ.
As an illustration of the above result, λ2L−2 in |ϕ⟩2 derived in equation (2.3.21) of





L2−1 − 2(2h+1)3 L−2
2





with |Lquasi−2 O|2 = 29(2h + 1) ((2h+ 1)c+ 2h(8h− 5)). We also explicitly compute |ϕ⟩3
and |ϕ⟩4 in Appendix 2.7.5.1.
2.3.3 Recursion Relation for Stress-Tensor Correlators
In section (2.2.3) we computed correlators of the form
⟨
ϕOT · · ·T · · ·
⟩
using the bulk-
boundary OPE block. In this section, we will derive a recursion relation that can be used
to calculate these correlators. Specifically, we will express correlators with n+ 1 stress
tensors in terms of a differential operator acting on correlators with fewer stress tensors.
This relation generalizes the well-known case of
⟨
OOT · · ·T · · ·
⟩
correlators [42], which
can be derived recursively from the two point function ⟨OO⟩ using the Virasoro Ward
identity.
Suppose we know the correlator with n insertions of T and m insertions of T ,
Gn,m ≡
⟨
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and now we consider the case of one more T insertion,
Gn+1,m ≡
⟨
T (z1) · · ·T (zn)T (zn+1)T (w1) · · ·T (wm)O (z, z)ϕ (y, 0, 0)
⟩
. (2.3.30)
A key feature of stress tensor correlators such as Gn+1,m is that as zn+1 → ∞, the
correlator vanishes. This means that Gn+1,m is completely determined by its poles in
the zn+1 variable. Thus Gn+1,m can be computed by taking the OPE of T (zn+1) with
all the other operators in Gn+1,m and only keeping the singular terms. We know the
singular terms in the OPE of T (zn+1) with O (z, z) and T (zi), which are







T (zn+1)T (zi) ∼
c









The conditions of equation (2.3.3) tell us that the singular terms in the OPE of T (zn+1)
with ϕ (y, 0, 0) are given by
T (zn+1)ϕ (y, 0, 0) ∼
L1ϕ (y, 0, 0)
z3n+1
+
L0ϕ (y, 0, 0)
z2n+1
+
L−1ϕ (y, 0, 0)
zn+1
. (2.3.32)
Writing |ϕ⟩ as a sum over |ϕ⟩N , that is |ϕ⟩ =
∑∞
N=0 y
2h+2N |ϕ⟩N , we know that the
effect of L0 on |ϕ⟩ is to pull down a factor of h+N for each |ϕ⟩N . This is equivalent to
taking the derivative with respect to y, so we have
L0ϕ (y, 0, 0) =
1
2
y∂yϕ (y, 0, 0) . (2.3.33)
And it’s easy to see that
L−1ϕ (y, 0, 0) = ∂xϕ (y, x, x) |x,x=0. (2.3.34)
Because of translation invariance, the action of L−1 on ϕ (y, 0, 0) is equal to a holomor-
phic partial derivative of all of the other operators, namely O (z, z) and other T s in the
correlator Gn,m.
The term L1ϕ (y, 0, 0) is more subtle. In general, at finite c we cannot write it as a
simple differential operator acting on ϕ (y, 0, 0) itself (see appendix 2.7 for more details).
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But since L−1 annihilates the vacuum, ie ⟨0|L1 = (L−1 |0⟩)† = 0, we can commute L1
with all the other operators on the left. Since we know the action of L1 on O and
the stress tensor,17 we can evaluate its action on ϕ within the vacuum sector correlator
Gn,m.
Combining all the above facts, we obtain a recursion relation for computing Gn+1,m












































T (z1)T (z2) · · ·T (zi−1)T (zi+1) · · ·T (zn)T (w1) · · ·T (wm)O (z, z)ϕ (y, 0, 0)
⟩
2 (zn+1 − zi)4
We display the origin of all of these terms in appendix 2.7.6. In appendix 2.7.6, we
also use this recursion relation to easily reproduce the correlators ⟨ϕOT ⟩, ⟨ϕOTT ⟩ and
⟨ϕOT T̄ ⟩ computed in section 2.2.3 using the bulk-boundary OPE block.
One can derive an identical recursion relation with T ↔ T̄ for adding insertions of the
anti-holomorphic stress tensor. Together, these relations precisely determine all vacuum
sector correlators of ϕO. In other words, one can view these recursion relations as an
alternative definition for the proto-field ϕ, which is entirely equivalent to the definition
(3.7.5) and the bulk-boundary OPE block prescription and accompanying regulator from
section 2.2.
2.4 Discussion
It is natural to conjecture [19] that complete, interacting scalar fields Φ(X) in AdS3





where the sum runs over all scalar CFT2 primaries, and the coefficients λO are con-
strained by consistency and causality [19, 20, 21, 29]. Our work does not shed much
17The commutators of L1 with O and T are simply
[L1,O (z, z)] = z (2h+ z∂z)O (z, z) ,




light on the questions of existence, (non-)uniqueness, and efficient determination of the
λO.
However, we have proposed a formula for the local AdS3 proto-field operator ϕO
built from a specific CFT2 primary O and its Virasoro descendants.18 We argued that
our choice of ϕO has a number of desirable properties, including healthy vacuum-sector
correlators that match bulk Witten diagrams, a natural interpretation in any semiclas-
sical vacuum geometry, and Virasoro symmetry transformations implemented as bulk
diffeomorphisms. But perhaps the most surprising and intriguing aspect of our analy-
sis is that we have determined ϕO exactly, based on the extremely simple condition of
equation (2.3.1).
Profound lore based on diffeomorphism gauge redundancy and black hole physics sug-
gests that local observables in gravitational theories may be ambiguous19 or ill-defined.
Hopefully our formalism will provide a context where these ideas can be made more
precise. It may be that AdS3 differs significantly from the case of higher dimensions
(or AdS3 × X spacetimes), where most aspects of bulk gravitational physics cannot
be fixed by symmetry, and the gravitational dynamics can depend on many parame-
ters. In CFT≥3 this difference arises because the OPE of the stress tensor is largely
unconstrained, in marked contrast with the CFT2 case.
How Non-Local is ϕ?
Our construction of ϕ was based on a series expansion in the radial coordinate y, which
may be viewed as a gravitational version of the boundary operator expansion of bound-
ary CFT. The non-locality of ϕ (as a CFT operator) arises from the fact that it has
been expressed as an infinite sum of local operators. In the global conformal case, one
can precisely relate the standard HKLL smearing function to the boundary operator
expansion (see appendix 2.5.3), making the non-locality of ϕ manifest. The extent of
the non-locality displayed by the exact Virasoro ϕ remains less clear. It should be possi-
ble to evaluate this region by computing correlators of ϕ with local CFT operators and
investigating the convergence properties of the infinite sum.20 There may be a more
18This may be enough to reconstruct the (toy?) case of a CFT with a low-energy spectrum that is
dual to AdS3 gravity coupled to a free bulk scalar field.
19For an example of an interesting recent discussion see [43].
20This suggests an amusing exercise – one might Borel resum the boundary operator expansion for ϕ.
It seems plausible that the summation defining the Borel series (operator) would appear local, in the
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direct method involving a non-perturbative generalization of the smearing procedure.
These questions will be of particular interest when we move from Euclidean to
Lorentzian signature. Lorentzian CFT correlators can be obtained from their Euclidean
counterparts by analytic continuation, but we do not know to what extent this holds
for bulk dynamics. At the very least we will need to have a better understanding of
bulk diffeomorphisms, including large transformations to new gauges. From the bulk or
Wheeler-DeWitt perspective, the formation and evaporation of a black hole can be pure
gauge!
Many recent works have focused on the relationship between bulk and boundary
domains of dependence [44, 45, 46, 47, 31] in Lorentzian signature. Some of this work
[48] was motivated by putative ambiguities in bulk reconstruction associated with the
fact that a bulk operator ϕ(X) can be expressed using smearing functions supported on
different boundary domains [8]. These ambiguities do not exist for non-gravitational AdS
field theory and its non-local boundary dual, as in this case ϕ(X) is precisely well-defined.
Thus it appears that these ambiguities can only arise from non-perturbative gravitational
effects. It would be interesting to exhibit such effects explicitly and to characterize their
physical significance in the bulk; perhaps this is possible in AdS3/CFT2.
Bulk Locality and Horizons
The primary motivation for studying ϕ is to investigate bulk locality and physics near
and beyond black hole horizons [49, 50, 51, 52].
The breakdown of bulk locality can be analyzed using scattering in AdS/CFT [53,
54]. However, one can attack the problem much more directly by studying the operator
product ϕ(X)ϕ(Y ) and its expectation value. The correlator ⟨ϕ(X)ϕ(Y )⟩ can differ
greatly from that of a free bulk scalar field because it includes the exchange of arbitrary
Virasoro descendants of O, or in the language of multi-trace operators, states such as
‘[T∂2T T̄ ∂̄4O]’ built from the OPE of O with any number of stress tensors. Since the
contribution of these states has been fixed exactly, one can compute ⟨ϕ(X)ϕ(Y )⟩ at finite
operator dimension h and central charge c and as a function of the geodesic separation
between the bulk operators. When h ≪ c one might hope to see the breakdown of
bulk locality at the Planck scale, and for heavy operators with h ≫ c one might see
sense that its series expansion would converge in correlators with all other local operators.
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indications of the horizon radius (or some other pathology associated with bulk fields
dual to very heavy CFT states). More generally, we would expect that the bulk OPE
expansion of ϕ(X)ϕ(Y ) does not exist.
We can also use correlators like ⟨ϕOHOH⟩ and ⟨ϕϕOHOH⟩ to probe the vicinity
of black hole horizons. In these and other high-energy states, we may find that ϕ
breaks down deep21 in the bulk, and it will be interesting to understand when and how.
Previously it was unclear how to study such observables in a non-trivial way, since it
seemed that one would need to rely on bulk perturbation theory to define them. It
appears that our construction surmounts this particular obstacle.
Many aspects of black hole thermodynamics are encoded in the Virasoro algebra at
large central charge [55, 56, 57, 58, 59], including various non-perturbative effects that
resolve or ameliorate information loss problems [60, 61, 62]. This means that it should
be possible to learn about bulk physics in the presence of black holes using Virasoro
technology.
Furthermore, general considerations [63] borne out by non-perturbative investiga-
tions of Virasoro blocks [62] show that in Euclidean space, pure high-energy quantum
states look very different from the BTZ black hole solution in the vicinity of the horizon.
This follows from the fact that thermal and BTZ correlators are periodic in Euclidean
time, while pure state correlators display completely unsuppressed violations of this pe-
riodicity [62]. Thus we have reason to believe that correlators like ⟨ϕϕOHOH⟩ will tell
us about interesting structures near the Euclidean horizon. By decomposing correlators
into Virasoro blocks, we can learn which of these effects are universal, and which depend
on the details of the CFT data.
Of course the real question is whether black hole horizons appear innocuous to
infalling Lorentzian observers. We hope to address some of these questions soon.




2.5 Background and Review
Here we collect fairly elementary results that may be of interest to some readers, and
that provides some useful background material for the main body of the paper.
2.5.1 Klein-Gordon Equation from the Worldline Path Integral
Here we review that first-quantized particles have propagators that satisfy the Klein-
Gordon equation. This follows implicitly from the equivalence between the two-point
correlator of a free quantum field and the first-quantized propagator. But we can also
understand it more directly.
The first quantized propagator is








Since K propagates wavefunctions in time, it satisfies the Schrodinger equation, and
the idea is that this equation is equivalent to the Klein-Gordon equation. For this
purpose we need to define a temporal direction for quantization, though we will find
that this choice is irrelevant as the Klein-Gordon equation is covariant. It’s convenient
to choose t = log y in our AdS case, so that we have a Lagrangian proportional to√
gµν ẋµẋν =
√
1 + ẋiẋi. Then the canonical momenta are
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and we find that the Hamiltonian is H =
√
m2 − pipjgij . Interpreting the canonical
momenta as covariant derivatives pi = ∇i, the square of the Schrodinger equation ∂2tK =
(∇i∇i+m2)K is the Klein-Gordon equation in our chosen coordinate system. Note that
one might try to identify pi = −i∂i as ordinary derivatives, but this leads to operator
ordering ambiguities after quantization since gij depends on x
i. The choice pi = −i∇i
resolves these issues; equivalently, there is a particular choice of ordering of factors of
gij and pi → −i∂i in the Hamiltonian that is equivalent to just setting pi = −i∇i.
Presumably, this choice should be correctly determined by a proper treatment of the
path integral.
2.5.2 Geodesics in Euclidean AdS3
We would like to identify the geodesics in pure Euclidean AdS3. The analysis is most



















y2 + zz̄ −R2
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where we will set the AdS scale R = 1. Then the geodesics satisfy ẌA = XA(this
equation of motion arises from the action for a point particle in embedding space subject
to the constraint XAX
A = 1) which means that
XA(s) = vA cosh(s) + uA sinh(s) (2.5.4)
for vectors vA and vA with vAu
A = 0 and vAv
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so we end up with a simple formula for these coordinates on any geodesic. Note that we
have translation symmetry in z, z̄ so we may as well set these to zero at a convenient
point. One choice is z = z̄ = 0 at s = 0. This means that vA will have vanishing z, z̄
components. A convenient Euclidean parameterization is
X0 = A0 cosh(s) +B0 sinh(s)
X3 = A3 sinh(s) +B3 sinh(s)
Xz = Az sinh(s)
Xz̄ = Az̄ sinh(s) (2.5.6)
We must have B3 =
A0B0
A3




























Note that at s = 0 we have (y0, 0, 0) while for s = −∞ we have (0, z0, z̄0). We can also












for geodesics beginning on the boundary at z0 and ending in the bulk at y0 and z, z̄ = 0.
2.5.3 Global Reconstruction as a Boundary Operator Expansion
The ideas reviewed in this appendix were briefly explained in [35]. As far as we are
aware, the explicit equations in this section were either first obtained by Miguel Paulos,
or were derived by us via discussion and collaboration with him. Thus these results
should largely be credited to Paulos and the other authors of [35]. A somewhat similar
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approach was taken in [10]. Ultimately, the point is that the global conformal generators
must act on ϕ as AdS isometries, and this idea dates back to the beginning of AdS/CFT.
Throughout this appendix we will always be discussing the global ϕ, which we will
usually denote as ϕg.
2.5.3.1 Global BOE from HKLL Smearing
Here we will show how to recover the global boundary operator expansion (BOE) for a
scalar operator [64]








from the well-known HKLL [24] smearing procedure.
To obtain a free bulk scalar field from a boundary primary, we ‘smear’ the boundary
operator via










over the Euclidean region z̄ = z∗ with |z| < y. We can formally re-write this as











As the smearing function depends only on zz̄, and terms with unequal powers of z and
z̄ vanish after angular integration, we can change variables to


















an. One can do this integral explicitly and find a result with the
desired series expansion in y2∂∂̄. One way to see this directly is to perform a rescaling
x → xy2 so that
ϕg(y, 0, 0) = (2h− 1)y2h
∫ 1
0
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which is the desired boundary operator expansion in powers of y.
2.5.3.2 Bulk-Boundary Correlator from BOE
Now we can verify explicitly that we obtain the correct ⟨ϕO⟩ correlator from the bound-
ary operator expansion for ϕ. In fact we will demonstrate a more general result, which
makes it possible to compute ⟨ϕgOT (z1) · · ·T (zn)⟩:
































where we define f via ⟨O(x)O(z)T (z1) · · ·T (zn)⟩ = f(zi, x, z)(z̄ − x̄)−2h, so we have








O(z)T (z1) · · ·T (zn)
⟩
(2.5.15)
The simple special case of interest to us is







2.5.3.3 Symmetries of the Global Boundary Operator Expansion
In this section we will show that global conformal symmetry transformations L−1, L0, L1
act as expected on the global conformally reconstructed ϕ.
When we regard ϕ as a bulk field, the global conformal generators should act on it
as the differential operators
L−1 = ∂z





2∂z + zy∂y − y2∂z̄
So the goal is to show that when the quantum operators Ln act on equation (2.5.9) in
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accord with this expectation. In what follows, we will show that an Ln transformation
applied to O results in the appropriate differential operator acting on ϕ.
The fact that the translation generators act correctly follows easily because ∂z com-





2n(∂∂̄)n (z∂ + h)O(z, z̄)













as desired. Note that this is automatic given the structure of expansion, and it does not




Finally, let us check the special conformal transformation L1; we will see that it can





































z2∂ + zy∂y − y2∂̄
)
ϕg
where in the last line, we used
λn = −λn+1(n+ 1)(2h+ n). (2.5.18)
The same result could also be obtained by demanding that the conformal Casimir acts
appropriately on ϕg, as shown by M. Paulos.
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2.6 Regulation: from Classical Backgrounds to Correla-
tors
In section 2.2, we developed an algorithm to compute the correlators ⟨T . . . T T̄ . . . T̄ ϕO⟩
from the simpler correlator ⟨ϕO⟩µ,µ̄ evaluated in states with non-trivial stress tensor
vevs:
⟨T (z)⟩µ,µ̄ = Tcl (z̄) , ⟨T̄ (z)⟩µ,µ̄ = T̄cl (z̄) (2.6.1)
The algorithm was to first view ⟨ϕO⟩µ,µ̄ as a functional on the vevs Tcl(z) and T̄cl(z̄).




















dx̄īK̃i,̄i(x1, . . . xn, x̄1, . . . , x̄n)Tcl(x1) . . . Tcl(xn)T̄cl(x̄1) . . . T̄cl(x̄n̄)
)
Then we compute the vacuum sector of the operator product ϕO that includes all
contributions from Virasoro descendants of the vacuum22, which is done by replacing
Tcl and T̄cl in ⟨Oϕ⟩µ,µ̄ by quantum operators T and T̄ .
However, generically operators products of T have short distance singularities when
two T ’s approach each other, which will occur due to the integration over positions in
(2.6.2). In [16] we empirically discovered a simple regulator (equation C.10 there) that,
when applied to the “quantum” version of (2.6.2), produces the correct OPE block.
The correlator between the regulated product of T ’s, denoted as [T (x1) . . . T (xn)], and
external, unregulated T (zi)s were found to be:
⟨T (z1) . . . T (zk)[T (x1) . . . T (xn)]⟩ = 0, n > k (2.6.2)





⟨T (z1) . . . T (zk)T (xi)⟩, n ≤ k (2.6.3)
The sum is over different groupings of T (zi)’s. Note that since in each correlator there
is only one T (xi), the results never diverge as xi → xj . Thus the regulator fully specifies
correlators of the OPE block with stress tensors.
22All other contributions to ϕO involve quantum operators that are not descendants of the vacuum.
Thus they do not contribute to the multi-T correlators that we are computing in this appendix.
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+ . . . (2.6.4)
where the square bracket represents the regularization applied to all products of T and
T̄ ’s. In the current context this regulator is defined by (2.6.2-2.6.3). In [16] and this
paper, this proposal survived extensive and non-trivial checks by direct computation.
In this appendix, we would like to provide a general argument for this proposal. In
particular, we would like to show that, under fairly general assumptions, it correctly
extracts multi-T vacuum correlators such as ⟨T (z1) . . . T (zn)T̄ (z̄1) . . . T̄ (z̄n̄)ϕO⟩0 from
simpler core correlators such as ⟨ϕO⟩µ,µ̄ on a background with non-trivial source. We
also show that this algorithm does not seem to rely on conformal symmetry and may
work in a wider range of settings.
Suppose we have a generic field theory containing a bosonic quantum operator T . It
is possible to construct a classical source for it, such that T has a classical vev:
⟨T (x)⟩µ = Tcl(x). (2.6.5)
We view this equation as a mapping between functions µ ↔ Tcl. We will make the
assumption this mapping is one-to-one, and µ = 0 maps to Tcl = 0. In particular, this
assumes that given any Tcl(x), there must exist a unique source configuration µ(x) that
sets up this vev. Thus we can write the functional µ[Tcl] as the solution of (2.6.5). Note
that the source is defined in the usual way by shifting the action in the Euclidean path
integral:
S → S +
∫
dzµ(z)T (z) (2.6.6)




Once this is known, we should have enough information to determine vacuum multi-T
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where we have inserted a series expansion of ⟨X⟩µ[Tcl] in the style of (2.6.2), which should
exist given the non-singular limit ⟨X⟩µ[Tcl→0] = ⟨X⟩0. When we replaceX → ϕO, (2.6.8)
is precisely the result predicted by inserting (2.6.4) into ⟨T (z1)ϕO⟩ and evaluate using
(2.6.2-2.6.3). We made this clear in the last step.
A slightly more non-trivial example is ⟨XTT ⟩:















































dx1⟨T (z1)T (z2)T (x1)⟩K̃X1 (x1)
+⟨X⟩0
∫
dx1dx2⟨T (z1)T (x1)⟩0⟨T (z2)T (x2)⟩0K̃X2 (x1, x2)





Again this exactly agrees with the result of our OPE block defined with regulator (2.6.3).
40
2.7 Bulk Virasoro Transformations
It is easy to see why this works to level n, ⟨XT (z1) . . . Tn(zn)⟩:










Each time we add a T (zn+1), the corresponding
δ
δµ(zn+1)






, where it picks up a single T from the OPE block of OO, or





, where it adds a point to a existing
multi-T correlator. By construction, there are never two T ’s from the X OPE block
appearing in the same vev. Thus, there are no UV divergences. The result is our OPE
block defined with regulator (2.6.3).
To summarize, given the correlator of operator product X on non-trivial back-
grounds, ⟨X⟩µ[Tcl], we can extract the vacuum correlator between X and any number of
T insertions using:

















where in the second line we interpreted the result as computing the correlator between
T (z1) . . . T (zn) and the OPE block of the operator product X, which is constructed and
regulated as given in the first line. This algorithm should work in any field theory as
long as the mapping ⟨T ⟩µ = Tcl is one-to-one between µ and Tcl.
2.7 Bulk Virasoro Transformations
We would like to find an extension of a boundary Virasoro transformation into the
bulk, such that this bulk transformation will preserve the Fefferman-Graham form of
the metric. To achieve this, this bulk Virasoro transformation must depend on the initial
bulk metric. In other words, the Virasoro transformations acts in the following way:
(




z̃, ˜̄z, ỹ, f̃ , ˜̄f
)
(2.7.1)
The bulk metric is specified by
(
f (z) , f̄ (z̄)
)
, which determines the vev of stress tensors
and the boundary Virasoro transformations back to the uniformizing coordinate (2.2.8),
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reproduced here:
zu = f (z)−
2y2f ′2f̄ ′′
4f ′f̄ ′ + y2f ′′f̄ ′′
, z̄u = f̄ (z̄)−
2y2f̄ ′2f ′′







4f ′f̄ ′ + y2f ′′f̄ ′′
(2.7.3)
Collectively, we may denote P =
(
z, z̄, y, f, f̄
)
and the above coordinate map to
the uniformizing coordinate is denoted as Pu (P ). Given any Virasoro transformation
(g(z), ḡ (z̄)), the way we obtain its bulk completion on any background metric that
preserves the Fefferman-Grahm gauge is to first map the original coordinate back to the
uniformizing coordinate, and then transform from it to the new coordiante such that
the composition is equivalent to (g(z), ḡ (z̄)) on the boundary. In equations, this means





= Pu (P ) (2.7.4)
f̃−1 ◦ f (z) = g (z) , ˜̄f−1 ◦ f̄ (z̄) = ḡ (z̄) (2.7.5)
We consider a generic background that is specified by
(
f (z) , f̄ (z̄)
)
. Then we do a
small Virasoro transformation generated by Lm on this background. On the boundary,
this transformation is defined as
(1 + ϵLm) z = z + ϵz
m+1 (2.7.6)








f̃ is determined by:
f−1 ◦ f̃ (z) = z − ϵzm+1 (2.7.8)
which means
f̃ = f − ϵzm+1f ′ ≡ f + ϵδmf (2.7.9)
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We then solve
Pu (P + ϵδmP ) = Pu (P ) (2.7.10)






S̄ (z̄) y4 − 4z2
)
y4S(z)S̄ (z̄)− 4 (2.7.11)
δmz̄ =
2m(m+ 1)y2zm−1





Note that the f and f̄ organize themselves exactly to reproduce S and S̄, where
S̄ =






Clearly, we see that Lm with m ≥ 2 will leave points (y, 0, 0) invariant.
For L1 this is explicitly not the case. In fact, the action of L1 is somewhat non-
trivial. On a background with L = 0 (correlators ⟨ϕOT̄ · · · T̄ ⟩ without any T ), we have:






ϕ (y, 0, 0) . (2.7.15)
One way to test whether this is correct is to compute






ϕ (y, 0, 0)⟩ (2.7.16)
Note that the first term on the RHS, which is the naive transformation of ϕ (it’s the
transformation of ϕglobal under L1), gives a wrong result:






2(h− 3)z̄1z̄ − 3(h− 1)z̄21 + 3z̄2
)
− z2z̄2z̄1 ((h− 1)z̄1 + z̄) + 3y4 (z̄ − z̄1) 2
)
(z̄ − z̄1) 2z̄41 (zz̄ + y2)2
This is wrong because it has a 1
z̄41
pole, which is inconsistent with the condition of
equation (2.3.3). But the second term
−6
c
y4⟨O(z, z̄)[T̄ (z̄1)T̄ (0)]∂ϕ (y, 0, 0)⟩ = −3y4
1
z̄41
⟨O(z, z̄)∂ϕ (y, 0, 0)⟩ = − 6hy
4z̄
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y4T̄ (0) ∂ − y2∂̄
)
ϕ (y, 0, 0)⟩





y2 (2z̄ − 3z̄1)− zz̄z̄1
)
+ zz̄ (z̄1 − z̄)
)
(z̄ − z̄1) 2z̄31 (zz̄ + y2) 2
=− (2hz + z2∂z)⟨O(z, z̄)T̄ (z̄1)ϕ (y, 0, 0)⟩
=− ⟨[L1,O(z, z̄)] T̄ (z̄1)ϕ (y, 0, 0)⟩
=⟨O(z, z̄)T̄ (z̄1)L1ϕ (y, 0, 0)⟩
Similarly, we checked (2.7.15) also work in the case of ⟨T̄ T̄OL1ϕ⟩. In particular, we
checked that
⟨T̄ (z̄1)T̄ (z̄2)O(z, z̄)L1ϕ(y, 0, 0)⟩







=− y2⟨T̄ (z̄1)T̄ (z̄2)O(z, z̄)∂̄ϕ(y, 0, 0)⟩
− 6
c











⟨T̄ (z̄1)T̄ (z̄2)O(z, z̄)ϕ(y, 0, 0)⟩
=− ⟨T̄ (z̄1)T̄ (z̄2) [L1,O(z, z̄)]ϕ(y, 0, 0)⟩.
(2.7.18)
The fact that these work nicely are non-trivial checks for our method.
2.7.1 Gravitational Wilson Line Computations at Higher Orders
In this section, we provide the details to derive the bulk-boundary OPE block kernels
up to order 1
c2
. First, we need to solve the following equation at large c
S (f, z) ≡ f








2.7 Bulk Virasoro Transformations
and determine f (z) and f (z) as functions of the stress tensor operators T (z) , T (z).
We’ll do this by expanding f (z) in terms of large c as follows











, f1 (z) and
f2 (z) are determined by the following differential equations
f
(3)
1 (z)− 12T (z) = 0,
2f1
(3)(z)f ′1(z) + 3f
′′
1 (z)
2 − 2f2(3)(z) = 0.
The first equation is easy to solve and the solution with desired boundary condition is




















































And the solution is






















































Now we can turn to the derivation of the bulk-boundary OPE block kernels. Ex-
panding the coordinates transformation (2.2.8) in terms of large c, i.e. using 2.7.20 with
f0 (z) = z, we have
u = y +
y
(
























w = z +





f ′1(z)− f̄ ′1 (z̄)
)










and similar expression for w. Expanding the bulk-boundary two-point function and
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using the above result, we find














































with KT and KTT the complex conjugate of KT and KTT respectively. In the third line
of the above equations, we’ve put the two operators at ϕ (y, 0, 0) and O (z, z).
































































































which are exactly the boundary-boundary OPE kernels found in [16].
2.7.2 Computations Using the Bulk-Boundary OPE Block





bulk-boundary OPE block with the regulator proposed in Appendix C.2 of [16] and
discussed in details in appendix 2.6. The regulator (2.6.2-2.6.3) is basically saying
that when computing ⟨ϕOT1 · · ·TnT̄1 · · · T̄m⟩, the kernels in the OPE block of ϕO that
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ϕ (y, 0, 0)O (z, z)T (z1)T (w1)
⟩
















































y2 (3w̄1 − 2z̄) + w̄1zz̄
) (




1 (z − z1) 2 (w̄1 − z̄) 2 (zz̄ + y2) 2
(2.7.28)
















(z′ − z1)4 (z′ − w1)4
. (2.7.29)





































1 (z − z1) (w̄1 − z̄) (zz̄ + y2) 2
So putting these two terms together, we get
⟨
ϕ (y, 0, 0)O (z, z)T (z1)T (w1)
⟩




y2 (3w̄1 − 2z̄) + w̄1zz̄
) (









1 (z − z1) (w̄1 − z̄) (zz̄ + y2)2
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Sending y → 0, the second term vanishes, and the first term will reduce to the boundary
four-point function
⟨














Using the regulator (2.6.2-2.6.3), the kernels in the bulk-boundary OPE of ϕO that
contribute to ⟨ϕOTT ⟩ are the identity, KT , KTT and KTKT . So ⟨ϕOTT ⟩ is given by
⟨ϕ (y, 0, 0)O (z, z)T (z1)T (z2)⟩













The first term is trivial and it’s just ⟨T (z1)T (z2)⟩ = c2(z1−z2)4 .
The first two terms in the second braket give the following contribution













































y2zz̄z1z2 (z (z1 + z2)− 4z1z2)− z2z̄2z21z22 + y4
(
zz1z2 (z1 + z2)− 3z21z22 − z2 (z1 − z2)2
))
(z − z1) z31z32 (z2 − z) (z2 − z1) 2 (zz̄ + y2)2




























(z′ − z1)4 (z′′ − z2)4
+
1
(z′ − z2)4 (z′′ − z1)4
)
.
Notice that there is no logarithm in the result of equation (2.7.30). But if one computes
⟨KTT (z1)T (z2)⟩ and ⟨KTTT (z1)T (z2)⟩ separately, one can see that they both have
logarithmic terms, but they cancel out exactly!
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2 (3z1 − 2z)
) (
zz2z̄ − 2y2z + 3y2z2
)
(z − z1) 2z31z32 (z2 − z) 2
which is just the contribution from ⟨ϕOT ⟩ ⟨ϕOT ⟩.
So putting everything together, we have
⟨ϕ (y, 0, 0)O (z, z)T (z1)T (z2)⟩
⟨ϕ (y, 0, 0)O (z, z)⟩
=
c





2 (3z1 − 2z)
) (
z2zz̄ + y








y2zz̄z1z2 (z (z1 + z2)− 4z1z2)− z2z̄2z21z22 + y4
(
zz1z2 (z1 + z2)− 3z21z22 − z2 (z1 − z2)2
))
(z − z1) z31z32 (z2 − z) (z2 − z1) 2 (zz̄ + y2)2
Sending y → 0 the above result does give us ⟨O(0,0)O(z,z)T (z1)T (z2)⟩⟨O(0,0)O(z,z)⟩ , which is
⟨O (0, 0)O (z, z)T (z1)T (z2)⟩





















2 (z − z1) 2 (z − z2)2
where u ≡ z12z34z13z24 =
(z1−z2)z
(z1−z)z2 is the cross ratio.
2.7.3 Spinning Bulk Wilson Lines
In this appendix we give the derivation of equation (2.2.28) in the text. To begin,
we recall how to write the bulk-to-boundary propagators in the vacuum. The general
procedure was described in [65], and takes the form





ξµ1± . . . ξ
µℓ
± , (± = −sgn(ℓ)),(2.7.30)
for the case h − h̄ = ℓ of interest. Here, (ξy+, ξz+, ξz̄+) = (yz1, z21 ,−y2) is the Killing





(yz̄1,−y2, z̄21) for anti-holomorphic ones.
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To promote this to an arbitrary background, we perform the transformation (2.2.8).




where xf are the transformed coordinates (yf , zf , z̄f ). The transformed coordinates in-
clude dependence on the second derivatives of f, f̄ , and so the above Jacobian factor
depends on its third derivatives. These third derivatives f ′′′(z2), f̄
′′′(z̄2) can be elimi-
nated in terms of the stress tensor T (z2), T̄ (z̄2) at the point (z2, z̄2). Moreover, as before
we can eliminate f ′(z2), f












f̄ ′(z̄1)(ξ−)µ(y, z, z̄), (2.7.32)













y2 + xT (z1)x̄T̄ (z̄1)
)2h
. (2.7.33)
Multiplying by (ξ′−)µ′1 . . . (ξ
′






















µ1 . . . t
µ′ℓ
µℓ(ξ−)µ1 . . . (ξ−)µℓ .
Equation (2.2.28) follows by using the fact that the Wilson line factors simply impose
the constraint x → xT (z1), x̄ → xT̄ (z̄1) and produce factors E2hT , Ē2h̄T̄ .
2.7.4 Bulk Witten Diagram Computation for ⟨ϕOT ⟩
In this section, we will show that the result we obtained for ⟨ϕOT ⟩ using bulk-boundary
OPE block and the recursion relation agrees with the result of the bulk Witten diagram
computation for ⟨ϕ(y, 0, 0)O(z, z̄)T (z1)⟩, shown in Fig. ??. This should be expected,
as the definition of equation (2.2.4) is essentially the first-quantized version of the bulk
field theory that leads to the Witten diagram we will discuss. We will first show that
the result is exact, using a trick [66] that obviates the need to perform integrals over
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AdS3. Then we will explicitly evaluate the diagram in the large h limit using saddle
point approximation (this will give the same exact result), where we can make direct




Figure 2.2: Dashed (solid) lines are graviton (scalar) propagators.
In order to compute this diagram, we need four ingredients: the scalar bulk-to-
boundary propagator, the scalar bulk-to-bulk propagator, the vertex structure associ-
ated with the scalar-graviton interaction, and the graviton bulk-to-boundary propagtor.
The standard prescription is to multiply these propagators together, and integrate over
the bulk. There are a variety of conventions for normalizing these objects, so we will
mostly ignore the overall numerical prefactors, which can be fixed in any case in terms
of operator normalizations and the stress tensor Ward identity.
The bulk-to-bulk propagator, specializing to our coordinate set-up, is given by
G(y,0,0),(y′,z′,z̄′) =
e−2hσ
1− e−2σ , (2.7.35)






, with ξ =
2yy′
y2 + y′2 + z′z̄′
. (2.7.36)
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while can also be written as
K(y′,z′,z̄′),(z,z̄) = e
−2hσ(y′,z′,z̄′),(z,z̄) , (2.7.38)
where σ(y′,z′,z̄′),(z,z̄) = log
y′2+(z′−z)(z̄′−z)
y′ is the regulated bulk-boundary geodesic length.
The vertex structure is given by hµνT
µν
m , where T
µν
m is the bulk matter stress energy
tensor. It can be derived from the bulk equations of motion, and is given by [67]
Tµνm = (g
µαgνβ + gµβgνα)∂αK∂βG− gµν(gρα∂ρK∂αG+m2KG). (2.7.39)
We are interested in the holomorphic part of this tensor object, since the coupling we
need is hzzT
zz
m . In the Fefferman-Graham gauge, it simplifies to
T zzm = 2g
zz̄gzz̄∂z̄K∂z̄G = −2y4G∂2z̄K. (2.7.40)
Finally, we need the graviton bulk-to-boundary propagator in this gauge. hzz(y, z, z̄) is
by definition equal to −6T (z)c , as in equation (2.2.3).23 So we have
⟨hzz(y′, z′, z̄′)T (z1)⟩ = −
6
c




Putting these ingredients together, the bulk integral corresponding to fig. ?? is then










The trick [66] to evaluating this kind of Witten diagram integral is first to simplify
the problem as much as possible using global conformal invariance, and second to recall
23It was also shown [68] using smearing functions that hzz(y, z, z̄) is simply given by boundary stress
energy tensor T (z):





















= T (z) .
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G(X,Y ) = δAdS(X − Y ), (2.7.43)
where m2 = 2h(2h − 2). This means that if we act with the bulk differential operator
(∇2 − m2) on the Witten diagram that computes ⟨ϕ(X)O(z2)T (z1)⟩, then we will be
left with just the integrand above, with G removed. We can simplify the calculation
by shifting z2 to 0 with a translation, then performing an inversion, and finally shifting
z3 → 0 by another translation.24 The resulting equation of motion is






A(y, z3, z̄3) ≡ ⟨ϕ(y′, z′3, z̄′3)O(z′2, z̄′2)T (z′1)⟩, (2.7.44)
where (y′, z′i) are the transformed coordinates. For comparison, the result in (2.2.30) in
terms of the transformed coordinates is














where t ≡ y2
y2+z3z̄3
. Taking A(y, z3, z̄3) = y
∆−4z2f(t), the equation of motion is simply
f ′′(t) +





t− 1 = 0.(2.7.46)
It is straightforward to check that the result in (2.2.30), i.e. f(t) = ∆2 t
2(1+2t), satisfies
this equation. More constructively, there are two boundary conditions that must be
imposed to fix the solution; one of these is that there is no y2−∆ piece near the boundary,
and the other can be chosen so that the correct ⟨OOT ⟩ three-point function is reproduced
at y ∼ 0; since (2.2.30) manifestly satisfies these conditions, it is the correct solution.
Thus our result exactly matches the Witten diagram.
Next, at large h, we can also evaluate the integral (2.7.42) directly using saddle point
approximation (the result of this saddle point approximation turns out to be exact) and
see how the kernel (2.2.15) emerges. After some manipulations, the bulk integral (2.7.42)
24Because of the presence of the bulk coordinate y, it is not enough to just take z2 → ∞, rather, we
must actually perform the transformation (z → z − z2 followed by an inversion) that takes z2 → ∞.
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can be re-cast into a more suggestive form














The notation σa,b indicates the (regulated) geodesic length between points a and b. We
have also defined L(y′, z′, z̄′) to be the sum of the lengths of geodesics from (y, 0, 0) to
(y′, z′, z̄′) and from (y′, z′, z̄′) to (z, z̄), that is
L(y′, z′, z̄′) ≡ σ(y,0,0),(y′,z′,z̄′) + σ(y′,z′,z̄′),(z,z̄). (2.7.48)
In the large h limit, the integral will localize along the geodesics from (y, 0, 0) to (z, z̄)










(y2 + z′z̄), (2.7.49)
so that the saddle point approximation to equation (2.7.47) is

















where the determinant is given by





⎞⎟⎠ = 4z5(z′z̄ + y2)
z′2(z′ − z)(zz̄ + y2)4 , (2.7.51)
evaluated along the geodesic (2.7.49). Plugging this in (and neglecting an order 1 nu-
merical factor) and performing the z′ integral, we obtain
⟨ϕ(y, 0, 0)O(z, z̄)T (z1)⟩ ∝
12h
c








=⟨ϕ(y, 0, 0)O(z, z̄)⟩ hz
2






matching equation 2.2.30 as expected. This demonstrates how the kernel of equation
(2.2.15) emerges from a bulk Witten diagram calculation.
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2.7.5 Solving for the Quantum Operator ϕ
2.7.5.1 Solutions to the Conditions of equation (2.3.3) at Level 3 and Level
4
In this section, we provide the solutions to the conditions of equation (2.3.3) at level 3
and level 4.
At level 3, |ϕ⟩3 = λ3L−3L−3 |O⟩ and λ3L−3 is given by with
λ3L−3 = (−1)3





where Lquasi−3 = L3−1 − 2 (h+ 1)L−1L−2 + (h+ 1) (h+ 2)L−3 and the norms are
⏐⏐⏐L−1Lquasi−2 O⏐⏐⏐2 = 2 (h+ 2) ⏐⏐⏐Lquasi−2 O⏐⏐⏐2 = 4 (2h+ 1) (h+ 2) ((2h+ 1) c+ 2h (8h− 5))9 ,⏐⏐⏐Lquasi−3 ⏐⏐⏐2 = 2h (h+ 1) (h+ 2) ((c− 7)h+ c+ 3h2 + 2) .
(2.7.53)
At level 4, |ϕ⟩4 = λ4L−4L−4 |O⟩ and λ4L−4 is given by
λ4L−4 =
L2−1Lquasi−2⏐⏐⏐L2−1Lquasi−2 ⏐⏐⏐2 +












(16h (2h+ 11) + 267)L−4 − 5 (6h+ 9)L2−2 − 5 (16h+ 49)L−1L−3 + 125L2−1L−2
]
,














(2h+ 3)L2−1L−2 +−4(h+ 3)L−4.
(2.7.55)
Lquasi,(4, 1)−4 and L
quasi,(2, 2)
−4 are not orthogonal to each other. L
quasi,(4, 1)
−4 becomes a null-
state when c = c4,1 (h) = −8h5 − 452h+3 + 535 , and L
quasi,(2, 2)
−4 becomes a null-state when
c = c2,2 (h) = 1− 8h. The coefficients of them, b4,1 and b2,2 are given by
b4,1 =
1125(10c+ 116h− 81)
8(2h+ 3)(2h+ 5)(8h− 3)(8h+ 27)(5c(2h+ 3) + 2(h− 1)(8h− 33))(2ch+ c+ 2h(8h− 5)) ,
b2,2 =
81(2h(16h+ 19)− 5c)
16h(h+ 3)(2h+ 5)(8h− 3)(8h+ 27)(c+ 8h− 1)(2ch+ c+ 2h(8h− 5)) .
(2.7.56)
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⏐⏐⏐⏐(Lquasi,(4, 1)−4 )† Lquasi,(4, 1)−4 ⏐⏐⏐⏐O⟩ ⟨O ⏐⏐⏐⏐(Lquasi,(4, 1)−4 )† Lquasi,(2, 2)−4 ⏐⏐⏐⏐O⟩⟨
O








One can show that for non-orthogonal quasi-primaries at higher order, their coefficients
will be given by the solutions to the equation corresponding to the above one at that
order. And for global descendants of these non-orthogonal quasi-primaries, their coef-
ficients will be given by a similar equation. These equations can be derived using the
method similar to the one in section 2.3.2.2.
2.7.5.2 From Vacuum Sector Correlators to ϕ Via the OPE
We determined the vacuum sector correlators
⟨ϕ(X)O(z)T (z1) · · ·T (zn)T̄ (z̄1) · · · T̄ (z̄m)⟩ (2.7.57)
using the bulk-boundary OPE block in section 2.2. Thus we can straightforwardly
determine the BOE expansion, expressing ϕN in terms of Virasoro descendants of O by
studying the multi-OPEs of O with the various stress tensors.
To perform this analysis explicitly, we start with the ⟨ϕO⟩ correlator and then add
more and more T and T̄ , modifying ϕN each time to obtain the correct correaltors. We
already found that global BOE of equation (2.3.6) produces the correct ⟨ϕO⟩ correlator
(see appendix 2.5.3 for details). Thus the next step is to modify the BOE to achieve
the correct ⟨ϕOT ⟩ correlators, without disrupting ⟨ϕO⟩. For this purpose it is useful to
compute





(z1 − z)2 (z1z̄ + y2)2
⟨ϕ(y)O(z)⟩ (2.7.58)
as shown via a more general argument in appendix 2.5.3. Now we can subtract this
result from the full correlator in equation (2.2.30) to obtain correlators of ϕN with the
contributions of global conformal descendants of O removed. Expanding to low order
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+ · · · (2.7.59)
Notice that the expansion only begins at order y4, and that as a function of z1, the
location of the stress tensor, each term has a pole at the origin of order 4 or higher.
The first observation indicates that the first Virasoro correction occurs in ϕ2, while the
second confirms that these corrections all involve Virasoro descendants of O, ie new
quasi-primaries like [TO]. We can match to the Virasoro descendants at levels 2 and 3,
namely the operators L−2L̄
2
−1O, L−3L̄3−1O, and L−1L−2L̄3−1O, by computing correlators
such as






where we have neglected terms that are independent of c. Comparing this with equation











to ϕ2 at this order. At order y






The second step in the analysis is to go back and ‘fix’ the ⟨ϕO⟩ correlators, as δϕ2
above will alter it. To achieve this goal, we simply need to supplement δϕ2 to make it












to leading order at large c. With this choice, δϕ2 will have a vanishing correlator with
O, and thus ⟨ϕO⟩ will remain correct.
However, we can determine all of these coefficents more precisely and systematically
using the condition of equation (2.3.3), as we’ll do in next subsection.
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2.7.5.3 Solving for ϕ at Large c




We know that at the leading order of the large c limit, ϕ (y, 0, 0) will reduce to
ϕglobal (y, 0, 0), that is
lim
c→∞










We’ll expand ϕ(y, 0, 0)|0⟩ =∑∞N=0 y2h+2N |ϕ⟩N and write |ϕ⟩N as follows
|ϕ⟩N = λNL−NL−N |O⟩ . (2.7.64)





















To derive ηN,k, we just need to consider the first two terms in the above equation.
















, 2 ≤ m ≤ N. (2.7.66)
The first term can be calculated exactly as follows25
LmL
N
−1 |O⟩ = (m+ 1)!
N−(m−1)∑
i=1
⎛⎜⎝ N − i
m− 1
⎞⎟⎠ (h+ i− 1)LN−m−1 |O⟩
=




25Equation (2.7.67) comes from the following procedure. We commute Lm with m L−1 to get L0. To
do so we need to choose m L−1s from the N L−1s. If the position of the last L−1 for these m L−1s
is the ith L−1 in the N L−1s from the right, then it means that we need to choose (m− 1) L−1s from





of ways to do so. Commuting Lm with m L−1 will eventually
gives us a L0 times a factor of (m+ 1)!. And there are (i− 1) L−1s remained on the right of this L0, so
the eigenvalue of L0 will be h+ i− 1.
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where we used the Virasoro algebra [Lm, Ln] = (m−n)Lm+n+ m(m
2−1)c
12 δm,−n.Equating
the RHSs of equation (2.7.67) and equation (2.7.67), and solving for ηN,m, we find
ηN,m = −
12(h (m+ 1) +N −m)N !
(N −m)!m (m2 − 1) (2.7.68)
















⎞⎟⎟⎠ |O⟩ = 0 +O (c−1) ,
(2.7.69)
with m1,m2 ≥ 2 and m1 ≥ m2, because Lm2Lm1 acting on the 1c2 terms will contribute























so in the following we only need to consider the remaining contribution of the second















[ λN,m1+m2 (2m1 +m2)
+λN,m2
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So equating the RHSs of the above two equations, and solving for κN,m1,m2 , we find
κN,m1,m2 = −







So L−N is by given equation (2.7.65) with ηN,k and κN,k1,k2 given by equation (2.7.68)
and equation (2.7.71).
Notice that the ηN,k and κN,k1,k2 we derived above are just the leading order results,







. In general, these 1c corrections should form quasi-primaries and their global




, which is just
the bulk-boundary propagator in vacuum.
2.7.6 Explicit Form of the Stress-Tensor Correlator Recursion and
Calculation




















zi (4 + zi∂zi)
z3n+1  

























T (z1) · · ·T (zi−1)T (zi+1) · · ·T (zn)T (w1) · · ·T (wm)O (z, z)ϕ (y, 0, 0)
⟩
2 (zn+1 − zi)4  
T (zn+1)T (zi)
(2.7.72)




that we derived in section 2.7.2 using bulk-boundary OPE block. For comparison, we
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provide these computations here.
For one T insertion, we have






















)2h hz2 (z1 (zz̄ + 3y2)− 2y2z)
(z − z1) 2z31 (y2 + zz)
.
For one T and one T insertions, we have
⟨
























)2h(h2z2z̄2 (y2 (3w̄1 − 2z̄) + w̄1zz̄) (y2 (3z1 − 2z) + z1zz̄)
z31w
3





1 (z − z1) (w̄1 − z̄) (zz̄ + y2)2
)
.
For two T insertions, we have









− z (2h+ z∂z)
z32
− z1 (4 + z1∂z1)
z32
)















⟨ϕ (y, 0, 0)O (z, z)T (z1)⟩
+
c
2 (z2 − z1)2












2 (3z1 − 2z)
) (
z2zz̄ + y








y2zz̄z1z2 (z (z1 + z2)− 4z1z2)− z2z̄2z21z22 + y4
(
zz1z2 (z1 + z2)− 3z21z22 − z2 (z1 − z2)2
))
(z − z1) z31z32 (z2 − z) (z2 − z1) 2 (zz̄ + y2)2
⎤⎦ .
One can see that the above results are exactly what we found in section 2.7.2.
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Chapter 3
Conformal Truncation and the
2D Ising Model
This model was suggested to Ising by his thesis adviser, Lenz. Ising solved the
one-dimensional model, ..., and on the basis of the fact that the one-dimensional
model had no phase transition, he asserted that there was no phase transition in any
dimension. As we shall see, this is false. It is ironic that on the basis of an
elementary calculation and erroneous conclusion, Ising’s name has become among
the most commonly mentioned in the theoretical physics literature. But history has
had its revenge. Ising’s name, which is correctly pronounced “E-zing,” is almost
universally mispronounced “I-zing.” — Barry Simon
3.1 Introduction
The language of quantum field theory underpins our understanding of a vast array
of physical phenomena. For strongly-coupled QFTs, however, we face a shortage of
robust methods for calculating non-perturbative dynamics. In particular, apart from
certain highly specialized examples, it is challenging in most methods to compute time-
dependent observables, such as correlation functions of local operators or the wavefunc-
tions of states. A new framework was presetned in [69], called conformal truncation,
for computing real-time, infinite-volume observables in a non-perturbative QFT in any
number of spacetime dimensions, given information about the UV conformal field theory
from which it originates. In that work, the method was only tested in examples with a
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perturbative or large-N expansion. The goal of the present work is to apply conformal
truncation in a truly non-perturbative setting, and in so doing, to lay the groundwork
for using this method to study dynamics in general QFTs.
Conformal truncation is a particular implementation of a more general approach
known as Hamiltonian truncation (for a recent review, see [70]). The basic strategy is to
discretize the QFT Hilbert space in some way and then truncate it to a finite-dimensional
subspace. The resulting truncated Hamiltonian can be diagonalized numerically, yield-
ing an approximation to the true QFT spectrum. More importantly, we also obtain
an approximation to the actual Hamiltonian eigenstates, which can be used to com-
pute dynamical observables. The heart of any Hamiltonian truncation method is the
discretization prescription, since it determines which symmetries are preserved under
truncation, how efficiently IR degrees of freedom are captured, and, ultimately, which
physical observables are deliverable.
The method proposed in [69] uses conformal symmetry as the organizing principle
for truncation. One starts by viewing the QFT in question as arising from a deformed
UV CFT. A basis for the QFT Hilbert space is constructed in terms of UV fields and
organized into representations of the conformal group, characterized by the quadratic
Casimir eigenvalue C. One truncates the basis by specifying some maximum Casimir
eigenvalue Cmax and only keeping states below this threshold. In this basis, matrix
elements of the Hamiltonian are simply related to OPE coefficients of the UV CFT.
Although the basis and Hamiltonian are constructed in the UV, after diagonalization,
they describe the entire RG flow of the QFT. In this way, one is using CFT data to
study QFT dynamics.
A key feature of conformal truncation is that one can use it to compute real-time,
continuum correlation functions. This is largely because the method avoids spacetime
compactification or latticization. For two-point functions, one can compute the associ-
ated Källén-Lehmann spectral densities, ρ(µ), which encode the decomposition of these








2 − µ2). (3.1.1)
In [69], we confirmed that conformal truncation indeed correctly reproduces known
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spectral densities in a large-N example. Our goal here is to now use conformal truncation
to compute fully non-perturbative spectral densities.
To have an independent check of our numerical results, we would like to study a
QFT with two properties: (i) it originates from a UV CFT where we know operator
dimensions and OPE coefficients so that we can construct the Hamiltonian, and (ii)
it has some regime that is strongly-coupled, but with known analytic expressions for
correlation functions that we can compare with our conformal truncation results. One
QFT that satisfies these requirements is 1+1 dimensional ϕ4 theory, which can be viewed
as the free massless CFT deformed by a mass term and quartic coupling, leading to the
full Lagrangian1













Using conformal truncation, we can compute spectral densities for any λ̄. To the best
of our knowledge, this is the first calculation of non-perturbative spectral densities in
2D ϕ4 theory.
For some critical value λ̄∗, the mass gap closes and the theory flows to a non-trivial
IR fixed point in the same universality class as the critical 2D Ising model, a theory
for which many exact results are known. We can thus test conformal truncation in a
strongly-coupled setting by comparing the IR behavior of our resulting spectral densities
in the vicinity of the critical point to the known analytic expressions for the Ising model.
We focus specifically on the local operators ϕn and the stress-energy tensor Tµν . Our
results for the spectral densities of these operators can be summarized as follows:
• We verify explicitly that ϕ4 theory at λ̄∗ flows to a non-trivial CFT. Specifically, we
compute the spectral density of the trace of the stress tensor, Tµµ, and confirm that
near criticality it reproduces the 2D Ising prediction in the IR, vanishing as λ̄ → λ̄∗.
(Figure 3.7)
1The operators in this Lagrangian are normal-ordered, but we have suppressed the typical notation,
:O:, with the understanding that all local operators in this work are to be normal-ordered.
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• We demonstrate universality in the IR behavior of ϕn correlators near criticality. In
particular, we find that the spectral densities of the even operators ϕ2n all match the
Ising model prediction for ϵ, while the odd operators ϕ2n−1 match the prediction for
σ. (Figures 3.8 and 3.9)
• We compute the Zamolodchikov C-function along the full RG flow. We find that it
decreases monotonically from the free central charge cUV = 1, transitioning to the
strongly-coupled IR at a scale set roughly by the coupling λ4π . Near criticality, the IR
behavior agrees with the prediction from the Ising model. (Figure 3.12)
It is worth emphasizing that our numerical results for the spectral densities describe
the entire RG flow, not just the IR regime described by the Ising model. In addition,
we can use conformal truncation to compute dynamical observables at any value of the
coupling, not just the narrow range near λ̄∗. We merely choose to focus on the vicinity
of the critical point in this work in order to test our framework against analytic results.
There have been many previous applications of Hamiltonian truncation methods to
two-dimensional ϕ4 theory [71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86,
87, 88, 89, 90]. In particular, Burkardt et al. [73] have proposed using a Fock space
basis of symmetric polynomials which in fact match the Casimir eigenstates we use to
construct our basis. However, our approach differs somewhat from theirs in practice,
as we truncate our basis solely according to Casimir eigenvalue, keeping higher-particle
states which they neglect. In addition, we use the conformal structure of the UV theory
to simplify the construction of the basis, allowing us to significantly increase the number
of states and compute full spectral densities.
Looking forward, conformal truncation can be applied to deformations of more gen-
eral CFTs, in any number of dimensions, provided we have sufficient knowledge of
scaling dimensions and OPE coefficients to construct the Hamiltonian. Conformal
truncation can therefore be used to study entire RG flows in a wide range of the-
ories. It would be useful to test the method in examples, such as those studied in
[91, 92, 93, 94, 95, 96, 97, 98], where the full flow can be computed using other tech-
niques. Overall, our results for ϕ4 theory provide a first step toward using this method
to study a variety of strongly-coupled dynamics.
The outline of the paper is as follows. In section 4.3, we briefly review the general
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framework of conformal truncation and discuss its application to 1+1 dimensional scalar
field theory. In section 4.4 we perform some simple consistency checks, numerically re-
producing several free field theory spectral densities and then verifying the constraints
imposed by the equation of motion and conservation of the stress-energy tensor. In sec-
tion 3.4, we proceed to strong coupling, studying the behavior of the low-mass spectrum
as a function of the coupling λ̄ in order to determine the point at which the mass gap
closes. We then extrapolate the truncated results to determine a prediction for the crit-
ical coupling, λ̄∗, which we compare to previous results in the literature. In section 3.5,
we compute spectral densities in the vicinity of the critical point, comparing the results
to analytic predictions from the Ising model. We conclude and discuss future directions
in section 3.6, while several appendices contain details of our methods.
3.2 Conformal Truncation and Scalar Field Theory
The goal of this work is to use conformal truncation to study the RG flow of 1+1
dimensional ϕ4 theory, given by the Lagrangian in eq. (3.1.2), to the 2D Ising model. In
this section, we introduce all of the necessary ingredients to accomplish this task. We
first review the overall approach of conformal truncation and then discuss the details of
applying this method to the specific UV CFT of 2D free scalar field theory. Finally, we
briefly review spectral densities, which are our main dynamical observable.
3.2.1 Review of Conformal Truncation
Conformal truncation is a method for using CFT data to numerically study the IR
dynamics of more general QFTs. This method can be applied to any theory that can
be described as an RG flow originating from some UV CFT deformed by one or more
relevant operators,
S = SCFT − λ
∫
ddxOR(x). (3.2.1)
Following the approach presented in [69], a useful basis for the Hilbert space of this
theory consists of UV eigenstates of the quadratic Casimir of the conformal group,
|C, P⃗ , µ⟩ ≡
∫
ddx e−iP ·xO(x)|0⟩, (3.2.2)
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where µ2 ≡ P 2. These basis states are created by primary operators2 in the origi-
nal CFT, and are characterized by their Casimir eigenvalue, spatial momentum, and
invariant mass (suppressing other possible quantum numbers like the spin ℓ).
The strategy of conformal truncation is to restrict the Hilbert space to the subspace
spanned by states with Casimir eigenvalue C ≤ Cmax. The full Hamiltonian (CFT +
deformation), when restricted to this subspace, can be diagonalized numerically, yielding
an approximation to the true spectrum of the IR QFT.
To define the Hamiltonian, we first need to choose a quantization scheme. As dis-
cussed in [69], we work in lightcone quantization, with the Hilbert space defined on slices
of constant lightcone “time” x+ ≡ 1√
2
(t+x). We thus need to compute matrix elements





dd−1x⃗OR(x+ = 0, x⃗). (3.2.3)
By construction, our basis is built from eigenstates of the CFT Hamiltonian, so we
only need to compute matrix elements associated with the relevant deformation. These
matrix elements are simply Fourier transforms of three-point functions in the original
UV CFT,
⟨C, P⃗ , µ|δP+|C′, P⃗ ′, µ′⟩ = λ
∫
ddx dd−1y⃗ ddz ei(P ·x−P
′·z)⟨O(x)OR(y)O′(z)⟩. (3.2.4)
We thus only need data from the UV fixed point to study the full RG flow: the spectrum
of local operators gives us a complete basis, while the OPE coefficients give us the
Hamiltonian matrix elements.
3.2.2 Conformal Basis for 2D Scalar Fields
Our starting point is the 2D free massless scalar in the UV. To apply conformal trun-
cation, we need to first construct the complete set of primary operators built from the
scalar field ϕ.3 This process is more subtle than in higher dimensions, because in 2D ϕ
is not a primary operator. We can see this by looking at its two-point function, which
2In this work, “primary” refers to any operator which is primary with respect to the global conformal
group SO(d, 2) and thus annihilated by the special conformal generators ([Kµ,O(0)] = 0). In 2D, this
includes operators which are often referred to as “quasi-primary” or “global primary” in the literature.
3This basis was originally considered in [99, 100], though with the separate goal of studying bound
states in 2D QCD.
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However, for the purposes of conformal truncation we do not need the latter two, as we
now explain.
Consider ∂+ϕ. From the equations of motion, we see that ∂±ϕ are purely left-moving
and right-moving modes, respectively,
∂2ϕ = ∂−(∂+ϕ) = ∂+(∂−ϕ) = 0. (3.2.6)
The left-moving operator ∂+ϕ thus creates particles with zero lightcone momentum
P−. Because we are working in lightcone quantization, these left-moving states are
non-dynamical and can be integrated out, setting ∂+ϕ = 0 [101].
Now consider the vertex operators eiαϕ, parameterized by the variable α. Because
of the logarithmic divergence in eq. (3.2.5), these operators require the introduction of

















This IR scale can be absorbed into a redefinition of eiαϕ, yielding a well-defined set of
primary operators with scaling dimensions ∆α =
α2
4π . However, once we deform the UV




the resulting Hamiltonian matrix elements for these vertex operators depend on the
IR scale, diverging as R → ∞. These divergences “lift” the vertex operators from
the theory, such that they have no overlap with the physical low-energy states. This
behavior is unsurprising, as vertex operators cease to be independent degrees of freedom
in the massive theory.
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Consequently, we can ignore both left-moving and vertex operators.4 Thus our basis







− ϕ(x) · · · ∂kn− ϕ(x), (3.2.8)
for some coefficients COk that need to be determined. The method for constructing these
primary operators is discussed in appendix 3.7 and will be presented in more detail
in [102]. Because these operators only consist of right-moving modes, their associated
conformal Casimir eigenvalues are completely fixed by their scaling dimensions,
C = ∆(∆− 2) + ℓ2 = 2∆(∆− 1). (3.2.9)
Setting a maximum Casimir eigenvalue, Cmax, is thus equivalent to setting a maximum
scaling dimension, ∆max.
The right-moving operators are all annihilated by the original CFT Hamiltonian,
[P
(CFT)
+ ,O(x)] = 0. (3.2.10)
This means that all states built from these primary operators have zero invariant mass
P 2. Thus for the 2D free scalar, the conformal truncation basis states in eq. (3.2.2) take
the more restricted form




Unlike in higher dimensions, where each primary operator defines a continuum of
Casimir eigenstates, parameterized by the invariant mass µ, each 2D operator O only
defines a single basis state. For a given Cmax, the number of states in our basis is
therefore given by the number of primary operators with Casimir eigenvalue below that
threshold. It is important to note that this significant reduction of the basis is specific
to 2D free field theory (or more generally, 2D theories built from conserved currents). In
other CFTs, primary operators are not annihilated by P+, leaving the invariant mass µ
4The removal of vertex operators and the restriction to states built from ∂−ϕ is quite similar to the
construction of the “Dirichlet basis” discussed in [69].
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as a continuous parameter defining a multiplet of Casimir eigenstates for each operator.
After constructing the basis, the next step is to work out Hamiltonian matrix el-
ements. Since P
(CFT)
+ vanishes in our basis, the full lightcone Hamiltonian only has













We can compute the Hamiltonian matrix elements by Fourier transforming three-point
functions involving ϕ2 and ϕ4, following eq. (3.2.4). Because these relevant deforma-
tions are not primary operators, their three-point functions are not simply a universal
kinematic factor multiplied by an overall OPE coefficient. Fortunately, their correla-
tion functions can all easily be computed via Wick contractions. The resulting matrix
elements are presented in appendix 3.8.
3.2.3 Review of Spectral Densities
After we have truncated the basis to some Cmax and computed the associated Hamilto-
nian matrix elements, we can construct the invariant mass operator
M2 = 2P+P−. (3.2.13)
Because our basis consists of P− eigenstates, diagonalizing this Lorentz invariant oper-
ator is actually equivalent to diagonalizing the lightcone Hamiltonian P+.
The mass eigenvalues that result from diagonalizing M2 are an approximation to
the spectrum of the IR QFT. However, in addition to the eigenvalues, we also obtain
the associated eigenstates |µi⟩, which we can use to compute dynamical IR observables.





|⟨O(0)|µi⟩|2 δ(µ2 − µ2i ). (3.2.14)
As shown in eq. (3.1.1), spectral densities encode the same information as real-time,
infinite-volume correlation functions. For presenting results, it will be more convenient
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which contains the same dynamical information as the spectral density.
3.3 Sanity Checks
In this section, we perform two consistency checks of our conformal truncation method.
First, we consider the free field theory limit, λ̄ = 0, and verify that our numerical results
for ϕn spectral densities match the theoretical predictions. Second, we confirm that the
equation of motion and the stress-energy tensor Ward identity are satisfied identically
in our framework for any λ̄, even after truncation.
3.3.1 Spectral Densities in Free Field Theory
Here we consider free massive field theory, obtained by setting λ̄ = 0. In this limit,
Hamiltonian matrix elements are diagonal with respect to particle number, which means
that we can consider each n-particle sector independently. For each sector, we truncate
the basis to some ∆max (or equivalently Cmax), diagonalize the lightcone Hamiltonian,
and use the resulting approximate mass eigenstates to compute the spectral density of
the corresponding scalar operator ϕn.
As examples, figure 4.1 shows the integrated spectral densities for ϕ2, ϕ3, ϕ4, and
ϕ5. In each plot, the blue dots are our conformal truncation results and the black line













)n − (K0(mr)− iπI0(mr))n],(3.3.1)
where I0 and K0 are modified Bessel functions of the first and second kind.
The main plot shows the raw value for the integrated spectral density, while the inset
shows the same result normalized by the prediction. For each plot, we also indicate the
number of n-particle basis states for the corresponding choice of ∆max. For example, for



















































































Figure 3.1: Integrated spectral densities for ϕ2 (upper left), ϕ3 (upper right), ϕ4 (lower
left), and ϕ5 (lower right) in massive free field theory (λ̄ = 0), both the raw value (main
plot) and normalized by the theoretical prediction (inset). The conformal truncation
results (blue dots) for each plot are computed using the ∆max shown, with the corre-
sponding number of n-particle basis states, and compared to the theoretical prediction
(black curve).
corresponds to a total of 50 states.
As is evident from the figure, the conformal truncation results correctly reproduce
the theoretical expectations for these spectral densities. Similar plots can also be made
for ϕn with n > 5. These plots serve as both a consistency check of our method, ensuring
that our basis states and matrix elements have been constructed correctly, as well as
a demonstration that our conformal truncation approach can be used to compute full
correlation functions.
From the insets in figure 4.1, we see that the numerical results agree with the full
functional form of the spectral density to within a few percent over a wide range of
µ. The discrepancy slowly begins to increase in the UV, confirming that our basis of
primary operators with low conformal Casimir predominantly overlaps with low-mass
states [104]. The discrepancy also grows rapidly near the IR threshold µ ≈ nm. This is
due to the fact that we have truncated to a discrete basis, giving rise to an effective IR
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Increasing ∆max lowers this effective cutoff, improving our ability to resolve IR mass
scales.
3.3.2 Equation of Motion and Ward Identity
In our framework, both the equation of motion (EOM) and the Ward identity for the
stress-energy tensor can be phrased as constraints on certain matrix elements of the
invariant mass operator M2. It is convenient to specifically focus on the dynamical part
of these matrix elements, MOO′ , with the overall momentum-conserving delta function
removed,
⟨C, P−|M2|C′, P ′−⟩ ≡ 2P−(2π)δ(P− − P ′−)MOO′ . (3.3.3)
To derive the matrix element constraints imposed by the EOM, we start with the
equation in operator form and act on the vacuum to obtain the relation
M2ϕ(0)|0⟩ = m2ϕ(0)|0⟩+ 1
3!
λϕ3(0)|0⟩. (3.3.4)
We now act on both sides with an arbitrary basis state ⟨C, P−|, obtaining the constraint




The left side of this equation is an M2 matrix element mixing the one-particle state with
a generic basis state created by any primary operator O. The EOM thus relates this
matrix element to the overlap that the O basis state has with ϕ and ϕ3. Using the matrix
elements presented in appendix 3.8, it is straightforward to check that eq. (3.3.5) indeed
holds for any state in our basis. Since the EOM is satisfied at the level of individual
matrix elements, it holds exactly for the resulting mass eigenstates, regardless of how
we truncate the basis.
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The EOM is a useful warmup for the stress-energy tensor Ward identity,
PµTµν = P+T−− + P−T+− = 0. (3.3.6)
















Given these integral expressions for P±, by the Noether construction one would näıvely
expect the components T−− and T+− to be given by the corresponding integrands. While
this expectation is correct for T−−,
5
T−− ≡ (∂−ϕ)2 , (3.3.8)
it is not true for T+−. This subtlety in defining the stress tensor arises from the fact
that the scalar field ϕ is not a well-defined primary operator.
To see this concretely, consider the OPE of T−− with a general scalar primary oper-





2π(x− − y−)∂−O(y) + · · · (3.3.9)
where the remaining terms in the expansion are not singular. For the operator ϕ4,






4(y) + · · · (3.3.10)
Thus ϕ4 can give rise to ϕ2, such that the distinction between the two operators is
muddied.
We can use the Ward identity to determine the correct form of T+−. Using the OPE,











5Note that our definition of T−− differs from the standard one (in e.g. [105]) by a factor of 2π.
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While there is a discrepancy between this expression for T+− and the integrand of P+,
this appears to be an unavoidable pathology of 2D scalar field theory due to the fact
that we have chosen to deform the UV CFT by an ill-defined operator.
Nevertheless, we can confirm that the expression for T+− above is correct by studying
the matrix element constraints imposed by the Ward identity. Following the same




which constrains matrix elements involving the two-particle state created by (∂−ϕ)
2.
Using the matrix elements in appendix 3.8, one can check that this constraint is only
satisfied if we use the expression for T+− in eq. (3.3.11). This consistency check is
important, as we later use this expression to study the stress tensor spectral density in
section 3.5.
3.4 Critical Coupling for ϕ4 Theory
In order to study the RG flow from scalar field theory to the 2D Ising model, we need
to determine the critical coupling, λ̄∗. To do so, we scan over λ̄, diagonalizing the
Hamiltonian for each value of the coupling to obtain the mass spectrum, and look for
the following indicators of critical behavior:
• Vanishing mass gap. Since in lightcone quantization the vacuum is trivial [106,
107], the mass gap is simply the lowest mass eigenvalue. The critical coupling
should therefore correspond to the point at which the lowest eigenvalue goes to
zero.
• Continuous spectrum. At weak coupling, the lowest eigenvalue corresponds to
the one-particle state, which is separated from the two- and three-particle thresh-
olds. At the critical coupling, not only should the lowest eigenvalue hit zero,
but this spacing between eigenvalues should also vanish, providing an important
consistency check that we have successfully tuned to the critical point.
In this section, we use these criteria to determine the value of the critical coupling. We
study the mass spectrum as a function of λ̄ at various finite values for ∆max and then
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extrapolate the results to the limit ∆max → ∞ to calculate λ̄∗. We then compare the
value we obtain with previous results and briefly discuss the mapping between critical
couplings in lightcone quantization with those in more standard equal-time quantization.
3.4.1 Tuning to the Critical Point
To start, let us look at how the lowest mass eigenvalues depend on the coupling λ̄. To
do so, we truncate our conformal basis to some fixed ∆max, keeping all states below this
threshold, then diagonalize the lightcone Hamiltonian for various values of λ̄. Note that,
unlike for the free field theory results in section 4.4, here we include all basis states with
∆ ≤ ∆max, regardless of particle number. Because each insertion of ∂−ϕ in a primary
operator increases the scaling dimension by 1, this means we include states with up to
n = ∆max particles.
Because we are only deforming our CFT by the even operators ϕ2 and ϕ4, the
resulting spectrum can be divided into two independent sectors, depending on whether
the eigenstates are odd or even under the Z2 transformation ϕ → −ϕ. In the following
discussion, we identify the eigenvalues in these two sectors with the notation µ2i,odd/even,
where the label i = 1, 2, . . . indicates the magnitude of the eigenvalue, with i = 1
corresponding to the lowest eigenvalue in the respective Z2 sector.




2,odd as functions of
λ̄ for ∆max = 34, which corresponds to a basis of 12,310 states (the maximum truncation
level we consider in this work). As we can see, at λ̄ = 0 these eigenvalues correspond to
the 1-, 2-, and 3-particle thresholds, respectively. As the coupling λ̄ increases, all three
of these eigenvalues begin to decrease, eventually reaching zero.6
Notice in figure 3.2 that the eigenvalues go to zero at distinct values of λ̄. This is
clearly incorrect, as we expect the mass gap and the spacing between eigenvalues to all
vanish at the same critical coupling. The discrepancy is due to truncation error, that
is, a consequence of restricting our basis to finite ∆max. We expect (and demonstrate
below) that the discrepancy disappears in the limit ∆max → ∞.
Even at finite ∆max, though, our truncated data places a preliminary bound on the
6In particular, the mass eigenvalues cross zero and become negative. This is a signature of spon-
taneous symmetry-breaking in lightcone quantization [81]. In this work, we focus exclusively on the
symmetry-preserving side of the critical point, leaving an analysis of the symmetry-broken phase for
future work.
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Figure 3.2: The two lowest mass eigenvalues in the odd sector and the lowest eigenvalue
in the even sector as a function of λ̄ for ∆max = 34 (12,310 basis states).
critical coupling, λ̄∗. Hamiltonian truncation is a type of variational method, which
means that at any λ̄ the lowest eigenvalue (µ21,odd) always places an upper bound on
the true mass gap. This in turn means that, for any finite ∆max, the lowest eigenvalue
reaches zero at a coupling strictly above the actual critical coupling. We can thus use




To obtain the correct value for λ̄∗, we would like to extrapolate in ∆max. To do this,
we need to determine how the spectrum varies with ∆max. At fixed λ̄, we find that the
dependence of the lowest eigenvalues on ∆max is well modeled by




where the parameters A, B, and n are λ̄-dependent. In particular, the exponent n tells
us how quickly the truncation result for µ2i converges with ∆max. We find experimentally
that n decreases monotonically with increasing λ̄, starting with n ≈ 2 at weak coupling
and reaching n ≈ 1 near the critical point. This behavior for n can be understood as a
consequence of the Hamiltonian matrix elements’ dependence on ∆max, as we discuss in
appendix 3.9. By fixing λ̄ and varying ∆max, we find the best fit for each mass eigenvalue
µ2i . The resulting parameter A provides the extrapolated value of µ
2
i for that particular
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Figure 3.3: Two examples of the dependence of µ21,odd (green), µ
2
1,even (blue), and µ
2
2,odd
(red) on ∆max, at fixed
λ̄
4π = 0.55 (left) and
λ̄
4π = 1.75 (right). The solid lines show
the best fit for each µ2i (∆max) to the functional form in eq. (3.4.2), with the resulting
powers n = 2.0 (left) and n = 1.0 (right). The y-intercept for each fit provides the
extrapolated value of µ2i for ∆max → ∞, and the error is estimated by varying the slope
by 15% about the mean of the data points.
λ̄ in the limit ∆max → ∞.
Figure 3.3 shows two examples of this procedure, one at λ̄4π = 0.55 and the other at
λ̄







different ∆max. The solid lines show the best fit for each µ
2
i (∆max), and the resulting
y-intercept provides the extrapolated value as ∆max → ∞. For the first example, which
is clearly far from the critical point, we find that the corrections at finite ∆max fall as
1/∆nmax with n = 2.0. The second example is much closer to criticality, and the results
thus converge more slowly, with n = 1.0.
The deviations of the data points from the best-fit curve are highly correlated, since
increasing ∆max does not actually change any of the Hamiltonian matrix elements and
instead just adds new ones. This correlation between data points makes it more difficult
to determine the uncertainty in the extrapolated values for µi, and standard estimates
which ignore the correlation will typically underestimate the error in the resulting ex-
trapolation. Rather than perform a detailed analysis of the uncertainty, we provide a
simple estimate by varying the slope of the best fit line by 15% about the mean of the
data points, which corresponds to the dashed lines in figure 3.3.
Carrying out this procedure for each λ̄, we are able to construct the ∆max → ∞
extrapolation for the lowest eigenvalues, shown in figure 3.4. This plot is the analogue




2,odd as a function
of λ̄. We see that, unlike at finite ∆max, all three eigenvalues reach zero at the same λ̄,
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Figure 3.4: The two lowest mass eigenvalues in the odd sector and the lowest eigenvalue


























Figure 3.5: The ratio of two lowest mass eigenvalues in the odd sector and the lowest
eigenvalue in the even sector to the mass gap as a function of µ21,odd in the extrapolated
limit ∆max → ∞.
to within the error bars.
We can now use these extrapolated eigenvalues to determine the critical coupling.
Our best estimate clearly comes from the lowest eigenvalue, µ21,odd, which has the least
uncertainty in its extrapolation. By measuring the point at which this eigenvalue reaches
zero, we obtain the prediction
λ̄∗
4π
= 1.84± 0.03. (3.4.3)
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As another simple check of this extrapolation, figure 3.5 shows the extrapolated
ratios of the eigenvalues µ21,even and µ
2
2,odd to the mass gap µ
2
1,odd, as a function of the
gap. We see that, although the eigenvalues themselves change significantly, their ratios
appear to remain fixed at the free field values of 1, 4, and 9, corresponding to the one-,
two-, and three-particle thresholds. This matches our expectation that there should be
no bound states in ϕ4 theory.
However, the ratios begin to deviate from the expected values as we near the critical
point, indicating that the one-particle state still reaches zero before the two- and three-
particle thresholds. This deviation is due to the fact that we have extrapolated these
ratios from results with finite ∆max, which limits our IR resolution. These ratios thus
provide a useful indicator of the approximate scale of our IR cutoff.
3.4.2 Comparison with Prior Work
The critical coupling of 2D ϕ4 theory has been studied previously using a variety of
computational methods in both lightcone [71, 72, 73] and equal-time quantization [74,
75, 76, 77, 78, 79]. As we briefly summarize below, the value of the critical coupling
is dependent on the choice of quantization scheme, such that mapping between the
lightcone and equal-time values is rather difficult. We do not attempt a comparison with
equal-time results in this work, since it is somewhat tangential to our main goal, and
instead focus on comparing our result for λ̄∗ with values from other lightcone methods.
While λ̄∗ is certainly an important intermediate result of this work, ultimately we are
interested in computing physical observables like correlation functions which, unlike the
critical coupling, are independent of quantization scheme.
The first study of the critical coupling in lightcone quantization appeared in [71, 72].
This work used the method of discretized lightcone quantization (DLCQ) [108, 109, 110],
which is a Hamiltonian truncation method where the underlying QFT Hilbert space is
discretized by compactifying the “spatial” lightcone direction x−. More recently, the
critical coupling was studied in [73] using a Hamiltonian truncation method with a basis
of symmetric polynomials in momentum space. These results for the critical coupling,
along with ours, are summarized below:
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Lightcone Method λ̄∗/(4π)
DLCQ [72] 2.6
Symmetric polynomials [73] 2.1± .05
Conformal truncation (this work) 1.84± .03
Our extrapolated value for the critical coupling is somewhat lower than the values
obtained in both [72] and [73]. There is also some tension between these previous
results and our data even before we perform any extrapolation in ∆max. Recall from
our discussion above that conformal truncation is a variational method, so that our
∆max = 34 data places an explicit upper bound on the value of the critical coupling,
λ̄∗
4π ≤ 1.98. The values reported in [72, 73] are centered above this bound.
Ref. [72] is an older work and does not report error bars, so it is difficult to ascertain
the precision of this result for comparison. As for [73], their basis of symmetric polyno-
mials has a one-to-one map to the basis states we use in this work (see appendix 3.7).
For this particular theory, our methods are thus completely equivalent in practice, al-
though there are minor technical differences in actual implementation. The maximum
basis size considered in [73] consists of 226 total states and corresponds to a subset of
our ∆max = 18 basis. For our results, we have constructed the basis up to ∆max = 34,
which consists of 12,310 states. It is thus possible that the uncertainty in these previous
results is somewhat larger than initially estimated, which would allow for compatibility
with our higher ∆max results.
Comparison with equal-time results is more subtle, because the value of the critical
coupling is quantization scheme dependent. The difference between the two schemes can
be seen most easily at the level of Feynman diagrams: there exist mass-renormalization
diagrams due to the coupling λ̄ that appear in equal-time quantization but vanish in
lightcone quantization [111]. A given value of the bare coupling λ̄ thus clearly leads
to different physical masses in the two quantization schemes. In principle, it should
be possible to resum the missing diagrams in order to convert between lightcone and
equal-time results, and ref. [73] proposes such a method. This prescription, however, is
inherently non-perturbative due to the need to account for an infinite class of diagrams.
While outside the scope of this current work, it would be very interesting and instructive
to perform a careful matching between lightcone and equal-time data and to compare
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our results to those reported in [74, 75, 76, 77, 78, 79].
3.5 Ising Model Near Critical Temperature
Now that we have confirmed the existence of a critical point and determined the corre-
sponding critical coupling, λ̄∗, we can turn to the main focus of this work: computing
dynamical observables, namely spectral densities, in the vicinity of the fixed point. This








λϕ4 ⇒ LIsing −mgapϵ, (3.5.1)
where the arrow denotes RG flow to the IR. Here mgap → 0 as λ̄ → λ̄∗, and the defor-
mation by ϵ is equivalent to moving the Ising model away from the critical temperature
Tc, with mgap ∼ |T − Tc|. This IR theory is famously integrable, such that one can
compute its spectral densities analytically. In this section, we use conformal truncation
to compute spectral densities in ϕ4 theory for any λ̄, then verify that near λ̄∗ they
match the known analytic results for the Ising model, allowing us to test our method in
a strongly-coupled example.
Recall that we compute spectral densities by first truncating the basis to some ∆max
and then numerically diagonalizing the resulting lightcone Hamiltonian matrix to obtain
the approximate mass eigenstates |µi⟩. The integrated spectral density of any operator
is then given by eq. (4.3.25).
Specifically, we compute and study the spectral densities of the stress-energy tensor
Tµν and the scalar operators ϕ
n. These operators are all initially defined in the UV.
For the stress tensor, we can study the spectral densities of individual components. A
particularly interesting component is T+−, which in 2D is proportional to the trace,
Tµµ = 2T+−.
The theoretical prediction for this particular component is that near criticality
T+− ⇒ mgapϵ. (3.5.2)
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Note that this vanishes at the critical coupling, since mgap → 0. By computing the
spectral density of T+−, we are thus able to explicitly check whether the stress tensor
is traceless at λ̄∗, which determines whether the critical point corresponds to a CFT.
The ability to study the RG flow of the stress tensor is a particularly useful feature
of conformal truncation, as other non-perturbative methods typically break translation
invariance, making it difficult to reproduce the stress tensor.
For the ϕn operators, the expectation is that near criticality their IR description will
be in terms of the leading operators in the Ising model, namely, σ (the lowest Z2-odd
operator) and ϵ (the lowest Z2-even operator). Near the critical point λ̄∗, we thus expect
the universal behavior
ϕ, ϕ3, ϕ5, . . . ⇒ σ, ϕ2, ϕ4, ϕ6, . . . ⇒ ϵ. (3.5.3)
In other words, we expect that near λ̄∗ the µ → 0 behavior of the spectral densities ρϕn
will approach the known expressions for ρσ or ρϵ, depending on parity.
While not technically an independent degree of freedom (due to the Ward identity),
the component T−− of the stress tensor is also a useful observable. Its integrated spectral
density is equivalent to the Zamolodchikov C-function, which measures the change in
central charge between the UV and IR fixed points and is an intrinsic feature of the
intermediate RG flow. Using conformal truncation, we can compute the C-function at
any coupling λ̄. Compared to T+− and ϕ
n, however, it is more difficult to extract the
Ising model behavior near criticality from T−− due to its sensitivity to corrections from
UV physics, as we discuss.
3.5.1 Trace of the Stress-Energy Tensor
To begin, let us consider the trace of the stress-energy tensor. In 2D, the trace is
proportional to the component T+−, which for ϕ











Near the critical coupling, we expect T+− to match onto the 2D Ising prediction in the
IR. Exact predictions for the Ising model at T ̸= Tc are possible, because the theory is
integrable and can be described in terms of a free fermion with mass mgap. The Ising
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Figure 3.6: Integrated spectral density for T+− at different values of ∆max. The ∆max =
34 results (blue dots) are at λ̄4π = 1.96, and the couplings for the remaining results
have been chosen such that the mass gap remains fixed. The points are the actual
contributions of individual eigenstates to the spectral density, while the dashed lines
are interpolations. The right plot is simply a zoomed-in version of the left one, and
compares the conformal truncation results to the theoretical IR prediction for the Ising
model (black curve).
spectral density for T+− can be computed analytically from its decomposition into Fock


















where θ is the rapidity of an individual fermion with p± = mgape
±θ, and θij ≡ θi − θj .
Near the critical coupling λ̄∗, we therefore expect the spectral density of T+− to flow to
this Ising model prediction in the IR. In particular, recall that mgap → 0 as λ̄ → λ̄∗,
so the spectral density should vanish as we approach criticality, as expected for an IR
CFT.
Before comparing the conformal truncation integrated spectral densities with the
predictions from the Ising model, we can study their behavior as a function of ∆max
to determine how quickly the results converge. When comparing results with different
values of ∆max, we have a choice as to which parameter to hold fixed. One obvious
choice is to fix the coupling λ̄ (as we did in the extrapolations in section 3.4), in which
case the IR scale mgap will vary as we increase ∆max. Alternatively, we can hold mgap
fixed and vary λ̄. Because we are specifically interested in studying IR dynamics, we
choose the latter option, keeping mgap fixed in order to study the convergence of our
results relative to this physical IR scale.
Figure 3.6 shows our truncation results for the integrated spectral density of T+− at
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four different values of ∆max. The results with the highest truncation level, ∆max = 34,
are at λ̄4π = 1.96. For the results with lower ∆max, the couplings have thus been chosen
to ensure that in each case the mass gap matches that of the ∆max = 34 spectrum.
As we can see, the ∆max = 34 results appear to have converged across a wide range
of mass scales, suggesting that these results are successfully computing the true spectral
densities. Moreover, we see that conformal truncation appears to reconstruct the spec-
tral densities from the IR up, such that even ∆max = 16 is an accurate approximation
to the low-energy dynamics. This behavior appears to confirm our intuition that states
with low conformal Casimir in the UV provide the dominant contribution to low-mass
states, even at strong coupling.
In the right plot of figure 3.6, we compare our truncation results to the theoretical
prediction for the Ising model (black curve). This analytic expression only has one
unknown parameter, mgap, which is fixed by setting the lowest eigenvalue µ
2
1,even =
4m2gap. In the IR, the conformal truncation results clearly match both the scaling and
overall coefficient of the Ising model prediction.
It is worth emphasizing that the correspondence between ϕ4 theory and Ising model
spectral densities should only hold in the deep IR. At higher energy scales µ2, these
theories are not equivalent and thus have distinct spectral densities, which is precisely
what we observe in figure 3.6.
Figure 3.7 shows the ∆max = 34 results for the T+− spectral density at multiple
values of λ̄ near the critical point, again compared to the theoretical prediction from
the Ising model. As a rough estimate of the convergence, we have included an envelope
surrounding the truncation results whose width corresponds to the difference between
these results and those at ∆max = 30. We see that the spectral density correctly repro-
duces the Ising model prediction in the IR over a range of couplings. Most importantly,
the resulting IR density vanishes as mgap → 0, clearly indicating that the critical theory
is described by a CFT.
While this is not surprising, as we already know that the critical point of ϕ4 theory
should be described by the 2D Ising model, this example demonstrates the utility of
spectral densities in analyzing the low-energy behavior of strongly-coupled theories. For
more general RG flows, where the IR description is unknown, seeing the trace of the
stress tensor vanish in conjunction with the mass gap confirms that the UV theory flows
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Figure 3.7: Integrated spectral densities for T+−, for ∆max = 34 and different values of
λ̄, compared to the Ising model prediction (black curve). The thin blue lines indicate
the magnitude of the difference between these results and those at ∆max = 30, providing
a rough estimate of the convergence. For reference, the upper right plot corresponds to
the same value of the coupling ( λ̄4π = 1.96) as figure 3.6.
to an IR CFT.
The spectral density of the stress tensor trace also clearly delineates which eigenstates
correspond to the IR fixed point. As we can see in figure 3.7, the spectral density is
zero for roughly the first six points, indicating that these states comprise the IR sector
described by the critical Ising model.
3.5.2 Universality in ϕn Spectral Densities
Next, we can turn to the scalar operators ϕn. Near the critical coupling λ̄∗, we expect
that in the IR these operators will all flow to the lowest dimension operators in the Ising
model,
ϕ2n ⇒ ϵ+ · · · , ϕ2n−1 ⇒ σ + · · · , (3.5.6)
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where the ellipses denote higher-dimensional operators. We thus expect universal be-
havior in the associated spectral densities as µ → 0,
ρϕ2n(µ) → ρϵ(µ), ρϕ2n−1(µ) → ρσ(µ) (µ → 0). (3.5.7)
The theoretical prediction for the ϵ spectral density is identical to that of T+−, but








(T > Tc). (3.5.8)
On the other hand, σ has overlap with all Fock space states with odd numbers of


























However, the contribution of each n-fermion sector begins at µ = nmgap, which means
that in practice we only need to consider the contributions from the states with low
fermion number to determine the IR behavior. Moreover, for the mass scales µ2 that we
consider, the overwhelmingly dominant term is the single-fermion contribution, which
is a delta function. Thus, the σ integrated spectral density is simply a step function at
µ2 = m2gap, with only sub-percent level corrections coming from higher fermion number
contributions.
Just like with T+−, we first study the rate of convergence by plotting the ϕ
n spectral
densities at various ∆max with fixed mgap, as shown in figure 3.8. These plots specifically
show ϕ2 and ϕ3, with similar results for the other operators. For the highest truncation
level, ∆max = 34, the coupling was fixed to
λ̄
4π = 1.96 for ϕ
2 and λ̄4π = 1.69 for ϕ
3.
We again find that the conformal truncation results converge rather quickly, espe-
cially in the IR. The rightmost plots compare the low-mass results to the theoretical
predictions for ϵ and σ (black curves). Note that these spectral densities are merely ex-
pected to be proportional to those of ϵ and σ in the IR, with an unknown λ̄-dependent
overall coefficient for each ϕn. These coefficients can be fixed by fitting the overall nor-
malization of the ϕn spectral densities to the theoretical predictions. Because we only
expect these operators to match the Ising predictions in the IR, we specifically fit the
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Figure 3.8: Integrated spectral densities for ϕ2 (top) and ϕ3 (bottom) at different values
of ∆max. The ∆max = 34 results (blue dots) are at
λ̄
4π = 1.96 (top) and
λ̄
4π = 1.69
(bottom), and the couplings for the remaining results have been chosen such that the
respective mass gaps remain fixed. The points are the actual contributions of individual
eigenstates to the spectral density, while the dashed lines are interpolations. The right
plots are simply a zoomed-in version of the left ones, and compare the conformal trun-
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Figure 3.9: Integrated spectral densities for ϕ2, ϕ4, and ϕ6 at λ̄4π = 1.96 (left) and for
ϕ, ϕ3, and ϕ5 at λ̄4π = 1.69 (right), both with ∆max = 34. The spectral densities in each
plot have been rescaled by an overall coefficient such that the first data points match.
The thin lines indicate the magnitude of the difference between these results and those
at ∆max = 30, providing a rough estimate of the convergence. In both plots, all three
curves converge to the same universal behavior in the IR.
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Figure 3.10: Integrated spectral densities for ϕ2, for ∆max = 34 and different values of λ̄,
compared to the Ising model prediction for ϵ (black curve). The thin blue lines indicate
the magnitude of the difference between these results and those at ∆max = 30, providing
a rough estimate of the convergence. For reference, the upper right plot corresponds to
the same value of the coupling ( λ̄4π = 1.96) as figures 3.8 and 3.9.
normalization to the lowest 5 data points. As we can see, both operators match their
Ising model predictions at low energies. This is especially noticeable for the ϕ3 spectral
density, which develops a large resonance corresponding to the one-fermion contribution
to σ.
Figure 3.9 shows the integrated spectral densities for ϕ2, ϕ4, and ϕ6 (left) and for
ϕ, ϕ3, and ϕ5 (right). Both plots have ∆max = 34 and are at the same couplings as
figure 3.8. Just like for the stess tensor, we have included an envelope surrounding each
spectral density whose width indicates the difference between these results and those at
∆max = 30. Also, we have again rescaled these results by an overall coefficient, this time
such that the very first data points match. In both plots, while the spectral densities
are clearly distinct in the UV, they all converge to the same universal behavior in the
IR.
This IR universality continues to hold across a range of couplings in the vicinity of
λ̄∗. As an example, figure 3.10 shows the integrated spectral density for ϕ
2 at different
values of λ̄, compared with the ϵ spectral density. While the results match the theoretical
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prediction at low energies, the rate of convergence appears to decrease as we push closer
to the critical coupling. This is unsurprising, as the resulting spectrum becomes more
finely tuned as the mass eigenvalues go to zero, and the truncation results therefore
converge more slowly in ∆max, as we saw in section 3.4.
3.5.3 T−− and the Central Charge
Finally, we can consider the stress-energy tensor component T−− ≡ (∂−ϕ)2. The inte-
grated spectral density for this operator is particularly interesting in 2D, because it cor-












As is well-known, this function monotonically interpolates between the central charges
of the UV and IR fixed points. While we can compute C(µ) for any coupling λ̄, unfor-
tunately near criticality the Ising model prediction is very sensitive to UV corrections,
making the comparison with theory more subtle for this particular observable.
In particular, for RG flows which lead to a non-trivial IR CFT, one could in principle
use the spectral density of T−− to determine the associated central charge, cIR. In
practice, if the IR fixed point is fine-tuned, as in ϕ4 theory, the resulting truncated
spectrum will always have a small but nonzero mass gap. In this case, the C-function
will flow to the trivial central charge,
C(µ) → 0 as µ → 0 (mgap ̸= 0).
If mgap is nevertheless sufficiently small compared to the mass scales of the UV theory,
the C-function will still plateau at cIR before eventually falling to zero as µ → 0.
Our ability to extract the IR central charge from the T−− spectral density is therefore
determined by the size of mgap relative to the other scales characterizing the RG flow.
To be more concrete, the Ising model description of ϕ4 theory is merely a low-energy
effective theory, with an associated cutoff Λ set by the UV parameters m and λ. The
stress-energy tensor, and thus the resulting effective Hamiltonian, receive corrections
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Figure 3.11: Theoretical prediction for the Zamolodchikov C-function in the Ising model
effective theory, including the correction from the leading irrelevant operator, for dif-
ferent values of
mgap
Λ . In the limit Λ → ∞ (black curve), the function levels out and
approaches the Ising central charge cIsing =
1
2 . For finite values of Λ, the corrections dra-
matically alter the function, lowering the plateau and eventually completely eliminating
it as Λ → mgap.




+ · · · (3.5.11)
with the remaining terms suppressed by higher powers of Λ. Using this effective Ising
framework, we can determine the effects of these corrections on spectral densities as a
function of the ratio
mgap
Λ . For example, if we include the correction due to the leading


















Figure 3.11 shows the resulting Ising model prediction for the C-function for different
values of
mgap
Λ . In the limit Λ → ∞ (black curve), the corrections are negligible and the
C-function flattens out, allowing us to extract the central charge cIsing =
1
2 . However,
as we increase mgap relative to the cutoff, the corrections rapidly alter the theoretical





From this plot, we see that the C-function is very sensitive to corrections from UV
physics, such that we must set mgap far below the cutoff to be able to read off cIR
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Figure 3.12: Zamolodchikov C-function at different values of ∆max. The ∆max = 34
results (blue dots) are at λ̄4π = 1.96, and the couplings for the remaining results have been
chosen such that the mass gap remains fixed. The points are the actual contributions of
individual eigenstates to the spectral density, while the dashed lines are interpolations.
The right plot is simply a zoomed-in version of the left one, and compares the conformal
truncation results to the theoretical IR prediction for the Ising model (black curve),









































































































































Figure 3.13: Zamolodchikov C-function for ∆max = 34 and different values of λ̄. The
thin lines surrounding the data points indicate the magnitude of the difference between
these results and those at ∆max = 30, providing a rough estimate of the convergence.
Main plots: raw data (blue dots) compared to the Ising model prediction (black curve),
which includes the correction from the leading irrelevant operator (with Λm = 1.0).
Insets: same data points, but with the expected leading correction removed (red dots),
compared with the Ising model prediction (black curve).
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directly. More importantly, though, even the IR behavior of C(µ) changes dramatically
due to UV effects. This suggests that we need to account for these irrelevant operators
when comparing our numerical results to the predictions from the Ising model.
We can see this clearly in figure 3.12, which shows our conformal truncation results
for the C-function at four different values of ∆max. Just like in previous plots, the
couplings have been chosen such that the results all have the same mass gap. In the left
plot, we see that the results have converged over a wide range of µ, showing the full RG
flow from the free scalar central charge cUV = 1 at high energies to the trivial value of
zero in the IR, with the transition scale roughly corresponding to the coupling λ4π .
However, there appears to be no plateau in the IR corresponding to cIsing =
1
2 ,
indicating that the effective cutoff Λ is not sufficiently large compared to mgap. We can
confirm this by fitting the IR data points with the Ising model prediction, including
the correction from the leading irrelevant operator ∂2ϵ, as shown in the right plot. The
resulting fit yields Λm ≈ 1.0, which corresponds to
mgap
Λ ≈ 0.4.
In order to suppress these corrections and isolate the unperturbed Ising model pre-
diction, we therefore must push the mass gap much lower. However, our truncation to
∆max = 34 limits our IR resolution, setting a lower bound on the value of mgap we can
accurately probe with our numerical results. At this truncation level, we are therefore
unable to set mgap low enough to ignore these corrections to the C-function.
It is important to note that these corrections to the Ising prediction are not a result
of truncation error. The effective cutoff Λ is a physical scale at which the Ising model
description of ϕ4 theory breaks down, and these corrections are just a consequence
of that fact. Truncation effects merely limit the amount of separation we can obtain
between mgap and Λ, or equivalently, how close we can get to the critical point.
Figure 3.13 shows the truncation results for the C-function for ∆max = 34 and
multiple values of λ̄. In the main plots, we compare these results (blue dots) with the
theoretical prediction (Ising + leading correction) with a fixed cutoff Λm = 1.0 across the
λ̄ shown. Even though the mass gap changes significantly as we vary λ̄, the IR data
points continue to be well-described by eq. (3.5.12). The insets in these plots confirm
this agreement, showing the truncation results for C(µ) with the expected corrections
from ∂2ϵ removed (red dots). In the IR, these modified results now match the original











































Figure 3.14: Integrated spectral density for T+− at ∆max = 34 and
λ̄
4π = 2.04, compared
to the Ising model prediction with (dashed line) and without (solid line) the correction
from ∂2ϵ, with Λm = 1.0. In the IR, the effects from this leading correction are negligible,
such that we can safely ignore them. For reference, the numerical results are the same
as those in the lower left plot in figure 3.7.
indicating that our truncation results are correctly reproducing the effects due to the
cutoff Λ.
One obvious question is whether the corrections due to irrelevant operators also have
a significant effect on the integrated spectral densities for T+− and ϕ
n. After all, in the
previous subsections we completely ignored these effects when comparing our truncation
results with theoretical predictions. Fortunately, unlike for T−−, the corrections to
those spectral densities are negligible in the IR. As an example, figure 3.14 shows the
theoretical prediction for the T+− integrated spectral density, both with and without the
leading correction from ∂2ϵ, compared with the conformal truncation results at ∆max =
34 and λ̄4π = 2.04. In the IR, the two theoretical predictions agree, indicating that
we can safely ignore the corrections from higher-dimensional operators when comparing
with our numerical results.
3.6 Discussion
Conformal truncation, which we introduced in [69], is a new method for performing non-
perturbative computations in strongly-coupled QFTs. Unlike other numerical methods,
it is formulated in Lorentzian signature and infinite volume and consequently can be
used to compute real-time, continuum correlation functions. In this work, we have
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used conformal truncation to specifically calculate Källén-Lehmann spectral densities,
which are equivalent to two-point functions. To the best of our knowledge, the results
presented here constitute the first computation of non-perturbative spectral densities in
2D ϕ4 theory.
Our main goal has been to check these spectral densities against known analytic
results in the IR limit, as a test of our conformal truncation method. As such, we
have focused on values of the coupling, λ̄, near the critical point, where we know the
IR theory is described by the 2D Ising model. In section 3.5, we demonstrated that
in this regime the spectral densities for several different operators match known Ising
spectral densities at low energies, providing a fully non-perturbative check of conformal
truncation.
It is worth emphasizing two things. First, our truncation results extend well beyond
the deep IR regime described by the Ising model. As we have shown, the spectral
densities converge rapidly in ∆max over a wide range of mass scales, µ
2, providing
the full RG flow of the corresponding operators. These are novel predictions for non-
perturbative two-point functions in ϕ4 theory. Second, as we vary ∆max, the resulting
spectral densities are built from the IR up. That is, the convergence of the spectral
densities starts at low mass scales and then extends to larger µ2 with increasing ∆max.
This is evident, for example, in the convergence plots in figure 3.6, where even ∆max = 16
correctly reproduces the IR. This capacity to preferentially access IR physics is a useful
feature of conformal truncation.
Our analysis has taught us some general lessons about conformal truncation. One
clear lesson is that conformal truncation becomes less efficient as we increase the sepa-
ration between the bare parameters in the UV Hamiltonian and emergent IR scales like
mgap. From a computational perspective, this is simply because a small value for mgap is
the result of fine-tuned cancellations between UV basis states. As mgap decreases, the IR
results thus become increasingly sensitive to small corrections from operators with large
conformal Casimir. This is most pronounced at a critical point, where mgap vanishes,
and explains why in figure 3.4 the error bars increase as we approach criticality. We
can also see this behavior in the various spectral density results, where the convergence
slows as we tune mgap → 0. This inability to fully reach criticality at finite ∆max thus




Another important lesson can be drawn by comparing the convergence of our results
in sections 3.4 and 3.5. In section 3.5, we found that the spectral densities converged
quite rapidly if we held the IR observable mgap fixed. We can contrast this with the mass
spectrum results in section 3.4, where we instead held the UV parameter λ̄ fixed. Even
visually, it is clear that the latter results converge much more slowly than the former
ones. This is perhaps unsurprising, as mapping precisely between the mass gap and λ̄
requires reconstructing the entire RG flow. Because conformal truncation constructs
observables from the IR up, it is thus much more efficient to study low-energy physics
directly in terms of IR parameters, rather than UV ones.
Perhaps one way to summarize these observations is that conformal truncation ap-
pears to be truly complementary to existing numerical methods. While most methods
excel at computing critical observables, conformal truncation is better at studying full
RG flows. Conformal truncation can thus deliver something new: real-time, infinite-
volume correlation functions computable efficiently in ∆max.
Finally, it is worth commenting that in the space of CFTs, there is a precise sense
in which the 2D free scalar CFT is actually the least efficient setting for conformal
truncation. In 2D free field theory, a primary operator O only corresponds to a single
state in the Hilbert space, as we discussed in section 4.3. For more general theories, each
operator O gives rise to a continuum of states, parameterized by the invariant mass µ.
Equivalently, we can think of these additional states as being created by the descendant
operators P 2nO. Computationally, constructing primary operators is expensive, while
including additional descendants is quite cheap. The 2D free scalar CFT thus has the
least return in terms of the number of basis states obtained with a given computational
power. As a concrete point of comparison, in [69] we considered the 3D free scalar CFT
as a starting point for studying the O(N) model in the limit N → ∞. Using conformal
truncation, we were able to reproduce the IR spectral density of the singlet operator ϕ⃗ 2,
in roughly equivalent detail to the results presented here, using just ∆max ∼ 5. The key
difference in that work is that we were able to increase the size of our truncated basis
with descendants. For this reason, we are optimistic about the capabilities of conformal
truncation moving forward to other theories.




1) 2D ϕ4 theory – continued
In this work, we have only studied the symmetry-preserving phase of ϕ4 theory,
focusing particularly on couplings below λ̄∗. However, as mentioned above, confor-
mal truncation yields results for any λ̄, so a natural next step is to proceed to the
symmetry-broken phase. There is reason to believe that, despite the triviality of
the vacuum, spontaneous symmetry-breaking is detectable even in lightcone quan-
tization [81], and some initial work has been done in [83, 82, 84]. It would thus be
illuminating to study the behavior of spectral densities in the symmetry-broken
phase.
On a different note, it would also be interesting to further study the map between
lightcone and equal-time quantization. In particular, it would be instructive to
use the prescription presented in [73] to see if one can explicitly map our results to
those done in equal-time. This would allow us to compare the value of the critical
coupling across the two quantization schemes.
2) 2D Ising model
In this work, we merely used the 2D Ising model to check our method, making use
of the fact that an ϵ (temperature) deformation is integrable and can be treated
analytically. However, it would be fascinating to use conformal truncation to
study the more general case of deforming by both ϵ and σ, which corresponds to
the 2D Ising model at T ̸= Tc in a magnetic field. While there are already many
interesting results [119, 120, 121, 122, 123], full correlation functions in this theory
are not known, and conformal truncation could potentially be used to make novel
predictions. There are two strategies for doing this.
The first strategy is to again consider ϕ4 theory, but now with an additional Z2-odd
ϕ3 deformation. Our results here have confirmed that ϕ3 flows to σ near criticality,
so adding this interaction is equivalent in the IR to deforming the Ising model by
a magnetic field. The advantage of this approach is that the UV CFT is still free
scalar field theory, so the basis of primary operators is the same one we used in
this work. The disadvantage is that flowing all the way from free field theory
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is an inefficient use of computational power, using thousands of UV operators to
reproduce only a handful of Ising model states.
The second strategy, which we suspect is much more efficient, is to apply confor-
mal truncation directly to the 2D Ising CFT. Indeed, conformal truncation can
be initiated from any UV CFT where operator scaling dimensions and OPE co-
efficients are known up to a desired truncation level. Since the 2D Ising CFT is
a minimal model where all of this data is known, it seems more sensible to start
directly from this CFT and use conformal truncation to construct and diagonalize
the Hamiltonian created by the ϵ and σ deformations.
3) 3D Ising model
Another important feature of conformal truncation is that it can be applied in any
number of spacetime dimensions. Thus, a natural goal is to use this method to
study the 3D Ising model, about which much less is known than its 2D counterpart.
As in 2D, there are two approaches to studying deformations of the 3D Ising model:
starting in scalar field theory and flowing to the vicinity of the Ising critical point,
which we plan to consider in future work,7 or starting directly from the Ising CFT
and deforming it.
The advantage of starting from free field theory is always that we know operator
dimensions and OPE coefficients, which are the necessary ingredients for conformal
truncation. By comparison, this data is difficult to obtain in the 3D Ising CFT.
A direct application of conformal truncation to the 3D Ising model would require
us to know the operator content and OPE coefficients up to a desired ∆max. Over
the past several years, there has been remarkable progress in pinning down 3D
Ising data using the conformal bootstrap and related techniques [125, 126, 127,
128]. It may turn out that these techniques can provide the CFT data needed to
subsequently initiate truncation studies directly around the 3D Ising model. More
generally, conformal truncation applications provide an immediate incentive for
trying to compute scaling dimensions and OPE coefficients in known CFTs.





3.7 Basis of Casimir Eigenstates
Our basis consists of total momentum eigenstates built from local operators in the UV
CFT,8
|C, P ⟩ ≡
∫
dx e−iPxO(x)|0⟩, (3.7.1)
with the normalization convention
⟨C, P |C′, P ′⟩ = 2P (2π)δ(P − P ′) δOO′ . (3.7.2)
As our CFT is free scalar field theory, the operators can be written in terms of derivatives










where we have introduced the useful shorthand
∂kϕ ≡ ∂k1ϕ · · · ∂knϕ. (3.7.4)
We specifically need to find the linear combinations that correspond to primary oper-
ators, which are annihilated by the special conformal generatorKµ and create eigenstates
8Note that we have suppressed the indices on the coordinates and momentum, with the understanding
that all indices are “−”.
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of the conformal quadratic Casimir C,
[Kµ,O(0)] = 0, [C,O(0)] =
(
∆(∆− 2) + ℓ2
)
O(0). (3.7.5)
There are two ways to obtain the set of primary operators. The first, more direct method
is to simply construct linear combinations which satisfy eq. (3.7.5) by brute force. The
conformal Casimir and special conformal generator can be written as operators acting on
the space of “monomials” ∂kϕ, such that constructing primary operators is equivalent
to simply organizing the null space of Kµ into eigenstates of C.
The second method, which we use in this work, is to first construct a basis of primary
operators built from distinguishable particles, then symmetrize with respect to particle





σ1ϕ1(x) · · · ∂σnϕn(x), (3.7.6)
with n distinct fields ϕi. We can then remove the labels on ϕi to obtain primary operators
built from a single scalar field. The advantage of this approach is that the restriction to
primary operators and organization into Casimir eigenstates is much simpler for states
with distinguishable particles.
The Casimir eigenstates created by these operators can be expressed in terms of n-
particle Fock space states. Each operator O(x) maps to a corresponding “wavefunction”
FO(p), defined as the overlap
FO(p1, . . . , pn) ≡ ⟨p1, . . . , pn|O(0)⟩, (3.7.7)
allowing us to rewrite the corresponding basis states as
|C, P ⟩ = 1
n!
∫
dp1 · · · dpn








FO(p)|p1, . . . , pn⟩. (3.7.8)
The advantage of working with momentum space wavefunctions is that this representa-
tion automatically restricts our basis to primary operators. This simplification occurs
because descendants are created by acting with overall derivatives on primary operators,
which in terms of Fock space states simply corresponds to multiplying the wavefunction
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by a constant,
∂kO(x) → (p1 + · · ·+ pn)kFO(p) = P kFO(p). (3.7.9)
Now that we have restricted our basis to primary operators, we can use the methods
of [69] to solve for the complete set of eigenfunctions of the conformal quadratic Casimir,





















The resulting Casimir eigenfunctions are multivariate Jacobi polynomials, parameterized
by the set of indices ℓ ≡ (ℓ1, . . . , ℓn−1),
















These Casimir eigenfunctions can be converted back into local operators simply by
making the identification
pkii → ∂kiϕi. (3.7.14)
We can see this more concretely by expanding the wavefunctions into sums of monomials,










σ1ϕ1(x) · · · ∂σnϕn(x). (3.7.15)
Finally, we can remove the indices on the individual scalar fields to obtain the resulting
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As a simple example, let’s consider the two-particle Casimir eigenfunction with ℓ = 2,








= 3p31p2 + 3p1p
3
2 − 9p21p22. (3.7.17)
This polynomial can be used to construct an operator built from two distinct fields,
F2(p) → O2 = 3∂3ϕ1∂ϕ2 + 3∂ϕ1∂3ϕ2 − 9∂2ϕ1∂2ϕ2. (3.7.18)
We can then replace ϕ1,2 → ϕ and collect together similar terms to obtain the final
operator
O2 = 6∂3ϕ∂ϕ− 9(∂2ϕ)2. (3.7.19)
We thus have a straightforward procedure for constructing the basis of Casimir
eigenstates. Starting with the polynomials in (3.7.12), we can convert each wavefunction
into a corresponding primary operator built from n distinct fields. We can then obtain
operators built from a single scalar field by simply replacing ϕi → ϕ.
An alternative approach would be to first symmetrize the momentum space wave-
functions with respect to particle number, then convert the resulting symmetric poly-
nomials into operators built from a single scalar field. However, this symmetrization
procedure is much simpler when implemented at the level of operators. Our approach
therefore capitalizes on the relative advantages of both representations of the basis.
Working in momentum space trivializes the restriction to primary operators, while con-
verting back to operators in position space trivializes the process of symmetrization.
Because of this need to symmetrize, the set of eigenfunctions in (3.7.12) is overcom-
plete, which means that multiple polynomials will map to the same final operator (or
to linearly dependent combinations of operators). In practice, we therefore only need to
use a subset of the Casimir eigenfunctions to span the space of primary operators, using
Gram-Schmidt to find the orthogonal linear combinations. A more detailed discussion
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of this process, as well as its generalization to higher dimensions, will be presented in
future work [102].
In [73] (based on initial work in [129] and [130]), Burkardt et al. considered a basis
of Fock space states weighted by symmetric polynomials in momentum space. They
then truncated this basis by setting a separate maximum degree for the polynomials in
each n-particle sector. The resulting basis states are linear combinations of the Casimir
eigenstates we use in this work, such that their truncation scheme is equivalent to setting
a different value of ∆max for each particle number in our basis. One can see this explicitly
by either computing the wavefunctions FO(p) of our final basis of Casimir eigenstates or
converting the symmetric polynomials used in [73] into local operators built from ϕ. In
practice, we find that working in terms of operators, rather than polynomials, greatly
simplifies the construction and orthogonalization of the basis.
3.8 Matrix Elements and Operator Overlaps
In this appendix, we use our basis of Casimir eigenstates to compute matrix elements for
the invariant mass operator M2. While we are technically only interested in the matrix
elements associated with primary operators, in practice it is simpler to first evaluate the
expressions for individual “monomials,”
|∂kϕ, P ⟩ ≡
∫
dx e−iPx∂kϕ(x)|0⟩, (3.8.1)
which can then be combined to form matrix elements for the primary operators
|C, P ⟩ =
∑
k
COk |∂kϕ, P ⟩. (3.8.2)
These monomial matrix elements take the general form
⟨∂kϕ, P |M2|∂k′ϕ, P ′⟩ = 2P (2π)δ(P − P ′)Mkk′ . (3.8.3)
For the rest of this discussion, we will focus only on the dynamical piece Mkk′ , sup-
pressing the momentum-conserving kinematic factor. Note that, because our states are
103
3.8 Matrix Elements and Operator Overlaps
lightcone momentum eigenstates, the matrix elements can be further simplified to
Mkk′ ≡ ⟨∂kϕ|M2|∂k
′
ϕ⟩ = 2P ⟨∂kϕ|P+|∂k
′
ϕ⟩. (3.8.4)
ConstructingMkk′ is thus equivalent to calculating the matrix elements for the lightcone
Hamiltonian P+.























Note that the Hamiltonian does not receive any contributions from the kinetic term. This
is due to the fact that our basis states are only built from the right-moving operator ∂ϕ,
such that every state in the original CFT has invariant mass µ2 = 0.
The resulting Hamiltonian matrix elements are simply Fourier transforms of CFT
three-point functions involving ϕ2 and ϕ4. It will therefore be useful to evaluate the
general integral9
∫
dx dy dz ei(Px−P
′z) 1
(x− y)a(y − z)b(x− z)c
=
2π2P a+b+c−3Γ(a+ b− 1)




Let us first consider the mass term, which in lightcone quantization preserves particle
number. We therefore only need to compute the n → n matrix element




dx dy dz ei(Px−P
′z)⟨∂kϕ(x)ϕ2(y)∂k′ϕ(z)⟩. (3.8.8)
9For simplicity, from now on we will suppress any overall factors of i, as these cancel in the final
matrix elements.
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where k/ki simply indicates the vector obtained by removing ki from k.
Each term in this sum cleanly factorizes into a product of interacting and spectating















The remaining interacting piece can be easily calculated to obtain




(4π)2(x− y)ki(y − z)k′j
. (3.8.12)
We can combine these three-point functions with the general integral in eq. (3.8.7)







j − 1)Ak/ki,k′/k′j , (3.8.13)




4nπn−1Γ(∆ +∆′ − 1) . (3.8.14)
3.8.2 Interaction Terms
We now turn to the contribution from the quartic interaction, which has two distinct
types of matrix elements. The first preserves particle number, and the associated three-
point function is similar to that of the mass term, though now there are two particles
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We therefore just need to compute the correlation function





(4π)4(x− y)ki+kj (y − z)k′r+k′s . (3.8.16)

















Γ(ki + kj)Γ(k′r + k
′
s)
Ak/ki,j ,k′/k′r,s .(3 8.17)
The second type of matrix element changes particle number by two, so we also need
to consider the correlation function







(4π)4(x− y)ki(y − z)k′r+k′s+k′t . (3.8.18)

























3.8.3 Overlap of ϕn with Basis States
Using the matrix elements from this appendix, we can construct and diagonalize the
truncated matrix M2. The resulting approximate mass eigenstates can then be used
to compute the integrated spectral density for any local operator O(x), defined in
eq. (4.3.25). The approximate eigenstates |µi⟩ are expressed in the UV basis of con-
formal Casimir eigenstates, so to obtain the integrated spectral density, we need to first
compute the overlap of O(x) with the original basis states. Much like with the ma-
trix elements, in practice it is simpler to evaluate the overlap with the monomial states
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|∂kϕ, P ⟩, then arrange them into states created by primary operators,





k ⟨O(0)|∂kϕ, P ⟩. (3.8.20)
In this work, we are specifically interested in the spectral densities associated with
the scalar operators ϕn. The corresponding overlap is just the Fourier transform
⟨ϕn(0)|∂kϕ, P ⟩ =
∫
dx eiPx⟨∂kϕ(x)ϕn(0)⟩. (3.8.21)
We therefore need to compute the two-point function,
⟨∂kϕ(x)ϕn(0)⟩ = n!Γ(k1) · · ·Γ(kn)
(4π)nx∆
, (3.8.22)
which we can use to obtain the final overlap
⟨ϕn(0)|∂kϕ, P ⟩ = n!P
∆−1Γ(k1) · · ·Γ(kn)
22n−1πn−1Γ(∆)
. (3.8.23)
3.9 Decoupling of Higher-Dimensional Operators
In this appendix, we use the asymptotic behavior of the M2 matrix elements to study
the convergence of our conformal truncation method. In particular, we would like to
understand how both the IR cutoff and corrections to low-energy observables behave as
∆max → ∞. Our analysis here is largely based on [79, 80, 124].
In conformal truncation (or any truncation prescription), we divide the Hilbert space
of a given QFT into two sectors,
H = HL ⊕HH , (3.9.1)
where HL is the truncated subspace spanned by “low” operators with ∆ ≤ ∆max, and
HH is created by the remaining “high” operators. The full invariant mass operator M2






3.9 Decoupling of Higher-Dimensional Operators
The matrixMLL, which only acts on the spaceHL, corresponds to the truncated version
of M2 we diagonalize to obtain the approximate mass eigenstates at a given ∆max.
However, there are clearly corrections to this approximation due to the remaining matrix
elements.
To understand these corrections more concretely, let’s write the true mass eigenstates
as
|µi⟩ = |µi⟩L + |µi⟩H , (3.9.3)
where |µi⟩L,H ∈ HL,H . The exact eigenvalue equation can then be rewritten solely in
terms of operators acting on the truncated space HL,
(
MLL −MLH(MHH − µ2i )−1MHL
)
|µi⟩L = µ2i |µi⟩L. (3.9.4)
By only diagonalizing the truncated matrix MLL, we’ve therefore neglected the correc-
tion
δM ≡ MLH(MHH − µ2i )−1MHL. (3.9.5)
The rate of convergence for conformal truncation is thus set by the asymptotic behavior
of δM as ∆max → ∞. This correction also gives rise to an effective cutoff on our IR
resolution, ΛIR, as we cannot accurately reproduce eigenvalues below the scale set by
δM.
While this correction technically depends on the exact eigenvalues, we’re specifically
interested in low-mass states. We therefore expect the matrix elements MHH to be
large compared to µ2i , which suggests we can approximate the correction as
δM ≈ MLHM−1HHMHL. (3.9.6)
Given this approximation, we can obtain a rough estimate of the IR cutoff by study-
ing the overall magnitude of matrix elements at the edge of our truncation, involving
operators with dimension ∆H ∼ ∆max.
Recall that for ϕ4 theory, there are three contributions to the Hamiltonian matrix:
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Figure 3.15: Three-particle Casimir eigenstate matrix elements, with overall factors of
m2 and λ4π removed, as a function of the larger of the two operator scaling dimensions,
∆H , for the mass term (top), n → n interaction (middle) and n → n + 2 interaction
(bottom). Left: matrix elements involving the lowest-dimension operator (∆L = 3).
Right: matrix elements where both operators have dimension ∆H .
the mass term, the n → n interaction term, and the n → n + 2 interaction term.
Figure 3.15 shows how the individual matrix elements for these three contributions vary
with ∆H for the case of n = 3 particles (the other particle sectors are similar). The
plots on the left correspond to the ‘LH’ matrix elements, where we have chosen the light
state to be the lowest three-particle state, with ∆L = 3, while the plots on the right
correspond to ‘HH’ matrix elements.
From these plots, we can roughly read off the dependence of the largest matrix
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, M(m)HH ∼ ∆H . (3.9.7)








This estimate matches our free field theory results in section 4.4, as the corrections to
the three-particle threshold (as well as the other n-particle thresholds) approximately
vanish as 1/∆2max.
For the interaction matrices, the MLH terms also decrease as ∆H → ∞, though
the n → n + 2 matrix elements appear to fall off more slowly than the mass term,
suggesting that those elements will provide the dominant contribution at large ∆max.
The corresponding MHH elements are either approximately constant (n → n) or slowly
increasing (n → n + 2), which indicates that they are both subdominant compared to
the rapidly growing mass term.
These matrix elements thus explain the observed behavior of the eigenvalue extrap-
olations in figure 3.3. At weak coupling, the mass term contribution dominates the IR
cutoff, such that the corrections scale as 1/∆2max. As we increase the coupling, the ϕ
4
MLH elements begin to contribute more strongly, slowing the rate of convergence and
leading to roughly 1/∆max corrections near the critical point.
More generally, we learn from these results that the linear growth of the mass term
guarantees convergence in 2D ϕ4 theory. Because the matrix elements mixing higher-
dimensional operators with our truncated basis all decrease as we increase ∆max, the




Conformal Truncation and the
3D Ising Model
They are already putting my ideas into practice! — Tommy Wiseau
4.1 Introduction
We’ve seen that conformal truncation works at strong coupling, correctly demonstrating
the emergence of the Ising fixed point from the RG flow of ϕ4 theory in two spacetime
dimensions. We’d like to push forward now, on to three dimensions at strong coupling!
In this brief chapter, I will discuss some ongoing work to extend conformal truncation
to the three-dimensional Ising model. Much of the set-up follows from [69], although
there the authors only considered the perturbative and large-N regimes. These regimes
only test a subset of the conformal basis (in particular, only the two and three-particle
states). In the following sections, I will describe ongoing work to attempt this analysis
to strong coupling. I will explicate the method to construct the full basis of primary
operators in three dimensions as well as sanity checks we have performed to test this
basis.
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4.2 Conformal Truncation and Scalar Field Theory
Like in two dimensions, our starting point in 3D is the free scalar, which we deform by












Obviously, since we are in three dimensions, we have an additional lightcone direction
x⊥ in addition to the usual lightcone directions x± ≡ 1√
2
(t± x), where x+ is treated as
time. The metric therefore takes the form
ds2 = 2dx+dx− − dx⊥2. (4.2.2)
Associated with the coordinates are the momenta pµ = i∂µ where
p2 = 2p+p− − p2⊥. (4.2.3)
The UV CFT is clearly that of a free scalar, which on a fixed time slice can be














ϕ is normalized such that









p|0⟩, ⟨p|q⟩ = 2p−(2π)2δ2(p− q). (4.2.7)
Our basis will be constructed from Casimir eigenstates, which can be thought of as
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a Fourier transform of a local operator acting on the vacuum
|C, ℓ; P⃗ , µ⟩ ≡
∫
ddx e−iP ·xO(x)|0⟩. (4.2.8)
These eigenstates are normalized such that
⟨C, ℓ; P⃗ , k|C′, ℓ′; P⃗ ′, k′⟩ = 2P−(2π)2δ2(P − P ′)δCC′δℓℓ′δkk′ . (4.2.9)
4.3 Conformal Truncation and Scalar Field Theory
4.3.1 3D Scalar Field Theory
Our work will largely follow the conventions and notation introduced in [69], but for
completeness we provide a quick summary of those details here.






where the notation : O : indicates that the operator should be normal-ordered. We will
work in 2+1 dimensions in lightcone coordinates, which are defined by x± ≡ 1√
2
(t±x), as
well as the tranverse direction x⊥. The coordinate x+ is treated as the “time” direction
and the metric is given by
ds2 = 2dx+dx− − dx⊥2. (4.3.2)
The associated momenta are given by pµ = i∂µ, from which we can determine the
Lorentz invariant quantity
p2 = 2p+p− − p2⊥. (4.3.3)
Our goal will be to determine the IR spectrum and eigenstates by diagonalizing
the invariant mass-squared operator in a frame with total momentum P⃗ . In three
dimensions, in terms of the momentum generators, this means diagonalizing
M2 = 2P+P− − P 2⊥. (4.3.4)
We will diagonalize this operator on a basis of Casimir eigenstates associated with the
113
4.3 Conformal Truncation and Scalar Field Theory

















= (2π)2δ(p− q). (4.3.6)
This expansion for ϕ(x) leads to an expression for the lightcone hamiltonian P+ (as well
as the other lightcone momenta) in terms of oscillator modes, as we will see momentarily.
We will then diagonalize the mass-squared operator by similarly expressing our complete
basis states in terms of mode functions, truncating at some maximum Casimir eigenvalue
to obtain a finite-dimensional matrix.























































4.3.2 Conformal Basis for 3D Scalar Fields
The conformal truncation prescription amounts to diagonalizingM2 on a basis of Casimir
eigenstates. In this section, we will explain how to construct these eigenstates and how
the basis is modified in the presence of the mass deformation.
Our starting point in the UV is the free massless scalar field, and so our basis is
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comprised of primary (and descendant) operators of the free scalar. In order to construct
these operators, we have the following building blocks
ϕ, ∂+ϕ, ∂−ϕ, ∂⊥ϕ. (4.3.11)
By the equations of motion ∂+ϕ =
∂2⊥
2∂−
ϕ, so that we can focus on only the ∂−ϕ and ∂⊥ϕ
building blocks.
The procedure to construct a basis of Casimir eigenstates from these building blocks
was first presented in [69]. The idea is to first start with the “all-minus” subset of the
basis, comprised of operators built only out of ϕ and ∂− derivatives. Then, the other
states are obtained by acting on the all-minus states with the Pauli-Lubanski operator.
However, that method fails to capture all of the primary states, so that the resultant
basis is incomplete. This can be demonstrated by example. If we start with with states
built out of ϕ and ∂−ϕ, the Pauli-Lubanski operator will fail to produce states that are





















which effectively replaces an instance of ∂−ϕ with ∂⊥ϕ when it acts on an operator (in
the total momentum frame where P⊥ = 0). In this way, one can start with the all-
minus component of a generic operator and then generate the rest of the spin multiplet
by acting repeatedly with the Pauli-Lubanski operator. The problem with doing this
becomes apparent when we consider primary operators which involve contractions of
some of the derviatives. Given an all-minus component, we can act with W to turn a ∂−
to a ∂⊥. However, we will never be able to obtain primaries which involve a contraction
of derivatives which gives, e.g. ∂+∂⊥ϕ · · ·ϕ · · · ∂−∂⊥ϕ.
Our approach in this work will be more pedestrian. We will simply start with the
building blocks eq. (4.3.11) and construct the linear combinations that are primary with





m1ϕ(x)∂m2ϕ(x) · · · ∂mnϕ(x), (4.3.13)
for some yet-to-be-determined coefficients CO{mn}. We can express these operators in
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momentum space by inserting a complete set of states:
|O; P⃗ , µ⟩ = 1
n!
∫
d2p1 · · · d2pn
(2π)2n2p1− · · · 2pn−





d2p1 · · · d2pn






FO(p)|p1, . . . , pn⟩,
(4.3.14)
where the wavefunction FO(p)|p1, . . . , pn⟩ is just given by the overlap of the operator
with a Fock space state





1 · · · pmnn . (4.3.15)
We can therefore focus on determining these polynomials, which are simply the Fourier
transforms of local operators.
In order to determine these wavefunctions, we must find the operators that are
annihilated by the special conformal transformationsKµ. As differential operators acting
















































We could determine the primary operators by then finding the null space of these op-
erators acting on the space of monomials. However, this basis of primary operators is
actually not the final basis we are after.
To explain why, we first note that we are interested in deforming the CFT Hamilto-
nian by a mass term (and interaction terms), as given in eq. (4.3.9). As explained first
in [69], and reviewed in Appendix 4.5, the presence of this mass term results in a diver-
gence in the mass matrix elements. Regulating this divergence with an ϵ prescription,
we find some eigenstates that are lifted out of the spectrum and those that remain finite
as ϵ → 0. The eigenstates corresponding to the finite matrix elements are a reshuffling of
the original primary basis, such that these states satisfy Dirichlet boundary conditions.
Explicitly, this means operators which have at least one factor of P− on each particle
insertion to cancel against the Lorentz invariant measure of the mass deformation. In
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momentum space, this corresponds to wavefunctions of the type
p1−p2− · · · pn− (· · · ) , (4.3.17)
where the second set of ellipses indicates a generic function of pi−, pi⊥, and pi+. We
will therefore introduce the following notation to specify a Dirichlet basis state:
|O; P⃗ , µ⟩ = 1
n!
∫
d2p1 · · · d2pn






p1−p2− · · · pn−F̄O(p)|p1, · · · , pn⟩,
(4.3.18)
where F̄O(p) indicates the Dirichlet wavefunction.
One might be tempted to create a basis for the Dirichlet states by taking a list
of all primary operators and throwing out those that do not satisfy Dirichlet boundary
conditions. Unfortunately, this resultant basis would be incomplete, because acting with
P− can cause an operator without Dirichlet boundary conditions to become Dirichlet.
Therefore, we need to include both the Dirichlet primaries and the non-primary Dirichlet
operators for which acting with K produces non-Dirichlet states. But since these, too,
are not in general orthonormal, and we lack a good systematic way to identify an
orthonormal subset of them, we opted to abandon the primaries altogether. Instead
our approach for obtaining the Dirichlet basis is more brute-force; we will tabulate all
possible Dirichlet states below a given Cmax and find an orthonormal subset using the
Gram-Schmidt process. Details of our implementation can be found in Appendices 4.5
and 4.7.
Finally, to complete the discussion on our basis states, we must note that µ as it
appears in eq. (4.3.14) is still a continuous parameter. It denotes the kinetic energy of
the state i.e. its eigenvalue under P 2. In order to obtain a complete, discrete basis, we
must introduce some prescription to discretize over this parameter. A general way to
do this is to integrate µ weighted by functions that carry some index k ∈ Z≥0:






d2p1 · · · d2pn






p1−p2− · · · pn−F̄O(p)|p1, · · · , pn⟩,
(4.3.19)
where f(µ) is a measure that we have freedom to choose. The region of integration
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for µ is supposed to be taken from [0,∞). The reason that it is non-negative is that
there is a Wightman prescription for the 2-pt. function of these operators that ensures
positivity of the lightcone momenta. However, the integral will diverge and must be
regulated. For this reason, we have to introduce a UV cutoff Λ. Cutting off the integral
and rescaling the region of integration to [0, 1] we find that our final states are given by


















d2p1 · · · d2pn






p1−p2− · · · pn−F̄O(p)|p1, · · · , pn⟩,
(4.3.20)
where we have defined the dimensionless µ̄ ≡ µΛ and |λ−,⊥| count the number of − and
⊥ derivatives in F̄O(p), respectively. We have introduced a slightly different integration
measure than the one used in [69]. In [69], the proposed weight functions gk(µ) were
Jacobi polynomials of degree k. The motivation for doing this was that the Jacobi poly-
nomials were the natural orthogonal polynomials with respect to the spectral density. In
other words, the integration measure was chosen to be the spectral density for that oper-
ator. The disadvantage with this method is that the spectral density is different for each
Casimir eigenstate. In this paper, we are going to adopt a different approach here and





θ(µ̄2 − µ̄2k−1)− θ(µ̄2 − µ̄2k)
]
, (4.3.21)
where θ is the Heaviside step function. The purpose of the above equation is to the
set the region of integration in µ̄ to be in a bin between µ̄k−1 and µ̄k. Truncating at
some kmax, we can obtain a discrete, finite-dimensional basis of Dirichlet states. The
normalization of these weight functions is chosen such that
∫ 1
0
dµ̄2gk(µ̄)gk′(µ̄) = δkk′ . (4.3.22)
This completes our discussion of computing the Dirichlet basis. To summarize: we
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⊥ϕ that satisfy Dirichlet boundary conditions
and obtain the orthonormal linear combinations through a Gram-Schmidt procedure.
We discretize in µ using the weight functions in eq. (4.3.21) and truncate at some Cmax,
kmax obtain our final discrete, truncated basis.
4.3.3 Review of Spectral Densities
After we have truncated the basis to some Cmax and computed the associated Hamilto-
nian matrix elements, we can construct the invariant mass operator
M2 = 2P+P− − P 2⊥. (4.3.23)
Because our basis consists of P− eigenstates, and we work in a frame where P⊥ = 0,
diagonalizing this Lorentz invariant operator is actually equivalent to diagonalizing the
lightcone Hamiltonian P+.
The mass eigenvalues that result from diagonalizing M2 are an approximation to
the spectrum of the IR QFT. However, in addition to the eigenvalues, we also obtain
the associated eigenstates |µi , which we can use to compute dynamical IR observables.





|⟨O(0)|µi⟩|2 δ(µ2 − µ2i ). (4.3.24)
As shown in eq. (3.1.1), spectral densities encode the same information as real-time,
infinite-volume correlation functions. For presenting results, it will be more convenient













In this section, we perform consistency checks in the free massive theory where λ = 0.
We then compare with theoretical predictions, which gives us a nontrivial check of the
Dirichlet basis.
In section 4.4.1, we first explain how to compute the theoretical predictions for the
spectral density associated with a generic local operator Oµ1,...,µℓ(x). We then compare
these analytic answers to the numerical results obtained from conformal truncation. We
will primarily focus on comparisons involving the energy-momentum tensor.
4.4.1 Spectral Densities in Free Field Theory
Let’s briefly review some details about spectral densities of operators in free massive
theory. The spectral density is the decomposition of the two-point correlation function








For brevity, we have omitted any tensor structure, but the operators appearing on the
LHS could, for example, be various components of spinning operators. In a free theory,










































Equating this to eq. (4.4.1), we can therefore obtain an explicit equation for the spectral


















This formula also holds for operators with spin, so that we can compare theoretical
predictions for spectral densities of various components of spinning operators. The
simplest way to apply eq. (4.4.3) is to compute the overlap |⟨O(0)|p1, . . . , pn⟩|, evaluate
the integrals in the total momentum frame P = (µ, 0⃗), pi = (Ei, p⃗i), and then perform
a boost to the lightcone frame. Let’s see how this works for a few examples.
Consider the spectral density associated with the simplest two-particle operator ϕ2.
The overlap of this operator with the two-particle Fock space state is simply
⟨ϕ2(0)|p1, p2⟩ = 2. (4.4.4)
Plugging this into eq. (4.4.3), and evaluating in the frame






Note that the step function signifies that the two-particle spectral density starts at
the two-particle threshold, as expected. There is no need to boost this answer to the
lightcone frame as this spectral density is associated with the scalar two-point function




















Let’s start with the all minus component T−−. The overlap is given by




6p1−p2− − p21− − p22−
)
. (4.4.9)




(E1 ± p1x), p2± =
1√
2





µ4 − 8µ2m2 + 48m4
2048πµ
, (4.4.11)
where the tilde indicates that we still need to boost to the lightcone frame. We have com-














. In lightcone coor-
dinates, a boost which sends a vector V+ → τV+ takes V− → τ−1V− to preserve the
lightcone inner product. We therefore need τ = µ√
2P−
so that ρT−− = τ
−4ρ̃T−− , since
there are four minus indices in ⟨T−−T−−⟩. We therefore get
ρT−−(µ) =
P 4−(µ
4 − 8µ2m2 + 48m4)
512πµ5
. (4.4.12)
We can apply this procedure to generate the spectral densities for the remaining
components. Note that
⟨T−⊥(0)|p1, p2⟩ = −
1
4








⟨T⊥⊥(0)|p1, p2⟩ = −
1
4
(4p1⊥p2⊥ + 2p1+p2− + 2p1−p2+ − p21⊥ − p22⊥)−m2η⊥⊥, (4.4.15)
which gives
ρT⊥⊥(µ) =
µ4 − 8m2µ2 + 88m4
512πµ
. (4.4.16)
Now that we have theoretical predictions for these spectral densities, we can compare
them to those obtained from conformal truncation. In order to do this, we will need the
overlaps of the UV operators with our eigenstates in order to compute the cumulative
overlap in eq. (4.3.25). That is to say, in order to compute eq. (4.3.25), we can insert a









The second piece ⟨Õ|µi⟩ merely picks out that operator of our eigenvector. Meanwhile,















⎞⎠× I innerOÕ . (4.4.18)
d−,⊥ count the number of minus and perp derivatives in O. And I innerOÕ is the inner
product between O and Õ as defined in eq. (4.5.21)1.
In Fig. 4.1, we show the spectral densities of the operators ϕ2 through ϕ5. We see
that the numerical results agree with the theoretical prediction for the spectral density





and at kmax = 100, we see that the IR cutoff is small enough that the spectral density is
within a few percent of the theoretical prediction even for µ ≫ m. In Figs. 4.2 and 4.3,
we show the spectral densities for T−−, T−⊥, which similarly agree with the analytic
predictions. Similar plots exist for the remaining components and also agree closely
with the theoretical result.
1Note that the wavefunction corresponding to O isn’t necessarily one that satisfies the Dirichlet
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Figure 4.1: Integrated spectral densities for ϕ2 (upper left), ϕ3 (upper right), ϕ4 (lower
left), and ϕ5 (lower right) in massive free field theory (λ = 0), both the raw value (main
plot) and normalized by the theoretical prediction (inset). The conformal truncation
results (blue dots) for each plot are computed using the ∆max shown, with the corre-
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Figure 4.2: Integrated spectral densities for the stress tensor component T−− in massive
free field theory (λ = 0), both the raw value (main plot) and normalized by the the-
oretical prediction (inset). The conformal truncation results (blue dots) for each plot
are computed using the ∆max shown, with the corresponding number of n-particle basis
states, and compared to the theoretical prediction (black curve).
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Figure 4.3: Integrated spectral densities for T−⊥ in massive free field theory (λ = 0),
both the raw value (main plot) and normalized by the theoretical prediction (inset).
The conformal truncation results (blue dots) for each plot are computed using the ∆max
shown, with the corresponding number of n-particle basis states, and compared to the




4.5 Constructing the Basis of Dirichlet States
The construction of the Dirichlet basis from the basis of Casimir eigenstates was first
introduced in [69]. We will briefly review that approach below and then explain how it
can be generalized to arbitrary particle number.
By definition, the original basis of Casimir eigenstates consists of eigenstates of the












there are IR divergences associated with the mass matrix whenever any individual light-
cone momentum of an n-particle eigenstate go to zero. If we regulate these divergences
by introducing a small parameter ϵ, the resultant mass spectrum contains two types of
eigenstates: those that diverge as ϵ → 0 and those that remain finite. The states that
diverge in this limit are lifted out of the spectrum, such that we can focus on the low-
lying sector. The states that remain finite can be seen as a specific linear combination
of Casimir eigenstates, a reshuffling of the original UV basis such that their eigenvalues
are finite in the limit ϵ → 0. In practice, this reshuffling gives rise to a “Dirichlet”
wavefunction F̃
(n)
O (p) that is schematically the product of the lightcone momenta times





O (p) → F̃
(n)




4.5 Constructing the Basis of Dirichlet States
We will drop the (n) superscript for brevity.
It is important to note that the size of the Dirichlet basis is smaller than that of the
original Casimir basis. While every Dirichlet state has this overall factor of p1− · · · pn−,
we cannot obtain it from starting with the UV basis and simply tacking on the product
of momenta. These states consist of specific linear combinations of UV primaries that
are orthogonal with respect to an inner product, and in the following section we outline
how to numerically compute them.
4.5.1 Two-Particle Example
Before we move onto the general case, we briefly review how the Dirichlet basis arises
in a simple two-particle example. We will show how the addition of a mass deformation
to the Hamiltonian reshuffles the basis, resulting in a divergent piece that is lifted out
of the IR spectrum and a finite piece that is a physical state.
To see this, consider a truncated 2-particle basis consisting of the operators ϕ2 and





In momentum space, we can express the wavefunction associated with T−− as
∫
d3x eix·P ⟨ϕ∂2−ϕ(x)−3(∂−ϕ)2(x)|p1, p2⟩ = [6p1−p2−−(p21+p22)]×δ(P−p1−p2), (4.5.4)
Let’s first start with the simple example of the mass term matrix element between ϕ2.
We find
















Already, we can see how the divergence will arise. We see that when any of the ki− → 0,
the integral above will exhibit a divergence which will need to be regulated. In fact, the
delta functions cause the two integrals above to collapse to a single integral and intro-
ducing an ϵ regulator and performing that integral using the coordinate transformations
2Up to a normalization constant that we will ignore as it is not important for this discussion.
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in Appendix 4.5.2, we find









where P 2 = µ2. As expected, this matrix element diverges as 1/
√
ϵ. Now, performing
the same exercise for the other operator T−−, we find











We can also similarly compute the matrix element between T−− and ϕ
2. Ignoring overall











This matrix has two eigenvalues: 0 and one that diverges as ϵ → 0, which is ∼ 1√
ϵ
. If





= −P 2−ϕ2 + T−− = −(p1 + p2)2ϕ2 + T−− = −ϕ∂2−ϕ− (∂−ϕ)2 + T−−. (4.5.9)
We see that the ϕ∂2−ϕ cancels against the same term in T−−, leaving just a term pro-
portional to (∂−ϕ)
2. The effect of the Dirichlet boundary condition is to therefore to
reshuffle the basis and remove the problematic piece in T−−. The reduced Dirichlet
basis, which in this case consists of the single eigenstate corresponding to the operator
(∂−ϕ)
2, is the finite eigenstate, while the divergent piece is lifted out of the spectrum.
In effect, the Dirichlet basis consists of reshuffling of the original basis such that the
operators that remain have a product of momenta p1−p2− · · · pn− necessary to cancel
against the IR divergence.
The purpose of this example was to show how the Dirichlet basis arises from the
standard conformal primary basis once we deform by a mass term. We see that the
size of the Dirichlet basis is smaller than that of the original basis (and this behavior
will persist as we increase the size of the basis). In practice, one could construct the
Dirichlet states by finding the finite linear combinations of eigenstates, which amounts to
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determining the kernel of the divergent part of the mass matrix. However, our approach
will simply be to construct these states by demanding that every Dirichlet state has a
product of momenta p1−p2− · · · pn− and using their associated inner product. We will
describe this in the next section.
4.5.2 General Case
While the above method for constructing the Dirichlet basis can be generalized, in this
work we will explicitly construct the basis of Dirichlet states from their associated inner
product. This basis is identical to what is obtained by starting with Casimir eigenstates
and demanding that they satisfy Dirichlet boundary conditions, but it is computationally
more efficient to implement. We leave the details of our numerical algorithm to section
4.7; below we will derive the Dirichlet inner product and explain the symmetrization
procedure to obtain our final basis states.
Our Dirichlet states take the form as in eq. (4.6.5), which we reproduce here:


















d2p1 · · · d2pn






p1−p2− · · · pn−F̄O(p)|p1, · · · , pn⟩,
(4.5.10)
where we have substituted in the Dirichlet wavefunction in eq. (4.5.2). The inner
product then takes the form
⟨O′; P⃗ ′, k′|O; P⃗ , k⟩ = 2P−(2π)


































p1− · · · pn−F̄O(p)F̄O′(p).
(4.5.11)
Using the equations of motion and the choice of our reference frame of P⊥ = 0, the set
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− x1 · · ·xnF̄O(x, y), (4.5.14)
where |λ⊥| counts the number of P⊥ derivatives while |λ−| counts the number of P−
derivatives in F̄O(p). These scaling factors cancel against the factors coming from the
µ̄ integration measure. Since our weight functions are defined to be orthonormal when
integrated over µ2 with unit measure, the inner product factorizes into an orthogonal
piece with respect to k and k′ and a piece that depends on O and O′:
⟨O′; P⃗ ′, k′|O; P⃗ , k⟩ = 2P−(2π)2δ2(P⃗ − P⃗ ′)δkk′IO′O. (4.5.15)
To determine IO′O, we can choose integration variables defined by
x1 = (1− z1)(1− z2)(1− z3) · · · (1− zn−1),
x2 = z1(1− z2)(1− z3) · · · (1− zn−1),





where the zi range from [0, 1], and
y1 = −(y2 + y3 + · · ·+ yn),
y2 = ỹ1
√
z1(1− z1) · · · (1− zn−1)− z1(y3 + · · ·+ yn),
y3 = ỹ2
√
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Introducing angular variables for the remaining ỹ variables to implement this constraint
ỹ1 = sin θ1 sin θ2 · · · sin θn−2,
ỹ2 = cos θ1 sin θ2 · · · sin θn−2,
ỹ3 = cos θ2 sin θ3 · · · sin θn−2,
...
ỹn−1 = cos θn−2,
(4.5.19)
where θi ∈ [0, π] for i = 1, . . . , n − 3 and θn−2 ∈ [0, 2π], we find that the inner product
becomes























⎞⎠ F̄O(z, θ)F̄O′(z, θ). (4.5.21)
To obtain our final Dirichlet states, we tabulate a list of Dirichlet monomials at
and below a given maximum Casimir eigenvalue Cmax. This set of monomials will be
overcomplete, so in order to determine the complete orthonormal basis, we compute the
Gram matrix using eq. (4.5.21) between different monomials. We then determine the
final basis by performing a QR decomposition on the Gram matrix, the details of which
we leave to Appendix 4.7.
4.6 Matrix Elements and Operator Overlaps
In this section, we compute the matrix elements between the invariant mass M2 and
the Dircichlet basis states. The mass operator can be written in terms of momentum
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generators as
M2 = 2P+P− − P 2⊥. (4.6.1)
However, since the Hamiltonian deformations we will study do not break translational
invariance, we can choose a reference frame where P− is fixed and P⊥ = 0. We can
therefore compute the simpler matrix elements
⟨O′; P⃗ ′, k′|M2|O; P⃗ , k⟩ = 2P−⟨O′; P⃗ ′, k′|P+|O; P⃗ , k⟩. (4.6.2)
These matrix elements take the form
⟨O′; P⃗ ′, k′|M2|O; P⃗ , k⟩ = 2P−(2π)2δ2(P⃗ − P⃗ ′)MO,O′, k,k′ . (4.6.3)
We will suppress the overall kinematic factor and focus on the matrix elementsMO,O′, k,k′
for the remainder of this section.
4.6.1 Kinetic Term
We begin by computing the M2 matrix elements in the original CFT. As shown in [69],











Note that this term preserves particle number, so that we consider sectors with differing
particle number separately. As discussed in section 4.5, our Dirichlet states take the
form


















d2p1 · · · d2pn






p1−p2− · · · pn−F̄O(p)|p1, · · · , pn⟩.
(4.6.5)
Inserting eq. (4.6.4) in between two states and using the coordinate transformations in
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4.6.2 Mass Term












Like the kinetic term, this term preserves particle number. We can use the same coor-

























⎞⎠ F̄O(z, θ)F̄O′(z, θ).
(4.6.8)
4.6.3 Quartic Interaction
We now move onto the more nontrivial deformation of a quartic interaction to the


























This deformation contains two types of terms, one that changes particle number and
one that preserves it. We will refer to the former, which corresponds to the first two
terms in eq. (4.6.9), as the n-to-n + 2 interaction since it changes particle number by
two. We will call the latter type of term in eq. (4.6.9) the n-to-n interaction.
Unlike the kinetic and mass terms, the interaction terms give rise to matrix elements
that depend separately on both µ and µ′. In other words, the discretization integrals
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For this reason, we will introduce the useful notation


























The computation of MOO′(α) for the interaction terms will be the main focus of the
following two sections. We will explain the details of the discretization procedure in the
interaction matrix elements in section ??.
4.6.3.1 n-to-n+ 2 Interaction
Let’s first consider the n-to-n + 2 interaction, which gives rise to the following matrix





d2p1 · · · d2pn






p1− · · · pn−F̄O(p)
×
∫
d2p′1 · · · d2p′n+2




p′i − P ′
)
p′1− · · · p′n+2−F̄O′(p′)
× 2p2−(2π)2δ2(p2 − p′4) · · · 2pn−(2π)2δ2(pn − p′n+2).
(4.6.12)
It is useful to switch to the dimensionless variables defined in eq. (4.5.13) separately for
the both the primed and unprimed variables. That is, we take eq. (4.5.16)-(4.5.17) for
the unprimed variables and
x′1 = (1− z′1)(1− z′2)(1− z′3) · · · (1− z′n+1),
x′2 = z
′
1(1− z′2)(1− z′3) · · · (1− z′n+1),
x′3 = z
′
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The first delta function constrains the n − 1 ỹ’s, which correspond to the variables of
the “spectator” particles, to a sphere of radius 1. The other delta function for the
interacting particles constrains ỹ′ to a sphere of radius 1− α2, which constrains α ≤ 1.
Physically, this is due to the fact that the n-to-n+ 2 interactions can only increase the
kinetic energy due to the creation of two additional particles. Parameterizing these two




































⎞⎠ F̄O(z, θ)F̄O(z′, θ′, θ, α). (4.6.15)
4.6.3.2 n-to-n Interaction







d2p1 · · · d2pn






p1− · · · pn−F̄O(p)
×
∫
d2p′1 · · · d2p′n




p′i − P ′
)
p′1− · · · p′n−F̄O(p′)
× 2p3−(2π)2δ2(p3 − p′3) · · · 2pn−(2π)2δ2(pn − p′n).
(4.6.16)
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Performing the coordinate transforms in eqs. (4.5.16)-(4.5.17) for both the primed and








































We can use the delta functions to perform the integration over the ỹ coordinates of the
interacting particles. Note that they impose the constraints
ỹ1 = ±
√




r2 ≡ ỹ22 − ỹ23 · · · − ỹ2n−1. (4.6.19)
Note that when α = 1, the two constraints coincide, and the range of integration r is
taken to be between [0, 1]. Similarly, when α < 1, the reality condition on ỹ1 requires
r ∈ [0, 1], which automatically satisfies the constraint on ỹ′1. However, when α > 1, the
reality condition on ỹ′1 provides a stronger constraint and requires r ∈ [0, α−1].
Defining spherical coordinates for the remaining spectators
ỹ2 = r sin θ1 sin θ2 · · · sin θn−3,
ỹ3 = r cos θ1 sin θ2 · · · sin θn−3,
ỹ4 = r cos θ2 sin θ3 · · · sin θn−3,
...
ỹn−1 = r cos θn−3,
(4.6.20)
and defining
F̄O± ≡ F̄O(ỹ1 = ±
√
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4.7 Details of Code and Algorithms
Broadly speaking, the goal of the program is to reduce as many computations as possible
to pure linear algebra operations. This allows us both to avoid a great deal of repeated
work and to take advantage of established libraries for linear algebra. So in order to do
this, we need a basis for all relevant operators and we need to express the quantities of
interest as vectors and matrices on this basis.
Our computation begins with a naive list of all Dirichlet monomials having total
scaling dimension below some cutoff Cmax. We intend to use this as a basis for all
states below the cutoff, but since it’s vastly overcomplete (see section 4.5) we must first
eliminate all of the redundant monomials, the first step of which is to compute the Gram
matrix containing the inner products of all of the monomials in the naive list with all
of the others. Before computing the Gram matrix, we normalize the input monomials
so that it’s easier to distinguish floating point epsilons from inner products which just
happen to be small.
With the Gram matrix in hand, there are a number of ways to produce an orthog-
onal basis from the overcomplete one, the simplest of them being a QR decomposition.
However, the QR decomposition of a rank-deficient matrix is not unique, and the Gram
matrix is rank-deficient due to the basis being overcomplete. This is a mixed blessing:
while it means that off-the-shelf QR decomposition functions will often yield a correct
but non-useful basis, it also means that we have a lot of freedom to arrange to produce
the most convenient basis possible.
Our implementation uses the Modified Gram-Schmidt Algorithm feeding in monomi-
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als one at a time starting with the monomials with the most evenly distributed powers
of P− and P⊥. This produces a basis where the fewest possible monomials are used,
which is desirable because it’s O(N2) easier to compute matrix elements between single
monomials than between arbitrary superpositions of them. The evenly distributed ex-
ponents on the monomials means that each individual monomial will have fewer unique
permutations, again simplifying the computation of the matrix elements.
Note that the Gram-Schmidt process produces exponentially compounding roundoff
errors in the coefficients of the output vectors because each coefficient depends on all
of the ones before it. Because of this problem, we found that we had to use 128-bit
precision floating point numbers to keep epsilons from growing to sizes comparable to
the actual answers; if one were to increase total scaling dimension beyond what we
attempted, one would likely need to increase the precision further, which could quickly
create performance bottlenecks.
Having finished Gram-Schmidt and obtained a basis of orthonormal states, the next
step is to actually compute the matrix elements between these states. All of the matrix
elements are bilinear in the two states’ reduced wavefunctions F̄ , which themselves are
sums of permutations of ordered monomials. This suggests a second layer of linear
algebra structure: we can represent the orthonormal basis states as vectors on the (non-
orthonormal) space of ordered monomials which appear in them.
We refer to this latter space as the ‘minimal basis’ and write the orthonormal poly-
nomial basis as a matrix P whose columns each represent one of the polynomials, with
entry (i, j) giving the contribution of minimal basis monomial i to orthonormal polyno-
mial j. Now, to produce matrix elements between the orthonormal basis polynomials,
we can simply compute the matrix elements Mij between minimal basis monomials and
transform them to P TMP , producing exactly the desired matrix. Note that M and P
are precisely the same size in our implementation, thanks to our choice of orthogonal-
ization of the naive basis – if we had not deliberately selected one which used as few
individual monomials as possible, M could have been several times larger.
The matrix M is properly a 4th-order tensor relating the kth µ2 partition of mono-
mial m to the k′th µ2 partition of monomial m′, i.e. we’re computing the entries
Mmkm′k′ . For computation simplicity, however, we actually treat this as a matrix:
if there are Nm minimal basis monomials and Nk µ
2 partitions, then M is an NmNk ×
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NmNk matrix where each pair of monomials has its own Nk ×Nk block.
We compute M block by block, first getting an overall factor a by doing all of the
integrals not involving µ2, then computing a discretization matrix D and multiplying
it by a. The entry Dij contains the integral of all µ









For the kinetic and mass matrices, f(µ2, µ′2) is just proportional to δ(µ2 − µ′2),
while for the interaction matrices it’s close to a polynomial in µ2/µ′2. We memoized
each discretization matrix in a hash table keyed by f(µ2, µ′2), so a matrix element
calculation can be represented with the following pseudocode:
for each unique permutation of m and m’:
do integrals to get {numerical factor a} and {list of which f appear};
for each f which appears:
answer += a * D(f);
return answer * degeneracy;
from a given unique permutation; which is of course the same for every unique permu-
tation so it becomes an overall factor.
Once all of the minimal basis matrices M have been computed, everything else is




summed over the kinetic, mass, and interaction terms. Interesting quantities like eigen-
values can just be computed using ordinary matrix libraries, taking care to take advan-
tage of a few important simplifications. First, the matrix is very “block sparse”, i.e. it
is a matrix sparsely populated with dense blocks: the kinetic and mass terms are block
diagonal by particle number, while the interaction is block banded, with nonzero blocks
2 particle numbers above and 2 particle numbers below the diagonal.
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