This talk reports on joint work with R. Loos (Univ. Karlsruhe) on algebraic algorithms for computing in large Galois Fields GF(q) with q = p" where p is the characteristic of the field and may be arbitrarily large.
Introduction
A computer algebra system [9] is mainly a collection of so-called algebraic algorithms which allow to perform symbolic mathematical computations. One of these systems, ALDEWAC2
[I J present a unique feature: ail the algorithms are accessible and fully documented. It is thus an ideal tool to implement, to measure and to compare algorithms.
This report describes algebraic algorithms for computing in large Galois fields GF(q), with q = p" where p is the characteristic of the field and may be arbitrarily large. This work has been completed jointly with R. Loos.
The motivations for such a work have been multiple. Besides its usefulness as a module of algori~ms in a computer algebra system it was an appropriate framework to introduce the concept of probabilistic algorithms in this field. Rabin's definition of three kinds of probabilistic algorithms [ 121 had a very important impact in number theory for primality tests [ 131. It was a natural step to investigate whether his suggested probabilistic algorithms for finite fields [14] would have a similar consequence. This led us to a thorough comparison of the deterministic and probabilistic methods for factorizing integral polynomials [3] .
The use of large primes in integral polynomial factorization is a possible way of suppressing the Hensel lifting during the reconstruction step of the true factors. This idea was also investigated while designing this module of algorithm [4] . It turns out that this is not possible with the presently available probabilistic algebraic algorithms.
This report is mainly concerned with the description of some of the implemented algorithms. Proofs of theorems and complexity analysis are not given here. Some average computing times are mentioned only when they are useful to compare some algorithm efficiencies. A complete listing of the algorithms will be part of the ALDES/SAC2 documentation [5] . This module enables one to perform the following operations:
(i) Arithmetic in large finite fields and in polynomial rings over such fields.
(ii) Generation of pseudo-prime numbers using the, by now classical, method of Rabin [13] .
(iii) Irreducibility tests for polynomials defined over GF(p).
(iv) Computation of the zeros of polynomials defined over large finite fields.
(v) Polynomial factorization using probabilistic techniques [ 14, 81.
The following sections are devoted respectively to each of these topics.
Arithmetics

Notations
The notation q = p" is used throughout the report. The arithmetics of the elements of the finite fields and of the polynomial rings over such fields are based upon the isomorphism:
where g(y) is an irreducible polynomial on GF(p) of degree n and (g) is the ideal generated by g. Because p is a prime it follows that the coefficients of g(y) = yn+q,_ly"-l+*f .+g, satisfy the condition gi E (0, 1, . . . , p -l}, (i = 0, . . . , n -1). The above mentioned isomorphism implies that the operations considered here are performed modulo the irreducible polynomial g and modulo the field prime p. Elements of GF(q) and polynomials defined over them are represented by data structures compatible with those already used in SAC2 where a polynomial such as A = i aixeb (ai#O, e,>*. .>e,aO) i=l has usually the list representation (e,, a,, e,_,, a,_,, . . . , e,, al). It follows that an element a of GF(q) is represented by the list (e,, a,, . . . , e,, a,), where ai E GF(p) and e,Sn-1, while for a polynomial, of degree k, over GF(q) it is (e,, a,, . . . , e,, a,), where ai E GF(q).
It must be noted that the name of the variable does not appear in these representations.
The latter one is also valid for multivariate polynomials. Two bases are common to represent the elements of GF(p): either {-p/2, . . . , p/2} or (0,. . . , p -1). The latter one is selected because it requests only the calculation of remainders and we use also the modular polynomial homomorphism algorithm which gives an image of a polynomial in Z,,, for any integer m, including very large ones.
Elements of GF(q)
The arithmetic of the elements of GF(q) implies that an irreducible polynomial over GF(p), denoted by g, has been selected. Three different ways to achieve this are given in Section 4. g and the prime p are input parameters of the algorithms which perform the following operations:
difference, sum, inverse, negation, product, quotient, generation of random elements. They are almost straightforward to write in SAC2 because of the availability of algorithms performing similar operations for modular integral polynomial. Algorithms to calculate a modular integer inverse and the gcd of a modular integral univariate polynomial for large integers (a definition of a large integer, based on the size of a machine word, is given in [6] ) are also part of this module.
An original feature is the approach used for computing special powers of the type a * * p, where a E GF(q). It consists in using the Berlekamp Q-matrix [2] of the field polynomial g whose degree m is an input parameter as well as p, a and Q. One of the most striking observation made when doing computations in large finite fields is that most of the computing time is spent in exponentiations. None of the known classical methods for this type of operation
[lo] is satisfactory. It turns out that the most efficient way is to use the Q-matrix which already contains some of the intermediate powers.
The algorithm can be found in [5].
Linear algebra
To implement this exponentiation and multiplication technique, as well as some other matrix computations, several algorithms which may be filed in a linear algebra package have been designed. They perform the following operations: -vector from polynomial and polynomial from vector transformations, -vectors of modular polynomials inner product, -matrix of modular integers null space dimension computation, -matrix of (large) modular integers determinant, _ solution of an inhomogeneous non-singular linear system of modular integers using Cramer's rule, -matrix transposition.
Polynomial rings
Once the arithmetic of the finite field elements is implemented, it is possible to design the one for polynomial rings over these fields. It is based on the remark that Miller's condition for an integer a to be a witness of the compositeness of an integer n is satisfied by many integers when n is composite.
A probabilistic approach is shown to speed up the test and leads to a very simple algorithm.
Miller's condition for primality is expressed by the definition: Let n be an integer. Denote W,,(b) the following condition:
(i) lsb<n, (ii) (a) bn-i+ 1 mod n, or (b) 3i such that 2' 1 (n -1) and 1 <(b(n-l"z'-1, n) < n. The Rabin's test is repeated 5 times in order to increase the probability for the test to succeed unless compositeness is detected. A list of so called pseudo-primes (because the probability to get a prime is never 1) is produced in the range requested from the field prime p and used in the factorization procedure.
Irreducible polynomials
A basic request for the arithmetics briefly described in Section 2 is to select an irreducible polynomial over GF(p) with a given degree IZ. Our starting point was the probabilistic algorithm of the third kind designed by Rabin.
Rabin's test
This method, described in [14], gives the following algorithm: Repeat:
(1) Generate a manic random polynomial g(x) of degree n over GF(p). 
Improved method
We proved [6] that a better method is obtained by substituting to test 1 and 2 of the previous algorithm the first step, the Q-matrix construction, of Berlekamp's factorization.
This leads to this first improved algorithm. Repeat:
(1) Generate a manic random polynomial g(x) over GF(p) of degree n. Let the rank of (qii -Sii) be n -r, then test 2 succeeds if I = 1. Until test 2 succeeds.. The proof of the validity of this method is trivial. The average computing time for the Rabin method is 0(n4(log p)').
The next one give a slightly better result: 0(n4(log p)"+ n"(log p)'), where the first term comes from the construction of the Q-matrix while the second one is due to the triangularization of the matrix. Measurements reported in [6] show that in fact this method is much more efficient than the first one. An equivalent method consists in testing until the null space of Q has dimension 1. Some remarks are in order at this point. A by-product of the use of the Berlekamp Q-matrix in the construction of irreducible polynomials is that this matrix is computed at the very beginning of any of our computations and can be stored to be used in the special power algorithms mentioned previously.
Root-finding in GF(q)
The method implemented is again due to Rabin [14] and is therefore probabilistic in nature. It is a generalization of the method of Berlekamp for prime fields Z,. In fact is was given already as a remark in [2] .
The basic idea is very simple. Let f(x) be a polynomial defined over GF(q) of degree m and assume first that q is odd. The first natural step to find the roots of f(x) is to split it by a gcd calculation:
If f'(x) = 1 then f has no root. In general, at this stage f' is of the form It is not guaranteed that this gcd will be different from either 1 or f'(x) but Rabin's contribution is to show that this situation can be created by randomiza-
tion. An increment t is randomly selected in GF(q) and is added to x in the latter gcd calculation where (x" -1) is replaced by ((x + t)d -1). The proof is given in [141.
The resulting method is readily translated into the following algorithm: (1) Let f'(x) = gcd(f(x), x"-' -1); If deg(f') = 0 then negative return. (4) f=f"; go to (2) .. When q is even, in step 2 ((~+t)~-1) is replaced by (x+x2+. . *+x2"-').
The average computing time is O(n2m log(m)log(p)l(n)) where L(n)= log(n)log(log n). As previously mentioned measurements show that most of the computing time is in fact spent during exponentiations.
Factoring polynomials in GF(p)
Although probabilistic methods have not proven themselves to be as efficient as deterministic ones [3] gives a non-trivial factorization of f(x) about 50% of the time. This method is so simple that it is not necessary to write down the corresponding algorithm. Some implementation remarks are in order at this stage. Although the first factor in the above equation for f(x) does seldom produce a splitting of the polynomial into one of its factors, we keep it because it is only one step in the calculation of the gcd's which are nevertheless needed. The first step of the algorithm consists in fact in the distinct degree factorization; this is why it is not necessary to start the search for factors with d = 1 systematically.
The factorization of integral polynomials using probabilistic techniques is studied in [6] . We only want to stress here some almost trivial features of the different algorithms.
The method of Cantor and Zassenhaus does not require to find the roots in an extension field as in either Rabin's or Berlekamp's one. The superiority of the latter one lies in the fact that one has to exponentiate to lower powers.
This part of the module of algebraic algorithms for computing in large finite fields will probably evolve in the future releases with the implementation of the algorithms given in [ll] and [7] .
