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We show that the classical kernel and domain functions associated to an n-
connected domain in the plane are all given by rational combinations of three or
fewer holomorphic functions of one complex variable. We characterize those domains
for which the classical functions are given by rational combinations of only two or
fewer functions of one complex variable. Such domains turn out to have the property
that their classical domain functions all extend to be meromorphic functions on a
compact Riemann surface, and this condition will be shown to be equivalent to the
condition that an Ahlfors map and its derivative are algebraically dependent. We also
show how many of these results can be generalized to ﬁnite Riemann surfaces. # 2002
Elsevier Science (USA)
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On a simply connected domain OaC in the plane, the classical Bergman
kernel Kðz;wÞ associated to O is given by
Kðz;wÞ ¼ f
0
aðzÞf 0aðwÞ
pð1 faðzÞfaðwÞÞ2
;
where faðzÞ is the Riemann mapping function mapping O one-to-one onto
the unit disc D1ð0Þ with faðaÞ ¼ 0 and f 0aðaÞ > 0: Thus, the Bergman kernel is
a rational combination of just two holomorphic functions of one complex
variable. I have recently proved in [9] that the Bergman kernel and many
other objects of potential theory associated to a ﬁnitely multiply connected
domain are rational combinations of only three holomorphic function of one
complex variable, namely two Ahlfors maps plus the derivative of one
Ahlfors map. In [8], I proved that the three functions of z given by Sðz;AjÞ;
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STEVEN R. BELL16where Sðz;wÞ is the Szeg +o kernel and Aj ; j ¼ 1;2,3, are three ﬁxed points in
the domain, generate the Szeg +o kernel, the Bergman kernel, and many other
objects of potential theory. In this paper, I shall unify these results and I
shall show that the three functions of one variable that generate these
classical functions can be taken from a rather long list of functions. I also
showed in [10] that there exist certain multiply connected domains in the
plane that are particularly simple in the sense that their Bergman and Szeg +o
kernels are generated by only two functions of one complex variable. In this
paper, I shall present all these results in a single improved framework and I
will thereby be able to characterize those domains whose kernel functions
are particularly simple. These domains are characterized by a condition on
the Ahlfors map which turns out to be equivalent to the condition that the
Bergman kernel and other objects of potential theory associated to the
domain extend to a compact Riemann surface as single-valued meromorphic
functions. At the heart of these results is a relationship between the Szeg +o
kernel of a domain and proper holomorphic maps of the domain to the unit
disc. Because we can prove similar relationships on any ﬁnite Riemann
surface, we will see that many of these results can be generalized to this
setting.
2. STATEMENT OF MAIN RESULTS
Because the results of this paper are easiest to state and prove for domains
in the plane and because all of the main technical advances can be
understood in this setting, we shall devote the ﬁrst part of the paper to
planar domains. In the last section of the paper, we sketch the rather routine
argument to generalize the results to the case of ﬁnite Riemann surfaces.
We shall be able to prove our main results for ﬁnitely connected domains
in the plane such that no boundary component is a point. For the moment,
however, assume that O is a bounded n-connected domain in the plane
bounded by n non-intersecting C1 smooth simple closed curves, gj; j ¼
1; . . . ; n: For a point a in O; let fa denote the Ahlfors map associated to the
pair (O; aÞ: This map is an n-to-one (counting multiplicities) proper
holomorphic mapping of O onto the unit disc. Furthermore, faðaÞ ¼ 0;
and fa is the unique holomorphic function mapping O into the unit disc
maximizing the quantity jf 0aðaÞj with f 0aðaÞ > 0: It is well known that fa
extends C1 smoothly up to the boundary bO of O and that jfaj ¼ 1 on bO:
Let Kðz;wÞ denote the Bergman kernel associated to O and let oj denote
the harmonic measure function which is harmonic on O with boundary
values of one on the boundary component gj and zero on the other
boundary components. Let F 0j ðzÞ denote the holomorphic function given by
ð1=2Þð@=@zÞojðzÞ: (The prime is traditional; F 0j is not the derivative of a
COMPLEXITY IN COMPLEX ANALYSIS 17holomorphic function on O:) Let Gðz; aÞ denote the classical Green’s
function associated to O:
The Szeg +o kernel associated to O is the kernel for the orthogonal
projection of L2ðbOÞ (with respect to arc length measure) onto the subspace
consisting of L2 boundary values of holomorphic functions on O; i.e., the
Hardy space H2ðbOÞ:
When O is merely an n-connected domain in the plane such that no
boundary component is a point, we deﬁne the Szeg +o kernel associated to O
as follows. There exists a biholomorphic mapping F mapping O one-to-one
onto a bounded domain Oa in the plane with real analytic boundary. The
standard construction yields a domain Oa that is a bounded n-connected
domain with C1 smooth real analytic boundary whose boundary consists
of n non-intersecting simple closed real analytic curves. The function F0
has a single-valued holomorphic square root on O (see [4, p. 43]). Let
superscript a’s indicate that a kernel function is associated to Oa:
Kernels without superscripts are associated to O: The Szeg +o kernel
associated to O is defined via
Sðz;wÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F0ðzÞ
q
SaðFðzÞ;FðwÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F0ðwÞ
q
:
We shall also deﬁne the Garabedian kernel associated to O via the natural
transformation formula
Lðz;wÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F0ðzÞ
q
LaðFðzÞ;FðwÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F0ðwÞ
q
:
(See [4, p. 24] or Section 3 of this paper for the deﬁnition of the Garabedian
kernel in a smoothly bounded domain.) Various other transformation
formulas hold for the objects of potential theory mentioned above. For
example, the Bergman kernels transform via
Kðz;wÞ ¼ F0ðzÞKaðFðzÞ;FðwÞÞF0ðwÞ;
Green’s functions satisfy
Gðz;wÞ ¼ GaðFðzÞ;FðwÞÞ;
and the functions associated to harmonic measure satisfy
ojðzÞ ¼ oaj ðFðzÞÞ and F 0j ðzÞ ¼ F0ðzÞFa
0
j ðFðzÞÞ
(provided, of course, that we stipulate that the boundary components have
been numbered so that F maps the jth boundary component of O to the jth
boundary component of Oa). The Ahlfors map fb associated to a point b 2 O
is the holomorphic function mapping O into D1ð0Þ with jf 0bðbÞj maximal and
STEVEN R. BELL18f 0bðbÞ > 0: It is easy to see that the Ahlfors map satisﬁes
fbðzÞ ¼ lf aFðbÞðFðzÞÞ
for some unimodular constant l and it follows that fbðzÞ is a proper
holomorphic mapping of O onto D1ð0Þ: The double of O may also be
deﬁned in a standard way by using F and the double of Oa:
The work in this paper is motivated by the following result from [9].
Theorem 2.1. Suppose O is an n-connected domain in the plane such that
no boundary component is a point. There exist points a and b in O and complex
rational functions R and Q of four complex variables such that the Bergman
kernel can be expressed in terms of the two Ahlfors maps fa and fb via
Kðz;wÞ ¼ f 0aðzÞf 0aðwÞRðfaðzÞ; fbðzÞ; faðwÞ; fbðwÞÞ
and the Szeg +o kernel can be expressed via
Sðz;wÞ2 ¼ f 0aðzÞf 0aðwÞQðfaðzÞ; fbðzÞ; faðwÞ; fbðwÞÞ:
Alternatively, the Szeg +o kernel can be expressed via
Sðz;wÞ ¼ Sðz; aÞSða;wÞQ2ðfaðzÞ; fbðzÞ; faðwÞ; fbðwÞÞ;
where Q2 is rational. Furthermore, the functions F
0
j are given by
F 0j ðzÞ ¼ f 0aðzÞPðfaðzÞ; fbðzÞÞ;
where P is a rational function of two complex variables. Also, every proper
holomorphic mapping of O onto the unit disc is a rational combination of fa
and fb:
There are similar formulas for the complex derivative of Green’s function
ð@=@zÞGðw; zÞ and for the Poisson kernel given in [9].
These results show that the analytic objects of potential theory and
conformal mapping in a multiply connected domain are all given as rational
combinations of only three holomorphic functions of one complex variable.
In [10], I showed that, when the kernel functions are algebraic, these analytic
objects are given by rational combinations of only two holomorphic
functions of one complex variable. In the present paper, we characterize this
property in the following theorem. We shall say that a kernel function such
as the Bergman kernel Kðz;wÞ is given as a rational combination of two
functions of one complex variable on O if there exist holomorphic functions
G1 and G2 on O such that Kðz;wÞ can be written as a rational combination
of G1ðzÞ; G2ðzÞ; G1ðwÞ; and G2ðwÞ:
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n > 1 such that no boundary component is a point. The following conditions
are equivalent.
(1) The Bergman kernel Kðz;wÞ is given as a rational combination of
only two functions of one complex variable on O:
(2) The Szeg +o kernel Sðz;wÞ is given as a rational combination of only
two functions of one complex variable on O:
(3) The Bergman kernel, Szeg +o kernel, the classical functions F 0j ðzÞ
associated to O; and all proper holomorphic mappings of O onto the unit disc
are all given as rational combinations of the same two functions of one
complex variable on O:
(4) The domain O can be realized as a subdomain of a compact Riemann
surface R such that Sðz;wÞ and Kðz;wÞ extend to R 	 R as single-valued
meromorphic functions, and as such, can be expressed as rational combinations
of any two functions on O which extend to R to form a primitive pair for R:
Also, every proper holomorphic mapping of O onto the unit disc as well as the
functions F 0kðzÞ; k ¼ 1; . . . ; n  1; extend to be single-valued meromorphic
functions on R: Furthermore, the complement of O in R is connected.
(5) There exists a single proper holomorphic mapping of O onto the unit
disc which satisfies an identity of the form
Pðf 0ðzÞ; f ðzÞÞ ¼ 0
on O for some complex polynomial P; i.e., f and f 0 are algebraically
dependent.
(6) For every proper holomorphic mapping f of O onto the unit disc,
f and f 0 are algebraically dependent.
A novel feature of the proof of Theorem 2.2 is the use of the Zariski–
Castelnuovo Theorem from Algebra.
We remark that it is always possible to choose the two functions that form
the primitive pair in condition (4) to be holomorphic on O (see [15]).
It shall fall out from the proof of Theorem 2.2 that if the Bergman or
Szeg +o kernel associated to a ﬁnitely connected domain with no pointlike
boundary components is generated by a single function of one variable, then
the domain must be simply connected. In fact, if the domain under study is
simply connected, the proof of Theorem 2.2 becomes considerably easier
and a similar result can be established without using L .uroth’s Theorem in
place of the Zariski–Castelnuovo Theorem.
Theorem 2.2a. Suppose O is a simply connected domain in the plane not
equal to C: The following conditions are equivalent.
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only one function of one complex variable on O:
(2) The domain O can be realized as a subdomain of a compact Riemann
surface R such that Sðz;wÞ and Kðz;wÞ extend to R	R as single-valued
meromorphic functions.
(3) A Riemann mapping of O onto the unit disc and its derivative are
algebraically dependent.
Many frequently encountered domains satisfy polynomial condition (5) in
Theorem 2.2 for some proper map. For example, this condition holds for
generalized quadrature domains of the type studied by Aharonov and
Shapiro (see [1, p. 64; 18]) and it holds for domains that have algebraic
kernel functions (see [7, 10]). This last class of domains is the same as the set
of domains given by a connected component O of a set of the form
fz : jf ðzÞjo1g where f is an algebraic function without singularities in O;
i.e., O is a domain such that there exists an algebraic proper holomorphic
mapping from it onto the unit disc (see [7]).
Theorem 2.1 is actually a special case of a more general theorem that we
prove here. Let #O denote the double of O and let RðzÞ denote the
antiholomorphic involution on #O which ﬁxes the boundary of O: Let *O ¼
RðOÞ denote the reﬂection of O in #O across the boundary. The double of O is
a compact Riemann surface and hence the ﬁeld of meromorphic functions
on #O is generated by a pair of meromorphic functions ðG1;G2Þ on #O known
as a primitive pair (see [15]). The construction of primitive pairs given in [15]
shows that we may assume that G1 and G2 are holomorphic on O  #O:
We now deﬁne a class A of meromorphic functions on O: Recall that
Gðz; aÞ denotes the classical Green’s function associated to O:
The class A consists of
(1) the functions F 0j ðzÞ; j ¼ 1; . . . ; n;
(2) functions of z of the form @@zGðz; aÞ for ﬁxed a in O;
(3) functions of z of the form Da
@
@zGðz; aÞ where Da denotes a
differential operator of the form @
n
@an or
@n
@ %an; and a is a ﬁxed point in O;
(4) functions of z of the form Sðz; a1ÞSðz; a2Þ where a1 and a2 are ﬁxed
points in O; and
(5) linear combinations of functions above.
If O has C1 smooth boundary, we allow the points a in (2) and (3) of the
deﬁnition of the class A to be in the larger set %O:
Theorem 2.1 will be generalized as follows.
Theorem 2.3. Suppose that O is a finitely connected domain in the plane
such that no boundary component is a point. Let G1 and G2 denote any two
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pair, and let AðzÞ denote any function from the class A other than the zero
function. The Bergman kernel associated to O can be expressed as
Kðz;wÞ ¼ AðzÞAðwÞR1ðG1ðzÞ;G2ðzÞ;G1ðwÞ;G2ðwÞÞ;
where R1 is a complex rational function of four complex variables. Similarly,
the Szeg +o kernel can be expressed as
Sðz;wÞ2 ¼ AðzÞAðwÞR2ðG1ðzÞ;G2ðzÞ;G1ðwÞ;G2ðwÞÞ;
where R2 is rational, and the functions F
0
j can be expressed
F 0j ðzÞ ¼ AðzÞR3ðG1ðzÞ;G2ðzÞÞ;
where R3 is rational. Furthermore, every proper holomorphic mapping of O
onto the unit disc is a rational combination of G1 and G2:
The proof of Theorem 2.3 hinges on the fact proved in Section 6 that,
when O has real analytic boundary, functions in the class A can be seen to
be equal to meromorphic functions H on %O that satisfy an identity of the
form
HðzÞTðzÞ ¼ JðzÞTðzÞ
for z 2 bO where JðzÞ is another meromorphic function on %O and TðzÞ
represents the complex unit tangent vector at z pointing in the direction of
the standard orientation of bO: We prove in Section 6 that the classA is the
largest set of functions with this property.
It is remarkable how many different common functions fall into the class
A: For example, the Bergman kernel is in A because it is related to the
classical Green’s function via ([14, p. 62], see also [4, p. 131])
Kðz;wÞ ¼ 2
p
@2Gðz;wÞ
@z@ %w
:
Another kernel function on O	 O that we shall need is given by
Lðz;wÞ ¼ 2
p
@2Gðz;wÞ
@z@w
:
(In the literature, this function is sometimes written as Lðz;wÞ with
anywhere between zero and three tildes and/or hats over the top. We have
chosen the symbol L here to avoid confusion with our notation for the
Garabedian kernel above.) Note that Lðz;wÞ is in A as a function of z for
each ﬁxed w in O: Furthermore, given a proper holomorphic map f from O
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a linear combination of Green’s functions. Since %f ¼ 1=f on bO; we shall be
able to see that f 0ðzÞTðzÞ ¼ TðzÞf 0ðzÞ=f ðzÞ2 for z 2 bO on a smooth
domain, and we will be able to deduce that f 0 itself is inA from Lemma 6.3.
The variety of functions that can appear as members of a primitive pair is
also remarkable. The argument in [9, p. 332] reveals that for any proper
holomorphic map f1 from O onto the unit disc, there exists a second proper
map f2 : O! D1ð0Þ such that ðf1; f2Þ forms a primitive pair for the double of
O: (In fact, the second map can be taken to be an Ahlfors map.) When f 01=f1
is taken to be equal to AðzÞ in Theorem 2.3 and G1 and G2 are taken to be
this primitive pair, the Bergman kernel Kðz;wÞ is expressed as f 01ðzÞf 01ðwÞ
times a rational function of f1ðzÞ; f2ðzÞ; f1ðwÞ; and f2ðwÞ: This result makes it
very easy to prove the result given in [7] that the Bergman kernel associated
to a ﬁnitely connected domain is an algebraic function if and only if there
exists a proper holomorphic map from the domain onto the unit disc which
is algebraic. Indeed, if f1 is algebraic, then f
0
1 is algebraic, and since f1 and f2
extend to the double to form a primitive pair, they must be algebraically
dependent (see [15, p. 248]). Hence, f2 is an algebraic function of f1 and this
shows that Kðz;wÞ is algebraic. The reverse implication is even easier (see
[7, 11, 12]). Similarly, the statement about the Szeg +o kernel in Theorem 2.3
yields an easy proof of the result given in [7] that the Szeg +o kernel associated
to a ﬁnitely connected domain is an algebraic function if and only if there
exists a proper holomorphic map from the domain onto the unit disc which
is algebraic.
It is shown in [8] that, for almost any three points a1; a2; and b in O; the
two quotients Kðz; a1Þ=Kðz; bÞ and Kðz; a2Þ=Kðz; bÞ extend to the double of
O and form a primitive pair. When these two functions are used as G1 and
G2 and when Kðz; bÞ is used as the function AðzÞ from the class A; we ﬁnd
that Kðz;wÞ is a rational combination of Kðz; a1Þ; Kðz; a2Þ; and Kðz; bÞ and
conjugates of Kðw; a1Þ; Kðw; a2Þ; and Kðw; bÞ (as was also shown in [8]). It
now follows from Theorem 2.3 that all the functions in the class A are
rational combinations of Kðz; a1Þ; Kðz; a2Þ; and Kðz; bÞ: This reinforces the
idea that the Bergman kernel contains everything there is to know about a
domain.
Let Gzðz;wÞ denote the derivative ð@=@zÞGðz;wÞ of Green’s function.
Similar reasoning to that given in [8] shows that, for almost any three points
a1; a2; and b in O; the two quotients Gzðz; a1Þ=Gzðz; bÞ and Gzðz; a2Þ=Gzðz; bÞ
form a primitive pair for the double of O:Hence, Theorem 2.3 yields that the
Bergman kernel is a rational combination of the three functions of one
variable given by Gzðz; a1Þ; Gzðz; a2Þ; and Gzðz; bÞ: A similar result has been
proved for the Szeg +o kernel in [8]. Let us summarize these results in the
statement of the following theorem.
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such that no boundary component is a point. The Bergman kernel Kðz;wÞ
associated to O can be expressed as a rational combination of the three
functions
(1) Kðz;A1Þ; Kðz;A2Þ; Kðz;A3Þ;
(2) Sðz;A1Þ; Sðz;A2Þ; Sðz;A3Þ; or
(3) Gzðz;A1Þ; Gzðz;A2Þ; Gzðz;A3Þ;
where A1; A2; and A3 are three fixed points in O:
Recall that Lðz; aÞ denotes the Garabedian kernel associated to O: We
now deﬁne another class of meromorphic functions on O relevant to the
Szeg +o kernel. The class B consists of
(1) functions of z of the form Sðz; aÞ or Lðz; aÞ for ﬁxed points a in O;
(2) functions of z of the form @
m
@ %amSðz; aÞ or @
m
@amLðz; aÞ for ﬁxed points a
in O; and
(3) linear combinations of functions above.
If O has C1 smooth boundary, we allow the points a in (1) and (2) in the
deﬁnition of the class B to be in the larger set %O:
The Szeg +o kernel can be expressed in a manner similar to the Bergman
kernel as follows.
Theorem 2.5. Suppose that O is a finitely connected domain in the plane
such that no boundary component is a point. Let G1 and G2 denote any two
meromorphic functions on O that extend to the double of O to form a primitive
pair, and let BðzÞ denote any function from the class B other than the zero
function. The Szeg +o kernel associated to O can be expressed as
Sðz;wÞ ¼ BðzÞBðwÞRðG1ðzÞ;G2ðzÞ;G1ðwÞ;G2ðwÞÞ;
where R is a complex rational function of four complex variables.
The proof of Theorem 2.5 hinges on the fact proved in Section 6 that,
when O has real analytic boundary, functions in the class B can be seen to
be equal to meromorphic functions G on %O that satisfy an identity of the
form
GðzÞ ¼ HðzÞTðzÞ
for z 2 bO where HðzÞ is another meromorphic function on %O and, as
before, TðzÞ represents the complex unit tangent vector at z pointing in the
direction of the standard orientation of bO: We prove in Section 6 that the
class B is the largest set of functions with this property.
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the two quotients Sðz; a1Þ=Sðz; bÞ and Sðz; a2Þ=Sðz; bÞ form a primitive
pair for the double of O: When these two functions are used as
G1 and G2 and when Sðz; bÞ is used as BðzÞ in Theorem 2.5, we ﬁnd that
Sðz;wÞ is a rational combination of Sðz; a1Þ; Sðz; a2Þ; and Sðz; bÞ; and the
conjugates of Sðw; a1Þ; Sðw; a2Þ; and Sðw; bÞ; as stated in Theorem 2.4.
It now also follows from Theorem 2.5 that all the functions in the class
B are rational combinations of Sðz; a1Þ; Sðz; a2Þ; and Sðz; bÞ: It can be
shown that the class A is equal to the complex linear span of the set of
products of two functions in the class B: Hence, it is reasonable to say that
the Szeg +o kernel contains even more information about a domain than the
Bergman kernel does.
It is reasonable to wonder why on earth one might want to take
complicated linear combinations for AðzÞ or BðzÞ in Theorems 2.3 and 2.5
instead of a single simple function from the classes. However, if O is a
quadrature domain in the sense that
Z Z
O
hðzÞdA ¼
XN
j¼1
hðwjÞ
for ﬁnitely many ﬁxed points wj in O and all holomorphic functions h in the
Bergman space, then
XN
j¼1
Kðz;wjÞ  1
and we may take AðzÞ  1 in Theorem 2.3. Hence, if O is a quadrature
domain in this sense, then the Bergman kernel is a rational combination of
any two functions that extend to the double of O to form a primitive pair.
Similarly, if O is a quadrature domain in the sense that
Z
bO
hðzÞds ¼
XN
j¼1
hðwjÞ
for ﬁnitely many ﬁxed points wj in O and all holomorphic functions h in the
Hardy space, then
XN
j¼1
Sðz;wjÞ  1
and we may take BðzÞ  1 in Theorem 2.5. Hence, if O is a quadrature
domain in this sense, then the Szeg +o and Bergman kernels are rational
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primitive pair.
Most of the results of this paper depend on a special formula for
the Szeg +o kernel. It is a standard construction to produce the
Szeg +o projection and kernel with respect to a weight function on the
boundary of O when the boundary of O is sufﬁciently smooth. Suppose
that O is a domain in the plane bounded by ﬁnitely many C1 smooth
curves. (It will be clear from the proofs given later that this
smoothness condition could be greatly relaxed, but we will be able to reap
enough consequences in the smooth case that we will not bother trying to
generalize the result here.) Given a positive C1 weight function j on bO; let
Sðz;wÞ denote the Szeg +o kernel function deﬁned on O	 bO which
reproduces holomorphic functions on O with respect to the weight j in
the sense that
hðzÞ ¼
Z
w2bO
Sðz;wÞhðwÞ jðwÞds
for points z in O and holomorphic functions h on O that are in the
Hardy space associated to O: We shall prove that the weighted
Szeg +o kernel Sðz;wÞ is a rational combination of ﬁnitely many
holomorphic functions of one complex variable on O in the following
precise sense.
Let S0ðz;wÞ denote Sðz;wÞ; and let S %nðz;wÞ denote ð@n=@ %wnÞSðz;wÞ:
Theorem 2.6. Suppose that O is a domain in the plane bounded by finitely
many C1 smooth curves. Suppose that f : O! D1ð0Þ is a proper holomorphic
mapping that has zeroes at a1; . . . ; aN with multiplicities Mð1Þ; . . . ;MðNÞ;
respectively. Given a positive C1 weight function j on bO; the weighted Szeg +o
kernel Sðz;wÞ with respect to j satisfies
Sðz;wÞ ¼ 1
1 f ðzÞf ðwÞ
XN
i;j¼1
XMðiÞ
n¼0
XMðjÞ
m¼0
cijnmS %nðz; aiÞ S %mðw; ajÞ
 !
for some constants cijnm:
The constants cijnm will be described more fully in the proof of this
theorem given in Section 8.
When the weight j is taken to be the Poisson kernel associated to
a point a in O; we will be able to say more about the associated
Szeg +o kernel and how it is related to the objects of potential theory,
see Section 10. This viewpoint will also allow us to ﬁnd interesting
generalizations to the case where O is a ﬁnite Riemann surface, see
Section 11.
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For the moment, suppose that O is a bounded n-connected domain
in the plane with C1 smooth boundary, i.e., a domain whose boundary
bO is given by ﬁnitely many non-intersecting C1 simple closed curves.
Let gj; j ¼ 1; . . . ; n; denote the n non-intersecting C1 simple closed curves
which deﬁne the boundary of O; and suppose that gj is parameterized
in the standard sense by zjðtÞ: Let TðzÞ be the C1 function deﬁned on bO
such that TðzÞ is the complex number representing the unit tangent vector at
z 2 bO pointing in the direction of the standard orientation. This complex
unit tangent vector function is characterized by the equation TðzjðtÞÞ ¼
z0jðtÞ=jz0jðtÞj:
Let #O denote the double of O and let RðzÞ denote the antiholomorphic
involution on #O which ﬁxes the boundary of O: Let *O ¼ RðOÞ denote the
reﬂection of O in #O across the boundary. We shall frequently use the
following fact. If g and h are meromorphic functions on O which extend
continuously to the boundary such that
gðzÞ ¼ hðzÞ for z 2 bO;
then g extends to the double of O as a meromorphic function. Indeed, the
function hðRðzÞÞ gives the holomorphic extension of g to *O: For example,
since a proper holomorphic map f from O to the unit disc extends smoothly
up to the boundary and has modulus one there, it follows that
f ðzÞ ¼ 1=f ðzÞ for z 2 bO;
and, hence, that f extends to be meromorphic on the double of O:
We now take a moment to recite some standard facts that we shall assume
the reader knows. Let A1ðOÞ denote the space of holomorphic functions on
O that are in C1ð %OÞ: Let L2ðbOÞ denote the space of complex valued
functions on bO that are square integrable with respect to arc length
measure ds: The Hardy space of functions in L2ðbOÞ that are the L2
boundary values of holomorphic functions on O shall be written H2ðbOÞ:
This space is equal to the closure in L2ðbOÞ of A1ðOÞ (see [4] for a proof of
this elementary fact).
Let Sðz; aÞ denote the classical Szeg +o kernel associated to the classical
Szeg +o projection P; which is the orthogonal projection of L2ðbOÞ onto
H2ðbOÞ: For each ﬁxed point a 2 O; Sðz; aÞ extends to the boundary
as a function of z to be a function in A1ðOÞ: Furthermore, Sðz; aÞ has
exactly ðn  1Þ zeroes in O (counting multiplicities) and does not vanish
at any points z in the boundary of O:
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kernel via the identity
1
i
Lðz; aÞTðzÞ ¼ Sða; zÞ for z 2 bO and a 2 O: ð3:1Þ
For ﬁxed a 2 O; the kernel Lðz; aÞ is a holomorphic function of z on O fag
with a simple pole at a with residue 1=ð2pÞ: Furthermore, as a function of z;
Lðz; aÞ extends to the boundary and is in the space C1ð %O fagÞ: Also,
Lðz; aÞ is non-zero for all ðz; aÞ in %O	 O with zaa:
The kernel Sðz;wÞ is holomorphic in z and antiholomorphic in w on
O	 O; and Lðz;wÞ is holomorphic in both variables for z;w 2 O; zaw: We
note here that Sðz; zÞ is real and positive for each z 2 O; and that Sðz;wÞ ¼
Sðw; zÞ and Lðz;wÞ ¼ Lðw; zÞ: Also, the Szeg +o kernel reproduces
holomorphic functions in the sense that
hðaÞ ¼ hh;Sð; aÞi
for all h 2 H2ðbOÞ and a 2 O; where the inner product is taken in L2ðbOÞ:
Given a point a 2 O; the Ahlfors map fa associated to the pair (O; aÞ is
related to the Szeg +o kernel and Garabedian kernel via
faðzÞ ¼ Sðz; aÞ
Lðz; aÞ: ð3:2Þ
Note that f 0aðaÞ ¼ 2pSða; aÞa0: Because fa is n-to-one, fa has n zeroes. The
simple pole of Lðz; aÞ at a accounts for the simple zero of fa at a: The other
n  1 zeroes of fa are given by ðn  1Þ zeroes of Sðz; aÞ in O fag: Let
a1; a2; . . . ; an1 denote these n  1 zeroes (counted with multiplicity). It was
proved in [5] (see also [4, p. 105]) that, if a is close to one of the boundary
curves, the zeroes a1; . . . ; an1 become distinct simple zeroes. It follows from
this result that, for all but at most ﬁnitely many points a 2 O; Sðz; aÞ has
n  1 distinct simple zeroes in O as a function of z:
The Bergman kernel and the kernel Lðz;wÞ deﬁned in Section 2 satisfy an
identity analogous to (3.1):
Lðw; zÞTðzÞ ¼ Kðw; zÞTðzÞ for w 2 O and z 2 bO ð3:3Þ
(see [4, p. 135]). We remark that it follows from well-known
properties of Green’s function that Lðz;wÞ is holomorphic in z and
w and is in C1ð %O	 %O fðz; zÞ : z 2 %OgÞ: If a 2 O; then Lðz; aÞ has a
double pole at z ¼ a as a function of z and Lðz; aÞ ¼ Lða; zÞ (see
[4, p. 134]). If O has real analytic boundary, then the kernels Kðz;wÞ;
Lðz;wÞ; Sðz;wÞ; and Lðz;wÞ extend meromorphically to %O	 %O
(see [4, pp. 103, 132–136]). The derivative of Green’s function also
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@G
@z
ðz;wÞTðzÞ ¼ @G
@z
ðz;wÞTðzÞ ð3:4Þ
for w 2 O and z 2 bO (see [4, p. 134]). We shall also need the identity
Sðz; a1ÞSðz; a1ÞTðzÞ ¼ Lðz; a1ÞLðz; a2ÞTðzÞ ð3:5Þ
for a1 and a2 in O and z 2 bO; which follows from (3.1).
The transformation formulas for the Szeg +o and Garabedian kernels given
in Section 2 and the biholomorphic map to a domain with real analytic
boundary allow us to certify that the Ahlfors map is given by formula (3.2)
even in case the domain under study is merely a ﬁnitely connected domain
such that no boundary component is a point.
4. PROOFS OF THEOREMS 2.2 AND 2.2A
We ﬁrst assume that O is n-connected with n > 1: Suppose that the Szeg +o
kernel Sðz;wÞ associated to O is a rational combination of only two
holomorphic functions G1 and G2 on O: To be precise, suppose that Sðz;wÞ
is equal to a rational combination of G1ðzÞ; G2ðzÞ; G1ðwÞ; and G2ðwÞ: It is
shown in [8] that the Bergman kernel Kðz;wÞ associated to O and all the
other functions mentioned in Theorem 2.2 are rational combinations of
functions of z of the form Sðz;AÞ for three ﬁxed points A in O: Hence
Kðz;wÞ is also a rational combination of the two holomorphic functions G1
and G2:
Let f1 and f2 denote two Ahlfors maps associated to O that generate the
ﬁeld of meromorphic functions on the double of O (see [9]). Let Cðf1; f2Þ
denote the ﬁeld of functions generated by the two Ahlfors maps (which can
be identiﬁed with the ﬁeld of meromorphic functions on the double in the
obvious manner).
It is shown in [7] that any proper holomorphic map f from O onto the unit
disc can be expressed as a rational combination of ﬁnitely many functions of
z of the form Kðz;wÞ and ð@=@ %wÞmKðz;wÞ for w in f 1ð0Þ (see also [11, 12]).
It follows that f1 and f2 are in the ﬁeld CðG1;G2Þ of functions on O generated
by G1 and G2: Hence, Cðf1; f2Þ  CðG1;G2Þ:
We now claim that the functions G1 and G2 must be algebraically
dependent, i.e., that there exists a complex polynomial Pðz;wÞ of two
complex variables such that PðG1ðzÞ;G2ðzÞÞ  0: Indeed if there did not
exist such a polynomial, then we could apply the Zariski–Castelnuovo
Theorem as follows to deduce that f1 and f2 must be algebraically
independent, which cannot be the case for two functions that extend
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Theorem states that an intermediate ﬁeld between Cðx; yÞ and C must
be of the form Cðu; vÞ or CðuÞ where u and v are algebraically
independent.) Since
CðG1;G2Þ*Cðf1; f2Þ*C;
the algebraic independence of G1 and G2 would imply that Cðf1; f2Þ ¼
Cðu; vÞ where u and v are algebraically independent elements of the ﬁeld, or
Cðf1; f2Þ ¼ CðuÞ where u is a single element of the ﬁeld. The ﬁrst case is
clearly impossible because any two elements of the ﬁeld of meromorphic
functions on the double are algebraically dependent (see [15, p. 248]). The
second case implies that the double of O is the Riemann sphere, which only
happens if O is simply connected.
Suppose that f is a proper holomorphic mapping of O onto the unit disc.
It is proved in [7] that both f ðzÞ and f 0ðzÞ can be expressed as a rational
combination of ﬁnitely many functions of z of the form Kðz;wÞ and
ð@=@ %wÞmKðz;wÞ for values of w in the ﬁnite set f 1ð0Þ (see also [11, 12]).
Hence both f and f 0 are rational combinations of G1 and G2: Since G1 and
G2 satisfy a polynomial identity of the form
PðG1ðzÞ;G2ðzÞÞ  0
on O; we may state that G2 is an algebraic function of G1: Hence,
both f and f 0 are algebraic functions of G1; and hence f 0 must be an
algebraic function of f ; and it follows that f and f 0 must be algebraically
dependent.
We now consider the simply connected case. Suppose that the
Szeg +o kernel associated to O is a rational combination of only one
holomorphic function G: Since the Bergman kernel is a constant
times the square of the Szeg +o kernel, it follows that it is also a rational
combination of G: Let f denote a Riemann map associated to O
mapping O one-to-one onto the unit disc. Note that f extends to the
double of O and that it generates the ﬁeld of meromorphic functions on the
double of O (see [15]).
The same proof given in [7] for proper maps shows that f ðzÞ and f 0ðzÞ
are both rational combinations of functions of z of the form Kðz;wÞ and
ð@=@ %wÞKðz;wÞ and w ¼ f 1ð0Þ: Hence both f and f 0 are rational com-
binations of G: Hence f 0 must be an algebraic function of f ; and it follows
that f and f 0 must be algebraically dependent.
To ﬁnish the proofs of Theorems 2.2 and 2.2a, we now turn to the
business of constructing a special Riemann surface attached to the
domain in case a proper map onto the unit disc and its derivative are
algebraically dependent.
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We assume at ﬁrst that O is a ﬁnitely connected domain in the plane with
C1 smooth boundary. Suppose also that there exits a proper holomorphic
mapping f from O onto the unit disc with the property that f and f 0 are
algebraically dependent, i.e., there exists a polynomial Pðz;wÞ such that
Pðf 0ðzÞ; f ðzÞÞ  0 on O: We now construct the Riemann surface mentioned
in Theorems 2.2 and 2.2a.
Let S %mðz; aÞ denote ð@m=@ %amÞSðz; aÞ and let Lmðz; aÞ denote ð@m=@amÞ
Lðz; aÞ: Notice that we may differentiate the conjugate of (3.1) m-times with
respect to %a to obtain
S %mðz; aÞ ¼ iLmðz; aÞTðzÞ
for z 2 bO and a 2 O: When the square of this identity is combined with the
identity
f 0ðzÞ
f ðzÞ TðzÞ ¼ f
0ðzÞTðzÞ=f ðzÞ for z 2 bO
(which is obtained by differentiating logjf ðzðtÞÞj ¼ 0 with respect to t when
zðtÞ is a parameterization of a boundary curve), we see that
S %mðz; aÞ2f ðzÞ
f 0ðzÞ
is equal to the conjugate of
Lmðz; aÞ2f ðzÞ
f 0ðzÞ
for z 2 bO and any point a in O: This identity reveals that S %mðz; aÞ2f ðzÞ=f 0ðzÞ
extends to the double of O as a meromorphic function of z: Since f ðzÞ
extends to the double of O; it follows that S %mðz; aÞ2=f 0ðzÞ extends to the
double of O as a meromorphic function. The algebraic dependence of f and
f 0 means that they satisfy a polynomial equation Pðf 0ðzÞ; f ðzÞÞ  0 on O:
Since f ðzÞ extends to the double of O as a meromorphic function, this
polynomial identity reveals how to extend f 0ðzÞ to the double of O as a
ﬁnitely valued function with at most ﬁnitely many algebraic singularities.
Furthermore, since S %mðz; aÞ2=f 0ðzÞ extends to the double of O as a
meromorphic function, we may state that S %mðz; aÞ extends to the double
of O as a ﬁnitely valued function of z with at most ﬁnitely many algebraic
singularities for each ﬁxed point a in O:
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combination of f and ﬁnitely many functions of the form S %mðz; ajÞ: Let us
call the functions in the list of ﬁnitely many functions of the form S %mðz; ajÞ
just mentioned core functions. We may view the core functions (from the
viewpoint of Weierstrass) as being ﬁnitely valued multivalued functions that
can be analytically continued to the double of O: There is a ﬁnite set of
points E in double of O at which one or more of the function elements
associated to the core functions have an algebraic singularity. Choose a
point A0 in O E to act as a base point. We construct R by performing
analytic continuation of each of the core functions simultaneously, starting
at A0 and moving all around #O; paying special attention to the points in E:
Away from E; the lifting of germs along curves to a Riemann surface over
the double of O is routine and obvious. When we analytically continue up to
a point p in E; it may happen that none of the germs of the function
elements of the core functions become singular at p: In this case, we lift and
analytically continue through p without incident. If, on the other hand, at
least one of the elements is singular at p; then we construct a local
coordinate system at the point *p above p as follows. Consider the function
elements of the core functions that are obtained as we analytically continue
them up to p along a curve. Each of these elements can be viewed as a
function element of a Puiseux expansion at p in a local coordinate z where p
corresponds to the origin. Hence, for each core function CðzÞ there is a
positive integer l such that the substitution z ¼ p þ ðzÞl makes CðzÞ analytic
and continuable in z through z ¼ 0: (Note that the number l is equal to one
if CðzÞ does not have a singularity at p:) Let m be equal to the least common
multiple of all the numbers l associated to the core functions. We can now
deﬁne a local uniformizing variable that is suitable for each of the function
elements in the obvious manner: z ¼ p þ ðzÞm: This coordinate function
allows us to lift all the core functions so as to be deﬁned and single valued on
a disc centered at z ¼ 0 and we use it to deﬁne a local chart near *p:
It is clear that we can identify O as a subdomain of the Riemann surfaceR
by virtue of the fact that the core functions all have preferred germs in O
given by the values they have via the deﬁnition of the kernel functions on the
domain O: A point *p 2 R over p 2 O shall be identiﬁed as the point p in
O  R if the germs of all the core functions are equal to their preferred
germs at p: Note that there will be other sheets of R above O if it happens
that one or more of the core functions continue back to p 2 O and are not
equal to their preferred germs over O: The Riemann surface R is clearly
compact because of the ﬁnite valuedness of the core functions on the
compact #O: Note that any meromorphic function on #O can be deﬁned as a
meromorphic function on R: Hence, f ðzÞ can be extended to R as a
meromorphic function. Since the core functions and f extend to R; it
follows that the Szeg +o kernel extends to be meromorphic on R	R: Since
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form Sðz;AÞ; it follows that the Bergman kernel extends to be meromorphic
on R	R: Similarly, so do the functions F 0j :
To see that the complement of O in R is connected, we can follow exactly
the same pole counting procedure given in [10] where a similar Riemann
surface is attached to a domain with algebraic kernel functions. This
procedure yields that each boundary component of O is attached to the
Riemann surface exactly once and that the complement of O in R is
connected.
Let G1 and G2 denote a primitive pair for R: Theorem 2.6 states that the
Szeg +o kernel is a rational combination of f ðzÞ and the core functions. Since
f ðzÞ and the core functions extend to be meromorphic functions on R; we
may now state that the Szeg +o kernel is a rational combination of G1 and G2:
Since the Bergman kernel associated to O and all the other functions
mentioned in Theorem 2.2 are rational combinations of functions of z of the
form Sðz;AÞ for three ﬁxed points A in O; they too are rational
combinations of G1 and G2: The proof of Theorem 2.2 is complete in case
O has smooth boundary.
If O does not have smooth boundary, we shall use the identity
Pðf ðzÞ; f 0ðzÞÞ  0; ð5:1Þ
which is assumed to hold for a proper holomorphic mapping f ðzÞ of O onto
the unit disc, to show that the boundary of Omust be given by piecewise C1
smooth real analytic curves. Let FðwÞ denote a local inverse deﬁned on a
small open subset of D1ð0Þ to the proper holomorphic map f ðzÞ: If we
replace z by FðwÞ in (5.1) we obtain Pðw; 1=F 0ðwÞÞ  0; and this shows that
F 0ðwÞ is an algebraic function. Hence F can be analytically continued past
the boundary of the unit disc except at possibly ﬁnitely many points where
F 0 has an algebraic singularity. Since the continuation of f maps the
boundary of the unit disc into the boundary of O; it is easy to deduce that
the boundary of O is given by piecewise real analytic curves. (Only minor
complications are introduced if the point at inﬁnity is in the boundary of O
and these are bypassed by standard arguments.) Now the same construction
of R we used above can be carried out and the pole counting argument of
[10] given in the case of piecewise real analytic boundary applies to yield that
the complement of O in R is connected. The rest of the proof is the same.
6. THE PROOFS OF THEOREMS 2.3 AND 2.5
We shall see momentarily that we will be able to reduce our problem to
the case where O has C1 smooth real analytic boundary. The following
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that they are the largest classes of functions that can appear in the
statements of Theorems 2.3 and 2.5.
Lemma 6.1. Suppose that O is a finitely connected domain in the plane
with C1 smooth real analytic boundary. On such a domain, the class B is
equal to the set of meromorphic functions G on %O that satisfy an identity of the
form
GðzÞ ¼ HðzÞTðzÞ ð6:1Þ
for z 2 bO; where HðzÞ is another meromorphic function on %O:
When we deal with the class A we shall need the following lemma.
Lemma 6.2. Suppose that O is a finitely connected domain in the plane
with C1 smooth real analytic boundary. On such a domain, the class A is
equal to the set of meromorphic functions G on %O that satisfy an identity of the
form
GðzÞTðzÞ ¼ HðzÞTðzÞ ð6:2Þ
for z 2 bO; where HðzÞ is another meromorphic function on %O:
These two lemmas have the important consequence that if g1=g2 is a
quotient of two functions in the class A (or two functions in the class B)
where g2c0; then g1=g2 extends to the double of O as a meromorphic
function. Indeed, this fact follows directly from the identity of the form
g1ðzÞ=g2ðzÞ ¼ h1ðzÞ=h2ðzÞ on bO that would be satisﬁed by the quotient of
two such functions.
Proof of Lemma 6.1. Notice that (3.1) shows that Lðz; aÞ and Sðz; aÞ
satisfy the similar identities:
Sðz; aÞ ¼ iLðz; aÞTðzÞ;
Lðz; aÞ ¼ iSðz; aÞTðzÞ:
Furthermore, these identities can be differentiated with respect to a or %a:
S %mðz; aÞ ¼ iLmðz; aÞTðzÞ;
Lmðz; aÞ ¼ iS %mðz; aÞTðzÞ:
Hence, functions in the class B satisfy the condition of formula (6.1).
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GðzÞ ¼ HðzÞTðzÞ
for z 2 bO: When a is in O; we note that Lðz; aÞ has a single simple pole at a
as a function of z and Sðz; aÞ has no singularities in %O; and Lmðz; aÞ has a
single pole of order m þ 1 at a and S %mðz; aÞ has no singularities in %O: Hence,
we may subtract linear combinations of the identities in the paragraph
above from (6.1) designed to remove the singularities of G and H in O from
both sides of the equation. In the end, we obtain an identity of the form
G1ðzÞ ¼ H1ðzÞTðzÞ;
where G1 and H1 are holomorphic on O with possibly ﬁnitely many poles on
bO: When a is in the boundary, the function Sðz; aÞ has a single simple pole
at a in %O and S %mðz; aÞ has a single pole of order m þ 1 at a in %O: Hence, we
can subtract linear combinations of Sðz; aÞ and S %mðz; aÞ from G1 to eliminate
the poles of G1 in %O and subtract the corresponding linear combinations of
iLðz; aÞ and iLmðz; aÞ from H1 to obtain an identity of the form
gðzÞ ¼ hðzÞTðzÞ;
where g is holomorphic on %O and h is holomorphic on O with possibly
ﬁnitely many poles on bO: However, the identity gðzÞ ¼ hðzÞTðzÞ on bO
shows that h does not tend to inﬁnity at any point on the boundary, so h
actually has no poles on %O:Hence, both g and h are holomorphic on %O:Now
we can conclude from the fact that hðzÞTðzÞ is orthogonal to holomorphic
functions in L2ðbO) that g and h must both be zero. The proof of our claim
is complete. ]
Proof of Lemma 6.2. The three identities
F 0j ðzÞTðzÞ ¼  F 0j ðzÞTðzÞ;
Gzðz; aÞTðzÞ ¼  Gzðz; aÞTðzÞ;
Sðz; a1ÞSðz; a2ÞTðzÞ ¼  Lðz; a1ÞLðz; a2ÞTðzÞ
for z 2 bO (see [4, pp. 80, 134], (3.3)–(3.5)) reveal that functions in the class
A satisfy the condition of formula (6.2).
Now suppose that G and H are meromorphic functions on %O that satisfy
GðzÞTðzÞ ¼ HðzÞTðzÞ
for z 2 bO: Note that the function Gzðz; aÞ has a simple pole at a even when
a is in bO: Differentiate the identity Gzðz; aÞTðzÞ ¼ Gzðz; aÞTðzÞ ðz 2 bOÞ
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side of the formula is a meromorphic function of z on %O with a single pole of
order m þ 1 at z ¼ a: This is true even if a 2 bO: When a 2 O; the function
ð@m=@ %amÞGzðz; aÞ on the right-hand side of the formula is a holomorphic
function of z on %O with no singularity at z ¼ a: If we differentiate the same
formula m times with respect to %a; then the function ð@m=@ %amÞGzðz; aÞ on the
left-hand side of the formula is a holomorphic function of z on %O with no
singularity at z ¼ a when a 2 O and the function ð@m=@amÞGzðz; aÞ on the
right-hand side of the formula is a meromorphic function of z on %O with a
single pole of order m þ 1 at z ¼ a: Hence, it is possible to subtract linear
combinations of functions in the class A from the identity GT ¼ HT to
remove all the poles of GðzÞ in %O and all the poles of H of order two or more
in O to obtain an identity of the form
gðzÞTðzÞ ¼ hðzÞTðzÞ;
where g is holomorphic on %O and h is meromorphic on %O with only ﬁnitely
many simple poles in O and ﬁnitely many other poles on bO: However, none
of the poles of h can actually occur on the boundary because the identity
gT ¼ hT shows that h cannot blow up there. Let fbjgNj¼1 denote the simple
poles of h in O and choose a point a in O distinct from these points. The
functions Sðz; bjÞSðz; aÞ are holomorphic on %O and satisfy the identity
Sðz; bjÞSðz; aÞTðzÞ ¼ Lðz; bjÞLðz; aÞTðzÞ;
for z 2 bO: Since Lðz; bjÞLðz; aÞTðzÞÞ has a simple pole at bj; we may
subtract a linear combination of these identities from gðzÞTðzÞ ¼ hðzÞTðzÞ
to eliminate the poles of h at the points bj : We obtain
g1ðzÞTðzÞ ¼ h1ðzÞTðzÞ;
where g1 is holomorphic on %O and h1 is meromorphic on %O with possibly a
single simple pole at a: However, if g1ðzÞTðzÞ ¼ h1ðzÞTðzÞ is integrated
around the boundary with respect to arc length measure, the left-hand side is
zero by Cauchy’s Theorem and the right-hand side is equal to 2pi times the
residue of h1 at a: So, in fact, h1 has no poles in %O: It is shown in [4, p. 80]
that holomorphic functions g1 and h1 that satisfy g1ðzÞTðzÞ ¼ h1ðzÞTðzÞ on
the boundary must be linear combinations of the functions F 0j ; and this
shows that G is in the class A and the proof of our claim is complete. ]
Recall that the classesA and B were deﬁned differently for domains with
smooth boundary than for domains without. We now let A and B denote
the classes deﬁned by restricting the points a in the deﬁnitions of the classes
A and B to be in O: If O has smooth boundary, then we let Aþ and Bþ
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on the boundary.
Lemma 6.3. Suppose that F : O! Oa is a biholomorphic mapping
between a domain O and a finitely connected domain Oa with C1 smooth
real analytic boundary such that no boundary component is a point. The
transformation
h/F0ðzÞhðFðzÞÞ
is a one-to-one linear map of the class A associated to Oa onto the class A
associated to O: If bO is C1 smooth, then this transformation is also a one-to-
one linear map of the class Aþ associated to Oa onto the class Aþ associated
to O: The transformation
h/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F0ðzÞ
q
hðFðzÞÞ
is a one-to-one linear map of the class B associated to Oa onto the class B
associated to O: If bO is C1 smooth, then this transformation is also a one-to-
one linear map of the class Bþ associated to Oa onto the class Bþ associated
to O:
The proof of Lemma 6.3 is straightforward and uses only the well-known
transformation properties of the functions that generate the two classes. We
omit the proof.
Proof of Theorem 2.5. Assume for the moment that O has smooth real
analytic boundary. Fix a point a in O so that the zeroes a1; . . . ; an1 of
Sðz; aÞ are distinct simple zeroes. I proved in [4, Theorem 3.1] that the Szeg +o
kernel can be expressed via
Sðz;wÞ ¼ 1
1 faðzÞfaðwÞ
c0Sðz; aÞSðw; aÞ þ
Xn1
i;j¼1
cijSðz; aiÞ Sðw; ajÞ
 !
; ð6:3Þ
where faðzÞ denotes the Ahlfors map associated to ðO; aÞ; c0 ¼ 1=Sða; aÞ; and
the coefﬁcients cij are given as the coefﬁcients of the inverse matrix to the
invertible matrix Sðaj; akÞ
 
: This shows that
Sðz;wÞð1 faðzÞfaðwÞÞ
is a linear combination of functions of the form gðzÞhðwÞ where g and h are
in the class B: Let BðzÞ be any non-zero function in the class B: The remark
after the statement of Lemma 6.2 asserts that the quotient of any two
functions in the class B extends to the double of O as a meromorphic
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Sðz;wÞð1 faðzÞfaðwÞÞ
BðzÞBðwÞ ð6:4Þ
is equal to a linear combination of functions of the form gðzÞ=BðzÞ
times the conjugate of hðwÞ=BðwÞ; and because these quotients are
meromorphic on the double, they can be expressed as rational functions
of the primitive pair. The Ahlfors map itself extends to the double
as a meromorphic function, and hence the claim about the Szeg +o kernel
is proved.
In case O does not have smooth real analytic boundary, we use the well-
known fact that there exists a biholomorphic map F from O onto a bounded
domain Oa with smooth real analytic boundary. The transformation
formulas for the Szeg +o kernel, the Ahlfors maps, and the functions in the
class B reveal that formula (6.4) transforms by simple composition with F;
i.e., the terms involving F0 cancel. Similarly, the linear combination of terms
of the form gðzÞ=BðzÞ times the conjugate of hðwÞ=BðwÞ where g and h are in
the class B enjoy the same property, and these extend to the double as
meromorphic functions. The proof is complete. ]
Proof of Theorem 2.3. Assume for the moment that O has smooth real
analytic boundary. The Bergman kernel Kðz;wÞ is related to the Szeg +o
kernel via the identity
Kðz;wÞ ¼ 4pSðz;wÞ2 þ
Xn1
i;j¼1
AijF
0
i ðzÞF 0j ðwÞ: ð6:5Þ
Notice that formula (6.3) and Lemma 6.2 yield that Sðz;wÞ2 is a linear
combination of functions in the classA divided by ð1 faðzÞfaðwÞÞ2: Hence,
if we divide (6.5) by AðzÞAðwÞ where AðzÞ is a non-zero function in the class
A; then we see that
Kðz;wÞ
AðzÞAðwÞ
is a linear combination of functions of the form gðzÞ=AðzÞ times conjugates
of hðwÞ=AðwÞ times either constants or ð1 faðzÞfaðwÞÞ2; where g and h are
in the classA: Since all these functions of z and w extend to the double of O
as meromorphic functions, Theorem 2.3 follows. Now the same argument
given in the last paragraph of the Proof of Theorem 2.5 shows that we can
drop the hypothesis that the boundary of O be smooth and real analytic.
The proof is complete. ]
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Suppose that O is a bounded n-connected domain in the plane with C1
smooth boundary, i.e., a domain whose boundary bO is given by ﬁnitely
many non-intersecting C1 simple closed curves. Recall that L2ðbOÞ denotes
the space of complex-valued functions on bO that are square integrable with
respect to arc length measure ds: Given a positive real-valued C1 function j
on the boundary of O; let L2jðbOÞ denote the space of complex-valued
functions on bO that are square integrable with respect to jðsÞ ds: The
Hardy space of functions in L2ðbOÞ that are the L2 boundary values of
holomorphic functions on O shall be written H2ðbOÞ: This space is equal to
the closure in L2ðbOÞ of A1ðOÞ (see [4]) and can be identiﬁed in a natural
way with the subspace of L2jðbOÞ equal to the closure of A1ðOÞ in that
space. Thus, we need not deﬁne H2jðbOÞ separately.
The inner products associated to L2ðbOÞ and L2jðbOÞ shall be written
hu; vi ¼
Z
bO
u%vds and hu; vij ¼
Z
bO
uðsÞvðsÞjðsÞds;
respectively. We let Sðz; aÞ denote the classical Szeg +o kernel associated
to the classical Szeg +o projection P; which is the orthogonal projection of
L2ðbOÞ onto H2ðbOÞ; and we let sðz;wÞ denote the kernel associated to the
orthogonal projection Pj of the weighted space L
2
jðbOÞ onto H2ðbOÞ: The
arguments presented in [4] showing that P maps C1ðbOÞ into itself can
easily be modiﬁed to show that Pj also maps C
1ðbOÞ into itself. Also, if the
boundary curves of O are C1 smooth real analytic curves and j is real
analytic on bO; then Pj maps real analytic functions on bO into the space of
holomorphic functions on O that extend to be holomorphic on a
neighborhood of %O (see [4, p. 41]).
Any function v in the subspace H2ðbOÞ? of L2ðbOÞ (which is the
orthogonal complement of H2ðbOÞ in L2ðbOÞ) can be written
v ¼ HT ;
for a unique H in H2ðbOÞ (see [4, p. 13]). Consequently, every function u in
L2ðbOÞ has an orthogonal decomposition of the form
u ¼ h þ HT ;
where h 2 H2ðbOÞ and H 2 H2ðbOÞ: We can easily deduce from this fact
that every function u in L2jðbOÞ has an orthogonal decomposition of the
form
u ¼ h þ j1HT ;
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orthogonal to H2ðbOÞ with respect to the weighted inner product. Hence
ðu  hÞj is orthogonal to H2ðbOÞ with respect to the standard inner product
on L2ðbOÞ: Hence ðu  hÞj ¼ HT for a unique H 2 H2ðbOÞ and our claim
is proved. This orthogonal decomposition allows us to deﬁne a weighted
Garabedian kernel as follows. The Cauchy integral formula reveals that the
weighted Cauchy kernel CaðzÞ; which is given as the conjugate of
1
2pi
jðzÞ1TðzÞ
z  a ;
reproduces holomorphic functions with respect to the weighted inner
product in the sense that
hðaÞ ¼ hh;Caij:
Hence, it follows that
sðz; aÞ ¼ PjCa
and the orthogonal decomposition for Ca is
CaðzÞ ¼ sðz; aÞ þ j1HaT ;
where Ha is in H
2ðbOÞ: By analogy with the deﬁnition of the classical
Garabedian kernel (see [4, p. 24]), we deﬁne the weighted Garabedian kernel
lðz; aÞ to be given by
lðz; aÞ ¼ 1
2p
1
z  a  iHaðzÞ:
Notice that sðz; aÞ and lðz; aÞ satisfy the identity
sðz; aÞ ¼ 1
ijðzÞ lðz; aÞTðzÞ ð7:1Þ
for z 2 bO and a 2 O: Since sðz; aÞ ¼ PjCa; it follows that sðz; aÞ is in
A1ðOÞ as a function of z for each ﬁxed a 2 O if j is C1 smooth.
Furthermore, for a ﬁxed point a 2 O; lðz; aÞ is holomorphic function of z on
O fag with a simple pole at a with residue 1=ð2pÞ and lðz; aÞ extends C1
smoothly to bO if j is C1 smooth. In case the boundary of O is real analytic
and j is real analytic on bO; both sðz; aÞ and lðz; aÞ extend holomorphically
past the boundary in z for each ﬁxed a in O: We record here for future use
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@n
@an
sða; zÞ ¼ 1
ijðzÞ
@n
@an
lðz; aÞTðzÞ ð7:2Þ
of (7.1) with respect to a:
The weighted Szeg +o kernel reproduces holomorphic functions with
respect to the weighted inner product in the sense that
hðaÞ ¼ hh; sð; aÞij
for h 2 H2ðbOÞ: This last identity may be differentiated with respect to a to
yield that
hðnÞðaÞ ¼ hh; ð@n=@ %anÞsð; aÞij
for h 2 H2ðbOÞ: The weighted Szeg +o kernel satisﬁes sðz; aÞ ¼ sða; zÞ:
The conjugate of formula (7.1) is
i
jðzÞ lðz; aÞ ¼ sðz; aÞTðzÞ:
If we multiply this by (7.1) and divide out the 1=j factors, we obtain
sðz; aÞlðz; aÞTðzÞ ¼ lðz; aÞsðz; aÞTðzÞ for z 2 bO
and a 2 O: Hence, it follows from Lemma 6.2 that sðz; aÞlðz; aÞ is in the
classA and hence, even though the weight function may be quite arbitrary,
it is possible to relate these kernels to standard objects of potential theory.
For example, similar arguments to those used in [8] can be used to show that
Green’s function can be expressed via
@
@z
Gðz;wÞ ¼ p sðz;wÞlðz;wÞ
sðw;wÞ þ
Xn1
j¼1
cjðwÞF 0j ðzÞ;
where the functions cjðwÞ can be easily determined as in Section 5 of [8] to be
given by a linear combination of n  1 explicit harmonic functions and
ﬁnitely many other functions that are rational combinations of the basic
holomorphic functions that comprise s and l:
8. AN ORTHONORMAL BASIS FOR THE WEIGHTED
HARDY SPACE
We suppose, as we did in Section 7, that O is a bounded n-connected
domain in the plane with C1 smooth boundary and that j is a real-valued
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holomorphic mapping of O into the unit disc. Such a mapping extends C1
smoothly to the boundary and is a ﬁnite branched covering map of some
ﬁnite order M: Let a1; . . . ; aN denote the zeroes of f in O and let MðkÞ
denote the multiplicity of the zero of f at ak: Of course, M ¼
PN
k¼1 MðkÞ:
Notice that, because jf ðzÞj ¼ 1 for z in bO; it follows that f ðzÞ ¼ 1= f ðzÞ for
z in bO:
Let s0ðz;wÞ denote sðz;wÞ; let s %nðz;wÞ denote ð@n=@ %wnÞsðz;wÞ; and let
sm %nðz;wÞ :¼ @
mþn
@zm@ %wn
sðz;wÞ:
We shall now prove that the set of functions
hinpðzÞ ¼ s %nðz; aiÞf ðzÞp;
where 14i4N; 04n4MðiÞ; and p50; forms a basis for the Hardy space
H2ðbOÞ and that
hhinp; hjmqij ¼
0 if paq;
sm %nðaj; aiÞ if p ¼ q:
(
ð8:1Þ
First, we must show that the set of functions above spans a dense subset of
H2ðbOÞ: Indeed, suppose that g 2 H2ðbOÞ is orthogonal to the span. Notice
that the reproducing property of the weighted Szeg +o kernel yields that
0 ¼ hg; s %nð; ajÞij ¼ gðnÞðajÞ
for 04n4MðjÞ; and therefore g vanishes at a1; . . . ; aN to the same
order that f does. Suppose we have shown that g vanishes to
order m times the order that f vanishes at each aj; j ¼ 1; . . . ;N: It follows
that g=f m has removable singularities at each aj and so it can be viewed
as an element of H2ðbOÞ: We shall now show that g=f m must vanish to
the same order at each aj that f does. Since 1=f ðzÞ ¼ f ðzÞ when z 2 bO; we
may write
0 ¼ hg; s %nð; ajÞf mij ¼ hg=f m; s %nð; ajÞij
and this last quantity is equal to the nth derivative of g=f m at aj: Since this is
zero for 04n4MðjÞ; we conclude that g=f m vanishes to the same order that
f does at each aj: Hence, g vanishes to order m þ 1 times the order that f
vanishes at each aj; j ¼ 1; . . . ;N: By induction, we may conclude that g
vanishes to inﬁnite order at each aj and hence, g  0: This proves the
density.
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that %f ¼ 1=f on bO yields that
hhinp; hjmqij ¼ hs %nðz; aiÞf ðzÞpq; s %mðz; ajÞij:
The reproducing property of the weighted Szeg +o kernel yields that this last
inner product is equal to
@m
@zm
½s %nðz; aiÞf ðzÞpq
evaluated at z ¼ aj: Since the multiplicity of the zero of f at aj is greater than
or equal to m; this quantity is zero if p > q: If p ¼ q; then the f ðzÞ term is not
present and the proof of identity (8.1) is complete.
It is now easy to see that the functions hinp are linearly
independent. Indeed, identity (8.1) reveals that we need only
check that, for ﬁxed p; the functions hinp; i ¼ 1; . . . ;N; n ¼ 0; . . . ;MðiÞ;
are linearly independent, and this is true because a relation of
the form
XN
i¼1
XMðiÞ
n¼0
Cins %nðz; aiÞ  0
implies, via the reproducing property of the weighted Szeg +o kernel, that
every function g in the Hardy space satisﬁes
XN
i¼1
XMðiÞ
n¼0
Cing
ðnÞðaiÞ ¼ 0;
and it is easy to construct polynomials g that violate such a condition.
We next orthonormalize the sequence fhinpg via the Gram–
Schmidt procedure. Formula (8.1) shows that we need only ortho-
normalize the functions hinp; i ¼ 1; . . . ;N; n ¼ 0; . . . ;MðiÞ for each
ﬁxed p: If we are careful to perform the Gram–Schmidt procedure
in exactly the same order with respect to the indices i and n at each
level p; we obtain an orthonormal set fHinpg which is related to our original
set via
HinpðzÞ ¼
XN
j¼1
XMðjÞ
m¼0
bijnmhjmp;
where, because jf j ¼ 1 on bO; the coefficients bijnm do not depend on p: This
last fact is critical in what follows.
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basis via
sðz;wÞ ¼
X1
p¼0
XN
i¼1
XMðiÞ
n¼1
HinpðzÞHinpðwÞ:
The geometric sum
X1
p¼0
f ðzÞp f ðwÞp ¼ 1
1 f ðzÞf ðwÞ
can be factored from the expression for sðz;wÞ to yield a formula like the
one in the following theorem. (Note that by taking the weight function to be
identically one, we obtain a proof of Theorem 2.6.)
Theorem 8.1. Suppose that f is a proper holomorphic mapping of O onto
the unit disc with zeroes at a1; . . . ; aN with multiplicities Mð1Þ; . . . ;MðNÞ;
respectively. The weighted Szeg +o kernel sðz;wÞ satisfies
sðz;wÞ ¼ 1
1 f ðzÞf ðwÞ
XN
i;j¼1
XMðiÞ
n¼0
XMðjÞ
m¼0
cijnms %nðz; aiÞ s %mðw; ajÞ
 !
: ð8:2Þ
The coefﬁcients cijnm can easily be determined. Suppose 14k4N and
04q4MðkÞ: Differentiate (8.2) q times with respect to %w and set w ¼ ak
(and recall that f has a zero of multiplicity MðkÞ at ak) to obtain
s %mðz; akÞ ¼
XN
i;j¼1
XMðiÞ
n¼0
XMðjÞ
m¼0
cijnms %nðz; aiÞ sq %mðak; ajÞ:
We saw an identity like this when we showed above that the functions hjnp
are linearly independent for each ﬁxed k: The same reasoning we used there
yields that such a relation can only be true if the system,
XN
j¼1
XMðjÞ
m¼0
cijnmsq %mðak; ajÞ ¼
1 if i ¼ k and m ¼ q;
0 if iak or maq;
(
has a unique solution. This gives us a non-degenerate linear system to solve
for the coefﬁcients cijnm:
In the case that the proper holomorphic mapping f in Theorem 8.1 has
simple zeroes, the formula for the weighted Szeg +o kernel becomes easier to
write.
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the unit disc with simple zeroes at a1; . . . ; aN : The weighted Szeg +o kernel
sðz;wÞ satisfies
sðz;wÞ ¼ 1
1 f ðzÞf ðwÞ
XN
i;j¼1
cijsðz; aiÞsðw; ajÞ; ð8:3Þ
where the coefficients cij are determined by the condition that the matrix
formed by the coefficients ½cij  is the inverse to the matrix ½sðak; ajÞ:
We remark that for any proper holomorphic mapping f from O onto the
unit disc, it is always possible to choose a M .obius transformation j so that
the proper map j 8 f has simple zeroes. Hence the simpler formula in
Theorem 8.2 is always at our disposal.
We can use identity (8.3) and (7.1) to derive similar results for the
weighted Garabedian kernel. Assume that w is in bO and multiply (8.3) by
ijðwÞTðwÞ: Use (7.1) to obtain
lðw; zÞ ¼ 1
1 f ðzÞf ðwÞ
XN
i;j¼1
cijsðz; aiÞlðw; ajÞ:
Finally, replace f ðwÞ by 1=f ðwÞ to obtain
lðw; zÞ ¼ f ðwÞ
f ðwÞ  f ðzÞ
XN
i;j¼1
cijsðz; aiÞ lðw; ajÞ:
Since both sides of this identity are holomorphic in w; the identity extends to
hold for all w in O minus the ﬁnite set of points fa1; . . . ; aNg and z: The
singularities at fa1; . . . ; aNg are easily seen to be removable because f
vanishes at these points.
Theorem 8.3. Suppose that f is a proper holomorphic mapping of O onto
the unit disc with simple zeroes at a1; . . . ; aN : The weighted Garabedian kernel
lðz;wÞ satisfies
lðw; zÞ ¼ f ðwÞ
f ðwÞ  f ðzÞ
XN
i;j¼1
cijsðz; aiÞlðw; ajÞ; ð8:4Þ
where the coefficients cij are determined by the condition that the matrix
formed by the coefficients ½cij  is the inverse to the matrix ½sðak; ajÞ:
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OF A DOMAIN
Suppose that O is an n-connected domain in the plane such that no
boundary component is a point and assume further that the boundary of O
consists of n non-intersecting C1 smooth closed curves. As before, we let #O
denote the double of O and RðzÞ denote the antiholomorphic involution on
#O which ﬁxes the boundary of O and let *O ¼ RðOÞ denote the reﬂection of O
in #O across the boundary. Recall that if f : O! D1ð0Þ is a proper
holomorphic mapping of O onto the unit disc, then f extends to be a
meromorphic function on #O:
We shall now prove that for ﬁxed points A1 and A0 in O; functions of z of
the form sðz;A1Þ=sðz;A0Þ extend as meromorphic functions to the double of
O: Indeed, if we write the conjugate of formula (7.1), ﬁrst using a ¼ A1
and then a ¼ A0; and divide the two resulting formulas, we see that
sðz;A1Þ=sðz;A0Þ is equal to the complex conjugate of lðz;A1Þ=lðz;A0Þ
when z 2 bO: The arguments in [13] can easily be adapted to show that
functions of z of the form sðz; aÞ cannot vanish to inﬁnite order at a
boundary point for ﬁxed points a in O: Hence, the zeroes of sðz;A1Þ and
sðz;A0Þ on bO are isolated and of ﬁnite order. Now the usual reﬂection
argument (which maps a one-sided neighborhood of a boundary point
of O onto the lower half disc) in the construction of the double of O shows
that sðz;A1Þ=sðz;A0Þ is a meromorphic function on O which extends
up to bO with at most ﬁnitely many pole-like singularities on bO; and
the conjugate of lðRðzÞ;A1Þ=lðRðzÞ;A0Þ is a meromorphic function on
*O which extends up to bO from the ‘‘outside’’ of O and which agrees
with sðz;A1Þ=sðz;A0Þ on bO: Hence, sðz;A1Þ=sðz;A0Þ extends to #O as
a meromorphic function. Similar reasoning using (7.1) and (7.2)
shows that for ﬁxed points A1 and A0 in O; functions of z of the form
s %nðz;A1Þ=sðz;A0Þ extend as meromorphic functions to the double of O:
If we ﬁx a point b in O and if we divide (8.2) by sðz; bÞsðb;wÞ; we see that
sðz;wÞ
sðz; bÞsðb;wÞ
is a rational combination of holomorphic functions of z that extend
meromorphically to the double of O and antiholomorphic functions of w
that extend antimeromorphically to the double of O: Since the ﬁeld of
meromorphic functions on the double of O is generated by just two such
functions (a primitive pair), we obtain the following result about the
complexity of sðz;wÞ:
Theorem 9.1. Suppose that O is an n-connected domain in the plane such
that the boundary of O consists of n non-intersecting analytic C1 smooth
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functions on the double of O: Given any point b in O; the weighted Szeg +o kernel
is given by
sðz;wÞ ¼ sðz; bÞsðb;wÞRðG1ðzÞ;G2ðzÞ;G1ðwÞ;G2ðwÞÞ;
and thus is a rational combination of only three functions of one complex
variable on O:
We showed in Section 8 that it is not possible for a function of the form
sðz;A1Þ  csðz;A0Þ
to vanish identically on O: (If it did, then every polynomial pðzÞ would
satisfy pðA1Þ  %cpðA0Þ ¼ 0 by virtue of the reproducing property of the
weighted Szeg +o kernel, and this is absurd.) Hence, if A1aA0; then
sðz;A1Þ=sðz;A0Þ extends to #O as a non-constant meromorphic function
of some ﬁnite order m on #O: We record this result here for future use.
Theorem 9.2. Suppose that O is an n-connected domain in the plane such
that the boundary of O consists of n non-intersecting C1 smooth closed curves.
If A1 and A0 are distinct points in O; then sðz;A1Þ=sðz;A0Þ extends to the
double of O as a non-constant meromorphic function.
10. A SPECIAL WEIGHT FUNCTION FOR THE SZEG +O KERNEL
Assume, as we did in Section 9, that O is an n-connected domain in the
plane such that the boundary of O consists of n non-intersecting C1 smooth
closed curves. Let pða; zÞ denote the classical Poisson kernel associated to O
which reproduces harmonic functions in the sense that
uðaÞ ¼
Z
z2bO
pða; zÞ uðzÞds
when u is harmonic in O and continuous up to the boundary. Choose a point
A0 in O and deﬁne a weight function via
jðzÞ ¼ pðA0; zÞ:
The weighted Szeg +o kernel associated to this weight has the virtue that
sðz;A0Þ  1:
Formula (7.1) shows that lðz;A0Þ is non-vanishing on the boundary of O
and the argument principle and formula (7.1) show that lðz;A0Þ has exactly
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since
pðw; zÞ ¼ 1
2p
@
@nz
Gðw; zÞ ¼ i
p
@
@ %z
Gðw; zÞTðzÞ;
it follows that
pðA0; zÞ ¼ ip
@
@ %z
GðA0; zÞTðzÞ;
and (7.1) reveals that
lðz;A0Þ ¼ 1p
@
@ %z
GðA0; zÞ ð10:1Þ
for z 2 bO: Since these two functions extend meromorphically inside O and
have exactly the one simple pole at A0 with exactly the same residue, they
are equal for all z in O; too.
Because s can be expressed as the weighted projection of the weighted
Cauchy kernel (see Section 7), sðz; aÞ ¼ PjCa; and because Pj is a
continuous linear operator from C1ðbOÞ into A1ðOÞ; we may conclude
that sðz; aÞ has no zeroes in the z variable in %O for all a sufﬁciently close to
A0: Furthermore, lðz; aÞ is non-vanishing on bO and has exactly n  1 zeroes
in O when a is close to A0: Choose a point A1aA0 which is close enough so
that these two conditions hold. Let GðzÞ denote the extension of
sðz;A1Þ ¼ sðz;A1Þsðz;A0Þ
to the double of O given by Theorem 9.2. Notice that
GðzÞ ¼ lðRðzÞ;A1Þ=lðRðzÞ;A0Þ
on *O: Hence, G has no zeroes and no poles in %O and some positive number
m4n  1 of zeroes in *O and the same number m of poles in *O: The order of
G on #O is m:
Choose a point w0a0 in C close enough to the origin that G1ðw0Þ
consists of m distinct points in #O which all fall in *O: We may also choose w0
so that none of these points is one of the n  1 zeroes of lðRðzÞ;A0Þ in *O: Let
z1; . . . ; zm denote these m points.
We now wish to show that it is possible to choose a point A2 in O so that
the meromorphic extensions of sðz;A1Þ and
sðz;A2Þ ¼ sðz;A2Þsðz;A0Þ
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of meromorphic functions on the double of O). For a ﬁxed point A2 in
O; let HðzÞ be deﬁned to be the meromorphic extension of sðz;A2Þ
to #O: Think of H as depending on A2 even though we have suppressed
this fact in the notation. To show that GðzÞ and HðzÞ form a primitive
pair, we need only choose A2 so that HðzÞ separates the m points in G1ðw0Þ
(see [3, pp. 321–324]).
Suppose that A2 is not equal to A1 and suppose that A2 is close enough to
A0 that lðRðzkÞ;A2Þa0 for each k:
If zi 2 *O and zj 2 *O are points in G1ðw0Þ which are not separated by H;
then
lðRðziÞ;A2Þ
lðRðziÞ;A0Þ ¼
lðRðzjÞ;A2Þ
lðRðzjÞ;A0Þ;
and so
lðRðziÞ;A2Þ
lðRðzjÞ;A2Þ ¼ c
where
c ¼ lðRðziÞ;A0Þ
lðRðzjÞ;A0Þ
is a non-zero constant. But the set of points w in O where
lðRðziÞ;wÞ
lðRðzjÞ;wÞ ¼ c
is a ﬁnite subset of O because this function of w extends to the double of O as
a non-constant meromorphic function since
lðRðziÞ;wÞ
lðRðzjÞ;wÞ
is equal to the conjugate of
sðRðziÞ;RðwÞÞ
sðRðzjÞ;RðwÞÞ
on bO: Hence w ¼ A2 can be chosen to avoid this possibility for each pair of
indices iaj:
Assume that A1 and A2 in O are two points in O such that the extensions
of sðz;A1Þ and sðz;A2Þ to the double of O form a primitive pair for the ﬁeld
of meromorphic functions on the double.
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that the base point of the map has been chosen so that the zeroes of f are all
simple zeroes. We know that f ðzÞ extends meromorphically to #O: It follows
that all the functions that appear on the right-hand side of formula (8.3)
extend to the double of O: Hence, sðz;wÞ is a rational combination of
sðz;A1Þ; sðz;A2Þ and the conjugates of sðw;A1Þ and sðw;A2Þ:
We collect these results in the following theorem.
Theorem 10.1. Suppose that O is an n-connected domain in the plane such
that the boundary of O consists of n non-intersecting C1 smooth closed curves.
The weighted Szeg +o kernel with respect to the Poisson weight
jðzÞ ¼ pðA0; zÞ
for a point A0 in O is such that sðz; aÞ extends to the double of O as a non-
constant meromorphic function for each a in O: Furthermore, there exist two
points A1 and A2 in O such that the extensions of sðz;A1Þ and sðz;A2Þ to the
double of O form a primitive pair for the field of meromorphic functions on the
double. The kernel sðz;wÞ is a rational function of sðz;A1Þ; sðz;A2Þ; sðw;A1Þ;
and sðw;A2Þ:
11. FINITE RIEMANN SURFACES
Suppose that O is a ﬁnite Riemann surface with boundary, i.e., suppose
that O is a Riemann surface with boundary with compact closure of ﬁnite
genus and ﬁnitely many boundary curves. We assume that there is at most
one boundary curve and that none of the boundary curves are pointlike. To
make the exposition easier, we shall assume that the boundary curves of O
are C1 smooth real analytic curves. It will be clear that this assumption can
be greatly reduced in what follows, but we do not concern ourselves with
this here. It is a standard construction to produce the Szeg +o projection and
kernel with respect to a weight function on the boundary of O (see [16]).
Given a measure o on the boundary which is given by a positive C1 weight
function with respect to the standard metric on the boundary, let Sðz;wÞ
denote the Szeg +o kernel function deﬁned on O	 bO which reproduces
holomorphic functions on O with respect to o in the sense that
hðzÞ ¼
Z
w2bO
Sðz;wÞhðwÞdo
for points z in O and holomorphic functions h on O that are in the L2 Hardy
space associated to O relative to the measure o: Let P denote the Szeg +o
projection, which is the orthogonal projection of the L2 space on bO with
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space which are the boundary values of holomorphic functions on O:
Ahlfors proved that Ahlfors maps exist in the more general setting that we
are dealing with now (see [2]). Fix a point a in O and let fa denote an Ahlfors
map associated to ðO; aÞ: This map is a holomorphic map of O onto the unit
disc such that faðaÞ ¼ 0 and which maximizes the derivative f 0aðaÞ in some
coordinate chart. Ahlfors proved that this map is a proper holomorphic
mapping of O onto the unit disc. Since the boundary of O is C1 smooth, it
follows that fa extends C
1 smoothly up to the boundary of O: Of course, fa
maps the boundary of O into the boundary of the unit disc, i.e., jf ðzÞj ¼ 1
when z 2 bO:
Exactly the same arguments as those given in Sections 7 and 8 can now be
applied in this more general context to yield that the Szeg +o kernel Sðz;wÞ is
a rational combination of ﬁnitely many holomorphic functions of one
complex variable on O: Indeed, if the zeroes of fa are simple, then the
formula in Theorem 8.2 holds with Sðz;wÞ in place of sðz;wÞ and fa in place
of f : If the zeroes are not simple, then the formula in Theorem 8.1 holds
where it is understood that the derivatives S %nðz; ajÞ in the second variable are
taken with respect to some arbitrary, but ﬁxed, coordinate chart near aj:
To show that Sðz;wÞ is actually generated by only three holomorphic
functions of one variable, we must do a little extra work. Let Gðz;wÞ denote
the classical Green’s function for O: For a ﬁxed point b in O; let @zGðz; bÞ
denote the meromorphic one-form ð@=@zÞGðz; bÞdz: This form reproduces
holomorphic functions on O in the sense that
hðbÞ ¼
Z
z2bO
hðzÞ@zGðz; bÞ:
There is a C1 function Gb on the boundary of O; such thatZ
z2bO
cðzÞ@zGðz; bÞ ¼
Z
z2bO
cðzÞGbðzÞdo
for all continuous functions c on bO: It follows that the function SbðzÞ :¼
Sðz; bÞ is the Szeg +o projection of Gb: Since ðSbðzÞ  GbÞo is orthogonal to
holomorphic functions, we may use a theorem of Read (see [16, p. 75; 17]) to
assert that there is a meromorphic one-form Ab on O with no singularities
on %O such thatZ
z2bO
cðzÞ SbðzÞ  GbðzÞ
 
do ¼
Z
z2bO
cðzÞ*Ab
for all continuous functions c on bO: Since Sb and Gb are C1 smooth on
bO; it follows that Ab is C1 smooth up to bO and hence, there is a C1
COMPLEXITY IN COMPLEX ANALYSIS 51smooth function abðzÞ on bO such thatZ
z2bO
cðzÞ*Ab ¼
Z
z2bO
cðzÞabðzÞdo
for all continuous functions c on bO: Deﬁne lbðzÞ to be GbðzÞ þ abðzÞ: For
two points a and b in O; the quotient SbðzÞ=SaðzÞ is a meromorphic function
on %O: It is easy to verify that the quotient lbðzÞ=laðzÞ is the boundary value
of an antimeromorphic function on %O given as the quotient of two
meromorphic one-forms. Hence SbðzÞ=SaðzÞ extends to the double of O as a
meromorphic function. This and the fact that we may compose by a M .obius
transformation so as to be able to assume that our proper holomorphic map
to the disc has simple zeroes is all that we need to be able to use the formula
in Theorem 8.2 to deduce that
Sðz;wÞ ¼ Sðz; aÞSða;wÞRðG1ðzÞ;G2ðzÞ;G1ðwÞ;G2ðwÞÞ;
where R is a rational function and G1 and G2 form a primitive pair for the
double of O:
The arguments in Section 10 carry over to our ﬁnite Riemann surface and
Theorem 10.1 holds in this more general context.
We conclude by showing how these results can be applied to the Bergman
kernel on O: The Bergman kernel on O is a differential ð1; 1Þ form given by
Kðw; zÞdw ^ d %z ¼ @
2
@w@ %z
Gðw; zÞdw ^ d %z:
Let a ¼ df =f where f is a proper holomorphic mapping of O onto the unit
disc (such as an Ahlfors map). The proof of Theorem 1.2 given in [9] yields
that
Kðw; zÞdw ^ d %z
aðwÞ ^ aðzÞ
can be viewed as a function on O	 O which extends to #O	 #O to be
meromorphic in w and antimeromorphic in z: It now follows from the
generalization of Theorem 10.1 mentioned above that the Bergman kernel
associated to O is given as
Kðw; zÞdw ^ d %z ¼ RðG1ðwÞ;G2ðwÞ;G1ðzÞ;G2ðzÞÞdf ðwÞ ^ df ðzÞ;
where R is a complex rational function and G1 and G2 form a primitive pair
for #O: It is interesting to note that the two functions G1ðzÞ and G2ðzÞ can be
taken to be Sðz;A1Þ and Sðz;A2Þ for suitably chosen points A1 and A2 in O
and that f is also a rational combination of these two functions.
STEVEN R. BELL52I leave it for the future to relate other objects of potential theory
associated to a ﬁnite Riemann surface to this weighted Szeg +o kernel so as to
obtain results about complexity in complex analysis and potential theory.
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