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Abstract
Signaling pathways mediate the effect of external stimuli on gene expression in cells. The signaling proteins in these
pathways interact with each other and their phosphorylation levels often serve as indicators for the activity of signaling
pathways. Several signaling pathways have been identified in mammalian cells but the crosstalk between them is not well
understood. Alliance for Cellular Signaling (AfCS) has measured time-course data in RAW 264.7 macrophage cells on
important phosphoproteins, such as the mitogen-activated protein kinases (MAPKs) and signal transducer and activator of
transcription (STATs), in single- and double-ligand stimulation experiments for 22 ligands. In the present work, we have used
a data-driven approach to analyze the AfCS data to decipher the interactions and crosstalk between signaling pathways in
stimulated macrophage cells. We have used dynamic mapping to develop a predictive model using a partial least squares
approach. Significant interactions were selected through statistical hypothesis testing and were used to reconstruct the
phosphoprotein signaling network. The proposed data-driven approach is able to identify most of the known signaling
interactions such as protein kinase B (Akt) R glycogen synthase kinase 3a/b (GSKa/b) etc., and predicts potential novel
interactions such as P38 R RSK and GSK R ezrin/radixin/moesin. We have also shown that the model has good predictive
power for extrapolation. Our novel approach captures the temporal causality and directionality in intracellular signaling
pathways. Further, case specific analysis of the phosphoproteins in the network has led us to propose hypothesis about
inhibition (phosphorylation) of GSKa/b via P38.
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Introduction
Cells regulate their function through a complex circuitry that
involves myriad interacting networks from intracellular signaling
and metabolic pathways to genetic regulatory pathways. Intracel-
lular signaling is the first step in translating the environmental cue
in regulating various processes e.g. cell growth, differentiation and
apoptosis. Activation of proteins through phosphorylation is an
important event in intracellular signaling and serves as a metric
for the flux in the signaling pathway. Understanding of the
regulation of protein phosphorylation is the key to identifying
cellular mechanisms which interpret the environmental cues. The
knowledge of the regulation and interaction of various phospho-
proteins is sparse. The goal of this paper is to develop an approach
for data-driven reconstruction of phosphoprotein signaling
networks and to test them using the large-scale phosphoprotein
data available from the Alliance for Cellular Signaling (AfCS).
Among many types of posttranslational modifications of
proteins, protein phosphorylation is the most studied and has
substantial impact on biological function [1,2]. Phosphorylation
occurs on serine, threonine or tyrosine residues. Phosphoproteins
(PPs) are considered as markers of signaling pathways because the
levels of phosphorylation generally indicate the level of signaling
activity in the pathway. The gamut of cellular processes affected by
phosphoproteins varies from signal transduction, gene-expression,
post-translational modifications of other proteins, cell differentia-
tion, and development to cell cycle control. For example, the
extracellular signal-regulated kinase (ERK) and P38 pathways are
involved in cellular differentiation/proliferation [3]. c-Jun N-
terminal kinase pathway is involved in cytokine induced apoptosis
(tumor necrosis factor (TNF) signaling). In a similar manner, the
other signaling pathways mediate important processes such as
inflammation, the most prominent one is the P50–P65 nuclear-
factor kappa beta (NF-KB) pathway [4,5] Some molecules in these
pathways, such as P50–P65 NF-KB and P38 translocate to the
nucleus and act as transcription factors or regulate gene-expression
through other mechanisms. In short, the ability to measure
phosphoproteins has equipped the biologists to study the role of
cytosolic intracellular signaling in virtually all aspects of biological
processes.
Many of the signaling pathways function as a cascade. In
a cascade, subsequent proteins are activated via a previous
(phosphorylated/activated) protein. For example, in the P38
MAPK pathway, the cascade is composed of MAP or ERK
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(TAK1) (a MAPK kinase kinase or MAPKKK), MKK3 and
MKK6 (a MAP kinase kinase or MAPKK), and p38 MAPK [3,6].
This pathway is activated by stress signals. Upon activation of
MAPKKK, it phosphorylates and activates MAPKK which in
turn phosphorylates and activates P38 MAPK. The information
flows downstream with time, thus these interactions are causal in
nature and can only be captured by dynamic mapping. Some
pathways are activated in a non-cascade manner. One example is
the cAMP signaling pathway in which upon production of cAMP
within the cell through activation of adenylate cyclase via G-
protein Gsa, cAMP activates protein kinase A (PKA) which in turn
stimulates degradation of cAMP itself through phosphorylation of
a phosphodiesterase (an example of a negative feedback) [7]. Even
in such pathways, information flow is generally downstream with
time, e.g. Gsa R adenylate cyclase R cAMP R PKA. The availa-
bility of the temporally resolved measurements of many phospho-
proteins allows us to study signaling pathways and cross-talk
between them.
The development of high-throughput technologies have made
these studies of pathways possible by allowing distinct types of
simultaneous quantitative measurements of the cellular compo-
nents such as mRNA levels, protein phosphorylations and
metabolites. While lack of large datasets is one limiting factor in
detailed and quantitative studies of regulation of signaling and
metabolic pathways, such studies have also been impeded by the
unavailability of suitable mathematical approaches to integrate
diverse types of data and knowledge. Further, the complexity of
intracellular signaling arising from feedback and feed-forward
loops and cross-talk between different signaling pathways has
exacerbated the problems associated with developing reliable
mathematical approaches [8,9]. This complexity is manifested
by the presence of multiple time-scales ranging from few seconds
to several hours across various biochemical processes. Data
measured at accordingly appropriate time intervals are required
to reconstruct causal networks for such processes. The differences
in the time-scales and lack of knowledge about time-lags in various
processes make it difficult to decipher their interactions. How-
ever, systems biology approaches open avenues to decipher the
interactions between the components and aid partial reconstruc-
tion of the underlying cellular network.
Computational systems biology has seen tremendous advances
during this decade. In the past few years, research in computa-
tional systems biology has moved beyond simple clustering and
correlation based interaction networks. Major efforts on data-
driven network reconstruction and model development have been
centered on input/output-based and probabilistic graphical
models. Input/output-based approaches are less tedious compared
to probabilistic graphical models. Some of the contributors to
input/output-based modeling include Bonneau et al. [10], Janes et
al. [11] and Pradervand et al. [12]. Among the probabilistic
graphical models, Bayesian networks are most popular [13,14].
Contributions in Bayesian network-based modeling include the
work of Sachs et al. [15], Hartemink et al. [16] and Yu et al. [17].
As discussed in a recent review by Camacho et al. [18], many
other approaches such as partial correlation analysis and other
statistical and systems engineering methods have been developed
[19–25]. These recent efforts emphasis the importance of applying
systems approaches to decipher and reconstruct cellular networks
using high-throughput data.
The time lag between the interactions because of localization,
membrane barrier and transportation has motivated researchers to
employ dynamic modeling techniques. Dynamic models and
temporally causal networks are derived by mapping the input data
at a previous (current) time-point to the output data at the current
(future) time-point to capture the temporal causal effects explicitly
[26–28]. Recently, many approaches have been developed for
reconstructing networks using dynamic (time series) data. These
include (1) state-space representation based techniques [10,29,30]
and (2) dynamic Bayesian networks [31,32]. Such networks have
been more efficient in predicting significant connections reported
in the available literature. Most approaches intended for utilizing
dynamic data for network identification can also handle steady-
state data by setting the time-rate of change of the output or the
state nodes to zero [10].
In the present work, we have applied the linear regression
approach (input/output modeling) and statistical hypothesis testing
to infer the important connections amongst signaling pathways
using phosphoprotein time-series data. Partial least squares (PLS)
method is used for input/output mapping (linear regression). The
advantage of using PLS is that it calculates principal components
(PCs) in the direction of output and captures sufficient variation in
the output data with relatively lesser number of PCs or latent
variables [33–35]. F-test and t-test are used for statistical
hypothesis testing. This manuscript is organized as follows. In
the next section, we present the results and validation of the model
followed by discussion. The last section briefly discusses the
experimental data preprocessing and the methodology used for the
network reconstruction.
Results
Correlation Map
The potential relationships were inferred using the correlation
between the input (predictor) variables and the output (response)
variables. The correlation matrix between the input and output
data is visualized using heat-map in Figure 1. The rows and the
columns represent the inputs (PPs at tk21) and outputs (PPs at tk),
respectively. Please see Table 1 for the names of the PPs. High
correlation was observed along the diagonal in Figure 1 with the
indication that most of the phosphoproteins were highly self-
regulated. The high self-correlation of PPs can be explained
from the fact that most of the chosen PPs are from independent
Author Summary
Cellular systems are dynamic in nature, perform various
biological functions and can adapt to their environment
through compositional and structural remodeling. This
remodeling is initiated by the binding of external ligands
to receptor proteins on the cell surface or other stimuli
resulting in the activation of various signaling pathways.
The activation of signaling pathways in turn results in
altered gene-expression which leads to changes in the
molecular composition both inside and outside the cell.
Thus, a thorough study of the complex interconnectivity of
signaling pathways using dynamic data is necessary to
understand the biological function and environmental
adaptation. Protein phosphorylation is a key event in the
activation of signaling pathways. We have developed an
advanced computational approach to decipher the con-
nections between different signaling pathways using time-
resolved phosphoprotein data provided by the Alliance for
Cellular Signaling. Important signaling events such as
activation of glycogen synthase kinase 3 by protein kinase
B (Akt) are captured by our reconstructed network. Novel
links as well as testable hypotheses are also generated by
our analysis approach.
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upstream signaling molecule rather than by interaction/cross-talk
between pathways. Thus in our modeling approach, we have also
allowed this possibility via self activation of its phosphorylation.
PPs in the same pathways showed high correlation. For example,
ERK1/2 and RSK are the part of classical map kinase pathway
and showed high correlation with each other. Variants of the same
PP (i.e. GSKa/b and ST1A/B) and the member of the same
family (EZR and MOE: part of ERM family) also show high
correlation. The PPs belonging to independent pathway (e.g. P40
and ST1A/B) showed no correlation with most of other PPs.
In this dynamic correlation matrix, high correlation was also
observed from P38 to ERK1/2 and its downstream target RSK.
We did not observe good correlation from ERK1/2 to P38, which
suggested that there is a directed edge from P38 to ERK1/2 but
not vice versa. The isoforms of protein kinase C (PKCD and
PKCM) also did not show good correlation with each other
indicating that they are regulated differently.
Identification of Phosphoprotein Signaling Network
The PLS models were developed using Eq. 2. Quality control
of the model was performed at two steps: (1) during the PLS
model development (at least 50% variance in output data
c a p t u r e d )a n d( 2 )d u r i n gt h eK - f o ld cross-validation. Overall,
only 14 phosphoprotein models were selected out of 17
phosphoproteins (S6, P40 and P65 were rejected). Table S1 in
Supporting Information lists the number of PCs used and the
percentage variance captured in each PLS model. Significant
interactions were deciphered using the statistical method
discussed in the Materials and Methods section. The method of
PLS is preferred for input/output modeling because of its ability
to handle noise and dependency in the data and to reduce the
dimension of the linear equations. Figure 2 shows the plot of the
ratio (r) of the coefficient-values in actual model to the standard
deviation of the corresponding coefficient-values in random
models for each input for selected outputs. We have omitted
those output variables whose model was not valid under the
selection criteria described in the model development and cross-
validation. The significant interactions are identified by applying
the threshold on r. Only a few of interactions are discovered as
being significant per model and capture the significant variation
in the output variable. Names of PPs with significant coefficients
and possible significant coefficients (90% of the threshold) are
shown in Figure 2.
Minimal Models and Their Predictive Power
The minimal model was constructed using only the significant
connections identified from Figure 2. For comparison with the
PLS models, the percentage variance captured by the minimal
models is listed in Table S1 in Supporting Information. To check
the validity of the minimal model, we also developed the full model
containing all variables as inputs. The root mean square error was
calculated for the minimal model (sr) and the full model (sf).
Figure 3 shows a scatter-plot between experimental measurements
versus the predicted outputs for the minimal models at a future
time-point. Solid lines (y=x), the dashed line (y=x6sf) and
dotted line (y=x62sf) were drawn to show the fit to the
experimental data. Most of the data points lie within the 62sf
band and hence, the reduced model is a good predictive model. F-
test was conducted to verify the similarity in the prediction-error
Figure 1. Heat-map of the correlation matrix between the input and the output variables. The rows and columns correspond to inputs
and outputs, respectively. Negative values of the correlation are small in magnitude (e.g., AKT to P40) compared to positive values of the correlation.
Hence, to enhance the visualization, asymmetric color-scale is used.
doi:10.1371/journal.pcbi.1000654.g001
Identifying Crosstalk between Signaling Pathways
PLoS Computational Biology | www.ploscompbiol.org 3 January 2010 | Volume 6 | Issue 1 | e1000654between the reduced model (sr) and the full model (sf). It was
successful with 95% confidence level for all valid models.
Reconstructed Network and its Graphical Properties
Figure 4A represents the combined network obtained from the
models. The thickness of the interaction lines is proportional to
(the square root of the) confidence obtained from statistical
analysis. Strong similarity was observed between correlation
coefficients and the significant PLS regression coefficients for
most of the phosphoproteins. Examples include AKT R GSKa
and b, ERK1 and 2 r R RSK and PKCD r R SMD2. Variants of
the same PP (i.e. ERK1 and 2, GSKa and b, and ST1A and B)
and the member of the same family (EZR and MOE: part of ERM
family) showed strong significant interaction with each other and
similar interaction with other PPs. Thus for the clarity of
presentation, we have combined these nodes into one node, e.g.
ERK1 and 2 were combined into ERK1/2, GSKa and b in
GSKa/b, ST1A and B in ST1A/B and EZR and MOE in ERM
(Figure 4B). It is important to note that since dynamic mapping is
used to reconstruct the signaling network, the resulting network
inherently captures the temporally causal connections.
The reconstructed network was characterized with respect to
commonly used graph-theoretic metrics defined in the Materials
and Methods section. For all pairs of distinct nodes in the network
of Figure 4B, all the directed paths between them were identified
using a depth-first search approach [36] (for full list of all the
paths, refer Table S2 in Supporting Information). As an example,
Table 2 lists all the paths from P38 to GSKa/b. From this, the
total number of paths, the shortest path length and the average
path length for the pairs of nodes are computed (Table 3). Given
that there are some false-positive connections (correlation can
result in false reversible connection) in the network, these measures
are slightly biased. However, they are still useful because they
provide a lower-bound (for the minimum path-length) and upper-
bound (for the average path-length) and usually exclude totally
unrelated interactions. In the example shown in Table 2, P38
affects GSKa/b directly and indirectly via AKT. It is difficult to
predict the true paths but they do assist in formulating hypotheses
for further investigation through specific knockout or inhibition
experiments. P38 has the highest degree and acts as a hub. The
implication is that any perturbation to P38 will affect many
downstream targets/pathways.
Discussion
Phosphoprotein signaling is important in modulating various
functions. Thus the understanding of the interaction/cross-talk
between them is crucial. Here, we reconstructed the phosphopro-
tein signaling network that captures the interactions known in the
literature and also suggests novel interactions. These models
reasonably predict the interactions between phosphoproteins.
Interactions of these phosphoproteins have been studied exten-
sively. Therefore, the reconstructed network (Figure 4) was
validated from information available in the literature.
Significant signaling pathways. AKT is widely known
for GSK phosphorylation and inhibiting its activity [37–39].
The reconstructed network captured the same outcome i.e.
phosphorylation of GSK via AKT, thus inhibiting its activity.
However, the convention used in the reconstructed network differs
from the literature. Here positive and negative connections
represent activation and inhibition of phosphorylations whereas
positive and negative connections in literature are based on
activation and inhibition of the activity of molecules.
The reconstructed map captured the positive connectivity
between ERK and RSK, members of the classical MAP kinase
pathway [37,40]. A positive connectivity was also found from
PKCM to RSK. This relationship can be a resultant of partial
artifact of the mathematical technique, PLS, used in the network
reconstruction. PLS captures correlation between input and
output variable. According to the literature, PKC activates
ERK[41] which subsequently activates RSK through MAP kinase
pathway[40]. Thus, RSK is supposed to have a good correlation
with PKC and was captured in modeling. In general whenever
there is connection A R B, all correlation based modeling
techniques produce bidirectional connections (A r R B). Such false
Table 1. The names of the 22 ligands used and the
phosphoproteins measured in the AfCS experiments.
Ligands Abbreviations
2-Methyl-thio-ATP 2MA
Resiquimod (R-848) 848
Complement C5a C5A
Granulocyte macrophage colony stimulating factor GMF
Interleukin-4 I04
Interleukin-6 I06
Interleukin-10 I10
Interleukin-1-beta I1B
Interferon-alpha IFA
Interferon-beta IFB
Interferon-gamma IFG
Isoproterenol ISO
Lysophosphatidic acid LPA
Lipopolysaccharide LPS
Macrophage colony stimulating factor MCF
PAM2CSK4 P2C
PAM3CSK4 P3C
Platelet Activating Factor PAF
Prostaglandin E2 PGE
Sphingosine-1-phosphate S1P
Transforming growth factor-beta TGF
Uridine 59-diphosphate UDP
Phosphoproteins Abbreviations
Protein kinase B (Akt) AKT
Ezrin/Radixin EZR
Moesin MOE
Protein kinase C PKC
Nuclear factor kappa beta (NFkB) p65 P65
Mitogen activated protein (MAP) kinase MAPK
p38 MAP kinase P38
p90 ribosomal S6 kinase RSK
Extracellular signal-regulated kinase (Erk) ERK
Glycogen synthase kinase 3 GSK
Signal transducer and activator of transcription 1 (STAT1) ST1
Ribosomal protein S6 S6
Mothers against decapentaplegic homolog 2 (SMAD2) SMD2
Neutrophil cytosolic factor 4 (p40) P40
doi:10.1371/journal.pcbi.1000654.t001
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time mapping as used here. PKCD r R SMD2 was observed,
whereas literature showed only PKC R SMD2 [42,43]. Similarly,
PKCM r R P38 was observed instead of PKCM R P38 [44].
This reconstruction also captured other known relationships
including PKCD R EZR/MOE [45,46] and P38 R GSK[47].
There were other observed correlations which exhibited reverse
connections than expected. For example, existing research
suggests the connections PKCM R P65 [48,49] whereas our
model captured the reverse connections P65 R PKCM. This
observation was attributed to an outcome of PLS methodology as
explained above.
Correlated groups/proteins. The variants of the same
protein are mostly regulated similarly. The high correlation was
observed for these variants GSK a and b, ERK1 and 2 and ST1A
and B. However, this was not observed for PKCD/M insinuating
different regulatory pathways for the two variants of PKC. EZR
and MOE are the members of Ezrin/radixin/moesin (ERM)
pathway and commonly involved in regulation of actin
cytoskeleton [37]. Consequently, a high correlation was observed
between them as expected.
Rejected models (PPs with no input in the network). The
models for P40, P65 and S6 were rejected. Hence, they do not
have any inputs in the network of Figure 4B. Rejected model PPs
have either no interaction with other pathways or they interact
with other molecules/phosphoproteins not measured in the
AfCS dataset. For example, P40 is a regulatory component of
the superoxide-producing phagocyte NADPH-oxidase pathway
[37,50]. We did not find any relevant interaction for P40 in the
literature. P65 is regulated by other factors such as IkB kinases
(IKK) which are not measured in the AfCS dataset [51]. Similarly,
S6 is regulated by both p90RSK and p70RSK [52]. However,
only p90RSK is measured in the AfCS dataset. The correlation
between p90RSK and S6 is positive in Figure 1. However, this
does not result in any significant connection in the network.
This modeling approach also provides support for investigating
novel or less studied interactions. For example, a high correlation
between P38 R RSK was also observed in Figure 1 and this
interaction was captured with high confidence in the reconstructed
network (Figure 4). Some evidence has been found underpinning
this interaction [53], but most of the reviews do not discuss about it
explicitly [40,54]. Similarly, GSK R EZR/MOE connection was
Figure 2. Identification of statistically significant phosphoproteins (acting as inputs) in the regulation of the signaling pathways
(PPs acting as outputs). The labels on the X-axis are the names of the output PPs. For each output PP, one bar is drawn for each input PP. The Y-
axis represents the ratio of the coefficient for the input in the actual model to the standard deviation of the corresponding coefficients in the random
models. Thus, Y-axis is equivalent to z-score. The horizontal dashed-line denotes the threshold, 2.58 on the ratio, corresponding to 99% confidence
level. The bars crossing the threshold line represent the statistically significant interaction. The names of the inputs with the absolute ratio-value
greater than 90% of the threshold are also listed for each input.
doi:10.1371/journal.pcbi.1000654.g002
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evidence about this relationship through PI3 kinase [37,55], but a
direct relationship has not been reported and merits further
investigation. Lastly, a few inhibitory connections were found in
this network. Several of these have not been reported in the
literature. If these are false positives, there can be two possibilities,
both being mathematical artifacts. First, the degradation term is
not included in the linear modeling approach. Second, the
inclusion of the self regulation term which receives very high
weight (coefficient) is possibly altering the coefficients for the other
inputs (described in the Materials and Methods section).
The nodes with in-degree greater than 1, which have multiple
pathways for activation, were further investigated for the relative
importance of the incident edges/connections. Figure 5 shows
the distribution of experimental cases for the activation of select
nodes with in-degree of 2. Such examples include AKT, GSKa/
b, PKCD and PKCM. The purpose is to observe when a selected
node is activated (protein is phosphorylated), then whether this
activation is through input from only one of the two upstream
nodes, or signaling through both the paths is required (labeled
‘both’). There exists a fourth possibility that none of the two
paths are consistent with the observed state of the target node
(labeled ‘None’), suggesting that other edges, involved in
unmeasured pathways or involved in measured but not captured
in our network, are contributing to the activation of the node. An
edge from node i to node j is consistent if sign(node i)*sign
(edge(iRj))=sign(node j). The analysis of AKT (Figure 5A)
indicated that for most experimental cases (ligand combina-
tions), AKT required input either from only P38 or from both
P38 and ERM. There are significant number of cases in which
the signal flows through neither path was consistent with the
state of AKT (labeled ‘None’ in Figure 5A). This clearly
indicated that AKT is also being activated via pathway(s) other
than the measured phosphoproteins. In the case of GSKa/b,
most of the cases are captured via either activation from P38 or
activation from both P38 and AKT (Figure 5B). There are only
few cases where activity of GSK is in concordances with
regulation via AKT or none. Similar interpretation can be
drawn for PKCD and PKCM from Figure 5C and D.
The activation of GSKa/b was further probed for the different
ligand combinations. To do this, the experimental data corre-
sponding to the four cases of consistency of the edges from AKT
and P38 to GSKa/b (Figure 5B) is displayed as a heat-map in
Figure 6. In the first case (A), none of the edges are valid because
the level of GSKa/b is changing in opposite direction to what the
signals through the paths P38 R GSKa/b (activation) or AKT R
GSKa/b (activation) would otherwise result in. As an example in
the experiment of double ligands GMF (Granulocyte macrophage
colony stimulating factor or GMCSF) and I1B (IL-1B), both AKT
and P38 are positive at t=1m whereas GSKa/b is negative at
Figure 3. Predictive power of the reduced models containing only significant predictors. The X- and Y-coordinates represent the
experimental and predicted values, respectively. The central diagonal line is the y=x line (i.e. perfect fit with no residual error). The dashed and
dotted lines, denote the y=x6sf and y=x62sf lines, respectively; where sf is the fit-error between the experimental data and the prediction made
by the full model that included all the inputs and was obtained by linear-regression.
doi:10.1371/journal.pcbi.1000654.g003
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nodes. Activation and inhibition are shown with black (arrow end) and red (blunt end) lines, respectively. Thickness is proportional to (square root of)
the confidence in that interaction. (B) Short network after combining ERK1 and 2, GSKa and b, ST1A and B, and EZR and MOE in single node. To do so,
the corresponding rows and columns in the matrix of significant ratios were averaged without any ambiguity in the signs of the incoming or
outgoing edges.
doi:10.1371/journal.pcbi.1000654.g004
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AKT R GSKa/b is evident from the data analysis, as seen in
Figure 6B. In the third case (C), interestingly, P38 and GSKa/b
are both positive in all such experiments and naturally AKT is
negative. Finally, in the fourth case (D), strong phosphorylation of
GSKa/b is observed since the signals through both the paths
superimpose constructively in most of the experiments. Similar
heat-maps for the response nodes (phosphoproteins) AKT
(Figure 5A), PKCD (Figure 5C) and PKCM (Figure 5D) are
displayed in Figures S1, S2, and S3, respectively (Supporting
Information). Then, we plotted a bar-graph of ligand distribution
for all the four cases (Figure 7). With such an elaborate yet
intricate display, one can easily see that the ligands MCF, C5A,
PAF and LPA signal through both P38 and AKT to phosphorylate
GSKa/b [47,56]. In fact, the data indicates that MCF and LPA
signals through AKT alone in only one case (namely, with P3C)
and two cases (namely with P3C and I1B), respectively, out of 22
possible combinations with self or other ligands. The ligands S1P
and 2MA also transduce the signal through both pathways in most
cases. On the contrary, the ligands UDP, ISO, PGE and IFA lead
to phosphorylation of GSKa/b only through the P38 pathway
(Figure 7C). This observation leads to the hypothesis that
inhibition of P38 would reduce or abolish phosphorylation of
GSKa/b. This can be tested by using specific inhibitors of P38
(SB203580 [57] or SB202190 [58]) for a specific ligand such as
PGE (see Figure 7C). It is interesting to note that one can arrive at
conclusions about specific ligands, phosphoproteins or pathways
from global or systemic analysis.
The predictor-response (or input-output) characteristics for the
other three phosphoproteins, namely, AKT, PKCD and PKCM,
analyzed in Figure 5 can be further studied with respect to the
various experiments using the ligand distribution for different valid
paths displayed in the bar-graphs of Figures S4–S6, respectively
(Supporting Information).
Explanation of complex scenario with multiple
connections. Several output nodes in the network have
multiple input connections. Depending upon the state of the
predecessor nodes, these connections can affect the output node in
the same or opposite directions. The reconstructed network can be
used to understand/explain such cases. For example, in Figure 4B,
GSKa/b is phosphorylated/affected by both P38 and AKT
(P38 R GSKa/b, AKT R GSKa/b). In turn, AKT, is affected by
P38 (P38 R AKT) and ERM (ERMx AKT) (see also Figure 5A,
Figure S1 and Figure S4). Now, in the context of interpreting/
projecting data for P38, AKT and GSKa/b, it is possible that
for some ligand inputs only the edge AKT R GSKa/b is valid
(Figure 5B and Figure 6B). This can happen if the effect of the
edge ERMx AKT dominates over that of the edge P38 R AKT.
Another case, where only the edge P38 R GSKa/b is valid
(Figure 6C), is more intriguing. This complexity arises because
the positive edge P38 R AKT, P38 tries to set the state of AKT in
its direction. Intuitively, this makes one think that AKT should
have the same sign as P38 and the edge AKT R GSKa/b should
be valid. However, in our experimental data there exist cases
with only P38 R GSKa/b as a valid edge. This anomaly can be
explained by including the node ERM in the analysis.
The sign of AKT is set by both the sign of P38 and ERM.
Hence, the sign of ERM can be considered to explain the cases of
o n l yt h ee d g eP 3 8R GSKa/b being valid. One such case is the
application of the ligands IL-4 (I04) and IL-1b (I1B) (Figure
6C, 7th row from top, both P38 and GSKa/b are positive). In
Figure S1B (valid edge ERMx AKT, 2nd row from top), ERM
is positive and AKT is highly negative. This case actually
suggests that interpretation of the individual nodes locally has
limited scope and complete interpretation is possible only at a
systemic level.
As seen above, interpretation of individual experimental sets is
complicated. Even more complications arise if one or more of the
inputs are unmeasured. One can imagine a scenario where protein
A is affected by protein B which is also affected by unmeasured
protein C. Two interesting scenarios can arise depending upon the
effect of protein C on protein B: (1) B increases without increase in
A, if the effect of C on B is positive and (2) A increases but B does
not, if the effect of C on B is negative. Such cases can be explained
similar to the above examples if we hypothesize some input nodes
to be unmeasured.
Prediction capability for extrapolation. To test the ability
of the network of Figure 4 to predict data at 10 min using data at
3 min, we have performed the following study:
1. We have used the models developed from 1 min and 3 min
data to predict the data at 10 min using the experimental data
at 3 min. The results are shown in Figure 8 and Table S3 in
Supporting Information. These results show that the models
developed using the 1 and 3 min data have reasonable
predictive power for all of the outputs/phosphoproteins at
10 min. For extrapolation to 10 min, we have used numerical
integration to avoid the error due to discrete approximation of
time-derivatives. The phosphoprotein levels at 10 min were
calculated using the pseudo-rate parameters obtained from the
model (from 1 min and 3 min data) and initial state at 3 min.
Table S3 also lists the fraction of data points which lie within
the s and 2s band in Figure 8. Similar numbers for the
prediction of 3 min data in Figure 3 are also listed in Table S3
for comparison. The predictive power for extrapolation is
better for some of the PPs such as SMD2 and ST1A/B as
compared to others such as AKT and P38. This is likely
because SMD2 and ST1A/B translocate into the nucleus and
are dephosphorylated only in the nucleus [59,60]. Hence, their
phosphorylation can sustain for longer time and result in better
agreement between the experimental data and the model
predictions at 10 min.
2. We performed pathways-based advanced statistical analysis
similar to what is shown in Figures 5–7 and S1, S2, S3, S4, S5,
and S6, using the mapping of data from 3 min to 10 min. The
results are shown in the Figures S7, S8, S9, S10, S11, S12, S13,
S14, and S15 (Supporting Information). It is evident that
despite the differences between the individual cases, the overall
broad statistical features are similar between the mappings
from 1 min to 3 min and from 3 min to 10 min. This suggests
that most of the connections in Figure 4 are qualitatively
correct.
In conclusion, deciphering the interconnectivity of large
signaling networks is a complex problem in systems biology. The
Table 2. All paths from P38 to GSKa/b.
Path length Path (R positive edge;x negative edge)
2 P38 R AKT R GSKa/b
3
P38x ERMx AKT R GSKa/b
1 P38 R GSKa/b
6
P38 R PKCMx ST1A/B R PKCD R ERMx AKT R GSKa/b
doi:10.1371/journal.pcbi.1000654.t002
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pathways is challenging due to myriad issues such as multiple
input-multiple output connectivity and lack of temporal data at
appropriate time-scales. In the present work, a novel algorithm for
the discovery of bio-molecular networks using large-scale temporal
data is presented. Our methodology integrates partial least squares
based dynamic input/output (state-space) modeling and statistical
significance testing. The resulting models have sound predictive
power validated by F-test. When applied to the early-time
phosphoprotein dataset on RAW 264.7 macrophage cells provided
by the AfCS, the approach is able to find most of the known
connections between the signaling pathways. Example includes
AKT R GSK. The model developed here is able to predict the
10 min data set with good accuracy. Potentially novel connections
also have been found; an example is P38 R RSK. By varying the
threshold of the statistical significance test, a researcher can probe
additional connections which could have been otherwise missed.
Thus, both the algorithmic approach and results are capable
of generating novel hypothesis for further investigation. The
proposed approach tackles the challenge of capturing dynamics
and temporal causality in intracellular signaling pathways. The use
of PLS in our approach makes it extensible to even larger data sets
Table 3. Graph-theoretic metrics for the network (Figure 4B).
Property AKT ERM P38 RSK ERK1/2 GSKa/b PKCD PKCM SMD2 ST1A/B
AKT # p a t h s 73 9 1 13 3333
MPL 2 1 2 1 1 4 2 5 3
APL 4 2.7 3.4 4.2 2.3 5.7 3.7 6.7 4.7
ERM # paths 2 3 6 9 5 3 3 3 3
MPL 1 2 1 2 2 5 3 6 4
APL 2 2.7 3.5 3.7 3.4 5.7 3.7 6.7 4.7
P38 # p a t h s44 1 2 1 24 1111
MPL 1 1 1 1 1 3 1 4 2
APL 2.8 2.5 3.5 3.5 3 3 1 4 2
P40 # paths 8 8 2 13 19 8 2 2 2 2
MPL 2 2 1 1 2 2 4 2 5 3
APL 4.3 4 1.5 4.2 4.6 4.5 4.5 2.5 5.5 3.5
P65 # p a t h s 1 71 51 0 2 1 3 6 2 3 5 5 5 5
MPL 2 1 2 1 2 3 3 1 4 2
APL 5 4.7 4.3 4.8 5.1 5.5 5.6 3.6 6.6 4.6
RSK # p a t h s441 7 4 1111
M P L 221 1 2 4253
APL 3.8 3.5 1 3.7 4 4 2 5 3
ERK1/2 # p a t h s441 1 4 1111
M P L 332 1 3 5364
APL 4.8 4.5 2 1 5 5 3 6 4
GSKa/b # p a t h s213 6 9 3333
M P L 213 2 3 6475
APL 3 1 3.7 4.5 4.7 6.7 4.7 7.7 5.7
PKCD # p a t h s213 6 9 5 313
M P L 213 2 3 3 415
APL 3 1 3.7 4.5 4.7 4.4 4.7 1 5.7
PKCM # paths 11 10 6 14 20 14 1 1 1
M P L 221 1 2 2 2 31
APL 4.5 4.2 4 4.2 4.5 5.1 2 3 1
SMD2 # paths 2 1 3 6 9 5 1 3 3
MPL 3 2 4 3 4 4 1 5 6
APL 4 2 4.7 5.5 5.7 5.4 1 5.7 6.7
ST1A/B # paths 5 4 4 6 8 8 1 4 1
MPL 3 2 3 2 1 4 1 4 2
APL 4.6 4.3 4.3 4.5 4.8 5.3 1 5.3 2
The rows and columns correspond to start and terminal nodes, respectively. For each row-node and column-node pair, the total number of paths, minimum path-length
(MPL) and average path-length (APL) are listed. The average path-length for the whole network, defined as the average of shortest path-length between all pairs of
nodes, is 1.83. Average degree of the nodes is 4.3.
doi:10.1371/journal.pcbi.1000654.t003
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Further, these quantitative models can be used to make predictions
about the response at a future time-point using the values at the
current and past times.
Materials and Methods
Experimental Data
The experimental data was generated by the Alliance for
Cellular Signaling (AfCS) laboratories using the RAW 264.7
cells. Single- and double-ligand screening for 22 ligands
(Table 1) in 251 experiments were performed. In each
experiment, time-dependent changes in the phosphorylation-
level of 21 signaling proteins were measured at 1, 3, 10,
30 minutes after stimulation using phosphoprotein-specific
antibodies (western blot analysis, AfCS protocols #PP00000177
and #PP00000181 [61]. Most experiments were done in
duplicates and triplicates. For complete details of the data and
the experimental protocols, please refer the AfCS website [62].
The PP data is available from the AfCS Data Center (‘‘RAW
264.7 ligand screen’’ and ‘‘RAW 264.7 two-ligand screen’’).
The 22 ligands used and the phosphoproteins measured in
experiments are listed in Table 1.
Data Processing
Time scale for most of the signaling events lies in minutes.
Response at early times, such as five minutes after the
stimulation with the ligand(s), shows the primary effect of
ligands stimulation and signaling from upstream (phospho)pro-
tein to the expected pathways. In most cases, the strength of an
early response is much higher than the degradation rate of the
signaling molecule. Contrary to this, during the later phase, the
desensitization/internalization of the cell surface receptors
decreases/stops the effect of ligand stimulation. The changes
in the signaling molecular concentrations observed at those
times are primarily due to its self degradation. Here, in the case
of phosphoprotein data, degradation mostly represents dephos-
phorylation of the phosphoprotein. Thus, to avoid such false
positive results in linear modeling approach, we have used the
early time point data at only 1 and 3 minutes and ignored the
later time point data at 10 and 30 minutes. However,the data at
10 min has been used for accessing the predictive power of the
model. The data at t=0 minute was not included as it was
always equal to 1 (available as fold-change from the AfCS data
center). For the purposes of mathematical treatment, replicates
are considered as separate conditions. Explicit use of replicates
has two advantages: (1) different experiments were repeated
different number of times, so separate treatment of replicates
resulted in more weighting to the experiments with more
replicates and (2) the effect of experimental variation was
automatically accounted in the statistical analysis during model
development and cross validation. Data was log2 transformed
prior to the modeling to give equal weighting to up- and down-
regulation. Both input and output data were normalized with
respect to the mean and standard deviation of the respective
variables.
Network Identification
Model development. A linear model was developed using
partial least square (PLS) method. Matlab was used for the
calculation [63] and Graphviz software was used to draw the
network [64]. Dynamic mapping (yt=f(yt21)) was used to calculate
the interaction coefficients. The model (yt=f(yt21)) represents the
dependence of the level of measured PPs at time t on the level of
all measured PPs at time t21. If the mapping function (f) is linear,
then it can be derived from the state-space representation of the
system as follows.
d
dt
X~AX ð1Þ
After discretization and rearrangement, we get
d
dt
X
   
t~tk
&
Xt~tk{Xjt~tk{1
(tk{tk{1)
~AXt~tk{1, or equivalently,
Xt~tk~BXt~tk{1 ð2Þ
Where X (the vector of state variables) denotes the set of PPs. A
and B are coefficient matrices with suitable relationships between
the elements of A and B. From here on, we will work with Eq. 2.
In a signaling pathway, signaling occurs from upstream
molecules to downstream molecules. The limitation of this data
set is that, in each signaling pathway, usually only one PP is
measured. To circumvent this limitation, we have assumed that
the concentration of upstream signaling molecule is same or
linear function of the measured PPs (validity of this assumption
is also evident from the correlation plot of Figure 1). This
assumption also presents complication because (1) the rate of
degradation of PP is usually proportional to its level of
phosphorylation, and (2) the input effect from the upstream
(phospho)protein in the same pathway is also proportional to
the level/amount of the upstream protein, thus making their
separation difficult.
Even though PLS has the capability to handle multiple
outputs, we developed the models for individual PPs (single
output). This is motivated by a criteria for model selection,
namely, the input matrix should capture significant variance
in the output. Only those models were selected for network
Figure 5. Distribution of the consistency of pathways for nodes
which are activated through two different pathways. X-axis
represents four possibilities: (1) neither path consistent (‘None’), (2) path
1 consistent, but not 2 (3) path 2 consistent but not 1, (4) both paths
consistent (see text). Y-axis represents the number of experiments
counted for each case.
doi:10.1371/journal.pcbi.1000654.g005
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variance of the output data. The PPs for which the variance
captured was less than 50% were not included in the network
reconstruction with the reasoning that they are mainly regulated
directly by the ligands or other pathways and molecules rather
than through the measured PPs (signaling pathways) in the
experiments. The number of PCs for model development was
selected based on the criteria that variance captured by that last
PC should capture at least 5% of total variance captured by all
PCs.
Cross-validation. The K-fold cross-validation method was
used to evaluate the performance of the proposed phosphoprotein
network; for each output we find out if the fit-error of the model
for the K-fold test data sets is statistically similar to that for the
training set and is lesser than the fit-error for a random model for
that output. The experiment data set was randomly divided into k
groups. The model estimation was conducted on (k21) groups as
training set and remaining one set was used as a test set. This
process was repeated until all k groups were used as a test set once.
In this work, we have used k=10, as it produces less bias, variance
and sum of squared error (SSE) and has good computational
efficiency [65]. For each output, mean of SSE for test set was
compared with mean of SSE for training set and random models
through F-test. Even though data are log2 transformed and fit-
error (the difference between the predicted and experimental
values) may have log-normal distribution, the use of F-test is robust
as shown in ref. [66]. Detailed procedure of F-test in K-fold cross-
validation is described in the Text S1 (Supporting Information).
The random models were generated from the entire dataset by
randomly shuffling the output as explained in the section
‘‘Statistical significance of the interaction coefficients’’ below.
The models, for which the probability in F-test was less than 0.95
between the test and training sets and the p-value was less than
0.05 between the test set and random model, were selected for
network reconstruction.
Statistical significance of the interaction coefficients.
Significant coefficients are selected using statistical significance-test
based approach. To implement the test, the probability distribution
Figure 6. Display of experimental data corresponding to the four cases of valid paths from P38 and/or AKT to GSKa/b in Figure 5B.
Red and green colors are for positive and negative values (log(x), where x is ratio of raw value at current time to the raw value at t=0), respectively,
with the darker color indicating larger magnitude. (A) None of the two edges are valid because the level of GSKa/b is changing in opposite direction
to what the signals through the paths P38 R GSKa/b or AKT R GSKa/b would otherwise result in. (B) The effective signaling is through the path
AKT R GSKa/b alone. (C) Only the path P38 R GSKa/b is valid. (D) Both paths are valid as indicated by the same color in each column for all rows.
1 min data was used for AKT and P38. 3 min data was used for GSKa/b.
doi:10.1371/journal.pcbi.1000654.g006
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compared with the coefficient value in the actual model. We use the
standard deviation (s) parameter of the distribution (mean value is
zero). The procedure is as follows.
1. To compute s, many random output datasets are generated by
randomly shuffling the actual experimental output data, and
PLS model is developed corresponding to each random output
dataset. For a chosen output and input, s is the standard
deviation of the corresponding coefficient values in the random
models. If br is the coefficient in a random model then,
br=s~N(0,1), where N(m,s) is the normal distribution with
mean m and standard deviation s.
2. Next, if b denotes the coefficient value in the actual PLS model
for a chosen input and output, then, we compare the ratio,
r=b/s, with a threshold (rth). rth is taken as the inverse of the
cumulative normal distribution function N(0,1) for a chosen
level of confidence. A threshold (rth) of 2.58 corresponding to
99% confidence in two tailed t-test has been used in this study.
If r.rth, then the connection from the chosen input to the
chosen output is considered significant.
Graphical properties of networks. A graph, G, can be
defined as a collection of nodes or vertices, V~fv1,v2,:::,vng, and
the edges between the nodes, E~fe1,e2,:::,emg. n is the number of
nodes or the size of the graph. Thus, G=(V, E). If a direction is
associated with the edges then they are called directed edges and G
is called a directed graph (digraph). If the directed edge ek starts at
the node vi and ends at the node vj then vi is called the start node
and vj is called the terminal node of the edge ek, and vi is also a
predecessor node of vj. A directed path from node vi to node vj in
a digraph is an alternating sequence of nodes and directed edges
of the digraph (vi~vl1,ek1,vl2,ek2,:::,vlp~vj) such that the edge
ekq(q~1,2,:::,p{1) connects the node vlq to the node vlqz1, where
p is the total number of nodes on the path [67,68]. The number of
edges on the path, i.e., path-length, is (p21). The number of edges
coming into (going out of) a node is called the in-degree (out-
degree) of the node. The adjacency matrix of G, A~½aij ,i s
computed as, aij =1, if there exists an edge from node vi to node
Figure 7. Ligand distribution for all four cases of GSKa/b activation (discussed in Figure 5B). X-axis and Y-axis represent the name of
ligand and counts of the cases, respectively. For dual ligand experiments, the case is added to both of the ligands. The panels A–D also correspond to
the heat-maps of Figure 6 A–D, respectively.
doi:10.1371/journal.pcbi.1000654.g007
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identified and the coefficient matrix B is computed, A is obtained
as A=sign(B
T) if the sign of the edge is retained. Once A is known,
G is completely defined.
Supporting Information
Table S1 Number of principal components (PCs) used and the
corresponding variance captured for all the phosphoproteins
(outputs) in the PLS model, and the variance captured in the
minimal model (using least-squares). The phosphoproteins exclud-
ed from the network were S6, P40 and P65. In most cases, the
variance captured by the minimal model is slightly larger than that
by the PLS model. This is because the least-squares approach is
equivalent to using all the PCs in the application of PLS. To
develop the PLS model, only the first few (2 or 3) PCs were used.
We have verified that the variance captured by the minimal model
is always lesser than by the full model if all the PCs were used.
Found at: doi:10.1371/journal.pcbi.1000654.s001 (0.05 MB
DOC)
Table S2 The list of all paths between all pairs of phosphopro-
tein nodes in the network of Figure 4B. The format is explained in
Table 2 for all the paths from P38 to GSKA/B listed here.
Found at: doi:10.1371/journal.pcbi.1000654.s002 (0.03 MB
TXT)
Table S3 Comparison of prediction of 3 min and 10 min data
using the model developed by mapping 1 min data to 3 min
data. Numerical integration is used to predict the data at
10 min. s is root mean squared error (RMSE) between the
experimental data and its best linear-fit obtained between the
corresponding input and output data for the two intervals
independently.
Found at: doi:10.1371/journal.pcbi.1000654.s003 (0.05 MB
DOC)
Figure S1 Display of experimental data corresponding to the
four cases of valid paths from ERM and/or P38 to AKT in
Figure 5A.
Found at: doi:10.1371/journal.pcbi.1000654.s004 (1.59 MB TIF)
Figure S2 Display of experimental data corresponding to the
four cases of valid paths from SMD2 (SMAD 2) and/or ST1A/B
(STAT 1A/B) to PKCD in Figure 5C.
Found at: doi:10.1371/journal.pcbi.1000654.s005 (1.56 MB TIF)
Figure S3 Display of experimental data corresponding to the
four cases of valid paths from P38 and/or P65 to PKCM in
Figure 5D.
Found at: doi:10.1371/journal.pcbi.1000654.s006 (1.51 MB TIF)
Figure S4 Ligands distribution for all four cases of AKT
activation (displayed in Figure 5A). X-axis and Y-axis represent
Figure 8. Prediction of data at 10 min using the experimental data at 3 min and the reduced models containing only significant
predictors. Numerical integration is used to eliminate the error due to discrete approximation of time-derivatives. The central diagonal line is the y=x
line (i.e. perfect fit with no residual error). The dashed and dotted lines, denote the y=x6sf and y=x62sf lines, respectively; where sf is the best
(minimum) fit-error obtained by linear-regression between the experimental data at 3 min (as input) and the experimental data at 10 min (as output).
doi:10.1371/journal.pcbi.1000654.g008
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ligand experiment, the case is added to both of the ligands.
Found at: doi:10.1371/journal.pcbi.1000654.s007 (0.31 MB TIF)
Figure S5 Ligands distribution for all four cases of PKCD
activation (displayed in Figure 5C). X-axis and Y-axis represent
the name of ligand and counts of the cases respectively. For dual
ligand experiment, the case is added to both of the ligands.
Found at: doi:10.1371/journal.pcbi.1000654.s008 (0.31 MB TIF)
Figure S6 Ligands distribution for all four cases of PKCM
activation (displayed in Figure 5D). X-axis and Y-axis represent
the name of ligand and counts of the cases respectively. For dual
ligand experiment, the case is added to both of the ligands.
Found at: doi:10.1371/journal.pcbi.1000654.s009 (0.31 MB TIF)
Figure S7 Distribution of the consistency of pathways for nodes
which are activated through two different pathways (similar to
Figure 5), based on the mapping of data from 3 min to 10 min. X-
axis represents four possibilities: (1) neither path consistent
(‘None’), (2) path 1 consistent, but not 2 (3) path 2 consistent but
not 1, (4) both paths consistent. Y-axis represents the number of
experiments counted for each case.
Found at: doi:10.1371/journal.pcbi.1000654.s010 (0.32 MB TIF)
Figure S8 Display of experimental data corresponding to the
four cases of valid paths from ERM and/or P38 to AKT in
Figure S7A based on the mapping of data from 3 min to
10 min.
Found at: doi:10.1371/journal.pcbi.1000654.s011 (1.51 MB TIF)
Figure S9 Display of experimental data corresponding to the
four cases of valid paths from P38 and/or AKT to GSKa/b in
Figure S7B based on the mapping of data from 3 min to 10 min.
Found at: doi:10.1371/journal.pcbi.1000654.s012 (1.26 MB TIF)
Figure S10 Display of experimental data corresponding to the
four cases of valid paths from SMD2 (SMAD 2) and/or ST1A/B
(STAT 1A/B) to PKCD in Figure S7C based on the mapping of
data from 3 min to 10 min.
Found at: doi:10.1371/journal.pcbi.1000654.s013 (1.59 MB TIF)
Figure S11 Display of experimental data corresponding to the
four cases of valid paths from P38 and/or P65 to PKCM in Figure
S7D based on the mapping of data from 3 min to 10 min.
Found at: doi:10.1371/journal.pcbi.1000654.s014 (1.46 MB TIF)
Figure S12 Based on the mapping of data from 3 min to
10 min: Ligands distribution for all four cases of AKT activation
(summarized in Figure S7A). X-axis and Y-axis represent the
name of ligand and counts of the cases, respectively. For dual
ligand experiments, the case is added to both of the ligands. The
panels A–D also correspond to the heat-maps of Figure S8 A–D,
respectively.
Found at: doi:10.1371/journal.pcbi.1000654.s015 (0.31 MB TIF)
Figure S13 Based on the mapping of data from 3 min to
10 min: Ligand distribution for all four cases of GSKa/b
activation (summarized in Figure S7B). X-axis and Y-axis
represent the name of ligand and counts of the cases, respectively.
For dual ligand experiments, the case is added to both of the
ligands. The panels A–D also correspond to the heat-maps of
Figure S9 A–D, respectively.
Found at: doi:10.1371/journal.pcbi.1000654.s016 (0.31 MB TIF)
Figure S14 Based on the mapping of data from 3 min to
10 min: Ligand distribution for all four cases of PKCD activation
(summarized in Figure S7C). X-axis and Y-axis represent the
name of ligand and counts of the cases, respectively. For dual
ligand experiments, the case is added to both of the ligands. The
panels A–D also correspond to the heat-maps of Figure S10 A–D,
respectively.
Found at: doi:10.1371/journal.pcbi.1000654.s017 (0.31 MB TIF)
Figure S15 Based on the mapping of data from 3 min to
10 min: Ligand distribution for all four cases of PKCM activation
(summarized in Figure S7D). X-axis and Y-axis represent the
name of ligand and counts of the cases, respectively. For dual
ligand experiments, the case is added to both of the ligands. The
panels A–D also correspond to the heat-maps of Figure S11 A–D,
respectively.
Found at: doi:10.1371/journal.pcbi.1000654.s018 (0.31 MB TIF)
Text S1 F-test in K-fold Cross-Validation
Found at: doi:10.1371/journal.pcbi.1000654.s019 (0.08 MB PDF)
Acknowledgments
We would like to acknowledge the experimental data from the AfCS. We
would like to thank the anonymous referees for their valuable suggestions.
Author Contributions
Analyzed the data: SG MRM. Wrote the paper: SG MRM SS. Conceived
the modeling study: SS SG. Supervised the overall research: SS. Developed
the algorithm for PLS: SG. Developed the algorithm for F-test: SG MRM.
Wrote the computer program: SG MRM.
References
1. Delom F, Chevet E (2006) Phosphoprotein analysis: from proteins to proteomes.
Proteome Sci 4: 15.
2. Manning G, Whyte DB, Martinez R, Hunter T, Sudarsanam S (2002) The
protein kinase complement of the human genome. Science 298: 1912–1934.
3. Ichijo H (1999) From receptors to stress-activated MAP kinases. Oncogene 18:
6087–6093.
4. Hayden MS, Ghosh S (2008) Shared principles in NF-kappaB signaling. Cell
132: 344–362.
5. Perkins ND (2006) Post-translational modifications regulating the activity and
function of the nuclear factor kappa B pathway. Oncogene 25: 6717–6730.
6. Gerwins P, Blank JL, Johnson GL (1997) Cloning of a novel mitogen-activated
protein kinase kinase kinase, MEKK4, that selectively regulates the c-Jun amino
terminal kinase pathway. J Biol Chem 272: 8288–8295.
7. Meinkoth JL, Alberts AS, Went W, Fantozzi D, Taylor SS, et al. (1993) Signal
transduction through the cAMP-dependent protein kinase. Mol Cell Biochem
127–128: 179–186.
8. Papin JA, Hunter T, Palsson BO, Subramaniam S (2005) Reconstruction of
cellular signalling networks and analysis of their properties. Nat Rev Mol Cell
Biol 6: 99–111.
9. Stephanopoulos G, Aristidou A, Nielsen J (1998) Review of cellular metabolism.
Metabolic engineering: Principles and methodologies. San Diego, USA:
Academic Press. pp 21–79.
10. Bonneau R, Reiss DJ, Shannon P, Facciotti M, Hood L, et al. (2006) The
Inferelator: an algorithm for learning parsimonious regulatory networks from
systems-biology data sets de novo. Genome Biol 7: R36.
11. Janes KA, Albeck JG, Gaudet S, Sorger PK, Lauffenburger DA, et al. (2005) A
systems model of signaling identifies a molecular basis set for cytokine-induced
apoptosis. Science 310: 1646–1653.
12. Pradervand S, Maurya MR, Subramaniam S (2006) Identification of signaling
components required for the prediction of cytokine release in RAW 264.7
macrophages. Genome Biol 7: R11.
13. Jordan MI, ed (1999) Learning in Graphical Models. Cambridge MA: MIT
Press.
14. Werhli AV, Grzegorczyk M, Husmeier D (2006) Comparative evaluation of
reverse engineering gene regulatory networks with relevance networks, graphical
gaussian models and bayesian networks. Bioinformatics 22: 2523–2531.
15. Sachs K, Perez O, Pe’er D, Lauffenburger DA, Nolan GP (2005) Causal protein-
signaling networks derived from multiparameter single-cell data. Science 308:
523–529.
16. Hartemink AJ, Gifford DK, Jaakkola TS, Young RA (2002) Bayesian methods
for elucidating genetic regulatory networks. Ieee Intelligent Systems 17: 37–43.
17. Yu J, Smith VA, Wang PP, Hartemink AJ, Jarvis ED (2004) Advances to
Bayesian network inference for generating causal networks from observational
biological data. Bioinformatics 20: 3594–3603.
Identifying Crosstalk between Signaling Pathways
PLoS Computational Biology | www.ploscompbiol.org 14 January 2010 | Volume 6 | Issue 1 | e100065418. Camacho D, Vera-Licona P, Mendes P, Laubenbacher R (2007) Compar-
ison of reverse engineering methods using an in silico network. Ann N Y Acad
Sci.
19. de la Fuente A, Bing N, Hoeschele I, Mendes P (2004) Discovery of meaningful
associations in genomic data using partial correlation coefficients. Bioinformatics
20: 3565–3574.
20. Arkin A, Ross J (1995) Statistical Construction Of Chemical-Reaction
Mechanisms From Measured Time-Series. Journal Of Physical Chemistry 99:
970–979.
21. Sontag E, Kiyatkin A, Kholodenko BN (2004) Inferring dynamic architecture of
cellular networks using time series of gene expression, protein and metabolite
data. Bioinformatics 20: 1877–1886.
22. Laubenbacher R, Stigler B (2004) A computational algebra approach to the
reverse engineering of gene regulatory networks. J Theor Biol 229: 523–537.
23. Bansal M, Belcastro V, Ambesi-Impiombato A, di Bernardo D (2007) How to
infer gene networks from expression profiles. Mol Syst Biol 3: 78.
24. Lezon TR, Banavar JR, Cieplak M, Maritan A, Fedoroff NV (2006) Using the
principle of entropy maximization to infer genetic interaction networks from
gene expression patterns. Proc Natl Acad Sci U S A 103: 19033–19038.
25. Schafer J, Strimmer K (2005) An empirical Bayes approach to inferring large-
scale gene association networks. Bioinformatics 21: 754–764.
26. Iwasaki Y, Simon HA (1986) Causality In Device Behavior. Artificial Intelligence
29: 3–32.
27. Uckun S (1992) Model-Based Reasoning In Biomedicine. Critical Reviews In
Biomedical Engineering 19: 261–292.
28. Maurya MR, Rengaswamy R, Venkatasubramanian V (2003) A systematic
framework for the development and analysis of signed digraphs for chemical
processes. 1. Algorithms and analysis. Ind Eng Chem Res 42: 4789–4810.
29. Ma PC, Chan KC (2007) An effective data mining technique for reconstructing
gene regulatory networks from time series expression data. J Bioinform Comput
Biol 5: 651–668.
30. Yeung MK, Tegner J, Collins JJ (2002) Reverse engineering gene networks using
singular value decomposition and robust regression. Proc Natl Acad Sci U S A
99: 6163–6168.
31. Cho KH, Choo SM, Jung SH, Kim JR, Choi HS, et al. (2007) Reverse
engineering of gene regulatory networks. IET Syst Biol 1: 149–163.
32. Geier F, Timmer J, Fleck C (2007) Reconstructing gene-regulatory networks
from time series, knock-out data, and prior knowledge. BMC Syst Biol 1: 11.
33. Geladi P, Kowalski BR (1986) Partial least-squares regression: a tutorial.
Analytica Chimica Acta 185: 1–17.
34. Dejong S (1993) Simpls - an Alternative Approach to Partial Least-Squares
Regression. Chemometrics and Intelligent Laboratory Systems 18: 251–263.
35. Martens H, Martens M (2001) Multivariate Analysis of Quality: An
Introduction. New York Wiley.
36. Tarjan RE (1972) Depth-First Search and Linear Graph Algorithms. SIAM
Journal on Computing 1: 146–160.
37. Kyoto Encyclopedia of Genes and Genomes (KEGG) 1995–2009. http://www.
genome.ad.jp/kegg/.
38. Ali A, Hoeflich KP, Woodgett JR (2001) Glycogen synthase kinase-3: properties,
functions, and regulation. Chem Rev 101: 2527–2540.
39. Cross DA, Alessi DR, Cohen P, Andjelkovich M, Hemmings BA (1995)
Inhibition of glycogen synthase kinase-3 by insulin mediated by protein kinase B.
Nature 378: 785–789.
40. Roux PP, Blenis J (2004) ERK and p38 MAPK-activated protein kinases: a
family of protein kinases with diverse biological functions. Microbiol Mol Biol
Rev 68: 320–344.
41. Brandlin I, Hubner S, Eiseler T, Martinez-Moya M, Horschinek A, et al. (2002)
Protein kinase C (PKC)eta-mediated PKC mu activation modulates ERK and
JNK signal pathways. J Biol Chem 277: 6490–6496.
42. Yakymovych I, Ten Dijke P, Heldin CH, Souchelnytskyi S (2001) Regulation of
Smad signaling by protein kinase C. Faseb J 15: 553–555.
43. Itoh S, Itoh F, Goumans MJ, Ten Dijke P (2000) Signaling of transforming
growth factor-beta family members through Smad proteins. Eur J Biochem 267:
6954–6967.
44. Tanaka Y, Gavrielides MV, Mitsuuchi Y, Fujii T, Kazanietz MG (2003) Protein
kinase C promotes apoptosis in LNCaP prostate cancer cells through activation
of p38 MAPK and inhibition of the Akt survival pathway. J Biol Chem 278:
33753–33762.
45. Ng T, Parsons M, Hughes WE, Monypenny J, Zicha D, et al. (2001) Ezrin is a
downstream effector of trafficking PKC-integrin complexes involved in the
control of cell motility. Embo Journal 20: 2723–2741.
46. Koss M, Pfeiffer GR 2nd, Wang Y, Thomas ST, Yerukhimovich M, et al. (2006)
Ezrin/radixin/moesin proteins are phosphorylated by TNF-alpha and modulate
permeability increases in human pulmonary microvascular endothelial cells.
J Immunol 176: 1218–1227.
47. Thornton TM, Pedraza-Alva G, Deng B, Wood CD, Aronshtam A, et al. (2008)
Phosphorylation by p38 MAPK as an alternative pathway for GSK3 beta
inactivation. Science 320: 667–670.
48. Silberman DM, Zorrilla-Zubilete M, Cremaschi GA, Genaro AM (2005) Protein
kinase C-dependent NF-kappa B activation is altered in T cells by chronic stress.
Cellular and Molecular Life Sciences 62: 1744–1754.
49. Wooten MW (1999) Function for NF-kB in neuronal survival: regulation by
atypical protein kinase C. J Neurosci Res 58: 607–611.
50. Tsunawaki S, Kagara S, Yoshikawa K, Yoshida LS, Kuratsuji T, et al. (1996)
Involvement of p40phox in activation of phagocyte NADPH oxidase through
association of its carboxyl-terminal, but not its amino-terminal, with p67phox. .
pp 893–902.
51. Mercurio F, Zhu H, Murray BW, Shevchenko A, Bennett BL, et al. (1997) IKK-
1 and IKK-2: cytokine-activated IkappaB kinases essential for NF-kappaB
activation. Science 278: 860–866.
52. Sturgill TW, Wu J (1991) Recent progress in characterization of protein kinase
cascades for phosphorylation of ribosomal protein S6. Biochim Biophys Acta
1092: 350–357.
53. Pierrat B, Correia JS, Mary JL, Tomas-Zuber M, Lesslauer W (1998) RSK-B, a
novel ribosomal S6 kinase family member, is a CREB kinase under dominant
control of p38alpha mitogen-activated protein kinase (p38alphaMAPK). J Biol
Chem 273: 29661–29671.
54. Hauge C, Frodin M (2006) RSK and MSK in MAP kinase signalling. J Cell Sci
119: 3021–3023.
55. Gallo G (2008) Semaphorin 3A inhibits ERM protein phosphorylation in growth
cone filopodia through inactivation of PI3K. Dev Neurobiol 68: 926–933.
56. Natarajan M, Lin KM, Hsueh RC, Sternweis PC, Ranganathan R (2006) A
global analysis of cross-talk in a mammalian cellular signalling network. Nature
Cell Biology 8: 571–580.
57. Kankaanranta H, De Souza PM, Barnes PJ, Salmon M, Giembycz MA, et al.
(1999) SB 203580, an inhibitor of p38 mitogen-activated protein kinase,
enhances constitutive apoptosis of cytokine-deprived human eosinophils.
J Pharmacol Exp Ther 290: 621–628.
58. Manthey CL, Wang SW, Kinney SD, Yao Z (1998) SB202190, a selective
inhibitor of p38 mitogen-activated protein kinase, is a powerful regulator of LPS-
induced mRNAs in monocytes. J Leukoc Biol 64: 409–417.
59. Inman GJ, Nicolas FJ, Hill CS (2002) Nucleocytoplasmic shuttling of Smads 2, 3,
and 4 permits sensing of TGF-beta receptor activity. Mol Cell 10: 283–294.
60. Wu TR, Hong YK, Wang XD, Ling MY, Dragoi AM, et al. (2002) SHP-2 is a
dual-specificity phosphatase involved in Stat1 dephosphorylation at both
tyrosine and serine residues in nuclei. J Biol Chem 277: 47572–47580.
61. AfCS AfCS Protocols. http://www.signaling-gateway.org/data/ProtocolLinks.
html [Jun. 25, 2009].
62. AfCS The Alliance for Cellular Signaling. http://www.signaling-gateway.org/
[Jun. 25, 2009].
63. Mathworks The Mathworks, Inc. 1994–2009. http://www.mathworks.com/.
64. Graphviz - Graph Visualization Software. http://www.graphviz.org/ [Jun. 25,
2009].
65. Mevik BH, Cederkvist HR (2004) Mean squared error of prediction (MSEP)
estimates for principal component regression (PCR) and partial least squares
regression (PLSR). Journal of Chemometrics 18: 422–429.
66. Donaldso.Ts (1968) Robustness of F-Test to Errors of Both Kinds and
Correlation between Numerator and Denominator of F-Ratio. Journal Of
The American Statistical Association 63: 660–&.
67. Maurya MR, Rengaswamy R, Venkatasubramanian V (2003) A systematic
framework for the development and analysis of signed digraphs for chemical
processes. 1. Algorithms and analysis. Industrial & Engineering Chemistry
Research 42: 4789–4810.
68. Barabasi AL, Oltvai ZN (2004) Network biology: Understanding the cell’s
functional organization. Nature Reviews Genetics 5: 101–U115.
Identifying Crosstalk between Signaling Pathways
PLoS Computational Biology | www.ploscompbiol.org 15 January 2010 | Volume 6 | Issue 1 | e1000654