Abstract. We show how to construct globally defined multipeakon solutions of the Camassa-Holm equation. The construction includes in particular the case with peakonantipeakon collisions. The solutions are conservative in the sense that the associated energy is constant for almost all times. Furthermore, we construct a new set of ordinary differential equations that determines the multipeakons globally. The system remains globally well-defined.
Introduction
The Cauchy problem for the Camassa-Holm equation [8, 9] u t − u xxt + 2κu x + 3uu x − 2u x u xx − uu xxx = 0, u| t=0 = u 0 , (1.1) has received considerable attention the last decade. With κ positive it models, see [19] , propagation of unidirectional gravitational waves in a shallow water approximation, with u representing the fluid velocity. The Camassa-Holm equation has a bi-Hamiltonian structure and is completely integrable. It has infinitely many conserved quantities. In particular, for smooth solutions the quantities
are all time independent. In this article we consider the case κ = 0 on the real line, that is, where the (p i (t), q i (t)) satisfy the explicit system of ordinary differential equationṡ
p j e −|qi−qj | ,ṗ i = n j=1 p i p j sgn(q i − q j )e −|qi−qj | .
Observe that the solution (1.4) is not smooth even with continuous functions (p i (t), q i (t)); one possible way to interpret (1.4) as a weak solution of (1.3) is to rewrite Eq. (1.3) as
Peakons interact in a way similar to that of solitons of the Korteweg-de Vries equation, and wave breaking may appear when at least two of the q i 's coincide. If all the p i (0) have the same sign, the peakons move in the same direction. Furthermore, in that case the solution experiences no wave breaking, and one has a unique global solution. Higher peakons move faster than the smaller ones, and when a higher peakon overtakes a smaller, there is an exchange of mass, but no wave breaking takes place. Furthermore, the q i (t) remain distinct, and thus there is no collision. However, if some of p i (0) have opposite sign, wave breaking or collision may incur, see, e.g., [4, 20] . For simplicity, consider the case with n = 2 and one peakon p 1 (0) > 0 (moving to the right) and one antipeakon p 2 (0) < 0 (moving to the left). In the symmetric case (p 1 (0) = −p 2 (0) and q 1 (0) = −q 2 (0) < 0) the solution will vanish pointwise at the collision time t * when q 1 (t * ) = q 2 (t * ), that is, u(t * , x) = 0 for all x ∈ R, see Fig. 1 . Clearly, at least two scenarios are possible; one is to let u(t, x) vanish identically for t > t * , and the other possibility is to let the peakon and antipeakon "pass through" each other in a way that is consistent with the Camassa-Holm equation. In the first case the energy (u 2 + u 2 x ) dx decreases to zero at t * , while in the second case, the energy remains constant except at t * . Clearly, the well-posedness of the equation is a delicate matter in this case. The first solution could be denoted a dissipative solution, while the second one could be called conservative, which is the class of solutions we study here. Other solutions are also possible. Global dissipative solutions of a more general class of equations were derived by Coclite, Holden, and Karlsen [12, 13] . In their approach the solution was obtained by first regularizing the equation by adding a small diffusion term u xx to the equation, and subsequently analyzing the vanishing viscosity limit → 0.
Global conservative solutions of the Camassa-Holm were recently studied by using a completely new approach, see [5, 6, 15, 18] . In this approach the CamassaHolm equation is reformulated as a system of ordinary differential equations taking values in a Banach space, see Sect. 2. This allows for the construction of a global and stable solution. To obtain a well-posed initial-value problem it is necessary to introduce the associated energy as an additional variable.
We here study in detail this construction in the context of multipeakons, following [18] where the transformation into new variables can be interpreted as a transformation from Eulerian into Lagrangian coordinates. The explicit nature of multipeakons make them very interesting objects to study in a relation to wave breaking. In particular, the singularity corresponds to a focusing of the energy into a Dirac delta-function.
The general construction in [18] is rather complicated, making the case of multipeakons involved. We show that multipeakons are given as continuous solutions u that on intervals [y i (t), y i+1 (t)] satisfy u − u xx = 0 with boundary conditions u(t, y i (t)) = u i (t), u(t, y i+1 (t)) = u i+1 (t).
The (y i , u i ) are given by a set of ordinary differential equations, which in addition includes a third variable that measures the energy of the system. The variables y i and u i denote the location of the point (for fixed time) where the solution u has a discontinuous spatial derivative (the "peak"), and the value of u at that point, respectively. The system of ordinary differential equations, which is new, remains globally well-defined.
In addition to allowing for a detailed study of the property of solutions near wave breaking, multipeakons are important as building blocks for general solutions. Indeed, if the initial data u 0 is in H 1 and m 0 := u 0 −u 0 is a positive Radon measure, then it can proved, see [17] , that one can construct a sequence of multipeakons that converges in L ∞ loc (R; H 1 loc (R)) to the unique global solution of the Camassa-Holm equation. See also [6, 15] .
The method is illustrated by explicit calculations in the cases n = 1 and n = 2 (see also [2, 3, 20] ) and by numerical computations in the case n = 4 with and without wave breaking.
Furthermore, the methods presented in this paper can be used to derive numerical methods that converge to conservative solutions rather than dissipative solutions. This contrasts finite difference methods that normally converge to dissipative solutions, see [16] . See also [17] . Results will be presented separately. 
Global conservative solutions
The goal of this section is to introduce the results obtained in [18] , namely the construction of the continuous semigroup of conservative solutions of the CamassaHolm equation with a change of variable to Lagrangian coordinates. The equation can be rewritten as the following system u t + uu x + P x = 0, (2.1a)
It is not hard to check that the energy density u 2 +u 2 x fulfills the following transport equation
We denote y t (t, ξ) = u(t, y(t, ξ)) the characteristics and set
which corresponds to the Lagrangian velocity and the Lagrangian cumulative energy distribution, respectively. We set ζ(ξ) = y(ξ) − ξ. From the definition of the characteristics, it follows that
This last term can be expressed uniquely in term of U , y, and H. From (2.1b), we obtain the following explicit expression for P ,
Thus we have
and, after the change of variables z = y(t, η),
where the t variable has been dropped to simplify the notation. It turns out that y ξ (t, ξ) ≥ 0 for all t and almost every ξ, see Definition 2.1 and [18, Theorem 2.8].
Thus, P x •y is can be replaced by Q where and, slightly abusing the notation, we write
Thus P x •y and P •y can be replaced by equivalent expressions given by (2.6) and (2.7) which only depend on our new variables U , H, and y. From (2.2), it follows that
Finally, from (2.3) and (2.8), we infer that the Camassa-Holm equation is formally equivalent to the following system
We look at (2.9) as a system of ordinary differential equations in the Banach space
By a contraction argument we establish the short-time existence of solutions ([18, Theorem 2.3]). We have 10) and, differentiating (2.9) yields
The system (2.11) is semilinear with respect to the variables y ξ , U ξ and H ξ . Global solutions of (2.9) may not exist for all initial data in E. However they exist when the initial dataX = (ȳ,Ū ,H) belongs to the set G ([18, Theorem 2.8]) where G is defined as follows: 
where we denote y(ξ) = ζ(ξ) + ξ.
The proof of the global existence of the solution for initial data in G ([18, Theorem 2.8]) relies essentially on the fact that the set G is preserved by the flow, that is, if X(0) ∈ G, then X(t) ∈ G for all time t, for any solution X(t) of (2.9) with initial data in G ( [18, Lemma 2.7] ). We also have that, for almost every t, y ξ (t, ξ) > 0 for almost every ξ, which implies that for almost every t, ξ → y(t, ξ) is invertible [18] .
To obtain a semigroup of solution for (2.1), we have to consider the space D, which characterizes the solutions in Eulerian coordinates: Definition 2.2. The set D is composed of all pairs (u, µ) such that u belongs to H 1 (R) and µ is a positive finite Radon measure whose absolute continuous part, µ ac , satisfies
The set D allows the energy density to have a singular part and a positive amount of energy can concentrate on a set of Lebesgue measure zero. In [14] , the CamassaHolm equation is derived as a geodesic equation on the group of diffeomorphism equipped with a right-invariant metric. The right-invariance of the metric can be interpreted as an invariance with respect to relabeling as noted in [1] . This is a property that we also observe in our setting. We denote by G the subgroup of the group of homeomorphisms from R to R such that f − Id and f −1 − Id both belong to W 1,∞ (R) (2.14)
where Id denotes the identity function. The set G can be interpreted as the set of relabeling functions. Let F be the following subset of G
For the sake of simplicity, for any X = (y, U, H) ∈ F and any function f ∈ G, we denote
, and we denote by F/G the quotient space of F with respect to the action of the group G. The equivalence relation on F is defined as follows: For any X, X ∈ F, X and X are equivalent if there exists f ∈ G such that X = X • f , that is, if X and X are equal up to a relabeling. As proved in [18, Lemma 3.3] , F is preserved by the flow. Let us denote by S : F × R + → F the continuous semigroup which to any initial dataX ∈ F associates the solution X(t) of the system of differential equation (2.9) at time t. The CamassaHolm equation is invariant with respect to relabeling, that is,
for any initial data X ∈ F, any time t and any f ∈ F. Thus the mapS t from
is well-defined and it generates a continuous semigroup. The topology on F/G is defined by a complete metric which is derived from the E-norm restricted to F. In order to transport the continuous semigroup obtained in the Lagrangian framework (solutions in F/G) into the Eulerian framework (solutions in D), we want to establish a bijection between F/G and D. Let us denote by L : D → F/G the map transforming Eulerian coordinates into Lagrangian coordinates defined as follows: For any (u, µ) in D, let
We define L(u, µ) ∈ F/G to be the equivalence class of (y, U, H). In the other direction, we obtain µ, the energy density in Eulerian coordinates, by pushing forward by y the energy density in Lagrangian coordinates, H ξ dξ. Recall that the push-forward of a measure ν by a measurable function f is the measure f # ν defined as
Then (u, µ) belongs to D and is independent of the representative X = (y, U, H) ∈ F we choose for [X] . We denote by M : F/G → D the map which to any [X] in F/G associates (u, µ) as given by (2.17). The map M corresponds to the transformation from Lagrangian to Eulerian coordinates. In [18, Theorems 3.8, 3.11] , it is proven that the maps L and M are well-defined and that
Since F/G equipped with d F /G is a complete metric space, D equipped with the metric d D is a complete metric space. For each t ∈ R, we define the map T t from D to D as
We have the following commutative diagram:
Finally, we have the following main result from [18] .
2) defines a continuous semigroup of solutions of the Camassa-Holm equation, that is, given (ū,μ) ∈ D, if we denote t → (u(t), µ(t)) = T t (ū,μ) the corresponding trajectory, then u is a weak solution of the Camassa-Holm equation (2.1). Moreover µ is a weak solution of the following transport equation for the energy density
Furthermore, we have that
Remark 2.4. We denote the unique solution described in the theorem as a conservative weak solution of the Camassa-Holm equation.
Characterization of multipeakon solutions
Peakons are given by
where p i , q i satisfy the system of ordinary differential equationṡ
Note that (3.2) is a Hamiltonian system, viz.,
with Hamiltonian
Clearly, if the q i remain distinct, the system (3.2) allows for a global smooth solution. By inserting that solution into (3.1) we find that u is a global weak solution of the Camassa-Holm equation. See, e.g., [17] for details. In the case where p i (0) have the same sign for all i ∈ {1, . . . , n}, then the q i (t) remain distinct, and (3.2) admits a unique global solution, see [7, 11, 10, 17] . In this case, the peakons are traveling in the same direction. However, when two peakons have opposite signs, see, e.g., [5, 6] , collisions may occur, and if so, the system (3.2) blows up, or, more precisely, some of the p i blow up. Our aim is to use the variables (y, U, H) to characterize multipeakons in a way that avoids the problems related to blow up. In particular, we will derive a new system of ordinary differential equations for the multipeakon solutions which is well-posed even when collisions occur.
We consider initial dataū given bȳ
Without loss of generality, we assume that the p i are all nonzero, and that the ξ i are all distinct. From Theorem 2.3 we know that there exists a unique and global weak solution with initial data (3.3), and the aim is to characterize this solution explicitly. The most natural way to define a multipeakon is to say that, given a time t, there exist p i and ξ i such that u can be expressed in the form given in (3.1). However, the variables p i are not appropriate since they blow up at collisions. That is why we will prefer the following characterization of multipeakons. Given the position of the peaks x i and the values u i of u at the peaks, u is defined on each interval [x i , x i+1 ] as the solution of the Dirichlet problem
Clearly, the function (3.1) satisfies this for each fixed time t, but we will now show that this property persists for conservative solutions. A multipeakon is piecewise C ∞ with discontinuous first derivative at the peaks. From (3.2a), we infer thatq
which means that the peaks and therefore the discontinuities follow the characteristics. In this case, the Lagrangian point of view becomes very convenient, as the location of the peaks is known a priori. Let us prove thatX = (ȳ,Ū,H) given bȳ
. First we have to check thatX ∈ F. Sinceū is a multipeakon, from (3.3), we have thatū ∈ W 1,∞ (R)∩H 1 (R). Hence,Ū andH both belong to W 1,∞ (R) whileȳ −Id is identically zero. Due to the exponential decay ofū andū x and sinceH ξ ∈ L ∞ (R), we haveH ξ ∈ L 2 (R). The properties (2.12) are straightforward to check. Furthermore, it is not hard to check that
. We set A = R \ {ξ 1 , . . . , ξ n }. The functionsŪ andH belong to C 2 (A) (they even belong to C ∞ (A)). This property is preserved by the equation, as the next proposition shows.
, the solution X = (y, U, H) of (2.9) withX as initial data belongs to
Proof. We prove this proposition by repeating the contraction argument of [18, Theorem 2.3] , replacing E byĒ
The norm onĒ is given by
We have to prove that P : X → P and Q : X → Q are Lipschitz maps from bounded sets ofĒ into
for a constant C which only depends on C B . The derivative of Q is given by (2.10). When a map is Lipschitz on bounded sets, we will say that it is B-Lipschitz. It is not hard to prove that the products of two B-Lipschitz maps fromĒ into C(A) is also a B-Lipschitz map fromĒ into C(A). Hence, from (2.10), Q is B-Lipschitz fromĒ into C 1 (A). In the same way, we obtain the same result for P. We can compute the derivative of P ξ and Q ξ on A, and we obtain
Since Q ξξ and P ξξ are given as sums and products of B-Lipschitz maps fromĒ into C(A), we have that Q and P are B-Lipschitz fromĒ into C 2 (A). The system of equation (2.9) can be written in the condensed form
We can see that each component of F consist of products and sums of B-Lipschitz maps fromĒ into C 2 (A). Hence, F is B-Lipschitz fromĒ toĒ and, by the standard contraction argument, we obtain the short-time existence of solutions inĒ. As far as global existence is concerned, we know that, for initial data in
The system (3.7) is affine (it equals the sum of a linear transformation and a constant) with respect to y ξξ , U ξξ and H ξξ . Hence, on any time interval [0, T ), we have
where C is a constant that only depends on sup t∈[0,T ) X(t, · ) W 1,∞ (R) , which is bounded. Gronwall's lemma allows us to conclude that X(t, · ) W 2,∞ (A) does not blow up, and therefore the solution is globally defined inĒ.
Next we want to prove that the solution given by Theorem 2.3 with initial data (3.3) satisfies u−u xx = 0 between the peaks. Assuming that y ξ (t, ξ) = 0, we formally have
Hence,
and we are naturally led to analyze the quantity
For a given fixed ξ ∈ A, we differentiate (3.9) with respect to time and, after using (2.9), (2.11), and (3.7), we obtain
We differentiate (2.12c) with respect to ξ and get
After inserting the value of y ξ H ξξ given by (3.11) into (3.10) and multiplying the equation by y ξ , we get
Hence, by (2.12c),
Let us prove that A y ξ is C 1 in time (we recall that we keep ξ fixed in A). We have
After multiplying (3.11) by
, we obtain
). Hence, we can rewrite (3.14) as
for some polynomial J. Since X ∈ C 1 (R,Ē), we have X, X ξ and X ξξ are C 1 in time. Since X(t) remains in G for all t, from (2.12b), we have y ξ + H ξ > 0 and therefore 1/(y ξ + H ξ ) is C 1 in time. Hence, A/y ξ is C 1 in time. For any time t such that y ξ (t) = 0, that is, for almost every t (see [ for all time t and all ξ ∈ A.
Proposition 3.2. The energy µ admits a singular part µ s only when two peaks collide and the support of µ s corresponds to the points of collision of the peaks. Moreover, no more than two peaks can collide at the same time.
Proof. Let x be a singular point of µ. We claim that y −1 ({x}) then is a closed interval of length µ s ({x}). Let us prove this. For any ξ, from the definition (2.16a) of y, there exists an increasing sequence x i such that lim i→∞ x i = y(ξ) and
Since (−∞, x i ) is an increasing sequence of sets and (−∞, y(ξ)) = ∪ i∈N (−∞, x i ), we have lim i→∞ µ((−∞, x i )) = µ((−∞, y(ξ))), and it follows from (3.18) that
We setξ = µ((−∞, x)) + x and, using (3.19), it is not hard to prove thatξ is the smallest element of y −1 ({x}). Let ξ ∈ y −1 ({x}), by definition of y, there exists a decreasing sequence x i which converges to x such that
Letting i tend to infinity, we obtain
Hence, ξ ∈ [ξ,ξ + µ s ({x})] and y −1 ({x}) ⊂ [ξ,ξ + µ s ({x})]. Conversely, let us consider ξ ∈ [ξ,ξ + µ s ({x})]. Since y is increasing, y(ξ) ≥ y(ξ) = x. Assume that y(ξ) > x. Then, it follows from the definition of y that there exists x > x such that
Since x > x, we have
Hence,ξ − x + µ s ({x}) + x ≤ ξ which impliesξ + µ s ({x}) < ξ. This contradicts the fact that ξ ∈ [ξ,ξ + µ s ({x})]. Our claim is proved. This claim is a general result and does not depend on the multipeakon structure of the initial data. For solutions with multipeakon initial data, we have the following result. Lemma 3.3. If y ξ (t, ξ) vanishes at some pointξ in the interval (ξ i , ξ i+1 ), then y ξ (t, ξ) vanishes everywhere in (ξ i , ξ i+1 ).
Proof of Lemma 3.3. Let B be the set
The set B is not empty asξ ∈ B. Since y ξ (t, · ) ∈ C(A), B is closed (relatively in (ξ i , ξ i+1 )). Let us prove that B is also open. Take a point ξ 0 ∈ B. We have y ξ (t, ξ 0 ) = 0 and, by (2.12b), it implies H ξ (t, ξ 0 ) > 0. Since H ξ (t, · ) ∈ C(A), there exists an open interval I around ξ 0 such that H ξ (t, ξ) > 0 for all ξ ∈ I. After multiplying (3.17) by U ξ and using (2.12c), we obtain
We differentiate (2.12c) with respect to ξ and obtain
Inserting this into (3.20), we end up with an equation of the form
where f (ξ) is a continuous function of ξ. Since H ξ = 0 on I, we obtain
The unique solution of this ordinary differential equation where y ξ (ξ) plays the role of the unknown, is y ξ (ξ) = 0. Hence, y ξ (ξ) = 0 for all ξ ∈ I. This implies that I ⊂ B and therefore B is open. Thus B is an open and closed set, relatively in (ξ i , ξ i+1 ). Since (ξ i , ξ i+1 ) is a connected set, it implies that B = (ξ i , ξ i+1 ), which concludes the proof of the lemma.
Let us consider a time T when µ admits a singular point that we denote {x}. Then, the interval of strictly positive length y −1 ({x}) intersects A and there exists a pointξ ∈ (ξ i , ξ i+1 ) for some i ∈ {1, . . . , n} such that y ξ (T,ξ) = 0 (with the convention ξ 0 = −∞ and ξ n+1 = ∞). From Lemma 3.3, we get that [ξ i , ξ i+1 ] ⊂ y −1 ({x}). In particular, y(ξ i ) = y(ξ i+1 ) = x, which means that the point x where the energy concentrates, is located at the collision point between two peaks. We claim that
which in particular means that no other peak than the ones originating from ξ i and ξ i+1 can be found at x. Assume that (3.23) is not true, then, due to Lemma 3.3, y −1 ({x}) must take the form
where j ≤ i, k ≥ i + 1 and k − j ≥ 2. We introduceX = (ȳ,Ū,H) defined as y(ξ) = y(T, ξ),Ū (ξ) = U (T, ξ), and
so thatH is linear in (ξ j , ξ k ) and continuous. Since y ξ (T, ξ) = U ξ (T, ξ) = 0 and H ξ (T, ξ) > 0 in (ξ j , ξ j ), it is not hard to check that all the conditions (2.12) are fulfilled andX ∈ F. Let us look at X(T ) andX in Eulerian coordinates. We write
it is clear thatū = u. We have, using (2.17b),
Hence, for any Borel set A,
, which means that X(T ) andX are equivalent and there exists f ∈ F such that
The point is thatX is linear in (ξ j , ξ k ), and therefore it possesses a priori more regularity than X(T ) on this interval. IntroduceÃ = R \ {ξ 1 , . . . , ξ j , ξ k , . . . , ξ n }. We can solve (2.9) backward in time and, slightly abusing the notation, we denotē X(t) the solution which satisfiesX(T ) =X at time T . Proposition 3.1 gives us that
3 for all time t. Since X(T ) andX(T ) are equivalent and satisfy (3.24), by (2.15), we obtain that X(t) • f =X(t) for all time t. At time t = 0, it yields
. By definition, see (2.14), the derivative of f −1 is bounded. It implies that f ξ is bounded strictly away from zero, see [18, Lemma 3.2] for a detailed proof of this result. Hence, f ξ > 0 in (ξ j , ξ k ) and, by the implicit function theorem, f −1 belongs to C 2 ((ξ j , ξ k )). Hence,
also belongs to C 2 ((ξ j , ξ k )). This contradicts the fact that (ξ j , ξ k ) contains either ξ i or ξ i+1 , which are points where the derivative of u(0, ξ) is discontinuous.
Given (t, x) ∈ R + × R, there exists ξ, which may not be unique, such that x = y(t, ξ). If ξ ∈ A c , then x corresponds to the position of a peak. For ξ ∈ A, if y ξ (t, ξ) = 0, then, by Lemma 3.3, y ξ (t, ξ ) = 0 for all ξ ∈ (ξ i , ξ i+1 ) where i is such that ξ ∈ (ξ i , ξ i+1 ), and x again corresponds to a peak. If y ξ (t, ξ) = 0 then, using again Lemma 3.3, we have y ξ (t, ξ ) = 0 for all ξ ∈ (ξ i , ξ i+1 ). By the implicit function theorem, we obtain that y(t, · ) is invertible in (ξ i , ξ i+1 ) and its inverse is C 2 . It follows that u(t, x) = U (t, y −1 (t, x )) is C 2 with respect to the spatial variable and the quantity (u − u xx )(t, x) is defined in the classical sense. Moreover, by (3.17) and (3.8), we have
We summarize our results in the following theorem.
Theorem 3.4. Given an initial multipeakon solutionū(x) = n i=1 p i e −|x−ξi| , let (y, U, H) be the solution of the system (2.9) with initial data (ȳ,Ū ,H) given by (3.4). Between adjacent peaks, say x i = y(t, ξ i ) = x i+1 = y(t, ξ i+1 ), the solution u(t, x) is twice differentiable with respect to the space variable, and we have
We are now in position to start the derivation of a system of ordinary differential equations for multipeakons.
A system of ordinary differential equations for multipeakons
For each i ∈ {1, . . . , n}, we have, from (2.9),
where y i , u i , H i , P i and Q i denote y(t, ξ i ), U (t, ξ i ), H(t, ξ i ), P (t, ξ i ) and Q(t, ξ i ), respectively. For almost every t, the function y(t, · ) is invertible. We can make the change of variables x = y(t, ξ) so that P i and Q i can be rewritten as
2)
Theorem 3.4 gives us a priori the shape of u and allows us to express P i and Q i as a function of the variables u i , H i and y i only, thereby transforming (4.1) into a well-posed 3n-dimensional system of ordinary differential equations. For almost every time t, y ξ (t, ξ) > 0 for almost every ξ and ξ → y(t, ξ) is invertible, see Sect. 2 . From now on, we will consider such time t and omit it in the notation when there is no ambiguity. For such time, by Theorem 3.4, no peak coincide. From the same theorem, we know that between two adjacent peaks located at y i and y i+1 , u satisfies u − u xx = 0 and therefore u can be written as
The constants A i and B i depend on u i , u i+1 , y i and y i+1 and read
5)
where we for convenience have introduced the variables
The constants A i and B i uniquely determine u on the interval [y i , y i+1 ]. Thus, we can compute
At this point, we can get some more understanding of what is happening at a time of collision. Let t * be a time when the two peaks located at y i and y i+1 collide, i.e., such that lim t↑t * δy i (t) = 0. Since the solution u remains in H 1 for all time, the function u remains continuous so that we have lim t↑t * δu i = 0. Still, A i and B i may have a finite limit when t tends to t * . However, we know that the first derivative blows up (see [5] ), and this implies lim t↑t * B i = − lim t↑t * A i = ∞. Thus δu i tends to zero but slower than δy i . We can now be more precise: Letting t tend to t * in (4.8), we obtain, to first order in δy i , that
Recall that H and y are increasing functions, and therefore δH i and δy i are positive (δH i is even strictly positive in this case). Hence, we see that δu i tends to zero at the same rate as √ δy i . Let us now turn to the computation of P i as given by (4.2). This computation is quite long but not difficult. We will not give all the intermediate steps but enough so that a courageous reader will have no problems filling in the gaps. We start by writing u as
We have set y 0 = −∞, y n+1 = ∞, u 0 = u n+1 = 0, and A 0 = u 1 e −y1 , B 0 = 0, A n = 0, B n = u n e yn . We have
Inserting (4.9) into (4.2), we obtain
dx. (4.10)
We have
From (4.5) and (4.8), we get
and
Similarly, we obtain 
By using only trigonometric manipulations and the fact that κ 2 ij = 1, we get the following two identities
that we use to simplify (4.18). We end up with
for j = n. The term Q i can be computed in the same way. We have
dx, so that we end up with
where P ij is given by (4.20) .
We summarize the result in the following theorem.
Theorem 4.1. Given a multipeakon initial dataū, as given by
. . , n. Then, there exists a global in time solution (y i , u i , H i ) of (4.1), (4.19)-(4.21) with initial data (ȳ i ,ū i ,H i ). For each time t, we define u(t, x) as the solution of the Dirichlet problem u − u xx = 0 with boundary conditions u(t, y i (t)) = u i (t), u(t, y i+1 (t)) = u i+1 (t) on each interval [y i (t), y i+1 (t)]. Then, u is a conservative solution of the CamassaHolm equation, and we denote it the multipeakon solution.
The simplest cases can be computed explicitly, and for completeness we include the cases n = 1, 2. In addition we present the case n = 4 numerically (with and without collisions). and Q 1 = 0. Thus u 1 = c and y 1 = ct + a for constants a, c, and we finally find the familiar one peakon u(t, x) = ce −|x−ct−a| . Note that H 1 = c 2 is constant. However, we did not use the energy to compute the solution. This is a general result; when there is no collision, the first two equations in (4.1) decouple from the last one, and the energy equation is not needed.
(ii) Let n = 2. We will solve analytically the case of an antisymmetric pair of peakons when the two peakons collide. In this case, at the collision point the energy concentrates in a single point, see [5] . We take the origin of time equal to the time of collision. The initial conditions are
where E > 0 corresponds to the energy of the system. The solution remains antisymmetric. Let us assume this for the moment and write
and, since the total energy is preserved (H(t, ∞) is constant), we have δH 0 = δH 2 = 1 2 (E 2 − h). We compute P i and Q i using (4.19) and (4.21). After some calculations, we obtain that, whenever the solution is antisymmetric, P 1 = P 2 = P Global conservative multipeakon solutions 21 and Q 1 = −Q 2 = −Q where
8 ,
8 .
(4.23)
We are led to the following system of ordinary differential equations
with initial conditions y(0) = u(0) = 0 and h(0) = E 2 . This system can be solved and, after retrieving the original variables by (4.22), since the identities P 1 = P 2 and
is the unique solution of (4.1) and therefore it is antisymmetric. From (4.23), we get Q = 1 2 u 2 − P . Hence, h t = 4uQ = −4uu t and, after integration,
We insert this in (4.24) which yields the following second-order differential equation
with initial data y(0) = y t (0) = 0. We can get rid of the factor E 2 by rescaling the time variable, t → Et, and the equation we have to solve is
By a phase-plane analysis, one can prove that y t (t) < 0 for t < 0, y t (t) > 0 for t > 0 and y(t) > 0 for all t = 0. We make the change of variables z = e −2y and (4.25) becomes
We multiply the equation by z α z t where α is a constant to be determined and get
The term on the left is the derivative of z α z 2 t if α = − 5 2 . Taking this value for α, (4.28) can be integrated and we obtain, after some calculations,
where ε = sgn(t). We use the change of variables v = √ 1 − z and obtain v t = −ε/2(1 − v 2 ), which can be integrated and gives v(t) = ε tanh( t 2 ). Finally, going back to the original variables, we obtain
Note that the ordinary differential equation (4.30) does not satisfy the Lipschitz condition and therefore does not have a unique solution. However, the solution we are looking for is in fact the solution of the second-order ordinary differential equation
which is obtained from (4.27) by inserting (4.29), which is perfectly well-posed. It is not hard to check that the solution z(t) we obtained indeed satisfies (4.31). In Fig.  1c , we plot δH 0 , δH 1 , and δH 2 which represent the energy contained between −∞ and y 1 , y 1 and y 2 , y 2 and +∞, respectively. We see how the energy concentrates at collision time.
The case with two peakons has been computed by Wahlén [20] (see also [2, 3, 4] ). For completeness, we reproduce his results here. We have The results are plotted in Fig. 2 . Note that the characteristics do not intersect.
Consider finally the case when p i (0) is positive for i = 1, 2, 3, but p 4 (0) is negative. The system (4.1) of ordinary differential equations can be solved numerically.
a The expressions in (4.32) differ slightly from [20] where two different expressions are given for positive and negative time. This is due to the fact that a relabeling of the solution is implicitly made at collision time so that the two peaks interchange their role at that time. This has no consequence in the Eulerian picture and the resulting function u in Eulerian coordinates is in both cases a conservative solution of the Camassa-Holm equation. We use the explicit Runge-Kutta solver ode45 for ordinary differential equations from Matlab. In Fig. 3 , we present the results obtained for the initial data 
