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Abstract
In this paper we analyze the approximate and null controllability of the classical heat
equation with nonlinear boundary conditions of the form @y@n þ f ðyÞ ¼ 0 and distributed
controls, with support in a small set. We show that, when the function f is globally Lipschitz-
continuous, the system is approximately controllable. We also show that the system is locally
null controllable and null controllable for large time when f is regular enough and f ð0Þ ¼ 0:
For the proofs of these assertions, we use controllability results for similar linear problems and
appropriate ﬁxed point arguments. In the case of the local and large time null controllability
results, the arguments are rather technical, since they need (among other things) Ho¨lder
estimates for the control and the state.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let OCRN be a bounded connected open set whose boundary @O is regular
enough ðNX1Þ: Let OCO be a (small) nonempty open subset and let T40: We will
use the notation Q ¼ O ð0; TÞ and S ¼ @O ð0; TÞ and we will denote by nðxÞ
the outward unit normal to O at the point xA@O: In the sequel, g0 will stand for
the usual trace operator g0 : H
1ðOÞ/H1=2ð@OÞ: On the other hand, we will denote
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by C; C1; C2;y generic positive constants (usually depending on O; O; T and
possibly other data).
We will consider the heat equation with nonlinear Fourier (or Robin) conditions
@y
@t
 Dy ¼ v1O in Q;
@y
@n
þ f ðyÞ ¼ 0 on S;
yðx; 0Þ ¼ y0ðxÞ in O:
8>>><
>>:
ð1Þ
Here, we assume that vAL2ðO ð0; TÞÞ (at least), 1O is the characteristic function of
O; y0AL2ðOÞ and f : R/R is a given function. In (1), y ¼ yðx; tÞ is the state and
v ¼ vðx; tÞ is the control; it is assumed that we can act on the system only through
O ð0; TÞ:
For the existence, uniqueness, regularity and general properties of the solutions to
problems like (1), see for instance [1,2,7]. An illustrative interpretation of the data
and variables in (1) is the following. The function y ¼ yðx; tÞ can be viewed as the
relative temperature of a body (with respect to the exterior surrounding air). The
parabolic equation in (1) means that a heat source v1O acts on a part of the body. On
the boundary,  @y@n can be viewed as the normal heat flux, inwards directed, up to a
positive coefﬁcient. Thus, the equality
 @y
@n
¼ f ðyÞ
means that this ﬂux is a (nonlinear) function of the temperature. Accordingly, it is
reasonable to assume that f is nondecreasing and f ð0Þ ¼ 0:
Of course, the simpliﬁed linear model corresponds to the case
 @y
@n
¼ ay;
where a is a constant. For the reasons above, it is natural to assume that a40:
The main goal of this paper is to analyze the controllability properties of (1).
System (1) is said to be approximately controllable in L2ðOÞ at time T if, for any
y0; y1AL2ðOÞ and e40; there exist a control vAL2ðO ð0; TÞÞ and an associated
solution yAC0ð½0; T 	; L2ðOÞÞ satisfying
jjyð; TÞ  y1jjL2pe: ð2Þ
On the other hand, it will be said that system (1) is null controllable at time T if, for
each y0AL2ðOÞ; there exist vAL2ðO ð0; TÞÞ and an associated solution
yAC0ð½0; T 	; L2ðOÞÞ such that
yðx; TÞ ¼ 0 in O: ð3Þ
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The controllability properties of linear and semilinear time-dependent systems have
been studied intensively these last years, see for instance [8,10,14,16,21,22]. In this
paper, we will be concerned with (1), where the nonlinearity is in the boundary
condition. This is more difﬁcult to analyze than the cases considered in [6,8,10],
where the boundary condition is linear and the equations are of the form
@y
@t
 Dy þ FðyÞ ¼ v1O;
or
@y
@t
 Dy þ Fðy;ryÞ ¼ v1O:
In order to justify this assertion, let us consider the following relatively simple
system, one-dimensional in space
@y
@t
 @
2y
@x2
¼ v1ða;bÞ in ð0; 1Þ  ð0; TÞ;
 @y
@x
þ a0y
 
ð0; tÞ ¼ @y
@x
þ a1y
 
ð1; tÞ ¼ 0 for tAð0; TÞ;
yðx; 0Þ ¼ y0ðxÞ in ð0; 1Þ:
8>>><
>>>:
ð4Þ
Here, we assume that 0oaobo1 and a0 and a1 are given in C0ð½0; T 	Þ (for instance).
Let us introduce the function a˜; with
a˜ðx; tÞ ¼ a0ðtÞx þ ða0ðtÞ þ a1ðtÞÞ x
2
2
and the new variable z; with
z ¼ ea˜ðx;tÞy:
Then y solves (4) for some vAL2ðða;bÞ  ð0; TÞÞ and y0AL2ð0; 1Þ if and only if z
satisﬁes
@z
@t
 Lz  @a˜
@t
z ¼ ea˜ðx;tÞv1ða;bÞ in ð0; 1Þ  ð0; TÞ;
@z
@x
ð0; tÞ ¼ @z
@x
ð1; tÞ ¼ 0 for tAð0; TÞ;
zðx; 0Þ ¼ ea˜ðx;0Þy0ðxÞ in ð0; 1Þ;
8>>><
>>:
ð5Þ
where we have set
Lz ¼ @
2z
@x2
 2 @a˜
@x
@z
@x
 @
2a˜
@x2
z þ @a˜
@x
 2
z:
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Therefore, the approximate (resp. null) controllability of (4) is equivalent to the
approximate (resp. null) controllability of a linear heat equation with a possibly
singular coefﬁcient @a˜@t in the zero-order term, completed with homogeneous
Neumann conditions. This indicates that the case under study in this paper is
indeed more intrincate.
Remark 1. Recall that the linear heat equation completed with terms of the form
B  ry and Dirichlet boundary conditions has been considered in [12]. There, null
controllability is established under the assumption BALNðQÞN : The proof relies on
an appropriate Carleman estimate for the solutions of the adjoint equation
 @j
@t
 Djr  ðjBÞ ¼ 0:
Trying to apply the same techniques to (5), we readily see that what is needed is a
Carleman estimate for the solutions to the equation
 @
@t
ðð1þ a˜ÞjÞ  Lj ¼ 0 in ð0; 1Þ  ð0; TÞ;
where L is the adjoint of L: But this seems much more complicate.
The ﬁrst main result in this paper concerns the approximate controllability of (1).
It is the following:
Theorem 2. Assume that f : R/R is globally Lipschitz-continuous and T40: Then
(1) is approximately controllable in L2ðOÞ at time T :
Notice that, under these assumptions, using standard arguments, it can be shown
that for each y0AL2ðOÞ and each vAL2ðO ð0; TÞÞ the nonlinear system (1)
possesses exactly one solution y that satisﬁes
yAL2ð0; T ; H1ðOÞÞ-C0ð½0; T 	; L2ðOÞÞ; @y
@t
AL2ð0; T ; H1ðOÞÞ: ð6Þ
Remark 3. The global null controllability of (1) for a globally Lipschitz-continuous
function f without any assumption on the size and regularity of y0 is an open
problem. In fact, at present, this is an unsolved question even for similar linear
systems, when the nonlinear boundary Fourier condition in (1) is replaced by
@y
@n
þ aðx; tÞy ¼ 0 on S: ð7Þ
Indeed, if the coefﬁcient a is only assumed to be in LNðSÞ (and this seems to be the
natural assumption), the null controllability of the system is unknown (see [11] and
Remark 15 in Section 3).
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In order to state our second main result, it will be convenient to introduce some
notation. For a; bA½0; 1Þ; Ca;bð %QÞ will stand for the space formed by all functions
uAC0ð %QÞ such that
½u	a;b ¼ sup
%Q
juðx; tÞ  uðx0; tÞj
jx  x0ja þ sup%Q
juðx; tÞ  uðx; t0Þj
jt  t0jb
oþN:
The natural norm in Ca;bð %QÞ is
jjujja;b ¼ jjujjLNðQÞ þ ½u	a;b:
With this norm, Ca;bð %QÞ is a Banach space.
The second main result in this paper concerns the local null controllability of (1).
It is the following:
Theorem 4. Assume that fAC3ðRÞ and f ð0Þ ¼ 0: Then we can find a positive Z ¼
ZðO;O; a; TÞ with the following property: If we have y0AC2það %OÞ for some aAð0; 1Þ;
the compatibility condition
@y0
@n
þ f ðy0Þ ¼ 0 on @O ð8Þ
is fulfilled and jjy0jjC2það %OÞpZ; there exists a control vACa;a=2ð %QÞ such that the
associated solution y of (1) satisfies (3).
This theorem indicates that the nonlinear system (1) is locally null controllable
when f is regular enough and vanishes at 0: It will be clear from the proof that the
same local property holds when f is C3 just in a neighborhood of 0:
Our third main result deals with the case in which f is nondecreasing. It is a
consequence of Theorem 4 and reads as follows:
Theorem 5. Assume that fAC4ðRÞ; f ð0Þ ¼ 0 and f 0ðsÞX0 for all sAR: Then (1) is null
controllable in large time intervals. In other words, for every y0AL2ðOÞ there exist
T ¼ Tðy0Þ and vAL2ðO ð0; Tðy0ÞÞÞ such the associated solution to (1) satisfies (3).
Again, it will be noticed in the proof of this result that f has only to be C4 in a
neighborhood of 0:
The rest of this paper is organized as follows. In Section 2, we prove Theorem 2. It
will be seen that the proof relies on an approximate controllability result for a linear
system similar to (1) where the boundary condition is again of the kind (7) and an
appropriate ﬁxed point argument. In Section 3, we give the proof of Theorem 4. In
this case, we have to introduce and estimate controls in a much more regular space
(in fact, this is the reason the argument works only when y0 is sufﬁciently close to
zero). Section 4 deals with the proof of Theorem 5. This is achieved in several steps:
we start from y0 at t ¼ 0 and we ﬁrst choose a control such that the associated state
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becomes small in the C2þa-norm at t ¼ T for T large enough; then we apply
Theorem 4 and we ﬁnd a control that leads the state to zero at a time Tðy0Þ4T:
Finally, in Section 5 we make some comments.
2. Proof of the approximate controllability result
This section is devoted to prove Theorem 2. As usual, the proof relies on an
approximate controllability result for similar linear problems and a ﬁxed point
argument. This strategy was introduced in [21], in the framework of the
controllability of the semilinear wave equation. See also [8,10] for similar results
concerning the semilinear heat equation with Dirichlet boundary conditions.
2.1. The approximate controllability of similar linear problems
We consider the following linear system:
@y
@t
 Dy ¼ v1O in Q;
@y
@n
þ aðx; tÞy ¼ 0 on S;
yðx; 0Þ ¼ 0 in O;
8>><
>>:
ð9Þ
where the coefﬁcient aALNðSÞ: For each vAL2ðO ð0; TÞÞ; (9) possesses exactly one
solution y satisfying (6).
We have the following result:
Lemma 6. Assume that T40 and aALNðSÞ: Then (9) is approximately controllable in
L2ðOÞ at time T : In other words, for each z1AL2ðOÞ and each e40; there exists a
control vAL2ðO ð0; TÞÞ such that the corresponding solution of (9) satisfies
jjyð; TÞ  z1jjL2ðOÞpe: ð10Þ
Furthermore, the control v can be found such that
jjvjjL2ðOð0;TÞÞpC1ðO;O; T ; e; jjajjLNðSÞ; jjz1jjL2Þ; ð11Þ
where C1ðO;O; T ; R; jjz1jjL2Þ is nondecreasing in R:
Proof (Sketch). For the proof, we will adapt the arguments in [8] (more details are
given in [5]).
Let T40 and aALNðSÞ be given. We will use the well-known fact that
the approximate controllability of the linear problem (9) is equivalent to the
unique continuation property for the solutions to the following adjoint system
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(where j0AL2ðOÞ):
 @j
@t
 Dj ¼ 0 in Q;
@j
@n
þ aðx; tÞj ¼ 0 on S;
jðx; TÞ ¼ j0ðxÞ in O:
8>><
>>>:
ð12Þ
That is to say, (9) is approximately controllable in L2ðOÞ at time T if and only if the
following holds:
If j0AL2ðOÞ; j is the associated solution to (12) and we have j ¼ 0 in O ð0; TÞ;
then j  0:
It is clear that this property holds. Actually, we have a much stronger result in which
the boundary conditions play no role:
If jAL2locðQÞ ( for instance), @j@t  Dj ¼ 0 in Q and we have j ¼ 0 in O ð0; TÞ;
then j  0:
In fact, this is also true for much more general parabolic equations, see for
instance [20]. Thus, if z1 is given in L2ðOÞ and e40 is ﬁxed, there exist controls
vAL2ðO ð0; TÞÞ such that the corresponding solution of (9) satisﬁes (10).
It is also clear that v can be chosen of minimal L2-norm. Let us introduce the
functional Jeð ; a; z1Þ; with
Jeðj0 ; a; z1Þ ¼ 1
2
Z Z
Oð0;TÞ
jjj2 dx dt þ ejjj0jjL2  ðz1;j0ÞL2 ð13Þ
for all j0AL2ðOÞ; where j is the associated solution of (12). This is a continuous and
strictly convex functional on L2ðOÞ: Furthermore, using the previous unique
continuation property, it can be proved that Jeð ; a; z1Þ is coercive on L2ðOÞ: Assume
the minimum is attained at #j0: We can then take
vˆ ¼ #jjOð0;TÞ;
where #j is the solution to (12) for j0 ¼ #j0: This control vˆ is such that (10) holds.
Moreover, vˆ is the unique control with the following property: If v is another control
such that the solution of (9) satisﬁes (10), then
jjvˆjjL2ðOð0;TÞÞpjjvjjL2ðOð0;TÞÞ:
We can now argue as in [8] to deduce that vˆ satisﬁes (11) for some C1 ¼
C1ðO;O; T ; R; jjz1jjL2Þ that is nondecreasing in R: In fact, we have the following
stronger result, whose proof is essentially based on the arguments of [8].
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Lemma 7. Let F : LNðSÞ  L2ðOÞ/L2ðOÞ be given by Fða; y1Þ ¼ #j0; where #j0 is the
unique minimizer of Jeð ; a; y1Þ in L2ðOÞ: If B is a bounded subset of LNðSÞ and K
is a compact subset of L2ðOÞ; then FðB  KÞ is a bounded subset of L2ðOÞ: Moreover,
if am-a weakly- in LNðSÞ and y1m-y1 strongly in L2ðOÞ; then #j0m- #j0 weakly
in L2ðOÞ:
This ends the proof of Lemma 6. &
2.2. Proof of Theorem 2. The fixed point argument
We will ﬁrst consider the case in which f is C1 in ð1; 1Þ: Let us take y0; y1AL2ðOÞ
and e40: We denote by g the following function:
gðsÞ ¼
f ðsÞ  f ð0Þ
s
if sa0;
f 0ð0Þ if s ¼ 0:
8<
: ð14Þ
Then g is continuous and uniformly bounded (because f is globally Lipschitz-
continuous) and we have
jgðsÞjpL 8sAR: ð15Þ
Let us introduce the mapping G : L2ðSÞ/L2ðSÞ as follows: For each zAL2ðSÞ; we
put GðyzÞ ¼ g0yz ; where yz ¼ uz þ wz ; uz is the solution of
@uz
@t
 Duz ¼ 0 in Q;
@uz
@n
þ gðzÞuz ¼ f ð0Þ on S;
uzðx; 0Þ ¼ y0ðxÞ in O
8>>><
>>:
ð16Þ
and wz is (together with vz) the solution to the approximate controllability
problem
@wz
@t
 Dwz ¼ vz1O in Q;
@wz
@n
þ gðzÞwz ¼ 0 on S;
wzðx; 0Þ ¼ 0 in O;
jjwzð ; TÞ  ðy1  uzð ; TÞÞjjL2pe
8>>>><
>>>>:
ð17Þ
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furnished by Lemma 6 (thus, vz is the unique minimal L
2-norm control for which the
inequality jjwzð ; TÞ  ðy1  uzð ; TÞÞjjL2pe is satisﬁed). We then have
@yz
@t
 Dyz ¼ vz1O in Q;
@yz
@n
þ gðzÞyz ¼ f ð0Þ on S;
yzðx; 0Þ ¼ y0ðxÞ in O;
8>><
>>>:
jjyzð ; TÞ  y1jjL2pe
and
jjvzjjL2ðOð0;TÞÞpC1ðO;O; T ; e; L; jjy1  uzð ; TÞjjL2Þ:
We will see that Schauder’s theorem can be applied to G: This will serve to deduce
that G possesses a ﬁxed point and will sufﬁce to prove Theorem 2 in this case.
Let us ﬁrst check that G is a compact mapping. The systems in (16) and (17) are
linear. In view of (15), gðzÞ is uniformly bounded in LNðSÞ: Thanks to the
regularizing effect of the heat equation, we can afﬁrm that uz belongs to a ﬁxed
compact set of L2ðQÞ and uzð ; TÞ belongs to a ﬁxed compact set of L2ðOÞ as z runs
over L2ðSÞ:
Let us put z1 ¼ y1  uzð ; TÞ and consider the functional Jeð ; gðzÞ; z1Þ (given by
(13) with a ¼ gðzÞ). We have
vz ¼ #jjOð0;TÞ;
where #j is the solution of (12) associated to the ﬁnal data #j0; the unique minimizer in
L2ðOÞ of Jeð ; gðzÞ; z1Þ: In view of Lemma 7, #j0 is uniformly bounded in L2ðOÞ
(independently of z). Accordingly, the associated solution #j belongs to a compact set
in L2ðQÞ and, in particular, vz belongs to a compact set of L2ðO ð0; TÞÞ:
Since the right-hand side of (17) is vz1O ; we can afﬁrm that the corresponding
solution wz belongs to a bounded set of L
2ð0; T ; H1ðOÞÞ; with the time derivative
@wz=@t in a bounded set of L
2ð0; T ; H1ðOÞÞ (among other things). Thus, wz belongs
to a compact set of L2ðQÞ:
For simplicity of notation, let us put
Y ¼ yAL2ð0; T ; H1ðOÞÞ: @y
@t
AL2ð0; T ; H1ðOÞÞ
 	
:
Notice that Y is a Hilbert space for the natural norm
jjyjjY ¼ ðjjyjj2L2ðH1Þ þ jjyjj2L2ðH1ÞÞ1=2:
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Taking into account that yz ¼ uz þ wz; we deduce that yz lies in a bounded set of Y :
Since H1ðOÞ is compactly embedded in HsðOÞ for all so1; the embedding
Y+L2ð0; T ; HsðOÞÞ is compact for all so1: Consequently,
yz belongs to a compact set of L
2ð0; T ; HsðOÞÞ for all so1:
We will now use the following results:
* If wAHsðOÞ with s41=2; we can deﬁne the trace g0w ¼ wj@O as an element of
Hs1=2ð@OÞ and we have that w/g0w is a linear continuous mapping from HsðOÞ
into Hs1=2ð@OÞ; cf. [17].
* For each s41=2; the embedding L2ð0; T ; Hs1=2ð@OÞÞ+L2ðSÞ is continuous.
* In particular, we deduce that g0yz belongs to a compact set of the space
L2ð0; T ; Hs1=2ð@OÞÞ for each sAð1=2; 1Þ:
This proves that G is a (compact) mapping that maps the whole space L2ðSÞ into a
compact set of L2ðSÞ:
Now, let us see that G is also continuous. Let fzkg be a sequence in L2ðSÞ
such that
zk-z in L
2ðSÞ:
Our aim is to prove that
GðzkÞ-GðzÞ in L2ðSÞ:
Let us set GðzkÞ ¼ g0yk for all k: Recall that yk ¼ uk þ wk is, together with some vk; a
solution to the controllability problem
@yk
@t
 Dyk ¼ vk1O in Q;
@yk
@n
þ gðzkÞyk ¼ f ð0Þ on S;
ykðx; 0Þ ¼ y0ðxÞ in O;
jjykð ; TÞ  y1jjL2pe;
8>>>><
>>>>:
constructed as above. We are going to prove that g0yk converges strongly in L
2ðSÞ to
GðzÞ: Obviously, it will sufﬁcient to check this for a subsequence.
Since zk converges to z in L
2ðSÞ and the function g is continuous, we deduce that
there exists a subsequence zm such that
zm-z a:e: in S;
gðzmÞ-gðzÞ weakly-  in LNðSÞ and a:e: ð18Þ
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On the other hand, at least for a subsequence fvmg; we must also have
vm-vz strongly in L
2ðO ð0; TÞÞ: ð19Þ
To prove this, it sufﬁces to argue in a similar way as we did when the compactness of
G was shown. More precisely, let us recall that ym ¼ um þ wm and let us observe that,
at least for a new subsequence, we have
um-uz weakly in L
2ð0; T ; H1ðOÞÞ;
@um
@t
-
@uz
@t
weakly in L2ð0; T ; H1ðOÞÞ
and
umð ; TÞ-uzð ; TÞ strongly in L2ðOÞ: ð20Þ
Taking into account (18), (20) and Lemma 7, we deduce at once that the
corresponding #j0m satisfy
#j0m- #j
0
z strongly in L
2ðOÞ:
Accordingly, the associated solutions of (12) satisfy
#jm- #jz strongly in L2ðQÞ;
which implies (19).
It is now clear that the functions wm satisfy
wm-wz weakly in L
2ð0; T ; H1ðOÞÞ;
@wm
@t
-
@wz
@t
weakly in L2ð0; T ; H1ðOÞÞ:
Thus, we have
ym-yz weakly in L
2ð0; T ; H1ðOÞÞ;
@ym
@t
-
@yz
@t
weakly in L2ð0; T ; H1ðOÞÞ
and
g0ym-g0yz strongly in L
2ðSÞ;
i.e. GðzmÞ-GðzÞ strongly in L2ðSÞ: This proves that G is continuous.
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In view of Schauder’s theorem, the mapping G possesses at least one ﬁxed point y
satisfying
@y
@t
 Dy ¼ v1O in Q;
@y
@n
þ gðyÞy ¼ f ð0Þ on S;
yðx; 0Þ ¼ y0ðxÞ in O; jjyð ; TÞ  y1jjL2pe
8>><
>>>:
for some vAL2ðO ð0; TÞÞ: Recall that
jjvjjL2ðOð0;TÞÞpC2;
where C2 only depends on O; O; T ; e; jjgjjLNðRÞ ; j f ð0Þj; jjy0jjL2 and jjy1jjL2 : This
proves the desired result when f is C1 in ð1; 1Þ:
Let us now assume that f : R/R is (only) a globally Lipschitz-continuous
function. Using the convolution product, we can easily construct a sequence of
functions fm which are C
1 in ð1; 1Þ; uniformly globally Lipschitz-continuous and
satisfy
fm-f uniformly on the compact sets of R:
For each mX1; we can argue as before. This provides controls vmAL2ðO ð0; TÞÞ
and states ym satisfying
@ym
@t
 Dym ¼ vm1O in Q;
@ym
@n
þ fmðymÞ ¼ f ð0Þ on S;
ymðx; 0Þ ¼ y0ðxÞ in O
8>>><
>>:
ð21Þ
and
jjymð ; TÞ  y1jjL2pe:
Since the functions fm are uniformly globally Lipschitz-continuous, it can be
assumed that the controls vm are uniformly bounded in L
2ðO ð0; TÞÞ: Arguing as in
the case of regular data, we deduce (eventually after extracting a subsequence) that
vm-v weakly in L
2ðO ð0; TÞÞ;
ym-y weakly in L
2ð0; T ; H1ðOÞÞ; weakly-  in LNð0; T ; L2ðOÞÞ;
@ym
@t
-
@y
@t
weakly in L2ð0; T ; H1ðOÞÞ;
g0ym-g0y strongly in L
2ðSÞ:
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Hence, passing to the limit in (21) as m-þN; we ﬁnd a control vAL2ðO ð0; TÞÞ
such that (1) possesses a solution y satisfying (2). This ends the proof of
Theorem 2.
Remark 8. Many variants and generalizations of Theorem 2 can be proved in a
similar way:
* Thus, following the ideas in [8], we can construct quasi-bang–bang controls that
lead the solution to (1) from y0 to a state as close as we want to y1:
* We can also consider systems of the form
@y
@t
 Dy þ FðyÞ ¼ v1O in Q;
@y
@n
þ f ðyÞ ¼ 0 on S;
yðx; 0Þ ¼ y0ðxÞ in O;
8>><
>>>:
where f and F are globally Lipschitz-continuous functions. With arguments
similar to those above, it can be proved that this system is again approximately
controllable in L2ðOÞ at any time T40:
* We can even permit in the previous equation nonlinear terms of the form
Fðy;ryÞ:
* Another interesting generalization of Theorem 2 concerns simultaneous ﬁnite
dimensional and approximate controllability. More precisely, under the assump-
tions of Theorem 2, the following holds: Let ECL2ðOÞ be a ﬁnite dimensional
subspace and let us denote byP the corresponding orthogonal projector; then, for
any y0; y1AL2ðOÞ and any e40; there exist a control vAL2ðO ð0; TÞÞ and an
associated solution yAC0ð½0; T 	; L2ðOÞÞ satisfying
jjyð; TÞ  y1jjL2pe and Pðyð; TÞÞ ¼ Pðy1Þ: ð22Þ
This controllability property was introduced and analyzed in [23] for
semilinear heat equations with Dirichlet boundary conditions. For the
proof of the previous assertion, it sufﬁces to adapt the arguments in that
reference.
3. Proof of the local null controllability result
The main goal of this section is to prove Theorem 4. As in the previous section, we
will begin by analyzing the situation for similar linear problems.
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3.1. Some previous results for a linear problem
We will consider here the linear system
@y
@t
 Dy ¼ v1O in Q;
@y
@n
þ aðx; tÞy ¼ 0 on S;
yðx; 0Þ ¼ y0ðxÞ in O;
8>>><
>>>:
ð23Þ
where (at least) aALNðSÞ and y0AL2ðOÞ:
In the sequel, we will denote by at the time derivative of a: The null controllability
of (23) is ensured by the following result:
Theorem 9. Assume that aALNðSÞ; atALNðSÞ and y0AL2ðOÞ: Then (23) is null
controllable with controls vACNð %QÞ furthermore satisfying
jjvjjCcð %QÞpC3ðO;O; T ; c; jjajjLNðSÞ; jjatjjLNðSÞÞ jjy0jjL2 ð24Þ
for all integer cX0:
Proof. The null controllability of (23) with controls in L2ðO ð0; TÞÞ is essentially
proved in [11]. In this reference, the authors assume in fact that aAC1ð %SÞ; but the
argument works as well under the assumptions we have made above. We will provide
here a different proof which leads to an improvement of the regularity of the control.
Our goal is to prove that, under the previous assumptions for a; (23) is null
controllable with regular controls. For convenience, we will ﬁrst perform a change of
variable. Thus, let yACNð½0; T 	Þ be such that
0pyp1; y ¼ 1 near t ¼ 0 and y ¼ 0 near t ¼ T :
Let us put y ¼ yðtÞq þ w; where q is the solution of
@q
@t
 Dq ¼ 0 in Q;
@q
@n
þ aðx; tÞq ¼ 0 on S;
qðx; 0Þ ¼ y0ðxÞ in O:
8>><
>>>:
ð25Þ
Then we have
@w
@t
 Dw ¼ y0ðtÞqðx; tÞ þ v1O in Q;
@w
@n
þ aðx; tÞw ¼ 0 on S;
wðx; 0Þ ¼ 0 in O:
8>><
>>>:
ð26Þ
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The control v which gives the null controllability of (26) also provides the null
controllability of (23) (and vice versa). So, we want to ﬁnd v ¼ vðx; tÞ with support in
O ½0; T 	 such that
wðx; TÞ ¼ 0 in O: ð27Þ
In a ﬁrst step, we will construct a control v˜ in L2ðO ð0; TÞÞ with this property.
Then, using the regularizing property of the heat equation, we will be able to ﬁnd a
more regular control v such that (27) also holds.
First of all, let us recall from [11] a global Carleman inequality for the adjoint
system (12). To this end, let us introduce a nonempty open set O0 satisfying O0CCO
and a function a0 ¼ a0ðxÞ satisfying a0AC4ð %OÞ and
a040 in O; a0 ¼ 0 on @O and ra0a0 in O\O0:
The existence of such a function a0 is justiﬁed in [11]. One has the following:
Lemma 10. Assume that aALNðSÞ and atALNðSÞ: There exists a positive number l1
depending on O; O; T ; jjajjLNðSÞ and jjatjjLNðSÞ; with the following property: For each
lXl1; there exist positive constants C and s1; again depending on O; O; T ; jjajjLNðSÞ
and jjatjjLNðSÞ; such thatZ Z
Q
ðe2sa þ e2s*aÞt3ðT  tÞ3jjj2 dx dt
pC
Z Z
O0ð0;TÞ
ðe2sa þ e2s*aÞt3ðT  tÞ3jjj2 dx dt
for all sXs1: Here, j is the solution of (12) associated to j0AL2ðOÞ and the functions
a ¼ aðx; tÞ and *a ¼ *aðx; tÞ are given by
aðx; tÞ ¼ e
2ljja0jjN  ela0
tðT  tÞ ; *aðx; tÞ ¼
e2ljja0jjN  ela0
tðT  tÞ :
For the proof of this result, see [11]. We can now deduce an observability estimate
for the solutions to (12) whose proof is postponed to the end of this paragraph.
Lemma 11. There exist positive constants C4 and M depending on O; O; T ; jjajjLNðSÞ
and jjatjjLNðSÞ such thatZ Z
Q
e
M
Ttjjj2 dx dtpC4
Z Z
O0ð0;TÞ
jjj2 dx dt ð28Þ
for any j0AL2ðOÞ:
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Arguing as in [9], we can deduce from (28) that (26) is null controllable with L2-
controls supported in %O0  ½0; T 	: More precisely, let y0AL2ðOÞ be given and let us
introduce the functional Keð ; aÞ; with
Keðj0 ; aÞ ¼ 1
2
ZZ
O0ð0;TÞ
jjj2 dx dt þ ejjj0jjL2 
ZZ
Q
y0ðtÞqj dx dt
8j0AL2ðOÞ
8><
>:
(recall that q is the solution to (25)). Then Keð ; aÞ is continuous, strictly convex and
coercive in L2ðOÞ: This is due to the unique continuation property of the solutions to
the adjoint system (12).
Let j0e be the unique minimizer of Keð ; aÞ and let je be the associated solution to
(12). Then the control ve ¼ jejO0ð0;TÞ is such that the corresponding solution we to
(26) (with O replaced by O0) satisﬁes
jjweð ; TÞjjL2pe:
On the other hand, thanks to the fact that y0 ¼ 0 near t ¼ T ; we have
Z Z
Q
e
M
Ttjy0ðtÞqj2 dx dt
 1=2
pCjjy0jjL2 ð29Þ
for some C depending only on O; O; T ; jjajjLNðSÞ and jjatjjLNðSÞ: Then the optimality
conditions satisﬁed by j0e giveZ Z
O0ð0;TÞ
jjej2 dx dt þ ejjj0e jjL2
¼
Z Z
Q
y0ðtÞqje dx dt
p
Z Z
Q
e
M
Ttjy0ðtÞqj2 dx dt
 1=2 Z Z
Q
e
M
Ttjjej2 dx dt
 1=2
:
Therefore, from estimates (28) and (29), we easily ﬁnd that
jjvejjL2ðO0ð0;TÞÞ ¼
Z Z
O0ð0;TÞ
jjej2 dx dt
 !1=2
pCjjy0jjL2 ;
for a new constant C only depending on O; O; T ; jjajjLNðSÞ and jjatjjLNðSÞ :
Thus, at least for a subsequence, we have ve-v˜ weakly in L
2ðO0  ð0; TÞÞ: In this
way, we have found a control v˜ that vanishes outside O0  ð0; TÞ; satisﬁes
jjv˜jjL2ðO0ð0;TÞÞpCðO;O; T ; jjajjLNðSÞ; jjatjjLNðSÞÞ jjy0jjL2 ð30Þ
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and is such that the solution to (26) associated to v˜ satisﬁes (27). Obviously, this
proves that (23) is null controllable with controls in L2ðO0  ð0; TÞÞ:
Let us ﬁnally indicate the way we can obtain from v˜ a second (regular) control v
with similar properties.
Let us introduce a CN function x ¼ xðxÞ such that
x ¼ 1 in a neighborhood of O0 and xADðOÞ:
Let us set w ¼ ð1 xÞw˜; where w˜ is the solution to (26) associated to v˜: Then w is the
solution of
@w
@t
 Dw ¼ y0ðtÞqðx; tÞ þ v1O in Q;
@w
@n
þ aðx; tÞw ¼ 0 on S;
wðx; 0Þ ¼ 0; wðx; TÞ ¼ 0 in O;
8>><
>>>:
where
v ¼ xðxÞy0ðtÞq þ 2rx  rw˜ þ ðDxÞw˜:
We have therefore built a new control v which provides the null controllability
of (23).
In view of the interior regularity properties for the solution of (25), we have
qACNðO0  ðe; TÞÞ
and
jjqjj
CcðO0ðe;TÞÞpCðO;O0; e; T ; c; jjajjLNðSÞÞ jjy0jjL2 ð31Þ
for any integer cX0; any e40 and any open set O0CCO: Using this fact, the interior
regularity properties satisﬁed by w˜ (the solution to (26) for v ¼ v˜) and the fact that x
is constant in a neighborhood of O0 and outside O; we have that vACNð %QÞ; estimates
(24) hold and, obviously, the associated solution to (26) satisﬁes (27). This ends the
proof of Theorem 9. &
Proof of Lemma 11. Let us ﬁrst apply Lemma 10 in the time interval ½T=4; T 	 for
ﬁxed and sufﬁciently large l and s: We obtainZ Z
OðT=4;TÞ
ðe2sa þ e2s*aÞt3ðT  tÞ3jjj2 dx dt
pC
Z Z
O0ð0;TÞ
ðe2sa þ e2s*aÞt3ðT  tÞ3jjj2 dx dt: ð32Þ
In view of the form of the weight functions in (32), we can easily deduce that
there exist positive constants K1 and M depending only on O; O; T ; jjajjLNðSÞ
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and jjatjjLNðSÞ such thatZ Z
OðT=4;TÞ
e
M
Ttjjj2 dx dtpK1
Z Z
O0ð0;TÞ
jjj2 dx dt: ð33Þ
On the other hand, multiplying (12) by j and integrating in O; we get
 1
2
d
dt
Z
O
jjj2 dx þ
Z
O
jrjj2 dxp jjajjLNðSÞ
Z
@O
jjj2 ds
p
Z
O
jrjj2 dx þ CðjjajjLNðSÞÞ
Z
O
jjj2 dx
for every t40: From these inequalities, it is immediate thatZ Z
Oð0;T=4Þ
jjj2 dx dtpeCðT ;jjajjLNðSÞÞ
Z Z
OðT=4;T=2Þ
jjj2 dx dt
and we also ﬁnd thatZ Z
Oð0;T=4Þ
jjj2 dx dtpeCðT ;jjajjLNðSÞÞþ2M=T
Z Z
OðT=4;T=2Þ
e
M
Ttjjj2 dx dt:
Using (33), we see thatZ Z
Oð0;T=4Þ
jjj2 dx dtpK2
Z Z
O0ð0;TÞ
jjj2 dx dt; ð34Þ
where K2 ¼ K1 expðCðT ; jjajjLNðSÞÞ þ 2M=TÞ: Now, from (33) and (34), the desired
observability estimate (28) follows with C4 ¼ K1 þ K2: This ends the proof. &
Remark 12. It is possible to ﬁnd an estimate of the constant in (30) that is explicit in
jjajjLNðSÞ and jjatjjLNðSÞ: This can be made arguing as in [9], using sharp estimates of
the constants l1 and s1 in the Carleman inequality in Lemma 10. All this yields the
following estimate of the cost Cðy0Þ of the null controllability of (23) with controls in
L2ðO ð0; TÞÞ:
Cðy0ÞpeCðO;OÞ 1þTþ1Tþjjajj2LNðSÞþjjatjjLNðSÞþT jjajj2LNðSÞ
 
jjy0jjL2 :
In this estimate, we ﬁnd jjajjLNðSÞ and, unfortunately, also jjatjjLNðSÞ: This is the main
reason we cannot give a positive answer to the global null controllability problem for
(1) when f is Lipschitz-continuous (see Remark 15 below for additional details). In
fact, an estimate of the cost for problem (23) of the form
Cðy0ÞpeCðO;OÞ 1þTþ1TþgðjjajjLNðSÞÞþT jjajj2LNðSÞ
 
jjy0jjL2 ;
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where g is a positive increasing function, would lead to the null controllability
of (1) even when f is locally Lipschitz-continuous and slightly superlinear at
inﬁnity. Results of this kind were deduced in [10] when the nonlinearity is
in the partial differential equation and we impose homogeneous Dirichlet
conditions.
3.2. The local null controllability of the nonlinear problem
We will need the (Banach) spaces
C˜1þa;1ð %QÞ ¼ uAC1ð %QÞ: D1xuACa;a=2ð %QÞ
n o
;
C˜1þa;1=2þa=2ð %QÞ ¼ uACa;1=2þa=2ð %QÞ: D1xuACa;a=2ð %QÞ
n o
and
C˜2þa;1þa=2ð %QÞ ¼ uAC0ð %QÞ: D1xuAC1þa;1=2þa=2ð %QÞ;
@u
@t
ACa;a=2ð %QÞ
 	
:
Here, we have used Dmx u to denote all space derivatives of u of order m put together.
We will denote by C˜nþa;rþbð %SÞ the Banach space formed by the restrictions to %S of
the functions in C˜nþa;rþbð %QÞ:
For linear systems of the form
@z
@t
 Dz ¼ kðx; tÞ in Q;
@z
@n
þ aðx; tÞz ¼ 0 on S;
zðx; 0Þ ¼ z0ðxÞ in O;
8>><
>>:
ð35Þ
one has the following result, whose proof is given in [13, p. 320].
Lemma 13. Assume that kACa;a=2ð %QÞ; aAC˜1þa;1=2þa=2ð %SÞ; z0AC2það %OÞ and the
following compatibility condition is satisfied:
@z0
@n
þ aðx; 0Þz0 ¼ 0 on @O:
Then (35) possesses exactly one solution z; with zAC˜2þa;1þa=2ð %QÞ and
jjzjjC˜2þa;1þa=2ð %QÞ
pCðO; T ; jjajjC˜1þa;1=2þa=2ð %SÞÞðjjkjjCa;a=2ð %QÞ þ jjz0jjC2það %OÞÞ:
(
ð36Þ
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Assume that f is of class C3; f ð0Þ ¼ 0 and y0AC2það %OÞ satisﬁes the com-
patibility condition (8). Let us introduce the function g; given by (14). Then g is a
C2 function and
gðsÞ ¼
f ðsÞ
s
if sa0;
f 0ð0Þ if s ¼ 0:
8<
:
Let us introduce the Banach space
Z ¼ C˜1þa;1ð %SÞ
and the closed linear manifold
Z0 ¼ fzAZ: zðx; 0Þ ¼ y0ðxÞ on @Og:
For each zAZ0; we will consider the null controllability problem for the linear
system
@y
@t
 Dy ¼ v1O in Q;
@y
@n
þ gðzðx; tÞÞy ¼ 0 on S;
yðx; 0Þ ¼ y0ðxÞ in O:
8>>><
>>:
ð37Þ
This can be solved arguing as in the previous paragraph. Indeed, in view of Theorem
9, there exist controls vzACNð %QÞ satisfying
jjvzjjCa;a=2ð %QÞpC5ðO;O; T ; jjgðzÞjjZÞjjy0jjL2 ; ð38Þ
such that the solution yz to (37) with v ¼ vz satisﬁes
yzðx; TÞ ¼ 0 in O: ð39Þ
Furthermore, the constant C5 in (38) can be chosen nondecreasing with respect to
the last argument jjgðzÞjjZ: From the compatibility condition (8), the fact that zAZ0
and Lemma 5, we deduce that yzAC˜2þa;1þa=2ð %QÞ and an estimate like (36) holds.
Notice that, here, we are using the fact that g is twice continuously differentiable,
which gives gðzÞAC˜1þa;1=2þa=2ð %SÞ: This is why we need f of class C3:
Let AðzÞ be the family formed by all the controls in Ca;a=2ð %QÞ such that (38) and
(39) hold and let us set
LðzÞ ¼ f g0yz: yz is the solution of ð37Þ associated to vAAðzÞg:
Notice that LðzÞCZ0 for all zAZ0: Then, for all qALðzÞ; we have
jjqjjZpC6ðO;O; a; T ; jjgðzÞjjZÞjjy0jjC2það %OÞ ð40Þ
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and
jjqjjC˜2þa;1þa=2ð %SÞpC7ðO;O; a; T ; jjgðzÞjjZÞjjy0jjC2það %OÞ ð41Þ
for some constants C6 and C7 again nondecreasing in jjgðzÞjjZ :
We will consider the set-valued mapping z/LðzÞ: We will check that, for some
ZðO;O; a; TÞ40; the inequality jjy0jjC2það %OÞpZ is sufﬁcient to ensure that L possesses
at least one ﬁxed point in Z: To this end, we will check that, under these conditions,
Kakutani’s ﬁxed point theorem can be applied to L (for the statement and proof of
this result, see for instance [3]).
Of course, this will imply the existence of a control vACa;a=2ð %QÞ such that the
corresponding solution to (1) satisﬁes (3).
Indeed, it is not difﬁcult to see that LðzÞ is, for each zAZ0; a nonempty closed
convex set in Z0: Furthermore, from (41) and the compactness of the embedding
C˜2þa;1þa=2ð %SÞ+Z; we deduce that for each zAZ0 there exists a compact set KzCZ0
such that
LðzÞCKz:
We also have the following result, whose proof is given below.
Lemma 14. Under the assumptions of Theorem 4 and with the previous notation, the
set-valued mapping z-LðzÞ is upper hemicontinuous. In other words, for each bounded
linear form xAZ0; the real-valued function
z/ sup
qALðzÞ
/x; qS
is upper semicontinuous.
Now, let R40 be given, let us assume that zAZ0 satisﬁes
jjzjjZpR
and let us denote by MðRÞ the following quantity:
MðRÞ ¼ sup
jjzjjZpR
C6ðO;O; a; T ; jjgðzÞjjZÞ:
Let us set Z ¼ R=MðRÞ and let us assume that the initial state y0 satisﬁes
jjy0jjC2það %OÞpZ (besides (8)). Let us put
Kðy0Þ ¼ fzAZ0: jjzjjZpRg:
Then Kðy0Þ is a nonempty closed convex set in Z: In view of (40) and (41), L maps
Kðy0Þ into a ﬁxed compact set KCKðy0Þ: Consequently, all hypotheses of
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Kakutani’s theorem are certainly satisﬁed and the existence of a ﬁxed point of L in
Kðy0Þ is ensured.
This ends the proof of Theorem 4.
Proof of Lemma 14. Let us see that the set
Bðk; xÞ ¼ zAZ0: sup
qALðzÞ
/x; qSXk
( )
is closed for every kAR and every xAZ0: Thus, assume that zmABðk; xÞ for all m and
zm-z in Z:
Our aim is to prove that zABðk; xÞ: In view of the regularity of g; we have
gðzmÞ-gðzÞ in Z:
Since all sets LðzmÞ are compact, for each m we must have
kp sup
qALðzmÞ
/x; qS ¼ /x; qmS ð42Þ
for some qmALðzmÞCK : From the deﬁnitions of LðzmÞ and AðzmÞ; there must exist
controls vmACa;a=2ð %QÞ and associated states ym satisfying
@ym
@t
 Dym ¼ vm1O in Q;
@ym
@n
þ gðzmðx; tÞÞym ¼ 0 on S;
ymðx; 0Þ ¼ y0ðxÞ; ymðx; TÞ ¼ 0 in O
8>>><
>>:
and qm ¼ g0ym : We also have
jjvmjjCa;a=2ð %QÞpC5ðO;O; T ; jjgðzmÞjjZÞjjy0jjL2
and
jjqmjjC˜2þa;1þa=2ð %SÞpC7ðO;O; a; T ; jjgðzmÞjjZÞjjy0jjC2það %OÞ:
Hence, qm (resp. vm) is uniformly bounded in C˜
2þa;1þa=2ð %SÞ (resp. Ca;a=2ð %QÞ).
Therefore, we can write the following at least for a subsequence:
qm-qˆ strongly in Z;
vm-vˆ strongly in C
0ð %QÞ
and vˆACa;a=2ð %QÞ:
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Now, it is easy to deduce that vˆAAðzÞ and qˆ ¼ g0yˆ; with
@yˆ
@t
 Dyˆ ¼ vˆ1O in Q;
@yˆ
@n
þ gðzðx; tÞÞyˆ ¼ 0 on S;
yˆðx; 0Þ ¼ y0ðxÞ; yˆðx; TÞ ¼ 0 in O:
8>><
>>>:
In particular, we have qˆALðzÞ: Now, we can take limits in (42) and this gives
kp/x; qˆSp sup
qALðzÞ
/x; qS;
that is to say, zABðk; xÞ: This proves that z/LðzÞ is upper hemicontinuous. &
Remark 15. To prove a (global) null controllability result for (1), a natural strategy
is a ﬁxed point approach similar to the argument we have used in Section 2. But the
requirement atALNðSÞ; which seems to be necessary in the proofs of Lemma 10 and
Theorem 9, is apparently too strong. Indeed, we would need in practice functions z
such that the trace of the time derivative of gðzÞ belongs to LNðSÞ: Thus, we are not
too far from
@z
@t
ALNð0; T ; W 1;NþkðOÞÞ;
with k40: But the spaces of this kind seem to be too small to permit compactness
and good estimates for the ﬁxed point mapping. Hence, as we already mentioned at
the end of Section 1, the global null controllability of (1) is an open question.
4. Proof of the large time null controllability result
This section is devoted to prove Theorem 5. To this end, we will argue as follows:
* Starting from an arbitrary large y0AL2ðOÞ; we ﬁrst use the local feedback law
v ¼ y1O: This provides a ﬁrst control v1 for tA½0; T1	 which leads the system to a
state y1 ¼ yð; T1Þ which is small in the H1-norm.
* Then, we simply take v2 ¼ 0 for tA½T1; T2	: This leads to a second intermediate
state y2 ¼ yð; T2Þ which is small in the H2-norm.
* Starting from y2 at time t ¼ T2 and setting again v3 ¼ 0 for tA½T2; T	; we arrive
now at a state y ¼ yð; TÞ such that
jjyjjC2þapZðO;O; a; eÞ; ð43Þ
where Z is the constant arising in Theorem 4 and e is arbitrarily small.
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* Let us introduce T ¼ T þ e: In view of (43) and Theorem 4, we can ﬁnd a control
v deﬁned for tA½T; T 	 such that the associated state y satisﬁes
yðx; TÞ ¼ 0 in O: ð44Þ
Obviously, this ends the proof.
Let us now give more details. For simplicity, we will assume that Np4: This
assumption is not strictly necessary but will make the argument easier and will clarify
the presentation we can give. We will use well-known regularity results for linear and
semilinear parabolic systems, see for instance [13] and [17].
Thus, let y0AL2ðOÞ be given and let us choose aAð0; 1Þ and e40:
Step 1: Consider the closed-loop controlled system
@y
@t
 Dy ¼ y1O in O ð0;þNÞ;
@y
@n
þ f ðyÞ ¼ 0 on @O ð0;þNÞ;
yðx; 0Þ ¼ y0ðxÞ in O:
8>>><
>>:
ð45Þ
This semilinear system possesses exactly one solution yˆ; with
yˆAL2ð0;þN; H1ðOÞÞ-C0ð½0;þNÞ; L2ðOÞÞ:
Furthermore, using standard techniques, we see at once that
1
2
jjyˆð; tÞjj2L2 þ
Z t
t
jjryˆð; sÞjj2L2 ds
þ
Z t
t
Z
O
jyˆðx; sÞj2 dx ds þ
Z t
t
Z
@O
f ðyˆÞyˆ dG ds
¼ 1
2
jjyˆð; tÞjj2L2
8>>>><
>>>>:
ð46Þ
for all t; tA½0;þNÞ with tot: Since f ðsÞsX0 for all s; we deduce that
jjyˆð; tÞjj2L2 þ C
Z t
t
jjyˆð; sÞjj2H1 dspjjyˆð; tÞjj2L2 ð47Þ
for 0ptotoþN and also
jjyˆð; tÞjj2L2peCtjjy0jj2L2 ð48Þ
and Z tþ1
t
jjyˆð; sÞjj2H1 dspCeCtjjy0jj2L2 ð49Þ
for all tX0:
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For each d40; we also have
jjyˆð; tÞjjLNpjjyˆð; dÞjjLNpCdjjy0jjL2 8tXd: ð50Þ
This last estimate can be easily deduced, for instance, by comparing in O ðd;þNÞ
the functions yˆ and yˆ with the solution w to the linear problem
@w
@t
 Dw ¼ w1O in O ð0;þNÞ;
@w
@n
¼ 0 on @O ð0;þNÞ;
wðx; 0Þ ¼ jy0ðxÞj in O:
8>>><
>>:
We will choose T140 large enough (to be precised below) and such that
jjyˆð; T1Þjj2H1peCT1 jjy0jj2L2 : ð51Þ
In view of (49), many such times T1 exist.
Step 2: Let us set y1 ¼ yˆð; T1Þ and let us consider the uncontrolled system
@y
@t
 Dy ¼ 0 in O ðT1;þNÞ;
@y
@n
þ f ðyÞ ¼ 0 on @O ðT1;þNÞ;
yðx; T1Þ ¼ y1ðxÞ in O:
8>><
>>>:
ð52Þ
In view of the assumptions we have made on f ; there exists a unique solution y˜ to
(52), with
y˜AL2ðT1;þN; H2ðOÞÞ-C0ð½T1;þNÞ; H1ðOÞÞ-LNðO ðT1;þNÞÞ: ð53Þ
Indeed, if we multiply the equation in (52) (written for y˜) by the time derivative of y˜
and we integrate with respect to x and t; we easily ﬁnd that
Z t
t
@y˜
@t
ð; sÞ




2
L2
ds þ 1
2
jjry˜ð; tÞjj2L2 þ
Z
@O
Fðy˜ðx; tÞÞ dG
¼ 1
2
jjry˜ð; tÞjj2L2 þ
Z
@O
Fðy˜ðx; tÞÞ dG
8>><
>>:
ð54Þ
for all t; tXT1 with tot: On the other hand, if we multiply the same equation by
Dy˜ and we integrate again with respect to x and t; we see that
1
2
jjry˜ð; tÞjj2L2 þ
Z
@O
Fðy˜ðx; tÞÞ dGþ
Z t
t
jjDy˜ð; sÞjj2L2 ds
¼ 1
2
jjry˜ð; tÞjj2L2 þ
Z
@O
Fðy˜ðx; tÞÞ dG
8>><
>: ð55Þ
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for all these t and t: In (54) and (55), F stands for the following function:
FðsÞ ¼
Z s
0
f ðsÞ ds 8sAR: ð56Þ
Since FðsÞX0 for all s; we easily deduce from (54), (55) and the estimates in the ﬁrst
step that
jjy˜ð; tÞjj2H1 þ
Z t
T1
jjyˆð; sÞjj2H2 dspCeCT1 jjy0jj2L2 ð57Þ
and
Z tþ1
t
jjy˜ð; sÞjj2H2 dspCeCT1 jjy0jj2L2 ð58Þ
for all tXT1: Consequently, we can choose T24T1 such that
jjy˜ð; T2Þjj2H2pCeCT1 jjy0jj2L2 : ð59Þ
In fact, (58) indicates that there are ‘‘many’’ T2 with this property. Also, notice that
T2 can be chosen arbitrarily close to T1:
Step 3: Let us set y2 ¼ y˜ð; T2Þ and let us look at the restriction of y˜ to the time
interval ½T2;þNÞ: We have
y˜AL2ðT2;þN; H2ðOÞÞ-C0ð½T2;þNÞ; H1ðOÞÞ;
@y˜
@t
AL2ðT2;þN; H1ðOÞÞ-LNðT2;þN; L2ðOÞÞ:
8<
: ð60Þ
Indeed, if we compute the time derivative of the equation satisﬁed by y˜; we multiply
by @y˜@t and we integrate in space and time, the following is found:
1
2
@y˜
@t
ð; tÞ




2
L2
þ
Z t
t
r @y˜
@t
ð; sÞ




2
L2
ds
þ
Z t
t
Z
@O
f 0ðy˜Þ @y˜
@t


2
dG
 !
ds
¼ 1
2
@y˜
@t
ð; tÞ




2
L2
8>>>>><
>>>>>:
ð61Þ
for all t; tXT2 with tot: Since
@y˜
@t
ðx; T2Þ  Dy˜ðx; T2Þ
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and f 0ðsÞX0 for all s; we deduce from (59) and (61) that
@y˜
@t
ð; tÞ




2
L2
þ
Z t
T2
r @y˜
@t
ð; sÞ




2
L2
dspCeCT1 jjy0jj2L2 ð62Þ
for all tXT2:
We are now going to perform a classical bootstrap argument, using the fact that
@y˜
@n
¼ f ðy˜Þ on @O ðT2;þNÞ: ð63Þ
Thus, let us set F˜ ¼ f ðy˜Þ (a function deﬁned in the whole cylinder O ðT2;þNÞ) and
let f˜ be the ‘‘lateral’’ trace of F˜ on S: Since fAC4ðRÞ; we have
F˜AL2ðT2;þN; H2ðOÞÞ-C0ð½T2;þNÞ; H1ðOÞÞ;
@F˜
@t
AL2ðT2;þN; H1ðOÞÞ
8<
: ð64Þ
and
f˜AL2ðT2;þN; H3=2ð@OÞÞ-C0ð½T2;þNÞ; H1=2ð@OÞÞ
@ f˜
@t
AL2ðT2;þN; H1=2ð@OÞÞ
8<
: ð65Þ
(here, we have used that Np4).
Reading the boundary condition in (52) in form (63), we deduce from (65) that
y˜AL2ðT2;þN; H3ðOÞÞ-C0ð½T2;þNÞ; H2ðOÞÞ;
@y˜
@t
AL2ðT2;þN; H1ðOÞÞ-LNðT2;þN; L2ðOÞÞ;
8<
:
with estimates of y˜ and @y˜@t in these spaces bounded by Ce
CT1 jjy0jjL2 :
Now, let us choose T214T2 such that
jjy˜ð; T21Þjj2H3pCeCT1 jjy0jj2L2 :
Once more, it is clear that many such T21 exist. Again, taking into account that f is
of class C4; we see that F˜ is as regular as y˜ for tA½T21;þNÞ and
f˜AL2ðT2;þN; H5=2ð@OÞÞ-C0ð½T2;þNÞ; H3=2ð@OÞÞ;
@f˜
@t
AL2ðT2;þN; H1=2ð@OÞÞ:
8<
: ð66Þ
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Consequently,
y˜AL2ðT21;þN; H4ðOÞÞ-C0ð½T21;þNÞ; H3ðOÞÞ;
@y˜
@t
AL2ðT21;þN; H2ðOÞÞ;
8<
: ð67Þ
with the norms bounded by CeCT1 jjy0jj2L2 :
At this moment, let us introduce T22; with T224T21 and such that
jjy˜ð; T22Þjj2H4pCeCT1 jjy0jj2L2 :
Again, it is clear that many such T22 exist. We now have
F˜AL2ðT22;þN; W 3;p1ðOÞÞ-C0ð½T22;þNÞ; W 2;p1ðOÞÞ;
@F˜
@t
AL2ðT22;þN; W 1;p1ðOÞÞ;
8<
: ð68Þ
where p1 is the Sobolev embedding exponent for H
1ðOÞ; i.e.
p1 ¼
2N
N  2 if N ¼ 3 or N ¼ 4;
arbitrary but finite if N ¼ 2:
8<
:
Hence, arguing as above we ﬁnd that
y˜AL2ðT22;þN; W 4;p1ðOÞÞ-C0ð½T22;þNÞ; W 3;p1ðOÞÞ;
@y˜
@t
AL2ðT22;þN; W 2;p1ðOÞÞ:
8<
: ð69Þ
In this way, we can repeat the argument and ﬁnd subsequent times T23; T24;y with
T22oT23oT24y such that
jjy˜ð; T2iÞjj2W 4;pi1pCeCT1 jjy0jj2L2
and y˜ is as in (69) with T22 and p1 respectively replaced by T2i and pi1 for
i ¼ 3; 4;y . Here, for each i; pi is the Sobolev embedding exponent of W 1;pi1ðOÞ: Of
course, we also have the norms of y˜ and @y˜@t in the corresponding spaces bounded by
CeCT1 jjy0jjL2 :
Obviously, for i large enough (only depending on N), we have
W 3;pi1ðOÞ+C2það %OÞ;
whence y˜AC0ð½T2i;þNÞ; C2það %OÞÞ and
jjy˜ð; tÞjjC2það %OÞpC8eC9T1 jjy0jjL2 8tXT2i ð70Þ
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for some constants C8 and C9: We will set T
 ¼ T2i for this i: We will also set
y3 ¼ y˜ð; TÞ:
Step 4: Let us assume that T1 has been chosen in the ﬁrst step such that
C8e
C9T1 jjy0jjL2pZðO;O; a; eÞ; ð71Þ
where Z is the constant furnished by Theorem 4 and let us set T ¼ T þ e: Then, in
view of (70), we deduce that, for some v ¼ vðx; tÞ; the solution y to the system
@y
@t
 Dy ¼ v1O in O ðT; TÞ;
@y
@n
þ f ðyÞ ¼ 0 on @O ðT; TÞ;
yðx; TÞ ¼ y3ðxÞ in O:
8>>><
>>:
satisﬁes (44). As explained above, the proof of Theorem 5 is now achieved.
Remark 16. It is clear that, in the previous proof, the times T2; T
 and T can be
chosen arbitrarily close to T1: It is also clear that T1 can be chosen of the form
T1 ¼ C10 log jjy0jjL2 þ C11;
where C10 and C11 only depend on O; O and f :
5. Some ﬁnal comments and open questions
5.1. Null controllability
Assume that the function f in (1) is Lipschitz-continuous. In this case, we do not
know at present whether or not (1) is null controllable in an arbitrarily small time
interval.
What we would need to give a positive answer to this question is, essentially, a
Carleman estimate like the one in Lemma 10 valid for all aALNðSÞ (with constants
l1 ; s1 and C only depending on O; O; T and jjajjLNðSÞ). As we have explained above,
‘‘good’’ estimates of l1 ; s1 and C would even lead to the null controllability of some
slightly superlinear systems. But, unfortunately, this is unknown.
5.2. The role of blow-up
On the other hand, if the nonlinearity is too strong, it is expected that the system
blows up in such a way that null controllability is impossible (unless the control acts
in the whole domain). This was shown in (10) for semilinear parabolic equations
completed with Dirichlet boundary conditions.
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In order to clarify this point, let us consider the relatively simple case of a radial
solution of the system
@y
@t
 Dy ¼ 0 in BR  ð0; TÞ;
@y
@n
 hðyÞ ¼ 0 on @BR  ð0; TÞ;
yðx; 0Þ ¼ y0ðxÞ in BR;
8>><
>>>:
ð72Þ
where BR is the open ball in R
N of radius R: We will assume here that hAC1ðRÞ is
nondecreasing, hðsÞ40 for all s40 and
Z þN
0
1
hðsÞ dsoþN:
Assume that y0 is a regular radial function such that y0r ðxÞ ¼ ry0ðxÞ  x=jxjX0 and
mð0Þ ¼
Z
BR
y0ðxÞ dx40:
Let us denote by y the associated solution to (72) and let us set
mðtÞ ¼
Z
BR
yðx; tÞ dx
for all t: Then, following for instance [18], it is not difﬁcult to prove that
m0ðtÞ ¼
Z
BR
ytðx; tÞ dx ¼
Z
BR
Dyðx; tÞ dx
¼
Z
@BR
@y
@n
ðx; tÞ dG ¼
Z
@BR
hðyðx; tÞÞ dG
XAh B
Z
BR
yðx; tÞ dx
 
and thus
m0ðtÞXAhðBmðtÞÞ ð73Þ
for some positive constants A and B: Notice that we have used here the fact that
yrðx; tÞ ¼ ryðx; tÞ  x=jxjX0 for all t:
In particular, we deduce from (73) that mðtÞ40 for all positive t:
Let us introduce the functions H and L; with
HðsÞ ¼
Z þN
s
1
hðsÞ ds and L ¼ H
1:
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Then, it can be easily deduced from (73) that, for some C40; one has
HðBmð0ÞÞ  HðBmðtÞÞXCt
and
mðtÞX1
B
LðHðBmð0ÞÞ  CtÞ
for all t: Since LðHðBmð0ÞÞ  CtÞ-þN as t-1
C
HðBmð0ÞÞ; we have blow-up
before t ¼ T ¼ 1
C
HðBmð0ÞÞ:
Unfortunately, the arguments in [10] cannot be applied to a system of the kind (1),
since they rely strongly on the fact that, there, the nonlinear term interacts with the
elliptic operator D in O\o:
Indeed, to apply the techniques in [10] in the context of (72), we have to introduce
a cut-off function r ¼ rðxÞ with support in %BR\ %o and we have to analyze the
evolution of
m˜ðtÞ ¼
Z
BR
rðxÞyðx; tÞ dx:
It would be satisfactory to have for m˜ a differential inequality of the kind (73). But
this time we have
m˜0ðtÞ ¼
Z
BR
rðxÞytðx; tÞ dx ¼
Z
BR
rðxÞDyðx; tÞ dx
¼
Z
BR
DrðxÞyðx; tÞ dx þ
Z
@BR
rðxÞ @y
@n
ðx; tÞ  @r
@n
ðxÞyðx; tÞ
 
dG:
By choosing r such that @r@nðxÞ ¼ 0 on @BR ; we ﬁnd that
m˜0ðtÞ ¼
Z
BR
DrðxÞyðx; tÞ dx þ
Z
@BR
rðxÞhðyðx; tÞÞ dG;
but it seems complicate to bound from below the sum of these integrals by an
expression of the form AhðBm˜ðtÞÞ  C (notice that we do not have now yrX0).
Thus, for systems like (1) a new argument is required and, for the moment, the
question is open.
For other basic facts on the blow-up due to the presence of nonlinear boundary
conditions, see for instance [4,15,18,19].
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5.3. A variant for systems of the Stokes kind
Let us now consider the Stokes system with nonlinear slip boundary conditions
@y
@t
 Dy þrp ¼ v1O; r  y ¼ 0 in Q;
y  n ¼ 0; ðsðy; pÞ  nÞtg þ f ðyÞtg ¼ 0 on S;
yðx; 0Þ ¼ y0ðxÞ in O;
8>><
>>:
ð74Þ
where vAL2ðO ð0; TÞÞN ; y0AH and f : RN/RN is globally Lipschitz-continuous.
Here, we have used the following notation:
atg ¼ a  ða  nÞn is the tangential component of a;
sðy; pÞ ¼ p Idþ ðry þ tryÞ is the usual stress tensor;
H ¼ fvAL2ðOÞ: r  v ¼ 0 in O; v  n ¼ 0 on @Og:
Arguing as in Section 2, it can be proved that (74) is approximately controllable in H
for all T40: Furthermore, the control v can be chosen of the form v ¼ ðv1; v2; 0Þ;
with viAL2ðO ð0; TÞÞ (see [5]).
However, the null controllability of (74) is an open problem. It seems reasonable
to expect results similar to Theorems 4, 5 and 9. But, again, this is unknown at
present.
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