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Zeitlich dicht aufeinander folgende Produktinnovationen, der hochdynamische Markt
und die Hersteller von automotiven Produkten erfordern einen eng an die Kunden-
bedu¨rfnisse angepassten Entwicklungsprozess. Sicherheitsanforderungen, Zuverla¨ssig-
keitsanforderungen und Kundenerwartungen an das endgu¨ltige System und dessen
Komponenten steigen stetig. Das gleichermaßen gestiegene Bewusstsein fu¨r Sicher-
heit und Zuverla¨ssigkeit verlangt spezielle effektive und effiziente Analyse- und
Bewertungsmethoden sicherheitskritischer Systeme.
Die Bewertung von Sicherheit und Zuverla¨ssigkeit basiert auf der Strukturbeschrei-
bung eines Systems. Aufgrund des gestiegenen Anteils an mechatronischen Systemen
im Fahrzeug, ist hier aus Entwicklungssicht eine doma¨nenu¨bergreifende Strukturbe-
schreibung notwendig, die die zuverla¨ssigkeitstechnische Auswertung unterstu¨tzt.
Der in dieser Arbeit eingefu¨hrte Systembewertungsprozess beschreibt die generelle
Vorgehensweise zur Bewertung von Systemen. Des Weiteren wird eine Systemmatrix
zur formalen Beschreibung der technischen, funktionalen und zuverla¨ssigkeitstechni-
schen Systemzusammenha¨nge definiert. Diese bildet die Grundlage fu¨r die Analyse
und die Evaluierung von Zuverla¨ssigkeitsnetzen. Die Analyse der Systemmatrix erfolgt
unter der Verwendung von standardisierten zuverla¨ssigkeitstechnischen Methoden.
Diese Methoden und deren Anwendung werden durch die empirische Ausfallanaly-
se und die Pfadimportanzanalyse erweitert. Die quantifizierten Informationen der
Systemmatrix werden durch die hier eingefu¨hrten Zuverla¨ssigkeitsnetze beschrie-
ben und in einen Systembaukasten zusammengefasst. Dieser Baukasten erlaubt
bereits quantifizierte Teilsysteme unter Beibehaltung der Bewertung innerhalb des
Bewertungsprozesses wiederzuverwenden.
Werden Systemanforderungen bezu¨glich der Qualita¨tsmerkmale (z. B. Zuverla¨ssig-
keit) nicht erfu¨llt, besteht die Mo¨glichkeit, das System durch eine Optimierung
an diese Anforderungen anzupassen. Diese Vorgehensweise wird anhand eines Ent-
scheidungsprozesses dargestellt. Die Informationen u¨ber das System werden dem
Optimierungsprozess u¨ber das Zuverla¨ssigkeitsnetz bereitgestellt. Erga¨nzend werden
neben der Strukturfunktion Vorschla¨ge fu¨r die Optimierung u¨bergeben.
In Kombination mit dem Optimierungsprozess ist es mo¨glich wichtige Konzept-
Entscheidungen fru¨hzeitig mit einer hohen Sicherheit zu treffen. Durch die Anwendung
des Systembewertungsprozesses wird eine Reproduzierbarkeit der Analyseergebnisse
erreicht, was im Garantiefall den Nachweis unterstu¨tzt.
IV
Abstract
Methodic Development of Highly Integrated Mechatronic Systems
Considering Functional, Reliability and Safety aspects
Analysis and Quantification
The automotive industry demands very rapid innovative products and evolutions
of those products. Safety and reliability requirements and expectations upon the
final system and components are increasing significantly. These in turn are driving
the need to evolve more effective and efficient analysis techniques for safety critical
systems.
To realize the assessment of the system safety and reliability a structural description
of a system is essential. Due to the increased use of mechatronic systems in vehic-
les, descriptions considering all domains of the structure and supporting technical
reliability evaluation are necessary.
The system evaluation process introduced in this paper describes the general pro-
cedure for the evaluation of systems. Furthermore a system matrix for the formal
description of the technical, functional and reliability interrelations is introduced.
This forms the basis for the analysis of the matrix and the development and evaluation
of reliability networks. The analysis of the system matrix is made using standardized
methods of reliability engineering. These methods and their applications are extended
by the empirical failure analysis and path importance analysis. Reliability networks
are used to describe the system structure and additional quantified information.
They are summarized into a system construction set. This construction set allows
the reuse of already quantified subsystems within the evaluation process.
If system requirements are not met (e.g. reliability), it is possible to adapt and
optimize the system. This procedure is illustrated using a decision-making process.
All information about the system is provided to the optimization process through the
reliability network. In addition to structural information proposals for optimization
are provided to the process.
In combination with the optimization process, important decisions at an early concept
stage with a high security become possible. Through the application of the system
evaluation process, reproducibility of the analytical results is achieved, which provides
additional support in case of warranty verification.
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11 Einleitung
Gegenwa¨rtige Trends in der Automobilindustrie, steigender internationaler Wett-
bewerb, variierende Umfeldbedingungen, ho¨here Sicherheitsanspru¨che, steigender
Innovationsdruck sowie verku¨rzte Entwicklungszeiten, erfordern einen optimalen und
auf den Produktbereich angepassten Produktentwicklungsprozess. Steigende Kunde-
nerwartungen und zeitlich dicht aufeinanderfolgende Modellvariation erho¨hen den
Druck auf die Hersteller weiter. Mit steigendem Wettbewerb unter den Zulieferern
der Automobilindustrie steigen die Anforderungen an die Rahmenbedingungen der









– ku¨rzere Entwicklungszeiten und
– steigende Kundenerwartungen
dargestellt (in Anlehnung an [Pic09]). Die steigende Komplexita¨t wird unter anderem
durch die sta¨rkere Vernetzung zwischen mechanischer und elektronischer Hardware
(inkl. Software) beeinflusst. Diese Rahmenbedingungen wirken sich ebenfalls indirekt
auf die Zuverla¨ssigkeit von Systemen aus.
1.1 Motivation
Im Jahresbericht 2010 des Kraftfahrzeugbundesamtes [Kra10] wird auf die stetig
wachsende Anzahl von Ru¨ckrufen aufgrund sicherheitskritischer Ma¨ngel1 hingewiesen
(Abbildung 1.1). Die meisten Ma¨ngel (60%) sind auf mechanische Ma¨ngel zuru¨ck-
zufu¨hren. Elektrische/elektronische Ma¨ngel sind mit 27% die zweitha¨ufigste Ursache
fu¨r einen Ru¨ckruf. Diesen Ma¨ngeln werden auch abweichende Umsetzungen im Be-
reich der funktionalen Anforderungen zugeordnet. Aufgrund der kurzen Zeitspanne
zwischen Projektstart und Markteinfu¨hrung, aber dennoch in weiten Teilen seriell
1Mangel: In diesem Kontext beschreibt ein Mangel unter anderem die Abweichungen von einem
erwartungskonformen Systemverhalten. Fehler, die aufgrund einer fehlerhaften Anforderungsumset-
zung entstehen und somit zu einem nicht erwu¨nschten Zustand eines Systems fu¨hren, werden auch
Ma¨ngeln zugeordnet. Entsteht durch den Ausfall eines Systems eine sicherheitskritische Situation,
ist dieses ebenfalls ein Mangel.
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ablaufenden Entwicklungs- und Produktumsetzung, ko¨nnen Ma¨ngel ha¨ufig erst nach
der Markteinfu¨hrung entdeckt werden. Ma¨ngel die nach der Markteinfu¨hrung oder
sehr spa¨t im Lebenszyklus entdeckt werden, sind aufgrund Ru¨ckrufaktionen oder
hiermit verbundenen Entwicklungsverzo¨gerungen mit hohen Kosten verbunden und
generell zu vermeiden. Durch die Wahl geeigneter Methoden der Zuverla¨ssigkeits-
technik ist die Vermeidung schon in der Entwicklungsphase mo¨glich. Wurden fru¨her
geringe Ma¨ngel erst beim na¨chsten Service behoben, werden heute Ma¨ngel nicht mehr
akzeptiert. Hierdurch wa¨chst der o¨ffentliche Druck auf die Hersteller und Lieferanten
weiter und kann sich sogar im Absatz bemerkbar machen. Ru¨ckrufaktionen haben


















































Abbildung 1.1: Ru¨ckrufaktionen fu¨r Kraftfahrzeuge nach [Kra10]
Aus Herstellersicht ist die Kundenzufriedenheit von entscheidender Bedeutung und
bestimmt den Markterfolg. Zudem wird die Qualita¨t des Produktes indirekt durch
den Wettbewerb, den Zeit- und Kostendruck auf den Hersteller beeinflusst (verku¨rzte
Entwicklungszeiten und die Forderung nach gu¨nstigen Produkten). Weil die Kosten
stetig steigen, wird eine Kostenoptimierung von den Herstellern gefordert. Die Fak-
toren Kundenzufriedenheit und Kostendruck beeinflussen den Preis und die Qualita¨t
des Produktes zwar nur indirekt, werden jedoch direkt vom Markt wahrgenommen.
Eine Einstufung der wichtigsten Qualita¨tsmerkmale wird in Abbildung 1.2 darge-
stellt. Es ist deutlich zu erkennen, dass die Qualita¨tsmerkmale sehr unterschiedlich
gewichtet werden. Hat sich der Markt urspru¨nglich an Kosten und Funktionalita¨t
orientiert, so hat sich die Bedeutung von Zuverla¨ssigkeit und Sicherheit in der Ver-
gangenheit gewandelt (Abbildung 1.2). Bei der Entwicklung von sicherheitskritischen
Produkten kann die Sicherheit als Alleinstellungsmerkmal fu¨r den Hersteller nu¨tzlich
sein und fu¨r die Vermarktung ein wichtiges Erfolgskriterium darstellen. Dabei werden
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Abbildung 1.2: Einstufung von Qualita¨tsmerkmalen nach [VDA00]
irrefu¨hrender Weise die Begriffe Sicherheit und Zuverla¨ssigkeit ha¨ufig mit gleicher
Bedeutung verwendet.
Fu¨r einen Automobilhersteller (OEM -
”
Original Equipment Manufacturer“) ist der
Produkterfolg sehr stark von der Auswahl der Zulieferer abha¨ngig. In [Voe99] werden
die Qualita¨t, der Preis, die Termintreue und die Lieferzeit als wichtige Kriterien fu¨r
die Lieferantenauswahl genannt. Fu¨r den Zulieferer entsteht hierdurch ein enormer
Druck, denn er wird dazu veranlasst, ein hochwertiges, gu¨nstiges Produkt zeitnah zu
realisieren. Auch so haben sich im Laufe der Jahre die Entwicklungszeiten fu¨r ein
Produkt wesentlich verku¨rzt.
Um Marktanforderungen gerecht zu werden, ist ein planvolles o¨konomisches Handeln
notwendig. Es werden entwicklungsbegleitende Methoden beno¨tigt, die die Zieleinhal-






– hohe Zuverla¨ssigkeit und
– hohe Verfu¨gbarkeit
als Ziele fu¨r ein wettbewerbsfa¨higes und letztlich markttaugliches Produkt festgelegt
werden. Dieser Zusammenhang fu¨hrt zu einem Konflikt, indem sich Kosten, Qualita¨t
und Zeit (Entwicklungszeit: Zeitspanne von der Idee bis zur Markteinfu¨hrung) in ihrer
Zielstellung scheinbar widersprechen. In diesem Konflikt gibt es keinen eindeutigen
Favoriten, es muss methodisch nach einer Kompromisslo¨sung gesucht werden.
Um den Anforderungen des Produktes gerecht zu werden und wettbewerbsfa¨hig
zu sein, ist es besonders wichtig, Qualita¨ts- und Zuverla¨ssigkeitsmethoden entwick-
lungsbegleitend in den Produktentstehungsprozess zu integrieren. Eine kosten- und
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zeitneutrale Integration bei stetiger U¨berwachung der Sicherheitsziele ist erforderlich.
Hierdurch kann die Einhaltung der Ziele bereits in fru¨hen und in den weiterfu¨hrenden
Phasen, bis hin zum Serienprodukt, bewertet und u¨berwacht sowie der oben genannte
Konflikt gelo¨st werden.
Technische Systeme im Bereich der Kraftfahrzeugtechnik zeichnen sich aktuell durch
eine steigende Komplexita¨t und eine zunehmende Vernetzung zwischen Elektronik,
Informatik und Mechanik aus. Durch Innovationen und die gestiegenen Anforde-
rungen an ein System werden Elektronik und Informatik in diesem Umfeld immer
bedeutender. Systeme, die fru¨her hauptsa¨chlich aus mechanischen Komponenten
bestanden, werden immer ha¨ufiger durch integrierte Systeme verdra¨ngt. Begu¨nstigt
durch den Preisverfall im Bereich der Elektronik und einem hohen Entwicklungsgrad
in der Informationstechnik zeichnet sich ein Trend in Richtung by-wire Systeme (u.
a. steer-by-wire, brake-by-wire) ab. Bei diesen Systemen wird auf die durchgehende
konventionelle mechanische Verbindung/U¨bertragung/Komponenten verzichtet und
partiell durch elektrische Verbindungen/Komponenten ersetzt. Sensoren erfassen den
Fahrerwunsch, den Systemzustand und die Systema¨nderungen und leiten diesen u¨ber
weitere Komponenten zu den Aktoren des Systems. Hierdurch gewinnen Elektronik,
Sensorik und Software von Systemen immer mehr an Bedeutung.
Bestand ein Kraftfahrzeug fru¨her hauptsa¨chlich aus mechanischen Komponenten, ist
durch die Einfu¨hrung von Sicherheits-, Komfort- und Optimierungsfunktionen der
Anteil an Elektronik im Kraftfahrzeug angestiegen. In diesem Zusammenhang wurden
zunehmend Funktionen zur Unterstu¨tzung und U¨berwachung des Fahrers, sowie zur
Steigerung der Sicherheit integriert. Die Erweiterung der Funktionalita¨t inklusive der
Sicherheitsanforderung steht jedoch in einem engen Zusammenhang mit der Kom-
plexita¨t des Systems, denn mit wachsender Funktionalita¨t (automatische Systeme)
erho¨ht sich deren Komplexita¨t. Beispielsweise werden in Kraftfahrzeugen zunehmend
Assistenzsysteme oder autonom agierende Systeme zur Steigerung der Sicherheit
integriert. Neue Funktionen unterstu¨tzen den Fahrer und erho¨hen die Sicherheit des
Fahrzeugs in der Umgebung, in der es eingesetzt wird. Dieser Zusammenhang kann
anhand von brake-by-wire Systemen verdeutlicht werden. Konventionelle Bremssy-
steme werden rein mechanisch beta¨tigt und sind zuverla¨ssigkeitstechnisch bedingt
meist u¨berdimensioniert und sind somit robust. Durch die Integration von Elektronik
wird im ersten Schritt auf die mechanische Kopplung zwischen Bedienelement und
Bremsmechanik verzichtet. Im zweiten Schritt werden hydraulische und pneumati-
sche Verbindungen durch elektrische ersetzt und somit ein reines by-wire-System
realisiert. Obwohl die rein elektrische Kopplung zwischen den Komponenten und
der Bremsmechanik mehr Anforderungen an Sicherheit und Zuverla¨ssigkeit stellt, ist
eine Steigerung von Funktionalita¨t und Sicherheit mo¨glich.
Die Anforderungskriterien fu¨r die Markteinfu¨hrung eines Produktes stehen in en-
gem Zusammenhang mit der Komplexita¨t und Funktionalita¨t des Systems. Diese
lassen sich in notwendige und hinreichende Kriterien aufteilen. Notwendige Kriterien
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werden vom Gesetzgeber, dem Kunden2 oder dem Unternehmen selbst vorgegeben.
Beispielsweise definiert der Gesetzgeber die erwartete Lebensdauer des Systems
und die Sicherheitsanforderungen (SIL - Safety Integrity Level), die an das System
gestellt werden. Hinreichende Kriterien sind nicht zwingend fu¨r den Systembetrieb
und die Sicherheitserfu¨llung notwendig oder lassen sich u¨ber andere Anforderungen
abdecken; zu diesen lassen sich die kundenspezifischen Erweiterungen zuordnen. Die
Systemanforderungen setzen sich aus Mindestanforderungen, funktionalen Anforde-
rungen und Sicherheitsanforderungen zusammen. Sicherheitsanforderungen za¨hlen
zu den Mindestanforderungen und sind bindend. Die funktionalen Anforderungen
werden ha¨ufig den Sicherheitsanforderungen untergeordnet. Mit der Komplexita¨t
des Systems und den steigenden Anforderungen, nimmt der Aufwand bei der Um-
setzung und beim Nachweis der Erfu¨llung der Anforderungen, insbesondere der
Sicherheitsanforderungen, zu. Sicherheitskritische Systeme ko¨nnen bei Ausfall eine
potentielle Gefahrenquelle fu¨r den Nutzer und die Umwelt darstellen. Der Gesetzge-
ber erlaubt keine Ausfa¨lle, die zu einer Sicherheitsgefa¨hrdung fu¨hren ko¨nnen. Diese
notwendigen Anforderungen sind ein Grund dafu¨r, dass bei sicherheitskritischen
mechatronischen Systemen die Sicherheit, insbesondere die Ausfallsicherheit, durch
eine mechanische Ru¨ckfallebene gesteigert wird. Bei der elektrischen Lenkung wurde
aufgrund der Verfu¨gbarkeitsanforderungen bisher stets eine mechanische Kopplung
als Ru¨ckfallebene implementiert.
Bei industriellen Entwicklungsprozessen sind die Gesamtkosten ein weiteres wich-
tiges Entscheidungskriterium fu¨r die Systemauswahl. Eine Optimierung bezu¨glich
der Kosten kann jedoch leicht zu einem Konflikt mit der Komplexita¨t und der
Zuverla¨ssigkeit des Systems fu¨hren. Daher du¨rfen die Kosten nur unter Beru¨cksichti-
gung der sicherheitsrelevanten Anforderungen optimiert werden. Die Zuverla¨ssigkeit
kann durch die Variation der Komponenten oder der Systemarchitektur3 - unter
Beru¨cksichtigung der Komplexita¨t und der Kosten - optimiert werden. Im Rahmen
der zuverla¨ssigkeitstechnischen Strukturoptimierung kann es beispielsweise gu¨nstiger
sein, redundante Komponenten statt einer teuren Einzelkomponente in ein System
zu integrieren.
2Kunde: Der Kunde kann im Allgemeinen als Auftraggeber oder Endverbraucher fu¨r ein Produkt
gesehen werden. Fu¨r Automobilhersteller sind dies die Ka¨ufer der Fahrzeuge. In der Zulieferindustrie
sind unter Kunde der Automobilhersteller sowie die Endverbraucher zu sehen.
3Der Begriff Architektur wird synonym mit dem Begriff Struktur verwendet. Aufgrund der
Begriffserweiterung aus der Informatik, bezieht sich die Architektur auf die Struktur informations-
technischer Systeme und beschreibt die Zusammensetzung und Anordnung der Komponenten und
das Zusammenwirken dieser. Der Begriff wurde weiter verallgemeinert und auf geplante komplexe
Strukturen und deren Konzeption (Entwurf) u¨bertragen.
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1.2 Ziele und Aufbau der Arbeit
Der Nachweis von Sicherheit, Zuverla¨ssigkeit und Verfu¨gbarkeit ist fu¨r die Eta-
blierung im Markt, die Zulassung durch den Gesetzgeber und die Akzeptanz der
Versicherer wichtig. Zur Bewertung dieser Kriterien, unter der Beru¨cksichtigung von
Kosten4, muss das zu entwickelnde System analysiert werden. Eine Beschreibung
der Systemstruktur ist notwendig und darauf aufbauend ko¨nnen die geforderten
Kriterien bewertet werden.
Ziel der vorliegenden Arbeit ist die Unterstu¨tzung des Entwicklungsprozesses von
der fru¨hen Entwicklungsphase (Innovation/Idee) bis zum Beginn der Produktion.
Dies soll durch einen transparenten Ansatz realisiert werden. Zu Beginn wird eine
abstrakte Architektur definiert und im weiteren Verlauf des Prozesses detailliert.
Die automatische zuverla¨ssigkeitsorientierte Bewertung wa¨hrend der Entwicklungs-
phase ist sehr stark von der vorhandenen Information u¨ber das System abha¨ngig.
Fu¨r die Beschreibung des Gesamtsystems wird das System solange in Teilsysteme
aufgeteilt, bis sogenannte
”
atomare Einheiten“5 vorhanden sind. Diese Einheiten
werden dann durch die Anwendung des Quantifizierungsprozesses bewertet. Durch
die kontinuierliche Durchfu¨hrung des Prozesses werden immer mehr Daten u¨ber die
verwendeten Standardkomponenten gewonnen und es entsteht ein Baukasten (Kapitel
5). Darin sind alle Merkmale enthalten, die fu¨r die Qualita¨ts- und Eigenschaftssiche-
rung des Systems notwendig sind. Die Wiederverwendung von Informationen u¨ber
bereits quantifizierte Teilsysteme oder Gesamtsysteme wird durch den Baukasten
ermo¨glicht. Die Gesamtsysteme lassen sich aus bekannten, bewerteten Teilsystemen
zusammensetzen.
Die hier vorgestellte Methode unterstu¨tzt den Entwickler durch die Analyse und
Bewertung von Zuverla¨ssigkeitskenngro¨ßen wa¨hrend der Entwicklungsphase und
daru¨ber hinaus. Durch Anwendung dieser Methode ko¨nnen
– Zuverla¨ssigkeitskenngro¨ßen,
– Vorlagen fu¨r Fehlerba¨ume,
– Zuverla¨ssigkeitsblockdiagramme,
– Systemstrukturinformationen,
– Optimierungspotential im System sowie
– Gegenu¨berstellung der Entscheidungsmerkmale
fu¨r weitere Analysen zur Verfu¨gung gestellt werden.
4Die Kosten werden in diesem Fall durch die Anforderungen an das System beeinflusst. Zu-
verla¨ssigkeits-, Verfu¨gbarkeits-, Kunden- und Sicherheitsanforderungen sind unter anderem Faktoren,
die bei der Optimierung zu beru¨cksichtigen sind und die Kosten beeinflussen.
5
”
atomare Einheiten“: Untersysteme (Module - Funktionale Einheiten) die nicht weiter in ihrer
Funktionalita¨t aufgeteilt werden ko¨nnen. Die Aufteilung erfolgt unter zuverla¨ssigkeitstechnischen
Gesichtspunkten und ist unabha¨ngig von physikalischen oder informatorischen Merkmalen.












Abbildung 1.3: Systembewertungsprozess (Struktur Hauptteil)
(1) Anforderungsanalyse, (2) Strukturanalyse, (3) Modellbildung, (4)
Quantifizierung, (5) Systemkomposition
Im folgenden Kapitel wird der aktuelle Stand der Wissenschaft und die Grundlagen
fu¨r die Beschreibung von Systemstrukturen und die Bewertung von Systemzuverla¨ssig-
keit erla¨utert (Kapitel 2). Der Produktlebenszyklus innerhalb der Automobilindustrie
und der Begriff Mechatronik sowie seine Bedeutung in der Automobilindustrie werden
na¨her betrachtet. Die Vorgehensweise zur Bewertung von Zuverla¨ssigkeit und Sicher-
heit in Bezug auf mechatronische Systeme wird eingefu¨hrt. Abschließend wird die
Norm ISO 26262 betrachtet und ihre Anwendung im Bereich der Automobilindustrie
beschrieben.
Den Hauptteil dieser Arbeit bildet die Analyse und Quantifizierung von mecha-
tronischen Systemen. Dabei handelt es sich um einen neuen Ansatz zur formalen
Beschreibung von Systemstrukturen. Hierzu wird ein Systembewertungsprozess, der
die generelle Vorgehensweise zur Analyse und Quantifizierung von Systemen be-
schreibt, eingefu¨hrt (Kapitel 3). Zur Beschreibung der Systemstruktur wird eine
Systemmatrix (Kapitel 4) verwendet. Diese Matrix bildet die Grundlage fu¨r die
Quantifizierung des Systems. Zur Bewertung von Qualita¨tsmerkmalen ist es notwen-
dig, die Matrix in geeignete Modelle zu u¨berfu¨hren. Zuverla¨ssigkeitsmodelle erlauben
unter Anwendung von standardisierten Methoden der Zuverla¨ssigkeitstechnik die
Quantifizierung der Zuverla¨ssigkeitsmerkmale. Die Auswertung der Systemmatrix
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liefert wichtige Informationen u¨ber die Merkmale des Systems und seiner Komponen-
ten. In diesem Zusammenhang werden neue Methoden zur Strukturbewertung des
Systems eingefu¨hrt.
Um eine hohe Verfu¨gbarkeit der Informationen zu erhalten, werden die quantifizierten
Merkmale in einem Zuverla¨ssigkeitsnetz abgelegt und in einer Wissensdatenbank
(Systembaukasten) zusammengefasst (Kapitel 5). Mit Hilfe dieser Wissensdatenbank
besteht die Mo¨glichkeit, wa¨hrend der Produktspezifikation auf bereits bekannte,
bewa¨hrte und bewertete Systeme sowie Teilsysteme zuru¨ckzugreifen. Der System-
baukasten und seine Anwendung zur Gegenu¨berstellung von verschiedenen Syste-
men bildet die Grundlage fu¨r die Systemvariation und den Optimierungsprozess.
Ein durchga¨ngiger Systemquantifizierungs- und Optimierungsprozess erla¨utert die
Schnittstellen zwischen der Optimierung und der Systemanalyse. Die Systemana-
lyse und -bewertung liefern die Grundlage und bilden die Schnittstelle fu¨r den
Optimierungsprozess. Wa¨hrend der Systemanalyse ko¨nnen die fu¨r die Optimierung
geeigneten Komponenten identifiziert und charakterisiert werden. Die Optimierung
kann fu¨r die Struktur des Gesamtsystems, die Struktur der Teilsysteme und einzelne
Komponenten durchgefu¨hrt werden. Dem Optimierungsprozess folgt stets der Sy-
stemquantifizierungsprozess, hierbei wird die Systemstruktur erneut analysiert und
in der Wissensdatenbank abgelegt.
Das hieran anschließende Kapitel 6 erla¨utert die Erstellung und Auswertung von
Systemmatrizen anhand von einigen ausgewa¨hlten Beispielen aus der Automobilin-
dustrie. Hier wird die grundlegende Vorgehensweise der Systemstrukturanalyse, der
Quantifizierung, der Modularisierung und Darstellung von Zuverla¨ssigkeitsnetzen
verdeutlicht.
Abschließend werden die wesentlichen Bausteine dieser Arbeit dargestellt und mo¨gli-
che Erweiterungen des Ansatzes vorgeschlagen.
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Qualita¨t und Kosten eines Produktes entscheiden u¨ber die Akzeptanz am Markt
und den Erfolg des Produktes. Der Wettbewerb und die gestiegenen Anforderungen
an technische Systeme erfordern Methoden, die eine Bewertung der Qualita¨t schon
in fru¨hen Phasen des Lebenszyklus ermo¨glichen. Die Qualita¨t setzt sich aus unter-
schiedlichen Merkmalen zusammen und wird zur Bewertung des Produktes genutzt.
Zuverla¨ssigkeit und Sicherheit sind Qualita¨tsmerkmale, die in den letzten Jahren
immer mehr in den Vordergrund getreten sind.
Die Entwicklung und Integration mechatronischer Systeme im Automobil begann im
Jahr 1979 [VDA00] mit der ersten Generation elektronischer Antiblockiersysteme.
Aufgrund des großen Potentials mechatronischer Systeme werden seitdem immer
mehr Teilsysteme durch mechatronische Systeme ersetzt. Dies fu¨hrte zu einer stetigen
Verbesserung der Leistungsfa¨higkeit, Funktionalita¨t und Sicherheit. Durch das Zu-
sammenwirken der Doma¨nen Mechanik, Elektronik und Informationstechnik wurde
es mo¨glich, den immer strenger werdenden Anforderungen an sicherheitskritische
Systeme gerecht zu werden.
Mit der Einfu¨hrung der Mechatronik ergeben sich fu¨r die Realisierung von Systemen
neue Mo¨glichkeiten, die innerhalb der einzelnen Doma¨nen nicht umsetzbar sind.
Allerdings entstehen hierdurch auch besondere Anforderungen an den Entwicklungs-
prozess [VDI04]. Mechatronische Systeme besitzen eine hohe Komplexita¨t, welche
durch die große Anzahl von gekoppelten Elementen, die Vernetzung der unterschied-
lichen Doma¨nen und die erho¨hte Funktionalita¨t entsteht. Neben der Komplexita¨t
ist die Entwicklung von mechatronischen Systemen durch verringerte Produkt- und
Entwicklungskosten bestimmt.
Durch das Zusammenwirken von Informatik und Elektronik ist es mo¨glich, pro-
grammierbare Komponenten zu realisieren. Diese werden ha¨ufig in der Mechatronik
eingesetzt und vereinfachen die Anpassung an variierende Anforderungen. Die ein-
fache Integration und A¨nderung von Funktionen, die sich durch Software abbilden
lassen, wird mo¨glich. Das System wird hierdurch skalierbar und Kundenwu¨nsche
lassen sich teilweise ohne Hardwarea¨nderungen umsetzen. Auch fu¨r die Realisierung
von fehlertoleranten Systemen sind programmierbare Komponenten vorteilhaft, da
sich Notlaufkonzepte einfacher integrieren lassen. Jedoch wird die Struktur der Syste-
me komplexer und innerhalb der Komponenten la¨sst diese sich nicht mehr eindeutig
erkennen. Aus diesem Grund ist die Analyse, insbesondere die Zuverla¨ssigkeitsanalyse,
sehr schwierig.
Im Folgenden werden die oben beschriebenen Zusammenha¨nge in Bezug auf die
Automobilindustrie na¨her dargestellt und die Schwachpunkte der standardisiert ver-
wendeten Methoden aufgezeigt. Hierzu wird der allgemeingu¨ltige Produktlebenszyklus
automobiler Produkte betrachtet und die Bedeutung der Quantifizierung von Qua-
lita¨tsmerkmalen dargestellt. Anschließend wird der Begriff Mechatronik eingefu¨hrt
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und die Methoden zur Bewertung der Zuverla¨ssigkeit erla¨utert. Die Schwierigkeiten
bei der Bewertung und Analyse von Systemen werden aufgezeigt.
2.1 Produktlebenszyklus kraftfahrzeugtechnischer Systeme
Die Idee fu¨r eine Produktvera¨nderung, ein neues Produkt oder eine Funktionserweite-
rung ist in der Regel der Beginn fu¨r einen ha¨ufig erfolgreichen Produktlebenszyklus.
Ebenso ko¨nnen Marktbedu¨rfnisse, zu lo¨sende Probleme, Systemvariationen oder
A¨hnliches einen solchen Zyklus initiieren. Der gesamte Lebenszyklus beinhaltet den
Produktentstehungsprozess, den Produktionsprozess, den Betrieb und die Produkt-
ru¨ckfu¨hrung. Der Produktentstehungsprozess beginnt ha¨ufig mit einer Innovationsidee
(Abbildung 2.1) und beinhaltet die Produktentwicklung. Fu¨r die weitere Betrachtung
steht der Produktlebenszyklus der Automobilindustrie im Vordergrund (Abbildung
2.2). Hier sind die Abha¨ngigkeiten der Reifegrade des Produktes und die a¨ußeren
Einflu¨sse auf die Produktentwicklung zu erkennen [PBFG07]. Wa¨hrend der Pro-
duktentwicklung ist stets der gesamte Lebenszyklus zu beru¨cksichtigen. Selbst die
Anforderungen die an die Entsorgung gestellt werden mu¨ssen bei der Planung mit
einbezogen werden. Eine kontinuierliche Produktu¨berwachung ist empfehlenswert
und wird aufgrund der Qualita¨tssicherung verlangt. Wa¨hrend der letzten Jahre der
Produktentwicklung wurde hier der Produktlebenszyklus insgesamt [GW91] und
daher die Entwicklungszeit immer weiter verku¨rzt. Die Entwicklung eines neuen Fahr-
zeugs dauert zurzeit etwa 3-4 Jahre. Diese Dauer hat sich in den letzten Jahrzehnten
u¨ber die Ha¨lfte verku¨rzt (z. B. 1970: 8 Jahre). Zudem wird zusa¨tzlich alle 1,5 bis
2 Jahre eine Modellpflege durchgefu¨hrt, die eine zusa¨tzliche Herausforderung fu¨r
Zulieferer und Hersteller gleichermaßen darstellt.
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Abbildung 2.1: Vereinfachte Darstellung des Produktlebenszyklus
(1) Idee, (2) Projektstart, (3) Produktionsstart, (4) Produktionsende,
(5) Außerbetriebnahme
Das Bedu¨rfnis der Hersteller, mit neuen Modellen schneller auf dem Markt zu sein
als die Konkurrenz, ko¨nnte in der Zukunft die Entwicklungszeiten weiter verku¨rzen
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(vgl. [Bor10]). Hierdurch wird die Amortisierungsdauer verku¨rzt, was indirekt einen
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Abbildung 2.2: Produktlebenszyklus in der Automobilindustrie
Der globale Wettbewerb ist gepra¨gt von hoher Innovationsgeschwindigkeit, verku¨rzten
Entwicklungs- und Produktionszyklen, sowie steigenden Anforderungen und Erwar-
tungen an Qualita¨t, Preis und Leistung (Magisches Dreieck1). Produktinnovationen
1Magisches Dreieck: Ein magisches Vieleck veranschaulicht qualitativ alle betrachteten konkur-
rierenden Ziele. Fu¨r das hier betrachtete magische Dreieck wurden die Kosten, Zeit und Qualita¨t als
Ziele festgelegt. Diese Ziele bedingen sich gegenseitig und sind zumeist gegenla¨ufig. Es ist schwierig
ein Optimum u¨ber alle Einflussfaktoren zu bestimmen. Um dieses Problem zu umgehen, kann
eine Priorisierung vorgenommen werden. Ein Netzdiagramm bietet die Mo¨glichkeit, die Ziele des
magischen Vielecks quantitativ darzustellen.
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tragen in entscheidender Weise dazu bei, um sich in diesem globalen Wettbewerb zu
behaupten.
Der enorme Kostendruck fu¨hrt in der Automobilindustrie in Verbindung mit ho-
hen Stu¨ckzahlen dazu, dass die proportionalen Herstellungskosten ha¨ufig den Fahr-
zeugpreis dominieren. Ein weiteres Problem in der Fahrzeugindustrie ist der lange
Produktlebenszyklus. Die Entwicklungszeit von maximal drei Jahren, ein Produktions-
zeitraum von etwa sieben Jahren und eine abschließende Betriebs- und Servicephase
von 10 bis 15 Jahren ergibt einen Produktlebenszyklus von ca. 25 Jahren (Abbildung
2.1). Fu¨r Zulieferer innerhalb der Automobilindustrie bedeutet dies eine Servicebe-
reitstellung und evtl. Bevorratung von Bauelementen/Steuergera¨ten von 15 Jahren
































Abbildung 2.3: Produktlebenszyklus im Detail
(1) Idee, (2) Projektstart, (3) Produktionsstart, (4) Produktionsende,
(5) Außerbetriebnahme
Gordon Moore formulierte 1965 das nach ihm benannte Moorsche Gesetz, das die
Komplexita¨tszunahme in Abha¨ngigkeit der Zeit beschreibt. Es prognostiziert eine
Verdopplung der Integrationsdichte von Schaltkreisen auf Substratfla¨chen innerhalb
von ca. 20 Monaten. Aufgrund dieser bis heute anhaltenden Technologiefortschritte
in der Hardware sind die Intervalle in der Elektronikentwicklung heute wesentlich
ku¨rzer als vor einigen Jahren. Dies stellt beispielsweise die langfristige Versorgung des
Marktes mit Elektronikersatzteilen vor große Herausforderungen und muss bereits
wa¨hrend der Entwicklungsphase mit beru¨cksichtigt werden (vgl. [SZ10]).
In diesem Zusammenhang sind in Abbildung 2.4 die einzelnen Phasen des Produktle-
benszyklus im Detail dargestellt. Fu¨r den Hersteller ist jedoch nach der Produktion
des Produktes das Ende fu¨r das Produkt noch lange nicht erreicht. Fu¨r ihn beginnt
mit der Markteinfu¨hrung eine Gewa¨hrleistungszeit. In dieser muss sichergestellt
sein, dass das Produkt sicher funktioniert und instand gesetzt werden kann. Der
Lebenszyklus des Produktes endet somit fu¨r den Hersteller eigentlich erst nach der
Gewa¨hrleistungsphase oder der Nutzungsphase.
























































































































































































4: Produkt und Prozessverifikation (PV),
5: Produktionsstart (
”
Start Of Production“; SOP),
6: Produktzyklusende (
”
End of Produktion“; EOP),
7: Außerbetriebnahme (
”
End of Life“; EOL).
Wird der Produktlebenszyklus in Bezug auf den Reifegrad2 betrachtet, ist ein stei-
gender Reifegrad des Produktes in Abha¨ngigkeit von der Lebenszyklusphase des
Produktes erkennbar (Abbildung 2.5). Die Mo¨glichkeit auf A¨nderungswu¨nsche des
gesamten Produktes zu reagieren, besteht bis zum Beginn der Produktion. Nach dem
Produktionsstart ist eine Anpassung nur noch im Bereich der Software mo¨glich. Diese
Tatsache stellt fu¨r die Produktentwicklung, insbesondere der Hardwareentwicklung,
besondere Anforderungen an den Entwicklungsprozess, denn in diesen Doma¨nen ist
eine Konzeptentscheidung in fru¨hen Entwicklungsphasen wichtig und sinnvoll. Die
2Der Reifegrad bezieht sich hier auf den Umsetzungsgrad der globalen Anforderungen wa¨hrend der
Entwicklung. Je fortgeschrittener der Lebenszyklus, desto mehr Anforderungen wurden umgesetzt.
A¨nderungen lassen sich in spa¨ten Phasen schwieriger integrieren, da zu diesem Zeitpunkt die
Hardware des Systems weitestgehend definiert ist.








Variation des gesamtenSystems möglich Variation der Systemsoftware möglich
0% offene/nichterfüllte Anforderungen
100% Realisierung
offene Anforderungen(Potential für Anpassung, Veränderung oder Variation)
Umsetzung(Reifegrad des Produktes)
Produktwechsel
Abbildung 2.5: A¨nderungspotential und Umsetzungsgrad in Abha¨ngigkeit von der
Produktphase
Kosten fu¨r Anpassungen eines Produktes im fru¨hen Produktentwicklungsprozess sind
relativ gering, verglichen mit sehr spa¨ten Produktvera¨nderungen. Diese Kostenzu-
nahme begru¨ndet sich mit einer Komplexita¨tssteigerung bei der Implementierung
von A¨nderungen innerhalb einer spa¨ten Phase. A¨nderungen innerhalb benachbarter
Systeme, notwendige Fertigungsumstellungen oder erneute Freigaben ko¨nnen die Ur-
sachen fu¨r erga¨nzende Kosten sein. Dieser Sachverhalt begru¨ndet auch die Bedeutung
von fru¨hen Konzeptbewertungen wa¨hrend der Entwicklung. Wird der Sachverhalt in
fru¨hen Entwicklungsphasen in Bezug auf die Produktlebenszeit beachtet, bietet sich
durch geschickte Auslegung der Hardwarestruktur die Mo¨glichkeit Defizite, die durch
die Anpassungsproblematik der Hardware entstehen, durch die Einfu¨hrung von virtu-
ellen Sensoren zu minimieren. Virtuelle Sensoren basieren auf der Datenerfassung der
vorhandenen Hardware, werten die erfassten Daten jedoch nach anderen Verfahren
aus. Virtuelle Sensoren ko¨nnen auch durch die Kombination von unterschiedlichen
erfassten physikalischen Messwerten generiert werden. Die Realisierung von virtuellen
Sensoren bietet die Mo¨glichkeit, ohne Hardwarea¨nderungen eine Redundanz in das
System zu integrieren. Diese Redundanz ist nur eine virtuelle Redundanz. Virtuelle
Sensoren ko¨nnen auch zur U¨berwachung des Systems genutzt werden und bieten neue
Diagnosemo¨glichkeiten. Mechatronische Systeme liefern die Grundlage fu¨r virtuelle
Sensoren. In rein mechanischen Systemen ko¨nnen diese Sensoren nicht integriert
werden, da die informationsverarbeitenden Komponenten fehlen.
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2.2 Mechatronik im Kraftfahrzeug
Mechanik, ehedem
”
die Doma¨ne“ im Automobil, ist in heutigen Fahrzeugen durch
einen sehr hohen Anteil an elektronischen Systemen, die den Fahrer unterstu¨tzen
oder vo¨llig autonom arbeiten, ersetzt worden. Hierzu ist die Mechanik eine regel-
rechte Symbiose mit der Elektronik und Informatik eingegangen, was diese Systeme,
aufgrund ihres Funktionsumfangs, ha¨ufig sehr komplex werden la¨sst. Die technischen
Zusammenha¨nge zwischen den Systemkomponenten, dem Menschen und der Umwelt
sind in Abbildung 2.6 dargestellt. Bei Betrachtung eines Automobils wird der Mensch
als Fahrer dargestellt. Eine Energieversorgung wird als Komponente innerhalb des
mechatronischen Systems integriert. Das System kann durch den Fahrer oder die
Umwelt beeinflusst werden. Ru¨ckmeldungen an den Fahrer werden u¨ber die Umwelt
oder das Fahrzeug gegeben. Die meisten Informationen sind jedoch u¨ber die Umwelt













Abbildung 2.6: System-Mensch-Umgebung (vgl. [SZ10])
Allgemein werden mechatronische Systeme durch die in Abbildung 2.7 gezeigte
Grundstruktur beschrieben. Grundsystem, Sensoren, Aktoren und die Informati-
onsverarbeitung bilden die wesentlichen Bestandteile dieser Struktur. Deren Rand-
bedingungen von der Betriebsumgebung vorgegeben werden. Der Mensch und die
Kommunikationssysteme sind optionale Elemente der Darstellung und nicht immer
notwendig. Nach [Mar04] sind die Elemente in der Black-Box-Darstellung mittels
Energie-, Stoff-, Informationsflu¨ssen miteinander verknu¨pft. Das Grundsystem ist ein
technologieunabha¨ngiges physikalisches System, es kann z. B. aus mechanischen, elek-
tromechanischen, hydraulischen oder pneumatischen Strukturen bestehen. Hier sind
auch Mischformen der Strukturen denkbar. Das Grundsystem ist u¨ber Energie- und
Stoffflu¨sse u¨ber die Systemgrenzen hinaus mit anderen Systemen, anderen mechatro-
nischen (Teil-)Systemen oder auch anderen Grundsystemen verbunden. Die Sensoren
ermitteln - meist analog - die notwendigen Zustandsgro¨ßen und Zustandsvera¨nde-
rungen des Grundsystems, der Umgebung oder des Benutzers, in der das System
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eingesetzt wird. Diese ko¨nnen als konventionelle Messwertaufnehmer physikalisch
real vorhanden sein oder durch Software-Sensoren (virtuelle Sensoren) implementiert
werden. Diese Zustandsgro¨ßen bilden die Eingangsgro¨ßen der Informationsverarbei-
tungseinheit. Nach der Erfassung der Messwerte werden die Informationen in der
Regel rein digital weiterverarbeitet. Mikroprozessoren verarbeiten die Eingangsgro¨ßen
zeit- und wertdiskret. Hierdurch wird auch die analoge oder analog/digitale (A/D)
Verarbeitung der Signale mittels Elektronik ermo¨glicht.
”
Intelligente Sensoren“ lie-
fern zudem bereits gefilterte und A/D gewandelte Signale. Die Verarbeitungseinheit
bestimmt aufgrund der Zustandsgro¨ßen am Eingang die Zustandsgro¨ßen fu¨r die
gewu¨nschte Manipulation des Grundsystems. Optional ist diese zum Datenaustausch
u¨ber ein Kommunikationssystem mit anderen logischen Einheiten verbunden. U¨ber
die Mensch-Maschine-Schnittstelle kann dem Benutzer die Mo¨glichkeit zum Informati-
onsaustausch und zur Interaktion mit dem System gegeben werden. Die Umsetzungen
der von der Informationsverarbeitung bestimmten Einwirkungen erfolgen durch die
Aktoren direkt am Grundsystem. Die Leistungsversorgung der Systemelemente kann
u¨ber die Systemgrenzen hinaus durch externe Energiequellen, wie dargestellt, oder
























Abbildung 2.7: Verallgemeinerte Darstellung mechatronischer Systeme
Integrierte mechanisch-elektronische System werden als mechatronische Systeme
bezeichnet. Mechatronik ist ein Kunstwort aus Mechanik, Elektronik und Informatik.
In [Ise08] liefert Isermann eine zusammengefasste Definition der zu entnehmen
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ist, dass Mechatronik (im engeren Sinne) ein interdisziplina¨res Gebiet ist, in dem
nachfolgend aufgefu¨hrte Disziplinen zusammenwirken:
– Maschinenbau (Maschinenelemente, Maschinen, Feingera¨tetechnik),
– Elektrotechnik/Elektronik (Mikroelektronik, Leistungselektronik, Messtechnik,
Aktorik, Energieversorgung) sowie
– Informatik (Systemtheorie, Regelungs- und Automatisierungstechnik, Software-
Gestaltung, ku¨nstliche Intelligenz).
Bei mechatronischen Systemen erfolgt die Lo¨sung einer Aufgabe sowohl auf mechani-
schem als auch auf digital-elektronischem Weg. Hierbei spielen die Wechselwirkungen
zwischen den Doma¨nen der Produktentwicklung eine wichtige Rolle. Die einzelnen
Doma¨nen bedingen sich aufgrund ihrer Abha¨ngigkeit gegenseitig. Durch das enge
Zusammenwirken von Maschinenbau, Elektrotechnik und Informationstechnik werden
innovative Lo¨sungen und erweiterte Funktionen mo¨glich. Hierdurch kann das Kosten-
Nutzen-Verha¨ltnis heute bekannter Produkte verbessert und technologisch neuartige
Ideen umgesetzt werden. Mechatronische Systeme sind aufgrund des vernetzten Zu-
sammenspiels verschiedener Wissensdoma¨nen durch eine hohe Komplexita¨t gekenn-
zeichnet und stellen hohe Anforderungen an einen integrativen Entwicklungsprozess.
Die Mechatronik basiert auf der Synergie der klassischen Ingenieurwissenschaften



















Abbildung 2.8: Mechatronische Doma¨nen und ihre Abha¨ngigkeiten
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Nach Isermann [Ise08] entstehen mechatronische Systeme durch simultanes Entwerfen
und die Integration von folgenden Komponenten oder Prozessen:
– Mechanische Komponenten/Prozesse,
– Elektronische Komponenten/Prozesse und
– Informationstechnik (einschließlich Automatisierungstechnik).
Anschließend kann die Integration von Mechanik und Elektronik durch Komponenten
(Hardware: technische Struktur) oder informationsverarbeitende Funktionen (Softwa-
re: funktionale Struktur) erfolgen. Ziel ist dabei, eine optimale Lo¨sung zwischen der
mechanischen Struktur, Sensor- und Aktor-Implementierung, automatischer digitaler
Informationsverarbeitung und der Regelung zu finden.
In Abbildung 2.8 wird der Synergie-Effekt der Ingenieurwissenschaften durch die
Schnittmengen der einzelnen Doma¨nen verdeutlicht. Der Aspekt der Sicherheitstech-
nik wa¨hrend der Entwicklung von mechatronischen Systemen wird immer bedeutender
und die Bestimmung der Systemzuverla¨ssigkeit wird immer ha¨ufiger vom Kunden
gefordert. Bisher werden die ingenieurwissenschaftlichen Doma¨nen der Mechatronik
separat bezu¨glich ihrer Zuverla¨ssigkeit bewertet oder die Bewertung wird am Ge-
samtsystem durchgefu¨hrt. Fu¨r die ganzheitliche Bestimmung der Zuverla¨ssigkeit von
Systemen ist es jedoch wichtig die Bewertung der einzelnen Doma¨nen zu kombinieren.
Das Systemverhalten aller Doma¨nen und ihrer Schnittstellen ist in einer einheitlichen
Methode3 zu beschreiben.
Das generische Vorgehen bei der Entwicklung mechatronischer Systeme beruht auf
dem V-Modell4 (Abbildung 2.9). Zu Beginn werden die Anforderungen an das
System erarbeitet und zusammengefasst. Diese ko¨nnen unter anderem funktionale
Anforderungen, Anforderungen an die Kosten oder Anforderungen an die Sicherheit
beinhalten. Innerhalb des V-Modells startet die Systementwicklung mit der Analyse
der Systemanforderungen und endet mit der Produktfreigabe. Das Systemdesign geht
u¨ber in eine doma¨nenspezifische Entwicklung und wird spa¨ter wieder zu einem System
zusammengefu¨gt (Systemintegration). Die Einhaltung der spezifizierten Eigenschaften
wird sta¨ndig u¨berwacht. Unter der Beachtung dieser Aspekte kombiniert der in dieser
Arbeit eingefu¨hrte Systembewertungsprozess die Entwicklung innerhalb der einzelnen
Doma¨nen und liefert die Basis fu¨r den anschließenden Quantifizierungsprozess.
3Eine Methode beschreibt die systematische Vorgehensweise zur Beschreibung und Quantifi-
zierung von technischen Systemen. Fu¨r die Quantifizierung und Informationsgewinnung ko¨nnen
systematisierte Verfahren genutzt werden.
4V-Modell: Bei der Entwicklung nach dem V-Modell [IAB] sind den einzelnen Entwurfsphasen die
Integrations-, Pru¨f- und Testphasen gegenu¨bergestellt. Das V-Modell wurde aus dem Wasserfallm-
odell abgeleitet und bildete urspru¨nglich die Grundlage fu¨r den Softwareentwicklungsprozess. Aktuell
ist es ebenso fu¨r die eher traditionellen Ingenieursdisziplinen Maschinenbau und Elektrotechnik als
Leitmethode in der Entwicklung akzeptiert und u¨bernommen. Somit wurde das urspru¨nglich aus
der Softwareentwicklung stammende Modell im Laufe der Zeit an die Bedu¨rfnisse der Entwicklung
von mechatronischen Systemen angepasst.
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Abbildung 2.9: Erweitertes V-Modell im Entwicklungsprozess (vgl. [VDI04])
In der Richtlinie VDI 2206 [VDI04] wird eine methodische Unterstu¨tzung doma¨nen-
u¨bergreifender Entwicklung mechatronischer Systeme beschrieben. Hier liegen die
Schwerpunkte auf Vorgehensweisen, Methoden und Werkzeugen. Die Grundlagen
zum Entwickeln mechatronischer Systeme werden vermittelt und eine ganzheitliche
Sichtweise u¨ber die Fachdisziplinen hinaus anregt. Die Grundlage fu¨r das methodische
Vorgehen innerhalb der Entwicklung von mechatronischen Systemen bildet das V-
Modell. Dieses Modell beschreibt die wesentlichen Schritte die zur Entwicklung
von Systemen notwendig sind in ihrem logischen Zusammenhang. Die wesentlichen






Der Entwicklungszyklus beginnt mit der Produktidee, die aus einem bestehenden Sach-
verhalt resultiert oder sich aus einer Spezifikation ergibt. Dieser wird im gu¨nstigsten
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Fall mit einem Entwicklungsauftrag fortgesetzt. Die anschließende Anforderungsana-
lyse liefert eine Anforderungsliste. Diese bildet die Grundlage fu¨r den Systementwurf
und die U¨berwachung der Entwicklungsziele. Die Forderungen und Wu¨nsche der An-
forderungsliste werden auf wesentliche Aussagen und lo¨sungsneutrale Formulierungen
reduziert.
Der Systementwurf legt, basierend auf der Anforderungsliste, ein doma¨nenu¨bergreifen-
des Lo¨sungskonzept fest. Dieses Konzept beschreibt die wesentlichen physikalischen
und logischen Wirkweisen des technischen Systems und liefert eine erste abstrakte
Strukturbeschreibung. Die Beschreibung der Gesamtfunktion ist im Allgemeinen sehr
komplex, daher ist es sinnvoll, diese in Teilfunktionen zu unterteilen. Diesen Teil-
funktionen werden dann die notwendigen Lo¨sungs- oder Wirkprinzipien zugeordnet.
Die Teilfunktionen werden durch eine Funktionsstruktur beschrieben, die in Form
von Blockdiagrammen dargestellt werden ko¨nnen. Diese visualisieren den Zusammen-
hang zwischen den Eingangs- und Ausgangsgro¨ßen und ermo¨glichen die Darstellung
von Verknu¨pfungen in Form von Material-, Energie- und Informationsflu¨ssen. Die
Funktionserfu¨llung der Teilfunktionen wird anschließend im Systemzusammenhang
u¨berpru¨ft. Die einzelnen Wirkprinzipien oder Lo¨sungselemente werden u¨ber eine
Wirkstruktur zu der Gesamtsystemfunktion zusammengefasst und auf Funktions-
erfu¨llung u¨berpru¨ft [PBFG07].
Der na¨chste Abschnitt innerhalb des V-Modells wird als doma¨nenspezifischer Entwurf
bezeichnet. Hier werden die Lo¨sungselemente oder Wirkprinzipien der Teilfunktionen
den Doma¨nen zugeordnet. Auf der Doma¨nenebene findet eine weitere Konkretisierung
statt: Es werden detaillierte Auslegungen und Berechnungen beno¨tigt, die insbeson-
dere bei sicherheitskritischen Funktionen die Funktionserfu¨llung sicherstellen. Die
Entwicklung innerhalb der einzelnen Doma¨nen erfolgt nach doma¨nenspezifischen Ent-
wicklungsmethoden, die durch eigene Denkweisen, Begriffswelten und Erfahrungen
gepra¨gt sind. Eine Entwicklungsmethodik fu¨r den Maschinenbau wird in der VDI
2221 [VDI93] vorgestellt. Fu¨r die Software beschreiben Phasenmodelle, das Was-
serfallmodell, das Spiralmodell und insbesondere das V-Modell die Vorgehensweise
fu¨r die Entwicklung. Elektronik wird nach hierarchischen Entwurfsmethoden und
Phasenmodellen entwickelt.
Die Systemintegration umfasst den Zusammenschluss der in den doma¨nenspezifischen
Entwu¨rfen realisierten Funktionen, Komponenten oder Teilsysteme zu einem u¨berge-
ordneten Produkt. Es wird nach [VDI04] zwischen verschiedenen Integrationsarten
differenziert. Die Integration verteilter Komponenten beschreibt die Verbindung
zwischen den Komponenten, wobei die Komponenten u¨ber Energie-, Stoff- und In-
formationsflu¨sse miteinander verbunden und in Abha¨ngigkeit zueinander gebracht
werden. Wird das Gesamtsystem aus Modulen definierter Funktionalita¨t und stan-
dardisierter Schnittstellen zusammengesetzt, wird dies als modulare Integration be-
zeichnet. Bei der ra¨umlichen Integration werden komplexe Funktionseinheiten durch
die ra¨umliche Zusammenfassung der Komponenten gebildet. Kommt es wa¨hrend
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des doma¨nenspezifischen Entwurfs zu Vera¨nderungen der Wirkstruktur, mu¨ssen
eventuelle Inkompatibilita¨ten wa¨hrend der Systemintegration beseitigt werden. Das
zusammengesetzte System repra¨sentiert je nach Reifegrad oder durchlaufenem Zyklus
des V-Modells ein Funktions-/Labormuster, ein Prototyp, ein Vorserienprodukt (Null-
serie) oder ein Serienprodukt. Das System ist erst in diesem Stadium bezu¨glich seines
Zusammenwirkens u¨berpru¨fbar. Im Normalfall werden Zuverla¨ssigkeitsanalysen des
Systems auch erst in dieser Phase durchgefu¨hrt oder aus der doma¨nenspezifischen
Entwicklung zusammengefu¨hrt.
Die Eigenschaftsabsicherung u¨berpru¨ft den Entwurfsfortschritt anhand des festgeleg-
ten Lo¨sungskonzeptes und der systemspezifischen Anforderungen. Es soll sichergestellt
werden, dass die tatsa¨chlichen und geforderten Systemeigenschaften u¨bereinstimmen.
Lo¨sungsvarianten ko¨nnen miteinander verglichen und die optimale Variante selektiert
werden. Hierzu werden die Eigenschaften der Lo¨sungsvarianten der Anforderungsliste
gegenu¨bergestellt.
Die Phasen Systementwurf, doma¨nenspezifischer Entwurf und Systemintegration
werden durch die Modellbildung und -analyse begleitet. Mit Hilfe von Modellen und
rechnergestu¨tzten Werkzeugen wird das System simuliert und der Entwurf u¨berwacht.
Das Resultat der durch das V-Modell beschriebenen Vorgehensweise ist nicht aus-
schließlich ein fertiges, real existierendes Produkt, sondern eher das konkretisierte
zuku¨nftige Produkt oder die Produktfreigabe. Ist der Reifegrad fu¨r ein Vorserienpro-
dukt erreicht wird das Produkt fu¨r die Produktion freigegeben. Die Produktfreigabe
geht dann in die Produkt- & Prozessphase u¨ber.
Fu¨r den doma¨nenspezifischen Entwurf werden keine konkreten Vorgehensweisen
festgelegt. Hier empfiehlt sich, die Methodik des generischen V-Modells anzuwenden.
Diese Vorgehensweise ermo¨glicht die Sicherstellung der Einhaltung der Anforderungen
und Spezifikationen die an das System gestellt werden. Die Zuverla¨ssigkeitsbewertung
der Systeme wird im V-Modell erst in der Systemintegrationsphase mo¨glich. Um
im Entwicklungsprozess fru¨hzeitig Entscheidungen bezu¨glich der Zuverla¨ssigkeit zu
treffen, ist ein angepasster, entwicklungsbegleitender Bewertungsprozess notwendig.
Dieser Zusammenhang ist in Abbildung 2.9 durch das um die Zuverla¨ssigkeitstechnik
erweiterte V-Modell dargestellt. In diesem Zusammenhang wird in dieser Arbeit
eine Strukturbeschreibung durch Matrizen eingefu¨hrt, die eine fru¨he Bewertung der
Teilsysteme ermo¨glicht und Ru¨ckschlu¨sse auf das Gesamtsystem erlaubt. Hierbei wird
die Abbildung und Untersuchung der Systemeigenschaften wird in den Vordergrund
gestellt.
2.3 Zuverla¨ssigkeit und Sicherheit
Zur Beschreibung der zuverla¨ssigkeitstechnischen Zusammenha¨nge und zum ein-
heitlichen Versta¨ndnis werden folgend die wichtigsten Begriffe und Kenngro¨ßen als
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Arbeitsdefinition erla¨utert. Hierdurch wird eine Abgrenzung der Begriffe Zuverla¨ssig-
keit, Verfu¨gbarkeit und Sicherheit erreicht. Die Darstellung dieser Zusammenha¨nge
erfolgt in Anlehnung an [VDI07,DIN90].
Fehler Der Fehler (engl.
”
fault, defect“) bezeichnet einen anormalen Zustand, der
eine Verminderung oder den Verlust der Fa¨higkeit einer Funktionseinheit
verursachen kann, eine geforderte Funktion auszufu¨hren.
Ausfall Ein Ausfall (engl.
”
failure“) fu¨hrt zur Beendigung der Fa¨higkeit einer
Funktionseinheit, eine geforderte Funktion auszufu¨hren. Die Begriffe Versagen,
Funktionsverlust und Totalausfall werden in diesem Zusammenhang synonym
verwendet.
Zuverla¨ssigkeit Unter der Zuverla¨ssigkeit wird die Wahrscheinlichkeit verstanden,
dass ein System seiner Spezifikation entsprechend, wa¨hrend einer bestimm-
ten Zeitdauer funktioniert. Nach DIN 40041 [DIN90] ist Zuverla¨ssigkeit (engl.
”
dependability“) die Eigenschaft eines Systems bezu¨glich seines Anwendungs-
gebietes, bei vorgegebenen Anwendungsbedingungen die Zuverla¨ssigkeitsan-
forderung zu erfu¨llen. In diesem Zusammenhang wird in der DIN der Begriff
Zuverla¨ssigkeit u¨bergeordnet definiert, er fasst die Funktionsfa¨higkeit und
U¨berlebenswahrscheinlichkeit des Systems zusammen,
Funktionsfa¨higkeit Als Funktionsfa¨higkeit (engl.
”
reliability“) wird die Fa¨higkeit
eines Systems bezeichnet, die geforderten Funktionen unter den vorgegebenen
Anwendungsbedingungen zu erfu¨llen. Der Begriff
”
reliability“ wird ha¨ufig
synonym zur Beschreibung der Zuverla¨ssigkeit verwendet.
U¨berlebenswahrscheinlichkeit Die Wahrscheinlichkeit, dass ein System seine
Betriebsdauer ab Anwendungsbeginn erreicht, wird als U¨berlebenswahrschein-
lichkeit bezeichnet.
Verfu¨gbarkeit Als Verfu¨gbarkeit wird die Wahrscheinlichkeit, ein System an ei-
nem vorgegebenen Zeitpunkt in einem funktionsfa¨higen Zustand anzutreffen,
definiert.
Sicherheit Als Sicherheit wird die Freiheit von unvertretbaren Risiken bezeichnet.
Risiko Das Risiko wird im Allgemeinen nicht quantitativ erfasst. Es wird u¨ber die
Kombination der Ha¨ufigkeit eines Schadenseintrittes und seines Schadensaus-
maßes dargestellt.
Abweichung Die Abweichung (engl.
”
error“) ist die Differenz zwischen einem be-
rechneten, beobachteten oder gemessenen Wert und dem wahren, spezifizierten
oder theoretisch korrekten Wert.
Gefahr Eine Gefahr entsteht, wenn das Risiko gro¨ßer als das vertretbare Risiko
wird. Ein vertretbares Risiko wird nach den gu¨ltigen Wertvorstellungen der
Gesellschaft akzeptiert.
Innerhalb der Systementwicklung werden den Systemen Eigenschaften zugeordnet
(u. a. Funktionsstruktur, technisches Prinzip), anhand derer eine Systemauswahl
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getroffen werden kann. Die charakterisierenden Eigenschaften aus Sicht der Zu-
verla¨ssigkeitstechnik werden durch die Zuverla¨ssigkeit, Verfu¨gbarkeit und Sicherheit
dargestellt. Diese Eigenschaften haben einen direkten Einfluss auf die Kosten und
entscheiden indirekt u¨ber die Marktakzeptanz. Diese werden direkt oder indirekt
vom Kunden wahrgenommen.
Das Management von Sicherheit und Zuverla¨ssigkeit wird aufgrund von Kunden-
forderungen, gesetzlichen Forderungen und firmeneigenen Zielen vorausgesetzt. An
technische Systeme im Automobil werden Anforderungen gestellt, die u¨ber die rein





– soziale/humane Anforderungen und
– umwelttechnische Anforderungen.
Der Nachweis von Zuverla¨ssigkeit wird aufgrund der zunehmenden Komplexita¨t
der Systeme immer schwieriger. In [MP03] werden Forderungen hinsichtlich der
Zuverla¨ssigkeit und Sicherheit unter der Einbeziehung der Verfu¨gbarkeit und Wart-
barkeit als RAMS-Prozess (Reliability, Availabililty, Maintainability, Safety) [DIN00],
den es unter der Beru¨cksichtigung von Lebenslaufkosten (Kosten u¨ber den gesamten
Produktlebenszyklus hinweg) zu optimieren gilt, eingefu¨hrt. Das Sicherheits- und Zu-
verla¨ssigkeitsmanagement - ha¨ufig auch im
”
Systems Engineering“ integriert - stimmt
den RAMS-Prozess auf die Produktphasen Planung, Entwicklung, Produktion und
Anwendung ab. In diesem Zusammenhang werden Vorgaben definiert, deren Entwick-
lung u¨berwacht und alle Aktivita¨ten zur Optimierung, Demonstration, Beurteilung,
Vorausbestimmung etc. unternehmensspezifisch umgesetzt. Diese Vorgehensweise
wird in der Regel durch einen RAMS-Programmplan unterstu¨tzt und ha¨ufig einge-
setzt, um Fehler schon in der Planungs- bzw. Entwicklungsphase von Projekten zu
vermeiden [MP03].
Die Anforderungen an die Sicherheit von Fahrzeugfunktionen sind, verglichen mit
anderen Branchen wie beispielsweise dem Maschinenbau oder der Telekommunikation,
besonders hoch. Bei Fahrzeugfunktionen erfolgt meist eine Einstufung in eine hohe
Sicherheitsklasse. Die grundlegenden Sicherheitsbetrachtungen sind in Normen, wie
DIN 19250 [DIN89], IEC 61508 [IEC06], ISO 26262 [ISO09], Straßenverkehrsordnung
und in den ECE-Regelungen, wie [ECE04,ECE98], festgelegt [SZ10]. Die Analyse
der Funktionssicherheit hat somit einen großen Einfluss auf die Entwicklung von
Funktionen und Sicherheitskonzepten.
Die Bedeutung von Zuverla¨ssigkeits- und Sicherheitsanalysen technischer Systemen
ist im Bereich der Automobilindustrie gleichstellt.
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2.3.1 Zuverla¨ssigkeitstechnische Eigenschaften der Mechatronik
Der Entwicklungsprozess von mechatronischen Systemen ist stets mehrdeutig und
unbestimmt. Dementsprechend wird nach Beurteilungskriterien gesucht, die die
unterschiedlichen Entscheidungsprozesse unterstu¨tzen. Ein an Bedeutung zunehmen-
des Kriterium ist die Systemzuverla¨ssigkeit, da ein Ausfall oder Fehler auf breiter
Kundenebene schlichtweg als inakzeptabel betrachtet wird.
Bei Fehlern kann zwischen den Fehlerarten physikalisch, inha¨rent und nicht-inha¨rent
unterschieden werden. Physikalische Fehler beruhen auf physikalischen oder chemi-
schen Ausfallmechanismen oder Effekten (Verschleiß, Alterung, etc.). Fehler, die schon
von Beginn der Nutzung vorhanden sind, werden als inha¨rente Fehler bezeichnet.
Die Ursachen dieser liegen in menschlichem Versagen wie z. B. Spezifikationsfehler,
Entwurfsfehler, Denkfehler, Kommunikationsfehler, mangelnde Erfahrung, Kunden-
fehler oder mangelndes Wissen [Ber09]. Inha¨rente Fehler werden ha¨ufig erst bei der
Inbetriebnahme entdeckt. Tritt ein Fehler erst mit der Inbetriebnahme auf, wird die-
ser als nicht-inha¨rent bezeichnet. Die Ursachen dieser entsprechen denen inha¨renter
Fehler. Den einzelnen Doma¨nen der Mechatronik ko¨nnen unterschiedliche Fehlerarten
zugeordnet werden. Im Folgenden werden eine Abgrenzung der Doma¨nen und deren
Fehlerarten durchgefu¨hrt.
Die Zuverla¨ssigkeitsbewertung von mechanischen Komponenten beginnt mit der An-
forderungsanalyse auf Komponentenebene. Technische Dokumente (z. B. Stu¨cklisten,
Lastenhefte oder Skizzen) mit phasenabha¨ngigem Reifegrad liefern die notwendigen
Informationen fu¨r die Analyse. In einem Funktionsblockdiagramm werden die aus
der Analyse ermittelten Funktionen zu einander in Bezug gebracht. Anhand des
Funktionsblockdiagramms werden die Wechselwirkungen zwischen den Elementen
dargestellt. Die anschließende qualitative Untersuchung wird durch qualitative und
quantitative Methoden der Zuverla¨ssigkeitstechnik unterstu¨tzt. Es werden kritische
Elemente identifiziert und einer quantitativen Analyse unterzogen. Dies setzt jedoch
ausreichend Informationen u¨ber die Komponente voraus. Felddaten und Tests ko¨nnen
hier wichtige Informationsquellen sein. In fru¨hen Entwicklungsphasen ko¨nnen die Zu-
verla¨ssigkeitsdaten aus sogenannten Ausfallratenkatalogen entnommen werden. Diese
Daten liefern jedoch nur eine grobe Abscha¨tzung. Fu¨r konkrete Zuverla¨ssigkeitsaussa-
gen mu¨ssen mechanische Komponenten zuverla¨ssigkeitstechnisch untersucht werden.
Mechanische Komponenten werden durch schlagartige Ausfa¨lle oder Driftausfa¨lle
charakterisiert. Ein schlagartiger Ausfall kann durch U¨berbeanspruchung, falsche
Dimensionierung oder falsche Bedienung erfolgen. Dieser geschieht in der Regel
ohne Anku¨ndigung und fu¨hrt meist zu einem vo¨lligen Funktionsverlust. Ausfa¨lle
infolge einer zeitvera¨nderlichen partiellen Abnahme der Funktionalita¨t werden als
Driftausfa¨lle definiert. Diese Ausfallart beruht auf physikalischen Pha¨nomenen und
kann nicht direkt durch konstruktive Maßnahmen optimiert werden. Zur Optimierung
sind indirekte konstruktive Maßnahmen notwendig.
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Im Entwicklungsprozess kann die Zuverla¨ssigkeit elektronischer Komponenten erst
spa¨t quantifiziert werden. Die Ausfa¨lle treten meist ohne Vorwarnung auf, sind daher
scheinbar zufa¨llig und werden mathematisch als Exponentialverteilungen betrachtet.
Die Elektronik unterliegt wie die Mechanik Alterungsprozessen, nur ist diese in der
Regel unsichtbar im Vergleich zur Alterung in Form von Abrieb. Fehlerraten ko¨nnen
durch geraffte Tests ermittelt werden. Um Zuverla¨ssigkeitsaussagen wa¨hrend des
Entwurfs treffen zu ko¨nnen, wird auf Ausfallratenkataloge (u. a. Military Handbook
[Dep91]) zuru¨ckgegriffen. Aufgrund der umfangreichen Zuverla¨ssigkeitsdaten ist eine
Zuverla¨ssigkeitsprognose fu¨r elektronische Komponenten sehr pra¨zise und liefert
somit bereits in der Entwurfsphase wichtige Informationen.
Informationsverarbeitende Komponenten eines mechatronischen Systems werden
durch die Kombination von Elektronik und Software realisiert. Das Versagen einer
Softwarekomponente basiert nicht auf physikalischen oder chemischen Ursachen.
Es wird hervorgerufen, wenn ein Fehler bereits in der Software vorhanden ist oder
der Fehler bei Ausfu¨hrung der Software aktiviert wird. Hier ist die Anzahl von
Fehlern, die ein Versagen des Systems hervorrufen ko¨nnen, eine unvera¨nderliche
Gro¨ße. Abha¨ngig vom Zeitpunkt wird zwischen Spezifikationsfehlern und Implemen-
tierungsfehler unterschieden. Softwarefehler sind inha¨rent und systematischer Natur.
Diese entstehen durch den Entwickler wa¨hrend des Entwurfs oder der Umsetzung
(Programmierung), infolge falscher Programmierung, Unachtsamkeit, mangelnder
Erfahrung oder falscher Spezifikation. Die Bewertung der Zuverla¨ssigkeit erfolgt mit
Hilfe von Modellen und empirischen Daten u¨ber das Versagen der Software. Besteht
keine Mo¨glichkeit auf empirische Daten zuru¨ckzugreifen, werden indirekte Gro¨ßen
fu¨r die Einscha¨tzung der Zuverla¨ssigkeit verwendet. Dabei unterstu¨tzen qualitative
Methoden die Bewertung der Zuverla¨ssigkeit.
Eine eindeutige Trennung zwischen den Teilgebieten der Mechatronik ist nicht mo¨glich.
Doma¨nenspezifische Analyse- und Bewertungsmethoden sind zwar separat anwendbar,
ko¨nnen jedoch nur mit großem Aufwand auf das Gesamtsystem u¨bertragen werden.
Ha¨ufig wird, das aus den einzelnen Doma¨nen integrierte Gesamtsystem analysiert.
Diese Vorgehensweise hat den Nachteil, dass das System abstrahiert werden muss.
Mechatronische Systeme erfordern eine doma¨nenu¨bergreifende einheitliche Analyse-
und Bewertungsmethode, die die Eigenschaften der einzelnen Doma¨nen beru¨cksichtigt.
Eine methodische Durchdringung des gesamten Produktentwicklungsprozesses ist fu¨r
alle mechatronischen Teildisziplinen notwendig.
2.3.2 Methoden zur Ermittlung der System-Zuverla¨ssigkeit
Die Ermittlung der Systemzuverla¨ssigkeit ist Teil der Entwicklungsmethodik und fu¨r
den Produktentstehungsprozess als Freigabekriterium vorgeschrieben. Nach [VDA00]
za¨hlen
– Fehler-Mo¨glichkeits- und Einfluss-Analyse (FMEA),
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– ABC-Analyse,
– Fehlerbaum-Analyse (FTA) (qualitativ/quantitativ),
– Importanzanalyse,
– Boolesche Theorie und
– Markov Theorie
zu den heute u¨blichen Methoden zur Ermittlung der Systemzuverla¨ssigkeit.
Die FMEA unterstu¨tzt die systematische Suche nach Schwachstellen und ihren
systemischen Auswirkungen. Diese Methoden werden durch die ABC-Analyse und
die qualitative FTA unterstu¨tzt und liefern nur eine qualitative Aussage u¨ber die
System-Zuverla¨ssigkeit. Die quantitative FTA, die Markov Theorie und die Boolesche
Theorie liefern quantitative Prognosen u¨ber das zu erwartende Ausfallverhalten des
Systems.
Allen Methoden ist gemein, dass die Genauigkeit der Analyse sehr stark vom Detail-
lierungsgrad und von der Abbildungsgenauigkeit der Strukturbeschreibung abha¨ngig
ist. Jede Methode setzt eine Analyse der Systemstruktur voraus und basiert auf
einer formalen oder ada¨quaten Strukturbeschreibung. Eine doma¨nenu¨bergreifende
Strukturbeschreibung ist schwierig. Gerade bei einer komplexen Systemstruktur, die
informationsverarbeitende Komponenten beinhaltet, sind die Systemstruktur und
die Abha¨ngigkeiten innerhalb der Struktur nicht sichtbar.
Der folgende Abschnitt behandelt die Zuverla¨ssigkeitsanalyse von Systemen und
die Anwendung von Zuverla¨ssigkeitsmethoden. Aufgrund von Funktionsmodellen
bzw. physikalisch-technischen Modellen eines technischen Systems ist es mo¨glich,
die Zuverla¨ssigkeits- bzw. Sicherheitskenngro¨ßen des Systems zu ermitteln. Fu¨r die
quantitative Auswertung sind die Zuverla¨ssigkeitskenngro¨ßen der Komponenten
notwendig. Somit ist es mo¨glich, alternative Konzepte miteinander zu vergleichen
und bei vorhandenen Zuverla¨ssigkeitskenngro¨ßen der Komponenten das System zu
quantifizieren.
In Anlehnung an [Fre73] ist in Abbildung 2.10 die abstrakte Darstellung der Zu-
verla¨ssigkeits-/Sicherheitsanalyse dargestellt. Die quantitative Zuverla¨ssigkeitsbe-
wertung wird durch eine Modellbildung unterstu¨tzt. Die drei Hauptphasen der
Zuverla¨ssigkeitsmodellbildung sind in Abbildung 2.10 in abstrakter Form dargestellt.
Darin wird das technische System zuna¨chst in ein technisches Modell u¨berfu¨hrt.
Mit Informationen aus einer Komponentendatenbank ist es folglich mo¨glich, das
technische Modell in ein mathematisches Modell zur Berechnung der Zuverla¨ssig-
keit zu u¨berfu¨hren. Die quantifizierten Kenngro¨ßen werden bezu¨glich der Anfor-
derungen bewertet. Ist die Systemanforderung nicht erfu¨llt, findet zyklisch eine
Systemoptimierung/-variation statt und die Bewertung wird erneut durchgefu¨hrt.
Werden bei der Analyse des Systems potentielle Fehler identifiziert, wird nach den
Fehlerursachen gesucht. Unter Beru¨cksichtigung der Kosten sowie der Vermeidbar-
keit/Beherrschbarkeit wird eine Fehlerbehebung durchgefu¨hrt. Der Zusammenhang
























Abbildung 2.10: Zuverla¨ssigkeitsmodellbildung (vgl. [Fre73])
zwischen Kosten fu¨r die Beseitigung von Fehlern und dem Zeitpunkt der Entdeckung
ist in Abbildung 2.11 verdeutlicht. Die Zehnerregel [TM03] zeigt auf, das sich die
Kosten fu¨r einen Fehler bei jedem Prozessschritt verzehnfachen. Aus diesem Grund











Abbildung 2.11: Fehlerkostenentwicklung u¨ber den Lebenszyklus (vgl. [TM03])
Kostenschwelle Keff : effektive Kosten-pro-Fehler-Schwelle
ist eine pra¨ventive Fehlervermeidung immer einer nachtra¨glichen Fehlerbehebung
vorzuziehen. Eine effektive Kostenschwelle Keff wird fu¨r die Planung festgelegt.
Wird diese bei der Planung u¨berschritten, ist ein Gewinn bei der Vermarktung
des Produktes nicht zu erwarten. Die Kosten fu¨r die Fehlerbehebung wa¨hrend der
Laufzeit wa¨ren gro¨ßer als der Gewinn.
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Die Analyse der Zuverla¨ssigkeit basiert auf einer Strukturanalyse des Systems. Hier-
durch werden neben der Zuverla¨ssigkeitsanalyse des Gesamtsystems auch Schwach-
stellen und kausale Zusammenha¨nge, die zu einem Fehler fu¨hren ko¨nnen, aufgedeckt.
Neben den systembedingten Faktoren ko¨nnen auch a¨ußere Faktoren beru¨cksich-
tigt werden. A¨ußere Faktoren sind zum Beispiel die Einwirkungen von Benutzern
oder der Umwelt. Die Verfahren der Zuverla¨ssigkeitsanalyse werden in der Regel
wa¨hrend der Entwicklungs- und Konstruktionsphase durchgefu¨hrt, um entdeckte
Fehlermo¨glichkeiten je nach Risiko rechtzeitig beseitigen zu ko¨nnen. Fu¨r alle Ver-
fahren sind die genaue Kenntnis des Zusammenspiels und der Wechselwirkungen
der Systemkomponenten sowie das Verhalten angrenzender Systeme, der Umgebung
und des Benutzers unerla¨sslich. Die u¨blichen Methoden der Zuverla¨ssigkeitstechnik
unterstu¨tzen die Strukturanalyse, die wiederum wichtige Informationen fu¨r diese
Methoden bereitstellt.
Die graphische Darstellung von Systemkonfigurationen kann durch Zuverla¨ssigkeits-
blockdiagramme, Fehler- oder Funktionsba¨ume oder Zustandsdiagramme erfolgen.
Das Zuverla¨ssigkeitsblockdiagramm (engl.
”
reliability block diagram“, RBD) ist
eine sehr gebra¨uchliche zuverla¨ssigkeitstechnische Darstellungsform von Systemen.
Jede Systemkomponente wird durch eine spezifische Zuverla¨ssigkeitseigenschaft cha-
rakterisiert. Besitzt eine Komponente beispielsweise mehrere Ausfallarten, muss
jede Ausfallart separat durch einen Block dargestellt werden. Die Blo¨cke werden
als eine
”
Black-Box“ betrachtet. Das entstehende RBD besitzt einen Eingang und
einen Ausgang und besteht aus einer Mischstruktur von seriellen und parallelen
Verknu¨pfungen. Die Darstellung bezieht sich stets auf die Funktionsfa¨higkeit des
Systems. Die hierdurch generierte Struktur weißt erhebliche Unterschiede zu der
Darstellung in Form eines Funktionsblockdiagramms (FBD5) auf. In einem RBD
werden die Funktionen und Komponenten, die zu einem fehlerfreien Systemzustand
fu¨hren, dargestellt. Wie spa¨ter noch detailliert erla¨utert, beschreibt das Funktions-
blockdiagramm die Abha¨ngigkeiten der Funktionen untereinander aus funktionaler
Sicht.
Komplexe Systeme werden zur zuverla¨ssigkeitstechnischen Quantifizierung ha¨ufig
als Fehlerba¨ume oder Funktionsba¨ume dargestellt. Diese Methoden stellen eine Top-
Down-Analyse dar. Das Systemverhalten wird bezu¨glich eines kritischen Ausfalls
(Top6) analysiert. Von diesem kritischen Ausfall ausgehend, werden die Komponen-
tenzusta¨nde (Basisereignisse) durch logische Symbole dargestellt. Der Fehlerbaum
ist die graphische Darstellung des Ereignisses
”
Systemausfalls“ eines Systems oder
5Funktionsblockdiagramme liefern einen leicht versta¨ndlichen Einblick in die Arbeitsweise eines
Systems und lassen sich relativ einfach in Fehlerba¨ume u¨berfu¨hren. Neben den Betriebs- und
Funktionsabla¨ufen sind Redundanzen oder Abha¨ngigkeiten innerhalb des Systems erkennbar. Zu
erfu¨llende Nebenbedingungen sind ebenso ersichtlich. Parallel zu dieser graphischen Beschreibung
sind die erga¨nzenden verbalen Beschreibungen der Konstrukteure von Bedeutung.
6Top: Kritischer Ausfall, kritisches Ereignis oder kritischer Zustand der na¨her analysiert wird.
Die Fehlerbaumanalyse bezeichnet dieses unerwu¨nschte Ereignis auch als Top.
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Untersystems (Subsystems) als Boolesche Funktion unter der Benutzung der logischen
Symbole Konjunktion, Disjunktion und Negation. Der Funktionsbaum charakterisiert
hingegen das Ereignis
”
Systemfunktion“. Bei der Darstellung mittels Zustandsdia-
grammen wird das System in endlich viele Zusta¨nde zerlegt. Die einzelnen Zusta¨nde
werden durch Kreise und die U¨berga¨nge zwischen den Zusta¨nden durch Pfeile (Kan-
ten) dargestellt. Im einfachsten Fall besitzt das System zwei Zusta¨nde, das System ist
funktionsfa¨hig oder das System ist ausgefallen. Sind mehr als zwei Zusta¨nde zu beru¨ck-
sichtigen, ist die Darstellung mittels Zustandsdiagrammen mo¨glich [MP03,Rak02].
Hierbei wird die zeitliche Reihenfolge der Zusta¨nde beru¨cksichtigt.
Zur Identifizierung von kritischen Ausfa¨llen oder unerwu¨nschten Ereignissen stehen
unterschiedliche Methoden der Zuverla¨ssigkeitstechnik zur Verfu¨gung. Die Ereignis-
baumanalyse untersucht die Auswirkung eines Teilsystem- oder Komponentenausfalls
auf die Systemfunktion. Diese Methode ist jedoch bei komplexen Systemen sehr auf-
wendig. Aus diesem Grund wird bei komplexen Systemen auf die ha¨ufig verwendete
und anschließend na¨her beschriebene FMEA zuru¨ckgegriffen.
2.3.3 Fehler-Mo¨glichkeits und Einfluss-Analyse
Als Methode des pra¨ventiven Qualita¨tsmangements zur strukturierten und qualitati-
ven Analyse von Systemen und Prozessen verfolgt die formalisierte FMEA das Ziel,
potenzielle Fehlermo¨glichkeiten, deren Ursachen sowie deren Folgen zu entdecken, zu
analysieren und zu vermeiden. Deren Anwendung im Qualita¨tsmanagement dient
der produkt- und prozessbezogenen Risikominimierung in Folge auftretender Fehler.
Anwendung findet die FMEA in der Entwicklung von neuen Konzepten, sowie in der
Weiterentwicklung oder A¨nderung von Produkten und Prozessen.
Mit der FMEA wird die Idee einer pra¨ventiven Fehlererkennung und Fehlervermei-
dung, anstelle einer nachtra¨glichen Korrektur, verfolgt. Zum Erreichen dieses Ziels
werden geeignete Maßnahmen bereits in fru¨hen Phasen des Produktentstehungspro-
zesses definiert.
Es ko¨nnen die drei Hauptformen Konstruktions-FMEA (Design), Prozess-FMEA
(Produktion) und Sytem-FMEA (Produkt und Funktionalita¨t), mit jeweils unter-
schiedlichen Anwendungsgebieten, unterschieden werden. Diese Hauptformen werden
in Anlehnung an [MP03] wie folgt beschrieben.
Konstruktions-FMEA Die Konstruktions-FMEA untersucht die spezifikations-
gerechte Gestaltung und Auslegung der Komponenten zur Vermeidung von
Entwicklungsfehlern und konstruktiv beeinflussbaren Prozessfehlern.
Prozess-FMEA Die zeichnungs- und fertigungsgerechte Prozessplanung und -
ausfu¨hrung der Komponenten zur Vermeidung von Planungs- und Fertigungs-
fehlern wird durch die Prozess-FMEA untersucht. Es soll dabei sichergestellt
werden, dass die Qualita¨t des Endproduktes den Erwartungen des Kunden
entspricht.
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System-FMEA Auf Grundlage der Systemspezifikation untersucht die System-
FMEA das funktionsgerechte Zusammenwirken der Systemkomponenten und
ihrer Verbindungen zur Vermeidung von Fehlern bei Systemauswahl und -
auslegung sowie Feldrisiken.
Aufgrund von Erfahrungen, aus der Anwendung in der Automobilindustrie, wird
die FMEA durch den Verband der Automobilindustrie (VDA) [VDA06] automobil-
spezifisch angepasst und erweitert. Es werden lediglich zwei Varianten, die gesteigerten
Wert auf die ganzheitliche und systematische Betrachtung legen, in einer System-
FMEA zusammengefasst. Es wird nicht mehr aufgrund der Abstraktionsgrade oder
der Detaillierungsniveaus untergliedert sondern aufgrund der Art der Vorgehensweise
der Untersuchung in funktionale Betrachtungen (Produkte) und Betrachtung nach
Abla¨ufen (Prozesse). In Anlehnung an [VDA06] werden die beiden Varianten wie
folgt beschrieben:
Produkt-FMEA Die Produkt-FMEA betrachtet die geforderten Funktionen von
Produkten und Systemen bis auf die Auslegung der Eigenschaften und Merkma-
le. Dabei werden die mo¨glichen Abweichungen betrachtet und die Maßnahmen
zur Sicherstellung der Forderungen definiert.
Prozess-FMEA Werden die die Abla¨ufe zur Herstellung von Produkten und Syste-
men bis zu den Anforderungen an die Prozesseinflussfaktoren betrachtet, wird
dies der Prozess-FMEA zugeordnet. Mo¨gliche Abweichungen werden betrachtet
und Maßnahmen zur Sicherstellung der Abla¨ufe und der Produktmerkmale
definiert. Die Prozess-FMEA betrachtet unter anderem die Einflussgro¨ßen
Mensch, Maschine, Methode, Material und Umwelt.
Die FMEA ist universell ausgelegt und kann auch auf nichttechnische Systeme ange-
wendet werden. Im Betrachtungsumfang befinden sich Systeme, Softwarefunktionen,
Schnittstellen, Konstruktion, Komponenten, Fertigungsabla¨ufe, inline Tests, inline
Pru¨fungen, Montageabla¨ufe, Logistik, Transport und Maschinen/Werkzeuge.
Die methodische Anwendung der FMEA ist schon in fru¨hen Konzeptphasen sinnvoll
und wird unter der Beru¨cksichtigung folgender Ziele (vgl. [VDA06]) durchgefu¨hrt,
die wiederum das Erreichen von unternehmerischen Zielen unterstu¨tzen:
– Erfassen von Forderungen die an das Produkt in Bezug auf Vollsta¨ndigkeit,
Verifizierbarkeit und Validierbarkeit aus Sicht der Qualita¨t gestellt werden,
– Ermittlung von Forderungen bezogen auf die Fehlererkennung wa¨hrend der
Entwicklungsphasen,
– Bestimmung von Forderungen zur Fehlererkennung im Kundenbetrieb,
– Identifikation von mo¨glichen Fehlern und weiterhin
– Fehlerabstellung sowie Neubewertung.
Die Identifikation und Betrachtung von mo¨glichen Fehlern ist von besonderer Bedeu-
tung, denn diese basiert auf einer strukturierten und detaillierten Systembeschreibung
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und ermo¨glicht die Verbesserung des Systems sowie die Generierung von alternativen
Konzepten.
Systemanalyse Risikoanalyse und Maßnahmen




























































Abbildung 2.12: Vorgehensweise bei der Durchfu¨hrung einer FMEA
RPZ = Risikopriorita¨tszahl, B = Bedeutung, E = Entdeckungs-
wahrscheinlichkeit, A = Auftretenswahrscheinlichkeit
Fu¨r die Durchfu¨hrung schla¨gt der VDA eine systematische Vorgehensweise vor und






Die Reihenfolge der Struktur- und Funktionsanalyse richtet sich nach dem verfolgten
Ziel. Eine bauteilorientierte Analyse beginnt mit der Strukturanalyse und geht in
die Funktionsanalyse u¨ber. Im Gegensatz hierzu wird bei der funktionsorientierten
Analyse die Reihenfolge vertauscht.
Durch die Strukturanalyse wird das Gesamtsystem in Teilsysteme aufgeteilt und der
zu analysierende Systemumfang abgegrenzt. Die Systemelemente werden hierarchisch
in einer Systemelementstruktur (Strukturbaum) angeordnet.
Die Funktionsanalyse ordnet jedem Teilsystem mindestens eine Funktion zu. Die
Beschreibung dieser Funktion muss eindeutig, verifizierbar und validierbar sein. Fu¨r
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die Analyse sind umfassende Kenntnisse u¨ber das System und die Umgebungsbedin-
gungen notwendig. Das Zusammenwirken der Funktionen mehrerer Systemelemente
wird als Funktionsstruktur (Funktionsbaum, Funktionsnetz) dargestellt. Das Funkti-
onsnetz stellt die logischen Ursache-Wirkung-Beziehungen dar.
Die Identifikation aller potentiellen Fehlfunktionen wird durch die Fehleranalayse
erreicht. Die Zusammenha¨nge werden durch die Fehlerart, die Fehlerursache und die
Fehlerfolgen beschrieben.
Die Bedeutung der Fehlerfolge (B), die Auftretenswahrscheinlichkeit der Fehlerursache
(A) und die Entdeckungswahrscheinlichkeit der aufgetretenen Fehlerursache (E)
werden in der Risikopriorita¨tszahl (RPZ) als Produkt zusammengefasst. Die RPZ
dient als Entscheidungskriterium zur Einleitung von Optimierungsmaßnahmen oder
detaillierteren Analysen der betrachteten Funktion. Wurde das System optimiert ist
eine erneute Bewertung durch die FMEA erforderlich.
Zur fru¨hzeitigen Vermeidung von potenziellen Systemfehlern ist die System-FMEA
ein zentraler Punkt im sicherheitsgerichteten Entwicklungsprozess. Diese wird im
Rahmen der Fehlerbaumanalyse durch die Mehrfachfehlerbetrachtung und logische
Verknu¨pfung erweitert.
2.3.4 Fehlerbaumanalyse
Bei der Fehlerbaumanalyse (engl.
”
fault tree analysis“, FTA) handelt es sich um ein
deduktives Verfahren zur Bestimmung der Ausfallwahrscheinlichkeit. Dabei wird ein
vorgegebenes unerwu¨nschtes Ereignis auf eine Kombination von Prima¨rereignissen
zuru¨ckgefu¨hrt. Die Auswertung beruht auf der Grundlage der Booleschen Algebra.
Die Fehlerbaumanalyse eignet sich zur Sicherheits- und Zuverla¨ssigkeitsanalyse fu¨r
Anlagen und Systeme aller Art. Ausfa¨lle gemeinsamer Ursache (engl.
”
common
mode failure“) und menschliche Fehler (engl.
”
human error“) ko¨nnen einschließend
betrachtet werden. Die Ergebnisse ermo¨glichen eine Systembeurteilung im Hinblick
auf Zuverla¨ssigkeit, Verfu¨gbarkeit und Sicherheit (vgl. [DIN81,MP03]).
Die Fehlerbaumanalyse ist eine Top-Down-Analyse. Von einem unerwu¨nschten Ereig-
nis (Top) ausgehend, wird untersucht, welche Ursachen oder Ursachenkombinationen
zu diesem Ereignis fu¨hren. Die Beziehungen zwischen den Ausfallursachen werden
durch Boolesche Operatoren beschrieben. Die Fehlerbaumanalyse eignet sich zur
qualitativen und quantitativen Zuverla¨ssigkeitsbewertung. Die qualitative Bewer-
tung erlaubt die Gegenu¨berstellung von Entwurfsalternativen und unterstu¨tzt die
Produktverbesserung. Die quantitative Form der Fehlerbaumanalyse unterstu¨tzt die
Abscha¨tzung der Produktzuverla¨ssigkeit.
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Mit der Fehlerbaumanalyse ko¨nnen folgende Ziele erreicht werden:
– Systematische Identifizierung aller mo¨glichen Ausfallursachen und Ausfallkom-
binationen, die zu dem unerwu¨nschten Ereignis fu¨hren,
– Vergleich von Entwurfsvorschla¨gen durch probabilistische Vorhersagen u¨ber die
Zuverla¨ssigkeit und Sicherheit,
– Ermittlung von Zuverla¨ssigkeitskenngro¨ßen (u. a. Ausfallwahrscheinlichkeit,
Verfu¨gbarkeit),
– Grafische Darstellung der Strukturfunktion (siehe 2.3.5),
– Nachweis geforderter Zuverla¨ssigkeits- und Sicherheitsanforderungen und
– Aufzeigen von potenziellen Schwachstellen im System.
Die Voraussetzung fu¨r die Fehlerbaumanalyse ist die exakte und eindeutige Beschrei-
bung des Systems (Systemanalyse) und die Definition von unerwu¨nschten Ereignissen
(z. B. mit Hilfe der FMEA). Ergebnisse der System-FMEA ko¨nnen wiederverwendet
werden und liefern Informationen u¨ber die mo¨glichen Ausfallarten als Basis fu¨r die
Fehlerbaumanalyse.

















Abbildung 2.13: Grafische Notation fu¨r die Fehlerbaumanalyse nach [DIN81]
Ausgehend von einem unerwu¨nschten Ereignis wird untersucht, welche Ausfa¨lle
auf der na¨chst tiefer gelegenen Ebene zu diesem Ereignis fu¨hren. Bei konsequenter
Fortsetzung bis zum Erreichen eines Basisereignisses (Komponentenausfall) entsteht
ein Fehlerbaum. Eine detaillierte Beschreibung zur Vorgehensweise fu¨r die Erstellung
von Fehlerba¨umen ist in DIN 25424 festgelegt [DIN81]. In Abbildung 2.14 ist ein
exemplarischer Fehlerbaum fu¨r ein System dargestellt.
Die Fehlerbaumanalyse eignet sich sehr gut zur zuverla¨ssigkeits- und sicherheitsrele-
vanten Darstellung und Analyse von großen komplexen Systemen, die in der Regel
aus vielen Minimalschnitten (Ereigniskombinationen die zum TOP-Ereignis fu¨hren)
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Abbildung 2.14: Fehlerbaum fu¨r ein Beispielsystem
bestehen ko¨nnen. Weiterhin eignet sich diese zur Identifikation von kritischen Fehler-
pfaden und ermo¨glicht eine Betrachtung der Auswirkung von Mehrfachfehlern. Die
methodische Grundlage fu¨r die Auswertung von Fehlerba¨umen bildet die Boolesche
Algebra. Der Fehlerbaum wird zuna¨chst in eine Boolesche Funktion u¨berfu¨hrt und
anschließend zuverla¨ssigkeitstechnisch ausgewertet.
2.3.5 Boolesche Modellbildung (Boolesche Theorie)
Unter der Voraussetzung das ein technisches System entweder ausgefallen oder
funktionsfa¨hig ist, la¨sst sich das System in Abha¨ngigkeit von den Komponenten,
die ebenfalls auf die Zusta¨nde ausgefallen oder funktionsfa¨hig beschra¨nkt sind, mit
Hilfe der Booleschen Algebra beschreiben. Die Boolesche Theorie ermo¨glicht die
Ermittlung des Systemausfallverhaltens unter folgenden Bedingungen:
– Bei dem zu beschreibenden System darf es sich nicht um ein reparierbares
System handeln. Der erste Systemausfall beendet somit die Lebensdauer des Sy-
stems. Werden reparierbare Systeme betrachtet, ist dies nur bis zum Zeitpunkt
des ersten Ausfalles mo¨glich.
– Die Systemkomponenten und das Gesamtsystem ko¨nnen nur die Zusta¨nde
ausgefallen oder funktionsfa¨hig annehmen.
– Eine weitere Voraussetzung fu¨r die Anwendung der Booleschen Theorie ist die
Unabha¨ngigkeit der Systemkomponenten.
Unter Beachtung dieser Bedingungen ko¨nnen mechatronische Systeme bezu¨glich
des Ausfallverhaltens analysiert werden. Die Darstellung der Funktion la¨sst sich
mit Zuverla¨ssigkeitsblockdiagrammen verdeutlichen. Aus diesen Diagrammen ist die
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Zuverla¨ssigkeitsstruktur ersichtlich. Im Zuverla¨ssigkeitsblockdiagramm wird gezeigt,
wie sich der Ausfall einer Komponente auf das System auswirkt.
Aufgrund der Definition von Fehlerba¨umen wird bei Anwendung der Booleschen
Theorie die Negativ-Logik verwendet. Diese ordnet dem Ausfall-Zustand den Wert 1
und dem Funktions(fa¨higen)-Zustand, der als Soll-Zustand angenommen wird, den
Wert 0 zu. Die Zustandsmenge ZBM = {0, 1} mit i ∈ ZBM besteht somit aus nur
zwei Zusta¨nden [Rak02].
Die Systemkomponenten des zu untersuchenden Systems werden in einer endli-
chen Menge C = {c1, . . . , ci, . . . , cn} mit i ∈ {1, 2, . . . , n}, n ∈ N zusammengefasst.
Die Komponenteneigenschaften werden durch Boolesche Variablen fu¨r alle ci ∈ C
beschrieben. Es gilt folgende Definition:
xi =
{
1 Komponente ci im ausgefallenen Zustand,
0 Komponente ci im funktionsfa¨higen Zustand (Soll-Zustand).
(2.1)
Der Zustand der Systemkomponenten wird in einem Zustandsvektor x = (x1, x2, . . . , xn)
zusammengefasst. Der Boolesche Term ist ein Ausdruck, der die Zusta¨nde der Kom-
ponenten endlich oft verknu¨pft. Die dadurch entstehende Abbildung
fBM : {0, 1}n → {0, 1} mit y = fBM(x). (2.2)
wird als Boolesche Funktion y definiert. Wobei diese durch unterschiedliche Boolesche
Terme dargestellt werden kann.
Boolesche Modelle basieren auf einer algebraischen Struktur mit den zwei Ver-
knu¨pfungsarten Disjunktion und Konjunktion. Hierfu¨r werden die Operatoren ∨
(ODER) sowie ∧ (UND) verwendet. Es besteht die Mo¨glichkeit die Variablen
x1, x2, . . . , xn fu¨r c1, c2, . . . , cn ∈ C disjunktiv zu yD mit




zu verknu¨pfen. Die Funktion yD hat somit den Wert 1, wenn fu¨r x1 ODER x2 ODER
ein anderes xi der Wert 1 vorliegt. Die Disjunktion der n Variablen in yD wird als
Maxterm bezeichnet. Die Variablen x1, x2, . . . , xn ko¨nnen konjunktiv zu




verknu¨pft werden. Hier nimmt yK den Wert 1 nur an, wenn fu¨r x1 UND x2 UND alle
xi der Wert 1 vorliegt. Um die Schreibweise zu verku¨rzen wird ha¨ufig der ∧-Operator
weggelassen und die Variablen einfach hintereinander geschrieben. Die Konjunktion
yK wird im Allgemeinen auch als Minterm bezeichnet. Hat eine Boolesche Variable
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den Wert 1, dann ist die negierte Variable 0 und umgekehrt. Dies gilt unter der
Voraussetzung, dass fu¨r xi ein komplementa¨res Element xi existiert. Es gilt
yN = xi. (2.5)
Dieser Zusammenhang beschreibt die Negation einer Variablen xi. Die Funktion yN
hat den Wert 1, wenn fu¨r xi NICHT der Wert 1 vorliegt.
Fu¨r die Boolesche Algebra sind folgende Axiome gu¨ltig:
– Kommutativgesetz (Vertauschungsregel),
– Assoziativgesetz (Anreihungsregel),
– Distributivgesetz (Mischungsregel) und
– Postulate.
Diese werden in [MP03] na¨her beschrieben und um die Gesetze
– Idempotenzgesetz,
– Absorptionsgesetz und
– De Morgan’sches Gesetz
erweitert. Weiterhin gilt:
0 ∨ xi = xi 0 ∧ xi = 0 (kleinstes Element) (2.6)
1 ∨ xi = 1 1 ∧ xi = xi (gro¨ßtes Element) (2.7)
xi ∨ xi = 1 xi ∧ xi = 0 (komplementa¨res Element) (2.8)
Die Idempotenzgesetze und Absorptionsgesetze bilden eine besondere Eigenschaft
der Booleschen Algebra und sind vor allem bei der quantitativen Auswertung von
Funktions- und Fehlerba¨umen von Bedeutung.
Fu¨r die Booleschen Funktionen gibt es einige u¨bersichtliche Darstellungsformen
die als kanonische Darstellungen bezeichnet werden. Mit deren Hilfe ist es mo¨glich,
anhand einer Funktionstabelle eine a¨quivalente Boolesche Gleichung zu entwickeln.
Zur Analyse eines Fehlerbaumes ist die Darstellung einer Booleschen Funktion in der
Normalform sinnvoll. Die Formulierung von Normalformen bedingt die Definition der
Begriffe Maxterm und Minterm. Diese Terme bestehen aus einer Verknu¨pfung von
Literalen, d.h. von nicht-negierten (
”
einfachen“) oder negierten Booleschen Variablen.
Wobei auch beide Arten innerhalb eines Terms auftreten ko¨nnen [Rak02].
Die disjunktive Normalform (DN) ist die disjunktive Verknu¨pfung von Mintermen
zu
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Die konjunktive Normalform (KN) ist die konjunktive Verknu¨pfung von Maxtermen
mit




Die ausgezeichnete oder kanonische disjunktive Normalform (ADN) sowie die ausge-
zeichnete konjunktive Normalform (AKN) sind weitere Normalformen zu Darstellung
der Booleschen Funktion. Hier muss jedoch in jedem Minterm der ADN jede Variable
des Vektors x genau einmal in negierter oder einfacher Form auftreten. Dies hat
auch Gu¨ltigkeit fu¨r den Maxterm der AKN. Die ADN und die AKN unterstu¨tzen
die Umsetzung einer Wertetabelle, die die Systemeigenschaften wiedergibt, in eine
Boolesche Funktion (vgl. [MP03]).
Fu¨r die Analyse der Zuverla¨ssigkeit des Systems, ist die Auswertung der Booleschen
Gleichungen mit reellen Variablen notwendig. Jede Boolesche Gleichung la¨sst sich in
einen Ausdruck mit reellen Variablen u¨berfu¨hren, wenn lediglich die reellen Zahlen 0
und 1 verwendet werden und alle Variablen linear auftreten (Multilinearform). Fu¨r
die Analyse von Wahrscheinlichkeiten eines Systems werden folgend die Operatoren
der Booleschen Funktionen ersetzt. Fu¨r die Disjunktion folgt
xi ∨ xj → 1− (1− xi) · (1− xj) = xi + xj − xi · xj. (2.11)
Fu¨r den allgemeinen Fall wird die Disjunktion durch







dargestellt. Die Konjunktion wird durch
xi ∧ xj → xi · xj (2.13)
beschrieben. Im allgemeinen Fall entsteht durch die Verknu¨pfung von mehreren
Variablen







Ein Negation wird durch
xi → 1− xi (2.15)
beschrieben. Alle zuvor genannten Axiome gelten auch fu¨r diese Operatoren. Es ist
jedoch zu beachten, dass die Gleichungen (2.12) und (2.14) in allen Variablen linear
sein mu¨ssen (Multilinearform). Dies bedeutet in der Regel, dass das Idempotenzgesetz
und das Absorptionsgesetz zu beru¨cksichtigen sind. Mit diesen Zusammenha¨ngen
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ist es mo¨glich, von einer Booleschen Funktion in die probabilistische Funktion
u¨berzugehen.
Ein technisches System kann in Abha¨ngigkeit von den Zusta¨nden seiner Komponen-
ten mit Hilfe der Booleschen Algebra zuverla¨ssigkeitstechnisch abgebildet werden.
Hierzu werden den Komponenten die Zusta¨nde ausgefallen oder funktionsfa¨hig zu-
geordnet. Das Ergebnis, die Boolesche Funktion, wird zur weiteren Analyse in die
Strukturfunktion u¨berfu¨hrt und zuverla¨ssigkeitstechnisch ausgewertet.
2.3.6 Strukturfunktion
Die im zuverla¨ssigkeitstechnischen Sinne relevanten Booleschen Funktionen werden




1 System ist ausgefallen,
0 System ist funktionsfa¨hig,
(2.16)
fu¨r alle Variablen x = (x1, x2, . . . , xn) mit dem in Gleichung (2.1) beschriebenen
Zusammenhang. Weiterhin sind die Randbedingungen
φ(xa) ≤ φ(xb) fu¨r alle xa ≤ xb (2.17)
φ(x1, x2, . . . , xj = 0, . . . , xn) ≤ φ(x1, x2, . . . , xj = 1, . . . , xn)
fu¨r alle xi, i 6= j
(2.18)
φ(x) = 0 , wenn x = (0, 0, . . . , 0) (2.19)
φ(x) = 1 , wenn x = (1, 1, . . . , 1) (2.20)
zu beachten. Eine wichtige Voraussetzung, die die meisten Systeme erfu¨llen, ist die
Eigenschaft der Monotonie, die durch die Gleichungen (2.17) und (2.18) beschrieben
wird. Der System-Zustand verbessert sich nicht, wenn sich der Zustand einer Kom-
ponente verschlechtert und umgekehrt. Durch diese Voraussetzung wird die Anzahl
der in der Zuverla¨ssigkeit anwendbaren Booleschen Funktionen stark eingeschra¨nkt.
Es sind lediglich die monoton abnehmenden Funktionen von Interesse. Allgemein
gilt ein System als ausgefallen, wenn alle Komponenten des Systems ausgefallen
sind (vgl. Gleichung (2.19)). Umgekehrt gilt Gleichung (2.20), hier ist das System
funktionsfa¨hig, wenn alle seine Komponenten funktionsfa¨hig sind.
Bei vorliegender Strukturfunktion des zu analysierenden Systems kann die Ausfall-
und U¨berlebenswahrscheinlichkeit in Abha¨ngigkeit von den Kenngro¨ßen der Kompo-
nenten bestimmt werden. Die Komponentenausfa¨lle du¨rfen hierbei jedoch nicht in
statistischer Abha¨ngigkeit stehen, es du¨rfen keine zeitlichen Abha¨ngigkeiten existieren.
Wenn Reparaturen zugelassen sind, mu¨ssen diese ebenfalls unabha¨ngig voneinander
erfolgen.
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Die Wahrscheinlichkeit die zu einem Ausfall einer Komponente fu¨hrt, wird mit qi
bezeichnet. Der Erwartungswert der Ausfallwahrscheinlichkeit qi der Variablen xi ist
durch
qi = P (xi = 1) = E(xi) (2.21)
definiert. Die U¨berlebenswahrscheinlichkeit pi einer Komponenten i wird durch
pi = 1− qi (2.22)
beschrieben. Die Ausfallwahrscheinlichkeiten werden in q = (q1, q2, . . . , qn) und die
U¨berlebenswahrscheinlichkeiten in p = (p1, p2, . . . , pn) zusammengefasst. Fu¨r die
Ausfallwahrscheinlichkeit F des Systems gilt
F (q) = P (φ(x = 1) = E(φ(x)) (2.23)
und fu¨r die U¨berlebenswahrscheinlichkeit R
R(p) = 1− F (q). (2.24)
Durch diese Betrachtungen wird der U¨bergang von der Strukturfunktion zur Wahr-
scheinlichkeitsbetrachtung mo¨glich. Vereinfachend gilt
xi := qi(t),
xi := 1− qi(t) = pi(t),
φ(x) := F (t),
φ(x) := 1− F (t) = R(t),
(2.25)
wobei anzunehmen ist, dass die Strukturfunktion in Multilinearform7 vorliegt.
Zuverla¨ssigkeitsblockdiagramme bieten die Mo¨glichkeit, ein System bzw. die Struktur-
funktion graphisch darzustellen. Die einfachsten Verknu¨pfungen von Komponenten
sind die Serien- und Parallelverknu¨pfung.








ist die Bildung der Booleschen Funktion nicht notwendig, da die Systemkenngro¨ßen
F (q) = 1−
n∏
i=1




7Multilinearform: In der Strukturfunktion φ(x) sind die Komponenten ha¨ufig mehrfach vor-
handen. Aus diesem Grund wird diese unter Anwendung des Idempotenzgesetzes (xai = xi fu¨r
alle i = 1, 2, . . . , n mit a ∈ N) ausmultipliziert. Nach Anwendung dieser Vorgehensweise liegt die
Strukturfunktion in der Multilinearform vor. Die Strukturfunktion φ(x) = 1− (1− x1x2)(1− x1x3)
lautet in der Multilinearform φ(x) = x1x2 + x1x3 − x1x2x3.












































Abbildung 2.15: Darstellung der zuverla¨ssigkeitstechnischen Grundstrukturen
Zuverla¨ssigkeitsblockdiagramm (RBD), Funktionsbaum (FB), Feh-
lerbaum (FT)
direkt bestimmt werden ko¨nnen. Fu¨r die Boolesche Funktion y und die Strukturfunk-
















Neben der seriellen und parallelen Darstellung sind auch vermaschte Strukturen
mo¨glich (z. B. die Bru¨ckenstruktur). Bei der Bru¨ckenstruktur la¨sst sich die Zu-
verla¨ssigkeit nicht mit elementaren Grundgleichungen beschreiben. Bei Systemen
mit geringer Anzahl von Komponenten la¨sst sich die Boolesche Funktion durch die
Bildung der disjunktiven Normalform herleiten. Ist das System jedoch durch eine
gro¨ßere Anzahl von Komponenten charakterisiert, erho¨ht sich der Aufwand fu¨r die
Bestimmung der Systemfunktion enorm, da die Systemgleichung in Abha¨ngigkeit von
der Anzahl der Komponenten n 2n Terme besitzt. Zur Beherrschung solch komplexer
Systeme werden die Methoden
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Abbildung 2.16: Zuverla¨ssigkeitstechnische Darstellungen der Bru¨ckenanordnung
– minimale Ausfallschnitte (Minimalschnitte),
– minimale Erfolgspfade (Minimalpfade) und
– Separation (Shannonscher Zerlegungssatz)
angewandt. Eine detaillierte Beschreibung dieser Methoden findet sich beispielsweise
in [MP03,Rak02,BL04].
Die Grundlage fu¨r die Separation bildet der Shannonsche Zerlegungssatz. Fu¨r die
Strukturfunktion ergibt sich
φ(x) = xiφ(x1, x2, . . . , xi−1, 1, xi+1, . . . , xn)
+ (1− xi)φ(x1, x2, . . . , xi−1, 0, xi+1, . . . , xn).
(2.30)
Hierdurch ist es mo¨glich, die Boolesche Funktionen systematisch zu entwickeln. Unter
der Beru¨cksichtigung von F (q) = E(φ(x)) gilt fu¨r die Ausfallwahrscheinlichkeit F
F (q) = qiF (q1, q2, . . . , qi−1, 1, qi+1, . . . , qn)
+ (1− qi)F (q1, q2, . . . , qi−1, 0, qi+1, . . . , qn).
(2.31)
Eine weitere Methode zur Herleitung der Strukturfunktion basiert auf den sogenann-
ten minimalen Ausfallschnitten. Ein Minimalschnitt ist gekennzeichnet durch alle
Kombinationen von Komponenten, die bei Versagen oder Ausfall zu einem Versagen
des Systems fu¨hren. Alle Komponenten werden aufgrund der Negativ-Logik inner-
halb der Schnitte durch ein UND, die einzelnen Schnitte werden durch ein ODER
verknu¨pft. Ein Minimalschnitt ist eine Teilmenge aller Komponenten CSch ⊆ C, fu¨r
die gilt:
xi = 1∀ci ∈ CSch und xj = 0∀cj /∈ CSch ⇒ φ(x) = 1. (2.32)
Das System ist somit ausgefallen, wenn alle Komponenten des Minimalschnitts ausge-
fallen sind. Alle restlichen Komponenten, die nicht zu diesem Schnitt geho¨ren, ko¨nnen
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funktionsfa¨hig sein und beeinflussen den beschriebenen Systemzustand nicht. Ein
Minimalpfad wird hierzu analog beschrieben und ist die Teilmenge aller Komponenten
CPf ⊆ C fu¨r die gilt:
xi = 0∀ci ∈ CPf und xj = 1∀cj /∈ CPf ⇒ φ(x) = 0. (2.33)
Das System ist funktionsfa¨hig, wenn alle Komponenten eines Minimalpfades funkti-
onsfa¨hig sind. Alle restlichen, die nicht zu diesem Pfad geho¨ren, beeinflussen den
Systemzustand nicht. Fu¨r die Strukturfunktion φ bei der Beschreibung des System-
verhaltens durch Minimalschnitte oder Minimalpfade gilt mit dem Laufindex k u¨ber














Die Beschreibung der Systemkenngro¨ßen in Abha¨ngigkeit der Komponentenkenn-
gro¨ßen und die Zerlegung des Systems in seine Komponenten wird durch die Boolesche
Modellbildung realisiert. Die Komponenten selbst ko¨nnen jedoch einen unterschiedli-
chen Einfluss auf die Systemstruktur haben. Bei der Serienstruktur ist die Bedeutung
jeder einzelnen Komponente wichtiger als bei der Parallelstruktur. Hierzu wurden
einige Methoden entwickelt, die die Importanz (Bedeutung) jeder einzelnen Kom-
ponenten innerhalb der Struktur beschreiben und quantifizieren. Die wichtigste
Komponente ist diejenige, fu¨r die sich Verbesserungsmaßnahmen am effektivsten aus-
wirken. Je ho¨her der Importanzwert einer Komponente, desto ho¨her die Bedeutung
innerhalb der Struktur.
Obwohl die Boolesche Modellbildung nur die beiden Systemzusta¨nde ausgefal-
len/funktionsfa¨hig in der Betrachtung zula¨sst, ist diese bei der Analyse von Feh-
lerba¨umen von entscheidender Bedeutung.
2.3.7 Importanzkenngro¨ßen
Nach [MP03] ergibt sich in der zuverla¨ssigkeitstechnischen Praxis ha¨ufig die Fra-
gestellung welchen Einfluss eine bestimmte Systemkomponente auf die Sicherheit
bzw. Zuverla¨ssigkeit des technischen Systems hat. Sind die Einflu¨sse bekannt, lassen
sich Fragestellungen hinsichtlich einer Optimierung, Schwachstellenanalyse, Feh-
lererkennung, Diagnose, Wartungsstrategien u. a. objektivieren und quantifizieren.
Fu¨r die Bewertung wurden sogenannte Importanzkenngro¨ßen eingefu¨hrt. Importanz-
kenngro¨ßen quantifizieren die Wichtigkeit einer Komponente innerhalb des Systems
hinsichtlich der Zuverla¨ssigkeit bzw. Sicherheit in Bezug auf das Gesamtsystem. Vor-
aussetzung fu¨r die Beschreibung der Importanz ist die Analyse der Strukturfunktion
φ und eventuell das Vorhandensein der Ausfallraten der Systemkomponenten. Es
werden verschiedene Typen von Importanzkenngro¨ßen, z. B.
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– marginale Importanz (Birnbaum-Importanz),
– strukturelle Importanz,
– fraktionale Importanz,
– diagnostische Importanz (Vesely-Fussel-Importanz),
– kompetitive Importanz (Barlow-Proschman-Importanz),
– sequentielle kontributive Importanz,
– Link Importanz,
– Pfade-Schnitte Importanz,
– Joint Reliability Importanz.
– usw.
fu¨r verschiedene Aussagen definiert. Die strukturelle Importanz bestimmt die Bedeu-
tung von Komponenten aufgrund ihrer logischen Anordnung innerhalb des Systems.
Gilt fu¨r eine Komponente i der Zusammenhang
φ(x1, x2, . . . , xi−1, 1, xi+1, . . . , xn)−φ(x1, x2, . . . , xi−1, 0, xi+1, . . . , xn) = 1, (2.35)
so bestimmt der Zustand dieser den Zustand des Gesamtsystems. Der Vektor
(x1, x2, . . . , xi−1, 1, xi+1, . . . , xn) wird als kritischer Vektor des Systems und somit der
Strukturfunktion bezeichnet. Hat diese Gleichung keine Gu¨ltigkeit, ist der Zustand
der Komponente i nicht fu¨r den Zustand des Gesamtsystems relevant. Die Anzahl






definiert. Diese beschreibt den Anteil an kritischen Vektoren einer Komponenten an
allen 2n−1 mo¨glichen Vektoren des Systems.
Eine ausfu¨hrliche Beschreibung der Methoden zur Bestimmung der Importanzkenn-
gro¨ßen ist in [MP03,Rak02,WS04] zu finden.
Die bisher beschriebenen Methoden bilden die Grundlage fu¨r die Bewertung der
Zuverla¨ssigkeit, die fu¨r Systeme im automotiven Bereich immer ha¨ufiger gefordert
wird. Insbesondere wenn es sich um Systeme handelt, die sicherheitskritische Funk-
tionen beinhalten, wird der Nachweis vom Gesetzgeber gefordert. Im folgenden
Abschnitt werden die Anforderungen an die Systementwicklung aus dem Bereich der
Automobilindustrie na¨her erla¨utert.
2.4 Kraftfahrzeugtechnische Sicherheitsanforderungen
In der Vergangenheit diente die internationale Norm IEC 61508 [IEC06] als Grundlage
fu¨r die Entwicklung von sicherheitsbezogenen elektrischen/elektronischen/programmierbaren
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elektronischen Systemen. Diese findet Anwendung bei Systemen die Funktionen
ausfu¨hren, bei denen ein Ausfall dieser Funktion zu einem Risiko fu¨r den Men-
schen oder die Umwelt fu¨hren kann und ist als Sicherheitsgrundnorm ausgelegt.
Urspru¨nglich wurde diese fu¨r die Prozessindustrie definiert und bildet die Basis fu¨r
anwendungsspezifische Sicherheitsnormen. Fu¨r die Automobilbranche wird die ISO
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Abbildung 2.17: Kernprozess bei der Entwicklung sicherheitskritischer Systeme nach
ISO 26262
beru¨cksichtigt den fu¨r die Automobilbranche typischen Lebenszyklus, insbesondere
die durchga¨ngige Verifikation bzw. Validation, und die intrinsische Eigensicherheit
automobiler Systeme. Des Weiteren werden die fu¨r die Automobilindustrie als Stan-
dard angenommene Massenfertigung und verteilte globale Entwicklung von Systemen
beachtet. Eine wichtige Erweiterung innerhalb dieser Norm ist die Betrachtung von
konfigurierbaren Systemen mittels Software (Funktionen).
Die ISO 26262 beschreibt die Anforderungen fu¨r den gesamten Produktlebenszy-
klus sicherheitsrelevanter elektrischer/elektronischer Systeme und definiert einen
Sicherheitslebenszyklus. Hierzu wurde ein Kernprozess (Abbildung 2.17) fu¨r die
Entwicklung sicherheitskritischer Systeme festgelegt. Dieser Zyklus beginnt mit der
Konzeptphase und geht u¨ber die Systementwicklung, die sich wiederum in Hardware-
und Softwareentwicklung aufteilt, u¨ber die Produktion hinweg bis zum Service und
der Außerbetriebnahme. Unter der Verwendung eines verschachtelten V-Modells
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durchla¨uft jede Ebene (Systemebene, Hardwareebene, Softwareebene) den Entwick-
lungsprozess.
Der Sicherheitslebenszyklus beginnt mit der Definition des Systems bzw. der Fahr-
zeugfunktion. Anschließend wird mittels der Gefa¨hrdungs- und Risikoanalyse dem
System ein
”
Automotive Safety Integrity Level“ (ASIL) zugeordnet und ein funktio-
nales Sicherheitskonzept erstellt. Die Systementwicklung verfeinert das funktionale
Sicherheitskonzept zu einem technischen Sicherheitskonzept. Hieraus werden die
Anforderungen an die Hard- und Softwareentwicklung abgeleitet. Das Gesamtsystem
wird auf Systemebene zusammengesetzt und fu¨r die Produktion freigegeben. Die
Entwicklung des Systems erfolgt stets unter Beru¨cksichtigung der Fertigung, des Be-
triebs, der Instandhaltung und des Services. Diese Phase beginnt mit der Produktion
und wird durch die Außerbetriebnahme beendet. Die Außerbetriebnahme beendet
den Sicherheitslebenszyklus des Systems.
Der ASIL wird als Maß fu¨r die Sicherheitsrelevanz einer Fehlerfunktion eingefu¨hrt








Exposure (E)“ beschreibt die Ha¨ufigkeit von Situationen, in denen die Fehlfunktion
relevant ist. Mit
”
Controllability (C)“ wird beschrieben, wie gut sich die Situation,
im Falle einer Fehlfunktion, beherrschen la¨sst. Die
”
Serverity (S)“ beschreibt die
Schwere der Auswirkung, wenn die Fehlfunktion in der angenommenen Situation
auftritt und nicht beherrscht werden kann. Aus diesen Parametern ergibt sich eine
Einstufung fu¨r den ASIL auf einer Skala von A bis D. Der ASIL A stellt die
niedrigste Einstufung dar und erfordert nur geringe Sicherheitsanforderungen. Die
ho¨chsten Sicherheitsanforderungen werden an den ASIL D gestellt. Ist ein System
oder Teilsystem in einen ASIL eingestuft, sind die Anforderungen entsprechend der
ISO 26262 umzusetzen. Die Einstufung fu¨r nicht sicherheitsrelevante Systeme wird
durch
”
Quality Management“ QM dargestellt.
2.5 Konsequenzen fu¨r die Bewertung technischer Systeme
Alle Methoden zur Analyse und Bewertung von Zuverla¨ssigkeit und Sicherheit
basieren auf einer detaillierten Strukturbeschreibung des Systems. Diese Struk-
turbeschreibung war in der Vergangenheit ha¨ufig nur doma¨nenspezifisch vorhan-
den und wurde erst nach der Integration zu einem Gesamtsystem geschlossen
betrachtet. Die Zuverla¨ssigkeitsanalyse in fru¨hen Entwicklungsphasen wird u. a.
in [GJBJ07, JWBG05, NWV03, Gru07] betrachtet. Diese Analysen beziehen sich
ha¨ufig auf doma¨nenspezifische Aspekte, wodurch die Betrachtung des Gesamtsystems
im Verbund der Doma¨nen unter Beru¨cksichtigung der Teilsystemzusammenha¨nge
ha¨ufig unberu¨cksichtigt bleibt. Obwohl die Betrachtung von Qualita¨tsmerkmalen in
fru¨hen Entwicklungsphasen notwendig ist, darf die lebenszyklusbegleitende Analyse
und Bewertung von Systemen nicht unterscha¨tzt werden. In Garantiefa¨llen oder
bei Haftungsfragen ist es wichtig, auf solche Daten zuru¨ckzugreifen. Die Analyse
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und Bewertung von Systemen unterstu¨tzt somit nicht nur den Entscheidungspro-
zess, sondern kann auch zur Bewertung des Produktes u¨ber die Lebenszeit hinweg
genutzt werden. Aufgrund von Softwarea¨nderungen kann die funktionale Struktur im
Nachhinein vera¨ndert werden. Dieser Sachverhalt muss in der Analyse des Systems
beru¨cksichtigt werden. Die Anpassung von Software ist jedoch nicht nur in den
fru¨hen Phasen der Entwicklung mo¨glich. Diese A¨nderungen werden im Produkt auch
wa¨hrend des gesamten Produktionszeitraumes vorgesehen und ermo¨glichen so die
A¨nderung des Systems infolge variierender Umfeldbedingungen. Im folgenden Kapitel
wird ein allgemeingu¨ltiger Ansatz zur doma¨nenu¨bergreifenden Strukturbeschreibung
von Systemen dargestellt und die Vorgehensweise durch einen Prozess na¨her erla¨utert.
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3 Systembewertungsprozess technischer Systeme
Die Bedeutung der Quantifizierung und der Strukturbeschreibung von Systemen
wurde im vorherigen Kapitel beschrieben. Die Methoden der Bewertung der Zu-
verla¨ssigkeit wurden eingefu¨hrt und erla¨utert. Allen Methoden ist eine Systemanalyse,
die sich unter anderem auf die Systemstruktur bezieht, vorangestellt. Die Strukturana-
lyse kann hinsichtlich deren funktionalen, ra¨umlichen und zuverla¨ssigkeitstechnischen
Zusammenha¨nge erfolgen. Die ra¨umlichen Zusammenha¨nge liefern lediglich einen
U¨berblick u¨ber die ra¨umliche Verteilung der Systemkomponenten und ist somit fu¨r
die hier dargestellte Bewertung des Systems nicht von Bedeutung. Die funktiona-
le Strukturbeschreibung liefert in Verbindung mit der zuverla¨ssigkeitstechnsichen
Beschreibung alle notwendigen Informationen fu¨r den im Folgenden dargestellten
Bewertungsprozess.
Fu¨r die Optimierung der Systemkosten ist es wichtig, Fehler in der Systemstruktur
so fru¨h wie mo¨glich zu entdecken (siehe Zehnerregel Abbildung 2.11). Hier kann
eine pra¨ventive Fehleranalyse die Kosten fu¨r die Fehlerbehebung minimieren. Durch
die Formalisierung des Entscheidungsprozesses ist eine zuverla¨ssigkeitsorientierte
automatisierte Analyse mo¨glich. Die Analyse liefert den verantwortlichen Entwicklern
und Qualita¨tsingenieuren notwendige Informationen u¨ber den gesamten Produk-
tentstehungsprozesses hinweg. Die Importanzanalyse liefert in Verbindung mit der
Sensitivita¨tsanalyse Informationen u¨ber das Optimierungspotential der Komponenten
oder der Struktur. In Verbindung mit der Optimierung ko¨nnen Aussagen getroffen
werden, die das System verbessern und so zu einer erho¨hten Zuverla¨ssigkeit fu¨hren.
Ein Vorschlag zur Integration des Bewertungsprozesses in den standardisierten
Entwicklungsprozess sicherheitskritischer Produkte der Automobilindustrie wird in
Kapitel 5 vorgestellt. In diesem Zusammenhang wird der Optimierungs- und Ent-
scheidungsprozess definiert. Die erwa¨hnte Vorgehensweise etabliert einen ada¨quaten
Systementscheidungsprozess wa¨hrend der Systementwurfsphase und liefert umfassen-
de zuverla¨ssigkeitsorientierte Informationen u¨ber die Produktentwicklung.
Wie bereits gezeigt, ist die Qualita¨t eines Produktes entscheidend fu¨r den erfolg-
reichen Absatz. Zur Unterstu¨tzung der Produktentwicklung wird im Folgenden ein
Systembewertungsprozess eingefu¨hrt. Die in Abbildung 3.1 kompakt dargestellte
Vorgehensweise zeigt die wesentlichen Elemente des in dieser Arbeit entwickelten Pro-
zesses von der Synthese der Anforderungen bis zur Bewertung der Qualita¨tsmerkmale.
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Abbildung 3.1: Darstellung des Systembewertungsprozesses mit den Schwerpunkten:
Anforderungsanalyse, Strukturanalyse, Modellbildung und Quantifi-
zierung
Der Prozess beginnt mit der Synthese der Anforderungen und Spezifikationen. Diese
Informationen werden anschließend in eine Architektur u¨berfu¨hrt. Davon ausgehend
wird im na¨chsten Schritt die Systemmatrix generiert. Eine detaillierte Beschrei-
bung dieser Matrix wird in Abschnitt 4.2 durchgefu¨hrt. Diese bildet die Basis fu¨r
den na¨chsten Schritt, der Quantifizierung. In diesem Schritt wird die Systemma-
trix ausgewertet und die den Prozess unterstu¨tzenden Informationen generiert. Die
Informationen u¨ber das quantifizierte System werden als Datensatz in einer Wis-
sensdatenbank abgelegt. Die Wissensdatenbank ermo¨glicht den Zugriff auf bereits
erhobene Daten. Es entsteht ein Baukasten (Kapitel 5) fu¨r Systeme, der bei Wie-
derverwendung von Systemen oder Teilsystemen die notwendigen Informationen
liefert.
3.1 Anforderungsanalyse
Der Entwicklung von Systemen ist stets die Anforderungsanalyse vorangestellt. Diese
beinhaltet die Synthese der Anspru¨che, die von unterschiedlichen Seiten an das
System gestellt werden.In der Automobilindustrie werden die Forderungen unter
anderem vom Gesetzgeber, Kunden und Kfz-Versicherer gestellt. Weiter werden
interne Anforderungen (z. B. Firmenziele), Marktziele (z. B. wirtschaftliche Ziele,
Imageziele, Kostenziele) und der Stand der Technik (z. B. Technologieauswahl)
beru¨cksichtigt. Alle Forderungen werden in der Anforderungsliste zusammengefasst.
Durch die Anforderungen werden, insbesondere bei sicherheitskritischen Systemen,
Vorgaben bezu¨glich der Zuverla¨ssigkeit festgelegt und Zuverla¨ssigkeitsnachweise
gefordert, die sich meist auf das Gesamtsystem oder die Gesamtfunktion beziehen.
Der Systembewertungsprozesses beginnt mit der Anforderungsanalyse und geht
anschließend in die Strukturanalyse u¨ber . Die Anforderungsanalyse bildet die Grund-




Fu¨r die zuverla¨ssigkeitstechnische Analyse ist eine Strukturbeschreibung des Systems
erforderlich. Das Ergebnis der Strukturanalyse ist eine doma¨nenu¨bergreifende Ar-
chitekturbeschreibung. Eine erste abstrakte Systemarchitekturbeschreibung kann
aus den Systemanforderungen abgeleitet werden. Diese Architektur wird dann im
weiteren Lebenszyklus mit Hilfe von Spezialisten detailliert und erweitert.
Die Darstellung und weitere Synthese der Systemarchitektur erfolgt stets unter
Beru¨cksichtigung der zuverla¨ssigkeitstechnischen Zusammenha¨nge (Bewertungsziel).





unterteilen. Unter Beru¨cksichtigung der Systemgrenzen ist es notwendig, zwischen der
Gesamtarchitektur, z. B. des Fahrzeugs, und der internen Architektur zu differenzieren.
Besteht bei dem zu entwickelnden System keine Schnittstelle nach außen, kann die
Systemgrenze vernachla¨ssigt werden. Anders verha¨lt es sich, wenn Schnittstellen
nach außen bestehen, wie bei Fahrzeugsystemen: Schnittstellen nach außen sind zu
beru¨cksichtigen und in die Analyse und Architekturerstellung mit einzubeziehen.
Hierbei kann es sich z. B. um ausgelagerte oder gemeinsam genutzte Sensorik handeln.
Das Gesamtsystem mit allen Komponenten und allen Informationen die notwendig
sind, um die funktionalen Zusammenha¨nge zu analysieren, wird durch die Syste-
marchitektur beschrieben. Die funktionale Architektur setzt sich aus Hardware-
und Softwarekomponenten, die fu¨r die Funktionserfu¨llung notwendig sind, zusam-
men. Die zuverla¨ssigkeitstechnischen Zusammenha¨nge fu¨r Softwarearchitekturen
sind schwieriger zu ermitteln als fu¨r Hardwarearchitekturen. Die innere Struktur
der programmierbaren Komponenten, die in der Regel als
”
Black-Box“1 betrachtet
und hinsichtlich einer Strukturanalyse untersucht wird in der Softwarearchitektur
beschrieben. Obwohl nach [AUT] und [ISO09] die Architekturbeschreibung u¨ber
die funktionalen Aspekte hinausgehende Informationen beinhaltet, ist fu¨r die Be-
wertung der Zuverla¨ssigkeit nur die funktionale Beschreibung von Bedeutung. Aus
zuverla¨ssigkeitstechnischer Sicht ist die Software als Komponente mit systematischen
intrinsischen Fehlern behaftet. Diese Fehler entstehen in der Entwurfsphase oder
bei der Umsetzung der Anforderungen. Softwarefehler entstehen nicht wa¨hrend der
1Eine
”
Black-Box“ wird durch die generelle Systemdarstellung beschrieben. Hier sind die Eingabe-
Verarbeitung- Ausgabe die Hauptkomponenten. Eingang und Ausgang ko¨nnen als Vektoren auftreten.
Es werden die von außen wirkenden und nach außen wirkenden Vektoren betrachtet. Im Gegensatz
zum
”
white box“ Verfahren wird beim diesem Verfahren nicht auf die innere Struktur des Systems
geachtet. Eine
”
white box“ Darstellung ist somit eine Detaildarstellung des Systems.
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Betriebsphase des Systems, sondern sind schon bei der Inbetriebnahme im System
vorhanden. Aus diesem Grund wird im Folgenden nicht na¨her auf die Zuverla¨ssig-
keitsbewertung von Software eingegangen. Bei der Analyse von Softwarekomponenten
werden nur die funktionalen Aspekte beru¨cksichtigt. Es wird die Annahme getroffen,
dass Software schon im Vorfeld validiert und fehlerfrei ist. In diesem Zusammenhang
wird die funktionale Architektur als Grundlage fu¨r die Bewertung der Zuverla¨ssigkeit
verwendet.
Die Strukturanalyse wird durch Experten unterstu¨tzt. Sie liefern die notwendigen
Informationen, die fu¨r die funktionale formale Beschreibung beno¨tigt werden. Das
Expertenwissen ist insbesondere dann notwendig, wenn das Bewertungsziel nicht mit
der Systembeschreibung erfasst werden kann. Dies ist bei zuverla¨ssigkeitstechnischen
Informationen der Fall, denn diese werden generell nicht bei der Systembeschreibung
erfasst. Die Bewertung der Zuverla¨ssigkeit und Sicherheit der Systemstruktur (vgl.
[JKES09]) stehen im Vordergrund. Eine Strukturanalyse ist unter Beru¨cksichtigung
der Bewertungskriterien durchzufu¨hren.
Fu¨r die Beschreibung von Architekturen werden Architekturbeschreibungssprachen
(ADL) verwendet. Diese dienen zur Darstellung der funktionalen Zusammenha¨nge
und beru¨cksichtigen zurzeit keine zuverla¨ssigkeitstechnischen Zusammenha¨nge. Mit
Hilfe von Kommentarblo¨cken besteht die Mo¨glichkeit, fehlende Informationen der
Zuverla¨ssigkeit zu erga¨nzen. Die anschließende Auswertung erfordert wiederum spe-
zielle Entwicklungswerkzeuge, die die Kosten der Produktentwicklung erho¨hen. Ein
allgemeingu¨ltiger und einfacher Ansatz, der die formale Architekturbeschreibung
innerhalb der Spezifikationsfestlegung ermo¨glicht, ist zu bevorzugen. Zudem erlaubt
ein formaler Ansatz die Reproduzierbarkeit der Analyse und den Aufbau einer
Wissensbasis. Die Systemarchitekturbeschreibung ist bisher keine standardisierte
Vorgehensweise. Zur Systembeschreibung werden ha¨ufig Architekturbeschreibungs-
sprachen wie die
”
System Modeling Language“ (SysML, [Obj10a]) verwendet. Fu¨r
die Standardisierung der Prozesse im Bereich
”
Systems Engineering“ wurde 2007
diese einheitliche Modellierungssprache eingefu¨hrt. Ein wichtiger Aspekt ist dabei die
Unabha¨ngigkeit von den spezifischen Doma¨nen der Mechatronik (Software, Hardware
und Mechanik). Der Grund hierfu¨r lag in den Problemen der Kommunikation und
des Austauschs der verschiedenen Fach- und Entwicklungsabteilungen. Ziel war es,
die einzelnen Doma¨nen (Teillo¨sungen) getrennt u¨ber spezifizierte Schnittstellen zu
betrachten und spa¨ter zu einem Gesamtsystem (Gesamtlo¨sung) zusammenzufu¨gen.
Voraussetzung hierfu¨r ist ein einheitliches Systemversta¨ndnis.
Die Systembeschreibungssprache SysML bildet eine standardisierte Erweiterung der
”
Unified Modeling Language“ (UML, [Obj10b]) zur Spezifikation, zum Design und
zur Verifikation von komplexen Systemen. Die Erweiterung war notwendig, um unter
anderem die Modellierung von Anforderungen und Dekompositionsstrukturen, insbe-
sondere der softwareintensiven Komponenten, welche fu¨r das
”
Systems Engineering“
zu detailliert sind, zu unterstu¨tzen.
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Die Beschreibung von Systemen kann auch mit der
”
Architecture Analysis and
Description Language“(AADL, [Soc10]) erfolgen. Die AADL beschreibt erga¨nzend
zur den funktionalen Zusammenha¨ngen die zeitlichen Abha¨ngigkeiten von Systemen.
Im Vergleich zu SysML bietet AADL die Mo¨glichkeit der Simulation wa¨hrend des
Systementwurfs. Eine Gegenu¨berstellung von Vor- und Nachteilen der Sprachen
AADL und UML/SysML wird in [Niz07] durchgefu¨hrt.
Die Anwendung von Architekturbeschreibungssprachen ist nicht sehr verbreitet und
bietet immer noch eine große Hu¨rde fu¨r die Anwendung innerhalb aller Entwick-
lungsdoma¨nen der Mechatronik. Dies ist darin begru¨ndet, dass keine einheitliche
doma¨nenu¨bergreifende formale Beschreibungssprache existiert. Jede Doma¨ne verwen-
det eigene Methoden zur Darstellung des Systems. Zudem erlauben die Beschrei-
bungssprachen bisher keine unmittelbare Bewertung der Zuverla¨ssigkeit. Hierzu
sind Erweiterungen der Sprache notwendig. Wie in Abschnitt 2.2 erwa¨hnt, ist die
Beschreibung von funktionalen Strukturen fu¨r die Bewertung der Zuverla¨ssigkeit von
Bedeutung. Die Architekturbeschreibungssprachen unterstu¨tzen dies und ermo¨glichen
durch die Erweiterungen die Bewertung zuverla¨ssigkeitstechnischer Zusammenha¨nge.
Diese Zusammenha¨nge und die Systemstruktur lassen sich durch die Verwendung
einer speziellen Matrixdarstellung erfassen (Abschnitt 4.2). Diese Matrix stellt die
Eingangs- und Ausgangsgro¨ßen des Systems dar und beschreibt ihre Zusammenha¨nge
aus funktionaler und zuverla¨ssigkeitstechnischer Sicht.
3.3 Zuverla¨ssigkeitstechnische Modellbildung
In der ISO 26262 wird fu¨r die Entwicklung von Systemen die Verwendung eines
V-Modell vorgeschlagen. Des Weiteren wird eine Vorgehensweise fu¨r die Umsetzung
und Integration von Funktionen beschrieben. Die einzelnen Entwicklungsstufen wer-
den ebenfalls durch das V-Modell dargestellt und eine generelle Vorgehensweise zur
Bewertung und Klassifizierung von Systemen eingefu¨hrt. Die Grundlage fu¨r die Be-
wertung der Zuverla¨ssigkeit von Systemen liefert eine Beschreibung der funktionalen
Zusammenha¨nge. Hierzu werden in den jeweiligen Normen keine Vorgaben gemacht.
Aufgrund der starken Vernetzung der einzelnen Doma¨nen mechatronischer Systeme
ist es schwierig, die jeweiligen Doma¨nen einzeln zu betrachten. Um die Komplexita¨t
der Systemanalyse zu minimieren, ist eine Selektion der zu betrachtenden Funktionen
sinnvoll. Hierzu bietet sich die in der ISO 26262 beschriebene Gefa¨hrdungs- und
Risikoanalyse an. Mit der Vorauswahl ist es mo¨glich, den Analyseaufwand innerhalb
des Systembewertungsprozesses zu reduzieren.
Unabha¨ngig von der Reduktion der Betrachtungsfa¨lle besteht die Mo¨glichkeit, die
Systemarchitektur aufzuteilen. Die Modularisierung kann nach funktionalen oder
technischen Aspekten erfolgen. Dies erfolgt stets unter Beru¨cksichtigung der zu
betrachtenden Funktion und mit Fokus auf das Bewertungsziel. Fu¨r die Beschreibung
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der Funktionen ist es erforderlich Hard- und Softwarekomponenten zu beru¨cksichtigen.
Die Gesamtfunktion wird durch die Integration der Teilfunktionen erreicht werden. Bei
der technischen Aufteilung des Systems wird die Struktur auf Basis der technischen
Zusammenha¨nge in Teilsysteme aufgeteilt. Diese Teilsysteme ko¨nnen spa¨ter wieder
zu einem Gesamtsystem zusammengefu¨gt werden.
Die Systemmatrix bildet den zentralen Punkt des Systembewertungsprozesses. Diese
liefert Informationen fu¨r die Zuverla¨ssigkeitsbewertung und eine subjektive formale
Darstellung des Systems. Gegenu¨ber der informativen Darstellung, wird hiermit der
Interpretationsspielraum eingeschra¨nkt und eine semantische Beschreibung ist nur
noch vereinzelt notwendig. In Abbildung 3.2 ist die Matrix als zentrales Element der
















Abbildung 3.2: Die Systemmatrix als zentrales Element im Systembewertungsprozess
und deren U¨berfu¨hrung in Zuverla¨ssigkeitsmodelle
Informationen zur Ableitung der Systemmatrix ko¨nnen aus verschiedenen Quel-
len gewonnen werden. Eine Variante erlaubt die Generierung der Systemmatrix
durch Nutzung der Architekturbeschreibungen. Sind weitere strukturbeschreibende
Dokumente vorhanden, ko¨nnen diese Informationen in die Systemmatrix mit einflie-
ßen und die Abbildungsgenauigkeit der Matrix erho¨hen. Eine weitere Mo¨glichkeit
zum Entwurf der Systemmatrix bietet die Nutzung von Funktionsblockdiagrammen
und Zuverla¨ssigkeitsdarstellungen. Zu den Zuverla¨ssigkeitsdarstellungen za¨hlen Feh-
lerba¨ume und Zuverla¨ssigkeitsblockdiagramme. Zuverla¨ssigkeitsblockdiagramme und
Fehlerba¨ume lassen sich direkt in die Systemmatrix u¨berfu¨hren. Funktionsblockdia-
gramme bedu¨rfen einer Interpretation der Funktionen und ihren Abha¨ngigkeiten
untereinander.
Sind die Dokumente der Zuverla¨ssigkeitsanalyse und die Architekturbeschreibungen
bzw. Systembeschreibungen in formaler Form vorhanden, kann der Prozess bei der
U¨berfu¨hrung der Architektur in die Systemmatrix gestartet werden. Bei einer formalen
Beschreibung der Zusammenha¨nge ist es mo¨glich, eine automatisierte Generierung
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der Systemmatrix zu nutzen. In diesem Fall ist die Spezifikationsanalyse bezu¨glich
der zuverla¨ssigkeitstechnischen Zusammenha¨nge nicht zwingend erforderlich.
Die Systemmatrix basiert auf der Systembeschreibung und kann als Ergebnis der
Strukturanalyse gesehen werden. Da diese aufgrund der Analyse mit den Experten
alle zuverla¨ssigkeitstechnischen Zusammenha¨nge entha¨lt, ist eine zuverla¨ssigkeit-
stechnische Auswertung mit der Matrix mo¨glich. Fu¨r die Systemmatrix sind die
funktionalen Strukturen von besonderer Bedeutung. Diese Strukturen bringen die
einzelnen Systemkomponenten (Hardware, Software) in Bezug zueinander. In der
Systemmatrix werden die Ein-/Ausgangsbeziehungen des Systems dargestellt. Eine
detaillierte Beschreibung der Systemmatrix wird in Abschnitt 4.2 durchgefu¨hrt. Aus
dieser werden die Modelle zur Bewertung der Zuverla¨ssigkeit abgeleitet und in ein
Zuverla¨ssigkeitsnetz u¨berfu¨hrt.
Zudem liefern diese Darstellungsformen einen kompakteren Systemu¨berblick und
ko¨nnen fu¨r weitere Methoden der Zuverla¨ssigkeitsbewertung herangezogen werden.
Mathematisches Modelle zur Ermittlung festgelegter Merkmale, die wiederum den
Entscheidungsprozess unterstu¨tzen, ko¨nnen basierend auf der Systemmatrix generiert
werden. Ein
”
abstrakter“ Fehlerbaum, aus der Matrix abgeleitet, dient als Vorlage
fu¨r die detaillierte Fehlerbaumanalyse, die durch das Nutzen von Expertenwissen in
eine erweiterte Fehlerbaumanalyse u¨berfu¨hrt wird. Die hieraus zusa¨tzlich gewonnen
Informationen werden in den Entwicklungsprozess zuru¨ckgefu¨hrt und ermo¨glichen so
eine detailliertere Beschreibung des Systems durch die Systemmatrix. Die Abbildungs-
genauigkeit des Systems durch die Systemmatrix wird somit immer pra¨ziser. Diese
Vorgehensweise ist ein iterativer Prozess innerhalb des Systembewertungsprozesses
und wird kontinuierlich durchgefu¨hrt.
Sind alle Informationen fu¨r die Bewertung der Merkmale erfasst und die Modelle fu¨r
die Bewertung der Merkmale erzeugt, kann der Systembewertungsprozess mit der
Quantifizierung abgeschlossen werden.
3.4 Quantifizierung technischer Systeme
Durch die Beschreibung des Systems mittels der Systemmatrix ist es mo¨glich, eine
Analyse bezu¨glich vorher definierter und in der Systemmatrix erfasster Merkmale
durchzufu¨hren. Aus der Systemmatrix lassen sich die notwendigen Modelle zur Quan-
tifizierung dieser Merkmale ableiten. Mathematische Modelle bilden die Grundlage
fu¨r die Bewertung. Hier ist die Aufteilung in Teilsysteme von Vorteil, da so deren
U¨berfu¨hrung in das Modell vereinfacht wird und die Merkmale direkt bewertet
werden ko¨nnen.
Es ko¨nnen alle Merkmale, die in der Systemmatrix hinterlegt oder aus dieser be-
stimmbar sind, quantifiziert werden. Zuverla¨ssigkeit und Kosten sind Merkmale, die
sich sehr einfach quantitativ bewerten lassen. Andere Merkmale lassen sich jedoch
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nur qualitativ oder nur schwer quantitativ bewerten, da hier die Zusammenha¨nge
komplexer und zusa¨tzliche Informationen notwendig sind. Fu¨r die Auswahl von






von Bedeutung. Diese ko¨nnen durch den Systembewertungsprozess, wie spa¨ter in
Abbildung 5.2 dargestellt, gegenu¨bergestellt werden und somit die Konzeptauswahl
vereinfachen. Durch die qualitative und quantitative Auswertung der Merkmale




wird der Entwicklungsprozess weiter unterstu¨tzt. Die Gegenu¨berstellung der Merkma-
le erlaubt den Vergleich von Systemkonzepten und die Identifikation von A¨nderungen
(Delta-Analyse).
3.5 Analyse- und Quantifizierungsprozess im U¨berblick
Der gesamte Entwicklungsprozess zur Analyse und Bewertung des Systems und seine
kausalen Zusammenha¨nge ist in Abbildung 3.3 dargestellt. Dieser Prozess la¨sst sich
in die drei Phasen
– Synthese → Architekturbeschreibung (Phase 1),
– Architekturbeschreibung → Zuverla¨ssigkeitsmodelle (Phase 2) und
– Zuverla¨ssigkeitsmodelle → Quantifizierung (Phase 3)
unterteilen. Die Phasen sind in sich nicht abgeschlossen und u¨berschneiden sich
teilweise. Jede Phase tra¨gt einen Teil zum Quantifizierungsprozess des Systems bei.
Phase 1 liefert die Architekturbeschreibung unter der Beru¨cksichtigung der Systeman-
forderungen. Die Systemmatrix, wie schon in Abbildung 3.2 dargestellt, bildet den
zentralen Punkt in Phase 2 und liefert die Informationen fu¨r die Zuverla¨ssigkeits-
modelle. Ausgehend von diesen Zuverla¨ssigkeitsmodellen ist es mo¨glich, in Phase 3
eine Quantifizierung des Systems durchzufu¨hren. Informationen dieser Phase werden
dem Prozess wieder zugefu¨hrt und unterstu¨tzen die Quantifizierung von weiteren
Systemen.
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Die hier eingefu¨hrte Vorgehensweise stellt einen iterativen Prozess dar und unterstu¨tzt
die Strukturanalyse von Systemen. Den zentralen Punkt in diesem Prozess bildet
die Systemmatrix. Deren Reifegrad wa¨chst mit jedem Durchlauf der Prozessschritte,
die einen Beitrag zur Systemmatrixgenerierung liefern. Besonders die Quantita¨t
der Informationen von Experten definiert die Abbildungsgenauigkeit des Systems.
Letztendlich liefern die Ergebnisse der Analyse wichtige Informationen fu¨r den
anschließenden Optimierungs- und Entscheidungsprozess.
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4 Analyse und Quantifizierung mechatronischer
Systeme
In der Zuverla¨ssigkeitstechnik bildet die detaillierte Strukturbeschreibung die Grund-
lage fu¨r die Analyse und Quantifizierung von Systemen. Die Systemmatrix bildet das
zentrale Element des in Kapitel 3 vorgestellten Bewertungsprozesses. Zur Beschrei-
bung von Systemen ist im Vorfeld eine geeignete Darstellung der Systemstruktur
notwendig. Im Folgenden wird die in dieser Arbeit verwendete generalisierte Darstel-
lung von funktionalen Zusammenha¨ngen mechatronischer Systeme na¨her erla¨utert.
Weiterhin wird die Systemmatrix definiert und die Analyse von Systemen unter
Verwendung der Systemmatrix dargestellt. Zuverla¨ssigkeitsnetze zur Darstellung der
Informationen der Quantifizierung bilden die Grundlage fu¨r die weitere Bewertung
der Systeme. Unter Verwendung dieser Netze werden die Strukturanalyse und die
Pfadanalyse eingefu¨hrt.
4.1 Funktionale Darstellung von mechatronischen Systemen
Fu¨r die abstrakte doma¨nenu¨bergreifende Darstellung von Systemstrukturen werden
sehr ha¨ufig Funktionsblockdiagramme verwendet, die eine einfache und u¨bersichtliche
Darstellung von komplexen Systemen ermo¨glichen. Mit Hilfe solcher Diagramme
wird das funktionale Verhalten des Systems beschrieben.
Die Grundkomponenten der Systemstruktur werden u¨ber Eingangs-, Verarbeitungs-
(Modell) und Ausgangsblo¨cke dargestellt. Ein Eingangsblock ist fu¨r die Bereitstel-
lung der Eingabegro¨ßen, die mittels Sensoren erfasst werden ko¨nnen, verantwortlich.
Ausgangsblo¨cke werden durch Ausgabegro¨ßen oder Aktoren repra¨sentiert. Der Ver-
arbeitungsblock bildet das physikalische Verhalten des Systems ab oder ist fu¨r die
Regelung/Steuerung des Systems verantwortlich. Dieser ist zentraler Bestandteil des
Systems. Das Modell, das im Verarbeitungsblock integriert ist, verknu¨pft die Einga¨nge
mit den Ausga¨ngen und realisiert die geforderten Funktionen. Funktionsblockdia-
gramme stellen die Systemfunktionen und ihre Abha¨ngigkeiten untereinander, sowie
die globalen Abha¨ngigkeiten u¨bersichtlich dar. Eingang, Verarbeitung und Ausgang
bilden auch bei Funktionsblockdiagrammen die zentralen Elemente der funktionalen
Systemdarstellung. Ein Vorverarbeitungsblock bildet die Schnittstelle zwischen dem
Systemeingang und dem Modellkern (logische Funktionen). Die Signale werden fu¨r
den Modellkern aufbereitet und angepasst. In der Nachverarbeitungseinheit werden
die Signale fu¨r den Ausgang vorbereitet.
Fu¨r mechatronische Systeme ist dieser Zusammenhang in Abbildung 4.1 dargestellt.
Dieses System besteht aus mindestens einem Sensor, einer informationsverarbeiten-
den Komponente und einem Aktor. Das Modell des Systems wird in den informa-
tionsverarbeitenden Block integriert und meist als programmierbare elektronische












Abbildung 4.1: Verallgemeinerte Darstellung der Systemstruktur eines mechatroni-
schen Systems (Eingang - Verarbeitung - Ausgang)
Komponente umgesetzt. Zudem wird die Software als fester oder variabler (program-
mierbarer) Bestandteil hierin integriert. Die Eingangsgro¨ßen werden von Sensoren
erfasst und an das System weitergeleitet. Im Automobil werden Sensoren zur Er-
fassung der Umgebung, des aktuellen Fahrzeugzustandes, der Zustandsa¨nderungen
und des Fahrerwunsches (nach Abbildung 2.6, 2.7) eingesetzt. Diese Informationen
werden an ein Steuergera¨t weitergeleitet und zur Ansteuerung der Aktoren verwendet.
Wird in diesem Zusammenhang eine Bremse betrachtet, so generiert der Fahrer bei
Pedalbeta¨tigung einen Verzo¨gerungswunsch. Die Verarbeitungseinheit wertet den
Fahrerwunsch, der u¨ber die Sensoren erfasst wird, aus und bestimmt unter Beru¨ck-
sichtigung der Umgebungsbedingungen und des Fahrzeugzustandes die notwendige
Bremskraft. Aufbauend auf dieser Information regelt die Verarbeitungseinheit die


































Abbildung 4.2: Generelle Darstellung von Funktionsblockdiagrammen und der inne-
ren funktionalen Struktur
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Ein Vergleich mit dem mechatronischen System (Abbildung 2.7) zeigt, dass im
Inneren des Systems Energie- und Informationsflu¨sse als Verknu¨pfungen der Kompo-
nenten dominieren. Da innerhalb der Informationsverarbeitung (interne Funktionen)
nur Informationsflu¨sse auftreten ko¨nnen, beno¨tigt diese Komponente Schnittstellen
nach außen. Diese Schnittstellen sind fu¨r die Umsetzung des Informationsflusses in
Energie- oder Stoffflu¨sse verantwortlich. Sensoren bilden hier die Eingangsschnitt-
stelle und setzen Energie- oder Stoffflu¨sse in Informationsflu¨sse um. Aktoren stellen
eine Ausgangsschnittstelle dar, die Informationsflu¨sse in Energie- oder Stoffflu¨sse
umsetzen. Die informatorischen Flu¨sse der Informationsverarbeitung werden hierbei
durch Aktoren in die jeweilige Gro¨ße zur Manipulation des Grundsystems umgesetzt.
In heutigen Systemen werden ha¨ufig Informationskana¨le fu¨r die U¨bertragung von
Sensordaten verwendet. Der Sensor ist nicht mehr in das System integriert sondern
ausgelagert. Das von Sensoren gemessene Signal wird in diesem Fall durch eine
externe Verarbeitungseinheit verarbeitet (ausgelagerte Signalverarbeitung). Diese
Einheit u¨bernimmt die gesamte Auswertung (Vorverarbeitung der Rohdaten, A/D-
Wandlung und Plausibilisierung) und u¨bermittelt die vorverarbeitete Information
u¨ber ein Kommunikationsnetz. Innerhalb der Systemgrenze befindet sich eine Kom-
munikationskomponente die die Informationen des Kommunikationsnetzes aufnimmt
und zur Weiterverarbeitung bereitstellt.
Wird die Software als Komponente eines Systems betrachtet, kann diese als Funk-
tionsblockdiagramm dargestellt werden. Die einzelnen Softwarefunktionen werden
als Softwarekomponenten visualisiert. In dieser Arbeit wird die Software als inne-
re funktionale Struktur einer programmierbaren Einheit betrachtet. Diese bringt
Einga¨nge und Ausga¨nge in Relation zueinander und bildet
”
virtuelle Abha¨ngigkeiten“
im System. Diese Abha¨ngigkeiten ko¨nnen als logische Verknu¨pfungen dargestellt
werden. Die innere funktionale Struktur wird, um die Komplexita¨t des Systems besser
visualisieren und beschreiben zu ko¨nnen, in Ebenen unterteilt (Abbildung 4.2).
Aus zuverla¨ssigkeitstechnischer Sicht ist es schwierig, der inneren funktionalen Struk-
tur (hier: Software) Ausfallraten zuzuordnen. Da die Software auf einer program-
mierbaren elektronischen Komponente integriert wird, wird die Ausfallrate der
Integrationskomponenten vererbt. Die innere funktionale Struktur kann fester oder
variabler Bestandteil der Komponente sein. Ein variabler Bestandteil wird in einer
variabel programmierbaren Komponente, beispielsweise in einem Prozessor, integriert,
erlaubt die Anpassung der Software und ist jederzeit neu programmierbar. Eine fest
programmierte Komponente wird durch einen ASIC (engl.
”
Application Specific
Integrated Circuit“, Anwendungsspezifische Integrierte Schaltung) repra¨sentiert. Ein
ASIC ist eine Komponente mit fest integrierten spezifischen Funktionen. Werden
logische programmierbare Komponenten betrachtet, steht das funktionale Verhal-
ten im Vordergrund. Die darin integrierte Software wird in diesem Zusammenhang
als fehlerfrei angesehen. Fehler, die aufgrund einer falschen Implementierung der
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Anforderung entstehen, ko¨nnen durch das Fehlerverhalten gegenu¨ber der Spezifi-
kation entdeckt werden. Systematische Fehler1 ko¨nnen durch die Beachtung von
Programmierstandards und detaillierte Spezifikationen reduziert oder sogar vermie-
den werden. Ist eine Bewertung der Softwarezuverla¨ssigkeit notwendig gibt es auch
die Mo¨glichkeit eine Softwarezuverla¨ssigkeitsanalyse durchzufu¨hren. Hierzu beschrei-
ben Leveson et. al. in [Lev86,LCS91,LH83] Mo¨glichkeiten zur Quantifizierung von





























Abbildung 4.3: Symbolik zur Darstellung von Funktionsblockdiagrammen
Nachdem die grundlegenden Eigenschaften der Komponenten eingefu¨hrt wurden,
wird im Folgenden die allgemeine Darstellung der funktionalen Systemstruktur durch
Funktionsblockdiagramme beschrieben. Hierzu ist eine allgemeine funktionale Dar-
stellung von automobilen Systemen zu beru¨cksichtigen. Fu¨r die Systemstruktur von
Fahrzeugsystemen ergibt sich das in Abbildung 4.4 exemplarisch dargestellte allgemei-
ne Funktionsblockdiagramm. Die Eigenschaftsdarstellung der einzelnen Komponenten
wird durch die in Abbildung 4.3 dargestellte Symbolik unterstu¨tzt. Eingangskompo-
nenten werden mit ix gekennzeichnet und bestehen ausschließlich aus Hardware. Wie
in Abbildung 4.3 gezeigt, werden Steuergera¨te durch Blo¨cke (Systemgrenze) darge-
stellt, die die zu dem System geho¨renden Komponenten umranden. Da das betrachtete
Steuergera¨t im Detail beschrieben wird, ist hier keine spezielle Kennzeichnung erfor-
derlich. Externe Steuergera¨te werden hingegen mit ux gekennzeichnet. Hier dienen
Kommunikationsschnittstellen cx als U¨bertragungskana¨le. Verarbeitungseinheiten,
die wiederum auf den Steuergera¨ten integriert sind, beinhalten den funktionalen
Teil des Systems. Diese Blo¨cke bilden die Systemfunktionen ab und verknu¨pfen die
Einga¨nge und Ausga¨nge miteinander. Funktionen, die auf diesen Verarbeitungseinhei-
ten integriert werden, sind mit fx gekennzeichnet. Eine Kommunikationsschnittstelle
zwischen dem betrachteten System und seiner Umwelt ist in Abbildung 4.4 oben
rechts dargestellt. Von besonderem Interesse ist die Wechselwirkung des Systems mit
seiner Umwelt. Hierzu wird die Ausgangshardware verwendet. Die Ausgangsgro¨ßen
werden mit ox gekennzeichnet und ausschließlich durch Hardware realisiert. Durch
1Als systematische Fehler werden Fehler bezeichnet, die grundsa¨tzlich eine bestimmbare und
reproduzierbare Ursache haben.
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Blo¨cke mit der Bezeichnung externe Hardware, ko¨nnen ausgelagerte Aktoren oder
Sensoren dargestellt werden, die sich nicht innerhalb des Steuergera¨tes befinden.
Das Steuergera¨t (ECU2) grenzt das System nach außen ab und bildet so die Be-
trachtungsgrenze des Systems. Innerhalb der ECU wird das System meist durch
elektronische Hardware und informationsverarbeitende Komponenten repra¨sentiert.
Die Hardware außerhalb der ECU wird ha¨ufig durch elektromechanische Komponen-
ten realisiert. Eine Systembetrachtung ist daher nur innerhalb der Systemgrenzen
notwendig. Sind jedoch Kommunikationsnetze oder komplexe a¨ußere Systemarchitek-
turen vorhanden, kann es sinnvoll sein, das System u¨ber diese Systemgrenze hinaus
zu analysieren.
Der innere Teil, von der Verarbeitungseinheit umrandet, bildet die funktionale
Einheit des Systems, der meist in Form von Software realisiert wird. Bei der Verar-
beitungseinheit handelt es sich in der Regel um eine programmierbare Komponente
(Prozessor).
Interne Sensoren sind in der ECU integriert und besitzen eine direkte Schnittstelle
zur Verarbeitungseinheit. In manchen Fa¨llen ist eine Signalanpassung notwendig.
Hierzu stehen Signalvorverarbeitungsblo¨cke zur Verfu¨gung.
Alle Knoten und Kanten, die von der ECU eingeschlossen werden, sind Bestandteil
des Systems. Diese Bestandteile sind alle in ein Geha¨use und somit einem Steuer-
gera¨t integriert. Knoten repra¨sentieren die Funktionen, Einga¨nge und Ausga¨nge des
Systems. Kanten stellen die Abha¨ngigkeiten untereinander dar. Im mechatronischen
Sinne werden die Flu¨sse innerhalb des Systems beschrieben.
Externe Einheiten ko¨nnen als abgeschlossenes eigenes System betrachtet und sepa-
rat bewertet werden. Meist liegen die Kenngro¨ßen des externen Systems mit allen
Informationen bezu¨glich der weiteren Merkmalbestimmung vor. Die externe Einheit
kann somit als Sensor fu¨r das System angesehen werden. Der einzige Unterschied zu
einem internen Sensor ist hier die Schnittstelle. Externe Sensoren haben meist eine
Kommunikationsschnittstelle. In Einzelfa¨llen kann es wie oben erwa¨hnt sinnvoll sein,
detaillierter auf die Systemstruktur des externen Systems einzugehen. Insbesondere
wird dies notwendig, wenn fu¨r diese Einheiten keine zuverla¨ssigkeitstechnische Infor-
mationen vorliegen. Die Darstellung dieser Systeme erfolgt jedoch nach dem gleichen
Prinzip, wie hier dargestellt.
Jedem Knoten und somit jeder Komponente ko¨nnen Quantifizierungskenngro¨ßen
zugeordnet werden. Fu¨r die Bewertung der Zuverla¨ssigkeit kann, mit Ausnahme des
2Electronic Control Unit (Steuergera¨t): Steuergera¨te werden im Kraftfahrzeugbereich (Kfz) zur
Steuerung und Regelung verwendet. Diese werden in allen erdenklichen elektronischen Bereichen
eingesetzt. In Maschinen, Anlagen und anderen technischen Prozessen werden ebenso Steuergera¨te
eingesetzt. Diese stellen ein eingebettetes System dar und arbeiten nach dem Eingabe-Verarbeitung-
Ausgabe Prinzip.






























































































































































































































































































































4.2 Strukturbeschreibung mittels der Systemmatrix 63
funktionalen Anteils, jedem Knoten eine Ausfallrate zugeordnet werden. Der funktio-
nale Anteil des Systems besitzt kein eigenes Ausfallverhalten sondern ist durch das
Ausfallverhalten der Verarbeitungseinheit gepra¨gt. Die zuverla¨ssigkeitstechnischen
Kenngro¨ßen von externen Steuergera¨ten, Informationen von Kommunikationsschnitt-
stellen oder externen Sensoren werden als unabha¨ngige Eingangsgro¨ßen des Systems
betrachtet.
Die Darstellung von Funktionsblockdiagrammen ist aufgrund der unterschiedli-
chen Darstellungarten nicht direkt in Zuverla¨ssigkeitsmodelle u¨berfu¨hrbar. Die
U¨berfu¨hrung von Funktionsblockdiagrammen in Zuverla¨ssigkeitsmodelle erfordert
aus diesem Grund die Unterstu¨tzung von Systemexperten, die die notwendigen und
fehlenden Informationen u¨ber die zuverla¨ssigkeitstechnischen Zusammenha¨nge der
Struktur liefern. Hierdurch wird es mo¨glich, die funktionalen Zusammenha¨nge in die
zuverla¨ssigkeitstechnischen Zusammenha¨nge zu u¨berfu¨hren.
Aus zuverla¨ssigkeitstechnischer Sicht ist die Analyse der Systempfade ein wichtiges
Kriterium fu¨r die Bewertung der Redundanz innerhalb des Systems. Die in Ab-
bildung 4.4 dargestellte Kommunikationsstrecke (u1 → c1)zwischen dem externen
und dem betrachteten Steuergera¨t ist nicht redundant ausgefu¨hrt. Ist das System
auf die Informationen von den Sensoren i1 und i2 angewiesen, ist im Falle eines
hohen Sicherheitsanspruches mit sicherheitskritischen Folgen zu rechnen. Unter der
Annahme, dass die Verbindung zwischen dem Steuergera¨t u1 und dem betrachteten
Steuergera¨t fehleranfa¨llig ist, stellt der Pfad u1 → c1 einen kritischen Pfad dar. Es
muss sichergestellt werden, dass die Verbindung den sicherheitstechnischen Anforde-
rungen genu¨gt. Die Verbindung kann hierzu redundant ausgelegt oder eine ada¨quate
sichere Information u¨ber den Messwert eingefu¨hrt werden. Dieser Zusammenhang
sollte, bevor weitere Aussagen getroffen werden, bezu¨glich seiner Kritikalita¨t3 na¨her
untersucht werden. Es ko¨nnte mo¨glich sein, dass die interne Sensorik (im Steuer-
gera¨t integrierte Sensorik) aus sicherheitstechnischer Sicht ausreichend ist, um die
geforderte Information zu generieren.
4.2 Strukturbeschreibung mittels der Systemmatrix
Nachdem die Systemmatrix bereits in Abschnitt 3.3 eingefu¨hrt wurde, wird im Fol-
genden detaillierter auf die Zusammenha¨nge, die durch diese beschrieben werden,
eingegangen. Die Systemmatrix erlaubt eine einfache und leicht versta¨ndliche Struk-
turbeschreibung des Systems. Zudem wird die Bewertung und Analyse des Systems
u¨ber den gesamten Produktentwicklungszyklus hinweg und u¨ber diesen hinaus un-
terstu¨tzt. Mit mechatronischen Systemen verglichen, beschreibt die Systemmatrix
die Flu¨sse innerhalb der Struktur. Hierzu za¨hlen Energieflu¨sse, Informationsflu¨sse
3Kritikalita¨t: Durch die Kritikalita¨t kann beispielsweise der Einfluss eines Ausfalls einer Kompo-
nenten auf das System bewertet werden.
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und Stoffflu¨sse. Die Systemmatrix beru¨cksichtigt durch ihre abstrakte Darstellung
alle drei Hauptdoma¨nen der Mechatronik. Zuverla¨ssigkeitstechnische Abha¨ngigkeiten,
Kosten sowie qualitative oder wirtschaftliche Merkmale des Systems ko¨nnen durch
die Systemmatrix erfasst werden. Hierzu sind lediglich die entsprechenden Informatio-
nen zu den Komponenten zuzuordnen. Die Auswertung der Systemmatrix in diesem
Kontext bezieht sich hauptsa¨chlich auf die Bewertung von zuverla¨ssigkeitstechnischen
Informationen. Aus diesem Grund werden die Kosten und andere Faktoren fu¨r die
Bewertung vorerst nicht beru¨cksichtigt.
4.2.1 Informationsquellen fu¨r die Erstellung
Die Informationsquellen zur Erstellung der Systemmatrix setzen sich aus verschiede-












Abbildung 4.5: Informationsquellen zur Erstellung der Systemmatrix
Die Hauptinformationstra¨ger sind die Anforderungen und die Architekturbeschrei-
bungen.
Werden die Architekturbeschreibungen betrachtet, sind fu¨r die Analyse der Zu-
verla¨ssigkeit Erga¨nzungen durch Experten notwendig. Steht fu¨r die Analyse ein
Modell zur Verfu¨gung, ist es mo¨glich, die funktionalen Zusammenha¨nge direkt aus
dem Modell zu analysieren und eine Systemmatrix zu erstellen. Erga¨nzend hierzu
lassen sich die Modelle durch geeignete und bekannte Methoden in Zuverla¨ssigkeits-
modelle u¨berfu¨hren, die sich wiederum durch eine Systemmatrix abbilden lassen.
Hierbei ist das Expertenwissen nicht zwingend notwendig. Die Darstellung der Archi-
tektur kann rein funktional oder rein technisch erfolgen. Die funktionale Darstellung
beschreibt die Systemfunktionen und ihre Abha¨ngigkeiten, wa¨hrend die technische
Architektur die geometrische Verteilung des Systems beru¨cksichtigt. Innerhalb der
Modellbildung wird zwischen funktionalen und physikalischen Modellen unterschie-
den. Die funktionalen Modelle bilden die Systemfunktionen ab. Die Systemfunktion
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ermittelt aufgrund der Informationen von Sensoren die Stellgro¨ßen fu¨r die Akto-
ren. Das physikalische Modell bildet das Grundsystem und dessen physikalischen
Wirkprinzipien ab. Informative oder formale Darstellungen sind bei der Erstellung
von Zuverla¨ssigkeitsmodellen mo¨glich. Informative Darstellungen werden z. B. durch
die FMEA repra¨sentiert. Eine eher formale Darstellung liefert die FTA. Fu¨r die
U¨berfu¨hrung von Zuverla¨ssigkeitsmodellen in die Systemmatrix sind die formalen
Beschreibungen von Systemen zu bevorzugen, da diese sich ohne zusa¨tzliches Exper-
tenwissen in die Systemmatrix u¨berfu¨hren lassen.
4.2.2 Nomenklatur der Matrix
Zur Beschreibung der zuverla¨ssigkeitstechnischen Zusammenha¨nge durch eine Sy-
stemmatrix wird die in Tabelle 4.1 gezeigte Nomenklatur verwendet. Die Tabelle
beschreibt in der linken Spalte die logischen Verknu¨pfungen bzw. Abha¨ngigkeiten
der Komponenten untereinander. Die rechte Seite beschreibt die Art der Kompo-
nenten. Diese lassen sich in funktionale Komponenten und Hardwarekomponenten
untergliedern. Wird die Systemmatrix zur Beschreibung mechatronischer Systeme
Tabelle 4.1: Nomenklatur der Systemmatrix
Zuverla¨ssigkeitstechn. Beziehungen Komponenten
Logische Verknu¨pfungen Einheiten
Symbol Beschreibung Symbol Beschreibung
s SIGNALPFAD ix Eingang (Sensor)
e AUSFALL ox Ausgang (Aktor)
p ENERGIE fx Funktion (Logische)
i INTEGRIERT ux Einheit
a UND mx Modul (HW/SW)
o ODER cx Kommunikation
b BRU¨CKE px Spannungsversorgung
v VOTER ex Ausfall(z. B. Steckverbindung)
c LINK/VERKNU¨PFUNG
verwendet, sind Energieversorgungen der einzelnen Komponenten zu beru¨cksichtigen.
Bei der Integration funktionaler Strukturen in informationsverarbeitende Komponen-
ten, werden die logischen funktionalen Strukturen den entsprechenden Komponenten
zugeordnet. Die Verknu¨pfung i beschreibt, in welcher Komponente welche Funk-
tion integriert ist. Besteht das System aus mehreren verteilten Systemen, ist die
Kommunikationsstruktur zu analysieren und mit der Systemmatrix zu erfassen.
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4.2.3 Erla¨uterung der Grundstrukturen
Funktionale Strukturbeschreibungen erfordern keine detaillierte Darstellung der
Abha¨ngigkeiten zwischen den Komponenten. Wird der Systemzustand aus zuverla¨ssig-
keitstechnischer Sicht bewertet, ist eine Beschreibung der funktionalen zuverla¨ssig-
keitstechnischen Abha¨ngigkeiten notwendig. Die Systematrix geht von einem funkti-
onsfa¨higen System aus und beschreibt, welche Komponenten zur Funktionserfu¨llung
notwendig sind. In diesem Zusammenhang werden im Folgenden die Grundstrukturen
– ODER-Struktur,
– UND-Struktur,
– VOTER-Struktur (Diagnose) und
– BRU¨CKEN-Stuktur
der Systemmatrix eingefu¨hrt. Der generelle Aufbau der Systemmatrix ist in Ab-
bildung 4.6 dargestellt. In der linken Spalte werden die Komponenten mit dem
allgemeingu¨ltigen Bezeichner beschrieben. Eine Zuordnung entsprechend der Ma-
trixnomenklatur ist in der rechten Spalte gezeigt. Die oberste Zeile beinhaltet wie-
derum die allgemeingu¨ltigen Bezeichnungen, wohingegen in der untersten Zeile die
definierte Zuordnung zur Matrixnomenklatur dargestellt wird. Im Inneren dieser
Bereiche werden Abha¨ngigkeiten der Komponenten durch die in der Nomenklatur
verwendeten Verknu¨pfungen beschrieben. Diese Verknu¨pfung spiegelt die zuverla¨ssig-
keitstechnischen Zusammenha¨nge des Systems dar und kann auch zur Darstellung
der funktionalen Zusammenha¨nge genutzt werden.
Die ODER-Struktur wird in der Matrix durch ein o gekennzeichnet. Aus zuverla¨ssig-
keitstechnischer Sicht muss mindestens eine Komponente funktionsfa¨hig sein, damit
das System funktionsfa¨hig ist. In der Darstellung als Zuverla¨ssigkeitsblockdiagramm
wird die ODER-Verknu¨pfung durch eine parallele Anordnung der Komponenten
abgebildet.
Die Verknu¨pfung der Komponenten durch ein a beschreibt die UND-Verknu¨pfung.
Diese Struktur wird durch die in Abbildung 4.8 dargestellte Matrix beschrieben. Eine
Serien-Struktur beschreibt diesen zuverla¨ssigkeitstechnischen Zusammenhang. Alle
Komponenten mu¨ssen intakt sein, damit das System funktioniert. Dieser Zusammen-
hang ist nicht zwingend aus der funktionalen Struktur ersichtlich. Dies la¨sst sich
am Beispiel eines Spannungsteilers darstellen, denn hier sind alle Komponenten zur
Funktionserfu¨llung notwendig.
Eine etwas komplexere Struktur wird durch einen Voter (engl.
”
Voter“= Entschei-
der oder Mehrheitsentscheider) dargestellt. Der Mehrheitsentscheider vergleicht die
Eingangssignale miteinander und entscheidet anschließend, ob die Eingangsinforma-
tionen korrekt oder fehlerhaft sind. Aus zuverla¨ssigkeitstechnischer Sicht ist hierbei
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Abbildung 4.7: Systemmatrix einer parallelen Struktur (ODER-Verknu¨pfung)
eine Aussage zu treffen, wie viele Eingangssignale fehlerfrei sein mu¨ssen, damit der
Ausgang fehlerfrei ist und somit das System funktionsfa¨hig. Ein Voter wird in der
Systemmatrix mit der Verknu¨pfung vk beschrieben. Wird der Voter mit n Eingangs-
signalen beschaltet, ergibt sich ein V koon-Voter. Dies bedeutet, dass mindestens k
von n Einga¨nge fehlerfrei sein mu¨ssen, damit das System funktionsfa¨hig ist.
Eine weitere Grundstruktur bildet die Bru¨ckenstruktur. Hier gibt es eine Querverbin-
dung innerhalb der Struktur, die sich nicht durch parallele oder serielle Strukturen
erfassen la¨sst. Eine Bru¨ckenstruktur wird in der Systemmatrix durch die Variable bj
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Abbildung 4.10: Systemmatrix der Bru¨ckenstruktur
beschrieben. Der Index j beschreibt die Anordnung innerhalb der standardisierten
Bru¨ckenstruktur.
Zur Reduktion der Komplexita¨t der Strukturbeschreibung wird das System in Teil-
systeme aufgeteilt. Diese Teilsysteme ko¨nnen innerhalb der Matrix durch ein Modul
erfasst werden. Besitzt das Modul ausschließlich unabha¨ngige Eingangsvariablen,
ist eine Separierung des Moduls und eine separate Analyse mo¨glich. Ist dies nicht
der Fall, muss das Modul in der Systemgesamtanordnung betrachtet werden. Eine
Kombination aus einer seriellen und einer parallelen Struktur ist in Abbildung 4.11
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Abbildung 4.11: Dekomposition mit der Systemmatrix
Tabelle 4.2: Systemmatrix fu¨r Abbildung 4.11
m1 o1 in






Unter der Verwendung der hier dargestellten Grundstrukturen lassen sich beinahe
alle Systemstrukturen durch die Systemmatrix abbilden. Erga¨nzend hierzu ist es
mo¨glich, U¨bertragungspfade innerhalb der Systemstruktur zu definieren, Energie-
quellen festzulegen und Fehler zu injizieren.
4.3 Analyse der Systemstruktur
Die Systemstruktur wird wie zuvor beschrieben durch die Systemmatrix beschrieben.
Die Systemmatrix bietet den großen Vorteil, dass diese sich einfach analysieren la¨sst
und daraus weitere Darstellungsformen (z. B. Fehlerba¨ume, RBD’s) der Systemstruk-
tur gewonnen werden ko¨nnen.
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4.3.1 U¨berfu¨hrung in die Strukturfunktion
Mit Hilfe der beschriebenen Grundstrukturen lassen sich Systeme und ihre zuverla¨ssig-
keitstechnischen Zusammenha¨nge darstellen. Die erstellte Systemmatrix erlaubt die
Quantifizierung der im Vorfeld festgelegten Merkmalen. Hierzu wird diese in die Boo-
lesche Funktion und anschließend in die Strukturfunktion u¨berfu¨hrt. Die Grundlagen
zur Herleitung von Booleschen Funktionen sind in Kapitel 2.3.5 dargestellt.
Fu¨r die Systemmatrix der ODER-Verknu¨pfung (siehe Abbildung 4.7) ergibt sich die
Boolesche Funktion durch
yor = x1 ∧ x2 ∧ . . . ∧ xn. (4.1)
Diese Boolesche Funktion wird in die Strukturfunktion u¨berfu¨hrt und kann zur
Bestimmung der zuverla¨ssigkeitstechnischen Kenngro¨ße
φ(x)or = x1 · x2 · . . . · xn (4.2)
genutzt werden.
Die UND-Verknu¨pfung, die durch die Systemmatrix in Abbildung 4.8 beschrieben
wird, bildet mit
yand = x1 ∨ x2 ∨ . . . ∨ xn (4.3)
die Boolesche Funktion. Fu¨r die Strukturfunktion ergibt sich
























































Abbildung 4.12: Zuverla¨ssigkeitstechnische Strukturdarstellungen eines
2-aus-4 Mehrheitsentscheiders (V2oo4)
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Einfache Voterstrukturen, wie in Abbildung 4.12 dargestellt, lassen sich auch durch
die Grundverknu¨pfungsarten darstellen. Die Bestimmungsgleichungen der Voter-
strukturen aus der Literatur setzen identische Eingangskomponenten voraus. Diese
Voraussetzung ist in realen Systemen nicht immer erfu¨llt und stellt somit einen
Sonderfall der Betrachtung dar. Die Entwicklung der Strukturfunktion fu¨r die all-
gemeine Betrachtung von Voterstrukturen ist notwendig. Eine etwas komplexere
Voterstruktur kann allgemein durch die Boolesche Funktion unter Verwendung von
Cjn :=
{






beschrieben werden. Cjn liefert die Kombinationen der Komponenten, die ausfallen
mu¨ssen, damit es zu einem Systemausfall kommt. Bei einem koon-Voter steht k fu¨r
die Anzahl der mindestens funktionsfa¨higen Komponenten. Unter Verwendung der
Negativ-Logik gilt fu¨r j:
j = n− k + 1 (4.6)







 mit o = n!
k!(n− k)! (4.7)







 mit o = n!
k!(n− k)! (4.8)
beschrieben werden.
Eine Sonderform der Voterstruktur stellt ein System mit Diagnose dar. In diesem
Fall sind die Zusammenha¨nge nicht mehr in der einfachen Form zu beschreiben. Zur
Analyse werden die aus der Literatur bekannten Methoden (z. B. FTA, FMEA) zur
Bewertung der Zuverla¨ssigkeit angewendet. Das System wird in diesem Fall bezu¨glich
Wahrscheinlichkeit eines Ausfalls bei Anforderung der Funktion ausgewertet. Hierzu
stehen die Wahrscheinlichkeiten fu¨r die Entdeckbarkeit eines Fehlers zur Verfu¨gung
und werden zur Berechnung der Zuverla¨ssigkeit verwendet. Beinhaltet ein System
solche u¨berwachten Funktionen, ist dies meist in einem unabha¨ngigen Teilsystem reali-
siert. Dies hat den Vorteil, dass die ermittelten Merkmale als vorhanden angenommen
werden ko¨nnen.
Eine weitere Sonderform bilden Voterstrukturen mit kalter oder heißer Redundanz.
Bei heißer Redundanz sind alle Komponenten der Struktur unter Belastung. In










Abbildung 4.13: Voter mit Diagnose
λDU := Gefa¨hrliche unentdeckte Ausfa¨lle
λDD := Gefa¨hrliche entdeckte Ausfa¨lle
λD := Gefa¨hrliche Ausfa¨lle
”
Common Cause“ := Weitere Ausfa¨lle aufgrund gemeinsamer Ursache
diesem Fall ist keine besondere Quantifizierung des Systems durchzufu¨hren. Bei
kalter Redundanz wird erst bei der Fehlererkennung auf die inaktive Komponente
umgeschaltet. Zur Quantifizierung dieses Systems ist es notwendig, die Systeme
aufzuteilen und die durch die kalte Redundanz aufgespaltenen Teilsysteme separat
zu betrachten. Fu¨r die Bewertung der Gesamtausfallwahrscheinlichkeit werden die










Abbildung 4.15: Separation der Bru¨ckenstruktur mit x5 = 1
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Die Matrix der Bru¨ckenstruktur bildet einen Sonderfall und kann nicht direkt durch
eine Boolesche Funktion beschrieben werden. Hier wird die Methode der Separation
angewendet und die Strukturfunktion u¨ber eine Fallunterscheidung hergeleitet. Im
ersten Fall wird die Querkomponente x5 (siehe Abbildung 4.10) als funktionsfa¨hig
und im zweiten als ausgefallen betrachtet. Fu¨r die beiden Fa¨lle ergeben sich unter-
schiedliche Zuverla¨ssigkeitsblockdiagramme. Das Blockdiagramm fu¨r den ersten Fall
ist in Abbildung 4.15 dargestellt. Fu¨r den zweiten Fall ist der Zusammenhang in
Abbildung 4.14 dargestellt.
Fu¨r die Boolesche Funktion ergibt sich
x5 = 0 : yx5=0 = (x1 ∧ x2) ∨ (x3 ∧ x4)⇒ φ(x1, x2, x3, x4, 1) (4.9)
x5 = 1 : yx5=1 = (x1 ∨ x3) ∧ (x2 ∨ x4)⇒ φ(x1, x2, x3, x4, 0) (4.10)
Hieraus wird die Strukturfunktion φ fu¨r die Bru¨ckenstruktur nach Gleichung (2.30)
u¨ber die Strukturfunktion der Bru¨ckengleichung
φ(x) = x5φ(x1, x2, x3, x4, 1) + (1− x5)φ(x1, x2, x3, x4, 0) (4.11)
beschrieben. Unter Verwendung der Zusammenha¨nge aus Gleichung (4.10) ergibt
sich hiermit
φ(x)Bru¨cke =x5(1− (1− x1)(1− x3))(1− (1− x2)(1− x4))
+ (1− x5)(1− (1− x1x2)(1− x3x4)).
(4.12)
Bei der Dekomposition der Systemmatrix nach Abbildung 4.11 wird das System in
die parallele und serielle Struktur aufgeteilt. Hier bildet das Modul m1 die serielle
Struktur des Systems ab und wird in die parallele Struktur integriert. Fu¨r das
dargestellte System gilt:
yDekomposition = o1 = i1 ∧ i4 ∧m1 = i1 ∧ i4 ∧ (i1 ∨ i2 ∨ i3). (4.13)
Die Boolesche Funktion kann aufgrund der einfachen Struktur schnell in die Struk-
turfunktion u¨berfu¨hrt werden. Die Strukturfunktion ist mit
φ(x)Dekomposition = i1i4m1 = i1i4(1− (1− i1)(1− i2)(1− i3)) (4.14)
beschrieben. Die zuverla¨ssigkeitstechnische Auswertung dieser Strukturfunktion ist
durch die doppelt vorhandene Komponente i1 nicht einfach zu lo¨sen. Hierzu wird die
Strukturfunktion unter Anwendung des Idempotenzgesetzes ausmultipliziert.
Die U¨berfu¨hrung in die Wahrscheinlichkeitsrechnung φ(x)→ F (q) ergibt die Aus-
fallrate des Systems. In manchen Betrachtungsfa¨llen ist es gu¨nstiger, die Struktur-




1 System ist funktionsfa¨hig (Soll-Zustand),
0 System ist ausgefallen,
(4.15)
74 4 Analyse und Quantifizierung mechatronischer Systeme
fu¨r alle Variablen x = (x1, x2, . . . , xn) mit
xi =
{
1 Komponente ci ist funktionsfa¨hig (Soll-Zustand),
0 Komponente ci ist ausgefallen.
(4.16)
Mit den in Gleichung (2.25) beschriebenen Ersetzungen folgt fu¨r φ(x) := 1− F (t) =
R(t) mit xi := 1− qi(t) = pi(t) und die U¨berfu¨hrung in die Wahrscheinlichkeitsrech-
nung die Quantifizierung der Zuverla¨ssigkeit des Systems. Die Strukturfunktionen
der einfachen Grundverknu¨pfungen werden durch
yor = x1 ∧ x2 ∧ . . . ∧ xn = x1 ∨ x2 ∨ . . . ∨ xn (4.17)
φ(x)or = 1− (1− x1)(1− x2) . . . (1− xn) (4.18)
yand = x1 ∨ x2 ∨ . . . ∨ xn = x1 ∧ x2 ∧ . . . ∧ xn (4.19)
φ(x)and = x1 · x2 · . . . · xn (4.20)
beschrieben. Werden diese Gleichungen in die Wahrscheinlichkeitsrechnung u¨berfu¨hrt,
ergeben sich
R(p)or = 1− (1− p1)(1− p2) . . . (1− pn) (4.21)
R(p)and = p1 · p2 · . . . · pn (4.22)
zur Bestimmung der U¨berlebenswahrscheinlichkeiten unter Beachtung der Positiv-
Logik.
4.3.2 Pfad- und Schnittanalyse
Eine weitere Mo¨glichkeit zur Ermittlung der Strukturfunktion besteht u¨ber die
Analyse der Minimalschnitte oder Minimalpfade des Systems. Wie in Kapitel 2.3.5
beschrieben, setzt sich die Strukturfunktion, bei Verwendung der Schnitte oder Pfade,
nach Gleichung (2.34) zusammen. In diesem Zusammenhang gilt fu¨r die Darstellung














mit k := Laufindex u¨ber die Schnitte oder Pfade. Mit Hilfe der Systemmatrix und der
daraus generierten Booleschen Funktion ist es durch die Bildung der konjunktiven
Normalform mo¨glich, die Minimalschnitte oder -pfade des Systems zu ermitteln.
Hier ist zwischen der Positiv-Logik und Negativ-Logik zu unterscheiden. Bei der
Bestimmung u¨ber die Positiv-Logik werden durch die konjunktive Normalform die
Pfade CPf des Systems dargestellt und durch die Negativ-Logik werden die Schnitte
CSch des Systems dargestellt. Sind die Zusammenha¨nge im System nicht mehr durch
einfache Strukturen zu beschreiben, besteht die Mo¨glichkeit, das Systemverhalten zu
simulieren. Zur Veranschaulichung der zuverla¨ssigkeitstechnischen Zusammenha¨nge
wird die graphische Darstellung durch Zuverla¨ssigkeitsnetze verwendet.
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4.4 Strukturbeschreibung durch Zuverla¨ssigkeitsnetze
Mit Hilfe der Grundverknu¨pfungen lassen sich nun anna¨hernd alle Systeme detailliert
beschreiben und auswerten. Die Ablage dieser neu gewonnen Informationen in einer
Datenstruktur stellt sich als sinnvoll dar. In dieser Struktur werden zwei Arten von
Informationen abgelegt: Diejenigen, die zur Beschreibung des Systems notwendig
sind sowie diejenigen, die das Zuverla¨ssigkeitsnetz des Systems beschreiben.
Fu¨r die Analyse wird die Matrix soweit iterativ durchlaufen, bis sich die Teilsysteme
nicht weiter aufteilen lassen oder der betrachtete Zweig in einem Ereignis / einer
Komponente endet. Bei Betrachtung einer Fehlerbaumanalyse werden diese Ereignisse
als Basisereignisse bezeichnet. In einer Systemmatrix werden diese Ereignisse durch
Eingangsgro¨ßen oder Ausfa¨lle dargestellt. Nicht weiter aufteilbare Teilsysteme werden
als
”
atomare Einheiten“ bezeichnet und ko¨nnen durch die Grundverknu¨pfungen
dargestellt werden.
4.4.1 Informationsstruktur eines Zuverla¨ssigkeitsnetzes
Informationen, die wa¨hrend der Analyse des Systems generiert werden, ko¨nnen zur
Wiederverwendung in einer Informationsstruktur abgelegt werden. Hierzu wurde
eine Datenstruktur definiert, die alle wesentlichen Informationen u¨ber das System
entha¨lt. Im Folgenden soll auf die Zusammenha¨nge innerhalb der Struktur und auf
die grundlegenden Annahmen, die fu¨r die Berechnung des Zuverla¨ssigkeitsnetzes
notwendig sind, eingegangen werden. Ein Zuverla¨ssigkeitsnetz RN fasst alle Einheiten
i der in der Systemmatrix beschriebenen Architektur zusammen.
Die einzelnen Elemente der Datenstruktur werden in Tabelle 4.3 dargestellt. Diese
Tabelle beschreibt die Datenstruktur, die fu¨r jede Komponente i des Systems, die in
der Systemmatrix definiert ist, angelegt wird. Der Strukturindex RN(i).index stellt
eine eindeutige Kennzeichnung der Elemente innerhalb der Gesamtstruktur dar. Die
Zuverla¨ssigkeit der beschriebenen Komponente wird in RN(i).p hinterlegt. Ist fu¨r
diese in der Systemmatrix keine Zuverla¨ssigkeit hinterlegt, wird diese als p = 1, 0
angenommen. Dies ist z. B. bei einer rein funktionalen Komponente der Fall. Die
wa¨hrend der Kalkulation ermittelte Zuverla¨ssigkeit wird in RN(i).rel hinterlegt. Ist
die Ermittlung u¨ber die Fehlerrate effizienter, wird entsprechend der Umformung
die Zuverla¨ssigkeit durch 1−RN(i).f = RN(i).rel gebildet. In RN(i).imp wird die
ermittelte Pfad-Importanz der Komponente abgelegt. Die Kosten von Komponen-
ten und weitere Klassifizierungsmerkmale ko¨nnen in den entsprechenden Feldern
hinterlegt werden. Handelt es sich bei der betrachteten Komponente um eine funk-
tionale Einheit (Funktion) die in Software realisiert ist, wird durch RN(i).int die
Hardware-Komponente, in der Regel eine Verarbeitungseinheit, beschrieben in der
diese integriert ist. Einer Softwarefunktion wird keine Ausfallrate zugeordnet sondern
die Ausfallrate des Integrationselements vererbt. Mittels RN(i).err ko¨nnen Fehler
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Tabelle 4.3: Datenstruktur der Komponenten innerhalb des Zuverla¨ssigkeitsnetzwerks
Element der Struktur Beschreibung
RN(i).sig Knotenname
RN(i).index Strukturindex
RN(i).p Zuverla¨ssigkeit der Komponente oder Funktion
RN(i).rel Analysierte Zuverla¨ssigkeit
RN(i).f Analysierte Fehlerrate
RN(i).imp Importanz des Pfades
RN(i).cost Kosten der Komponente oder der Funktion
RN(i).par1 Erweitertes Entscheidungsmerkmal 1
RN(i).par2 Erweitertes Entscheidungsmerkmal 2
· · · · · ·
RN(i).parn Erweitertes Entscheidungsmerkmal n
RN(i).int Funktionale Integration im System
RN(i).pow Energieversorgung
RN(i).error Fehlerinjektion
RN(i).down Informationen u¨ber die untergeordnete Ebene (zum Knoten)
RN(i).up Informationen u¨ber die u¨bergeordnete Ebene (vom Knoten)
RN(i).link Zuverla¨ssigkeitsrelation (Logische Relation)
RN(i).path Signalpfade (Redundanz)
dargestellt und na¨her betrachtet werden. Die Systemstruktur ist meist hierarchisch
aufgebaut. Jeder Knoten besitzt somit mindestens einen Nachfolger (RN(i).down)
und einen Vorga¨nger (RN(i).up). Ausnahmen bilden hier die betrachtete System-
funktion und die Einga¨nge des Systems. Die Systemfunktion besitzt nur Nachfolger
und steht an der Wurzel bzw. Kopf der Datenstruktur. Diese Zusammenha¨nge wer-
den in Abschnitt 4.4.2 anhand einer graphischen Darstellung deutlich erkennbar.
Die Abha¨ngigkeiten zwischen den Komponenten und Funktionen werden aus zu-
verla¨ssigkeitstechnischer Sicht durch RN(i).link beschrieben. Handelt es sich bei dem
betrachteten System um ein verteiltes System, sind erga¨nzend die Kommunikations-
/Informationspfade von zu betrachten. Hierbei werden die Pfade der Signale vom
Ursprungsort bis zum Verwendungsort identifiziert. Erga¨nzende Informationen, die
fu¨r die Bewertung des Systems notwendig sind, werden von der gewu¨nschten Merk-
malanalyse vorgegeben und sind in die Struktur aufzunehmen (RN(i).parn).
Die Informationen der Systemmatrix sind zur Auswertung der Qualita¨tsmerkmale
und fu¨r die Beschreibung des Systems ausreichend. Angaben zu quantifizierten
Kenngro¨ßen und die Ergebnisse der Analyse erweitern die Systemmatrix und werden
in der dargestellten Struktur zusammengefasst. Die hinzugewonnenen Informationen
stehen ohne erneute Berechnungen in einer Datenbasis fu¨r die weitere Analyse zur
Verfu¨gung.
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Die Datenstruktur zur formalen, mathematischen Beschreibung der Zuverla¨ssigkeits-
netze bietet sich aufgrund ihrer kompakten Darstellung auch zur Archivierung in einer
Datenbank an. Die Ergebnisse der Analyse ko¨nnen in dieser Datenbank abgelegt wer-
den, um bei spa¨teren Auswertungen wieder auf diese Informationen zuru¨ckzugreifen.
Es entsteht eine Wissensdatenbank, die Informationen u¨ber bereits quantifizier-
te Systeme entha¨lt und die Entwicklung insbesondere bei Wiederverwendung von
Teilsystemen unterstu¨tzt.
4.4.2 Graphische Darstellung der Zusammenha¨nge
Tabellen und Datenbanken sind jedoch fu¨r eine einfache Darstellung und Beschreibung
des Systems ungeeignet, da diese sehr komplex und unlesbar wirken. Eine U¨berfu¨hrung







































Abbildung 4.16: Nomenklatur der Zuverla¨ssigkeitsnetze
Das Zuverla¨ssigkeitsnetz bildet eine in sich geschlossene Struktur und kann allein
durch eine Systemmatrix beschrieben werden. Die Auswertung des Zuverla¨ssig-
keitsnetzes erfolgt durch die Auswertung der Informationen der Systemmatrix. Die
Ergebnisse der Auswertung werden in einer Struktur abgelegt. Die graphische Dar-
stellung erfolgt mit der in Abbildung 4.16 gezeigten Nomenklatur. Vorerst steht die
Beschreibung der zuverla¨ssigkeitstechnischen Zusammenha¨nge im Vordergrund.
Fu¨r die Grundstrukturen ergeben sich die im Folgenden dargestellten Zuverla¨ssigkeits-
netze (Abbildung 4.17 bis 4.20). Die Knoten bilden die Komponenten des Systems
ab. Diese sind u¨ber die Kanten, die die Abha¨ngigkeiten der Knoten untereinander
beschreiben, miteinander verknu¨pft. Die graphische Darstellung des Zuverla¨ssigkeits-
netzes ist direkt aus der Systemmatrix abgeleitet und dient der U¨bersichtlichkeit.
Jeder Knoten, der in diesem Netz dargestellt ist, wird wa¨hrend der Analyse bezu¨glich
der definierten Merkmale bewertet. Die Information zu jedem Knoten ist in der
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Datenstruktur des Zuverla¨ssigkeitsnetzes hinterlegt. Die drei unterschiedlichen logi-

































Abbildung 4.19: Zuverla¨ssigkeitsnetz der VOTER-Struktur
Die graphische Darstellung ist selbst bei sehr komplexen Systemen intuitiv und
sehr gut u¨berschaubar. Die hier dargestellten Zuverla¨ssigkeitsnetze sind mit der












Abbildung 4.20: Zuverla¨ssigkeitsnetz der BRU¨CKEN-Struktur
Beschreibung durch einen Fehlerbaum vergleichbar. Aus diesem Grund lassen sich
diese Netze direkt in ein Fehlernetz (invertierte Logik) oder einen Fehlerbaum
u¨berfu¨hren.
Zuverla¨ssigkeitsnetze bieten aus zuverla¨ssigkeitstechnischer Sicht einen guten U¨ber-
blick u¨ber die Systemstruktur, die Abha¨ngigkeiten der Komponenten, das Ausfall-
verhalten und die quantifizierten Merkmale. Zuverla¨ssigkeitsnetze erweitern somit
die Darstellungsmo¨glichkeiten der Systemstruktur. Die Art der Veranschaulichung
kann sowohl zur Visualisierung von komplexen Strukturen oder von Teilsystemen
verwendet werden. Bei der Aufteilung der Systemfunktion in Teilfunktionen und
somit -systeme wird jedes einzelne System in einem Zuverla¨ssigkeitsnetz beschrieben
und spa¨ter wieder zu einem Gesamtsystem integriert.
Tabelle 4.4: Dekomposition von Zuverla¨ssigkeitsnetzen






RN1 fm1 fm1 , fm2 rn1
RN2 fm3 , fm4 rn2
RN3 fm5 fo2 fo4 rn3
RN4 fo8 rn4
out rn1 rn2 rn3 rn4 o2 o4 o8







































Abbildung 4.21: Dekomposition von Zuverla¨ssigkeitsnetzen
Die Zusammenha¨nge aus Tabelle 4.4 lassen sich formal wie folgt beschreiben.
RN1 = f(i1, i4, i5) liefert (m1,m2) (4.24)
RN2 = f(i2, i3,m1) liefert (m3,m4) (4.25)
RN3 = f(m1,m2) liefert (o1, o4,m5) (4.26)
RN4 = f(m3,m4,m5) liefert (o8) (4.27)
mit
m1 = f(i1, i4) → RN 1, (4.28)
m2 = f(i1, i4, i5) → RN 1, (4.29)
m3 = f(i1, i4, i5, i2, i3) → RN 2, (4.30)
m4 = f(i1, i4, i5, i2, i3) → RN 2 (4.31)
m5 = f(i1, i4, i5, i2, i3) → RN 3 (4.32)
Fu¨r die zusammengesetzen Systeme ergibt sich eine Gesamtstrukturfunktion, die sich
aus der Strukturfunktion der Einzelsysteme zusammensetzt. Die Abha¨ngigkeiten der
Teilsysteme und eine mo¨gliche Beschreibung ist in Abbildung 4.21 und in Tabelle
4.4 aufgezeigt. In der Tabelle werden die Abha¨ngigkeiten der einzelnen Teilsysteme
durch ein f symbolisiert. Das Zuverla¨ssigkeitsnetz ist somit abha¨ngig von den
Gro¨ßen i1, i4, i5. Das Modul m1 ist jedoch nur von den Gro¨ßen i1, i4 abha¨ngig. Dieser
Zusammenhang wird aus der detaillierteren Beschreibung der Abha¨ngigkeiten aus
den Gleichungen (4.29) bis (4.32) ersichtlich. Die Tabelle ist folgendermaßen zu
lesen. Das Netz rn1 stellt eine Funktion von i1, i4 und i5 dar. Dieses Netz stellt
die Module m1 und m2 bereit und liefert die Informationen an die Netzwerke rn2
und rn3. Das Netzwerk rn2 verwendet nur die Gro¨ßen aus Modul m1 (fm1), das
Netzwerk rn3 hingegen die Ergebnisse aus den Modulen m1 und m2 (fm1 , fm2). Mit
Hilfe dieser Darstellungsform ist es mo¨glich, große komplexe Netze zu modularisieren,
die Komplexita¨t abzubilden und formal zu beschreiben.
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4.5 Empirische Ermittlung des Ausfallverhaltens
Fu¨r die Darstellung der Struktur durch Fehlerba¨ume werden die Minimalschnitte
der Struktur ermittelt und durch die Methoden aus Kapitel 2.3.5 in entsprechende
mathematische Beschreibungen umgewandelt. In diesem Zusammenhang werden Ent-
scheidungsba¨ume ha¨ufig zur grafischen Darstellung von Systemen verwendet. Diese
Form der Darstellung wird durch eine empirische Ermittlung des Ausfallverhaltens
des Systems hergeleitet. Ausfallkombinationen, die zum Ausfall des Gesamtsystems
fu¨hren, werden in der Struktur der Zuverla¨ssigkeitsnetze zusammengefasst.
Die zuverla¨ssigkeitstechnischen Zusammenha¨nge der Strukturfunktion lassen sich in
Fehlerba¨ume und Zuverla¨ssigkeitsblockdiagramme u¨berfu¨hren. Zuverla¨ssigkeitsblock-
diagramme bilden die Grundlage fu¨r die Optimierung nach [KJS10]. Bei komplexen
Strukturen kann es sinnvoll sein, die Zuverla¨ssigkeitsstruktur empirisch zu ermit-
teln. Hierbei wird von dem schlechtesten anzunehmenden Fall ausgegangen. Alle
Komponenten werden durch eine UND-Verknu¨pfung (seriell) miteinander verbunden.
Durch die gezielte Einpra¨gung von Fehlern und der Analyse der Systemreaktion ist es
mo¨glich, die Struktur in Bezug auf ihre zuverla¨ssigkeitstechnischen Zusammenha¨nge
zu bewerten. Mit steigendem Detaillierungsgrad (j-fach-Fehler, Fehlerkombinationen)
der Analyse wa¨chst der Reifegrad der Zuverla¨ssigkeitsstruktur. Die initiale Struktur
wird durch die Systemmatrix beschrieben und durch das Zuverla¨ssigkeitsnetz abgebil-
det. Fu¨r die empirische Ermittlung der Strukturfunktion werden kombinatorisch alle
Komponenten zum Ausfall gebracht und die Systemauswirkung beobachtet. Fu¨hrt
eine Ausfallkombination zu einem Systemausfall, ist dies in der Strukturfunktion
zu beru¨cksichtigen. Werden alle Kombination von Ausfa¨llen des Systems simuliert,
wird die Strukturfunktion vollsta¨ndig abgebildet. Sind, wie in der Automobilindu-
strie u¨blich, nur Doppelfehler zu betrachten, vereinfacht sich die Analyse, da nur
Zweierkombinationen (zwei-fach-Fehler) von Ausfa¨llen zu beru¨cksichtigen sind.
Die Ausfallkombinationen werden durch
Xjn :=
{






beschrieben. Alle Ausfallkombinationen der n Komponenten (exklusive der Module
m, Funktionen f und Ausga¨nge o) werden fu¨r j-fach Fehler durch Xjn beru¨cksichtigt.
Wie beschrieben, wird das Ausfallverhalten mit den Fehlerkombinationen simuliert.
Fu¨r den Spezialfall, dass diese zu einem Systemausfall (φ(x) = 1) fu¨hren, werden
diese Ausfallkombinationen in CSch abgelegt. Unter Verwendung der Schnitte CSch
la¨sst sich die reduzierte Strukturfunktion, die reduzierte Systemmatrix sowie das
vereinfachte RBD fu¨r den Optimierungsprozess herleiten. In diesen Darstellungen
werden nur die notwendigen Komponenten zur Ausfallbeschreibung des Systems
dargestellt. Somit ist zu beachten, dass diese Darstellungsform nicht das System in
seinem vollen Funktionsumfang darstellt.
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Das Ergebnis dieser Methode ist vergleichbar mit der Pfad- oder Schnittanalyse.
Der Vorteil besteht hier in der Mo¨glichkeit, das System aus Teilsystemen zusam-
menzusetzen und nur die Ausfallfortpflanzung der Teilsysteme zu beschreiben. Die
U¨berfu¨hrung in die Strukturfunktion erfolgt erst am Ende der Analyse. Die Kom-
plexita¨t der Analyse des Systems wird in diesem Fall enorm reduziert, da nur noch
die Ausfallkombinationen der Teilsysteme betrachtet werden und das Resultat fu¨r




















Abbildung 4.22: Exemplarische Darstellung einer Fehlerkombinationseinpra¨gung zur
empirischen Strukturermittlung
Die empirische Ermittlung der Pfade ist aufgrund der vereinfachten optimierten
Bestimmung des Systemzustandes sehr effizient. Ein Beispiel zur empirischen Struktur-
ermittlung aus Zuverla¨ssigkeitsnetzen ist in Abbildung 4.22 dargestellt. Die schwarz
hinterlegten Knoten sind in diesem Fall ausgefallen. Die Simulation wurde hierbei
mit der Fehlerkombination e = {i1, i2, i4, i5, i7} durchgefu¨hrt. Alle Fehlerkombi-
nationen, die zu einem Systemausfall fu¨hren werden in der Menge der minimalen
Schnitte CSch festgehalten und fu¨r eine statistische Auswertung (Histogramm) zur
Verfu¨gung gestellt. Die Ha¨ufigkeit, mit der eine Komponente/Ausfallkombination fu¨r
einen Systemausfall verantwortlich ist, wird fu¨r die Importanzermittlung der Kompo-
nente/Ausfallkombination genutzt. Hierdurch wird es mo¨glich, kritische Pfade und
Komponenten oder kritische Teilsysteme des Systems zu identifizieren. Zusa¨tzliche
Informationen u¨ber die Importanz von Komponenten/Pfade liefert die Pfadimport-
anzanalyse.
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4.6 Analyse und Bewertung der Pfade - Pfadimportanz
Weitere Quantifizierungsmerkmale ko¨nnen fu¨r den Entscheidungsprozess des Systems
von Bedeutung sein. Importanzanalysen bieten die Mo¨glichkeit, den Einfluss von
Komponenten auf das System zu bewerten. Die Systemmatrix unterstu¨tzt die Analyse
der Importanz durch die Beschreibung der Systemstruktur aus zuverla¨ssigkeitstechni-
scher Sicht. Die notwendigen Informationen fu¨r die Ermittlung der Importanz ko¨nnen
aus dem Zuverla¨ssigkeitsnetz gewonnen werden. Die in der Literatur beschriebenen
Importanzkenngro¨ßen dienen ausschließlich der Bewertung von zuverla¨ssigkeitstechni-
schen Aspekten. Fu¨r die Quantifizierung der Struktur wird in diesem Zusammenhang
die Importanzanalyse um die Pfadimportanz erweitert. Hierzu werden die Pfade von
der Wurzel4 des Zuverla¨ssigkeitsnetzes bis zum Basisereignis5 gewichtet. Die unter-
schiedlichen Gewichtungen sind von der Bedeutung der Verknu¨pfung aus struktureller
Sicht abha¨ngig.
Tabelle 4.5: Gewichtung der Verknu¨pfungen
Verknu¨pfung Gewichtung
Variante 1 Variante 2
UND n
(n−1)·d wbasis + (n− 1) · wand
ODER n−1











d := Distanz von der Wurzelebene
k := Votergrad
wbasis = 0, 8 := Basisgewichtung;
wand = 0, 02 := Gewichtung UND-Struktur
wor = 0, 01 := Gewichtung ODER-Struktur
Besteht in diesem Zusammenhang nicht die Mo¨glichkeit, die Gewichtung bezu¨glich
der Grundstruktur vorzunehmen, ist eine U¨berfu¨hrung der Strukturfunktion fu¨r das
Teilsystem sinnvoll.
Die Auswertung erfolgt innerhalb des Zuverla¨ssigkeitsnetzes und kann wie in Abbil-
dung 4.23 gezeigt dargestellt werden. Fu¨r die Gewichtung nach Tabelle 4.5 ist die
Anzahl der Kanten, die von dem Knoten in die na¨chste Ebene gehen, entscheidend.
Fu¨r die Gewichtung wird zusa¨tzlich noch die Ebene (Distanz zur Wurzel) als Ge-
wichtungskriterium hinzugefu¨gt. Die Gewichtung ist so gewa¨hlt, dass eine a-Kante
4Wurzel: Von der Wurzel sind alle Knoten des Graphen erreichbar und sie besitzt keinen
Vorga¨nger.
5Basisereignis: Von der Wurzel ausgehend wird ein Graph mit allen Verzweigungen entwickelt.
Ein Zweig endet in einem Basisereignis.


































Abbildung 4.23: Exemplarische Darstellung der Gewichtung von Pfaden
nach Tab. 4.5 (Variante 1)
ho¨her gewichtet wird als z. B. eine o-Kante. Dieser Zusammenhang ist durch die
Beschreibung der Zuverla¨ssigkeitstechnik bedeutend. Eine a-Kante steht fu¨r eine
Serienstruktur. Alle Komponenten der Struktur mu¨ssen funktionsfa¨hig sein, damit
die Systemfunktion erfu¨llt wird. Dieser Zusammenhang ist bei der o-Kante genau um-
gekehrt. Mindestens eine Komponente muss funktionieren, damit die Systemfunktion
erfu¨llt wird.
Fu¨r die Analyse des Systems besteht des Weiteren die Mo¨glichkeit, gezielt Ausfa¨lle





sicher“7 verha¨lt. Redundanzen und ihre Wirk-
mechanismen ko¨nnen ebenso u¨berpru¨ft werden.
4.7 Automatisierte Strukturanalyse aus Modellen
Systemstrukturen werden durch die Anforderungen definiert und in der Konzeptphase
ha¨ufig durch Modelle nachgebildet oder simuliert. Die Bewertung von zuverla¨ssigkeits-
technischen Zusammenha¨ngen basiert auf der Strukturbeschreibung des Systems.
Die U¨berfu¨hrung der Anforderungen oder Modelle in eine Strukturbeschreibung ist
sehr aufwa¨ndig und fehlerbehaftet. Eine Automatisierung der Strukturanalyse sowie
eine formale Beschreibung der Systemzusammenha¨nge ermo¨glichen es somit, sowohl






ausfallsicher“ wird in diesem Zusammenhang die Eigenschaft betrachtet, dass das System
im Fehlerfall in einen sicheren Zustand versetzt wird. Hierbei wird jedoch der volle Funktionsumfang
eingeschra¨nkt.
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die Komplexita¨t des Systems zu beherrschen als auch dabei Fehler zu vermeiden und
den Aufwand zu reduzieren.
Im Systembewertungsprozess bildet die Analyse von Anforderungen und Spezifi-
kationen den Ausgangspunkt fu¨r die Analyse. Anforderungen und Spezifikationen
beschreiben die Systeme meist verbal und in nicht wiederverwendbarer Form. Durch
die Erweiterung von Spezifikationen oder Anforderungen mit formalen Beschrei-
bungen ist eine Automatisierung der Auswertung mo¨glich. Erga¨nzende Zuverla¨ssig-
keitsinformationen und eine die Beschreibung der Wirkzusammenha¨nge in formaler
Form ermo¨glichen die automatisierte Strukturanalyse des Systems. Hierzu ist je-
doch eine geeignete Darstellungsform der Zusammenha¨nge notwendig. Einfache
Beschreibungssprachen ko¨nnen dies unterstu¨tzen und eine einfache Interpretation
des Systemverhaltens ermo¨glichen. Durch die Abbildung der Wirkzusammenha¨nge
mittels Beschreibungssprachen ist es mo¨glich, erste abstrakte Modelle zu generieren.


















Abbildung 4.24: Allgemeine Vorgehensweise zur automatisierten Architekturanalyse
In Abbildung 4.24 sind die allgemeinen Zusammenha¨nge fu¨r eine automatisierte
Analyse dargestellt. Die Systembeschreibung kann in Form von Spezifikationen oder
Modellen vorliegen. Ist die Systembeschreibung in Form einer Spezifikation vorhan-
den, wird diese um die zuverla¨ssigkeitstechnischen Informationen, insbesondere der
Abha¨ngigkeiten der Komponenten untereinander, erweitert. Durch diese Erweiterung
ist es mo¨glich, aus der Spezifikation ein erstes Zuverla¨ssigkeitsmodell abzuleiten. Die-
ses Modell kann in die Systemmatrix u¨berfu¨hrt werden und steht dann zur weiteren
Analyse des Systems zur Verfu¨gung.
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Wie im einfu¨hrenden Abschnitt erwa¨hnt, werden in der Produktentwicklung zur
Beschreibung von Architekturen Beschreibungssprachen (ADL8) verwendet. Die
bekanntesten Architekturbeschreibungssprachen sind SysML, UML und AADL. Ob-
wohl diese sehr ha¨ufig fu¨r die Systembeschreibung eingesetzt werden, sind fu¨r die
Zuverla¨ssigkeitsbewertung Erweiterungen notwendig. Hierzu werden durch [GH08]
einige Methoden beschrieben. Die Problematik besteht jedoch in der Durchga¨ngig-
keit der Beschreibungsformen - diese sind nicht fu¨r alle Doma¨nen anwendbar. Die
Modellierungssprachen sind hauptsa¨chlich auf die programmierbaren Komponen-
ten ausgelegt und Hardwarearchitekturen werden nicht global betrachtet. Fu¨r die
Zuverla¨ssigkeitsanalyse oder die Generierung der Systemmatrix sind die Modelle
geeignet zu erweitern.
Eine automatisierte Analyse der Systemstruktur aus Modellen ist grundsa¨tzlich
mo¨glich. Hierzu beschreibt Papadopoulos in [PM01] einen Ansatz zur automatisierten
Strukturanalyse. Ein a¨hnlicher Ansatz wird durch Tajarrod in [TLS08] verfolgt. In
beiden Ansa¨tzen wird gezeigt, dass es grundsa¨tzlich mo¨glich ist, die Struktur zur
zuverla¨ssigkeitstechnischen Bewertung automatisiert zu analysieren und in einen
Fehlerbaum zu u¨berfu¨hren. Jedoch basieren beide Ansa¨tze auf einer detaillierten
Strukturbeschreibung in Form von Modellen. Diese Modelle beno¨tigen erga¨nzende
Informationen, die die zuverla¨ssigkeitstechnischen Zusammenha¨nge der einzelnen
Komponenten beschreiben.
Die funktionale Struktur kann aus Modellen direkt abgeleitet werden. Da sich das
funktionale Systemverhalten und das zuverla¨ssigkeitstechnische Systemverhalten
grundsa¨tzlich unterscheiden, mu¨ssen der funktionalen Systembeschreibung noch In-
formationen, die das zuverla¨sssigkeitstechnische Verhalten beschreiben, hinzugefu¨gt
werden. Das funktionale Systemverhalten beschreibt die funktionalen Abha¨ngig-
keiten im System, hier liefert das Modell die notwendigen Informationen. Bei der
zuverla¨ssigkeitstechnischen Betrachtung von Systemen wird die Systemverfu¨gbarkeit
als Ausgangspunkt der Betrachtung festgelegt. Nach [PM01,PPG04] la¨sst sich durch
die Erweiterung des Modells direkt ein Fehlerbaum ableiten. Dieser Fehlerbaum wird
fu¨r die weiteren Analysen verwendet und kann als Informationsquelle zur Beschrei-
bung der zuverla¨ssigkeitstechnischen Zusammenha¨nge dienen. Eine Methode zur
formalen Risikoanalyse und automatisierter Generierung von Fehlerba¨umen wird von
Liggesmeyer in [LR98] beschrieben. Die Darstellung des Systems durch Zustands-
automaten wird vorgeschlagen und hierauf aufbauend der Fehlerbaum entwickelt.
Diese Methode hat den Nachteil, von Zustandsautomaten abgeleitet zu sein, die
jedoch zuna¨chst entworfen werden mu¨ssen. Fu¨r die Systementwicklung ist dies sehr
zeitintensiv und nicht immer mo¨glich.
Methoden, die die Generierung von Fehlerba¨umen unterstu¨tzen, liefern einen wert-
vollen Beitrag zu der Beschreibung von Systemen durch die Systemmatrix. Feh-
lerba¨ume lassen sich aufgrund ihrer formalen Beschreibung einfach in die Systemma-
8Architecture Description Language (ADL)
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trix u¨berfu¨hren und ko¨nnen somit einen direkten Beitrag zur Bewertung des Systems
liefern. Das Ziel, einen Fehlerbaum aus Systemmodellen zu generieren, wird von
vielen Arbeiten verfolgt. Allerdings basieren die meisten auf einem Modell, das einen
weiteren Entwicklungsschritt voraussetzt und nur das funktionale Verhalten abbildet.
Zuverla¨ssigkeitstechnische Informationen sind in einem weiteren Schritt zu erga¨nzen.
Ein weitere Variante die Systemmatrix zu generieren, liefern die Zuverla¨ssigkeitsmo-
delle. Aus diesen kann die Zuverla¨ssigkeitsstruktur des Systems direkt abgeleitet und
in die Systemmatrix u¨berfu¨hrt werden. Ansa¨tze zur Beschreibung der zuverla¨ssig-
keitstechnischen Systemzusammenha¨nge verfolgen die Beschreibung von Systemkom-
ponenten durch FTPN, SEFT oder CFT ( [Gru07,Gru03]). Diese beru¨cksichtigen
nur teilweise die funktionalen Zusammenha¨nge des Systems, meist auch nur aus
Sicht der Software. Die Ansa¨tze liefern Methoden zur Darstellung und Auswertung
der Systemzuverla¨ssigkeit, jedoch sind die Beschreibungsformen sehr komplex und
werden nicht doma¨nenu¨bergreifend angewendet. Eine, aus mechatronischer Sicht,
doma¨nenu¨bergreifende Systemstrukturbeschreibung, unter Beru¨cksichtigung der funk-
tionalen und zuverla¨ssigkeitstechnischen Zusammenha¨nge, ist notwendig und fu¨r die
Bewertung des Gesamtsystems von Vorteil. Dieses Ziel wird durch die Verwendung
der Systemmatrix zur Abbildung der Struktur erreicht.
4.8 Analyse und Quantifizierung mittels der Systemmatrix
- U¨berblick
Die Strukturanalyse und Datenauswertung unter Verwendung der Systemmatrix ist
eine systematische Methode mit strikter Vorgehensweise. Diese umfasst die folgenden
Arbeitsschritte:
1. Komponentenidentifikation und Aufteilung in Teilsysteme (Modularisierung),
2. Erzeugung einer initialen Struktur und Beschreibung unter Verwendung der
Systemmatrix,
3. Analyse der Komponentenzusammenha¨nge (Funktional, Zuverla¨ssigkeitstech-
nisch),
4. Pfadanalyse (Strukturanalyse: Kommunikationspfade etc.),
5. Modellbildung - U¨berfu¨hrung der Systemmatrix in Zuverla¨ssigkeitsmodelle
(Analyse und Quantifizierung mit standardisierten Methoden),
6. Auswertung der Qualita¨tsmerkmale,
7. Simulation von Fehlzusta¨nden,
8. Datenablage in Zuverla¨ssigkeitsnetzen,
9. Reduktion der Strukturfunktion durch empirische Ausfallanalyse und
10. Bereitstellung einer Optimierungsstruktur fu¨r den Optimierungsprozess
Die Strukturanalyse beginnt mit der Identifikation der Komponenten des Systems.
Fu¨r jede Systemkomponente wird ein Element in der Systemmatrix angelegt. Infor-
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mationen u¨ber die Komponenten sind in der Notation der Systemmatrix festgelegt.
Zur u¨bersichtlicheren Darstellung der Struktur kann es sinnvoll sein, das System zu
modularisieren. Hierzu werden die Komponenten zu Funktionsgruppen zusammen-
gefasst und in Teilsysteme gruppiert. Die entstandene Matrix bildet die Grundlage
fu¨r die Auswertung der Quantifizierungsmerkmale. Im na¨chsten Schritt werden die
funktionalen und zuverla¨ssigkeitstechnischen Zusammenha¨nge innerhalb der Struktur
analysiert. Jede Komponente, die die Systemfunktion beeinflusst, steht in einem
zuverla¨ssigkeitstechnischen Zusammenhang zu anderen Systemkomponenten. In die-
sem Schritt entsteht, ausgehend von der Systemmatrix, eine hierarchische Struktur
des Systems. Bei verteilten Systemen ist die Pfadanalyse von entscheidender Be-
deutung. Hier werden alle Informationswege von Daten betrachtet. Es werden alle
Pfadvarianten, die das Signal von der Quelle bis zur Senke zuru¨cklegt, analysiert.
Die qualitativen Zusammenha¨nge des Systems sind nach diesem Arbeitsschritt be-
kannt und die Modellbildung zur quantitativen Bestimmung der Zuverla¨ssigkeit
kann erfolgen. Die Systemstruktur wird in eine Boolesche Funktion u¨berfu¨hrt und
die Zuverla¨ssigkeit bestimmt. Mit der Systemmatrix und der erweiterten Struk-
turdarstellung kann das Ausfallverhalten der Komponenten und die Auswirkung
auf das System simuliert werden. Die Informationen des quantifizierten Systems
werden in einem Zuverla¨ssigkeitsnetz abgelegt. Des Weiteren ist es mo¨glich, eine
Systembeschreibung zu generieren, die fu¨r das Optimierungsverfahren nach [KJS09]
angepasst ist. Eine Modularisierung des Systems mit anschließender Klassifizierung
der Systemkomponenten ermo¨glicht die Abbildung durch einen Systembaukasten.
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5 Konzeptentscheidung unter Anwendung eines
Systembaukastens
Zu Beginn der Produktentwicklung ist es wichtig, Konzepte miteinander zu ver-
gleichen und wissensbasierte Prognosen fu¨r Systeme durchzufu¨hren. Informationen
hierzu stehen in Form von Zuverla¨ssigkeitsnetzen zur Verfu¨gung und werden in
einem folgend beschriebenen Baukasten1 abgelegt. Der Optimierungsprozess dient
der kontinuierlichen Verbesserung im Bezug auf die Anforderungsumsetzung durch
das Konzept und wird durch die vorgestellte Methode unterstu¨tzt.
5.1 Systemkomposition unter Verwendung eines
Systembaukastens
Innerhalb der Konzeptphase des Produktlebenszyklus wird die doma¨nenspezifi-
sche Entwicklung durchgefu¨hrt. In dieser Phase werden Konzepte gegenu¨bergestellt
und ein favorisiertes Konzept fu¨r die Entwurfsphase freigegeben. Da es sich um
doma¨nenspezifische Konzeptentwu¨rfe handelt, ist eine Bewertung des Gesamtsystems
schwierig.
Zur Beherrschung der Komplexita¨t wurden Methoden vorgestellt, die den Betrach-
tungsumfang reduzieren oder das System in Teilsysteme unterteilen. Die Aufteilung
des Systems wurde nach ra¨umlichen oder funktionalen Aspekten durchgefu¨hrt. Somit
ko¨nnen die Teilsysteme aus reiner Hardware oder einer Kombination aus Soft- und
Hardware bestehen, die durch den Quantifizierungsprozess separat bewertet werden.
Die hierdurch gewonnenen Informationen werden in einem Zuverla¨ssigkeitsnetz abge-
legt. Das im Konzept erarbeitete Gesamtsystem la¨sst sich durch die Komposition
der Teilsysteme darstellen und bewerten. Teilsysteme, die bei der Konzepterstellung
ha¨ufig wiederverwendet werden, mu¨ssen den Quantifizierungsprozess nicht erneut
durchlaufen. Hier bietet sich fu¨r die Konzeptphase ein Systembaukasten an, der
es ermo¨glicht, Systeme aus bereits bekannten und bewerteten Teilsystemen zusam-
menzusetzen. Ein Systembaukasten stellt somit eine Wissensdatenbank dar, der die
Informationen aller bisher bewerteten Teilsysteme in Form von Zuverla¨ssigkeitsnetzen
zusammenfasst.
1Baukasten: Die Konstruktion von technischen Produkten unter Verwendung von Bauka¨sten
wird in [PBFG07, Kra00] na¨her erla¨utert. In diesem Zusammenhang findet eine Klassifizierung
von Baugruppen und deren Schnittstellen statt. Diese werden durch Kombination und Variation
zu einem Gesamtsystem zusammengefasst. In der hier vorliegenden Arbeit wird eine abstrakte
Klassifizierung unter Beru¨cksichtigung der strukturellen Eigenschaften durchgefu¨hrt, um die ge-
nerelle Vorgehensweise na¨her darzustellen. Eine weitere Detaillierung der Baugruppen ist nicht
ausgeschlossen.
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Die Hardware beinhaltet in diesem Zusammenhang ha¨ufig nur elektronische Hardware,
da die mechanische Hardware meist innerhalb der Aktorik umgesetzt wird.
Die Systemmatrix erlaubt eine einfache Aufteilung in Teilsysteme und unterstu¨tzt
die Bewertung der festgelegten Qualita¨tsmerkmale. Die Matrix beru¨cksichtigt bereits
die Einteilung der Komponenten in die unterschiedlichen Gruppen. Somit ist eine
Aufteilung und Einordnung der Teilsysteme in den Baukasten mo¨glich.
Fu¨r die Bewertung des Gesamtkonzeptes ist eine Komposition des Systems aus
den einzelnen Teilsystemen durchzufu¨hren. Wie in Abbildung 5.1 dargestellt, ist es
mo¨glich, die Gesamtarchitektur aus den Komponentengruppen des Baukastens zu
erstellen. Fu¨r das Gesamtsystem wird aus jeder Gruppe (Sensorik, Aktorik, Hard-
ware, Software) jeweils eine Variante ausgewa¨hlt und zu einer Gesamtarchitektur
zusammengefu¨gt. Diese Architektur wird dann durch die Anwendung des Quantifi-
zierungsprozesses bewertet. Es wird vorausgesetzt, dass alle Varianten der Gruppen,
die fu¨r die Auswahl zur Verfu¨gung stehen, identische Ein- und Ausgangsmerkma-
le besitzen, sich jedoch in ihrer Umsetzung oder ihren Parametern unterscheiden
(Unbestimmtheit und Mehrdeutigkeit der Entwicklung). Fu¨r die Bewertung der
Teilsysteme und die Gegenu¨berstellung der Systemkonzepte ko¨nnen unterschiedliche
produktspezifische Quantifizierungsmerkmale festgelegt werden. Die Auswahl dieser
Merkmale ist jedoch vom Umfeld abha¨ngig, in dem das System entwickelt wird. In
Abbildung 5.2 werden beispielhaft Qualita¨tsmerkmale, die die Konzeptentscheidung
in der Automobilindustrie unterstu¨tzen ko¨nnen, dargestellt.
Werden im Laufe der Entwicklung mehrere Systemkonzepte betrachtet, wird der
Baukasten stetig erweitert. Mit der fortlaufenden Quantifizierung der Systeme wa¨chst
die Wissensdatenbank stetig. Der Baukasten ermo¨glicht durch die Variation der
Komponenten und der zugrunde liegenden Wissensdatenbank eine Gegenu¨berstellung
unterschiedlicher Systemarchitekturen. Hierbei kann das System bezu¨glich seiner
– Architektur (inkl. Redundanzstrategien),
· Funktion (Software),· elektrischen/elektronischen Hardware und· mechanischen Hardware,
– Sensorik und
– Aktorik















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Konzept A Konzept B Konzept C
Abbildung 5.2: Beispiel fu¨r Quantifizierungsmerkmale zum Konzeptvergleich in der
Automobilindustrie
variiert werden. Bei der Quantifizierung des Gesamtsystems kann auf Informatio-
nen des Baukastens zuru¨ckgegriffen werden. Ergibt sich eine neue Variante, wird
diese quantifiziert und damit der Baukasten erweitert. Es ist zu erkennen, dass ein
modularer Aufbau des Systems von Vorteil und Voraussetzung fu¨r eine Gruppie-
rung in den Baukasten ist. Bei der Variation der Systemstruktur ist jede Variante
durch den Quantifizierungsprozess zu bewerten. Werden die Quantifizierungsmerk-
male unterschiedlicher Architekturen gegenu¨bergestellt, ist ein direkter Vergleich der
Systeme mo¨glich. Sind beispielsweise fu¨r die Entwicklung unterschiedliche Architek-
turen konzipiert worden, ko¨nnen diese durch Auswertung und Gegenu¨berstellung
der Merkmale miteinander verglichen werden. Abbildung 5.3 zeigt exemplarisch eine
Gegenu¨berstellung unterschiedlicher Architekturkonzepte. In diesem Beispiel wurden
fu¨r die unterschiedlichen Konzepte verschiedene Baugruppen variiert. Architektur A
stellt eine Referenzarchitektur und das urspru¨ngliche Konzept dar. Ausgehend von
dieser Architektur wurden fu¨r die Architektur B die Sensorik und fu¨r die Architektur
C die System-Hardware variiert. Da hier auf bereits bewertete Komponentengruppen
zuru¨ckgegriffen werden konnte, liefert der Baukasten alle notwendigen Informationen.
Der Analyseaufwand wird hierdurch reduziert, da eine erneute Bewertung der Teilsy-
steme nicht erforderlich ist. Eine vereinfachte Systemgegenu¨berstellung wird zudem
durch den Systembaukasten mo¨glich. Ist in diesem Fall das Entscheidungskriterium
fu¨r das Systemkonzept die Zuverla¨ssigkeit, ist Variante C die beste Wahl. Sind
mehrere Kriterien zu erfu¨llen, ist eine Gewichtung der Kriterien durchzufu¨hren und
das passende Konzept zu wa¨hlen.
Durch die Einfu¨hrung eines Systembaukastens wird eine erwartungskonforme Um-
setzung und Komposition von Systemen mo¨glich. Die Bewertung der einzelnen
Teilsysteme und die Ablage dieser Informationen in einem Baukasten tragen hier-
zu bei und unterstu¨tzten die Konzeptentwicklung, indem auf bewa¨hrte Konzepte































































































































































































































































































































































































































































































































94 5 Konzeptentscheidung unter Anwendung eines Systembaukastens
zuru¨ckgegriffen werden kann. Wa¨hrend der Systementwicklung lassen sich Konzept-
vergleiche einfach und schnell realisieren. Hierdurch wird eine Entscheidungsfindung
in fru¨hen Produktphasen ermo¨glicht. Der Systembaukasten ist nicht ausschließlich
fu¨r die Konzeptphase bedeutend, denn dieser liefert auch Informationen fu¨r die
Systementwicklung in darauf folgenden Produktphasen. Da in dem Baukasten alle
Informationen u¨ber das analysierte System abgelegt sind, ko¨nnen Garantiefragen
effizient und zeitnah bearbeitet werden. Ko¨nnen durch die Variation nicht alle gefor-
derten Merkmale erfu¨llt werden, kann eine Optimierung der Komponenten oder der
Systemstruktur den Konzeptentwurf unterstu¨tzen.
5.2 Systemquantifzierungs- und Optimierungsprozess
Wird die Konzeptphase durch einen umfangreichen Systembaukasten unterstu¨tzt,
ko¨nnen Konzepte durch die Variation der Komponenten generiert werden. Sind
nicht alle Anforderungen durch die generierte Architektur zu erfu¨llen, besteht die
Notwendigkeit, eine Optimierung durchzufu¨hren. Eine Vorgehensweise zur Optimie-
rung von Systemstrukturen unter Beru¨cksichtigung von Strukturparametern wird
in [KJS09,KJS10] beschrieben. Hierzu ist ein Systemmodell auf Basis von Zuverla¨ssig-
keitsblockdiagrammen notwendig. Zuverla¨ssigkeitsnetze ko¨nnen zur Strukturbeschrei-
bung verwendet werden und bilden die Schnittstelle zwischen dem Quantifizierungs-
und Optimierungsprozess. Die Optimierung erfolgt mittels bekannter Methoden und
basiert auf der Zuverla¨ssigkeitsstruktur des Systems.
Die Vorgehensweise der Zuverla¨ssigkeitsmodellbildung (Abbildung 2.10) steht in
engem Zusammenhang mit dem vorgestellten Quantifizierungs- und Optimierungs-
prozess. In der hier vorgestellten Methode bildet die Systemmatrix die Grundlage fu¨r
die Zuverla¨ssigkeitsmodelle. Der Systemquantifizierung- und Optimierungsprozess
stellt eine Anpassung der Zuverla¨ssigkeitsmodellbildung an den hier vorgestellten
Ansatz dar.
Der Entscheidungsprozess ist in Abbildung 5.5 als zusammenha¨ngender Prozess
dargestellt. Er gliedert sich in die Unterprozesse zur Quantifizierung, Konzeptent-
scheidung und Optimierung des Systems. Der erste Schritt in diesem Prozess ist die
Quantifizierung. Die ermittelten Ergebnisse bilden die Entscheidungsgrundlage fu¨r
oder gegen das Systemkonzept. Ist dieses nicht zufriedenstellend, ist eine Optimie-
rung des Systems notwendig. Eine Optimierung la¨sst sich nach dem in Abbildung
5.4 und in [KJS10] vorgestellten Ansatz durchfu¨hren. Der geforderten Optimierung
werden durch den vorangestellten Quantifizierungsprozess wichtige Informationen
bereitgestellt und ermo¨glichen so eine Effizienzeinscha¨tzung fu¨r die Optimierung des
Gesamtsystems. Strukturinformationen in Form von Zuverla¨ssigkeitsnetzen bieten
den Vorteil, dass die Komplexita¨t der Struktur beherrscht werden kann und nur
Teilsysteme betrachtet werden mu¨ssen. Der Quantifizierungsprozess liefert zudem
wichtige Informationen u¨ber die Komponenten und Teilsysteme. Diese Informationen
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Abbildung 5.4: Optimierungsprozess nach [KJS10]
betreffen entweder die Bedeutung (Importanz) oder das Optimierungspotential der
Komponenten. Die Optimierung kann auf der Strukturebene oder Komponentenebene
durchgefu¨hrt werden, dient damit der Produktverbesserung oder wird zum Entwurf
einer optimalen Architektur genutzt. Wurde innerhalb des Optimierungsprozesses
eine Strukturvariation durchgefu¨hrt, ist diese erneut durch den Quantifizierungs-
prozess zu bewerten. Die resultierende Vera¨nderung der Merkmale wird mit den
urspru¨nglichen verglichen (Delta-Analyse) und dient als Entscheidungskriterium fu¨r
weitere Optimierungsschritte.
5.2.1 Delta-Analyse
Eine Delta-Analyse beschreibt die systematische Vorgehensweise zur Untersuchung
von Abweichungen und Fehlern. Da eine U¨berpru¨fung der U¨bereinstimmung zwischen


































































































































































































































































































































































































5.2 Systemquantifzierungs- und Optimierungsprozess 97
spezifizierten, idealen und realen System mit den Methoden des Qualita¨tsmanage-
ments (FMEA, FTA, etc.) nicht mo¨glich ist, werden die Unterschiede zwischen den
Systemen mit Hilfe der Delta-Analyse ermittelt. Liegt ein nicht ideales System vor,
werden dessen Abweichungen als Unterschiede zum idealen System festgehalten und
versucht zu minimieren. In diesem Zusammenhang wird hier die Delta-Analyse nicht
zur Identifizierung der Abweichung von einem idealen System verwendet, sondern
zur Darstellung der Unterschiede zwischen den betrachteten Systemen. Stehen fu¨r
das Systemkonzept mehrere Varianten zur Verfu¨gung, ist ein Vergleich der Qualita¨ts-
merkmale hilfreich. Wurde eine Systemoptimierung durch die Variation oder den
Optimierungsprozess durchgefu¨hrt, liefert die Delta-Analyse wichtige Anhaltspunkte




(RN 1, RN 2, RN 3)-Analyse
Abbildung 5.6: Systemvergleich durch Anwendung einer Delta-Analyse auf Zu-
verla¨ssigkeitsnetze
Die Delta-Analyse la¨sst sich, wie in Abbildung 5.6 dargestellt, auf verschiedenen
Ebenen der Systementwicklung anwenden und Vera¨nderungen durch die Optimierung
oder Variation lassen sich tendenziell erkennen. Stellen die Qualita¨tsmerkmale eine
Entscheidungsgrundlage fu¨r das System dar, sind die durch die Optimierung gene-
rierten Verbesserungen hervorzuheben und gegenu¨berzustellen. Die Delta-Analyse
ermo¨glicht den Vergleich der Systemvarianten und kann die relativen A¨nderungen
gegenu¨ber einem Referenzsystem verdeutlichen.
Durch die Variation der Systemstruktur entstehen verschiedene Varianten der Sy-
stemmatrix. Diese Unterschiede ko¨nnen durch die Anwendung einer Delta-Analyse
aufgezeigt werden und liefern Hinweise auf Bereiche, in denen die Strukturoptimierung
durchgefu¨hrt wurde. Dies kann bei automatisierten Strukturvariationen notwendig
sein, um den Unterschied zwischen den Strukturen (Netzen) hervorzuheben und den
Optimierungsbereich einzuschra¨nken.
Die Systemstruktur wird durch die Systemmatrix vorgegeben. Wird eine Variation
der Komponentenparameter durchgefu¨hrt ohne die Struktur zu vera¨ndern, la¨sst
sich dies innerhalb des Zuverla¨ssigkeitsnetzes realisieren. Hier lassen sich durch
die Delta-Analyse die Komponentenmerkmale und die Auswirkung der Variation
dieser na¨her analysieren. Die Zuverla¨ssigkeitskenngro¨ßen und Qualita¨tsmerkmale der
Komponenten stehen hierbei im Vordergrund. Durch die Variation der Komponenten
ist ein Vergleich der Systemvarianten mo¨glich und kritische Komponenten ko¨nnen
identifiziert werden.
98 5 Konzeptentscheidung unter Anwendung eines Systembaukastens
Eine Delta-Analyse ermo¨glicht somit den Vergleich von Systemen auf verschiedenen
Betrachtungsebenen. Es ko¨nnen Qualita¨tsmerkmale auf System- und Komponenten-
ebene miteinander verglichen und Systemstrukturen na¨her analysiert werden. Der
Erfolg oder Misserfolg einer Systemvariation kann hierdurch dargestellt und bewertet
werden.
Ko¨nnen fu¨r die Optimierung keine eindeutigen kritischen Komponenten ermittelt
werden, kann die Delta-Analyse zur Identifikation von Optimierungspotenzialen
genutzt werden. Hierzu wird die Architektur empirisch variiert und die so entstehen-
den Varianten sind miteinander zu vergleichen. Das Ergebnis zeigt die Auswirkung
der Struktura¨nderung bezu¨glich der Optimierungskriterien. Durch den Vergleich
der Architekturvarianten kann auf den Einfluss der Variation geschlossen werden.
Diese Vorgehensweise ermo¨glicht die Identifikation von kritischen Teilsystemen oder
Komponenten.
5.2.2 Sensitivita¨tsanalyse
Komponenten oder Teilsysteme, die fu¨r eine Optimierung geeignet sind, ko¨nnen auch
direkt aus der Struktur des Systems identifiziert werden. Hierzu wird eine Sensiti-
vita¨tsanalyse durchgefu¨hrt. Die Sensitivita¨tsanalyse hat zum Ziel, die Identifikation
von kritischen Komponenten oder die Ermittlung der Bedeutung einer Komponente
innerhalb der Struktur. Hierzu werden die Informationen aus der




Die Pfad- und Schnittanalyse aus der Booleschen Funktion ermo¨glicht die Identifika-
tion von kritischen Pfaden innerhalb der Systemstruktur. In diesem Zusammenhang
sind Redundanzen und das Ausfallverhalten des Systems zu erkennen.
Die Pfadimportanzanalyse bewertet die Bedeutung der Komponenten innerhalb der
Struktur und liefert wichtige Informationen u¨ber den Einfluss der Komponenten
auf das Systemverhalten. Es besteht hierdurch die Mo¨glichkeit, das Potential einer
Optimierung zu ermitteln.
Im Fall einer empirischen Ausfallanalyse kann die Komplexita¨t der Strukturfunktion
reduziert werden, da nur noch die notwendigen Schnitte (Ausfallkombinationen)
betrachtet werden. Diese Anzahl der Schnitte ist abha¨ngig von der Anzahl der
Ausfallkombinationen. Diese ist wiederum abha¨ngig von der erlaubten Anzahl gleich-
zeitig auftretender Ausfa¨lle. Eine empirische Ausfallanalyse ist fu¨r die Ermittlung der
Strukturfunktion sinnvoll, da ha¨ufig nur Zweifach- oder Dreifachfehler von Bedeutung
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sind. Das hat eine direkte Auswirkung auf die Optimierung, denn eine vereinfachte
Strukturfunktion reduziert die Komplexita¨t bei der Optimierung.
Durch den Systemquantifizierungs- und Optimierungsprozess werden alle in dieser
Arbeit vorgestellten Prozesse zusammengefasst. Der Optimierungsprozess wird als
externer Prozess in den Entscheidungsprozess integriert. Die Systemmatrix, die
Delta-Analyse und die Sensititvita¨tsanalyse liefern fu¨r den Optimierungsprozess alle
notwendigen Informationen u¨ber das System. Durch die Identifikation von Optimie-
rungspotenzialen wird der Optimierungsraum eingeschra¨nkt und die Effizienz der
Optimierung gesteigert. Durch die iterative Anwendung dieses Entscheidungsprozes-
ses wird eine stetige Verbesserung des Systems erreicht, also die Abweichung zu den
geforderten Zielen minimiert. Das Ergebnis ist ein anforderungsgerechtes System.
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6 Beispiele mechatronischer Anwendungen
Nachdem in den vorherigen Abschnitten die Herleitung der Systemmatrix eingefu¨hrt
wurde, wird folgend auf einige Anwendungsbeispiele eingegangen. Die Anwendung
und Herleitung der Systemmatrix wird aufgezeigt und die Darstellung durch ein
Zuverla¨ssigkeitsnetz verdeutlicht. Die Auswertung der empirischen Ausfallanalyse
wird unter Verwendung der Darstellung durch die Zuverla¨ssigkeitsnetze detaillierter
beschrieben. Die gezeigten Beispiele sind vom Abstraktionsgrad so gewa¨hlt, dass die
universelle Einsetzbarkeit der in dieser Arbeit vorgestellten Vorgehensweise deutlich
wird.
6.1 Beispiel 1: Physikalische und funktionale Darstellungen
In Abbildung 6.1 ist ein Beispielsystem aus der Automobilindustrie dargestellt. Die-
ses System erzeugt geschwindigkeitsabha¨ngig eine Freigabe fu¨r andere, mit diesem
verbundene, Systeme. Eine zusa¨tzliche Warnmetrik, die ab bestimmten Beschleu-
nigungswerten eine Warnmeldung abgibt, erweitert die Funktionalita¨t. Das hier
beschriebene System kann zur automatisierten geschwindigkeitsabha¨ngigen Tu¨rver-
riegelung genutzt werden und mittels einer integrierten Sitzbelegungserkennung
einen Anschnallhinweis generieren. Es ist an ein System aus der Fahrzeugtechnik
angelehnt und hat keinen Anspruch auf Vollsta¨ndigkeit. Die Vorgehensweise fu¨r die



















Abbildung 6.1: Black-Box-Darstellung eines geschwindigkeitsgesteuerten Freigabesy-
stems (Beispiel 1)
Betrachtung des System wird das Ein-/Ausgangsverhalten analysiert. Aus der Sy-
stemspezifikation und der Anforderungsbeschreibung ist das Soll-Verhalten bekannt.
Durch die Unterstu¨tzung der Experten kann das System aus zuverla¨ssigkeitstech-
nischer Sicht genauer beschrieben werden. Hier sind die Abha¨ngigkeiten zwischen
den Ein- und Ausga¨ngen im Detail zu betrachten. Das in Abbildung 6.1 dargestellte
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System fu¨hrt eine Geschwindigkeitsauswertung durch und bedient sich hierzu dreier
unterschiedlicher Methoden. Die erste Methode ist u¨ber eine Mittelwertbildung der
vier getrennt erfassten Geschwindigkeiten realisiert. Das zweite Verfahren fu¨hrt eine,
fu¨r die Geschwindigkeitsschwellenbetrachtung ausreichende, min/max-Betrachtung
durch. Die letzte Variante fu¨r die Bestimmung der Geschwindigkeitsschwelle ist
eine direkte Geschwindigkeitsermittlung aus den Beschleunigungen des Systems.
Physikalisch betrachtet ergeben sich fu¨r die verschiedenen Methoden die folgenden
Zusammenha¨nge: In der ersten Methode wird der Mittelwert der Geschwindigkeiten
v(v1, v2, v3, v4) =
v1 + v2 + v3 + v4
4
(6.1)
ermittelt. Die zweite Methode wird durch eine Voter-Struktur V 2oo4 (sprich
”
2 out
of 4 Voter“) realisiert. Es handelt sich hier um einen min/max-Vergleich nach
vmax1(v1, v2, v3, v4) = max(max(v1, v2),max(v3, v4)) (6.2)
vmax2(v1, v2, v3, v4) = min(max(v1, v2),max(v3, v4)) (6.3)
vmax3(v1, v2, v3, v4) = max(min(v1, v2),min(v3, v4)) (6.4)
vmin(v1, v2, v3, v4) = min(min(v1, v2),min(v3, v4)). (6.5)
Fu¨r die Schwellenbestimmung werden zwei gu¨ltige Geschwindigkeiten vorausgesetzt.





Aus der Systembeschreibung ist zu entnehmen, dass die Informationen der Geschwin-
digkeitssensoren von einem externen System zur Verfu¨gung gestellt werden. Aus
diesem Grund ist fu¨r die Geschwindigkeitssensoren die Kommunikationsstrecke und
das Ausfallverhalten des externen Systems zu beru¨cksichtigen. Die Auswertung der
Beschleunigungssensoren erfolgt innerhalb des betrachteten Systems.
Fu¨r die Systemstruktur ergibt sich das in Abbildung 6.2 dargestellte Funktions-
blockdiagramm. Die Beschreibung durch das Funktionsblockdiagramm und der
Geschwindigkeitsermittlung kann nicht direkt in die zuverla¨ssigkeitstechnische Be-
schreibung u¨berfu¨hrt werden. Hierzu ist das Expertenwissen, mit dem es mo¨glich
ist die funktionale Struktur aus Abbildung 6.2 in eine Systemmatrix zu u¨berfu¨hren,
von entscheidender Bedeutung. Die in Tabelle 6.1 dargestellte Matrix ermo¨glicht
die zuverla¨ssigkeitstechnische Auswertung. Einige Informationen sind nicht direkt
aus dem Funktionsblockdiagramm ersichtlich. Hierzu wird die Systemmatrix um
Informationen zu bidirektional ausgelegten Kommunikationspfaden s, Kommunikati-
onskomponenten ci, Spannungsversorgungen pi und Fehlerbetrachtungen ei erweitert.
Bei der Fehlerbetrachtung kann es sich beispielsweise um einen Steckerfehler des
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6.1 Beispiel 1: Physikalische und funktionale Darstellungen 103
Steuergera¨tes handeln. Im Fehlerfall sind die Spannungsversorgung, die Kommuni-
kation und das Steuergera¨t selbst betroffen. Die funktionale Struktur des Systems
wird durch die Systemmatrix abgebildet und die Funktionsverteilung innerhalb der
Steuergera¨te wird beru¨cksichtigt. Funktionen, die in eine Komponente integriert
werden, sind u¨ber die Kante i miteinander verbunden. Fu¨r die Analyse von Systemen
sind die Signalpfade innerhalb der Struktur von Interesse. Hierzu werden die mo¨gli-
chen Signalpfade innerhalb des Systems durch eine mit s gekennzeichneten Kante
dargestellt.













































































Spannungsversorgung p p1 1
Spannungsversorgung p p2 1
v1 a v2 s i1 0,8
v2 a v2 s i2 0,8
v3 a v2 s i3 0,8
v4 a v2 s i4 0,8
ay a a s i5 0,995
ax a a s i6 0,995
Kommunikation s c1 1
Einheit 1 i i i i s u1 1
Einheit 2 i u2 0,99
Geschwindigkeit 1 v1 f1 1
Geschwindigkeit 2 v1 f2 1
Geschwindigkeit 3 v1 f3 1
v a m1 1
a m2 1
Fehlerinjektion e e e e e1 1
out f1 f2 f3 m1 m2 c1 u1 u2 o1
Das Zuverla¨ssigkeitsnetz fu¨r Beispiel 1 ist in Abbildung 6.3 dargestellt. Die ermittel-
ten Importanzkenngro¨ßen wurden in diese Abbildung integriert. In diesem Beispiel
ist deutlich zu erkennen, dass der injizierte Fehler e1 eine hohe Importanz besitzt.
Dies bedeutet, dass der Fehler die Systemfunktion stark beeinflusst und innerhalb
der Systemstruktur genauer zu untersuchen ist. Die Komponenten u1 und p1 besitzen


























































































Abbildung 6.3: Zuverla¨ssigkeitsnetz von Beispiel 1
ebenfalls eine hohe Importanz und bilden den Hauptbestandteil des Systems. Deren
Ausfall bewirkt einen Ausfall des Gesamtsystems. Bei der empirischen Strukturer-
mittlung werden diese Komponenten am ha¨ufigsten fu¨r den Ausfall des Systems
verantwortlich sein. Die Kommunikationsstrecke fu¨r die Sensorsignale i1 . . . i4 sind
fu¨r die Funktionalita¨t der Funktionen f1 und f2 von großer Bedeutung. Aus der
6.2 Beispiel 2: Zerlegung von Systemen in Module 105
Darstellung des Funktionsblockdiagrammes ist zu entnehmen, dass der Ausfall des
externen Systems oder der Ausfall der Kommunikationsstrecke einen großen Einfluss
auf das Systemausfallverhalten hat. Hier wird gezeigt, dass aber der Ausfall dieser
Strecke keinen unmittelbaren Ausfall des Gesamtsystems bewirkt. Allerdings kann
dies in Kombination mit einem weiteren Fehler zu einem Systemausfall fu¨hren. In-
formationen zu Fehlerkombinationen sind aus der Simulation und Einpra¨gung von
Fehlern (vergleiche Abschnitt 4.5) oder der Pfadanalyse ersichtlich.
6.2 Beispiel 2: Zerlegung von Systemen in Module
In einem weiteren Beispiel soll die Modularisierung der Systemmatrix verdeutlicht und















































Abbildung 6.4: Funktionsblockdiagramm fu¨r Beispiel 2
hier betrachtete Funktionsblockdiagramm (Abbildung 6.4) ist abstrakt dargestellt
und es findet keine Zuordnung der lokalen Anordnung der Komponenten statt. In
diesem Zusammenhang sind nur die Module und die Abha¨ngigkeiten von Bedeutung.
Im linken Teil des Bildes ist das System als
”
Black-Box“ dargestellt. Der rechte
Teil gibt einen detaillierteren Einblick in das System und stellt die funktionalen
Abha¨ngigkeiten der einzelnen Module dar.
In Abbildung 6.5 ist das System aus zuverla¨ssigkeitstechnischer Sicht dargestellt. In
dieser Darstellung sind der Zuverla¨ssigkeitsgraph und der Fehlerbaum des Systems
dem Zuverla¨ssigkeitsblockdiagramm gegenu¨bergestellt. Die Module des gezeigten
Systems bestehen aus den beiden am ha¨ufigsten verwendeten Grundstrukturen (UND-
und ODER-Verknu¨pfung). Fu¨r die Beschreibung durch einen Zuverla¨ssigkeitsgraphen
wird die Positiv-Logik verwendet. Der Fehlerbaum verwendet im Gegensatz hierzu
eine Negativ-Logik. Diese entspricht der Beschreibung durch die Boolesche Modell-
bildung (vgl. Abschnitt 2.3.5). Die Beschreibung in der Positiv-Logik entspricht der
Darstellungsform der Systemmatrix und kann daher direkt in die Systemmatrix
u¨berfu¨hrt werden.









































Abbildung 6.5: Zuverla¨ssigkeitstechnische Darstellungen von Beispiel 2





















Eingang 1 a i1
Eingang 2 o i2
Eingang 3 o i3
Eingang 4 o i4
Eingang 5 o i5
Eingang 6 o i6
Modul 1 a m1
Modul 2 a m2
out m1 m2 o1
In der Abbildung 6.5 ist die Analogie zwischen der Systemdarstellung als Funkti-
onsblockdiagramm und der Systembeschreibung durch das Zuverla¨ssigkeitsblock-
diagramm deutlich zu erkennen. Die zu dem System geho¨rige Systemmatrix ist
in Tabelle 6.2 dargestellt. Die Modularisierung ist in dieser Matrix durch die Mo-
dule eins und zwei angedeutet. Diese Darstellungsform setzt sich in der Analyse
und den Zuverla¨ssigkeitsdarstellungen fort. Alle notwendigen Informationen fu¨r die
Dekomposition ko¨nnen aus der Tabelle 6.3 entnommen werden.
6.3 Beispiel 3: Ausfall, Pfad- und Schnittanalyse 107
Tabelle 6.3: RN-Dekomposition von Beispiel 2










out rn1 rn2 rn3 o1
Durch die in dieser Tabelle dargestellten Zusammenha¨nge der Modularisierung
ergeben sich fu¨r
RN1 = f(i2, i3, i4) →(m1) (6.7)
RN2 = f(i5, i6) →(m2) (6.8)
RN3 = f(i1,m1,m2) →(o1) (6.9)
und mit
m1 = f(i2, i3, i4) →RN 1 (6.10)
m2 = f(i5, i6) →RN 2 (6.11)
o1 = f(i1, i2, i3, i4, i5, i6) →RN 3 (6.12)
die Systemabha¨ngigkeiten fu¨r die Dekomposition.
Fu¨r diese Darstellung des Systems ist eine Aufteilung in Teilsysteme durchgefu¨hrt
worden. Die Aufteilung erfolgt mit dem Ziel, atomare Einheiten zu erhalten, die nur
durch eine Verknu¨pfungsart gekennzeichnet sind. Eine Analogie zwischen der Dar-
stellung eines Funktionsblockdiagramms und eines Zuverla¨ssigkeitsblockdiagramms
wird deutlich erkennbar.
6.3 Beispiel 3: Ausfall, Pfad- und Schnittanalyse
Wie bereits erwa¨hnt, ist ein Zuverla¨ssigkeitsblockdiagramm direkt in eine Systemma-
trix u¨bertragbar. Fu¨r das in Abbildung 6.7 gezeigte RBD ergibt sich die in Tabelle
6.4 dargestellte Systemmatrix. Das hier dargestellte System entha¨lt nur die Grund-
verknu¨pfungsarten, besteht aus 11 Eingangskomponenten a . . . k (i1 . . . i11) und ist



















































Abbildung 6.7: Zuverla¨ssigkeitsblockdiagramm fu¨r Beispiel 3
in sieben Module m1 . . .m7 aufgeteilt. Anhand dieses Systems wird die Analyse des
empirischen Ausfallverhaltens na¨her erla¨utert.
Das Ergebnis der Auswertung ist in Abbildung 6.8 in Form eines Zuverla¨ssigkeitsnet-
zes visualisiert.
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a o i1 0,8
b o i2 0,8
c a i3 0,8
d o i4 0,8
e o i5 0,8
f o i6 0,8
g o i7 0,8
h o i8 0,8
i o i9 0,8
j o i10 0,8








out m1 m2 m3 m4 m5 m6 m7 o1
Durch die Simulation von Ausfa¨llen ist es mo¨glich, das Systemausfallverhalten na¨her
zu beschreiben und die Systemfunktion fu¨r diesen speziellen Fall herzuleiten. Die
Ha¨ufigkeit der Systemausfa¨lle fu¨r o1 ist in Abbildung 6.9 dargestellt. Die Analyse
erfolgte unter der Beru¨cksichtigung von 5-fach-Fehlern. Diese Betrachtung ist fu¨r
den automobilen Bereich eher unu¨blich, aber fu¨r das System dennoch notwendig,
da es bei dem gegebenen System erst ab 4-fach-Fehler zu Systemfunktionsausfa¨llen
kommt. Aus diesen Darstellungen sind die Schnitte des Systems direkt ablesbar
und die Strukturfunktion fu¨r das System kann gebildet werden. Es ist jedoch zu




















































































Abbildung 6.8: Zuverla¨ssigkeitsnetz von Beispiel 3
beachten, dass die Simulation zuna¨chst nur 5-fach-Fehler beru¨cksichtigt und somit
die Strukturfunktion noch eine gewisse Ungenauigkeit hat. Mit den Gleichungen
CSch1 = {2, 13, 14, 16},
CSch2 = {2, 5, 6, 8, 16} und
CSch3 = {2, 13, 14, 18, 19}
(6.13)
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gilt fu¨r die Strukturfunktion


























Abbildung 6.9: Ausfallkombination fu¨r die Systemfunktion o1 aus Beispiel 3
Die relevanten Zuverla¨ssigkeitsnetze, die die Ausfa¨lle und somit die Schnitte na¨her
beschreiben, sind in den Abbildungen 6.10 bis 6.12 dargestellt. In diesen Abbildungen

























































Abbildung 6.10: Fehlernetz fu¨r die Ausfallkombination CSch1 = {2, 13, 14, 16}


















































































































Abbildung 6.12: Fehlernetz fu¨r die Ausfallkombination CSch3 = {2, 13, 14, 18, 19}
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Durch die automatisierte Analyse der Zuverla¨ssigkeitsnetze ist es mo¨glich, die Be-
trachtung auf 7-fach-Fehlern (k = 7) zu erweitern. Bei dem betrachteten System gibt










330 mo¨gliche Ausfallkombinationen. In Abbildung 6.13 sind die Ausfallkombinationen
dargestellt, die einen Systemausfall verursachen. Von allen mo¨glichen Ausfallkom-
bination fu¨hren 68 Ausfallkombinationen zum Ausfall der Systemfunktion o1. Eine
Analyse der Daten liefert die minimalen Schnitte die zum Ausfall fu¨hren und erho¨ht
die Abbildungsgenauigkeit des Systems durch die Strukturfunktion. Mit den Schnitten
CSch1 = {2, 13, 14, 16}, CSch2 = {2, 5, 6, 8, 16} ,
CSch3 = {2, 13, 14, 18, 19} , CSch4 = {2, 5, 6, 8, 18, 19} ,
CSch5 = {2, 5, 6, 10, 11, 18, 19} und CSch6 = {2, 5, 6, 10, 11, 16}
 (6.16)
ergibt sich fu¨r die 7-fach Fehlerbetrachtung die Strukturfunktion
φ(x) = 1−(1− x2 · x13 · x14 · x16)(1− x2 · x13 · x14 · x18 · x19)
(1− x2 · x5 · x6 · x8 · x16)(1− x2 · x5 · x6 · x8 · x18 · x19)
(1− x2 · x5 · x6 · x10 · x11 · x18 · x19)
(1− x2 · x5 · x6 · x10 · x11 · x16).
(6.17)
6.4 Beispiel 4: Betrachtung interner und externer
Signalpfade
In einem weiteren Beispiel wird die Analyse von Signalpfaden na¨her beschrieben.
Das hier dargestellte System stellt ein Teilsystem aus dem Anwendungsbereich
verteilter Bremssysteme eines Automobils dar. Das in Abbildung 6.14 dargestellte
Funktionsblockdiagramm zeigt, dass das System u¨ber mehrere Signalpfade an die
Informationen der Sensoren v, a, i4, i4 gekoppelt ist.
Fu¨r betrachtete Systemfunktion o1 entsteht durch die direkte Kopplung mit einer
externen Komponente u5 eine zusa¨tzliche Abha¨ngigkeit. Die fu¨r die Bewertung rele-
vanten funktionalen Zusammenha¨nge werden ausgehend von der Systembeschreibung
und des FBD’s in die Systemmatrix (Tabelle 6.5) u¨berfu¨hrt. Eine erga¨nzende Fehler-
betrachtung fu¨r das System wird durch die Betrachtung der Fehler e1 und e2 in die
Matrix aufgenommen. Der Fehler e1 beschreibt einen Fehler, der dem Steckverbinder 1
zugeordnet wird und zur Folge hat, dass die Komponenten c1, c4 und u1 ausfallen. Ein
































































Abbildung 6.13: Ausfallkombination fu¨r 7-fach Fehler (Beispiel 3)
Fehler des zweiten Steckverbinders (e2) wirkt sich nur auf die Kommunikationsstrecke
c3 aus.
Die Auswertung der Systemmatrix liefert das in Abbildung 6.15 dargestellte Zu-
verla¨ssigkeitsnetz. In diesem Netz sind nur die relevanten Komponenten dargestellt.
Die Komponenten, die keinen Beitrag zum Ausfallverhalten des Systems leisten, sind
durch die Importanzkenngro¨ße RN(i).imp = 0 gekennzeichnet.
Fu¨r die Betrachtung des Ausfallverhaltens des Systems sind 14 Komponenten von
Bedeutung. Die Anzahl der Betrachtungsfa¨lle kann weiter um die Komponenten, die
keinen Beitrag zur Systemfunktion liefern (RN(i).imp = 0), reduziert werden.










Ausfallkombinationen die na¨her untersucht werden. Die empirische Ausfallverhalten-
sermittlung liefert die Schnitte
CSch1 = {3, 22}, CSch2 = {4, 22}, CSch3 = {5, 22}, CSch4 = {6, 22},
CSch5 = {7, 8, 22}, CSch6 = {8, 12, 22}, CSch7 = {8, 13, 22},
CSch8 = {8, 14, 22}, CSch9 = {8, 15, 22}, CSch10 = {9, 22},
CSch11 = {10, 22} und CSch12 = {20, 22}
 (6.19)





























































































































a i 3 i 4v
m 1






































































































































































































Abbildung 6.15: Zuverla¨ssigkeitsnetz von Beispiel 4
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Energievers. 1 p p p1 0,99
Energievers. 2 p p p2 0,99
v s a i1 0,999
a s a i2 0,9999
Sensor 3 s i3 0,999
Sensor 4 s s i4 0,9999
Sensor 5 i5 1
Sensor 6 a i6 1
Kommunikation 1 s c1 1
Kommunikation 2 s c2 1
Kommunikation 3 s c3 1
Kommunikation 4 s c4 1
Steuergera¨t 1 s s u1 1
Steuergera¨t 2 s u2 1
Steuergera¨t 3 s u3 1
Steuergera¨t 4 i i i u4
Steckverbinder 1 e e e e1 1
Steckverbinder 4 e e2 1
Funktion 1 (u4) i a f1
Funktion 2 (u4) i a f2
Modul 1 (u4) i o m1
Modul 5 (u5) o iu5 0,9981
out c1 c2 c3 c4 u1 u2 u3 u4 f1 f2 m1 o1
fu¨r das System. Die Strukturfunktion lautet
φ(x) = 1−(1− x3 · x22)(1− x4 · x22)(1− x5 · x22)
(1− x6 · x22)(1− x9 · x22)(1− x10 · x22)
(1− x20 · x22)(1− x7 · x8 · x22)
(1− x8 · x12 · x22)(1− x8 · x13 · x22)
(1− x8 · x14 · x22)(1− x8 · x15 · x22).
(6.20)
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Abbildung 6.16: Ausfallkombinationen Beispiel 4 (3-fach Fehler)
Es ist zu erkennen, dass Einzelfehler in diesem System zu keinem Systemausfall fu¨hren.
Aufgrund der ODER-Verknu¨pfung in der obersten Ebene des Zuverla¨ssigkeitsnetzes
fu¨hrt erst ein Mehrfachausfall zu einem Systemausfall. Die Anzahl der von der Wurzel
verzweigenden Kanten liefert die Information, dass mindestens zwei Komponenten
ausgefallen sein mu¨ssen, damit es zu einem Systemausfall kommt. Der rechte Knoten,
der mit der Wurzel verknu¨pft ist, ist nicht weiter verzweigt und stellt ein Basisereignis
dar. Aus diesem Grund ist der Ausfall der Komponente iu5 Voraussetzung fu¨r einen
Systemausfall. Der linke Zweig (Komponente m1) stellt kein Basisereignis dar und
ist zur Auswertung der Systemmatrix detaillierter zu analysieren. Hierzu kann der
Knoten m1 separat oder in gesamten Kontext des Systems betrachtet werden.
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Der hier vorgestellte Ansatz unterstu¨tzt die Entwicklung von mechatronischen Syste-
men von der fru¨hen Entwicklung (Konzeptphase) bis hin zur Produktion und u¨ber
diese hinaus. Hierdurch wird es mo¨glich, effizient auf Produktvariationen (Agilita¨t)
zu reagieren und kurze Entwicklungszeiten einzuhalten. Zudem werden durch die hier
definierte Vorgehensweise wichtige Entscheidungsmerkmale gegenu¨bergestellt und
eine Konzeptentscheidung auf Grundlage definierter Qualita¨tsmerkmale ermo¨glicht.
Ein Systembewertungsprozess, der den Produktlebenszyklus, insbesondere den Ent-
wicklungsprozess, von Produkten unterstu¨tzt und die Bewertung von Qualita¨ts-
merkmalen komplexer Systeme vereinfacht, definiert die generelle Vorgehensweise
zur Bewertung von mechatronischen Systemen. Dieser liefert, aufbauend auf den
Anforderungsbeschreibungen, eine erste abstrakte Strukturbeschreibung des Systems,
welche zyklisch u¨ber die Entwicklung hinweg unter Anwendung des Systembewer-
tungsprozesses weiter detailliert wird.
Die Strukturbeschreibung wird in eine Systemmatrix u¨berfu¨hrt und mit bekannten
Methoden der Zuverla¨ssigkeitstechnik (z. B. Boolesche Modellbildung) analysiert. Mit
der innovativ eingefu¨hrten Systemmatrix ist die formale doma¨nenu¨bergreifende Be-
schreibung der Systemstruktur unter Beru¨cksichtigung der funktionalen und daru¨ber
hinaus der zuverla¨ssigkeitstechnischen Zusammenha¨nge mo¨glich. Hierdurch wer-
den Untersuchungen ermo¨glicht, die die standardisierten zuverla¨ssigkeitstechnischen
Methoden unterstu¨tzen und erweitern.
Die Abbildungsgenauigkeit des Systems durch die Systemmatrix wa¨chst mit dem
Detaillierungsgrad der funktionalen Architektur. Zur Abbildung des Systems mittels
einer solchen Matrix, wird das System in atomare Teilsysteme unterteilt. Diese
Teilsysteme werden unter Anwendung des Systembewertungsprozesses quantifiziert
und spa¨ter wieder zu einem komplex bewerteten Gesamtsystem zusammengefu¨gt. Die
durch die Analyse erweiterte Information u¨ber das System und dessen Teilsysteme wer-
den jeweils in einem Zuverla¨ssigkeitsnetz zusammengefasst. Die Zuverla¨ssigkeitsnetze
erweitern die Systemmatrix um erga¨nzende Informationen aus dem Quantifizierungs-
prozess.
Der durch die Vorgehensweise entstehende Systembaukasten, stellt ein Portfolio an
bewerteten Systemen oder Teilsystemen (Bauteilen) zur Realisierung und Variation
von technischen Systemen bereit. Dieser Baukasten fasst alle Informationen der
Zuverla¨ssigkeitsnetze zusammen. Durch die Wiederverwendung bereits quantifizierter
Systeme oder Teilsysteme wird die Konzeption neuer Systeme unterstu¨tzt und deren
Entwicklungszeit reduziert. Zudem besteht die Mo¨glichkeit, Systeme zu variieren und
miteinander zu vergleichen. Hierzu liefern die Delta-Analyse und die Sensitivita¨tsana-
lyse wichtige Informationen u¨ber den Einfluss der Systemvariation und der einzelnen
Komponenten. Somit kann der Einfluss der Komponenten auf das Systemverhalten
bewertet und das Optimierungspotential empirisch ermittelt werden.
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Die empirische Ausfallanalyse ermo¨glicht neben der Identifikation der Komponenten-
importanz zudem die Reduktion der Komplexita¨t der Strukturfunktion. Durch die
Bewertung der Pfadimportanz wird die strukturelle Importanz von Systemkompo-
nenten quantifiziert.
Die detailliert dargelegten Prozessschritte und Hauptpunkte sind hier als U¨bersicht
zusammengefasst:
Systembewertungsprozess Der Systembewertungsprozess beschreibt die gesamte
Vorgehensweise zur Bewertung mechatronischer Systeme unter Verwendung
der Systemmatrix. Dieser umfasst die Anforderungsanalyse, Strukturanalyse,
Zuverla¨ssigkeitsmodellbildung und Quantifizierung technischer Systeme.
Systemmatrix Die Systemmatrix stellt eine doma¨nenu¨bergreifende Strukturbe-
schreibung fu¨r komplexe mechatronische Systeme dar. Diese beru¨cksichtigt
die funktionalen Aspekte des Systems und stellt eine formale Beschreibung
der Struktur dar. Durch diese Matrix werden neue Mo¨glichkeiten ero¨ffnet
Systemstrukturen zu bewerten und neue Analysemethoden anzuwenden.
Systembaukasten Der Systembaukasten unterstu¨tzt vor allem die Entwicklung
von Innovationen. Bei der Erstellung der initialen abstrakten Struktur ko¨nnen
bereits quantifizierte Teilsysteme in das System integriert werden. Zudem
liefert der Systembaukasten wichtige Informationen fu¨r die Entwicklung neu
zusammengesetzter Systeme.
Zuverla¨ssigkeitsnetze Die Ergebnisse der Quantifizierung der Systemmatrix wer-
den in Zuverla¨ssigkeitsnetzen abgelegt und in einem Systembaukasten zusam-
mengefasst. Zuverla¨ssigkeitsnetze enthalten alle Informationen der Teilsysteme
und ko¨nnen zum Gesamtsystem zusammengesetzt werden.
Entscheidungsprozess Der Entscheidungsprozess fasst den Systemquantifizierungs-
und Optimierungsprozess zusammen. Die Gegenu¨berstellung verschiedener
Systemarchitekturen und ihrer Qualita¨tsmerkmale unterstu¨tzt den Entschei-
dungsprozess. Ein Vergleich der Systeme wird durch die Deltaanalyse ermo¨glicht
und der Einfluss von Komponenten auf die Qualita¨tsmerkmale kann durch die
Sensitivita¨tsanalyse bewertet werden.
In der vorliegenden Arbeit werden erstmalig die nachstehenden Probleme
– durchga¨ngige Beschreibung der funktionalen kausalen Zusammenha¨nge,
– durchga¨ngige Beschreibung der zuverla¨ssigkeitstechnischen Zusammenha¨nge,
– Strukturbeschreibung unter Beru¨cksichtigung der Zuverla¨ssigkeit,
– Strukturbeschreibung unter Beru¨cksichtigung aller mechatronischen Doma¨nen,
– Bewertung struktureller Importanz auf Komponentenebene (Pfadimportanz),
– empirische Ausfallanalyse zur Vereinfachung der Strukturfunktion und
– Reproduzierbarkeit der Analyseergebnisse u¨ber den gesamten Lebenszyklus des
Produktes hinweg
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definiert und Methoden zur systematischen Lo¨sung dargelegt.
Wie in ausgewa¨hlten Beispielen gezeigt, wird so mit dieser Arbeit eine Grundlage
fu¨r die, aus mechatronischer Sicht, integrative formale Systemstrukturbeschreibung
geschaffen und die Etablierung von neuartigen Beschreibungsformen zur automatisier-
ten Systembewertung dargestellt. Die neu eingefu¨hrte Systemmatrix und der daraus
resultierende Systembaukasten sind die zentralen Elemente, der in dieser Arbeit
vorgestellten Methodik. Die Komplexita¨t von Systemen wird beherrschbar und eine
formale Strukturbeschreibung mo¨glich. Durch die Anwendung der hier dargestellten
Vorgehensweise wird insbesondere wa¨hrend der Konzeptphase die Entscheidungssi-
cherheit erho¨ht und zudem die Gegenu¨berstellung von Qualita¨tsmerkmalen mo¨glich.
Eine Einschra¨nkung bezu¨glich des Anwendungsbereiches dieser Methode liegt nicht
vor. Wichtig ist, dass die unterschiedlichen Entwicklungsziele durch die Festlegung
der Qualita¨tsmerkmale angepasst werden. Erstmalig sind auch die Mo¨glichkeiten
zur automatisierten Zuverla¨ssigkeitsanalyse basierend auf der Systemspezifikation
dargestellt.
Der vorgestellte Ansatz fu¨hrt eine formale Strukturbeschreibung von Systemen ein
und erla¨utert die Mo¨glichkeiten, diese Struktur aus den Anforderungen abzuleiten.
Diese basiert auf dem Expertenwissen und ist vom Detaillierungsgrad der Beschrei-
bung abha¨ngig.
Fu¨r die Realisierung einer automatisierten Zuverla¨ssigkeitsanalyse ist die Kombi-
nation von bekannten Methoden zur automatisierten Strukturermittlung mo¨glich
( [VDS99,PM01,TLS08,MPKW06]). Hierbei liefern diese die notwendigen Informatio-
nen u¨ber die Zuverla¨ssigkeitsstruktur. Diese Struktur la¨sst sich in die Systemmatrix
u¨berfu¨hren und kann durch den Systembewertungsprozess quantifiziert werden. Da
diese Methoden bislang noch keine doma¨nenu¨bergreifende Beschreibung von Systemen
liefern, war eine Erweiterung notwendig. Die automatisierte Zuverla¨ssigkeitsanalyse
aus der Systemspezifikation heraus wird in dieser Arbeit erstmalig in Betracht gezo-
gen. A¨hnlich wie bei Modellen zur Beschreibung der technischen Zusammenha¨nge
wird eine Erweiterung um zuverla¨ssigkeitstechnische Informationen durchgefu¨hrt.
Dies ermo¨glicht die automatisierte Ermittlung der Zuverla¨ssigkeitsstruktur und die
anschließende U¨berfu¨hrung in die Systemmatrix.
Die vorgestellte Methode wurde fu¨r die Analyse von Booleschen Modellen ausgelegt.
Jedoch werden in der Zuverla¨ssigkeistechnik immer ha¨ufiger mehrwertige Modelle
verwendet, wobei das Markovsche Modell eines der bedeutendsten Modelle darstellt.
Durch diesen Ansatz werden detailliertere Ausfallbetrachtungen mo¨glich und der
Einfluss von Reparaturen und Serviceta¨tigkeiten kann beru¨cksichtigt werden. Aktuell
wird im Hinblick auf mehrwertige Modelle die Systemmatrix derart erweitert, dass
eine Zustandsbetrachtung mo¨glich wird.
Fu¨r die Analyse moderner Systeme kann es sinnvoll sein, deterministische Aspekte der
Zuverla¨ssigkeitsbewertung zu betrachten. In [DP07a,DP07b,DVG97,XXR08] werden
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Methoden vorgestellt, die das dynamische Verhalten von Systemen abbilden. Diese
Betrachtungen lassen sich durch die Erweiterung der Matrixnomenklatur einfach
erfassen und ermo¨glichen einen noch gro¨ßeren Anwendungsbereich der Matrix. Mit
der Betrachtung von dynamischen Effekten ko¨nnen Redundanzeigenschaften von
Systemen besser abgebildet und untersucht werden.
Unterschiedliche Methoden der Zuverla¨ssigkeitsbewertung erfordern unterschiedliche
Modelle. Fu¨r die Modellbildung ist eine U¨berfu¨hrung der Systemmatrix oder des
Zuverla¨ssigkeitsnetzes in das gewu¨nschte Zuverla¨ssigkeitsmodell notwendig, was
durch die Matrix auf einfache Art unterstu¨tzt wird. Hierdurch wird die Anwendung
standardisierter Hilfswerkzeuge zur Bewertung von Zuverla¨ssigkeit unterstu¨tzt.
Das Potenzial der entwickelten Methode liegt vor allem in der einfachen Adap-
tion an gea¨nderte Voraussetzungen und der leicht realisierbaren Erweiterung der
Matrix. Ausfallbetrachtungen und Zuverla¨ssigkeitsbewertungen lassen sich an die
Anwendungsbereiche anpassen. Hierbei ist die Beschra¨nkung der ausschließlichen
Anwendung auf technische Produkte nicht gegeben. Die Integration in den Ent-
wicklungsprozess unterstu¨tzt den Entwickler bei seiner ta¨glichen Arbeit und liefert
eine transparente Darstellung der zuverla¨ssigkeitstechnischen Zusammenha¨nge. Ei-
ne kontinuierliche Anwendung dieser Methode ermo¨glicht es zudem, den immer
ku¨rzer werdenden Entwicklungszeiten gerecht zu werden. Durch die Bereitstellung
der Strukturinformationen fu¨r den in [KJS10] dargestellten Optimierungsprozess und
die zyklische Systemverbesserung ist es mo¨glich, den Zielanforderungen gerecht zu
werden. Fru¨he Konzeptentscheidungen werden durch den Quantifizierungsprozess
ermo¨glicht und abgesichert. Durch die Variation der Baugruppen besteht die Mo¨glich-
keit, die Systemstruktur zielgerichtet zu variieren. Der vorgestellte Baukastenansatz
bietet hierzu das notwendige Erweiterungspotential.
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