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Resumo
Principalmente por sua distribuição estreita de tamanhos os pontos quânticos
auto-formados permitem controlar a sua carga eletrônica com relativa precisão. Isto
tem aplicações científicas e tecnológicas importantes, tais como lasers e dispositivos
de computação quântica.
Não obstante, no modo de auto-formação conhecido como Stranski-Krastanow, a
cinética de crescimento que conduz a amostras com tais características, não é com-
pletamente compreendido ainda. Nas aproximações termodinâmicas, a distribuição
de equilíbrio é determinada pela competição entre o custo em energia superficial e
o ganho em energia elástica ao se formarem rugosidades na camada de material de-
positado. Já segundo considerações cinéticas, o estado final é o resultado das reações
microscópicas que afetam a difusão dos monômeros móveis no substrato. Não é claro
ainda se o processo de formação de pontos quânticos é dominado principalmente por
efeitos termodinâmicos ou cinéticos. Tal competição está intimamente relacionada às
condições experimentais.
A compreensão da relação entre esses processos é essencial na realização de
amostras aptas para aplicações tecnológicas, sendo necessário desenvolver um
modelo capaz de relacionar essas características com os parâmetros experimentais
mensuráveis.
Nesta dissertação, apresentamos um tratamento auto-consistente para resolver
as equações de reação-difusão que determinam as densidades médias de monômeros
e ilhas na superfície do substrato. A auto-consistência é introduzida mediante a
definição de constantes de captura para cada ilha. Estas quantidades dependem,
além do tamanho da ilha, dos valores médios das densidades. A análise dos processos
do crescimento descreve o crescimento de ilhas 2D e a transição para ilhas 3D em
termos dos parâmetros observáveis experimentalmente. Finalmente, relacionamos a
modelagem cinética com a descrição do equilíbrio termodinâmico.
ii
Abstract
Mainly because of their narrow size dispersion, self-assembled semiconductor
quantum dots allow the fine controlling of their electron charging. This fact has
important scientific and technologic applications, such as lasers and quantum com-
putation devices.
Nevertheless, the growth kinetics, in the so-called Stranski-Krastanow mode, which
leads to samples with such characteristics, is not completely understood yet. In the
thermodynamic approaches, the equilibrium distribution of the dislocation free is-
lands is determined by the competition between the surface and the gain in elastic
energy when the layer over the substrate starts devoloping ondulations. From the
kinetic point of view, the final state is the result of the microscopic reactions that
affect the diffusion of adatoms on the substrate. It is not clear yet if the formation
process is mainly driven by thermodynamics or kinetics effects. Such a competition
is believed to be strongly related to experimental conditions.
Since the full understanding of this process is essential to the accomplishment of
good quality samples for technological applications, it is necessary to develop a model
capable of relating these characteristics with the measurable experimental parame-
ters.
In this dissertation, we present an approach that uses a self-consistent mean field
theory to solve the non-linear equation for the diffusion of interacting adatoms on a
substrate.The self-consistency is introduced through the definition of capture num-
bers in terms of the density of adatoms and islands, strain and size of the islands.
The analysis of the growth processes gives, by means of non-equilibrium statistics
methods, the size distribution in terms of the dynamic and equilibrium phenomeno-
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Capítulo 1
Introdução
Em geral, os pontos quânticos auto-formados (SAQDs, do inglês “self-assembled
quantum dots”) são cristais nanométricos coerentes1 incrustados em uma matriz. Em
combinações de materiais semicondutores de “gaps” diferentes se cria um confina-
mento em três dimensões da função de onda dos elétrons (ou buracos) colocados na
banda de condução (valência)2. A discretização dos níveis de energia, associada ao
confinamento faz com que os pontos quânticos se comportem como átomos artificiais.
Do ponto de vista tecnológico, os pontos quânticos oferecem novas oportunidades
para criar dispositivos tais como lasers, transistores e memórias[2]. Inclusive, devido
à possibilidade de armazenar um só elétron com relativa facilidade, eles são fortes
candidatos para a implementação de computadores quânticos[3].
Neste contexto, o problema da distribuição de tamanhos é importante por vários
motivos. O principal deles é que para explorar as propriedades eletrônicas destas
nano-estruturas, elas devem ter uma dimensão lateral da ordem do comprimento de
onda de Broglie de um elétron (≈50nm para o GaAs)[2, 4]. Caso contrário o confi-
namento do elétron não é possível. Da mecânica quântica sabemos que a separação
entre os níveis de energia de uma partícula confinada é inversamente proporcional ao
quadrado da largura do poço. Quanto maior for o ponto quântico, menor o espaça-
mento entre níveis. Então, a variação de tamanhos dentro de um conjunto de pontos
quânticos faz com que as propriedades eletrônicas de cada SAQD sejam diferentes, e
isto se reflete nas propriedades globais da amostra. Por exemplo, no caso de um ponto
quântico ideal isolado, por causa da discretização dos níveis de energia, o espectro
de emissão óptica é discreto. Devido às diferenças de forma, tamanho e composição,
cada elemento dentro de um arranjo de pontos quânticos terá um espectro de emissão
óptica diferente. Isto provoca um alargamento não homogêneo das linhas espectrais
da amostra como um todo. Mesmo para aplicações baseadas em um único ponto
quântico, o controle sobre as características finais é importante na hora de reproduzir
dispositivos com as mesmas propriedades.
Os tipos fundamentais de pontos quânticos são os desenhados artificialmente e os
auto-formados. No primeiro grupo se usam técnicas de litografia (óptica, iônica, raios
X, microscopia de tunelamento) para obter estruturas sub-micrométricas a partir de
heteroestruturas crescidas para tal fim. Esta técnica tem a vantagem da reproduti-
1 Cristais coerentes são aqueles que não têm defeitos
2 O elétron é colocado mediante tunelamento[1].
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bilidade das dimensões e formas, mas apresenta a grande limitante de que o tamanho
mínimo requerido para o confinamento de um elétron só, da ordem de dezenas de
nanometros, não pode ser atingido. Nós estaremos interessados na segunda cate-
goria, na qual a organização espontânea de domínios possibilita o crescimento de
estruturas cujas dimensões são as ideais para confinamento eletrônico. Especifica-
mente estudaremos os pontos quânticos semicondutores formados por MBE (sigla
em inglês para “Molecular Beam Epitaxy”). Em poucas palavras, este é um método
de crescimento por deposição em ultra alto vácuo. A mistura de dois ou mais feixes
de elementos diferentes é depositada sobre um substrato perfeitamente limpo[5]. A
natureza dessa técnica sugere que os processos microscópicos que acontecem no
substrato são importantes ao se estudar o crescimento de pontos quânticos.
Outro ponto importante para as aplicações tecnológicas é a estabilidade dos pontos
quânticos. Existem evidências experimentais de que, após acabado o fluxo de mate-
rial que está sendo depositado, as ilhas sofrem um tipo de amadurecimento[7, 6, 8].
Este fenômeno é caracterizado por um aumento no raio médio das ilhas, diminuição
da densidade e conservação da fração de volume inicial.
Pelos motivos expostos anteriormente, surge a necessidade de estudar os pro-
cessos de crescimento para determinar quais são os mecanismos que levam a uma
determinada distribuição de tamanhos e formas[9].
Os detalhes de porque as ilhas têm determinada geometria, orientação e dis-
tribuição não estão bem claros ainda. Basicamente, os pontos quânticos semicon-
dutores crescidos por heteroepitaxia são estruturas formadas ao depositar um mate-
rial sobre um substrato cujo parâmetro de rede é menor. O descasamento entre os
parâmetros de rede faz com que se origine uma competição entre duas contribuições
energéticas. A primeira corresponde ao ganho em energia elástica de “strain”3 devido
à formação de rugosidades que permitem a relaxação do parâmetro de rede. A se-
gunda contribuição é o custo da energia provocado pelas flutuações na altura de uma
camada uniformemente tensionada. Quando a primeira destas quantidades é mais
importante que a segunda, se formam domínios 3D bem definidos chamados de ilhas
[10].
Porém, existe uma controvérsia sobre se os processos dominantes são de natureza
termodinâmica ou cinética. Este fato está claramente relacionado com as condições
particulares de crescimento de cada amostra. O não entendimento sobre este assunto
pode levar a uma falta de reprodutibilidade dos resultados experimentais[11, 12]. Em
geral se sabe que a distribuição de um arranjo de pontos quânticos é controlada
termodinamicamente quando o sistema é deixado esfriar sem perturbações após o
crescimento. A temperaturas muito altas a entropia é importante e faz com que
o tamanho dos pontos quânticos diminua (a rigor, ilhas de um átomo possuem a
maior entropia possível). Por outro lado, se a amostra é resfriada rapidamente ou
coberta, se observa um aumento no tamanho dos pontos quânticos. A adesão de
átomos é mais favorável do que a nucleação de ilhas novas e neste caso a distribuição
é controlada cinéticamente[13, 12]. Existem estudos feitos usando simulações de
3 Durante este texto, nos referiremos ao “strain” como deformação.
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Figura 1.1. Imagens de microscopia de tunelamento de pontos quânticos de Ge/Si. Esta amostra em
particular apresenta variedade de formas (domos e pirâmides).[11].
Monte Carlo segundo os quais, imediatamente após a deposição, a distribuição é
dominada pela cinética. Como resultado, se observam pequenas ilhas para tempe-
raturas baixas e grandes para temperaturas altas. Para tempos longos, o sistema
atinge o equilíbrio termodinâmico e a distribuição se aproxima à predita pelo equi-
líbrio termodinâmico[13]. Isto sugere que o processo de crescimento de pontos quân-
ticos é na verdade uma mistura de contribuições cinéticas e termodinâmicas na qual
o peso de cada um de esses fatores é determinado pelas condições experimentais.
Finalmente, nesta dissertação pretendemos primeiro fazer uma revisão sobre os
conceitos básicos de equilíbrio termodinâmico e transições de fase. Isto nos permitirá
estudar dois exemplos ilustrativos de tratamentos que relacionam o crescimento de
pontos quânticos e as teorias de equilíbrio termodinâmico (referências [10, 14]). Com
o objetivo de conhecer a estabilidade das distribuições de tamanhos de um arranjo
de pontos quânticos, faremos também uma revisão das teorias de amadurecimento
encontradas nas referências [7, 6, 8]. Em seguida exploraremos um tratamento
cinético segundo as reações associadas aos processos de difusão, adesão, desprendi-
mento e migração vertical dos monômeros móveis no substrato segundo as referências
[15, 16, 17]. Essa aproximação permitirá determinar a transição de um regime de
crescimento de ilhas 2D para um de ilhas 3D aproveitando a simplicidade dos mo-
delos de reação - difusão com respeito dos modelos que utilizam simulações de Monte
Carlo. Na última parte combinaremos a teoria cinética estudada e as aproximações
de equilíbrio termodinâmico em uma nova proposta de equações cinéticas.
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Noções básicas sobre transições de fase
Uma fase é um estado macroscópico que atingiu o equilíbrio termodinâmico, ca-
racterizado por um conjunto de parâmetros macroscópicos ou propriedades físicas.
Num sistema isolado, esse estado corresponde à entropia máxima. Já num sistema
não isolado, por exemplo em contato com um reservatório a temperatura constante
ou a temperatura e pressão constantes, o estado de equilíbrio é aquele com a mínima
energia livre (de Helmholtz ou de Gibbs, respectivamente ) .
Segundo a classificação de Ehrenfest, existem dois tipos de transições de fase. As
de primeira ordem são aquelas nas quais as primeiras derivadas do potencial ter-
modinâmico apresentam descontinuidades. As outras quantidades termodinâmicas,
como a entropia, definidas a partir dessas primeiras derivadas, têm também descon-
tinuidades. Especificamente, a capacidade calorífica diverge durante uma transição
de primeira ordem, o que faz com que toda a energia absorvida pelo sistema seja
usada na mudança de fase e não em aumentar a temperatura. Por outro lado, nas
transições de segunda ordem, é a segunda derivada do potencial que apresenta des-
continuidades. Neste caso a capacidade calorífica é finita durante a transição[18].
Para modelar as transições de fase devemos falar em termos de um parâmetro de
ordem. Esta quantidade descreve o ordenamento do sistema e é função do seu estado
termodinâmico e pode ser um tensor, um vetor, um pseudo-escalar, um elemento
de um grupo de simetria ou um escalar[19]. A escolha do parâmetro de ordem não é
única enquanto ele seja zero na fase desordenada e diferente de zero na ordenada. Por
exemplo, no caso de um cristal líquido1 o parâmetro de ordem é calculado a partir da









Na fase líquida isotrópica as moléculas tem uma orientação aleatória que faz com
que a média das orientações seja zero (figura 2.2 (a)). Na fase nemática, caracterizada
por uma orientação preferencial com relação ao diretor S é diferente de zero (figura
2.2 (b)). A transição nemática isotrópica é de primeira ordem e está caracterizada pela
mudança abrupta de S.
1 Os cristais líquidos são materiais formados por moléculas fortemente anisotrópicas, cujo compri-
mento é maior que sua largura[20]. A sua simetria é intermediária entre o estado de maior simetria
possível (líquido) e o de menor simetria possível(sólido perfeito).
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Figura 2.1. Definição do parâmetro de ordem para cristais líquidos[21].
(a)
(b)
Figura 2.2. Fases (a) isotrópica e (b)nemática de um cristal líquido[21].
Nas teorias de campo médio se utiliza o valor médio do parâmetro de ordem
supondo que este é uniforme espacialmente e, no equilíbrio, independente do tempo.
Quando há flutuações em função da posição é possível definir um comprimento de
correlação, cujo significado físico corresponde à distância na qual o parâmetro de or-
dem guarda informação referente a um mesmo estado termodinâmico. Usando uma
terminologia mais apropriada, dizemos que os parâmetros de ordem de cada ponto
dentro da região definida por esse comprimento estão correlacionados.
Na teoria de Ginzburg-Landau se divide o sistema em um conjunto de blocos
do tamanho do comprimento de correlação. Dentro de cada bloco o valor médio
do parâmetro de ordem é uniforme, no sentido de que não apresenta flutuações
grandes2. A energia livre de Ginzburg-Landau é a soma sobre as energias de cada
bloco mais o custo de energia de manter a interface entre regiões com diferente
parâmetro de ordem (levado em conta mediante a integral do gradiente). Assim, para
um sistema com parâmetro de ordem escalar:
F =
∫
ddxf (T, 〈φ (~x)〉) + c
2
∫
ddx [∇〈φ (~x)〉] 2, (2.2)
onde c é uma constante fenomenológica, d é a dimensão do sistema, T a temperatura
e 〈φ (~x)〉 o valor médio do parâmetro de ordem.
2 A importância de uma flutuação está definida pelo critério de Ginzburg-Landau, que explicaremos
adiante.
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Na equação (2.2) f (T, 〈φ (~x)〉) é a densidade de energia livre local do bloco centrado
em x.
A energia livre de Ginzburg-Landau não é uma energia livre termodinâmica no
mesmo sentido da energia de Gibbs ou de Helmholtz. Podemos defini-la como a
energia livre calculada sobre as configurações dos graus de liberdade microscópicos
compatíveis com o estado 〈φ〉[19]. Na linguagem da física estatística, isto corresponde
a:
e−F/kBT = Tr′e−H/kBT . (2.3)
O traço sobre a matriz Hamiltoniana é parcial e por isso tem sido denotado como
Tr′. Para obter a energia livre de Gibbs, precisamos incluir na soma os estados não
levados em conta na energia de Ginzburg-Landau. Se denotamos como
∑′ a soma
sobre os estados correspondentes ao parâmetro de ordem escolhido e
∑′′ a soma

















Landau propôs que, dado que o parâmetro de ordem é zero na fase desordenada,
perto da temperatura de transição ele deve ser muito pequeno e portanto se justifica
expandir f em uma série de potências de 〈φ〉. Assim:









a4 〈φ〉4 + .... (2.6)
A dependência na temperatura está implícita nos coeficientes da expansão. Quan-
tos e quais são os termos necessários para descrever a transição de fase depende das
propriedades de simetria das fases e a natureza da transição. Por exemplo, quando
existe simetria de inversão, só são necessários os termos de potências pares. Para
transições de fase de primeira ordem acontece que a4 < 0. Se truncamos a expansão
na quarta ordem, a energia terá só um mínimo local. O mínimo global estará em
φ → ∞ e portanto não existirá um estado de equilíbrio. A curva de densidade de
energia tem a forma mostrada na figura 2.3. Neste caso é necessário acrescentar
mais um termo à expansão.
Mesmo quando a equação (2.2) não representa a energia livre termodinâmica do
sistema, os seus pontos críticos estão relacionados com os estados de equilíbrio.
Quando as flutuações são desprezíveis, podemos estudar as transições de fase







O fato desse ponto 〈φ0〉 ser um máximo ou um mínimo local ou global depende da
temperatura através do sinal dos coeficientes da expansão.
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Figura 2.3. Densidade de energia de Landau no caso quando a4 < 0 (transição de primeira ordem).
(a) T > T∗ (b) T = T ∗
(c) Tc < T < T ∗ (d) T = Tc
(e) T0 < T < Tc (f) T < T0
Figura 2.4. Transições de fases segundo a temperatura na teoria de Landau.
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Para o caso específico em que a4 < 0, o parâmetro de ordem é um escalar e há uma
simetria de inversão, tal que só precisamos dos termos pares da expansão (2.6), as
possíveis situações são as seguintes :
— Em temperaturas maiores que a temperatura de transição, o estado 〈φ〉 = 0 é
um mínimo (fase desordenada), então necessariamente devemos ter a2 > 0 para
que a segunda derivada de (2.6) seja positiva e garantir o mínimo nesse ponto.
Em geral, se define a2 ∝ (T − T0), onde T0 é a temperatura de transição entre as
fases estável e instável. Ao minimizar (2.6) aparecem mais duas soluções além de
〈φ〉 = 0 que são reais só para uma temperatura menor que T ∗. Dadas as condições




T > T ∗ teremos um estado estável na fase desordenada, (figura 2.4(a)), enquanto
que para T = T ∗ começam aparecer dois estados metaestáveis (figura 2.4(b)).
— Abaixo de T ∗, os estados metaestáveis ganham estabilidade com a diminuição de
temperatura (figura2.4(c)) até chegar em um ponto Tc = T0 +
3a24
16a6
no qual são tão
estáveis quanto o estado uniforme (figura 2.4(d)).
— Abaixo de Tc temos dois mínimos estáveis em 〈φ〉 6= 0 e um estado metaestável em
φ = 0 (figura 2.4(e)).
— Finalmente chegamos em T = T0, que é quando o estado em 〈φ〉 = 0 vira instável
(figura 2.4(f)).
Em princípio, esta teoria é valida para pequenas flutuações do parâmetro de ordem.
Segundo o critério de Ginzburg, a aproximação de campo médio é aplicável só quando
a flutuação σφ com relação ao valor médio 〈φ〉 é menor que o próprio valor médio [22]:
σφ =
√
〈φ2〉 − 〈φ〉2< 〈φ〉 . (2.7)
Em geral o critério de Ginzburg depende da dimensionalidade, o comprimento de
correlação e da mudança no calor específico. Por exemplo, quando o parâmetro de











onde Ad é uma constante que depende só da dimensionalidade, ∆Cv é a mudança no
calor específico e ξ0 é o comprimento de correlação longe da transição. A temperatura
na qual as flutuações começam ser importantes é chamada temperatura de Ginzburg










Quando d < 4 e T → Tc, o critério não é satisfeito a menos que ξ0 seja muito grande.
Para uma transição de fase de segunda ordem, o comprimento de correlação diverge
perto da temperatura de transição como:
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ξ ∝ (T − Tc)−ν . (2.10)
O exponente de correlação ν é 12 em uma aproximação de campo médio e da ordem
de 23 na maioria dos sistemas tridimensionais [22]. Então, o critério de Ginzburg
define o intervalo de temperatura no qual a teoria de campo médio é válida.
Em transições de fase de primeira ordem, como veremos na próxima seção, a
transformação de fase ocorre mediante flutuações localizadas do parâmetro de ordem.
Nesse caso o comprimento de correlação é finito e a desigualdade (2.8) é válida para
transições de fase de primeira ordem suaves, nas quais o comprimento de correlação
é muito grande e a mudança no calor específico é finita.
2.1. Nucleação
Consideremos um sistema em equilíbrio caracterizado pelo parâmetro de ordem φ0.
Se induzimos uma transição de fase de primeira ordem por meio de uma mudança
rápida nos parâmetros externos (por exemplo campo magnético ou temperatura) tal
que o sistema não tenha tempo suficiente para reagir (“quenching”), imediatamente
após a mudança, o sistema continuará no estado φ0.
Nas novas condições, a energia possui um mínimo local em φA, próximo de φ0 e









relaxamento até atingir φA. O sistema encontra-se num estado metaestável. Para
atingir o equilíbrio estável, deve superar a barreira de energia existente entre os dois
estados. Lembrando que a curva na figura 2.5 é de densidade de energia, ao integrar
sobre o volume total, a energia necessária para que o sistema mude uniformemente é
muito alta. Portanto, é mais favorável criar bolhas ou núcleos da fase estável dentro
da fase metaestável. Estes núcleos são variações grandes e localizadas do parâmetro
de ordem. O custo energético para a sua formação tem duas contribuições: o ganho
devido ao volume V com o parâmetro de ordem da fase de mais baixa energia e o
custo de energia superficial para manter uma parede dentro da qual o parâmetro
muda desde seu valor φA fora do núcleo até φB.
Por exemplo, no caso de simetria discreta e parâmetro de ordem não conservado,




∆ER3 + 4πγR2, (2.11)
onde ∆E é a barreira de energia entre o estado metaestável e o estado estável. A
tensão superficial γ é definida como a energia por unidade de área mínima dentro
do intervalo no qual o parâmetro muda desde φA até φB. A expressão (2.11) tem um
ponto crítico em Rc = 2γ∆E . Os núcleos com raio crítico R < Rc não são energeticamente
favoráveis, enquanto que R > Rc é uma condição que minimiza energia e favorece a
nucleação.
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Figura 2.5. Curva de densidade de energia imediatamente após a mudança para os novos parâmetros
externos.
2.2. Segregação "spinodal"
Consideremos novamente um sistema no equilíbrio. Se a mudança rápida nos
parâmetros externos é tal que o estado estável vira instável, a transição de fase ocorre
mediante segregação "spinodal".
Figura 2.6. Segregação "spinodal". As regiões claras e escuras representam os lugares onde o parâmetro
de ordem corresponde às fases envolvidas na transição.
A segregação "spinodal" consiste em flutuações pequenas de longo alcance no
parâmetro de ordem. Neste caso não existe uma barreira de energia entre os dois
estados e portanto o custo de energia superficial para criar a flutuação é quase nulo
[19]. Esses domínios microscópicos crescem em padrões interconetados como os da
figura 2.6.
Um exemplo típico de sistemas onde ocorre segregação "spinodal" são as ligas










Figura 2.7. Curva de segregação "spinodal".
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turadas. Além da temperatura crítica, o estado estável é a coexistência de domínios
de ambas componentes.
Na figura 2.7 ilustramos o caso em que o parâmetro externo mudado rapidamente
é a temperatura. A curva sólida é a curva de coexistência entre a fase na qual o
estado uniforme é estável e a fase em que é metaestável. A curva pontilhada é a curva
"spinodal", que corresponde aos pontos nos quais o raio crítico da nucleação é quase
nulo. O estado inicial a uma temperatura maior que a temperatura crítica está ca-
racterizado por um parâmetro de ordem φ0. Se a temperatura, após a mudança, está
entre a curva de coexistência e a "spinodal", o estado φ0 é metaestável e a transição
de fase ocorre mediante nucleação (primeira ordem, seção 2.1). No caso em que a
temperatura leva o sistema a uma região abaixo da curva "spinodal", o estado φ0 é
instável e acontece segregação "spinodal" (transição de segunda ordem) .
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Capítulo 3
Pontos quânticos no equilíbrio
termodinâmico
3.1. A nucleação e os pontos quânticos
Do ponto de vista termodinâmico, podemos entender a formação de pontos quânti-
cos como o resultado da nucleação durante uma transição de fase de primeira ordem.
O estado inicial em equilíbrio é o substrato limpo sem cobrir. Ao depositarmos um
material semicondutor com um parâmetro de rede ligeiramente maior se forma uma
camada uniformemente comprimida que representa um estado metaestável. O novo
estado de equilíbrio é neste caso a formação de um super-cristal com todo o material
depositado. Essa configuração permite a relaxação total do parâmetro de rede (vide
figura 3.1). Como o custo de energia de formar um super-cristal de uma vez só
é muito grande, a transição se inicia mediante a nucleação de pequenas ilhas que
contribuem para a minimização da energia elástica total do material massivo. Muitas
vezes o processo não atinge o estado final da formação de um cristal só. A explicação
para esse fato pode dar-se em termos da competição entre as leis cinéticas e ter-
modinâmicas que governam o crescimento. As interações entre as ilhas, através dos
campos de tensão propagados no substrato (deformação), são também um elemento
importante. Esse conjunto de fatores modifica a estabilidade do sistema e pode levar
tanto a um conjunto de ilhas estáveis quanto ao mecanismo de amadurecimento. Este
último caso será tratado no capítulo 4. Quando as ilhas são estáveis com relação ao
amadurecimento, podemos descrevê-las usando as teorias termodinâmicas usuais
para sistemas em equilíbrio.
Figura 3.1. Relaxação do parâmetro de rede devido ao descasamento entre dois materiais semicondu-
tores.
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3.2. Energia livre mínima de Helmholtz
Uma das primeiras abordagens desse tema foi dada por Shchukin et al. [23], que
definiu a expressão para a energia livre das ilhas em termos da energia elástica de
deformação e de interação entre as ilhas.
Daruka e Barabási [14] estudaram as propriedades em equilíbrio de sistemas he-
teroepitaxiais com deformação, incorporando o crescimento da camada molhante,
formação de ilhas coerentes1 e amadurecimento2.
O modelo consiste em considerar o material depositado sobre o substrato como um
sistema em equilíbrio com um reservatório a temperatura constante. A densidade de
energia livre de Helmholtz, contém dois termos: a energia interna e a contribuição da
entropia. Desprezando esta última3, escrevemos a densidade de energia como sendo
igual à energia interna:
f(H, n1, n2, ε) = Eml(n1) + n2Eilha + (H − n1 − n2)Erip, (3.1)
sendo H a quantidade total de material depositado, n1 a quantidade de material que
está formando a camada molhada e n2 o material nas ilhas.
O primeiro termo de 3.1 representa a contribuição das n1 camadas tensionadas
dada pela integral da energia de uma camada uniformemente tensionada:
G = Cε2 − ΦAA, (3.2)
onde ε é o descasamento entre os parâmetros de rede e C é uma constante que
depende do módulo de Young e o raio de Poisson do material depositado. ΦAA é a




dn{G + ∆Φ[Θ(1 − n) + Θ(n − 1)e−
n−1
a ]}. (3.3)
Os dois últimos termos de (3.3) vêm da variação da energia de ligação dos átomos
desde o substrato até o topo da camada molhante. Devido às interações de curto
alcance entre moléculas, esta energia de ligação varia desde −ΦAB (ligação átomos
substrato-camada) na primeira camada sobre o substrato até −ΦAA. Representamos
esta situação mediante a função degrau Θ escalada pela diferença ∆Φ = ΦAA − ΦAB.4
A exponencial introduz o efeito das interações de curto alcance; a = 0 é o caso quando
as interações são desprezíveis ou não existem .
A segunda contribuição na energia livre corresponde à densidade volumétrica de
energia livre por átomo em uma ilha piramidal e a interação ilha-ilha. Assim, temos:
Eilha = gCε












1 Ilhas coerentes são aquelas que não têm defeitos.
2 Ilhas amadurecidas são aquelas nas quais há uma relaxação total da deformação
3 Para determinados valores da temperatura e características dos materiais, existem casos nos quais
a energia interna nas ilhas é mais importante do que a entropia.
4 A condição ∆Φ < 0 é necessária para que o material depositado molhe o substrato.












(c) Stranski - Krastanow
(d) Amadurecimento R2 (e) Volmer-Weber (f) Amadurecimento R3
Figura 3.2. Modos de crescimento dos pontos quânticos auto-formados.
A primeira parte vem da deformação dentro das ilhas. Devido a relaxação do
parâmetro de rede deve ser menor à energia de uma camada plana uniformemente
tensionada. Por este motivo temos colocado o pré- fator g tal que 0 < g < 1. Os ter-
mos dentro do parênteses foram escalados usando a variável adimensional x = L/L0,
sendo L o comprimento da borda da pirâmide e L0 um comprimento característico
dependente do material. O pré-fator E0 é a energia da borda de uma ilha de tamanho
L0. A energia das bordas está contida no primeiro termo dentro do parênteses. Sabe-
mos de estudos anteriores [24] que essa energia é proporcional a −LlnL, e portanto
a densidade de energia vai como lnL/L2. O termo seguinte é o resultado da soma
da interação entre os campos de deformação homoepitaxial dos átomos dentro da
ilha e heteroepitaxial ilhas-substrato (∝ εx ) e a energia das facetas (∝ 1x ). A constante
α = p (γ − ε) depende do acoplamento entre esses campos epitaxiais (p), a tensão
superficial (γ) e o descasamento (ε). Finalmente, o último termo descreve a interação
ilha - ilha mediante uma função β (n2) = bε2n
3/2
2 , b é um parâmetro ajustável. Esse
termo contém informação sobre o espaçamento entre as ilhas.
O último termo de (3.1), a energia das ilhas amadurecidas, corresponde ao limite
de (3.4) quando x → ∞.
Dado um valor da cobertura e do descasamento, é possível minimizar a energia
livre total 3.1 em função de n1 e n2, e determinar assim os modos de crescimento.
Os mínimos correspondentes a cada intervalo de valores de H e ε estão resumidos na
tabela 3.1. O diagrama de fases resultante (figura 3.3) foi feito escalando os valores C,
ΦAA e ΦAB por E0. Os valores utilizados são: a = 1, C = 40E0, ΦAA = E0, ΦAB = 1.27E0,
g = 0.7, p = 4.9, γ = 0.3 e b = 10. Esses valores são genéricos para semicondutores
e permitem criar um diagrama de fases que descreve qualitativamente o crescimento
das ilhas independente dos materiais. Para achar os valores específicos das cur-
vas que separam cada modo de crescimento no caso de um sistema determinado, é
necessário levar em conta os valores das constantes para cada material.
As características de cada modo de crescimento (vide figura 3.2) são as seguintes:
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Figura 3.3. Diagrama de fases segundo o descasamento e a cobertura[14].
— Fase FM (Frank van der Merve)
Todo o material depositado é utilizado na formação da camada molhante, não existem
ilhas.
— Fase R1(amadurecimento)
Esta situação corresponde à formação de ilhas amadurecidas com o material restante
H − n1 depois da formação da camada molhante.
— Fase SK1(Stranski-Krastranov)
O material depositado se encontra repartido entre a camada molhante e as ilhas não
amadurecidas.
— Fase R2 (amadurecimento)
Neste caso as ilhas finitas formadas na fase SK1, a camada molhante e as ilhas
amadurecidas coexistem.
— Fase VW (Volmer-Weber)
As ilhas nucleam diretamente sobre o substrato. Isto acontece para valores grandes
do descasamento quando o material depositado molha o substrato ou quando o filme
não molha o substrato independente de ε.
— Fase SK2
Para os mesmos valores de descasamento que na fase VW mas para H = Hc4, se inicia
o crescimento da camada molhante. A densidade e o tamanho das ilhas não muda
até a camada molhante estar completa. Neste ponto , começa a nucleação de ilhas no
modo SK1.
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— R3 (amadurecimento)
A formação de ilhas finitas no modo VM pára e dá lugar à formação de ilhas amadure-
cidas. Ilhas finitas coexistem com ilhas amadurecidas.
Fase H ε Mínimo
FM H ≤ Hc1(ε) 0 < ε < ε2 n2 = 0
R1 H > Hc1(ε) 0 < ε < ε1
n2 = 0
0 < n1 < H
SK1 Hc1(ε) < H < Hc2(ε) ε1 < ε < ε2
n1 6= 0
n1 + n2 = H
R2 H > Hc2(ε) ε1 < ε < ε2
0 < n1 < H
0 < n2 < H
H − n1 − n2 > 0
VW H < Hc4(ε) ε < ε2
n1 = 0
n2 = H
SK2 Hc4(ε) < H < Hc3(ε) ε2 < ε < ε3
n2 = HV W
n1 + n2 = H
R3 H > Hc4(ε) ε < ε3
n1 = 0
0 < n2 < H
Tabela 3.1. Resumo dos estados de equilíbrio segundo o modelo de Daruka-Barabási
Segundo estes resultados existe um valor crítico do descasamento a partir do qual
é possível crescer ilhas estáveis. Para valores grandes da cobertura é inevitável o
amadurecimento independente do descasamento. A cobertura crítica para a formação
de ilhas diminui quando o descasamento aumenta, o que está em concordância com
dados experimentais[25].
3.3. Estudo segundo a teoria de Ginzburg-Landau
Durante o crescimento epitaxial de filmes finos existe uma competição entre o
ganho na energia elástica relacionada à relaxação do parâmetro de ordem dentro do
filme e o custo de energia superficial. Quando estas quantidades se igualam em im-
portância formam-se rugosidades que permitem a relaxação da deformação causada
pelo descasamento. Podemos usar estas flutuações na espessura da camada para
definir um parâmetro de ordem que permita predizer a formação dos pontos quân-
ticos segundo a teoria de Ginzburg-Landau para transições de fases. No que segue
descrevemos o modelo proposto por Budiman e Ruda[10].
h(x,y)
substrato
Figura 3.4. Medida da altura da rugosidade sobre o filme plano.
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Figura 3.5. Representação da relaxação do parâmetro de ordem para uma camada uniformemente ten-
sionada [10]:(a) filme plano (φ = 0); (b) filme plano uniformemente estirado; (c) Ondulação da superfície
(φ 6= 0); (d) Deformações não consideradas neste modelo.
Por definição, as rugosidades são flutuações ao redor da altura média da camada
depositada5, medida segundo se mostra na figura 3.4 e portanto 〈h (x, y)〉 = 0. As co-
ordenadas (x, y) se referem ao plano do substrato. Como veremos depois, o parâmetro






onde ~∇h (x, y) = (hx, hy). Basicamente ele vem a ser a tangente do ângulo de inclinação
da superfície no ponto h(x, y) .
Este parâmetro de ordem contém informação sobre a mudança do parâmetro de
rede no “bulk”. Quando φ = 0 a superfície é plana. O caso φ 6= 0 significa uma
superfície ondulada por causa de uma deformação compressiva. Outros tipos de
configurações não serão consideradas (vide figura 3.5 ).
Podemos dividir a energia livre em duas partes. A primeira, correspondente à
contribuição superficial isotrópica, é proporcional à tensão superficial γ (considerada


































A segunda contribuição vem da energia elástica. Para um corpo deformado a
5 Esta altura é diferente da cobertura, a qual se mede a partir do substrato.
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densidade de energia elástica se escreve como uma expansão em potências das com-











onde sij é a componente ij do tensor de deformação. As quantidades λ e µ são as
constantes de Lamé e se relacionam com o módulo de Young E e a fração de Poisson
ν da seguinte maneira:
λ =
Eν




2 (1 + ν)
. (3.10)
Para obter-se a energia elástica total, é necessário integrar (3.8) no volume da
camada que participa na relaxação de energia. Esse volume efetivo está definido por
uma espessura l que é constante devido à suposição de equilíbrio e é igual à cobertura




Agora precisamos escrever o tensor de deformação em termos do descasamento
e o parâmetro de ordem escolhido. Com tal objetivo, consideremos uma superfície
deformada cujos pontos são dados pelo vetor:
~r = ~r0 + ~u
onde é o vetor de posição dos pontos em um filme sem deformação e ~u =
(ux (x, y) , uy (x, y) , h (x, y)) é o vetor de deformação. Obtemos o tensor de deformação
elástica sij ao calcular o elemento d2r, e ao comparar com a expressão usual da teoria















(∂iuj + ∂jui) = εδij (3.13)
onde ε é a deformação devida ao descasamento. Essa condição anula o terceiro termo
de (3.12) .
Substituindo (3.12) e (3.13) em (3.11):
Fe = l
∫ [
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onde ρ = El(1+ν)(1−2ν) e λ =
Eν
(1−2ν)(1+ν) e µ =
E
2(1+ν) .
A energia livre total é a soma de (3.7) e (3.14). Fazendo as substituições: g = γ+ρε2,











































A primeira derivada da energia livre é o potencial químico:
µ = rφ + uφ3 + wφ5, (3.17)
e seus zeros determinam os estados de equilíbrio.








Figura 3.6. Densidade de energia livre local para Ge/Si e InAs/GaAs [10].
A figura 3.6 mostra os resultados para três casos. A primeira curva corresponde
ao caso r > 0 e ε = 0. O único estado em equilíbrio é em φm = 0 correspondente a
um filme plano. No caso de Ge sobre Si e do InAs sobre GaAs o estado φ = 0 não é o
estado de mais baixa energia. Isto explica a formação de rugosidades.
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Em geral, g, u, e w são positivos. Quando r > 0 e ε < 0 o mínimo estará sempre
localizado em φm = 0. Para r < 0 e ε < 0 existem três mínimos reais:
















)2 − rw .
Segundo este modelo, a inclinação máxima para ilhas de InAs/GaAs é de φm = 0.44.
Dos dados experimentais sabemos que em geral estes materiais formam pirâmides de
base quadrada [27] cujas facetas têm um ângulo de 26◦ com respeito ao substrato.
Esta observação está em boa concordância com os resultados pois tan26◦ = 0.49.
Para Ge/Si a inclinação máxima segundo o modelo é de φm = 0.2 . Os valores
experimentais mostram inclinações de até φ ∼ 0.49 [10]. Esta sub-estimação pode ser
devida à barreira Schwoebel6 que não é levada em conta no modelo.
Figura 3.7. Diagrama de fases para o crescimento de pontos quânticos no modelo Budiman-Ruda [10].
A figura 3.7 mostra os diagramas de fase ν- φ e ε - φ . Podemos descrever o
crescimento das ilhas em termos destes diagramas da seguinte maneira:
— No início, o sistema se encontra numa região "spinodal". Por tal motivo, a su-
perfície apresenta rugosidades que são as modulações espaciais do parâmetro de
ordem segundo o descrito no capítulo 2.
— Conforme φ aumenta, o sistema entra numa fase metaestável. As ondulações
superficiais se localizam dando origem à nucleação de ilhas.
— O ponto de equilíbrio (e-p) corresponde à coexistência da camada plana com as
ilhas.
— A região crítica (c-r) correspondente a ν ≈ 0.05 geralmente não é atingida pois os
valores típicos do raio de Poisson para semicondutores estão entre 0.25 e 0.4.
Para descasamentos ε > −0.04 é possível a formação de ilhas. Este fato está em
concordância com os resultados de Daruka-Barabási, segundo os quais o cresci-
6 A barreira Schwoebel está relacionada com a energia que um átomo precisa, além da energia da
ativação da difusão na superfície, para migrar sobre um degrau ou defeito.
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mento de ilhas no modo Stranski-Krastanow é possível aproximadamente a partir
de |ε| ≈ 0.05.
Os tratamentos de equilíbrio termodinâmicos que apresentamos neste capítulo con-
seguem descrever a formação de pontos quânticos no caso em que a componente
de entropia da energia livre (de Helmholtz ou Landau respectivamente) é desprezível.
Portanto eles possuem a desvantagem da não serem aplicáveis nos casos em que a
energia cinética dos átomos que estão sendo depositados é uma contribuição im-
portante (altas temperaturas e fluxos altos). Para suprir estas deficiências seria
necessário incluir os termos associados com temperatura e entropia nas energia
livres. No caso do modelo baseado na teoria de Ginzburg-Landau isto pode ser feito in-
troduzindo a dependência na temperatura nos coeficientes r, u, w da expressão (3.16).
Por estes motivos, precisamos então de um desenvolvimento que nos permita in-
cluir os efeito da entropia no crescimento de pontos quânticos.
Capítulo 4. Amadurecimento de Ostwald 22
Capítulo 4
Amadurecimento de Ostwald
Observado pela primeira vez por Ostwald em 1896 [28], o fenômeno de amadureci-
mento de Ostwald consiste no crescimento do raio médio e na diminuição no número
total das gotas formadas a partir da nucleação de uma fase minoritária estável em
uma fase majoritária metaestável. A característica mais importante é a conservação
da fração de volume da fase minoritária.
4.1. Formalismo
4.1.1. Teoria LSW
Formalmente, a primeira teoria para amadurecimento de Ostwald se atribui a
Lifshitz, Slyozov e Wagner no início da década de sessenta [29, 30]. Eles estudaram a
cinética de precipitação em soluções sólidas super-saturadas no caso em que a fração
de volume do soluto precipitado é muito pequena. Nesta teoria de campo médio, o
processo cinético de transporte de material predominante é o intercâmbio de material
através da interface do núcleo com a solução. A interação entre núcleos é ignorada.
Segundo a equação de continuidade ou conservação de massa no estado esta-
cionário, devemos ter que ~∇· ~J = 0 quando não há nem fontes nem drenos de material
(J é a corrente de soluto) . Se usamos a Lei de Fick ~J = −D~∇C (~r), onde C (~r) é a
concentração de soluto na solução, obtemos a equação de difusão:
∇2C (~r) = 0. (4.1)
Se usamos uma aproximação de campo médio, devemos ter que:
limr→∞C (~r) = C̄, (4.2)
sendo C̄ a concentração média espacial do soluto na solução.
Para escrever a condição de contorno na interface do núcleo usamos a relação de
Gibbs-Thomson. Esta fórmula, muito usada no estudo de sistemas fora do equilíbrio,
relaciona a curvatura da ilha com a pressão de vapor do material em volta dela [31].
Para uma ilha 2D circular de raio R em equilíbrio com a concentração de soluto ao
redor, a relação de Gibbs-Thomson é:
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CR ≡ [C(~r, t)]r=R = C∞exp [2γv/(RkBT )] , (4.3)
onde C∞ é a concentração mínima necessária para saturação, γ é a tensão superficial,
v o volume atômico do soluto, kB a constante de Boltzman e T a temperatura. Quando
2γv  kBT , podemos expandir a exponencial (4.3) como:




onde usamos α = 2γvC∞kBT . A expressão (4.4) nos diz que a concentração na interface
do núcleo com a solução é maior que a concentração de saturação.
A solução de (4.1) no estado estacionário com as condições (4.2) e (4.4) é:







Segundo um argumento de balanço de massa, a taxa de variação do raio da gota










onde D é a constante de difusão na matriz, C a concentração e R o raio da gota.











A quantidade ∆sat (t) = C̄ (t) − C∞ é o grau de super-saturação da solução. Rc é o
raio crítico Rc = α∆sat para o qual o núcleo está em equilíbrio com a matriz. Se R > Rc
então dRdt > 0 e as gotas crescem. Para R < Rc acontece o contrário:
dR
dt < 0 e a gota se
dissolve. Este mecanismo permite que as gotas maiores se “alimentem” do material
doado pelas gotas que se dissolvem e assim se cumpre a conservação da fração de
volume. O grau de super-saturação da solução ∆sat (t) é função do tempo através da
mudança da concentração de soluto. Portanto o raio crítico também muda. No limite
∆sat (t) → 0 Rc (t) → ∞ o amadurecimento pára. Quando ∆sat (t) >> α temos o caso






Nesta etapa R (t) ∝ t1/2 , os núcleos se formam diretamente da precipitação do
soluto contido na matriz. Esta fase é chamada de crescimento.
Durante o amadurecimento não ocorre mais nucleação. Esta condição se reflete










Para completar as equações, é necessário também impor a conservação da massa:
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Q0 = ∆0 + q0 = ∆sat + q, (4.9)
(Q0 é a super-saturação inicial, q0 volume inicial do material nos núcleos e ∆0 é o grau
de super-saturação inicial). A equação (4.9) reflete o fato de que a mudança no grau
de super-saturação deve ser compensada pela mudança da quantidade de material





f (R, t) R3dR (4.10)









f (R, t)R3dR. (4.11)
Um dos resultados mais importantes da teoria LSW, é a predição da evolução do
raio médio das partículas para tempos muito longos (t → ∞, solução assintótica).
Resolvendo as equações (4.7), (4.8), (4.10) e (4.11) nesta aproximação, o raio médio
definido como R̄ =
∫
Rf (R, t) dR/
∫







Portanto, o volume segue a relação (para gotas esféricas):
V̄ ∝ R̄3 ∝ t. (4.13)
A densidade média das partículas vai com o inverso do volume:
N ∝ t−1. (4.14)
Neste mesmo limite assintótico, a função de distribuição de tamanhos é:









é uma função de distribuição escalada.
Os efeitos da deformação, ordenamento cristalino e diferenças de morfologia dos
núcleos podem ser incluídos nesta teoria. No caso da deformação, as constantes
C∞,D, α são substituídas por constantes efetivas que levam em conta a diferença da
energia elástica dentro e ao redor do núcleo, o módulo de Young e o raio de Poisson. O
ordenamento atômico é introduzido através do seu efeito na constante de difusão en-
tre as sub-redes dentro do núcleo. Define-se então uma constante de difusão efetiva
em função das constantes de difusão nas diferentes sub-redes. A forma dos núcleos,
para tempos longos, parece tender à geometria mais estável e portanto estes efeitos
não são apreciáveis nesta aproximação. Em general, Lifshitz e Slyozov demonstram
em [32] que as conclusões qualitativas apresentadas em [29] não são afetadas por
estas considerações.
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4.1.2. Outras teorias
Em 1967, Chakraverty [33] estendeu a teoria LSW para o caso de partículas em
filmes finos durante um processo de “annealing”. No estado estacionário a corrente
de átomos que se aderem ao núcleo mediante difusão na superfície deve ser igual à
corrente devida ao intercâmbio através da interface. Quando este último modo de
transporte de material é mais rápido do que o primeiro, a difusão na superfície é












onde As é um parâmetro que depende da temperatura, tensão superficial, constante
de difusão das moléculas na superfície e geometria dos núcleos.
Segundo esta aproximação, o crescimento do raio médio das partículas é dado por:
R̄ ∼ t1/4,
e portanto
V̄ ∼ t3/4 e N ∼ t−3/4. (4.17)
As teorias mencionadas anteriormente foram desenvolvidas para casos nos quais
a fração de volume da fase minoritária é muito pequena. Porém, ela é difícil de com-
provar experimentalmente pois na prática as frações de volume são muito maiores.
Visando solucionar esse problema, outras teorias foram desenvolvidas.
4.1.3. Teoria de campo médio com blindagem.
J. Hua Yao e colaboradores [34] fizeram uma teoria de campo médio, para dimen-
são arbitrária d ≥ 2, na qual incorporaram efeitos de blindagem entre os núcleos.
Esses efeitos surgem porque algumas gotas servem como dreno de material e ou-
tras como fonte, em semelhança com as linhas de campo em um sistema de cargas
elétricas. Com tal fim, se utiliza uma analogia com o fenômeno de blindagem de
Thomas-Fermi no gás de elétrons de um metal. Para cada núcleo, a mudança no
volume é proporcional à diferença de concentração na interface gota -matriz e à con-
centração média na matriz. As equações resultantes têm solução analítica e levam a
dois resultados importantes.
Para simplificar as equações, usam-se variáveis adimensionais:
— Comprimento característico: lc =
(d−1)γv
kBT




— Concentração adimensional: C (~r) = [C(~r)−C∞]C∞
No limite estacionário, a equação fundamental de difusão é (ver apêndice A):
Capítulo 4. Amadurecimento de Ostwald 26
∇2C (~r) = a
N∑
i=1
Biδ (~r − ~ri) , (4.18)
O lado direito de (4.18) é a soma das contribuições de cada uma das N gotas na
concentração. Algumas delas são fontes de material e outras são drenos. Isto está
representado pelo coeficiente Bi para cada i-ésima gota localizada em ri. O pré-fator,
a = 2πd/2/Γ (d/2) é de caráter geométrico. As deltas δ (r − ri) são a garantia de que
as gotas estão fixas no espaço e muito separadas em comparação aos raios. Temos
neste caso mais uma condição necessária para a conservação da massa:
N∑
i
Bi = 0 (4.19)




e limr→∞C = C̄ (4.20)
Escrevemos o argumento de balanço de massa como sendo que a variação no









~J · n̂dσ, (4.21)
onde Si é a superfície da i-ésima gota, n é um vetor unitário normal à superfície,
w = πd/2/Γ (d/2 + 1)1. Usando a Lei de Fick J = −∇C e transformando a integral de
















Para incorporar o efeito das N-1 gotas sobre a i-ésima, fazemos uma analogia
com a blindagem de Thomas-Fermi para o gás de elétrons. Assim, para cada gota,
a mudança no volume depende do gradiente da concentração devido à presença de











C̄ − C (Rj)
]
. (4.24)
Aqui, Iint (Ri, Rj) é a matriz de interação, a qual é reduzida a Iint (R, R′) = I (R) δR,R′ ,





C̄ − C (Ri)
]
. (4.25)





(volume da bolha) = fluxo de material entra ou sai da bolha
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Segundo (4.25), a taxa de crescimento de gota é proporcional à diferença da con-
centração no limite da gota e a concentração média no meio.
Mediante uma aproximação de campo médio no estado estacionários (vide Apêndice





















(G é a função de Green que resolve a equação de difusão na aproximação de campo






f (R, t) /G (R/ζ, R) dR, (4.28)





Rdf (R, t) dR = Φ (4.29)
As equações (4.8), (4.27), (4.28) e (4.29) têm soluções analíticas detalhadas na
referência[34]. Em resumo, a equação para a evolução do raio médio é:
R̄ (t) =
[
R̄3 (0) + K (Φ) t
]1/3
. (4.30)
A expressão (4.30), onde K (Φ)é uma função monótona crescente de Φ, é indepen-
dente da dimensão, de tal forma que, para Φ → 0, recuperamos o resultado da teoria
LSW.
Em geral o efeito de incorporar a fração de volume é o alargamento da distribuição
de tamanhos com respeito ao caso LSW.
4.2. Evidência experimental de amadurecimento em ilhas
semicondutoras
A teoria de Daruka-Barabási [14] sobre o equilíbrio termodinâmico para ilhas
prediz o amadurecimento das ilhas para coberturas muito altas. Porém, as teorias de
amadurecimento mais conhecidas e desenvolvidas não levam em conta o efeito dos
campos de deformação, fator determinante na nucleação dos pontos quânticos. Por
exemplo, na teoria original LSW a incorporação da deformação não modifica qualita-
tivamente os resultados [29, 32].
No que segue apresentaremos observações experimentais da evolução de conjun-
tos de ilhas para diferentes sistemas, feitos com a finalidade de determinar primeiro
a estabilidade com relação ao amadurecimento.
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Figura 4.1. Observações da evolução temporal da densidade e distribuição de tamanhos em uma amostra
de pontos quânticos de CdSe/ZnSe a 370◦C[7].
4.2.1. O efeito dos campos de deformação
O grupo de Lee et. al.[7] estudou a dinâmica de amadurecimento de ilhas de
CdSe/ZnSe acompanhando sua evolução com medidas de AFM (do inglês “Atomic
Force Microscopy”). As amostras foram crescidas por MBE a 370◦C e com um fluxo de
deposição de 0.025 ML/s .2 A transição de ilhas 2D para ilhas 3D aconteceu quando
o material depositado equivalia a 2.5 -3.0ML. Este valor foi determinado a partir do
sinal de RHEED (do inglês “Reflection High Energy Electron Difraction”).
Imediatamente após a deposição de 3ML a imagem de AFM mostrou uma den-
sidade de ilhas de 2 × 109cm−2. As observações feitas durante várias horas reve-
laram o crescimento de algumas ilhas e diminuição de outras, dados que sugerem
amadurecimento (figura 4.1). Para fazer um estudo mais quantitativo, se acompa-
nhou a evolução individual de algumas ilhas. Na figura 4.2 vemos como as ilhas clas-
sificadas como maiores (círculos) crescem enquanto que as menores (triângulos) de-
crescem. As ilhas com tamanhos intermediários (quadrados) crescem até o momento
em que viram ilhas menores (quando as ilhas menores, representadas com triângu-
los, acabam) e começam a decrescer. As curvas da figura 4.2 são auto-semelhantes,
característica predita no amadurecimento de Ostwald (vide equação (4.15)). Pode-
mos descrevê-las usando a mesma função com as escalas apropriadas de tempo e
diâmetro.
Neste exemplo, os dados da densidade em função do tempo podem ser ajustados
usando a predição da teoria LSW (N ≈ t−1). Este resultado não era o esperado pois
2 Um fluxo baixo é importante para que o processo de crescimento seja o mais próximo possível ao
equilíbrio[6].
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Figura 4.2. Evolução temporal de ilhas individuais para três tamanhos: ilhas grandes, intermediárias e
pequenas [7].
Figura 4.3. Curva qualitativa para a energia de nucleação das ilhas de CdSe/ZnSe[7].
não reflete o efeito da deformação. A explicação está na uniformidade das ilhas ime-
diatamente após a formação. Segundo o exposto nos capítulos 2 e 3, para formar
uma ilha estável seu volume precisa ser maior que volume crítico para nucleação. Ao
levar em conta a deformação, a energia de nucleação (vide seção 2.1) tem um mínimo
local depois desse volume crítico de nucleação (vide figura 4.3). Portanto a nucleação
continua até a maioria das ilhas atingir esse estado de meta-equilíbrio. Assim se ex-
plica a uniformidade de tamanhos. As flutuações provocadas pela difusão de material
fazem com que as ilhas saiam do estado metaestável e comecem a amadurecer. Esta
região da curva de energia é igual à correspondente parte da curva sem deformação.
Por isso os dados obtidos durante o amadurecimento podem ser ajustados sem ter
que levar em conta explicitamente a deformação.
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4.2.2. Outros fatores influentes no amadurecimento de ilhas semicondutoras
Além do amadurecimento, existem diversos processos que podem afetar a dis-
tribuição de tamanhos de um conjunto de ilhas após a deposição de material. Por
exemplo, a coexistência de diferentes formas dentro do estado de equilíbrio termo-
dinâmico e a inter-difusão dos átomos do substrato na camada depositada são fatores
que competem com a natureza cinética do amadurecimento. A predominância de um
processo sobre outro depende fortemente das condições (tempo, temperatura) nas
quais a amostra é deixada em repouso.
Com o objetivo de determinar qual o mecanismo que domina a evolução da dis-
tribuição de tamanhos e formas, Kamins et al.[6] estudaram com AFM amostras de
ilhas de Ge/Si durante tratamentos térmicos em diferentes temperaturas e para di-
versas coberturas. As temperaturas foram escolhidas para dar ênfase à região na
qual se tem mais evidência experimental de amadurecimento.
Para uma temperatura de 600◦C e uma cobertura de 6 ML (figura 4.4), inicialmente
se observam só pirâmides. A densidade de pirâmides decai devido à transformação
das ilhas em domos. O volume médio dos domos cresce com o tempo mas não com a
dependência temporal V ∝ t−1 (LSW) ou V ∝ t−3/4(Chakraverty) próprias das teorias
de amadurecimento. O aumento do volume inicial total das ilhas pode ser explicado
a partir da migração de átomos da camada molhante para as ilhas. Este fluxo de
material contribui para a transição pirâmide - domo, e complica a interpretação do
amadurecimento. As teorias usuais de amadurecimento não levam em conta a dife-
rença de estabilidade com relação ao desprendimento devida à geometria da ilha. Este
aspecto é importante no caso da competição entre pirâmides e domos. Devido a suas
arestas afiadas, as pirâmides são mais propensas ao desprendimento de átomos do
que os domos e por isso se favorece o crescimento destes últimos. O fato da taxa de
crescimento do volume dos domos ser menor do que prediz a teoria, indica que existe
uma barreira à adesão associada ao tamanho da ilha.
Para uma cobertura maior (11 ML) ainda a 600◦C (figura 4.5), observamos que o
volume total das ilhas permanece aproximadamente constante o que sugere que a
camada molhante já era estável antes do tratamento térmico. Neste caso o estado
inicial é uma coexistência de domos e pirâmides. Durante o amadurecimento, alguns
dos domos menores se encolhem e ocorre a transição inversa de domo para pirâmide.
Isto explica o aumento do número de pirâmides visto em alguns pontos do gráfico.
Se observa aumento do volume dos domos, mas como no caso anterior, a taxa de
crescimento não concorda com as teorias de amadurecimento.
No caso de uma cobertura de 11 ML a uma temperatura de 650◦C (figura 4.6) o
comportamento observado é muito diferente. Inicialmente a maioria das ilhas são
domos que durante o tratamento térmico se transformam em pirâmides. Porém, o
tamanho dessas pirâmides é maior que o esperado para ilhas estáveis piramidais de
Ge puro. Uma analise de raios X feito também pelo grupo do Kamins[6] confirmou
a presença de Si em uma concentração maior que a esperada para a inter-difusão
de Si em Ge sem deformação. Isto pode significar que de alguma maneira o campo
de deformação gerado pela ilha induz a difusão de Si em Ge. A inter-difusão do Si
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Figura 4.4. Resumo da evolução de ilhas de Ge/Si para uma cobertura de 6 ML a 600 ◦C[6].
Figura 4.5. Resumo da evolução de ilhas de Ge/Si para uma cobertura de 11 ML a 600
◦C[Kamins(1999)][6].
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Figura 4.6. Resumo da evolução de ilhas de Ge/Si para uma cobertura de 11 ML a 650 ◦C[6].
do substrato no Ge das ilhas é um fato que foi comprovado experimentalmente por
Magalhães-Paniago et al. [45] usando espalhamento anômalo de raios X.
O volume total médio das ilhas permanece quase constante, o que indica estabili-
dade da camada molhante.
Em resumo, estas observações experimentais sugerem a presença de dois fatores
que fazem com que a taxa de crescimento do volume das ilhas seja menor que a
esperada. O primeiro deles é um equilíbrio químico entre pirâmides e domos e o
segundo é a existência de algum tipo de barreira de adesão que aumenta com o
tamanho da ilha. Outros elementos, como a instabilidade da camada molhante e a
inter-difusão de Si no Ge, dificultam o estudo sobre a predominância de um fator
sobre outro.
4.2.3. Incorporação das interações elásticas na teoria de amadurecimento
Na seção 4.2.1 falamos sobre um experimento no qual a deformação não afeta a
dinâmica de amadurecimento. Porém, no caso de densidades altas, as interações
entre as ilhas ocorrem mediante os campos de deformação gerados por cada uma
delas. Para observar esses efeitos o grupo de Floro et al.[8] estudou ilhas de Si0.8Ge0.2
crescidas por MBE a 755◦ C. Na figura 4.7 vemos uma amostra típica deste tipo de
ilhas, imediatamente após a deposição e 40 minutos depois. Inicialmente, as ilhas
cobrem entre 70% e 80% da superfície do substrato.
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Figura 4.7. Amadurecimento de ilhas de Si0.8Ge0.2 para um tempo de 40 minutos [8].
A evolução das ilhas foi estudada em duas situações: com fluxo e sem fluxo,
figura 4.8(a). Em ambos os casos, se observa um amadurecimento no sentido do
aumento do volume e diminuição da densidade. Porém, tanto na presença como na
ausência de fluxo, o volume não aumenta linearmente como predito pelas teorias de
amadurecimento. No primeiro caso o crescimento é super-linear (a segunda deriva é
positiva) e no segundo é sub-linear (segunda derivada negativa). No crescimento sem
amadurecimento com fluxo constante a densidade devia ser constante, comporta-
mento não obedecido pelos dados experimentais pois eles apresentam uma curvatura
negativa.
Para tentar explicar essas discordâncias, se adicionaram dois elementos na teoria.
O primeiro passo foi introduzir um fluxo constante de depositação de material durante




f (V, t) V̇ = F. (4.31)









O potencial químico ∆µ∗é um potencial químico de campo médio determinado ao
substituir (4.32) em (4.31). A função de distribuição f (V, t) é obtida numericamente
da equação de continuidade (4.8). Os resultados se mostram na 4.8 (b) para vários
valores do fluxo. Para efeitos de comparação, se incluiu o caso F=0, que corresponde
à teoria usual de amadurecimento. Vemos nos gráficos que a presença do fluxo não
explica os dados experimentais.
A segunda consideração foi incluir as interações de deformação no potencial quími-
co. Isso foi feito mediante um termo dependente da fração de cobertura da superfície
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(a) (b)
(c)
Figura 4.8. Evolução de ilhas de Si0.8Ge0.2 : (a) Dados experimentais; (b) Teoria com fluxo; (c) Teoria com
fluxo e deformação [8].
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do substrato. Para determinar a sua forma, se realizou um cálculo de diferenças
finitas da energia de interação de deformação em função da cobertura. O resul-
tado se mostra na figura 4.8(c). Os círculos são os pontos calculados teoricamente
re-escalados para comparar com os dados. Neste caso os pontos teóricos reproduzem
qualitativamente o comportamento observado experimentalmente.
Conclui-se que no caso de amostras com densidades altas, as interações elásticas
por meio dos campos de deformação são um fator importante no amadurecimento.
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Capítulo 5
Modelagem fora do equilíbrio: aproximações
cinéticas
As aproximações abordadas nos capítulos anteriores estão baseadas na suposição
de equilíbrio termodinâmico ou, no caso das equações hidrodinâmicas, na proxi-
midade do equilíbrio termodinâmico. Acontece que quando o fluxo de deposição é
muito rápido com relação aos processos que governam a física de nucleação das
ilhas, este argumento não é adequado para descrever os fenômenos observados. As
teorias desenvolvidas dentro desse contexto não são aplicáveis pois o sistema não
se encontra nunca em equilíbrio [9]. Também é importante notar que nos modelos
termodinâmicos a componente entrópica da energia livre é desprezada. Isso faz com
que o tratamento perca a generalidade. Nesse ponto se torna necessário um estudo
mais fenomenológico que vise descrever o crescimento como resultado da competição
dos vários processos de reação-difusão em escala atômica. Em outras palavras, pre-
cisamos de uma descrição cinética do crescimento que pode ser feita mediante as
equações de reação-difusão que descreveremos neste capítulo.
5.1. Equações de reação difusão
Os monômeros são as únicas espécies com mobilidade. O átomo que vem do fluxo
de depositado pode encontrar-se nas seguintes situações [38]:
— Ser adsorvido pelo substrato e converter-se num monômero móvel que se difunde
na superfície.
— Ser capturado diretamente pelo substrato ou por um conjunto de átomos que já
estão fixos e perder a mobilidade.
— Encontrar-se com outro átomo móvel e formar um dímero.
— Ao difundir-se na superfície, pode ser capturado por adesão a um conglomerado
de átomos.
— Escape dos átomos das bordas dos conglomerados
— Inter-difusão com os átomos do substrato
— Evaporação
Nós estaremos interessados em um modelo que leva em conta os primeiros 5 pontos
da lista anterior, ilustrados na figura 5.1.
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(a) (b) (c)
(d) (e)
Figura 5.1. Processos atômicos:(a)Difusão; (b)Captura direta; (c)Colisão; (d)Adesão; (e) Desprendimento.
As equações de reação difusão descrevem a taxa de variação da concentração su-
perficial de monômeros e de grupos de átomos (ilhas) segundo as possíveis reações.
Por exemplo, o número de monômeros por unidade de área deve diminuir por causa
da captura, formação de dímeros e adesão. Em compensação, ele aumenta por causa
do fluxo de átomos sendo depositados e pelo desprendimento de monômeros das
ilhas. Quais reações são levadas em conta e a expressão usada para descrevê-las
depende do modelo. Uma condição importante é a conservação do número total de
átomos, segundo a qual se Ntomos é o número de monômeros mais o número de




5.2. Difusão de átomos sobre superfícies
Para descrever a difusão de um átomo sobre uma superfície podemos falar em
termos de uma partícula clássica em um potencial que representa o arranjo atômico
dos átomos do substrato. Existem algumas posições intersticiais que correspondem
a um mínimo de energia. Para ir de um mínimo para outro, o átomo deve ultrapassar
a barreira de energia entre as duas posições.
Na figura 5.2 se mostra o potencial para uma superfície lisa e homogênea. A
constante de difusão é construída a partir da Lei de Arrhenius:
D = D0e
−ED/kBT . (5.2)
Quando ED >> kBT a constante de difusão é muito pequena, o átomo não tem
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Figura 5.3. Barreira de energia de Schwoebel para a migração vertical.
energia suficiente para mudar de lugar. Quando ED << kBT então D ≈ D0 e temos
difusão. Por este motivo dizemos que a difusão é um processo termicamente ativado.
O pré-fator D0 está relacionado com a freqüência vibracional dos átomos.
D0 = a
2ν0 (5.3)
(a2 é a área da região na qual estamos considerando a difusão).
O valor de ν0 não é mais que a freqüência correspondente ao comprimento de onda





Se a superfície não for plana, como no caso da existência de degraus, o potencial
tem um vale mais profundo devido à atração lateral entre os átomos. Isto faz com que
a barreira de potencial para o átomo migrar sobre o degrau seja maior (vide figura
5.3) . Esta diferença de energia é conhecida como a barreira Schwoebel [35].
Fatores como a deformação podem modificar a difusão. Por exemplo, no caso típico
de crescimento heteroepitaxial de ilhas, o deformação é compressiva dentro delas e no
substrato ao seu redor, e expansiva nos outros pontos do substrato. Se a deformação
inibe a difusão, o crescimento de ilhas grandes será afetado por esses campos de
deformação. Há evidência de que a barreira de difusão é uma função não monótona
da deformação com um máximo para deformação compressiva e diminuindo para
deformação expansiva [36].
Daqui para frente, trabalharemos sempre em unidades do parâmetro de rede, de
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maneira que a nossa constante de difusão será a constante de difusão da equação
(5.2) dividida por a2.
5.3. Caso simples: difusão de monômeros
Com o objetivo de ter um melhor entendimento da fenomenologia do modelo, es-
tudamos inicialmente a equação de difusão de monômeros.
Seguindo [37], consideremos a equação de reação - difusão de monômeros restrita



















Esta é uma equação não linear na população de monômeros n1. O significado de
cada termo é o seguinte:
1 =⇒ difusão livre ;
2 =⇒ átomos depositados se transformam em átomos adsorvidos móveis. A proba-
bilidade disto acontecer depende do número de sítios mais próximos que já estão ocu-
pados. Se m é o número de posições possíveis, Fmn1 (~x, t)é o número de monômeros
capturados pelos vizinhos próximos;
3 =⇒ átomos depositados formam dímeros ao serem capturados diretamente pelos
átomos nas posições m;
4 =⇒ dois átomos adsorvidos móveis formam dímeros e perdem a mobilidade.
A quantidade σ (t) é chamadas de constante de captura e mede a eficiência com
que um monômero ou um agrupamento de átomos captura átomos móveis. Podemos
determiná-la através de um cálculo numérico auto-consistente. Porém, para simpli-
ficar os cálculos, a supomos constantes pois no caso no caso de monômeros, σ (t)
pode ser é da ordem de 1 [38, 37, 40]. Para lidar com o termo não linear, usamos o
esquema, ilustrado na figura 5.4. Iniciamos com o valor inicial n1 (~x, t). Para n1 (~x, 0)
usamos uma condição aleatória. Definimos um potencial V1 = −2σ (t) D 〈n1〉 e substi-
tuímos em (5.5). O passo seguinte é usar um método de diferenças finitas para achar
os valores n1 (~x, t + dt). Neste caso escolhemos o método de Crank-Nicolson [39] que
reduz a equação (5.5) a um sistema de equações tridiagonal. Com a solução obtida,
calculamos um potencial V2 = −2σ (t) D 〈n1 (t + dt)〉. Se V1 e V2 são iguais dentro
da tolerância definida e segundo o critério χ2 = (V1−V2)
2
V1+V2
< tol [39] , procedemos a
calcular o próximo passo. Se não, começamos o esquema auto-consistente usando
V2.
Na figura 5.5 apresentamos os resultados para o caso no qual a constante de
difusão não é função nem do tempo nem da posição. Para facilitar a compreensão
dos resultados, usamos a variáveis adimensionais D0 = DF e θ = Ft. As regiões
vermelhas representam concentrações mais altas enquanto que as azuis são concen-
trações mais baixas. A escala entre cada um dos gráficos está adequada segundo os
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PSfrag replacements
n1 (x, t)
V1 = −2σD 〈n1 (t)〉
n1 (x, t + dt)





n1 (x, t) ↔ n1 (x, t)
Figura 5.4. Esquema auto-consistente.
valores máximos e mínimos de cada conjunto de dados. Vemos que para os casos
onde a difusão é muito maior do que o fluxo1, se atinge uma distribuição homogênea
em pouco tempo. No caso oposto, é necessário depositar mais material para obter
uma cobertura uniformemente distribuída.Porém, também observamos que no caso
θ = 0.5ML a distribuição aparenta ser uniforme, situação que corresponderia a uma
camada completa (θ = 1 ML) . Esse fato nos leva pensar que a descrição feita segundo
(5.5) não é suficiente para descrever a difusão de monômeros.
Nos casos mais gerais, como veremos nas próximas seções, a constante de captura
de uma ilha que contem s átomos depende do tamanho da ilha, e das concentrações
das outras espécies (ns, s=2,3,4...). Se na equação (5.5) incluímos a formação de
grupos de mais de dois átomos e os processos de desprendimento, precisaríamos es-
crever também as equações para os dímeros, trímeros e assim por diante. O resultado
final é um conjunto de equações diferenciais acopladas no tempo e no espaço. Assim
a determinação numérica das constantes de captura é computacionalmente muito
mais custosa. Precisamos então de um método analítico aproximado que nos permita
calcular os σs (t). Deste ponto de vista, uma aproximação de campo médio simplifica
o acoplamento entre as equações de reação-difusão.
5.4. As constantes de captura
As constantes de captura relacionam o fluxo de monômeros através da borda de
uma ilha com a quantidade média de monômeros nos sítios mais próximos (fluxo
entrante) e a quantidade de átomos que escapam da ilha2.
1 Lembrando que por estarmos usando a constante de difusão em unidades do parâmetro de rede, a
quantidade D/F é adimensional.
2 Escape é diferente de desprendimento. Uma átomo pode desprender-se e ser re-capturado pela
mesma ilha.
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(a)
(b)
Figura 5.5. Exemplos de difusão de monômeros para diversos valores de D/F do material depositado: (a)
D0 = 10.0, θ = 0.25 (b) D0 = 10.0, θ = 0.25 ML
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(c)
(d)
Figura 5.6. Exemplos de difusão de monômeros para diversos valores de D/F do material depositado:
(c)D0 = 0.01, θ = 0.5 (d)D0 = 1.0, θ = 0.5.
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∂n1 (~x, t)
∂t
= (n1)capturados − (n1)desprendidos .











O lado esquerdo da equação acima é o fluxo macroscópico através da borda da
ilha. Do lado direito temos a contribuição da adesão de monômeros e a contribuição
de desprendimento. Para obter esta última contribuição, multiplicamos a taxa de
escape τ−1s pelo número médio de ilhas de s + 1 átomos e logo dividimos por 〈ns〉 para
isolar a taxa média por ilha.











onde ωsé a taxa de desprendimento e a é o parâmetro de rede. Note que n1 (Rs) = 0
pois na borda da ilha não tem átomos livres.
Para usar (5.6) e (5.7) precisamos primeiro estabelecer a relação entre n1 (~x, t)
e 〈n1 (t)〉. É neste ponto que usamos a aproximação de campo médio da seguinte
maneira [16]:
1. Escrevemos a equação mais simples possível para a difusão dos monômeros :
∂n1 (~x, t)
∂t
= D∇2n1 (~x, t) + J − Dξ−2n1 (~x, t) . (5.8)
A variável ξ tem unidades de comprimento. Ela representa a distância média que
um monômero viaja antes de ser capturado (o caminho livre médio). J é a fração de
monômeros que não foram capturados diretamente ao serem depositados e portanto
são os únicos que verdadeiramente contribuem à equação de reação-difusão.




= D∇2 〈n1 (t)〉 + J − Dξ−2 〈n1 (t)〉 . (5.9)
3. No estado estacionário temos que ∂∂t (n1 (~x, t) − 〈n1 (t)〉) = 0 na aproximação de
campo médio, e portanto:
∇2n1 (~x, t) − ξ−2 (n1 (~x, t) − 〈n1 (t)〉) ≈ 0. (5.10)
Esta é uma equação de Helmholtz cuja solução é:
n1 (~x, t) = 〈n1 (t)〉 − AK0 (r/ξ) (5.11)
onde Ki é a função modificada de Bessel de i-ésima ordem e A é uma constante
determinada pelas condições de contorno.
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Com o objetivo de achar A, escrevemos (5.7) em termos da concentração neq
1
de










· 〈ns+1 (t)〉〈ns (t)〉
(5.12)







= 2πD [n1 (Rs) − neq1 ] . (5.13)
Substituindo (5.11) em ambos lados de (5.13) temos que:
A =
ξ (〈n1 (t)〉 − neq1 (Rs))
K0 (Rs/ξ)
. (5.14)










(〈n1 (t)〉 − neq1 ) . (5.15)
Comparando com (5.6) concluímos que:











Aqui é clara a diferença entre a taxa de desprendimento e a de escape. Esta última
inclui σs−1 para levar em conta a possibilidade do átomo ser recapturado.
Como tínhamos antecipado na seção anterior, σs depende do tamanho da ilha
e do caminho livre médio dos monômeros, por isso temos denotado σs (Rs/ξ, t). Para
determinar ξ precisamos primeiro fazer um modelo com as reações envolvidas e assim
escrever as respectivas equações de reação-difusão.
5.5. Crescimento irreversível de sub-monocamadas
Começaremos pelo caso mais simples: crescimento irreversível de ilhas de uma
camada de altura (2D). Desprezaremos os processos de desprendimento, 1τs = 0. Se-
gundo [15], as reações envolvidas são:
— Adesão de monômeros a ilhas de s átomos, cuja taxa deve ser proporcional ao
número de monômeros disponíveis, número de ilhas e a constante de captura:
RA,s = σs (Rs/ξ, t) D 〈n1 (t)〉 〈ns (t)〉 . (5.18)
— Captura direta de átomos por ilhas com s átomos. Essas taxas são:
RC,s = Fκs 〈ns (t)〉 (5.19)
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O número κs é uma constante que contém informação sobre a geometria das ilhas.
Por estar associado à captura direta, vem a ser uma espécie de seção de choque
efetiva:
κs ≈ s2/df ,
onde df é a dimensão fractal das ilhas. Para uma ilha com s átomos é:
Rs = αs
1/df .
Para ilhas circulares, df = 2 e α = 1/
√
π .
Neste caso, a quantidade de átomos móveis é aumentada somente pelo fluxo.
Além disso, perde-se dois átomos móveis por cada dímero formado, dois por adesão
monômero-monômero, um por cada adesão a ilhas e um por cada captura direta




= F − 2RA,1 −
∞∑
s=2




Já para a densidade de ilhas com s átomos , com s ≥ 2, a equação é:
d 〈ns (t)〉
dt
= RA,s−1 − RA,s + RC,s − RC,s−1. (5.21)
Em analogia com a equação (5.20), temos processos que contribuem para aumen-
tar 〈ns (t)〉:
— adesão de monômeros a ilhas de s-1 átomos,
— captura direta de monômeros por ilhas de s − 1átomos.
Os outros termos:
— adesão de monômeros a ilhas de s átomos, que se tornam ilhas com s+1 átomos e
— captura de monômeros por ilhas de s átomos,
fazem com que ns diminua.
Conhecendo a equação de reação - difusão é possível especificar as quantidades ξ
e J. Quando r → ∞ deve verificar-se que n1 (r) → 〈n1 (θ)〉. Comparando (5.8) com a
equação (5.20) neste limite, podemos identificar ξ e J :
ξ−2 = 2σ1 (Rs/ξ, t) 〈n1 (t)〉 +
∞∑
s=2





J = F −
∑
s=1
κs 〈ns (t)〉 .









= 2σ1 〈n1 (t)〉 +
P∞




t + dt → t + 2dt
(ξ1 − ξ2)
2
< tolξ1 ↔ ξ2
Figura 5.7. Esquema auto-consistente para achar os valores de σs
As equações (5.20) e (5.21) formam um conjunto de equações diferenciais acopladas.
Para resolvê-las é suficiente aplicar um algoritmo de diferenciação finita simples como
o Método de Euler [39]. Por causa da dependência mútua entre σs (ξ, t) e ξ (σS , t) deve-
mos usar um esquema auto-consistente dentro de cada passo 〈ns (t)〉 → 〈ns (t + dt)〉.
Para um vetor dado de 〈ns (t)〉, com s ∈ [1, smax],designamos um valor inicial para o
caminho livre médio e a partir dele calculamos as constantes de captura. O passo
seguinte é calcular novamente ξ e comparar com o inicial. Se eles forem iguais den-
tro da tolerância definida, o ciclo de auto-consistência acaba e usamos os valores
σs (Rs/ξ, t) assim obtidos para resolver as equações. Se esse não é o caso, começamos
o esquema usando sempre o último ξ calculado. O esquema de auto-consistência está
ilustrado na figura 5.7. Em geral, é útil substituir a constante de difusão pela variável
adimensional D/F para não ter que dar valores específicos para D e F. Também, o
tempo é escalado usando a relação com a cobertura θ = Ft. Assim, falar em tempo é
equivalente a falar em cobertura.
Para comparar com os resultados mostrados na referência [15], calculamos a den-
sidade de monômeros e a densidade total de ilhas (definida como N =
∑
s=2 ns) para
três valores diferentes de D/F : 105, 107, 109 e para uma cobertura de 0.4 ML. A figura
5.8(a) mostra nossos resultados que se comparam bem com os resultados do grupo
de Bales [15]. Neste gráfico podemos ver como no inicio o número de monômeros
cresce quase linearmente com o tempo. Quando começa a nucleação de ilhas (s ≥ 2)
a densidade de monômeros adquire uma curvatura negativa e começa decair. Isto
significa que tanto os átomos que estão sendo depositados continuamente e os que
estão se difundindo na superfície estão sendo aderidos às ilhas. Também vemos que
a densidade total de ilhas parece estabilizar-se perto de 0.4 ML. Por último, observa-
mos que quanto maior é a razão D/F maiores as densidades, mas o comportamento
qualitativo das curvas é o mesmo.
Na figura 5.8(b) mostramos o efeito da cobertura na distribuição de tamanhos. O
tamanho médio das ilhas aumenta com a quantidade de material depositado, assim
como a largura da distribuição. Podemos interpretar este resultado lembrando que o
material depositado contribui para o crescimento de algumas ilhas, enquanto outras
ficam com o tamanho correspondente às distribuições para coberturas menores.
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Densidade em função da cobertura  
df=1.72   α=1.0   ssmax=300
Ü
Ü
(a) Comparação das densidades de monômeros n1 com a densidade total de ilhas N.


















Distribuição de tamanhos das ilhas 
df=1.72  α=1.0  ssmax=300  
(b) Distribuição de tamanhos para diferentes coberturas.
Figura 5.8. Resumo de resultados para o modelo de crescimento irreversível.
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5.6. Crescimento reversível de sub-monocamadas
Consideremos agora um modelo no qual o desprendimento e escape de átomos nas
bordas das ilhas é permitido, como o mostrado em [16].
A taxa de desprendimento deve ser proporcional ao número de ilhas e a taxa de





A equação (5.20) tem agora duas contribuições positivas devido ao escape:
d 〈n1 (t)〉
dt
= F − 2RA,1 −
∑
s=2
RA,s − 2RC,1 −
∑
s=2




Quando um átomo escapa de uma ilha s + 1 contribui positivamente para taxa
de crescimento do número de ilhas com s átomos. Quando escapa de uma ilha de




= RA,s−1 − RA,s − RC,s + RC,s−1 − RE,s + RE,s+1. (5.24)
Neste caso, a quantidade J é:
J = 1 −
∑
s=1









enquanto que ξ é o mesmo usado anteriormente.
Para ilhas grandes, compactas e de crescimento lento, a densidade de monômeros
satisfaz a relação de Gibbs-Thomson (equação (4.3)). Então:
ωs = 2πRsω0exp [Γ/Rs] (5.25)
onde ω0 é uma freqüência relacionada à concentração de equilíbrio, n∞, e Γ é um
parâmetro relacionado com uma energia da ativação que depende o tamanho da ilha
e da temperatura (está relacionado como o argumento 2γv/kBT da exponencial na
equação (4.3)).








que dá uma boa descrição para ilhas quase circulares.
Na figura 5.9 (a) mostramos a densidade de monômeros e a densidade total de
ilhas para diferentes valores do parâmetro ω0. Os valores usados para ω0 foram es-
colhidos para comparar com a referência [16]. Observamos que o aumento da taxa de
desprendimento (que implica no aumento da taxa de escape) faz com que o número
de monômeros móveis aumente e portanto a densidade de ilhas diminui. No caso com







Densidades em função da cobertura
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Densidade em função do parâmetro ωeq
ssmax=300,  θ=0.1 ML
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(b) Densidade de monômeros e densidade total em função da taxa de desprendimento.
Figura 5.9. Resumo dos resultados para o modelo de crescimento reversível.
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Figura 5.10. Ilha com forma de pirâmide truncada.
a maior taxa de desprendimento, a densidade total de ilhas tem um ponto máximo
bem definido em θ ≈ 0.001ML, depois do qual a sua densidade começa a decair en-
quanto que a densidade total se estabiliza (região de saturação). Podemos interpretar
este comportamento como a compensação entre o escape de átomos das ilhas e a
formação de agrupamentos por parte dos monômeros desprendidos.
O efeito da taxa de escape nas densidades é mais claro no gráfico da figura 5.8(b).
Aqui vemos a diminuição da densidade total de ilhas e o aumento no número de
monômeros em função do parâmetro ω0 para uma cobertura de 0.1 ML .
5.7. Crescimento de ilhas 3D
O próximo passo é adicionar a transformação de ilhas 2D para ilhas 3D. Para isto,
foi usado o modelo proposto em [17], que descrevemos a seguir.
Este modelo tem a peculiaridade de levar em conta o crescimento da camada mo-
lhante (modo Stranski-Krastanow). A principal característica é uma atração química
entre os átomos do material depositado e os do substrato, o que inibe a migração para
camadas superiores.
A taxa de crescimento da camada molhante é proporcional à superfície exposta (a
fração do substrato que ainda não foi coberta) [40]. O nível de referência é o substrato,
cuja cobertura se toma como igual a 1:
dθw
dt
= F (1 − θw) (5.27)
Esta equação tem solução analítica:
θw = 1 − e−Fθwt. (5.28)
Consideraremos ilhas com forma de pirâmide truncada de base quadrada (vide
figura 5.10) cujas facetas formam um ângulo de 26◦.3 O número de átomos na base
será s como temos usado até agora. Se us é o número total de átomos nas camadas
superiores de ilhas de base s, então o número médio de átomos sobre uma ilha de
s átomos será usns . O volume total Vs é a soma do volume dos átomos na base e os
átomos nas camadas superiores:
3 De dados experimentais sabemos que as ilhas de InAs/GaAs apresentam esta geometria[27].
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Figura 5.11. Modelo de interação harmônica entre os átomos na borda e os átomos na ilha (interior e
camadas superiores).




A taxa de adesão é calculada como nos casos anteriores.
Para a taxa de desprendimento este modelo tem uma descrição mais microscópica.
O número de átomos que se desprendem deve estar relacionado com a constante de
difusão dos átomos na borda das ilhas, o número de átomos na borda e a probabi-
lidade de que o átomo se desprenda [41]. Definimos a constante de difusão como a
constante de difusão do átomo na superfície do substrato modulada pela exponencial
da energia de ligação do átomo à ilha Eilha.:
Dilha = De
−Eilha/kBT . (5.30)
Para definir Eilha, uma possibilidade é usar a forma proposta por Tersoff e Tromp
[42]:




Aqui optamos por usar duas interações harmônicas entre os átomos: borda - in-
terior e borda - camada superior (vide figura 5.11), pois a expressão (5.31) assume só
dependência radial da deformação dentro da ilha. A energia acumulada pela primeira
contribuição, em termos do descasamento δ, será cBδ2s, onde cB = 12ζB (em unidades
do parâmetro de rede do substrato). ζB é equivalente a uma constante de mola e
pode ser ajustada a partir dos dados experimentais para a cobertura crítica, obtidos
de um sinal de RHEED. A contribuição das camadas superiores será cUδ2 usns , onde cU
é o parâmetro equivalente a cBpara a interação com os átomos das camadas supe-
riores. Segundo o artigo do Heyn [17], para InAs/GaAs, a 420 ◦C, temos cB = 0.0484 e
cU = 0.0176. Em resumo, a energia necessária para desprender um átomo da ilha é:







A probabilidade de um átomo se desprender depende do número de sítios vizinhos
livres e do raio da ilha. Por exemplo, no caso simples de um dímero e uma rede
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Figura 5.12. Migração vertical de um monômero móvel na borda da ilha.
cúbica, o átomo tem 3 possibilidades em 4 para desprender-se. Quando o número
de átomos for muito grande, só terá uma possibilidade de 4. Para representar estas








s − 1 , s ≥ 2. (5.33)
Podemos então escrever a taxa de desprendimento como:
ωs = DilhaχDs
1/2, (5.34)
Outra possibilidade mais fenomenológica seria a fórmula de Gibbs-Thomson, como
no modelo da referência [16], apresentado na seção anterior.
Além das taxas de adesão, captura direta e escape, precisamos de uma taxa de
migração vertical que é a responsável pelo crescimento em 3D. Deve ser proporcional
ao número de ilhas, à quantidade de átomos disponíveis na borda, e à constante
de difusão dos átomos na borda da ilhas. Assim, na referência [17] foi proposta a











O termo dentro dos parênteses, que denotaremos χv, é o mecanismo mais simples
mediante o qual podemos controlar a probabilidade de que um átomo na borda da
ilha “pule” para as camadas superiores. Quando o volume é igual ao volume da
pirâmide Vp, a ilha atinge seu estado de equilíbrio e a taxa de migração deve ser
zero. Vale a pena enfatizar que este termo é puramente empírico e não tem, por
enquanto, nenhuma justificativa física além que limitar o crescimento das pirâmides.
Mais adiante mostraremos que este termo pode ser substituído por outro fisicamente
mais plaussível e que a aproximação usada aqui é válida apenas para certas condições
de temperatura e parâmetros elásticos do material.




+ 2σs (ξ, t) D 〈n1 (t)〉 +
∑
s=2
σs (ξ, t) D 〈ns (t)〉 .
Agora temos três conjuntos de equações de reação - difusão: para os monômeros,
para o número de ilhas ns e para o número de átomos nas camadas superiores.













RA,s + 2RE,2 +
∑
s=3
RE,,s + RV,2, (5.36)
dns
dt
= − (RA,s + RE,s + RV,s) + RE,s+1 + RV,s+1 + RA,s−1, (5.37)
dus
dt
= RC,s + RV,s+1 −
us
ns
(RA,s + RE,s + RV,s) +
us+1
ns+1





Na equação (5.38) os dois primeiros termos, captura direta e migração vertical,
são as contribuições diretas ao aumento de átomos nas camadas superiores. O resto
corresponde a contribuição indireta devida à mudança no número de átomos sobre
ilhas de s, s+1 e s-1, respectivamente.
As equações (5.36),(5.37), (5.38) formam um conjunto de 2smax equações acopladas,
onde o número smax é escolhido com base no tamanho máximo das ilhas. Para
resolvê-las, como nos casos anteriores, devemos primeiro calcular as constantes de
captura segundo o esquema auto-consistente já explicado. Desta vez o método de
Euler apresentou instabilidades e portanto usamos uma rotina de integração que
utiliza o método de Runge-Kutta-Fehlberg de quarta ordem com passo variável [43].
Mesmo assim, não conseguimos fazer simulações com smax > 3000. Possivelmente,
métodos para resolver equações diferenciais rígidas, como o método de Rosenbrock
(que é uma generalização do método de Runge Kutta) e outros sugeridos na referência
[39] solucionarão esse problema.
Na hora de resolver as equações é importante fazer as seguintes considerações:
— Quando s = smax, a equação (5.37) tem só contribuições de RE,s, e RV,s. Os termos
RE,s+1,RV,s+1 são nulos pois não existem ilhas com smax + 1 átomos. RA,s não
aparece pela mesma razão: representa a taxa na qual as ilhas de smax átomos se
transformam em ilhas de smax + 1. O mesmo comentário vale no caso da equação
(5.38), os termos relacionados com smax + 1 são eliminados.
— Em qualquer uma das equações, quando s = 1 temos necessariamente que
RE,1 = 0, pois não faz sentido pensar no desprendimento dum monômero de uma
ilha de um átomo só. Igualmente, não devem aparecer os termos correspondentes
a smax − 1.
— O problema da divergência de Vs quando ns = 0 é apenas uma sutileza de interpre-
tação: como não há ilhas de tamanho ns então Vs = 0.
Os parâmetros cu,cB, ED, foram tomados do ajuste aos dados experimentais feito
por Heyn [17].
Os resultados das nossas simulações para a distribuição de tamanhos das ilhas
de InAs/GaAs são mostrados na figura 5.13. Vemos claramente a existência de dois
regimes: antes e depois de θ = 1.1ML. No primeiro, as distribuições são largas e o
tamanho das ilhas aumenta com a cobertura, assim como a largura da distribuição.
Este comportamento é típico do crescimento em 2D como vimos nos modelos ante-
riores. Em θ = 1.1 ML a distribuição se estreita o que indica um desvio do crescimento
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Distribuição de ilhas de InAs/GaAs  para T=420°C
smax=3000, F=0.1ML/s, ED=0.70eV, E0=1.5eV, cU=0.0176, cB=0.0304





















Distribuição de ilhas de InAs/GaAs  para T=420°C
smax=3000, F=0.1ML/s, ED=0.70eV, E0=1.5eV, cU=0.0176, cB=0.0304
Figura 5.13. Distribuições de tamanhos segundo a cobertura para ilhas de InAs/GaAs.






Crescimento de ilhas 3D  de InAs/GaAs 




















Figura 5.14. Crescimento 3D de ilhas de InAs/GaAs.
2D. Era de se esperar que isto acontecesse perto de θ = 1.0 ML, pois quando o ma-
terial depositado equivale a uma camada completa do substrato podemos dizer que
uma boa parte da superfície está coberta por ilhas 2D e a probabilidade dos átomos
do fluxo incidir diretamente sobre as ilhas é maior. Como mostramos no gráfico
superior da figura 5.14, o tamanho da ilha no máximo da distribuição diminui no
tempo depois do estreitamento da distribuição de tamanhos (≈ 1.1 ML). Este fenô-
meno de encolhimento do raio foi verificado experimentalmente mediante medidas
de AFM [44]. Porém, o nosso valor para o inicio do crescimento 3D é ligeiramente
diferente do valor achado por Heyn[17], θ = 1.0 ML. Acreditamos que a origem dessa
discrepância seja primeiro numérica, devido aos algoritmos usados, e segundo devida
a alguma das considerações especiais sobre as taxas explicadas anteriormente e que
não estão especificadas no artigo.
É um dado bem conhecido que, para as condições usadas na simulação, a cober-
tura crítica para a formação de ilhas 3D é θc ≈ 1.36ML [17]. O valor da cobertura a
partir da qual a distribuição se estrita, difere de θc. Para lidar com esta dificuldade,
Heyn definiu como ilhas 3D aquelas que tem mais de 3 ML. Esta é uma forma de
excluir ilhas quase 3D não formadas pela relaxação da deformação. Assim, ao plotar
em função do tempo a densidade de ilhas que cumprem este requerimento (terceiro
gráfico na figura 5.14), vemos claramente que a transição ocorre um pouco antes de
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θ ≈ 1.4ML, que é bem mais próximo do valor experimental. A altura das ilhas, definida
por:
hs = hp −
[




onde hp é a altura de uma pirâmide de volume Vp, calculada segundo o tamanho
correspondente ao máximo da distribuição (segundo gráfico da figura 5.14).
Em uma tentativa de ampliar o modelo para outros sistemas, temos tentado ade-
quar os parâmetros para o caso de ilhas de Ge/Si. O primeiro desafio foi achar os va-
lores certos para os parâmetros ajustáveis. Para resolver esse problema fizemos uma
comparação da razão dos parâmetros cu e cB e as constantes elásticas do InAs. Com
esta informação determinamos os valores para o caso do Ge/Si, que resultaram ser
da mesma ordem de magnitude que para o InAs/GaAs. Com o objetivo de comparar
com dados experimentais na literatura, era necessário usar uma temperatura muito
maior do que no caso anterior. Infelizmente, isto não foi possível devido a problemas
numéricos com a rotina de integração. Os resultados obtidos se mostram na figura
5.15 (curva contínua). Para comparar, colocamos nessa mesma figura os resultados
do modelo para o InAs/GaAs (curva pontilhada. Em resumo, o único parâmetro que
realmente variamos é o descasamento (da ordem de 4% neste caso). Isto foi suficiente
para fazer com que a transição 2D-3D ocorra para coberturas e ilhas menores do
que no caso do InAs/GaAs. Porém, o aumento na densidade das ilhas 3D acontece
mais lentamente do que no caso InAs/GaAs. Esse dado é importante porque con-
firma o fato de que o crescimento de ilhas 3D é estimulado pela deformação gerada
pelo descasamento dos parâmetros de rede dos materiais usados. No caso do Ge/Si
a cobertura crítica é da ordem de θ = 3 ML, muito maior que no caso InAs/GaAs,
por causa do descasamento menor. Para que o modelo descreva corretamente essas
observações é necessário resolver os problemas numéricos que permitam utilizar os
parâmetros correspondentes às verdadeiras situações experimentais, principalmente
a temperatura assim como achar o ajuste certo para as constantes cU e cB.
Além desses estudos, tentamos obter dados para o fluxo desligado. Porém, o al-
goritmo de integração adotado não se mostrou apropriado para este fim. Novamente,
sugerimos que métodos próprios para equações diferenciais rígidas, como as estu-
dadas aqui, sejam empregados. Note que métodos que necessitam do cálculo do Ja-
cobiano do sistema de equações não podem ser empregados pois σs (t) é uma função
implícita. Isso é uma complicação extra no problema, mas é o que provavelmente dê
o comportamento numérico observado.
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Figura 5.15. Resultados para ilhas de Ge/Si.
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Capítulo 6
Relação entre a cinética e a termodinâmica
Até agora apresentamos dois tratamentos diferentes para estudar o crescimento de
pontos quânticos semicondutores. No capítulo 3 falamos sobre as teorias de equilíbrio
termodinâmico que conseguem descrever o estado final do sistema. No capítulo 5
descrevemos e aplicamos teorias cinéticas que se centram nos processos no nível
atômico durante a difusão dos monômeros sobre a superfície do substrato. Neste
capítulo faremos uma relação entre os dois pontos de vista.
Lembremos que no modelo cinético de crescimento 3D, precisamos impor um li-
mite à taxa de migração vertical para evitar ter ilhas maiores do que as observadas. A
probabilidade de um átomo da borda da ilha desprender-se e migrar para as camadas
superiores deve depender da relação entre o volume da ilha e o volume considerado
como estável. Na linguagem termodinâmica, quem define essa transição é a quan-
tidade de energia necessária para desprender um átomo da borda e colocá-lo sobre
a ilha. Na cinética, isso seria equivalente a uma barreira Schwoebel. Por tanto,
para fazer uma conexão entre a termodinâmica e a cinética, precisamos escrever o
potencial químico em função do volume das ilhas.
Como esse objetivo, escolhemos usar o potencial químico do modelo de Budiman
[10] descrito no capítulo 3 e tentar escrevê-lo em função da razão do volume da
pirâmide truncada e a pirâmide completa do modelo de Heyn [17] descrito no capítulo
5.
Consideremos uma pirâmide cujas facetas formam um ângulo β qualquer com o
substrato. Se as ilhas tem base s, podemos escrever a equação que relaciona o volume





Segundo os dados experimentais e o modelo de Budiman e Ruda [10], as ilhas de
InAs/GaAs formam pirâmides com uma inclinação de φ ≈ 0.5. Definimos então que o





Por outro lado, podemos escrever o potencial químico (3.17) em função de Vs
usando (6.1):































Então, supondo que a probabilidade de que um átomo migre verticalmente seja




Note que se expandirmos χv em termos de µ/kBT , teremos:









Usando os valores típicos para semicondutores para o módulo de Young, compri-
mento crítico, tensão superficial e a temperatura das simulações (420◦C), temos para











Aqui é importante verificar que o coeficiente r de (6.3) seja negativo pois no caso
contrário o único estado de equilíbrio seria a camada plana uniformemente tensio-
nada (ver seção 3.3)
Portanto, por coincidência, para a temperatura usada e para os valores de r temos
que χv ≈ χnovov . Isto justifica a fórmula empírica usada por Heyn em [17] para a
temperatura estudada desde que VsVp  1. Esta poderia ser também uma explicação
ao problema numérico achado ao tentar aumentar a temperatura nas simulações
feitas na seção 5.7.
Na figura 6.1 mostramos os resultados para as distribuições de tamanhos obti-
das usando a probabilidade (6.4) no modelo cinético de formação de ilhas 3D de
InAs/GaAs. A diferença com os resultados anteriores (vide figuras 5.13) é que neste
caso o início do crescimento 3D acontece para uma cobertura maior (θ ≈ 1.2ML). A
forma das curvas depois de θ = 1.0 ML começa apresentar já uma tendência ao es-
treitamento. Porém, ele realmente ocorre depois θ ≈ 1.2ML. Quando formam-se ilhas
3D, as distribuições de tamanho são praticamente deltas de Dirac em ambos casos.
Na figura 6.2, comparamos os resultados do nosso modelo (curvas contínuas) com os
que obtivemos resultados do modelo do Heyn [41] (curvas pontilhadas). Vemos que
as ilhas com mais de 3ML de altura começam a crescer perto de θ ≈ 1.5ML . Os
tamanhos laterais e verticais são essencialmente iguais.
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Distribuição de tamanhos para ilhas de InAS/GaAs
γ=1.4 erg cm-2, E=5.14e11 erg cm-3, l=6.06e-8cm, ν=0.35




















Distribuição de tamanhos para ilhas de InAS/GaAs
γ=1.4 erg cm-2, E=5.14e11 erg cm-3, l=6.06e-8cm, ν=0.35
Figura 6.1. Distribuição de tamanhos em função da cobertura para o modelo cinético-termodinâmico.
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Figura 6.2. Crescimento 3D para ilhas de InAs/GaAs segundo o modelo descrito neste capítulo.
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Capítulo 7
Conclusões e recomendações
Como resultado do estudo que realizamos sobre o crescimento de pontos quânticos
semicondutores auto-formados, podemos dividir as nossas conclusões em três partes.
Sobre as teorias de equilíbrio termodinâmico
Os diferentes modos de crescimento podem ser explicados como estados de equi-
líbrio correspondentes à energia mínima para determinadas condições de cobertura e
descasamento.
Por outro lado, usando uma energia livre local de Landau, segundo [10], confir-
mamos a idéia de que o processo de crescimento dos pontos quânticos corresponde à
nucleação a partir de um estado metaestável (camada uniformemente tensionada).
Os termos responsáveis por este comportamento são aqueles associados à energia
elástica do material. Portanto, podemos dizer que a causa primordial da formação
dos pontos quânticos é a deformação gerada pelo descasamento dos parâmetros de
rede dos materiais.
Segundo as aproximações estudadas, Daruka-Barabási [14] e Budiman-Ruda[10],
o valor mínimo do descasamento necessário para o crescimento de ilhas é aproxi-
madamente ε = 0.05.
Sobre as teorias cinéticas
Devido ao fluxo de material, e a contribuição da entropia a altas temperaturas, o
crescimento não é um processo em equilíbrio. Por tal motivo, o estudo das correntes
microscópicas sobre o substrato é importante para entender quais os mecanismos
atômicos que contribuem à formação. Nesse sentido, vimos que esses modelos con-
seguiam reproduzir os seguintes comportamentos observados:
— Alargamento das distribuições durante o crescimento 2D
— Estreitamento da distribuição no início do crescimento 3D
— Dependência do descasamento dos parâmetros de rede.
Sobre a relação entre ambas
As aproximações no equilíbrio termodinâmico conseguem descrever o estado do
sistema uma vez que este atingiu o equilíbrio. Desta maneira, conseguimos predizer
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os modos de crescimento e explicar as causas físicas da formação de ilhas usando
conceitos básicos da termodinâmica. Porém, o processo de crescimento é um con-
junto de reações fora do equilíbrio e portanto, para descrever as etapas anteriores à
configuração final de equilíbrio, precisamos usar teorias cinéticas.
A partir da relação entre volume e potencial químico, conseguimos reproduzir e
melhorar os resultados do modelo cinético.
A partir desses resultados, há várias continuações para este trabalho. Por
exemplo, para conseguir relacionar ainda mais a parte termodinâmica com a cinética,
podemos utilizar a expressão para a energia livre derivada no modelo Daruka-Barabási
[14] em vez do modelo harmônico na aproximação cinética do Heyn [17].
Seria também interessante tentar explicar as observações de amadurecimento dos
artigos mencionados no capítulo 4. Lembremos que o amadurecimento é um fenô-
meno descrito através de uma teoria cinética de campo médio mas ele também é
considerado na termodinâmica quando o estado de equilíbrio corresponde a um vo-
lume infinito, como no caso do diagrama de fases de Daruka-Barabási. Porém uma
teoria híbrida cinética-termodinâmica deveria ser capaz de predizer e explicar esse
fenômeno em pontos quânticos. Com esse objetivo precisaríamos primeiro fortale-
cer a tentativa apresentada no capítulo 6 . Devemos estudá-la mais a fundo para
saber quais são as limitantes mais importantes e como esses problemas podem ser
solucionados. Uma vez feito isso, poderíamos estudar a evolução das distribuições
com o fluxo desligado e ver se observa-se amadurecimento segundo as teoria LSW.
Os efeitos da deformação podem ser incluídos através do potencial químico como em
[8]. O problema do retardo do amadurecimento observado em [6] pode ser resolvido
usando barreiras de adesão que dependam do tamanho da ilha.
Na hora de tentar estender os modelo cinético para outros materiais, tais com
Ge/Si, tivemos grandes dificuldades numéricas com a rotina de integração. Esse é
um problema que provavelmente pode ser resolvido usando algum outro algoritmo
como discutido no capítulo 5.
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Apêndice A
Teoria de amadurecimento com blindagem
Descrevemos no que segue o procedimento para determinar I (R)e as equações
(4.27), (4.28), (4.29) na teoria de campo médio com blindagem para amadurecimento.
Escrevendo a forma adimensional de (4.11) achamos a concentração média inicial:





wRdf (R, t) dR (A.1)


























I (R) C (R) f (R, t) dR. (A.3)
Com o fim de determinar I(R) e solucionar (4.25), escrevemos a equação mais
simples possível para a concentração C (r, t):
∂C
∂t
= ∇2C − ζ−2C + S − aBiδ (r − ri) . (A.4)
Aqui, ζ vem a ser um comprimento de blindagem e Sζ2 é a fonte ou campo de
fundo.Integrando A.4 e comparando com A.3 temos que:
ζ−2 = 1V ′
∫∞
0
I (R) f (R, t) dR
S = 1V ′
∫∞
0
I (R) C (R) f (R, t) dR
. (A.5)
As equações A.2 e A.4 constituem a nossa aproximação de campo médio.
No limite de estado estacionário, a concentração deve satisfazer a ∂C∂t − ∂C̄∂t = 0,
portanto:
∇2C − ζ−2C + ζ−2C̄ = aBiδ (r − ri)
A solução segundo as condições de contorno (4.20) é:
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1
Ri
= C̄ − BiG (Ri/ζ, Ri) (A.6)
onde G (R/ξ, R) é a função e Green:
G (R/ζ, R) =
{
exp (−R/ζ) /Ri para D = 3
K0 (R/ζ) para D = 2






































f (R, t) dR = 0, (A.9)































f (R, t) /G (R/ζ, R) dR, (A.12)










Rdf (R, t) dR = Φ, (A.14)
com Φ sendo a fração de volume da fase minoritária.
