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Abstract
A new necessary condition for global periodicity of discrete dynamical systems and of difference equations is obtained here. This
condition will be applied to contribute to solving the problem of global periodicity for second order rational difference equations.
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1. Introduction
In what follows, K is either the field of real numbers or the field of complex numbers, and k is an integer number
satisfying k  1. Consider the discrete dynamical system defined by
xn+1 = F(xn), xn ∈ Kk, n = 0,1, . . . , (1)
where F is a map from a subset U of Kk to itself, and x0 ∈ U . The map F is globally periodic of period p if
xn+p = xn for any given initial condition x0, or equivalently, if F verifies the Babbage equation Fp = IdU (see for
instance [13] and references therein), where F i for i  0 is defined by F i = F ◦ F i−1 and F 0 = IdU . Some results
on global periodicity of discrete dynamical systems can be found in [6,10]. See also [1–5,7–9,11,12,14–19] for global
periodicity of difference equations.
Assume that F is globally p-periodic and that x0 is a fixed point of F , i.e., it satisfies F(x0) = x0. If F is differ-
entiable (or analytic when K = C) and A = DF(x0) denotes the Jacobian matrix of F at x0, then, by differentiating
the identity Fp = IdU we obtain that Ap = Id. Therefore, a necessary condition for global periodicity is Ap = Id.
It is well known that this condition is equivalent to the fact that A is a diagonalizable matrix and its eigenvalues are
p-roots of the unity, in particular they lie on the unit circle.
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families of discrete dynamical systems. In fact, the complete characterization of periodic rational difference equations
of order k (either with real or complex coefficients) is still an open problem (see [8,11,14,15] or [18]).
In this paper, by differentiating twice the Babbage equation, we will obtain new necessary conditions for global
periodicity. We point out that the main difficulty that appears when differentiating twice the Babbage equation is
that of simplifying and interpreting the resulting conditions of global periodicity, which in principle are sophisticated
and difficult to apply in practice. This difficulty is solved in the main result of the paper, which summarizes these
conditions in a satisfactory way.
The paper is structured as follows. Firstly, a short section is devoted to introducing some preliminary notation that
we will need further on. In Section 3, we state and prove the main result of the paper, Theorem 1, that summarizes
the necessary conditions obtained by differentiating twice the Babbage equation. We also establish Theorem 3, which
contains these conditions in the case of difference equations. Finally, as an application of the main result, in Section 4
we solve Open Problem 1 in [18] on the characterization of globally periodic rational difference equations of order
two.
2. Notation
By Mk(K) we denote the space of square matrices of size k × k with entries in K. Let A ∈ Mk(K) be a matrix that
is diagonalizable over the field of complex numbers. For ξ ∈ C let E(ξ) be the subspace E(ξ) = Ker(A − ξ Id). The
set of eigenvalues of A (spectrum of A) will be denoted by S(A). In particular we have the decomposition⊕
ξ∈S(A)
E(ξ) = Ck. (2)
If ξ ∈ C, the set of eigenvalues that are different from ξ is
S(A) \ {ξ} = {λ ∈ S(A): λ = ξ}.
We denote by 〈v1, . . . ,vr 〉 the subspace spanned by v1, . . . ,vr ∈ Ck .
Now, let F : U → U be a map from U to itself and let x0 ∈ U be a fixed point of F that belongs to the interior of U .
Assume that F is twice differentiable at x0 (or analytic in a neighborhood of x0 when K = C). Let F1, . . . ,Fk be the
components of F , i.e. F = (F1, . . . ,Fk) and for each component Fs consider the Hessian matrix of Fs at the fixed
point x0. That is,
H(Fs)(x0) =
(
∂2Fs
∂xi∂xj
(x0)
)
i,j=1,...,k
∈ Mk(K),
where Fs = Fs(x1, . . . , xk). If v = (v1, . . . , vk)T and w = (w1, . . . ,wk)T belong to Ck , let
Λs := vT H(Fs)(x0)w =
k∑
i,j=1
∂2Fs
∂xi∂xj
(x0)viwj , s = 1, . . . , k,
and let Λ be the vector of Ck with coordinates equal to the Λs . That is,
Λ= (Λ1, . . . ,Λk)T ∈ Ck.
Notice that Λ depends on F , x0, v and w. In case of possible ambiguity we will write Λ= Λ(F)(x0;v,w).
3. Main results
Taking into account the preceding considerations, we can now state the main result.
Theorem 1. Let F : U → U be a globally periodic map and let x0 ∈ U be a fixed point of F that belongs to the interior
of U . Assume that F is twice differentiable at x0 (or analytic in a neighborhood of x0 when K = C). Let v and w be
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Then
Λ ∈
⊕
ξ∈S(A)\{λμ}
E(ξ), (3)
where Λ= Λ(F)(x0;v,w). That is, Λ is a sum of eigenvectors of A with eigenvalue different from λμ.
The preceding theorem gives a necessary condition for global periodicity. Notice that when λμ /∈ S(A) then (3)
is an immediate consequence of (2), so condition (3) has a nontrivial meaning when λ, μ and λμ are eigenvalues
of A. For example, if λ ∈ S(A) and λ2 ∈ S(A) then we can choose μ = λ and w = v and a nontrivial condition is
obtained. An important case arises when λ = 1 is an eigenvalue of matrix A. Indeed, if μ is another eigenvalue then
λμ = μ ∈ S(A), thus obtaining a nontrivial condition. We also can select λ = μ = 1 (and v = w). When k = 1 we
have F ′(x0)p = 1 where p is a period of F . Theorem 1 shows that if F ′(x0) = 1 then F ′′(x0) = 0.
Example 2. Consider the map F given by F(x1, x2) = (x2 +ax21 , x1 +bx1x2) where a, b ∈ C, |a|+|b| = 0. The origin
is a fixed point of F . Set A = DF(0,0), then A2 = Id, S(A) = {1,−1}, E(1) = 〈(1,1)T 〉 and E(−1) = 〈(1,−1)T 〉.
It is easy to see that Λ = Λ(F)(0;v,w) = (2av1w1, b(v1w2 + v2w1))T for any v,w ∈ C2. Choosing for example
λ = 1, μ = −1, v = (1,1)T and w = (1,−1)T , and assuming that F is globally periodic, then Theorem 1 gives
Λ = (2a,0)T ∈ E(1) = 〈(1,1)T 〉, so a = 0. Applying Theorem 1 again with λ = μ = −1 and v = w = (1,−1)T ,
we have Λ = (2a,−2b)T = (0,−2b)T ∈ E(−1) = 〈(1,−1)T 〉 and b = 0, which lead us to a contradiction with
|a| + |b| = 0. Therefore, F cannot be globally periodic.
In the case of difference equations, Theorem 1 can be stated as
Theorem 3. Consider the difference equation of order k
un+k = f (un,un+1, . . . , un+k−1), un ∈ K, n = 0,1, . . . , (4)
and assume that the equation is globally periodic. That is, for some p  1 the solutions of (4) satisfy un+p = un for
all n 0. Let u0 ∈ K be such that u0 = f (x0) with x0 = (u0, u0, . . . , u0) (u0 is an equilibrium of the equation) and
assume that f is twice differentiable at x0 (or analytic in a neighborhood of x0 when K = C). Let λ and μ be roots of
the equation P(z) = 0 where
P(z) = zk − ∂f
∂xk
(x0)z
k−1 − · · · − ∂f
∂x2
(x0)z − ∂f
∂x1
(x0). (5)
If, in addition to P(λ) = P(μ) = 0, we have P(λμ) = 0, then number γ defined by
γ =
k∑
i,j=1
∂2f
∂xi∂xj
(x0)λ
i−1μj−1 (6)
is equal to zero.
We begin with the proof of Theorem 1.
Proof of Theorem 1. By differentiating the identity Fp(x) = x (x ∈ U ), where p is a period of F , and applying the
chain rule, we obtain the matrix equation
Ap−1(x)Ap−2(x) · · ·A0(x) = Id (7)
for x close to x0, where Aj(x) (j = 0, . . . , p − 1) is the matrix Aj(x) = DF(F j (x)). When x = x0 we have Aj(x0) =
DF(x0), and from (7) it follows that Ap = Id. Hence A is a diagonalizable matrix and its eigenvalues are p-roots of
the unity. By taking derivatives in (7) with respect to xi (i = 1, . . . , k) at the point x = x0, we get
p−1∑
Ap−r−1 ∂Ar
∂xi
(x0)A
r = 0, (8)
r=0
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∂xi
(x0) is the matrix obtained from Ar(x) by differentiating its entries with respect to xi at the point x = x0.
Multiplying both sides of (8) on the left by matrix A and taking into account that Ap = Id, (8) yields
Mi :=
p−1∑
r=0
A−r ∂Ar
∂xi
(x0)A
r = 0, i = 1, . . . , k. (9)
In order to obtain an explicit expression for the matrix ∂Ar
∂xi
(x0), now we state a lemma which is an immediate conse-
quence of the chain rule applied to the entries of a matrix.
Lemma 4. Let L : U → Mk(K) be a map defined on U and with values in the space of square matrices of size k × k.
Assume that α : I → U is map from a set I ⊆ K to U . If α is differentiable at t0 ∈ ˚I (where ˚I denotes the interior of I )
and the entries of L are differentiable at α(t0), then the entries of the composite matrix L ◦ α are differentiable at t0
and
(L ◦ α)′(t0) =
k∑
j=1
α′j (t0)
∂L
∂xj
(
α(t0)
)
,
where α = (α1, α2, . . . , αk).
Let x0 = (x10 , . . . , xk0 ). Set L(x) = DF(x) and α(t) = F r(x10 , . . . , xi−10 , t, xi+10 , . . . , xk0 ) for all x and t . Then, ap-
plying Lemma 4 with t0 = xi0, we get
∂Ar
∂xi
(x0) =
k∑
j=1
∂(F r)j
∂xi
(x0)
∂(DF)
∂xj
(x0),
where F r = ((F r)1, . . . , (F r)k). Since D(F r)(x0) = Ar then the partial derivative ∂(F
r )j
∂xi
(x0) coincides with the
element of Ar in the j th row and the ith column. That is, ∂(F
r )j
∂xi
(x0) = a(r)j i where Ar = (a(r)ij )ij . Therefore, we have
∂Ar
∂xi
(x0) =
k∑
j=1
a
(r)
j i
∂(DF)
∂xj
(x0). (10)
Let v = (v1, . . . , vk)T be an eigenvector of A with associated eigenvalue λ. From (9) we get
0 =
k∑
i=1
viMi =
k∑
i=1
vi
p−1∑
r=0
A−r ∂Ar
∂xi
(x0)A
r =
p−1∑
r=0
A−r
(
k∑
i=1
vi
∂Ar
∂xi
(x0)
)
Ar
and substituting (10) into the preceding expression we obtain
0 =
p−1∑
r=0
A−r
(
k∑
i=1
vi
(
k∑
j=1
a
(r)
j i
∂(DF)
∂xj
(x0)
))
Ar =
p−1∑
r=0
A−r
(
k∑
j=1
β
(r)
j
∂(DF)
∂xj
(x0)
)
Ar,
where β(r)j =
∑k
i=1 a
(r)
j i vi . Notice that β
(r)
j = (a(r)j1 , a(r)j2 , . . . , a(r)jk )v, so β(r)j coincides with the j th coordinate of the
vector Arv. Since Arv = λrv then β(r)j = λrvj and therefore
0 =
p−1∑
r=0
A−r
(
k∑
j=1
λrvj
∂(DF)
∂xj
(x0)
)
Ar =
p−1∑
r=0
λrA−r
(
k∑
j=1
vj
∂(DF)
∂xj
(x0)
)
Ar. (11)
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0 =
p−1∑
r=0
λrA−r
(
k∑
j=1
vj
∂(DF)
∂xj
(x0)
)
Arw =
p−1∑
r=0
λrA−r
(
k∑
j=1
vj
∂(DF)
∂xj
(x0)
)
μrw
=
p−1∑
r=0
(λμ)rA−r
(
k∑
j=1
vj
∂(DF)
∂xj
(x0)
)
w. (12)
The Jacobian matrix of F is DF = ( ∂F	
∂xs
)	s , so
∂(DF)
∂xj
(x0) = ( ∂2F	∂xj ∂xs (x0))	s and
w˜ :=
(
k∑
j=1
vj
∂(DF)
∂xj
(x0)
)
w =
(
k∑
j=1
vj
∂2F	
∂xj ∂xs
(x0)
)
	s
w =
(
k∑
s=1
k∑
j=1
vjws
∂2F	
∂xj ∂xs
(x0)
)
	
= (vT H(F	)(x0)w)	 =Λ. (13)
From (12) and (13) it follows that
0 =
p−1∑
r=0
(λμ)rA−rΛ
or equivalently, Λ belongs to the Kernel of matrix B :=∑p−1r=0 (λμ)rA−r . Let Λ = Λ1 + Λ2 with Λ1 ∈ E(λμ) =
Ker(A − λμ Id) and
Λ2 ∈
⊕
ξ∈S(A)\{λμ}
E(ξ).
We claim that Λ1 = 0. Indeed, taking into account that 1λμAΛ1 = Λ1 we have BΛ1 =
∑p−1
r=0 (λμ)rA−rΛ1 =∑p−1
r=0 Λ1 = pΛ1. Let Λ2 = u1 + · · · + ur where each us is an eigenvector of A with associated eigenvalue not
equal to λμ. Then BΛ2 =∑rs=1 Bus . Fix s and suppose that Aus = λsus with λs = λμ. Then A−1us = 1λs us and
therefore
Bus =
p−1∑
r=0
(λμ)rA−rus =
p−1∑
r=0
(λμ)r
1
λrs
us =
p−1∑
r=0
(
λμ
λs
)r
us =
1 − ( λμ
λs
)p
1 − λμ
λs
us = 0
since λp = μp = λps = 1. So BΛ2 =∑rs=1 Bus = 0 and 0 = BΛ = pΛ1 + 0 = pΛ1. This implies that Λ1 = 0 and
the claim is proven. From the claim it follows that
Λ=Λ2 ∈
⊕
ξ∈S(A)\{λμ}
E(ξ)
as desired, and this completes the proof. 
Now, we prove Theorem 3.
Proof of Theorem 3. The substitution xn = (un, . . . , un+k−1), n 0, transforms the difference equation (4) into the
discrete dynamical system (1) where F(x) = (x2, . . . , xk, f (x1, . . . , xk)) with x = (x1, . . . , xk). The map F is the
associated map to the difference equation. Since (4) is p-periodic then F is p-periodic. The Jacobian matrix of F at
the fixed point x0 is the Companion matrix
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0 0
...
...
. . .
. . .
. . .
...
...
...
...
. . . 1 0
0 0 · · · · · · · · · 0 1
a1 a2 · · · · · · · · · ak−1 ak
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with ai = ∂f∂xi (x0) for 1 i  k. Furthermore, the characteristic polynomial of A is P˜ (z) = (−1)kP (z) where P(z) is
the polynomial given in the statement. From Ap = Id it follows that A is a diagonalizable matrix and its eigenvalues
are p-roots of the unity.
We claim that A has k distinct eigenvalues. Indeed, let ξ ∈ S(A) and let B be the submatrix of A − ξ Id which
is obtained from the first k − 1 rows and the first k − 1 columns of A − ξ Id. Then, B is a triangular matrix with
entries on the main diagonal equal to −ξ , so det(B) = (−ξ)k−1 = 0. In particular rank(A − ξ Id) = k − 1, hence
dim(Ker(A− ξ Id)) = 1 and ξ is a simple zero of P˜ (z). This is true for any ξ ∈ S(A), so P˜ (z) has k distinct zeros and
the eigenvalues of A are distinct. The claim is proven.
In particular P(z) has k distinct zeros, which coincide with the eigenvalues of A. Set ξ ∈ S(A). Then, it is
easy to see that vξ := (1, ξ, . . . , ξ k−1)T is an eigenvector of A with eigenvalue ξ , and consequently E(ξ) = 〈vξ 〉.
Now we compute the vector Λ = Λ(F)(x0;vλ,vμ) where λ,μ ∈ S(A). Since Fs(x) = xs+1 for 1  s  k − 1 then
H(Fs)(x0) = 0 and Λs := vTλ H(Fs)(x0)vμ = 0 for 1  s  k − 1. In the case when s = k we have H(Fk)(x0) =
H(f )(x0) = ( ∂2f∂xi∂xj (x0))ij . Therefore
Λk = vTλ H(f )(x0)vμ =
k∑
i,j=1
∂2f
∂xi∂xj
(x0)λ
i−1μj−1 = γ
from which we obtain that Λ= (0, . . . ,0, γ )T . Now, Theorem 1 gives
(0, . . . ,0, γ ) ∈
⊕
ξ∈S(A)\{λμ}
〈(
1, ξ, . . . , ξ k−1
)〉
.
By hypothesis we have P(λμ) = 0, so λμ is an eigenvalue of A. Let ξ1, . . . , ξk be the eigenvalues of A with λμ = ξk .
Then, there exist complex numbers b1, . . . , bk−1 such that
(0, . . . ,0, γ ) = b1
(
1, ξ1, . . . , ξ k−11
)+ · · · + bk−1(1, ξk−1, . . . , ξ k−1k−1 ). (14)
This determines a linear system with k equations and k − 1 unknowns bi . From the first k − 1 equations we obtain
a homogeneous linear system whose coefficient matrix is the Vandermonde matrix V = (ξ i−1j )ij . Since ξj = ξs for
j = s, then the determinant of V is different from zero and hence b1 = · · · = bk−1 = 0. Finally, taking into account
the last equation in (14), we get γ = 0 and this completes the proof. 
4. Application to rational difference equations
In [18], the authors consider the following problem on the characterization of globally periodic rational difference
equations.
Open Problem. (See Open Problem 1 in [18].) Are there (or not) globally periodic equations of the type
un+2 = aun + (1 − a)un+11 + un , un ∈ C, n = 0,1, . . . , (15)
where a ∈ C is such that a = ±1, (−a)p = 1, | a2−4a+12a2−2a+1 | 2 and the zeros of polynomial P(z) = z2 + a
2−4a+1
2a2−2a+1z +
a2−2a+2
2 are p-roots of the unity?2a −2a+1
188 J. Rubió-Massegú / J. Math. Anal. Appl. 343 (2008) 182–189As an application of the main result, now we give a complete answer to this problem by showing that there are no
globally periodic equations of the above type.
Corollary 5. The family of difference equations given by (15) with a ∈ C, does not contain globally periodic equations.
Proof. Assume that for some a ∈ C Eq. (15) is globally p-periodic. The point u0 = 0 is an equilibrium of the equation
and polynomial P(z) in (5) becomes P(z) = z2 − ∂f
∂x2
(0,0)z− ∂f
∂x1
(0,0) = z2 − (1−a)z−a, where f is the map given
by f (x1, x2) = (ax1 + (1 − a)x2)/(1 + x1). The zeros of P(z) are 1 and −a. Set λ = μ = 1. Then, from Theorem 3
we get γ = 0 where
γ = ∂
2f
∂x21
(0,0) + 2 ∂
2f
∂x1∂x2
(0,0) + ∂
2f
∂x22
(0,0) = −2a + 2(a − 1) + 0 = −2
which lead us to a contradiction. Therefore, Eq. (15) is not globally periodic and corollary follows. 
It is well known that the following rational equations are periodic: (i) the Lyness-type equations
un+2 = 1 + un+1
un
and un+2 = un+1
un
with periods 5 and 6 respectively; and (ii) the Möbius-type equations
un+2 = a0 + a1un
b0 + un ,
such that Δ := (b0 − a1)2 + 4a0 = 0, being (b0 + a1 −
√
Δ)/(b0 + a1 +
√
Δ) a p/2-root of the unity (where p is an
even number). In this case the period is p.
On the other hand, two difference equations with respective associated maps F and G, are affine conjugated (see
[18]), if G = ϕFϕ−1 where
ϕ(x) = α(x + βu) with α ∈ C \ {0}, β ∈ C, and uT = (1, . . . ,1) ∈ Ck, (16)
that is, if their associated dynamical systems are conjugated under an affine transformation of the form (16).
From the previous corollary and Proposition 9 in [18] we immediately obtain the following result on the character-
ization of globally periodic rational equations of order two.
Corollary 6. Any globally p-periodic second order difference equation of the type
un+2 = a0 + a1un + a2un+1
b0 + b1un + b2un+1 ,
where ai, bi ∈ C, i = 0,1,2, and not affine conjugated with a Lyness-type or a Möbius-type equation, must verify
b1 + b2 = 0 and a0(b1 + b2) − b0(a1 + a2) = 0, and it is affine conjugated to an equation of the type
un+2 = aun + (1 − a)un+1
λ + un ,
where a ∈ C, 0 < |a| < 1, and λ = −a¯ 1−a1−a¯ (where a¯ denotes the conjugate of a). Furthermore |1 − 1a | < 2, a /∈ R and
the zeros of polynomials P0(z) = z2 + 1−a¯a¯ z + aa¯ 1−a¯1−a and P1(z) = z2 − (1 − a)z + 1−a1−a¯ are p-roots of the unity.
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