City University of New York (CUNY)

CUNY Academic Works
Open Educational Resources

Queensborough Community College

2020

Clear-Sighted Statistics: Module 15: Two-Sample Null Hypothesis
Significance Tests
Edward Volchok
CUNY Queensborough Community College

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/qb_oers/121
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

Clear-Sighted Statistics: An OER Textbook
Module 15: Two-Sample Null Hypothesis Significance Tests

Figure 1: The NHST Cycle

I. Introduction
We covered one-sample hypothesis tests in Module 14. In Module 15, we move on to twosample hypothesis tests. In doing so, we will review six different statistical significance
tests using z-distributions, t-distributions, and F-distributions.
After completing this module, you will be able to:
•

Distinguish between independent and dependent or conditional samples.

•

Conduct a z-test for two independent means.

•

Conduct a z-test for two independent proportions.

•

Conduct a t-test for two independent means assuming equal or pooled
variance.

•

Conduct a t-test for the two independent means assuming unequal
variance.

•

Conduct a F-test for equality of variance in preparation for selecting which
two-sample t-tests to use.

•

Conduct a t-test for the means for two dependent or paired samples.

•

Measure the size or magnitude of the effect.

•

Estimate the probability of a Type II error and statistical power for the
two-sample z- and t-tests using a power table or G*Power, which is a free
program that is widely used by researchers. Download G*Power along
with its manual. Windows and Macintosh versions of this program are
available at: G*Power link.

•

Use charts of the normal distribution, student-t distribution, and F
distribution to draw conclusions about the results of your null hypothesis
significance tests.

Several files accompany this module that you should download:
•

The critical values tables for z-distributions, t-distributions, and Fdistributions:
o z-Values_AreasBetweenMean&X.pdf
o z-Values_AreasBetweenMean&X.xlsx
o z-Values_CriticalValues_p-values.pdf
o z-Values_CriticalValues_p-values.xlsx
o Student-t_tables.pdf
o Student-t_tables.xlsx
o F-Distribution_.01.pdf
o F-Distribution_.01.xlsx
o F-Distribution_.05.pdf
o F-Distribution_.05.xlsx
o F-Curves.pdf
o t-Curves.pdf
o z-Curves.pdf
o p-values_Calculators.xlsx

•

The Excel workbook for the examples shown in this module:
o 15_Examples.xlsx

•

The Excel workbook for the exercises at the end of this module:
o 15_Exercises.xls

II. Independent and Dependent Samples
A preliminary question we must address when conducting two-sample hypothesis
tests is whether the two samples are independent or dependent. This is a critically
important question because we use different techniques depending on the answer
to this question.
Independent samples are unrelated to one another; the measurements from
one sample have no influence on the measurements from the other. If a researcher
wanted to compare the average daily commute time for residents of New York City
to residents of Los Angeles, for example, the two sets of data are considered
independent samples because values from one city do not affect values in the other.
When working with dependent samples, we pair or match the measurements
from one sample to related measurements from a second sample. A “before and
after” test is the classic example of two dependent samples. Two measurements are
taken, one before some “treatment” is applied to the sample and another after the
treatment has been applied. Another type of dependent sample is when you match
or pair the measurement of one sample to the measurement of a second sample; for
example, a random sample of patients’ blood pressure readings using two different
kinds of blood pressure monitors to determine whether the devices provide
consistent results.
III. Tests of the Means of Two Independent Samples Using z-values
The first two-sample test we will cover is the z-test for two independent means. This test
has three requirements:
1. The two samples must be independent

2. Both samples must have 30 or more observations
3. The population variances, σ2 (and population standard deviations, σ) for both
samples are known
If we cannot meet all of these requirements, we cannot use this test. When these
requirements are not met, we may be able to use one of the two two-sample t-tests for the
mean. Like the one-sample z-test for the mean, two-sample z-test for the means are used
infrequently because the population variances are usually unknown.
Step 1: Test Set-up
For many years, Dr. V. has taught classes at 9 am and 11 am. Over the years, he has noticed
a pattern: Students in his 11 am classes do better on the first examination than students in
his 9 am classes. Dr. V. decided to investigate. His research question: Do students in the 9
am classes have lower average grades on the first examination than their counterparts in
the 11 am classes?
Using his gradebooks, he took a random sample of 155 students from his 9 am
classes and 156 from his 11 am classes. Tables 1 and 2 show the results from the two
samples:

Table 1: Grades on the First Examination from the 9 am Class

Table 2: Grades on the First Examination from the 11 am Class

Table 3 shows the data summaries for the 9 am and 11 am samples:
Table 3: Summary of Performance on the First Examination

He selected a two-sample z-test for the means for the following reasons:
1. The samples are independent because a student cannot be registered in both
classes nor can a student’s performance on an examination be affected by the
performances of students in the other class.
2. Both samples have 30 or more observations.
3. There is a good estimate of the population variance for both samples.
Step 2. Select the Level of Significance, α

Dr. V. selects a 5 percent significance level, which is typically used by social
scientists. This significance level means that over the long-run there is a 5 percent
probability of committing a Type I error; which is to say, getting a false positive or
rejecting the null hypothesis when it should not be rejected.
The common practice of selecting a 5 percent significance level is called the
five-eighty convention.1 The five stands for the five percent tolerance of a Type I
error or α error, and the eighty stands for the desired level of statistical power.
Statistical power is defined as one minus the probability of a Type II error. Type II
errors (β errors), you will recall, are the result of the failure to reject a null
hypothesis when there is an effect. It is a false negative. The five-eighty guideline
balances the risk of committing a Type I or Type II error. We are more tolerant of
Type II errors than Type I errors. This is because a false positive is usually judged to
be a more serious error than a false negative. Remember: While the probabilities of
committing a Type I or Type II error are inversely related, these errors are mutually
exclusive. We cannot commit both errors on the same test. Similarly we cannot
commit a Type II error when the null hypothesis is rejected or a Type I error when
the null hypothesis is not rejected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Given our research question—Do students in the 9 am classes have lower average grades
on the first examination than their counterparts in the 11 am classes?—we will conduct a
left-tailed test. Here are the null and alternate hypotheses:
H0: μ9 ≥ μ11; H1: μ9 < μ11

Please note: If we worded the research question as “do students in the 11 am classes have
higher average grades on the first exam than their counterparts in the 9 am classes,” we
would have a right-tailed test. The order of the samples is important. By switching the
order of the samples, we would have a right-tailed test: H0: μ11 ≤ μ9; H0: μ11 > μ9.
As discussed in Modules 13 and 14, the null hypothesis means no significant
difference. Any differences found are attributed to random sampling error. With a twosample test, the null hypothesis also means that the two samples are drawn from the same
population.
The alternative hypothesis means that there is a statistically significant difference
between the two samples. In this example: Students in the 9 am classes have poorer
performance on the first exam than those in the 11 am class. The less than sign, <, in the
alternate hypothesis, indicates that this is a left-tailed test because it points to the left-tail
or lower tail of the z-distribution.
It really does not matter whether we set up this test as a left-tail or right-tail test.
What matters is that once we choose between a left-tail or right-tail test, the test design
remains consistent with the chosen direction of the test.
Step 4. Compose the Decision Rule
Given that this is a left-tailed test at a five percent significance level, the rejection
region is the lowest 5 percent of the left-tail. Using the critical values table, the
critical value for a left-tailed z-test at a 5 percent significance level is -1.65. Using
Microsoft Excel, the z-value is -1.644853626951, which we round off to -1.645. The
decision rule: Reject the Null Hypothesis if z is less than -1.645 (or -1.65). Figure 2
shows a chart of the normal curve with a 5 percent rejection region on the left-tail.

Figure 2: Left-tailed z-test with a 5% significance level

Step 5. Calculate the Value of the Test Statistic, p-value, Effect Size, and Power
Equation 1 shows the formula for a two-sample z-test for the means and the
calculations for this problem:
𝑧=

̅9 − X
̅11
X
σ2 σ2
√ 9 + 11
n9 n11

=

74.30 − 80.00
√400.00 + 256.00
155
156

=

−5.71
√4.221

=

−5.71
= −2.779
2.055

Equation 1: Test Statistic for a One-Sample z-test for the Mean

The z-value is -2.779. Using the Area Under the Curve tables, we can estimate the p-value
for our test by rounding our z-value to -2.78. The estimate of the p-value is 0.0027 or 0.27
percent. See Figure 3:

z = -2.78 the best estimate of the p-value = 0.0027, found by 0.5000 - 0.4973
z
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964
2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974
2.8 0.4974 0.4975 0.4976 0.4977 0.4977 0.4978 0.4979 0.4979 0.4980 0.4981

z = -2.78, the best estimate of the p-value is 0.0027
z
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036
2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026
2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019

Figure 3: Estimating p-value using the Area Under the Curve Tables

A faster way to conduct this hypothesis test is to use the Microsoft Excel Data
Analysis ToolPak. On the Excel ribbon, select Data and then Data Analysis. Depending on
the version of Excel you are using, this icon looks like the ones shown in Figure 4. The icon
on the left is from the Macintosh version of Excel 2016 and 2019. The icon on the right is
from the Windows version of Excel 365.

Figure 4: Excel's Data Analysis tool on the "ribbon"

Click on the Data Analysis icon. Doing so will bring up the Data Analysis window. See Figure
5.

Figure 5: Excel's Data Analysis Window

Scroll down to the bottom of the list and select z-Test: Two Sample for Means. It is
the last option on this list. See Figure 6:

Figure 6: Select z-Test: Two Sample for Means

Once you select this option, a new window will open as shown in Figure 7, which
allows you to enter the necessary information for Excel to conduct this test.

Figure 7: Data input window for a “z-Test for Two Sample for Means”

Under Variable 1 Range, enter the cell reference for the 9 am sample. Under Variable
2 Range enter the cell reference for the 11 am sample. The Hypothesized Mean Difference

is zero. Variable 1 Variance (known) equals 400, found by squaring the standard deviation
of 20, and Variable 2 Variance (known) is 256, found by squaring the standard deviation of
16. The Labels box is checked because cells B1 and C1 contain the sample names. Alpha
stands for the level of significance. Enter 0.05. Excel has three options for where to place
the output: 1) the current worksheet, 2) a new worksheet, or 3) a new workbook. The
selected output option is to place the results in the same worksheet as the data starting in
cell J1. Then click OK.
In a few seconds, Excel provides the answers. Figure 8 shows the results of our test.
Included in this report are the two means, the known variances, the number of
observations for each sample, the value of z, -2.779, and the p-values and critical values for
one-tailed and two-tailed tests. Remember: p-values are probabilities. They can never be
negative. The p-value represents the probability of obtaining a test statistic as extreme or
more extreme than the one we obtained. When the p-value is greater than the significance
level, we do not reject the null hypothesis. If the p-value is equal to or less than the level of
significance, we reject the null hypothesis. Our confidence in our decision to reject the null
hypothesis grows as the p-value shrinks.
z-Test: Two Sample for Means

Mean

9:00:00 AM 11:00:00 AM
74.3048387 80.01378205

Known Variance
400
256
Observations
155
156
Hypothesized Mean Difference
0
z
-2.7785201
P(Z<=z) one-tail
0.00273036
z Critical one-tail
1.64485363
P(Z<=z) two-tail
0.00546071
z Critical two-tail
1.95996398
Figure 8: Excel’s Solution for this two-sample z-test for the means

It should also be pointed out that our failure to reject the null hypothesis does not
mean it is true. Similarly, when we reject the null hypothesis, we do not consider the
alternate hypothesis true.
Unfortunately, Excel’s z-Test: Two Sample for Means tool has major shortcomings:
1) It fails to report effect size.
2) There is no estimate of the probability of a Type II error or statistical
power.
3) It does not calculate the population variances for you, so you have to
know these parameters before you conduct this test.
The good news is that we can use Excel to calculate population variances and we can adapt
the power tables so statistical power and the probability of a Type II error can be
estimated.
The most commonly used effect size for two-sample tests of means is Cohen’s d. We
can find the effect size using the following equations:
Cohen′ s d =

̅9 − ̅
|X
X11 |
Pooled Standard Deviation

Equation 2: Formula for Cohen's d

Pooled Standard Deviation = √

2
s92 + s11
400 + 256
=√
= 12.806
2
2

Equation 3: Formula for Pooled Standard Deviation

Cohen′ s d =

|74.30 − 80.01|
= 0.4458
12.806

Equation 4: Calculation for Cohen's d

How do we interpret a Cohen’s d effect size of 0.4458? Table 4 shows Professor Cohen’s
loose definitions of effect size.2 The values of Cohen’s d are “threshold” values. This means
that a small effect size must be at least 0.20, a medium effect size must be at least 0.50, and
a large effect size must be at least 0.80. In the social sciences, effect sizes tend to be small.3

An effect size less than 0.20 is considered a negligible or minimal effect. Whenever we
reject the null hypothesis and the effect size is negligible, we should be concerned that our
findings lack practical significance. As we have said, practical or clinical significance means
that the research findings can change our daily practices.
Table 4: Professor Cohen’s Guidelines for Interpreting Cohen’s d Effect Size

Cohen’s d
<0.20
0.20
0.50
0.80

Interpretation
Negligible Effect
Small effect
Medium effect
Large effect

Given the standardized effect size of 0.4458, the difference between an average test
score of 74.30 and 80.01 is just below a medium effect. Of course, most students would
contend that the 5.71 point difference in a test score, the difference between a C and a B-, is
quite important and has real meaning. In short, an effect of such magnitude has practical
significance.
Probability of a Type II Error and Statistical Power: Figure 9 shows an image of
the calculation of Cohen’s d and the estimate of statistical power and the probability of a
Type II error using the power table included in the Excel workbook named
15_Examples.xlsx. Power is dividing Cohen’s d by the adjusted n. The formula for the
adjusted n is 2 * (n9 * n11)/ (n9 + n11). This results in the delta, δ, score. The delta score is
matched with the appropriate row. Statistical power can be found by looking at the cells
that matched the appropriate column. Excel, as shown in Figure 9, can do this for you when
a series of IF statements are used.

Calculation of Effect Size, Power, and P(Type II)
Pooled Standard D eviation
12.806
=SQRT(E9+F9)/2
Effect Size: Cohen's d
0.4458
=ABS(E17/E24)
Intepretation of Cohen's d Sm all Effect
Adjusted n
155.50
=2*(E3*F3)/(E3+F3)
D elta, δ
5.6
=E25*SQRT(E27)
Cohen's d Interpretation Threshold
Sm all Effect
0.20
Medium Effect
0.50
Large Effect
0.80
Power Estim ate Using a Power Table
δ
0.05/0.10 0.025/0.05
Power Estim ate
5.6
**
**
P(Type II)
>0.005
>0.005
** Signifies that Power at or below this point is greater than 0.995
Figure 9: Effect size, statistical power, and the probability of a Type II error.

0.01/0.02
**
>0.005

0.005/0.01
0.99
0.01

Statistical power is extremely high, greater than 99.5 percent, 1 minus P(Type II),
which means that the probability of the Type II error is very low, less than 0.5 percent.
Whenever statistical power is this high, we should ask whether this test is over-powered. It
is not because the effect size is not negligible. What student or faculty member would argue
that the difference between a 74.3 and in 80.01 lacks practical significance? That said, Dr. V.
could have used smaller samples sizes without violating the five-eighty convention.
Step 6. Decide and Report
Because the z-value of -2.779 is less than the critical value of -1.645 and the p-value
of 0.27 percent (the area in red in the chart shown in Figure 10) is well below the 5
percent significance level, there is strong evidence to reject the null hypothesis at
either a 5 percent and 1 percent significance levels. This indicates that it is highly
unlikely that the 9 am and 11 am classes performed equally on the first examination.
Conclusion: On average, students in the 9 am class have lower grades on the first
exam than students in the 11 am classes.

Figure 10: Graphic representation of the left-tail test at a 5% significance level with a p-value of 0.27%

III. Tests of the Proportions of Two Independent Samples Using z-values
In Module 11 we constructed confidence intervals for proportions using the October 2019
Gallup poll data on the attitudes of Republicans, Independents, and Democrats on the
legalization of marijuana. We will now conduct a two-sample test for proportions using the
2019 Gallup data. Given that we can only compare two samples with this z-test, we will
compare the proportions of Republicans and Independents who favor the legalization of
marijuana.
Please note: Microsoft Excel’s Data Analysis ToolPak does not have a built-in test
for proportions. We can, however, use Excel built-in functions to perform all the
calculations. We will use G*Power to estimate statistical power and the probability of a
Type II error.
Step 1: Test Set-up
In October 2019, the Gallup organization published the results of its annual poll on the
proportion of Republicans, Independents, and Democrats who favor the legalization of
marijuana. We will designate the count of the number of people who favor the legalization

of marijuana a “success” because they match the characteristic we are seeking to measure.
Here are Gallup’s findings:
Table 5: Results from the October 2019 Gallup Poll on the Legalization of Marijuana

To repeat, we cannot use a z-test to compare more than two proportions
simultaneously. We could use a chi-square test, but we will not cover chi-square tests until
Module 17. In the meantime, all we can do is compare the proportions for two independent
samples: Independents to Republicans: 50.64 percent of Republicans compared to 67.48
percent of Independents favor the legalization of marijuana. These proportions are
estimates of the unknown population proportions, πR and πI. When we constructed
confidence intervals, we estimated the margin of error, or MoE, at a 95 percent confidence
interval. The MoE for Republicans was plus or minus 7.99 percent and plus or minus 5.32
percent for Independents. The confidence intervals, which are considered inverse
hypothesis tests, determined that the attitudes of Republicans and Independents were not
equal because the confidence intervals did not overlap.
The research question: Is the difference in support for the legalization of marijuana
between Republicans and Independents statistically significant? The phrasing of this
question suggests a two-tailed test, but we are not interested in whether there is a
difference. We want to know whether Republicans are less likely to favor the
legalization of marijuana than Independents. This would be a left-tailed test. If we
placed Independents first, we would conduct a right-tailed test. We must be certain to
clearly phrase our question when we write the null and alternate hypotheses, the decision

rule, calculate the test statistic, and report our findings. Not doing so risks muddling our
results. Structuring this test as a left-tailed test, we expect the z-value to be negative.
Step 2. Select the Level of Significance, α
A 5 percent significance level is selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Here are the null and alternate hypotheses for our left-tailed test:
H0: πR ≥ πI; H1: πR < πI
As always, the null hypothesis means no difference. In this case, the difference between the
proportion of Republicans and Independents who favor the legalization of marijuana is
statistically insignificant; that is, it is merely due to sampling error. Our alternative
hypothesis means that there is a statistically significant difference between the attitudes of
Republicans and Independents on the legalization of marijuana; or, the difference between
50.64 percent and 67.48 percent is greater than what we would expect if the difference
were simply sampling error. In short, we are investigating whether the results of the latest
Gallup poll provide evidence that fewer Republicans favor the legalization of marijuana
than Independents.
Step 4. Compose the Decision Rule
The Area Under the Curve table shows that the critical value for a left-tailed test with a 5
percent significance level is 1.65. But, because the tables are for the right side of the
symmetrical normal curve, and we are testing on the left table, we must add the negative
sign, -1.65. Excel will provide a more precise answer, -1.645. The decision rule: Reject the
null hypothesis if z is less than -1.645 (or -1.65). Figure 11 shows a chart of the normal
curve with a five percent rejection region on the left-tail.

Figure 11: Left-tailed test with a 5% significance level

Step 5. Calculate the Value of the Test Statistic and p-value
Calculating the test statistic for a two-sample z-test for proportions requires two steps: 1)
Calculating the pooled proportion, pc, and 2) Calculating the z-value. Here are the formulas
and calculations:
# 1: Calculate the Pooled Proportion:
pc =

X1 + X2 199 + 444
643
=
=
= 0.6135
n1 + n2 393 + 655 1,048
Equation 5: Equation for pooled proportions

# 2: Calculate the z-value:
z=

p1 − p2
p (1 − pc ) pc (1 − pc )
√ c
+
n1
n2

=

0.5064 − 0.6748

√0.6135(1 − 0.6135) + 0.6135(1 − 0.6135)
393
655
−0.1684
= −5.520
0.0311

=

Equation 6: Test Statistic for a One-Sample z-test for the Mean

A -5.520 z-value is very extreme, over 5.5 standard errors of the proportion below
the hypothesized population proportion. In fact it is so extreme that you cannot find it on
the Area Under the Curve Tables. You will recall, the Normal or Empirical Rule states that
nearly all values are plus or minus three standard deviations. Our z-value indicates that we
are over 5.52 standard errors of the proportion below a z-value of 0.00. The standard error

of the proportion, SEP, is the substitute for standard deviation when dealing with
proportions.
Microsoft Excel can calculate the p-value with the following formula:
= 1-NORMSDIST(-5.50) = 0.00000002

Equation 7: Excel's Formula For Calculating p-values for a z-test

This is an extremely tiny p-value. We report tiny p-values like this as <0.001.
To calculate effect size we will use Cohen’s h.4 Equation 8 shows the formula:
Cohen′ s h = |ϕ1 − ϕ2 |, where phi (ϕ) = 2(arcsin ∗ √p)
Equation 8: Formula for Cohen's h

If you remember your high school trigonometry, arcsin is the inverse of the sine function.
You can calculate arcsin using Excel’s ASIN function:
=ASIN(Number)

Equation 9: Excel's ASIN Function

Figure 12 shows the calculation of Cohen’s h performed in Excel. The value is 0.35.

Enter values in the RED Cells
Significance Level, α
Test Direction
Critical Value(s) of z
H 0:
H 1:
Decision Rule

0.050
Left-Tail
-1.645
π1 ≥ π2
π1 < π2
Reject the null hypothesis if z is < -1.645

Calculation of Test Statistic
Sampling Error
-0.1715 =B6-C6
Pooled Proportion, pc
0.6135 =(B4+C4)/(B5+C5)
SEP
0.0311 =SQRT((E11*(1-E11)/B5)+(E11*(1-E11)/C5))
z-value
-5.520 =E10/E12
p-value 0.00000002 =1-NORMSDIST(ABS((E13)))
Decision Regarding the H 0 Reject the Null Hypothesis
Calculation of Effect Size, Power, and P(Type II)
Effect Size, Cohen's h
0.35 =ABS(E19-E20)
Phi 1, φ1

1.584 =2*(ASIN(SQRT(B6)))

Phi 2, φ2

1.934 =2*(ASIN(SQRT(C6)))

Intepretation of Cohen's h Small Effect

Cohen's h Interpretation Threshold
Small Effect
0.20
Medium Effect
0.50
Large Effect
0.80

Figure 12: Calculation of Cohen's h

A Cohen’s h score of 0.35 indicates that we have uncovered a small effect relating to
the impact of party identification and attitudes toward the legalization of marijuana. Yes,
the difference of 17.15 percentage points between Republicans’ and Independents’
attitudes towards the legalization of marijuana is only a small effect.
Once we have the effect size, we can use G*Power to estimate statistical power and
the probability of committing a Type II error. Here are the settings for the G*Power
analysis:
1. Test family: z tests
2. Statistical test: Proportions: Difference between two independent
proportions

3. Type of power analysis: Post hoc: Compute achieved power – given α,
sample size, and effect size
4. Input parameters:
a. Tail(s): One
b. Proportion p2: 0.6748
c. Proportion p1: 0.5064
d. α err prob: 0.05
e. Sample size group 1: 393
f. Sample size group 2: 655
Once these settings have been entered, click calculate. Figure 13 shows the post hoc power
analysis.

Figure 13: Post hoc power analysis

Statistical power is approaching 100 percent, which raises a concern about practical
significance. Given the fact that the effect size, 0.35, is not minimal, we should be reassured
that there is practical significance when measuring the difference between the attitudes of
Republicans and Independents on the question of the legalization of marijuana.

Please note: Whenever the null hypothesis is rejected, we would not normally
conduct a post hoc power analysis. The fact that we rejected the null hypothesis means that
we have sufficient power and that a Type II error, in this example, is impossible.
If we were to design a study rather than conduct a retrospective analysis of data
from the Gallup Poll, we would perform an a priori power analysis to determine sample
size. To do this we would have to change the G*Power inputs. We would change the type of
power analysis to “A priori: Compute required sample size – given α, sample size, and effect
size.” We would have to estimate the ratio of Independents to Republicans and the
proportions of Independents and Republicans likely to favor the legalization of marijuana.
These inputs could be based on past surveys, a pilot study, or judgment. We will assume
that 67 percent of Independents and 50 percent of Republicans favor the legalization of
marijuana, and that for every Republican there are 1.67 Independents. The a priori power
analysis to determine sample size shows that we would need 82 Republicans and 137
Independents to achieve 80 percent power. Figure 14 shows the results of this a priori
power analysis.

Figure 14: A Priori Power Analysis

Step 6. Decide and Report
Given the extreme z-value of -5.520 and the tiny p-value of <0.001, we reject the null
hypothesis. There is far less than a one in a thousand chance that the different attitudes on
the legalization of marijuana exhibited by Republicans and Independents is merely
sampling error. The difference, therefore, is statistically significant. Given the effect size, we
also conclude that the results have practical significance. Conclusion: Republicans are less
likely to favor the legalization of marijuana than Independents.
Please note: The two-sample test of proportions is of limited use because we are
restricted to comparing only two samples at a time. Comparing confidence intervals for
Republicans, Independents, and Democrats allows us to compare the attitudes toward the
legalization of marijuana for all three samples in one analysis. Remember: Confidence

intervals are the inverse of hypothesis tests. Many statisticians argue that confidence
intervals are more informative than hypothesis tests like this one. To compare Republicans,
Independents, and Democrats using NHSTs we would have to conduct three separate tests:
1) Republicans to Independents, 2) Republicans to Democrats, and 3) Independents to
Democrats. Doing so, however, raises the probability of a Type I error: 1 minus 0.953 = 1
minus 0.8574 = 0.1426, not 0.05.
IV. Tests of the Means of Two Independent Samples Using t-values
When we want to test the difference between two independent sample means, we usually
do not meet the requirements for a z-test for two independent sample means. We may not
have a good estimate of the population variance, σ2, for each sample. Or, one or both of the
samples may have fewer than 30 observations. In such cases, we cannot use a z-test. We
may be able to use a two-sample t-test for independent samples, however, the use of twosample t-test requires that the data be normally distributed or symmetrical around the
mean. The t-test, however, is considered a robust test that remains useful even when this
assumption is violated to a moderate extent. In other words, the two samples can be less
than perfectly symmetrical. If the data for each of the two samples are heavily skewed,
however, we would have to use a nonparametric test like a Mann-Whitney U test.
There are actually two t-tests for means for independent samples: One for samples
with roughly equal sample variances. This test is often called a pooled-variance t-test. The
other two-sample t-test is for samples with unequal sample variances. The decision about
which two-sample t-test to use is based on the equality of the sample variances. To
determine whether the variances of the two samples are equal, we conduct an F-test for
equality of variance. Excel’s Data Analysis ToolPak has a built-in equality of variance test

called “F-Test Two-Sample for Variances.” In the following examples, we shall conduct this
test two ways: 1) Using Excel’s Data Analysis ToolPak and 2) Using Excel’s standard
functions and a series of IF statements. We shall see that the test created using Excel’s
standard functions and IF statements has a major advantage over Excel’s Data Analysis
Toolpak’s Test Two-Sample for Variances. This test can also be easily completed with
calculations done with paper and pencil or a handheld calculator.
A. F-Test for the Equality of Variance
F-tests are based on the F-distribution. Like z and t distributions, there is a “family”
of F-distributions. F-distributions are based on the degrees of freedom in the
numerator and denominator. Degrees of freedom are found by the sample size, n,
minus 1. The critical value of F is the ratio between the degrees of freedom in the
numerator over the degrees of freedom in the denominator. See Equation 10.
Critical Value of F =

df in Numerator (n − 1)
df in Denominator (n − 1)

Equation 10: Degrees of Freedom Equation for an F-Test for Equality of Variance

Like z- and t-distributions, F-distributions are continuous. The t-distribution
and F-distribution are closely related; F-values are the square root of t-values. But
unlike z- and t-distributions, F-distributions are always positively skewed. And, like
z-distributions and t-distributions, F-distributions are asymptotic; that is, while the
curve gets close to the X-axis, it never touches this axis.
Here are four graphic representations of F-distributions with different
degrees of freedom in the numerator and denominator:

Table 6: Four Graphic Examples of F-Distributions

Appendix 2:Statistical Tables has two critical values tables for F, one for a 5
percent level of significance and the other for a 1 percent. These tables are big and
there are missing values for some combinations of degrees of freedom.
Figures 15 and 16 show abbreviated critical value tables found in the
appendix at a 5 percent and a 1 percent significance level.

Figure 15: Critical Value Table for F at a 5% significance level

Figure 16: Critical Value Table for F at a 1% significance level

You can also use Microsoft Excel to find critical values using this formula:
=FINV(significance level, df in numerator, df in denominator)

Equation 11: Excel's Formula for Calculating the Critical Value of F

Finding the critical values of F using Excel has advantages over using the paper tables: 1)
you are not restricted to using 5 percent or 1 percent significance levels, and 2) you can
find the critical value for any combination of degrees of freedom.
Equation 12 shows the test statistic for the Equality of Variance test:
𝐹=

𝑠12
𝐿𝑎𝑟𝑔𝑒𝑟 𝑆𝑎𝑚𝑝𝑙𝑒 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒
2 = 𝑆𝑚𝑎𝑙𝑙𝑒𝑟 𝑆𝑎𝑚𝑝𝑙𝑒 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒
𝑠2

Equation 12: Equality of Variance Test Statistic

Please note: To keep the critical values tables manageable, we always place the
larger sample variance in the numerator. Consequently, the smallest possible Fvalue is 1.00. If your F-value is less than 1.00 you made the mistake of placing the
smaller variance in the numerator.
The research question is: Is variance for Sample A (the sample with the
larger variance) greater than that for Sample B? The null and alternate hypotheses

are written as: H0 : σ2A ≤ σ2B ; H1 : σ2A > σ2B . Remember: Null hypotheses tests always
pertain to a population parameter. With the equality of variance test, we are
interested in determining whether the two population variances, σ2A = σ2B , are
equal; but because F-Distributions are always positively- or right-skewed, the F-test
for equality of variance should be written as a right-tailed test.
The critical value for F is found by using the critical values table. We find the
intersection of degrees of freedom in the numerator with degrees of freedom in the
denominator. Degrees of freedom for this F-test are found by n minus 1 for the
numerator and n minus 1 for the denominator. The larger variance always goes in
the numerator. Let’s say Sample 1 has a variance of 25 and a sample size of 17 and
Sample 2 has a variance of 16 and a sample size of 18. Sample 1 goes in the
numerator and Sample 2 goes in the denominator. The critical value at a 5 percent
significance level is 2.38 based on 16 degrees of freedom, found by 17 minus 1 in the
numerator, and 15 in the denominator, found by 16 minus 1. See Figure 17.

Figure 17: Critical value for F(16,15) at a 5% significance level is 2.38.

The decision rule: Reject the null hypothesis if F is greater than 2.38.
The test statistic is:
σ12 36
F= 2=
= 1.44
σ2 25

Equation 13: Equality of Variance F-Test

Unfortunately we cannot estimate the p-value using the critical values tables.
We must use Microsoft Excel. Equation 14 shows the formula for calculating pvalues:
=FDIST(F-value, df numerator, df denominator)

Equation 14: Excel's Formula for Calculated p-Values for F-Distributions

The p-value F(16,15) is 0.2386 or 23.84 percent. With a p-value greater than the 5
percent significance level, we would fail to reject the null hypothesis. We conclude
that the two samples do not have unequal variances. This is an important finding. It
tells us to use a pooled variance (equal variance) t-test, not the t-test for unequal
variance.
Should the summary statistics be available, you can conduct this test using
the F-Test for Equality of Variance template found in Module15_2Examples.xltx. Just
enter the significance level, the sample standard deviations, and sample sizes, and
the template will place the larger variance in the numerator, calculate the F-value, pvalue, to tell you whether to reject the null hypothesis and which of the two t-tests
to use. Open this template, and enter values in the “red” cells to see how it works.
Look at the formulas in each cell. Figure 18 shows the template for this problem.

Figure 18: F-Test for Equality of Variance template found in Module15_2-Sample)_NHST.xltx.

Based on the data entered, we would fail to reject the null hypothesis. We conclude
that there is no significant difference in the sample variances. This means that we should
use a pooled variance t-test, or what Excel calls a “t-Test: Two-Sample Assuming Equal
Variance.” If we were to reject the null hypothesis, the variances would be unequal and we
would have to use an unequal variance t-test, or what Excel calls a “t-Test: Two-Sample
Assuming Unequal Variance.” Please note: Unequal Variance t-test reduces the degrees of
freedom. Thereby lowering statistical power compared to the pooled variance t-test.
If you have the raw data, you may also conduct an F-test for equality of variance
using Excel’s Data Analysis plug-in. We will examine Excel’s F-test in the context of the two
two-sample t-tests for the means. We will also discover this plug-in has a serious flaw: It
does not automatically place the larger variance in the numerator.

B. t-test for Means of Two Independent Samples Using t-values (Pooled
Variance Test
Step 1: Test Set-up
The Accounting faculty at the Nunya School of Business is testing a new introductory
accounting textbook. The Nunya Business faculty assign the new textbook to half the
Accounting 1 classes and the current textbook to the other half. Students in both classes
took the same standardized test. The faculty randomly selected the exam scores for 100
students in classes that use the current textbook and 100 test scores of students in classes
using the new textbook. These two samples are independent because a student cannot be
registered in more than one Accounting I class. Because there is no good estimate of the
population variances, a two-sample z-test for the means cannot be used. But, which twosample t-tests should be used? To answer this question, they must conduct an F-test for
equality of variance. The research question: Are the variances equal? The null and
alternate hypotheses are: H0: σ12 ≤ σ22 ; H1: σ12 > σ22
Tables 7 and 8 show the exam scores from the classes using the new and the current
textbooks:
Table 7: Test scores from classes using the current textbook

Table 8: Test scores from classes using the new textbook

We will use Excel’s F-test for equality of variance using Excel’s Data Analysis
ToolPak plug-in. Do the following steps:
# 1: Click on the Data Analysis icon in the ribbon:

Figure 19: Click on Data Analysis icon

# 2: Select F-Test Two-Sample for Variance and Click OK.

Figure 20: F-Test Two Sample for Variances

# 3: Enter data in the Input window and Click OK.

Figure 21: Input window for F-Test Two-Sample for Variances

# 4: Read the results and make a decision.

Figure 22: Results for F-Test Two-Sample for Variances. Note: Error

The nice thing about Excel’s F-Test Two-Sample for Variance is that it very quickly
calculates the degrees of freedom, the critical value of F, the test statistic, and the p-value.
But, it is prone to a rather foolish error that is a serious shortcoming. In this case, we see
that F is less than 1.00, which is impossible when we follow the convention of placing the

larger variance in the numerator. This error stems from the fact the we placed the sample
with the larger variance in Variable 2 Range, not Variable 1 Range. This is an easy mistake
to make because we did not calculate the variances for the two samples in advance. The ttests in 15_Examples.xlsx fixes this problem by using a series of IF statements so the larger
variance is always in the numerator. It even tells us which of the two t-tests to use. See
Figure 23:

Figure 23: Equality of Variance F-Test Performed Properly in Excel

Based on the results of this test, we will use a pooled variance t-test.
Step 2. Select the Level of Significance, α
The t-test will be conducted using a 5 percent significance level.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
The question we want to answer is: Do students using the new textbook achieve
significantly higher scores on the standardized accounting examination?

The null and alternate hypotheses are: H0: μn ≤ μo; H1: μn > μo.
Step 4. Compose the Decision Rule
With this test we have 198 degrees of freedom found by adding the two sample sizes and
subtracting the number of independent samples, 100 + 100 minus 2 = 198. The critical
value for t with 198 degrees of freedom, right-tailed test with a 5 percent significance level
is 1.653, found by using the following Excel formula: =TINV(0.05,198). You can also find
this value using the student-t critical value table shown in Figure 24.

α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005
α — Two-Tailed Test
df 0.20 0.10 0.05
0.02
0.01
198 1.286 1.653 1.972 2.345 2.601

0.0005
0.001
3.340

Figure 24: Critical Value for t with 198 degrees of freedom, right-tailed test, 5% significance level

The decision rule: Reject the null hypothesis if t is greater than 1.653. Here is what
the t-distribution look like with a 5 percent rejection region at 198 degrees of freedom.

Figure 25: t-Distribution 5% right-tailed test with 198 degrees of freedom

Step 5. Calculate the Test Statistic and p-Value

Our next step is to calculate the test statistic, Two-Sample t-test assuming equal variances,
and p-value. We will do this first by hand and we will estimate the p-value using the critical
values table. Then we will use Excel’s Data Analysis tool.
There are two steps when we calculate the test statistic for a pooled or equal
variance t-test:
# 1: Calculate Pooled Variance.
sp2

(nn − 1)sn2 + (no − 1)so2
=
nn + n o − 2

Equation 15: Pooled Variance Formula

Because the population variances are unknown, we create an estimate by pooling the
sample variances. The pooled variance formula is a simple fraction. In the numerator, we
multiply the degrees of freedom and sample variance from the first sample and add this
figure to the product of the degrees of freedom and sample variance from the second
sample. The denominator is the total degrees of freedom found by adding the two sample
sizes and subtracting by 2. Here is the pooled variance for our problem:
sp2 =

(100 − 1)162.01 + (100 − 1)152.895 (99)162.01 + (99)152.895
=
=
100 + 100 − 2
198
16,038.99 + 15,136.56 31,275.55
=
= 314.90
198
198
Equation 16: Formula for Pooled-Variance

# 2: Calculate the test Statistic.
Equation 17 shows the formula for the test statistic and the calculation for this example:
t=

̅
Xn − ̅
Xo
1
1
nn + no )

√sp2 (

=

80.01 − 77.12
√314.90 ( 1 + 1 )
100 100

=

2.89
√3.149

=

2.89
= 1.629
1.775

Equation 17: Test Statistics for a Two-Sample t-Test with Equal Variance

Using the student-t critical values table, we can estimate the p-value by comparing
the value of our test statistic, 1.629, and the critical values for a one-tailed test, 1.653. As
shown in Figure 26, the test statistic is between the critical values for 5 percent and 10
percent, therefore, the p-value is greater than 5 percent and less than 10 percent.

α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005
α — Two-Tailed Test
df 0.20 0.10 0.05
0.02
0.01
198 1.286 1.653 1.972 2.345 2.601

0.0005
0.001
3.340

1.629
Figure 26: Estimating the p-value using the student-t critical values table

Using Excel’s Data Analysis tool is much faster, more accurate, and less prone to
error than calculating the t-value by hand. To do so, follow these steps:
# 1: Select t-Test: Two-Sample Assuming Equal Variance and click OK.

Figure 27: Data Analysis, t-Test: Two-Sample Assuming Equal Variance

# 2: Enter the data in the data input window and click OK.

Figure 28: Data input window for a Two-Sample t-Test Assuming Equal Variance

Step 3: Interpret Results and Make a Decision Regarding the Null Hypothesis.

t-Test: Two-Sample Assuming Equal Variances

Mean
Variance
Observations
Pooled Variance
Hypothesized Mean Difference
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

New Textbook Old Textbook
80.01
77.12
162.01 152.8945455
100
100
157.4522727
0
198
1.628577304
0.052496291
1.652585784
0.104992583
1.972017478

Figure 29: Results for our Equal Variance t-Test

Using Excel yields a solution to this problem far faster than conducting this test by hand.
With a test statistic of 1.629 and a p-value of 5.25 percent, we fail to reject the null
hypothesis. We lack sufficient evidence to reject the null hypothesis. Figure 30 shows

a chart of the t-distribution with a p-value of 5.25 percent. You can see that the p-value,
barely visible in red, just misses the 5 percent rejection region.

Figure 30: p-Value = 5.25% just misses the rejection region

As pointed out before, Excel’s Data Analysis function, however, has shortcomings. It
fails to calculate: 1) the effect size, 2) P(Type II error), and 3) the statistical power of this
test. In 15_Examples.xlsx on the Example #3 worksheet, we calculated Cohen’s d. Effect size
is trivial, only 0.06. Remember, an effect size must be at least 0.20 to be considered a small
effect. The effect, therefore, is negligible. Figure 31 shows this calculation:

Use pool variance t-test
D irection of the test
H 0:
H 1:
D egrees of Freedom , df
tCV
D ecision Rule:
Sam pling Error
SEM
t-value
p-value
D ecision
Cohen's d Effect Size
Interpretation of ES

Right-Tail
μ1 ≤ μ2
μ1 > μ2
198
1.653
R eject of null hypothesis if t is > 1.653

-2.8900
1.77
-1.629
0.0525
ES Thresholds
Fail to reject
Sm all Effect
0.06
Medium Effect
Minim al Effect Large Effect

Figure 31: Cohen's d Effect Size Calculation

0.20
0.50
0.80

Given the tiny effect size, we should not be surprised to discover that this test is grossly
under-powered and that the probability of a Type II error is far too high to draw definitive
conclusions about the new textbook.
Once we have the effect size, we can conduct a post hoc power analysis using
G*Power. Here is how to do this:
1) Open G*Power
2) From the drop-down box on the upper left: Set Test family as “t tests”
3) From the drop-down box on the upper right: Set Statistical test as “Means:
Difference between two independent means (two groups)
4) Type of Power Analysis: Post hoc: Compute achieve power – given α, sample
size, and effect size
5) Set input parameters are follows:
a. Tail(s): One
b. Effect size d: 0.06
c. α err prob: 0.05
d. Sample size group 1: 100
e. Sample size group 2: 100
6) Click the calculate button on the bottom right
Figure 32 shows the results of the post hoc power analysis. The analysis shows that with
power of only 11.08 percent, this test is woefully under-powered. There is an 89 percent
probability of committing a Type II error. Conclusion: The test results are inconclusive.

Figure 32: Post Hoc Power Analysis

We may consider the faculty at Nunya Business quite foolish for not conducting an a priori
power analysis when planning this study.
Here are the settings to conduct this a priori power analysis using G*Power:
1) From the drop-down box on the upper left: Set Test family as “t tests”
2) From the drop-down box on the upper right: Set Statistical test as “Means:
Difference between two independent means (two groups)
3) Type of Power Analysis: Post hoc: Compute achieved power – given α, sample
size, and effect size
4) Set input parameters are follows:
a. Tail(s): One
b. Effect size d: 0.0
c. α err prob: 0.05

d. Power (1 minus β err prob): 0.80
e. Allocation ratio n2/n1: 1.00
5) Click the calculate button on the bottom right
Figure 33 shows the results of the a priori power analysis. Both samples require
3,486 students to obtain 80 percent power. That is 6,972 students in total, which would be
a huge sample. The Nunya School of Business may have to run this test over multiple
semesters to achieve the necessary sample size.

Figure 33: A priori Power Analysis

Maybe the Nunya Business faculty should make the decision on switching to a new
textbook based on other criteria, like the textbooks’ cost, ancillary materials available to

students and faculty, and the faculty’s judgment as experts in the field. Not every decision
in the workplace must be made on the basis of a null hypothesis significance test. To
paraphrase the great advertising genius David Ogilvy, we do not want to use research and
NHST like a drunkard using a lamp post for support rather than illumination.5 The test we
just conducted fails to illuminate a solution for the Nunya Business faculty.
C. t-test for Means of Two Independent Samples Using t-values (Unequal
Variance t-Test
Step 1: Test Set-up
Joe and Carl are twins stricken with a severe case of sibling rivalry. They hate each other as
much as they love freshly brewed espresso. They own competitive espresso stands at the
state’s largest mall: Jittery Joe’s Espresso Emporium and Caffeine Carl’s Espresso Deluxe.
Their stands are at opposite ends of the mall. At dinner on Thanksgiving, the boys argued
violently about whose espresso stand was more successful. Their mother, Muriel, hired you
to determine who sells more espresso. When she hands you 66 days of sales for each of her
sons’ stands, she insists that you provide your analysis within a few days. The research
question: Is there a significant difference in daily sales for the two espresso stands?
Table 9 shows the daily dollar sales for the two stands:

Table 9: Daily Sales (rounded off to the nearest dollar) for Jittery Joe and Caffeine Carl

Table 10 provides the summary data:
Table 10: Summary Data

Given that you lack data on the population variance for both stands, you decide to
conduct a two-sample t-test. A Two-Sample F-Test for Variances needs to be conducted to
determine which of the two two-sample t-tests to run.

Figure 34 shows the results of Excel’s F-Test for the equality of variance test:

Figure 34: F-Test for Equality of Variance

You immediately notice that the F-value is less than 1.00, which is wrong. Caffeine
Carl’s data should have been considered Variable 1. Excel’s serious shortcoming, as
previously noted, is that it does not automatically place the larger variance in the
numerator. It always places the data entered in Variable 1 range in the numerator
regardless of the size of this sample’s variance. This is a major problem. The results shown
in Figure 34 are wrong because Excel placed Jittery Joe’s variance in the numerator when it
should be placed in the denominator. The actual F-value is 2.10, found by:
F=

Caffeine Carl 31,982.5697
=
= 2.10
Jittery Joe
15,253.2375
Equation 18: The F-Test Calculation

Figure 35 shows the correct output for this test using Excel’s F-Test Two-Sample for
Variance. Please note: The positions of the two samples have been flipped:

Figure 35: Correct F-Test for Unequal Variance

With a p-value of 0.0016, we reject the null hypothesis that the variances are equal. As a
consequence, we must use a two-sample t-test for unequal variances.
Please Note: My favorite statistics plug-in for Excel, MegaStat, does not fall into this
trap. The two-sample analysis of variance F-test is part of the two-sample hypothesis
option. Based on the results of this two-sample analysis of variance F-test, MegaStat runs
the appropriate two-sample t-test. Here is the link to MegaStat, which is published by
McGraw-Hill Higher Education.
Step 2. Select the Level of Significance, α
The level of significance is 0.05.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
This is a two-tailed test given the research question: Who has higher dollar sales?
Here are the null and alternate hypotheses: H0: μj = μc; H1: μj ≠ μc.

Step 4. Compose the Decision Rule
Because this is a two-sample t-test of means for unequal variance, degrees of freedom are
reduced. There are 116 degrees of freedom. Here is the formula we use to adjust the
degrees of freedom and the results:

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝐹𝑟𝑒𝑒𝑑𝑜𝑚 =

𝑠2
𝑠2
[( 1 ⁄𝑛1 ) + ( 2⁄𝑛2 )]
2

𝑠2
( 1 ⁄𝑛1 )

2

2

𝑠2
( 2⁄𝑛2 )

𝑛1 − 1 + 𝑛2 − 1

Equation 19: Formula to Adjust Degrees of Freedom

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝐹𝑟𝑒𝑒𝑑𝑜𝑚 =

[(15,253.24⁄66) + (31,982.57⁄66)]
2

2

2

(15,253.24⁄66)
(31,982.57⁄66)
+
66 − 1
66 − 1

= 115.51 = 116

Equation 20: Adjusted Degrees of Freedom

With 116 degrees of freedom for a two-tailed test, the critical values are -1.981 and
+1.981. The decision rule: Reject the null hypothesis if t is less than -1.981 or greater than
1.981. Figure 36 shows the t-distribution for this two-tailed test with 116 degrees of
freedom:

Figure 36: t-Distributions for a two-tailed test with 116 degrees of freedom at a 5% significance level

Step 5. Calculate the Value of the Test Statistic and p-value

Figure 37 shows the output of Excel’s t-Test: Two-Sample Assuming Unequal
Variance:

t-Test: Two-Sample Assuming Unequal Variances
Jittery Joe Caffeine Carl
1505.4697 1504.21212
15253.2375 31982.5697
66
66
0
116
0.04700786
0.4812939
1.65809574
0.9625878
1.980626

Mean
Variance
Observations
Hypothesized Mean Difference
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Figure 37: t-Test: Two-Sample Assuming Unequal Variance

The difference in average daily sales is only $1.26. The t-value is 0.047 with a two-sample
p-value of 0.9626 or 96.26 percent.
Here is the calculation of the t-value performed by hand:
t=

̅
X1 − ̅
X2
s2
√ 1

s22

n1 + n2

=

1,505.47 − 1,504.21
√15,253.24 + 31,982.57
66
66

= 0.047

Equation 21: Test statistic for a t-test for Unequal Variance

The worksheet titled “Example #4 t-test Ind. Means,” like the worksheet titled
“Example #3 t-test Ind. Means,” does some important things that the Excel DataAnalysis
Plug-in does not:
1) It performs the F-Test Two-Sample for Variances properly by always placing
the larger variance in the numerator
2) It runs the appropriate t-test and reports the t-value and p-value
3) It writes the null and alternate hypotheses
4) It composes the decision rule
5) It calculates the t-value and p-value

6) It calculates the effect size using Cohen’s d, and reports how to interpret the
effect size (Minimal, Small, Medium, and Large)
Figure 38 shows what this analysis looks like. The user enters the cells in red.
Enter values in the RED
Cells
n
Mean
Sample SD
Sample Var
Significance Level, α
Degrees of Freedom
Equality of Variance Test

Jittery Joe
Caffeine Carl
66
66
1,505.47
1,504.21
123.50
178.84
15,253.24
31,982.57
0.05
65
65

Variance
df
Numerator
31982.570
65
Deminator
15253.238
65
F
2.097 Larger Variance in Numerator
p-value
0.0016
F CV
1.51
Decision Rule: Reject H0 if F is > 1.51
Decision: Reject
Which t-test: Use unequal variance t-test
Use unequal variance t-test
Direction of the test Two-Tails
H 0:
μ1 = μ2
H 1:
μ1 ≠ μ2
Degrees of Freedom, df
116
tCV
-1.981

1.981

Decision Rule: Reject of null hypothesis if t is < -1.981 or > 1.981
Sampling Error
1.2576
SEM
26.75
t-value
0.047
p-value
0.9626
ES Thresholds
Decision Fail to reject
Small Effect
0.20
Cohen's d Effect Size
0.0021
Medium Effect
0.50
Interpretation of ES Minimal Effect
Large Effect
0.80

Figure 38: t-test using "Example #4 t-test Ind. Means" Worksheet

The value of Cohen’s d effect size is negligible, 0.0021.
Now that the effect size has been calculated, we can use G*Power to run a post hoc
power analysis. We will use the same setting as the previous example:
1) From the drop-down box on the upper left: Set Test family as “t tests”
2) From the drop-down box on the upper right: Set Statistical test as “Means:
Difference between two independent means (two groups)

3) Type of Power Analysis: Post hoc: Compute achieved power – given α, sample
size, and effect size
4) Set input parameters as follows:
a. Tail(s): Two
b. Effect size d: 0.0021
c. α err prob: 0.05
d. Sample size group 1: 66
e. Sample size group 2: 66
5) Click the calculate button on the bottom right.
Figure 39 shows the results of a G*Power post hoc power analysis:

Figure 39: Post Hoc Power Analysis: Power = 5.125%

G*Power estimates power at 5.0 percent, which means that the probability of a Type II
error is 95 percent. Power is far too low. The only possible conclusion: The test is
inconclusive.

An a priori power analysis should have been conducted before the data were
collected to determine how big a sample is needed. Given the miniscule effect size, to
achieve 80 percent statistical power, the sample sizes would have to be 3,559,757 days!
That is just over 9,752 years of data. See Figure 40:

Figure 40: A Priori Power Analysis

Based on our tiny “estimated” effect size of 0.0021, conducting a null hypothesis
significance test is not worth the time and effort because even if we were about to find out
that the $1.26 difference in daily sales had statistical significance, no rational person would
argue that a $1.26 difference in daily sales has any practical significance.
Step 6. Decide and Report

To repeat, the tiny effect size, low statistical power, and extremely high probability of
committing a Type II error means that this test is inconclusive. The risk of a Type II error is
far too high to give us confidence in these results.
V. Test of the Means of Two Dependent Samples Using t-Values (Paired t-tests)
Dr. I. M. Cagey, the CEO of Ivy League Test Prep is trying to find out whether clients
who completed the company’s Scholastic Aptitude Test preparation program
increased their SAT scores. Researchers hired by management randomly selected
36 students who completed their program and paired their clients’ pre-program
SAT scores to their post-program scores. This is a standard before and after paired
t-test. Table 11 shows the results:

Table 11: Clients’ SAT Scores Before and After Completing the Ivy League Test Preparation Program

The summary statistics are:

Table 12: Summary Statistics for Clients’ SAT Scores

Step 2. Select the Level of Significance, α
A 5 percent significance level is selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
This is a right-tailed test given the research question: Have clients who completed
their SAT test preparation program increased their scores? Here are the null and
alternate hypotheses: H0: μd ≤ 0; H1: μd > 0. The symbol μd stands for the “mean of
the differences” between the two dependent samples.
Step 4. Compose the Decision Rule
With a paired sample t-test for this example, degrees of freedom are calculated by
the number of paired observations minus 1. In this example, we have 35 degrees of
freedom, found by 36 minus 1. With a right-tailed test at a 5 percent significance
level, the critical value using the student-t critical values table is 1.690. See Figure
41.

α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005
α — Two-Tailed Test
df 0.20 0.10 0.05
0.02
0.01
35 1.306 1.690 2.030 2.438 2.724

0.0005
0.001
3.591

Figure 41: Critical Value for t for a right-tailed test with 35 degrees of freedom

The exact critical value is 1.68957246, which rounded off is 1.690.

The decision rule: Reject the null hypothesis if t is greater than 1.690.
Figure 42 shows a chart for the t-distribution with the rejection region.
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Figure 42: t-distribution with a 5% rejection region in the right-tail
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Step 5. Calculate the Value of the Test Statistic and p-value
Before we calculate the test statistic, there are two new formulas we need to
introduce: 1) the mean of the differences between the paired samples, d̅ (d-bar), and
2) the standard deviation of the difference, sd:
1) The Mean of the Difference Between the Paired Samples
d̅ =

Σd
n

Equation 22: Equation for the Mean of the Differences, 𝑑̅

In essence, d̅ is a typical mean.
2) The Standard Deviations of the Differences
2
Σ(d − d̅)
√
sd =
n−1

Equation 23: Equation for the Standard Deviation for the Differences, sd

This is the usual sample standard deviation calculation. Here is how to set up the
calculations. First we find the difference between the paired observations. Because
our research question is to see whether SAT score increased, we will use the

following formula: After minus Before = difference, d. This way, the mean of the
differences, d̅, will be a positive number if the SAT scores have increased. Once we
have calculated the differences, we will calculate the mean of the differences, d̅, and
the standard deviation of the differences, sd. As with any standard deviation, there
are six steps to calculate the standard deviation of the differences, sd. These are the
same six steps we discussed in Module 5 to calculate standard deviations. Figure 43
shows the calculations:

Figure 43: Calculations for a Paired t-Test

Here are the six steps to calculate standard deviation of the differences, sd.
# 1: Find the mean of the differences, d̅, by adding all of the differences and dividing
by the number of differences, n. The mean of the differences is 5.104 found by
184/36.
# 2: Subtract the mean of the differences from each difference, d − d̅.
2
# 3: Square the deviations from the mean, (d − d̅) .
2
# 4: Sum the squared deviations from the mean, Σ(d − d̅) ,

# 5: Divide the sum of the squared deviations from the mean by

̅)
Σ(d−d

2

. The result is

𝑛−1

variance.
̅)
Σ(d−d

# 6: Take the square of variance to get the standard deviation, √

2

𝑛−1

.

The value for sd is 43.74.
We are now ready to calculate the test statistic. The formula for the test
statistic and its calculation is shown in Equation 24:
t=s

d̅
d

⁄
√n

=

19.31
= 2.648
43.74⁄
√36

Equation 24: Test Statistics for Paired t-Test

We can estimate the p-value using the student-t critical values table. See
Figure 44. The p-value would be less than 0.01 and greater than 0.005.

α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005
α — Two-Tailed Test
df 0.20 0.10 0.05
0.02
0.01
35 1.306 1.690 2.030 2.438 2.724

0.0005
0.001
3.591

2.648
Figure 44: p-value for a t-value of 2.648

Excel’s Data Analysis ToolPak has a paired t-test function that will complete
this analysis in a few seconds. Here are the steps to complete this analysis:
# 1: Click on the Data Analysis icon:

Figure 45: Excel's Data Analysis tool on the "ribbon”

# 2: Select t-Test: Paired Two Sample for Mean and click OK

Figure 46: Data Analysis, t-Test: Paired Two Sample for Means

#3: The data entry window will open. Enter the ranges for the After and Before
variables. Check the labels box because cells B1 and C1 have the names of the samples.
Enter the significance level in the Alpha box and select the output option.

Figure 47: Data input window for a t-Test Paired Two Sample for Means

#4: Read the results.
t-Test: Paired Two Sample for Means

Mean
Variance
Observations
Pearson Correlation
Hypothesized Mean Difference
df
t Stat
P(T<=t) one-tail
t Critical one-tail

After
Before
987.111111 967.805556
8783.07302 9833.93254
36
36
0.89867324
0
35
2.64830201
0.00602589
1.68957246

P(T<=t) two-tail
t Critical two-tail

0.01205179
2.03010793

Figure 48: Output of the Analysis

The t-value is 2.648 with a p-value of 0.0060 or 0.06 percent.

Unfortunately, Excel’s t-Test: Paired Two Sample for Means does not calculate
Cohen’s d effect size, P(Type II), or statistical power. Figure 49 shows the output of the
worksheet labelled Example #5 Dependent Means. After the user enters the significance
level, direction of the test, the number of paired observations, along with the sample
means, standard deviations, and variances, this worksheet calculates the t-value, p-value,
and Cohen’s d effect size, which at 0.44 is a small effect. It also writes the null and alternate
hypotheses and the decision rule.
Enter values in the RED Cells
Significance Level, α 0.10
Direction of the Test left-tail
After
Before
Sample Mean
987.11
967.81
Sample Std. Dev.
93.72
99.17
Sample Variance
8,783.07
9,833.93
Number of Observations, n
36
36
Degrees of Freedom
35 =F6-1
CV of t
-1.306
H 0: μd ≥ 0
H 1: μd < 0
Decision Rule: Reject the null hypothesis if t is < -1.306
d-Bar
19.31 =AVERAGE(C10:C45)
Std. Dev. of d
43.74 =STDEV.S(C10:C45)
SEM
7.29 =E15/SQRT(E8)
t
2.648 =E14/E16
p-value
0.0060 =TDIST(ABS(E13),E7-1,1)
Decision Reject null hypothesis
Cohen's d Effect Size
0.44 =E14/E15
Cohen's d ES (Method 2)
0.44 =E17/SQRT(E8)
Interpretation of ES
Small
Cohen's d
ES Thresholds
0.20
Small Effect
0.50
Medium Effect
0.80
Large Effect
Figure 49: Pair t-test performed using Excel with Cohen's d

Cohen’s d for a paired t-test can be calculated two ways. Both methods yield the
sample result:
Table 13: Equations for Calculating Cohen’s d for a Paired t-test

Method 1
d̅
Cohen′ s d =
sd

Method 2
Cohen′ s d =

𝑡

√n

The calculated value for Cohen’s d is 0.44, which is a small effect.
We now have all the data we need to conduct a post hoc power analysis using
G*Power. Here are the settings we will use:
1) From the drop-down box on the upper left: Set Test family as “t tests”
2) From the drop-down box on the upper right: Set Statistical test as “Means:
Difference between two dependent means (matched pairs)
3) Type of power analysis – Post hoc: Compute achieved power - given α, sample
size, and effect size
4) Set input parameters are follows:
a. Tail(s): One
b. Effect size d: 0.44
c. α err prob: 0.05
d. Total sample size: 36
Figure 50 shows the post hoc power analysis for this test.

Figure 50: G*Power Post Hoc Analysis for a Paired Sample t-test

This test has sufficient power, 0.8273 The probability of a Type II error is 0.1727. This test
has sufficient power.
Step 6. Decide and Report
The t-value for our test is 2.648 and the p-value is 0.0060. Given the fact the p-value is less
than the level of significance, we have sufficient data to reject the null hypothesis.
Conclusion: SAT scores increased after students completed the Ivy League Test
Preparation program. I. M. Cagey is thrilled. He is already preparing ads stating that his
program helps clients get statistically significant higher SAT scores. Now you have to break
the sad news to Dr. Cagey. SAT scores increased on average by only 19.31 points. While
statistically significant and the effect size is not minimal, the findings have no
practical significance. A 19.31-point increase in SAT scores will most likely not open
doors to better colleges for the clients of Ivy League Test Preparation.
VI. Summary

In this module you learned how to distinguish between independent and dependent
samples. We covered six two-sample Null Hypotheses tests:
1. A two-sample z-test for mean
2. A two sample z-test for proportions
3. An F-test for equality of variance
4. A two-sample t-test for means with equal variances
5. A two-sample t-test for means with unequal variances
6. A paired sample t-test
We performed complete analyses that included calculation of effect size, the probability of
a Type II error, and statistical power. We even discussed whether the results have practical
significance.
In the next module, Module 16: ANOVA Test, you will learn how to construct a basic
one-way ANOVA table to compare two or more independent sample means simultaneously.
VII. Exercises
Solve the following problems by hand and use Microsoft Excel. Data can be found in
15_Exercises.xlsx.
Exercise 1
Step 1: Test Set-Up
Vladimir P. Kashknave, the founder of GlobeXXX Industries, is interested in comparing the
output of his two robotic factories that produce Pseudoexxxsence, the world’s first product
that makes older men think they are as virile as they were when they were 19-years-old.
The research question: Is there a difference in the hourly production rates for
Factory 1 and Factory 2? Here are the sample data:

Table 114: Daily Units Produced

The presumed population standard deviation, σ, is 15.00.
Step 2. Select the Level of Significance, α
A 5 percent significance level is selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Step 4. Compose the Decision Rule
Step 5. Calculate the Value of the Test Statistic, p-value, and estimate statistical
power
Step 6. Decide and Report
Exercise 2
The October 2019 Gallup Poll reported the proportion of Republicans, Independents, and
Democrats who favor the legalization of marijuana. Here are the results:
Table 15: Results of the October 2019 Gallup Poll on the Legalization of Marijuana
Source: Gallup https://news.gallup.com/poll/221018/record-high-support-legalizing-marijuana.aspx

Research Question: Are Democrats more likely than Independents to favor the
legalization of marijuana? This would be a right-tailed test assuming we place Democrats to
the left of Independents in the null and alternate hypotheses.
Step 1: Test Set-Up
Step 2. Select the Level of Significance, α
A 5 percent significance level is selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Step 4. Compose the Decision Rule
Step 5. Calculate the Value of the Test Statistic, p-value, and estimate statistical
power (Use G*Power)
Use G*Power to calculate statistical power. Use these settings:
1. Test family: z tests
2. Statistical test: Proportion: Difference between two independent proportions
3. Type of power analysis: Post hoc: Compute achieved power – given α, sample
size and effect size
Step 6. Decide and Report
Exercise 3:
Step 1: Test Set-up
Sue, Grabitt, and Runne is a large international law firm that hires a lot of newly
graduated attorneys. To help their new hires settle into their jobs and new city, the
firm’s human resources department tracks the commuting times from two popular
neighborhoods where their new hires tend to reside, NoBo and SoBo.
Table 16: Commute Times from NoBo

Table 17: Commute Times from SoBo

Step 2. Select the Level of Significance, α
A 5 percent level of significance is selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Step 4. Compose the Decision Rule
Step 5. Calculate the Value of the Test Statistic, p-value, and estimate statistical
power
Use G*Power to calculate statistical power.
Step 6. Decide and Report
Exercise 4:
Step 1: Test Set-up

The next test is a t-test for unequal variance. Here is the problem: The human resources
department at Sue, Grabitt, and Runne also tracks the cost of one-bedroom apartments in
two popular neighborhoods, NoBo and SoBo. The general perception of long-time residents
is that rents are probably lower in SoBo. They hope to determine whether the average
rent for a one-bedroom apartment is lower in SoBo than in NoBo. The results of their
survey are shown in Tables 18 and 19:
Table 18: Rent for a One-Bedroom Apartment – SoBo

Table 19: Rent for a One-Bedroom Apartment – NoBo

Step 2. Select the Level of Significance, α
A 5 percent significance has been selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Step 4. Compose the Decision Rule
Step 5. Calculate the Value of the Test Statistic, p-value, and estimate statistical
power
Use G*Power to calculate statistical power.
Step 6. Decide and Report
Exercise 5:

Step 1: Test Set-up
Bayside University of North Kentucky is experimenting with a remedial program for
students on academic probation. The university’s administrators randomly selected 49
freshman on probation and have a Grade Point Average from 1.00, a D- average, to just
under a 2.00, or just below a C average. The students were required to attend weekly
tutoring sessions and to take special remedial courses the following semester. To
determine whether this program improved students’ GPAs as measured by their GPAs for
their first semester after they completed the program, the college compared students’ GPAs
for the first semester after they completed this program to their pre-program GPAs.
Table 20 shows the data from this test along with the summary statistics:

Table 20: Remedial Education Program Test Results

Step 2. Select the Level of Significance, α

A 5 percent significance level was selected.
Step 3. State the Null Hypothesis (H0) and Alternate Hypothesis (H1)
Step 4. Compose the Decision Rule
Step 5. Calculate the Value of the Test Statistic, p-value, and estimate statistical
power
Use G*Power to calculate statistical power.
Step 6. Decide and Report
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