We examine the assertion that the two-parameter lognormal distribution is an appropriate parametric model for the shot length distributions of Hollywood films. A review of the claims made in favour of assuming lognormality for shot length distributions finds them to be lacking in methodological detail and statistical rigour. We find there is no supporting evidence to justify the assumption of lognormality in general for shot length distributions. In order to test this assumption we examined a total of 134 Hollywood films from 1935 to 2005, inclusive, to determine goodness-of-fit of a normal distribution to log-transformed shot lengths of these films using four separate measures: the ratio of the geometric mean to the median; the ratio of the shape factor σ to the estimator ߪ * = ඥ2 × lnሺ‫ݔ‬ҧ /‫ܯ‬ሻ; the ShapiroFrancia test; and the Jarque-Bera test. Normal probability plots were also used for visual inspection of the data. The results show that, while a small number of films are well modelled by a lognormal distribution, this is not the case for the overwhelming majority of films tested (125 out of 134). Therefore, we conclude there is no justification for claiming the lognormal distribution is an adequate parametric model of shot length data for Hollywood films, and recommend the use of robust statistics that do not require underlying parametric models for the analysis of film style.
Introduction
Although the most frequently cited statistic of film style is the average (mean) shot length (ASL), the distribution of shot lengths in a motion picture is definitely not normal. The distribution of shot lengths in a motion picture is typically positively skewed and contains a number of outlying data points whilst being bounded by zero at the lower end. Given the skewed nature of this data, a logarithmic transformation may be appropriate before proceeding with statistical analysis in order to 'normalise' the distribution by removing the skew and the influence of outliers . The data can then be summarised by finding the parameters for the underlying lognormal distribution, and can be analysed using parametric methods that assume data is normally distributed with the results transformed back to the original scale. The use of the lognormal distribution for describing the shot lengths in a motion picture in general has been suggest in two papers: one by Barry Salt (with an additional commentary on line), and one by Jordan De Long, Kaitlin L. Brunick, and James E. Cutting.
The lognormal distribution and Hollywood cinema
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In this paper we review the claim that a lognormal distribution is an appropriate parametric model for the distribution of shot lengths in a motion picture. In the next section we introduce the lognormal distribution and note some relevant features to this study. In section three we review the claims that this distribution is an appropriate model for shot lengths in Hollywood films, focussing on the methodology employed and the conclusions derived. In section four we test these claims against the shot length distributions of a sample of 134 films using a range of different methods to determine if lognormality is an appropriate assumption. From these results were draw some conclusions about the appropriate use of statistics in the analysis of film style.
The lognormal distribution
The distribution of shot lengths in a motion picture is asymmetric and exhibits positive skewness. In part this is due to a number of shots that are much longer than the majority of others. An additional reason is that the distribution is bounded on one side by zero: no shot can be equal to or less than 0 seconds long. This means the distribution cannot be approximated by a normal distribution since this would imply that some shots have negative length, and this is obviously impossible. Therefore the mean shot length and the standard deviation cannot be used to give an accurate description of film style since these are the parameters of the normal distribution. 1 In these circumstances we may suspect that a skewed probability distribution will prove to be an adequate model for the data, and given the lower limit of the distribution of the data is bounded by zero that the lognormal distribution will fulfil this role. In applying a logarithmic transformation we do so in the expectation that the resulting data set will be symmetrical and that the influence of outliers will be removed (i.e. the transformed variable will be normally distributed), and that the dependence of the standard deviation on the mean will be eliminated.
The lognormal distribution is defined in relation to the normal distribution: a random variable X is lognormally distributed if its logarithm ܻ = logሺܺሻ is normally distributed. Therefore, the lognormal distribution is a continuous probability distribution with the density function ݂ሺ‫ݔ‬ሻ = 1
where μ is the arithmetic mean of logሺܺሻ and σ is the standard deviation of logሺܺሻ. This is true irrespective of the base of the logarithm, but throughout this paper we will use the natural logarithm (i.e. the logarithm to base e). Kleiber and Kotz (2003: 107-145) , Burmaster and Hull (1997), and Limpert, Stahel, and Abbt (2001) provide detailed reviews of the properties of the lognormal distribution.
Back-transforming μ into the original scale of the data gives the geometric mean (G), which is approximately equal to the median (M) if the data are lognormal since the median of a lognormal distribution is at ‫ݔ‬ = expሺߤሻ. In this context expሺߤሻ is a location factor. As the distribution is right-skewed both the geometric mean and the median are less than the 3.1 Barry Salt, 'Let the numbers speak ' (2006) and 'The metrics in Cinemetrics' (2011) The strongest claim for the use of lognormal distribution in analysing film style has been put forward by Barry Salt (2006: 389-396; 2011) , who asserts the generality of the lognormal distribution for the shot length distributions of all films. On the basis of this assertion he makes a series of subsequent general claims about shot length distributions: that the ASL is an informative statistic even with heavily skewed shot length distributions because ‫ݔ‬ҧ = ‫ܯ‬ × expሺ0.5ߪ ଶ ሻ under lognormality; that the characteristic shape factor of shot length distributions is σ = 0.9; and that the ASL and σ are 'fairly independent' up to ASL ≈ 20 seconds.
There are three principal problems with Salt's underlying claim of lognormality. The first problem is the sample of films on which these claims are based. In Salt (2006) the sample used contains a total of just 18 films, and one of these uses data from only the first 40 minutes of the film. Of the films in the sample two are silent films (1 from 1916 and 1 from  1924), 8 were released in the 1930s, four from the 1960s, and one each from the 1940s, 1950s, 1980s, and 1990s . Six of the films are French, one is German, one is Brazilian, and the remainder are American. This sample cannot be considered to represent any population of films sorted by historical era or by nation, and it is unclear on what basis the results are generalized to other films. Salt (2011) provides further individual examples but again there is no attempt to systematically analyse a large sample of films that represents a defined population.
The second problem is the method by which Salt measures goodness-of-fit. Salt's measures goodness-of-fit by plotting the frequency distribution of shot lengths in a histogram with the predicted frequency distribution from a lognormal distribution on logarithmic plotting paper. Goodness-of-fit is then determined using the coefficient of determination (R²), with values close to 1 considered as evidence the data is well fitted by a lognormal distribution. This is described as the 'standard method' of determining the relationship between two variables, and the squared correlation between the observed and theoretical quantiles of a distribution is a powerful method of determining goodness of fit when combined with normal probability plots (see sections 4.1.3 and 4.1.4). The use of R² here, however, is incorrect. Sorting the data changes its structure so that data values are no longer independently and identically distributed, and it is necessary to take into account the high correlation and heteroscedasticity of the order statistics. In these circumstances ordinary least squares regression is not appropriate since the relationship between the ordered data and the ordered theoretical values is always monotonically increasing, and it is necessary to interpret the results in the context of a generalized least squares model (Cullen & Frey 1999: 135) . There is no indication given by Salt this is the case, and since these features may result in high values of R² even if the underlying distribution is not lognormal the results presented are unreliable. Additionally, since the data is binned only a limited amount of information is used and the degree of correlation between the theoretical and observed values is dependent on the size of the bins chosen for the histogram rather than the data itself. 2 Finally, no decision rule or null distribution is given for the R² statistics and so what constitutes goodness-of-fit in this context is not defined.
Problem number three arises in the use of graphics to support the claim of lognormality. Goodness-of-fit in both articles is represented visually using histograms with fitted lognormal distributions on an arithmetic scale rather than as histograms of the transformed data with a fitted normal distribution on a logarithmic scale. This gives a misleading impression of the goodness-of-fit and Figure 1 illustrates the difference this can make. The histogram of Salt's data for Little Annie Rooney (without titles) on an arithmetic scale clearly shows the positive skew and outliers of this distribution and the fitted distribution appears to be a reasonable fit. However, when the same data is plotted on a logarithmic scale the same data does not show the familiar bell-shaped curve of the normal distribution and is obviously still skewed after the data transformation has been applied. The normal distribution fitted to logሺܺሻ is obviously a very poor fit. The histogram on the arithmetic scale may lead us to infer this data is lognormally distributed and for this film Salt (2011) reports that R²=0.964, but examination of the log-transformed data shows this conclusion to be wrong (Shapiro-Francia: 0.9556, p = <0.01).
There are, then, serious methodological issues regarding Salt's conclusions, which are based on a small, unrepresentative sample and flawed techniques for determining goodness-of-fit. Based on the evidence in this paper, the claim cannot be considered proven and certainly does not justify Salt's interpretation that the lognormal distribution is an appropriate parametric model for such data in general for shot length distributions.
2 In his online commentary, Salt refers to Aitchison and Brown's (1957) monograph on the lognormal distribution where the plotting of the grouped cumulative frequencies on lognormal probability paper is described but he does not apply Geary's test or the χ² test of normality to the log-transformed data even though these are discussed in the same text (see Aitchison & Brown 1957: 28-36) . In the circumstances, the χ² test would seem a more obvious choice for determining goodness-of-fit than R². However, χ² is not recommended as a normality test since binning the data is inherently wasteful and affects the test statistic, and there are many other normality tests available that are considerably more powerful (D'Agostino 1986). Figure 2) . No other results are presented, and the reader is expected to infer the generality of the lognormal distribution piece of evidence. Again, no goodness-of-fit tests are conducted hypothesis of lognormality for any data set. Like Salt, they use the histogram and density function of the untransformed data for A Night at the Opera to illustrate goodness result is similarly misleading, and, as we shall see below, the distribution of shot lengths in is definitely not lognormal.
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The lognormal distribution and Hollywood cinema [7] that quoted above. Given this situation, we do not consider De Long, Brunick, and Cutting's paper to be any sort of evidence of the lognormality of the shot length distributions of motion pictures.
There is a clear difference between these two papers in their interpretation of the asserted lognormality of shot lengths and this also creates methodological problems for the statistical analysis of film style. Salt (2011) uses the lognormal distribution to justify retaining the mean shot length based on the relationship between the arithmetic mean, the median, and σ under lognormality, while De Long, Brunick, and Cutting adopt the opposite conclusion and refer to the lognormal distribution as justification for using the median shot length in place of the mean because it does not lead to the systematic overestimation of a film's cutting rate given a skewed data set. Therefore, although the claims made in these two papers may at first appear to be mutually supportive, they are in fact opposed in their fundamental approaches to analysing film style. Inevitably, the result is unnecessary confusion for the reader since we are expected to maintain two conflicting ideas based on the same reasoning for two statistics that lead to obscure and contradictory conclusions.
Is lognormality a reasonable assumption for shot length distributions of Hollywood films?
Since the appropriateness of the lognormal distribution for shot lengths has not been demonstrated in this section we test this claim against a sample of Hollywood films to determine if it is in fact reasonable to make any such assumption.
Methods
We assessed the lognormality of the data using several different methods based on descriptive statistics, normal probability plots, and statistical tests of the null hypothesis of lognormality. Two different types of normality test were applied to the logarithms of the shot length data for each to avoid relying on a single test that may fail to identify some kinds of deviation from the assumed model. It is important to remember that failure to reject the null hypothesis is not proof that a lognormal distribution is an appropriate model. The decision on whether or not lognormality was assumed was based on consideration of all these factors together, and, if necessary, the use of additional graphical methods (e.g. histograms, density traces, etc).
All statistical analysis was conducted using R (version 2.13.0) and Microsoft Excel 2007.
Sample
The sample used in this study is that used by De Long, Brunick, and Cutting in their analyses of film style since this is the data on which they apparently base their claims regarding film style. The majority of these films are American, with a handful of them British, and cover seventy years of filmmaking and a wide range of genres and filmmakers. This data can be accessed via the Cinemetrics website: http://www.cinemetrics.lv/index.php. Although this sample comprises a total of 150 films we were unable to use all the films in our analysis due to rounding or what we assume are data entry errors. The minimum shot length for nine films was given as 0.0 seconds, while the minimum was less than 0.0s for seven films. These films were excluded as no conclusion could be reached regarding lognormality because logarithms exist only for real numbers strictly greater than zero. Therefore, the sample used in this study comprises a total of 134 films.
Descriptive statistics
The two-parameter lognormal distribution is described by the parameters μ and σ, where logሺܺሻ ∼ ࣨሺߤ, ߪ ଶ ሻ, and so we focus on estimates of these parameters as a means of assessing goodness-of-fit.
The cutting rate of a film is described in seconds, and we interpret the average shot length in arithmetic space even though transforming the data implies we conduct any analysis in logarithmic space. We are therefore interested in exp(μ) as a measure of location. Candidates for exp(μ) are the geometric mean (G) and the median (M). If the data are lognormally distributed then these statistics will be approximately equal, and ீ ெ = 1. If this ratio differs from 1 we conclude the data is not lognormally distributed. As the median may be greater the geometric mean any description of the ratios for the whole sample of films will underestimate the true average discrepancy and so we use the consistent ratio ୫ୟ୶ሺீ,ெሻ ୫୧୬ሺீ,ெሻ to estimate the median discrepancy between these two estimates of exp(μ).
Salt claims we should retain the ASL as a statistic of film style because its ratio to the median shot length allows us to derive the shape factor of a lognormal distribution that adequately describes the distribution of shot lengths in a motion picture. Therefore, we compare two estimates of the shape factor of the distributions: σ -the standard deviation of the logtransformed shot lengths (the maximum likelihood estimate); and the estimate derived from the ratio of the arithmetic mean (‫ݔ‬ҧ ) and the median ( to determine the true size of the median discrepancy between estimates since σ may be greater than σ*. Since Salt gives the shape factor on a logarithmic scale we follow this convention, and we do not use the multiplicative standard deviation (exp(σ)).
4.1.3 Normal probability plots with log-transformed data A normal probability plot is a scatter plot of the quantiles of the observed distribution (i.e. the log-transformed shot lengths of a film) against the expected quantiles of the theoretical distribution (the normal distribution). The points in the normal probability plot will show a strong linear pattern if the theoretical distribution is a good model for the observed quantiles. Fitting a reference line makes assessing the linearity of the plot easier, where the intercept and the slope of the line are the generalized least squares estimates of μ and σ, respectively. Deviations from this line indicate the normal distribution is not an appropriate model for the data. See Burmaster and Hill (1997) for an overview of assessing lognormality with probability plots.
The Shapiro-Francia test
The Shapiro-Francia (SF) test (1972) is a correlation-based goodness-of-fit test related to the normal probability plot. The test statistic is the squared correlation between the expected values of the normal order statistics (݉ ) and the observed quantiles ‫ݔ(‬ ሺሻ ),
ᇱ is equal to the square of the probability plot correlation coefficient and is therefore a measure of the linearity of a normal probability plot (Filliben 1975) . Looney and Gulledge (1985: 76) point out the order statistics of the observed quantiles are highly correlated and heteroscedastic, and that the usual set of critical values used for interpreting a correlation coefficient do not apply in these circumstances. ܹ ᇱ should not be confused with R² since this may lead to flawed inferences arising from use of the wrong null distribution.
The Shapiro-Francia test was implemented using the R package nortest (version 1.0), which allows for samples of size 5 ≤ ݊ ≤ 5000. Lognormality was rejected at α = 0.05.
The Jarque-Bera Test
As sample sizes become very large it becomes increasingly likely that a statistical hypothesis will reject the null hypothesis in the presence of trivial deviations from the theoretical model. The number of shots in films from the sample range from 233 to 3077, and so we employ the Jarque-Bera test (1987) as an additional test of normality suitable for large sample sizes.
The Jarque-Bera test is a goodness-of-fit test based on the skewness and kurtosis of the normal distribution. Skewness describes the asymmetry of a distribution and kurtosis is a measure of the peak of the data relative to a normal distribution. For a normal distribution, skewness is equal to 0 (i.e. the distribution is symmetrical) and the kurtosis is equal to 3. The Jarque-Bera test compares the sample skewness and kurtosis to these values. The test statistic for a sample of size n is
where S is the sample skewness and K is the sample kurtosis. Under the null hypothesis, JB has an asymptotic χ² distribution with two degrees of freedom.
The Jarque-Bera test was implemented using the R package tseries (version 0.10-27). Lognormality was rejected at α = 0.05. Table 1 presents the full set of results for each film. We find the lognormal distribution is not an appropriate model for 125 of the 134 films in the sample. Of the remaining nine films,
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[10] lognormality appears to be a reasonable assumption in eight cases. The results for one film (Blood on the Sun) are inconclusive and this film is discussed separately.
Descriptive statistics
The first method employed was the comparisons of the ratios Sensibility. σ* is greater than σ in four cases, but this ratio is only substantially less than 1 for
Harvey. The median of the consistent ratios of the shape factor estimates is 1.16 (IQR: 0.10, 95% CI: 1.15, 1.17). Therefore, the average discrepancy between the location estimates is 8% and the average discrepancy between the shape factor estimates is 16%.
This method of assessing goodness-of-fit depends on the proposition that if the shot lengths of a film are lognormally distributed then there are numerous occasions when the two ratios are both approximately equal to one but the normal probability plots and/or the hypothesis tests lead us to reject the lognormal distribution as a model for the data. This may occur if the distribution exhibits bimodality after the transformation has been applied, if the distribution is symmetrical and leptokurtic, or if one of the tails of the distribution deviates markedly from the theoretical distribution while the remainder of the data points are reasonably well fitted. Therefore, the ratios of the geometric mean to the median and of σ* to σ cannot be considered reliable evidence a shot length distribution is lognormally distributed. Relying on these ratios to conclude shots lengths are lognormal leads to logically flawed reasoning by affirming the consequent in the above proposition. These ratios are reliable evidence (by modus tollens) the data is not lognormally distributed and where we observe large discrepancies we can be confident the assumed model is not appropriate.
However, we note the case of Brief Encounter as a film for which lognormality is a reasonable assumption, as Figure 3a and the results in Table 1 demonstrate, but where the ratios of the location (1.07) and shape (1.08) estimates are greater than many films where lognormality is not a reasonable assumption. The 7% discrepancy between G and M for this film is just below the median discrepancy for the whole sample, and relying on this statistic may lead to rejection of lognormality when it is appropriate in this instance. The problem of interpreting these results therefore becomes one of deciding what constitutes a 'large discrepancy' between estimates.
We therefore conclude that it is not possible to accurately determine between lognormal shots length distributions and those that are not by this method alone. Relying on this method may lead researchers to reject the null hypothesis when it should have been accepted (Type I error) or to accept the null hypothesis when it should have been rejected (Type II error). The results of the hypothesis tests in Table 1 indicate Type II errors will be more common and that researchers will fail to reject lognormality as a model for their data by relying on these ratios. Figure 3 presents the normal probability plots for the log-transformed shot length data of eight films. If the log-transformed data is well fitted by a normal distribution with parameters μ and σ then the data points will lie along a straight line. Brief Encounter (Figure The lognormal distribution and Hollywood cinema
Normal probability plots with log-transformed data
[11] 3a) and Barry Lyndon (Figure 3b ) both demonstrate this pattern, and we conclude that, in light of the other results, the lognormal distribution is an appropriate model for shot lengths in these films. The remaining six plots show that applying a logarithmic transformation does not necessarily produce a symmetric distribution and that there are a variety of reasons for this.
A logarithmic transformation is applied to data in the expectation it will normalise skewed data and remove the influence of outliers. However, it is clear that in some cases such a transformation does not make the data symmetrical or completely solve the problem of outliers De Long, Brunick, and Cutting provide the example of A Night at the Opera to illustrate the lognormality of shot lengths, but it is clear from the probability plot for this film (Figure 3c ) that a lognormal distribution is not a good fit. Specifically, the distribution of shot lengths is positively skewed even after the data is log-transformed and the fitted distribution ࣨ ~ (1.5607, 1.2716²) underestimates the frequency of shorter shots while overestimating the number of longer takes. There are also outliers evident in both tails after a transformation has been applied. For this film there are discrepancies of 19% between the geometric mean and the median and of 26% for the two shape factor estimates -both substantially above the average values for these ratios. The 'evidence' presented by De Long, Brunick, and Cutting in support of their argument is both categorically wrong (it is wrong without qualification) and a category error (it is an error of classification). A similar pattern can be seen in the plot of Pretty Woman (Figure 3g ), and the failure to eliminate the positive skew and/or outliers from the data is common right across the time period covered.
Harvey (Figure 3d ) evidently has a leptokurtic distribution with heavier tails than expected. This means that although the distribution of logሺܺሻ for this film is roughly symmetrical it has a higher peak than a normal distribution, indicating that the log-transformed shot lengths for this film exhibit less variation than expected (and thereby explaining why the ratio of shape factors was less than 1 for this film) with a increased density of shot lengths in both tails. A lognormal distribution clearly cannot accurately model this distribution and it is important to consider not only the skew but also the kurtosis in interpreting shot lengths distributions.
The normal probability plot for The Apartment (Figure 3e ) appears to be similar to Brief Encounter and Barry Lyndon, but we conclude the lognormal distribution is not appropriate based on its bimodality after transformation (see below). Bimodality is evident in Figure 3e as the distribution jumps from below the fitted line to the predicted values, but it is far easier to this pattern in the histogram of the transformed data in Figure 4 . We can be confident that when the data points deviate substantially from a straight line there is strong evidence against lognormality, but in this instance the apparent linearity of the plot may be easily misinterpreted. Again, this indicates that reliance on a single method for assessing goodnessof-fit is dangerous and may be avoided by using normal probability pots with the ShapiroFrancia statistic and histograms of the log-transformed data. This plot also demonstrates a problem with applying a logarithmic transformation: because the logarithmic transformation stretches the interval [0, 1] and compresses the interval [1, ∞], we may find that some data points appear as outliers in the lower tail of the distribution. This can clearly be seen in Figure 3e and is also apparent in Figure 4 . The 'creation' of outliers in the lower tail of a distribution means that in a handful of case the log-transformed data may exhibit negative skew, but such instances are relatively rare.
Shampoo (Figure 3f ) exhibits a common pattern in probability plots for films from the 1960s onwards, deviating markedly from the theoretical distribution in its lower tail. This plot indicates that lower tail of the distribution is heavier than would be expected if logሺܺሻ were
[12]
Figure 3 Normal probability plots of log-transformed shot lengths for eight films
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normally distributed, and, therefore, that a lognormal distribution underestimates the density of shorter shots in this film. Since this feature is evident for many films in the sample this implies that assuming the lognormal distribution as general distribution of film style will systematically give misleading descriptions of film style. Shampoo also includes an outlier in the upper tail: the longest shot for this film is given as 197.9 seconds and is three times greater than the second longest shot (60.3s), and a lognormal distribution simply will not adequately model a data set containing such an extreme outlier. This outlier can be clearly seen to be substantially different after a logarithmic transformation has been applied in the upper right corner of Figure 3f . Walk the Line (Figure 3h) shows the opposite pattern to Shampoo, with a lighter lower tail than expected indicating that the fitted normal distribution overestimates the density of shorter shots. This pattern is much less common in this sample.
The Shaprio-Francia test
The null hypothesis of lognormality was rejected for 127 of the 134 films tested with the Shapiro-Francia test. This clearly indicates that the assumption of lognormality is not justified for the vast majority of films.
The Jarque-Bera test
The null hypothesis of lognormality was rejected for 124 of the 134 films tested with JarqueBera test, and again we conclude that lognormality is not appropriate in the vast majority of cases.
There is a discrepancy between the results of the SF test and the JB test for The Apartment and Barry Lyndon. For The Apartment, the SF test rejected the null hypothesis while the JB statistic was not statistically significant in this instance. Nonetheless, we consider the lognormal distribution to be inappropriate based on the above average difference between the two location estimates (1.11) and on the histogram of the log-transformed shot lengths (see Figure 4) . Although the resulting distribution is symmetrical, the shot lengths in this film are bimodal under a logarithmic transformation and the peak of the fitted distribution lies directly over the trough between the modes.
In the case of Barry Lyndon, the SF test again rejected lognormality while the JB test indicates the null hypothesis is a plausible model for this data. There is no large discrepancy between the location estimates (1.03) and the ratio of the shape factor estimates (1.06) is well below the sample median. As noted above, the probability plot for this film indicates a strong linear relationship between the theoretical and observed values, and the histogram of logሺܺሻ and the fitted normal distribution ( Figure 5 ) also support the interpretation that a lognormal distribution is a reasonable assumption for this data.
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Blood on the Sun
There is one case where the results are inconclusive. In the case of Blood on the Sun, the null hypothesis was rejected for the SF test but not for the JB test. The histogram of logሺXሻ and the fitted normal distribution for this film are similarly inconclusive: although the two density estimates in Figure 6 appear to be similar there is a greater than average discrepancy in its location estimates (1.10) and the ratio between the shape factor estimates (1.13) is below average but still much greater than 1. Thus we find some evidence against lognormality for this film and some for, and although we cannot quite reject the null hypothesis of lognormality this does not justify any such assumption for shot lengths in this film. In fact, given these results are inconclusive we caution against making any such assumption and recommend a conservative approach and the use of robust methods, particularly in light of the size of the ratios of the descriptive statistics. 
Discussion
The first stage in the statistical analysis of film style should always be a detailed examination of the data. Exploratory data analysis (EDA) is an approach to data analysis characterized by scepticism of methods that may obscure the structure of the data and openness to unanticipated patterns (Tukey 1977 , Hartwig & Dearing 1979 , Behrens 1997 . EDA employs a range of methods to maximise insight into a data set by revealing the underlying structure of the data and extracting the relevant features, identifying outliers, generating hypotheses, and testing underlying statistical assumptions. EDA places substantial emphasis on resistant and robust methods requiring few assumptions about the data and which are applicable in a wide range of circumstances: 'Robustness is important in EDA because the underlying form of the data cannot always be presumed, and statistics that can be easily fooled (like the
[16] mean) may mislead' (Behrens 1997: 143) . The EDA approach is clearly different to classical statistics in which models and hypotheses are determined before seeing the data, and in which the objectives of statistical analysis are the estimation of model parameters and to confirm the presence or absence of specific features of the data. EDA does not replace confirmatory hypothesis tests but assumes that the more we know about our data the more effective our subsequent analyses will be. Exploratory data analysis is then a fundamental part of statistical research, and any study 'that does not include a thorough exploratory data analysis is not complete' (Kundzewicz & Robson 2004: 9) .
A fundamental principle of EDA is that obtaining a well-rounded view of a data set requires the use of a range of exploratory methods in conjunction, combining tabular, numerical, and graphical representations in a flexible and intuitive manner. This paper has demonstrated the importance of using a range of different numerical and graphical exploratory techniques alongside normality tests. It is clear that there is no single method for judging the fit of a lognormal distribution to shot length data, and it is necessary to use multiple methods to properly evaluate the assumptions that underpin the statistical analysis of film style. It is also clear that comparing the density trace of a fitted lognormal distribution to histograms of the untransformed data is misleading and should not be used. The histogram of the logtransformed data with a fitted normal distribution is more informative, and, when used alongside several descriptive statistics and normal probability plots, allows us to gain some insight into the results of the formal hypothesis tests of normality.
We tested the assumption the lognormal distribution for 134 Hollywood films released from 1935 to 2005 using a range of exploratory and confirmatory statistical methods, and we found this assumption was not justified in 125 cases. Designing a study of film style based on this assumption will lead to flawed inferences due to incorrect descriptions of film style. Furthermore, reliance of parametric statistical tests that assume data is normally distributed (after an appropriate transformation is applied) may result in a loss of statistical power.
Departures from the underlying normal distribution may be arbitrarily small but still lead to fundamentally flawed conclusions (Wilcox 1998 , Huber & Ronchetti 2009 . From the above results we see those departures take such a variety of forms -bimodality, positive skew, negative skew, deviations in the lower or upper tails, outliers in the lower and/or upper tails, leptokurtosis -that it is unlikely there is a simple and general method for dealing with these deviations.
A far simpler approach that avoids these problems is to make no such assumption, and to use statistical methods that do not depend on assumptions of lognormality. This can be illustrated in the choice of measures of central tendency and dispersion for describing shot length distributions.
Salt has previously claimed the ASL is a useful statistic of film style, but this appears inconsistent with claims the data is lognormally distributed. It would seem obvious that we should give up the mean as a statistic of film style since it does not locate the centre of the data for some other measure of central tendency such as the geometric mean or the median. Nonetheless, he advocates retaining the mean shot length even though the distribution of shot lengths is highly skewed though it is not clear what the mean shot length means in this context since it no longer functions as a measure of central tendency. Statements such as 'the mean shot length of Little Annie Rooney (minus titles) is 4.6 seconds' no longer mean what the majority of film scholars think they mean as this statistic no longer intended to be used as a description of the cutting rate of the film. However, this argument is invalid since it is based the relationship between the arithmetic mean, the median, and σ under lognormality and this fundamental assumption is not justified in general.
The justification given by De Long, Brunick, and Cutting for preferring the median shot length to the mean because shot lengths are lognormal is clearly flawed as the premise of this argument is invalid for the vast majority of cases. The median is a superior measure of central tendency not because we are justified in assuming lognormality but because it locates the centre of a distribution irrespective of its shape. The proper justification for using the median shot length to describe the style of a film is that it is resistant to the effects of outliers and robust to deviations from the assumed model due to its high breakdown point and bounded influence function (Wilcox 1998 (Wilcox , 2005 . Neither the arithmetic nor geometric means are resistant or robust and use of these statistics lead to flawed interpretations of the data. Additionally, the shape factor of the log-transformed shot length data is not a resistant or robust measure of dispersion and similarly leads to incorrect conclusions. Robust measures of dispersion such as the interquartile range, ܵ , or ܳ (Rousseeuw & Croux 1993) are far superior to σ or σ*, and this is again due to their high breakdown points and bounded influence functions. Calculating these statistics from the untransformed data expresses the dispersion of shot lengths in seconds making the interpretation of film style easier than using σ with the ASL, and they have clearly defined meanings.
Conclusion
This paper examined the claim that lognormality is a reasonable assumption for shot length distributions of Hollywood films. In reviewing the claims put forward to support this assumption we find them lacking in methodological detail and statistical rigour, and certainly unable to justify the conclusions presented. In testing the shot length data of Hollywood films we find that, while the lognormal distribution is an adequate model for a handful of films, this is not the case for the vast majority of films in the sample. Consequently, we conclude there is no justification for the claim that the lognormal distribution is an appropriate parametric model for the shot length distributions of Hollywood films. 
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