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Abstract
This paper is devoted to further results on the nontrivially associated categories
C and D, which are constructed from a choice of coset representatives for a subgroup
of a finite group. We look at the construction of integrals in the algebras A and D in
the categories. These integrals are used to construct abstract projection operators
to show that general objects in D can be split into a sum of simple objects. The
braided Hopf algebra D is shown to be braided cocommutative, but not braided
commutative. Extensions of the categories and their connections with conjugations
and inner products are discussed.
1 Introduction
This paper is devoted to further results on the nontrivially associated categories C and D,
which are constructed from a choice of coset representativesM for a subgroup G of a finite
group X in [2]. There are objects A and D, in the categories C and D respectively, which
are algebras associative in the categories (but not associative in the ‘usual’ sense). The
paper [1] shows that the braided category D, which can be thought of as the double of C,
is a modular category. These constructions can be thought of as a nontrivially associative
version of bicrossproducts [6, 10]. For other information on braided Hopf algebras, see
[8, 11]. To save a large amount of paper, we will assume the notation and results of [2].
In this paper we discuss integrals for the algebras A and D, and projections on rep-
resentations of the algebras. Then we show that D is braided cocommutative, but not
braided commutative. We discuss an additional class of morphisms (type B) which can
be defined on the category C, and their relations to the previous morphisms (called type
A) and to the tensor product via a functor, Bar. Finally we discuss inner products, and
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their relation to type B morphisms, and give an example involving an integral for the
algebra A.
Throughout the paper we assume that all groups mentioned, unless otherwise stated,
are finite, and that all vector spaces are finite dimensional over a field k, which will be
denoted by 1 as an object in the category.
2 Integrals in D
In the literature there are two definitions of integral on a Hopf algebra, depending on
whether it is viewed as an operator or an element:
Definition 2.1 [8] Let H be a Hopf algebra over the field k. A left integral on H is a non
identically zero linear map
∫
: H → k satisfying (id⊗
∫
) ◦ ∆ = η ◦
∫
. Correspondingly
right integrals are defined by (
∫
⊗id) ◦ ∆ = η ◦
∫
. If
∫
1 = 1, then the integrals are
called normalised.
Definition 2.2 [8, 5] Let H be a Hopf algebra over the field k. A non-zero element
Λ ∈ H is called a left integral if hΛ = ǫ(h)Λ for all h ∈ H. Similarly, Λ ∈ H is called a
right integral if Λh = ǫ(h)Λ for all h ∈ H. An element Λ ∈ H is called integral if it is
both right and left integral. Integrals are normalised if ǫ(Λ) = 1 .
These definitions are of course connected. For example, given a left integral
∫
: H → k,
if we set Λ∗ ∈ H∗ to be equal to
H*
=
H*
*
V
*
H*
=
H*
*
V
*
V
H*
H*
, then
,∫ ǫ∗
Figure 1
i.e. Λ∗ ∈ H∗ is a right integral in H∗.
Now we consider our categories and give specific examples of integrals. First we give
a definition and two useful results from [7]. The reader will find the diagramatic proofs,
which are quite complicated, in [7].
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Lemma 2.3 [7]
s-1
=
Figure 2
Definition 2.4 [7] For a braided Hopf algebra H, define
∫
: H → k by∫
(h) = trace
(
Lh ◦ S
2
)
∀h ∈ H ,
where Lh is the left multiplication by h. This can be illustrated by the following diagram:
S2
HH
=
∫
Figure 3
3
Proposition 2.5 [7] The map
∫
defined in 2.4 is a left integral, i.e.
H
H
=
H
H
∫
∫
η
Figure 4
Proposition 2.6 In the braided tensor category D, for an element ρ ∈ D satisfying
=
DD
D D
=
D
D D
D
, we have .
ρ
ρ
ǫ
∫
ρ
S−1
ρ
∫
Proof.
D
D
=
s-1
D
D
=
s-1
D
D
ρ
ρ
ρ
∫∫
∫
4
=
s-1
D
D
=
s-1
D
D
D
=
s-1
D
=
ρ ρ
∫
η
∫
∫
ρ
ǫ
R.H.S.
Note that we have used lemma 2.3 for the first equality and proposition 2.5 for the third
equality. The hypothesis for ρ has been used for the fifth equality. 
The definition of integral does not require the category to be braided. Here we give
an example of an integral in C.
Proposition 2.7 Let A be the algebra in the category C defined in [2], then the element
ρ =
∑
u∈G δe ⊗ u for u ∈ G is an integral element.
Proof. We need to prove that ρ =
∑
uδe ⊗ u is both right and left integral, so for any
element h = (δt ⊗ v) ∈ H we have
ρh = (
∑
u
δe ⊗ u)(δt ⊗ v) =
∑
u
(δe ⊗ u)(δt ⊗ v) =
∑
u
δt,e⊳u δe⊳τ(a,b) ⊗ τ(a, b)
−1uv,
where a = 〈δe ⊗ u〉 and b = 〈δt ⊗ v〉. But we know that e⊳u = e and e⊳τ(a, b) = e.
Moreover, e · 〈δe⊗u〉 = e⊳u = e. Also because a = 〈δe⊗u〉 = e, then τ(a, b) = τ(e, b) = e.
Now as uv is an element in G, then we get
ρh = δt,e
∑
u
δe ⊗ uv = δt,eρ = ǫ(h)ρ,
so ρ =
∑
u δe ⊗ u is a right integral . Next we want to show that it is also a left integral,
so we start with
hρ = (δt ⊗ v)(
∑
u
δe ⊗ u) =
∑
u
(δt ⊗ v)(δe ⊗ u) =
∑
u
δe,t⊳v δt⊳τ(b,a) ⊗ τ(b, a)
−1vu,
where b = 〈δt ⊗ v〉 and a = 〈δe ⊗ u〉. But we know that t⊳e = t. Moreover, δe,t⊳v = 1
implies e = t⊳v or e⊳v−1 = e = t. Also because a = 〈δe⊗u〉 = e, then τ(b, a) = τ(b, e) = e.
Now as vu is an element in G, then we get
hρ = δe,t⊳v
∑
u
δt ⊗ vu = δe,t
∑
u
δe ⊗ vu = δt,e ρ = ǫ(h)ρ. 
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3 Projections on representations in D using integrals
Before going further, we recall some concepts and results from finite group representations.
Later we will apply these to the braided Hopf algebra D in the category D.
Let V be a vector space, and let W and Wo be two subspaces of V . Then for the
direct sum V =W ⊕Wo, Wo is called a complement of W in V . The map p which sends
each x ∈ V to its component w ∈ W is called the projection of V onto W associated with
the decomposition V = W ⊕Wo . The image of p is W , and p(x) = x for all x ∈ W .
Theorem 3.1 [9] Let ρ be a linear representation of a finite group G in V and let W be
a vector subspace of V stable under G. Then there exists a complement Wo of W in V
which is stable under G.
Proof. Let Wo be an arbitrary complement of W in V , and let p be the corresponding
projection of V onto W . We know that from the definition of the average p
o
of the
conjugates of p by the elements of G:
p
o
=
1
n
∑
t∈G
ρt · p · ρt
−1,
where n is the order of G. Since p maps V into W and ρt preserves W we see that po
maps V into W . We have ρt
−1(x) ∈ W , If x ∈ W hence
p · ρt
−1(x) = ρt
−1(x), ρt · p · ρt
−1(x) = x, and p
o
(x) = x.
Thus p
o
is a projection of V onto W , corresponding to some complement Wo of W .
Moreover, we have ρt po = po ρt for all s ∈ G. If we compute ρs · po · ρs
−1, we find:
ρs · po · ρs
−1 =
1
n
∑
t∈G
ρs · ρt · p · ρt
−1 · ρs
−1 =
1
n
∑
t∈G
ρst · p · ρst
−1 = p
o
.
Now for x ∈ Wo and s ∈ G, we have po(x) = 0 which implies that
p
o
· ρs(x) = ρs · po(x) = 0,
that is (ρs(x)) ∈ Wo, which shows that Wo is stable under G. 
We return now to the right representation of the Hopf algebra D in the braided
category D supposing that Λ ∈ D is a right integral, i.e.
D
=
D
V
V
D
D
ǫ
Figure 5
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Lemma 3.2
=
S-1
V
V
Figure 6
Proof. Using Lemma 2.3:
=
S-1
V
=
S-1
V
 R. H. S.=L. H. S.
S-1
V
=
ǫ
Definition 3.3 For the right representations V and U of D, and a linear map (not nec-
essarly a morphism) t : V → U , we define t
o
: V → U by
S
V
t
o =
V
U
V
U
t
Figure 7
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Proposition 3.4 The map t
o
is a morphism in the category D, i.e.
V D
t
o
=
t
o
V D
U U
Figure 8
Proof.
=
t
U
V
S
V D
t
U
V
S
V D
=L. H. S.
S-1
V
S
U
t
V D
=
8
V
U
t
V D
=
SS
S-1
V
U
t
V D
=
S
U
t
V D
=
S
V
U
=
t
S
V
V D
R. H. S.=
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Proposition 3.5 Suppose ǫ(Λ) = 1. Let V be a right representation of D, and W ⊂
V be a subrepresentation. Then there is a complement Wo of W which is also a right
representation of D.
Proof. Take any projection p : V → V with image W . By 3.3 we also get a morphism
p
o
: V → V . Then the proof is given as follows:
a) Show that p
o
|
W
is the identity.
V
=
S
V
W
=
V
S
V
W
p
o
W
V V
=
p
S
V
W
=
V
W
V V
=
V
W
=
W
W
η
ǫ ǫ
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b) Show that the image of p
o
: V → V is contained in W .
V
W
=
p
V
V
S
p
o
*
**
As p(V ) ⊂ W , the elements in the diagram at position ∗ is in W . But as W is a
subrepresentation of V , the output at ∗∗ is also in W .
Combining a) and b) shows that p
o
is a projection.
c) Show that Wo =ker po is a subrepresentation.
= ,  then .  So
DWo
Wo
D
p
o
Wo
0
p
o
DWo
0
p
o
Wo
0
If
i.e. Wo is a right representation of D.
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Proposition 3.6 Suppose ǫ(Λ) = 1. Let V andW be two right irreducible representations
of D. For a linear map t : V → W , by Schur’s Lemma we have t
o
= 0 if V is not
isomorphic to W , and if V =W then t
o
= c idV . The value of c is given by c =
trace(t)
dimV
.
Proof.
=
t
o
V
S
t
V
t
=c dim(V) =
θ−1
θ−1 θ−1
=
V
t
=
V
t
=
V
t
θ−1
θ−1
S
θ−1
S
12
= = =
t
V
tt
VV
θ−1
S
θ−1
ǫ
η
θ−1
ǫ
= trace(t) ǫ(Λ) = trace(t) . 
4 The Hopf algebra D is braided cocommutative
We consider a braided Hopf algebra E in a braided category S, in which E has a right
action on the objects in S given by the morphism
V E
V
Figure 9
and the action on tensor product is given by
=
V W E V W E
V W V W
Figure 10
Definition 4.1 The opposite coproduct, ∆op, for the algebra E in S can be defined by the
following diagram for the representations V and W of E in S:
13
=
V W
EV W EV W
V W
op
Figure 11
Lemma 4.2 For the representations V and W of E in S, the opposite coproduct, ∆op,
satisfies the following
V W
=
EV W
op
EV W
V W
Figure 12
Proof.
V W
= = =
EV W
V W
EV W
V W
EV W
V W
EV W
op
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Proposition 4.3 For the algebra E the opposite coproduct, ∆op,is coassociative, i.e.
=
V WU
E
V WU
U V WEU V W
op
op
op
op
Figure 13
Proof.
L.H.S=
EU V W
op
op
=
E
V WU
op
op
U V W
V WU
=
op
=
U V W U V W
UV W EEU V W
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R.H.S= =
EU V W
op
op
V WU
U V W E
op
V WU
=
U
U EV W
V W
=
U
U EV W
V W
In our case for the category D, we can say more:
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Proposition 4.4 Using the definition of the opposite coproduct in 4.1, the braided Hopf
algebra D in the category D is cocommutative.
Proof.
V W
DV W
op
=
DV W
V W
=
DV W
V W
V W
DV W DV W
==
V W
5 The Hopf algebra D is not braided commutative
After knowing that the algebraD is braided cocommutative we would like to know whether
it is braided commutative or not, i.e. whether for ξ and η in D the following equation is
satisfied for product µ and braiding Ψ:
µ(ξ ⊗ η) = µ
(
Ψ(ξ ⊗ η)
)
? (1)
Put ξ = δy ⊗ x and η = δw ⊗ z, then the left hand side of (1) becomes
(δy ⊗ x)(δw ⊗ z) = δw,y⊳˜x δy⊳˜τ˜(a,b) ⊗ τ˜(a, b)
−1xz , (2)
where a = ‖δy ⊗ x‖ = ‖ξ‖ = |ξ|
−1〈ξ〉 and b = ‖δw ⊗ z‖ = ‖η‖ = |η|
−1〈η〉. On the other
hand Ψ(ξ ⊗ η) = η⊳ˆ(〈ξ〉⊳|η|)−1 ⊗ ξ⊳ˆ|η| = (δw ⊗ z)⊳ˆ(〈ξ〉⊳|η|)
−1 ⊗ (δy ⊗ x)⊳ˆ|η|, so
µ
(
Ψ(ξ ⊗ η)
)
=
(
δw⊳˜(b⊲˜(〈ξ〉⊳|η|)−1) ⊗ (b⊲˜(〈ξ〉⊳|η|)
−1)−1z(〈ξ〉⊳|η|)−1
) (
δy⊳˜(a⊲˜|η|) ⊗ (a⊲˜|η|)
−1x|η|
)
= δy⊳˜(a⊲˜|η|) , w⊳˜z(〈ξ〉⊳|η|)−1 δ(w⊳˜(b⊲˜(〈ξ〉⊳|η|)−1))⊳˜τ(a⊳˜(〈ξ〉⊳|η|)−1,b⊳˜|η|)
⊗ τ(a⊳˜(〈ξ〉⊳|η|)−1, b⊳˜|η|)−1(b⊲˜(〈ξ〉⊳|η|)−1)−1z(〈ξ〉⊳|η|)−1(a⊲˜|η|)−1x|η| .
(3)
To check the δ function the statement w⊳˜z(〈ξ〉⊳|η|)−1(a⊲˜|η|)−1 = y should be the same as
w⊳˜x−1 = y, i.e.
w⊳˜z(〈ξ〉⊳|η|)−1(a⊲˜|η|)−1x = w ,
which means
wz(〈ξ〉⊳|η|)−1(a⊲˜|η|)−1x = z(〈ξ〉⊳|η|)−1(a⊲˜|η|)−1xw . (4)
Now to calculate (a⊲˜|η|)(〈ξ〉⊳|η|), put a = |ξ|−1〈ξ〉 = vt, 〈ξ〉 = t and |η| = w¯ then using
the fact that vt⊲˜wp = v−1wpv
′
= twpt
′−1
,where vt⊳˜wp = v
′
t
′
we get
w¯−1vtw¯ = w¯−1v(t⊲w¯)(t⊳w¯) = v
′
t
′
.
So t
′
= (t⊳w¯) = (〈ξ〉⊳|η|) which implies (a⊲˜|η|)(〈ξ〉⊳|η|) = tw¯ = 〈ξ〉|η|. Thus (4) becomes
wz(〈ξ〉|η|)−1x = z(〈ξ〉|η|)−1xw . (5)
To check whether this is always true or not we consider the following example from [1]:
Example 5.1 Take X to be the dihedral group D6 = 〈a, b : a
6 = b2 = e, ab = ba5〉, whose
elements we list as {e, a, a2, a3, a4, a5, b, ba, ba2, ba3, ba4, ba5}, and G to be the non-abelian
normal subgroup of order 6 generated by a2 and b, i.e. G = {e, a2, a4, b, ba2, ba4}. We
choose M = {e, a}.
Now let (δy ⊗ x) = (δban ⊗ ba
m) and (δw ⊗ z) = (δbap ⊗ ba
q). Then we need to check if
the following equation holds:
bapbaq(〈δban ⊗ ba
m〉|δbap ⊗ ba
q|)−1bam = baq(〈δban ⊗ ba
m〉|δbap ⊗ ba
q|)−1bambap . (6)
To do so we need to calculate ‖δban ⊗ ba
m‖, which we do as follows
ban ◦ ‖δban ⊗ ba
m‖ = ban⊳˜bam = (bam)−1banbam = ba2m−n .
Put ‖δban⊗ba
m‖ = bαaβ, where α = 0, 1 and β is even, then bαaβban = bα+1an−β = ba2m−n
which implies α = 0 and β = 2n− 2m . Thus
‖δban ⊗ ba
m‖ = |δban ⊗ ba
m|−1〈δban ⊗ ba
m〉 = a2n−2m ∈ G ,
which implies that |δban ⊗ ba
m| = a2m−2n and 〈δban ⊗ ba
m〉 = e. So the left hand side of
(6) is
bapbaq|δbap ⊗ ba
q|−1bam = bapbaqa2p−2qbam = baq−p+m ,
on the other hand the right hand side of (6) is
baq|δbap ⊗ ba
q|−1bambap = baqa2p−2qbambap = ba3p−q−m
which shows that the left hand side of (6) is not equal to the right hand side, otherwise
q − p +m ≡
6
3p− q −m, i.e. 2q − 4p + 2m is a multiple of 6 which is not always true.
Therefore, we conclude that D is not braided commutative.
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6 Type A and Type B Morphisms
We will assume for this section that sLL = s and sL⊲(s⊲u) = u for s ∈ M and u ∈ G
(this is true when M is a subgroup).
We add new morphisms to the category C, to make a new category C˜ . Consider the
linear map φ : V → W . We call it a type A morphism if it satisfies the following
conditions:
〈φ(ξ)〉 = 〈ξ〉 and φ(ξ⊳¯u) = φ(ξ)⊳¯u ,
for ξ ∈ V and u ∈ G (these are just the usual morphism conditions in C). It is said to be
a type B morphism if it satisfies the following conditions:
〈φ(ξ)〉 = 〈ξ〉L and φ(ξ⊳¯u) = φ(ξ)⊳¯(〈ξ〉⊲u) .
We need to check that these morphisms are closed under composition. It is obvious that
the composition of a type A morphism and a type B morphism is a type B morphism.
Proposition 6.1 The composition of two type B morphisms is a type A morphism.
Proof. Let φ : U → V and ϕ : V → W be two type B morphisms and for ξ ∈ U let
〈ξ〉 = s . We first check the grade as the following: As φ is a type B morphism then
〈φ(ξ)〉 = 〈ξ〉L . So as ϕ is also a type B morphism then 〈ϕ(φ(ξ))〉 = 〈ξ〉LL = sLL = s
which is the same as type A morphism.
Now to check the G-action, we do the following: As φ and ϕ are type B morphisms
then we have the following:
φ(ξ⊳¯u) = φ(ξ)⊳¯(〈ξ〉⊲u) and ϕ(η⊳¯u) = ϕ(η)⊳¯(〈η〉⊲u) ,
for η ∈ V . So their composition can be given as the following:
ϕ
(
φ(ξ⊳¯u)
)
= ϕ
(
φ(ξ)⊳¯(〈ξ〉⊲u)
)
= ϕ
(
φ(ξ)
)
⊳¯
(
〈φ(ξ)〉⊲(〈ξ〉⊲u)
)
= ϕ
(
φ(ξ)
)
⊳¯
(
〈ξ〉L⊲(〈ξ〉⊲u)
)
= ϕ
(
φ(ξ)
)
⊳¯ u ,
which is also the same as type A morphism. 
However we no longer have the usual sort of tensor category, as the type B morphisms
obey a rather odd order reversing tensor product rule, as we now see:
Proposition 6.2 If φ : V → V˜ and ψ : W → W˜ are type B morphisms, then the map
φ⊠ ψ : V ⊗W → W˜ ⊗ V˜ which is defined by
(φ⊠ ψ)(ξ ⊗ η) =
(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯τ(a, b) ,
where ξ ∈ V , η ∈ W , a = 〈ξ〉 and b = 〈η〉, is a type B morphism.
Proof. First we need to show that 〈(φ⊠ ψ)(ξ ⊗ η)〉 = 〈ξ ⊗ η〉L = (a · b)L which we do
as the following, taking into account that φ and ψ are type B morphisms:〈(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯τ(a, b)
〉
=
〈(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)〉
⊳τ(a, b)
=
(〈
ψ(η)⊳¯τ(aL, a)−1
〉
·
〈
φ(ξ)
〉)
⊳τ(a, b)
=
((
〈ψ(η)〉⊳τ(aL, a)−1
)
·
〈
φ(ξ)
〉)
⊳τ(a, b)
=
((
〈η〉L⊳τ(aL, a)−1
)
· 〈ξ〉L
)
⊳τ(a, b)
=
((
bL⊳τ(aL, a)−1
)
· aL
)
⊳τ(a, b) .
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To show that this is equal to (a · b)L we dot it by (a · b) to get the identity. So we get(((
bL⊳τ(aL, a)−1
)
· aL
)
⊳τ(a, b)
)
· (a · b) =
(((
bL⊳τ(aL, a)−1
)
· aL
)
· a
)
· b
=
((
bL⊳τ(aL, a)−1τ(aL, a)
)
· (aL · a)
)
· b
= bL · b = e .
Next we need to show that
(
φ⊠ψ
)(
(ξ ⊗ η)⊳¯u
)
=
(
(φ⊠ψ)(ξ ⊗ η)
)
⊳¯(〈ξ ⊗ η〉⊲u) . We start
with the left hand side as the following:
L.H.S. =
(
φ⊠ ψ
)(
ξ⊳¯(〈η〉⊲u)⊗ η⊳¯u
)
=
(
φ⊠ ψ
)(
ξ⊳¯(b⊲u)⊗ η⊳¯u
)
=
(
ψ(η⊳¯u)⊳¯τ
(
(a⊳(b⊲u))L, a⊳(b⊲u)
)−1
⊗ φ(ξ⊳¯(b⊲u))
)
⊳¯τ
(
a⊳(b⊲u), b⊳u
)
=
((
ψ(η)⊳¯(〈η〉⊲u)
)
⊳¯τ
(
(a⊳(b⊲u))L, a⊳(b⊲u)
)−1
⊗ φ(ξ)⊳¯(〈ξ〉⊲(b⊲u))
)
⊳¯τ
(
a⊳(b⊲u), b⊳u
)
=
((
ψ(η)
)
⊳¯(b⊲u) τ
(
(a⊳(b⊲u))L, a⊳(b⊲u)
)−1
⊗ φ(ξ)⊳¯(a⊲(b⊲u))
)
⊳¯τ
(
a⊳(b⊲u), b⊳u
)
.
On the other hand
R.H.S. =
(
(φ⊠ ψ)(ξ ⊗ η)
)
⊳¯(〈ξ ⊗ η〉⊲u) =
((
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯τ(a, b)
)
⊳¯(〈ξ ⊗ η〉⊲u)
=
(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯τ(a, b)
(
(〈ξ〉 · 〈η〉)⊲u
)
=
(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯τ(a, b)
(
(a · b)⊲u
)
=
(
ψ(η)⊳¯τ(aL, a)−1 ⊗ φ(ξ)
)
⊳¯
(
a⊲(b⊲u)
)
τ
(
a⊳(b⊲u), b⊳u
)
=
((
ψ(η)
)
⊳¯ τ(aL, a)−1(b⊲u)⊗ φ(ξ)⊳¯(a⊲(b⊲u))
)
⊳¯τ
(
a⊳(b⊲u), b⊳u
)
,
which is the same as the left hand side as τ(aL, a)−1(b⊲u) = (b⊲u) τ
(
aL⊳(a⊲(b⊲u)), a⊳(b⊲u)
)−1
=
(b⊲u) τ
(
(a⊳(b⊲u))L, a⊳(b⊲u)
)−1
. Note that we have used aL⊲
(
a⊲(b⊲u)
)
= b⊲u by an as-
sumption for this section. 
This tensor product of type B morphisms has the following composition with the
braiding Ψ:
Proposition 6.3 Let φ : V → V˜ , ψ : W → W˜ and φ ⊠ ψ : V ⊗W → W˜ ⊗ V˜ be as
defined in proposition 6.2. Then the following equality is satisfied(
Ψ ◦ (ψ ⊠ φ)
)
(η ⊗ ξ) =
(
(φ⊠ ψ) ◦Ψ−1
)
(η ⊗ ξ) ∀η ⊗ ξ ∈ V ⊗W . (7)
Proof. Using the double construction and remembering that
Ψ(ξ ⊗ η) = η⊳ˆ(〈ξ〉⊳|η|)−1 ⊗ ξ⊳ˆ|η| , Ψ−1(ξ
′
⊗ η
′
) = η
′
⊳ˆ|ξ
′
⊳ˆ〈η
′
〉|−1 ⊗ ξ
′
⊳ˆ〈η
′
〉 ,
we start with the left hand side of (7) as the following
(ψ ⊠ φ)(η ⊗ ξ) =
(
φ(ξ)⊳ˆτ(〈η〉L, 〈η〉)−1 ⊗ ψ(η)
)
⊳ˆτ(〈η〉, 〈ξ〉)
= φ(ξ)⊳ˆτ(〈η〉L, 〈η〉)−1
(
〈η〉L⊲τ(〈η〉, 〈ξ〉)
)
⊗ ψ(η)⊳ˆτ(〈η〉, 〈ξ〉) .
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Now applying the braiding map to the previous equation gives
Ψ
(
(ψ ⊠ φ)(η ⊗ ξ)
)
= η′⊳ˆ(〈ξ′〉⊳|η′|)−1 ⊗ ξ′⊳ˆ|η′| , (8)
where η′ = ψ(η)⊳ˆτ(〈η〉, 〈ξ〉) and ξ′ = φ(ξ)⊳ˆτ(〈η〉L, 〈η〉)−1
(
〈η〉L⊲τ(〈η〉, 〈ξ〉)
)
. To simplify
equation (8) we need to calculate the following
|η′| = |ψ(η)⊳ˆτ(〈η〉, 〈ξ〉)| =
(
〈η〉L⊲τ(〈η〉, 〈ξ〉)
)−1
|ψ(η)|τ(〈η〉, 〈ξ〉).
We do not know what |ψ(η)| is, but we do know that
||ψ(η)|| = ||η||L = (|η|−1〈η〉)L = |η|〈η〉−1 = |η|τ(〈η〉L, 〈η〉)−1〈η〉L ,
and on the other side ||ψ(η)|| = |ψ(η)|−1〈ψ(η)〉 which implies that |ψ(η)| = τ(〈η〉L, 〈η〉)|η|−1
by the uniqueness of factorization. So the right part of the tensor of the right hand side
of (8) becomes
ξ′⊳ˆ|η′| = φ(ξ)⊳ˆτ(〈η〉L, 〈η〉)−1|ψ(η)|τ(〈η〉, 〈ξ〉) = φ(ξ)⊳ˆ|η|−1τ(〈η〉, 〈ξ〉) . (9)
Next, for the other part of the tensor we need to calculate
〈ξ′〉⊳|η′| = 〈ξ′⊳ˆ|η′|〉 = 〈φ(ξ)⊳ˆ|η|−1τ(〈η〉, 〈ξ〉)〉
= 〈φ(ξ)〉⊳|η|−1τ(〈η〉, 〈ξ〉) = 〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉) .
So the left part of the tensor of the right hand side of (8) becomes
η′⊳ˆ(〈ξ′〉⊳|η′|)−1 = ψ(η)⊳ˆτ(〈η〉, 〈ξ〉)
(
〈ξ〉L⊳|η|−1 τ(〈η〉, 〈ξ〉)
)−1
. (10)
Thus from (9) and (10), equation (8) can be rewritten as
Ψ
(
(ψ ⊠ φ)(η ⊗ ξ)
)
= ψ(η)⊳ˆτ(〈η〉, 〈ξ〉)
(
〈ξ〉L⊳|η|−1 τ(〈η〉, 〈ξ〉)
)−1
⊗ φ(ξ)⊳ˆ|η|−1τ(〈η〉, 〈ξ〉).
(11)
Now we turn to the right hand side of (7)(
(φ⊠ ψ) ◦Ψ−1
)
(η ⊗ ξ) =
(
φ⊠ ψ
)(
Ψ−1(η ⊗ ξ)
)
=
(
φ⊠ ψ
)(
ξ⊳ˆ|η⊳ˆ〈ξ〉|−1 ⊗ η⊳ˆ〈ξ〉
)
=
(
ψ(η⊳ˆ〈ξ〉)⊳ˆτ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)−1
⊗ φ(ξ⊳ˆu)
)
⊳ˆτ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉)
= ψ(η⊳ˆ〈ξ〉)⊳ˆτ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)−1(
‖φ(ξ⊳ˆu)‖⊲τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉)
)
⊗ φ(ξ⊳ˆu)⊳ˆτ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉)
= ψ⊳ˆ(η)(‖η‖⊲˜〈ξ〉)τ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)−1(
(〈ξ〉⊳u)L⊲τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉)
)
⊗ φ(ξ)⊳ˆ(‖ξ‖⊲˜u)τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉) ,
(12)
where u = |η⊳ˆ〈ξ〉|−1. To simplify equation (12) we need to make the following calculations
‖ξ‖⊲˜u = |ξ|−1〈ξ〉⊲˜u = |ξ|uv′,
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where ‖ξ‖⊳˜u = u−1|ξ|−1〈ξ〉u = u−1|ξ|−1(〈ξ〉⊲u)(〈ξ〉⊳u) = v′t′, which implies, by the
uniqueness of factorization, that v′ = u−1|ξ|−1(〈ξ〉⊲u) and hence ‖ξ‖⊲˜u = (〈ξ〉⊲u). Also
(〈ξ〉⊳u)〈η⊳ˆ〈ξ〉〉 = (〈ξ〉⊲u)−1〈ξ〉u〈η⊳ˆ〈ξ〉〉 = (〈ξ〉⊲u)−1〈ξ〉|η⊳ˆ〈ξ〉|−1〈η⊳ˆ〈ξ〉〉
= (〈ξ〉⊲u)−1〈ξ〉‖η⊳ˆ〈ξ〉‖ = (〈ξ〉⊲u)−1〈ξ〉(‖η‖⊳˜〈ξ〉)
= (〈ξ〉⊲u)−1〈ξ〉(〈ξ〉−1‖η‖〈ξ〉) = (〈ξ〉⊲u)−1|η|−1〈η〉〈ξ〉
= (〈ξ〉⊲u)−1|η|−1τ(〈η〉, 〈ξ〉)(〈η〉 · 〈ξ〉),
but on the other hand (〈ξ〉⊳u)〈η⊳ˆ〈ξ〉〉 = τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉)
(
(〈ξ〉⊳u) · 〈η⊳ˆ〈ξ〉〉
)
. So, by the
uniqueness of factorization, we get
τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉) = (〈ξ〉⊲u)−1|η|−1τ(〈η〉, 〈ξ〉), and
(
(〈ξ〉⊳u) · 〈η⊳ˆ〈ξ〉〉
)
= (〈η〉 · 〈ξ〉). (13)
Thus the right part of the tensor of (12) becomes
φ(ξ)⊳ˆ(‖ξ‖⊲˜u)τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉) = φ(ξ)⊳ˆ|η|−1τ(〈η〉, 〈ξ〉), (14)
which agrees with the right part of the tensor of (11). Now, we need to calculate the
following to simplify the left part of the tensor of (12)
‖η‖⊳˜〈ξ〉 = 〈ξ〉−1|η|−1〈η〉〈ξ〉 = τ(〈ξ〉L, 〈ξ〉)−1〈ξ〉L|η|−1τ(〈η〉, 〈ξ〉)(〈η〉 · 〈ξ〉)
= τ(〈ξ〉L, 〈ξ〉)−1
(
〈ξ〉L⊲|η|−1τ(〈η〉, 〈ξ〉)
)(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉)
)
(〈η〉 · 〈ξ〉)
= τ(〈ξ〉L, 〈ξ〉)−1
(
〈ξ〉L⊲|η|−1τ(〈η〉, 〈ξ〉)
)
τ
(
(〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉)), (〈η〉 · 〈ξ〉)
)
(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉)
)
· (〈η〉 · 〈ξ〉) = v′′t′′.
So,
‖η‖⊲˜〈ξ〉 = |η|−1〈η〉⊲˜〈ξ〉 = |η|〈ξ〉v′′
= |η|〈ξ〉τ(〈ξ〉L, 〈ξ〉)−1
(
〈ξ〉L⊲|η|−1τ(〈η〉, 〈ξ〉)
)
τ
(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉), 〈η〉 · 〈ξ〉
)
.
Also
(〈ξ〉⊳u)L⊲τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉) =τ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)
τ
(
(〈ξ〉⊳u)L⊳τ(〈ξ〉⊳u, 〈η⊳ˆ〈ξ〉〉), (〈ξ〉⊳u) · 〈η⊳ˆ〈ξ〉〉
)−1
=τ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)
τ
(
(〈ξ〉L⊳(〈ξ〉⊲u))⊳(〈ξ〉⊲u)−1|η|−1τ(〈η〉, 〈ξ〉), 〈η〉 · 〈ξ〉
)−1
=τ
(
(〈ξ〉⊳u)L, 〈ξ〉⊳u
)
τ
(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉), 〈η〉 · 〈ξ〉
)−1
So the left part of the tensor of (12) can be rewritten as
ψ⊳ˆ|η|〈ξ〉τ(〈ξ〉L, 〈ξ〉)−1
(
〈ξ〉L⊲|η|−1τ(〈η〉, 〈ξ〉)
)
= ψ⊳ˆ|η|(〈ξ〉L)−1
(
〈ξ〉L⊲|η|−1τ(〈η〉, 〈ξ〉)
)
= ψ⊳ˆτ(〈η〉, 〈ξ〉)
(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉)
)−1
.
Hence (12) can be rewritten as(
(φ⊠ ψ) ◦Ψ−1
)
(η ⊗ ξ) = ψ⊳ˆτ(〈η〉, 〈ξ〉)
(
〈ξ〉L⊳|η|−1τ(〈η〉, 〈ξ〉)
)−1
φ(ξ)⊳ˆ|η|−1τ(〈η〉, 〈ξ〉).
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which is the same as the left hand side of (7). 
Now we should ask what the effect of a type B morphism is on the action of the algebra
A. The answer is given in the following proposition.
Proposition 6.4 If φ : V → W is a type B morphism, then
=
W
V A
W
V A
M
φ
φ
Figure 14
where the map M : A→ A is defined by M(δs ⊗ u) = δsL ⊗ s⊲u .
Proof. We start with the left hand side as the following: Let ξ ∈ V and (δs ⊗ u) ∈ A,
then as ξ⊳¯(δs ⊗ u) = δs,〈ξ〉 ξ⊳¯u we get
L.H.S. = φ
(
ξ⊳¯(δs ⊗ u)
)
= φ
(
δs,〈ξ〉 ξ⊳¯u
)
= δs,〈ξ〉φ( ξ⊳¯u) .
To have a non-zero answer we should have 〈ξ〉 = s. As φ is a type B morphism then
L.H.S. = δs,〈ξ〉φ(ξ)⊳¯(〈ξ〉⊲u) = φ(ξ)⊳¯(s⊲u) .
Now we calculate the right hand side as the following:
R.H.S. = φ(ξ)⊳¯M(δs ⊗ u) = φ(ξ)⊳¯(δsL ⊗ s⊲u)
= δsL,〈φ(ξ)〉 φ(ξ)⊳¯(s⊲u) = δsL,〈ξ〉L φ(ξ)⊳¯(s⊲u) = φ(ξ)⊳¯(s⊲u) . 
From [4], in the case where M is a subgroup of X , there is a ∗ operation defined on A
by (δs ⊗ u)
∗ = δs⊳u ⊗ u
−1. In our case we have a similar operation, P : A → A, given as
follows, noting that we have not yet shown that this really is any sort of conjugation.
Proposition 6.5 The map P : A→ A which is defined by
P (δs ⊗ u) = δs⊳uτ(aL,a)−1 ⊗ τ(a
L, a) u−1 ,
where a = 〈δs ⊗ u〉, is a type B morphism .
Proof. First we check the grade, i.e. 〈P (δs ⊗ u)〉 = a
L. It is known that s · a = s⊳u .
Now let 〈P (δs ⊗ u)〉 = b and τ(a
L, a) = w, then
(s⊳uw−1)⊳w u−1 = s⊳uw−1w u−1 = s = (s⊳uw−1) · b ,
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which implies that
s · a =
(
(s⊳uw−1) · b
)
· a =
(
s⊳uw−1τ(b, a)
)
· (b · a) .
But s · a = s⊳u, which implies that b = aL as required.
Now we check the G-action, i.e. P
(
(δs ⊗ u)⊳¯v
)
= P (δs ⊗ u)⊳¯
(
〈δs ⊗ u〉⊲v
)
. We start
with the left hand side as the following:
P
(
(δs ⊗ u)⊳¯v
)
= P
(
δs⊳(a⊲v) ⊗ (a⊲v)
−1uv
)
= δs⊳uvτ((a⊳v)L , a⊳v)−1 ⊗ τ((a⊳v)
L , a⊳v) v−1u−1(a⊲v) .
(15)
To simplify the last equation we need to do the following calculation: Note that aL ·a = e,
so (aL · a)⊳v = e⊳v = e or
(
aL⊳(a⊲v)
)
· (a⊳v) = e, which means that
(
aL⊳(a⊲v)
)
=
(a⊳v)L. Thus τ
(
(a⊳v)L , a⊳v
)−1
= τ
(
(aL⊳(a⊲v)) , a⊳v
)−1
, which, from the identities be-
tween (M, ·) and τ , implies that
v τ
(
(a⊳v)L , a⊳v
)−1
= v τ
(
(aL⊳(a⊲v)) , a⊳v
)−1
= τ(aL , a)−1
(
aL⊲(a⊲v)
)
.
So equation (15) can be rewritten as
P
(
(δs ⊗ u)⊳¯v
)
= δs⊳uτ(aL , a)−1(aL⊲(a⊲v)) ⊗
(
aL⊲(a⊲v)
)−1
τ(aL , a)u−1(a⊲v) .
On the other hand if we put a⊲v = v¯, then the right hand side is given as the following:
P (δs ⊗ u)⊳¯
(
〈δs ⊗ u〉⊲v
)
= P (δs ⊗ u)⊳¯
(
a⊲v
)
= P (δs ⊗ u)⊳¯v¯
=
(
δs⊳uτ(aL,a)−1 ⊗ τ(a
L, a) u−1
)
⊳¯v¯
= δ(s⊳uτ(aL,a)−1)⊳(aL⊲v¯) ⊗ (a
L⊲v¯)−1τ(aL, a) u−1v¯
= δs⊳uτ(aL,a)−1 (aL⊲v¯) ⊗ (a
L⊲v¯)−1τ(aL, a) u−1v¯
= δs⊳uτ(aL,a)−1 (aL⊲(a⊲v)) ⊗
(
aL⊲(a⊲v)
)−1
τ(aL, a) u−1(a⊲v) ,
which is the same as the left hand side as required. 
Proposition 6.6 For the algebra A the map P : A→ A defined in 6.5 satisfies
P
(
P (δs ⊗ u)⊳¯τ(a, a
L)
)
= idA ,
where (δs ⊗ u) ∈ A and a = 〈δs ⊗ u〉.
Proof. First note that sLL = s implies sL⊳τ(s, sL) = sL and sL = sR. Now if we put
v = τ(a, aL) then
P (δs ⊗ u)⊳¯v = δs⊳uτ(aL,a)−1(aL⊲v) ⊗ (a
L⊲v)−1τ(aL, a) u−1v .
But (aL⊲v)−1 =
(
aL⊲τ(a, aL)
)−1
= τ
(
aL⊳τ(a, aL) , a · aL
)
τ(aL · a, aL)−1τ(aL, a)−1 =
τ(aL, a)−1 , so
P (δs ⊗ u)⊳¯τ(a, a
L) = δs⊳u ⊗ u
−1τ(a, aL) .
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Applying P to this again gives
P
(
P (δs ⊗ u)⊳¯τ(a, a
L)
)
= P
(
δs⊳u ⊗ u
−1τ(a, aL)
)
= δ
(s⊳u)⊳u−1τ(a,aL)τ
(
(aL⊳v)L,aL⊳v
)
−1 ⊗ τ
(
(aL⊳v)L, aL⊳v
)
τ(a, aL)−1u
= δs⊳τ(a,aL)τ(aLL,aL)−1 ⊗ τ(a
LL, aL)τ(a, aL)−1u
= δs⊳τ(a,aL)τ(a,aL)−1 ⊗ τ(a, a
L)τ(a, aL)−1u
= δs ⊗ u . 
7 A connection between type A and type B morphisms
In this section we assume that there is a right inverse in M , and that there is a conjugate
x֌ x¯ on the field k.
Definition 7.1 Define a functor Bar : C → C as for V ∈ C, Bar(V ) = V¯ where V¯ = V
as a set with the usual addition and for ξ¯ ∈ V¯ , ξ¯x = ξx¯ (conjugate scalar multiplication).
In addition, the grade of ξ¯ ∈ V¯ is given by 〈ξ¯〉 = 〈ξ〉R and the G-action on V¯ is given by
ξ¯ ⊳¯ u = ξ⊳¯(〈ξ¯〉⊲u) = ξ⊳¯(〈ξ〉R⊲u).
Moreover, for a morphism φ in the category, φ¯(ξ) = φ(ξ) as a function between sets.
Proposition 7.2 The M-grading and the G-action given in definition 7.1 are consistent.
Proof.
〈ξ¯ ⊳¯ u〉 = 〈ξ⊳¯(〈ξ〉R⊲u)〉 = 〈ξ〉⊳(〈ξ〉R⊲u) = 〈ξ〉R⊳u = 〈ξ¯〉⊳u,
as required where the third equality is due to (s · t)⊳u = (s⊳(t⊲u)) · (t⊳u) for s, t ∈ M
and u ∈ G. 
Proposition 7.3 There is a natural transformation Ω between the Bar : C → C functor
and the identity functor IC : C → C, defined by
ΩV (ξ¯) = ξ⊳¯τ(〈ξ¯〉
L, 〈ξ¯〉),
that is the following diagram commutes
−−−−−−−−→
−−−−−−−−→
y
y
V¯ V
W¯ W
ΩV
ΩW
φ¯ φ
Proof. We use ξ, ξ¯, ξ¯ to distinguish ξ ∈ V as an element of V, V¯ , V¯ respectively. To
show that ΩV : V¯ → V is a morphism in the category we need to check the M-grade and
the G-action. First we check the M-grade as the following
〈ΩV (ξ¯)〉 = 〈ξ⊳¯τ(〈ξ¯〉
L, 〈ξ¯〉)〉 = 〈ξ〉⊳τ(〈ξ〉R, 〈ξ〉RR) = 〈ξ〉RR = 〈ξ¯ 〉,
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as required. Now to check the G-action, we need to calculate
ξ¯⊳¯u = ξ¯⊳¯(〈ξ¯〉R⊲u) = ξ¯⊳¯(〈ξ〉RR⊲u) = ξ⊳¯
(
〈ξ〉R⊲(〈ξ〉RR⊲u)
)
= ξ⊳¯τ(〈ξ〉R, 〈ξ〉RR) u τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u) , (〈ξ〉RR⊳u)
)−1
,
where the last equality is because s⊲(t⊲u) = τ(s, t)((s · t)⊲u)τ(s⊳(t⊲u), t⊳u)−1 for s, t ∈M
and u ∈ G. If we put ξ¯⊳¯u = η¯, then
ΩV (ξ¯⊳¯u) = ΩV (η¯) = η⊳¯τ(〈η¯〉
L, 〈η¯〉) = η⊳¯τ(〈η〉R, 〈η〉RR).
So
〈η〉 = 〈ξ〉⊳τ(〈ξ〉R, 〈ξ〉RR) u τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u) , (〈ξ〉RR⊳u)
)−1
= 〈ξ〉RR⊳u τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u) , (〈ξ〉RR⊳u)
)−1
.
Then there is v ∈ G such that
v〈η〉 = 〈ξ〉RRu τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u) , (〈ξ〉RR⊳u)
)−1
= (〈ξ〉RR⊲u)(〈ξ〉RR⊳u) τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u) , (〈ξ〉RR⊳u)
)−1
= (〈ξ〉RR⊲u)
(
〈ξ〉R⊳(〈ξ〉RR⊲u)
)−1
,
which implies that 〈η〉 =
(
〈ξ〉R⊳(〈ξ〉RR⊲u)
)L
. Thus
ΩV (η¯) = ΩV (ξ¯⊳¯u) = η⊳¯τ
(
〈ξ〉R⊳(〈ξ〉RR⊲u), 〈ξ〉RR⊳u
)
= ξ⊳¯τ(〈ξ〉R, 〈ξ〉RR)u = (ξ⊳¯τ(〈ξ¯〉L, 〈ξ¯〉))⊳¯u
= ΩV (ξ¯)⊳¯u,
as required. 
Remark 7.4 A type B morphism φ : V → W can be viewed as a type A morphism
φ : V → W¯ (same as a function on sets). Indeed, as for the M-grade we have
〈 ¯φ(ξ)〉 = 〈φ(ξ)〉R = 〈ξ〉.
And for the G-action we know φ(ξ⊳¯u) = φ(ξ)⊳¯(〈ξ〉⊲u), but we also have
¯φ(ξ)⊳¯u = φ(ξ)⊳¯(〈φ(ξ)〉R⊲u) = φ(ξ)⊳¯(〈ξ〉⊲u),
as required where ξ ∈ V 
8 Inner product
Definition 8.1 An inner product on an object V of the category is given by a type B
morphism φ : V → V ∗ and then
〈η , ξ〉 = eval
(
φ(η) , ξ
)
,
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where η, ξ ∈ V , i.e.
=
V V V V
〈 , 〉
φ
Figure 15
Proposition 8.2 The inner product with a type morphism φ : V → V ∗ as defined above
is invariant in the category D .
Proof.
==
VV DVV D VV D
φ φ φ
ǫ
⊳¯
=
VV D
=
VV D
φ
M−1
M−1
M
φ
As an example for the inner product we give the inner product on the algebra A
Example 8.3 Let φ : A→ A∗ be a type B morphism defined by
φ(δs ⊗ u) = s⊗ δu. (16)
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Then the inner product on A is given by
〈δt ⊗ v, δs ⊗ u〉 = eval
(
φ(δt ⊗ v), δs ⊗ u
)
,
for (δt ⊗ v) and (δs ⊗ u) in A.
Proof . Given the basis (δs ⊗ u) of A, the dual basis is (s⊗ δu) (see [3]) and also
eval
(
φ(δt ⊗ v), δs ⊗ u
)
= eval(t⊗ δv , δs ⊗ u) = δs,t δu,v.
To have a non-zero solution we must have t = s and v = u and then we must have
〈s⊗ δu〉 = 〈δs ⊗ u〉
L as required.
Next, knowing that the evaluation map is invariance under the action of G we have
eval
(
(t⊗ δv)⊳(a⊲w) , (δs ⊗ u)⊳w
)
= δs,t δu,v ,
where a = 〈δs ⊗ u〉 and w is an element of the group G. Applying the action we get
eval
(
(t⊗ δv)⊳(a⊲w) , (δs⊳(a⊲w) ⊗ (a⊲w)
−1uw
)
= δs,t δu,v ,
which implies that
(t⊗ δv)⊳(a⊲w) = (s⊗ δu)⊳(a⊲w) = s⊳(a⊲w)⊗ δ(a⊲w)−1uw (17)
Now we want to prove that
φ
(
(δs ⊗ u)⊳¯w
)
= φ(δs ⊗ u)⊳¯(a⊲w).
Starting with the left hand side we apply the action then (16) to get
φ
(
(δs ⊗ u)⊳¯w
)
= φ
(
δs⊳(a⊲w) ⊗ (a⊲w)
−1uw
)
= s⊳(a⊲w)⊗ δ(a⊲w)−1uw.
For the right hand side we apply (16) then (17) to get
φ(δs ⊗ u)⊳¯(a⊲w) = (s⊗ δu)⊳¯(a⊲w) = s⊳(a⊲w)⊗ δ(a⊲w)−1uw,
as required. 
Definition 8.4 Let φ be a type B morphism and let ρ as defined in theorem 2.6. Then
the star operation ∗ can be defined by:
( )
1
=
*
.
ρ
∫ φ S
ρ
VV
Figure 16
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Theorem 8.5 For an object V and a type B morphism φ, the following equality holds:
=
V VV V
*
∫
φ
Figure 17
Proof.
=
V V
=
V V
=
V VVV
*
∫
φ S∫
ρ
( )
1
ρ
∫
φ φ
S
S−1
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