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Abstract
Let A and B be invertible positive elements in a II1-factorA, and let μs(·) be the singular number onA.
We prove that
exp
∫
K
log μs(AB)ds  exp
∫
I
log μs(A)ds · exp
∫
J
log μs(B)ds,
where {I, J,K} is an analogue of Klyachko’s list. In this paper, this family {I, J,K} must satisfy some
hypotheses which are specific to operators A and B. But, we show that our family of inequalities includes
the weak Gelfand–Naimark inequality for all positive operators A and B.
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1. Introduction
Let A, B be n × n Hermitian matrices. Let λj (A) denote the j th eigenvalue of A listed in
decreasing order. In 1962 Horn conjectured the following inequalities [5]:∑
K
λk(A + B) 
∑
I
λi(A) +
∑
J
λj (B). (1)
Here, K , I , J satisfy the following conditions.
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(1) K , I , J are subsets of {1, 2, . . . , n} with the same cardinality r(1  r  n).
(2) When we set λ(K) = (kr − r, . . . , k2 − 2, k1 − 1) for K = {k1 < k2 < · · · < kr} (simi-
larly, for I and J ), the Littlewood–Richardson coefficient Cλ(K)λ(I)λ(J ) is positive.
Recently, this conjecture has been proved by Klyachko [6]. He proved a much harder thing
that the possible eigenvalues α, β, γ of Hermitian n × n matrices A, B and C = A + B are char-
acterized by the inequality (1). If {K, I, J } satisfies the above conditions, then we say {K, I, J }
is on Klyachko’s list. For example, {K = {1, 2, . . . , r}, I = {1, 2, . . . , r}, J = {1, 2, . . . , r}} and
{I, I, J = {1, 2, . . . , r}} for any subset I of {1, 2, . . . , n} of cardinality r(1  r  n) are on
Klyachko’s list. In these cases the inequalities (1) are Ky Fan’s inequality and Lidskii–Wielandt
inequality, respectively.
For positive operators A and B a mutiplicative version of this theorem is known. If {K, I, J }
is on Klyachko’s list, then we have
∏
K
λk(|AB|) 
∏
I
λi(A) ·
∏
J
λj (B). (2)
For K = I , J = {1, 2, . . . , r}(1  r  n) we have the Gelfand–Naimark inequality. See [4] for
details.
In this paper, we prove an analogue of the inequality (2) for positive invertible operators A,
B in a finite factor. Our main technical tools are the Fuglede–Kadison determinant [3] and the
theory of the singular number [2]. Although this result is specific to operators A, B in the paper,
we prove the weak Gelfand–Naimark inequality:
exp
∫ t
0
log μs(AB)ds  exp
∫ t
0
log μs(A)ds · exp
∫ t
0
log μs(B)ds (3)
for 0  t  1 and any positive operators A, B in a II1-factor A.
2. Notation
Throughout this paper,A denotes a II1-factor with a normalized (i.e. τ(1) = 1) faithful normal
trace τ . The set of positive operators in A denoted by A+.
Definition 1 (The generalized s-number). For a self-adjoint element A ∈ A, the distribution
function ds(A) is defined by
ds(A) = τ(e(s,∞)(A)),
where e(s,∞)(A) is the spectral projection of A corresponding to the interval (s,∞).
The generalized s-number is defined by
μt(A) = inf{s : ds(|A|)  t} (0 < t < ∞).
The generalized s-number corresponds to the decreasing rearrangement of the eigenvalues
of |A|. Moreover, μt(A) is non-increasing and right continuous on (0,∞). See [2] for detailed
properties of the above functions.
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Definition 2 (Continuous flag). Let {es}s∈[0,∞) be a net of projections inA satisfying the following
conditions.
(i) τ(es)  s.
(ii) If s  t , then, es  et .
Then, we call {es}s∈[0,∞) a continuous flag on A.
Definition 3. Let J be a measurable set in [0, 1]. (Here, m denotes Lebesgue measure.) For a
continuous flag {es}, J ({es}, τ ) is the set of projections in A defined by
J ({es}, τ ) = {p ∈ Aproj.; τ(p) = m(J ), τ (1 − p) = m(J c),
τ (p ∧ es)  m{J ∩ [0, s]} (for all s ∈ [0, 1])}.
Definition 4 (The Fuglede–Kadison determinant). For A ∈ A we set
(A) = (|A|) = exp
∫ 1
0
log μs(A)ds.
When A is singular (i.e. A has no bounded inverse), we set
(A) = lim
ε↘0(|A| + ε).
We state some properties of the Fuglede–Kadison determinant  without proof. See [3].
Proposition 5. For A,B in A the above determinant satisfies the following relations:
(1) (λA) = |λ|(A) for λ ∈ R.
(2) (AB) = (A) · (B).
(3) (U1AU2) = (A) for unitary U1 and U2.
(4) (A∗) = (A) = ((A∗A)) 12 .
Definition 6. The restriction of (A) to a projection p (denote it p(A)) is
p(A) = exp
∫ τ(p)
0
log μs(pAp)ds.
Obviously, we can regard p(A) as the Fuglede–Kadison determinant of pAp in a II1-factor
pAp. Therefore, all properties in Proposition 5 hold for p(A).
3. Main theorem
Definition 7. For a measurable set K ∈ [0, 1] and X ∈ A we set
DK(X) = exp
∫
K
log μs(X)ds.
Lemma 8. We have the following properties for DK(X).
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(1) DK(X)  DK(Y ) if X  Y  0.
(2) limn→∞DK(Xn)  DK(X) when Xn,X are positive and Xn tends to X uniformly.
(3) limn→∞ DK(Xn) = DK(X) if Xn  X  0 and Xn tends to X uniformly.
(4) DK(Xn) = DK(X)n for X  0 and n ∈ N.
Proof. Since μs(X)  μs(Y ), we arrive at statement 1. Xn + ε is invertible and tends uniformly
to the invertible operator X + ε for ε > 0, so that DK(Xn + ε) tends to DK(X + ε). In view of
statement 1, this implies that
limn→∞DK(Xn)  limn→∞DK(Xn + ε) = DK(X + ε)
for every ε > 0. Taking limε↘0 on both sides, we get statement 2. Since
limn→∞DK(Xn)  DK(X)  limn→∞DK(Xn),
we get statement 3. For ε > 0 we have
DK((X + ε)n) = DK(X + ε)n.
From statement 3, we get statement 4. 
We state an inequality related to a projection p in K({e(μs(A),∞)(A)}, τ ) without proof. See
[1].
Proposition 9. LetA be a positive operator inA.LetK be a measurable set, andp be a projection
in A. If p ∈ K({e(μs(A),∞)(A)}, τ ), then we have
τ(pAp) 
∫
K
μs(A)ds.
Proposition 10. Let K be a measurable set in [0, 1]. For A ∈ A+ and p ∈ K({e(μs(A),∞)(A)},
τ ) we have
DK(A)  p(A).
Proof. Since f (x) = xt is a concave function for 0 < t  1, we have∫
K
μs(A)
tds  τ(pAtp) (Proposition 9)
 τ((pAp)t ) (Jensen’s Inequality)
=
∫ r
0
μs(pAp)
tds.
Therefore, we obtain(∫
K
μs(A)
t ds
r
) 1
t

(∫ r
0
μs(pAp)
t ds
r
) 1
t
.
Taking limt→0 on both sides, we get the conclusion. Here, we use the well-known equality
exp
∫ r
0 log |f (s)| dsr = limt→0{
∫ r
0 |f (s)|t dsr }
1
t (see [7, p. 71]). 
Proposition 11. Let p, q be projections in A with τ(p) = τ(q) = r. Let A,B and C = AB be
operators in A with Ran(Bq)  p. We have
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q(C
∗C) = p(A∗A) · q(B∗B).
Here, Ran(Bq) denotes the range projection of Bq.
Proof. SinceA is a II1-factor, there is a unitary operator u inA such that u∗pu = q. Therefore,
we have
q(C
∗C) = q(qB∗A∗ABq)
= q(qB∗pA∗ApBq)
= exp
∫ r
0
log μs(u∗puB∗pA∗ApBu∗pu)ds
= exp
∫ r
0
log μs(puB∗pA∗ApBu∗p)ds
= p(puB∗pA∗ApBu∗p)
= p(puB∗p) · p(pA∗Ap) · p(pBu∗p)
= p(pA∗Ap) · p(puB∗p · pBu∗p)
= p(pA∗Ap) · q(qB∗pBq)
= p(A∗A) · q(B∗B) (since pBq = Bq). 
Proposition 12. Let K, I, J be measurable sets in [0, 1] with m(K) = m(I) = m(J ) = r(0 
r  1). Let A,B,C be invertible operators inA with A · B · C = 1. If S = K({e(μs(C∗C),∞) ×
(C∗C)}, τ )∩ (BC)−1I ({e(μs(A∗A),∞)(A∗A)}, τ )∩C−1J ({e(μs(B∗B),∞)(B∗B)}, τ ) /= ∅, then
we have
DI (A
∗A) · DJ (B∗B) · DK(C∗C)  1.
Here, forX ∈ Aand a continuous flag {es}we setXK({es}, τ ) = {Ran(Xp) : p ∈ K({es}, τ )}.
Proof. For p ∈ S we set p1 = Ran(BCp), p2 = Ran(Cp). We have
Ran(Cp)  p2, Ran(Bp2)  p1,
p1 ∈ I ({e(μs(A∗A),∞)(A∗A)}, τ ), p2 ∈ J ({e(μs(B∗B),∞)(B∗B)}, τ ).
From Proposition 11 we get
1=p(1)
=p1(A∗A) · p2(B∗B) · p(C∗C)
DI (A∗A) · DJ (B∗B) · DK(C∗C). 
Theorem 13. Let K, I, J be measurable sets in [0, 1] with m(K) = m(I) = m(J ). We set S =
ABK({e(μs(|AB|2),∞)(|AB|2)}, τ ) ∩ I ′({e(μs(A−2),∞)(A−2)}, τ ) ∩ AJ ′({e(μs(B−2),∞)(B−2)},
τ ) where I ′ = {1 − x : x ∈ I }, J ′ = {1 − x : x ∈ J } and A,B are positive invertible operators
in A. If S /= ∅, then we have
DK(AB)  DI (A) · DJ (B).
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Proof. Since ABB−1A−1 = 1, we have
DK(BA
2B) · DI ′(A−2) · DJ ′(B−2)  1
from Proposition 12. We compute∫
K
log μs(BA2B)ds =
∫
K
log μs(|AB|2)ds
=
∫
K
2 log μs(|AB|)ds,∫
I ′
log μs(A−2)ds =
∫
I ′
log(μ1−s(A))−2ds
=
∫
I
−2 log μs(A)ds,∫
J ′
log μs(B−2)ds =
∫
J ′
log(μ1−s(B))−2ds
=
∫
J
−2 log μs(B)ds.
So, we get the conclusion. 
Now, we show a simple fact for I ({·}, τ ). This fact is essential to get the weak Gelfand–
Naimark theorem.
Lemma 14. For I = [0, r] and A ∈ A+ we have
I ′({e(μs(A),∞)(A)}, τ ) = {p ∈ Aproj.; τ(p) = r},
where I ′ = {1 − x : x ∈ I }.
Proof. Let p be a projection with τ(p) = r . It is enough to prove that
τ(p ∧ e(μs(A),∞)(A))  m{[0, s] ∩ [1 − r, 1]}.
If s  1 − r , this is trivial. When 1 − r < s  1, we get
τ(Ran(e(μs(A),∞)(A)(1 − p))) = τ(Ran((1 − p)e(μs(A),∞)(A)))
 τ(1 − p)
= 1 − r
= m{[0, s] ∩ [0, 1 − r]}.
By substracting both sides from s, the result follows. 
Finally, for all positive operators A and B we prove the weak Gelfand–Naimark inequality
(i.e. the inequality (3)) by using Theorem 13. First, we assume A and B are positive invertible
operators. From Lemma 14 we have
S = AB[0,r]({e(μs(|AB|2),∞)(|AB|2)}, τ ),
whenA has no minimal projection (this assumption is not restrictive, because we can always em-
bedA intoA⊗ L∞([0, 1]; dt)),S is not an empty set, because it includes Ran(ABe(μr (|AB|2),∞) ×
(|AB|2)). Therefore, for any positive invertible operators A, B we get
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D[0,r](AB)  D[0,r](A) · D[0,r](B).
Next, we prove this for general positive operators. First, we prove
D[0,r](XYX)  D[0,r](X) · D[0,r](Y ) · D[0,r](X) (4)
for positive operators X and Y . We set
A(ε) = (X + ε2(Y + ε)−1)(Y + ε)(X + ε2(Y + ε)−1)
= XYX + εX2 + 2ε2X + ε4(Y + ε)−1
 XYX.
Since A(ε), (X + ε2(Y + ε)−1), (Y + ε) are invertible positive elements, we get
D[0,r](A(ε))  D[0,r](X + ε2(Y + ε)−1) · D[0,r](Y + ε) · D[0,r](X + ε2(Y + ε)−1).
Let ε tend to 0+ and apply Lemma 8, to get the inequality (4). Finally, we get
D[0,r](XY) = D[0,r](YX2Y ) 12
 {D[0,r](Y ) · D[0,r](X2) · D[0,r](Y )} 12
= D[0,r](X) · D[0,r](Y ).
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