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Abstract. We study the many-body problem of charged particles
interacting with their self-generated electromagnetic field. We model
the dynamics of the particles by the many-body Maxwell-Schrödinger
system, where the particles are treated quantum mechanically and the
electromagnetic field is a classical quantity. We prove the existence of a
unique local in time solution to this nonlinear initial value problem using
a contraction mapping argument.
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1 Introduction
The three-dimensional many-body Maxwell-Schrödinger system in Coulomb
gauge is a system of partial differential equations that models the dynamics of
several charged point particles interacting via their self-generated electromag-
netic fields – in Gaussian units it reads
A =
4π
c
N∑
j=1
PJj [ψ,A],
i~∂tψ =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
+ EEM[A, ∂tA]
)
ψ,
(1)
where ~ > 0 is the reduced Planck constant, c > 0 is the speed of light, N ∈ N is
the number of particles, m1, . . . ,mN > 0 are the particles’ respective masses,
Q1, . . . , QN ∈ R are their charges, ψ(t) : R3N → C is the wave function,
1
A(t) : R3 → R3 is the vector potential, ∇j,A = i~∇xj + Qjc A(xj) is the
covariant derivative with respect toA acting on the j’th particle,  = 1c2 ∂
2
t −∆
denotes the d’Alembertian, P = 1 − ∇div∆−1 is the Helmholtz projection,
EEM[A, ∂tA](t) is the field energy
EEM[A, ∂tA](t) =
1
8π
∫
R3
(
|∇ ×A(t)(y)|2 +
∣∣∣1
c
∂tA(t)(y)
∣∣∣2)dy
and Jj [ψ,A](t) denotes the j’th particle’s probability current density
Jj [ψ,A](t) : R
3 ∋ xj 7→
(
−Qj
mj
Re
∫
R3(N−1)
ψ(t)(x)∇j,Aψ(t)(x) dx′j
)
∈ R3
where x = (x1, . . . ,xN ) and x
′
j = (x1, . . . ,xj−1,xj+1, . . . ,xN ). That we have
chosen Coulomb gauge means that the magnetic vector potential A should
satisfy
divA(t) = 0. (2)
As we will see later we might just as well study the system
A =
4π
c
N∑
j=1
PJj [ψ,A],
i~∂tψ =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ψ,
(3)
where the field energy-term EEM[A, ∂tA] is no longer present in the Schrödinger
equation. In the literature the d-dimensional Maxwell-Schrödinger system of-
ten refers to the coupled equations
−∆dϕ− 1
c
∂tdivdA = 4πQ|ψ|2,
dA+∇d
(1
c
∂tϕ+ divdA
)
= −4π
c
Q
m
Re
(
ψ
(
i~∇d + Q
c
A
)
ψ
)
,
i~∂tψ =
( 1
2m
(
i~∇d + Q
c
A
)2
+Qϕ
)
ψ,
(4)
with unknowns ψ(t) : Rd → C, A(t) : Rd → Rd, ϕ(t) : Rd → R and a hopefully
obvious notation. If d = 3 and A satisfies the Coulomb gauge-condition (2)
the system (4) reads
A = P
(
−4π
c
Q
m
Re
(
ψ
(
i~∇+ Q
c
A
)
ψ
))
,
i~∂tψ =
( 1
2m
(
i~∇+ Q
c
A
)2
+Q2
(|x|−1 ∗ |ψ|2))ψ, (5)
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which only differs from the (N = 1)-case of (3) by the presence of the nonlinear
term Q2(|x|−1 ∗|ψ|2)ψ in the Schrödinger equation. This term comes from the
particles’ Coulomb self-interactions. From a physical point of view it is wrong
to include self-interactions in this context. In fact, the system (5) may be
considered as a mean field approximation to the many-body description (3).
In the (c→∞)-limit the second equation in (3) reduces to the standard many-
body Coulomb problem
i~∂tψ =
(
−
N∑
j=1
~
2
2mj
∆xj +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ψ
which is the basis of almost all work done in quantum chemistry. On the
other hand, the system (5) reduces in the (c → ∞)-limit to a mean field
approximation, which at best would be good in the large N limit. The system
(4) has been studied (up to different choices of units) by several authors, both
when expressed in the Coulomb gauge [4, 12, 13, 14, 15, 17, 21, 22, 24, 28],
the Lorenz gauge [17, 20, 21, 22, 29] and the temporal gauge [17, 21, 22]. In
[20], Nakamitsu and Tsutsumi prove local well-posedness in sufficiently regular
Sobolev spaces of the d-dimensional Maxwell-Schrödinger initial value problem
– for d ∈ {1, 2} they also show global existence of the solution. Tsutsumi shows
in [28] that for d = 3 the problem has a global solution for a certain set of
final states (i.e. data given at t = +∞) and studies the asymptotic behavior of
such a solution. In [17], Guo, Nakamitsu and Strauss prove global solvability
of the three-dimensional system in Coulomb gauge (but not uniqueness of the
solution) for initial data (ψ(0),A(0), ∂tA(0)) in the space of H
1 ×H1 × L2-
functions satisfying divA(0) = div∂tA(0) = 0. Using techniques on which the
arguments in the present paper are based, Nakamura and Wada [21] prove local
well-posedness of the three-dimensional problem in Sobolev spaces of sufficient
regularity, expanding significantly on the previously known results – in [22]
they even prove global existence of unique solutions. Bejenaru and Tataru [4]
prove global well-posedness in the energy-space of the three-dimensional initial
value problem and in the recent paper [29], Wada proves unique solvability in
the energy space of the two-dimensional analogue. The scattering theory for
(5) has also been studied by several authors – see the papers by Tsutsumi [28],
Shimomura [24] as well as Ginibre and Velo [12, 13, 14, 15]. It seems that the
solvability of the system (1) has not yet been studied and the known results
concerning (4) are not directly applicable to this system due to the presence of
the Coulomb singularities 1|xj−xk | in (1). The aim of this paper is to prove the
unique existence of a local solution to (1) as expressed in the following main
theorem.
Theorem 1. For all (ψ0,A0,A1) ∈ H2(R3N ) × H 32 (R3;R3) × H 12 (R3;R3)
with divA0 = divA1 = 0 there exist a number T > 0 and a unique solution
(ψ,A) ∈ C([0, T ];H2(R3N ))×(C([0, T ];H 32 (R3;R3))∩C1([0, T ];H 12 (R3;R3)))
3
to (1) such that divA(t) = 0 for all t ∈ [0, T ] and the initial conditions
ψ(0) = ψ0,A(0) = A0 and ∂tA(0) = A1 (6)
are satisfied.
Remark 2. In this paper, we consider all of the charged particles as being
spinless. Let us just mention that by thinking of the particles as having spin
and by including the interaction between this spin and the electromagnetic
field in the kinetic energy operator we are led to another interesting system
of partial differential equations: The many-body Maxwell-Pauli system. For
now, let us just write up the one-body Maxwell-Pauli system – in Coulomb
gauge it reads
A =
4π
c
PJ [ψ,A],
i~∂tψ =
(
1
2m
(
i~∇ + Q
c
A
)2
− ~Q
2mc
σ · ∇ ×A+ EEM[A, ∂tA]
)
ψ,
(7)
where the probability current density J [ψ,A](t) : R3 → R3 is given by
J [ψ,A](t)(x) = −Q
m
Re
〈
ψ(t)(x),
(
i~∇+ Q
c
A
)
ψ(t)(x)
〉
C2
+
~Q
2m
∇× 〈ψ(t)(x),σψ(t)(x)〉
C2
and σ is the vector with the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
as components. The techniques used in this paper to treat the many-body
Maxwell-Schrödinger system do not seem to be immediately adaptable to the
Maxwell-Pauli system and so the existence of a local solution to the initial
value problem corresponding to (7) is an open problem.
Remark 3. Suppose that m1 = · · · = mN and Q1 = · · · = QN so that the N
particles are indistinguishable and consider an initial state ψ0 where either all
of the particles are bosonic (s = 0) or all of the particles are fermionic (s = 1).
If eℓn : R
3N → R3N is the coordinate exchange map given by
eℓn(x1, . . . ,xℓ, . . . ,xn, . . . ,xN ) = (x1, . . . ,xn, . . . ,xℓ, . . . ,xN )
this means that ψ0 = (−1)sψ0 ◦ eℓn for all ℓ, n ∈ {1, . . . , N} with ℓ < n.
With (ψ,A) denoting the solution to (1)+(6) whose existence is established in
Theorem 1 one can easily verify that t 7→ ((−1)sψ(t)◦eℓn,A(t)) solves (1)+(6)
too. But then the uniqueness result of Theorem 1 implies that the identity
ψ(t) = (−1)sψ(t) ◦ eℓn holds at all times t of existence so in other words the
particles will continue to obey the same particle statistics as they did in the
initial state.
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The paper is organized as follows. We will end this introduction by estab-
lishing some notation and in Section 2 we (formally) motivate the model (1).
In Section 3 we take the first steps towards proving Theorem 1 – the basic
strategy for obtaining the existence part of the theorem will be to find a fixed
point for the solution mapping associated with a certain linearization of the
many-body Maxwell-Schrödinger system. The linear equations constituting
this linearization are studied in Sections 4 and 5 – more specifically, the many-
body Schrödinger equation is studied in Section 4 by means of a result by Kato
[18, 19] and in Section 5 we recall a result developed by Brenner [5], Strichartz
[27], Ginibre and Velo [10, 11] concerning the Klein-Gordon equation. Finally,
we prove existence of the desired solution in Section 6 and the uniqueness part
is proven in Section 7.
As can be seen from the statement of Theorem 1 the values of the time
variable will vary in some closed interval IT = [0, T ] where T > 0. For some
given reflexive Banach space (X , ‖ · ‖X ) we will let C(IT ;X ) denote the space
of continuous mappings IT → X and C1(IT ;X ) will denote the subspace of
maps ψ ∈ C(IT ;X ) whose strong derivative
∂tψ(t) =

lim
h→0+
ψ(t+ h)− ψ(t)
h
for t = 0
lim
h→0
ψ(t+ h)− ψ(t)
h
for t ∈ (0, T )
lim
h→0−
ψ(t+ h)− ψ(t)
h
for t = T
is well defined and continuous everywhere in IT . For p ∈ [1,∞] we let
Lp(IT ;X ) denote the space of (equivalence classes of) strongly Lebesgue-
measurable functions ψ : IT → X with the property that
‖ψ‖LpTX =

(∫
IT
‖ψ(t)‖pX dt
) 1
p
if 1 ≤ p <∞
ess sup
t∈IT
‖ψ(t)‖X if p =∞
is finite. Equipping Lp(IT ;X ) with the norm ‖·‖LpTX results in a Banach space.
Just as in the case where X = C any given ψ ∈ Lp(IT ;X ) can be identified with
the X -valued distribution that sends f ∈ C∞0 (I◦T ) into the Bochner integral∫
IT ψ(t)f(t) dt ∈ X ; thus, it makes sense to consider the space W 1,p(IT ;X ) of
Lp(IT ;X )-functions with distributional derivative ∂tψ in Lp(IT ;X ), which is
a Banach space when endowed with the norm
‖ψ‖
W 1,pT X
=
(‖ψ‖2LpTX + ‖∂tψ‖2LpTX ) 12 .
For a nice introduction to the spacesW 1,p(IT ,X ) we refer to Section 1.4 in [3].
Let us just mention one result that we will often use: For ψ ∈ Lp(IT ;X ) the
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condition that ψ ∈W 1,p(IT ;X ) is equivalent to the existence of an absolutely
continuous ψ0 : IT → X with strong derivative ∂tψ0 : t 7→ limh→0 ψ0(t+h)−ψ0(t)h
in Lp(IT ;X ) such that ψ(t) = ψ0(t) for almost all t ∈ IT . Moreover, the
Sobolev embedding W 1,p(IT ;X ) →֒p,T L∞(IT ;X ) holds true. If (Y, ‖ · ‖Y) is
another Banach space we let (L(X ,Y), ‖ · ‖L(X ,Y)) denote the Banach space
of bounded linear operators X → Y and set L(X ) = L(X ,X ). By A . B we
mean that there exists a universal constant c > 0 such that A ≤ cB. Finally,
we let p′ = pp−1 denote the Hölder conjugate to a given p ∈ [1,∞] and set
〈s〉 = √1 + s2 for s ∈ R.
Acknowledgements
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2 Motivation for the Model
As our starting point we use the Abraham model of charged particles. So for
some arbitrary R > 0 and some positive C∞0 -function χ with
∫
R3
χ(x) dx = 1
we set χR : x 7→ 1R3χ
(
x
R
)
and associate the smeared out charge distribution
ρR,j : x 7→ QjχR(xj − x) to the j’th particle – the corresponding Maxwell
equations can be written as
divB(t) = 0, (8)
∇×E(t) = −1
c
∂tB(t), (9)
divE(t) = 4π
N∑
j=1
ρR,j(t), (10)
∇×B(t) = 1
c
(
∂tE(t) + 4π
N∑
j=1
dxj
dt
(t)ρR,j(t)
)
, (11)
and the Lorentz force law states that
mj
d2xj
dt2
(t) = Qj
(1
c
dxj
dt
(t)×B(t) +E(t)
)
∗ χR(xj(t)) for j ∈ {1, . . . , N},
(12)
where we interpret the coordinates of x = (x1, . . . ,xN ) ∈ R3N as the positions
of the N particles, B is the magnetic field and E denotes the electric field.
The reason for smearing out the charges is that the coupled Maxwell-Lorentz
system does not make sense in the point particle case as explained in [26].
Now, (8) ensures that B(t) : R3 → R3 can be written as the curl of some
magnetic vector potential A(t) : R3 → R3, whereby (9) allows us to write
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−E(t) − 1c∂tA(t) : R3 → R3 as the gradient of some electric scalar potential
V : R3 → R. In other words,
B(t) = ∇×A(t) and E(t) = −1
c
∂tA(t)−∇V (t). (13)
The choice of potentials is not unique – if (V,A) is an electromagnetic potential
corresponding to the fields E and B then for any η(t) : R3 → R the pair(
V − 1c∂tη,A+∇η
)
will also serve as such a potential. This freedom of choice
allows us to demand that A satisfies the Coulomb gauge condition (2).
To formulate the problem in the Lagrangian formalism we choose the
Hilbert manifold Q0 = R3N × D1 × PL2 as configuration space, where D1
is the space of locally integrable mappings that vanish at infinity and have
square integrable first derivatives. Then the formulas (10)–(12) are the Euler-
Lagrange equations associated with the Lagrangian
LR
(
x, V,A, x˙, V˙ , A˙
)
=
N∑
j=1
(1
2
mjx˙
2
j +
Qj
c
x˙j ·A ∗ χR(xj)−QjV ∗ χR(xj)
)
+
1
8π
∫
R3
(∣∣∣1
c
A˙(y) +∇V (y)
∣∣∣2 − |∇ ×A(y)|2)dy.
defined on the restricted tangent bundle TQ0|Q1 ∼= Q1×Q0, where Q1 denotes
the manifold domain R3N ×D1×PH1 of Q0. The associated energy function
is ER : TQ0|Q1 ∋ v 7→
(
FLR(v)(v) −LR(v)
) ∈ R, where the fiber derivative
FLR : TQ0|Q1 → T ∗Q0|Q1 is given by
FLR(v)(w) =
d
dt
LR(v + tw)
∣∣∣
t=0
for q ∈ Q1 and v,w ∈ TqQ0.
With the intention of later passing to a quantum mechanical description of
the charged particles we would like to define a Hamiltonian corresponding to
LR – such a Hamiltonian expresses the energy in terms of coordinates and
momenta, in the sense that the identity
HR ◦ FLR = ER (14)
holds on some appropriate subset of TQ0|Q1 as we shall explain. The La-
grangian LR is degenerate since it does not at all depend on V˙ and so FLR
is not even locally invertible, but as can easily be verified (14) does define
a mapping HR on all of the image M1 = FLR(TQ0|Q1) ⊂ T ∗Q0. The
pull-back ω1 = j
∗
1Ω to M1 of the canonical 2-form Ω on T ∗Q0 via the inclu-
sion M1
j1−֒→ T ∗Q0 is degenerate and so (M1, ω1) is not a symplectic mani-
fold. To remedy this problem we can restrict FLR to the subset of elements
(x, V,A, x˙, V˙ , A˙) ∈ TQ0|Q1 satisfying Gauss’ law
−∆V (z) = 4π
N∑
j=1
QjχR(xj − z),
7
meaning that V is the function z 7→ ∑Nj=1Qj ∫R3 χR(xj−y)|y−z| dy. The image
M2 of this set under the map FLR becomes a weak symplectic manifold
in the sense of [1] and this procedure is completely natural in the framework
devised by Gotay, Nester and Hinds [16] as a further development of Anderson,
Bergmann and Dirac’s constraint theory [2, 7, 8] – see also [23]. Identifying
M2 with R3N × PH1 × R3N × PL2 we can write the Hamiltonian HR as
HR
(
x,A,p,−PE4π
)
=
N∑
j=1
1
2mj
(
pj − Qj
c
A ∗ χR(xj)
)2
+
1
8π
∫
R3N
(
c2|PE(y)|2 + |∇ ×A(y)|2) dy
+
1
2
N∑
j=1
N∑
k=1
QjQk
∫
R3
∫
R3
χR(xj − y)χR(xk − z)
|y − z| dy dz. (15)
Now take the point particle-limit R → 0+ in the following (formal) sense:
Consider the mapping HR acting as prescribed in (15) on the R-independent
space R3N ×PH1×R3N ×PL2. The first term on the right hand side of (15)
represents the kinetic energy of the N particles, the second term is the energy
stored in the electromagnetic field and the double sum is the potential energy
induced by the Coulomb interactions between the N particles. In particular,
the double sum’s diagonal term
Q2j
2R
∫
R3
∫
R3
χ(y)χ(z)
|y−z| dy dz is the energy coming
from the j’th particle’s interaction with itself. We subtract this self-energy
from HR and note that as R → 0+ the result converges pointwise to the
mapping
H0
(
x,A,p,−PE4π
)
=
N∑
j=1
1
2mj
(
pj − Qj
c
A(xj)
)2
+
∑
1≤j<k≤N
QjQk
|xj − xk|
+
1
8π
∫
R3N
(
c2|PE(y)|2 + |∇ ×A(y)|2) dy,
provided A is continuous at the points x1, . . . ,xN . We now quantize the
charged particles in our model and obtain the Hamilton operator
H
(
A,−PE4π
)
=
N∑
j=1
1
2mj
(
i~∇xj +
Qj
c
A(xj)
)2
+
∑
1≤j<k≤N
QjQk
|xj − xk|
+
1
8π
∫
R3N
(
c2|PE(y)|2 + |∇ ×A(y)|2) dy,
acting on a certain dense subspace of the Hilbert space L2(R3N ). Instead of
also quantizing the fields A and −PE4π we leave them as classical variables. In
this spirit we will for a given (normalized) quantum state ψ : R3N → C of the
particles regard the average energy (A,−PE4π ) 7→
(
ψ,H
(
A,−PE4π
)
ψ
)
L2
as a
8
classical Hamiltonian defined on the weak symplectic manifold (PH1×PL2, ω)
with
ωm
(
m,A1,−PE14π ,m,A2,−PE24π
)
=
1
4π
∫
R3
(
PE1 ·A2 − PE2 ·A1
)
(y) dy
for m,
(
A1,−PE14π
)
,
(
A2,−PE24π
) ∈ PH1 × PL2. The corresponding Hamilton
equations express that
1
c2
∂tA(t) = −PE(t) and − ∂tPE(t) = ∆A(t) + 4π
c
N∑
j=1
PJj [ψ,A(t)]. (16)
In reality, we do of course not expect the quantum state of the charged particles
to be time independent – the time evolution of ψ is governed by the Schrödinger
equation
i~∂tψ(t) = H
(
A(t),−PE(t)4π
)
ψ(t). (17)
We investigate the situation where the fixed time-independent state ψ ap-
pearing in (16) is replaced by the time-dependent state ψ(t) satisfying the
Schrödinger equation (17). (1) is precisely obtained by doing this coupling of
(16) with (17).
3 Preliminaries
First, we collect some simple estimates that will be useful to us later.
Lemma 4. For all 1 ≤ j ≤ N , A ∈ [L4(R3)]3, B ∈ L2(R3), ψ ∈ L2(R3N )
with ∆xjψ ∈ L2(R3N ), 0 < ε < 1 and 0 < δ < 12 we have∥∥A(xj) · ∇xjψ∥∥L2 . ‖A‖L4(ε−7‖ψ‖L2 + ε‖∆xjψ‖L2)
‖B(xj)ψ‖L2 . ‖B‖L2
(
ε
− 3+2δ
1−2δ ‖ψ‖L2 + ε‖∆xjψ‖L2
)∥∥∥∥ 1|xj − xk|ψ
∥∥∥∥
L2
. ε−
3+2δ
1−2δ ‖ψ‖L2 + ε‖∆xjψ‖L2 for 1 ≤ j < k ≤ N
(18)
and for all 1 ≤ j ≤ N , A ∈ [L4(R3)]3, B ∈ L2(R3) and ψ ∈ L2(R3N ) the
estimates
‖divxj (A(xj)ψ)‖H−2 . ‖A‖L4‖ψ‖L2 ,
‖B(xj)ψ‖H−2 . ‖B‖L2‖ψ‖L2 ,∥∥∥∥ 1|xj − xk|ψ
∥∥∥∥
H−2
. ‖ψ‖L2 for 1 ≤ j < k ≤ N
(19)
9
hold true. Moreover, we have∥∥Jj [ψ1,A1]− Jj [ψ2,A2]∥∥H1
.
2∑
k=1
(
(1 + ‖Ak‖D1)‖ψk‖H2
)‖ψ1 − ψ2‖H2 + ‖ψ1‖H2‖ψ2‖H2‖A1 −A2‖D1
(20)
for any 1 ≤ j ≤ N and (ψ1,A1), (ψ2,A2) ∈ H2(R3N )×D1(R3).
Proof. For instance we can use Tonelli’s theorem, Hölder’s inequality, the
Sobolev embedding H
3
4 →֒ L4 as well as the Young inequalities p2j ≤ 12ε2 + ε
2
2 p
4
j
and |pj | 72 ≤ 18ε14 + 7ε
2
8 p
4
j to obtain
‖A(xj) · ∇xjψ‖2L2 ≤
∫
R3(N−1)
(∫
R3
|A(xj)|4 dxj
) 1
2
(∫
R3
|∇xjψ(x)|4 dxj
) 1
2
dx′j
. ‖A‖2L4
∫
R3(N−1)
∫
R3
∣∣(1−∆) 38∇ψj,x′j (xj)∣∣2 dxj dx′j
. ‖A‖2L4
(
ε−14‖ψ‖2L2 + ε2‖∆xjψ‖2L2
)
,
where we for x′j = (x1, . . . ,xj−1,xj+1, . . . ,xN ) ∈ R3(N−1) introduce the map-
ping ψj,x
′
j : xj 7→ ψ(x1, . . . ,xj−1,xj ,xj+1, . . . ,xN ) that for almost all vec-
tors x′j is contained in the Sobolev space H
2(R3) and satisfies the identities
(1−∆) s2 [ψj,x′j ] = [(1−∆xj ) s2ψ]j,x′j and ∂α[ψj,x′j ] = [∂αxjψ]j,x′j for any s ≤ 2
and any multi-index α with |α| ≤ 2. The other estimates in (18) follow analo-
gously by using the Sobolev embedding H
3
2
+δ →֒ L∞ instead of H 34 →֒ L4.
To prove the first inequality in (19) we first note that for ξ ∈ C∞0 ,
‖divxj (A(xj)ξ)‖H−2 ≤ (2π)3N
3∑
k=1
sup
‖η‖L2=1
∣∣∣(Ak(xj)F−1[(1 + p2)− 12 η], ξ)
L2
∣∣∣
. ‖A‖L4‖ξ‖L2 , (21)
where we use the Riesz-Fréchet theorem and the Sobolev embedding H1 →֒ L4.
For a given ψ ∈ L2 we can therefore choose a sequence (ψn)n∈N of C∞0 -functions
converging in L2 to ψ and use (21) to conclude that (divxj (A(xj)ψn))n∈N is a
Cauchy sequence in the Hilbert space H−2, whereby it must converge to some
limit in H−2. But this limit has to be divxj (A(xj)ψ) since the convergence
divxj (A(xj)ψn) −−−→n→∞ divxj (A(xj)ψ) holds in the space D
′ of distributions.
Thus, the first estimate of (19) is true and each of the remaining two inequal-
ities follow by combining the Riesz-Fréchet theorem with the corresponding
estimate in (18).
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Finally, (20) is easy to derive from the general estimates(∫
R3
∣∣∣∫
R3(N−1)
Ψ1(x)∇xjΨ2(x) dx′j
∣∣∣2 dxj) 12
. min
{‖(1−∆xj ) 14Ψ1‖L2‖∇xj ⊗∇xjΨ2‖L2 ,
‖(1 −∆xj)
3
4
+ δ
2Ψ1‖L2‖∇xjΨ2‖L2
}
and(∫
R3
∣∣∣∫
R3(N−1)
A(xj)Ψ1(x)Ψ2(x) dx
′
j
∣∣∣2 dxj) 12
. min
{
‖A‖L6‖∇xjΨ1‖L2‖∇xjΨ2‖L2 , ‖A‖L2
2∏
k=1
‖(1 −∆xj )
3
4
+ δ
2Ψk‖L2
}
on mappings Ψ1,Ψ2 : R
3N → C and A : R3 → C3 that follow for δ > 0 from
Minkowski’s integral inequality, the Sobolev embeddings D1 →֒ L6, H 12 →֒ L3,
H
3
2
+δ →֒ L∞ and Hölder’s inequality. By ∇xj ⊗ ∇xjΨ2 we here mean a 9-
vector with the derivatives ∂xkj
∂xℓj
Ψ2 as components (k, ℓ ∈ {1, 2, 3}). 
Remark 5. The lemma above allows us to clarify the exact meaning of a
solution to (1). If for some given pair (ψ,A) ∈ C(IT ,H2) × C
(IT ;H 32 ) the
derivative ∂tA of A ∈ D ′
(I◦T ;H 32 ) is a continuous mapping IT → H 12 then by
boundedness of P : H1 → H1 and the estimates in Lemma 4 we have
c2
(
∆A+
4π
c
N∑
j=1
PJj [ψ,A]
)
∈ C(IT ;H− 12 ) (22)
and
− i
~
( N∑
j=1
1
2mj
∇2j,Aψ +
∑
1≤j<k≤N
QjQk
|xj − xk|ψ + EEM[A, ∂tA]ψ
)
∈ C(IT ;L2).
(23)
A pair (ψ,A) ∈ C(IT ;H2)×
(
C
(IT ;H 32 )∩C1(IT ;H 12 )) is said to solve (1) if
the second derivative ∂2tA of A ∈ D ′
(I◦T ;H 32 ) equals (22) and the derivative
∂tψ of ψ ∈ D ′(I◦T ;H2) equals (23).
For any solution (ψ,A) ∈ C(IT ;H2) ×
(
C
(IT ;H 32 ) ∩ C1(IT ;H 12 )) to (3)
the pair
(
e−
i
~
∫ t
0 EEM[A,∂tA](s) dsψ,A
)
will solve (1) – here, the field energy
EEM[A, ∂tA] is absolutely continuous IT → R because ∂tA and ∇ × A are
both absolutely continuous IT → H− 12 and continuous IT → H 12 . Conversely,
any (ψ,A) ∈ C(IT ;H2) ×
(
C
(IT ;H 32 ) ∩ C1(IT ;H 12 )) solving (1) gives rise
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to the solution
(
e
i
~
∫ t
0 EEM[A,∂tA](s) dsψ,A
)
to (3). Therefore we can concen-
trate on uniquely solving the simplified initial value problem (3)+(6) instead
of (1)+(6).
It is noteworthy that for any solution (ψ,A) to the system (3) (or (1) for
that matter) the norm ‖ψ‖L2 : IT ∋ t 7→ ‖ψ(t)‖L2 ∈ R will be a constant
of the motion. The absolute continuity of ψ : IT → L2 implies namely that
‖ψ‖2L2 is absolutely continuous and for almost all t ∈ IT
∂t‖ψ‖2L2(t) =
2
~
Im
ψ(t), N∑
j=1
1
2mj
∇2j,Aψ(t) +
∑
1≤j<k≤N
QjQk
|xj − xk|ψ(t)

L2
= 0.
(24)
So if the initial condition ψ0 is a unit vector in L
2 then the wave function ψ
will continue to be a unit vector in L2 at all later times of existence – this is
consistent with the quantum mechanical interpretation of |ψ(t)(x1, . . . ,xN )|2
as the probability density at time t for finding particle 1 at x1, particle 2 at
x2 etc.
Let us emphasize a final important consequence of Lemma 4 – namely
that for any choice of divergence free vector potential A ∈ L4(R3;R3) the
formal operator acting on ψ on the right hand side of the second equation in
(3) can be realized as a symmetric operator in L2(R3N ) with dense domain
H2(R3N ). By the Kato-Rellich theorem the selfadjointness of the nonnegative
operator −∑Nj=1 ~22mj∆xj : H2(R3N ) → L2(R3N ) and the estimates (18) even
imply that
∑N
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj−xk | is selfadjoint on the domain
H2(R3N ) with a lower bound that goes like some power of 〈‖A‖L4〉.
4 The Many-Body Schrödinger Equation
We will eventually solve (3) by applying the Banach fixed-point theorem to the
solution operator of a certain linearization of (3). In this section we approach
the many-body Schrödinger equation
i~∂tξ =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ξ (25)
by considering A as a fixed (time-dependent) vector potential. We supply (25)
with the initial condition
ξ(τ) = ψ0, (26)
where τ ∈ IT and ψ0 are also fixed and thought of as given beforehand. We
will show that this initial value problem is well-posed by applying the following
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fundamental result by Kato concerning general linear evolution equations of
the type
∂tξ + A(t)ξ = F(t),
ξ(τ) = ψ0
in a Banach space X .
Theorem 6. [19, Theorem I] Suppose that
(i’) For all t ∈ IT the operator −A(t) generates a strongly continuous one-
parameter semigroup [0,∞) ∋ s 7→ exp(−sA(t)) ∈ L(X ) and the family
{A(t) | t ∈ IT } is quasi-stable with stability index (M,β), in the sense
that ∥∥∥ k∏
j=1
exp(−sjA(tj))
∥∥∥
L(X )
≤M exp
( k∑
j=1
sjβ(tj)
)
for all k ∈ N, 0 ≤ t1 ≤ · · · ≤ tk ≤ T and s1, . . . , sk ∈ [0,∞), where M is
a constant, β : IT → R is upper Lebesgue integrable and the product on
the left hand side is time-ordered so that a factor with larger tj stands to
the left of ones with smaller tj.
(ii’’’) There exists a Banach space Y, continuously and densely embedded in
X , and a family {S(t) | t ∈ IT} of isomorphisms Y → X , such that
S(t)A(t)S(t)−1 = A(t) + B(t) for almost all t ∈ IT ,
where B maps into L(X ), B(·)x is strongly measurable (as an X -valued
mapping) for all x ∈ X and ‖B(·)‖L(X ) is upper Lebesgue integrable.
Furthermore, there exists a function S˙ defined almost everywhere on IT
and mapping into L(Y,X ) such that S˙(·)y is strongly measurable for
all y ∈ Y, ∥∥S˙(·)∥∥L(Y ,X ) is upper Lebesgue integrable and S is a strong
indefinite integral of S˙.
(iii) For all t ∈ IT the domain of the operator A(t) in X contains Y and
A : IT → L(Y,X ) is norm-continuous.
Then there exists a unique U defined on the triangle TT = {(t, τ) ∈ I2T | t ≥ τ}
with the following properties.
(a) U is strongly continuous TT → L(X ) with U (t, t) = 1 for all t ∈ IT ,
(b) U (t, τ)U (τ, s) = U (t, s) for all (t, τ, s) satisfying 0 ≤ s ≤ τ ≤ t ≤ T ,
(c) For all (t, τ) ∈ TT the inclusion U (t, τ)Y ⊂ Y holds and U is strongly
continuous TT → L(Y),
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(d) The strong partial derivatives ∂tU (t, τ)y = −A(t)U (t, τ)y as well as
∂τU (t, τ)y = U (t, τ)A(τ)y exist in X for all (t, τ, y) ∈ TT × Y and
∂tU , ∂τU : TT → L(Y,X ) are both strongly continuous.
Remark 7. If A satisfies the points (i’), (ii’’’) and (iii) then A′ = −A ◦ ℜ
with ℜ : IT ∋ t 7→ (T − t) ∈ IT will automatically fulfill (ii’’’) and (iii).
This can easily be checked by choosing
(
S
′,B′, S˙′
)
=
(
S,−B,−S˙) ◦ ℜ (with
a hopefully obvious notation) and using that for any Banach space Z the
function f 7→ (−f ◦ℜ) not only conserves the property of strong measurability
IT → Z, but it also maps L1(IT ;Z) isometrically onto itself. If A′ also happens
to satisfy (i’) in the sense that −A′(t) generates a C0-semigroup for all t ∈ IT
and the family {A′(t) | t ∈ IT } is quasi-stable with stability index (M,β ◦ ℜ),
then we can combine the evolution operators UA and UA′ – whose existence
are ensured by Theorem 6 – into a single evolution operator U defined in all
points (t, τ) ∈ I2T by setting
U (t, τ) =
{
UA(t, τ) for t ≥ τ
UA′(T − t, T − τ) for t < τ
.
This operator satisfies
(a’) U is strongly continuous I2T → L(X ) with U (t, t) = 1 for all t ∈ IT ,
(b’) U (t, τ)U (τ, s) = U (t, s) for all (t, τ, s) ∈ I3T ,
(c’) For all (t, τ) ∈ I2T the inclusion U (t, τ)Y ⊂ Y holds and U is strongly
continuous I2T → L(Y),
(d’) The strong partial derivatives ∂tU (t, τ)y = −A(t)U (t, τ)y as well as
∂τU (t, τ)y = U (t, τ)A(τ)y exist in X for all (t, τ, y) ∈ I2T × Y and
∂tU , ∂τU : I2T → L(Y,X ) are both strongly continuous.
Here, (b’) is the only point that does not follow immediately from the proper-
ties listed in Theorem 6 of the individual operators UA and UA′ – however, it
suffices to prove the identities
UA(t0, τ0)UA′(T − τ0, T − t0) = UA′(T − τ0, T − t0)UA(t0, τ0) = 1 (27)
for all (t0, τ0) ∈ TT . To prove (27) note first that by [18, Proposition 4.4] the
operator A˜(t) (resp. A˜′(t)) in Y acting like A(t) (resp. A′(t)) on the domain
{y ∈ Y | A(t)y ∈ Y} (resp. {y ∈ Y | A′(t)y ∈ Y}) is quasi-stable and the sec-
ond coordinate of it’s stability index can be chosen to be β˜ = β+M‖B(·)‖L(X )
(resp. β˜ ◦ ℜ). Without loss of generality we can here assume that β and
β˜ are integrable IT → [0,∞) (otherwise replace them by integrable majo-
rants). With the help of [19, Lemma A1] and the remark after [19, Lemma
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A2] consider now a sequence
({In1T , . . . ,InmnT })n∈N of partitions of the inter-
val IT into subintervals with supj
∣∣InjT ∣∣ −−−→n→∞ 0 and a corresponding sequence({tn1, . . . , tnmn})
n∈N with t
nj ∈ InjT for n ∈ N and j ∈ {1, . . . ,mn} such
that the Riemann step functions
∑mn
j=1 β
(
tnj
)
1InjT
and
∑mn
j=1 β˜
(
tnj
)
1InjT
ap-
proximate β respectively β˜, in L1(IT ) as well as pointwise almost everywhere.
Then by the proof of [19, Theorem I] the operator UA(t, τ) is the strong limit
in L(L2) (uniformly in (t, τ) ∈ TT ) of a sequence
(
U n
A
(t, τ)
)
n∈N of operators
satisfying
• U n
A
(t, τ) = e−(t−τ)A(t
nj ) for t, τ ∈ InjT with t ≥ τ ,
• U n
A
(t, τ) = U n
A
(t, s)U n
A
(s, τ) for t ≥ s ≥ τ .
But here the sequence
({T − In1T , . . . , T − InmnT })n∈N of partitions of IT sat-
isfies supj
∣∣T − InjT ∣∣ −−−→n→∞ 0 and the corresponding Riemann step functions∑mn
j=1(β ◦ ℜ)
(
T − tnj)1
T−InjT
and
∑mn
j=1
(
β˜ ◦ ℜ)(T − tnj)1
T−InjT
approximate
β ◦ ℜ respectively β˜ ◦ ℜ, in L1(IT ) as well as pointwise almost everywhere.
Consequently, UA′(T − τ, T − t) is also the strong limit in L(L2) (uniformly in
(t, τ) ∈ TT ) of a sequence
(
U n
A′
(T − τ, T − t))
n∈N satisfying
• U n
A′
(T − τ, T − t) = e(t−τ)A(tnj ) for t, τ ∈ InjT with t ≥ τ ,
• U n
A′
(T − τ, T − t) = U n
A′
(T − τ, T − s)U n
A′
(T − s, T − t) for t ≥ s ≥ τ .
Now, (27) follows immediately from the four properties of U n
A
and U n
A′
listed
above.
We now apply Theorem 6 to the problem (25)–(26).
Corollary 8. For all T > 0 and all A ∈W 1,1(IT ;L4(R3;R3)) whose continu-
ous representative is divergence free at all times there exists a unique evolution
operator UA defined on I2T such that
(A) UA is strongly continuous I2T → L(L2) with UA(t, t) = 1 for t ∈ IT ,
(B) UA(t, τ)UA(τ, s) = UA(t, s) for all (t, τ, s) ∈ I3T ,
(C) UA(t, τ)H
2 ⊂ H2 for (t, τ) ∈ I2T and UA : I2T → L(H2) is strongly
continuous,
(D) The strong partial derivatives ∂tUA(t, τ)ψ0 and ∂τUA(t, τ)ψ0 exist in L
2
for all (t, τ) ∈ I2T and ψ0 ∈ H2 and are given by
i~∂tUA(t, τ)ψ0 =
( N∑
j=1
1
2mj
∇2j,A(t) +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
UA(t, τ)ψ0
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respectively
~∂τUA(t, τ)ψ0 = iUA(t, τ)
( N∑
j=1
1
2mj
∇2j,A(τ) +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ψ0.
Moreover, ∂tUA, ∂τUA : I2T → L(H2, L2) are strongly continuous.
Proof. Let A : IT → L4 denote (the absolutely continuous representative
of) a magnetic vector potential satisfying the hypotheses of the corollary and
consider it’s strong derivative ∂tA that is defined almost everywhere on IT and
contained in L1(IT ;L4). Our goal will be to apply Theorem 6 and Remark 7
to the family of operators
A(t) =
i
~
( N∑
j=1
1
2mj
∇2j,A(t) +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
in X = L2(R3N) with domain Y = H2(R3N). By Stone’s theorem the self-
adjointness of iA(t) implies that −A(t) generates a strongly continuous one-
parameter group R ∋ s 7→ exp(−sA(t)) ∈ L(L2) of unitary operators for each
t ∈ IT . Thereby [0,∞) ∋ s 7→ exp
(−sA(t)) and [0,∞) ∋ s 7→ exp(sA(T − t))
are strongly continuous one-parameter semigroups generated by −A(t) respec-
tively A(T − t). Moreover, the unitarity of the operators exp(−sA(t)) for
t ∈ IT and s ∈ R ensures that both of the families {A(t) | t ∈ IT } and
{−A(T − t) | t ∈ IT } are (quasi-)stable with the common stability index
(1, 0). Thus, A and −A ◦ ℜ both satisfy the point (i’) from Theorem 6.
The operator −iA(t) in L2 is selfadjoint and bounded from below, uni-
formly in t, by some constant −M so by setting
S(t) = M + 1− iA(t) for t ∈ IT ,
we obtain a family of selfadjoint operators in L2 that all have lower bounds
≥ 1 and thereby map their common domain H2 bijectively onto L2. Lemma
4 even gives that S(t) is bounded, when considered as an operator from the
Hilbert space H2 to the Hilbert space L2, whereby it’s inverse must also be
bounded according to the bounded inverse theorem. Consequently, S(t) is
an isomorphism H2 → L2 and the identity S(t)A(t)S(t)−1 = A(t) holds by
construction for all t ∈ IT . To show the final part of (ii’’’) we define
S˙(t) =
N∑
j=1
Qj
~mjc
∂tA(t)(xj) · ∇j,A(t)
as an L(H2, L2)-element for almost all points t ∈ IT – namely the points where
∂tA is well-defined. Lemma 4 and the strong measurability IT → L4 of A and
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∂tA allow us to conclude that S and S˙ are strongly measurable IT → L(H2, L2)
with the estimates
‖S(t)‖L(H2,L2) . 1 + ‖A(t)‖2L4 ,
∥∥S˙(t)∥∥L(H2,L2) . ‖∂tA(t)‖L4(1 + ‖A(t)‖L4)
holding true for almost all t ∈ IT . Consequently, S and S˙ are both Bochner
integrable IT → L(H2, L2) – in fact, it follows from (30) that S is continuous.
Given an arbitrary C∞0 (I◦T )-function g we now get∫ T
0
S˙(t)g(t) dt
=
N∑
j=1
Qj
mjc~
(
i~
∫ T
0
∂tA(t)g(t) dt(xj) · ∇xj +
Qj
c
∫ T
0
(
∂tA ·A
)
(t)g(t) dt(xj)
)
= −
∫ T
0
S(t)g′(t) dt. (28)
where we use that A2 ∈W 1,1(IT ;L2(R3)) with
∂tA
2(t) = 2∂tA(t) ·A(t) for almost all t ∈ IT , (29)
which follows from approximating A in W 1,1
(IT ;L4(R3;R3)) by functions in
the form An : t 7→ ∑Mnm=1 anmfnm(t) with Mn ∈ N, an1 , . . . ,anMn ∈ L4(R3;R3)
and fn1 , . . . , f
n
Mn ∈ C∞(IT ) for n ∈ N. We conclude from (28) that the function
S ∈W 1,1(IT ,L(H2, L2)) has S˙ as it’s derivative, whereby (ii’’’) from Theorem
6 has been verified.
Finally, we obtain from Lemma 4 that for all t, t′ ∈ IT
‖A(t)− A(t′)‖L(H2,L2) .
(
1 + ‖A(t) +A(t′)‖L4
)‖A(t)−A(t′)‖L4 (30)
so the continuity of A : IT → L4 implies that A : IT → L(H2, L2) is norm-
continuous. Thus, also the point (iii) of Theorem 6 is satisfied. 
Remark 9. Let ψ0 ∈ H2 and τ ∈ IT be given and set ξ(t) = UA(t, τ)ψ0 for
t ∈ IT . Being strongly differentiable IT → L2 with continuous derivative the
function ξ can be expressed as
ξ(t) = ξ(0) +
∫ t
0
∂tξ(s) ds for all t ∈ IT ,
since the right hand side as a function of t is strongly differentiable in L2
with ∂tξ as it’s derivative by the mean value theorem. Thus, ξ is absolutely
continuous IT → L2, which in turn means that ξ ∈W 1,1(IT ;L2) and that it’s
distributional derivative agrees with it’s strong derivative.
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Remark 10. By the same argument as in (24) the mapping ξ(t) = UA(t, τ)ψ0
has a conserved L2-norm for any ψ0 ∈ H2 and τ ∈ IT . This together with the
continuity of UA(t, τ) : L
2 → L2 implies that the L2-norm of ξ(t) is in fact a
constant of the motion for all ψ0 ∈ L2 and τ ∈ IT .
Given a potential A ∈ W 1,1(IT ;L4(R3;R3)) whose continuous representative
is divergence free at all times we can according to Corollary 8 apply UA(t, τ)
to any L2-function ψ0 and thereby obtain another L
2-function, even though we
are only guaranteed that the result UA(t, τ)ψ0 actually solves (25) if ψ0 ∈ H2.
However, by the estimates (19) the right hand side of (25) is in fact meaningful
(as an H−2-element) when ξ(t) is merely an L2-function, provided that we
interpret ∇2j,A(t)ξ(t) as the sum
−~2∆xjξ(t) + 2i
~Qj
c
divxj
(
A(t)(xj)ξ(t)
)
+
Q2j
c2
[
A(t)(xj)
]2
ξ(t). (31)
A special case of the result below shows that for ψ0 ∈ L2 there can not be
any other C(IT ;L2) ∩ W 1,1(IT ;H−2)-solutions to the initial value problem
(25)–(26) than UA(t, τ)ψ0. In order to formulate this result we introduce for
(t, τ) ∈ I2T the linear operator H−2 → H−2 (that we will again call UA(t, τ))
by setting
〈UA(t, τ)ξ, ζ〉H−2,H2 = 〈ξ,UA(τ, t)ζ〉H−2,H2
for ξ ∈ H−2 and ζ ∈ H2, where we remember that H−s is isometrically anti-
isomorphic to the dual space (Hs)∗ of Hs by the mapping
H−s ∋ ξ 7→
(
〈ξ, ·〉H−s,Hs : ζ 7→
1
(2π)3
(〈p〉−sξ̂, 〈p〉sζ̂)
L2
)
∈ (Hs)∗.
Then UA(t, τ) is bounded with
‖UA(t, τ)‖L(H−2) ≤ ‖UA(τ, t)‖L(H2) ≤ sup
(t′,τ ′)∈I2T
∥∥UA(t′, τ ′)∥∥L(H2), (32)
for (t, τ) ∈ I2T , where the right hand side is finite by the uniform boundedness
principle. Moreover, UA(t, τ) : H
−2 → H−2 is an extension of the unitary
operator UA(t, τ) : L
2 → L2 in the sense that they agree on L2-functions.
Lemma 11. Let the continuous representative of A ∈ W 1,1(IT ;L4(R3;R3))
be divergence free at all times and consider some arbitrary f ∈ L1(IT ;H−2).
Then if ξ ∈ C(IT ;L2)∩W 1,1
(IT ;H−2) satisfies the inhomogeneous many-body
Schrödinger equation
i~∂tξ =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ξ + f
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then
ξ(t) = UA(t, τ)ξ(τ) − i
~
∫ t
τ
UA(t, s)f(s) ds, (33)
for all (t, τ) ∈ I2T .
Proof. Given some t ∈ IT and ζ ∈ H2 the map 〈UA(t, ·)ξ(·), ζ
〉
H−2,H2
is
absolutely continuous since ξ : IT → H−2, UA(·, t)ζ : IT → L2 are absolutely
continuous (see Remark 9) and ξ : IT → L2, UA(·, t)ζ : IT → H2 are continu-
ous. It’s derivative is well defined almost everywhere in IT and for almost all
s ∈ IT
∂s
〈
UA(t, s)ξ(s), ζ
〉
H−2,H2
=
〈
∂sξ(s),UA(s, t)ζ
〉
H−2,H2
+
(
ξ(s), ∂sUA(s, t)ζ
)
L2
=
i
~
〈
UA(t, s)f(s), ζ
〉
H−2,H2
, (34)
where
〈(∑N
j=1
1
2mj
∇2j,A(s)+
∑
j<k
QjQk
|xj−xk |
)
ξ(s),UA(s, t)ζ
〉
H−2,H2
is seen to be
equal to
(
ξ(s),
(∑N
j=1
1
2mj
∇2j,A(s)+
∑
j<k
QjQk
|xj−xk|
)
UA(s, t)ζ
)
L2
by approximat-
ing ξ(s) and UA(s, t)ζ in L
2 respectively H2 by sequences of C∞0 -functions
and using the estimates (18) and (19). Thus,
〈ξ(t), ζ〉H−2,H2 = 〈UA(t, τ)ξ(τ), ζ〉H−2 ,H2 +
i
~
∫ t
τ
〈UA(t, s)f(s), ζ〉H−2,H2 ds
for all τ ∈ IT . Here, (32) and the assumption that f ∈ L1(IT ,H−2) give
that UA(t, ·)f(·) is Bochner integrable IT → H−2, whereby we can use [30,
Corollary V.5.2] to commute the integral with the bounded anti-linear operator
〈·, ζ〉H−2,H2 : H−2 → C and obtain〈
ξ(t)−UA(t, τ)ξ(τ) + i
~
∫ t
τ
UA(t, s)f(s) ds, ζ
〉
H−2,H2
= 0
for all τ ∈ I , whereby the identity (33) follows. 
As already mentioned in (32) the norms ‖UA(t, τ)‖L(H2) are uniformly bounded
in (t, τ) ∈ I2T . We will now find an explicit upper bound.
Lemma 12. Consider a vector potential A ∈ W 1,1(IT ;L4(R3;R3)) whose
continuous representative is divergence free at all times. Then for all 0 < δ < 12
there exists a constant C > 0 (depending on c, ~, δ, N , m1, . . . ,mN and
Q1, . . . , QN ) such that
‖UA(t, τ)‖L(H2) ≤ C〈‖A‖L∞T L4〉
8
1−2δ exp
(
C
∫ t
τ
〈‖A(s)‖L4〉‖∂tA(s)‖L4 ds
)
(35)
for all (t, τ) ∈ TT .
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Proof. Given ψ0 ∈ H2 and τ ∈ IT we set ξ(·) = UA(·, τ)ψ0 ∈ C(IT ;H2) and
note that the time derivative
∂tξ = − i
~
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ξ
has the distributional derivative given by
∂2t ξ = −
i
~
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
∂tξ − i
~
f (36)
where ∇2j,A is interpreted as in (31) and we introduce the L1(IT ;L2)-map
f(t) = i
N∑
j=1
~Qj
cmj
divxj
(
∂tA(t)(xj)ξ(t)
)
+
N∑
j=1
Q2j
c2mj
A(t)(xj) · ∂tA(t)(xj)ξ(t).
This can be shown by approximating ξ in W 1,1
(IT ;L2(R3N)) by a sequence
of maps ξn : t 7→ ∑Mnm=1 ξnmfnm(t) with Mn ∈ N, ξn1 , . . . , ξnMn ∈ L2(R3N) and
fn1 , . . . , f
n
Mn ∈ C∞(IT ) for n ∈ N. From (19) and (29) it follows for example
that∫ T
0
divxj
(
A(t)(xj)ξ(t)
)
g′(t) dt = lim
n→∞
Mn∑
m=1
divxj
(∫ T
0
A(t)(fnmg
′)(t) dt(xj)ξnm
)
= −
∫ T
0
divxj
(
∂tA(t)(xj)ξ(t) +A(t)(xj)∂tξ(t)
)
g(t) dt
and∫ T
0
[
A(t)(xj)
]2
ξ(t)g′(t) dt = lim
n→∞
Mn∑
m=1
∫ T
0
[
A(t)
]2
(fnmg
′)(t) dt(xj)ξnm
= −
∫ T
0
[
A(t)(xj)
]2
∂tξ(t)g(t) dt − 2
∫ T
0
A(t)(xj) · ∂tA(t)(xj)ξ(t)g(t) dt,
for all j ∈ {1, . . . , N} and g ∈ C∞0 (I◦T ), where the limits are taken in H−2.
From (18), (19), (36), Corollary 8 and Lemma 11 we get for all t ∈ IT that
∂tξ(t) = UA(t, τ)∂tξ(τ)− i
~
∫ t
τ
UA(t, s)f(s) ds.
By using (18) and Remark 10 we therefore get the existence of a constant
K > 0 such that
‖ξ(t)‖H2
≤ K
(
〈‖A‖L∞T L4〉
8
1−2δ ‖ξ(τ)‖H2 +
∫ t
τ
‖∂tA(s)‖L4〈‖A(s)‖L4〉‖ξ(s)‖H2 ds
)
for all t ∈ [τ, T ] so (35) holds by Gronwall’s inequality. 
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5 The Klein-Gordon Equation
Given σ ∈ R, (A0,A1) ∈ Hσ × Hσ−1 and F ∈ L1
(IT ;Hσ−1) define the
continuous function VF (·, 0)[A0,A1] : IT → Hσ by
VF (t, 0)[A0,A1] = s˙(t)A0 + s(t)A1 + c
2
∫ t
0
s(t− τ)F (τ) dτ, (37)
where the two linear operators s˙(t) = cos
(
c(1 − ∆)1/2t) : Hσ → Hσ and
s(t) = sin(c(1−∆)
1/2t)
c(1−∆)1/2 : H
σ−1 → Hσ are defined as Fourier multipliers for
t ∈ IT . Then VF (·, 0)[A0,A1] has the C(IT ;Hσ−1)-mapping
∂tVF (t, 0)[A0,A1] = c
2(∆− 1)s(t)A0 + s˙(t)A1 + c2
∫ t
0
s˙(t− τ)F (τ) dτ
as distributional first derivative and the L1(IT ;Hσ−2)-function
∂2t VF (t, 0)[A0,A1] = c
2(∆− 1)VF (t, 0)[A0,A1] + c2F (t).
as distributional second derivative. In other words, VF (·, 0)[A0,A1] solves the
Klein-Gordon equation
( + 1)B = F (38)
with initial conditions
B(0) = A0 and ∂tB(0) = A1. (39)
As expressed below in Lemma 13 the function (37) can be shown to be a
C(IT ;Hσ) ∩ C1(IT ;Hσ−1)-solution to the initial value problem (38)–(39) for
even more general choices of inhomogeneity F . We will need the accompanying
Strichartz estimate. The result is due to Brenner [5], Strichartz [27], Ginibre
and Velo [10, 11], but is formulated on the basis of [21, Lemma 4.1].
Lemma 13. [21, Lemma 4.1] Let 0 ≤ 2qk = 1 −
2
rk
< 1 for k ∈ {0, 1}. Then
for σ ∈ R, (A0,A1) ∈ Hσ ×Hσ−1 and F ∈ Lq′1
(IT ;W σ−1+ 2q1 ,r′1) the function
B(t) = VF (·, 0)[A0,A1] in (37) is contained in C(IT ;Hσ)∩C1(IT ;Hσ−1) and
the Strichartz estimate
max
k∈{0,1}
‖∂ktB‖
L
q0
T W
σ−k− 2q0
,r0
. ‖(A0,A1)‖Hσ×Hσ−1 + ‖F ‖
L
q′
1
T W
σ−1+ 2q1
,r′
1
holds true.
6 The Contraction Argument
Let (ψ0,A0,A1) ∈ H2(R3N )×H 32 (R3;R3)×H 12 (R3;R3) satisfy the identities
divA0 = divA1 = 0 and consider for T,R1, R2 ∈ (0,∞) the mapping Φ sending
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a pair (ψ,A) from the (T,R1, R2)-dependent space
ZT =
{
(ψ,A) ∈ L∞(IT ;H2)×
(
L∞
(IT ;H1(R3;R3)) ∩W 1,4(IT ;L4(R3;R3)))∣∣
the continuous representative IT → L4(R3;R3) of A is divergence free
at all times, ‖ψ‖L∞T H2 ≤ R1,max{‖A‖L∞T H1 , ‖A‖W 1,4T L4} ≤ R2
}
into the solution Φ(ψ,A) =
(
UA(·, 0)ψ0,V 4π
c
∑N
j=1 PJj [ψ,A]+A
(·, 0)[A0,A1]
)
to
the linearized system
i~∂tξ =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
ξ, (40)
(+ 1)B =
4π
c
N∑
j=1
PJj [ψ,A] +A (41)
with initial data
ξ(0) = ψ0, B(0) = A0 and ∂tB(0) = A1,
where we observe that W 1,4
(IT ;L4(R3;R3)) →֒ W 1,1(IT ;L4(R3;R3)) and
PJj [ψ,A] ∈ L∞(IT ;H1(R3;R3)) for j ∈ {1, . . . , N} by (20) and the bound-
edness of the Helmholtz projection H1 → H1. Combining Corollary 8 with
Lemma 13 gives that Φ(ψ,A) ∈ C(IT ;H2)×
(
C(IT ;H 32 ) ∩ C1(IT ;H 12 )
)
and
we observe directly from (37) that the second coordinate of Φ(ψ,A) must be
divergence free at all times, whereby a fixed point of Φ will have the desired
properties. Our strategy will therefore be to invoke the Banach fixed-point
theorem and for this we equip ZT with the metric d given by
d
(
(ψ,A), (ψ′,A′)
)
= max
{‖ψ − ψ′‖L∞T L2 , ‖A−A′‖L∞T H 12 , ‖A−A′‖L4TL4}
for (ψ,A), (ψ′,A′) ∈ ZT .
Lemma 14. For all choices of positive numbers T , R1 and R2 the metric
space (ZT , d) is complete.
Proof. Let
(
(ψn,An)
)
n∈N be a Cauchy sequence in (ZT , d). Then (ψn)n∈N is a
Cauchy sequence in the Banach space L∞(IT ;L2) and (ψn)n∈N is furthermore
known to be bounded by the constant R1 in the space L
∞(IT ;H2) – a space
that can be identified with the dual of the separable space L1(IT ;H−2) by the
isometric anti-isomorphism
L∞(IT ;H2) ∋ F 7→
(
G 7→
∫ T
0
〈F (t), G(t)〉H2 ,H−2 dt
)
∈ (L1(IT ;H−2))∗
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as expressed in [9, Theorem 8.18.3]. Therefore we can use the Banach-Alaoglu
theorem to conclude that there exist ψ ∈ L∞(IT ;L2) and ψ∗ ∈ L∞(IT ;H2)
such that
ψn −−−→
n→∞ ψ in L
∞(IT ;L2) and ψnk w∗−−−⇀
k→∞
ψ∗ in L∞(IT ;H2). (42)
For ϕ ∈ L2(IT ;L2) the sequence
(
(ψnk , ϕ)L2L2
)
k∈N then converges to both
of the numbers (ψ,ϕ)L2L2 and (ψ
∗, ϕ)L2L2 so the functions ψ and ψ∗ must
be identical. Likewise, (An)n∈N is bounded by the constant R2 in the dual
L∞(IT ;H1) of the separable space L1(IT ;H−1) and in addition (An)n∈N
is a Cauchy sequence in each of the two Banach spaces L∞
(IT ;H 12 ) and
L4(IT ;L4). Consequently, there exists an A ∈ L∞(IT ,H1) ∩ L4(IT , L4) such
that
An −−−→
n→∞ A in L
∞(IT ;H 12 ) and L4(IT ;L4),An′k w∗−−−⇀k→∞ A in L∞(IT ;H1).
(43)
Moreover, the boundedness of the sequence (∂tAn)n∈N in the reflexive space
L4(IT ;L4) gives the existence of an A˙ ∈ L4(IT ;L4) such that the weak con-
vergence
∂tAn′′k
−−−⇀
k→∞
A˙ in L4(IT ;L4) (44)
holds. But for any k ∈ N, η ∈ L 43 (R3) and ϕ ∈ C∞0 (I◦T ) we then have∫ T
0
∫
R3
An′′k
(t)(x)η(x) dxϕ′(t) dt = −
∫ T
0
∫
R3
∂tAn′′k
(t)(x)η(x) dxϕ(t) dt
whereby letting k →∞ and using (43)–(44) gives that A˙ is the distributional
time derivative of A. Concerning the divergence of A we observe that∫ T
0
‖divA(t)‖4W−1,4 dt ≤ ‖A−An‖4L4TL4 −−−→n→∞ 0
so divA(t) = div∂tA(t) = 0 for almost all t ∈ IT . For any t ∈ (0, T ] the
continuous representative IT → L4(R3;R3) of A therefore satisfies
divA(t) = divA(t′) +
∫ t
t′
div∂tA(s) ds = 0,
where we have chosen some time t′ ∈ [0, t] in which A takes a divergence
free value – the identity divA(0) = 0 then follows by using the continuity
of IT ∋ t 7→ divA(t) ∈ W−1,4(R3). Finally, [6, Propositions 3.5 and 3.13]
concerning boundedness of weakly (respectively weak-∗) convergent sequences
combined with (42)–(44) give
‖ψ‖L∞T H2 ≤ R1 and max
{‖A‖L∞T H1 , ‖A‖W 1,4T L4} ≤ R2,
whereby we are in position to conclude that (ψ,A) is contained in ZT and
that d
(
(ψ,A), (ψn,An)
) −−−→
n→∞ 0. 
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Next, we investigate the properties of the mapping Φ.
Lemma 15. Given any (ψ0,A0,A1) ∈ H2(R3N )×H 32 (R3;R3)×H 12 (R3;R3)
satisfying divA0 = divA1 = 0 and any R > 0 there exist R1, R2 ∈ (R,∞) and
T† > 0 such that for all T ∈ (0, T†] the function Φ maps ZT into itself.
Proof. Let (ψ0,A0,A1) ∈ H2(R3N ) × H 32 (R3;R3) × H 12 (R3;R3) satisfy the
identities divA0 = divA1 = 0 and consider arbitrary positive constants T,R1
and R2. For any fixed pair (ψ,A) ∈ ZT we get from Lemma 12, the Sobolev
embedding H
3
4 →֒ L4, Lemma 13 and (20) that not only is Φ(ψ,A) = (ξ,B)
contained in C(IT ;H2)×
(
C(IT ;H 32 ) ∩ C1(IT ;H 12 )
)
as noted above, but we
also have B ∈W 1,4(IT , L4) with the two estimates
‖ξ‖L∞T H2 ≤ C〈R2〉
8
1−2δ exp
(
CT
3
4 〈R2〉R2
)‖ψ0‖H2
and
max
{‖B‖
L∞T H
3
2
, ‖B‖L4TL4 , ‖∂tB‖L4TL4
}
≤ C(‖(A0,A1)‖
H
3
2×H 12 + T (1 +R2)R
2
1 + TR2
)
holding true for some constant C > 0 (depending on c, ~, N , m1, . . . ,mN and
Q1, . . . , QN ). Given some (ψ0,A0,A1) ∈ H2(R3N )×H 32 (R3;R3)×H 12 (R3;R3)
with divA0 = divA1 = 0 and some positive number R we can therefore choose
R2 > max
{
2
√
2C‖(A0,A1)‖
H
3
2×H 12 , R
}
, R1 > max
{
2C〈R2〉
8
1−2δ ‖ψ0‖H2 , R
}
and T† = min
{
R2
2
√
2C((1+R2)R21+R2)
,
( log 2
CR2〈R2〉
) 4
3
}
to make sure that Φ maps ZT
into itself for any T ∈ (0, T†]. 
Finally, we show that by choosing T sufficiently small we can make Φ a con-
traction on (ZT , d), which by the Banach fixed-point theorem guarantees the
existence of a unique fixed point for Φ.
Lemma 16. For any (ψ0,A0,A1) ∈ H2(R3N ) × H 32 (R3;R3) × H 12 (R3;R3)
with divA0 = divA1 = 0 and any R ≥ 0 there exist R1, R2 ∈ (R,∞) and
T∗ > 0 such that Φ is a contraction on
(ZT , d) for all T ∈ (0, T∗].
Proof. Given R ≥ 0 and (ψ0,A0,A1) ∈ H2(R3N )×H 32 (R3;R3)×H 12 (R3;R3)
satisfying divA0 = divA1 = 0 we use Lemma 15 to choose R1, R2 ∈ (R,∞)
and T† > 0 such that Φ maps ZT into itself for any time span T ∈ (0, T†].
Given an arbitrary such T ∈ (0, T†] we consider (ψ,A), (ψ′,A′) ∈ ZT and
write Φ(ψ,A) = (ξ,B) as well as Φ(ψ′,A′) = (ξ′,B′). After introducing
f ∈ C(IT ;L2) by setting
f(t) =
N∑
j=1
1
2mj
(∇2j,A(t) −∇2j,A′(t))ξ′(t) for t ∈ IT
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we observe that ξ − ξ′ solves the initial value problem
i~∂t(ξ − ξ′) =
( N∑
j=1
1
2mj
∇2j,A +
∑
1≤j<k≤N
QjQk
|xj − xk|
)
(ξ − ξ′) + f
(ξ − ξ′)(0) = 0.
Combining this with Lemma 11 gives that (ξ − ξ′)(t) = − i
~
∫ t
0 UA(t, s)f(s) ds
for all t ∈ IT , whereby Remark 10, Lemma 4 and Hölder’s inequality help us
obtain the estimate
‖ξ − ξ′‖L∞T L2 .
∫ T
0
(1 + ‖A(s) +A′(s)‖L4)‖A(s)−A′(s)‖L4‖ξ′(s)‖H2 ds
≤ R1
(
T
3
4 + 2R2T
1
2
)‖A−A′‖L4TL4 . (45)
The map B − B′ = V 4π
c
∑N
j=1 P (Jj [ψ,A]−Jj [ψ′,A′])(·, 0)[0,0] + VA−A′(·, 0)[0,0]
satisfies
max
{‖B −B′‖
L∞T H
1
2
, ‖B −B′‖L4TL4
}
.
N∑
j=1
∥∥P (Jj [ψ,A]− Jj [ψ′,A′])∥∥
L
4
3
T L
4
3
+ ‖A−A′‖
L1TH
−
1
2
(46)
by Lemma 13. To estimate the first term on the right hand side of (46) we
write
(
Jj [ψ,A] − Jj [ψ′,A′]
)
(t) for almost all t ∈ IT as a sum of the three
L
4
3 -functions
g1j (t) : xj 7→
Qj
mj
Re
∫
R3(N−1)
(ψ′ − ψ)(t)(x)∇j,A(t)ψ(t)(x) dx′j ,
g2j (t) : xj 7→
Q2j
mjc
(A′ −A)(t)(xj)Re
∫
R3(N−1)
(
ψ
′
ψ
)
(t)(x) dx′j
and
g3j (t) : xj 7→
{
−Qj
mj
Re
∫
R3(N−1)
∇j,−A′(t)ψ′(t)(x)(ψ′ − ψ)(t)(x) dx′j
− Qj~
mj
∇xj Im
∫
R3(N−1)
[
ψ
′
(ψ′ − ψ)](t)(x) dx′j}. (47)
where the expression for the third function can also be written more compactly
as xj 7→ QjmjRe
∫
R3(N−1)
ψ
′
(t)(x)∇j,A′(t)(ψ′ − ψ)(t)(x) dx′j . However, in the
present context we prefer to express g3j in the form (47) since applying the
Helmholtz projection kills the last term in (47) and leaves us with a term with
no derivatives applied to the difference (ψ′−ψ)(t). As in the proof of Lemma 4
we can therefore use Minkowski’s integral inequality, the Sobolev embeddings
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H
3
4 →֒ L4, H 32+δ →֒ L∞, boundedness of the Helmholtz projection L 43 → L 43
and Hölder’s inequality to obtain that for almost all t ∈ IT ,∥∥P (Jj [ψ,A] − Jj[ψ′,A′])(t)∥∥
L
4
3
. ‖g1j (t)‖L 43 + ‖g
2
j (t)‖L 43 +
∥∥∥xj 7→ ∫ ∇j,−A′(t)ψ′(t)(x)(ψ′ − ψ)(t)(x) dx′j∥∥∥
L
4
3
.
{
(1 + ‖A(t)‖L4)‖ψ(t)‖H2 + (1 + ‖A′(t)‖L4)‖ψ′(t)‖H2
}‖(ψ′ − ψ)(t)‖L2
+ ‖ψ′(t)‖L2‖ψ(t)‖H2‖(A′ −A)(t)‖L4 .
and so ∥∥P (Jj [ψ,A] − Jj [ψ′,A′])∥∥
L
4
3L
4
3
. R1
(
T
3
4 +R2T
1
2
)‖ψ′ − ψ‖L∞T L2 +R21T 12 ‖A′ −A‖L4TL4 . (48)
From (45), (46) and (48) we realize that there exists a constant C > 0 such
that
d
(
Φ(ψ,A),Φ(ψ′,A′)
) ≤ C(R1(T 34 +R2T 12 )+R21T 12 + T )d((ψ,A), (ψ′ ,A′))
so for small enough T the mapping Φ will be a contraction on (ZT , d). 
The existence part of Theorem 1 has now been proven.
7 Uniqueness
We now turn our attention to the uniqueness question.
Lemma 17. Let (ψ0,A0,A1) ∈ H2(R3N ) × H 32 (R3;R3) × H 12 (R3;R3) with
divA0 = divA1 = 0 and T > 0 be given. Then if the pairs (ψ
1,A1) and
(ψ2,A2) belong to C(IT ;H2)×
(
C
(IT ;H 32 )∩C1(IT ;H 12 )), solve (3)+(6) and
both of the vector fields A1, A2 are divergence free at all times in [0, T ] then
there exists a T∗ ∈ (0, T ] such that (ψ1,A1) and (ψ2,A2) agree on the time
interval [0, T∗].
Proof. For ℓ ∈ {1, 2} let (ψℓ,Aℓ) satisfy the hypotheses of the lemma and
choose with the help of Lemma 16 some radii
R1, R2 > max
{‖ψℓ‖L∞T H2 , ‖Aℓ‖L∞T H1 , ‖Aℓ‖W 1,4T L4∣∣ℓ ∈ {1, 2}}
and a time T∗ ∈ (0, T ] such that Φ is a contraction on ZT∗ . Then the vector
field B = Aℓ|IT∗ ∈ C
(IT∗;H 32 )∩C1(IT∗ ;H 12 ) solves the initial value problem
(41)+(39) on IT∗ with (ψ,A) =
(
ψℓ|IT∗ ,Aℓ|IT∗
)
so by uniqueness of solutions
to the Klein-Gordon initial value problem [25, Theorem 3.2] we have
Aℓ|IT∗ (t) = V 4π
c
∑N
j=1 PJj [ψ
ℓ|IT∗ ,Aℓ|IT∗ ]+Aℓ|IT∗
(t, 0)[A0,A1]
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for t ∈ IT∗ . We conclude that A1|IT∗ ,A2|IT∗ ∈ W 1,4
(IT∗ ;L4(R3;R3)) by
Lemma 13. Likewise, for ℓ ∈ {1, 2} the map ξ = ψℓ|IT∗ ∈ C(IT∗;H2) solves
the initial value problem (25)+(26) on IT∗ with A = Aℓ|IT∗ so Lemma 11
gives that
ψℓ|IT∗ (t) = UAℓ|IT∗ (t, 0)ψ0
for t ∈ IT∗ . Consequently,
(
ψ1|IT∗ ,A1|IT∗
)
and
(
ψ2|IT∗ ,A2|IT∗
)
are both
fixed points for the contraction Φ : ZT∗ → ZT∗ , whereby we must have(
ψ1|IT∗ ,A1|IT∗
)
=
(
ψ2|IT∗ ,A2|IT∗
)
. 
In fact, Lemma 17 holds true with T∗ = T .
Lemma 18. Given (ψ0,A0,A1) ∈ H2(R3N )×H 32 (R3;R3)×H 12 (R3;R3) with
divA0 = divA1 = 0 and T > 0 there exists at most one pair (ψ,A) in the
space C(IT ;H2)×
(
C
(IT ;H 32 )∩C1(IT ;H 12 )) that solves (3)+(6) and satisfies
divA(t) = 0 for all t ∈ IT .
Proof. For T > 0 and (ψ0,A0,A1) ∈ H2(R3N ) ×H 32 (R3;R3) ×H 12 (R3;R3)
with divA0 = divA1 = 0 consider two solutions (ψ
1,A1) and (ψ2,A2) to
(3)+(6) that belong to C(IT ;H2) ×
(
C
(IT ;H 32 ) ∩ C1(IT ;H 12 )) and satisfy
divA1(t) = divA2(t) = 0 for all t ∈ IT . Then the continuity of the mappings
ψ1, ψ2 : IT → H2, A1,A2 : IT → H 32 and ∂tA1, ∂tA2 : IT → H 12 gives that
the number
t0 = sup
{
t ∈ [0, T ]
∣∣ (ψ1,A1) = (ψ2,A2) on [0, t]}
satisfies
(ψ1(t0),A
1(t0), ∂tA
1(t0)) = (ψ
2(t0),A
2(t0), ∂tA
2(t0)).
With the intention of reaching a contradiction we assume that t0 < T . Then for
ℓ ∈ {1, 2} the pair (ψ˜ℓ, A˜ℓ) ∈ C(IT−t0 ;H2)×(C(IT−t0 ;H 32 )∩C1(IT−t0 ;H 12 ))
given by (
ψ˜ℓ(t), A˜ℓ(t)
)
=
(
ψℓ(t+ t0),A
ℓ(t+ t0)
)
for t ∈ IT−t0
takes the initial values
ψ˜ℓ(0) = ψ1(t0), A˜
ℓ(0) = A1(t0) and ∂tA˜
ℓ(0) = ∂tA
1(t0)
and satisfies (3) on IT−t0 . Thus, Lemma 17 gives the existence of some time
T∗ ∈ (0, T − t0] such that
(
ψ˜1, A˜1
)
and
(
ψ˜2, A˜2
)
agree on [0, T∗], whereby
the pairs (ψ1,A1) and (ψ2,A2) agree on [t0, t0 + T∗]. This contradicts the
definition of t0, whereby we can conclude that (ψ
1,A1) and (ψ2,A2) agree on
all of the interval IT . 
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