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Abstract In the present article, the author proves two generalizations of his “finiteness-
result” (I.H.P. Anal. Non-lineaire, 2006, accepted) which states for any extreme simple closed
polygon  ⊂ R3 that every immersed, stable disc-type minimal surface spanning  is an
isolated point of the set of all disc-type minimal surfaces spanning  w.r.t. the C0-topology.
First, it is proved that this statement holds true for any simple closed polygon in R3, provided
it bounds only minimal surfaces without boundary branch points. Also requiring that the
interior angles at the vertices of such a polygon  have to be different from π2 the author
proves the existence of some neighborhood O of  in R3 and of some integer β, depending
only on , such that the number of immersed, stable disc-type minimal surfaces spanning any
simple closed polygon contained in O, with the same number of vertices as , is bounded
by β.
Keywords Local boundedness of the number of solutions · Plateau’s problem
for polygonal boundary curves
Mathematics Subject Classification 49Q05
1 Introduction and main result
In [14] the author proved for any extreme simple closed polygon ⊂ R3 that every immersed,
stable disc-type minimal surface spanning  is an isolated point of the set of all disc-type
minimal surfaces spanning  w.r.t. the C0-topology. Here a polygon is termed extreme, if it
is contained in the boundary of some convex compact subset of R3. The aims of the present
article are proofs of the following two generalizations:
Theorem 1.1 Let  ⊂ R3 be an arbitrary simple closed polygon which meets the require-
ment to bound only minimal surfaces without boundary branch points. Then every immersed,
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stable disc-type minimal surface spanning  is an isolated point of the set of all disc-type
minimal surfaces spanning  w. r. t. the C0-topology. In particular,  can bound only finitely
many immersed, stable disc-type minimal surfaces.
Theorem 1.2 Let ∗ ⊂ R3 be an arbitrary polygon with N + 3 > 3 vertices meeting the
requirements of Theorem 1.1, and the additional one that the interior angles at its vertices are
different from π2 . Then, there exists some neighborhood O of ∗ in R3 and some integer β,
depending only on ∗, such that the number of immersed, stable disc-type minimal surfaces
spanning any simple closed polygon  ⊂ O also with N + 3 vertices is bounded by β.
A disc-type minimal surface X is called immersed if there holds infB |DX| > 0, where
we have denoted by B the open unit disc {w = (u, v) ∈ R2 || w |< 1}. It is said to be stable




| ∇ϕ |2 +2KE ϕ2dw = d
2
d2
A(X + ϕ ξ) |=0 (1)
satisfies JX(ϕ) ≥ 0 for any ϕ ∈ C∞c (B), where E denotes | Xu |2 and K ≤ 0 the Gauss
curvature of X.
We shall compare Theorem 1.2 to Tomi’s result in [19]:
Theorem 1.3 [19] If R is an element of the set P of proper curves, then Ms(R) is finite.
Moreover, there exists some C4,α-neighborhood O ofR in P and some integer β, depending
only on R, such that the number of immersed, stable disc-type minimal surfaces spanning
any proper curve contained in O is bounded by β.
Here the setP of proper curves consists of regular Jordan curves in R3 of class C4,α which
bound only minimal surfaces without boundary branch points and with interior branch points
of at most first order.
2 Basic definitions and tools
A polygon ⊂ R3 is a closed piecewise linear Jordan curve being determined by the positions
of its N + 3 vertices (N ∈ N)
(P1, P2, . . . , PN+3) =: P ∈ R3N+9, (2)
where we require the pairs of vectors (Pj+1 − Pj , Pj − Pj−1) to be linear independent for
j = 1, . . . , N + 3, with P0 := PN+3 and PN+4 := P1. Thus, we have a correspondence
P ←→ (P ) between polygons in R3 satisfying the above requirements and “admissi-
ble” vertex tuples P ∈ R3N+9. We consider the “Plateau class” C∗() of surfaces X ∈
H 1,2(B,R3) ∩ C0(B¯,R3) that are spanned into , i.e., whose boundary values X |∂B :
S
1 −→  are weakly monotonic mappings with degree equal to 1, satisfying a three-point
condition: X(eiτN+k ) = PN+k for τN+k := π2 (1 + k), k = 1, 2, 3. We endow C∗() with
the norm ‖ · ‖C0(B¯) and denote by M() its subspace {X ∈ C∗() | X = 0, | Xu |=|
Xv |, 〈Xu,Xv〉 = 0 on B} of disc-type minimal surfaces. Furthermore, let Ms() be the
subspace of M() consisting of those elements which are immersed and stable. It should
be mentioned that the Theorems 2 and 3 in [10] yield the existence of a global minimizer
X∗ of A within C∗(), i.e., of some X∗ ∈ C∗() satisfying A(X∗) = infC∗()A, which
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is, furthermore, free of branch points on B by Alt’s papers [1] and [2]. If we require the
polygon  to bound only minimal surfaces without boundary branch points, as we do in the
formulations of the Theorems 1.1 and 1.2, then X∗ is even immersed and thus an element of
Ms(). Hence, we infer from this observation:
Proposition 2.1 Ms() is nonvoid for any polygon  as in Theorem 1.1.
Our fundamental tools are Courant’s [3] and Heinz’ [5, 6] maps
ψ: T −→ (C∗(), ‖ · ‖C0(B¯)), ψ˜: T −→ C0(B¯,R3) ∩ C2(B,R3),
which are assigned to our arbitrarily fixed-closed polygon (P ). Here T is an open, bounded,
and convex set of N -tuples (τ1, τ2, . . . , τN ) =: τ ∈ (0, π)N , which meet the following chain
of inequalities 0 < τ1 < · · · < τN < π = τN+1, where N + 3 was the number of vertices
of the considered polygon (P ). Moreover, to any point τ ∈ T and the fixed vertex tuple P
we assign the sets of surfaces
U(P, τ) := {X ∈ C∗() | X |∂B (eiτj ) = Pj for j = 1, . . . , N} and
U˜(P, τ) := {X ∈ C0(B¯,R3) ∩ C2(B,R3) | X(eiθ ) ∈ j for θ ∈ [τj , τj+1]}, (3)
for 1 ≤ j ≤ N + 3, where we set j (P ) := {Pj + t (Pj+1 − Pj ) | t ∈ R}, PN+4 := P1
and τN+4 := τ1. On account of two uniqueness results in [3] resp. [5] one can assign to the
chosen vertex tuple P the maps
ψ(P, τ) := unique minimizer of D within U(P, τ) and
ψ˜(P, τ ) := unique minimizer of D within U˜(P, τ),
where D denotes Dirichlet’s integral. We will also use the notation X( · , P , τ ) for ψ˜(P, τ ).
Now by the result of [3] (see also [11], p. 558), Satz 1 in [5] and Satz 1 in [8] we have for
any fixed admissible vertex tuple P and corresponding polygon (P ):
Proposition 2.2
(i) ψ(P, · ) is continuous on T .
(ii) f (P, · ) := D ◦ψ(P, · ) is of class C1(T ) and f˜ (P , · ) := D ◦ ψ˜(P, · ) even of class
Cω(T ).
(iii) There holds f˜ (P , τ ) = f (P, τ) if and only if ψ˜(P, τ ) = ψ(P, τ), which is again
equivalent to ψ˜(P, τ ) ∈ C∗((P )).
(iv) ψ˜(P, τ ) and ψ(P, τ) are harmonic on B ∀ τ ∈ T .
(v) The restriction
ψ(P, · ) |K(f (P, · )): K(f (P, · ))
∼=−→M((P )) (4)
yields a homeomorphism between the compact set of critical points of f (P, · ) and
(M((P )), ‖ · ‖C0(B¯)), and a surface ψ˜(P, τ ) is conformally parametrized on B,
thus a minimal surface in U˜(P, τ), if and only if τ is a critical point of f˜ (P , · ), i.e.,
τ ∈ K(f˜ (P, · )).
(vi) Now we drop the fixed P in the notation. For any τ¯ ∈ T and k ∈ {1, . . . , N + 3} there
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for (w, τ) ∈ (Bδ(eiτ¯k ) ∩ B) × (BNδ (τ¯ ) ∩ RN), where the functions f kj are holomorphic on
Bδ(e
iτ¯k ) × BNδ (τ¯ ) about (eiτ¯k , τ¯ ) and the exponents ρkj satisfy
− 1 < ρk1 < · · · < ρkpk = 0, pk ∈ {2, 3}, (6)
and do not depend on τ ∈ BNδ (τ¯ ) ∩ RN .
The last assertion about the independence of the exponents ρkj of τ ∈ BNδ (τ¯ ) ∩ RN fol-
lows immediately from [5], (2.20) and (3.28), as we point out now. We set vk := Pk+1−Pk|Pk+1−Pk |
and consider as in (2.20) of [5] the reflections Sk at the lines k(P ) − Pk = Span(vk) for
k ∈ {1, . . . , N + 3} (with PN+4 := P1), explicitly given by
Sk(x) := −x + 2 〈vk, x〉 vk, ∀ x ∈ R3.
The composed reflections Sk−1 ◦ Sk ∈ SO(3) are diagonalizable by conjugation with unitary
matrizes and have eigenvalues on the S1. Now the ρkj appear in (3.28) of [5] as pairwise
different (negative) angles of these eigenvalues, precisely:
Spec(Sk−1 ◦ Sk) = {e−2πiρ
k
j }, 1 ≤ j ≤ pk,
ordered as in (6) with pk ∈ {2, 3}, which proves the claimed independence of the exponents
ρkj of τ ∈ BNδ (τ¯ ) ∩ RN . Moreover, we shall note that Sk−1 ◦ Sk = 1 and thus pk > 1 by
our requirement that the vectors Pk−1 − Pk and Pk+1 − Pk have to be linearly independent.
Moreover, we see that pk = 2 if and only if ρk1 = − 12 , i.e., if the spectrum of Sk−1 ◦ Sk is{−1,−1, 1}, which can arise if and only if the smaller angle βk between the vectors Pk−1−Pk
and Pk+1 −Pk , the so-called interior angle of  at Pk , is π2 . If in general βk ∈ {π2 , 0, π}, then
the spectrum of Sk−1 ◦ Sk is {λ, λ¯, 1} for some λ ∈ S1 with (λ) = 0, i.e., ρk1 + ρk2 = −1.
One can easily see that there holds either −ρk1π = βk or (ρk1 + 1)π = βk , which is by
ρk1 + ρk2 = −1 equivalent to the pair of possibilities (ρk2 + 1)π = βk or −ρk2π = βk .
Moreover, Heinz discovered in [7], Satz 2:
Proposition 2.3 If some vertex tuple P ∗ satisfies the additional requirement that the interior
angles at the vertices of (P ∗) are different from π2 then X( · , · , · ) behaves analytically
about a point (w, P ∗, τ ) in B × R3N+9 × T for any fixed w ∈ B and τ ∈ T .
It should be mentioned here that the author could combine point (iv) of Proposition 2.2
with the Courant-Lebesgue Lemma, in order to prove in Chap. 4 of [13] that there holds for
any admissible vertex tuple P :
M˜((P )) := {set of minimal surfaces on B} ∩
⋃
τ∈T
U˜(P, τ) ∩ H 1,2(B,R3)
= {X ∈ image(ψ˜(P, · )) | X is also conformally parametrized on B}.
Together with point (v) of Proposition 2.2 the author derived in Corollary 2.4 in [13] the
following result, we shall make use of several times in the sequel:
Corollary 2.1 There holds M((P )) ⊂ M˜((P )) and also K(f (P, · )) ⊂ K(f˜ (P, · ))
for any admissible vertex tuple P . Moreover, X( · , P , τ ) ≡ ψ˜(P, τ ) coincides with ψ(P, τ)
for any τ ∈ K(f (P, · )).
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Next, using this and point (v) of Proposition 2.2 we introduce the notation
Ks(f (P, · )) := (ψ(P, · ))−1(Ms((P ))) (7)
for the set of critical points of f (P, · ) that correspond to the immersed stable minimal sur-
faces in C∗((P )). Furthermore, we will use the abbreviations A(P,τ) := −+ 2(KE)(P,τ)
for the Schwarz operator and J (P,τ) := JX( · ,P ,τ ) for the quadratic form assigned to some
minimal surface X( · , P , τ ), where K(P,τ) denotes its Gauss curvature and E(P,τ) :=|
∂
∂u
X( · , P , τ ) |2.
As in [14] we will make use of the “Heinz formula” from [9], which states that for any
fixed admissible P ∈ R3N+9 and an arbitrary minimal surface X( · , P , τ ) ∈ M˜((P )) there
holds the formula
2 κ(P, τ) + dim Ker A(P,τ) + rank(D2τ f˜ (P , τ )) = N, (8)
where κ(P, τ) := ∑w∈B mP,τ (w) + 12 ∑w∈∂B mP,τ (w) is the so-called total branch point
order of X( · , P , τ ) (as defined in (10) in [14] for a fixed P ), where mP,τ (w) is de-
fined as the power in the leading term of the Taylor expansion of X( · , P , τ ) about the
point w, if w ∈ B¯ \ {eiτk }k=1,...,N+3, resp. as the integral contribution to the power in
the leading term of (10), if the point w coincides with eiτk for some k ∈ {1, . . . ,
N + 3}.
In the proof of Theorem 1.2 we are going to combine the result of Theorem 1.1, the
heart of its proof (by contradiction) in Sects. 6 and 7 in [14], certain special tools of it,
e.g., Theorems 1.1 and 1.2 in [12] and the proof of Corollary 6 in [14], “Heinz’ formula”
(8) and the analytic dependence of f˜ ( · , · ) on both types of variables P and τ by Satz 3
in Heinz’ paper [7] with ideas of the proof of Tomi’s quoted Theorem 1.3. As in Tomi’s
proof, we only have to examine the structure of the family of sets Ks(f (P, · )), for P
varying in a small neighborhood in R3N+9 of the corresponding vertex tuple P ∗ of ∗,
in a sufficiently small neighborhood of each (isolated) point of Ks(f (P ∗, · )), and dis-
tinguish between the two cases in which such a point τ ∗ corresponds either to a strictly
stable immersed minimal surface, i.e., in which the smallest eigenvalue λmin(A(P
∗,τ∗)) is
positive, implying rank(D2τ (f˜ (P ∗, τ ∗))) = N , or in which λmin(A(P ∗,τ∗)) = 0 and thus
rank(D2τ (f˜ (P ∗, τ ∗))) = N − 1 by “Heinz’ formula” (8) and Theorems 1.1 and 1.2 in [12].
In both cases we shall apply the implicit function theorem in its real analytic version. In the
first case it yields the “stability” of immersed strictly stable minimal surfaces which span
“jiggling” closed polygons in the common physical sense. Now a crucial idea due to Tomi
was the use of Weierstrass’ preparation theorem in a situation which corresponds to our sec-
ond case. In our situation, the classical “finite-dimensional ” version of Weierstrass’ theorem
can be applied to the composition  of a partial derivative of f˜ , e.g., w.r.t. the coordinate
τN , with a certain Cω-graph in R3N+9 × T on which the remaining partial derivatives of f˜ ,
i.e., w.r.t. τ1, . . . , τN−1, vanish. Hence, we obtain some Weierstrass polynomial as a factor
of  whose degree will yield in fact an upper bound for the number of all minimal surfaces
which span “jiggling” closed polygons  close to ∗ and which are sufficiently close to some
fixed stable minimal surface inMs(∗). It should be emphasized that the use of that analytic
composition  (for some fixed P ) already played a key role in the proof of Corollary 6
in [14].
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3 Proof of Theorem 1.1
We fix some admissible vertex tupleP and expand the holomorphic functionsf kj of Proposition






f kj,n(τ ) (w − eiτk )ρ
k
j +n (9)
∀w ∈ Bδ(eiτ¯k ) ∩ B and ∀ τ ∈ BNδ (τ¯ ) ∩ RN . Now we fix some τ¯ ∈ T and choose that pair
(j, n) for which f kj,n(τ¯ ) = 0 in (9) and ρkj + n is minimal and term this pair (j∗,m), i.e., we
assign this pair to the point τ¯ ∈ T . Since we know that either (ρkj∗ +1)π or −ρkj∗π equals the
smaller angle βk = 0, π between the linear independent vectors Pk−1 − Pk and Pk+1 − Pk ,
we conclude due to ρkpk = 0 that there has to hold j∗ < pk . Now using these terms, we
derive formula (2.5) in [9] for some fixed admissible vertex tuple P which we shall drop in
the notation:
Corollary 3.1 For any fixed τ¯ ∈ T and k ∈ {1, . . . , N + 3} there holds
Xw(w, τ¯ ) = f kj∗,m(τ¯ ) (w − eiτ¯k )ρ
k
j∗+m + O(| w − eiτ¯k |ρkj∗+m+) (10)
for B  w → eiτ¯k , where  := ρkj∗+1 − ρkj∗ ∈ (0, 1).
Proof First, we note that  is well defined by j∗ < pk . Now we split (9):
Xw(w, τ¯ ) =
pk∑
j=1
f kj,m(τ¯ ) (w − eiτ¯k )ρ
k
j +m + Fk(w, τ¯ ), (11)
where we set Fk(w, τ¯ ) := ∑pkj=1 ∑∞n=m+1 f kj,n(τ¯ ) (w − eiτ¯k )ρ
k
j +n and shall show that there
holds:
| Fk(w, τ¯ ) |
| w − eiτ¯k |ρkj∗+m+
−→ 0 for w → eiτ¯k . (12)
First, we have by ρkj∗ +  = ρkj∗+1:
| Fk(w, τ¯ ) |






| f kj,n+m(τ¯ ) | | w − eiτ¯k |n+ρ
k
j −ρkj∗+1
∀w ∈ Bδ(eiτ¯k )∩B. Now applying Cauchy’s inequalities to the Taylor coefficients f kj,n+m(τ¯ ),
we achieve:
| f kj,n+m(τ¯ ) |≤
c(δˆ)
δˆn+m
∀ n ∈ N,
for any j ∈ {1, . . . , pk} and some arbitrarily fixed δˆ ∈ (0, δ) with






| f kj ( · , τ¯ ) | .
123
Ann Glob Anal Geom (2008) 33:231–244 237
Hence, using pk ≤ 3, ρkj ≥ ρk1 and
∑∞
n=0 2−n = 2 we obtain:
| Fk(w, τ¯ ) |
| w − eiτ¯k |ρkj∗+m+
≤ 3 c(δˆ)
δˆm+1
| w − eiτ¯k |1+ρk1−ρkj∗+1
∞∑
n=1




| w − eiτ¯k |1+ρk1−ρkj∗+1
∞∑
n=0
2−n = 6 c(δˆ)
δˆm+1
| w − eiτ¯k |1+ρk1−ρkj∗+1
∀w ∈ B δˆ
2
(eiτ¯k ) ∩ B. Thus taking 1 + ρk1 − ρkj∗+1 > 0 into account we achieve (12), which
proves the corollary. 
Now we fix some admissible vertex tuple P (which we will drop in the notation) such
that (P ) meets the requirement of Theorem 1.1 and prove the following generalization of
assertion (b) in the proof of Theorem 8 in [14], where the polygon was required to be con-
tained in the boundary of a convex compact set and not in a plane. In fact these requirements
imply the one imposed on  in Theorem 1.1 by Theorem 4 in [14] resp. Theorem 4.1 in [13].
Theorem 3.1 Suppose τ¯ ∈ K(f˜ ) has the properties rank D2(f˜ )(τ¯ ) = N −1 and κ(τ¯ ) = 0.
Then there exists some δ > 0 such that κ ≡ 0 on Bδ(τ¯ ) ∩ K(f˜ ).
Proof By rank D2(f˜ )(τ¯ ) = N − 1, we can conclude that there exists some δ > 0 such
that rank D2(f˜ ) ≥ N − 1 on Bδ(τ¯ ). Thus by Heinz’ formula (8) we obtain 2κ(τ) ≤ 1
∀ τ ∈ Bδ(τ¯ ) ∩ K(f˜ ). Hence, X( · , τ ) can have at most one simple boundary branch point
w∗(τ ) ∈ ∂B for those τ . Moreover, we claim that there would have to holdX(w∗, τ ) ∈ . For,
if there would hold X(w∗, τ ) ∈  we could conclude that X( · , τ ) ∈M(), i.e., that X( · , τ )
would have to be bounded by, as otherwiseX( · , τ )would have to possess another boundary
branch point by Lemma 4 in [14]. But, any surface inM() is required to be free of boundary
branch points, which thus proves our claim. This especially shows that the points eiτl for
l ∈ {1, . . . , N+3} cannot be branch points of X( · , τ ) whenever τ ∈ Bδ(τ¯ )∩K(f˜ ). Now we
suppose that there would exist some sequence {τn} ⊂ Bδ(τ¯ )∩K(f˜ ) with τn → τ¯ such that
X( · , τ n) has exactly one simple boundary branch point wn ∈ ∂B \ {eiτnl }l=1,...,N+3 for each
n ∈ N. One can easily show that there exists some k ∈ {1, . . . , N +3} and some subsequence
{wnj } such that for each j the point wnj is contained in the open arc {eiθ | θ ∈ (τnjk , τ
nj
k+1)}.
For simplicity we rename the sequence {nj } into {n} again. Now for each fixed n there
are again two possibilities: either (a) X(wn, τn) ∈ {Pk + t (Pk+1 − Pk) | t < 0} or (b)
X(wn, τn) ∈ {Pk + t (Pk+1 − Pk) | t > 1}. Since there has to exist some further subse-
quence {nj } such that there holds either Case (a) or Case (b) for every j we may assume
that the first case would hold for each n without loss of generality. This case means that the
boundary values X(eiθ , τn) of the surfaces X( · , τ n) “overshoot” onto k \  immediately
after they have passed the vertex Pk , i.e., immediately after θ has exceeded the value τnk . Now
by (11) and ρlpl = 0 we have for any fixed τ ∈ Bδ(τ¯ ) ∩ K(f˜ ) and each l ∈ {1, . . . , N + 3}:
Xw(w, τ) = f l1,0(τ ) (w − eiτl )µ
l
1 + f l2,0(τ ) (w − eiτl )µ
l
2 + f l3,0(τ ) + F l(w, τ),
∀w ∈ Bδ(eiτ¯l ) ∩ B, where −1 < µl1 ≤ µl2 < 0 with µl1 + µl2 = −1. Now we claim that it
is impossible that f l1,0(τ ) = f l2,0(τ ) = 0. Suppose the claim were wrong. Then, either we
would have also f l3,0(τ ) = 0, but then the point eiτl would be a branch point of X( · , τ ),
which we ruled out above, or there would hold f l3,0(τ ) = 0, but then the surface X( · , τ )
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would form the angle π in the corner Pl , i.e., then Pl would not be a vertex of , see (2).
Hence, there are only two possibilities:
(i) There holds f l1,0(τ ) = 0, (ii) f l1,0(τ ) = 0 but f l2,0(τ ) = 0. There holds Case (i) if
and only if X( · , τ ) forms the angle π(1 + µl1) at the corner Pl and Case (ii) if and only if
X( · , τ ) forms the angle π(1 + µl2) at the corner Pl . We define the so-called geodesic angle
δl(τ ) to be −πµl1 = π(1 +µl2) in the first case and −πµl2 = π(1 +µl1) in the second case.
Now, the minimal surfaces X( · , τ n) all have to form the same angle at each corner Pl , since
their boundary values all “overshoot” onto k \  immediately after those have passed the




in Pk for each n,
and since for l = k each X( · , τ n) maps some neighborhood of eiτnl in S1 monotonically
and continuously onto some neighborhood of the vertex Pl in  (thus each X( · , τ n) meets
the usual “Plateau boundary condition” about eiτnl for l = k), meaning that every X( · , τ n)
forms the angle arccos
( 〈Pl−1−Pl,Pl+1−Pl〉
|Pl−1−Pl | |Pl+1−Pl |
)
in each Pl , for l = k. In other terms, the minimal
surfaces X( · , τ n) have to meet simultaneously for every n either only the above Case (i) or
only the Case (ii) for each l respectively, implying that δl(τn) ≡ δl ∀ n ∈ N and for each l.
Now τn −→ τ¯ implies that KE(w, τn) −→ KE(w, τ¯ ) pointwise ∀w ∈ B since X( · , τ n)
and X( · , τ¯ ) are free of interior branch points. Thus also noting that these functions are inte-
grable (on account of estimate (26) in [14]) and non-positive on B we infer from Fatou’s
Lemma that ∫
B





Now combining this with Sauvigny’s version of Gauss-Bonnet’s Theorem for minimal sur-
faces in M˜() (see [17]) applied to each X( · , τ n), i.e., with
∫
B




n) = 2π(1 + κ(τn)) = 3π,
and with the constancy of the geodesic angles δl(τn) =: δl ∀ n ∈ N and for each l ∈




KE(w, τ¯ ) dw ≤
N+3∑
l=1
δl − 3π. (13)




KE(w, τ¯ ) dw +
N+3∑
l=1
δl(τ¯ ) = 2π(1 + κ(τ¯ )) = 2π. (14)
Now, we have assumed that the boundary values of the surfaces X( · , τ n) “overshoot” onto
k \  immediately after they have passed the vertex Pk . Hence, the surfaces X( · , τ n) map
into the so-called exterior angle of  at Pk . Moreover we have assumed that X( · , τ¯ ) is
free of branch points on B¯, and thus, bounded by . Hence, X( · , τ¯ ) maps into the inte-
rior angle at each vertex Pl of . This yields δl(τ¯ ) = δl(τn) ≡ δl for each l = k and
δk(τ¯ ) = π − δk(τn) ≡ π − δk for l = k, ∀ n ∈ N. Hence, we can compute now
N+3∑
l=1
(δl(τ¯ ) − δl(τn)) = δk(τ¯ ) − δk(τn) = π − 2 δk.
123
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n) + π − 2 δk − 2π =
N+3∑
l=1





where we used that δk < π due to µk2 ≥ µk1 > −1. Since this contradicts (13), we have
proved the theorem. 
Having proved this one achieves that for a point τ¯ as in Theorem 3.1 there exists some
δ > 0 such that Bδ(τ¯ ) ∩ K(f˜ ) = Bδ(τ¯ ) ∩ K(f ), thus especially the assertion of part (c) of
the proof of Theorem 8 in [14]. Therefore, one can apply estimate (45) in [14] in order to
prove the convergence in (46) in [14], and thus the entire rest of the proof of the finiteness
theorem in [14] can be copied in order to prove its generalization, Theorem 1.1.
4 Proof of Theorem 1.2
Now we fix some polygon ∗ ⊂ R3 as in Theorem 1.2 with vertex tuple P ∗. Following
Tomi’s ideas of the proof of Lemma 4 in [19], we shall prove analogously:
Lemma 4.1 Let U ⊂⊂ T be some arbitrary open neighborhood of the finite (nonvoid) set
Ks(f (P
∗, · )). Then there exists some neighborhood O of P ∗ in R3N+9 such that there holds
Ks(f (P, · )) ⊂ U ∀P ∈ O.
Proof We suppose the statement was wrong. Thus there would have to exist some sequence
{Pn} in R3N+9 with
Pn −→ P ∗, for n → ∞, (15)
and according points τn ∈ Ks(f (P n, · )) ∩ Uc ∀ n ∈ N. Clearly there exists some converg-
ing subsequence {τnj }, which we rename {τn} again, and we claim the limit point τ ∗ to be
contained in T , i.e.:
τn −→ τ ∗ ∈ T ∩ Uc. (16)
For let us assume that there would hold dist(τn, ∂T ) −→ 0. By the definition of T this
assumption implies the existence of some subsequence {τnk } and some consecutive indices
l1, l2 = l1 + 1 in {1, . . . , N + 3} (where l1 := N + 3 if l2 = 1 or l2 := 1 if l1 = N + 3) and




−→ ϕ ←− τnkl2 .
Now, we consider the null sequence δk := 18k + maxj=1,2{| e
iτ
nk
lj − eiϕ |} which we may
assume to be contained in (0, 1) for any k ∈ N. By the Courant-Lebesgue Lemma, applied
to the surfaces X( · , P nk , τnk ), there exists some ρk ∈ (δk,√δk) such that there holds
| X(wk1, P nk , τnk ) − X(wk2, P nk , τnk ) |≤
√
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in the points {wk1, wk2} := ∂Bρk (eiϕ)∩∂B and ∀ k ∈ N. Moreover, by (15) the corresponding
polygons n := (P n) satisfy a uniform chord-arc condition, i.e., there exists some constant
C such that there holds for any fixed n ∈ N and any pair of points Q1,Q2 ∈ n:
L(n |(Q1,Q2)) ≤ C | Q1 − Q2 |, (18)
where L(n |(Q1,Q2)) denotes the length of the shorter subarc n |(Q1,Q2) on n connecting
Q1 and Q2. Furthermore we know that there exists some constant L such that L(n) ≤ L
∀ n ∈ N again due to (15). Finally, since the τn are assumed to be critical points of f (P n, · )
implying that X( · , P n, τn) ≡ ψ˜(P n, τn) coincide with ψ(P n, τn) by Corollary 2.1 and
thus are elements ofM(n) the isoperimetric inequality yields:
D(X( · , P n, τn)) = A(X( · , P n, τn)) ≤ 1
4π
L2 ∀ n ∈ N. (19)






−→ 0 for k → ∞. (20)
Together with (15) this shows in particular that nk |(Qk1,Qk2) can contain at most one of the
points {PnkN+l}l=1,2,3 of the respective three-point condition for sufficiently large k. Moreover,
Bρk (e
iϕ) ∩ ∂B can contain at most one of the three-points {eiπ , ei 32 π , 1} of the three-point
condition for sufficiently large k on account ofρk <
√
δk → 0. Together with the weak mono-
tonicity and the three-point condition imposed on the boundary values X( · , P nk , τnk ) |∂B
this guarantees that
trace(X( · , P nk , τnk ) |Bρk (eiϕ)∩∂B) = 
nk |(Qk1,Qk2) ∀ k > K, (21)
for some large K ∈ N. Moreover, there holds eiτ
nk
lj ∈ Bρk (eiϕ)∩ ∂B, for any k and j = 1, 2,




lj , P nk , τnk ) ∈ nk |(Qk1,Qk2), for j = 1, 2 and k > K , and thus together with (20):
| Pnkl1 − P
nk
l2
|≤ L(nk |(Qk1,Qk2)) −→ 0 for k → ∞,
which contradicts | Pnkl1 −P
nk
l2
|→| P ∗l1 −P ∗l2 |> 0 by (15). Thus, we proved in fact (16). Now,
we know by Proposition 2.3 that X( · , · , · ) behaves analytically about a point (w, P ∗, τ ∗)
in B ×R3N+9 ×T for any fixed w ∈ B, where we use the additional requirement on P ∗ that
the interior angles at the vertices of ∗ ≡ (P ∗) are different from π2 (Requirement (H) in
[7]). Thus we conclude in particular by (15) and (16) that
X(w,P nk , τnk ) −→ X(w,P ∗, τ ∗) for k → ∞, (22)
pointwise for any w ∈ B. Moreover, (15) implies the Frechet convergence of {n} to ∗.
Thus together with X( · , P nk , τnk ) ∈ M(nk ) and (19) we see that all requirements of a
compactness result for boundary values due to Nitsche (see [16], p. 208) are fulfilled which
implies the existence of some further subsequence of {X( · , P nk , τnk )} (to be renamed again)
that satisfies:
X( · , P nk , τnk ) |∂B−→ γ in C0(∂B,R3), (23)
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for some continuous, weakly monotonic map γ : ∂B −→ ∗ onto ∗ satisfying the
appropriate three point condition γ (eiτN+l ) = P ∗N+l , for l = 1, 2, 3. Now let X¯ denote
the unique harmonic extension of γ onto B¯, thus being contained in C∗(∗). Due to (23) we
infer from the maximum principle for harmonic functions and Cauchy’s estimates:
X( · , P nk , τnk ) −→ X¯ in C0(B¯,R3) and C1loc(B,R3) (24)
for k → ∞. In combination with (22), we obtain especially that X¯ and X( · , P ∗, τ ∗) coincide
on B and thus on B¯ and that they are contained inM(∗) on account of the properties of γ
and (24). Now, since the minimal surfaces X( · , P nk , τnk ) do not have any branch points on
B¯ and are stable we can apply Theorem 1 in [18] which yields that the limit surface X¯ is free
of interior branch points again. Moreover, since X¯ is bounded by the polygon ∗ which we
require to bound only minimal surfaces without boundary branch points, X¯ is an immersed
minimal surface. Moreover, (24) yields by the proof of Theorem 3 in [14] that X¯ is also
stable again. Hence, all together we infer that X¯ = X( · , P ∗, τ ∗) ∈ Ms(∗). By point (iii)
of Proposition 2.2 we obtain especially that X¯ ≡ ψ˜(P ∗, τ ∗) = ψ(P ∗, τ ∗). Thus, we arrive
at τ ∗ = ψ(P ∗, · )−1(X¯) ∈ Ks(f (P ∗, · )), in contradiction to τ ∗ ∈ U by (16). 
Now we can finally derive the proof of Theorem 1.2:
Let P ∗ be the vertex tuple corresponding to the polygon ∗. By Theorem 1.1, Proposition 2.1
and (7) we know that Ks(f (P ∗, · )) is a nonvoid and finite subset of T . Now we choose one of
its points τ ∗ arbitrarily and recall that X( · , P ∗, τ ∗) ≡ ψ˜(P ∗, τ ∗) coincides with ψ(P ∗, τ ∗)
by Corollary 2.1 and is thus an element of Ms(∗). Therefore, we have J (P ∗,τ∗) ≥ 0 on
C∞c (B) and thus on ˚H 1,2(B) by Lemma 2 in [14], which implies that there can arise only
the following two cases for the smallest eigenvalue λmin(A(P
∗,τ∗)) of the Schwarz operator
A(P
∗,τ∗) on account of Theorem 1.1 in [12]:
Case 1: λmin(A(P ∗,τ∗)) > 0 or Case 2: λmin(A(P ∗,τ∗)) = 0.
In Case 1, we infer that kernel(A(P ∗,τ∗)) = {0}. Thus in combination with the fact that
X( · , P ∗, τ ∗) is an immersed minimal surface, we can immediately derive from formula (8)
that
rank D2τ (f˜ (P ∗, τ ∗)) = N. (25)
Since f˜ is real analytic, thus smooth in particular, about the point (P ∗, τ ∗) by Satz 3 in [7]
there exists some neighborhood O∗ × U∗ of (P ∗, τ ∗) in R3N+9 × T such that there holds:
det Dτ (∇τ f˜ (P , τ )) = 0 ∀ (P, τ) ∈ O∗ × U∗. (26)
Also noting that the point (P ∗, τ ∗) solves the N equations ∇τ f˜ (P , τ ) = 0 the implicit func-
tion theorem in its real analytic version (see, e.g., [4], p. 268) applied to ∇τ f˜ ∈ Cω(O∗ ×
U∗,RN) yields:
There exist neighborhoods U∗1 ⊂ U∗ of τ ∗ and O∗1 ⊂ O∗ of P ∗, where O∗1 has to be cho-
sen sufficiently small depending on the choice of U∗1 , and some function F ∈ Cω(O∗1 , U∗1 ),
such that there holds F(P ∗) = τ ∗ and
{(P, τ) ∈ O∗1 × U∗1 | ∇τ f˜ (P , τ ) = 0} = {(P, F (P )) | P ∈ O∗1 } = graph(F ).
Hence, for any P ∈ O∗1 there holds:
K(f˜ (P, · )) ∩ U∗1 = {F(P )}
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and thus by Ks(f (P, · )) ⊂ K(f˜ (P, · )) on account of Corollary 2.1:
(Ks(f (P, · )) ∩ U∗1 ) ≤ 1. (27)
In Case 2 we infer from Theorem 1.2 in [12] that
dim Ker(A(P ∗,τ∗)) = dim ERλmin=0(A(P
∗,τ∗)) = 1,
which implies again by formula (8) that
rank D2τ (f˜ (P ∗, τ ∗)) = N − 1. (28)
Thus, after some eventual permutation of the coordinates τ1, . . . , τN in T we may assume
that there exists some neighborhood O∗ ×U∗ of the point (P ∗, τ ∗) in R3N+9 × T such that
there holds:
det Dτˆ (∇τˆ f˜ (P , (τˆ , τN ))) = 0 ∀ (P, (τˆ , τN )) ∈ O∗ × U∗, (29)
where we set τˆ := (τ1, . . . , τN−1). Now let Uˆ ⊂ RN−1 and I ⊂ R be neighborhoods of τˆ ∗
and τ ∗N , respectively, such that Uˆ × I ⊂ U∗. Also noting that (P ∗, τˆ ∗, τ ∗N) is a solution of
the N − 1 equations ∇τˆ f˜ (P , τˆ , τN ) = 0 the implicit function theorem in its real analytic
version applied to ∇τˆ f˜ ∈ Cω(O∗ × Uˆ × I,RN−1) (by Satz 3 in [7]) yields:
There exist neighborhoods Uˆ1 ⊂ Uˆ of τˆ , O∗1 ⊂ O∗ of P ∗ and I1 ⊂ I of τ ∗N , where O∗1 and
I1 have to be chosen sufficiently small depending on the choice of Uˆ1, and some function
F ∈ Cω(O∗1 × I1, Uˆ1) such that there holds F(P ∗, τ ∗N) = τˆ ∗ and
{(P, τˆ , τN ) ∈ O∗1 × Uˆ1 × I1 | ∇τˆ f˜ (P , τˆ , τN ) = 0}
= {(P, F (P, τN), τN) | (P, τN) ∈ O∗1 × I1} = graph(F ).
(30)
Now let some P ∈ O∗1 be arbitrarily chosen, then a point (F (P, τN), τN ) ∈ Uˆ1 × I1 is
contained in K(f˜ (P, · )) ∩ (Uˆ1 × I1) if and only if it satisfies ∇τ f˜ (P , F (P, τN), τN ) = 0,
which is by (30) equivalent to
(P, τN) := ∂f˜
∂τN
(P, F (P, τN), τN ) = 0. (31)
Now , being an element of Cω(O∗1 × I1,R), can be developed into a power series about






α,j (P − P ∗)α (τN − τ ∗N)j
for any pair (P, τN) ∈ O∗1 × I1. Now we prove the existence of some positive integer q with
0,0 = 0,1 = · · · = 0,q−1 = 0, but 0,q = 0. (32)
First, we note that there holds in particular
0,0 = (P ∗, τ ∗N) =
∂f˜
∂τN
(P ∗, F (P ∗, τ ∗N), τ ∗N) = 0
due to (F (P ∗, τ ∗N), τ ∗N) = (τˆ ∗, τ ∗N) ∈ K(f˜ (P ∗, · )). But on the other hand if 0,j would
vanish for any j ∈ N0, then we could conclude that (P ∗, · ) ≡ 0 on I1, which would
imply together with (30) that {(F (P ∗, τN ), τN ) | τN ∈ I1} would be an analytic curve of
123
Ann Glob Anal Geom (2008) 33:231–244 243
critical points of f˜ (P ∗, · ) passing through the point (F (P ∗, τ ∗N), τ ∗N) = τ ∗ which is con-
tained in Ks(f (P ∗, · )). But this is exactly the hypothesis at the beginning of Sect. 6 in
[14] which is shown to lead to a contradiction in the course of Sects. 6 and 7 in [14] in
combination with its improvement in the above section, in order to prove the finiteness of
the set Ks(f (P ∗, · )) ∼= Ms(∗). Thus, there exists in fact some integer q ≥ 1 satisfying
the assertion in (32). Hence, all requirements of Weierstrass’ preparation theorem (see [15],
p. 152) are satisfied which yields the existence of some neighborhood O∗2 × I2 of (P ∗, τ ∗N),
of some Weierstrass polynomial
W(P, τN) = (τN − τ ∗N)q + aq−1(P ) (τN − τ ∗N)q−1 + · · · + a1(P ) (τN − τ ∗N) + a0(P ),
defined on O∗2 × I2, with coefficients aj ∈ Cω(O∗2 ,R) satisfying aj (P ∗) = 0, for j =
0, . . . , q − 1, and of some non-vanishing function V ∈ Cω(O∗2 × I2,R) which fulfill
(P, τN) = 0,q
V (P, τN)
W(P, τN) ∀ (P, τN) ∈ O∗2 × I2. (33)
Thus, the zeroes of (P, · ) and W(P, · ) coincide on I2 and their number is bounded by
the degree q ≡ q(P ∗, τ ∗) of W(P, · ) uniformly for any fixed P ∈ O∗2 . Thus together with
Corollary 2.1, (31) and I2 ⊂ I1 we infer that
(Ks(f (P, · )) ∩ (Uˆ1 × I2)) ≤ (K(f˜ (P, · )) ∩ (Uˆ1 × I2))
= number of zeroes of (P, · ) on I2 ≤ q(P ∗, τ ∗) ∀P ∈ O∗2 .
Now, we know that Ks(f (P ∗, · ))(= ∅) consists of only finitely many points {τ j }j=1,...,J
that satisfy Case 1 or 2, thus that possess disjoint open neighborhoods Uj in T for which
there hold:
(Ks(f (P, · )) ∩ Uj ) ≤ qj (P ∗, τ j ) ∀P ∈ Oj , (34)
for j = 1, . . . , J = (Ks(f (P ∗, · ))), where qj are degrees of Weierstrass polynomials
depending on P ∗ and τ j only and where Oj are sufficiently small neighborhoods of P ∗ in
R
3N+9
. As the disjoint union ⋃˚Jj=1Uj =: U is an open neighborhood of Ks(f (P ∗, · )) in
T the above lemma yields the existence of some neighborhood O of P ∗ in R3N+9 such that
Ks(f (P, · )) ⊂ U ∀P ∈ O, i.e. we have:
Ks(f (P, · )) =
⋃˚J
j=1Ks(f (P, · )) ∩ U
j ∀P ∈ O. (35)
Now choosing this neighborhood O of P ∗ sufficiently small such that there holds also
O ⊂ ⋂Jj=1 Oj we obtain by (34) and (35):
(Ks(f (P, · ))) =
J∑
j=1




qj (P ∗, τ j ) =: β(P ∗) ∀P ∈ O.
Thus, together with the correspondences Ks(f (P, · )) ∼= Ms((P )) via ψ(P, · ) and
P ←→ (P ) we finally obtain the claimed result. 
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