Abstract-The goal of this paper is to create a new framework of Visual SLAM that is light enough for Micro Unmanned Aerial Vehicle (MUAV) based on inertial sensor and depth camera. Feature-based and direct methods are two mainstreams in Visual SLAM. Both methods minimize photometric or reprojection error by iterative solutions, which are always computationally expensive. To overcome this problem, we propose a non-iterative approach to match point clouds directly. In particular, a new inertial-visual framework is proposed to reduce computational requirement in two steps. First, the attitude and heading reference system (AHRS) and axonometric projection are utilized to decouple the 6 Degree-of-Freedom (DoF) data, so that point clouds can be matched in independent spaces respectively. Second, the matching process is carried out in frequency domain by Fourier transformation, which reduces computational requirements dramatically and provides a closed-form non-iterative solution. In this manner, the time complexity can be reduced to O(n log n) where n is the number of matched points in each frame.
I. INTRODUCTION
Self-localization-mapping is one of the most basic capabilities of autonomous robots, which has received increasing attention in tandem with the development of hardwares, such as smarter sensors and faster processors [1] . However, 3D SLAM algorithms are difficult to be applied directly to Micro Unmanned Aerial Vehicle (MUAV) systems due to the following reasons. First, different from ground robots, MUAVs are unable to provide odometer information to correct unacceptable drift in pure vision and GPS-denied SLAM systems. Second, MUAVs can only provide limited computation resources, such as embedded systems with ARM processors, due to payload and power limitations. Third, dense map, which is crucial for higher level applications, such as object detection and scene understanding, requires more computational resources to produce [2] . Therefore, the motivation of this paper is to develop a light visual SLAM system that can be carried by MUAVs and achieve faster computational speed and denser maps with sufficient accuracy for navigation and control purposes.
Despite the progresses, one limitation of the existing Visual SLAM methods is that the time complexity of visual data association is too high for limited computational *Corresponding Author. The authors are with the School of Electrical and Electronic Engineering, Nanyang Technological University, 50 Nanyang Avenue, 639798, Singapore email: wang.chen@zoho.com; jsyuan@ntu.edu.sg; elhxie@ntu.edu.sg (c) is the integrated ultra-low power hardware platform, including an inertial sensor myAHRS+, Intel RealSense Robotic Development kit and a ZigBee module for receiving groundtruth from a motion capture system. resources of MUAV, especially when the dense maps are required. In the SLAM problem, visual data association tries to relate the sensors' measurements with the landmarks inside the maps [3] . It can be categorized as feature-based and direct methods.
Feature-based methods require a time consuming processing loop, including feature detection, extraction, matching, outliers rejection and motion estimation. Generally, more than one thousand features are required to be extracted in only one image [3] . Features like SIFT [4] are robust but computationally intensive, while features like SURF [5] and ORB [6] are faster but less robust. To remove feature matching outliers, iterative methods like RANSAC [7] which are very time consuming, are often used. Moreover, to fit a good motion model, other iterative methods (e.g. GaussNewton) are needed to minimize the reprojection error [2] , [8] , [9] . Therefore, the feature extraction process and iterative solutions like RANSAC and Gauss-Newton are the main computational burden for feature-based methods.
For direct methods, iterative solutions also play an important role and have become the bottleneck. Iterative Closest Point (ICP) is a class of algorithms that is often used when 3D point clouds need to be matched. Its time complexity is given by O(n 2 ) [10] which is very high to be carried out online (n is the number of points to be matched). Alternatively, motion model can be estimated by the minimization of photometric error over all pixels [9] , [11] - [15] . Although feature extraction is not needed any more, it still needs heavy computation, since all the image points are involved in the minimization process based on iterative methods such as Gauss-Newton method.
To reduce the computational burden, we argue that the iterative solutions of data association should be replaced by a closed-form solution, which means a new objective function may be needed. Interestingly, we find that if the 6 Degreeof-Freedom data (3D point clouds) can be decoupled into sub-spaces with lower DoF, the data association problem can be formulated as a classic regression problem with quadratic objective function, where a closed-form solution becomes feasible to be carried out online. Recent works also proposed to fuse information from Inertial Measurement Unit (IMU) to improve performance. However, since existing approaches still require iterative solution, the information provided by IMU is not able to significantly reduce the computation complexity of visual data association. To fully utilize the inertial information and reduce the complexity, we propose to decouple the 6 DoF data by attitude and heading reference system (AHRS) and axonometric projection. The key difference between IMU and AHRS is that AHRS is equipped with an on-board processing unit that is able to provide superior reliable and accurate attitude and heading information versus an IMU which just delivers sensor data to an additional device. In summary, the main contributions of this paper are:
• We propose a novel Inertial-Visual SLAM framework, which leverages on AHRS and any 3D sensors that can provide 3D point clouds (e.g. RGB-D/stereo camera and 3D laser scanner). It is light enough to be carried out by low-power on-board processors of MUAV and is able to produce very high resolution maps.
• To enable faster data association, we propose a regression-based formulation and find a non-iterative solution with complexity O(n log(n)) by leveraging Fourier Transform, where n is the number of points. First, the 6 DoF point clouds are decoupled into 3 rotational DoF and 3 independent 1D translational DoF. Second, instead of fitting a motion model iteratively, we estimate the camera motion by training the decoupled data online with a fast closed-form solution.
• A fast dense map refinement/fusion method is proposed based on a moving average. The missing information in one key point cloud can be complemented by other point clouds with only the complexity O(n).
II. RELATED WORK
It is worth mentioning the parallel work of SLAM, Visual Odometry (VO). More specifically, VO only requires the incremental estimation of the 6 DoF pose transformation, whereas SLAM needs to map surrounding environments and recognizes the spot when robot revisits that location [16] . Since VO can be part of SLAM, we will no longer distinguish them unless necessary, and this paper focuses on the estimation of incremental poses and the 3D map generation without loop closure detection. This section will review recent works both on visual data association and fusion with inertial sensors.
A. Data Association
The idea of feature-based method is that the incremental pose transformation can be estimated by well matched features. During the feature-detection step, salient key features that are likely to be matched well in other images are selected. Basically, there are two main approaches to find the corresponding features [16] . One is to extract features using local search techniques [9] and match them between the latest image and key-frame [17] . This method is suitable for images taken from nearby viewpoints. The other one is to extract features independently and match them in a sequence of images based on similarity descriptors [18] . This is more suitable for large motion between two viewpoints. Some features descriptors for 3D point clouds [19] have received increasing attentions. More feature extracting methods for 2D images, such as FAST [20] , SIFT [4] , SURF [5] and ORB [6] have been widely used in both monocular [17] and RGB-D [2] SLAM. The matched features will be refined to remove outliers by the RANSAC algorithm, and the iterative gradient method such as Gauss-Newton will be utilized to find a motion transformation. Only information that conforms to the feature type can be used in feature-based method, which causes substantial loss of structural information.
In contrast with feature-based methods, direct methods match all image points directly, resulting in a denser map which provides substantially more information about the geometry of environment. Based on the minimization of photometric error, direct methods have been developed for monocular [13] , stereo [21] and RGB-D [11] cameras. Since there is no descriptor, only local search techniques can be used to find the corresponding pixels, hence this is not suitable for large motion between two viewpoints. Combining with feature correspondences [9] or depth filter [22] , the monocular direct SLAM methods are able to achieve good performance. Again, since all the image points are involved to fit a pose transformation model by an iterative solution, the time complexity is too high for an MUAV system. Furthermore, compared with monocular camera, RGB-D camera or 3D laser scanner produces more information which is more challenging for direct methods to process.
B. Inertial Fusion
Inertial sensors provide an additional constraint for the pose transformation estimation which can help to speed up the pure Visual SLAM system [23] . Loosely-coupled methods [15] fuse the pose estimation from SLAM and IMU independently. While tightly-coupled methods which estimate the states jointly give a better performance in terms of accuracy, but have an additional complexity due to the involvement of a non-linear optimization process [24] , [25] . In recent years, IMU fusion has been proposed for feature-based-monocular [26] , feature-based-stereo [24] , direct-stereo [15] , [27] and direct-monocular [23] systems. 
III. ITERATIVE SLAM
The Iterative SLAM minimizes the reprojection or photometric error to estimate the pose transformation. Assume that the camera model π( · ) projects 3D point p i to image point u i , so that u i = π(E CW p i ) where E CW is the transform matrix from the world to camera frame. Incremental poses E CW are expressed by left-multiplication a vector µ with 6 DoF based on exponential mapping, i.e., E CW = exp(µ)E CW .
In feature-based methods, feature points u i in one image are reprojected to another image u i , so that pose transformation can be estimated by minimizing the reprojection error.
where ρ is a general objective function. In [8] , where the FAST corner detector is applied, ρ is the Tukey biweight function; whereas in [2] , [9] , ρ is the L 2 -norm function. For monocular camera, an initial process to obtain the depths of points is needed [8] , [9] , [17] , while for stereo/RGB-D camera, this process can be skipped [28] , [29] . In direct methods, new images are aligned with several key frames I r by minimizing the photometric error given in (2) . Similar expressions can be found in [9] , [13] - [15] .
where ρ( · ) has the same meaning with (1). Being nonrobustness to illumination changes is one of the potential problems of matching pixel intensities [14] . Since (1) and (2) are highly non-linear, the iterative solutions (e.g. GaussNewton) are needed. Unfortunately, they are sensitive to initialization and cannot guarantee the global optimal solution.
IV. NON-ITERATIVE SLAM
To avoid iterative solutions and reduce computational burden, we propose a novel inertial-visual framework shown in Fig. 2 . First, in Section IV-A, the 6 DoF point cloud is decoupled and reprojected to axonometric images with only 1 DoF. Section IV-B demonstrates that the 1 DoF data can be matched by a closed-form non-iterative solution. The decoupled translations are estimated in Section IV-C and IV-D respectively. Finally, refinements of the key point clouds are presented in Section IV-E. It should be noted that the term 'non-iterative' is only used for data association, while the mapping and localization of SLAM are still iterative.
A. Point Clouds Reprojection 1) 6 DoF to 3 DoF: A point cloud is a set of data points with 6 DoF µ(x, y, z, α, β, φ) in a three-dimensional coordinate system. Normally, points are defined by X, Y , and Z coordinates with specified color R, G, B, and are intended to represent an external surface of an object or an environment (no color information for 3D laser scanner).
To decouple the rotational and translational DoF, we utilize the attitude information from AHRS directly. An AHRS consists of sensors on three axes that provide attitude information for aircraft, including roll, pitch and yaw [30] . The estimated attitude error of an AHRS is only about 1 degree [31] , but a pure visual SLAM system has an estimated error of several degrees [32] . In this sense, the 6 DoF data µ(x, y, z, α, β, φ) can be reduced to three DoF µ(x, y, z) easily. Cyclic Shift 1 pixel Fig. 5 . The axonometric images are expanded into a 1D vector, and cyclic shift of the 1D vector can be mapped to a unique 2D translation in the original image. Since it is one to one mapping, the translation estimation in the 2D image plane can be replaced by a 1D vector. The disadvantage of cyclic shift is the ignored border effect, where the pixels on one side of the original image may be relocated at other side of the new image. However, we will show that cyclic shifts have amazing properties that are able to speed up the matching procedure dramatically.
2) 3 DoF to 2 DoF: The basic idea for decoupling the 3 translational DoF µ(x, y, z) is that the geometry properties in the 3 separate axes must be kept. Therefore, we propose to apply axonometric projection on the rectified point clouds to get axonometric color and depth images.
Different from the perspective projection which projects 3D points on the principle point, the axonometric projection projects points on the axonometric plane shown in Fig. 3 . Since the distance ratio between any pair of image points will not change in the axonometric plane, the 3D translation can be estimated in the 2D axonometric image plane followed by 1D translation estimation in the depth direction.
Since the point clouds are generated by pinhole cameras, when they are reprojected on axonometric plane, some black holes may appear. The reason is that some invisible points for pinhole cameras are also projected on the axonometric images. It will be shown that these black holes do not affect the translation estimation and will be filled by the refinement process for the key point clouds in Section IV-E. Fig. 4 shows the procedure that a 6 DoF point cloud is rectified by AHRS then reprojected to axonometric images.
3) 2 DoF to 1 DoF: The core idea is that the translation of a 2D axonometric image can be treated as 1D translation of an expanded vector, which is illustrated in Fig. 5 .
The data decoupling procedure from 6 DoF to 1 DoF does not lose any structural information, since the original 6 DoF data can be restored without additional information.
B. Translation Pattern Training
The fundamental idea is that we want to learn the pattern of an expanded key axonometric image, so that the translation of a new image can be predicted directly based on the assumption that there is enough overlap between the key and the new frames. Assume that the N by M key axonometric image is denoted by a 1D column vector x ∈ R n , (n = N × M ). Hence the training samples can be defined as
T where x i is obtained from cyclic shifted x by i pixels. Actually, X is a circulant matrix [33] and can be defined as X = C(x), since it can be generated by its first row x T . The training problem is to find a regression function (3) where each sample x i has its own target y i , so that when a test sample z is given, f (z) will be corresponding to its translation-related target.
where y i can be any pre-defined real value. Intuitively, if y i = i, the translation of the test samples can be predicted directly. However, since only the zero-shift sample x 0 is concerned, in the following tests, the label y 0 is set as 1, while all the others are 0. In this sense, all the non-zero-shift samples are considered as negative samples, which makes the regression function more distinctive.
1) Linear Case:
The linear regression function is defined as f (x) = w T x, w ∈ R n . Given the training samples X, we can find the coefficient vector w by minimizing the squared error over the samples x i and the regression target y i .
where λ is a regularization parameter to prevent overfitting. This is a ridge regression problem and can be solved by setting its first derivative to zero. By defining y = [y 0 , y 1 , · · · , y n−1 ] T , (4) has a closed-form solution [34] in complex domain:
where H denotes the conjugate transpose. For a 480 × 360 axonometric image, where n = 172800, the inversion of a 172800 × 172800 matrix (X T X + λI) needs to be computed which is impossible to be carried out in real time. However, the interesting thing is that, different from a traditional machine learning problem, X = C(x) is a circulant matrix. This amazing property makes the solution (5) easy to be obtained due to the following lemma.
Lemma 1 (J. F. Henriques [35] ): If X is a circulant matrix, the solution (5) can be converted into frequency domain:
where F( · ) is the Discretized Fourier Transform (DFT) and the superscript operator * is the complex conjugate, and · · are element-wised multiplication and division respectively.
Except for the Fourier transform, all the operations in (6) are element-wised. Therefore, its complexity is dominated by the Fast Fourier Transform (FFT) O(n log(n)) where n is the number of points in the axonometric image. The original solution (5) is dominated by the matrix inversion, whose complexity has a lower and upper bounds, given by matrix multiplication O(n 2 log(n)) [36] and Gauss-Jordan elimination method O(n 3 ). For a 480 × 360 image where n = 172800, the complexity ratio r ∈ [O(n 2 log(n))/O(n log(n)), O(n 3 )/O(n log(n))] = [172800, 2480000000], which implies that lots of running time can be saved if the problem (4) is solved by (6) .
2) Non-linear Case: Data samples may be linearly separable in a high dimension space although they are not in their original space. Suppose φ( · ) is a high dimension feature space, such that φ : R n → R d and d >> n. A kernel k is defined as the inner product of the feature mapping φ.
where z is a test sample. The solution of w ∈ R d is expressed as a linear combination of the training data x i in high dimension feature space φ:
The regression function becomes
Then minimizing the original objective function (4) is equivalent to finding the combination coefficient α
T . For the training data X, the solution of (4) is given by [34] .
where K is the kernel matrix with each element k ij = k(x i , x j ). The dimension of α depends on the number of samples that is the length of x. Fortunately, the kernel matrix K is circulant when k(x i , x j ) is a Gaussian kernel [35] :
Then (10) can be calculated in frequency domain by time complexity O(n log(n)):
where k xx is the first row of the kernel matrix K = C(k xx ). When a test sample z is given, we want to find its most similar training sample x i . It is very difficult to find explicit φ(z) to calculate f (z), especially when φ(z) has infinite dimensions. An alternative way is to compute the linear combination of kernel functions f (z) = n−1 i=0 α i k(z, x i ) called kernel trick. To guarantee the robustness, we need to test candidates that include all the circular shifts of sample z. Define the kernel matrix K zx where each element K ij = k(z i , x j ) and z i is the i th row of the circulant matrix
T , from (9), we have
Since K zx is a circulant matrix, again we have K xz = C(k zx ) where k zx is the first row of K zx . From Lemma 1, we can find the response in frequency domain 
C. Image Translation Estimation
The response vector f (z) is reshaped back to the original axonometric image plane which is denoted as response matrix F(z) N ×M . Since only the zero-shift label y 0 is set as 1, the estimated translation of test sample z should be corresponding to the location of the maximum value in the response matrix F(z). Assume the estimated translation of the axonometric image is denoted as (∆i, ∆j) whose unit is pixel. Then the estimated translation (∆x, ∆y) in the image plane can be denoted as element-wised multiplication:
(∆x, ∆y) = (r x , r y ) (∆i, ∆j)
where r x and r y are the resolutions of x and y directions in the axonometric plane respectively. As the camera moves, the overlap between the key and new point clouds decreases, resulting in a weak peak strength. A measurement of peak strength (16) is called the Peak to Sidelobe Ratio (PSR). The correlation output F i,j is split into the peak which is the maximum value and the sidelobe which is the rest of pixels excluding the peak.
where µ s and σ s are the mean and standard deviation of the sidelobe. PSR is a similarity measurement of two point clouds and is considered as a trigger to insert a new key point cloud into map. The condition is
where T r is a predefined threshold. PSR criterion (17) is not only able to control the minimum confidence of each matching, but also save computational time, especially when the camera is kept still or moving slowly since there is no new training data required.
D. Depth Translation Estimation
The translation ∆z in depth direction is estimated in (18) by the average differences of the matched depth pixels I d i,j . To be robust, only those well-matched points are used (T c is predefined). Fig. 6 demonstrates an axonometric depth image and its corresponding well-matched points. Fig. 7. (a) is a new key cloud. (b) is the refined key cloud during run time. Tests show that the "black holes" in the original axonometric image can be filled by subsequent matched images based on Equation (19) . (c) and (d) are the same part of new and refined key point cloud in (a) and (b) respectively. Note that the keyboard on the desk is nearly perfectly complemented. The moving average operation will not make it blurred, if the image translation is estimated correctly.
where (i, j) ∈ (i, j)|ρ s ∆i,∆j (I The advantage of (18) is that it only requires the average differences of depth which is extremely fast fast to be computed and all the well-matched points are able to contribute to the estimation, making it robust to depth noises. Now, we are able to get the translation estimation ∆p = [∆x, ∆y, ∆z] T based on the decoupled translation in the axonometric plane and depth direction. Next, a refinement of key point clouds will be presented.
E. Refinement of Key Point Clouds
When the camera is kept still or moving slowly, the overlap between the new and key point cloud is large enough and (17) is not satisfied. The k th new point cloud I new k can be used to refine the key point cloud I key . A moving average (19) is applied to refine both the color and depth information.
where e is an infinitesimal term (we set 1e −7 ) to prevent division by 0. The weight matrix W has the same size of the image I where each pixel presents the weight of that pixel to be fused. W key . Fig. 7 shows an example of new key point cloud and its refined key point cloud by subsequent images. For axonometric depth image, the only difference is that the term I new k in (19a) will be replaced by I new k −∆z k , where ∆z k is the estimated translation in the depth direction at time step k.
V. EVALUATION
We evaluate our algorithm and compare it with the state of the art methods Volumetric Fusion [37] and RGB-D SLAM [32] , [38] in terms of computational speed, map resolution and accuracy of estimated trajectory. All the three indexes are evaluated on the widely used RGB-D benchmark [39] that provides synchronized ground truth from a motion capture system which is also used to produce AHRS data.
We evaluate multi-runs over 10 different datasets each of which contains normal translational and rotational movements by a hand-hold camera. Besides, the datasets fr3/nst and fr3/stf, fr3/stn contain nonstructual/structual environment at near/far viewpoint; fr3/sitting-static and fr3/sittingxyz contain dynamic objects in the field of view.
Experiments show that hardware platform will have a significant impact on the performance. Hence, we compare the platforms together with the corresponding update rate and map resolution in Table I (NI-SLAM for Evaluation). Typically, higher resolution will result in slower update rate. However, we still achieve the fastest update rate with the highest map resolution using the lowest-power CPU without any GPU devices.
More details about the distribution of update frequency over all the 10 datasets can be found in the boxplot of Figure  8 which shows that all the median update frequencies are above 50Hz. The corresponding statistic performance of the accuracy is shown in Table II . We use the absolute trajectory (ATE) root-mean-square error metric (RMSE) to evaluate our system. The comparision with the state of the art algorithms can be found in Table III where '−' indicates that the data can not be found or that algorithm is not able to produce an estimate on the dataset. The performances of [32] , [37] , [38] are cited from their papers. Table I and III indicate that we achieve the fastest runing speed with the highest map resolution and comparable accuracy.
VI. ON-THE-FLY TESTING
A very light and challenging hardware platform is chosen to evaluate the performance on low-power system, including a coin size inertial sensor myAHRS+ and the Intel RealSense Robotics Development Kit that features a RealSense R200 Camera and a credit card size board whose details are shown in Table I (NI-SLAM for MUAV). The integrated hardware system is presented in Fig. 1 (c) running with Ubuntu 16.04. We will also release the source codes based on Robot Operating System (ROS) Kinetic Kame.
A work place map created in real-time is shown in Fig.  1 (a) without any post-processing procedure. The map is updated in 15Hz with resolution 0.005m, hence much detail about the environments can be preserved. We also run the proposed framework 5 times in a room with motion capture system. Fig. 9 shows the estimated trajectory from top of [32] , [37] , [38] [37] i7-3960X 3.3GHz Hexa Core 16Gb nVidia GeForce GTX680 30Hz/0.010m RGB-D SLAM [32] , [38] i7-***** 3. view compared with the groundtruth. Their corresponding update rates and accuracy performance are shown in Fig. 10 and Table IV . It can be seen that, although limited by the low quality point clouds (RealSense Camera produces more noises than Kinect), our proposed framework can still work very well on the ultra-low power system in single thread.
VII. CONCLUSION
A novel non-iterative inertial-visual framework is proposed in this paper. First, different from existing methods, our algorithm fuses attitude information from AHRS directly and decouples the original 6 DoF data by axonometric projection. Second, by leveraging the property of circulant matrix and also Fourier Transform, we find a non-iterative solution for visual data association, which significantly decreases the computational burden and makes real-time Visual SLAM feasible for MUAV. Last, a fast map refinement/fusion method is designed based on moving average on rectified point clouds by the estimated translation. To the best of our knowledge, our method is the first non-iterative solution for visual SLAM and is able to achieve the fastest speed with the highest map resolution and comparable accuracy compared with the state of the art algorithms.
