Abstract: An energy management system (EMS) for efficient and tractable coordination of distributed energy sources in a residential level microgrid is presented. Sources of energy include renewable (solar photovoltaic and wind turbine), conventional systems (microturbine and utility grid connection) and battery energy storage system. The overall problem is formulated using parametric mixed-integer linear programming (p-MILP) via parameterizations of the uncertain coordinates of the wind and solar resources. This results in a bi-level optimization problem, where choice of the parameterization scheme is made at the upper level while system operation decisions are made at the lower level. The p-MILP formulation leads to significant improvements in uncertainty management, solution quality and computational burden; by easing dependency on meteorological information and avoiding the multiple computational cycles of the traditional online optimization techniques. The problem is solved offline on a day-ahead basis, allowing online implementation to be achieved via real-time system state updates. The proposed parametric programming approach extends the state-of-the-art in microgrid energy management methods, and the simulation evidence its feasibility and effectiveness.
INTRODUCTION
Local power quality and environmental concerns associated with the conventional energy systems have spurred a move towards an improved grid system consisting of distributed, hybrid energy sources (renewable and nonrenewable) and loads -a microgrid (MG). In the face of external uncertainties arising from electricity demand, price, and the availability of renewable resources, the microgrid system is required to operate seamlessly and optimally with or without interactions with a central grid network. To achieve this coordinated operation requires sophisticated and efficient system-level integration and management of the constituent energy systems in a microgrid. However, a major challenge is that renewable energy is not dispatchable due to the apparent intermittency in the resource availability. Therefore, managing this uncertainty in renewable resources is a critical hurdle before all hybrid energy coordination algorithms.
Substantial research efforts have been devoted to developing methods and techniques for intelligent operation of microgrids within the larger electricity grid. Microgrid optimal energy management problems often have objective functions that may include cost or profit (continuous) functions and activation or deactivation (binary) decisions (Trifkovic et al., 2014; Bacha et al., 2015) . The solution methods can be broadly divided into heuristic and deterministic routines. Heuristic methods allow for a reasonable solution to a difficult problem to be obtainable, albeit mostly at the expense of any systematic form of guarantee of optimality (Papadaskalopoulos et al., 2014) . Deterministic algorithms assume some level of understanding of the sources of system uncertainty; which makes the set of expected outcomes to be finite, thereby providing for closed form solution(s) of the problem to be attainable (Wang et al., 2014) .
The aim of this paper is to present an optimal energy management strategy for a set of microgrid technologies consisting of a wind turbine (WT), solar photovoltaic (PV) system, battery energy storage system (BESS), microturbine (MT) and utility grid connection. The goal is to develop an operational scheduling strategy that allows all the microgrid components to be operated seamlessly and in sync -in the face of uncertainties from wind power, solar power, electricity price and load demand -in order to ensure high penetration of renewable energy and regular satisfaction of the local load demand at the minimum net cost. To achieve this purpose, we develop models of the individual energy devices in the microgrid and pose the energy management goal as an optimization problem with a bi-level decision structure. Then we exploit the bounded uncertainties in the power outputs of the WT and PV through parameterizatons of their renewable resource inputs; which leads to a transformation of the problem from a MINLP to a p-MILP. The two-layered nature of the formulation allows us to determine the optimal operational trajectory at the upper layer through the solutions of a net cost minimization problem at the lower layer. This results in higher renewables integration and improved ease of microgrid coordination. Fig. 1 . Microgrid system components and their specifications based on the existing system in Lambton College, Ontario.
Systems modelling
The microgrid system components and their specifications are shown Fig. 1 . Component selection and sizing is adopted from an experimental microgrid in Lambton College, Ontario. Models of the microgrid components are presented below, with a focus on system level modelling.
Solar photovoltaic model A number of models have been proposed for PV systems with various levels of detail. The harnessed solar power considering instantaneous efficiency η g , the surface area of one cell A m , solar incident radiation H, and the number of panels N , is given by:
With maximum power point tracking (MPPT) system, power production of the PV array is shown to be directly proportional to the incident solar radiation:
Ordinarily, the rated power refers to the power output at 1000 W/m 2 and 25 o C, which is roughly the upper limit of insolation at standard environmental conditions.
Wind turbine model The output power of a wind turbine can be related to wind speed using the rated output power of the design and the fractional availability of the rated power as (Zachar et al., 2015) :
Battery energy storage model For batteries, information on the state of charge (SOC) is paramount. The SOC during the charging or discharging processes can be estimated using (5):
where η b is the battery efficiency, σ is the rate factor, E + (t) is the charging power, and E − (t) is the discharging power. The SOC b must be constrained between minimum and maximum states to safeguard the battery.
The state of charge limits are usually chosen to avoid deep discharge and allow for storage leakages.
Microturbine model Commercial microturbines are available in a limited number of fixed capacities. In order to promote green energy, microturbines are mostly used as backup resources should the battery system be unable to supply the load during operation. Due to decreasing efficiency at low set points, microturbines have to be constrained to operate above 50% of their power rating, P m−rated , according to (7):
The fuel consumption is related to power output through (8) as;
Problem formulation
The operational scheduling problem is modelled using a parametric programming formulation with linear discretetime state-space representation, akin to the work by Kopanos and Pistikopoulos (2014) . This enables easier interaction and exchange between the energy management layer and the implementation control system.
Renewables parameterization Using the concept of solution profiles and critical regions from the literature in parametric programming, one finds that all economic operational decisions for operating a microgrid with solar and wind resources will favour more harvesting of the renewable energy resources since they are mostly incentivised and there is no marginal cost to produce additional power until the rated capacity of the system is reached. Considering Fig. 2 , where three scenarios of wind and solar power parameterizations are shown in Cartesian coordinates for the purpose of illustration; let us identify each of the three parametric spaces -representing alternative bounds on the operational space -as critical regions CR i . Then it is observed that economic operational decisions fall on the top right vertex of each critical region because solar and wind resources are free.
The basic idea of this scenario mesh approach is to obtain optimal operational strategies of the microgrid system based on the parameterized wind and solar production scenarios. To do this, we exploit the fact that the wind turbine operation is well bounded on the design cut-in and cut-out speeds. Also, the maximum solar irradiance at any choice location for a PV system can be considered as constant. In other words, maximum harvestable insolation IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway Optimization problem By parameterizing wind and solar power production potentials of the system into these critical nodes, we effectively formulate a set of state-space multi-parametric programming problems in the form of a bi-level optimization problem, the solution of which can be expressed as explicit functions of the parameters. The problem can be solved off-line and the results mapped to the regions in the space of parameters where they are valid. This provides a typical parametric profile which can be easily referenced for online operational decision making.
Assuming a straight line depreciation model for the set of microgrid technologies, a bi-level optimization strategy is deployed to minimize the net cost of operating the microgrid system. The solution algorithm optimizes the value of the objective variable (z k ) based on the realised renewable power. The inner problem is a deterministic formulation based on the chosen renewable power scenarios. The outer problem is solved for every realisation of the parameters using logico-algebraic requirements (constraints 14 -27) that determine the optimum (net cost) operating state of the system for every realized renewable power scenario. This entails the propagation of storage state of charge and reconciling any deviations in the expected and realised renewable power.
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The vector x x x represents the system state variables; y y y is the vector of binary variables; and θ θ θ is the vector of parameters. Variable z k is the net cost for a realized operational scenario; S is an open set of realizable net costs of operation; i is the microgrid component; M i,k the net cost of component i at k; h i the hourly depreciation of i; DV the depreciated value; lt unit lifetime; c i the component O&M cost; e i energy price; w the WT unit; s the PV unit; u the utility network; b the battery storage unit; L the loads (critical and controllable); and SOC min and SOC max are the state of charge limits of the battery. Equations (9) and (10) are the outer and inner decision levels, respectively; while (11) to (13) capture the net cost of the microgrid system components. Individual elements of the cost are broken down in table (1) below. Equation (14) represents the power balance requirement of the system, and (15) is a power supply constraint to ensure that load demand is always satisfied. Equations (16) and (17) define the utility interaction rules on how power could bought or sold to the main grid, with focus on ensuring that what is sold is primarily renewable power. Equations (18) and (19) specify the battery discharge and charge rate constraints, which forbid deep discharging and charging of the battery. Equation (20) is the battery state of charge estimation equation. Equation (21) is a constraint on the microturbine to alleviate carbon emission by discouraging the system from selling energy from the microturbine. Equation (22) is a prohibitive constraint to simultaneous charging and discharging of the battery. Equation (23) recommends that in the event of emergency islanding due to a possible breakdown of the main grid and loss of storage, the microgrid is only required to satisfy the base/critical loads if the microturbine is activated. Therefore, microturbine capacity is chosen based on the expected maximum critical load. Equation (24) captures the straight line depreciation model. Equation (25) is used to exploit the electricity spot price dynamics to support selling excess power at high prices and storing it at low prices. Equation (26) defines the battery state of charge limits, and (27) is a non-negativity constraint on the system variables. Constraints for minimum running and shutdown times are required to safeguard the lifetime of the microturbine. Let N a and N d be sets that contain the running and shutdown states (respectively) of the microturbine over the course of the operational planning. And two binary variables, d k and a k denote the instantaneous deactivation and activation states of the MT respectively; two other binary variablesd k,n andä k,n capture the historical shutdown and startup points; and the binary variable y m,k represent the operating state of the MT during the current interval k ∈ T . Then, the following additional constraints can be established:
The last two constraints define the minimum runtime and shutdown times of the microturbine, respectively, while (28) relates the startup and shutdown variables with the operating state variable.
Solar power production is calculated from (2), while wind turbine power output is obtained using equations (3) and (4). Microturbine power level can be obtained from equations (7) and (8). The simulation data are shown in table 2 below. With 50 points along each coordinate of the meshgrid, the expected value of the optimal solution of the second stage problem for the next hour is obtained in 5 minutes whereas the optimal system state and the realised net cost are evaluated instantly, in real time. 
RESULTS AND DISCUSSION
Various electricity pricing schemes are applied to the chosen microgrid design. The pricing systems include; a time-of-use (TOU) pricing that reflects current electricity consumers billing system, a real-time pricing through the energy trading system (ETS) that captures a producer's participation in an open market, and a renewables feedin tariff (FIT) system that represents an incentivised prosumer contract. In addition, actual load demand profile of a residential building is used by splitting the load into base (40%) and controllable (60%) loads. Figure 3 shows the sequence of variation in harnessed renewable power on a winter day in Sarnia, Ontario. One can observe how the drastic nature of this variability makes it difficult to accurately capture the transitions using any of the available meteorological modelling tools.
The ETS pricing is applied to two energy storage scenarios: fixed capacity (ETSc) and estimated capacity (ETSe). The fixed capacity storage is based on the given system design constraint on the battery size, while the estimated capacity storage uses the electricity pricing dynamics to recommend the right storage levels for best economic performance. ETSe is enforced by redefining the maximum charging limit of the battery with a big-M constraint. The realtime dynamic pricing data for the same winter day in consideration are used for the ETS case studies. In the three cases displayed in Fig. 4 , the microgrid generates the same amount of power over the 24 hour operational schedule. Also, the system is able to satisfy all load demands over the schedule horizon.
Even though the load demand is separated into critical and controllable loads, the solution algorithm is constrained to satisfy both load classifications at all times. Controllable loads consist of devices that are generally not required to be powered all the time. Under such requirement, the load profile is developed using a demand-side management scheme; which organizes the controllable load profile depending on when and how the constituent devices will be needed or shifted. The net electricity supply over demand is either stored in the energy storage system or sold to the utility grid; depending on the economic potential of each decision and/or constraint on storage capacity. Prices under FIT contracts are always higher than the other pricing systems due to the government incentives, thus the optimal operational route under the FIT program is to sell all excesses to the utility grid which is evident from the battery state of charge shown in Fig. 5 . As a result, the FIT scenario SOC remains at the minimum level of 280 W h over the entire schedule.
However, the situation is different for the two ETS cases. For ETSc, the SOC increases up to the maximum charging limit of 1960 W h; then all subsequent excess to load demand are sold by the system regardless of the prevailing spot price. The SOC in the case of ETSe suggests a smarter economic disposition by not selling power during low prices. Instead, the energy management system continues to increase the storage level by extending the charging limit until the eighteenth hour when there are no renewables to be harvested, and the SOC saturates at about 60 kW h. Fig. 6 . Effect of pricing dynamics on battery state of charge; considering the actual pricing (P*) and hypothetical pricing (P**) scenarios under the ETS system: (a) fixed storage limit; (b) estimated storage limit; (c) high and low price.
In Fig. 6 , a hypothetical real-time ETS pricing scenario (P**) is created by increasing the actual ETS price (P*) from the thirteenth hour, as shown in Fig. 6 (c), in order to investigate the system behaviour during higher dynamic market prices. The modified price values are applied to both the fixed capacity and the estimated capacity storage cases. Due to the price perturbation in the hypothetical ETS, the EMS readjusts its recommended operational schedule to favour discharging of the storage system in order to sell energy surpluses to the main grid. The large storage level of the ETSe translates to the ability to leverage the economics of scale under favourable pricing regimes. The limited storage allowance of the ETSc system has a restrictive influence on the economic potentials of the microgrid even when electricity spot prices are very high. In all cases, the minimum discharge limit constraints are enforced without violations.
Figures 7 and 8 show how the microgrid and main grid interaction allows power to be sold or purchased both ways. The FIT scheme supports selling of all surplus renewable power generation over load demand to the utility due to its subsidized tariff system. Whenever renewable power production is inadequate for the residential load demand, the system buys the shortfall of power through the utility grid connection. Under the actual ETS scheme, the fixed capacity storage arrangement causes all renewable power surpluses to be sold to the main grid once the storage limit has been attained, while the estimated capacity storage does not encourage selling power to the main grid under the prevailing circumstances but sends it to the storage. For the hypothetical ETS case, the higher electricity price trend leads to discharge of the energy storage system in the two storage models.
Moreover, with the actual ETS scheme, the EMS finds it to be more economically beneficial to purchase power production deficits from the main grid, due to the prevailing low electricity price; while conserving the renewable energy storage for when prices will become more favourable. This decision has the additional advantage of reducing the number of charge cycles of the battery during each operational schedule, thereby improving the batterys expected lifetime. However, with the hypothetical ETS scheme, the energy management routine decides to discharge some of the storage during high price regimes. Subsequently, when the dischargeable storage is depleted and the harvested renewable energy does not meet the load demand, the algorithm activates the microturbine (as depicted in Fig. 9 ); since at high spot prices the microturbines operating and maintenance costs become competitive despite the imposed emissions penalty. Accordingly, for the FIT and actual ETS pricing schemes, the microturbine remains shut for the entire scheduling period.
CONCLUSION
We have demonstrated the application of parametric optimization in microgrid energy management. The energy management task is posed as a bi-level p-MILP problem with a net cost minimization objective. Different pricing and storage arrangements were used to simulate the system response to electricity market dynamics. In all cases, the system is able to make smart decisions in the face both external and internal uncertainties, without violating operational constraints. The proposed approach is easily deployable in real-time studies.
