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Abstract
In the complex action theory (CAT) we explicitly examine how the momentum and
Hamiltonian are defined from the Feynman path integral (FPI) point of view based
on the complex coordinate formalism of our foregoing paper. After reviewing the
formalism briefly, we describe in FPI with a Lagrangian the time development of
a ξ-parametrized wave function, which is a solution to an eigenvalue problem of a
momentum operator. Solving this eigenvalue problem, we derive the momentum,
Hamiltonian, and Schro¨dinger equation. Oppositely, starting from the Hamiltonian
we derive the Lagrangian in FPI, and we are led to the momentum relation again via
the saddle point for p. This study confirms that the momentum and Hamiltonian
in the CAT have the same forms as those in the real action theory. We also show
the third derivation of the momentum relation via the saddle point for q.
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1 Introduction
Quantum theory is described via Feynman path integral (FPI). The integrand in
FPI has the form of exp( i
~
S), where i is the imaginary unit and S is the action.
The action is usually taken to be real. However, if we assume that the integrand is
more fundamental than the action in quantum theory, then we can consider a theory
where the action is taken to be complex, by speculating that since the integrand
is complex, the action can be also complex. Based on this assumption and other
related works in some backward causation developments inspired by general relativ-
ity [1–4] and the non-locality explanation of fine-tuning problems [5–8], the complex
action theory (CAT) has been studied intensively by one of the authors (H.B.N)
and Ninomiya [9–12]. Compared to the usual real action theory (RAT), the imagi-
nary part of the action is thought to give some falsifiable predictions. Indeed, many
interesting suggestions have been made for Higgs mass [13], quantum mechanical
philosophy [14, 15], some fine-tuning problems [16, 17], black holes [18], De Broglie-
Bohm particle and a cut-off in loop diagrams [19]. In Ref. [20] we have studied the
time-development of some state by a non-hermitian diagonalizable bounded Hamil-
tonian H , and shown that we can effectively obtain a hermitian Hamiltonian after
a long time development by introducing a proper inner product1. If the hermitian
Hamiltonian is given in a local form, a conserved probability current density can
be constructed with two kinds of wave functions. We note that the non-hermitian
Hamiltonian is a generic one, so it does not belong to a class of the PT symmetric
non-hermitian Hamiltonians, which has been intensively studied recently [21–34].
For reviews see Refs. [35–38]. In Ref. [39], we have proposed the replacement of
hermitian operators of coordinate and momentum qˆ and pˆ and their eigenstates 〈q|
and 〈p| with non-hermitian operators qˆnew and pˆnew, and m〈new q| and m〈new p| with
complex eigenvalues q and p, so that we can deal with complex q and p obtained
1A similar inner product was studied also in Ref. [21].
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at the saddle point. Introducing a philosophy to keep the analyticity in parameter
variables of FPI and defining a modified set of complex conjugate, real and imagi-
nary parts, hermitian conjugates and bras, we have explicitly constructed them for
complex q and p by squeezing the coherent states of harmonic oscillators. In addi-
tion, extending the study of Ref. [20] to the complex coordinate formalism, we have
investigated a system defined by a diagonalizable non-hermitian bounded Hamilto-
nian, and shown that a hermitian Hamiltonian is effectively obtained after a long
time development also in the complex coordinate formalism.
In addition, as other works related to complex saddle point paths, in Refs. [40]
and [41] the complete set of solutions of the differential equations following from the
Schwinger action principle has been obtained by generalizing the path integral to
include sums over various inequivalent contours of integration in the complex plane.
In Ref. [42] complex Langevin equations have been studied. In Refs. [43] and [44] a
method to examine the complexified solution set has been investigated.
The CAT has been studied intensively as mentioned above, but there remain
many things to be studied. For instance, in the above studies it has been supposed
and taken as a matter of course that the momentum and Hamiltonian in the CAT
have the same forms as those in the RAT, and it has not been examined explicitly
so far. In the RAT, we first write the lagrangian L(q, q˙) in terms of a coordinate
q and its time derivative q˙, and then define the momentum p by the relation p =
∂L
∂q˙
. Next, we define the Hamiltonian H(q, p) via the Legendre transformation as
H(q, p) = pq˙ − L(q, q˙). By replacing q and p with their corresponding operators in
the classical Hamiltonian H , we obtain the quantum Hamiltonian. This is a well-
known story in the RAT, but what happens in the CAT? Once we allow the action
to be complex, various quantities known in the RAT can drastically change, and we
can encounter various exotic situations. Hence we have to be careful about them.
Indeed, the momentum relation p = ∂L
∂q˙
in the CAT is not so trivial. We write
q˙(t) as q(t+dt)−q(t)
dt
. If we quantum mechanically have in mind that our formalism
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corresponds to the deformation of the contour of originally real q and p, then using
functional integral FPI and imagining to choose the q(t)-integrals along the real
axis we would intuitively think that both q(t) and q(t + dt) could be chosen real
and thus q˙ would be real. This is seemingly a discrepancy for the equation p = mq˙
with m complex, and also for its naive operator interpretation by expecting that
the operators corresponding to these dynamical variables are still hermitian. In fact
this seeming discrepancy partly motivated us to construct the complex coordinate
formalism in Ref. [39]. It is the main subject of the present paper to formulate in
such a way that we can quantum mechanically assign at least some meaning to the
relation p = ∂L
∂q˙
. Normally in quantum mechanics q(t + dt) has no definite value.
Rather in FPI the system at time t + dt is given in a superposition of essentially
all q(t + dt)-values. To see whether the momentum relation holds in the CAT or
not, we analyze it explicitly by writing it in the form of the operator acting on
appropriate states with a number ξ put as replacement for q(t+ dt). See Eq.(3.78).
We shall show in this paper that the relation p = ∂L
∂q˙
is true in the classical sense
along the time development of the saddle points in the integral dqt in Dq. Indeed
we put forward this saddle point interpretation of p = ∂L
∂q˙
as Eq.(4.146). Since with
complex mass m the saddle point or classical path will typically be complex, there
is nothing strange in p = ∂L
∂q˙
of Eq.(4.146) conceived as a saddle point relation.
From the above point of view, in this paper we explicitly examine how the mo-
mentum and Hamiltonian are defined in the CAT based on the complex coordinate
formalism of Ref. [39]. We replace hermitian operators of coordinate and momentum
qˆ and pˆ and their eigenstates 〈q| and 〈p| with non-hermitian operators qˆnew and pˆnew,
and m〈new q| and m〈new p| with complex eigenvalues q and p, and utilize the new de-
vices such as a modified set of complex conjugate, hermitian conjugates and bras to
realize the philosophy of keeping the analyticity in parameter variables of FPI. In the
usual way of deriving and understanding the functional integral, a functional integral
corresponding to finite time interval – say [ti, tf ] – with endpoints fixed to specific
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q(ti) and q(tf ) values is expressed as 〈q(tf)|e−iH(tf−ti)|q(ti)〉 =
∫∞
−∞ e
− i
~
∫ tf
ti
LdtDq,
where Dq is a priori taken over real qt’s. We claim that this interpretation is possi-
ble even for complex q(tf ) and q(ti) by following the formalism of Ref. [39]. We can
deform formally the infinitely many contours as long as the action S is an analytical
function of all the qt’s. In this way going to complex contours only with restriction
to go from −∞ to∞ is rather trivial. We, however, stress that after the deformation
of the contour – in a different way for each moment t – the contours still start at
−∞ and ends at +∞, but in between of course they are usually complex. That
is to say, appropriate contours are chosen at each time t. The present paper has
also a role of showing an explicit application of the formalism of Ref. [39]. Starting
from the Lagrangian L in FPI, we derive the momentum relation by considering
an eigenvalue problem of the momentum operator, which includes a parameter ξ.
We attempt to split up a wave function 〈q(t)|ψ〉 into various ξ-components, and
investigate the time-development of the ξ-parametrized wave function in FPI. This
study elucidates that the momentum in the CAT has the same form as that in the
RAT. In addition we also derive the Hamiltonian H and Schro¨dinger equation in
FPI starting from the Lagrangian L in the CAT. Next in an opposite way we try
to check whether we can reproduce the Lagrangian starting from the Hamiltonian,
and show that the Lagrangian is derived from the Hamiltonian. This result confirms
that the Hamiltonian in the CAT has the same form as that in the RAT. It leads us
to the momentum relation again via the saddle point for p. We also give the third
derivation of the momentum relation via the saddle point for q.
This paper is organized as follows. In section 2 we briefly review the complex co-
ordinate formalism of Ref. [39]. Introducing the philosophy of keeping the analyticity
in parameter variables of FPI and the new devices to realize it such as a modified set
of bra, complex conjugates, hermitian conjugate and hermiticity, we construct non-
hermitian operators of coordinate and momentum qˆnew and pˆnew, and the hermitian
conjugates of their eigenstates |q〉new and |p〉new with complex eigenvalues q and p.
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In section 3 we derive the momentum relation by solving an eigenvalue problem of
the momentum operator and considering the time-development of the wave func-
tion solution in FPI. We also derive the free Hamiltonian and Schro¨dinger equation
starting from the free Lagrangian in FPI. Next starting from the Lagrangian with a
potential term in FPI, we derive the momentum relation, Schro¨dinger equation, and
Hamiltonian with the potential term. In section 4 oppositely by using the Hamil-
tonian H and Schro¨dinger equation we derive the Lagrangian L in FPI. Also, we
again obtain the momentum relation via the saddle point for p. This study reveals
that the momentum and Hamiltonian in the CAT have the same forms as those in
the RAT. Section 5 is devoted to conclusion and outlook. In appendix A we explain
the third derivation of the momentum relation via the saddle point for q.
2 A brief review of the complex coordinate for-
malism
In Ref. [39] we have proposed the replacement of hermitian operators of coordinate
and momentum qˆ and pˆ and their eigenstates 〈q| and 〈p| with non-hermitian opera-
tors qˆnew and pˆnew, and m〈new q| and m〈new p| with complex eigenvalues q and p, so
that we can deal with complex q and p obtained at the saddle point. Introducing
the philosophy of keeping the analyticity in parameter variables of FPI, we have
defined the new devices such as a modified set of complex conjugate, real and imag-
inary parts, hermitian conjugates and bras, by means of which we have explicitly
constructed qˆnew, pˆnew, and the hermitian conjugates of their eigenstates |q〉new and
|p〉new with complex q and p by utilizing the coherent states of harmonic oscillators.
In this section we briefly review the complex coordinate formalism of Ref. [39]. We
begin with the delta function of a complex parameter.
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2.1 The delta function
In quantum mechanics the delta function is one of essential tools in a theory which
has orthonormal bases with continuous parameters, and the parameters are usually
real in the RAT. On the other hand, parameters in the CAT can be complex in
general, so we need to define the delta function of complex parameters. The delta
function for real q is represented as
δ(q) =
1
2π
∫ ∞
−∞
eikqdk, (2.1)
where k is real. We assume that k is also complex but asymptotic value of k is real.
In this case we can take an arbitrary path running from −∞ to ∞ in the complex
plane. We call such a path C and define δc(q) for complex q by
δc(q) ≡ lim
ǫ→+0
δǫc(q), (2.2)
where
δǫc(q) ≡
1
2π
∫
C
eikq−ǫk
2
dk
=
√
1
4πǫ
e−
q2
4ǫ . (2.3)
In the first line of Eq.(2.3) we have introduced a finite small positive real number ǫ,
and in the second equality we have assumed that |k| goes larger than 1√
ǫ
. Eq.(2.3)
is convergent for complex q such that
(Re(q))2 > (Im(q))2 , (2.4)
Since for any analytical test function f(q)2 the path C of the integral
∫
C
f(q)e−
q2
4ǫ dq
is independent of finite ǫ, this δc(q) satisfies for any f(q)∫
C
f(q)δc(q)dq = f(0), (2.5)
2Due to the Liouville theorem if f is a bounded entire function, f is constant. So we are
considering as f an unbounded entire function or a function which is not entire but is holomorphic
at least in the region on which the path runs.
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as long as we choose a path such that at any q its tangent line and a horizontal line
form an angle θ whose absolute value is within π
4
to satisfy the inequality (2.4). An
example of permitted paths is shown in fig.1, and the domain of the delta function
Figure 1: An example of permitted paths
is drawn in fig.2. At the origin δc(q) is divergent. In the domain except for the
origin, which is painted with inclined lines, δc(q) takes a vanishing value, while in
the blank region the delta function is oscillating and divergent. It is well-defined for
q such that the condition (2.4) is satisfied.
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Figure 2: Domain of the delta function
2.2 The philosophy and the new devices to handle complex
parameters
To circumvent some difficulties due to the naive extension of q to complex numbers,
which are explained in Ref. [39], we introduce a philosophy of keeping the analyticity
in parameter variables of FPI. If we keep the analyticity in parameter variables of
FPI, then we can deform a path, along which the integration is performed. To realize
this philosophy we define a modified set of complex conjugate, hermitian conjugates
and bras in this subsection.
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2.2.1 Modified complex conjugate ∗{}
We define a modified complex conjugate for a function of n-parameters f({ai}i=1,...,n)
by
f({ai}i=1,...,n)∗{ai|i∈A} = f ∗({ai}i∈A, {a∗i }i 6∈A), (2.6)
where A denotes the set of indices attached with the parameters in which we keep
the analyticity, and on the right-hand side ∗ on f acts on the coefficients included
in f . This is in contrast to a usual complex conjugate defined by
f({ai}i=1,...,n)∗ = f ∗({a∗i }i=1,...,n). (2.7)
We show a set of examples of the complex conjugates ∗, ∗q, ∗p and ∗q,p on a function
f(q, p) = aq2 + bp2 as follows,
f(q, p)∗ = f ∗(q∗, p∗) = a∗(q∗)2 + b∗(p∗)2, (2.8)
f(q, p)∗q = f ∗(q, p∗) = a∗q2 + b∗(p∗)2, (2.9)
f(q, p)∗p = f ∗(q∗, p) = a∗(q∗)2 + b∗p2, (2.10)
f(q, p)∗q,p = f ∗(q, p) = a∗q2 + b∗p2, (2.11)
where in the first, second, third and fourth relations the analyticity is kept in no
parameters, q, p and both q and p, respectively. For simplicity we express the
modified complex conjugate as ∗{}.
2.2.2 Modified bras m〈 | and {}〈 |, and modified hermitian conjugate †{}
For some state |λ〉 with some complex parameter λ, we define a modified bra m〈λ|
by
m〈λ| = 〈λ∗|. (2.12)
The modified bra is analytically extended bra with regard to the parameter λ. It
preserves the analyticity in λ. In the special case of λ being real it would become a
usual bra.
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Next we define a little bit generalized modified bra {}〈 | and a modified hermitian
conjugate †{} of a ket, where {} is a symbolical expression of a set of parameters in
which we keep the analyticity. We show some examples,
v〈u| = 〈u|, (2.13)
u,v〈u| = u〈u| = m〈u|, (2.14)
(|u〉)†v = (|u〉)† = 〈u|, (2.15)
(|u〉)†u,v = (|u〉)†u = m〈u|. (2.16)
We express the hermitian conjugate †{} of a ket symbolically as
(| 〉)†{} = {}〈 |. (2.17)
Also, we see that the hermitian conjugate †{} of a bra can be defined likewise. We
express it as
({}〈 |)†{} = | 〉. (2.18)
For |u〉, |v〉 and some operator A, we have the following relations,
〈u|A|v〉∗ = 〈v|A†|u〉, (2.19)
m〈u|A|v〉∗u = 〈v|A†|u〉, (2.20)
〈u|A|v〉∗v = m〈v|A†|u〉, (2.21)
m〈u|A|v〉∗u,v = m〈v|A†|u〉. (2.22)
In Eqs.(2.19)–(2.22) the analyticity is kept in no parameters, the parameter u, v,
and both u and v, respectively. We can choose one of the four options according
to which parameters we keep the analyticity in. We can express the four relations
simply as
{}〈u|A|v〉∗{} = {}〈v|A†|u〉. (2.23)
Various examples of the usage of the modified complex conjugate, modified bra and
modified hermitian conjugate are given in Ref. [39].
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2.3 Non-hermitian operators qˆnew and pˆnew, and the hermi-
tian conjugates of their eigenstates |q〉new and |p〉new
In this subsection following Ref. [39]. we summarize how we construct the non-
hermitian operators qˆnew and pˆnew, and their eigenstates m〈new q| and m〈new p| with
complex eigenvalues q and p, which satisfy the following relations,
m〈new q|qˆnew = m〈new q|q, (2.24)
m〈new p|pˆnew = m〈new p|p, (2.25)
[qˆnew, pˆnew] = i~, (2.26)
by utilizing coherent states of harmonic oscillators. Here m〈new q| and m〈new p| are
modified bras of |q〉new and |p〉new, so Eqs.(2.24) and (2.25) are equivalent to
qˆ†new|q〉new = q|q〉new, (2.27)
pˆ†new|p〉new = p|p〉new, (2.28)
respectively.
A coherent state parametrized with a complex parameter λ is defined up to a
normalization factor by
|λ〉coh ≡ eλa† |0〉
=
∞∑
n=0
λn√
n!
|n〉, (2.29)
and satisfies the relation
a|λ〉coh = λ|λ〉coh. (2.30)
In Eqs.(2.29) and (2.30) a and a† are annihilation and creation operators, which are
defined in terms of qˆ and pˆ by
a =
√
mω
2~
(
qˆ + i
pˆ
mω
)
, (2.31)
a† =
√
mω
2~
(
qˆ − i pˆ
mω
)
. (2.32)
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The eigenstates of qˆ and pˆ are |q〉 and |p〉 for real q and p respectively, and they
obey the following relations,
qˆ|q〉 = q|q〉, (2.33)
pˆ|p〉 = p|p〉, (2.34)
qˆ|p〉 = ~
i
∂
∂p
|p〉, (2.35)
pˆ|q〉 = i~ ∂
∂q
|q〉, (2.36)
〈q|p〉 = 1√
2π~
e
i
~
pq, (2.37)
[qˆ, pˆ] = i~. (2.38)
Substituting Eq.(2.31) for Eq.(2.30), we obtain
(
qˆ + i
pˆ
mω
)
|λ〉coh =
√
2~
mω
λ|λ〉coh. (2.39)
Next we consider another coherent state |λ′〉coh′ parametrized with a complex param-
eter λ′ of another harmonic oscillator defined with m′ and ω′. Since the annihilation
operator of the coherent state is given by replacing m and ω with m′ and ω′ in
Eq.(2.31),
a =
√
m′ω′
2~
(
qˆ + i
pˆ
m′ω′
)
, (2.40)
we obtain (
pˆ+
m′ω′
i
qˆ
)
|λ′〉coh′ = λ
′
i
√
2~m′ω′|λ′〉coh′. (2.41)
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Equations (2.39) and (2.41) inspire us to define qˆnew, pˆnew, |q〉new and |p〉new by
qˆnew ≡ 1√
1− m′ω′
mω
(
qˆ − i pˆ
mω
)
, (2.42)
pˆnew ≡ 1√
1− m′ω′
mω
(
pˆ− m
′ω′
i
qˆ
)
, (2.43)
|q〉new ≡
{
mω
4π~
(
1− m
′ω′
mω
)} 1
4
e
−mω
4~
(
1−m′ω′
mω
)
q2 |
√
mω
2~
(
1− m
′ω′
mω
)
q〉coh,
(2.44)
|p〉new ≡
(
1− m′ω′
mω
4π~m′ω′
) 1
4
e
− 1
4~m′ω′
(
1−m′ω′
mω
)
p2 |i
√
1
2~m′ω′
(
1− m
′ω′
mω
)
p〉coh′,
(2.45)
with the introduction of complex q and p as
q ≡ 1√
1− m′ω′
mω
√
2~
mω
λ, (2.46)
p ≡ λ
′
i
√
2~m′ω′
1− m′ω′
mω
. (2.47)
These expressions satisfy Eqs.(2.26)–(2.28), and |q〉new and |p〉new are normalized so
that they satisfy the following relations,
m〈new q′|q〉new = δǫ1c (q′ − q), (2.48)
m〈new p′|p〉new = δǫ′1c (p′ − p), (2.49)
where we have used the expression of Eq.(2.3), and ǫ1 and ǫ
′
1 are given by
ǫ1 =
~
mω
(
1− m′ω′
mω
) , (2.50)
ǫ′1 =
~m′ω′
1− m′ω′
mω
. (2.51)
For sufficiently largemω the tamed delta function in Eq.(2.48) converges for complex
q and q′ satisfying the condition like Eq.(2.4),
(Re(q − q′))2 > (Im(q − q′))2 . (2.52)
14
This condition is satisfied only when q and q′ are on the same path. Similarly, for
sufficiently small m′ω′ the tamed delta function in Eq.(2.49) converges for complex
p and p′ satisfying the following condition,
(Re(p− p′))2 > (Im(p− p′))2 . (2.53)
Thus for sufficiently large mω and small m′ω′ Eqs.(2.48) and (2.49) represent the
orthogonality relations for |q〉new and |p〉new.
In the following we take mω sufficiently large and m′ω′ sufficiently small. Then
we have the following relations for complex q and p,∫
C
dq|q〉new m〈newq| = 1, (2.54)∫
C
dp|p〉new m〈newp| = 1, (2.55)
pˆ†new|q〉new = i~
∂
∂q
|q〉new, (2.56)
qˆ†new|p〉new =
~
i
∂
∂p
|p〉new, (2.57)
m〈new q|p〉new = 1√
2π~
exp
[
i
~
pq
]
, (2.58)
〈p′|q〉new = 1√
2π~
exp
[
− i
~
p′q
]
for real p′, (2.59)
〈q′|p〉new = 1√
2π~
exp
[
i
~
q′p
]
for real q′, (2.60)
where Eqs.(2.54) and (2.55) represent the completeness relations for |q〉new and
|p〉new. Thus qˆnew, pˆnew, |q〉new and |p〉new with complex q and p obey the same
relations as qˆ, pˆ, |q〉 and |p〉 with real q and p satisfy.
For real q′ and p′ |q′〉new and |p′〉new become |q′〉 and |p′〉 respectively,
|q′〉new = |q′〉, (2.61)
|p′〉new = |p′〉. (2.62)
Also, qˆ†new and pˆ
†
new behave like hermitian operators qˆ and pˆ respectively for |q′〉 and
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|p′〉 with real q′ and p′,
qˆ†new|q′〉 = qˆ|q′〉, (2.63)
qˆ†new|p′〉 = qˆ|p′〉, (2.64)
pˆ†new|q′〉 = pˆ|q′〉, (2.65)
pˆ†new|p′〉 = pˆ|p′〉. (2.66)
Using |q〉new we define a wave function ψ(q) with complex q by
ψ(q) = m〈new q|ψ〉. (2.67)
When q is real, this wave function becomes a usual one
ψ(q) = 〈q|ψ〉. (2.68)
One might feel a bit uneasy about the above replacement of the a priori correct
operators qˆ and pˆ by qˆnew and pˆnew. It might help a tiny bit to accept qˆnew and pˆnew
to have in mind that operators smooth in qˆ and pˆ like qˆnew and pˆnew have generically
eigenvalues filling the whole complex plane, while hermitian operators like qˆ and
pˆ have eigenvalues only along a certain curve say on the real axis in the complex
plane. The consolation for our replacement is then that for our purpose of having
general contours running through eigenvalues we replaced the special operators qˆ and
pˆ by the more generic ones qˆnew and pˆnew. The philosophy should be that almost
any small disturbance would anyway bring qˆ and pˆ into operators of the generic
type with the whole complex plane as spectrum. The operators qˆnew and pˆnew are
just concrete examples of such tiny deformation. So we stress that the hermitian
operators as qˆ and pˆ are special by having their eigenvalue spectrum on a curve say
on the real axis in the complex plane rather than distributed all over it.
Had we clung to the believe in curve-spectra, it would have been embarassing for
our formalism that under Heisenberg time development one could have feared that
the curve spectra would be transformed into new curve-spectra which might not
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match at the free choice of contour from time to time in our scheme. Now, however,
as already stressed, if we use qˆnew and pˆnew, we have already from the beginning
gone over to operators having any complex numbers as eigenvalues. So arbitrary
deformation of the contour would a priori have no problem. Thus we claim that the
contours of integration can be chosen freely at each time t, so that there is no need
for any natural choice, which only has to run from −∞ to ∞.
In this section we have briefly reviewed the complex coordinate formalism of
Ref. [39]. See Ref. [39] for the detail of the formalism. For our convenience we show
the summary of the comparison of the RAT and the CAT in table 1. In the next
section we will study how the momentum and Hamiltonian are defined in the CAT
based on the complex coordinate formalism.
3 The derivation of the Hamiltonian and the mo-
mentum relation
In this section we study how the momentum and the Hamiltonian are defined in the
CAT. Before starting the explicit analysis we mention one of the general aspects of
the CAT.
3.1 A condition on the mass
As a simple case of the CAT we consider a non-relativistic particle with position q in
one dimension with a potential energy V (q), which can now be a complex function
of the real variable q at first. Also the mass m of this particle can be complex. The
Lagrangian is given by
L =
1
2
mq˙2 − V (q), (3.69)
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Table 1: Various quantities in the RAT and the CAT
the RAT the CAT
parameters q, p real, q, p complex
complex conjugate ∗ ∗{ }
hermitian conjugate † †{ }
delta function of q δ(q) defined for δc(q) defined for q s.t.
real q (Re(q))2 > (Im(q))2
bras of |q〉, |p〉 〈q| = (|q〉)†, m〈new q| = 〈new q∗| = (|q〉new)†q ,
〈p| = (|p〉)† m〈new p| = 〈new p∗| = (|p〉new)†p
completeness for
∫∞
−∞ |q〉〈q|dq = 1 ,
∫
C
|q〉new m〈new q|dq = 1 ,
|q〉 and |p〉 ∫∞−∞ |p〉〈p|dp = 1 ∫C |p〉new m〈new p|dp = 1
along real axis C: any path running from −∞ to∞
orthogonality for 〈q|q′〉 = δ(q − q′) , m〈new q|q′〉new = δc(q − q′) ,
|q〉 and |p〉 〈p|p′〉 = δ(p− p′) m〈new p|p′〉new = δc(p− p′)
basis of Fourier expan-
sion
〈q|p〉 = exp(ipq) m〈new q|p〉new = exp(ipq)
q representation of |ψ〉 ψ(q) = 〈q|ψ〉 ψ(q) = m〈new q|ψ〉
complex conjugate of
ψ(q)
〈q|ψ〉∗ = 〈ψ|q〉 m〈new q|ψ〉∗q = 〈ψ|q〉new
normalization of ψ(q)
∫∞
−∞ ψ(q)
∗ψ(q)dq = 1
∫
C
ψ(q)∗qψ(q)dq = 1
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and the functional integral takes the form∫
C
e
i
~
∫
L(q,q˙)dtDq
=
∫
C
exp
[
i
~
∑
t
{
1
2
m
(
qt+dt − qt
∆t
)2
− V (qt)
}
∆t
]
Πt
(
dqt
m
2πi~∆t
)
,
(3.70)
where discretizing the time direction we have written q˙ as
q˙ =
q(t+ dt)− q(t)
dt
, (3.71)
and introduced the notation qt and qt+dt for q(t) and q(t+ dt) as
qt ≡ q(t), (3.72)
qt+dt ≡ q(t+ dt). (3.73)
We regard qt and qt+dt as independent variables. We consider a theory such that
the asymptotic values of dynamical variables such as q or p are on the real axis.
The path C denotes a set of arbitrary paths running from −∞ to∞ in the complex
plane at each time t. Since this regularized expression is analytical in all the qt for all
different moments t, we can arbitrarily deform the contour for each qt independent
of each other, except for keeping some continuity in t.
In the Lagrangian, since dt is taken to be a small quantity in the denominator of
q˙, the kinetic term 1
2
mq˙2 tends to dominate over the potential term V (q). Therefore
a kind of restriction is needed for the kinetic term. In practice we impose on the
mass the condition
Re
(
i
~
m
2
)
< 0 ⇔ mI > 0, (3.74)
where mI is the imaginary part of m. Then we can prevent the kinetic term in
the integrand from blowing up for q˙ → ±∞ along real axis. We note that mI = 0
can be accommodated with this condition, since mI = 0 is obtained by taking an
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infinitesimally small limit of positive mI . Therefore in the following we impose on
m the condition
mI ≥ 0. (3.75)
This is the wanted condition for mI in order that FPI of the CAT is meaningful.
3.2 Our approach
We first consider the momentum. In classical mechanics of the RAT the momentum
is defined by the relation
p =
∂L
∂q˙
. (3.76)
Can we use Eq.(3.76) as the definition of the momentum also in the CAT? It is not
clear whether we can or not from a point of view of quantum mechanics because
it includes qt+dt, a quantity at time t + dt. The quantity qt+dt is somehow unclear
unless we define it properly including the fluctuation in the time-development from
a quantity at time t. Hence we attempt to describe qt+dt via FPI and derive the
relation (3.76) from FPI in the CAT. In FPI the time-development of some wave
function m〈new qt|ψ(t)〉 at time t to time t + dt is described by
m〈new qt+dt|ψ(t+ dt)〉 = 1
α
∫
C
e
i
~
∆tL(q,q˙)
m〈new qt|ψ(t)〉dqt, (3.77)
where 1
α
is a dt-dependent normalization factor. For the purpose to derive the
relation (3.76) we take the following approach. First we imagine that we have some
wave function m〈new qt|ξ〉 with some number ξ which obeys
m〈new qt|pˆnew|ξ〉 = ~
i
∂
∂qt
m〈new qt|ξ〉
=
∂L
∂q˙
(
qt,
ξ − qt
dt
)
m〈new qt|ξ〉. (3.78)
For fixed ξ Eq.(3.78) is a differential equation to be obeyed by m〈new qt|ξ〉. This
is an eigenvalue problem of the momentum operator. If the set {|ξ〉} could be
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an approximately reasonable basis which has at least roughly completeness and
orthogonality,
1 ≃
∫
C
dξ|ξ〉 m〈ξ|, (3.79)
m〈ξ|ξ′〉 ≃ δc(ξ − ξ′), (3.80)
we could expand the wave function m〈new qt|ψ(t)〉 into a linear combination of
m〈new qt|ξ〉 as
m〈new qt|ψ(t)〉 ≃
∫
C
dξ m〈new qt|ξ〉 m〈ξ|ψ(t)〉
=
∫
C
dξ m〈new qt|ψ(t)〉|ξ, (3.81)
where in the second equality for our convenience we have introduced the notation
m〈new qt|ψ(t)〉|ξ, which is the contributed part of m〈new qt|ψ(t)〉 from ξ-component.
By solving Eq.(3.78) and using the expansion (3.81) we attempt to show that
Eq.(3.77) would give
m〈new qt+dt|ψ(t+ dt)〉|ξ ∝ δc(qt+dt − ξ), (3.82)
because this relation means that only the component with ξ ≃ qt+dt contributes a
non-zero value to m〈new qt+dt|ψ(t+dt)〉. The relation (3.76) can be obtained by show-
ing Eq.(3.82). In the following we take this strategy, and calculate m〈new qt+dt|ψ(t+
dt)〉 explicitly. By expressing this quantity in terms of |ψ(t)〉 and looking at its time-
development operator, we can obtain the Hamiltonian and Schro¨dinger equation.
3.3 A general prescription of our approach
Before going ahead we mention that the above approach can be presented in a more
general prescription. Not only the momentum but also other operators including
the momentum can be dealt with as follows. We consider relations involving a wave
function and a parameter ξ going into the Lagrangian at place of qt+dt as Eq.(3.78).
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We are thus motivated to think about a family of ξ-parameterized operators A(ξ)
which operates on a wave function m〈new qt|ξ〉 to give a vanishing value as
A(ξ) m〈new qt|ξ〉 = 0. (3.83)
If |ξ〉 satisfies the following relation∫
C
dqte
i
~
Ldt
m〈new qt|ξ〉 ∝ δc(ξ − qt+dt), (3.84)
A(ξ) acting on m〈new qt|ξ〉 effectively projects out the ξ = qt+dt component. The
strategy explained in the previous subsection is an example of this general prescrip-
tion. Indeed if we take A(ξ) = ~
i
∂
∂qt
− ∂L
∂q˙
(
qt,
ξ−qt
dt
)
, which is the difference between
the two operators acting on both sides in Eq.(3.78), Eq.(3.78) is reproduced from
Eq.(3.83). For other purpose of studying the Hamiltonian, for example, A(ξ) could
be taken as A(ξ) = − ~2
2m
∂2
∂2qt
− 1
2m
(
∂L
∂q˙
(
qt,
ξ−qt
dt
))2
.
3.4 The wave function solution to the eigenvalue problem
Based on the approach explained in the foregoing subsections we shall solve the
eigenvalue problem of Eq.(3.78). Usually the Lagrangian L is written as L(q, q˙) =
T − V , where T is a kinetic term and V is a potential term. Taylor-expansion of
L(q, q˙) with regard to q˙ is written as
L(q, q˙) = L|q˙=0 + q˙ ∂L
∂q˙
∣∣∣∣
q˙=0
+
1
2
q˙2
∂2L
∂q˙2
∣∣∣∣
q˙=0
=
1
2
∂2L
∂q˙2
∣∣∣∣
q˙=0
1
(dt)2
q2t −
(
∂2L
∂q˙2
∣∣∣∣
q˙=0
qt+dt
(dt)2
+
∂L
∂q˙
∣∣∣∣
q˙=0
1
dt
)
qt +
1
2
∂2L
∂q˙2
∣∣∣∣
q˙=0
q2t+dt
(dt)2
+
∂L
∂q˙
∣∣∣∣
q˙=0
qt+dt
dt
+ L|q˙=0, (3.85)
where in the first equality we have assumed the normal Lagrangian such that ∂
3L
∂q˙3
= 0
and in the second equality we have used Eq.(3.71). We consider the case where T
is given by
T =
m
2
q˙2. (3.86)
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Then ∂L
∂q˙
(q, q˙) is written as
∂L
∂q˙
(q, q˙) = mq˙ =
m(qt+dt − qt)
∆t
, (3.87)
so we have
∂L
∂q˙
(
qt,
ξ − qt
dt
)
=
m(ξ − qt)
∆t
. (3.88)
Substituting Eq.(3.88) for Eq.(3.78), we find that the solution of Eq.(3.78) is given
by
m〈new qt|ξ〉 = CA exp
[−C1(qt − ξ)2]
= CAψ˜ξ(qt), (3.89)
where
C1 =
im
2~∆t
(3.90)
and CA is a normalization factor. Here we note that the above wave function is
normalizable for mI ≤ 0, but not for mI > 0. Namely the wave function diverges
except for mI = 0 case when the condition (3.75), which is generally required for
convergence of the CAT, is satisfied. It means that the wave function destined
to make qt+dt be ξ by being a solution to Eq.(3.78) is not a good wave function,
but rather a non-normalizable one. However, we think that it would not make a
big problem because if we consider a test function which converges sufficiently, the
product of the wave function and the test function in an integrand can converge.
We will come back to this point later.
Next we explain how we normalize the wave function m〈qt|ξ〉. Since we have the
following relation,∫
C
ψ˜ξ′(qt)
∗qt,ξ′ ψ˜ξ(qt)dqt
=
∫
C
ψ˜ξ′∗(q
∗
t )
∗ψ˜ξ(qt)dqt
=
∫
C
dqt exp
[
−i(m−m
∗)
2~∆t
q2t +
i(mξ −m∗ξ′)
~∆t
qt − i(mξ
2 −m∗ξ′2)
2~∆t
]
, (3.91)
we calculate the normalization factor according to whether m is real or not.
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3.4.1 In the case of real m
In the case of real m, namely m∗ = m, we have∫
C
ψ˜ξ′(qt)
∗qt,ξ′ ψ˜ξ(qt)dqt =
∫
C
exp
[
im(ξ − ξ′)
~∆t
qt − im(ξ
2 − ξ′2)
2~∆t
]
dqt
=
2π~∆t
m
δc(ξ
′ − ξ) exp
[
−im(ξ
2 − ξ′2)
2~∆t
]
=
2π~∆t
m
δc(ξ
′ − ξ), (3.92)
where δc(ξ
′− ξ) is well-defined for ξ and ξ′ such that {Re(ξ′ − ξ)}2 > {Im(ξ′ − ξ)}2.
Therefore we can normalize the wave function by choosing CA as
CA =
√
m
2π~∆t
. (3.93)
Thus we have∫
C
(m〈new qt|ξ′〉)∗qt,ξ′m〈new qt|ξ〉dqt =
∫
C
m〈ξ′|qt〉new m〈new qt|ξ〉dqt
= δc(ξ
′ − ξ), (3.94)
and we can show∫
C
(m〈new q′t|ξ〉)∗qt,ξ′m〈new qt|ξ〉dξ =
∫
C
m〈ξ|q′t〉new m〈new qt|ξ〉dξ
= δc(q
′
t − qt). (3.95)
From Eqs.(3.94) and (3.95) we obtain
m〈ξ′|ξ〉 = δc(ξ′ − ξ), (3.96)∫
C
|ξ〉 m〈ξ|dξ = 1. (3.97)
Therefore we see that in the case of real m |ξ〉 has both of the completeness and
orthogonority, and thus m〈new qt|ξ〉 can work as a basis.
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3.4.2 In the case of complex m
In the case of m∗ 6= m, we have∫
C
ψ˜ξ′(qt)
∗qt,ξ′ ψ˜ξ(qt)dqt
=
∫
C
dqt exp
[
−i(m−m
∗)
2~∆t
{
qt − mξ −m
∗ξ′
m−m∗
}2
+
i|m|2(ξ − ξ′)2
2~∆t(m−m∗)
]
.
(3.98)
We note that the integral is divergent formI > 0, so we cannot perform the Gaussian
integral and normalize the wave function for mI > 0. To improve this situation we
propose to introduce another special state |anti ξ〉 such that we can have both of
the completeness and orthogonality. First we try to find a dual basis, a set m〈anti ξ|
such that ∫
C
|ξ〉 m〈anti ξ|dξ = 1, (3.99)
which is rewritten as∫
C
m〈new q|ξ〉 m〈anti ξ|q′〉new dξ = δc(q − q′). (3.100)
From the expression of m〈new qt|ξ〉 in Eq.(3.89), we consider the following form of
m〈anti ξ|q′t〉new,
m〈anti ξ|q′t〉new = C∗B exp
[
C1(q
′
t − ξ)2
]
, (3.101)
from which we have
m〈new q′t|anti ξ〉 = (m〈anti ξ|q′t〉new)∗q′t,ξ
= CB exp
[
C∗1 (q
′
t − ξ)2
]
. (3.102)
Since C∗1 is written as
C∗1 = −
im∗
2~∆t
, (3.103)
m〈new q′t|anti ξ〉 is normalizable for mI > 0. Substituting Eqs.(3.89) and (3.101) for
Eq.(3.100), we obtain
C∗BCA =
m
2π~∆t
. (3.104)
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Then we can also show∫
C
m〈new qt|ξ′〉 m〈anti ξ|qt〉new dqt = δc(ξ − ξ′). (3.105)
In Eq.(3.104) we have ambiguity or freedom to distribute normalization factor
between m〈anti ξ| and |ξ〉, so no unique normalization is required. However, if we
choose CA and CB as
CA =
√
m
2π~∆t
, (3.106)
CB =
√
m∗
2π~∆t
, (3.107)
then the wave functions of Eqs.(3.89) and (3.102) are explicitly written as
m〈new qt|ξ〉 =
√
m
2π~∆t
exp
[−C1(qt − ξ)2] , (3.108)
m〈new qt|anti ξ〉 =
√
m∗
2π~∆t
exp
[
C∗1 (qt − ξ)2
]
, (3.109)
and we note that with the choice of Eqs.(3.106) and (3.107) m〈anti ξ| corresponds to
m〈ξ| when we take m real. Therefore the normalization of Eqs.(3.106) and (3.107)
seems to be a natural choice.
From the above consideration we can say that in the case of complex m we
have both of the orthogonality and completeness relation for |ξ〉 by introducing
m〈anti ξ|, and thus m〈new qt|ξ〉 can roughly work as a basis. Due to the introduction
of m〈anti ξ|, Eq.(3.81) is replaced with
m〈new qt|ψ(t)〉 ≃
∫
C
dξ m〈new qt|ξ〉 m〈anti ξ|ψ(t)〉
=
∫
C
dξ m〈new qt|ψ(t)〉|ξ. (3.110)
This replacement is applied not only in the complex m case but also in the real m
case since m〈anti ξ| corresponds to m〈ξ| in the latter case as mentioned above.
26
3.5 Explicit estimation
In the previous subsection we have obtained the explicit form of m〈new qt|ξ〉, which
is the solution to the eigenvalue problem of Eq.(3.78), and showed that |ξ〉 has both
of the orthogonality and completeness relation. We are thus prepared to calculate
m〈new qt+dt|ψ(t + dt)〉 = 1α
∫
C
e
i
~
∆tL(qt,q˙t)
m〈new qt|ψ(t)〉dqt explicitly. Substituting
Eqs.(3.85), (3.89) and (3.110) for Eq.(3.77), we have
m〈new qt+dt|ψ(t+ dt)〉|ξ
=
1
α
∫
C
e
i
~
∆tL(qt,q˙t)
m〈new qt|ψ(t)〉|ξdqt
=
CA
α
m〈anti ξ|ψ(t)〉
∫
C
exp
[
i
2~dt
(
∂2L
∂q˙2
∣∣∣∣
q˙=0
−m
)
q2t −
i
~
(
1
dt
∂2L
∂q˙2
∣∣∣∣
q˙=0
qt+dt
+
∂L
∂q˙
∣∣∣∣
q˙=0
− mξ
dt
)
qt +
i
2~
∂2L
∂q˙2
∣∣∣∣
q˙=0
q2t+dt
dt
+
i
~
∂L
∂q˙
∣∣∣∣
q˙=0
qt+dt +
i
~
L|q˙=0dt− im
2~∆t
ξ2
]
dqt.
(3.111)
We shall evaluate Eq.(3.111) first in the free case, and next in the potential case.
3.5.1 Free case
First we consider the free case, V = 0. In this case, since each component of the
Taylor-expanded L in Eq.(3.85) is given by
L(q = q, q˙ = 0) = −V = 0, (3.112)
∂L
∂q˙
∣∣∣∣
q˙=0
= mq˙|q˙=0 = 0, (3.113)
∂2L
∂q˙2
∣∣∣∣
q˙=0
= m, (3.114)
Eq.(3.111) is calculated as
m〈new qt+dt|ψ(t+ dt)〉|ξ
=
CA
α
m〈anti ξ|ψ(t)〉
∫
C
exp
[
− i
~
m
dt
(qt+dt − ξ)qt + im
2~
q2t+dt
dt
− im
2~∆t
ξ2
]
dqt
=
CA
α
m〈anti ξ|ψ(t)〉2π~δc(ξ − qt+dt)dt
m
exp
[
im
2~dt
(q2t+dt − ξ2)
]
. (3.115)
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The above result means that
m〈new qt+dt|ψ(t+ dt)〉|ξ ∝ δc(qt+dt − ξ). (3.116)
Therefore unless ξ = qt+dt the value of m〈new qt+dt|ψ(t+dt)〉|ξ vanishes. I.e. only the
component with ξ = qt+dt contributes to the value of m〈new qt+dt|ψ(t + dt)〉. Thus
we have obtained the momentum relation of Eq.(3.76) from the FPI point of view.
Next we evaluate m〈new qt+dt|ψ(t+ dt)〉. This quantity is calculated as
m〈new qt+dt|ψ(t+ dt)〉
=
∫
C
dξ m〈new qt+dt|ψ(t+ dt)〉|ξ
=
CA
α
m〈anti ξ = qt+dt|ψ(t)〉2π~dt
m
=
1
α
2π~dt
m
CAC
∗
B
∫
C
dqt exp
[
im
2~∆t
(qt − qt+dt)2
]
m〈new qt|ψ(t)〉
≃ 1
α
√
2πi~∆t
m
{
m〈new qt+dt|ψ(t)〉 − i
~
(
− ~
2
2m
)
∆t
∂2
∂q2t+dt
m〈new qt+dt|ψ(t)〉
}
≃ 1
α
√
2πi~∆t
m
m〈new qt+dt| exp
[
− i
~
Hˆ0∆t
]
|ψ(t)〉, (3.117)
where in the third equality we have inserted
1 =
∫
C
dqt|qt〉new m〈new qt|, (3.118)
and used the following expression,
m〈anti ξ = qt+dt|qt〉new = m〈new qt|anti ξ = qt+dt〉∗qt,qt+dt
=
(
CB exp
[
− im
∗
2~∆t
(qt − qt+dt)2
])∗qt,qt+dt
= C∗B exp
[
im
2~∆t
(qt − qt+dt)2
]
. (3.119)
In the fourth equality of Eq.(3.117), noting that the exponential converges for mI ≥
0, we have used the following relation√
α
π
exp
[−α(x− β)2] ≃ δc(x− β) + 1
4α
∂2
∂x2
δc(x− β) + · · · , (3.120)
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which stands for large positive Reα, and integrated them out with regard to qt. In
the last expression Hˆ0 is given by
Hˆ0 =
1
2m
pˆ2new. (3.121)
Here we take α =
√
2πi~dt
m
so that both sides of Eq.(3.117) correspond to each
other in the vanishing limit of dt. Equations (3.117) and (3.121) show that we have
obtained the Hamiltonian Hˆ0 from the Lagrangian L via the FPI point of view in
the free case. In addition, Eq.(3.117) is reduced to |ψ(t+dt)〉 = e− i~ Hˆ0dt|ψ(t)〉. Thus
we have derived the Schro¨dinger equation.
3.5.2 The potential case
Next we study the case where the Lagrangian includes the potential V , which we
express as
V =
∑
n=2
bnq
n. (3.122)
In this case since each component of the Taylor-expanded L in Eq.(3.85) is given by
L|q˙=0 = −V = −
∑
n=2
bnq
n, (3.123)
∂L
∂q˙
∣∣∣∣
q˙=0
= mq˙|q˙=0 = 0, (3.124)
∂2L
∂q˙2
∣∣∣∣
q˙=0
= m, (3.125)
Eq.(3.111) is calculated as
m〈new qt+dt|ψ(t+ dt)〉|ξ
=
CA
α
m〈anti ξ|ψ(t)〉
∫
C
dqt exp
[
− i
~
∑
n=2
bnq
n
t dt−
i
~
m
dt
(qt+dt − ξ)qt + im
2~
q2t+dt
dt
− im
2~∆t
ξ2
]
=
CA
α
m〈anti ξ|ψ(t)〉
∫
C
exp
[
i
~
(ξ − qt+dt)m
dt
qt
]
dqt exp
[
im
2~dt
(q2t+dt − ξ2)
]
− i
~
dt
CA
α
m〈anti ξ|ψ(t)〉
∫
C
∑
n=2
bnq
n
t exp
[
i
~
(ξ − qt+dt)m
dt
qt
]
dqt exp
[
im
2~dt
(q2t+dt − ξ2)
]
.
(3.126)
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In the last expression we note that the first line is the same as Eq.(3.115), and for
the second line we shall use the following relation,∫
C
exp
[
i
~
(ξ − qt+dt)qt
]
m
dt
qnt dqt =
(
~dt
m
)n+1
(−i)n2π∂
nδc(ξ − qt+dt)
∂(ξ − qt+dt)n . (3.127)
Then Eq.(3.126) is expressed as
m〈new qt+dt|ψ(t+ dt)〉|ξ
=
CA
α
m〈anti ξ|ψ(t)〉2π~δc(ξ − qt+dt)dt
m
exp
[
im
2~dt
(q2t+dt − ξ2)
]
−CA
α
m〈anti ξ|ψ(t)〉
×
∑
n=2
(
~dt
m
)n+1
(−i)n2π idt
~
bn exp
[
im
2~dt
(q2t+dt − ξ2)
]
∂nδc(ξ − qt+dt)
∂ξn
.
(3.128)
This result shows that m〈new qt+dt|ψ(t + dt)〉|ξ is equal to the linear combination
of δc(qt+dt − ξ) and its derivative. Therefore, as shown in the free case, only the
component with ξ = qt+dt contributes to the value of m〈new qt+dt|ψ(t + dt)〉. We
have thus obtained the momentum relation of Eq.(3.76) in the potential case from
the FPI point of view.
Next we calculate m〈new qt+dt|ψ(t+dt)〉 by integrating out Eq.(3.128) with regard
to ξ. We have already seen that the integration of the first line of Eq.(3.128) with
regard to ξ gives the last expression of Eq.(3.117). The integration of the second
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line of Eq.(3.128) gives∫
C
dξ [m〈new qt+dt|ψ(t+ dt)〉|ξ]potential part
= −CA
α
∫
C
dξ m〈anti ξ|ψ(t)〉
∑
n=2
(
~dt
m
)n+1
(−i)n2π idt
~
×bn exp
[
im
2~dt
(q2t+dt − ξ2)
]
∂nδc(ξ − qt+dt)
∂ξn
= −CA
α
C∗B
idt
~
2π
∑
n=2
in
(
~dt
m
)n+1
bn
×
∫
C
dqt exp
[
im
2~dt
(q2t + q
2
t+dt)
]
m〈new qt|ψ(t)〉
∫
C
dξδc(ξ − qt+dt) ∂
n
∂ξn
exp
[−imqt
~dt
ξ
]
= − 1
α
idt
~
∑
n=2
bn
∫
C
dqtq
n
t exp
[
im
2~dt
(qt − qt+dt)2
]
m〈new qt|ψ(t)〉
≃ −idt
~
m〈new qt+dt|V (qˆnew)|ψ(t)〉, (3.129)
where in the last relation we have used the following relation,∫
C
qnt exp
[−A(qt − qc)2] dqt ≃
√
π
A
qnc , (3.130)
which stands for large positive ReA.
From Eqs.(3.117), (3.128) and (3.129) we obtain the following result,
m〈new qt+dt|ψ(t+ dt)〉 =
∫
C
dξ m〈new qt+dt|ψ(t+ dt)〉|ξ
≃ m〈new qt+dt| exp
[
− i
~
Hˆdt
]
|ψ(t)〉, (3.131)
where Hˆ is given by
Hˆ = Hˆ0 + V (qˆnew). (3.132)
Therefore also in the potential case we have obtained the Hamiltonian H from
the Lagrangian L via FPI. In addition, Eq.(3.131) is reduced to |ψ(t + dt)〉 =
e−
i
~
Hˆdt|ψ(t)〉. Thus we have derived the Schro¨dinger equation.
In this section we have derived the momentum relation of Eq.(3.76), Hamiltonian,
and Schro¨dinger equation via FPI starting from the Lagrangian. Such a derivation of
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the Schro¨dinger equation is well known in the RAT [46]. The analysis of this section
has identified the definitions of the momentum and Hamiltonian in the CAT, and we
have seen that they have the same forms as in the RAT. In the next section we make
an analysis in the opposite way. We shall attempt to derive the Lagrangian starting
from the Hamiltonian in FPI. In the analysis we shall find again the momentum
relation of Eq.(3.76).
4 The derivation of the Lagrangian and the mo-
mentum relation
In this section starting from the Hamiltonian which we obtained in the previous
section, we shall derive a Lagrangian and see that it coincides with the Lagrangian
from which we started in the previous section. This study can be performed as done
in the RAT [45, 46], except for the use of the newly introduced devices such as a
modified bra. In addition we shall obtain the momentum relation of Eq.(3.76) in a
different way from the previous section.
We start from the following Hamiltonian
Hˆ(pˆnew, qˆnew) =
pˆ2new
2m
+ V (qˆnew), (4.133)
which we obtained in the previous section. The transition amplitude from an initial
state |i〉 at time ti to a final state |f〉 at time tf is written as
〈f |e− i~ Hˆ(tf−ti)|i〉
=
∫
C
dq1 · · ·dqN 〈f |qN〉new m〈new qN |e− i~ Hˆ∆t|qN−1〉new m〈new qN−1| · · · |q2〉new
× m〈new q2|e− i~ Hˆ∆t|q1〉new m〈new q1|i〉, (4.134)
where we have divided the time interval tf − ti into N − 1 pieces whose interval is
∆t =
tf − ti
N − 1 . (4.135)
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Using this ∆t, we define q˙j as
q˙j ≡ qj+1 − qj
∆t
. (4.136)
To evaluate Eq.(4.134) we calculate m〈new qj+1|e− i~ Hˆ∆t|qj〉new considering the
coordinate ordering implicitly as in the RAT as follows,
m〈new qj+1|e− i~ Hˆ(pˆnew ,qˆnew)∆t|qj〉new
=
∫
C
dpje
− i
~
H(pj ,qj)∆t
m〈new qj+1|pj〉new m〈new pj |qj〉new
=
∫
C
dpj
2π~
exp
[
i
~
∆tL(pj , qj, q˙j)
]
, (4.137)
where we have used Eq.(4.136) and the following relations,∫
C
|pj〉new m〈new pj |dpj = 1, (4.138)
m〈new qj+1|pj〉new = 1√
2π~
exp
[
i
~
pjqj+1
]
, (4.139)
m〈new pj|qj〉new = 1√
2π~
exp
[
− i
~
pjqj
]
. (4.140)
In the last line of Eq.(4.137) L(pj , qj , q˙j) is given by
L(pj , qj, q˙j) = pj q˙j −H(pj, qj)
= pj q˙j −
p2j
2m
− V (qj). (4.141)
By substituting Eq.(4.137) for Eq.(4.134) 〈f |e− i~ Hˆ(tf−ti)|i〉 is calculated as
〈f |e− i~ Hˆ(tf−ti)|i〉
=
∫
C
dp1
2π~
· · · dpN−1
2π~
dq1 · · ·dqN 〈f |qN〉new m〈new q1|i〉 exp
[
i
~
N−1∑
j=1
∆tL(pj , qj, q˙j)
]
=
∫
C
DpDq ψf (qf )∗qfψi(qi) exp
[
i
~
∫ tf
ti
dtL(p, q, q˙)
]
, (4.142)
where in the second equality we have introduced qi = q1 and qf = qN . Also, we have
taken the large N limit and introduced Dq and Dp by
Dq = lim
N→∞
dq1 · · · dqN , (4.143)
Dp = lim
N→∞
dp1
2π~
· · · dpN−1
2π~
. (4.144)
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The integral with regard to pj is performed as follows,∫
C
dpj
2π~
exp
[
i
~
∆tL(pj , qj, q˙j)
]
=
∫
C
dpj
2π~
exp
[
i
~
∆t
{
− 1
2m
(pj −mq˙j)2 + 1
2
mq˙j
2 − V (qj)
}]
=
√
m
2πi~∆t
exp
[
i
~
∆tL(q˙j , qj)
]
, (4.145)
where in the last equality based on the condition (3.75) we have performed the
Gaussian integral around the saddle point for pj,
pj = mq˙j , (4.146)
and in the last expression L(q˙j , qj) is given by
L(q˙j , qj) =
1
2
mq˙j
2 − V (qj). (4.147)
From Eqs.(4.146) and (4.147) we obtain the momentum relation (3.76). Thus we
have obtained
〈f |e− i~ Hˆ(tf−ti)|i〉 =
∫
C
D¯q ψf (qf )∗qfψi(qi) exp
[
i
~
∫ tf
ti
dtL(q˙, q)
]
, (4.148)
where
D¯q = lim
N→∞
( m
2πi~ǫ
)N−1
2
dq1 · · · dqN . (4.149)
In this section we have derived the Lagrangian (4.147) starting from the Hamil-
tonian, and have seen that the Lagrangian has the same form as that in the previous
section. We have thus confirmed that the Hamiltonian in the CAT has the same
form as that in the RAT, and justified the classical construction of the Hamiltonian
H = pq˙ − L via FPI. Also, we have obtained the momentum relation (3.76) via the
saddle point for p. This is the second derivation of the momentum relation, which
is different from that in the previous section. We present the third derivation of the
momentum relation in appendix A.
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Before ending this section, we discuss another possibility to define our Hamilto-
nian. The Hamiltonian H we have derived is not hermitian, so we can decompose
it as
H = Hh +Ha, (4.150)
where Hh and Ha are the hermitian and anti-hermitian part of H respectively, and
they are defined by
Hh =
H +H†
2
, (4.151)
Ha =
H −H†
2
. (4.152)
If we adopt Hh as our Hamiltonian, then we can define a unitary time-development
operator U = e−
i
~
Hht satisfying U †U = 1, while we have Hh 6= pq˙ − L. If we define
a hermitian Lagrangian Lh =
L+L†
2
, we obtain the relation Hh = pq˙ − Lh, which
has a similar form as a usual one. But using Lh means that we lose the complexity
of the action, so this does not match our motivation to study the effect of the
complex action. In addition, if H gives time-development, [Hh, H ] 6= 0. Hence
the option to use both of H and Hh does not seem to work well. Therefore we
adopt the Hamiltonian H as our Hamiltonian. In other words we prefer the relation
H = pq˙ − L to the hermiticity of the Hamiltonian.
5 Summary and outlook
In the complex action theory (CAT) even a coordinate q and a momentum p can be
complex in general. In Ref. [39], to handle the complex q and p, we have proposed the
replacement of hermitian operators of coordinate and momentum qˆ and pˆ and their
eigenstates 〈q| and 〈p| with non-hermitian operators qˆnew and pˆnew, and m〈new q|
and m〈new p| with complex eigenvalues q and p. We have introduced a philosophy
of keeping the analyticity in parameter variables of Feynman path integral (FPI),
and defined modified bras m〈 | and {}〈 |, a modified complex conjugate ∗{}, and
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a modified hermitian conjugate †{} to realize the philosophy, by means of which
we have explicitly constructed qˆnew, pˆnew, and the hermitian conjugates of their
eigenstates |q〉new and |p〉new by utilizing the coherent states of harmonic oscillators.
Here {} denotes a set of parameters which we keep the analyticity in. In this paper,
based on the complex coordinate formalism of Ref. [39], we have explicitly examined
how the momentum and Hamiltonian are defined in the CAT from the FPI point of
view.
In section 2 we have briefly reviewed the complex coordinate formalism of Ref. [39].
First we have explained that the delta function can be used also for complex param-
eters when it satisfies some condition, and introduced the new devices to realize the
philosophy of keeping the analyticity in parameter variables of FPI. The philosophy
allows us to deform the path of FPI. Then we have briefly shown the construction
of non-hermitian operators qˆnew and pˆnew, and the hermitian conjugates of their
eigenstates |q〉new and |p〉new with complex eigenvalues q and p by utilizing the co-
herent states of harmonic oscillators. In section 3 based on the philosophy and using
the new devices explained in section 2 we have described in FPI with a Lagrangian
the time development of a ξ-parametrized wave function, which is a solution to an
eigenvalue problem of a momentum operator. Solving the eigenvalue problem and
considering the time-development of the wave function solution in FPI we have de-
rived the momentum relation p = ∂L
∂q˙
. Furthermore we have also studied the form
of the Hamiltonian in the CAT. We have derived the Hamiltonian and Schro¨dinger
equation starting from the Lagrangian in FPI, first in a free theory case, and then
in a potential case. In section 4, oppositely starting from the Hamiltonian, we have
derived the Lagrangian in a potential case via FPI, and also the momentum relation
again via the saddle point for p. These explicit studies have confirmed that both of
the momentum and Hamiltonian in the CAT have the same forms as those in the
real action theory (RAT). In appendix A we have explained the third derivation of
the momentum relation via the saddle point for q.
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Now the momentum and Hamiltonian in the CAT have been identified clearly,
based on the complex coordinate formalism of Ref. [39]. As a next step what should
we study to develop the CAT? One direction is to study a future-included theory,
that is to say, a theory including not only a past time but also a future time as an
integration interval of time, which we have not considered in this paper, in the com-
plex coordinate formalism. It is interesting to study such a future-included theory
by considering a kind of wave function of universe including the future information,
which was discussed in Ref. [13]. In addition, it is also important to study an expec-
tation value in the CAT. We shall attempt to discuss how the expectation value is
defined in the CAT generally, and also clarify its relation to the modified hermiticity.
Furthermore, it is also intriguing to investigate in detail the possible misestimation
of the past state by extrapolating back in time with the hermitian Hamiltonian. As
pointed out in Ref. [20], the misestimation by a historian living in the late time can
occur in some fundamental theory which is described by a non-hermitian Hamilto-
nian. We will study them and report the progress in the future.
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A The third derivation of the momentum relation
In this section we give the third derivation of the momentum relation of Eq.(3.76).
Taking a momentum eigenstate
Ψp(q) = e
i
~
pq, (A.153)
where q and p are in general complex, we study the following path integral for an
infinitesimal time from t to t + dt,∫
C
Ψp′(qt+dt)
∗qt+dte
i
~
L(q,q˙)dtΨp(qt)dqtdqt+dt
=
∫
C
e−
i
~
(p′qt+dt−pqt−L(q,q˙)dt)dqtdqt+dt, (A.154)
where q˙ is given by Eq.(3.71). Then performing the Taylor-expansion of the La-
grangian L(q, q˙) around q˙ = 0 as in Eq.(3.85), we have∫
C
e−
i
~
(p′qt+dt−pqt−Ldt)dqtdqt+dt
=
∫
C
exp

 i
2~
∂2L
∂q˙2
∣∣∣∣
q˙=0
1
dt
(
qt −
{
qt+dt +
dt
∂2L
∂q˙2
∣∣
q˙=0
(
∂L
∂q˙
∣∣∣∣
q˙=0
− p
)})2
+
i
~
qt+dt(p− p′) + i
~
dtL− i
2~
dt
∂2L
∂q˙2
∣∣
q˙=0
(
∂L
∂q˙
∣∣∣∣
q˙=0
− p
)2 dqtdqt+dt,
(A.155)
where we note that the Gaussian function is very narrow like the delta function since
dt is assumed to be a very small quantity. The saddle point qt,saddle is given by
qt,saddle = qt+dt +
dt
∂2L
∂q˙2
∣∣
q˙=0
(
∂L
∂q˙
∣∣∣∣
q˙=0
− p
)
, (A.156)
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and we have the relation
q˙t,saddle =
qt+dt − qt,saddle
dt
= − 1
∂2L
∂q˙2
∣∣
q˙=0
(
∂L
∂q˙
∣∣∣∣
q˙=0
− p
)
= − 1
∂2L
∂q˙2
∣∣
q˙=0
(
∂L
∂q˙
− p
)
+ q˙t,saddle, (A.157)
where in the last equality we have used the Taylor-expansion of ∂L
∂q˙
(q, q˙),
∂L
∂q˙
(q, q˙) =
∂L
∂q˙
∣∣∣∣
q˙=0
+ q˙
∂2L
∂q˙2
∣∣∣∣
q˙=0
. (A.158)
From Eq.(A.157) we have thus derived the momentum relation of Eq.(3.76) by seeing
the dominant saddle point in q.
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