ABSTRACT: Laser scanners are increasingly used to create semantically rich 3D models of buildings for civil engineering applications such as planning renovations, space usage planning, and building maintenance. Currently these models are created manually -a time-consuming and error-prone process. This paper presents a method to automatically convert the raw 3D point data from a laser scanner positioned at multiple locations throughout a building into a compact, semantically rich model. Our algorithm is capable of identifying and modeling the main structural components of an indoor environment (walls, floors, ceilings, windows, and doorways) despite the presence of significant clutter and occlusion, which occur frequently in natural indoor environments. Our method begins by extracting planar patches from a voxelized version of the input point cloud. We use a conditional random field model to learn contextual relationships between patches and use this knowledge to automatically label patches as walls, ceilings, or floors. Then, we perform a detailed analysis of the recognized surfaces to locate windows and doorways. This process uses visibility reasoning to fuse measurements from different scan locations and to identify occluded regions and holes in the surface. Next, we use a learning algorithm to intelligently estimate the shape of window and doorway openings even when partially occluded. Finally, occluded regions on the surfaces are filled in using a 3D inpainting algorithm. We evaluated the method on a large, highly cluttered data set of a building with forty separate rooms yielding promising results.
surface material (e.g., concrete), and spatial and functional relationships between nearby structures and spaces are established. Together, this information forms the BIM.
The as-is BIM creation process is a labor-intensive and error-prone operation. Even with training, the result produced by one modeler may differ significantly from that produced by another person. Our goal is to develop tools to help automate this process using techniques from computer vision and machine learning [2, 3] . In this paper, we summarize our work on automatically creating as-is BIMs from laser scan data. Our method takes as input a set of registered 3D point clouds obtained from various locations in a room, and automatically identifies and models the walls, floor, ceiling, and any significant rectangular openings (e.g., doorways and windows). Applied to all the rooms in a building, our method will automatically produce a compact, semantically rich, 3D model which, while not strictly a BIM in the traditional sense, contains the geometric and identity information that substantially makes up the BIM. The remaining steps of labeling windows and doorways and converting the model from a surface representation to a volumetric representation are the subject of ongoing work.
One of the key challenges to automating the as-is BIM creation process is the problem of occlusions. Building modeling algorithms are frequently demonstrated on simple examples like hallways that are devoid of furniture or other objects that would obscure the surfaces to be modeled. To be practical, modeling algorithms need to be capable of functioning in natural, unmodified environments, since it is usually not feasible to remove the furniture prior to scanning. Not only do occluding objects block visibility of the surfaces of interest, they may also be inadvertently interpreted as parts of the model themselves. For example, a large cabinet against a wall may look very similar to a
wall. An automated modeling algorithm must be capable of reliably distinguishing between such "clutter" objects and the target surfaces. 
CONTEXT-BASED MODELING
We hypothesize that context can play an important role in Both surfaces are large and planar, but a door typically does not connect to the ceiling, whereas a wall does.
Furthermore, a wall is more likely to be parallel or perpendicular to other walls in the room. In this way, the more easily recognized structures can provide the scaffolding that enables the recognition of other, more challenging instances.This phase of the algorithm consists of four steps (Figure 2 ).
Step 1 -Voxelization. The input point cloud is discretized in a uniformly spaced 3D grid data structure, which is known as a voxel space (Figure 2a ). This discretization serves to reduce the density of data in areas where it is overly dense while maintaining the original data density in sparse areas.
Step 2 -Patch detection. Planar patches are extracted from the voxelized data ( Figure 2b ). Patches are found using a region growing algorithm to connect nearby points that have similar surface normals and that are welldescribed by a planar model. The boundary of a patch is described by the minimum area bounding rectangle of the constituent points.
Step Step 4 -Patch intersection. Finally, the boundaries of the patches are cleaned up by intersecting adjacent patches, and patches labeled as clutter are removed (Figure 2d ).
The result of this process is a compact model of the walls, floor, and ceiling of a room, with each patch labeled according to its type.
DETAILED SURFACE MODELING
The surfaces produced by the first phase represent Additionally, some pixels may be unobserved due to the sampling resolution of the sensor. These unobserved pixels are inferred using an iterative region growing algorithm, resulting in a high-resolution labeled image (Figure 3b ).
Step 2 -Opening detection. Detecting openings in unoccluded surfaces can be achieved by analyzing the data density and classifying low density areas as openings.
Occlusions make this problem more difficult, since we must infer the state of the unseen data. Furthermore, some regions within an opening may be labeled as occupied, for example, due to a window-mounted air-conditioner. We address this problem by learning a model of the appearance of openings from training examples. We use a support Step 3 -Occlusion reconstruction. Once the openings are determined, the occluded regions of the wall are filled in with an inpainting algorithm. This step is not strictly necessary, but it improves the visualization of the results (Figure 3d ).
EXPERIMENTAL RESULTS
We conducted experiments using data from a building that was manually modeled by a professional laser scanning service provider. The facility is a two-story schoolhouse containing 40 rooms. The facility was scanned from 225 locations resulting in over 3 billion 3D measurements.
We evaluated the context-based modeling algorithm 
FUTURE WORK
We are currently working on completing the points-to-BIM pipeline by implementing an automated method to convert the surface-based representation produced by our algorithm into a volumetric representation that is commonly used for BIMs. We are also working on extending the algorithm to distinguish windows, doorways, and other openings. where the opening detection failed due to an arched window, which violates the assumptions of the algorithm.
