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1. INTRODUCTION
Given two sequences an∞n=1, bn∞n=1 of real numbers so that an = 0 we
will say that a sequence of polynomials px = pnx∞n=1 is determined by
the sequences an∞n=1, bn∞n=1 provided they satisfy the recurrence relation
anpn+1x + bnpnx + an−1pn−1x = xpnx (1.1)
for n = 1 2 3    and the initial conditions
p0x = 0 p1x = 1 (1.2)
are satisﬁed. In case bn = 0 for all n we will say that the polynomials are
determined by the sequence an. Given a positive Borel measure µ on the
real line whose support is an inﬁnite set and whose moments are all ﬁnite,
a sequence pnx∞n=1 of orthogonal polynomials is obtained by using the
Gramm–Schmidt process to orthonormalize the sequence xn∞n=1. These
polynomials have recurrence coefﬁcients an∞n=1, bn∞n=1 determined by
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the sequences
an =
∫
xpnxpn−1xdµx
bn =
∫
xpnx2 dµx
In this paper we assume we are given sequences an∞n=1, bn∞n=1 and that
the sequence of polynomials determined by these sequences have a unique
measure µ of orthogonality. It is well known that this is equivalent to the
statement that the tri-diagonal matrix
C =


b1 a1
a1 b2 a2
a2 b3 a3
a3 b4
  
  
  


determines a unique self-adjoint operator whose domain is a dense subset
of 2. The overall aim is to investigate the measure of orthogonality µ for
the polynomials, or, equivalently, the spectral measure of the operator C,
under appropriate assumptions on the sequences an and bn.
More speciﬁcally, this paper is a continuation of [6, 7]. In [7] we pre-
sented a technique for studying unbounded Jacobi matrices of the following
form 

a21 a1a2
a1a2 a
2
2 + a23 a3a4
a3a4 a
2
4 + a25 a5a6
a5a6 a
2
6 + a27
  
  
  


 (1.3)
Note that if
A =


0 a1
a1 0 a2
a2 0 a3
a3 0
  
  
  


(1.4)
then (1.3) is A2 restricted to the subspace spanned by the canonical basis
vectors ϕ2n−1∞n=1. Results on absolute continuity depended on the behav-
ior of the difference sequence dn, where dn = an − an−1. If a2k−1 = a2k
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for k = 1 2    and lim a2k = ∞ then (1.3) belongs to the class of opera-
tors studied in [3, 6]. The results in [7] say nothing about this case, because
the difference sequence dn, with d2n = 0, does not satisfy any of the
required conditions. It is a consequence of the results in this paper that if
a2k−1 = a2k = k then (1.4) and (1.3) are absolutely continuous.
We show that the measure of orthogonality for a sequence of orthogonal
polynomials associated with a numerical sequence an of the form a2n−1 =
a2n = n+ εn has an absolutely continuous part provided the sequence εn
is of bounded variation; i.e.,
∑ εn+1 − εn is ﬁnite. We also show that when
εn is independent of n, then the associated measure is absolutely contin-
uous. The case where εn = 0 can be viewed as a pertubation of the case
where εn = 0. Note that in operator theory language we allow non-trace
class pertubations; for example, the case εn = 1 for all n ≥ 1 corresponds
to adding the real part of the unilateral shift to C.
Theorem 1.1. Suppose ε ≥ 0. Let a2n−1 = a2n = n+ ε for n ≥ 1. Then
the unique measure of orthogonality for the sequence of orthogonal polynomi-
als determined by an is absolutely continuous.
The following result shows that certain, possibly non-trace class, pertu-
bations of the Jacobi matrix in the previous result all have an absolutely
continuous part.
Theorem 1.2. Let an be a non-decreasing sequence of the form a2n−1 =
a2n = n + εn for n ≥ 1, where εn is of bounded variation and each εn is
non-negative. Then the unique measure of orthogonality for the sequence of
orthogonal polynomials determined by an has an absolutely continuous part.
That εn is of bounded variation means that
∑ εn+1 − εn <∞.
Using the previous two results we derive a result about absolute continu-
ity of Jacobi matrices whose rows all sum to zero and whose sub-diagonal
entries an are certain quadratics in n.
Corollary 1.3. Let µ be the unique measure of orthonormality for the
sequence of polynomials determined by the sequences an and bn, where
an = n2 + 2εnn + ε2n and b1 = −a1 and bn = −an−1 − an for all n ≥ 2. If
εn ≥ 0 for all n ≥ 1 and εn is of bounded variation then µ has an absolutely
continuous part. If εn = 0 for all n ≥ 1 then µ is absolutely continuous.
The case where an is a quadratic is of interest, in part, because it is
known [10] that if an grows faster than n2 then the measure is purely atomic.
It is known that the measure of orthonormality is unique if
∑ 1
an
= ∞ or if
an−1 + bn + an has an upper bound [3, 16]. Below we show that if bn = 0
for all n ≥ 1 and either ∑∞n=1( a1a3···a2n−1a2a4···a2n )2 = ∞ or ∑∞n=1( a2a4···a2na3a5···a2n+1 )2 = ∞
then the measure of orthonormality is unique.
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For a recent survey of the theory of orthogonal polynomials we refer to
[11]. In this paper we investigate properties of the measure of orthogonality
using commutation relations for unbounded operators. For background on
the needed operator theory and the relations between operator theory and
the theory of orthogonal polynomials see [1, 8, 12, 15]. Spectral properties
of orthogonal polynomials have also been investigated from other points of
view; see, for example, [5, 9, 10, 13, 14].
The plan of the paper is as follows. In Section 2 we study commutator
relations—the results will be used in the proofs of Theorems 1.1 and 1.2.
Self-adjointness and symmetry properties of operators given by (1.4) with
a2k−1 = a2k are studied in Section 3. The symmetry properties are used in
the proofs of Theorems 1.1 and 1.2. In Section 4 we further develop ideas
introduced in [7]. Elaborating on a result in [7] we get explicit bounds for
certain families of orthogonal polynomials in Section 5. These bounds are
essential to our proof in Section 6 of Theorem 1.2.
We adopt the convention that if ηn is a sequence, then ηn = 0, when-
ever n ≤ 0. This convention simpliﬁes some statements below.
2. THE COMMUTATION RELATION
Denote by 2 the Hilbert space of square summable complex sequences
x = xn∞n=1 with the inner product
x y =∑xny¯n
We denote the canonical basis for 2 by ϕn.
Given two sequences an∞n=1 and bn∞n=1 of real numbers so that an = 0
we can form the tri-diagonal matrix C generated by these sequences in the
following manner
C =


b1 a1
a1 b2 a2
a2 b3 a3
a3 b4
  
  
  


 (2.1)
We will call C the Jacobi matrix generated by an∞n=1 and bn∞n=1, or just
by an∞n=1 when bn = 0 for all n ≥ 1. Note that C is (formally) symmetric.
We will assume that C is self-adjoint as an operator x → Cx on 2 with
domain
DC = x ∈ 2  Cx ∈ 2 (2.2)
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Note that (2.1) and (1.1) are connected by the equation Cpx = xpx.
It follows that the sequence of orthogonal polynomials is determined by the
matrix C and the initial condition (1.2). This leads to a number of connec-
tions between properties of the matrix C and properties of the sequence of
polynomials pnx.
Given real sequences an∞n=1 and bn∞n=1 we can form both the corre-
sponding sequence of polynomials pnx and the corresponding Jacobi
matrix C. It is well known that a number of properties of C correspond to
certain properties of pnx. More precisely, C is self-adjoint as an oper-
ator with domain DC given by (2.2) if and only if pnx has a unique
measure of orthonormality. In what follows we assume C is self-adjoint with
domain given by (2.2). If we denote by EC the projection valued spectral
measure corresponding to C and by µC the measure of orthogonality for
the polynomials pnx, then µCβ = ECβϕ12 for any Borel set β. In
particular a real number λ is an atom for µ if and only if λ is an eigenvalue
for C, and if β is any Borel set then
ECβϕ1 ϕn =
∫
β
pn dµ
In this section we are interested in the commutator of C and certain other
matrix operators J formed from a real sequence αn∞n=1 in the following
manner
J =


0 −α1
α1 0 −α2
α2 0 −α3
α3 0
  
  
  


 (2.3)
Note that J is (formally) skew-symmetric. We will call J the skew-Jacobi
matrix generated by αn∞n=1.
Let K = 12 CJ− JC be the commutator of C and J; that is, K is obtained
from C and J by matrix multiplication. The entries of K are
kn n−2 = kn−2 n =
1
2
an−1αn−2 − an−2αn−1
kn n−1 = kn−1 n =
1
2
bn − bn−1αn−1 (2.4)
kn n = anαn − an−1αn−1
for n ≥ 1; all other entries of K are zeros.
Proposition 2.1. Let an, bn, and αn be sequences of real numbers.
Let kn n+2, kn n+1, and kn n be given by (2.4). Let C be the Jacobi
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matrix generated by the sequences an and bn, let J be the skew-Jacobi
matrix generated by αn, and let 2K = CJ − JC. If αn, kn n+2, kn n+1,
and kn n are bounded sequences, an > 0, and C is self-adjoint on DC,
then
2Kx y = JxCy + Cx Jy (2.5)
for all x and y in DC.
Proof. It follows from the given assumptions that J and K are bounded
operators. Let  denote the set of x = xn in 2 that has xn = 0 for
only ﬁnitely many n’s. Let the operator Cmin have the same matrix as C,
but let the domain of Cmin be the set . It is easy to see that the adjoint
of the operator Cmin is the operator C deﬁned above. It follows from the
self-adjointness of C that the closure of Cmin is equal to C; i.e., for any x
in DC there is a sequence of vectors xN = xNn n in  so that xN
converges to x and CxN converges to Cx. It is easy to see that (2.5) is valid
for x and y in . Hence, the general form of (2.5) follows from a simple
limit argument.
If x is a real sequence in DC, then JxCx = Cx Jx and therefore
Kx x = JxCx = Cx Jx (2.6)
This is the form of the commutation relation that is needed below. Also,
notice that the skew-symmetry of J implies that
Jx x = 0
for any x in 2 for which Jx also is in 2. Let Cλ = C − λI then, for any x
as above, we have
Kx x = Cλx Jx (2.7)
for any real number λ. These observations will be used below.
3. PROPERTIES OF ZERO-DIAGONAL OPERATORS
In this section we investigate operators C generated by symmetric
tri-diagonal matrices with all diagonal entries equal to zero. We derive
conditions under which C is self-adjoint and under which 0 is or is not an
eigenvalue. In particular, it follows from the results in this section that if
an is a non-decreasing positive sequence so that a2n−1 = a2n for all n ≥ 1
then the Jacobi matrix C generated by an is self-adjoint as an operator
with domain (2.2) and 0 is not an eigenvalue for C. We also show that
assuming C is self-adjoint, then C is unitarily equivalent to −C and the
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unitary operator implementing this unitary equivalence is independent of
C. This unitary is given by
U = diag1−1 1−1 1−1   
Note that U as an operator on 2 is a self-adjoint unitary; i.e., U =
U∗ = U−1. We also derive two consequences of the unitary equivalence
of C and −C; the second consequence relies on the special form of the
unitary U .
One can show if an is a sequence of non-zero complex numbers and
if the Jacobi matrix C generated by an is self-adjoint, then C is unitarily
equivalent to the Jacobi matrix generated by the sequence an. Conse-
quently we will only consider positive sequences an.
We begin by investigating the sequence pni, where i =
√−1. It is
known that C is self-adjoint if and only if pni is not square summable.
Lemma 3.1. Let an be a sequence of positive real numbers and let
pnx be the sequence of polynomials determined by an. Suppose the
sequence ξn is determined by the relations
p2n−1i = −1n+1ξ2n−1 and p2ni = i−1n+1ξ2n
for n ≥ 1. Then
ξ0 = 0 ξ1 = 1
and
ξn+1 =
ξn + an−1ξn−1
an
(3.1)
for n ≥ 1. In particular ξn > 0 for all n ≥ 1.
Proof. The proof follows from (1.2) and (1.1). First note 1 = p1i = ξ1
and iξ2 = p2i = ip1i − a0p0i/a1 = i/a1. By (1.1) and the construc-
tion of ξn
−1n+2ξ2n+1 = p2n+1i =
ip2ni − a2n−1p2n−1i
a2n
= i
(
i−1n+1ξ2n
)− a2n−1−1n+1ξ2n−1
a2n
so
ξ2n+1 =
ξ2n + a2n−1ξ2n−1
a2n

Similarly, ξ2n+2 = ξ2n+1 + a2nξ2n/a2n+1.
702 dombrowski and pedersen
Theorem 3.2. Let an be a positive sequence of real numbers and let C
be the Jacobi matrix generated by this sequence. Regard C as an operator on
2 with domain DC = x ∈ 2  Cx ∈ 2.
1. If
∑∞
n=1 a1a3···a2n−1a2a4···a2n 
2 = ∞ then C is self-adjoint and 0 is not an eigen-
value for C.
2. If
∑∞
n=1 a1a3···a2n−1a2a4···a2n 
2 < ∞ and ∑∞n=1 a2a4···a2na3a5···a2n+1 2 = ∞ then C is
self-adjoint and 0 is an eigenvalue for C.
Proof. It follows from ξn > 0 and (3.1) that
ξ2n+1 ≥
a1a3 · · · a2n−1
a2a4 · · · a2n
and ξ2n+2 ≥
a2a4 · · · a2n
a3a5 · · · a2n+1
so the self-adjointness claims follow from the fact that C is self-adjoint
if and only if
∑ pni2 = ∞. For the eigenvalue claims recall that a real
number λ is an eigenvalue for C if and only if
∑∞
n=1 pnλ2 <∞. It follows
from (1.2) and (1.1) that p2n0 = 0 and
p2n+10 = −1n
a1a3 · · · a2n−1
a2a4 · · · a2n
for n ≥ 1; hence 0 is an eigenvalue for C if and only if
∞∑
n=1
(
a1a3 · · · a2n−1
a2a4 · · · a2n
)2
<∞
This completes the proof.
The following special case of Theorem 3.2 is what we need for the proofs
of Theorems 1.1 and 1.2.
Example 3.3. Let αn be a sequence of positive real numbers.
1. If a2n−1 = a2n = αn then the Jacobi matrix generated by an is
self-adjoint.
2. If a2n = a2n+1 = αn then the Jacobi matrix generated by an is
self-adjoint.
The following result is an easy consequence of a result [3], we include a
simple proof for the convenience of the reader.
Proposition 3.4. Let b > 0 and let C be the Jacobi matrix generated by
an = bn. Consider C as an operator on 2 with domain DC = x ∈ 2 
Cx ∈ 2. If b ≤ 1 then C is self-adjoint. If 1 < b then C is not self-adjoint.
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Proof. Let b > 1 and pick N ≥ 1 so that
b−2N + b−1 < 1 (3.2)
In this setting Eq. (3.1) is
ξn+1 = b−nξn + b−1ξn−1 (3.3)
for n ≥ 2. It follows that
ξn+2 = b−2n−1 + b−1ξn + b−n−2ξn−1 (3.4)
for n ≥ 2. It follows from (3.2) and 1 < b that
b−2n−1 + b−1 + b−n−2 ≤ b−n + b−1
for n ≥ 2N; hence (3.3) and (3.4) imply
maxξn+1 ξn+2 ≤ b−2N + b−1maxξn−1 ξn
for n ≥ 2N . It follows that
∞∑
n=2N+1
ξ2n ≤ 2
∞∑
k=N+1
maxξ2k−1 ξ2k2
≤ 2
∞∑
k=N+1
(b−2N + b−1k−N maxξ2N−1 ξ2N)2
the sum is convergent, since b−2N + b−1 < 1. Hence, the Jacobi matrix
generated by bn is not self-adjoint when b > 1.
Suppose b > 1. Let a2n−1 = a2n = b2n−2 and a′2n−1 = a′2n = b2n. Then
an ≤ bn ≤ a′n for all n. It follows from Theorem 3.2 and Proposition 3.4
that the Jacobi matrices generated by an and a′n are self-adjoint, and
the Jacobi matrix generated by bn is not self-adjoint. Hence, there is not,
in general, a simple comparison test for self-adjointness of Jacobi matrices.
We now turn our attention to symmetry properties of the operator associ-
ated with a Jacobi matrix generated by a sequence of positive real numbers.
Proposition 3.5. Let an∞n=1 be a sequence of real numbers satisfying
an > 0 for all n ≥ 1. Let C be the Jacobi matrix generated by an∞n=1. Sup-
pose C is self-adjoint as an operator on 2 with domain DC = x ∈ 2 
Cx ∈ 2. Let U = diag1−1 1−1 1−1   . Then UDC = DC and
UCUx = −Cx for any x in DC.
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Proof. If x = xn is any sequence, then∑ Cxn2 =∑ an−1xn−1 + anxn+12
=∑ an−1−1n−2xn−1 + an−1nxn+12
=∑ CUxn2
If follows that UDC = DC. A simple matrix computation now shows
that UCUx = −Cx for any x in DC.
The following important consequence of Proposition 3.5 will be used
below.
Corollary 3.6. Adopt the notation of Proposition 3.5. It follows that
UECβU = EC−β (3.5)
for any Borel set β. In particular µC−β = µCβ for any Borel set β. Here
−β = −x  x ∈ β.
Proof. The projection valued spectral measures of the self-adjoint oper-
ators UCU , −C, and C are related by EUCUβ = UECβU , by [2, p. 293],
and by E−Cβ = EC−β by [8, Theorem XII.2.9(c)]. So (3.5) is immedi-
ate. For the last part, note that Uϕ1 = ϕ1 so we have
µC−β = EC−βϕ12 = ECβϕ12 = µCβ
by (3.5), where we used that U is unitary.
Lemma 3.7. Let C be the Jacobi matrix generated by some positive
sequence and let EC be the corresponding projection valued spectral measure.
If " is a Borel subset of 0∞ then
∞∑
n=1
EC"ϕ1 ϕ2n−12 =
∞∑
n=1
EC"ϕ1 ϕ2n2 (3.6)
Proof. The proof is a simple calculation based on Proposition 3.5,
EC"ϕ1 =
∑
n
EC"ϕ1 ϕnϕn
and the fact that EC" and EC−" are perpendicular projections, since
" and −" are disjoint.
0 = EC"ϕ1 EC−"ϕ1 = EC"ϕ1UEC"ϕ1
=
∞∑
n=1
−1n−1EC"ϕ1 ϕn2
=
∞∑
n=1
EC"ϕ1 ϕ2n−12 −
∞∑
n=1
EC"ϕ1 ϕ2n2
Equality (3.6) is immediate.
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4. SEMI-BOUNDED OPERATORS
In this section we exhibit a spectral theoretic connection between
sequences of orthogonal polynomials whose measure of orthogonality is
supported in a half-line and sequences of orthogonal polynomials whose
measure of orthogonality is symmetric with respect to the origin. More
precisely, starting with a Jacobi matrix C generated by a sequence an
we investigate the restrictions of the square of C to the “even” and “odd”
subspaces. This connection has been previously observed in the literature
(at least when an is bounded). See, for example, [4].
Let an be a sequence of positive real numbers, let C be the Jacobi
matrix generated by an, and suppose C is self-adjoint as an operator on
2 with domain DC = x ∈ 2  Cx ∈ 2. We show that the spectral
properties of CBe, and Bo are closely related, where Be and Bo are the
restrictions of C2 to the “even” and “odd” subspaces, respectively.
Let ϕ1 ϕ2 ϕ3    be the canonical basis for 2. It is easy to see that
the square C2 of the matrix C is the matrix C2i j∞i j=1 whose non-zero
entries are
C2i i = a2i−1 + a2i
C2i i+2 = C2i+2 i = aiai+1
(4.1)
It is also easy to see that both the span of ϕ2k−1  k = 1 2 3    and the
span of ϕ2k  k = 1 2 3    are C2 invariant. Let Bo be the restriction
of C2 to the span of ϕ2k−1  k = 1 2 3   , then the matrix boi j of Bo
with respect to ϕ2k−1  k = 1 2 3    has non-zero entries
boi i = a22i−2 + a22i−1 and boi i+1 = boi+1 i = a2i−1a2i
for i = 1 2 3    . Similarly, the restriction Be of C2 to the span of ϕ2k 
k = 1 2 3    has matrix bei j, where the non-zero entries are
bei i = a22i−1 + a22i and bei i+1 = bei+1 i = a2ia2i+1
for i = 1 2 3    . Now, C2 is self-adjoint since C is self-adjoint. It fol-
lows that both Be and Bo are self-adjoint. Let px = pkx∞k=1 be deter-
mined by p1x = 1 and Cpx = xpx, where x is a complex parameter.
Similarly, let pex = pekx∞k=1 and pox = pokx∞k=1 be determined
by pe1x = po1x = 1 Bepex = xpex, and Bopox = xpox. As
noted above this means that ppe, and po are the orthonormal polyno-
mials associated with the matrices CBe, and Bo, respectively. It follows
from the construction of Be and Bo from C that
p2kx = xpekx2 and p2k−1x = pokx2
for k = 1 2 3    .
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Denote by Pe (respectively Po) the orthogonal projection of 2 onto the
closed subspace spanned by ϕ2k  k = 1 2 3    (respectively ϕ2k−1 
k = 1 2 3   ). The spectral theorem gives rise to projection valued mea-
sures EC on 2 corresponding to the operator CEe on Pe2 corresponding
to the operator Be, and Eo on Po2 corresponding to the operator Bo.
Both C acting in 2 and Bo acting in Po2 have cyclic vector ϕ1, while
Be acting in Pe2 has cyclic vector ϕ2. Hence, the corresponding scalar val-
ued spectral measures are µCβ = ECβϕ12 µeβ = Eeβϕ22, and
µoβ = Eoβϕ12, where β is an arbitrary Borel set. By the construc-
tions above µC is the unique (probability) measure of orthogonality for the
polynomials pk. Similarly, µe (respectively µo) is the unique measure of
orthogonality for the polynomials pek (respectively pok).
It follows from C2 = BePe + BoPo that EC2β = EeβPe + EoβPo.
We can therefore conclude that
µoβ = Eoβϕ12= EC2βϕ12
µeβ = Eeβϕ22= EC2βϕ22
for any Borel set β. It follows from [8, Theorem XII.2.9(c)] that EC2β =
ECx  x2 ∈ β; thus
µoβ = µCx  x2 ∈ β (4.2)
µeβ = a−21 ECx  x2 ∈ βCϕ12 = a−21
∫
β
t2 dµot (4.3)
Using µC−β = µCβ for any Borel set β we see that the spectral
properties of CBe, and Bo are closely related. Of particular interest to
us is
Theorem 4.1. Let an∞n=1 be a sequence of positive real numbers. Let C
be the Jacobi matrix generated by an. Let Be be the Jacobi matrix generated
by the sequences aei  = a2ia2i+1 and bei  = a22i−1 + a22i and let Bo be
the Jacobi matrix generated by the sequences aoi  = a2i−1a2i and boi  =
a22i−2 + a22i−1. Suppose C is self-adjoint as an operator on 2 with domain
DC = x ∈ 2  Cx ∈ 2. Then Be and Bo are self-adjoint. Let µC be the
scalar valued spectral measure for C and let µe and µo be the scalar valued
spectral measures for Be and Bo. For real numbers 0 ≤ a < b consider the
following statements:
1. µC is absolutely continuous on the interval 
√
a
√
b;
2. µo is absolutely continuous on the interval a b;
3. µe is absolutely continuous on the interval a b.
If Bo is self-adjoint as an operator on 2 with domain DBo = x ∈ 2 
Box ∈ 2 then 1 ⇔ 2.
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If Be is self-adjoint as an operator on 2 with domain DBe = x ∈ 2 
Bex ∈ 2 then 1 ⇒ 3, and if either a > 0 or 0 is not an eigenvalue for C
then also 1 ⇐ 3.
Proof. The implications follow from (4.3) and (4.2) and the fact that a
Borel subset β of 0∞ is a Lebesgue null set if and only if x2 x ∈ β
is a Lebesgue null set.
Equality (4.2) was also observed in [7]; however, the restriction Be was
not discussed in [7].
It is known that 0 is not an eigenvalue if an is non-decreasing and
a2n+1 − a2n is bounded; see [7] or as proven above if
∞∑
n=1
(
a1a3 · · · a2n−1
a2a4 · · · a2n
)2
= ∞
5. UNIFORM BOUNDEDNESS OF
CLASSES OF POLYNOMIALS
In this section we show that a class ℘ of sequences of orthogonal
polynomials admits a uniform bound in the sense that there are constants
M and R so that if p = pn is in ℘ then pnx ≤M for all n ≥ 1 and all
x in −RR. We showed in [7] that each sequence of polynomials under
consideration is bounded on compact intervals. The improvement proved
here is that the same bound can be used for a class of sequences of orthog-
onal polynomials. This result will be used as one of the tools used below
to establish absolute continuity for a class of Jacobi matrices.
For real numbers a ≥ R > 0 and an integer K > 0 let ℘RK a denote
the set of sequences of polynomials pnx determined by non-decreasing
sequences an satisfying a1 ≥ R and aK ≥ a.
Proposition 5.1. If p = pn is in ℘RK a then
pnx ≤
(
a2
a2 − R2/4
)1/2
fK (5.1)
for all x in −RR and all n ≥ 1. Here fn is the sequence of Fibonacci
numbers given by f1 = f2 = 1 and fn+2 = fn+1 + fn for n ≥ 1.
Proof. Consider a ﬁxed a sequence p = pn of orthonormal polynomi-
als in ℘RK a. Fix x in −RR. It follows from (1.2) that p1x = 1 =
f1 p2x =  xa1  ≤ 1 = f2; hence it follows from (1.1) and induction that
pn+1x ≤
∣∣∣∣ xanpnx
∣∣∣∣+ an−1an pn−1x ≤ fn + fn−1 = fn+1
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Thus, pnx ≤ fn for all x in −RR and all n ≥ 1. It follows from the
proof of Lemma 2.5 in [7] that
K∑
k=1
a2k − a2k−1pkx2 ≥
(
a2K −
R2
4
)
pnx2
for all n ≥ K and all x in −RR. Hence,
a2Kf
2
K ≥
(
a2K −
R2
4
)
pnx2
The result now follows from the facts that fk ≤ fk+1 and 1 < a
2
K
a2K−R2/4
≤
a2
a2−R2/4 .
It is easy to obtain variations of the result above. In the conclusion we
are primarily interested in a special case of this result. This special case
allows a slightly better upper bound. More speciﬁcally, minor adjustments
to the argument above yields the bound
pnx2 ≤
a21 + b2
∑K−1
k=1 f
2
2k+1
a2 − R2/4
for all pn in ℘R 2Ka associated with a sequence an satisfying
a2n−1 = a2n and a22k+1 − a22k = b for 1 ≤ k ≤ K − 1 and a21 ≥ b.
6. PROOFS OF MAIN RESULTS
Proof of Theorem 11 Let J in (2.3) be given by αn = 1 for all n ≥ 1.
First, let a > 0, let " be a bounded subinterval of a∞, and let λ be the
midpoint of ". The non-zero entries of K are k1 1 = 1 + ε k2n−1 2n−1 =
1 for n ≥ 2, and k2n 2n+2 = k2n+2 2n = 12 for n ≥ 1. By the spectral
theorem CλEC" is unitarily equivalent to multiplication by x − λ on
the space L2χ" dµ. Since x − λ ≤ 12m" for x ∈ " it follows that
CλEC" ≤ 12m". Using CλEC" ≤ 12m", the Cauchy–Schwartz
inequality, Eq. (2.7) and EC"ϕ1 =
∑EC"ϕ1 ϕnϕn (in that order) we
see that
m"JEC"ϕ12 ≥ 2CλEC"ϕ1JEC"ϕ1
≥ 2CλEC"ϕ1 JEC"ϕ1
= 2KEC"ϕ1 EC"ϕ1
= 2εEC"ϕ1 ϕ12 + 2
∞∑
n=1
EC"ϕ1 ϕ2n−12
+ 2
∞∑
n=1
EC"ϕ1 ϕ2n+2EC"ϕ1 ϕ2n (6.1)
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Hence, it follows from ε ≥ 0 and 2xy ≥ −x2 − y2, Lemma 3.7, 1+ εϕ2 =
Cϕ1, and
CEC"xEC"x ≥ aEC"x2
(this is a consequence of the spectral theorem, we choose " as a subset of
a∞ in order to obtain this inequality) that
m"JEC"ϕ12
≥ 2
∞∑
n=1
EC"ϕ1 ϕ2n−12 − EC"ϕ1 ϕ22
− 2
∞∑
n=2
EC"ϕ1 ϕ2n2
= EC"ϕ1 ϕ22
= 1+ ε−2CEC"ϕ1 ϕ12
≥ a21+ ε−2EC"ϕ14
It follows that a21 + ε−2µCβ ≤ Jmβ for any Borel subset β of
a∞. Since a is an arbitrary positive real number it follows that µC is
absolutely continuous on 0∞. By (3.5) we can repeat the argument for
−∞ 0. It remains to show that 0 is not an eigenvalue for C. That 0 is not
an eigenvalue for C is a direct consequence of Theorem 3.2. However, the
following proof of this fact is in the same spirit as the proof of the absolute
continuity away from 0. Let " be an interval of the form 0 a and let
β = −a a. It follows from ϕ2n + Uϕ2n = 0 ϕ2n−1 + Uϕ2n−1 = 2ϕ2n−1
and (3.5) that
ECβϕ1 ϕ2n = EC−"ϕ1 ϕ2n + EC"ϕ1 ϕ2n
= UEC"ϕ1 ϕ2n + EC"ϕ1 ϕ2n
= EC"ϕ1Uϕ2n + ϕ2n
= 0
Similarly, ECβϕ1 ϕ2n−1 = 2EC"ϕ1 ϕ2n−1. Write
ECβϕ1 =
∑ECβϕ1 ϕnϕn
using (6.1) with " replaced by β we get
mβJECβϕ12 ≥ 2
∞∑
n=1
ECβϕ1 ϕ2n−12
taking only the ﬁrst term of the sum it follows that
mβJECβϕ12 ≥ 2ECβϕ1 ϕ12
= 2ECβϕ14
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Hence, 2µCβ ≤ Jmβ, in particular µC0 = 0 as we needed to
show.
Proof of Theorem 12 Let C be the Jacobi matrix generated by the
sequence an. By the ﬁnite variation condition εn → ε for some ε ≥ 0.
We can write C = C˜ + Ĉ, where C˜ is the Jacobi matrix generated
by the sequence a2n−1 = a2n = n + ε and Ĉ is the Jacobi matrix gener-
ated by the sequence a2n−1 = a2n = εn − ε. Since εn − ε converges to 0 as
n→∞ the operator Ĉ is compact; hence the spectra of C˜ and C = C˜ + Ĉ
have the same limit points. It follows from Theorem 1.1 that C˜ is abso-
lutely continuous; hence the spectrum of C has a non-empty set of limit
points.
Let 0 < r < R be so that the intersection of the open interval r R and
the set of limit points of the spectrum of C is non-empty.
Let " be a subinterval of r R. Let M be so that a2M ≥ R2 and let
L =
(
a22M
a22M − R2/4
)1/2
f2M
Recall that fn is the nth Fibonacci number. Let N > M be so that
2L2
∞∑
n=N+1
εn − εn−1 < r2
Let a′n = an, for 2N ≤ n, and
a′2n−1 = a′2n =
√
a2Na2N − N − n
for 1 ≤ n ≤ N . Let C ′ be the Jacobi matrix generated by a′n and denote by
E′" the corresponding projection valued measure. Note that the sequence
of orthogonal polynomials corresponding to C ′ is in ℘R 2M√a2M, and
therefore, using (5.1),
E′"ϕ1 ϕn ≤ LE′"ϕ12 (6.2)
for all n ≥ 1. Let αi = a′i for 1 ≤ i ≤ 2N and αi = a′2N = a2N for 2N < i,
and let J be the skew-Jacobi matrix generated by αi. It follows from
Proposition 2.1, the special form of J and a′2n−1 = a′2n that
C ′E′"ϕ1 JE′"ϕ1
= a2Na2N −NE′"ϕ14 + a2N
N∑
n=1
E′"ϕ1 ϕ2n−12
+ a2N
∞∑
n=N+1
a2n − a2n−2E′"ϕ1 ϕ2n−12
+ a2N
∞∑
n=N+1
a2n − a2n−2E′"ϕ1 ϕ2n−2E′"ϕ1 ϕ2n
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Using a2n = n+ εn we can write this as
C ′E′"ϕ1 JE′"ϕ1
= a2NεNE′"ϕ14 + a2N
∞∑
n=1
E′"ϕ1 ϕ2n−12
+ a2N
∞∑
n=N+1
E′"ϕ1 ϕ2n−2E′"ϕ1 ϕ2n
+ a2N
∞∑
n=N+1
εn − εn−1E′"ϕ1 ϕ2n−12
+ a2N
∞∑
n=N+1
εn − εn−1E′"ϕ1 ϕ2n−2E′"ϕ1 ϕ2n
Using Lemma 3.7, (6.2), and
E′"ϕ1 ϕ2n−2E′"ϕ1 ϕ2n ≥ −
1
2
E′"ϕ1 ϕ2n−22
−1
2
E′"ϕ1 ϕ2n2
we arrive at
C ′E′"ϕ1 JE′"ϕ1 ≥ εNE′"ϕ14 + a2N E′"ϕ1 ϕ22
− 2a2NL2
∞∑
n=N+1
εn − εn−1E′"ϕ14
It follows from E′"ϕ1 ϕ2 ≥ rE′"ϕ1 ϕ1 and the choice of N that
C ′E′"ϕ1 JE′"ϕ1 ≥ const · E′"ϕ14
where const = a2NεN + r2 − 2L2
∑∞
n=N+1 εn − εn−1 is positive. It follows
that µ′" = E′"ϕ12 is absolutely continuous on r R.
By the choice of r and R the spectrum of C has limits points in the
interval r R. Since C ′ is a ﬁnite rank pertubation of C the support of the
spectral measure of C ′ also has limit points in the interval r R. Hence
the spectral measure of C ′ is not zero in all of the interval r R. We
showed above that the spectral measure of C ′ is absolutely continuous in
the interval r R. Thus the spectral measure of C ′ has non-zero absolutely
continuous part supported in the interval r R. Since C is a ﬁnite rank
pertubation of C ′ we can conclude that the spectral measure of C has a
non-zero absolutely continuous part supported in the interval r R.
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Remark 61 The absolutely continuous part of the spectral measure
for C has support equal to the spectrum, sp C˜, of C˜. To see this, note
that the spectral measure for C is symmetric with respect to the origin
by Corollary 3.6. It follows from the proof of Theorem 1.2 that for any
0 < r < R < ∞ the spectral measure for C has an absolutely continu-
ous part with support r R ∩ sp C˜. Using the method from the proof of
Theorem 1.1 one can show that 0 is not an eigenvalue for C; hence let-
ting r → 0 and R → ∞ it follows that the spectral measure for C has an
absolutely continuous part with support sp C˜.
Proof of Corollary 13 This is an immediate consequence of Theorems
1.1, 1.2, 3.2, and 4.1 above and Lemma 3.6 in [7].
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