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1. INTRODUCCI ´ON
Nuestro punto de partida son dos ficheros, A y B con un total de N = NA + NB
observaciones. Cada fichero tiene la siguiente estructura:
Fichero A
X1, . . . , Xp Y1, . . . , Yq desconocido
Fichero B
X1, . . . , Xp desconocido Z1, . . . , Zr
Estos ficheros contienen, en nuestra aplicacio´n, datos de dos encuestas diferentes con
un grupo de variables en comu´n, X1, . . . ,Xp, cuyos valores son conocidos para los
N individuos. Cada encuesta tiene, adema´s, otras variables especı´ficas que so´lo son
medidas para los individuos de esa encuesta: Y1, . . . , Yq y Z1, . . . , Zr respectivamente,
en nuestra notacio´n.
En este trabajo estudiamos co´mo completar los ficheros A y B, utilizando los valores
de las variables comunes X: tratamos de imputar las a´reas sin sombreado en la Figura
1.
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Figura 1. Matriz de observaciones disponibles en un problema de enlace de encuestas.
El objetivo es permitir un ana´lisis ma´s rico de la informacio´n al poner en relacio´n las
variables especı´ficas de ambas encuestas, es decir, aproximarnos al caso de tener datos
completos de (X,Y,Z) para los N individuos. Sin embargo, hay una limitacio´n impor-
tante: so´lo podemos aspirar a reconstruir la parte de la relacio´n entre Y y Z que puede
transmitirse a trave´s de X ya que, con los datos disponibles, es imposible conocer la
relacio´n entre Y y Z cuando X es constante. Por tanto, los resultados obtenidos con
datos completados se aproximara´n ma´s a los que se obtendrı´an con datos completos, es
decir, el enlace sera´ mejor:
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1. Cuanto menor sea la relacio´n entre Y y Z cuando X es constante.
2. Si tenemos informacio´n adicional sobre la relacio´n entre Y y Z cuando X es cons-
tante, y realizamos el enlace teniendo en cuenta esa informacio´n.
En lo que sigue veremos una breve descripcio´n de algunas te´cnicas de enlace de en-
cuestas, desarrollaremos una nueva que emplea a´rboles de regresio´n y/o clasificacio´n
y aplicaremos esta u´ltima a los datos de la Encuesta de Presupuestos de Tiempo, en lo
sucesivo designada EPT-93.
La EPT-93 fue realizada por el EUSTAT (Instituto Vasco de Estadı´stica) en oton˜o de
1992 y primavera de 1993, entrevistando a 5040 individuos. Para cada individuo se
recogen sus caracterı´sticas personales y el tiempo en minutos que dedica a diferentes
actividades (dormir, higiene, trabajo, etc.). La informacio´n es recogida mediante un
diario que cada encuestado rellena en un so´lo dı´a previamente establecido. Como se
indica en EUSTAT (1997), pa´g XII, el diario semanal es una alternativa mucho mejor,
pero
«. . .su calidad disminuye conforme avanza la semana, los diarios in-
completos se multiplican y, adema´s, es imposible de realizar sin un incen-
tivo econo´mico alto.»
Por ello se opto´ por utilizar cuestionarios de un so´lo dı´a, pero distribuye´ndolos aleato-
riamente en cuatro bloques semanales (de lunes a jueves, viernes, sa´bados y domingos).
Ası´, para cada individuo se conocen sus caracterı´sticas personales, el tiempo dedicado
a las actividades que realiza en un dı´a dado y en cua´l de esos bloques semanales ha
respondido a la encuesta.
Es necesario analizar por separado las respuestas en dı´as laborables de las obtenidas
en dı´as festivos, ya que la utilizacio´n de tiempo es diferente en dı´as de distinto tipo.
Por ello, hemos separado los datos de la EPT-93 en dos ficheros: trabajo.dat (con
las observaciones para los 2521 individuos que responden un dı´a de lunes a viernes) y
fiesta.dat (con los datos para los 2519 que responden un dı´a sa´bado o domingo).
El objetivo de este trabajo es presentar la metodologı´a empleada para enlazar la in-
formacio´n de trabajo.dat y fiesta.dat, e ilustrar su comportamiento. De es-
ta forma, tratamos de aproximarnos a los resultados que se habrı´an obtenido con un
cuestionario semanal. Esto puede verse como un caso particular del problema general
descrito ma´s arriba, considerando trabajo.dat y fiesta.dat como ficheros A y
B.
El resto de este artı´culo se organiza de la siguiente manera: la Seccio´n 2 contiene
una breve descripcio´n de algunos de los me´todos empleados para enlazar encuestas;
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en la Seccio´n 3 proponemos un me´todo de enlace de encuestas que emplea a´rboles
de regresio´n y/o clasificacio´n; examinaremos sus ventajas e inconvenientes frente a los
me´todos sen˜alados en la Seccio´n 2 en el caso ma´s simple y los problemas que plantea su
extensio´n multivariante; en la Seccio´n 4 mostraremos un procedimiento para solventar
dichos problemas, y en la Seccio´n 5 aplicaremos el algoritmo resultante a datos reales
(de la EPT-93).
2. T ´ECNICAS DE ENLACE DE ENCUESTAS
Una idea que surge de modo natural es utilizar los valores disponibles de (X,Y ) y
(X,Z) que aparecen en la Figura 1 para regresar las variables Y y Z sobre las X .
Podrı´amos luego imputar los valores desconocidos por los valores ajustados Yˆ o Zˆ,
mediante las regresiones obtenidas. Esta idea se remonta al menos a 1960 (ve´ase Buck
(1960)), y posteriormente ha habido numerosas contribuciones en esta lı´nea. Tam-
bie´n, si puede especificarse la funcio´n de verosimilitud, puede emplearse el algorit-
mo EM en la estimacio´n de los valores perdidos en la Figura 1 (ve´ase Dempster et al.
(1976)).
En lugar de emplear un modelo parame´trico para el ajuste pueden emplearse me´todos
de reemplazamiento, sustituyendo los valores de las variables desconocidas para un
individuo mediante los valores que esas variables toman en otro individuo «pro´ximo»
a e´l, segu´n una me´trica predefinida en el espacio de las variables comunes X . Nos
encontramos entonces con diferentes versiones de la idea de vecinos ma´s pro´ximos,
entendiendo la proximidad en el espacio X de las variables X y basa´ndonos en alguna
nocio´n u´til de distancia. A este me´todo se le denomina «hot-deck imputation» (ver, por
ejemplo, Little y Rubin (1987), p. 60).
Se han propuesto tambie´n me´todos para desvelar la relacio´n entre Y y Z en casos como
el que nos ocupa. En Aluja y Rius (1994) y Aluja et al. (1995), se estudia co´mo pro-
yectar la informacio´n de una encuesta en los planos factoriales obtenidos del ana´lisis
de la otra (la encuesta de referencia), mediante te´cnicas de ana´lisis factorial (ana´lisis
de correspondencias mu´ltiples, ana´lisis de componentes principales, etc.) (ver tambie´n
Ba´rcena et al. (1997) sobre el mismo tema). Me´todos similares y estrechamente relacio-
nados son el me´todo de componentes principales de Dear y el me´todo de descomposi-
cio´n en valores singulares de Krzanowski: en Bello (1993) se da una breve descripcio´n
de cada uno y un estudio de simulacio´n para comparar su aplicacio´n.
Las redes neuronales tienen la ventaja de su extrema flexibilidad para modelizar las
dependencias ma´s diversas y no requerir la especificacio´n de un modelo a priori. Ejem-
plos recientes del uso de redes neuronales en problemas de imputacio´n son Villagarcı´a
y Mun˜oz (1997) y Nordbotten (1996).
300
La te´cnica conocida como imputacio´n mu´ltiple es un complemento interesante a lo
presentado hasta ahora. En Little y Rubin (1987) se presenta convincentemente su fun-
damento y sus beneficios (ver tambie´n Rubin (1986)).
La imputacio´n mu´ltiple permite tener una idea de la variabilidad de las estimaciones
entre imputaciones. Tenemos ası´ no so´lo un resultado, sino tambie´n una idea de la
imprecisio´n introducida en el mismo por el proceso de imputacio´n.
3. ENLACE DE ENCUESTAS MEDIANTE ´ARBOLES DE REGRESI ´ON Y/O
CLASIFICACI ´ON
Proponemos el uso de a´rboles de regresio´n y/o clasificacio´n como me´todo de imputa-
cio´n. Desde nuestro punto de vista, utilizar a´rboles soluciona varios problemas: propor-
ciona un tratamiento unificado tanto para variables cualitativas como cuantitativas; de
su empleo se derivan resultados que pueden utilizarse para valorar el enlace, y permite
realizar fa´cilmente imputacio´n mu´ltiple. Adema´s los a´rboles tienen en e´sta como en
otras aplicaciones ventajas bien conocidas: flexibilidad, escasez de supuestos, resisten-
cia a outliers, etc. El trabajo seminal Breiman et al. (1984) describe bien estas ventajas.
3.1. Grupos de variables especı´ficas, Y y Z , univariantes
Estudiamos aquı´ el caso ma´s sencillo en que tenemos p variables comunes X y q = r =
1, es decir, una u´nica variable especı´fica a imputar en cada encuesta (nos referimos a la
Figura 1). Relegamos el caso q > 1, r > 1 a la Seccio´n 3.2, que muestra los problemas
que plantea la imputacio´n multivariante. Un me´todo para llevarla a cabo se presenta en
la Seccio´n 4.
Denotaremos X el espacio formado por todos los posibles valores de X . La idea es
construir dos particiones de X , tales que en cada clase de la primera (segunda) particio´n
tengamos valores lo ma´s parecidos posible de Y (respectivamente, Z). Dado que no
imponemos restricciones sobre el tipo de variables, la metodologı´a CART de Breiman
et al. (1984) es adecuada. Remitimos al lector a dicha fuente para una presentacio´n de
dicha metodologı´a, y especialmente de las te´cnicas para construir y podar a´rboles.
Nuestra primera aproximacio´n viene recogida en el Algoritmo 1. No´tese que el me´todo
descrito en el mismo se presta bien a la imputacio´n mu´ltiple, ya que cada individuo cae
en un nodo terminal que normalmente contiene casos con diferentes valores de Z (o
de Y ). Ello permite tomar uno o varios al azar. Podemos tambie´n imputar mediante la
media, mediana, etc. de los valores que encontremos, o siguiendo la regla de la mayorı´a
en el caso de que la variable a imputar sea cualitativa.
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El me´todo propuesto, en esencia, puede verse como un me´todo de regresio´n en el que
se emplea un a´rbol en lugar de un modelo parame´trico, o como un me´todo «hot deck»
en que la seleccio´n del individuo donante (o una pluralidad de ellos, si se recurre a
imputacio´n mu´ltiple) se hace con ayuda de un a´rbol.
Algoritmo 1. Imputacio´n univariante por a´rbol.
1. Construir un a´rbol YX «regresando» Y sobre las X , usando validacio´n cruzada y
las observaciones i = 1, . . . , NA. Denotamos las hojas por Y1, . . . ,Ya. Forman la
particio´n Y .
2. Construir un a´rbolZX «regresando» Z sobre las X , usando validacio´n cruzada y las
observaciones i = NA + 1, . . . , N . Denotamos las hojas por Z1, . . . ,Zb. Forman la
particio´n Z .
3. Para imputar un valor de Z correspondiente a un caso i = 1, . . . , NA, lo dejamos
caer por el a´rbol ZX . Si cae en la hoja Zδ(i), imputamos en funcio´n de los casos de
la muestra de entrenamiento que han caı´do en dicha hoja.
Procedemos del mismo modo para imputar valores de Y para los casos en que falta
dicha variable (i = NA + 1, . . . , N).
A la vista del Algoritmo 1 cabe preguntarse: ¿Podemos mejorarlo? ¿Podemos apro-
vechar para predecir, por ejemplo, Z, que conocemos no so´lo los valores de X sino
tambie´n los de Y ? La respuesta es: no. Con la muestra disponible (ver Figura 1), no
hay informacio´n en la Y que pueda ayudarnos a predecir Z salvo la ya contenida en las
X (ver Ba´rcena y Tusell (1998b) a este respecto). So´lo si tuvie´semos informacio´n adi-
cional sobre la relacio´n entre Y y Z dada X podrı´amos aprovechar que conocemos los
valores de Y adema´s de los de X; esta informacio´n adicional podrı´a obtenerse median-
te una muestra de observaciones completas de los tres grupos de variables (X,Y,Z)
o mediante informacio´n extra-muestral (por ejemplo, conocimiento experto). El uso
de a´rboles puede orientar sobre co´mo tomar una muestra adicional de observaciones
completas de (X,Y,Z), si ello fuera posible: Clases o nodos terminales con una varia-
bilidad intra-clase alta indican estratos de poblacio´n donde conviene tomar una muestra
completa (X,Y,Z).
Como conclusio´n, creemos que el uso de a´rboles a la hora de enlazar encuestas tiene
las siguientes ventajas:
1. Su uso es sencillo y los resultados fa´ciles de interpretar.
2. No es necesario que las variables sigan una determinada distribucio´n, ni que la rela-
cio´n entre la variable a explicar y los «regresores» tenga una forma funcional deter-
minada.
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3. Cada caso a imputar cae en un nodo terminal en el que normalmente hay ma´s de
un caso de la encuesta donante. Esto permite realizar de forma sencilla imputacio´n
mu´ltiple.
4. Las hojas o clases con elevada dispersio´n sugieren estratos de poblacio´n donde
serı´a ma´s conveniente tomar una muestra adicional de observaciones completas de
(X,Y,Z), si existiera la posibilidad de hacerlo.
5. El empleo de variables suplentes (surrogate splitting) permite emplear el a´rbol in-
cluso con valores perdidos entre las X .
3.2. Generalizacio´n: Y y Z multivariantes
Al tratar de generalizar el me´todo a situaciones en que Y y Z son multivariantes (q > 1
y r > 1) nos encontramos con un problema: la metodologı´a existente sobre a´rboles de
regresio´n y/o clasificacio´n so´lo contempla variables respuesta univariantes. La idea ma´s
inmediata serı´a construir a´rboles para variables respuesta multivariantes que proporcio-
nasen una particio´n de X en cada una de cuyas regiones estuviesen los individuos con
valores «semejantes» del vector respuesta. No hay una manera u´nica de definir seme-
janza en este contexto. Como alternativa, pensamos en varias opciones que se describen
a continuacio´n. Por brevedad, nos centramos en el caso de imputar valores de las varia-
bles Y ; para imputar Z se procede de modo ana´logo.
Opcio´n 1: Imputar cada variable Y1, . . . , Yq por separado, construyendo un a´rbol pa-
ra cada una de ellas sobre las variables comunes X . Se emplean para ello los datos
completos en (X,Y ) en la encuesta A.
Esto supone convertir un problema multivariante en varios univariantes, prescindiendo
de las relaciones entre las variables Y . Por tanto, esta opcio´n parece apropiada si las
variables a imputar esta´n pro´ximas a la independencia. Si e´ste no es el caso y entre
las variables a imputar existe una estructura de correlacio´n que interesa preservar, nos
planteamos las alternativas siguientes.
Opcio´n 2: Efectuar un cambio de variables, reemplazando Y1, . . . , Yq por sus com-
ponentes principales U1, . . . , Uq . Se imputan entonces las componentes principales y,
hecho esto, se deshace el cambio, convirtiendo los valores imputados de las componen-
tes a valores imputados de las variables originales.
Esta segunda opcio´n tiene la ventaja (respecto a la Opcio´n 1) de que parte de la relacio´n
entre las variables a imputar (aque´lla de que dan cuenta las componentes principales)
queda recogida. Tiene el inconveniente de que los a´rboles construidos son ma´s difı´ciles
de interpretar.
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Al imputar cada variable o componente por separado, los valores imputados pueden
pertenecer a individuos diferentes y, por tanto, no hay garantı´a de que esos valores
imputados sean coherentes entre sı´, en el sentido de verificar una relacio´n lo´gica o
matema´tica que necesariamente deberı´a darse entre los valores imputados. Por ejemplo,
en el caso de la encuesta EPT-93, si imputa´semos el tiempo dedicado a cada actividad
por separado nada impedirı´a que la suma de tiempos fuese diferente de 24 horas (algo
que necesariamente debe ocurrir).
Opcio´n 3. Imputar a cada caso i de una encuesta todo el vector de variables desconoci-
das de una vez, tomando los valores del vector homo´logo en un individuo «semejante»
de la otra encuesta. Este modo de operar parece ser comu´nmente aceptado (ve´ase Le-
jeune (1995), pa´g. 140 y Lebart y Lejeune (1995) a este respecto).
Ası´ aseguramos que los valores imputados son coherentes; los toma un individuo de
esa poblacio´n (estamos suponiendo que las encuestas se han realizado sobre la misma
poblacio´n). Por ello, consideramos esta opcio´n la ma´s adecuada. La Seccio´n 4 describe
un me´todo para implementarla.
4. DE LA IMPUTACI ´ON SIMPLE A LA CONJUNTA: UN NUEVO M ´ETODO
Para imputar simulta´neamente Yi = (Yi1, . . . , Yiq) utilizamos los resultados de los
a´rboles Y(j)X construidos para cada una de las variables Yj , j = 1, . . . , q, del modo
que se explica a continuacio´n y se formaliza en el Algoritmo 2. Como anteriormente,
discutimos so´lo el caso de imputar las variables Y ; se procede de modo ana´logo para
las Z.
Y
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2 Y
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Y
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4 Y
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7
Figura 2. ´Arboles Y(1)X e Y
(2)
X . Junto a cada nodo no terminal aparece la condicio´n que, de
Figura 2. verificarse, da lugar a clasificar en el hijo derecho.
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Supondremos los nodos de cada a´rbol, terminales o no, numerados. Sea Y(j)k el k-e´simo
nodo (terminal o no) del a´rbol Y(j)X . Designaremos con el mismo sı´mbolo Y(j)k el nodo
del a´rbol, la regio´n de X con valores de X que pueden dar lugar a que un caso transite
por, o finalice en, dicho nodo, y el subconjunto de casos que lo hacen en la encuesta
donante.
Por ejemplo, supongamos q = 2 (hay por tanto dos variables Y1 e Y2 a imputar en la
encuesta A, para las que hemos construido dos a´rboles Y(1)X e Y
(2)
X ). Imaginemos que
los a´rboles construidos tienen una forma tan simple como la recogida en la Figura 2.
Las particiones del espacio X realizadas por ambos a´rboles pueden entonces verse una
junto a otra en la Figura 3. En cada caso se han rotulado las regiones de X con los
nombres de la hojas correspondientes.
Para cualquier q-tupla (α1, . . . , αq) tal que αj (j ∈ {1, . . . , q}) sea etiqueta de un nodo
en el a´rbol j, definimos
(1) Cα1,...,αq = Y(1)α1 ∩ Y(2)α2 ∩ . . . ∩ Y(q)αq .
Consecuentes con la definicio´n anterior, Cα1,...,αq designara´ a un tiempo un subcon-
junto de casos de la muestra de entrenamiento —el de aque´llos que al ser procesados
por los a´rboles Y(1), . . . ,Y(q) respectivamente transitan por, o finalizan en, los nodos
Yα1 , . . . ,Yαq —y una regio´n de X— la formada por los valores de las variables comu-
nes X que dan lugar a que un caso este´ en la clase Cα1,...,αq . Designaremos, finalmente,
por Y(j)(↑αk) al nodo «padre» del Y
(j)
αk en el a´rbol Y
(j)
X . Cuando no exista duda del a´rbol al
que nos referimos, designaremos el nodo simplemente por αk y a su padre por (↑ αk).
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Figura 3. Particiones del espacio X realizadas respectivamente por los a´rboles Y(1)X e Y
(2)
X .
Sea ahora el caso i con i ∈ {NA + 1, . . . , N}, para el que deseamos imputar Yi.
Imaginemos que al clasificar dicho caso con ayuda de los a´rboles construidos para las
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variables Y , finaliza en las hojas Y(1)i1 , . . . ,Y(q)iq . La idea es entonces imputar Yi como
funcio´n de los vectores Y correspondientes a casos en la encuesta donante pertene-
cientes a Ci1,...,iq , es decir, que al ser procesados por cada uno de los a´rboles finalizan
precisamente en las mismas hojas que el caso a imputar i. De nuevo, al igual que en
el Algoritmo 1, las opciones son ahora muchas: imputar mediante un vector tomado al
azar de Ci1,...,iq , mediante la media de todos o algunos, etc.
En el ejemplo anterior, supongamos un caso con a′ < X1 < a y X2 < b′′; terminara´ en
las hojas Y(1)2 e Y(2)7 al dejarlo caer respectivamente por los a´rboles Y(1)X e Y(2)X . La
interseccio´n de dichas dos hojas,
(2) C2,7 = Y(1)2 ∩ Y(2)7 ,
es el conjunto de casos en la muestra de entrenamiento que caen en los mismos nodos
que el caso analizado o, alternativamente, que tienen valores de (X1,X2) en la regio´n
sen˜alada como C2,7 de la Figura 4.
aa
0
X
1
b
b
00
b
0
X
2
C
2;7
Figura 4. Particiones superpuestas del espacio X realizadas respectivamente por los a´rboles
Figura 4. Y(1)X e Y
(2)
X , mostrando C2,7.
Si entre las variables Y1 e Y2 existe relacio´n, tiene sentido imputarlas conjuntamente en
funcio´n de los valores que esas variables toman en los casos de la muestra de entrena-
miento que caen en la interseccio´n. Buscar intersecciones supone afinar las particiones
de X que determinan cada uno de los a´rboles Y(1)X e Y
(2)
X por separado, considerando
«semejantes» al caso a imputar aque´llos que han caı´do en las mismas hojas tanto de
Y
(1)
X como de Y
(2)
X .
Un problema que puede presentarse en el me´todo propuesto es que no exista ningu´n
individuo de la muestra de entrenamiento que caiga en los mismos nodos que el caso
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a imputar i; es decir, que la interseccio´n Ci1,...,iq de las hojas en las que cae dicho
caso i sea vacı´a. Una solucio´n a este problema es, partiendo de las hojas Y(1)i1 , . . . ,Y(q)iq
donde ha caı´do el individuo i, ir «trepando», esto es, sustituyendo sucesivamente los
nodos por sus «padres». Treparı´amos por los a´rboles Y(1)X , . . . ,Y
(q)
X hasta encontrar
una interseccio´n no vacı´a. La idea es eliminar paulatinamente divisiones en algunos
a´rboles para conseguir una interseccio´n no vacı´a, procurando, al hacerlo, que se pierda
lo mı´nimo posible en calidad de imputacio´n.
Veamos co´mo hacerlo. En lo que sigue, como hasta ahora, nos referimos exclusiva-
mente a la imputacio´n de las variables Y ; con las Z se procederı´a de modo ana´logo.
Por concrecio´n supondremos tambie´n que las Y son continuas, y estamos ante a´rbo-
les de regresio´n, pero la idea es generalizable a variables Y cualitativas y a´rboles de
clasificacio´n.
Como sabemos (ver, por ejemplo, Breiman et al. (1984), Cap. 3), en el proceso de cons-
truccio´n de un a´rbol de regresio´n se subdividen los nodos en tanto ello reporte alguna
mejora en te´rminos de desviacio´n (deviance) —por lo general, en a´rboles de regresio´n,
suma de cuadrados residual—. En el contexto de a´rboles de regresio´n, llamamos R(t)
a la desviacio´n en el nodo t, y R(T ) a la desviacio´n total del a´rbol T , definidas respec-
tivamente ası´:
R(t) =
∑
i∈t
(yi − yt)
2(3)
R(T ) =
∑
t∈T˜
R(t),(4)
en que T˜ denota el conjunto de hojas o nodos terminales del a´rbol T e yt es la media
aritme´tica de los valores que la variable respuesta toma en los casos caı´dos en el nodo
t.
El coste de trepar en un a´rbol cualquiera Y(j)X , j = 1, . . . , q, del nodo hijo th al nodo
padre tp puede evaluarse de la siguiente forma:
c(j)(th) =
∑Np
i=1(yij − yj,tp)
2
Np
−
∑Nh
i=1(yij − yj,th)
2
Nh
(5)
= Rˆ(tp)/Np − Rˆ(th)/Nh ∀j = 1, . . . , q,(6)
en que Rˆ(th) y Rˆ(tp) son estimaciones por resustitucio´n de la desviacio´n en el nodo
«hijo» th (es decir, el nodo desde el que queremos trepar) y en su nodo «padre» tp
respectivamente, Np y Nh son el nu´mero de casos en los nodos tp y th, e yj,tp , yj,th las
medias respectivas de la variable Yj en dichos nodos.
Con la notacio´n anterior, estamos ya en situacio´n de especificar un algoritmo de im-
putacio´n; es el recogido como Algoritmo 2. No´tese que el modo en que se hace la
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imputacio´n a partir de una interseccio´n Cα1,...,αq queda sin especificar: cualquiera de
las opciones mencionadas anteriormente (media, mediana, imputacio´n mu´ltiple, etc.)
es utilizable. En la medida en que el procedimiento selecciona grupos de casos de la
encuesta donante similares (en lo que se refiere a los valores de las variables X) al
que tratamos de imputar, la imputacio´n mu´ltiple es fa´cil de hacer. No´tese tambie´n que
es posible hacer la imputacio´n sobre las variables originales o transformaciones de las
mismas, como componentes principales. Esto u´ltimo se ha hecho en la aplicacio´n que
mostramos en la Seccio´n 5.
Algoritmo 2. Imputacio´n multivariante mediante a´rboles.
1. (opcionalmente) Calcular las componentes principales del grupo de variables Y a
imputar utilizando la muestra de entrenamiento (la encuesta donante).
2. Construir los a´rboles Y(1)X , . . . ,Y
(q)
X .
3. for i ∈ {Casos a imputar} do
4. Dejarlo caer por cada a´rbol, y a partir de las hojas Y(1)α1 , . . . ,Y(q)αq en que cae
determinar Cα1,...,αq .
5. if Cα1,...,αq 6= ∅ then
6. break
7. else
8. while Cα1,...,αq = ∅ do
9. Computar los costes c(1)(α1), . . . , c(q)(αq) de trepar desde los nodos actuales.
10. Seleccionar k tal que la trepa desde el nodo αk sea de mı´nimo coste.
11. αk ← (↑ αk); sustituir el nodo αk por su padre.
12. end while
13. end if
14. Imputar el caso i a partir de Cα1,...,αq .
15. end for
16. (si procede) Reconstruir las variables originales a partir de los valores imputados
de las componentes principales.
5. APLICACI ´ON A LA ENCUESTA DE PRESUPUESTOS DE TIEMPO
(EPT-93)
A continuacio´n ilustraremos el funcionamiento del me´todo enlazando los ficheros trabajo.dat
y fiesta.dat, mencionados en la Introduccio´n. En cada uno de los ficheros hay dos
tipos de variables:
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• Variables comunes o de caracterizacio´n X cuya descripcio´n y modalidades aparecen
en la Tabla 1.
Tabla 1. Variables comunes (o de caracterizacio´n) junto a sus modalidades.
Variable Descripcio´n Co´digo Modalidad
X1 Edad EDA1 Hasta 34 an˜os
EDA2 Entre 35 y 59 an˜os
EDA3 60 an˜os o ma´s
X2 Sexo VARO Varo´n
MUJE Mujer
X3 Estado civil SOLT Soltero
CASD Casado
REST Resto
X4 Nivel de instruccio´n PRIM Primarios
MEDI Medios
SUPE Superiores
X5 Relacio´n con la actividad SRMI Servicio militar
OCUP Ocupados
PARA Parados
JUBI Jubilados
ESTD Estudiantes
LAHO Labores del hogar
OTRS Otros
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• Variables especı´ficas: tiempo en minutos al dı´a dedicados a las actividades que apa-
recen en la Tabla 2.
Tabla 2. Variables especı´ficas de uso del tiempo. Las variables Y1, . . . , Y24 corresponden a usos
del tiempo en dı´as laborables, y las Z1, . . . , Z24 son las variables homo´logas para los
dı´as no laborables.
Variables Descripcio´n
Y1, Z1 Dormir
Y2, Z2 Higiene y cuidado personal
Y3, Z3 Comer
Y4, Z4 Actividades privadas y actividades no descritas
Y5, Z5 Trabajo
Y6, Z6 Formacio´n
Y7, Z7 Tareas dome´sticas (cocinar, fregar, limpiar la casa, arreglo
y cuidado ropa y trabajos diversos)
Y8, Z8 Compras
Y9, Z9 Gestiones
Y10, Z10 Actividades de semi ocio (punto, costura, pintura, escultura,
reparaciones, bricolaje, jardinerı´a, cuidado de animales, etc.)
Y11, Z11 Cuidado de nin˜os y adultos
Y12, Z12 Reuniones de tipo familiar (comidas, defunciones,
bodas, visitas hospitalarias, etc.)
Y13, Z13 Reuniones con amigos, fiestas, ir de potes o copas, etc.
Y14, Z14 Participacio´n religiosa o polı´tica
Y15, Z15 Gimnasia y deporte
Y16, Z16 Excursiones y paseos
Y17, Z17 Ocio en el hogar (TV, vı´deo, mu´sica, radio, etc.)
Y18, Z18 Ocio fuera del hogar (cine, teatro, conciertos,
museos y exposiciones, especta´culos deportivos, etc.)
Y19, Z19 Otras actividades de ocio (micro informa´tica, fotografı´a,
cartas, juegos, crucigramas, etc.)
Y20, Z20 Trayecto al trabajo o formacio´n
Y21, Z21 Acompan˜ar a otros
Y22, Z22 Esperas en el trabajo o formacio´n
Y23, Z23 Esperas en cuidados me´dicos y gestiones administrativas
Y24, Z24 Otras esperas
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Ambos ficheros proceden de una misma operacio´n de muestreo, y pueden verse co-
mo muestras independientes procedentes de la misma poblacio´n; pueden verse deta-
lles sobre el mismo problema en Ba´rcena y Fdez. de Agirre (1998). Se trata de un
caso particular del problema de enlace de encuestas descrito en la Seccio´n 1, en que
trabajo.dat y fiesta.dat son respectivamente los ficheros A y B. Si coloca-
mos los datos de ambos ficheros formando una matriz incompleta (como la que aparece
en la Figura 1), tenemos en este caso: p=5, q = r =24, NA = 2521 y NB = 2519.
Hemos enlazado los ficheros trabajo.dat y fiesta.dat siguiendo el me´todo ex-
plicado en la seccio´n anterior (Algoritmo 2). Los ca´lculos necesarios se han realizado
mediante varias funciones programadas en el lenguaje especı´fico del paquete estadı´sti-
co S-PLUS. Una descripcio´n de dicho paquete puede verse en Becker et al. (1988) y
Chambers y Hastie (1992).
Primero se realizo´ un Ana´lisis en Componentes Principales (ACP) tipificado de los
valores disponibles de las variables Y y Z; el ana´lisis se realiza tipificado ya que las
variables Y y Z tienen muy diferente dispersio´n.
A continuacio´n se construyo´ el a´rbol de regresio´n sobre las variables comunes X de
cada componente principal. Para cada componente se obtiene una sucesio´n de a´rboles
T1 ≻ T2 ≻ ..... ≻ {t1} ordenados de ma´s a menos frondoso: {t1} es el a´rbol de-
generado que consiste so´lo en el nodo raı´z. Se estima mediante validacio´n cruzada la
desviacio´n R(T ) para cada a´rbol de la sucesio´n y se selecciona como a´rbol T ∗ de ta-
man˜o o´ptimo el que tenga menor Rˆvc(T ) (desviacio´n estimada). La validacio´n cruzada
se realizo´ dividiendo aleatoriamente la muestra en 10 bloques, y utilizando por turno
las observaciones de cada bloque para estimar la tasa de error de los a´rboles construidos
con los nueve bloques restantes.
Una vez construidos los a´rboles para cada una de las componentes principales, se eje-
cuta el bucle principal del Algoritmo 2. En esta particular aplicacio´n optamos por con-
servar todas las componentes principales dando lugar a a´rboles con ma´s de un nodo
(todas menos dos), dada la casi total falta de correlacio´n entre las variables originales,
que no aconsejaba reducir su dimensionalidad. Optamos tambie´n por imputar al azar
dentro de cada clase de equivalencia: cuando se encuentra una interseccio´n Cα1,...αq no
vacı´a se escoge aleatoriamente un so´lo caso de la misma y se asignan los valores de sus
componentes principales al caso a imputar.
El nu´mero de individuos que han requerido trepar para encontrar una interseccio´n es de
33 para las variables Y (tan so´lo un 1.31 % de los casos) y de 48 para las Z (1.91 %).
Hemos comprobado que para los individuos para los que es necesario trepar, se trepa
principalmente por los a´rboles de las u´ltimas componentes principales (como era de
esperar, ya que son los a´rboles de las componentes con menos dispersio´n los que cabe
imaginar menos costosos de trepar). En varios casos es necesario trepar hasta el nodo
raı´z de algunos a´rboles.
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El resultado final es una matriz de datos como la representada en la Figura 1 pero
completada.
Con el fin de estudiar la calidad del enlace comparamos, desde un punto de vista des-
criptivo, las distribuciones de las variables Y y Z para valores imputados con las obteni-
das para valores disponibles. Un buen enlace de encuestas no debe alterar la distribucio´n
de Y ni de Z, y es pra´ctica habitual (ve´ase Lebart y Lejeune (1995)) comparar las dis-
tribuciones marginales de las variables en la encuesta donante con las de las mismas
variables imputadas en la encuesta receptora.
Tabla 3. Imputacio´n de variables de uso del tiempo en dı´as laborables. Estadı´sticos de posicio´n
Tabla 3. y dispersio´n para datos observados e imputados de variables Y . Se han sen˜alado
Tabla 3. en negrita las variables cuya diferencia de medias entre datos observados y completa-
Tabla 3. dos excede de dos desviaciones tı´picas.
Valores observados Valores imputados
Min. q1 Me x q3 Max. Min. q1 Me x q3 Max.
Y1 179 450 499 511.30 559 1214 179 450 495 508.50 555 975
Y2 0 20 35 42.23 55 295 0 20 35 41.90 55 295
Y3 0 75 105 109.90 135 374 0 75 100 109.90 135 374
Y4 0 0 0 0.33 0 105 0 0 0 0.25 0 75
Y5 0 0 0 196.50 455 990 0 0 0 194.70 460 929
Y6 0 0 0 23.84 0 760 0 0 0 56.25 0 760
Y7 0 0 75 133.10 235 770 0 0 45 107.60 185 630
Y8 0 0 0 30.22 55 355 0 0 0 25.34 45 330
Y9 0 0 0 2.73 0 415 0 0 0 3.05 0 240
Y10 0 0 0 16.90 0 634 0 0 0 13.81 0 634
Y11 0 0 0 20.53 0 735 0 0 0 15.71 0 625
Y12 0 0 0 7.32 0 630 0 0 0 8.90 0 630
Y13 0 0 0 40.43 60 510 0 0 5 47.35 75 510
Y14 0 0 0 4.64 0 365 0 0 0 5.12 0 350
Y15 0 0 0 6.91 0 315 0 0 0 8.39 0 230
Y16 0 0 0 54.83 90 600 0 0 0 53.92 90 600
Y17 0 74 140 163.00 225 964 0 65 135 157.70 224 730
Y18 0 0 0 1.48 0 239 0 0 0 2.09 0 239
Y19 0 0 0 10.76 0 405 0 0 0 9.59 0 350
Y20 0 0 0 20.48 30 340 0 0 0 21.14 30 340
Y21 0 0 10 33.32 50 355 0 0 15 39.25 60 355
Y22 0 0 0 1.49 0 165 0 0 0 1.81 0 165
Y23 0 0 0 0.50 0 165 0 0 0 0.56 0 165
Y24 0 0 0 0.79 0 75 0 0 0 0.94 0 75
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Figura 5. Representacio´n gra´fica de las matrices de correlacio´n de las Y observadas (arriba)
Figura 5. e imputadas (abajo). No´tese la disposicio´n de las variables en los ejes y la gran simi-
Figura 5. litud entre ambas.
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Ası´ lo hemos hecho nosotros comparando media, mediana, cuartiles y valores extremos
de los valores disponibles de las variables especı´ficas (Y y Z) y los obtenidos por
imputacio´n. Los resultados para Y se muestran en la Tabla 3 (fueron ana´logos para Z,
y no se reproducen en intere´s de la brevedad.) Las principales diferencias se dan en la
variable Y7 («Tareas dome´sticas») e Y13 («Reuniones con amigos»).
Tambie´n hemos comparado las matrices de correlacio´n para valores disponibles e im-
putados. De nuevo se representan solamente (en la Figura 5) las correspondientes a las
variables Y ; ana´logos resultados se obtuvieron para las Z. Se observa su gran similitud
aparente: la ma´xima diferencia en valor absoluto es de 0.1124 (que corresponde a la
correlacio´n entre Y5 e Y6).
Como conclusio´n de esta aplicacio´n observamos que el me´todo de enlace descrito es
factible, reproduce aceptablemente las distribuciones marginales de las variables Y y
Z y sus respectivas estructuras de correlacio´n. La informacio´n recuperada sobre la re-
lacio´n entre las Y y las Z (a la que hemos omitido en lo que antecede) es escasa,
confirmando la necesidad de un conjunto de variables comunes X suficientemente ri-
co y descriptivo (cf. Lejeune (1995)). Detalles adicionales sobre la aplicacio´n pueden
obtenerse de Ba´rcena y Tusell (1998a).
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1. INTRODUCTION
Our starting point are two files, A and B with a total of N = NA + NB observations
and the following structure:
File A
X1, . . . , Xp Y1, . . . , Yq unknown
File B
X1, . . . , Xp unknown Z1, . . . , Zr
In the problem that motivates this research, these two files contain data from two sample
surveys which share a common set of questions. The population sampled is assumed to
be the same for both surveys. Variables X1, . . . ,Xp are known for all N cases. Beyond
this common set of variables, each file contains also data on a specific set of variables:
Y1, . . . , Yq and Z1, . . . , Zr in our notation.
In this paper we deal with the problem of imputing the missing values in the files A y
B, using the values of the common variables X1, . . . ,Xp. The goal is to create a data
set as close as possible to what would have been obtained, had we had the chance to
gather complete information on variables (X,Y,Z) for all N cases.
The EPT-93 (Survey of Time Uses), compiled by the EUSTAT (Basque Institute of Sta-
tistics), is a survey comprising responses of 5040 individuals which were asked about
the time devoted daily to different purposes, grouped by us in 24 categories. The field
work was done in the Fall of 1992 and Spring of 1993; refer to EUSTAT (1997) for a
description of the survey.
Ideally, each individual should answer the survey both on working and non working
days; but when individuals were asked to compile a daily breakdown of their uses of
time for a period one week long, it was found that the quality of the diaries degraded. In
the end, single day questionnaires were administered, to be completed for a specific day
of the week. We therefore have 2521 individuals who answered on working days (in file
trabajo.dat) and 2519 who answered on weekend days (in file fiesta.dat).
The information on these two sets of answers compose files A and B. In either file
we have answers to a common set of characterization variables X1, . . . ,Xp, and then
information regarding the use of time in a working day (variables Y1, . . . , Yq , in file A)
or a weekend day (variables Z1, . . . , Zr, in file B).
2. IMPUTATION USING REGRESSION OR CLASSIFICATION TREES
We propose the use of regression and/or classification trees to impute missing values. To
simultaneously impute Yi = (Yi1, . . . , Yiq) we use the univariate treesY(j)X constructed
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for each of the variables Yj , j = 1, . . . , q, as described next and formalized in Algorithm
1. In the interest of brevity we address the problem of imputing the variables in Y ; to
impute Z we proceed likewise.
Let the nodes of each tree be numbered, and let Y(j)k be the k-th node of tree Y
(j)
X . We
use Y
(j)
k to denote the node, the subset of cases ending in, or going through, that node,
and the corresponding region of X .
For each q-tuple (α1, . . . , αq) such that αj (j ∈ {1, . . . , q}) is the label of a node in
tree Y(j)X , we define
(1) Cα1,...,αq = Y(1)α1 ∩ Y(2)α2 ∩ . . . ∩ Y(q)αq .
Finally, let node Y(j)(↑αk) be the “father” of node Y
(j)
αk in tree Y
(j)
X . When there is no
ambiguity about the tree referred to, we will simply refer to nodes (↑ αk) and αk.
Algorithm 1. Multivariate imputation using trees.
1. (optionally) Compute the principal components of the variables Y to impute using
the training sample.
2. Construct trees Y(1)X , . . . ,Y
(q)
X .
3. for i ∈ {Cases to impute} do
4. Drop case i down the trees, and determine the intersection Cα1,...,αq of the
leaves Y(1)α1 , . . . ,Y
(q)
αq where it falls.
5. if Cα1,...,αq 6= ∅ then
6. break
7. else
8. while Cα1,...,αq = ∅ do
9. Compute the costs c(1)(α1), . . . , c(q)(αq) of climbing from the current
nodes.
10. Select k such that climbing from node αk is of minimal cost.
11. αk ← (↑ αk); replace node αk by its father.
12. end while
13. end if
14. Impute i from Cα1,...,αq .
15. end for
16. (if required) Reconstruct the original variables from the imputed principal compo-
nents.
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Consider now case i, (i ∈ {NA + 1, . . . , N}), for which an imputation of Yi is sought.
Assume that when dropping that case through the trees built for each of the variables in
Y , it ends in the leaves Y(1)i1 , . . . ,Y
(q)
iq
and hence belongs to Ci1,...,iq . The simple idea
in our method is to impute Yi as a function of the values Y from cases in the training
sample (file A) which also belong to Ci1,...,iq . Those cases have values for each variable
Y1, . . . , Yq which, as far as the relevant trees can ascertain, are indistinguishable from
the ones of the case to impute.
With the previous notation, we can specify Algorithm 1.
3. IMPUTATION IN THE SURVEY OF USES OF TIME (EPT-93)
The concepts above about linkage of files have been tested on trabajo.dat and
fiesta.dat referred to in Section 1. The two files have been linked using Algorithm
1. The computation has been performed with functions programmed using the S-PLUS
language and primitives: see Becker et al. (1988) and Chambers and Hastie (1992) for
a description of that package.
In this application we opted for single imputation using one case taken at random from
Cα1,...αq , the first non empty intersection. We kept track of how many times climbing
was necessary, because the intersection of leaves reached in the first instance was empty.
Only 33 cases (1.31 % of the total) required climbing when imputing the variables Y ,
and 48 cases (1.91 % of the total) when imputing the Z’s. Climbing was mainly up the
trees built for the last principal components —the less costly. In a few cases, climbing
all the way up to the root of one tree was required.
The imputed values for Y reproduced reasonably well the distribution of the observed
values.
4. SUMMARY AND CONCLUSIONS
A new method for imputation has been presented and its feasibility demonstrated on
a real data set. It can cope with a large variety of problems, because of the generality
of the tool used for approximation —classification or regression trees. It makes few
assumptions, is computationally feasible, and appears to give good results. Simulations
seem to confirm this; the method works well whenever the common variables X are
good predictors for the Y ’s and Z’s and the functional relationship among predictors
and responses can be reasonably well approximated by a tree.
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We see room for improvement, specially in the climbing strategy, at the expense of
increased complexity and computational burden. Our work proceeds along this line.
Further work is also required in comparing our method to other flexible, all-purpose
methods of imputation, like those using neural networks.
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