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Abstract
In this paper a new approach for the global solution of nonconvex MINLP (Mixed Integer NonLinear Programming)
problems that contain signomial (generalized geometric) expressions is proposed and illustrated. By applying different variable
transformation techniques and a discretization scheme a lower bounding convex MINLP problem can be derived. The convexified
MINLP problem can be solved with standard methods. The key element in this approach is that all transformations are applied
termwise. In this way all convex parts of the problem are left unaffected by the transformations. The method is illustrated by four
example problems.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Optimization problems that contain signomial expressions occur frequently in many areas of engineering and
process synthesis. A signomial consists of a sum of terms of the form
axr11 x
r2
2 · · · xrnn , a, r1, . . . , rn ∈ R.
The definition set is usually Rn+. A term with positive sign (a > 0) is called a posynomial term and a function that
consists of a sum of positively signed terms is called a posynomial. Thus, by grouping together terms with identical
sign a signomial function can be written as a difference between two posynomials. The type of optimization problem
considered in this paper has the property that the objective function and all inequality constraints can be decomposed
into a convex part and a signomial part. All equality constraints should be linear. Technically, this is not a stringent
requirement since an equality constraint with signomial parts can be rewritten as two signomial inequality constraints.
The focus in this paper is on the construction of transformations, which convexifies the original nonconvex problem
without introducing any additional nonconvexity to the problem. Formally, the proposed transformations are of the
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form
(P)

MIN f (z)+ S0(z)
s.t. gi (z)+ Si (z) ≤ 0
Az = a
l ≤ z ≤ u
i ∈ {1, 2, . . . , N }
⇒ (Pconv)

MIN f (z)+ Sconv0 (z, z˜)
s.t. gi (z)+ Sconvi (z, z˜) ≤ 0
Az = a
T
[
z, z˜
]T = t
l ≤ z ≤ u, l˜ ≤ z˜ ≤ u˜
i ∈ {1, 2, . . . , N } ,
where Si (z) represent the signomials. The functions f (z), gi (z) are assumed to be once differentiable and convex on
the hyper-rectangle defined by the bounds l ≤ z ≤ u. A and T are matrices and a and t column vectors of appropriate
dimensions. The variables z can both be continuous and integer. If the functions f (z) and gi (z) have no terms, the
equalities Az = a are not present and all functions Si (z) are posynomials, problem (P) corresponds to a classical
geometric program. The additional variables z˜ are linked to the original variables z through the linear discretization
constraints T
[
z, z˜
]T = t . The transformations should be chosen so that all nonconvex functions in (P) will be convex
in (Pconv). The convexified signomials are called Sconvi (z, z˜). Note that the convex and linear parts in (P) are left
unaffected by the convexification, which is different from basic Geometric Programming (GP) techniques. For pure
integer problems the convexification results in an equivalent convex problem. Some results for pure integer problems
are given, for example, in [1–3]. In this paper we will concentrate on the convexification of continuous problems. In
this case the convexification procedure will lead to an approximate and underestimating convex MINLP problem.
Optimization problems that contain only signomial expressions are usually called Generalized Geometric
Programming (GGP) problems. GGP problems are a subclass of problem class (P). GGPs was first studied by [4].
Unlike GP (Geometric Programming) problems, that contain posynomials only, GGP problems remain nonconvex
both in their primal and dual representations. Many local optimization approaches have been developed for the
solution of GGP problems. Some examples from the literature are [5–7]. A computational study of local GGP codes
is reported in [8]. Specialized global optimization approaches for GGP problems are scarce. Falk [9] and Maranas and
Floudas [10] proposed special purpose branch- and bound-based global optimization methods for the solution of GGP
problems. Both methods use the exponential variable transformation and convex underestimation. The partition and
branching scheme used in the methods differ. To the authors knowledge, there exists no global optimization method,
which is specially designed to handle the structure of the important problem class (P) considered in this paper.
2. Transformation techniques
The basic idea in the convexification scheme is the construction of variable transformations that convexify
signomial terms. First we need some results from convex analysis.
Property 1. The function ae{r1x1+r2x2+···+rnxn} is convex on Rn+ if a ≥ 0, ri ∈ R.
Property 2. The function a e
{r1x1+r2x2+···+rn xn}
x
s1
1 x
s2
2 ···xsnn
is convex on Rn+ if a, si ≥ 0, ri ∈ R.
Property 3. The function axr11 x
r2
2 · · · xrnn is convex on Rn+ if a ≤ 0, ri ≥ 0 and R =
∑n
i=1 ri ≤ 1.
The first property is elementary and the third was originally shown in [11] in a slightly different form but it is also
found in [12,13]. The second is proved in Appendix A. The exponential term in Property 1 is a special case of the
expression in Property 2. The idea is to transform a general signomial term
axr11 x
r2
2 · · · xrnn , a, r1, . . . , rn ∈ R
into one of the types given above. Positively signed signomial terms are transformed into one of the first two types
and signomial terms with negative sign are transformed into the third type. For simplicity we reorder the variables
prior to the transformation so that variables with positive exponents appear first in the term and variables with negative
exponents follows, i.e. r1, . . . , rm > 0 and rm+1, . . . , rn < 0.
Positively signed terms (a > 0).
New variables X i are introduced according to xi = eX i , i = 1, 2, . . . ,m. The following equivalence is then
established.
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axr11 x
r2
2 · · · xrnn ⇔

xi = eX i , i = 1, . . . ,m
a
er1X1+···+rm Xm
x |rm+1|m+1 · · · x |rn |n
. (ET)
The latter term on the right-hand side is now convex in the joint X1 · · · Xmxm+1 · · · xn-space according to Property 2,
whereas the transformation constraint remains nonconvex. This transformation is called the exponential transforma-
tion (ET) and origins from GP. In GP all variables in a posynomial term are transformed, regardless of the sign of the
exponents. Fewer transformations are needed if the convexity of the expression in Property 2 is used. An alternative
transformation that convexifies a posynomial term with positive sign is the inverse transformation(IT). New variables
are in this case introduced through the equality xi = 1X i , i = 1, 2, . . . ,m and the resulting equivalence becomes
axr11 x
r2
2 · · · xrnn ⇔

xi = 1X i , i = 1, . . . ,ma
Xr11 · · · Xrmm x |
rm+1|
m+1 · · · x |rn |n
.
(IT)
Also in this case the convexified term is convex according to Property 2 (a special case where the numerator is a
constant).
Negatively signed terms (a < 0).
New variables are introduced by xi = X
1
R
i , i = 1, . . . ,m and xi = X
− 1R
i , i = m + 1, . . . , n where R =
∑n
i=1 |ri |.
The transformation results in the equivalence
axr11 x
r2
2 · · · xrnn ⇔
xi = X
1
R
i , i = 1, . . . ,m; xi = X
− 1R
i , i = m + 1, . . . , n
aX
r1
R
1 · · · X
rm
R
m X
|rm+1|
R
m+1 · · · X
|rn |
R
n .
(PT)
If R < 1, only the variables with negative exponents are transformed according to the suggested scheme. The term
on the right-hand side is now convex due to Property 3, since all exponents are positive and their sum equals 1. This
transformation is referred to as the potential transformation (PT). This transformation differs from the two given
above, since it is dependent on the term that is convexified. Different terms have different R-values.
3. Discretization and convexification
If the transformations are used in this form in an optimization problem a dilemma becomes evident. The signomial
term has been convexified, but the nonconvexity has moved to the transformation constraints instead. Nonlinear
equality constraints are likely to cause multiple local optima in optimization problems. To avoid this problem an
approximation scheme is proposed. The one-dimensional transformation constraints are approximated on closed
intervals with piecewise linear functions. The piecewise linear approximation can then be modeled linearly by using
0–1 variables ([14], chapter 9, [15], chapter 7, [16] or [17] for instance). In the following, a well-known formulation
of the piecewise linear function will be presented. The formulation may not always be the best one, but is widely used
in the literature; for an alternative formulation, see [18], for instance. Suppose a piecewise linear function pl(x) has
break points p1, p2, . . . , pk . If x ∈ [p1, pk] there exists some j with p j ≤ x ≤ p j+1. Then for some real number
λ j ∈ [0, 1] x can be written as x = λ j p j + (1− λ j )p j+1. Then it holds that pl(x) = λ j pl(p j )+ (1− λ j )pl(p j+1).
By associating a binary variable β j with each interval
[
p j , p j+1
]
the piecewise function can be represented linearly as
pl(x) = λ1 pl(p1)+ λ2 pl(p2)+ · · · + λk pl(pk)
x = λ1 p1 + λ2 p2 + · · · + λk pk
λ1 ≤ β1, λ2 ≤ β1 + β2, . . . , λk−1 ≤ βk−2 + βk−1, λk ≤ βk−1
β1 + β2 + · · · + βk−1 = 1
λ1 + λ2 + · · · + λk = 1
β j ∈ {0, 1} , λ j ∈ [0, 1]
R. Po¨rn et al. / Discrete Optimization 5 (2008) 108–120 111
Fig. 1. Piecewise linear approximation of a convex and a concave function.
This set of variables and constraints represent a special ordered set of type 2 (SOS 2). In many modern MILP solvers
( [19–21]) it is possible to declare special ordered sets explicitly. If the underlying solver supports explicit SOS dec-
larations the piecewise linearization of the function pl(x) can be rewritten in compact form as
pl(x) = λ1 pl(p1)+ λ2 pl(p2)+ · · · + λk pl(pk)
x = λ1 p1 + λ2 p2 + · · · + λk pk
λ1 + λ2 + · · · + λk = 1
λ j ∈ [0, 1]
At most two adjacent λi are nonzero.
In the latter formulation the binary variables βi can be omitted, since the logic is handled by the solver using SOS
rules. A continuous one-dimensional function f (x) can be approximated on a closed interval with a piecewise linear
function which coincides with f (x) at least at some given break points. Note that the formulation above is not optimal
for performance, but is used for illustration purpose only. Any piecewise linear formulation will work fine and SOS 2
variables could preferably be used to expedite the calculations (see [22,23] for instance). A piecewise linear function
will underestimate a concave function and overestimate a convex function. See Fig. 1. The nonlinear transformation
constraints for the signomials are first rewritten as
(ET): X i = ln(xi )(concave)
(IT): X i = 1xi (convex)
(PT): X i = x Ri , X i = 1x Ri , R > 1 (convex).
These constraints are then approximated with the piecewise linear expression given above. A separate set of
constraints is needed for every variable in the signomial term. The variables introduced in the convexification
procedure of a general signomial term can now be written as z˜ = (X i , λi j ). The variables X i and λi j are called
SOS2 variables and the constraints introduced in the approximation are called piecewise linearization constraints.
The ET and IT techniques are illustrated in the example below.
Example 1. This is a classical bilinear problem from [24].
MIN xy − x − y
s.t. −6x + 8y ≤ 3
3x − y ≤ 3
0 ≤ x, y ≤ 1.5, x, y ∈ R.
Both variables participate in the positively signed posynomial xy. The break points are set to 0.0, 0.5, 1.0, 1.5 for both
x and y. Together with a translation (+1), thus avoiding problems at x = 0 and y = 0, the exponential transformation
is
xy ⇔
{
x + 1 = eX , y + 1 = eY
eX+Y − x − y − 1.
112 R. Po¨rn et al. / Discrete Optimization 5 (2008) 108–120
It is also possible to approximate zero with a small ε > 0. Following the guidelines for the piecewise linear
approximation the following approximate convex underestimating MINLP problem is obtained
MIN eX+Y − 2x − 2y − 1
s.t. −6x + 8y ≤ 3, 3x − y ≤ 3
x = 0.5λx2 + 1.0λx3 + 1.5λx4, X = ln(1.5)λx2 + ln(2.0)λx3 + ln(2.5)λx4 (≤ ln(x))
y = 0.5λy2 + 1.0λy3 + 1.5λy4, Y = ln(1.5)λy2 + ln(2.0)λy3 + ln(2.5)λy4 (≤ ln(y))
λx1 + λx2 + λx3 + λx4 = 1, λy1 + λy2 + λy3 + λy4 = 1
At most two adjacent λxi are nonzero
At most two adjacent λyi are nonzero
x, y ∈ [0, 1.5] , λxj , λyj ∈ [0, 1] .
The transformed objective is now convex in the joint XY xy-space. The nonlinear transformation constraints that are
approximated are X = ln(x) and Y = ln(y). The global optimal solution reported in [24] is (x, y) = (7/6, 0.5) with
optimal objective value −1.0833. When the approximate convex MINLP is solved with the ECP method [25] the so-
lution (1.1143, 0.3429) with objective value −1.1351 is obtained. It is also worth noticing that one of the break points
in the piecewise linearization coincides with the solution. If the solution values were found only at some break points
(and not in between), the solution would be feasible and optimal in the original problem (P) as well. Now, since one
solution value is found at the break point and one in between, the convexified approximate problem will underestimate
the original nonconvex problem. If IT is used the objective and the fourth and sixth constraints are replaced by
1
XY
− 2x − 2y + 1; X = 1
1.5
λx2 +
1
2.0
λx3 +
1
2.5
λx4; Y =
1
1.5
λ
y
2 +
1
2.0
λ
y
3 +
1
2.5
λ
y
4 .
In this case the solution to the approximate MINLP is (1.2393, 0.7180) with objective value −1.1918. Note that the
solution to both approximate convex problems underestimates the solution to the original bilinear problem and that IT
gave a looser underestimate than ET, which is, in fact, often the case. The error in both the transformations is derived
in Appendix B.
4. Properties of the approximate convex MINLP
Some important properties for the approximate problem are given in the theorem below. All the original variables
are contained in the vector z and all the variables introduced in the convexification are called z˜. Each SOS2 variable
is assumed to be linked to the original variable through a set of piecewise linearization constraints.
Theorem 1. The following properties hold for the nonconvex problem (P) and the convexified problem (Pconv) (when
(Pconv) includes the piecewise linear reformulations of the transformation constraints).
(i) Every convexified term underestimates the corresponding signomial term. That is
(1) a > 0 a
e
r1X1+r2X2+···+rm Xm
x |rm+1|m+1 · · · x |rn |n
≤ axr11 xr22 · · · xrnn
(2) a > 0
a
Xr11 X
r2
2 · · · Xrmm x |
rm+1|
m+1 · · · x |rn |n
≤ axr11 xr22 · · · xrnn
(3) a < 0 aX
r1
R
1 X
r2
R
2 · · · X
rm
R
m X
|rm+1|
R
m+1 · · · X
|rn |
R
n ≤ axr11 xr22 · · · xrnn .
(ii) The convexified functions underestimate the original functions. That is
Sconvi (z, z˜) ≤ Si (z), i = 0, 1, . . . , N ,∀z, z˜ with l ≤ z ≤ u, l˜ ≤ z˜ ≤ u˜.
(iii) The feasible region in (P) is a subset of the feasible region in (Pconv).
(iv) Let z∗ be the global solution to (P) and (z∗conv, z˜∗conv) the solution to (Pconv). If z∗conv is feasible in (P) then
f (z∗conv)+ Sconv0 (z∗conv, z˜∗conv) ≤ f (z∗)+ S0(z∗) ≤ f (z∗conv)+ S0(z∗conv).
If z∗conv is infeasible in (P) then only the first inequality is valid.
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Proof. Case i. First we consider terms with a > 0. Case i.1. In the exponential transformation of a posynomial term
only variables with positive exponents are transformed. Each factor xrii , i = 1, . . . ,m is replaced by the expression
eri X i in the convexified term. Due to the concavity of the ln-function the piecewise linear approximation X i will
underestimate ln(xi ). Since ri ≥ 0 we obtain eri X i ≤ eri ln(xi ) = xri . This holds for all factors i = 1, . . . ,m. Since
a, ri ≥ 0 we obtain
a
er1X1+···+rm Xm
x |rm+1|m+1 x |
rm+2|
m+2 · · · x |rn |n
≤ axr11 xr22 · · · xrnn .
Hence, a term convexified with ET underestimates the posynomial term. Case i.2. In this case each factor xrii , i =
1, . . . ,m is replaced by the expression 1
X
ri
i
. Due to the convexity of the inverse function the piecewise linear
approximation X i will overestimate 1xi . Since ri ≥ 0 we obtain X
ri
i ≥
(
1
xi
)ri ⇔ 1
X
ri
i
≤ xrii . This holds for all
factors i = 1, . . . ,m. Since a, ri ≥ 0 we obtain the inequality
a
Xr11 · · · Xrmm x |
rm+1|
m+1 x
|rm+2|
m+2 · · · x |rn |n
≤ axr11 xr22 · · · xrnn .
Hence, a term convexified with IT underestimates the posynomial term. Case i.3. Negatively signed terms are now
considered (a < 0. In this case each factor xrii , i = 1, . . . ,m is replaced by the expression X
ri
R
i and each factor
xrii , i = m + 1, . . . , n is replaced by X
− riR
i . Since both the transformation constraints in PT are convex functions the
piecewise linear approximation will be an overestimate. For i = 1, . . . ,m we have that X
ri
R
i ≥ (x Ri )
ri
R = xrii and for
i = m + 1, . . . , n we have that X−
ri
R
i = X
|ri |
R
i ≥
(
1
x Ri
) |ri |
R = 1
x
|ri |
i
= xrii . Since this holds for all factors i = 1, . . . , n
we obtain the inequalities
X
r1
R
1 · · · X
rm
R
m X
|rm+1|
R
m+1 · · · X
|rn |
R
n ≥ xr11 xr22 · · · xrnn ⇔ aX
r1
R
1 · · · X
rm
R
m X
|rm+1|
R
m+1 · · · X
|rn |
R
n ≤ axr11 xr22 · · · xrnn .
Hence, a term convexified with PT underestimates a negatively signed signomial term. 
Case ii. Since every convexified term underestimates the corresponding nonconvex signomial term it is clear
that each convexified function Sconvi (z, z˜) in (P
conv) underestimates the corresponding signomial function Si (z) in
(P). 
Case iii. Take a feasible point z arbitrarily in (P). For every choice of z the transformation variables z˜ obtain unique
values from the piecewise linearization constraints. According to case ii above we get for every i = 1, . . . , N
0 ≥ gi (z)+ Si (z) ≥ gi (z)+ Sconvi (z, z˜),
which implies that the feasible region in (P) is a subset of the feasible region in (Pconv). 
Case iv. Assume that z∗conv is feasible in (P). Since z∗ is optimal in (P) we immediately get that
f (z∗)+ S0(z∗) ≤ f (z∗conv)+ S0(z∗, z∗conv).
According to the underestimation property it follows that
f (z∗)+ Sconv0 (z∗, z˜∗) ≤ f (z∗)+ S0(z∗)
and since (z∗conv, z˜∗conv) was assumed optimal in (Pconv) we obtain
f (z∗conv)+ S0(z∗conv, z˜∗conv) ≤ f (z∗)+ Sconv0 (z∗, z˜∗).
On the other hand, if z∗conv is infeasible in (P) then the right inequality may be invalid. 
The theorem states that all convexified functions in (Pconv) are underestimators and the feasible region in (Pconv)
is an overestimate. Point iv in Theorem 1 can be used to bound the global solution to the nonconvex problem (P). The
optimal objective value to the convex MINLP is a lower bound for the global solution to (P). An upper bound can
be computed as an evaluation of the objective in (P) at the solution to the underestimating convex MINLP problem.
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After the solution of the first approximate problems in Example 1 it can be concluded that the sought global optimal
objective value to the bilinear problem lies in the interval [−1.1351, −1.0751] if ET is used and in the interval
[−1.1918, −1.0675] if IT is used.
5. Description of the global optimization algorithm
A novel deterministic global optimization algorithm for problem class (P) can easily be constructed by solving a
sequence of underestimating convex MINLP problems (Pconv). The quality of the underestimation will primarily
depend on the density of the grid used. If the gap between the upper bound and lower bound is considered
unsatisfactory new grid points are sequentially added to the previous grid and the updated tighter underestimating
convex problem is resolved. The steps of the algorithm are given below.
1. Pre-processing
Determine tight lower and upper bounds for all variables that participate in the signomial expressions. Let SI
be the index set of all continuous variables that participate in the signomials and Nconv the index set of all pure
convex constraints in (P). Tight bounds on all variables can efficiently be obtained by solving a number of convex
bounding problems of the form
lk := MIN zk
s.t. gi (z) ≤ 0
Az = a
l ≤ z ≤ u
i ∈ Nconv

uk := MAX zk
s.t. gi (z) ≤ 0
Az = a
l ≤ z ≤ u
i ∈ Nconv,
for every k ∈ SI . This results in a tight hyper-rectangle that contains the feasible region defined by all linear and
convex constraints. The same bounding technique is also frequently used in the pre-processing step of deterministic
global optimization methods, for example in [13,27–30]. Tight bounds can also be obtained by applying simple
interval analysis of the constraints or by inspection.
2. Convexification
Define initial discretization grids for all variables that participate in the signomials. Convexify problem (P). Let
z˜ = (X i , λi j ).
3. Solution
Solve the convexified problem (Pconv) by any MINLP method suitable for this purpose. Call the obtained
solution (z∗conv, z˜∗conv) and the objective value Zconv.
4. Bounding
Due to the underestimating property of (Pconv) Zconv is a lower bound for the global solution to (P). Set
LB = Zconv. An upper bound, UB, can be constructed in several ways.
(i) Evaluate the objective in (P) at the solution to the convexified problem (z∗conv, z˜∗conv). Call this value Zeval and
set UB = Zeval.
(ii) Apply a local NLP/MINLP method using z∗conv as starting point. Call the result Z loc. A valid upper bound can
now be set to UB = Z loc.
5. Termination
Terminate if UB − LB < tol or if the solution is sufficiently close to an existing grid point.
6. Updating the grid
The discretization grid can be updated in several ways. Add the
(1) solution to the convexified problem to the grid.
(2) solution to the local search to the grid (if it is not already included).
(3) midpoint of all intervals for which the solution to the convexified problem does not lie at a grid point.
New grid points are added for each variable that is not sufficiently close to an existing grid point. Go back to step 3.
To obtain a more detailed proof of convergence and the convergence properties of the method, the reader is referred
to [25]. In classical branch and bound methods for global optimization the partition of the space is done for only one
variable at a time. In this method several new grid points are added in each iteration, i.e. the partition is done in
several dimensions. If updating alternative 1 is used the grids are updated for all variables that do not lie exactly at an
existing grid point at the solution to the convexified problem. Convergence for the method can generally be ensured by
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periodically using updating alternative 3. This follows from the compactness and continuity assumption of problem
(P). Once again we return to Example 1 and the ET approach. If updating alternative 1 is used the point (1.1143,
0.3429) is added to the grid and the problem is resolved. The new constraints are
X = ln(1.5)λx2 + ln(2.0)λx3 + ln(2.1143)λx4 + ln(2.5)λx5
Y = ln(1.3429)λy2 + ln(1.5)λy3 + ln(2.0)λy4 + ln(2.5)λy5 .
The NLP-heuristic includes the point (7/6, 0.5) in the grid and alternative 3 (midpoint) the point (2.25, 1.25). The up-
dated MINLP has four additional variables, two binary and two continuous, and two additional inequality constraints.
6. Test problems
In this chapter, three examples are given to illustrate the global optimization procedure. In all the examples, the
Extended Cutting Plane algorithm [26] has been used to solve the convex underestimating MINLP problems.
Example 2. This example is taken from [31]. The problem consists of minimizing the total heat exchanger area-cost
for a specific structure. Convergence to the global optimum is not guaranteed for traditional NLP solvers since the
objective function consists of linear fractional terms. All constraints are linear.
MIN 270
q1
0.1 ·∆t1 + 720
q2
0.1 ·∆t2 + 240
q3
∆t3
+ 900 q4
∆t4
s.t. q1 = 5.555 (t1 − 395); q2 = 3.125 (t2 − 398)
q3 = 4.545 (t2 − 365); q3 = 5.555(575− t1)
q4 = 3.571 (t4 − 358); q4 = 3.125 (718− t2)
q1 + q2 = 1000
∆t1 = t1 − 3052 ; ∆t2 =
t2 − 302
2
∆t3 = t1 − t3 + 2102 ; ∆t4 =
t2 − t4 + 360
2
405 ≤ t1 ≤ 575, 405 ≤ t2 ≤ 718,
365 ≤ t3, 358 ≤ t4
qi ≥ 0, ∆ti ≥ 5, i = 1, . . . , 4.
If the variables qi are transformed into eQi for i = 1, 2, 3, 4, respectively, the objective function is convex according
to Property 2. The approximate convexified problem will be the original plus the constraints containing the piecewise
approximation of Qi = ln(qi ); i = 1, 2, 3, 4 and the objective function replaced by
MIN 270
eQ1
0.1 ·∆t1 + 720
eQ2
0.1 ·∆t2 + 240
eQ3
∆t3
+ 900e
Q4
∆t4
.
Piecewise linear functions in three steps (four grid points) were used to solve the first convexified subproblem. Each
subproblem corresponds to a convex MINLP program. The solution from the convexified problems was subsequently
added as new grid points to make the approximation more accurate (updating alternative 1). The upper bound was
obtained by simply evaluating the nonconvex objective function at the solution to the convexified MINLP problem.
The global optimum was found in the sixth subproblem with an objective value of 36163. The iteration path is
illustrated in Fig. 2.
If IT is used instead of ET in Example 2 there is a need for solving significantly more convexified subproblems,
since IT generally generates poorer lower bounds than ET. The iteration path for IT is illustrated in Fig. 3.
An investigation of the underestimation quality of ET and IT is made in Appendix B. Some general error estimates
are derived in [32].
Example 3. This example is a nonconvex MINLP found in [33]. The nonconvexities are located in the two equality
constraints. Each of these constraints is first rewritten as two inequalities and the resulting two concave constraints are
finally convexified. The nonconvexities lie entirely in the continuous space.
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Fig. 2. Iteration path and a comparison between the sizes of the original problem and the last subproblem for Example 2.
Fig. 3. Iteration path and a comparison between the sizes of the original problem and the last subproblem for Example 2 solved with IT.
MIN 2x1 + 3x2 + 1.5y1 + 2y2 − 0.5y3 MIN 2x1 + 3x2 + 1.5y1 + 2y2 − 0.5y3
s.t. x21 + y1 = 1.25 s.t. x21 + y1 ≤ 1.25
x1.52 + 1.5y2 = 3 x1.52 + 1.5y2 ≤ 3
x1 + y1 ≤ 1.6 P −X1 − y1 ≤ −1.25
1.333x2 + y2 ≤ 3 −X2 − 1.5y2 ≤ −3 PCONV
−y1 − y2 + y3 ≤ 0 ⇒ x1 + y1 ≤ 1.6
x1, x2, x3 ≥ 0 1.333x2 + y2 ≤ 3
(y1, y2, y3) ∈ {0, 1} −y1 − y2 + y3 ≤ 0
X i = pli (xi ), i = 1, 2
x1, x2 ≥ ε; X1 ≥ ε2; X2 ≥ ε1.5
(y1, y2, y3) ∈ {0, 1}
where X i = pli (xi ) represent the piecewise linearizations with some suitable grid points. The transformations used
are X1 = x21 , X2 = x1.52 . In this problem, no upper bounds were calculated at all. On the other hand, the solution
approach used consisted of subsequently solving the problem (Pconv) where the solution of the previous (Pconv) were
added to the set of grid points in the piecewise linear approximations of the transformation constraints. The solution
to the fifth convex subproblem introduced no new grid points (it was exactly at some old grid points), which implied
that the solution was feasible in the original problem and, hence, optimal. The global optimal objective is 7.67.
Example 4. The last example is taken from [34] and includes bilinear equality and inequality constraints.
MIN 6x1 + 16x2 − 9x5 + 10x6 − 15x9
s.t. x1 + x2 − x3 − x4 = 0; x3 − x5 + x7 = 0
x4 + x8 − x9 = 0; −x6 + x7 + x8 = 0
−2.5x5 + 2x7 + x3 · x10 ≤ 0
2x8 − 1.5x9 + x4 · x10 ≤ 0
3x1 + x2 − x3 · x10 − x4 · x10 = 0
xi ≥ 0, i = 1, . . . , 9; x10 ≥ 1
xi ≤ (300, 300, 100, 200, 100, 300, 100, 200, 200, 3) .
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The bilinear equality constraint is relaxed into two inequalities prior to solution. If no upper bounding procedure
was used, the global optimum (with an objective value of –400) was found after the solution of 11 convexified
subproblems. After the 11th iteration no new grid points were added. If a NLP search is used as an upper bounding
procedure after the first convexified subproblem the global optimum was, in fact, obtained as the upper bound. The
local NLP solution was added as a new grid point, after which the lower bound solutions form the foundation of the
new grid points in the following iterations. Having a good upper bound decreased the number of iterations from 11
to 9. More small and medium scale examples are solved in [32]. It is worth noticing that this method requires only
one transformation for each variable that is found in a nonconvex constraint. This means that even if the number of
nonconvex constraints is large, but the number of the variables in the constraints is small, the proposed method has
good possibilities to solve the problem, for further details, see [25].
7. Discussion
In this paper a novel reformulation technique for NLP and MINLP problems, which contain signomial expressions,
was presented. It was shown that, given any nonconvex optimization problem with an objective function and inequality
constraints that can be decomposed into a convex and signomial part, it is possible to construct a corresponding
convex underestimating MINLP problem. For this purpose, three different transformation techniques were derived and
illustrated. The exponential transformation (ET) and the inverse transformation (IT) were applicable to positive terms
and the potential transformation (PT) was used on negatively signed terms. The nonlinear transformation constraints
were discretized in order to obtain a piecewise linear formulation. The quality of the underestimation produced by
the ET and IT was also investigated. It was found that ET usually produces a tighter underestimate than IT. This
conclusion is also supported by the bounding in the numerical examples. The reformulation could further be used
for the construction of an iterative global optimization procedure. The initial discretization is subsequently updated
in order to tighten the underestimating problem. The discretization could be updated in several ways. These updating
rules correspond to different rectangular partition schemes used in branch and bound methods for global optimization.
Finally, the method was used to successfully solve four example problems from the literature.
More work should be done to make the solution of the convex MINLP problems less expensive. At the moment,
every MINLP problem is solved from scratch. It would be preferred to collect information after each subproblem
and incorporate this in the solution scheme. For example, it would be possible to keep some important cuts (from
the ECP method) derived in previous iterations and use them in subsequent ones. Another improvement would be to
use information directly from different nodes in the branch and bound three to reduce the combinatorial space in the
following subproblems, i.e. to discard such regions from the initial feasible region, which cannot contain the optimal
solution.
Appendix A
Proof of Property 2.
Theorem. The function a e
{r1x1+r2x2+···+rn xn}
x
s1
1 x
s2
2 ···xsnn
is convex on Rn+ if a, si ≥ 0 and r ∈ R.
Proof. The denominator can be rewritten as
a
e{r1x1+r2x2+···+rnxn}
x s11 x
s2
2 · · · x snn
= a e
{r1x1+r2x2+···+rnxn}
e{s1 ln(x1)+s2 ln(x2)+···+sn ln(xn)}
= ae{r1x1+r2x2+···+rnxn}e−{s1 ln(x1)+s2 ln(x2)+···+sn ln(xn)}
= ae{r1x1+r2x2+···+rnxn−s1 ln(x1)−s2 ln(x2)−···−sn ln(xn)}
The ln-function is concave on R+. Then it follows that the function r1x1+ r2x2+ · · ·+ rnxn − s1 ln(x1)− s2 ln(x2)−
· · · − sn ln(xn) is convex on Rn+ since si ≥ 0. Since a ≥ 0 and the exp-function is convex and increasing on R it
follows from standard convex analysis [35] that the expression in Property 2 is a convex function on Rn+. 
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Fig. 4. ET underestimation errors for a bilinear term in the box [1, 4]× [3, 5].
Fig. 5. IT underestimation errors for a bilinear term in the box [1, 4]× [3, 5].
Appendix B
Here we investigate the quality of the convex underestimation generated by ET and IT. We study a special case of
a posynomial, namely the bilinear term x1x2 in the box [a1, b1] × [a2, b2]. However, all results can be generalized
to the case of a general posynomial term. The error, εi , for the piecewise linear approximation of the transformation
constraints X i = ln(xi ) is given by
εi (xi ) = ln(xi )− X i = ln(xi )− (αi xi + βi ); αi = ln(bi )− ln(ai )bi − ai ;βi =
bi ln(ai )− ai ln(bi )
bi − ai
for i = 1, 2. The error between the bilinear term and the corresponding convexified term at an arbitrarily point (x1, x2)
in the grid box [a1, b1]× [a2, b2] is then given by the expression
∆ET (x1, x2) = x1x2 − eX1+X2 = x1x2 − eα1x1+α2x2+β1+β2 .
By using similar arguments the error, ε¯i , between the piecewise linear approximation and the transformation constraint
X i = 1xi is
ε¯i = X i − 1xi = α¯i xi + β¯i −
1
xi
; α¯i = − 1aibi ; β¯i =
1
ai
+ 1
bi
and the error in the grid box is given by
∆I T (x1, x2) = x1x2 − 1X1X2 = x1x2 −
1
(α¯1x1 + β¯1)(α¯2x2 + β¯2)
.
As an illustration we assume that the box is [1, 4]× [3, 5]. The error for ET and IT is calculated at 100 separate points
in the given box. The errors are given in Figs. 4 and 5.
It is clear that the inverse transformation generates looser underestimation in this case. The maximal error in IT is
about twice as large as in ET. The exact maximal error can be obtained by solving the corresponding maximization
problems in the given grid box. This results in ∆ETmax = 2.5392 and ∆I Tmax = 5.0273. A drawback with these
transformations is clearly that they are exact only at the extreme points of the box. If we compare the quality of
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Fig. 6. Convex envelope underestimation errors for a bilinear term in the box [1, 4]× [3, 5].
ET and IT underestimations with the convex envelope [24] (tightest possible convex underestimator) this drawback
can be clearly seen. The convex envelope coincides with the bilinear term at all edges of the box, which can be seen
in Fig. 6. The maximal error for the convex envelope occurs exactly at the center of the box and is 1.5. However, a
major advantage of the ET/IT approach is their applicability on general posynomial and fractional terms.
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