We present an algorithm that computes an unmixed-dimensional decomposition of an arbitrary algebraic variety V . Each V i in the decomposition V = V 1 ∪ . . . ∪ Vm is given by a finite set of polynomials which represents the generic points of the irreducible components of V i . The basic operation in our algorithm is the computation of greatest common divisors of univariate polynomials over extension fields. No factorization is needed.
Introduction
Algebraic varieties are usually represented as sets of common zeros of finitely many polynomials. In addition to this common method we use a different representation in this paper, which is a generalization of a concept in Ritt (1950) . Since every irreducible variety is uniquely determined by one of its generic points (see van der Waerden (1967) , p.160 and p.161) we represent varieties by representing the generic points of their irreducible components. These generic points are given by certain finite sets of polynomials, so-called regular chains.
In this paper we present an algorithm that computes an unmixed-dimensional decomposition of an arbitrary variety V given as the set of common zeros of finitely many multivariate polynomials over a field. Every unmixed-dimensional variety V i in the decomposition V = V 1 ∪ . . . ∪ V m is given by a regular chain which represents the generic points of the irreducible components of V i .
We have introduced the concept of regular chains in our Ph.D. thesis (Kalkbrener, 1991) . It has been independently defined in Yang & Zhang (1991) . Regular chains are a generalization of Ritt's irreducible ascending sets (see Ritt, 1950) . The main difference between these two concepts is that no irreducibility condition is imposed on regular chains. Therefore, regular chains represent unmixed-dimensional varieties instead of irreducible varieties, and no factorization is required to compute them.
In Wu (1986) a modified version of Ritt's decomposition algorithm is presented. Recently Gao and Chou proved that the coarse form decomposition algorithm in Wu (1986) , which does not use polynomial factorization either, computes unmixed-dimensional decompositions of varieties (Gao & Chou, 1991) .
Regular chains are also similar to triangular sets, a concept introduced by D. Lazard. In Lazard (1992) triangular sets are used for solving zero-dimensional systems of algebraic equations. Without giving a correctness proof, D. Lazard generalized this algorithm to systems of arbitrary dimension in Lazard (1991) . Furthermore, the definition of triangular sets given in Lazard (1992) is strengthened in Lazard (1991) in order to guarantee that different triangular sets represent different varieties. Regular chains do not have this "canonical representation" property. Compared to the definition of triangular sets given in Lazard (1991) , the definition of regular chains is simpler and more general. Our whole algorithm has a rather simple structure and is easy to implement. Recently, an implementation has been done in MAPLE V.
The basic operation in our algorithm is the computation of greatest common divisors of univariate polynomials over extension fields given by regular chains. Our strategy for computing in these extension fields is similar to the one for computing in algebraic extension fields suggested in Della Dora et al. (1985) and implemented in Scratchpad under the name D5 (see Dicrescenzo & Duval, 1988) .
In Section 2 we introduce the concept of regular chains and state more formally the problem we are concerned with. In Section 3 we show that if a variety is represented by regular chains then it is easy to determine its dimension, to compute the generic points of its irreducible components, and to decide radical membership. In Section 4 algorithms are developed for computing in extension fields given by regular chains. In particular, we present an algorithm for computing the greatest common divisor of univariate polynomials over extension fields given by regular chains. In Section 5 we give an algorithmic solution based on this gcd algorithm for the problem stated in Section 2. In Section 6 timings on well-known examples from computer algebra literature are presented. The termination and correctness of every algorithm presented in this paper are proved in Section 7 or Section 8.
Definitions

basic definitions
Throughout the paper let K be a field andK an algebraically closed field which has infinite transcendence degree over K (a so-called universal domain).
Let F be a subset of K[x 1 , . . . , x n ]. If F is a finite set then we denote the number of elements in F by |F |. V n (F ) denotes the variety of F inK n , i.e. the set {a ∈K n | f (a) = 0 for every f ∈ F }.
A variety inK n is any subset ofK n which is the variety of some subset of
f (a) = 0 implies f (b) = 0 for every b ∈ V.
If a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) are two generic points of V then there exists a Kisomorphism h of the extension field K(a 1 , . . . , a n ) onto the extension field K(b 1 , . . . , b n ) such that h(a i ) = b i for every i ∈ {1, . . . , n} (see van der Waerden (1967) , p.160). It is well-known (see, for instance, van der Waerden (1967), p.159 and p.161) that every element ofK n is a generic point of an irreducible variety and that a variety is irreducible if and only if it has a generic point. The dimension of V is denoted by dim(V ). Let
The polynomial q d is called the leading coefficient of f with respect to x n , abbreviated lc n (f ). The degree of f in x n is denoted by deg n (f ). Furthermore, we define deg n (0) := −1. For non-zero f 1 , f 2 ∈ K[x 1 , . . . , x n ] the pseudoremainder and pseudoquotient with respect to x n are denoted by prem n (f 1 , f 2 ) and pquo n (f 1 , f 2 ). The monic gcd of the polynomials in F is denoted by gcd(F ) for every finite subset F of K[x 1 , . . . , x n ] with F = {0}. Furthermore, we define gcd({0}) := 0.
If there is no danger of confusion we sometimes drop the subscript.
regular chains
Varieties are usually represented as sets of common zeros of finitely many polynomials. In addition to this common method we use a different representation in this paper, which is a generalization of a concept in Ritt (1950) . Since every irreducible variety inK n is uniquely determined by one of its generic points we represent varieties by representing the generic points of their irreducible components. These generic points are given by certain subsets of K[x 1 , . . . , x n ], so-called regular chains in K[x 1 , . . . , x n ]. The set of generic points inK n given by a regular chain R is called the set of regular zeros of R. Every set of regular zeros of a regular chain R contains all generic points of a finite number of irreducible varieties V 1 , . . . , V r . The variety V 1 ∪ . . . ∪ V r is said to be represented by R.
We now give a formal inductive definition of regular chains and regular zeros of regular chains:
Let n be 0. The empty set is the only regular chain in K and the setK 0 which contains the empty list only is called the set of regular zeros of ∅, abbreviated RZ 0 (∅).
Let n be a natural number. A subset R of the polynomial ring
. . , x n−1 ] has at most one element, and (3) if there exists an f in R − K[x 1 , . . . , x n−1 ] then lc n (f )(a 1 , . . . , a n−1 ) = 0 for every element (a 1 , . . . , a n−1 ) of the set of regular zeros of R ∩ K[x 1 , . . . , x n−1 ].
Let R be a regular chain in K[x 1 , . . . , x n ] and RZ the set of regular zeros of
. . , x n−1 ] then the set {(a 1 , . . . , a n ) | (a 1 , . . . , a n−1 ) ∈ RZ, a n ∈K is transcendental over K(a 1 , . . . , a n−1 )} is called the set of regular zeros of R. If there exists an f ∈ R − K[x 1 , . . . , x n−1 ] then {(a 1 , . . . , a n ) | (a 1 , . . . , a n−1 ) ∈ RZ, a n ∈K, and f (a 1 , . . . , a n ) = 0}
is called the set of regular zeros of R. The set of regular zeros of R is denoted by RZ n (R).
It is clear from the definition that RZ n (R) is not empty for every regular chain R in
Example 2.1. Let Q denote the rational numbers and let
is not a regular chain. R 3 and R 4 are regular chains and RZ 3 (R 3 ) and RZ 3 (R 4 ) are the set
Note that (0, 0, a) is a common zero of the polynomials in R 4 , but it is not in RZ 3 (R 4 ). 2
Let n be a natural number. If R is a regular chain in K[x 1 , . . . , x n ] then the set {V | V is an irreducible variety inK n with a generic point in RZ n (R)} is called the set of irreducible varieties associated with R, abbreviated AIV n (R). Note that AIV n (∅) = {K n }. Therefore, we define AIV 0 (∅) := {K 0 }. For every non-negative integer n and every regular chain R in K[x 1 , . . . , x n ] the variety
V is said to be represented by R and is denoted by Rep n (R). Note that every generic point of a variety V ∈ AIV n (R) is in RZ n (R).
Example 2.2. Let R 3 and R 4 be defined as in Example 2.1. Obviously, AIV 3 (R 3 ) and AIV 3 (R 4 ) contain the two irreducible varieties V ({x 2 +x 1 , x 3 −x 1 }) and V ({x 2 −x 1 , x 3 − x 1 }). Hence, R 3 and R 4 represent the variety V ({x
Regular chains can be considered as a generalization of Ritt's irreducible ascending sets (Ritt, 1950; Wu, 1984) . Every irreducible ascending set in K[x 1 , . . . , x n ] represents exactly one irreducible variety inK n . Since we have dropped the condition of irreducibility, a finite number of irreducible varieties is given by a regular chain. This is also true for triangular sets. Instead of the Condition 3 in our definition of regular chains, five other conditions are imposed on triangular sets in Lazard (1991) in order to make every polynomial in a triangular set monic, primitive and squarefree in a rather technical sense.
the problem
In this paper we are concerned with the development of an algorithm that solves the following problem:
Rep n (R i ).
Some of the main problems in polynomial ideal theory can be easily solved if we are able to represent arbitrary varieties by means of regular chains. In the following section we show how the dimension of an ideal can be computed, systems of algebraic equations can be solved, and radical membership can be decided. Several other algorithms for solving these problems have been developed and implemented during the last years. Many of them are based on Gröbner bases (Buchberger, 1965; 1985) or characteristic set computations (Ritt, 1950) . See, for instance, Kredel & Weispfenning (1988) , Wu (1986) , Gao & Chou (1991) for computing dimensions of ideals, Buchberger (1985) , Wu (1986) for solving systems of algebraic equations and Kapur (1986) , Ritt (1950) for deciding radical membership.
Properties of Regular Chains
In this section let F = {f 1 , . . . , f k } be a finite subset of K[x 1 , . . . , x n ] and M = {R 1 , . . . , R l } a (possibly empty) set of regular chains in K[x 1 , . . . , x n ] such that
(3.1)
3.1. computing the dimension of an ideal
Proof. By definition,
Let V ∈ AIV n (R) and (a 1 , . . . , a n ) ∈ RZ n (R) a generic point of V . By definition of RZ n (R), the transcendence degree of K(a 1 , . . . , a n ) is n − |R|. Hence, Rep n (R) is unmixed-dimensional and
We obtain from (3.1) and the previous theorem that
Since the ideal I generated by F has the same dimension as V (F ) we can use (3.2) and (3.3) for determining the dimension of I as well.
solving systems of algebraic equations
First of all, we can decide whether the system
has no, finitely many, or infinitely many solutions: it is an easy consequence of (3.2) and (3.3) that system (3.4) has no solutions iff M = ∅, (3.4) has finitely many solutions iff M = ∅ and |R i | = n for every i ∈ {1, . . . , l}, (3.4) has infinitely many solutions iff there exists an R ∈ M with |R| < n.
By definition,
Rep n (R i ) and for every i ∈ {1, . . . , l} RZ n (R i ) is the subset of Rep n (R i ) that contains those elements that are generic points of one of the irreducible varieties associated with R i . We know from (van der Waerden (1967), p.162) that if Rep n (R i ) has only finitely many elements then
Each of the sets RZ n (R 1 ), . . . , RZ n (R l ) can be computed by "successive substitution".
Example 3.1. We consider the following system of algebraic equations due to Arnborg and Davenport:
Using the algorithm solve in Section 5 we can represent every variety by a finite number of regular chains. In this example the variety V 4 ({f 1 , f 2 , f 3 , f 4 }) can be represented by a single regular chain:
Since R contains 3 elements, the variety is unmixed one-dimensional. The polynomial
In this example we easily obtain by successive substitution that
deciding radical membership
In the following section we develop an algorithm called separate n that satisfies the following specification:
By means of separate n we can easily decide radical membership. Let J be the radical of the ideal generated by F and g a polynomial in K[x 1 , . . . , x n ]. Obviously, g is an element of J iff g vanishes on V (F ) iff for every i ∈ {1, . . . , l} separate n (R i , g) = ∅.
Computing Modulo Regular Chains
Before we can present an algorithmic solution of the problem in Subsection 2.3, we have to develop algorithms for computing in extension fields given by regular chains. Our strategy for computing in these extension fields is similar to the one for computing in algebraic extension fields suggested in Della Dora et al. (1985) and implemented in Scratchpad under the name D5 (see Dicrescenzo & Duval, 1988) . By means of the following example we illustrate the basic idea behind this method.
Example 4.1. Let us assume that we want to decide for every zero a of the polynomial
One possible strategy is to decompose x 6 − 10x 4 + 31x 2 − 30 into its irreducible factors x 2 − 2, x 2 − 3, x 2 − 5 and to decide this question for each of the extension fields
Obviously, factorization can be replaced by gcd computations in this example: since
, and x 4 − 7x 2 + 10 and x 2 − 3 are relatively prime we know that a 2 − 3 = 0 iff a is a zero of x 2 − 3, a 2 − 3 = 0 iff a is a zero of x 4 − 7x 2 + 10. 2
For using this "splitting on demand"-strategy we need for every natural number n two algorithms called common n and separate n that satisfy the following specifications:
Example 4.2. Let R be the regular chain {x
2 + a 3 equal to 0? This problem can be easily solved by means of common and separate. First we check whether a −1 2 exists for every (a 1 , a 2 , a 3 ) in RZ 3 (R): by computing common 3 (R, x 2 ) we obtain as output the empty set. Therefore, a 2 = 0 and a −1 2 exists for every (a 1 , a 2 , a 3 ) ∈ RZ 3 (R). By computing common 3 (R,
) we obtain as output set {x
In Example 4.1 we have found two factors of the polynomial x 6 − 10x 4 + 31x 2 − 30 by a gcd computation. A general gcd algorithm also is the core of common and separate and plays a crucial role in the algorithm in the next section which solves the problem stated in Subsection 2.3.
We define for every natural number n an algorithm named ggcd n (= generalized greatest common divisor) that satisfies the following specification.
for every i ∈ {1, . . . , l} and every a = (a 1 , . . . , a n−1 ) ∈ RZ(R i ):
for every i ∈ {1, . . . , l}:
We will do the construction of these algorithms by induction.
Induction basis: Construction of ggcd 1 .
Obviously, the simple algorithm
satisfies the above specification.
Induction step: Construction of ggcd n+1 .
By means of ggcd n we construct the algorithms common n and separate n first.
Now we are in the position to define ggcd n+1 :
if |F − {0}| ≥ 2 or there exists a non-zero g ∈ F and an a ∈ RZ n (R) such that lc n+1 (g)(a) = 0 then f := a non-zero element in F with minimal degree in x n+1
The termination and correctness of the algorithms presented in this section is proved in Section 7. 
Computation of ggcd
Since the leading coefficient of x 2 2 + x 1 does not vanish if x 1 is replaced by 0, which is the only element in RZ 1 ({x 1 }), 
Computing Regular Chains
The objective of this section is to show how the algorithm ggcd can be used for solving the problem stated in Subsection 2.3.
Let n be a non-negative integer. We define a partial ordering on the elements ofK n .
Let a := (a 1 , . . . , a n ) and b := (b 1 , . . . , b n ) be elements ofK n . Then a is smaller than b, written a ≺ b, if there exists an i ∈ {1, . . . , n} such that for every j ∈ {1, . . . , i − 1}   K(a 1 , . . . , a j ) and K(b 1 , . . . , b j ) have the same transcendence degree (over K) and K(a 1 , . . . , a i ) has a smaller transcendence degree than K(b 1 , . . . , b i ).
( Because of this result we can define the following two relations on regular chains. Let R and S be two regular chains in K[x 1 , . . . , x n ], a ∈ RZ n (R), and b ∈ RZ n (S). Then
Another obvious result is stated in Lemma 5.2.
Lemma 5.2. There do not exist infinitely many regular chains
We will construct for every natural number n an algorithm named solve n that satisfies the following specification. (1) for every R ∈ O, every a ∈ RZ n−1 (R ∩ K[x 1 , . . . , x n−1 ]) and every b ∈ RZ n−1 (R):
Again we will do the construction of these algorithms by induction.
Induction basis: Construction of solve 1 . Obviously, the simple algorithm
Induction step: Construction of solve n , where n > 1.
The termination and correctness of this algorithm is proved in Section 8.
The following theorem states the solution of the problem we are concerned with.
Theorem 5.1. Let F be a non-empty, finite subset of K[x 1 , . . . , x n ] and {R 1 , . . . , R l } := solve n (∅, F ). Then
Proof. Since Rep n (∅) =K n , we obtain from the specification of solve n that
Example 5.1. As an easy application of solve we compute a representation by regular chains of the variety V 2 ({x
Computation of solve 2 (∅, {x {(S 1 , g 1 ), (S 2 , g 2 )} := ggcd 2 ({x
Hence,
Examples and Computing Times
We have implemented solve in MAPLE V and have applied this algorithm to the following systems of algebraic equations that can be found in Böge et al. (1986) or Czapor & Geddes (1986) .
(1) Trinks' system: 6 equations, 6 variables (see Böge et al., 1986 ) with (a) ordering w > p > z > t > s > b (see Problem 1(a) in Czapor (1989) (6) Problem 7 in Czapor & Geddes (1986) : 2 equations, 2 variables, 9 parameters with ordering x > y. (7) Problem 9 in Czapor & Geddes (1986) : 3 equations, 3 variables, 9 parameters with (a) substitution d = e = f = 0 and ordering x > y > z (see Problem 9(a) in Czapor & Geddes (1986) ), (b) substitution a = b = c = g = h = k = 1 and ordering x > y > z (see Problem 9(b) in Czapor & Geddes (1986) ), (c) 9 free parameters and ordering x > y > z.
All computations have been done on a Sun Sparcstation 2. The computing times are given in seconds. We have compared solve with the Gröbner bases implementation gbasis in MAPLE V. The times in parentheses are the computing times of gbasis with respect to the lexicographical ordering. Compared with the Gröbner bases implementation in MAPLE the current implementation of solve performs rather well in examples with at most three variables. In the case of more variables it seems to be extremely sensitive to the ordering of variables. In some of the examples very large intermediate polynomials have been computed. This seems to be the main reason for the bad performance in some of the examples with more than three variables. We intend to investigate the practical applicability of solve more carefully. In particular, a comparison with the algorithms of Ritt, Wu and Lazard seems to be interesting.
No complexity analysis of solve and its subalgorithms has been made. We think that such an analysis and a comparison with the complexity results in Giusti & Heintz (1990) is a challenging problem for future research.
Proofs of Termination and Correctness of the Algorithms in Section 4
Let n be a natural number and let us assume that ggcd n terminates and satisfies its specification. Under this assumption we have to prove termination and correctness of common n , separate n , and ggcd n+1 .
Proof of termination and correctness of common n :
Let R and g satisfy the input specification. Termination readily follows from the termination of ggcd n . By the specification of ggcd n and the definition of the output set O, every element of O is a regular chain in K[x 1 , . . . , x n ]. Let a = (a 1 , . . . , a n ) be an element ofK n .
a ∈ R ∈O RZ n (R ) iff there exists a j ∈ {1, . . . , r} with g j = 0 and a ∈ RZ n (S j ) iff there exists a j ∈ {1, . . . , r} with g j (a 1 , . . . , a n−1 , x n ) = 0, (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), and a n is transcendental over K(a 1 , . . . , a n−1 ) iff there exists a j ∈ {1, . . . , r} with (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), a n is transcendental over K(a 1 , . . . , a n−1 ), and g(a 1 , . . . , a n−1 , x n ) = 0 iff (a 1 , . . . , a n−1 ) ∈ RZ n−1 (R ∩ K[x 1 , . . . , x n−1 ]), a n is transcendental over K(a 1 , . . . , a n−1 ), and g(a) = 0 iff a ∈ RZ n (R) and g(a) = 0.
Let us denote the element of
iff there exists a j ∈ {1, . . . , r} with g j / ∈ K[x 1 , . . . , x n−1 ] and a ∈ RZ n (S j ∪ {g j }) iff there exists a j ∈ {1, . . . , r} with g j / ∈ K[x 1 , . . . , x n−1 ], (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), and g j (a) = 0 iff (a 1 , . . . , a n−1 ) ∈ RZ n−1 (R ∩ K[x 1 , . . . , x n−1 ]) and f (a) = g(a) = 0 iff a ∈ RZ n (R) and g(a) = 0. 2 Proof of termination and correctness of separate n :
Let R and g satisfy the input specification and let a = (a 1 , . . . , a n ) be an element of K n .
In this case termination readily follows from the termination of ggcd n . By the specification of ggcd n and the definition of the output set O, every element of O is a regular chain in K[x 1 , . . . , x n ]. a ∈ R ∈O RZ n (R ) iff there exists a j ∈ {1, . . . , r} with g j = 0 and a ∈ RZ n (S j ) iff there exists a j ∈ {1, . . . , r} with g j = 0, (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), and a n is transcendental over K(a 1 , . . . , a n−1 ) iff there exists a j ∈ {1, . . . , r} with g j (a 1 , . . . , a n−1 , x n ) = 0, (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), and a n is transcendental over K(a 1 , . . . , a n−1 ) iff there exists a j ∈ {1, . . . , r} with (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), a n is transcendental over K(a 1 , . . . , a n−1 ), and g(a 1 , . . . , a n−1 , x n ) = 0 iff (a 1 , . . . , a n−1 ) ∈ RZ n−1 (R ∩ K[x 1 , . . . , x n−1 ]), a n is transcendental over K(a 1 , . . . , a n−1 ), and g(a) = 0 iff a ∈ RZ n (R) and g(a) = 0.
We will prove termination and correctness by induction on the degree of the only element
Induction basis: deg n (f ) = 1. As there does not exist a j ∈ {1, . . . , r} with 0 < deg n (g j ) < deg n (f ) = 1 we know that J = ∅. Thus, separate n terminates. Obviously, every element of O is a regular chain in
iff there exists a j ∈ {1, . . . , r} with g j ∈ K[x 1 , . . . , x n−1 ] and a ∈ RZ n (S j ∪ {f }) iff there exists a j ∈ {1, . . . , r} with g j ∈ K[x 1 , . . . , x n−1 ], (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), f (a) = 0, and f (a 1 , . . . , a n−1 , x n ) = 0 iff there exists a j ∈ {1, . . . , r} with g j (a 1 , . . . , a n−1 , x n ) ∈K − {0}, (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), f (a) = 0, and f (a 1 , . . . , a n−1 , x n ) = 0 iff there exists a j ∈ {1, . . . , r} with g j (a) = 0, (a 1 , . . . , a n−1 ) ∈ RZ n−1 (S j ), f (a) = 0, and f (a 1 , . . . , a n−1 , x n ) = 0 iff (a 1 , . . . , a n−1 ) ∈ RZ n−1 (R ∩ K[x 1 , . . . , x n−1 ]), f (a) = 0, f (a 1 , . . . , a n−1 , x n ) = 0, and g(a) = 0 iff a ∈ RZ n (R) and g(a) = 0.
Obviously, separate n terminates with input R and g if it terminates for every j ∈ J with input S j ∪ {pquo(f, g j )} and g. Let j ∈ J and q j be the pseudoquotient of f and g j . First we will show that S j ∪ {q j } is a regular chain in K[x 1 , . . . , x n ]. By specification of ggcd n , S j is a regular chain in
By definition of pseudodivision,
Therefore, for every b ∈ RZ n−1 (S j ) we obtain from lc(g j )(b) = 0 and lc(f )(b) = 0 that lc(q j )(b) = 0. Thus, S j ∪ {q j } is a regular chain in K[x 1 , . . . , x n ]. It follows from the definition of J that g j / ∈ K[x 1 , . . . , x n−1 ] and therefore deg n (q j ) < deg n (f ). Hence, the termination of separate n with input S j ∪ {q j } and g follows from the induction hypothesis. This completes the proof of termination.
We can deduce from the induction hypothesis that every element of the output set O is a regular chain in K[x 1 , . . . , x n ]. It remains to show that
⊇: Let a ∈ R ∈O RZ n (R ). Then there exists a j ∈ {1, . . . , r} with g j ∈ K[x 1 , . . . , x n−1 ] and a ∈ RZ n (S j ∪ {f }) or a j ∈ J and an R j ∈ O j such that a ∈ RZ n (R j ), where O j denotes the output set of separate n with input S j ∪ {pquo(f, g j )} and g. If there exists a j ∈ {1, . . . , r} with g j ∈ K[x 1 , . . . , x n−1 ] and a ∈ RZ n (S j ∪ {f }) then a ∈ RZ n (R) and g(a) = 0 can be shown by the same arguments as used in the induction basis. So let us assume that there exists a j ∈ J and an R j ∈ O j such that a ∈ RZ n (R j ). By induction hypothesis, a ∈ RZ n (S j ∪ {pquo(f, g j )}) and g(a) = 0.
Since g j (a 1 , . . . , a n−1 , x n ) divides f (a 1 , . . . , a n−1 , x n ), pquo(f, g j )(a 1 , . . . , a n−1 , x n ) divides f (a 1 , . . . , a n−1 , x n ) and therefore f (a 1 , . . . , a n ) = 0. Thus, a ∈ RZ n (R).
⊆: Let a ∈ RZ n (R) and g(a) = 0. Then, by the specification of ggcd n , there exists a j ∈ {1, . . . , r} such that (a 1 , . . . , a n−1 )
So let us assume that g j / ∈ K[x 1 , . . . , x n−1 ]. Since g(a) = 0, f (a) = 0, and the polynomial g j (a 1 , . . . , a n−1 , x n ) is the gcd of f (a 1 , . . . , a n−1 , x n ) and g(a 1 , . . . , a n−1 , x n ), g j (a) = 0 and deg n (g j (a 1 , . . . , a n−1 , x n )) < deg n (f (a 1 , . . . , a n−1 , x n )).
From lc(g j )(a 1 , . . . , a n−1 ) = 0 we obtain deg n (g j ) < deg n (f ). Hence, j ∈ J. Since g j (a 1 , . . . , a n−1 , x n ) divides f (a 1 , . . . , a n−1 , x n ), prem n (f, g j )(a 1 , . . . , a n−1 , x n ) = 0.
Together with g j (a) = 0 and f (a) = 0 it follows that pquo(f, g j )(a) = 0. Thus, a ∈ RZ n (S j ∪ {pquo(f, g j )}). From g(a) = 0 and the induction hypothesis we obtain
Proof of termination and correctness of ggcd n+1 : Let G be a finite, non-empty subset of K[x 1 , . . . , x n+1 ]. Then
Let R and F be sets which satisfy the input specification. We will prove termination and correctness by induction on sumdeg(F ).
Induction basis: sumdeg(F ) = 0.
Then F = {0} and termination and correctness are obvious.
Induction step: sumdeg(F ) > 0.
Case: there exists exactly one non-zero g ∈ F and lc(g)(a) = 0 for every a ∈ RZ n (R).
Again termination and correctness are obvious.
Case: |F − {0}| ≥ 2 or there exists a non-zero g ∈ F and an a ∈ RZ n (R) such that lc(g)(a) = 0.
It follows from the termination of common n and separate n that ggcd n+1 terminates with the input sets R and F if it terminates for every S ∈ M with the input sets S and F ∪ {f } and for every S ∈ M with the input sets S and F ∪ {f }. Let S ∈ M . By definition of f ,
By induction hypothesis, ggcd n+1 terminates with input S , F ∪ {f }.
Let S ∈ M . By specification of separate n , lc(f )(a) = 0 for every a ∈ RZ n (S ). Therefore, if F ⊆ {0} then the termination of ggcd n+1 with input S , F ∪ {f } is obvious. On the other hand, there exists a g ∈ F with deg(g) ≥ deg(f ). Hence, sumdeg(F ) < sumdeg(F ) and therefore
By induction hypothesis, ggcd n+1 terminates with input S , F ∪ {f }. This completes the proof of termination.
We obtain from the induction hypothesis and the first case of the induction step that for every element (R , g ) of O the set R is a regular chain in K[x 1 , . . . , x n ], g is a polynomial in K[x 1 , . . . , x n+1 ], and condition 2(a) holds.
By the specifications of common n and separate n ,
Therefore,
follows from the induction hypothesis and the first case of the induction step. Thus, it remains to prove conditions 2(b) and 3.
For the rest of the proof let (R , g ) be an element of the output set O and let a ∈ RZ n (R ).
Case: there exists an S ∈ M with (R , g ) ∈ ggcd n+1 (S , F ∪ {f }).
By induction hypothesis, RZ n (R ) ⊆ RZ n (S ). From this and from lc(f )(b) = 0 for every b ∈ RZ n (S ) we obtain lc(f )(a) = 0 and therefore f (a, x n+1 ) = f (a, x n+1 ). Thus, condition 2(b) follows from the induction hypothesis. Since lc(f )(a) = 0, lc(f ) vanishes on Rep n+1 (R ). Therefore, f vanishes on Rep n+1 (R )∩V n+1 ({f }). By induction hypothesis, g vanishes on Rep n+1 (R )∩V n+1 (F ∪{f }). Hence, g vanishes on Rep n+1 (R )∩V n+1 (F ).
By induction hypothesis and the first case of the induction step, RZ n (R ) ⊆ RZ n (S ). From this and from lc(f )(b) = 0 for every b ∈ RZ n (S ) we obtain lc(f )(a) = 0. Therefore, the polynomials in the set {h(a, x n+1 ) | h ∈ F } and the polynomials in the set {h(a, x n+1 ) | h ∈ F ∪ {f }} have the same gcd. Thus, by induction hypothesis and the first case of the induction step, condition 2(b) is satisfied.
From the fact that every polynomial in F vanishes on V n+1 (F ), the induction hypothesis, and the first case of the induction step we can deduce condition 3. 2
Proof of Termination and Correctness of the Algorithm in Section 5
Let n be a natural number greater than 1. We have to prove termination and correctness of solve n under the assumption that solve n−1 terminates and satisfies its specification.
Proof of termination of solve n :
Let R and F satisfy the input specification. We will show that for every S ∈ M S ≺ R.
(8.1)
Let S be an arbitrary element in M . Then there exists a j ∈ J such that
Let (a 1 , . . . , a n−1 ) ∈ RZ(S) and (b 1 , . . . , b n−1 ) ∈ RZ(S j ). By specification of ggcd n ,
and by specification of solve n−1 , lc(g j )(a 1 , . . . , a n−1 ) = 0 (8.3) and (a 1 , . . . , a n−2 ) ∈ RZ(S j ∩ K[x 1 , . . . , x n−2 ]) or (a 1 , . . . , a n−2 ) ≺ (b 1 , . . . , b n−2 ).
If (a 1 , . . . , a n−2 ) ≺ (b 1 , . . . , b n−2 ) then, by definition of ≺, (a 1 , . . . , a n−1 ) ≺ (b 1 , . . . , b n−1 ) and therefore, together with (8.2), S ≺ R. Thus, let us assume that (a 1 , . . . , a n−2 ) ∈ RZ(S j ∩ K[x 1 , . . . , x n−2 ]).
Case: There exists a polynomial f in
By specification of solve n−1 , f (a 1 , . . . , a n−1 ) = 0. Hence, (a 1 , . . . , a n−1 ) ∈ RZ(S j ) and therefore, by specification of ggcd n , lc(g j )(a 1 , . . . , a n−1 ) = 0. This is a contradiction to (8.3).
Since (a 1 , . . . , a n−2 ) ∈ RZ n−2 (S j ∩ K[x 1 , . . . , x n−2 ]), (a 1 , . . . , a n−2 , a n−1 ) ∈ RZ n−1 (S j ), where a n−1 is transcendental over K(a 1 , . . . , a n−2 ). Thus, lc(g j )(a 1 , . . . , a n−2 , a n−1 ) = 0 and therefore lc(g j )(a 1 , . . . , a n−2 , x n−1 ) = 0. From this and (8.3) we obtain that a n−1 is algebraic over K(a 1 , . . . , a n−2 ). On the other hand, b n−1 is transcendental over K(b 1 , . . . , b n−2 ). We know from (a 1 , . . . , a n−2 ) ∈ RZ n−2 (S j ∩K[x 1 , . . . , x n−2 ]) and Lemma 5.1 that (a 1 , . . . , a n−2 ) ∼ (b 1 , . . . , b n−2 ). Thus, we can deduce that (a 1 , . . . , a n−1 ) ≺ (b 1 , . . . , b n−1 ). By (8.2), S ≺ R. This completes the proof of (8.1).
If solve n does not terminate then an infinite sequence of regular chains R, S, . . . is generated such that R S . . . This is a contradiction to Lemma 5.2 and therefore solve n terminates. 2
In Lemma 8.1 a rather obvious property of regular chains is stated, which we need for proving the correctness of solve n .
Proof. Let (a 1 , . . . , a n ) ∈ Rep(R). Then there exists a (b 1 , . . . , b n ) ∈ RZ(R) such that (a 1 , . . . , a n ) ∈ V , where V is the irreducible variety inK n with (b 1 , . . . , b n ) as generic point. By definition of regular chains, (b 1 , . . . , b n−1 ) is an element of RZ(R ∩ K[x 1 , . . . , x n−1 ]). Since f (b 1 , . . . , b n−1 ) = 0 implies f (a 1 , . . . , a n−1 ) = 0 for every f ∈ K[x 1 , . . . , x n−1 ], (a 1 , . . . , a n−1 ) is in the irreducible variety inK n−1 with generic point (b 1 , . . . , b n−1 ). Therefore,
The next lemma is of crucial importance for the correctness of the algorithm.
Lemma 8.2. Let V be an irreducible variety inK n−1 with (b 1 , . . . , b n−1 ) as generic point, (a 1 , . . . , a n ) ∈K n such that (a 1 , . . . , a n−1 ) ∈ V , and h a polynomial in K[x 1 , . . . , x n ] with lc(h)(b 1 , . . . , b n−1 ) = 0, lc(h)(a 1 , . . . , a n−1 ) = 0, h(a 1 , . . . , a n ) = 0.
Then there exists a b n ∈K with h(b 1 , . . . , b n ) = 0 and (a 1 , . . . , a n ) ∈ V , where V is the irreducible variety inK n with (b 1 , . . . , b n ) as a generic point.
Proof. As lc(h)(a 1 , . . . , a n−1 ) = 0 and h(a 1 , . . . , a n ) = 0, h / ∈ K[x 1 , . . . , x n−1 ]. As lc(h)(b 1 , . . . , b n−1 ) = 0 it follows that there exist finitely many distinct zeros c 1 , . . . , c k of the univariate polynomial h(b 1 , . . . , b n−1 , x n ).
Let f be a polynomial in K[x 1 , . . . , x n ] with f (b 1 , . . . , b n−1 , c i ) = 0 for every i ∈ {1, . . . , k}. Obviously, there exists a natural number l such that h(b 1 , . . . , b n−1 , x n ) divides the polynomial f (b 1 , . . . , b n−1 , x n ) l . Let r be the pseudoremainder and q the pseudoquotient of f l and h with respect to x n . Obviously, r(b 1 , . . . , b n−1 , x n ) = 0. As (a 1 , . . . , a n−1 ) ∈ V , r(a 1 , . . . , a n−1 , x n ) = 0. From lc(h)(a 1 , . . . , a n−1 ) = 0, h(a 1 , . . . , a n ) = 0 and lc(h) d · f l = h · q + r, where d := max(deg n (f l ) − deg n (h) + 1, 0), it follows that f l (a 1 , . . . , a n ) = 0. Hence, f (a 1 , . . . , a n ) = 0. Thus, (a 1 , . . . , a n ) ∈
where V i is the irreducible variety inK n with (b 1 , . . . , b n−1 , c i ) as a generic point. Hence, there exists a b n ∈ {c 1 , . . . , c k } such that (a 1 , . . . , a n ) ∈ V , where V is the irreducible variety inK n with (b 1 , . . . , b n ) as a generic point. 2
Proof of correctness of solve n :
We will prove correctness by induction on the partial ordering ≺ on regular chains. Let R and F satisfy the input specification. Obviously, the regular chain R is minimal with respect to ≺ if and only if R represents a zero-dimensional variety.
Induction basis: The dimension of Rep n−1 (R) is 0.
From (8.1) in the proof of termination we obtain that M = ∅. It follows from the specification of ggcd n and the definition of the output set O that every element of O is a regular chain in K[x 1 , . . . , x n ].
Let R ∈ O and a ∈ RZ n−1 (R ∩K[x 1 , . . . , x n−1 ]). As M = ∅ we know that there exists an i ∈ {1, . . . , l} such that S ≺ R (see (8.1)), we obtain from the induction hypothesis that a ∈ RZ(S) or a ≺ b for every b ∈ RZ(S). Therefore, a ≺ c for every c ∈ RZ(R).
It remains to show condition 2. It follows from the specification of ggcd n that RZ n (R) = RZ n (S 1 ) ∪ . . . ∪ RZ n (S l ) and therefore
Rep n (R) = Rep n (S 1 ) ∪ . . . ∪ Rep n (S l ).
Let (a 1 , . . . , a n ) ∈ Rep n (R) ∩ V n (F ). Then there exists an i ∈ {1, . . . , l} such that (a 1 , . . . , a n ) ∈ Rep(S i ). By specification of ggcd n , g i (a 1 , . . . , a n ) = 0. (8.6)
Case: g i = 0.
Then S i ∈ O and (a 1 , . . . , a n ) ∈
R ∈O
Rep n (R ).
Case: g i = 0 and lc(g i )(a 1 , . . . , a n−1 ) = 0.
Since (a 1 , . . . , a n ) ∈ Rep n (S i ), we obtain from Lemma 8.1 that (a 1 , . . . , a n−1 ) is an element of Rep n−1 (S i ). Thus, there exists an irreducible variety V with a (b 1 , . . . , b n−1 ) ∈ RZ n−1 (S i ) as generic point such that (a 1 , . . . , a n−1 ) ∈ V.
(8.7)
Because of the fact that neither (a 1 , . . . , a n−1 ) nor (b 1 , . . . , b n−1 ) is a zero of lc n (g i ) and because of (8.6) and (8.7) we obtain from Lemma 8.2 that there exists a zero b n of g i (b 1 , . . . , b n−1 , x n ) such that (a 1 , . . . , a n ) ∈ V , where V is the irreducible variety with (b 1 , . . . , b n ) as generic point. As (b 1 , . . . , b n−1 ) ∈ RZ(S i ), (b 1 , . . . , b n ) ∈ RZ(S i ∪ {g i }).
From the fact that g i / ∈ K[x 1 , . . . , x n−1 ] it follows that S i ∪ {g i } ∈ O and therefore (a 1 , . . . , a n ) ∈ R ∈O Rep n (R ).
Since (a 1 , . . . , a n−1 ) is an element of Rep n−1 (S i ∩ K[x 1 , . . . , x n−2 ]) and an element of V (S i −K[x 1 , . . . , x n−2 ]∪{lc n (g i )}), it follows from the specification of solve n−1 that there exists an S ∈ M with (a 1 , . . . , a n−1 ) ∈ Rep n−1 (S) and therefore (a 1 , . . . , a n ) ∈ Rep n (S). As S ≺ R (see (8.1) in the proof of termination) we obtain from the induction hypothesis that (a 1 , . . . , a n ) ∈ R ∈Ō Rep n (R), whereŌ is the output set of solve n with input S and F . By definition of O, (a 1 , . . . , a n ) ∈ R ∈O Rep n (R ).
Thus, in every case we have shown that
(8.8)
Now let R ∈ O, (a 1 , . . . , a n ) ∈ Rep(R ), and (b 1 , . . . , b n ) ∈ RZ(R ) such that (a 1 , . . . , a n ) ∈ V , where V is the irreducible variety inK n with (b 1 , . . . , b n ) as generic point. If there exists an S ∈ M such that R is an element of the output set of solve n with input S and F then it follows from the induction hypothesis that (a 1 , . . . , a n ) ∈ V (F ). Hence, (a 1 , . . . , a n ) ∈ V (F ). Together with (8.8) and (8.9),
