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output and the exact derivative of the bandlimited signal used in
this simulation. Similar to the previous examples of Figs. 5 and 8,
the interpolation error may be controlled by the tradeoff between
computing time and accuracy. In this case, only the first six rows of
the matrix Cu were retained for an overall error of  75 dB.
IV. CONCLUSIONS
The design [3] of digital filters whose output equations may,
optionally, produce interpolated values at predetermined times is
extended, in this correspondence, to those cases that require real-time
computation of the interpolation time instants. In all its variants, the
method provides the accurate digital replica of an analog prototype,
with the exact mapping of the transfer function poles mentioned
above, in Section II-C. Due to this accuracy, the proposed design
preserves the advantages of optimal filter design methods. For exam-
ple, an optimal FIR filter may be approximated with an analog filter,
which will generate the interpolating digital filter operators. This is
illustrated by the linear-phase digital filters of Tables II and III and
Figs. 3–5.
The main contribution of this correspondence is the simple tradeoff
between the accuracy and number of multiplications per interpolation
point resulting from the properties of the operator CT1; T2. Moreover,
in the frequent case of digital filters followed by sampling rate
conversion, a unique interpolating digital filter with linear phase
was shown to eliminate the additional “interpolation filters” re-
quired by conventional approaches. A second class of applications
is provided by the simulation software for performance evaluation
of communication systems [2]. Thus, analog filters, together with
the interpolated output, are accurately and efficiently modeled. In
addition, the flexibility of the proposed design methods allows
for simple simulation of multirate processes that are frequently
encountered in the practice of simulation. Finally, the accuracy of
the proposed digital filters can be used to advantage in the design of
equipment for performance measurement.
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Cross-Coupled DOA Trackers
Ana Pe´rez-Neira, Miguel A. Lagunas, and R. Lynn Kirlin
Abstract— A new robust, low complexity algorithm for multiuser
tracking is proposed, modifying the two-stage parallel architecture of the
estimate-maximize (EM) algorithm. The algorithm copes with spatially
colored noise, large differences in source powers, multipath, and crossing
trajectories. Following a discussion on stability, the simulations demon-
strate an asymptotic and tracking behavior that neither the EM nor a
nonparallelized tracker can emulate.
Index Terms— Array processing, DOA tracking, EM algorithm, ex-
tended Kalman filter, signal vector decoupling, space diversity.
I. INTRODUCTION
Computational efficiency is a paramount issue in applying array
signal processing to modern communications, and any objective or
architecture will be of use only if there exists a feasibly imple-
mentable algorithm. The estimate-maximize (EM) algorithm [1], [2]
stands out for reducing the computational complexity of the maximum
likelihood (ML) estimation, while the Kalman filter [3], [4] provides
a desirable linear solution to the complexity of spatially nonstationary
scenarios. Our approach uniquely combines the EM two-stage parallel
architecture of Feder and Weinstein [5] and Boheme et al. [2] with
the adaptability of the Kalman filter.
We address a digital wireless communication system employing
adaptive arrays for the localization of NS moving sources using
an array of NQ identical radio receivers. The NS users operate
simultaneously in the same bandwidth, and no restriction is imposed
on the signals’ cross correlations. The signal received by the qth
sensor is a superposition of the NS source signals, having a time-
varying delay kq(n). Assuming that the signals are narrowband, the
complex baseband signal xq(n) can be expressed as
xq(n) =
NS
k=1
ek(n) exp [jwokq(n)] + vq(n) (1)
where
ek(n) complex envelope representation of source k with respect
to some fixed carrier frequency wo;
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Fig. 1. Parallel architecture for DOA estimate via EM (DML estimate).
Fig. 2. Reformulation of the DML in a two-stage estimate (two-source case).
vq(n) Gaussian noise independent of the source signals and
having covariance matrix Cv .
In our work, a small number of snapshots is necessary to carry out
an angle estimate (less than ten snapshots); thus, the relative array
velocity does not change over the observation interval and can be
assumed zero. Under this assumption and in the case of linear array,
the delay kq(n) involves only the sensor location dq and the source
DOA k relative to array broadside (for simplicity, we consider a
linear array along the Y axis, although the work to be presented
extends easily to planar arrays). The length NQ snapshot vector x(n)
is given by
x(n) = A(n; )e(n) + v(n) (2)
where T = [1    Ns] is the vector of source DOA’s, and e(n) is
composed of the NS complex emitter waveforms received at time n.
Matrix A(n; ) is the NQ  NS steering matrix whose NS columns
comprise the steering vectors ak, an element q of which (assuming
perfect array calibration) is
[ak]q = exp [j 2
1

dq sin k(n)]: (3)
The problem of interest is to estimate the NS sources’ angular
positions k(n) using multiple x(n).
The EM algorithm (see Fig. 1), assuming an uncorrelated stationary
source signal and noise process in a time invariant medium, iterates
between the E-step and the M-step. The E-step uses the incomplete
or observed data x and the current parameter estimate to estimate
Fig. 3. DOA estimate feed-back in order to perform the signal decompo-
sition.
(a)
(b)
Fig. 4. Comparison of EM with the parallel system that is proposed in this
work. Note that the EM has two delays in loop; system in (b) has one, therefore
it is inherently more stable.
the log-likelihood of the complete data, producing decoupled signal
vectors yk. The M-step then maximizes the estimated log-likelihood
function and obtains a new DOA estimate. However, in a mobile
context, all of the EM assumptions are not always valid. This
motivates modification of the signal decoupling (Section II) and DOA
estimation, respectively (Section III).
II. FIRST STAGE: SIGNAL VECTOR DECOUPLING
This section replaces the source statistical diversity required by EM
with spatial diversity (i.e., linear independence among the steering
vectors) in order to decouple the signal vectors. In Fig. 2, it is seen
that the ith projection matrix Poi (i = 1; 2) removes the contribution
of source i from the data x and produces decoupled signal vectors
Poix. Using the independence among the source steering vectors,
the deterministic maximum likelihood (DML) spatially filters the
interfering sources. The authors propose in [6] a low complexity
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(a)
(b)
Fig. 5. Simulation with an exact data covariance matrix (EKF). Two sources
at 9 and 3, SNR = [10  5] dB, noise power = 0 dB. (a) DOA estimate.
(b) Source and noise power estimate.
spatial filtering alternative inspired in the work of Griffiths and Jim
[7] and present an easy design that does not require EVD [8]. The
blocking matrix for the case of a linear array and j = 1    NS is
Bj =
1  bj1 0       0
0 1  bj2 0    0
                 
0 0 0    1  bjNQ 1
(4a)
bjq = exp
 j2f
c
(dq   dq+1) sin j : (4b)
We note the simplicity of the phase-only control and that feedback
is necessary for neither signal waveform nor statistics. The pro-
posed blocking matrix avoids both the stationarity and statistical
independence requirements of EM. Additionally, even sources with
very different powers will be decoupled; thus, the so-called near–far
problem is avoided.
III. SECOND STAGE: DOA TRACKING
As Fig. 3 depicts, the second stage entails NS parallel processors,
each one devoted to the estimation of a single source DOA. In contrast
(a)
(b)
Fig. 6. Two BPSK sources of SNR = [205] dB at 9 and 3, respectively.
(a) Seven sensor array. One single EKF (EKF). (b) Two parallel EKF (EKF P)
with blocking initialization at 1 and  1.
to the M-step in the EM, the emitted signals can be nonstationary,
and in contrast to other Kalman applications in passive arrays [3],
[9]–[12], our work introduces a novel extended Kalman filter (EKF)
that estimates a portion of the data correlation matrix
Cx = Efxx
Hg = Cs +Cv (5)
where Cv is the correlation of the data noise v(n), and Cs is
the source signal correlation matrix. We propose a computationally
efficient error measure suitable for other than spatially white Gaussian
noise; it uses only the first column of the error correlation matrix;
thus, we have the vector quantity
r = [C^x   C^s][1 0    0]
T
= [C^x  C^s]1: (6)
The EKF estimates the parameter vector
 = [ ]
T (7)
where  and  are the single-source power and DOA, respectively,
as simulations show that noise power can also be included in the
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(a) (b)
Fig. 7. Two sources of 20 dB at 9 and 3, respectively. (a) DOA estimate with EKF P. (b) DOA estimate with EKF.
TABLE I
TWO EKF’S IN PARALLEL (EKF P) ESTIMATING EACH ONE A DIFFERENT SOURCE DOA. ASYMPTOTIC RESULTS FOR THE DOA
ESTIMATES AND ERROR PARAMETER CORRELATION ARE SHOWN (EKF RESULTS SHOWN IN PARENTHESES), 20 MONTE CARLO RUNS.
TWO SOURCES AT 3 AND 9 OF EQUAL SNR. DOA INITIALIZED AT  1 AND 1. SOURCE AND NOISE POWER RANDOMLY
INITIALIZED. INITIAL DATA COVARIANCE Cxo = 0. COVARIANCE MATRICES IN EKF’S R = I, Q = 10 6, o=o = 103
parameter vector. The measurement error can be linearly modeled on
the parameter error vector ~ as
rn
=" = H
H
~ + u (8a)
H = [a() d()] (8b)
d() = j
2f
c
dq Cos (^i)a(^): (8c)
The vector u, which is a bias term that includes possible model
imperfections, has correlation matrix R. If the structure of the data
Gaussian noise covariance matrix Cv is known,  may incorporate
its parameters, and spatially colored noise may be reflected in the
observation matrix H.
Equation (8) and the state or parameter model
n+1 = Fn n +wn (9)
constitute the basis of the proposed EKF. We note that the in-
troduction of some kinematic parameters (i.e., speed, acceleration,
etc.) in the parameter model improves the tracking performance and
overcomes some of the problems of the crossing targets. The updates
of the parameter estimates are
^n=n = ^n=n 1 +Kn "n (10)
where ^n=n 1 is the parameter vector estimated at time n with
measurements up to instant n  1, and the optimum gain matrix is
Kn = Hn H
H
n Hn +Rn
 1
(11)
where n=n 1 is defined as the parameter error correlation matrix
that is given recursively by the discrete-time Riccati equation [4].
All these equations simplify the computation whenever the pa-
rameter vector dimension is significantly smaller than the input data
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(a)
(b) (c)
Fig. 8. Scenario with two moving sources and two parallel EKF’s (EKF P), seven sensors, full coherent sources of 5 dB each, noise power = 0 dB,
and model of the colored noise is introduced at each EKF. (a) DOA. (b) Signal power. (c) Estimated noise power evolution at each parallel EKF
(actual noise power is equal to 1).
vector dimension [4, ch. 6]. The next section combines the designs
in Sections II and III to produce the desired multisource tracker.
IV. CROSS-COUPLED DOA TRACKERS
The stability of the proposed system is essentially that of EM. For
simplicity only, DOA is taken into account in the state vector of (7).
As Fig. 4 depicts, if we feed the DOA angle error ~i back into branch
j via the blocking matrix Bj , then an error in the covariance matrix
Cxj (measurements) results. The gain from the DOA angle error to
covariance matrix Cxj error  is found by taking the partial of bjq
in (4b) with respect to DOA angle. This results in a bias
 = j( j  cos i)a(j) ~i (12)
which can be included in vector u [see (8a)]. This bias will not
cause instabilities in the update equation (10) as long as the gain
K < 1; thus, the bias term can be counteracted and stability assured
by augmenting the noise covariance matrix Rn. Divergence occurs
if the design error correlation  in (11) remains bounded while the
error performance matrix [4, ch. 6], in fact, is unbounded or becomes
very large relative to . For a qualitative stability study, we perform
the simulations in the following section.
V. SIMULATIONS
We perform two sets or experiments under the following condi-
tions. The base station has a perfectly calibrated linear uniform array
of seven sensors with intersensor distance =2. The parameter vector
consists of the DOA, source power, and noise power. We simulate
only two users simultaneously demanding the space diversity multiple
access (SDMA) because the probability of more than two is very
low. The noise power is equal to 0 dB, C^x has been estimated
with a sliding window of constant  = 0:9, and the sources emit
narrowband binary phase shift keyed (BPSK) signals. Sampling is at
twice the receiver intermediate frequency of 500 kHz.
Experiment 1: Two tracking system implementations are simu-
lated: “EKF P” uses distinct, parallel single source trackers, whereas
“EKF” tracks all the sources with a single estimation vector. The two
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sources are located at 3 and 9, which is a separation less than the
resolution of the seven sensor array.
• Error covariance model: Fig. 5 validates the capability of the
EKF when the exact covariance matrix is known; the estimation
of the DOA’s, signal, and noise powers are perfect.
• Steady-state performance and stability: In Table I, the numbers
without parentheses correspond to EKF P, whereas the numbers
in parentheses correspond to EKF. We note from Table I that
for EKF P, the DOA error correlation  for each branch is
always less than unity because R = I; hence, stability is
assured in the coupled loops. Thus, for a fixed SNR, the bias,
variance, and the entries of the parameter correlation matrix
 are almost invariant along the 5000 samples. Additionally,
by summing appropriate entries in matrices 1 and 2, we
verify that the summed correlation error of cross-coupled EKF
(EKF-P) is always greater than that of the nonparallel EKF.
As commented on in Section IV, this fact indicates that the
parallel architecture is a more conservative filter design than
the nonparallel one, which does not present instabilities due to
feedback and blocking.
• Advantages of the parallelization: Fig. 6 illustrates a scenario
of two BPSK signals received with very different power, and
here, EKF P clearly outperforms EKF. In Fig. 6(a), both DOA
estimates of EKF collapse to that of the most powerful signal.
In contrast, in Fig. 6(b), the power of the sources does not play
any role in the blocking matrix of EKF P, and the two sources
are correctly decoupled.
Last, computational complexity is reduced in the EKF P scheme
by taking advantage of the source decoupling. As shown in Fig. 7(a),
once the signals are decoupled with a seven-sensor resolution block-
ing, each parallel EKF can perform the DOA estimation with just
three sensors. Although the estimation variance increases, the results
are far better than those obtained with a single EKF (EKF) and three
sensors [Fig. 7(b)]. We also point out the system’s high resolution
and fast convergence.
Experiment 2: Fig. 8 depicts the tracking behavior of our pro-
posed system with an example having fully coherent sources moving
at a high angular rate. The worst performance occurs when the source
angles converge. We stress that in this tracking simulation, no specific
trajectory model has been assumed for the sources [F = I in (9)], thus
exemplifying the robust behavior of the proposed system. It can be
observed in Fig. 8(b) that, due to the spatial filtering in the decoupling
stage, the source power at the input of each EKF decreases when the
sources converge spatially.
VI. CONCLUSIONS
The proposed system can be viewed as a synthesis of the best
features of EM and Kalman tracking, producing a novel although
suboptimal design requiring only coarse DOA initialization. The
system is able to track multiple correlated (i.e., multipath) source
DOA’s having crossing trajectories and considerably different powers
(i.e., near-far problem) and in spatially colored noise. The parallel
EKF’s are robust with respect to poor DOA initialization due to
the fact that the blocking causes a competition among the parallel
branches and the EKF’s search randomly for a source signal to lock
on, behaving much as a random communication access system. The
resulting low complexity system is highly practical in developing
land mobile, satellite, and personal wireless communication systems.
The simulations have qualitatively verified the performance and
robustness of the two-stage competitive structure.
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