The combinatorial optimization problem of MAP estimation is converted to one of constrained real optimization and then solved by using the proposed augmented Lagrange-Hop eld (ALH) method. The ALH e ectively overcomes instabilities that are inherent in the penalty method or the Lagrange multiplier method in constrained optimization. It produces good solutions with reasonable costs.
I. Introduction
The aim of image restoration is to recover a degraded image and that of image segmentation is to partition an image into regions of similar image properties. E cient restoration and segmentation are very important for numerous image analysis applications. Both problems can be posed generally as one of image estimation where the underlying image or segmentation map is to be estimated from the degraded image. Due to various uncertainties, an optimal solution is sought. A popular optimality criterion is the maximum a posteriori (MAP) probability principle in which both the prior distribution of the true image class and the conditional (likelihood) distribution of the data are taken into account. Contextual constraints, i.e. constraints between pixels, are important in image analysis. Markov random elds (MRFs) or equivalently Gibbs distributions provide a convenient tool for modeling prior distributions of images which encode contextual constraints. Maximizing the posterior is equivalent to minimizing the energy function in the Gibbs distribution. The MAP principle and MRF together form the MAP-MRF framework 1], 2].
When the pixels of the image to be recovered take discrete values, as is the case dealt with in this paper, the minimization is combinatorial. Discrete optimization methods often used in statistical image analysis include the iterative conditional modes (ICM) 3] and simulated annealing (SA) 4], 1]. Other discrete algorithms include the highest con dence rst (HCF) 5]. The deterministic algorithms of ICM and HCF quickly converge to a local energy minimum but are dependent largely on the initial con guration. The stochastic SA with a slow enough schedule nds a global solution with probability approaching one but is well-known to be expensive.
A combinatorial optimization can often be converted into a constrained real optimization with equality and inequality constraints. The penalty and the Lagrange multiplier methods can be used for coping with equality constraints and the barrier method for coping with inequality constraints. However, the penalty method su ers from the ill-conditioning and the Lagrange method su ers from the zigzagging problem 6]. The augmented Lagrange (AL) method 7] combines both the Lagrange and the penalty methods and e ectively overcomes the associated problems. In AL, the relative weight for the penalty terms need not be in nitely large, this not only overcoming the ill-conditioning problem but also bene cial for obtaining better quality solutions because the relative importance of the original objective function is more emphasized; on the other hand, its use of quadratic penalty terms \convexi es" and hence stabilizes the system, overcoming the zigzagging problem 6].
Mean eld annealing (MFA) 8] provides still another continuous method. Assuming that the minima of the original energy and the corresponding mean eld e ective energy coincide, the MFA aims to approximate the global minimum of the original energy by tracking that of the e ective energy with decreasing temperature. A recent analysis shows that the e ective energy of MFA is identical to a combination of the original energy, a particular barrier term and a standard Lagrange term 9].
In this paper, we present another deterministic method, called the augmented Lagrange-Hop eld (ALH) method, for the combinatorial optimization in the MAP-MRF image restoration and segmentation. In solving the converted constrained real optimization, the ALH method uses the augmented Lagrangian multiplier method 7] to satisfy the equality constraints and the Hop eld network encoding 10] to impose the inequality constraints. The use of AL e ectively overcomes instabilities inherent in the penalty method and the Lagrange multiplier method. The resulting algorithm solves a system of di erential equations. Experimental results in both image restoration and segmentation are shown to compare the ALH method with the ICM, HCF and SA. The results show that the ALH outperforms ICM and HCF, and is comparable to SA in terms of the solution quality; it quickly yields a good solution after a dozen of iterations, a number similar to that required by ICM and HCF but much smaller than SA. A discussion on MFA results is also provided.
The rest of the paper is organized as follows: Section 2 describes the ALH method after introducing the MAP-MRF formulation. Section 3 presents the experimental comparisons. Conclusions are given in Section 4. The underlying image signal is denoted as f = ff i j i 2 Sg where S = f1; : : : ; mg indexes the set of sites corresponding to image pixels. Each pixel takes on a discrete value f i in the label set L = f1; : : : ; Mg; f is an underlying image to be restored or a segmented map to be computed. The spatial relationship of the sites, each of which is indexed by a single number in S, is determined by a neighborhood system N = fN i j i 2 Sg where N i is the set of sites neighboring i. A single site or a set of neighboring sites form a clique denoted by c. In this paper, only up to pair-site cliques de ned on the 8-neighborhood system are considered.
The underlying image f can consists of blob-like regions or a texture pattern. Di erent types are due to di erent ways that pixels interact with each other, i.e. due to di erent contextual interactions. Such contextual interactions can be modeled as MRFs or Gibbs distributions of the form P(f) = Z ?1 e ? (1)
In this paper, we assume that the MRF and noise parameters , and are known. The MAP estimate for the restoration or segmentation is de ned as f = arg min f2L m E(f). The minimization of the energy function E(f) is in the discrete space L m and hence combinatorial.
B. MAP-MRF Estimation as Constrained Optimization
The original combinatorial optimization is converted into a constrained optimization in a real space, using the notion of continuous relaxation labeling can be used for this. Let real value p i (I) 
where I = f i and I 0 = f i 0, r i (I) = V 1 (I j d) = (I ? d i ) 2 =2 + V 1 (I) is the single-site clique potential function in the posterior distribution P(f j d), and r i;i 0(I; I 0 ) = V 2 (I; I 0 j d) = V 2 (I; I 0 ) is the pair-site clique potential function in P(f j d).
With such a representation, the combinatorial minimization is reformulated as the following constrained minimization min p E(p) (3) subject to C i (p) = The nal solution p is subject to additional ambiguity constraints: p i (I) 2 f0; 1g.
C. The ALH Method
The ALH method aims to solve the above constrained minimization problem. It uses the augmented Lagrange technique to satisfy the equality constraints of (4) With the use of Lagrange multipliers, the weight for the penalty terms need not be in nitely large and this overcomes the ill-conditioning problem in the penalty method. Smaller is also bene cial for better quality solution because the original objective function E is more emphasized. The use of quadratic penalty terms \convexi es" the system and hence stabilizes it, and this overcomes the zigzagging problem in the standard Lagrange. 
for C i (p) de ned in (4). The system performs energy descent on p but ascent on . In the ALH method, the updating of label assignment is performed on u, rather than on p variables.
Equation (8) I) dt . Numerically, the ALH algorithm consists of the following three equations corresponding to (11) , (6) 
In the above, is the step size; during the update, is increased to speed up convergence. In practice, T needs not be very low to impose the ambiguity constraints on the nal solution p . The competitive mechanism in (4) will make the winner take all. We set T = 10 5 in our experiments and obtained good convergence. In our implementation, the updating is performed synchronously in parallel for all i and I.
III. Experimental Results
In the following, we present two experiments, one for MAP-MRF image restoration and the other for segmentation, to compare the performance of the following algorithms: (1) ALH of this paper, (2) . The comparison is in terms of (i) the solution quality measured by the minimized energy values and (ii) the convergence rate measured by the number of iterations. In calculating the energy, E(f) of (1) is used where for the continuous algorithms of ALH and MFA, f is obtained from p by a maximum selection (winner-take-all) operation.
For ALH, = 100 and T = 10 5 are xed, is increased from 1 to 100 according to 1:01 . The convergence criterion is ku (t) ?u (t?1) k 1 < 0:0001. The schedule for SA is T (t+1) 0:999T (t) (with T (0) = 10 4 ) and for MFA is T (t+1) 0:99T (t) (with T (0) = 10 3 ). The rst set of experiments is for MAP-MRF restoration performed on three synthetic images of M = 4 gray levels and Figures 1{3 show the results. In each gure, (a) is the true image with M = 4 gray levels, the label set L = f1; 2; 3; 4g, and the pixel gray values also in f1; 2; 3; 4g. The clique potential parameters I and ( 1 , , 4 ) for generating the three images are shown in Table I . (b) is the observed image in which every pixel takes a real value which is the true pixel value plus zero-mean i.i.d. Gaussian noise with standard deviation = 1. (c) is the maximum likelihood estimate which was used as the initial labeling. (d) to (h) are the solutions found by the compared algorithms. Table II shows the minimized energy values, the error rates, and the required iteration numbers. It can be seen from the table that objectively, ALH performs the best out of the three deterministic algorithms in terms of both the minimized energy values. Overall, the solution quality is ranked as \ICM < HCF < MFA < ALH < SA", which is in agreement with a subjective evaluation of the results. We also implemented a parallel ICM using codings but the results were not as good as the serial ICM.
The second experiment compares the algorithms in performing MAP-MRF segmentation on the Lenna image of size 256 240 into a tri-level segmentation map. The results are illustrated in Figure 4 Table III illustrates the minimized energy, i.e. maximized posterior probability, values and the iteration numbers numerically. The solution quality is ranked as \HCF < ICM < SA < ALH < MFA".
According to the iteration numbers, the ALH method takes much fewer iterations than SA, about 0.2% { 4.4%, to converge. Although taking more iterations than the other deterministic algorithms, it is not so slow as it might seem. That the ALH converged after thousands of iterations was due to the stringent convergence criterion ku (t) ? u (t?1) k 1 < 0:0001. However, looking at the energy evolution curve in Figure 5 (SA is not included there because it is far from the convergence within a thousand of iterations), we see that the ALH reached a solution better than ICM and HCF after only a dozen of iterations and becomes nearly convergent after a hundred of iterations. The MFA needs ve hundred of iterations to converge.
IV. Conclusions
The advantages of the augmented Lagrange-Hop eld (ALH) method are due to the use of the augmented Lagrange method. The ALH method not only overcomes the ill-conditioning problem of the penalty method and the zigzagging problem of the standard Lagrangian but also improves convergence. With the augmented Lagrangian, the weights for the penalty terms can be much smaller than those required by the penalty method and the relative weight for the original objective can be increased. This helps yielding lower minimized energy values. The ALH method as a general method has also been used for solving other combinatorial optimization problems. For example in solving traveling salesman problem, the ALH nds remarkably better solutions than Hop eld type neural networks ?]. 
Schemes for selecting values are provided in 8], 9], which require knowing the eigenvalues of the Hessian of E(p). We set = 20 by trial and error; a smaller value would not essure the convergence for some cases.
Our MFA results were obtained with a synchronous updating procedure. 
