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ABSTRACT 
A systems analysis approach to the assessment of comparative cost and 
energy contributions of some new technologies is presented. The work 
reported here refers to the energy system of the United Kingdom, and was 
carried out within the context of a multi-national R & D Strategy Project. 
The main tool of analysis is the linear program MARKAL, the function and 
method of operation of which are described briefly. A range of 14 seenarios 
is analysed, covering various assumptions about the availability of oil, of 
nuclear power, and of the new technologies themselves. The input data used 
are described in detail. An overall view of the results is obtained in 
terms of the trade-off between independence from imported oil and total 
extra cost, and a cross-section of the detailed results is presented to 
illustrate and analyse the role of a number of new technologies. 
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1. INTRODUCTION 
1.1 Objectives of the project 
A dependence on oil imports is apparent in most energy systems of 
developed countries. Although the oil industry can comfortably satisfy the 
demand in the near term the prospects for the long term are alarming. If we 
compare the available information about resources and projected cumulated oil 
demand on the basis of today•s technology we find an increasingly wide gap in 
the future(l). Apart from a desire to control the depletion of resources 
there are other obvious economic and political arguments for a strategy which 
cuts down oil imports. Viewing the problern as a collective one several 
industrialised countries within the OECD decided to collaborate in an inter-
national energy programme and established the International Energy Agency 
(IEA) to examine the political and technical possibilities for future energy 
supply. 
An important matter for their international collaboration is Research, 
Development and Demonstration (R,D & D) in new technology which exploits to 
the full the domestic energy resources of the IEA countries themselves. In 
order to promote the systematic development of R&D strategies by its Member 
countries, the IEA in 1976 initiated an R,D&D ~trategy Project. The 
organisational structure of the IEA and of this Strategy Project are shown in 
figures 1 and 2. For further details of the background to the Strategy 
Project the reader is referred to reference 2. The systematic analysis 
required to support strategy development was pursued by two teams, working in 
parallel, at Brookhaven National Labaratory in the US and at the 
Kernforschungsanlage, JUlich, Germany. Each participating Member country 
supported a representative at one of these laboratories, where the two hast 
countries provided offices, supporting staff and computer facilities. 
A preliminary phase of the project (Phase I) was completed in April 1977. 
This work(J)( 4) first established energy projections for each of the thirteen 
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participating countries for the years 1985 and 2000~ in the form of flow 
diagrams of the national energy systems. These projections were then used 
as a basis for examining the effect on oil and gas consumption of introducing 
new technologies. Although they were based on a fairly small number of 
technologies, and did not consider any economic criteria, the results focussed 
attention on the urgency of developing new technologies to meet projected 
energy demands. Phase II of the Project, which ended in December 1979, set 
about analysing the problern in a more general and systematic way, by considera-
tion of a much larger number of technologies and by developing a methodology 
of comparing their economic merits as well as their roles in the energy 
flow system. The resulting methodology is embodied in a linear programming 
model called MARKAL. The present report describes the technical results of 
Phase II of the project for the UK energy system. Similar reports will be 
prepared, or have been prepare~ by other participants to describe the results 
for their respective national energy systems. 
1.2 Objectives of this report 
The main purpese of this report is to present and discuss a number of 
detailed energy futures which have been studied with the aid of the linear 
programming model MARKAL. Particular emphasis is placed on the role of new 
technologies of which as many as possible of those likely to be important 
have been included in the analysis. Preliminary numerical results were 
reported previously( 5) to the IEA Steering Group of the Energy R & D 
Strategy Project, in order to provide data to be drawn upon in the formulation 
of their IEA energy R&D strategy (tobe published). In the present report 
I will discuss a somewhat wider range of energy futures, namely 14 cases 
compared to the previous 8; but the most significant addition to the earlier 
reported work is an analysis of the results of the model calculations and 
their relation to the input data. I would like to emphasize that the fruits 
9. 
of a detailed examination and sifting of results to gain insights~ following 
the process of calculating energy flows~ are of much greater value in a study 
such as ours than the precise numerical values of any particular quantities 
calculated. Speaking generally, actions will be based not on numbers them-
selves but on an understanding of the way numbers depend on other numbers, 
which means identifying causes and effects~ and understanding the sensitivity 
of key quantities to particular assumptions. By learning how to do so in 
one's model~ however simple or comp.lex, one establishes a framework for 
understanding the real world. I hope that the present report will convey this 
analytical aspect of our methodology, which is too easily drowned by the 
awesome quantity of data generated by the model. Accordingly, I have not 
attempted to present all of the quantitative data which the modelling study 
has provided, which would in any case fill a report many times larger than 
this one. The cross-section of results presented is nevertheless more than 
wide enough to illustrate the points discussed in the text, and should offer 
ample material for further discussions and investigations. 
No attempt is made in this report to draw conclusions about R&D strategy 
from the results. Such conclusions could not rest only on technical and 
economic considerations, but must be based in addition on political, environ-
mental and social factors which are beyond the scope of the present study. 
The plan of the report is as follows. In section 2 I will introduce 
the tools and methods of the systems analysis work. These comprise the 
MARKAL computer model, which is a linear programming representation of the 
energy system, the definition of a set of cases or seenarios to be studied and 
the technical and economic characterisation of all new and 'conventional' 
technologies which were analysed. Section 3 describes the data used for 
energy supply and demand, including the costs or prices of primary energy 
from all domestic or foreign sources considered. Section 4 describes the 
technological data used. Sections 3 and 4 can be skipped by the reader 
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wishing togainan impression of the method and its results. The sections 
from 5 onwards deal with the results of the modelling .exercise. Section 5 
itself describes how the pattern of energy use varies in response to shifting 
in turn the priority from low cost to reduced oil import, to reduced use of 
nuclear energy or to increased exploitation of renewable sources. Section 6 
discusses the role of new technologies under these various sets of assumptions. 
To keep the main text fairly short, several topics are dealt with separately 
in the appendices and will be referred to as necessary. I would particularly 
like to draw ~ttention to appendix 6, which discusses the significance and use 
of shadow prices. It is strictly speaking no exaggeration to say that all the 
new non-trivial information from a linear program is to be found in the shadow 
prices it generates, yet as was pointed out at the recent conference on 
Energy Systems Analysis in Dublin (9-ll October 1979), the interpretation of 
shadow prices is commonly neglected in favour of presentation of the values 
of the variables themselves, such as the outputs and implementation levels of 
the technologies modelled, which in most cases are trivally determined by 
upper or lower bounds specified within the input data. The significance of 
the values of variables, in terms of their sensitivity to the assumptions in 
the data, is best studied with the help of shadow prices, and I hope that 
ppendix 6 will contribute to promoting their appreciation beyond the context 
of the present work. 
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2. TOOLS AND METHODS 
2.1 The MARKAL model 
MARKAL is the name given to the system of computer programs with which 
we have modelled the energy systems of each of the countries participating in 
the Strategy Project. The results in this report were generated with the 
version of MARKAL on Harwell's IBM 3033 computer. The function of MARKAL is 
to represent the energy system as a linear program, which is a set of linear 
constraints, with variables and coefficients defined by the user as input 
data. The total cost of the energy system (see appendix 4) is then minimised 
subject to these constraints, and the resulting energy flows, technological 
options and costs are output for inspection and analysis. 
The mathematical and programming details of MARKAL are described 
elsewhere(6- 9). Only abriefsummarywill be given here to enable the 
reader to appreciate how the numerical results of this report were generated. 
The Harwell version of MARKAL is practically identical to that developed in 
JUlich(?). It is written in FORTRAN and relies upon the IBM package called 
MPSX/370 to solve the linear program. 
The concept of an energy model is discussed more generally in Appendix 2 
where the essential simplifications are explained which led to the present 
model, shown schematically in figure 3. I will now describe the elements 
of the model in turn, from right to left on figure 3. 
Useful energy demands 
There are ten categories of useful energy demand in the UK model, listed 
in the rightmost column of figure 3. Each of these ten categories represents 
a need for energy; their magnitudes are specified as input data to the model. 
They are discrete functions of time; the period from 1980 to 2020 is divided 
into nine intervals of five years each and a useful energy demand is specified 
for each interval separately. Thus the energy demand at each time actually 
represents the average over a five year period, the first being centred on 
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1st January 1980. The model~ which is correspondingly time is 
ultimately driven by seeking to satisfy this set of 10 exogenous energy demands 
at each of the 9 time periods. 
The definition of 'useful' energy demand is somewhat arbitrary, as 
discussed fully in appendix 2. The complete set of ten useful energy demands 
defined for the present work will be described in section 3.1. 
Utilisation technologies 
Theseare the technologies which directly satisfy the useful energy demands. 
In the UK model, 43 utilisation technologies have been defined, with varying 
degrees of detail (see section 4). They are each represented in the model by 
a capacity variable, equal to their output, for each time period. A second 
variable, the investment variable, stands for the additional capacity 
installed at each time period. These two variables are used in the model 
to describe by means of mathematical inequalities the build-up and continuity 
of capacity between time periods. 
Secondary energy 
This includes all the energy going into utilisation technologies, for 
which a number of distinct energy carriers are defined in the model. Three 
classes of oil products are distinguished: naptha (including gasoline), light 
distillate and heavy distillate. Coal, coke and gas are each represented by 
a single energy carrier. In order to model load management, electricity is 
divided between six categories of energy carrier: winter day, winter night, 
summer day, summer night, intermediate day, intermediate night. Similarly, 
district heat is divided between three categories: winter, intermediate and 
summer. For the nuclear fuel cycle the following energy carriers are defined: 
natural uranium, depleted uranium, magnox reactor fuel, Advanced Gas Cooled 
Reactor (AGR) fuel, Liquid Metal Fast Breeder Reactor (LMFBR) fuel, spent AGR 
fuel~ spent LMFBR fuel, plutonium. Unlike the non-nuclear fuels, the nuclear 
fuels do not of course go into utilisation technologies but are consumed or 
14. 
produced by reactors and recycling technologies. 
Each energy carrier is represented in the model by a linear inequality 
for each time period which ensures that the supply covers the required input 
to technologies. 
Gonversion technologies 
As the title suggests, these are technologies which convert one or more 
energy carriers into another or others. A total of 35 technologies of this 
type are in the UK model, of which 18 describe different types of electricity 
generat i on. Like the utilisation technologies, the conversion technologies 
are represented in the model by a capacity variable and an investment variable 
for each time period. The main complications in the model are introduced at 
this stage by the seasonal and diurnal load variations of electricity demand, 
which necessitate the definition of corresponding additional variables to 
represent the electricity output of each of the 18 electricity generation 
plant in each seasonal/diurnal period. Furthermore, the requirements for a 
peak reserve margin and the scheduling of plant maintenance introduce further 
constraints into the model as described in the documentations( 6-8). Heat plants, 
of which one type is included in the UK model, introduce similar complica-
tions but diurnal variations are averaged and total output in each season is 
embodied in a single variable. 
Primary energy 
The term 'primary energy' covers all the energy carriers in the model 
which are either extracted from domestic resources or imported. Same of 
them have already been mentioned under the heading of secondary energy (primary 
and secondary energy are not mutually exclusive categories), namely coal, gas, 
the three oil products and uranium. The remaining two are crude oil and 
renewable energy. By 'renewable energy' we simply mean a national energy 
carrier, defined for comparison and accounting purposes, which is the sum of 
the equivalent fossil inputs to technologies which exploit renewable sources 
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of energy (see appendix 2). Crude oil is also defined for accounting pur-
poses only as a dömestic resource which is all exported; oil products are 
entirely imported in the model, to avoid the problems of modelling oil 
refineries. 
Primary energy is the ultimate resource of the model with which it 
satisfies the useful energy demands via the chosen set of technologies. 
Limits on the use of each primary energy carrier, representing maximum coal 
production rates, oil and gas depletion policy and limitations on allowed 
imports, are specified by the user for each time period as upper bounds on the 
corresponding model variable. 
Method of operation 
Other things being equal, the most desirable energy system is the one 
which costs the nation the least. This is also the criterion by which the 
model selects the mix of technologies to satisfy the projected energy demand 
of the country. The total national costs of all the technologies, together 
with the costs of domestic extraction and importation of energy, are summed 
and discounted to a reference year as described in appendix 4. The result-
ing total discounted cost is a linear function of many variables, and is 
known as the objective function in linear programming jargon. In MARKAL, 
the variables are chosen to minimise this objective function, subject to all 
the constraints, many of which are chosen by the user to define a particular 
'scenario'. Such constraints are the numerical values of the useful energy 
demands, the upper (or lower) limits on primary energy supply referred to 
above, and the maximum (or minimum) allowed implementation,or rates of 
implementation, of individual technologies. 
In reality, criteria other than cost are always significant, and 
MARKAL offers a Straightforward means of studying those which can be 
quantified. The model energy system, that is the solution of the linear 
programming problem, can be made to respond to criteria in two equivalent 
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ways. The obvious way is to use an objective function which includes other 
terms than cost. For example if we denote by C the total cost objective 
function, the concern for reducing dependence on foreign oil can be expressed 
by adding to C the net oil import S, multiplied by some weighting factor A. 
The new objective function would be 
F = C + A S 
and can be minimised by the model just as readily as C alone. The relative 
importance one attaches to reducing S and reducing C is expressed by the 
parameter A which can be interpreted as the marginal cost of security. 
Equivalent results can be obtained with the cost objective function C alone, 
by defining S to have an upper limit. The model then includes an additional 
constraint inequality to limit S, and it gives the same result if the upper 
limit on S is chosen correctly according to the value of A. This secend 
procedure is the one we have followed in generating the final results of this 
report, since the resulting shadow prices then have a pure monetary interpre-
tation (seeappendix 6). With the total discounted cost objective function 
C, any other criteria for the energy system can be applied by defining appro-
priate constraints on the variables. The seenarios I have studied in this 
way are defined in the following section. 
It should be clearly understood that the essential nature of the present 
energy modelling exercise is not to predict the future but to describe and 
discuss scenarios, or consistent pictures of possible futures. The MARKAL 
model is not predictive for two reasons. Firstly, the input data for energy 
demands used here are not based on particular expectations but are simply 
a reference set of demands which are regarded as 'middle of the road'. In 
these data, and in all the technological input data, there are great 
uncertainties, and the number of futures we consider as possible is very large 
indeed; the likelihood that we have stumbled upon the one which will actually 
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evolve is extremely small ~ Secondly, the nature of the model itself is 
normative rather than predictive. It arrives at the 'optimal' energy system 
in full knowledge of the past and future, using national criteria such as 
total cost to the UK, and does not consider individual behaviour, or preferences, 
in the face of uncertainty in the future. In other words it is more suited 
to answering questions like 'Given the world situation will be like that, how 
should you develop the energy system to satisfy your cost (and other) criteria?' 
rather than questions like 'Given the world situationwill be like that, how 
would the energy system develop?' A fatalistic model of the latter type 
would be of no use for energy R & D planning. 
2.2 Scenarios 
Based on instructions from the Steering Group, a total of 14 seenarios 
were investigated with the MARKAL model. A key parameter which was adjusted 
to generate a set of different seenarios was the total cumulated net oil 
import, S. The value of S was considered by the Steering Group as a negative 
indicator of the security of the energy supply to possible disruptions, and 
an important objective was to examine the response of the technology mix to 
this parameter. Forthis purpose the oil products in the model were expressed 
as their crude oil equivalent by dividing imports and exports by the nominal 
refinery efficiency of 0.9. By setting different upper limits on S, the 
trade-off between cost and security of the energy system was explored (see 
section 5. 1). Other seenarios were calculated by altering in turn the con-
straints on nuclear, fossil and renewable energy consumption, by raising the 
bounds on technology implementation to simulate the effect of intensified 
R~ D & D efforts, and by raising the oil price. The following definitions 
of the 14 seenarios are each headed by a shorthand notation to identify them. 
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(1) PS-1 
This scenario is referred to as the base case. The data used to 
generate it will be referred to as the reference data set, and will be 
described in sections 3 and 4. The net oil import S is unconstrained. 
( 2) PS- 1 
This scenario shows the effect of minimising the net cumulated oi1 
import S, irrespective of cost. It is the 'maximum security' scenario. 
For a11 other input data, the reference data set is used. 
(3) SP,.l/0.5 
This is an 'intermediate security' scenario. The net oi1 import S is 
1imited to an amount S' such that in the resulting energy system if S were 
reduced by a further 1 GJ, the total discounted system cost C would increase 
by 0.5$ (in 1975 va1ue). For all other input data the reference data set 
is used. It can be shown that the result is the same as using a combined 
objective function C + AS, where A = 0.5. In fact this was precisely the 
way in which the scenariowas actually generated in order to determine the 
appropriate constraint on S. The final result was then obtained by cost 
minimisation with S constrained to the value obtained by the first minimisa-
tion. 
(4) SP-l/1.0 
This is a second 'intermediate security' scenario. Its input data 
differs from the preceding one only by having a somewhat lower upper limit 
on S, such that if S were reduced by a further 1 GJ, the total discounted 
system cost C would increase by 1.0$. 
(5) SP-l/1.5 
This is the third 'intermediate security' scenario. Its input data 
differ from those of the preceding two only by having an upper limit on S 
such that if S were reduced by a further lGJ, the total discounted system 
cost C would increase by 1.5$. 
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(6) PS-1 LIM FOS 
This is a 'limited fossil' scenario. It was generated with the same data 
and objective function (cost) as the base case PS-1, but with the additional 
constraint that the total cumulated consumption of coal, oil and gas should 
not exceed 88.7% of its va1ue in PS-1. The effect is quite unrealistic, as 
will be discussed in section 5.1, and the results were discarded from those 
tobe analysed in detai1. 
(7) PS-1 LIM NUC 
This is a 'limited nuclear' scenario, It was generated with the same 
data and objective function (cost) as PS-1, but with the additional con-
straint that the installed capacity at each time of each of the new reactor 
types (AGR,LMFBR) should not exceed 65% of its value in PS-1, except when the 
limit on the phasing out of existing or planned AGR capacity required more 
than 65% of the PS-1 value. 
(8) PS-1/0IL C 
This is a 'higher oil price' scenario· The only difference to PS-1 is 
that the crude oil price was increased as specified in the 'C' oil price 
schedule of the Steering Group (see table 8). Corresponding increases were 
made to the oil product prices, assuming linear dependence on the crude oil 
price as discussed in section 3.2. 
(9) SP-l/1.0 Oll C 
This is a second higher oi1 price scenario, with increased security. 
It was generated exactly as scenario 4, SP-l/1.0, but using the schedule 'C' 
oil prices (see table 8). 
(10) PS-4 
This scenario is referred to as the accelerated base case. The data used 
to generate it will be referred to as the acce1erated data set. It differs 
from the reference data set in that the upper bounds on a number of new 
technologies are higher, to enable them to be implemented earlier and to a 
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higher level. In some cases the maximum allowed rates of implementation are 
also increased. 
( 11) SP-4/l. 0 
This is an accelerated security case. It was generated in exactly the 
same way as scenario (4), SP-l/1.0, but using the accelerated data base in 
place of the reference data set, 
(12) SP-4/1.0 LIM FOS 
This is an accelerated limited fossil scenario, analogaus to scenario 
(6), PS-1/LIM FOS. It was generated with the same data and constraints as the 
preceding accelerated security case, SP-4/1.0, but with the additional 
constraint that the total cumulated consumption of coal, oil and gas should 
not exceed 90% of its value in PS-4. 
(13) SP-4/1.0 LIM NUC 
This is an accelerated limited nuclear case. It was generated with 
the same data base as the accelerated security case, SP-4/l.O, but with the 
additional constraints on new nuclear capacity as specified in scenario 
(7), PS-1/LIM NUC. 
( 14) RP-4 
This is a 1maximum renewables 1 case. It was generated with the same 
data base as scenario (10), PS-4, but with additional constraints on all 
technologies exploiting renewable resources setting them to their 1maximum 
possible1 level of implementation. 
No claim is made that the above set of 14 seenarios spans the full range 
of possible futures of interest; many more seenarios would be needed for 
that. The main interest here is to see how the technological options and 
costs alter in the face of restricted oil supplies, other things being equal, 
with some exploration of how sensitive the results are to uncertainty in the 
level of nuclear development. 
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It is helpful to notice that the energy systems obtained by solving the 
linear programming problern under a constrained net oil import, as in the 
'security' cases described above, could equally well have been obtained by 
specifying a higher oil price development, without constraining the oil import. 
The relationship between the higher oil price p' and the original oil price p 
as a function of timet is( 9): 
p'(t) = p(t)+ A(l+i)t 
The parameter A measures the marginal cost of security in the particular 
scenario, and the above 'security' seenarios refer to it by their notation: 
SP-l/A,SP-4/A etc. Calculations were performed for intermediate values of 
A = 0.5, 1.0 and 1.5. The parameter i is the discount rate, for which a 
value of 0.06 was used throughout this work. To summarise, the same 
'security' scenario can be defined in three equivalent ways: 
(l) By minimising a combined cost (C) and security (S) objective function 
C+AS. The resulting value of S isS'. 
(2) By constraining S to be less than or equal to S' and minimising C. 
(3) By defining a higher oil price p'(t) and minimising C, where p'(t) is 
defined above. 
2 .3 Technology characterisation 
It has perhaps become a cliche to remark that systems analysis is only 
as good as its data base. However, it should be emphasized that the point 
was well taken in the present exercise, in which much of the time of the 
national participants was spent in gathering and cross-checking data or 
technologies with the help of independent experts. An attempt was made to 
use common assumptions in the different national studies, in order to 
facilitate international comparison of the results of the systems analysis. 
For the new supply technologies under study, the technical and economic data 
used by the sixteen participating countries are summarised in reference (10). 
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Detailed information about the technologies characterised during the Project 
is compiled in reference (11). The purpose of t~is section is to describe 
the particular characteristics of a technology which we consider are 
essential for systems analysis or modelling purposes. They are defined as 
follows: 
Availability factor 
The fraction of the nominal output capacity which can actually be 
expected to be available for operation at any time during a year. Seasonal 
Variations may also be taken into account, as they were in the modelling of 
wind, wave and solar power for example. 
For fossil or nuclear power stations the availability factor sets an 
upper limit to the annual output of the installed capacity. In other 
cases it defines the annual output, i.e. it is the load factor. 
Efficiency 
The total net energy output divided by the input. 
Outputs and inputs 
The fractional outputs and inputs of different energy carriers. 
Investment cost 
The total capital investment cost, including interest during construc-
tion, discounted to the start of commercial operation. 
Fixed operating and maintenance cost 
The annual cost incurred per unit of installed capacity, irrespective 
of its output. 
Variable operating and maintenance cost 
The annual cost incurred per unit of output. 
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Lifetime 
It is not so obvious how to define the lifetime of a plant for the pur-
poses of modelling and comparison, for reasons I now discuss. The 'technical 
lifetime' of a real plant is itself a poorly defined quantity, partly because 
of uncertainties in the lifetimes of its components but partly because these 
components can themselves be renewed separately to prolang the life of the 
plant as a whole. For example the components of a domestic space heating 
system may have individual lives which vary from five to sixty years, and 
their regular replacement could be regarded as part of the 'fixed operating 
cost' of the heating system as a whole, which then has a 'lifetime' equal to 
that of the hause (the method I have used- see section 4.4). On the other 
hand, a more significant quantity for comparing investments in business is 
the 'economic lifetime' of a plant. Such a lifetime can be defined 
precisely if the operating costs of the technology increase as it gets older, 
which is the normal situation. Then the 'economic lifetime' is reached 
when it is eheaper as measured by the total discounted cost to buy a replace-
ment plant than to continue to pay the rising costs of running the old one. 
To calculate the economic lifetime in this way one needs to know the operation 
and maintenance costs as a function of time and to assume a value for the 
discount rate. For a high discount rate, the economic lifetime can be much 
shorter than the technical lifetime. 
For simplicity and with regard to uncertainties in the data we have 
generally worked with constant values of operation and maintenance costs, and 
hence the 'lifetimes' used in our exercise cannot be true economic lifetimes. 
For comparison purposes nominal values of 20 or 30 years have frequently been 
adopted for similar classes of technology - e.g. 30 years for fossil power 
plant, 20 years for coal conversion processes, an approach which is in keeping 
with the standard cost-benefit method of economic comparison. The MARKAL 
model has itself some capability for phasing out technologies before the end 
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of their life if alternatives become more attractive. However, it is up to 
the analyst to exercise choice firstly in allocating the costs between opera-
tion and maintenance and capital, and then in specifying the lifetime appro-
priately, decisions which are likely to be arbitrary to some extent. 
The above data, tagether with any upper or lower bounds (constraints) are 
required of a technology to represent it in the MARI<AL model and thereby to 
assess its contribution to the energy and economic system compared to other 
options. There are, however, always uncertainties in these quantities, 
especially as one looks at technologies further in the future, and to 
appreciate the results of the model one must bear this in mind. Estimates 
of the uncertainties were obtained where possible, either from independent 
experts, or by personal judgement, and are documented tagether with other 
relevant background information in reference (11). 
I have described here in general terms the technological data which 
are input to the model for each technology under study. I will describe the 
numerical data itself and the constraints which were imposed on individual 
technologies in the model in section 4. Section 3 is also concerned with 
the particular data which were assembled for the modelling excercise. The 
reader wishing to skip further details of the input data can jump directly 
to section 5, where I start discussing the results. 
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3. INPUT DATA FOR ENERGY SUPPLY AND DEMAND 
3.1 Useful energy demands 
The concept of useful energy demand was introduced in section 2.1 and 
the ten sectors of useful energy demand defined for the present studies are 
listed again in figure 4, where the values used are displayed for each time 
period over the years from 1980 to 2020. The upper points on figure 4 
represent the total, which is broken down between the sectors in the way 
illustrated. The data were based on information supplied in 1977-79 by the 
Energy Technology Support Unit (ETSU) at Harwell, and are regarded as a 
plausible reference case, but with no particular degree of probability compared 
to other projections of useful energy demand which have been or could be made. 
The final version of this reference case and the methodology used to derive 
the data are documented in reference (12). The data are intended to include 
a moderate degree of conservation effort, with some behavioural changes and 
saturation effects, and were obtained within the context of the projected 
population growth and linear increase in the annual gross domestic product 
(GDP) in table 1. 
Table Reference population and GDP assumptions 
1980 
1990 
2000 
2010 
2020 
Population (106) 
56.1 
56.7 
57.5 
57.7 
58.1 
GDP Average annual growth rate (%) 
1980-1985 
1985-2000 
2000-2010 
2010-2020 
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USEFUL ENERGY DEMAND BY SECTOR 
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It should be emphasised again that the above GDP growth rates do not repre-
sent a forecast, but are simply a reference set of values which we regard 
as a plausible working assumption. 
The meaning of each of the demand sectors is explained in detail in the 
remainder of this section. 
(1) Iron and Steel Industry 
No optimization of technologies was made by the model for the iron and 
steel industry. This was due not to any limitations in the model structure 
but to the lack of adequate data. Consequently the useful energy demand 
for this sector was specified as the total demand for fuels, which was 
allocated exogenously between electricity, coke, coal, gas, heavy distillate 
and light distillate in the fractions shown in table 2. 
Table 2 Fuel allocation to 1 iron and steel 1 sector 
Year El ectri ci ty Coke Coal Gas Heavy Distillate Light Distillate 
1980 0.08 0.54 0.01 0.14 0.20 0.03 
1985 0.08 0.52 0.03 0.18 0.17 0.02 
1990 0.09 0.50 0.05 0.20 0.14 0.02 
1995 0.10 0.50 0.07 0.20 0.12 0.01 
2000 0.11 0.50 0.10 0.18 0.10 0.01 
2005 0. 12 0.51 0.16 0.13 0.07 0.01 
2010 0. 13 0.52 0.23 0.06 0.05 0.01 
2015 0. 14 0.52 0.25 0.04 0.04 0.01 
2020 0. 15 0.52 0.25 0.03 0.04 0.01 
The expected trend to greater direct use of electricity and coal, and less 
oi1,has been built in to these projected market shares. In the model, the 
above fuel allocation is made by a composite utilisation technology which is 
implemented to satisfy the total useful energy demand. 
(2) Other industry - premium uses 
This sector represents a part of the total other industries (non-iron 
and steel) fuel demand, which as in the iron and steel case has been 
allocated exogenously between fuels as shown in table 3. 
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Tab1e 3 Fuel a11ocation to 'other industry-~remium uses' 
Year E1ectricity Gas Light distil1ate 
1980 0.41 0.26 0,33 
1985 0.475 0.245 0.28 
1990 0.54 0.23 0.23 
1995 0.585 0.225 0.19 
2000 0.63 0.22 0.15 
2005 0.66 0.215 0.125 
2010 0.69 0.21 0.10 
2015 0.71 0.205 0.085 
2020 0.73 0.20 0.07 
(3) Other industry - switchab1e fuels 
This sector is the remaining fue1 demand from other industries, which 
is mainly for steam raising purposes. Rather than specifying the market 
shares exogenously, as in the premium fuels demand, I have given the mode1 
some flexibility to satisfy the demand by a mixture of coal, heavy oil, or 
gas. This was done by defining three average technologies which use these 
fuels with nominal average efficiencies which I have taken tobe 0.61, 0.57 
and 0.7 respectively. The proportians of the three technologies were then 
decided by the optimization, within certain constraints (see section 4.3). 
(4) Domestic space heat 
This is not a fuel demand, but a demand for useful heat in the sense 
that it is independent of the technology which satisfies it (see appendix 2)~ 
lt is the demand for space heat by households, as reduced by improved 
insulation standards and incidental gains from other uses of energy (e.g. 
lighting). The combination of technologies which meet the demand was 
allocated by the model. 
(5) Other users space heat 
This is a miscellaneous sector, including commercial and institutional 
space heat. The useful energy demand was defined in the same way as for the 
residential sector, although most of the technologies were allocated 
exogeneously because the heterogeneity of this sector and the lack of data 
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precluded any meaningful optimization. 
(6) Hot water 
This includes residential, commercial and institutional hat water demands 
measured as joules of useful energy per year. It was treated in the model 
in analogaus fashion to the residential space heat demand, with optimization 
of the allocation of technologies. 
(7) Miscellaneous other residential and commercial uses 
This is an aggregate fuel demand, for other than space and water heating, 
in the residential, commercial and institutional sectors and it includes in 
addition the requirement by agriculture and the petroleum industry (for 
purposes other than as a refinery fuel). The total fuel demand has been 
allocated exogeneously between fuels as shown in table 4. 
Table 4 Fuel allocation to 'miscellaneous other residential and commercial 
uses 
Year Electricity Gas Light Distillate 
1980 0.58 Oo248 0 0172 
1985 0.605 Oo23l 0.163 
1990 0.631 Oo215 0 0154 
1995 0.658 Oo20l 0.141 
2000 Oo685 Oo 187 0.128 
2005 0.708 0.174 Ooll8 
2010 0.731 0 0 161 0 ol08 
2015 0.747 0 0151 Oo 102 
2020 Oo763 Oo 142 0.095 
(8) Road Transport 
This is the aggregate fuel demand, which is assumed to be met by a 
combination of petrol and DERV fuel (equivalent to gasoline and light 
distillate)o There is freedom within the model to replace up to 10% of the 
petrol by methanol, and to replace the DERV by electricity at an efficiency 
of 3.0 (see also section 4.3). 
(9) Rail, air and ship transeort 
This is an aggregate fuel demand, which was allocated exogeneously 
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between electricity and light distillate oil in the fractions shown in 
table 5. 
Table 5 Fuel allocation to 'rail, air and ship transport' 
Year El ectri city Light Distillate 
1980 0.032 0.968 
1985 0.029 0.971 
1990 0.026 0.974 
1995 0.024 0.976 
2000 0.022 0.978 
2005 0.021 0.979 
2010 0.021 0.979 
2015 0.02 0.98 
2020 0.019 0.981 
(10) Non-energy uses 
This is an aggregate demand for petrochemical feedstocks, which were 
assumed tobe heavy distillate oil, naphtha (equivalent togasolinein the 
model), gas, coal and electricity. Fuels to supply energy for the production 
of intermediates such as ethylene and benzene are also included here, although 
not fuels for making end products, which are included in 'other industry' 
sectors. The allocation of the total demand was made exogeneously in the 
fractions shown in table 6. 
Table 6 Fuel allocation to 'non-ener9~ uses' 
Year Electricity Heavy Distillate Na~tha Gas Coal 
1980 0 0.303 0.507 0.19 0 
1985 0 0.294 0.524 0.182 0 
1990 0 0.287 0.530 0.175 0.008 
1995 0 0.279 0.540 0.172 0.009 
2000 0.001 0.284 0.540 0.164 0.001 
2005 0.001 0.287 0.539 0. 151 0.002 
2010 0.002 0.292 0.536 0.125 0.005 
2015 0.004 0.303 0.530 0.096 0.007 
2020 0.005 0.317 0.522 0.057 0.009 
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Seasonal and diurnal variations 
For those of the above demands which could be met by electricity, in 
order to model load management the annual demand was apportioned between six 
categories, defined as: 
winter day duration 4 months (abbreviated WO) 
winter night duration 2 months (abbreviated WN) 
summer day dura ti on 2 months (abbreviated SO) 
summer night duration 1 month (abbreviated SN) 
intermediate day duration 2 months (abbreviated IO) 
intermediate night duration 1 month (abbreviated IN) 
For those demands which cou1d be met by district heating, on1y three load 
categories were defined by adding the day and night demands for each season. 
Basedon pub1ished 1oad curves (e.g. reference (13)), information supp1ied 
by ETSU and 1 reasonab1e assumptions 1 , the fractiona1 a11ocation of demands 
between the above periodswas made as shown in tab1e 7. 
Tab1e 7 Seasona1 and diurna1 a11ocation of e1ectricity demands 
Oemand Sector 
wo 
Iron + Stee1 0.41 
Other industry 0.41 
Oomestic space 0.72 
heat 
Other users space 0.47 
heat 
Hot water 0.43 
Mise. other 0.415 
res/com uses 
Road transport 0 
Rai1, air, ship 0.333 
transport 
Non energy 0.333 
uses 
Fraction of annua1 demand 
WN 
0.13 
0.13 
0.13 
0.08 
0.07 
o. ll1 
0.5 
0.167 
0. 167 
so 
0. 17 
0.17 
0.03 
0.19 
0.21 
0.189 
0 
0.167 
0.167 
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SN 
0.05 
0.05 
0 
0.03 
0.04 
0.048 
0.25 
0.083 
0.083 
IO 
0.18 
0.18 
0.1 
0.2 
0.21 
0.189 
0 
0. 167 
0.167 
IN 
0.06 
0.06 
0.02 
0.03 
0.04 
0.048 
0.25 
0.083 
0.083 
3.2 Primary energy resources and costs 
This section describes the assumptions made to model the supply of raw 
energy to the UK energy system. The numbers are subject to considerable 
uncertainty, particular1y in the later years. Unless indicated otherwise 
the data are based on information supplied by ETSU and on personal judgement. 
Crude oil and oi1 products 
The total domestic recoverable reserves of crude oil were assumed to 
be 3.5 x 109 tonnes. The depletion rate for the first time period (centred 
on 1980) was constrained to lie in the range 90 - 110 x 106 tonnes/year 
(reference (14)) and for the second time period (centred on 1985) it was 
constrained. tobe less than 125 x 106 tonnes/year (reference (19)) rising to 
142 x 106 tonnes/year in 1990. Thereafter the annual rate of dep1etion was 
constrained to be less than 9% of remaining recoverable reserves. 
All the crude oil was assumed for accounting purposes to be exported, 
with credit for the revenue,and oil products were all assumed tobe imported. 
The assumed prices are shown in table 8, Schedules •s• and 'C' refer to 
the base case and high oil price cases respectively (see section 2.2) and 
were defined by the Steering Group. 
Table 8 Oi1 price assumptions ($/GJ, 1975 value) 
Schedule 'B' 
Year Crude Gasoline Light Heavy Crude 
Dist. D1st. 
1980 2.36 3.70 2.49 l. 93 2.36 
1985 2.61 4.04 2.71 2. 12 2.92 
1990 2.85 4.38 2.92 2.31 3.48 
1995 3.57 5.39 3.54 2.87 4.67 
2000 4.28 6.39 4. 17 3.43 5.86 
2005 5.00 7.39 4.79 3.98 6.66 
2010 5. 71 8.39 5.42 4.54 7.46 
2015 6.59 9.62 6.18 5.22 7.46 
2020 7.46 10.85 6.94 5.90 7.46 
Schedule 'C' 
Gasoline Light Heavy 
-o, st. Dist. 
--
3,70 2.49 1 '93 
4,48 2.98 2,37 
5.27 3.47 2,80 
6.94 4. 51 3.73 
8.60 5.55 4.66 
9.73 6.25 5.28 
10.85 6.94 5.90 
10.85 6.94 5.90 
10.85 6.94 5.90 
The prices of oil products were generated from those of crude oil by linear 
relations of the form: 
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Pgasoline = Agasaline x Pcrude + 8gasoline 
where the constants A and B were obtained for each oil product by linear 
regression on the historical data from 1966 to 1976. 
In order to cover the requirements of international bunkering in United 
Kingdom ports, lower bounds were imposed on the exports of heavy and light 
distillate oils as shown in table 9: 
Table 9 Lower bounds on exported oil products 
(in PJ/year - see appendix 1 for conversion factors) 
Year Light Distillate Heavy Disttllate 
1980 38 134 
1985 43 151 
1990 47 168 
1995 48 170 
2000 49 173 
2009 49 175 
2010 50 177 
2015 52 183 
2020 54 190 
Finally, a small contribution of 95 PJ/year of crude oil from Lothian 
shale was included from the year 1990 onwards, at a cost obtained from 
reference (16) of 1.97$/GJ. This cost is actually higher by 36% than the 
estimate given in that reference, which appears to contain an accounting 
error, but nevertheless on the above assumptions it makes shale the cheapest 
source of oil even today. 
Gas 
The total domestic recoverable reserves of natural gas were assumed to 
be 1.81 x 1012 m3 (65 trillion cubic feet). The rate of extraction was 
assumed to be bounded above by the upper depletion rate given in reference 
(15). As in the case of crude oil, it was assumed that the depletion of gas 
in any year could not exceed 9% of the remaining recoverable reserves. No 
costs were associated with the extraction process itself, although costs were 
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assumed for transmission and distribution as described in section 3.3. 
lt was assumed that liquified natural gas (LNG) could be imported as 
required at a price equal to the schedule •s• crude oil price. Apart from 
the import cost, there was no distinction in the model between LNG and the 
gas extracted from the continental shelf. lt was assumed that no gas would 
be exported from the UK. 
Coal 
The annual rate of extraction of coal was specified as an upper bound for 
each time period. The cost of coal extraction is based on 1Profile 1 • of 
reference (17). The rates and costs of extraction were as shown in table 10 
(to convert PJ to million tons divide by 25; 1$/GJ = fl2.6/ton, 1975 values): 
Table 10 Rates and costs of coal extraction 
Year 
1980 
1985 
1990 
1995 
2000 
2005 
2010 
2015 
2020 
Rate of coal extraction 
( PJ/year) 
3040 
3230 
3515 
3800 
4085 
4323 
4560 
4798 
5035 
Cast of coal extraction 
($/GJ) 
1.0 
l. 19 
1.38 
1. 56 
1. 75 
1. 94 
2.13 
2.31 
2.50 
Within these limits, any coal not consumed within the UK was automatically 
exported in the model. Import of coal was also allowed, at a rate of up to 
10% of the above extraction rate. The limit of 10% is arbitrary; however, 
consideration of world availability of coal suggests a fairly low limit on 
the possibility of imports to the UK. Same such constraint was also necessary 
for modelling reasons to avoid a result in which an infinite amount of coal 
was imported to be converted to hydrocarbon liquids for subsequent export, a 
possibility which would have reduced the total cost objective function without 
limit. The cost or price of imported and exported coal was chosen to be 
somewhat higher than the above cost of domestic extraction, as shown in 
35, 
table 11 (see also reference (10), p.23l for a discussion of the origin of 
thi s da ta). 
Table 11 
Year 
1980 
1985 
1990 
1995 
2000 
2005 
2010 
2015 
2020 
Cost of imported coal ($/GJ) 
2.04 
1. 78 
1. 52 
1.68 
1.86 
2.05 
2.26 
2.50 
2.76 
The initial fall in cost represents an assumed switch from high quality 
coking coal to steam coa1s. 
Uranium 
It was assumed that uranium would be avai1ab1e to the UKas required, at 
a price which was indexed to the schedule 1B1 oi1 price. The 1980 price was 
assumed to be 40 $/1b. u3o8 (1975 va1ue). · The fu11 price schedule is given 
in table 12. 
Table 12 
Year 
1980 
1985 
1990 
1995 
2000 
2005 
2010 
2015 
2020 
Cost of im orted uranium 
atoms, 
36. 
0.104 
0.116 
0.128 
0.164 
0.200 
0.236 
0.272 
0.316 
0.360 
3.3 Transportation efficiencies and costs 
In order to make a correct comparison of different possib1e energy systems 
it is necessary to take account of 1osses and transportation costs incurred 
during the transportation and distribution of energy carriers from the port of 
entry, mine or point of production to the point of consumption. For this 
purpese average transportation efficiencies and costs were defined for each 
energy carrier for which data cou1d be estimated. The transportation costs 
were added in to the running costs of the techno1ogy which used the fuel. 
The fo1lowing were the data used: 
Oi1 
No transportation 1osses were assumed, but costs for delivering oi1 pro-
ducts were inc1uded as fol1ows: 
Gas 
Heavy disti11ate oi1 and naphtha for industria1 use and 
power generation: 
Light disti11ate oi1, a11 users: 
0.18 $/GJ (1975 va1ue) 
(1 p/therm, 1977 va1ue) 
0.53 $/GJ (1975 va1ue) 
(3 p/therm, 1977 va1ue). 
An efficiency of 95% for transmission and distribution was assumed. 
Transmission and distribution costs were assumed to be 2.2 $/GJ (1975 va1ue), 
equiva1ent to 12 p/therm (1977 value). 
Coa1 
No transportation 1osses were assumed, but costs for de1ivering coa1 to 
different consumers were inc1uded as shown in tab1e 13. 
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Table 13 
Consumer 
Power stations 
SNG and liquefaction 
plant 
Industry 
Domestic 
Other users 
Delivery cost ($/GJ, 1975 value) 
0.17 
0.35 
0.35 
1.21 
0.86 
For domestic uses, it was assumed that the coal would be in the form of 
smokeless fuel, for which an additional 1.47$/GJ was included to cover the cost 
of the conversion process. This figure was estimated from the difference 
between the prices of hause coal and Phurnacite (Table 80 of reference (14)). 
The efficiency of the conversion process was taken tobe 0.76, the average of 
1974-1976 values( 14 ), and it was included for modelling purposes as a factor 
in the total efficiency of utilisation technologies. 
Electricity 
An efficiency of 92% for transmission and distribution was assumed 
(average 1970-1976 value from reference (14)). Based on data in reference 
(18) electrical generation capacitywas charged with 15$/kW installed (1975 
value) to cover the cost of transmission and distribution, in addition to 
the fixed Operating and maintenance costs of the plant. This transmission 
and distribution cost is equivalent to 0.25 p/kWh (1977 value) at 40% load 
factor. 
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4. INPUT DATA FOR ENERGY TECHNOLOGIES 
4.1 Bounds on the implementations of technologies 
The essential technical and economic data which characterise a technology 
for the purposes of our analysis were discussed in section 2.3. In addition, 
for many technologies it is important to specify bounds or constraints on 
their levels or rates of implementation, which will be respected in the model 
energy system generated by MARKAL. There are several reasons why one is led 
to specifying bounds on the implementation of individual technologies: 
(1) To restriet the rate and extent of market penetration of new technology, 
in accordance wi'th realistic investment behaviour. Without any constraints 
of this type the model might make very sudden switches in technology which 
although they may be economically sound would not be feasible in reality for 
a variety of other reasons (see appendix 5). The ultimate implementation 
level of a technology may also be limited by resources (e.g. in the case of 
wave power) or by the accessible sub-market (e.g. as the local availability 
of the gas pipeline network restricts the level of domestic gas use) and this 
is recognized by specifying the appropriate upper bound in the model. 
Unfortunately, there appears to be no satisfactory way of dealing with all 
these factors systematically although there is an extensive literature on 
the subject which is briefly reviewed in appendix 5. The values of bounds 
specified here therefore rely heavily on personal judgement and are to 
a large extent arbitrary. 
(2) Upper bounds are also imposed on technologies to prevent a single 
technology from covering the whole market, as the linear program would other-
wise normally require. This facilitates an assessment of the merits of two 
or more technologies as they each enter to their respective upper bounds. 
Sounds defined in this sense are purely an aid to analysis and are r.ot 
necessarily of any physical significance in the 'real world' market. 
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(3) The residual capacities of existing or already erdered technologies 
are specified as functions of time. 
within the model; it is a sunk cost. 
Residual capacity requires no investment 
To avoid the unrealistically sudden 
rejection of this capacity by the model I sometimes found it convenient to 
specify at the same time a lower bound on the capacity equal to the residual 
capacity. 
(4) Certain combinations of technologies may be constrained to be implemented 
together; for example technologies supplying hot water can often be assumed 
to accompany their counterparts which supply space heat because they are 
normally parts of the same system. Such conditions are s~ecified as linear 
inequalities. Similarly, for solar heating and heat pump technologies, 
proportional auxilliary capacities of conventional 'back up' devices for 
winter and summer use respectively are specified by linear inequalities. 
(5) The level of implementation of mariy technologies is not a variable to be 
optimized, but is defined once and for all by equality constraints. In such 
a case of course any economic parameters for that technology are not relevant 
for the model and are usually omitted from the input data. 
In practice, the first of the above objectives can be met by 'upper 
bounds' defined either on the installed capacity of a technology or on its 
growth rate, and in several cases both options tagether have been taken. 
For the new technologies, i.e. the ones not yet commercially available, 
two sets of upper bounds were sometimes defined. A more restrictive set 
entered the reference data base and a less restrictive set entered the 
accelerated data base. The aim was to simulate the effect of a more 
agressive R, D & D strategy, which is presumed to make new technologies 
available sooner and to raise their potential contribution in subsequent 
years. 
The bounds specified for new technologies are shown in table 14. The 
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meaning of the first three co1umn headings is as fo1lows: 
S : the initial year of availability. 
I G}: define the limitation on the increase in capacity between 5 year time 
periods. 
If we denote by XT the capacityintime period T (i.e. T=l is the 5 
year period centred on 1980, T=2 is the 5 year period centred on 
1985 etc.), then the constraint is: 
The remaining nine co1umns give the upper bound, where specified, on 
XT for T=1-9. Where there are two lines of data for a techno1ogy, 
the upper refers to the reference data base and the 1ower to the 
accelerated data base. 
"he advanced gas cooled reactor is a special case, since it can be regarded 
ts a conventional techno1ogy, with capacity already instal1ed or on order. 
·or this reason, the capacities for 1980-1985 have been fixed at the upper 
'ounds shown in the tab 1 e. 
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Tab1e 14 Bounds on the implementation of new technologies 
Technology Upper bound in vears 1980-2020 s I G 80 85 90 95 00 05 10 15 20 
- - -
Methanol production from coal 1990 -
- - -
73 130 188 191 192 194 195 
Coal combined cycle (via low 1995 - - - - - 2 3 4 5 5 5 
BTU gas) 1990 - - - - 1 3 5 7 9 11 B 
Coal, magnetohydrodynamic 2010 - - - - - - - - 2 3 4 
2005 - - - - - - - 1 3 6 9 
Gas fuel cell 1990 0.03 1 - - - - - - - - -
AGR 1980 0 0.547 3.25 6.75 - - - - - - -
1980 0 0.644 3.25 6.75 8.76 10.5 16.3 25.4 39.3 46.6 53.0 
LMFBR 2000 - - - - - - 2.5 5 7.5 10 12.5 
1995 5 0.547 - - - - - - - - -
Wind power 1985 0.01 31 - 0.005 1.0 1.5 3.0 6.5 8.0 9.5 10.0 
Wave power 1990 - - - - 0. 1 0.6 1.7 6.7 12.8 20.3 33.0 
Tida1 power (Severn barrage, 
double basin) 2000 - - - - - - 3.5 3.5 3.5 3.5 3.5 
Dry geothermal 1990 0.04 0.149 - - - - - - - - -
Electric heat pump (domestic 1985 - - - 0.29 0.58 1.03 1.9 2.32 2.83 3.92 5.49 
space heat) 1985 - - - 2.9 5.8 10.3 19 23.2 28.3 39.2 54.9 
~ 
L_ ___ 
---
*For all other technologies the capacity refers to the output (electricity or useful energy). 
Unit 
PJ/yr 
(input)* 
GW 
GW 
GW 
GW 
GW 
GW 
GW 
GW 
GW 
PJ/yr 
~ --- -----
..j::, 
w 
I 
Table 14 : continued 
Technology 
E1ectric heat pump (water heat) 
Gas heat pump (domestic space 
heat) 
-
Gas heat pump (water heat) 
Solar collector (water heat) 
District heating grids (each of 
those in table 15). 
E1ectric commercial vehicle 
- - -· -- - ·--
s I G 
- - -
1985 - -
1985 - -
2000 - -
2000 - -
2000 - -
2000 - -
1995 - -
1990 - -
1990 - -
--- --
Upper bound in years 1980-2020 
80 85 90 95 00 05 10 15 20 Unit 
- 0.09 0.18 0.33 0.62 0. 77 0.95 1.32 1.86 PJ/yr 
- 0.9 1.8 3.3 6.2 7.7 9.5 13.2 18.6 
- - - - 0.29 0.5 0.76 1.3 2.09 PJ/yr 
- - - - 2.9 5.0 7.6 l3 20.9 
- - - - 0.094 0.165 0.255 0.43~ 0.709 PJ/yr 
- - - - 0.94 1.65 2.55 4.39 7.09 
- - - 4 8.1 10.4 12.6 17. l 21.6 PJ/yr 
- - 8.4 14.2 20 43.8 67.6 72.2 76.7 PJ/yr 
- - 0.011 0.03 0.071 0.11 0.117 O.lL 0.117 PJ/yr 
4.2 Technologies with predefined capacities 
For some of the demand sectors defined in our analysis, no technolo-
gical data of the kind needed for modelling was available. Furthermore in 
the mostheterogeneaus sectors, such as 'rail, air and ship transport', no 
single technology can be defined which matches the whole market and which 
could therefore be modelled in competition with its rivals. An analysis 
of such a sector, as complete as the one we have performed for the 'domestic 
space heat' sector for example,would require a break-down of the market into 
morehomogeneaus sectors, such as 'rail, freight', 'rail, passenger' and so 
on. This was beyond the scope of our study within the allotted time. In 
the compromise approach adopted, a number of technologies were specified in 
advance to have particular implementation levels, the same in all scenarios. 
Such was the case for the whole of demand sectors: 'iron and steel industry', 
'other industry-premium uses', 'miscellaneous residential and commercial uses, 
'rail, air and ship transport' and 'non-energy uses', as described in section 
3.1. In effect no technological data are involved in the specification of 
the above sectors except implicitly in the fuel mix consumed by each as a 
function of time. 
In the heterogeneaus sector 'other users space heat' the technologies 
were also allocated exogeneously in accordance with the reference scenario 
supplied by ETSU( 12 ) (draft version). A degree of freedom was left for 
district heat to replace oil to the extent required by the optimization, 
because the district heat was assumed to be supplied by the same grid as 
domestic space and water heat, which was free to compete with a number of 
other domestic space and water heating technologies. 
A second reason for specifying the technology implementation level 
exogeneously arose in modelling the phasing out of a technology of which 
we expect no new capacitytobe installed. This was done in the following 
cases: 
44. 
(1) Existing mix of obsolete single room heating systems for domestic and 
other users space heating sectors. The phasing out is very gradual - see 
figure 28. 
(2) Magnox gas cooled reactors. The capacity in GW was phased out as 
follows, assuming each station to have a 30 year life: 
Year: 1980 1985 1990 1995 2000 
Res i dua 1. 4. 1 3.75 2.2 0.55 0 Capacity' 
(3) The existing steam electric power stations. These were represented as 
a single techno1ogy. The burn of coal, oi1 and gaswas free to vary within 
the technica1 limits of the present set of single and multip1e-fired power 
stations (see for examp1e references (19) and ( 20) ) . The capacity in GW was 
phased out fo11owing the profi1e of reference ( 21 ) : 
Year: 1980 1985 1990 199.5 2000 2005 2010 2015 2020 
Res i dua 1. 58 57 51 44 38 27 Capacity · 17 11 5 
(4) Hydroe1ectric power stations. The present 1eve1 of 1.284 GW was assumed 
for simp1icity to remain constant in the absence of detai1ed information on 
new sites for hydroe1ectric power production. Pumped storagewas mode11ed 
separate1y (see section 4.7). 
4.3 Techno1ogies with no cost data 
Somewhat less arbitary than specifying the implementation leve1s of 
techno1ogies comp1ete1y before the MARKAL optimization is to a1low them to be 
se1ected by MARKAL even in the absence of the standard cost data required for 
a proper optimization. The result is an optimization based only on relative 
input fue1 costs (which may themselves be shadow prices resu1ting from the 
optimized techno1ogy a11ocation in other sectors) and efficiencies. There are 
two sectors in which no costs are associated with technologies to be optimized: 
(1) Industrial uses. The three techno1ogies defined to satisfy the 'other 
industry-switchab1e fuels' demand are ofthistype- see section 3.1. They 
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are bounded below to restriet the freedom to switch fuels within realistic 
market penetration bounds( 22 ). 
(2) Transportation uses. Diesel and electric vehicles compete for a share 
of the commercial market on the basis of relative efficiences 1:3 in meeting 
the useful energy demand with DERV fuel and electricity respectively. There 
is a rather small upper bound imposed on the implementation level of electric 
vehicles and its growth rate (ETSU, private communication) as shown in table 
14. 
Methanol competes in the model with gasoline with no cost or efficiency 
difference in the end use technology. This is a good representation of 
reality if methanol is to be used as a petrol additive up to about 10%, which 
is the case I have assumed here. 
4.4 Domestic space heating and water heating 
The data shown in table 15 were assembled to describe the domestic 
space heating and water heating technologies which were to be allocated 
by MARKAL. The fixed operating and maintenance cost includes a cost for 
delivery of coal, oil and gas as specified in section 3.3. The sources of 
cost data are briefly indicated by footnotes; the lifetimes depend on the 
accounting treatment of basic cost data, as described in section 2.3. 
Efficiencies were based on reference projections supplied by ETSU. 
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Tab1e 15 
Techno1ogy 
Domestic Seace Heat 
Unrestricted electric 
Off peak e1ectric 
Winter electric (back-up) 
Oil 
Gas 
Coa1 
District heat exchanger 
District heat grid 
(125 dwe11ings/hectare) 
District heat grid 
(50 dwel1ings/hectare) 
District heat grid 
(25 dwellings/hectare) 
Electric heat pump 
Gas heat pump 
Solar collector 
Gas (back-up) 
Source of 
cost data 
( 1 ) 
(2) 
(4) 
(6) 
( 1 ) 
( 1 ) 
(5) 
II 
II 
II 
( 1 ) 
( 1 ) 
(3) 
(4) 
Efficiency 
(%) 
1980-2020 
100 
71-77 
100 
61-63 
61-67 
43-47 
77-81 
inc1uded 
in 
above 
II 
II 
II 
240-277 
130-137 
-
61-67 
Lifetime Investment cost Fixed 0 & M 
(years) ($/GJ usefu1 ($/GJ useful 
energy. 1975 energy, 1975 
value) value) 
I 
60 7.95 0.665 I 
I 60 11.0 0.4 
15 40.0 L43 I 
60 49.0 2.27 
60 30.4 5.61 
60 43.3 8.23 
60 26.0 1.20 
25 27.0 0 
25 43.0 0 
25 67.0 0 
60 55.4 4.04 
60 54.6 5.8 
25 522.0 0 
60 61.0 5.81 
~ 
00 
Table 15 - continued 
Source of Effi ci ency L ifetime Investment cost Fixed 0 & M 
Technology cost data (%) (years) ($/GJ useful ($/GJ useful 1980-2020 energy, 1975 energy 1975 
value) value) 
Hot Water 
Unrestricted e1ectric (2) 71-77 15 3.7 0 
Off peak electric (2) 71-75 60 9.8 0.15 
Winter electric (backup) (2) 71-77 15 7.4 0 
Summer electric (backup) (2) 71-77 15 7.4 0 
Oil (6) 51-60 60 49.0 2.44 
Gas ( 1 ) 51-60 15 30.4 6.31 
Coal ( 1 ) 37-43 60 43.3 9.24 
District heat exchanger (5) 68 60 26.0 L20 
Electric heat pump ( l ) 350 60 55.4 4.04 
Gas hea t pump ( 1 ) l 05 60 54.6 6.31 
Solar collector (3) - 25 141.0 0.87 
Gas (back-up) (2) 51-60 15 44.0 6.81 
( 1 ) 
(2) 
(3) 
Based on information supplied by ETSU, November 1978. 
Based on data in reference (23) 
Basedon data in reference (24) for overall efficiency (0.175) cost (100$/m2) of col1ectors and cost (100$/m3) 
of storage. Monthly insolation data from reference (25). 50m2 of co11ector is required to cover the summer 
months for space heating of a single househo1d, with winter back-up of 19 GJ/household. The result probably 
errs on the pessimistic side. 
(4) 
(5) 
( 6) 
Basedon the back-up required for above solar systems, using data from reference (24). 
Basedon data in reference (26). 
Basedon data in reference (24). 
I 
4.5 The nuclear fuel cycle 
I have represented the nuclear fuel cycle in the simple way shown 
schematically in figure 5 in which the technologies are boxes with inputs and 
outputs of materials indicated by the linking flow lines. There is provision 
for time delays at each of the processes. The three reactor types are shown 
by the three squares, with front end and back end activities respectively 
below and above them on the figure. 
What follows is a detailed description of how these technologies have 
been modelled for MARKAL. 
Reactors 
The data· used for the three reactor systems are shown in table 16. Note 
that the reprocessing of Magnox fuel to yield plutonium is assumed to take 
place as part of the reactor system itself, hence there is no separate energy 
carrier defined for spent magnox fuel. Sources of data are indicated by 
footnotes. Once again it should be recognised that there is considerable 
uncertainty in the choice of values, and it could be argued that some different 
choice would be just as plausible. 
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Table 16 Data used to model nuclear power stations 
Magnox AGR LMFBR 
Lifetime (Years) 30(l) 30(l) 30 ( 1) 
Availability factor 0.72( 2) 0.72( 2) o. 75( 1) 
Investment cost sunk 976( 4) llOO(l) 
($/kW,l975 value) cost 
Fixed 0 & M cost 22.3( 1) 30.8(l) 
($/kW,l975 value) 
Variable 0 & M cost 1 .o( 2) 0.56( 2) O.l9(l) 
($/GJ outpu~ 1975 value) 
Initial loading of fuel 58.3( 3) 17.5(
3) 
(tonnes/GW) 
Material inputs and 
and outputs per unit 
of electricity 
generated (tonnes/PJ) 
Magnox fuel 12.7(3) 
Plutonium 0.0238(3) 
AGR fuel 1.458(3) 
Spent AGR fuel 1 .458( 3) 
LMFBR fuel l. 144 ( 
3) 
Spent LMFBR fuel l. 144 ( 
3) 
Time delay 1.5(3) 
(years) 
(1) Basedon preliminary data assembled for preparation of reference (11), 
some of which were revised in the final version of that report. 
(2) Basedon historial data for Magnox stations given in reference (19). 
(3) Based on table 10, reference (27). The advanced FBR is modelled here. 
The 'initial loading' input is in addition to the average replacement 
loading which is assumed to occur continuously during the operating life-
time of the plant. 
(4) Based on data in reference (17). 
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Enrichment 9 fabrication and reprocessing 
Table 17 gives the data assumed for the seven processes shown on figure 
5. In the absence of sufficiently detailed data they were not modelled as 
fully as other technologies having lifetimes, availability factors and dis-
tinct capital and 0 & M costs. The costs shown refer simply to each gram 
of fuel fabricated or reprocessed. They are partly based on average data 
assumed for thermal reactors (ETSU, private communication) but considerable 
personal judgement has been exercised in the absence of real data. The fuel 
compositions and delay times were obtained from table 10 of reference (27). 
Uranium refers to the natural uranium equivalent of the actual material 
produced or consumed. The parameters describing the possible use of 
plutonium in the fabrication of AGR fuel are entirely my own assumptions, 
not based on any data for actual processes. 
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Table 17 Data used to model enrichment9 fabrication and reprocessing 
Enrichment and fabrication 
Magnox fuel AGR fuel AGR fuel AGR fuel LMFBR fuel 
from from from from from 
uranium uranium uranium plutonium plutonium 
plutonium 
Cost 0.28 0.06 0.06 0.06 
($/gram 
OUtput, 
1975 
value) 
Inputs 
(grams/gram 
output) 
Uranium l. 02 4,435 0.9841 
Plutonium 0.0159 0.0205 0.0524 
Time delay 1.5 2 1.5 1.5 0.5 
Reprocessing 
Spent AGR fuel Spent LMFBR fuel 
Cost ($/gram 0.46 0.46 
input, 1975 (decreasing to 0.4 over period 2000-2020) value) 
Outputs 
(grams/gram 
input) 
Uranium 1. 047 
Plutonium 0.00478 0.0632 
Time delay 1 0,5 
(years) 
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4.6 Production of synthetic oils and gas 
A number of technologies could be allocated by MARKAL to supply the 
four energy carriers gasoline, light distillate, heavy distillate and gas. 
Table 18 lists the data used for input to MARKAL; sources are indicated by 
footnotes. Although the gas output from coke ovens justifies their inclu-
sion here, in fact they were implemented solely to meet the coke demand from 
the iron and steel sector. The coke outputs (not shown) of the three are 
0.6, 0.64 and 0.64 joules/joule of coal input. Note that hydrogen and town 
gas are treated exactly like SNG. The process for producing hydrogen by 
electrolysis is modelled in such a way as to draw only on night electricity 
(off peak), hence the low availability factor. 
The meanings of the abbreviated headings in table 17 are as follows: 
Life 
AF 
Inv. 
FO & M 
Gsl 
L.D. 
H.D. 
the lifetime in years (see section 2.3) 
the availability factor (see section 2.3) 
investment cost in $/GJ of output capacity, 1975 value. 
(see section 2.3). 
fixed operating and maintenance cost in $/GJ of output 
capacity, 1975 value. (see section 2.3). 
gasoline (including naphtha). 
light distillate oil. 
heavy distillate oil. 
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Table 18 Technologies producing synthetic oils and gas 
Joules out~ut 
per 
JoureTn~ut 
Life AF Inv. FO&M H.D. L. D. Gsl. 
Existing coke ovens 40 0.9 
Renovated coke ovens 30 0.9 1.6 
New coke ovens(l) 30 1.0 3.8 
S1agging Lurg1 coal 20 
gasification 2) 
0.85 4.6 1.03 
Methanol P,roduction 20 0. 85 6.18 1.12 
from coa1(2) 
Coal liquefac(~)n by 20 0.85 7.34 0.63 0.37 0.05 
hydrogenation 
Coa1 liquefacti(n by 
Fischer-Tropsch 2) 
20 0.85 9.51 0,69 0.02 0.07 0.14 
Underground coal 
gasification(2) 
20 0.8 8,55 3.44 
Hydrogen producr~)n 30 0.3 4.73 0.273 
by electrolysis 
(1) The data on coke ovens are based on information supplied by ETSU. 
(2) See reference (10). 
(3) Increasing to 0.66 by year 2020. 
(4) Increasing to 0.51 by year 2020. 
(5) These four outputsalter by year 2020 to: 0.02, 0.08, 0.16, 0.35, 
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Gas 
0.15 
0.16 
0.16 
0.6 (3) 0.66 
0.46 -
0.51(4) 
0.21 
0.33( 5) 
0.58 
0.76 
4.7 Non-nuclear electricity and heat production 
Twelve new and conventional techologies could be allocated by MARKAL to 
supply electricity, and a single type of coal fired heat plant to supply 
district heat. The data for these technologies are shown in table 19. 
Except for a change in units (Inv. for electric power plant is in $/kW) the 
nomenclature is the same as in table 18, with the addition of VO&M = variable 
operating and maintenance cost. 
Note that the tidal barrage is modelled in just the same way as the 
pumped storage technology, that is by consuming electricity during the night 
period and supplying it during the day. The fact that the tidal barrage is a 
net energy source is represented by its efficiency of greater than 1 for this 
process. 
The wind and wave power technologies were assumed to make no contribution 
to the peak electric power output requirements, which were defined tobe 1.65 
x the average final demand in any period divided by the length of that period. The 
availability factor for these two technologies was assumed to be different 
in each of the three seasons Winter, Summer, Intermediate, as shown by the 
three availability factors (equal to load factors for these two cases) so as to 
model the output load variation due to seasonal differences in the average 
flux of wave and wind energy. 
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Table 19 Non-nuclear technologies producing electricity and heat 
Oi1 fired power 
station(l) 
Gas turbine (li~ht 
distillate fuel) (3) 
Coal fired power 
sta ti on ( 1) 
Coal, combined 
cycl e( vi 9 l}ow 
BTU gas)t2 
Pressurised (2) f1uidised bed 
Coal, magneto-
hydrog nami c( 2) 
Gas fue1 cell (2) 
Geothermal~ hot 
dry rock(2J 
Wave power( 2) 
Wind power( 2) 
Tidal power (Severn 
barrage,_ double 
bas in) ( ~) 
Pumped storage( 3) 
Coal fired heat 
plant(2) 
Life 
30 
30 
30 
25 
25 
30 
30 
20 
AF 
0.7 
0.95 
0.7 
0.75 
0.75 
0.75 
1 
Inv. 
497 
231 
557 
621 
594 
720 
394 
2200 
30 0.29,0.23,0.19 2770 
25 0.42,0.33,0.27 437 
50 
50 
30 
0.125 
0.167 
0.85 
2428 
571 
3.17 
FO&M 
21.3 
11 
28 
26.5 
30.1 
28.1 
10.7 
238 
26 
6.9 
Net 
VO&M Efficiency 
(%) 
0.46 
1. 91 
0.45 
0.92 
l. 15 
0. 51 
6.4 
1.02 
39.1 
27.8 
38 
43.2 
42.1 
48 
40 
150 
70-75 
87 
(1) These data represent reasonab1e average values, which I have based on a 
discussion document prepared by Rob Johnston, IEA Coal Research Economic 
Assessment Service, September 1978, tagether with information in reference 
( 11 ) . 
(2) See reference (10). 
(3) The economic data are based on estimates supp1ied by ETSU. The availa~ 
bi1ity factor is based on the assumption that the plant operates for 
25% of the 16 hour day period. C.f. reference (28) which quotes 5.2 
hours/day as typical for a scheme such as Dinorwic. The efficiency is 
assumed to improve from 70 to 75% over the period 1980-2020. 
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5. PATTERNS OF ENERGY USE 
In this and the following section I will describe a selection of the 
results obtained with the MARKAL model. My approach is to present first a 
general picture of the costs and oil imports which correspond to the seenarios 
defined in section 2.2, and then to examine in increasing detail how the types 
and quantities of fuel, especially oil, vary with the scenario assumptions. 
This leads on in section 6 to a discussion of the role of new technologies 
in these scenarios. 
5.1 The cost-security trade-off 
As described in section 2.2, the two principle criteria which were 
adopted to define seenarios were the total discounted costand (as a 'security' 
indicator) the total cumulated net oil import (crude equivalent) S. The 
most concise summary of the results is a graph of the C and S values, which 
is shown for the full set of 14 seenarios in figure 6. 
For a given data base, the set of seenarios generated with MARKAL by 
minimising some linear combination of P and S must lie on a curve in figure 6. 
Two examples have been drawn, for the reference data base (upper curve) and 
the accelerated data base (lower curve). Strictly speaking these trade-off 
curves are composed of straight line segments, but because we are dealing 
with such a large number of variables (about 2000) they approximate well to 
smooth curves. In the notation SP-1/A, the parameter A is just the negative 
slope of the trade off curve at the point referred to or the 'marginal cost 
of security'. 
Two features of figure 6 warrant some comment at this point. Firstly, 
why does the trade-off curve for the accelerated data base lie below that of 
the reference data base? The reason is simply that several technologies in 
the accelerated data base are less constrained than in the reference data 
base and can therefore displace more expensive technologies to a greater 
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extent. For a given constrained value of S the minimum cost solution is 
therefore eheaper than for the reference data base. This is an example of 
a general feature that if any constraints are relaxed, the cost of the energy 
system obtained as a solution must always fall. 
Secondly, the result for scenario PS-1/LIM FOS appears at first sight 
paradoxical. Although the total gross consumption of fossil fuel has been 
constrained to below its value in PS-1, the net oil import which results is 
considerably greater. The reason is that technologies which consume oil are 
more efficient than their rivals which consume coal. The reduction in total 
gross fossil consumption for fixed useful energy demands is therefore achieved in 
MARKAL by switching from coal to oil burning technolgies, which entails a much 
greater level of oil import and of course a much higher cost. Since this effect 
seems unlikely to be of practical significance in view of the major concern for 
reducing oil consumption, I shall not consider scenario PS-1/LIM FOS (or 
SP-4/LIM FOS) in further detail. 
The remaining points on figure 6 are situated as one might expect with 
reference to the two trade-off curves. The 'limited nuclear' cases naturally 
cost more than their less constrained counterparts and involve more oil imports. 
The 'maximum renewables' case RP-4 also costs more, the main contributor being 
wave-power, as discussed in section 6. However, the oil saving in RP-4 
compared to PS-4 is negligible because the electricity from wave power genera-
tors and other renewable resources is used as a direct substitute for some of 
the nuclear electricity to cover base load requirements. 
The effect of higher oil prices (PS-1/0IL C and SP-4/0IL C) might be 
expected to increase the total national cost when the net oil import is positive 
and to decrease it when the net import is negative. This expectation is not a 
rigorous result because the cumulated net import in figure 6 is a sum over 
all times of the annual net imports; nevertheless it is indeed consistent with 
the results for the two 'OIL C' scenarios. In considering the meaning of the 
parameter S it should be noted that, unlike C, there is no discounting performed 
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in its evaluation. Thus while oil import variations are equally weighted at all 
times in S, the effect of discounting costs at 6% as here is to make c less sensi-
tive to oil imports later in the period 1980-2020, because the discounting more 
than offsets the oil price rise. 
5.2 Net otl imports 
The temporal distributions of net oil imports for seenarios an the 
reference trade-off curve are shown in figure 7. The progressive constraint 
an total cumulated net oil imports in going from PS-1 to SP-1 is reflected in 
a reduced net oil import at each time from 1980 to 2020, with a corresponding 
extension of the period of 'self-sufficiency in oil' until beyend the year 
2000 in the extreme case. 
The oil savings shown in figures 6 and 7 are considerable even without 
going to the extreme case. The SP-1/1 .0 scenario represents a total consump-
tion of about 1100 million tons of oil less than the reference case; say an 
average of about 25 million tons per year over 40 years. The total cost 
exceeds that of the reference case by $16.4 x 109 (1975 value), which represents 
an annual extra cost (at 6% discount rate) of 0.5% of the GDP of the UK in 1975. 
Naturally, these figures should be interpreted with caution. Because of the 
many cost uncertainties and omissions in the model the true cost of such a 
saving may be higher; an the other hand the artificial constraints in the 
model, for example the fixed useful energy demand and level of conservation 
which da not respond to price changes, all lead to an overestimate of the 
extra total cost of oil savings. Nevertheless, the reduction in oil consumption 
is striking enough to warrant further investigation, and I will now start to 
explore how it was achieved. 
5.3 Sources of primary energy 
To 'cost' and 'cumulated net oil import' we have added in section 5.2 the 
dimension of time. This section now adds the further dimension of the type of 
primary energy. Figures 8-17 show the primary energy consumption by fuel for 
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the ten seenarios of most interest~ for which the impacts of individual new 
technologies will be discussed in section 6. For nuclear and renewable 
sources of energy, the equivalent fossil primary energy is accounted for in 
the way described in appendix 2. 
Figures 8-10 and figures 13-14 correspond to the reference trade-off 
curves and the accelerated trade-off curves respectively. In each case the 
reduction in oil import is seen to be made up mainly by an increase in coal 
production to its upper limit. There is also some increase in gas production 
and importation, particularly in 2020, in response to restricted oil import in 
SP-1/1 .0 and SP-4/l .0. In the extreme case, SP-1 (figure 10) the import of 
gas is substantial and beyend 2005 part of it is apparently replacing nuclear 
electricity. The latter result is somewhat surprising, and demands further 
explanation. Questions of this kind can be answered by studying the shadow 
prices generated by the model, as discussed in appendix 6. To explain briefly 
the SP-1 result, it is an effect of the very large'shadow price of security' 
(> 100 $/GJ) which induces a very high coal price to satisfy the extreme demand 
for liquid fuels via coal liquefaction processes. The high coal price in 
turn forces a high electricity price, which induces the complete switch from 
electricity to gas (of imported origin) in the space and water heating markets. 
This example incidently illustrates the complicated and indirect way one fuel 
can be substituted for another, and the virtue of a complete system model such 
as MARKAL for studying such effects. 
A similar increase in gas import is seen in the SP-4/1 .0 LIM NUC scenario 
(figure 16). In this case, unlike the PS-1/LIM NUC scenario, the reduced 
output from nuclear power stations could not be made up by increasing the oil 
consumption because of the 'security' constraint, which forced instead a switch 
to gas. 
The results for the 'maximum renewables' scenario RP-4 in figure 17 should 
be compared with the accelerated reference case PS-4 in figure 13 in order to 
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see the role of renewable energy (mainly waves) as replacing a small part of 
the nuclear contribution beyond the year 2000. 
I will pass over further details of these results for primary energy 
consumption, which can be referred to as we go on to consider the results at 
the deeper levels of fuel ~se and technology mix. 
5.4 Uses of liquid fuels 
Having seen the extent to which oil imports can be constrained, we next 
ask in what sectors the squeeze is felt. The quantities of liquid fuels 
(natural and synthetic oils) consumed in the five major sectors are shown for 
the reference case PS-1 and the constrained oil import case SP-1/1.0 in 
figures 18 and 19 respectively. The first four sectors are obvious aggregates of 
the ten demand categories defined in section 3.1; the fifth is electricity 
generation. 
The main qualitative conclusion is that the major savings of oil are 
made in the sectors of electricity generation and residential/commercial uses. 
The demands from transport and feedstocks are relatively inflexible, as they 
were chosen to be in the model input data. In the case of industry, the use 
of oil was already minimised in the reference solution PS-1, leaving no further 
flexibility when the oil constraint was imposed. 
5.5 Uses of coal 
We have seen that as the oil import is constrained, coal is used instead 
of oil and oil is replaced in the sectors of electricity generation and space 
and water heating. lt might be tempting to deduce that coal replaced oil in 
these sectors, but the results are not quite as simple as that, as figures 20 
and 21 show. In figure 20 we see the breakdown by sector of coal consumption 
in the reference case PS-1, which can be compared with the samebreakdown in 
the SP-1/1.0 case in figure 21. While there is a great increase in the use 
of coal for power generation as the oil import is constrained, at least up to 
the year 2005, there is no similar increase in the use of coal in the residential/ 
commercial sector. Instead the main increase in the use of coal after the year 
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2020 
2000 is for gasification and liquefaction 9 even at the expense of power 
generation and as we might suspect it will turn out to be the products of 
the gasification and liquefaction processes which directly replace the oil. 
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6. THE ROLE OF NEW TECHNOLOGIE$ 
In the preceding section I described in a general way the energy flows 
and their variation between the scenarios, with emphasis on the effect of 
constraining the use of oil via the bound on cumulated net oil imports, in 
A 
order to set the scene for the discussion which follows of the roles of 
individual technologies, which is the central theme of our study. 
6.1 Electricity generation 
The fate of the new electricity generating technologies in the model is 
summarised in the bar-charts of figures 22 and 23. Foreach of ten seenarios 
there is a bar-chart fo~ each technology. The bar-charts cover the range 
1980-2020 with nine vertical bars, one foreachtime period of the model, 
representing the installed capacity at each time. The number beside each 
chart is the maximum level of implementation achieved (in GW) and in order 
to depict with the same clarity technologies which differ widely in their 
maximum levels of implementation all the bar charts have been normalised to 
the same maximum height. A mast on the top of a bar flags that the technology 
is at an upper bound, which is specified in the input data either as a con-
straint on the capacity in that time period or as a constraint on the growth 
rate of capacity from the preceding period (see table 14). For the renewable 
sources in scenario RP-4 the masts indicate the fixed levels of implementation 
which were specified. We recall from section 2.2 that two main sets of 
bounds were applied, the more constraining are represented by the first five 
seenarios and the less constraining by the last five 'accelerated' scenarios, 
with extra constraints on nuclear capacities in the 'LIM NUC' cases. 
I will now discuss the main features of the results in the ten different 
seenarios for each technology in turn. 
Electricity production from coal 
It is convenient to group tagether for consideration the three technologies 
'combined cycle via low BTU gasification', 'pressurised fluidized bed' and 'MHD' 
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(see figure 22)9 since they each generate electricity from coal. The most 
striking result is the failure of the fluidized bed technology (except in 
the extreme SP-1 scenario) which is mainly due to the higher variable 
operating costs and lower efficiency of the technology compared to the two 
others. However, the accuracy of the data, particularly on the MHD technology 
which is only available in the next century, is insufficient to enable one to 
conclude that the pressurised fluidized bed would certainly be a more expensive 
option. Furthermore, the cost minimisation objective ignores the environ-
mental attributes of fluidized bed technology which must enter a final assess-
ment. 
Two general points about these coal technologies emerge which are more 
significant than the tempting comparison between them. Firstly in the 
accelerated cases PS4, SP-4/1.0 OIL C the need for them before 2000 is reduced, 
because of the greater availability of a nuclear alternative which is cheaper. 
Secondly, why is the pre-2000 capacity less in the SP-1/1 .0 case than in the 
reference case PS-1? The answer isthat in the SP-1/l .0 case a substantial 
oil saving is made by immediate closure of oil fired power stations, which are 
replaced by building conventional modern coal fired plant. The residual capa-
cities of these plant in the 80s and 90s remove the need to build as many 
combined cycle plant as were installed in the PS-1 case. This illustrates 
the value of residual capacity; once it is exhausted, the conventional plant 
are no langer competitive. 
Gas fuel cell 
This is a new technology which in the model fills the same role as 
conventional gas turbines, namely to meet peak load requirements. In the 
results we see the effect of the 'growth' constraint (see table 14), which 
requires a gradual buildup of capacity to start before the market prices 
would indicate that the technology is competitive with gas turbines. The 
precise level of implementation in each case is determined by the demand for 
83. 
peak electricity in a complicated, time dependent way. However, the tendency 
for less peaking requirement in the limited nuclear seenarios is an expected 
result. On the other hand the high level of implementation in the extreme 
SP-1 scenario is anomalous. The reason for it isthat there is a surplus 
of gas in that scenario, as a by-product of coal liquefaction, which conse-
quently becomes a relatively cheap fuel for electricity generation. The fuel 
cell is then no longer only used to meet the peak power requirement but 
generates at full load. 
Nuclear power 
The model generally implements nuclear power to its upper bounds to the 
year 2000, and the result is a very high fraction of nuclear electricity by 
the year 2020 (see figures 22, 24 and 25) in all cases. With the advent of 
the LMFBR, the AGR becomes the marginal nuclear technology since its elec-
tricity is more expensive. No allowance was made in the model for the 
possibility of LWR implementation, but we would not expect any change in the 
overall picture if LWRs were included as an alternative or in parallel to 
AGRs, since they would compete for the same market. 
The effect of increased 'security' is, as expected, to increase the level 
of nuclear power generation, as coal is drawn from electricity to hydrocarbon 
liquids production. The SP-1 scenario, however, is again anomalaus and shows 
a reduced nuclear implementation. Because of the surplus of gas as a by-
product of coal liquefaction, which is implemented on a massive scale to save 
as much oil as possible, the shadow price of gas in SP-1 drops to zero. The 
abundance of cheap gas is consumed in place of electricity wherever possible, 
thereby reducing the total demand for electricity compared to the reference 
case. 
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Renewables 
Because of their cost advantage, wind power and dry geothermal power are 
implemented to the full in most cases (figure 23). Scenario PS-4 has the 
highest availability of nuclear combined with the least restriction on oil 
imports, and is correspondingly the only case in which wind power is not cost 
effective from the year 2000 onwards (see figure 23). 
Wave and tidal power fare less well, and are only implemented in the 
extreme oil saving and renewable cases, SP-1 and RP-4. The potential impact 
of wave power is, however,greater than that of all the other renewables 
combined. The total discounted cost of the wave power program envisaged in 
the model RP-4 scenario is some $20 x 109 (1975 value). Its cost per kilo-
watt hour of electricity generated is too great for the technology to be 
economically competitive under the assumptions of the reference or accelerated 
cases. As noted in section 5.1, the role of these technologies is as alter-
natives to a fraction of the nuclear power. However, because it is assumed 
that they cannot be relied upon to contribute any peak power, a higher level 
of peaking technology (gas turbines) is implemented at the same time, which 
contributes to their extra cost. 
6,2 Coal conversion to oils, gas and district heat 
Gasification and liguefaction 
The two most significant technologies of this type turn out from MARKAL 
to be the hydrogenation and Fischer-Tropsch processes (see figure 26, 
analogaus to figures 22 and 23 discussed in section 6.1, but note the change 
of units). The main feature to emerge isthat the hydrogenation process is 
implemented rather than the Fischer-Tropsch process in all the cases which 
give any priority to •security', namely SP-1/l.O, SP-1, SP-4/l.O, SP-4/1.0 
Oll c and SP-4/1.0 LIM NUC. The reason is clear from table 18; the hydrogena-
tion process has the higher efficiency with respect to production of oil substitutes 
compared to the Fischer-Tropsch process, which produces more gas. The respective 
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efficiencies of oil production from coal are 42% and 23% (found by summing 
the three columns •M.o.•, 1L.D 1 , and 1Gsl 1 in table 18). The slagging Lurgi 
process, which produces only gas, does not appear in any scenario. Further 
analysis of the relative competitiveness of these three technologies can be 
found as an example in the discussion of shadow prices in appendix 6. 
The technology for methanol production enters at its upper bound in each 
case; the time of entry is brought forward in the seenarios which give priority 
to •security• as we would expect, since the methanol is a direct substitute for 
imported oil. It is no surprise that underground coal gasification does not 
appear in the results, since its cost data are 1ess favourable in every respect 
than those of the slagging Lurgi process (table 18). 
District heat 
The results for district heat plant c1osely ref1ect the variations 
between the scenario assumptions. It is most favoured in the case of 1imited 
nuclear (PS-1/LIM NUC) and 1ess successfu1 when the coal is required for 1ique-
faction in the •security• cases, of which SP-1 is the extreme. It i s ind if-
ferent to whether nuclear or renewab1e sources generate the electricity, hence 
PS-4 and RP-4 1evels are identical. The other cases are Straightforward 
interpolations between the limits set by PS-1 and SP-1. 
Hydrogen production 
Finally in this section we have the production of hydrogen by electrolysis 
of water (figure 23). As a techno1ogy which uses night electricity, it is 
most economic in the high nuclear scenarios, in which the night e1ectricity 
is sometimes actually in surplus. As figure 23 shows, by comparing with the 
AGR and LMFBR capacities in figure 22, there is a strong corre1ation between 
the hydrogen production and nuclear capacity. In the two 11imited nuc1ear 1 
scenarios, the electro1ysis techno1ogy is never competitive. 
6.3 Useful energy supply 
The new technologies which directly satisfy usefu1 energy demand 
(uti1isation technologies) are the seven shown in figure 27. We can consider 
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the space and water heat pump technologies as one unit (since they are 
coupled in the model by an inequality constraint), so there are effectively 
five distinct technologies in figure 27: electric heat pump, gas heat pump, 
solar collector (domestic space heat), solar collector (water heat) and 
electric commercial vehicle. 
Of these, the solar collector (domestic space heat) never enters except 
in the RP-4 case, where its level is specified beforehand, because its capital 
cost is very unfavourable (see table 15). At the opposite extreme, the 
electric commercial vehicle is at its upper bound in all seenarios because it 
consumes relatively cheap night electricity and has a factor of three efficiency 
advantage compared to DERV fuel with which it is in competition. 
The electric heat pump is favoured in all cases except the extreme SP-1, 
where, as we have seen, gas is in surplus and total electricity production is 
reduced accordingly. The gas heat pump is at its highest integrated level of 
implementation in the 'limited nuclear' cases PS-1/LIM NUC and SP-4/l .0 LIM NUC 
for the reference data and accelerated data respectively, because in the other 
cases except SP-1 direct electric space heating is preferred. The same remark 
applies to solar collectors (hot water). The surplus of cheap gas in the SP-1 
scenario does not favour the gas heat pump as one might at first expect, because 
with cheap gas the conventional gas heating system is preferred by virtue of 
its lower capital and operating costs (see table 15). At the intermediate 
levels of 'security', SP-1/l .0 and SP-4/1.0 there is clearly still an advantage 
to the new technologies, since the oil restriction raises all fuel prices by 
comparison to the reference and accelerated cases PS-1 and SP-4. 
To put the role of the new utilisation technologies into context, figures 
28- 30 show for three scenari·os, PS-1, SP-1/1.0 and SP-4/1 .0 LIM NUC the useful 
energy supplied for domestic space heat by all technologies, existing and new. 
The new technologies discussed above are only visible on the scale of these 
graphs in the SP-4/1.0 LIM NUC scenario, which is partly of course just because 
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of the low bounds imposed on them beforehand in the reference data base. 
District heat is, however, apparent in all three cases. The district heat 
utilisation technology was not discussed in this section, since besides being 
fairly conventional it is proportional in level of implementation to the 
supply technology discussed in section 6.2. These three figures give a 
•consumers• viewpoint to some of the trends discussed in previous sections. 
The restricted oil imports as we go from PS-1 to SP-1/1 .0 (figures 28 and 29) 
are reflected in the replacement of oil by gas, which as we have seen, is 
increasingly produced from coal beyond the year 2000. The revival in the 
use of off-peak electricity (night storage heaters) after 2000 is a natural 
consequence of the increasingly high proportion of nuclear electricity in 
both these cases, which contrastwith the 1 limited nuclear• case (figure 30) 
in which greater reliance is placed upon synthetic gas and new technologies. 
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7. CONCLUSIONS 
With the help of the linear programming model MARKAL I have analysed 
for the Energy R&D Strategy Project a number of hypothetical futures of the 
United Kingdom energy system, with a particular examination of the role of 
some new technologies under various assumptions about the availability of 
oil, of nuclear energy and of the new technologies themselves. 
This was one of several concurrent national studies performed within 
an international project team. A major but almest incidental result has 
been to create a structure for thinking about energy systems, which is an 
outcome of the cycle of carefully constructing a model, running it, inter-
preting the output and correcting the model. It has furnished the partici-
pants with new and sharper tools to tackle systematically a range of problems 
in the energy field; mental software in addition to the MARKAL software. 
To highlight the particular results of the present report, the range of 
seenarios has been discussed in terms of a trade-off between cost and 
'security• of oil supply, summarised graphically in figure 6. The trade-off 
graph for the model indicates for example that large savings of oil (on 
average 25 million tons per year) could be achieved at an extra 1975 value 
cost of areund 0.5% of the 1975 GPD per annum (on average). The main 
savings are made by reserving oil for transport and feedstocks. Increased 
implementation of nuclear power saves oil and coal from power station use, 
but the principle role in oil saving is played by coal, which is gasified 
and liquified on a massive scale by 2020. Synthetic gas from coal takes 
an ever greater share of the domestic market as the oil import is restricted. 
All these points are demonstrated quantitatively in sections 5 and 6 of the 
report. 
Results obtained with MARKAL for the new technologies are summarised 
quantitatively by the four figures 22, 23, 26 and 27 (explained in section 
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6.1; note the units are GW or PJ/year, according to the technology). For 
'security• scenarios, with restricted oil imports, the new technologies of 
coal liquefaction, the use of solar energy for water heating and heat pumps 
for space and water heating all show themselves to advantage in the economic 
comparison, alongside a maximum exploitation of nuclear power. A restriction 
on nuclear power enhances still more the competitiveness of these new tech-
nologies, and also favours the introduction of district heating. The cost 
assumed for wavepower ($20 x 109, in dollars of 1975 discounted to mid 1978, 
for a total programme of 33 GW installed by 2020), was too high to allow this 
potentially large contributer to compete with nuclear power under purely 
economic criteria. For the same economic reasons, tidal power was excluded 
except in the extreme 'security• and 'renewable' scenarios. An interesting 
task for future analysis would be to determine 'break even' costs for these 
and other technologies. 
The present study is not comprehensive. The art of modelling is to 
strike a useful compromise between a structure which is too simple and one 
which is too complex. A simple model is easy to interpret but the results 
may not bear a close enough relation to the real world. A model which is 
too complex takes on a life of its own, becoming cumbersome to operate and 
nearly as difficult to interpret as the real world itself. The emphasis on 
interpretation is particularly important in a study such as ours in which 
one wants to appreciate the effects of variations in the input data and how 
they feed through to the results. The present model is a result of this 
compromise which we have found useful for the purpose in hand. The key 
simplifications in its formulations are that there are a few tens of homo-
geneous markets and that costs are a linear function of the variables. In 
its applications, the 'other things being equal' principle is essential for 
interpreting the results, which means that we have not considered price 
elasticities. MARKAL differs in concept here from a 'simulation' model 
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which sets out to reproduce all the couplings and feedbacks of real markets. 
A notable omission is the quantitative assessment of exp1icit conservation tech-
nologies and habits, which may well be the single most important way to conserve 
exhaustible resources. Because of the complexity and technical difficulty 
of modelling the competition of conservation technologies with each other and 
with other technologies, I have chosen to treat them as a fixed negative com-
ponent in the useful energy demand. I suggest that a serious appraisal of 
the economics of conservation would be valuable but would require a large 
study in its own right. Another potentially important contributor I have 
omitted is combined heat and power generation, again because of the complexity 
of a serious assessment of its cost effectiveness (although the attempt has 
been made to model it in later versions of MARKAL). Likewise, the range of 
futures studied here is rather conservative and there is clearly wide scope 
for testing the response to other key parameters; for example coal and gas 
availability. There is no shortage of questions. It is hoped that the 
present work, while it has answered some questions, has posed a few new ones, 
and that it offers a basis for fruitful discussion. 
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APPENDIX 1 ENERGY UNITS AND GONVERSION FACTORS 
The international convention of this project has been to work with 
energy units based on the Joule and its multiples: 
lGJ (Gigajoule) = 109 Joules 
lTJ (Terajoule) 
lPJ (Petajoule} 
lEJ (Exajoule) 
= 
= 
= 
1012 Joules 
1015 Joules 
1018 Joules 
The unit of power we have used is the Joule/year, or for the busbar 
capacities of electrical power stations the Gigawatt (GW): 
lPJ/year 
lGW 
= 
= 
0.0317 GW 
31.56 PJ/year 
For comparison with other studies the conversion from PJ is as follows: 
lPJ = 0.0239 mtoe = 0.0341 mtce = 0.176 mboe 
= 0.278 Hlh, 
where m = million, t = metric tonne, b = barrel 
o = oil, c = coal, e = equivalent. 
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APPENDIX 2 ENERGY ACCOUNTING CONVENTIONS 
The energy content of fuels has been expressed as their net calorific 
value (NCV), which means that the latent heat of evaporation of water from 
the fuel is not included in its energy content. The United Kingdom conven-
tion (see reference 14) is normally to quote gross calorific value (GCV), a 
larger number than the net value because it includes the latent heat of 
evaporation of water from the fuel. For converting data from gross to net 
calorific value, we adopted the following conventions: 
For oil and oil products: NCV/GCV = 0.92 
For natural gas: 
For coal: 
NCV/GCV = 0.9 
NCV/GCV = 0.95. 
These average values were used to make appropriate adjustments to the 
efficiencies of technologies and to resource bounds in order to ensure 
consistency within the NCV convention. 
The following average calorific values (NCV) are consistent with the 
average UK figures given in reference 14 (coal and oil) and with reference 1 
(gas): 
Coal 
Crude Oil 
Gasoline 
24.86 
41.35 
43.19 
Light distillate 41.84 
Heavy distillate 39.51 
Natural gas 35.5 
GJ/tonne 
II 
II 
II 
II 
Conventions have also been established for defining the 'primary energy 
equivalent 1 of nuclear fuel and of renewable energy sources in order to allow 
some sort of comparison with conventional fossil resources. The principle 
adopted was that the primary energy equivalent consumption should be calcu-
lated from the output of the nuclear or renewable technology as the quantity 
of primary fossil energy which would supply the same output in a rival 
103, 
conventional technology. For this purpose three kinds of case were identified: 
(1) Power stations, for which a nominal fossil equivalent efficiency of 
0.35 was assumed. 
(2) Solar heating, for which the reference technology was assumed to be the 
comparable gas heating system. The output of useful energy was divided 
by the efficiency of the gas system and the transmission efficiency of 
gas to give the 'renewable' primary equivalent input. 
(3) Heat pumps; the procedure was in principle as for solar heating but 
the true energy input of fuel had to be subtracted. The most complicated 
case, the electric heat pump, serves to illustrate the method: 
It is necessary to define four 'efficiencies': 
e(>l) = the real measured efficiency of the heat pump= useful energy 
out/fuel energy in. 
egas = the efficiency of a conventional gas system performing the same 
service. 
ee~ = the efficiency of a conventional electric system performing the 
same service. 
et = the efficiency of gas transmission from source to consumer. 
For one unit of useful energy delivered l/e units of electricity are 
input. By comparison with a conventional system we attribute only ee~ x 
l/e units of the useful energy output to electricity, leavihg (1-ee~/e) to be 
notionally supplied by 'renewable energy'. By comparison with a gas system, 
the amount of gas input for this would be (1-ee~/e)/egas· Finally, the 
primary energy equivalent is obtained by dividing by the transmission efficiency 
of gas, thus 
'Primary energy (renewable)' per unit of useful energy 
delivered = (1-ee~/e)/(egas·et). 
The conventions for the gas heat pump and for solar are of this form with 
ee~ replaced by egas and zero respectively. 
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APPENDIX 3 ENERGY MODELLING 
This appendix offers a short background discussion of energy modelling 
concepts, in particular the concept of 'useful energy demand', which may be 
of interest to the reader who is unfamiliar with the type of energy model 
discussed in the report and the philosophy underlying 'MARKAL'. 
The minimum concept of an 'energy system' as something distinct from 
the total econamic system of a country is illustrated in figure 31. The 
separation between fuels or energy carriers and other materials is illustrated 
by this figure, which is the first and usually implicit stage in categariza-
tion and simplification for model building purposes. There is a degree of 
arbitraryness even at this basic level which is mast apparent in the account-
ing of feedstocks far 'non-energy' use. 
The flows labelled eR and eE are vectors of fuels, mR is a vector of raw 
materials, mE is a vectar of materials, plant and equipment and mc is a vector 
of consumer goods. ec and eM are vectors of 'useful energy' which may 
include fuels. The definition af 'useful energy' is again a matter of 
convenience but for a given need of hauseholds ar industry it shauld be 
defined so as to be independent of the particular technalogy or technologies 
used to meet it. Such a quantity is mast readily calculated or extrapolated 
into the future, and is basic ta the way we use MARKAL, which is to specify 
fixed energy demands and ta study the various combinations of technolagy 
which can meet them. The ultimate 'useful energy' quantities satisfying 
this criterion wauld be human needs, or services (ec) and process requirements 
(eM). To take the domestic hat water demand categary as an example, a typical 
quantity to specify would be the number af degree-litres of hot water required 
per year rather than the fuel required ta supply the hat water, because the 
former is independent of the type af heating system installed. Even such an 
apparent 'service' demand, however, always presuppases that a particular 
technalogy intervenes between the demand (the quantity of hot water), and the 
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human beneficiary; the hot water is used in this or that type of dishwasher 9 
shower or bath to satisfy the 'real' need for clean dishes and personal hygiene. 
This illustrates the arbitraryness in the definition of useful energy. How-
ever, since dishwashers, showers and baths are not among the technologies 
selected for study, it is consistent for our purposes to define a useful 
energy demand in terms of hot water required, rather than the ultimately more 
basic needs for clean dishes and personal hygiene. 
In our 'MARKAL' model the vector of useful energy demands ec + eM has 
been given the ten components discussed in section 3. They are assumed to 
be fixed functions of time. Every conceivable technology which transforms 
energy can be allotted implicitly or explicitly to the box 'Consumers', 
'Manufacturing Industries' or 'Energy Technology'. Technologies within the 
latter box are the ones explicitly selected and studied by the optimization 
technique of MARKAL. 
We can from a mathematical point of view regard the boxes M and E as 
operators which transform their respective outputs into required inputs (the 
opposite way to actual physical transformation!). Thus in an operator nota-
tion, the requirement for primary energy from resources R to be input to 
energy technologies is given by: 
( 1 ) 
and the latter's requirement for equipment is given by 
(2) 
Similarly the requirement for useful energy by industry is given by: 
(3) 
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and the requirement for raw materials by industry is: 
( 4) 
It will be recognised incidentally that if these operator equations are 
linearised, E and M become the fixed input-output matrices of econometrics, 
used for short term predictions of the effects of changes in the vectors of 
the system. Our concept for the MARKAL model, however, is to keep the 
vector of demands ec + eM fixed and to study the variety of operators E(e) and 
energy f1ows which can satisfy them. E(e) of course just represents the 
function of energy technologies, and E(m) expresses the fact that the techo1ogies 
themselves embody mE and are the result of industrial activity. 
The MARKAL approach, un1ike many others, does not attempt to model how 
consumer demands ec vary with prices and disposab1e income, which depends upon 
E and M in a comp1icated way and is studied by econometricians. Nor do we 
take into account, when comparing scenarios, the direct effect of different 
techno1ogy mixes on the industrial output and consequent industrial demand for 
energy. To express this in the above notation, eM which we assume is a fixed 
function of time, should really depend on E(e) among other things, which is 
the technology mix we allow to vary. Combining (2) and (3) we see that the 
output of industry to support energy techno1ogy is: 
One finds by making a sca1ar estimate that E(m) .~1(e) is normally much less 
than unity at present (expressing all quantities in money va1ue), but it would 
increase as E(m) increases in a highly capital intensive energy system, and 
could, in a given mode1, conceivab1y 1ead to a singu1arity of the inverse 
operator (1-E(m).M(e))- 1 in equation (5), and thus to an infinite value of mE. 
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This simply means that the demand for energy by industry exceeds the amount 
which could be supplied by the equipment it is producing9 and the scenario 
is infeasible. We have assumed that such a situation is never approached in 
our fairly unexotic seenarios but it is a matter worth further investigation 
in the field of 'energy accounting'. 
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APPENDIX 4 COST ACCOUNTING AND DISCOUNTING 
The main objective function used in the MARKAL mode1 is the •total 
discounted cost• of the energy system. The principles used for evaluating 
it will be outlined here; for detai1s the reader is referred to the program 
documentations( 7,8). 
In preparing the data for MARKAL, the 1atest availab1e cost estimates 
for any quantity are def1ated to 1975 value using the GDP def1ator for the 
currency in which they are quoted (as published in reference (29)). They 
are then converted to dollars using the 1975 exchange rate, e.g. 
$1 (1975 value) = f0.452 (1975 value). Values of specific costs are 
expressed from the economic input data for MARKAL, and cover the quantities: 
specific investment in each technology 
fixed operating cost for each technology 
variable operating cost for each technology 
cost of importing a fuel 
revenue from exporting a fue1 (- a negative cost) 
cost of extracting primary fuel. 
Each specific cost is discounted in MARKAL from the time at which it is 
incurred to the reference point, which is June 1978. Investment costs are 
deemed to be incurred at a point in time midway between two of the 5 year 
time periods over which energy flows and capacities of technologies are 
averaged in MARKAL. Thus the first investment in capacity for use during 
the time period centred on January 1990 would be assumed to have occurred in 
June 1987, and this investment cost which is input in 1975 value dol1ars 
would be discounted to June 1978 by the factor e-ix9, where i, the discount 
rate, is taken as 0.06 in the present work. In genera1 all input costs in 
-iT 1975 value are mu1tip1ied in the model by e , where T is the time in years 
between June 1978 and the incurring of the cost. 
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Since the time covered by the model ends in 2020 (or strictly, the five 
year period centred on 2020), to minimise spurious effects due to truncating 
the optimization at this point a cost credit must be given for installed 
capacities of technologies which would contribute beyond 2020. Otherwise, 
the tendency in the model would be for no large capital investments to be 
made as the year 2020 is approached. This is dealt with by reducing the 
investment cost of a technology by 61, where 6! is the value of the capacity 
beyond 2020 discounted to the time of investment. To illustrate the 
principle, suppose the current investment cost(in 1975 value dollars) of a 
technology is I. · If it has a lifetime L, its annualised cost is 
L 
r;J e-it dt = ii/(1-e-iL) 
0 
( 1 ) 
Suppose that the lifetime remaining in 2020 is 6L. The annual value of the 
technology beyond 2020 is ii/(1-e-iL), so its total value beyond 2020 dis-
counted to the beginning of its life is: 
L 
61 = J e-it dt x ii/(1-e-iL) 
L-6L 
(2) 
The investment cost I is then replaced by I-61 to effectively give credit 
for the residual capacity beyond 2020. This is finally multiplied as usual 
by e-iT, to yield the total cost discounted to June 1978, where T is the time 
between June 1978 and the point of investment, and the end result is the 
contribution of the investment to the total discounted system cost. The 
actual algebra in MARKAL is slightly more cumbersome because of the discrete-
ness of the time steps but the essential principle is as I have described. 
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Finally, it should be clear that the cost of R & D itself is not 
accounted for in the model as used here. That is another factor, alongside 
the other environmental, social and political factors, whichshould be 
weighed against the final predicted cost savings of any scenario. 
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APPENDIX 5 - REVIEW OF MARKET PENETRATION THEORY 
Section 4.1 discussed the matter of upper bounds on the implementation 
rates and levels of technologies, which are imposed in the MARKAL model 
mainly to prevent unrealistic rates of market penetration. The question 
of what is a realistic rate of market penetration in given circumstances is, 
however, not easy to answer with precision. The numerical values used in 
the seenarios described in this report rely heavily on personal judgement, 
of myself or of others. A significant effort was devoted in the Project to 
seeking more objective criteria for bounding or specifying 'reasonable' 
implementation rates of technologies, but it must be admitted that the out-
come has not been very fruitful. If there are 'laws• (natural, or 
behavioural) governing implementation of the largest scale, centralised 
technologies, they are not easy to discern. At the level of small consumers, 
however, there may indeed be quantifiable patterns of market penetration. 
The object of this appendix is to briefly review the state of the art as we 
found it, and to indicate where some useful progress could be made. 
Factors influencing innovation rate 
If f(t) is the fraction of the available (or potential) market captured 
by a product (e.g. consumer durable) or a new technological process (e.g. 
coal gasification) at time t, then the innovation rate is the rate of increase 
of f. 
Innovation rate - df(t) 
- crr--
There are already implicit assumptions in this formula. First of all the 
fraction of the market captured can be measured in different ways. For 
example, in the classic paper in the field, Mansfield( 30) worked in terms of 
the number of firms which have adopted a given innovation divided by the total 
number of firms which could potentially use it. In later work, Blackman( 3l) 
did not distinguish between individual firms but defined f directly as the 
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market share of for example jet engines. This distinction is relevant to 
our interpretation of the factors which control %f, which may for example 
be dependent on the number and size of firms. It has also been assumed 
that one can indeed define the potential market or 'saturation level' as we 
might call it, which is by no means obvious when technologies and markets 
are continuously changing. The difficulty is not simply that the size of 
the potential market will vary with time, which it certainly will, butthat 
the qualitative nature of the technology and of the structure of the market 
is variable. For the time being let us pass over these difficulties of 
definition. 
Here follows a list of some of the factors which control d8tt) . By 
their nature such factors cannot be independent, nor is the list complete, 
but it contains the factors which have been investigated to some extent in 
the existing literature, and references are given. 
Factars influencing df~i) : 
a. Ratio of investment to assets, designated S (following 
Mansfield( 30 )). 
b. 
c. 
d. 
e. 
f. 
g. 
h. 
i . 
j. 
Profitability = rate of return associated with the innovation 
divided by minimum rate of return required for 
investments(30,32), 
Government regulation(32 ). 
Environmental/economic effects(33 ). 
'Risk' of venture( 31 ,34 ). 
Customer perception of utility of innovation( 35 ). 
Creation of large enough market for economic production( 35 ). 
Time to perfect and 'debug' new technology, and train users( 35 ). 
Age, condition and rate of obsolescence of capital in old technology( 35 ). 
Introduction of an even newer competitor, 'multilevel substitution'( 36 , 37 ). 
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k. Propensity of the firm for risk taking, R+D projects, and other factors 
intrinsic to the infrastructure of the firm( 38). 
1. Awareness of competitors and consequent pressure to introduce the new 
technology; the 'bandwagon effect•(30 ,35 ). 
Of the sources quoted above, all but (30) and (37) are contained in the volume 
referred to in reference (36). 
One would like ideally to derive a theoretical function f(t) for one of 
our new technologies and then convert it to an implementation level (a change 
of units) which could if desired be insertedas an upper bound in the optimiza-
tion model or alternatively could be an estimate of the market share without 
optimization. Various recipies have been proposed for incorporating some or 
all of factors (a) - (1) into a market penetration function f(t), and I will 
now discuss these. 
Market Penetration Functions 
It is orthodox in this field to refer to market penetration functions 
f(t) as S-shaped curves, although this is an unfortunate description for they 
rise from zero at an ever increasing rate, reach a maximum slope at some time 
t, then level off towards a saturation value. In Mansfield's( 30) and subse-
quent work, smooth theoretical curves were fitted to real data with some 
success. Since it appears hopeless to predict all the irregularities and 
discontinuities of realistic market penetration curves, never mind to include 
them in our technological projections, we should be prepared to accept a 
very crude theoretical representation, which attempts to model the date of 
say one half total market capture, the timescale of market capture and the 
saturation level. Various theoretical functions f(t) can achieve this, and 
most of those used in the literature can be written in the form 
%f = epidemic factor x disequilibrium factor. 
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The 'epidemic factor' is usually proportional to f itself and describes how 
the innovation gathers momentum once it has started to penetrate 9 for example 
due to imitation by competing firms as in factor 1 above. The 'disequili-
brium factor' represents how the rate of market capture diminishes as the 
remaining available market diminishes in size. It could simply be propor-
tional to 1.0-f (as in the Mansfield model) which would be the case if each 
of a large number of competing firms had a fixed probability, proportional 
to the 'epidemic factor', of adopting the innovation at any time. It may 
also represent a resistance of the residual market because it is less suited 
to the innovation than was the more easily captured sector. In any case this 
function has the effect of slowing down the rate of capture as saturation 
is approached. The following simple analytic models are of the above type 
and have been frequently used: 
(i) The Gompertz function: ~ = bf(ln l/f) 
which integrates to give: 
f = fexp(bt) 
0 
where at t = o, f = f0 . 
This model is used in references (33) and (39), 
(ii) The Pearl curve(40 ), or Fisher-Pry model(41 ). This is the most 
widely used model( 30-32 ,38 ) and perhaps the simplest conceptually: 
df (ff = bf(l-f) 
which integrates to give 
f = l/[1 + exp(-b (t- t 1))J 
(iii) With the smallest disequilibrium factor is the Floyd model( 42 ): 
* = bf(l-f) 2 
which integrates to give 
1 f 1 b (t t ) + ln fo nn:rr+r:r= - o (1-f
0
) 
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Sharif and Kabir( 36 ) combined models (ii) and (iii) to give a hybrid model; 
the proportion of (ii) and (iii) allowed them an extra degree of freedom in 
fitting data. 
It is worth mentioning that the above expressions for %f have been 
integrated to give f(t) under the assumption of constant b, which is not 
necessarily true (see below). Also, if we introduce the saturation level M 
we can define f(t) = M~~~ where m(t) is the actual share captured at time t, 
and M(t) is possibly time dependent. M(t) might for example depend inversely 
on the relative price of the competitor. The model (ii) would then be 
written: 
1 dm m Met=~ (M- m) 
and similarly for the other models. If M is time dependent the models cannot 
in general be integrated to give expressions for f except by numerical 
methods on a computer. 
If a number of competing market penetrations are in progress, a heirarchy 
of differential equations like those above for ~ can be set up and solved, 
which has been carried out in the multi-level substitution models of Sharif 
and Kabir( 36 ) and Marchetti( 3?) which are based on the Fisher-Pry concept, 
model (ii). The most popular model (ii) is also the basis of Blackman's 
work( 32 ) which has gone furthest in developing a predictive tool, although we 
should emphasise that in general it does not appear to be fundamentally 
superior to the other models and indeed an equally good market penetration 
theory could probably be developed with any of the three. 
Instead of relying on thesesimple two parameter models, Stern et al. (35 ) 
constructed a much more sophisticated expression for %f, which they applied 
to the substitution of glass by polythene in the bottle market. The trouble 
with their model is that it requires a number of input parameters which appear 
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hard to specify. For example their disequilibrium factor is of the form 
[1-exp(-cr" (t-t1)J where cr 11 is an inverse market penetration time which must 
somehow be estimated. For this reason one cannot at present apply the 
model with confidence to predict the course of a new innovation, and their 
model gives us no reason for adopting a more sophisticated function than (i), 
( i i ) or ( i i i ) . 
So far, several examples of market penetration functions have been given. 
They have been used for three kinds of study, which are summarised in the 
following sections. 
Fit to historical data 
Some of the work in this category is no more than fitting the parameters 
band t 1 to historical curves, which is of no help in explaining or predicting 
the course of an innovation and can be ignored for our purposes. The best 
work is of the Mansfield( 30) type, which makes some attempt to explain the 
different values of b for different industries. Mansfield picked on the 
two factors (a) and (b) expressed quantitatively as S and n, as the most 
significant, and assumed that b could be expressed as a linear function of 
them: 
b = Z + CTI - dS ( 1 ) 
The parameters Z, c and d of equation (1) were fitted by Mansfield to data 
on twelve technological innovations spread over four industries; railroads, 
coal, steel and breweries. A reasonable fit for all cases was given by 
b = Z + 0,53n - 0.027S (2) 
The coefficients c and d could be assumed constant, independent of the 
industry and the innovation; the quantity Z was the same for all innovations 
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in a given industry but differed between industries. It seems that equation 
(1) has managed toseparate b into an innovation dependent part and a firm 
dependent part. The terms in TI and S, the factors (a) and (b) of our 
list, seem to express most of the innovation (or product) influence on ~ 
while the remainder Z which contains all the other factors depends strongly 
on the industry and only weakly or not at all on the particular innovation. 
Thus in this model each industry should have a characteristic value of Z 
which describes its propensity to innovate, i.e. those firms having low Z 
values tend to be slow to innovate and vice-versa. Mansfield was unable 
to determine what factors control Z, but the point was taken up again by 
Blackman as I shall describe. 
As examples of other work exam1n1ng historical data it is worth mention-
ing the papers by Bundgaard-Nielson and Fiehn(43 ) and Bundgaard-Nielson( 44 ), 
because they suggest the importance of factors not included in Mansfield's 
analysis. The first paper studied the diffusion of a new technology in the 
U.S. Petroleum Refining Industry. The Fisher-Pry model (ii) was fitted to 
the market penetration curve of catalytic reforming as it replaced catalytic 
cracking. By grouping the firms in different ways the authors were able to 
discern the qualitative effect of the size of the firm, the strategic 
pressure and the technological background on the innovation rate. In the 
second paper an international case of the introduction of oxy'gen converters 
in the steel industry was studied. Different countries showed significantly 
different rates of introduction. The date of half saturation was found to 
be correlated with the maximum rate of implementation. For example Austria 
introduced early and fast, Germany later and slower. Unfortunately these 
studies are not sufficiently quantitative to offer us a recipe for inserting 
the controlling factors into a market penetration model, nevertheless their 
importance should not be overlooked if anyone undertakes to predict market 
penetration curves. 
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Extrapolation of existing data 
If some market penetration has already been achieved an f(t) curve may 
be fitted to the data using models (i), (ii) or (iii) and the remainder of 
the market penetration can be estimated by extrapolating the curve of f(t). 
Although it has no scientific justification, this is a practical approach 
whose accuracy depends on how much data is available and up to what value of 
f it extends. Sharif and Kabir( 36 ) studied this procedure and we can 
summarise their results by noting that errors of ± 20% in f can typically 
be expected if an extrapolation is started from f = 0.2. With f less than 
0.2 to start with a meaningful extrapolation cannot be made without some other 
input to the parameters of the model. 
Prediction of future market penetration curves 
This is of course the most difficult and the most interesting task of a 
theory. The only practical approach I have found is in the work of Blackman. 
In reference (31) he studied two innovations in the aircraft industry, the 
introduction of the first generation turbofan and the introduction of the 
second generation turbofan using model (ii) with equation (2) (in his notation 
b is called ~ ). By fitting the logistic curve he could extract b for each 
case - call them b1 and b2. Thus: 
bl = Z + 0,53 Til - 0.027 Sl (3) 
(4) 
From data available to him he was also able to estimate TI1, TI 2 and the ratio 
s1;s2. Equations (3) and (4) could then be solved for Z. The value of Z 
so obtained was plotted tagether with Mansfield's four values on a graph 
agains a 'risk' parameter, namely the variance of the rate of return of the 
industry, and evidence of a correlation was found, suggesting that it may be 
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possible to estimate Z beforehand from some such 'risk' indicator, and thus 
to make a prediction of b. For example the curve for the second generation 
turbofan could have been predicted in this way. In reference( 38 ) 
Blackman et al. developed what they call an 'innovation index' for this 
purpose. By the method of factor analysis, a number of quantities relating 
to an industry's risk taking propensity can be rolled into a single index. 
Blackman et al. amalgamated such quantities as total R+D expenditure (1970), 
planned R+D expenditure (1974), percent federally financed R+D (1970), percent 
federally financed R+D (1974), R+D as a percentage of capital spending, and 
estimated new product sales as a percentage of 1974 sales. The innovation 
indices which emerged correlated significantly with the Z factors described 
previously, and so could be the basis of a prediction methodology. 
Another example of two innovations in the same sector is given in 
reference (32) where data on firstly the substitution of fibreglass for 
wooden hulls and secondly the substitution of the inboard-outdrive engine in 
the recreational marine market were studied. Calculations of TI and S for 
the first substitution, together with its fitted b value, yielded a value 
of Z which could be successfully used, tagether with values of TI and S, 
to predict a value of b for the second substition. 
Difficulties in prediction 
Ln spite of the successes of Blackman and co-workers, there are in 
general some difficulties facing his or other market penetration theories 
which make it trickier than might appear at first glance. 
To start with it is not always clear who is the decision maker or 
customer; the party on whom our list of twelve factors operates. For example, 
in the analysis of the recreational marine market, it was the end user of the 
product whose investmentwas calculated and used in the analysis rather than 
that of the manufacturer. When it comes to solar heating systems on the 
other hand we may want to regard the builder as the decision maker, rather 
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than the house purchaser, except perhaps if retro-fitting is considered. 
In fact the issue is not clear cut; if one opts for the manufacturer as 
decision maker, the influence that his customer nevertheless has is expressed 
by factors (e) and (f) of our list. It would be valuable to study this 
dichotomy in more depth, but beyond the scope of this project. 
Since products or technologies are never precisely equivalent in the 
function they perform it is not obvious how to calculate prices. While a 
kilowatt of electricity is worth a kilowatt of electricity from whatever 
source, the same is not true of a passenger mile of transport for which 
subjective factors enter the value. Stern( 35 ) has tackled this problern by 
calculating utilities and working with utility adjusted prices, i.e. competing 
goods, services or technologies are measured for pricing purposes in units of 
equal utility. This seems to be a valuable extension of the theory for incor-
porating those hard to quantify things like 'visual pollution' and 'convenience'. 
A serious problern in the methodology is that the factors in our list are 
presumably time dependent. This point is illustrated in reference (38) where 
the time dependence of the 'innovation index' is calculated and appears very 
significant. The results already referred to of Bundgaard-Nielson( 44 ) also 
suggest time dependence of the parameters. The reasons may be social or economic 
developments, or the changes within the technology itself. For example it 
was observed by Martino and Conver( 45 ) that the size of electric generators 
has grown in discrete steps and in fact has kept in a roughly constant ratio 
to the total generation capacity. In general, we may expect the characteris-
tics, economic and technical, of an innovation to evolve during its implementa-
tion and feed back on to the rate of implementation. The most we can do is to 
make allowance for this in estimating the uncertainty of our implementation 
curves. There are always likely to be surprise changes in parameters; for 
example Stern's( 35 ) attempt to extrapolate the replacement of glass by plastic 
was thwarted by the oil crisis. 
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Conclusions 
For making predictions of future market penetration curves we need to 
establish a similarity between the market to be predicted and a market for 
which we have data. The factors influencing the future penetration rate 
must be qualitatively the same as factors which we have already incorporated 
into a tested model. This is the pre~requisite for a Blackman type approach. 
The same philosophy without scientific analysis underlies the simple extra-
polation of market penetration curves, if f has already reached a signifi-
cant level, say 0.2. 
Modelling of the above kind is most likely to be successful when a large 
number of competing or at least independent firms are involved, which give 
the statistical smoothing effect on the data: one could hardly apply such 
techniques as we have discussed to the ordering of a new type of power station 
by the CEGB in England for example, which is not done in accordance with a 
quantifiable logistic curve. Looking through the list of technologies, 
the following are possible candidates for further study by the technique 
outlined above: 
District heating, 
Industrial process conservation, 
Waste heat utilisation, 
Industrial heat pumps, 
Residential/Commercial energy use, 
Transportation, 
Thermal efficiency of buildings. 
Work has already been done on heat pumps in the Irish domestic sector (17), 
but otherwise I am not aware of quantitative work on the market penetration 
of new energy technologies. 
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APPENDIX 6 THE SIGNIFICANCE AND USE OF SHADOW ICES 
The purpose of this appendix is to give a simple description of the 
'meaning of shadow prices9 which are generated by the MARKAL model. This 
will be illustrated by an example to show how they can be used in the detailed 
interpretation and understanding of the model results. The example concerns 
the origin of the shadow price of gas and the relative cost effectiveness of 
competing processes of gas production in the reference case PS-1. Mathemati~ 
cal details and generalities are kept to a minimum; the interested reader can 
find these in any standard text book on linear programming (for example, 
reference (47)). 
Let us denote by Xj the variables of the model energy system, which are 
the capacities, the added capacities and the energy inputs and outputs of 
each energy technology at each of the nine time periods. The model can then 
be described as a set of constraints: 
'i' a .. X. ~ b. j 1J J 1 ( 1 ) 
These include physical energy balances, the satisfaction of useful energy 
demands by technologies, upper or lower bounds imposed on technologies or 
resources and the non-negative conditions Xj ~ 0 for all variables. We can 
associate a specific discounted cost cj with each variable (e.g. investment 
cost, operating cost etc.) so that the to.tal discounted cost is: 
C=l-c.x. (2) J J J 
The seenarios described in this report were all generated by minimising C 
under various sets of assumptions (represented by sets of values of bi). 
Suppose the optimal solution has been found. Consider a particular con-
straint i of the set (1). If the constraint is binding and we make a small 
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increase in the right hand side ob;, keeping at an optimal solution by making 
appropriate adjustments to the variables öXj, the cost objective function is 
forced to increase by öC. The 'shadow price' or 'dual activity' of constraint 
i is then defined as 
p. = öC/ob. 
1 1 
(3) 
The easiest case to visualise is when i represents a fuel balance, in which 
b; = 0. For example, the gas balance in the year 2015 is represented by the 
inequality: 
where: 
0.95 X M + 0.95 X I - 0.95 X E 
+ ~ agas,p . xp + ~,s agas,e . xe,s 
+ I agas c . Xc ~ 0 
c ' 
M = annual domestic production from North Sea, 
I = annual import, 
E = annual export (constrained tobe zero), 
XP = capacity of technology p which produces gas, 
(4) 
agas,p = output of gas from technology p per unit of capacity, 
xe,s = electricity production in gas-fired power station e for each 
seasonal/diurnal period s, 
agas,e(<O) = (negative) gas consumed per unit of electricity produced by gas-
fired power station e, 
Xc = capacity of each gas utilizing technology which supplies useful 
energy, 
agas,c(<O) = gas consumed per unit of useful energy delivered by technology c. 
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The factors of 0.95 enter to describe the transmission and distribution 
losses in the gas grid. The 'shadow price', Pgas' of this constraint is 
just the cost of supplying an additional unit of gas to the consumer. It 
is otherwise known as the 'marginal' price of gas, and its value depends 
on the marginal source of gas. Similarly for other fuels, but also for all 
other constraints in the model. The prices so defined are generated by 
the linear program at its solution and are of coursein discounted units. 
Figure 32 shows the shadow prices of fossil fuels expressed in current va1ues, 
that is the values of pi have been 'undiscounted' (multiplied by e1t) back 
to the year in which the constraint is defined. In this case, the marginal 
source of the oils and of coal is importation, hence the shadow prices are 
just equal to import prices specified in the data (see section 3.2). The 
marginal source of gas, however, turns out to be more interesting. From 
araund 2005 onwards (as domestic resources dwindle) the marginal source is 
coal conversion via the Fischer-Tropsch process. This explains the rise 
in the shadow price of gas which depends on the costs of coal and of the 
technology which converts it. 
It can be shown that if a techno1ogy is the marginal source of a fuel 
throughout its lifetime then the shadow price of the fuel can be calculated 
by elementary methods. Consider as an examp1e the shadow price of gas in 
the year 2015, which is 6.4$/GJ (figure 32) in current va1ue*. We can deriv1 
this result from the data for the Fischer-Tropsch process in Table 18 as 
fol1ows: 
A = Annualised capital cost = f x Inv. 
where f = 0.06/(l-e-0.06x20) 
;----------------~----~------------------------------------------------------With our discount rate i = 0.06, this corresponds to the output shadow price 
Pg = 6.4x e- 0·06X16 · 5 because the reference point (June 1978) is 16.5 years 
before the point at which the cost is actually incurred, 
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This is the effective annual cost of the investment •rnv.• over the 20 year 
lifetime of a plant. 
Inserting the numbers from table 18: 
A = 0.08586 X 9.51 
= 0.8165 $/GJ. 
The 0 & M cost,B = 0.69$/GJ. 
C = annua1 cost of coa1 converted 
= AF x coa1 price (from tab1e 11) 
= 2.125. 
The total annual cost of running the technology is thus 
D = A+B+C = 3.63 $/GJ. 
From this we must subtract the revenues from the three oi1 products: 
E = outputs x price of each (from tab1e 8) 
oil products 
= 0.017 X 5.22 + 0.0675 X 6,18 + 0.136 X 9.62 
= 1.81 $/GJ. 
One GJ of capacity produces 0.282 units of gas, so the cost of gas production 
by this techno1ogy is finally: 
F = (D-E)/0.282 
= 6.4 $/GJ 
in agreement with the resu1t of the MARKAL mode1 for the shadow price of gas. 
We can go further than this and discuss for example situations when a 
single techno1ogy is not always the marginal source of a fuel, or when it 
does not enter the system at all, with a view to assessing the relative 
economics of competing technologies. To do so we need the following theorem 
of linear programming theory: 
At the optimal solution, 
Ia .. p.=c. i 1J 1 J 
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(5) 
This is best interpreted by regarding the quantity represented by Xj as a 
box (e.g. the installed capacity of a technology) with inputs and outputs. 
The positive terms on the left of equation (5) are the outputs and the nega= 
tive terms are the inputs. They are not physical inputs and outputs but 
flows of value per unit of X., and c. is the 1added value 1 per unit of x .. 
J J J 
Diagrammatically: 
I ai .p. (a .. >Q) J 1 
1J . 
(6) 
Each of the inputs or outputs in (6) is obtained from, or distributed to, a 
constraint i, which we can denote by a circle: 
By joining together diagrams of type (6) with circles we can represent the 
value flows through the entire energy system. The part of the energy system 
which describes the slagging Lurgi technology is 1llustrated in this way in 
figure 33. Each value flow is labelled by the numerical values of a .. p· 
lJ l 
in the reference case, PS-1. The 1added value 1 flows have been represented 
as coming from a circle COST, which is the objective function. The two 
circles for the coal and gas balances represent constraints like (4) above. 
The CAPACITY and INVESTMENT variables are linked by the constraint which 
ensures that the current capacity does not exceed the sum of the previous 
investments. The fifth circle in figure 33 is simply the constraintthat the 
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that the variable INVESTMENT must be positive. 
So far nothing has been said about cause and effect. The above formal 
description of the solution of the linear program does not immediately tell 
one the origins of all the shadow prices, because the 'flows of causality' 
arenot necessarily in the directions of the 'flows of value'. However, 
the shadow price of a constraint is determined by the flow of value of at 
most one of the variables which enter it, and it transfers this value to 
all the other variables entering the constraint. This fact enables the 
direction of cause and effect to be determined easily by inspection in many 
cases. For example, in figure 33 the shadow prices of the coal and gas 
balances are determined by the import variable and the Fischer-Tropsch 
capacity variable respectively. They contribute positive and negative value 
f1ows to the CAPACITY box, which tagether with its COST input (0.576 $/GJ 
= 0 & M cost) determine the f1ow of value from the capacity constraint, which 
is 0.123 $/GJ. This f1ow determines the flow of 0.123 from the INVESTMENT 
box to the capacity constraint. The flow of 0.0139 $/GJ from the INVESTMENT 
box to the future capacity constraint (which provides for the contribution in 
2020 of the capacity insta11ed between 2010 and 2015) is determined in just the 
same way by the analogaus diagram for time period 9 (which is centred on 2020). 
It is this flow of va1ue between INVESTMENT and CAPACITY variables which plays 
the ro1e in our dynamic model of the static concept of 'annualised capital 
cost', which was calculated for the Fischer-Tropsch process above. The 
flow of 0.249 from INVESTMENT to the lower bound constraint is the net resu1t 
of subtracting the two flows out of INVESTMENT towards CAPACITY (present and 
future) from the input f1ow to INVESTMENT from COST (0.386 $/GJ) = investment 
cost). This lower bound ~hadow price is a measure of the 'disbenefit' 
of the technology, which does not enter the solution. The effect of the 
investment cost can be seen to be relative1y insignificant since it wou1d 
need tobe reduced from 0.386 to 0.386~0.249 = 0.137 (in discounted units), 
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i.e. by a factor of three, in order to reduce the shadow price of the lower 
bound from 0.249 to zero and allow the technology to become competitive. 
On the other hand by tracing the flows from COST through capacity in 2015 
and 2020 we can easily show that a 25% reduction in the operating and 
maintenance cost would reduce the shadow price of the lower bound from 0.249 
to zero, and hence make the technology competitive. 
These results show under what reduced cost assumptions the INVESTMENT 
for 2015 would still be zero, and it is Straightforward to verjfy that a 
factor of three reduction in the investment cost or a 25% reduction in operat-
ing and maintenance cost would still not make an investment for 2020 
competitive. 
A particular point to notice is the low value of the value flow from the 
2015 INVESTMENT in Lurgi gasification to the 2020 capacity {0.0139 $/GJ), which 
is partly a consequence of discounting and partly an effect of the higher coal 
price in the last year. The increasing coal price suppresses the value of 
a 2015 investment in gasification below what it would be in a constant fuel 
price scenario. For example a simple static cost-benefit calculation of 
the type performed above for the Fischer-Tropsch process ignores variations 
in fuel price with time. As a consequence, if we compared Lurgi to 
Fischer-Tropsch with the simple static calculations, the relative benefit 
of Lurgi would be overestimated compared to the fully dynamic calculation of 
MARKAL. A method of quantifying the relative benefits of different 
technologies from the results of MARKAL calculations is described in 
reference {9). 
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