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Abstract 
We proved a KAM theorem on existence of invariant tori in generalized Hamiltonian systems 
without action-angle variables. It is a generalization of the result of de la Llave et al. [Llave, 2005] 
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1. Introduction 
In this paper, we provide a KAM theorem on existence of invariant tori with a Diophantine vector 
for a generalized Hamiltonian system. We studied generalized Hamiltonian systems which may not be 
perturbations of integrable systems or may not be written in action-angle variables.  
In Classical KAM theorem, persistence of invariant tori is proved for perturbations of integrable 
Hamiltonian systems (: nearly integrable Hamiltonian system) with action-angle variables 
([Kolmogorov 1954],[Arnold 1963], [Moser 1962],[Benettin 1984],[Pöschel 2009],[Fejoz 
2010],[Fejoz 2011]). Action-angle variables always exist in a neighbourhood of an invariant torus. 
However, a change of coordinates bringing the system to action-angle variables in general cannot be 
explicitly computed ([Llave, 2005]).  
[Llave, 2005] obtained a KAM theorem for analytic Hamiltonian systems which are neither 
perturbed integrable systems nor written in action-angle variables. They obtained the theorem to solve 
the partial differential equation which invariant tori map satisfies by quasi-Newton method. 
[Haro-Llave] applied this result to the numerical computation of invariant tori. [Luque-Villanueva 
2010] proved existence of low-dimensional invariant tori in Hamiltonian systems which are neither 
perturbed integrable systems nor written in action-angle variables. [Jong-Paek 2014] provided a KAM 
theorem on existence of invariant tori for differentiable Hamiltonian vector fields which are neither 
perturbed integrable systems nor written in action-angle variables.  
[Li-Yi 2002] proved existence of invariant tori for nearly integrable generalized Hamiltonian 
system with action-angle variables. They applied the results to research related to the perturbation of 
three dimensional steady Euler fluid particle path flows.  [Liu-Yihe-Huang 2005] proved existence of 
hyperbolic invariant tori for nearly integrable generalized Hamiltonian system with action-angle 
variables. [Liu-Zhu-Han 2006] proved existence of lower-dimensional invariant tori for nearly 
integrable generalized Hamiltonian system with action-angle variables. [Li-Yi, 2006] considered 
Nekhoroshev stability for nearly integrable generalized Hamiltonian system with action-angle 
variables using KAM theorem.  
In many practical applications, one has to consider the systems that are not close to integrable 
system but nevertheless one has some approximately invariant tori with small enough error ― 
obtained, for example, by using a non-rigorous numerical method, some asymptotic expansion 
etc([Llave, 2005]). 
On the other hand, generalized Hamiltonian systems often emerge in science and engineering, for 
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example ecological equation of predator and prey, Lotka–Volterra model. Therefore, it will have a 
significance to generalize the results of [Llave, 2005] for Hamiltonian system case to generalized 
Hamiltonian system case.  
    We accordingly research a KAM theorem on existence of invariant tori for a generalized 
Hamiltonian system which are neither perturbed integrable systems nor written in action-angle 
variables. The proof for the theorem follows the proof process in [Llave, 2005] for Hamiltonian case. 
However there are some complexities in them because that constant structural matrix in Hamiltonian 
equation varies to variable structural matrix. 
This paper is organized as follows: in section 2 we consider invariant manifolds given by a partial 
differential equations related rC semi conjugate map. The problem to find the invariant tori for 
generalized Hamiltonian systems is referred to find the solution of a partial differential equation 
(invariant tori equation) according to the result in section 2.  In section 3 we consider Lagrangian 
property of the invariant tori and approximate Lagrangian property of the approximate invariant tori.  
In section 4 we construct a transformation to approximate reducible type for invariant tori equation 
and consider solvability of the reduced equation. In section 5 we confirm non-degenerate property of 
approximate solutions of invariant tori equation. Lastly in section 6 we prove existence of invariant 
tori of considering generalized Hamiltonian equations based on convergence of quasi-Newton method 
for the invariant tori equation.   
 
2. Partial differential Equations given by 
rC semi-conjugate map and invariant manifolds 
 
First, we define some notions and introduce some notations. Let CRZN ,,,  denote the sets of  
natural numbers, integers, real numbers and complex numbers, respectively. We denote set of all 
nonnegative integers by Z . We denote Banach spaces as iii GFEGFE ,,,,, etc. Notation XU

  
means that U  is an open set of topological space X .  
If a subset Y  of topological space X satisfies YY int , then Y  is called as standard set of X .  
Notation XY

  means that Y  is a standard set of topological space X . Let XK   be a subset of  
metric space ),( dX . We call },;),(sup{)( KyxyxdKdiam   as diameter of the set K . 
Let be ||max||
1
j
mj
zz

  for mz R .  
Definition 2.1.  Let nnn ZRT /  be an n-dimensional torus. Let n2U  be an open set of n2R or 
Un T  with an open set U  of nR . Let RU nH 2:  be a real analytic function. We assume that 
)()),(()( 2nij zzbzB U  is a real analytic nn 22   matrix-valued function such that:  
1) )()( zbzb jiij  , 
       2) 0)()()()()()(
2
1


















n
l
lj
l
ki
li
l
jk
lk
l
ij
zbz
z
b
zbz
z
b
zbz
z
b
. 
Ordinary differential equation  
)()( zHzB
dt
dz
                                                          (2.1) 
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is called as generalized Hamiltonian system with Hamiltonian H and structure matrix B ([Zhao 
1995]). For section 2 it is good enough for H and ijb  to be 
C  function, but for 3-6 sections real 
analyticity is necessary. We denote non-prolongable solution satisfying initial condition 
nz 2)0( U  of differential equation (2.1) by ))((),(  Itt  . Here )(I  is the maximum 
existing interval of solution for the initial value problem.  )(I  is an open interval involving 0. 
Let   ,  denote the Euclidean standard scalar product on n2R .  
Let )),(,(),( 2 nnnz z RRU    be a differential 2-form on 
n2
U .  
If there exists a nn 22   matrix-valued function )(),( 2nzzA U  such that  
),,(,)(,),( 22 nnz zzA RU   , 
then )(zA  is called as representation matrix of differential 2-form  . We assume that matrix )(zB  in 
(2.1) is invertible for any nz 2U . And we assume that for differential 2-form 
),(,)(,),( 21 nzB R    on n2U  there exist a differential 1-form 



n
j
jj dzzcdzzc
2
1
)()( such that d . 
Lemma 2.1.    is a symplectic form on n2U  and *)( t  holds for any t . 
Proof. Since )(zB  is non-degenerate skew-symmetric, 1)()(  zBzJ  is also non-degenerate skew-
symmetric. Therefore   is differential 2-form on n2U . Since the assumption d ,   is closed 
differential form so   is symplectic form on n2U . Since t  is Poisson map ([Hairer, 2006]),  
))(()()()( zBzDzBzD t
T
tt    
holds. By taking the inverse matrix of both sides in the last relation, we have 
1111 ))(()()(])([   zBzDzBzD tt
T
t  . 
And multiplying to this relation from the left by Tt zD )(  and from right by )(zD t , we have 
)())(()()( 11 zDzBzDzB tt
T
t 
  . 
Therefore, 
)()())(()( zJzDzJzD tt
T
t  . 
This means *)( t . □ 
Definition 2.2.  Given nnkkk Z ),,( 1 , let || k denote the absolute sum norm |||| 1 nkk  of 
k .  Let nn R )，,( 1  . If there exist 0  and 0  such that  
})0{\(,|||| nkkk Z  ,                               (2.2) 
then we call that nR  is ),(  -Diophantine. (2.2) is called as Diophantine condition. We denote 
the set of all ),(  - Diophantine vectors nR by ),( nD .  
Definition 2.3.  Let us 0  is a given positive number. Let }|Im|;{  
nU C  and Nm , 
mV R

 . For nU C

 , we let  
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            ;:{),( VUKVU  K  is continuous on U , one-periodic in all its variables on U  and 
real analytic on the Uint  }  
Then ),( mU R  becomes the Banach space with norm |)(|sup|||| 

 KK
U
  (See [Dieudonné 
1960]). We denote  ),( 2nU U  by   simply. Let }|Im|;/{  
nnn
ZCT . Then the set 
),( VU  is identified to the set  
KVKV nn ;:{),(   TT  is continuous on 
n
T  and real analysis on 
nInt T } . 
Let ),( 20
nUK R  be given. We fix 0r  satisfying rUKdiam ))(( 0   and let 
}|)(|inf;{ 0
|Im|
2 rKzz nr 



R . 
Then r is a neighborhood of set )(0 UK  on 
n2
R . 
   In this section, we clarify that two dynamical systems are rC  semi-conjugate with some rC semi-
conjugacy if and only if the rC semi-conjugacy satisfies a partial differential equation. In this case, 
the image of the rC semi-conjugacy becomes the invariant manifold of the second dynamical system. 
This result refers the existence of invariant manifold for dynamical system to the existence of solution 
for the partial differential equation. 
Definition 2.4.  Let Nr  or r . Suppose that M  is 1rC  manifold, TMMX :  is rC  vector 
field on M  and Mx .  We denote the non-prolongable solution of the initial problem   
)(yXy                                                                 (2.3) 
xy )0(                                                                (2.3)0 
by MxIXx )(: , where )(xI X  is an open interval involving 0.  
Let )}(;)},{( xItMxt XX  R . Then X  becomes an open set of MR  involving 
M}0{ . The map 
MX : ; )),((),(),( Xx xttxt                          (2.4) 
is called as rC  integral of vector field X or rC  integral of differential equation (2.3) ([Abraham-
Marsden 1978]). rC integral MX :  becomes 
rC map. By definition of rC integral and 
property of solution of autonomous system (2.3), for any Mx , 
                 xx ),0(                                                                                        (2.5) 
     )),((),((),()),(,( xsItxIsxstxst                      (2.6) 
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hold. If R)(xI X  holds for any Mx , then the 
rC  vector field X  is called as complete 
([Abraham-Marsden 1978]).    
If X  is complete, MX  R  and 
rC  integral MM R:  of X  satisfies  
                                              xx ),0(                                                                           
),(),()),(,( RR  tsxstxst  . 
Then rC  map MM R:  is called rC  flow of X . In this time, we define MMt :   by 
),()( xtxt    for any Rt . Then MMt :  becomes 
rC  diffeomorphism and satisfies  
                                              xx )(0  
                                              )())(( xx stst   , ),( R ts .□ 
Definition 2.5.  Let MS  . If  
       1) R)(xI for any Sx , 
       2) )(,),( R tSxt , 
then S  is called as invariant set with differential equation (2.3) or with rC  integral MX :  of 
vector field X . If an invariant set S  with differential equation (2.3) has the structure of rC  manifold, 
then S  is called as the invariant manifold with differential equation (2.3).  
If rC  invariant manifold S  with differential equation (2.3) is homeomorphism to 
torus nnn ZRT / , then S  is called  as invariant torus with differential equation (2.3). 
Definition 2.6.  Let M , N  be 1rC  manifolds , TMMX : , TNNY :  be rC  vector fields, 
MX :  be 
rC  integral of X , NY :  be 
rC  integral of Y  and NMu :  be rC  map. 
If relation  
)))(()(,()),(,()),(( xuIxItMxxutxtu YX               (2.7) 
holds, we call that rC  integrals MX :  and NY :  are 
rC  semi-conjugate with map u . 
In this time, u  is called as rC  semi-conjugacy between   and  . 
Definition 2.7.  Let M , N  be 1rC  manifolds and TMMX : , TNNY :  be complete rC  
vector fields. Let MM R: , NN R:  be rC flows of YX ,  respectively. Let NMu :  
be homeomorphism. If the relation  
),(),)(())(( Mxtxuxu tt  R                                  (2.8) 
holds, we call that rC  flows MM R:  and NN R:  are topological conjugate with u .  
In this time, u  is called as topological conjugacy between   and  . 
Theorem 2.1.  Let M , N  be 1rC  manifolds. Let TMMX : , TNNY :  be rC  vector fields. 
rC  integral MX :  of X  and 
rC  integral NY :  of Y  are 
rC  semi-conjugate with rC  
conjugacy NMu :  if and only if u  satisfies partial differential equation 
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)()),(())(( MxxuYxXTu  .                                              (2.9) 
Proof.  Necessity:  Suppose that (2.7) holds. Fix Mx  arbitrarily. From (2.7) for  all  
))(()( xuIxIt YX  , 
)())(( )( ttu xux                                                         (2.10) 
holds. Since differentiating both sides of (2.10) with respect to t , we have  
                                                                       )())(( )( ttTu xux    ,  
hence  
                                                                   ))(()))((( )( tYtXTu xux   . 
By taking 0t  in the last expression we have (2.9). 
Sufficiency:  Let’s suppose that (2.9) holds. Fix Mx  arbitrarily. Let’s consider the map 
))(()(;))(()(: tutNxuIxI xYX   .                                   (2.11) 
Since  
))(())((()))((())(())(()( tYtuYtXTutTutu
dt
d
t
dt
d
xxxx    , 
NxuIxI YX  ))(()(:  is a solution of the differential equation  
)(zYz                                                        (2.12) 
satisfying initial condition )()0( xuz  . On the other hand, from the definition of  , 
))(()(),()( xuIxItt YXxu   
is also the solution of differential equation (2.12) satisfying initial condition )()0( xuz  . 
From uniqueness of the solution of initial problem of ordinary differential equation,   
))(,()()())(()),(( )( xuttttuxtu xux    
holds for any ))(()( xuIxIt YX  .□ 
Corollary 2.1.  Let’s denote non-prolongable solution of Hamiltonian system (2.1) satisfying initial  
condition nz 2)0( U  by ))((),(  Itt  . For 
C  map nnK 2: UT   we define operator   
by )(,)()( nDKK T  . Then 
C  map nnK 2: UT   satisfies  
)))((,(),())((  KIttKK nt  R  
if and only if K  satisfies the first order partial differential equation system  
)()),(())(()( nKHKBK T  . 
 Remark 2.1.  In the case of nm NM RR  , , 













),,(
),,(
)(
1
11
mm
m
xxf
xxf
xX   and 













),,(
),,(
)(
1
11
nn
n
xyg
yyg
yY  , 
(2.7) is given as follows: 
),,1()),,,(,),,,((),,(),,( 1111
1
1 nixxuxxugxxfxx
x
u
mnmimj
m
j
m
j
i 




. 
(2.13) 
Theorem 2.2.  Let FE,  be Banach spaces, M  is E1rC manifold, N  is F1rC manifold and 
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TNNYTMMX  :,:  be rC vector fields. We suppose that rC injection NMu :  satisfies 
partial differential equation (2.9). Then 
1) )(MuS   has a structure of ErC manifold.  
2) )(),()( MxMTuTST xxxu  .                                                                               
3) If X  complete, then )(MuS   is the invariant manifold for differential equation (2.12). 
4) If )(MuS   is  closed set of N , then )(MuS   is the invariant manifold for differential 
equation (2.12).  
5) If M  is compact, then vector field TMMX :  and TSSY :  are complete, )(MuS   is 
the invariant manifold for differential equation (2.12) and SMu :  is homeomorphism. Moreover 
rC flow MM R:  of TMMX :  and rC flow SS R:  of TSSY :  are topological 
conjugate with u .  
Proof.  1): Suppose NMu :  is rC injection. Now we introduce the structure of rC manifold 
for set )(MuS  . We denote the inverse map of bijection )(: MuMu   by 
MMuSu  )(:1 . Let },),{( JiU ii   is the 
rC atlas of M . We put )( ii UuV   for any 
Ji  and define map Eii V:  as )()),(()(
1
iii Vyyuy 
 . Then we prove 
},),{( JiV ii    is 
rC atlas of set )(MuS  .  First of all, we have  
SMuUuUuV
Ji
i
Ji
i
Ji
i 

)()()(   
obviously. For any Jji ,   
)())()()(()( 1 jiijiijii UUUuUuuVV   
  
is open set of Banach space E . Now we prove that coordinate transformations are rC . Since 
)()(:)(
1111111
jijjiiijijijij UUUUuuuu   
 , 
)()(:
1
jijjiiij VVVV   

is 
rC . Therefore },),{( JiV ii   is 
rC atlas of set )(MuS  .  
Hence set )(MuS   has the structure of ErC manifold.  
    2): Next we prove that  
)( MTuTST xxy                                                   (2.14) 
for )()(, MuSxuyMx  . First we prove )( MTuTST xxy  . Let STw y . Then there exists 
open interval II  0:R  and rC map )(: MuSIc   with yc )0(  such that ycw ][ . Here 
yc][  is the equivalent class of 
1C  curves on M  which are tangent to c  at y  (See [Abraham-
Marsden 1978]). Now let Mx  is an element satisfies )(xuy   and define 1C map MIc :~  as 
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cuc 1~  . Then we have xxuucuc   ))(())0(()0(~ 11 . Here we put )(]~[ MTc xx v . In this 
time we have    
wccucuTuT yxuxxx  ][]
~[)]~([)( )(v . 
Therefore )( MTuTw xx  holds. Hence we have proved )( MTuTST xxy  .  
Next we prove STMTuT yxx )( . Let take MTxv  arbitrarily. Then there exists  
open interval II  0:R  and 1C map MIc :~  with xc )0(~  such that xc ]
~[v . 
Let’s consider 1C map )(:~ MuSIcuc   . Then yxucuc  )()0(~)0(  . We put 
STcw yy  ][ . Then since  
wccucuTuT yxuxxx  ][]
~[)]~([)( )(v , 
we have STMTuT yxx )( . Therefore (2.14) is proved. 
3): Let’s take Sy  arbitrarily. Then there is a unique Mx  such that )(xuy  .  
Since X is complete, we have  
)())(())(())(()( yIxuIxuIxuIxI YYYYX  R . 
Then since   
SMuxtuxut  )()),(())(,(   
for any )())(()( yIxuIxIt YYX   from theorem 2.1, S  is the invariant manifold of (2.12).  
4): Let’s suppose that (2.9) holds for rC injection NMu : . )(MuS   is not submanifold of 
N  generally but S  has the structure of rC manifold itself as we see in 1) and the tangent space of S  
at Sy  is given by (2.14). Let’s suppose that )(xuy   for some Mx . Since we have 
STMTuTxXuTxXTuxuYyY yxxx  )())(())(())(()(  
from (2.9) , )()()(
~
;:
~
SyyYyYTSSY   defines a rC vector field on rC manifold S .  
We denote the rC integral of differential equation 
)(),(
~
SzzYz                                                              (2.15) 
with vector field TSSY :
~
 by S
Y
~:~  . Let’s take Sy and )(~ yIt
Y
 arbitrarily. Then since 
))(~())(~(
~
)(~ tYtYt
dt
d
yyy   , 
)(),(~ ~ yItt
Yy
  is the solution of (2.12) satisfies yz )0( . Therefore we have )()(~ yIyI YY   and 
))((),()(~ ~ yIttt
Yyy
 .  
Now we prove )()(~ yIyI YY  . If we deny this fact, then there exists )(yIs Y  such that 
))((, ~ yItst
Y
 or )(yIs Y  such that ))((, ~ yItts Y . We consider the first case. The 
argument for the second case is as same as the first case. Let ))}((,;)(inf{ ~0 yItstyIss YY  . 
Then )(sup ~0 yIs Y . There exists limit Nttz ystyst


)(lim)(~lim
00
0  . Then since S  is closed set 
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of N  by the assumption, Sz 0  holds. There exists solution ),(),(  tt  of (2.12) with 
0)0( zz  . If we define 






),[),(
))((),(~
)(
000
~



sstst
yItt
t Y
y
, 
then ),[)(),( 00~   ssyItt Y  is the solution of (2.12) with yz )0( . This contradicts that 
)(),( ~ yItt
Yy
  is non-prolongable solution of (2.12) with yz )0( . Therefore we have 
)()(~ yIyI YY  . Sine Stt yy  )(
~)(   for any )()( ~ yIyIt
YY
 , S  is invariant manifold of (2.12).  
5) Suppose that M  is compact. Then )(MuS   is also compact and vector field 
TMMX : and TSSY :  are complete. From 3) )(MuS   is the invariant manifold of (2.12). 
Since bijective continuous map from compact topological space to Hausdorff topological space is 
homeomorphism, SMu : is homeomorphism.  Then from theorem 2.1  
))(())(())(,()),(())(()(  uuuttuutu ttt    
holds for any R tMx , . □ 
Now consider the generalized Hamiltonian system 
(2.1): )()( zHzB
dt
dz
 . 
For nR  let us define  )()( Duu  .  
Corollary 2.2.  Suppose that nR  is a Diophantine vector and C injection nnu 2: UT   satisfies  
the partial differential equation 
))(())(()(  uHuBu  .                                           (2.16) 
Then 
1) )( nu T  is invariant torus of (2.1). 
2) nu T: is homeomorphism.  
3) The flow of (2.1) restricted on  is defined on R  and it is topologically conjugate for 
homeomorphism nu T:  with The Kronecker’s flow ),(,),( nttt TR   . 
Therefore the restricted flow of (2.1) on  is quasiperiodic.  
Proof.  Let define C vector field X  on nT  by  
  )(;: XX nn RT .                                               (2.17) 
Then C flow of X coincides with the Kronecker’s flow. We define that C vector field Y  on n2U  
by   
)()()(;: 22 zHzBzYY nn RU .                              (2.18) 
We denote C integral of  Y  by ))(,(),,( 2 zItzzt Y
n U . Then (2.9) is written by (2.16). 
Therefore from 2.2 )( nu T  is invariant manifold of (2.1) and nu T: is homeomorphism. 
Hence  is invariant torus of (2.1). From theorem 2.2   restricted on   is defined on R  and 
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|  is topologically conjugate to the Kronecker’s flow ),(,),( nttt TR    with 
nu T: . Thus ),()),(()( nt tutu TR   . □ 
From Corollary 2.1 the problem to obtain invariant torus for generalized Hamiltonian system 
(2.1) refers to the problem to obtain solution of nonlinear partial differential equation (2.16). 
Definition 2.8.  Based on Corollary 2.1 we call (2.16) as invariant torus equation. Let’s consider map 
),( 2nUK U . Then we call function   UKHKBKe  )),(())(()()(  as error of 
map K  for equation (2.16), real number };||)(sup{||||||   Uee   as error-size of map K  for 
equation (2.16). And we call K  as approximate solution of equation (2.16) with error . We call 
approximate solution of (2.16) with zero error as solution of (2.16). If ),( 2nUK U  is solution 
of (2.16), then  
))(())(()(  KHKBK   
for any  U .        
3. Lagrangian invariant torus 
In this section we show that the image of the solution of the first order nonlinear partial 
differential equation (2.16), driven by the generalized Hamiltonian dynamical system (2.1),becomes 
Lagrangian invariant torus with symplectic structure with (2.1) and the image of an approximate 
solution becomes the approximate Lagrangian invariant torus. This fact plays an essential role to get 
the existence of the solution applying Newton method to the first order nonlinear partial differential 
equation (2.16).  
Let  nm,  be natural numbers. Let us denote R  or C  by K . Let us introduce maximum norm 
for an element nx K  of finite dimensional Euclidean Space nK  as ||max||
1
i
ni
xx

 . Taking nm  
matrix A  as the element of mnK , the maximum norm is given as  
},1;|max{||| njimiaA ij  . 
On the other hand, we define the absolute sum norm of nx K  as |||||| 11 nxxx  . Then  
)(,||||||
1
11
nxxxx
n
K  
holds. We define the operator norm of nm matrix mnijaA K )(  as 
||sup
||
||
sup||||
1||}0{\
Ax
x
Ax
A
xx n 

K
. 
Proposition 3.1.  Let us A  is nm matrix, B  is ln  matrix, and nx K . Then the followings hold: 
1) |||||| BAnAB   
2) |||||| xAnAx   
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3) |||||| AnA   
4) |||||||| xAAx   
5) |||||||||||| BAAB   
6) |||||| AA   
7) |||||| AmAT   
8) |||||||| AmAT   
Proof.  1): ||||||||||||||
111
BAnBAbaba
n
k
n
k
kjik
n
k
kjik  

. 
2): This is a special case of 1).  
3): From 1) 
||)||||(sup||sup||||
1||1||
AnxAnAxA
xx


. 
4), 5): From operator norm of matrix, it is directly obtained.  
6): Let  
 n
mnmm
n
n
aaa
aaa
aaa
aaa
A 

















 21
21
22221
11211

. 
If we apply 4) for ),,1(,)0,,1,,0( nie Ti  , then  
|||||||||||||| AeAAea ii
i  . From |||||| Aai   we have ||||||max||
1
AaA i
ni


.Moreover 
||||||max||
1
AaA i
ni


.  
7): From 3) and the definition of maximum norm, |||||||| AmAmA TT  . 
        8): From 7) and 6), |||||||||| AmAmAT  . □ 
Proposition 3.2.  Let us  Nlnm ,,  and )1,1(, njmiAij   are ll matrices. We define 
nlml  matrix A  as  













mnm
n
AA
AA
A
1
111
 . 
Then 



n
j
ij
mi
AA
1
1
||||max|||| . 
Proof.  Let ln
nl
n
xx
x
x
x RR 










 ,,, 1
1
 . Then  
.||||max||supmaxmaxsup||||sup||||
1
1
1 1||||
1
1
11||||1||||



 




n
j
ij
mi
n
j
jij
xmi
n
j
jij
mixx
AxAxAAxA □ 
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Proposition 3.3. (Cauchy’s estimate)  Let C0z  and complex function )(zf  is analytic 
in Rzz  || 0 . We suppose that for ),2,1,0(,  nan C 



0
0)()(
n
n
n zzazf . We put 
}||;|)(|max{)( 0 rzfrM    for any Rr 0 . Then we have 
                ),2,1,0(,
)(
||  m
r
rM
a
nn
.                               (5.2) 
Proof.  See [Ahlfors 1966]. 
Corollary 3.1. Let 0  and }|Im|;{   CU . Let |)(|sup|||| 

 ff
U
  for bounded 
analytic function CUf : . Then for any  0 , 
  ||||||||
1 ff    
holds. 
Proof. Fix  U0  arbitrarily. Taking   arbitrarily from closed ball ),( 0 B  with radius  , 
since   |Im||)Im(||Im| 00 ,  UB ),( 0  holds. From Cauchy’s estimate, 
  ||||}|,)(sup{|}|||,)(max{||)(|
11
0
1 fUfff   , 
moreover   ||||||||
1 ff  . □ 
Corollary 3.2.  Let mn,  be natural numbers and 0 , we let 
}|Im|max|Im|;{
1
 

j
nj
nU C . 
For bounded analytic function mUf C: , we let 
|)(|maxsup|)(|sup||||
1

 
 j
mjUU
fff

 . 
For  U , we let 

























)()(
)()(
)(
1
1
1









n
m
n
m
n
ff
ff
Df  . 
Let ||)(|| Df  be a operator norm of matrix )(Df  and ||)(||sup|||| 

 DfDf
U
 . 
Then for arbitrary  0  
  ||||||||
1 fnDf    
holds. 
Proof.  For any  U0 ,  UB ),( 0  holds. Fix njmi  1,1  arbitrarily. 
From Cauchy’s estimate  


||||}|||,)(max{|)( 10
1 ff
f
jjj
j
i  


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and from 3) of proposition 3.2 and Corollary 3.1,  we have 


 ||||1,1;)(max|)(|||)(|| 1 fnmjni
f
nDfnDf
j
i 











 .  
Hence we have    ||||||||
1 fnDf   . □ 
Lemma 3.1.  Let 


n
j
jjz dzzcdzzcdz
2
1
)()()(  be differential 1-form,   be differential 2 -form 
given by d on n2U  and nnK 2: UT   be a C map. Let ))(()()(  KcDKa T and 
)()()(  DaDaL T  . Then the followings hold; 
1) The representation matrix of differential 2-form   is given by )()(  DcDc T  . 
2) Pull-back *K  of differential 1-form by   is given by 


n
i
ii daK
1
* )(  . 
3) The representation matrix of the pull-back *K  of differential 1-form   by K is given 
)()()(  DaDaL T  . 
Definition 3.1. ([Ito 1990])  Let ),( M be a n2 -dimensional symplectic manifold and N an n -
dimensional submanifold of M . N is called Lagrangian if )(,0)( NTηξ,ηξ,ω p for any Np .□ 
If n -dimensional torus nnK 2)( UT   is invariant with the generalized Hamiltonian system 
(2.1) and ),,(,0),( 2  zT nzU , then   is called as Lagrangian invariant torus 
of the generalized Hamiltonian system (2.1). 
On the other hand let zzL ),(  be the representation matrix of | . If for any 0  and 
any ),0( d  there exist some 0  such that if  |||| e  then  dL ||||  holds,  is called by 
approximate Lagrangian invariant torus. 
Theorem 3.1.  If rC embedding nnK 2: UT   is the solution of (2.16) with Diophantine vector 
n
R , )( nK T  is Lagrangian invariant torus for the generalized Hamiltonian system (2.1). 
Proof.  From corollary 2.1, )( nK T  is the invariant torus of the generalized Hamiltonian system 
(2.1). First let us show the representation matrix )(L  of *K  is constant function. For nRv , let 
us define map 
nnT TT :
v
 by v
v
 )(T . 
       From corollary 2.1 we have 
)(, R tTKK tt   .                                                      (3.1) 
Then from lemma 2.1 and (3.1), we obtain 
 ***** )()()( ttt TKKKK   .                                      (3.2) 
Let us let )(,)(;: RTT  ttt
nn
t   and consider measure preserving dynamical 
system ),,( nT  of Kroneker flow. Since nR  is rational independent, measure preserving 
dynamical system ),,( nT  is ergodic (See [Arnold- Avez 1968]). For any nR ,  we let 
)(),,()()( * nKf T   . Then since  
)()()(),()(),())(( **   tttt fTftfKTK    , 
we obtain  
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)(, R tff t .                                                       (3.3) 
Since ),,( nT  is ergodic,  -invariant function f  is constant almost everywhere ([Arnold- Avez 
1968]). Moreover since f  is continuous, f  is constant function. Therefore )(L  is constant function. 
From lemma 3.1 the representation matrix )(L  of *K  is written by )()()(  DcDcL T  . 
And from OdDc
n

T
 )( , we have OdL
n

T
 )( . Since )(L  is constant function, we obtain 
OL )( . Thus  0* K  holds. 
Now let us take   as symplectic structure on  and K  is C  diffeomorphism from nT  to 
)( nK T . Taking any )( nKz T and any zT , , there is a unique 
n
T  such that 
)(Kz   and there are unique nT T ,  such that   )(,)( DKDK . Then since  
0),())(,)((),( *   KDKDK , 
n -dimensional torus )( nK T  is Lagrangian invariant torus of (2.1). □ 
Lemma 3.2. Given ),(  nD , ),( RUh  , we assume that 
n
dhh
T
 )(  is zero. Then 
there is a unique real analytic solution nU 2R:v  of the first order partial differential equation 
)()(  h v                                                                        (3.4) 
such that one-periodic in all its variables and its average is 0. Moreover the following holds; 


  ||||||||
1
hv

   ,                                                         (3.5) 
where   is constant depending only on n  and  . 
Proof. See [Rüssmann 1975]. By [Rüssmann 1975], in the case of setting n -torus as nnn ZRT 2/ , 
  is given by )2(32 2/112/12/     nn . 
Definition 3.2. Let us assume ),(  nD . Let 
nUK 2: U  be a real analytic map. The error 
function of K  is defined by  
e(θ) )(),())(())((   UKKHKB  .                               (3.6) 
Theorem 3.2.  Let 


n
j
jjz dzzcdzzc
2
1
)()( , d . Then the followings hold: 
1)  The each components of vector )())(()( 1  eKBDK T  have zero average: 
0)())(()( 1    eKBDK T . 
2)  If 0e  thus if K is solution of (2.4), then there exist RT nb :  and na R0 such that 
 dadbK 0
*  .                                                                (3.7) 
3) There exists RT nb :
~
, nng RT :  and na R0 such that 



n
j
jj dgdabdK
1
0
* )(
~
 .                                               (3.8) 
Moreover  
)())(()()( 1  eKBDKg
T  .                                                 (3.9) 
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4) There exists a constant },1max{1 c  depending only on rBDKn ||||,||||,,
1
 which is 
denoted by polynomial with positive coefficients with 
r
BDK ||||,||||
1
  such that the representation 
matrix )(L of *K  satisfies                                             


  ecL
)1(1
12||||

  .                                               (3.10) 
Especially, if 0e , then 0L .  
 
Proof. 1): From 2) of lemma 3.1, the pull-back of 


n
j
jjz dzzcdzzc
2
1
)()( under K  is given  



n
i
ii dadK
1
* )()()(   ,  ))(()
)(
()( 


 Kc
K
a T
i
i


 . 
And From 1) of lemma 3.1, the representation matrix of ))((
2
1



n
i
ii dzzcdd  is given by 
)()()( zDczDczJ T  . Now let us calculate )( ja .  
)())(()
)(
(
)(
))(()(
)(
))(())](())(([
))](())(())[(()
)(
(
))}(()())(())](())(({[
)]())(())(())[(()
)(
(
))(()())](()([
))(())](())(([))}(())](())(({[
)]())(())(())[(()
)(
(
))(()}({))(())]}(())(([{
)())(()
)(
())(())((
))(()
)(
())(()
)(
()(














































eKDc
KK
KDce
K
KDcKHKB
KHKBKDc
K
KceKcKHKB
eKHKBKDc
K
KceKce
KcKHKBKcKHKB
eKHKBKDc
K
KceKcKHKB
KKDc
K
KcK
Kc
K
Kc
K
a
T
jj
T
j
T
T
j
TT
j
T
j
j
TT
j
j
TT
j
T
j
T
j
T
j
T
j
T
j
T
j
T
j
j





























































. 
(3.11) 
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Since  
,))](())(([))((
)()(
))(())](())(([
)(
))(())](())(([









KHKBKDc
KK
KDcKHKB
K
KDcKHKB
T
T
j
T
j
T
j
T



















 
we have 
.))(())((]))(())(([)
)(
(
)(
))(())](())(([))](())(())[(()
)(
(








KHKBKDcKDc
K
K
KDcKHKBKHKBKDc
K
TT
j
j
TT
j










     
                (3.10) 
In the same way, we obtain  
)())](())(([)
)(
()())(()
)(
(
)(
))(()( 







 eKDcKDc
K
eKDc
KK
KDce TT
j
T
jj
T 








.  (3.13) 
From (3.11), (3.10) and (3.13), we have 
.)())(()
)(
(
))}(()())(())(())](())(({[
)())(()
)(
())(()
)(
(
))}(()())(())](())(({[
)())(()
)(
())(())(())(()
)(
(
))}(()())(())](())(({[
)())](())(([)
)(
(
))(())(())](())(([)
)(
(
))}(()())(())](())(({[)(
1
1
11














































eKB
K
KceKHKcKHKB
eKB
K
KH
K
KceKcKHKB
eKB
K
KHKBKB
K
KceKcKHKB
eKDcKDc
K
KHKBKDcKDc
K
KceKcKHKBa
T
j
TT
j
T
j
T
j
TT
j
T
j
T
j
TT
j
TT
j
TT
j
TT
j
j
 
Thus we obtain 
.)())(()
)(
(
))}(()())(())(())](())(({[)(
1 





eKB
K
KceKHKcKHKBa
T
j
TT
j
j








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(3.14) 
Since the average of left-hand side of (3.14) and the average of the first term equal to zero, we have 
0)())(()( 1    eKBDK T                                              (3.15) 
On the other hand, from lemma 3.2, for any nj ,,1  , there exists real analytic function with zero 
average such that  
)())(()( 1  eKBDKg
T                                             (3.16) 
holds. 
    2): In the first item of the right-hand side of (3.14) we let  
))(())(())](())(([1  KHKcKHKBh
T   
and 
                 ))(()(2  Kceh
T . 
Then by lemma 3.2, there exist real analytic functions RT nbb :, 21  with the zero average such that 
 222111 , hhbhhb  . 
If K  is the solution of (2.16) and 0)( e , then 0g  and 02 b . Therefore  
jjj
j
b
hb
h
a

 








 111
1 }{)( . 
Thus we obtain 
0)( 1 











j
j
b
a

 . 
Considering 01 



j
b

, from lemma 3.2 we have 






 )()()( 11 



 j
j
j
j
j a
h
a
h
a . 
Therefore     









n
j
jj
n
j
j
j
n
j
jj
j
n
j
jj dad
b
da
b
daK
11
1
1
1
1
* )())(()( . 
Taking  
T
naaabb ))(,,)((, 101   , 
we have  dadbK  0
* . Thus 2) is proved.  
3):   Since  
,}{
]}[{}{)(
21
221121
j
jj
j
j
j
j
j
g
bb
ghbhbghha



















 
we have 
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0)]()([ 21 





 

 j
jj
j g
bb
a . 
From  0.0,0 21 





 j
jj
g
bb

, we have 






 )()()( 21 

 jj
jj
j ag
bb
a , 
)()(
)(
)( 21 

 jj
j
j ga
bb
a 


 . 
By substituting above expression into 


n
j
jj daK
1
* )(  , we have 
  





n
j
jj
n
j
jj
n
j
j
j
n
j
jj dgdadbbdaK
111
21
1
* )()()( 

 . 
Thus taking Tnaaabbb ),,(,
~
1021  , 
 dgdabdK  )(
~
0
* . 
4): From 3),  
))((**  dgddKK   
holds and from lemma 3.1 we get )()()(  DgDgL T  . Therefore from 8) of proposition 3.2, we 
have 
||)(||2||)(||||)(||||)(||||)(||||)(||  DgnDgDgnDgDgL T  . 
From above expression, Cauchy’s estimate (corollary 3.2), (3.16) and lemma 3.2, there exists constant 
},1max{1 c  depending only on rBDKn ||||,||||,,
1
  which is denoted by polynomial with 
positive coefficients with 
r
BDK ||||,||||
1
 such that  


  ||||||||
)1(1
1 ecL

  . □ 
 
4. Variable Transformation to approximate reducible type 
In this section we reduce the invariant torus equation (2.16): ))(())(()(  KHKBK   to an 
approximately solvable form by a variable transformation. Let )1,0(,2:  nn N  and 
),(  nD . Let’s define ),(),(:
22 nn UUF RU      by  
)())(())(()))(((  KKHKBKF  .                                 (4.1) 
The problem to solve (2.16) is equivalent to the problem to solve nonlinear equation with unknown 
K : 
0)( KF .                                                            (4.2) 
In order to solve (4.2) by quasi-Newton method, let’s drive the linearized equation 
)()( KFKDF  .                                                    (4.3) 
We define ),(:),,(: 22
2
1
nn UFUF RR     by  
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))(())(()))((( 1  KHKBKF  , 
)()))((( 2  KKF   
respectively. And we define continuous bilinear map nnnnLT 2222 ),(: RRRR   by SzzST ),( . 
Then since 
)))(,(())(())((  KHKBTKHKB   ,                   (4.4) 
we have  
),()(1 KHKBTKF   .                                            (4.5) 
Now we define ))),(,(,( 22 nnLUCf RR  , )),(,(
2nUCg R   by 
KHKgKBKf   )(,)(                                           (4.6) 
respectively. For ))),(,(,( 22 nnLUC RR  , )),(,(
2nUC R   we define 
)),(,(),(
~ 2nUCT R   by ),(),(
~
 TT  . Then 
)),(,()),(,())),(,(,(:
~ 2222 nnnn UCUCLUCT RRRR     
 is continuous bilinear map and thus 
),(
~
),(
~
),)(,(
~
 dTdTddTD  , 
))),(,()),,(,(,(( 222 nnn UCdLUCd RRR     .   (4.7) 
Since 
,))](,(
~
[))(),((
~
))(),((),()(1
KgfTKgKfT
KgKfTKHKBTKF




 
we have 
),(
~
1 gfTF  .                                                     (4.8) 
From the differentiation formula for composition map, 
))(),(())(),((
~
)(1 KDgKDfKgKfTDKDF                                    (4.9) 
holds. Using (4.7) we have 
)).(,)(())(),((
))(,)((
~
))(),((
~
))(,)())((),((
~
)(1
KgKDfTKDgKfT
KgKDfTKDgKfT
KDgKDfKgKfTDKDF




                         (4.10) 
For maps ),(: 22 nnLUS RR  and 
nUu 2: R , we define map 
nUuS 2:. R  by 
)()()(.  uSuS  . Since  ).()( KDBKDf  , we have 
)())(())().(())()((   KDBKDBKDf                        (4.11) 
from composition theorem ([Irwin 1980]). In the same way 
)())(())().(())()((   KHDKHDKDg                       (4.12) 
holds. If we remind (4.11) and (4.12) for (4.10), 
)).(()())(()())(())((
)))((),())(((
))())(()),(((
)))((),()(())()(),)(((
)]()([ 1





KHKDBKHDKB
KHKDBT
KHDKBT
KgKDfTKDgKfT
KDF





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Thus 
)())(())(())(()())(())()(( 1   KHDKBKHKDBKDF .       (4.13) 
On the other hand, since KKF )(2  is continuous linear map with K , we obtain 
)())()(( 2  KDF .                                                     (4.14) 
Therefore from (4.13) and (4.14), the linearized equation (4.3) is given by 
.))(())(()(
)()())(())(())(()())((




KHKBK
KHDKBKHKDB


       (4.15) 
Then, since 
 
,)())(())((
))(()())(())(()())((
2
1
2
1
2
1
2
1


k
n
k
n
j jk
ij
n
j
n
k j
k
k
ij
i
K
z
H
K
z
b
K
z
H
K
z
b
KHKDB





















 

 
 
 
taking nn 22   matrix-valued function )(z  whose ),( ki -element is  given by   
n
n
j jk
ij
ik zz
z
H
z
z
b
z 2
2
1
,)()()( U




 

,                                             (4.16) 
we have 
)(,)()()( 2nhhzzHhzDB R ,                                                (4.17) 
)())(())(()())((   KKHKDB . 
Therefore, if we define   
nzzHDz 2),()( U ,                                                   (4.18) 
))(())(())(()(  KKBKA  ,                                   (4.19) 
)(),())(())(()(   UKKHKBe  ,                (4.20) 
then the linearized equation (4.3) for quasi-Newton method for (4.2) is written as 
)()()()(   eA  .                                        (4.21) 
Let’s remark that  
A(θ)h hKHDKBKHhKDB ))(())(())(())((   .                (4.19)' 
Definition 4.1.  Suppose that K  satisfies the followings: 
(ND1) )(),()()(  UKKY
T                                                                                               (4.22) 
is non-degenerate matrix. We denote the inverse matrix of )(Y  by )(N .  
(ND2) The average  0S  of  nn  matrix-valued function 
               S
0
(θ)  )())(())(()({)()(:  AKBKBADKN T  
          
)()(]})()([)()()())((
))(())(())((


NDKAADKNDKKB
KHKBKDB
TT 

 
               (4.23) 
is non-degenerate matrix. Then we call that K  is non-degenerate.  
We denote the set of non-degenerate K  by )( . 
Lemma 4.1.  For  
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)()(:)( zHzBzf                                                          (4.24) 
we define   
)()( zDfza  .                                                                 (4.25) 
Then 
)()()()()()()( zHzBzDBzazBzBza T                                   (4.26) 
holds. 
Proof.  We denote the non-prolongable solution of  (2.1): )()( zHzB
dt
dz
  satisfying zy )0(  by 
)(),( xItzt  . From   
))(()( zfz
dt
d
tt   ,                                            (4.27) 
zz )(0                                                            (4.27)0 
we have 
)()()()(
0
zHzBzfz
dt
d
t
t 

 .                                       (4.28) 
From the differentiability theorem of the solution of ordinary differential equation with respect to 
initial condition, we have  
)())(()())(()( zDzazDzDfzD
dt
d
ttttt   ,                           (4.29) 
ntt IzD 20|)(     (where nI2 is n2 dimensional unit matrix ) .   (4.29)0 
Since t  is Poisson map(See [Hairer, 2006]), 
))(()()()( zBzDzBzD t
T
tt                                         (4.30) 
holds. Differentiating the both sides of (4.30) with respect to t , we have 
.)]([))(()]([)()()()()]([ z
dt
d
zDBzD
dt
d
zBzDzDzBzD
dt
d
tt
T
tt
T
tt    
From (4.27) and (4.29), we get  
.))(())(())((
)]())(()[()()()()]())(([
zHzBzDB
zDzazBzDzDzBzDza
ttt
T
ttt
T
ttt




 
Taking 0t in the last relation, from (4.27)0 and (4.29)0 we have 
)()()()()()()( zHzBzDBzazBzBza T  .□ 
Remark 4.1.   
1) )(),()()()()( 2nhzHhzDBhzHDzBhza R  
        2) ))(,(,)())(())(())(())(())(( 2   KhhAKHhKDBhKHDKBhKa nR  
        3) ))(())(())(()())(())(()(  KHKBKDBAKBKBA T                                         (4.31)  
hold. 
In fact, if we define ShhSTLT nnnn  ),(;),(: 2222 RRRR , then we have 
))(),(()()()( zHzBTzHzBzf  . 
Applying the differentiation formula for continuous bilinear map, we have 
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.)()()()(
))(),(())(,)((
))(,)())((),((
))](),(())(),(([)()(
hzHDzBzHhzDB
hzHDzBTzHhzDBT
hzHDhzDBzHzBDT
hzHDzDBzHzBDThzDfhza



 
 
Substituting  UKh  ),(  into the both sides of the last relation, we get 
.)()()()(
))(),(())(,)((
))(,)())((),((
))](),(())(),(([)()(
hzHDzBzHhzDB
hzHDzBTzHhzDBT
hzHDhzDBzHzBDT
hzHDzDBzHzBDThzDfhza



 
 
Substituting )(Kz   into the both sides of (4.26): )()()()()()()( zHzBzDBzazBzBza T   and 
taking )())((  AKa   yield 
))(())(())(()())(())(()(  KHKBKDBAKBKBA T  . □ 
Let us fix )(K  in the following discussions. 
Lemma 4.2.  If K  is the solution of (2.16), then 
nj
jj
K
KB
K
,,1
)(
))((,
)(


















forms the basis of 
nn
KT
22
)( RU  . 
Proof.  The representation matrix of *K  is given by )())(()()( 1  DKKBDKL T   and there 
exists a constant },1max{1 c  depending on ,n  such that the representation matrix )(L  of 
*K  satisfies (3.10): 


  ecL
)1(1
12||||

  . Thus if )(K  is a solution of (2.16), then 
0)())(()( 1   DKKBDK T . For any nji ,,1,  , vectors n
i
i
K
A 2
)(
R





 is orthogonal to 
n
j
j
K
KBC 21
)(
))(( R


 


 . Let nE 2R  is the linear subspace of n2R  that nAA ,,1   span. 
Then ),,1( njEC j 
 . From the condition 0)()(det  DKDK T , njjA 1}{   are linearly 
independent and since nnKB 22:))(( RR   is linear isomorphism, njjC 1}{   are also linearly 
independent. Moreover from nE dim , we have nE dim . Hence njjC 1}{   forms a basis of 
E .  
Therefore, 
nj
jj
K
KB
K
,,1
1 )())((,
)(



















forms the basis of n2R . 
Since 
nnKB 22:))(( RR   is the linear isomorphism, 
nj
jj
KK
KB
,,1
)(
,
)(
))((

















 is also the 
basis of n2R . Let denote n -dimensional unit matrix by I  and n2 -dimensional unit matrix by nI2 . 
Let 
          V(θ) 







)()())(()()(
0
:
 NDKKBDKNI
I
TT  
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                                        R(θ) 






00
0)(L
 
M(θ) ))()())(()((:  NDKKBDK .                                              (4.32) 
Then the following lemma holds. 
Lemma 4.3.  We assume 2/0   .  
1) Let 1c  be the constant in theorem 3.2. Then there exists a constant 12 cc  , depending only on 
rr
BBDKn  ||||,||||,||||,,
1
 , which is denoted by a polynomial with positive coefficients with 
rr
BBDK  ||||,||||,||||
1
  such that: if  
2
1
||||)1(12 


 ec  , then )(M  is invertible and the 
inverse is given by 
M )())(()()()( 111  e
T MKBMV   ,                                    (4.33) 
where  
        M 111112 ))(()()()()()]()([)(
  KBMVRVRVI Tne .                    (4.34) 
2) There exists a constant 23 cc  , depending only on rr BBDKn  ||||,||||,||||,,
1
 , which is 
denoted by polynomial with positive coefficients with 
rr
BBDK  ||||,||||,||||
1
  such that  


  ||||||||
)1(1
32 ecMe

  .                                                (4.35) 
Especially if 0e  then 0eM . 
Proof.  Since ))(())((  KBKB T  , from )()( zbzb jiij   we have   
IKBKB T 1))(())((  .                                          (4.36) 
Then  
.)()(
)()())(()()(
0
00
0)(
)()())(()()(
)(
))()())(()((
)()(
))(()(
))()())(()(())((
))(()()(
)(
)())(()(
1
1
1













 






































VR
NDKKBDKNI
IL
NDKKBDKNI
IL
NDKKBDK
DKN
KBDK
NDKKBDKKB
KBDKN
DK
MKBM
TT
TT
TT
T
TTT
T
T
 
(4.37) 
Then )(V  is non-degenerate and  







 

0
)()())(()()(
)( 1
I
INDKKBDKN
V
TT 
 .                           (4.38) 
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From definition of )(R  and (3.10), 



 ecLR )1(1122 )()(


                                       (4.39) 
and there exists a constant 12 cc  , depending only on rr BBDKn  ||||,||||,||||,,
1
 , which is 
denoted by polynomial with positive coefficients with 
rr
BBDK  ||||,||||,||||
1
  such that   



 ecRV )1(12
2
1 )()( 

  . 
From the assumption of the theorem, 
2
1
)()( )1(12
2
1  





 ecRV  
and from Neumann’s series theorem ))()(( 2
1
nIRV 
   is non-degenerate and   
2
)()(1
1
))()((
2
12
11
2 






 

RV
RVI n  .               (4.40) 
Multiplying (4.37) from the left  by 12
1 )])()()(([   nIRVV  , we have 
n
T
n IMKBMIRVV 2
11
2
1 )())(()()])()()(([    . 
Considering  
)()())()(())()(( 11122
11
2  RVRVIIRVI nnn
  , 
we get 
.)())(()()(
))(()()()()())()((
))(()()(
))(()()()]()())()(([
))(()()())()((
))(()()])()()(([
))(()()])()()(([
11
11111
2
11
11111
22
1111
2
11
2
1
11
2
1







e
T
T
n
T
T
nn
T
n
T
n
T
n
MKBMV
KBMVRVRVI
KBMV
KBMVRVRVII
KBMVRVI
KBMIRVV
KBMIRVV














 
Therefore from the relation  
n
T
n IMKBMIRVV 2
11
2
1 )())(()()])()()(([     
)(M  is invertible and  
)())(()()()( 111  e
T MKBMVM   . 
Then, there exists a constant 23 cc  , depending only on rr BBNDKn  ||||||||,||||,||||,,
1
 , 
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which is denoted by polynomial with positive coefficients with 
rr
BBNDK  ||||||||,||||,||||
1
  such 
that   


  ||||||||
)1(1
32 ecMe

  .□ 
Lemma 4.4.  If )(K  is the approximate solution of (2.16), then 
)()()()(   DeDKDKA  .                                           (4.41) 
Especially if  )(K  is the solution of (2.16), then 
)()()()(   DeDKDKA  .                                           (4.41) 
Proof.  Let nnnnLT 2222 ),(: RRRR   be the continuous bilinear map given by  
SzzST ),( . 
Then differentiating the right-hand side of 
(4.4): )))(,(())(())((  KHKBTKHKB   , 
from the differentiation formula for composite map 
.))())((),())((()))(()),(((
)))(,((


DKKHDDKKDBKHKBDT
KHKBTD




 
Therefore by the differentiation formula for continuous bilinear map: 
)),,((),,(),(),)(,( 222 nnn dzLdSzdSTdzSTdzdSzSDT RRR  , 
we have 
  
hDKKhDKKKB
KHhDKKDBhDKKHDKB
KHhDKKDBThDKKHDKBT
hDKKHDhDKKDBKHKBDT
hKHKBTD
)())(()())(())((
))(()())(()())(())((
)))((,)())((())())(()),(((
)())((,)())(()))(()),(((
)))(,((









 
 
for any nh R . Therefore (4.17),(4.18),(4.19) give us  
).()()())](())(())(([)))(,((  DKADKKKKBKHKBTD    
Differentiating the both sides of  
)()())(())((   eKKHKB   
yields  
)()()()(   DeDKDKA  . □ 
Lemma 4.5.  For the solution K  of (2.16), defining M  by (4.32), we have 









00
)(0
)()()()(
0 
 
S
MMMA .                                     (4.43) 
Proof.  If we take variable transformation based on lemma 4.3 )()()(  M  to the linearized 
equation  (4.21): )()()()(   eA  , then  we get 
)()()()()]()()([   eMMMA  .                      (4.44) 
Now let us calculate )()()(  MMA  . Since )(K  is the exact solution of (2.16), 
0)()()(   DKDKA  holes by lemma 4.4. On the other hand, 
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).)]()())(([)()())(()(),()()((
)])()())(([)(())()())(()()()((
)()()(






NDKKBNDKKBADKDKA
NDKKBDKNDKKBADKA
MMA



 
Hence the first n  columns of )()()(  MMA   are all zero. Let us denote the last n  columns of 
)()()(  MMA   by )(1 W . Thus 
)]()())(([)()())(()()(1   NDKKBNDKKBAW  .           (4.45) 
On the other hand 
.)()())(()()())(()()())](([
)]()())(([




NDKKBNDKKBNDKKB
NDKKB


 
(4.46) 
By taking into account (2.16): ))(())(()(  KHKBK  , 
.))(())(())(()())(())((   KHKBKDBKKDBKB              (4.47) 
Taking   on the both sides of )()()(  DKDKNI
T
n   and using (4.42), we have 
.)()()()(
)()()()()]()()[(
)()()()()]()[()]()()[(
)]()()([0







DKADKN
DKADKNDKDKN
DKDKNDKDKNDKDKN
DKDKN
T
TTT
TTT
T




 
Multiplying the both sides of the above relation by 1))()(()(   DKDKN T  from the right, we 
have  
.)()(])()([)()()(
)()()()()(
)()()()()()(0





NDKAADKNN
NDKADKN
NDKADKNN
TT
T
TT
 
Thus we get  
)()(])()([)()()(  NDKAADKNN
TT  .               (4.48) 
Substituting (4.46), (4.47), (4.48) into (4.45) gives us 
)()(])()([)()()())((
)()())(())(())(((
))()()]())(())(()([
)()(])()([)()()())((
)()()())((
)()())(())(())((())()())(()(
)()())(()()())((
)()())](([))()())(()(
)]()())(([))()())(()()(1












NDKAADKNDKKB
NDKKHKBKDB
NDKAKBKBA
NDKAADKNDKKB
NDKAKB
NDKKHKBKDBNDKKBA
NDKKBNDKKB
NDKKBNDKKBA
NDKKBNDKKBAW
TT
TT









 
and hence  
                W1(θ)  ))()()]())(())(()([  NDKAKBKBA  
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).()(])()([)()()())((
)()())(())(())(((


NDKAADKNDKKB
NDKKHKBKDB
TT 

              
             (4.49) 
Multiplying relation (4.49) from the left by 1))(()(  KBDK T  and using lemma 4.1 and remark 4.1, 
we have 
.0)()(])())((
))(())(())(())(()([))(()(
)()()()(
)()())(())(())(())(()(
)()())(()())(()(
)()()]()([)(
)()())(())(())(())(()(
)()()()(
)()())(()())(()(
)())(()(
1
1
1
1
1
1
1


























NDKAKB
KHKBKDBKBAKBDK
NDKADK
NDKKHKBKDBKBDK
NDKKBAKBDK
NDKAADK
NDKKHKBKDBKBDK
NDKADK
NDKKBAKBDK
WKBDK
T
T
TT
T
T
TT
T
T
T
T
 
Thus we get  
0)())(()( 1
1   WKBDK T .                                          (4.50) 
Since 
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


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 is the basis of n2R by lemma 4.2, there are unique nn  
matrices )(),(  TS  such that  
)()()())(()()()()()()(1 θTθNθDKθKBθSθDKθMθMθAθW ω  .            (4.51) 
Multiplying the both sides of (4.51) by 1))(()(  KBDK T  and using (4.50), 
)()()())(()())(()( 11
1  TSDKKBDKWKBDK TT   . 
And since 0)())(()( 1   DKKBDK T  by Lagrangian property of K , we obtain 
0)( T ,                                                                     (4.52) 
)()()(1 θSθDKθW  .                                                  (4.53) 
On the other hand, multiplying the both sides of (4.51) from the left by TDKN )()(  and using (4.52), 
(4.49), we have 
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Since  
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by (4.53), we obtain the assertion of the lemma. □ 
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Lemma 4.6.  We assume that K  is the approximate solution of (2.16) and 
2
1)1(1
2 


 ec . Let  
E(θ)









00
)(0
)()()()(
0 
 
S
MMMA  .                                   (4.54) 
Then there exist a constant 34 cc  , depending only on ,||||,||||,||||,||||,,
1
,1 rr
BBDKNn
C 

  
rC
H ,2|| , which is denoted by polynomial with positive coefficients with ,||||,||||,|||| rBNDK   
r
B ||||
1 such that   



 ecEM )1(14
2
1 )()( 

  .                                      (4.55) 
Proof.  In order to obtain estimate (4.55), let us calculate )(E . Since )(K  is the approximation 
solution of (2.16), 
)()())(())((   eKKHKB  . 
Differentiating the both sides of the above relation with respect to  , from lemma 4.4 
)()()())((   DeDKDKKA  . 
Thus  
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where  
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Taking   on the both sides of )()()(  DKDKNI
T
n  , we have 
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and multiplying the above relation from the right by 
1))()(()(   DKDKN T , we have 
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Thus we obtain 
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                              (4.57) 
Using (4.57) and  
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we get 
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(4.58) 
Multiplying the both sides of (4.58) by 1))(()(  KBDK T  and using 3) of remark 4.1, we obtain 
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Thus, 
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1  NDKDeNDKeKDBKBDKWKBDK TTT      
                                          (4.59) 
 
Since 
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 is the basis of n2R  when )(K  is the solution of (2.16), if 
the error )(e  is small enough, then 
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also forms the basis of n2R . 
Therefore there exists nn  matrices )(S  and )(N uniquely such that  
)()()())(()()()(1  TNDKKBSDKW  .                          (4.60) 
Multiplying (4.60) from the left by 1))(()(  KBDK T ,  
.)()()()()()())(()()())(()( 11
1  TSLTSDKKBDKWKBDK TT       (4.61) 
If we remind (4.59) for (4.61), then 
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  (4.62) 
Multiplying relation (4.60) from the left by TDKN )()(  , 
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(4.63) 
Multiplying relation (4.58) from the left by TDKN )()(  , we have 
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(4.64) 
If we compare (4.63) with (4.64) when 0e , we have 
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On the other hand, since  
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S
MMMA ,         (4.65) 
from (4.58) we have 
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(4.66) 
Now, let us estimate |||| A . Fix 
n2
R  arbitrarily such that 1||||  . Then from 
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we have 
                                                        ||A||ρ
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HB  ,, 21 ||||||2 .                                               (4.67) 
Here let us estimate  ||)(||
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we obtain 
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Therefore we get 
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From (4.33): )())(()()()( 111  e
T MKBMVM   , we get  
 33 






22
1
2
1
22
11
2
11
2
1
)()(||)())(()(||||)(||
)()()())(()()(
)()()())(()()()()(













EMEKBMV
EMEKBMV
EMEKBMVEM
e
T
e
T
e
T
 
 (4.69) 
On the other hand, 
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holds. Here we get the estimate 
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And then from (4.63) and )()( 0  SS  , we have 
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Since  
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In the last relation,  
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holds. And we have  
 34 
.
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Considering the above relations in (4.69), we obtain (4.55). □ 
Theorem 4.1.  Let K  be an approximate solution of (2.16) such that 
2
1)1(1
2 


 ec . Then the 
followings hold; 
1) By the variable transformation )()()(  M , the linearized equation (4.21) is transformed 
to the following form. 
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where  
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w(θ) )()(  eMe . 
Moreover, 
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                                           (4.72) 
hold, where 4c  is the constant in lemma 4.6. 
       2) If we take 0)(,0)(   wC  in (4.71), then (4.71) is reduced to 
)()()()( 0  xyx pS                                        (4.73)-1 
)()(  yy p  .                                                       (4.73)-2 
Moreover for any 
2
0

  , there exists a solution ),(),( 2nyx U R    of (4.73) such 
that  there exist a constant 5c , depending only on 
 ||||,||||,, DKNn , ||
1 S ,
rC
B ,1|||| , rB ||||
1 ,
rC
H ,2|| , 
satisfying 45 cc   such that  
.
,
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                                                          (4.74) 
Proof. If we take the variable transformation )()()(  M  for the linearized equation 
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(4.21): )()()()(   eA  , then we obtain 
)()()()()]()()([   eMMMA  . 
Therefore we have 
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  .                (4.75) 
From (4.54), we get 
.)()(
00
)(0
)(
00
)(0
)()(
))()()(()(
1
00
1
1





 
EM
S
E
S
MM
MMAM































         (4.76) 
Here we let )()()( 1  EMC  . If we let  
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T   ,                           (4.77) 
then we have 
)()()()( 1  wpeM   .                                        (4.78) 
By considering (4.76), (4.77) in (4.75), we obtain (4.71). We obtain the estimate for )(C  from 
lemma 4.6 and the estimate for )(w  from lemma 4.3. 
2): If we take 0)(,0)(   wC  in (4.71), then (4.71) is reduced to   
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and hence (4.79) is denoted as system of equations with x and y  such as (4.73). 
From (4.32), (4.37) we have 
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Therefore we obtain 
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Since 0)())(()( 1    eKBDK T  by theorem 3.2 and   satisfies the Diophantine condition, 
using lemma 3.2, (4.73)-2: )()(  yy p  has unique analytic solution  Uy ),(
~
with zero 
average and  


  ||||||
~
|| 1 yy p

                                                 (4.80) 
holds. Let ny R  be a function that yyy   )(
~
)(  satisfies  
0))()(0   xy pS . 
We let 
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1010    yxy SSpS                  (4.81) 
Since 0)()(0   xy pS , from lemma 3.2 
(4.73)-1: )()(0  xyx pS   
has unique analytic solution  Ux ),( with zero average. From the denotation of )(xp , there 
exists a constant 45 cc   depending only on 
|||||,||||,||||,, 1
rB
BDKNn  ,
rr CC
HB  ,, 21 |,||| such that  
  ||||)2(|||| 5 ecp
n
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Now let us estimate yx  , . First we estimate || y . From (4.82) 

 eScdpSpS
n
xx 


10
5
1010 )(|)(|)()()(
T
.         (4.83) 
From the definition (4.23) of )(0 S , (4.80) and )())(()()( 1  eKBDKp Ty
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Then from (4.81),(4.83) and (4.84) we have 
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where  
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 .                        (4.86) 
 
Then 45 cc   holds. Now, we estimate  2x . By using lemma 3.2,  
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where 5c  is a constant depending only on  ||||,||||,, DKNn , ||
10  S , 
r
B ||||
1 ,
rC
B ,1|||| , 
rC
H ,2| , satisfying 55 cc  . □ 
Lemma 4.7. We assume that 2/1||||)1(14 


 ec  holds. Then 
1) If  U),(  is a solution of the reduced linearized equation (4.73) that the existence is 
guaranteed by theorem 4.1, then   UM ),()()(  satisfies  
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2) Moreover, there exist constants 76 , cc  depending only on 
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Proof.  The condition 2/1||||)1(14 


 ec  guarantees the existence of 1)( M , thus the 
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)(  be the 
solution of the reduced linearized equation (4.79) that its existence is guaranteed by theorem 4.1. Let 
us transform (4.79) into the form  
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(4.90) is written by  
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
. 
Since from (4.37) we have )()]()()[(  ewpM  , the last relation is written by 
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Therefore (4.87) holds. 
Now we confirm (4.88). In fact since )()()(  M  and  
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
  . 
Therefore if we let 56 )1||)(||1||)(||1||(|| cBNDKc r   , then  

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
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On the other hand, since from (4.87) we have  
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Then from theorem 4.1 we have 
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Therefore we have 
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
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




  
Hence if we let 647 )1||)(||1||)(||1||(|| ccBNDKc r   , then 
2)13(3
72||)(|| 

  eceKDF

  . □ 
 
5. Confirmation of non-degenerate property of approximate solutions 
 
Given 00  , we choose }12/,1min{0 00   . And put  
m
m
 20   ( 1m ),  11 3   mmm   ( 1m ). 
Then  
0)21(63 0011 


m
mmm  . 
We put  
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06lim: 00 

  m
m
. 
Assume that )( 00 K  is an approximate solution of (2.16). We put )( 00 KFe  . Let’s 
suppose that 
00
),(0   UK is the approximate solution of  
000)( eKKDF                                                               (5.1) 
given by theorem 4.1 and put 
00
),()()( 001   UKKK . Let’s contract the domain of 1K : 
001 31
),(   UUK . Let’s assume that 1),(1  mUKm  is already defined for 1m . Then 
we define  
)( 11   mm KFe .                                                             (5.2) 
Let’s suppose that 
11
),(1    mmUKm  is the approximate solution of  
111)(   mmm eKKDF                                                      (5.3) 
based on )(1 mK  given by theorem 4.1. We define 
 
m
UKKK mmm    ),()()( 11 .                                         (5.4) 
For 0m  we define  
1))()(()(   m
T
mm DKDKN                                        (5.5) 
in the case of that )()(  m
T
m DKDK  is invertible. And we define 
))(())(())(()(  mmmm KKBKA                                   (5.6) 
and 
.)()(]})()([)()()())((
))(())(())((
)())(())(()({)()()(0



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T
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T
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T
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NDKAADKNDKKB
KHKBKDB
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


      (5.7) 
Now for 71  j  we denote constant jc , that we replace K  in jc  with 1mK , by 
)(
1
j
mc  . For 
example constant  
)|,||||,||||,||||,||||,,(
,,
1
4 21
rrr CC
HBBDKNnc 

  
in lemma 4.6 is replaced with 
)|,||||,||||,||||,||||,,(
,,
1
114
)4(
1 2111 rrrmm CCmmm
HBBDKNncc 

 
  . 
Lemma 5.1.  Assume that for 1m  )( 11   mmK   is approximate solution of (2.16) and  
rKKr
m
mm 


1
011 :  .                                                     (5.8) 
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If 1me  defined by (5.2) satisfies condition 2/1|||| 11 1
)1(1)4(
1  

 mm mm
ec 
 (then lemma 4.7 stands), 
then there exists function 
111  

mmm
K   such that   
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|||||||| 1
2
1
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121  
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
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1
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
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
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Here 
)8(
1mc  is constant depending on 
11
||||,||||,, 11


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mm DKNn  , ||
10
1

  mS ,
rC
B ,1|||| , rB ||||
1 ,
rC
H ,2||  
that satisfies )7( 1
)8(
1   mm cc . Moreover if    
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m
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
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2)8(
11 
                                     (5.11) 
holds, then )(),()()( 11 mUKKK mmm     satisfies   
})(inf;{)( 0
Im
2
0
rKzzUK nrm m  


 C                 (5.12) 
and there exists constant 
)9(
1mc  depending on 
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||||,||||,, 11


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mm DKNn  , ||
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1

  mS ,
rC
B ,2|||| , rB ||||
1 ,
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H ,3||  
satisfying )8( 1
)9(
1   mm cc  such that 
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

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Proof.  Let’s  suppose that 
11
),()()( 111    mmmmm MK   is the approximate solution of 
111)(   mmm eKKDF  given by theorem 4.1. First we prove (5.9), (5.10). From the estimate 

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  ||||||||
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   in lemma 4.7 we obtain 
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Now we put };{),(   nS C  for nC  and positive number  . Let’s fix 
11 3  

mm
U   arbitrarily. Then 11 21),(    mmUS m  .  Therefore from Cauchy’ estimate we have  
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Then for )7( 1
)8(
1   mm ncc  
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   
holds. Because 
m
UKKK mmm    ),()()( 11  , we have 
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from (5.11). Hence for any   satisfying 11 2Im   mm  ,  
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

 C  holds.  
If we define  
))(()()(),( KKDFKFFKR  vvv ,                                  (5.14) 
then 
),())(()()( 1111 mmmmmmm KKRKKKDFKFKF   . 
Therefore  
   )(,(()()()( 1111 mmmmmm KKRKKDFee . 
Accordingly  
mmm
mmmmmm KKRKKDFee  ),()( 1111   . 
Because of 11 3   mmm  , we have  
2
1
)13(
1
3)7(
12111
3111111
111
11
||||)(
)()(










mmm
mmm
mmmmmm
mmmmmm
ecKKDFe
KKDFeKKDFe





 
from (4.89) . 
Let’s estimate ||)(|| 11
2
  mm KtKFD .  If we put 
KKgKHKBKf  )(),)(()(  , 
then 
)()())((:)( KgKfKKHKBKF    
and 0)(2 KgD  because )(Kg is continuous linear map for K . Therefore we have  
)()( 22 KfDKFD  . From composition theorem ([Irwin 1980]) 
0
* ))()(()())(()]()[()]()([


t
xthxfg
dt
d
xhxfDgxhfDgxhfDg . . 
And therefore 
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holds, where ||)(|| 2 KfD denotes the norm of continuous bilinear map ([Dieudonné 1960]). Therefore 
we have for any ]1,0[t  
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2
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Next let’s estimate 
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holds. □ 
Lemma 5.2.  Let’s put   
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H ,3|||| . 
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if we consider the assumption b), then from lemma 5.1 we obtain 
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                                 (5.18) 
from Neumann’s series theorem matrix )( 11  mmn ZNI  is invertible and  
2)||||||||1()||||1(||)(|| 111
1
11
1
11 





 mmmm mmmmmmn
ZNZNZNI  . 
Hence )( 1111111   mmnm
T
mmm
T
mm
T
m ZNIDKDKZDKDKDKDK  is invertible and 
1
1
11 )( 

 mmmnm NZNIN , 
mmmmmm mmmmmmnm
NZNNZNIN  ||||)||||||||1(||||||)(|||||| 1
1
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1
11 
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

  . 
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we have 
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
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






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

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







  
Accordingly we obtain 1).  
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On the other hand, for any ]1,0[t  
2)||||||||1( 111 

 mm mm
ZNt  .                       (5.19) 
Let’s estimate the norm 
mm
S ||||
0
1 of 
 USSS mmm   ),()()(
0
1
0
1
0
1  
for 1m . Let’s introduce simplicity symbols:  
))(())(()()),(()( 1111    mmmmm KBKBBKBB , 
))(())(()()),(()( 1111    mmmmm KDBKDBDBKDBDB , 
))(())(()()),(()( 1111    mmmmm KHKHHKHH . 
Then  
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




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T
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T
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T
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T
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T
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T
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T
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mmmmmm
mmmm
mmmm
T
m
T
mmm
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T
mm
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T
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T
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NDKAADKNDKB
HBDBABBADKN
NNKDDKAAAA
KDDKNNKDDKBB
HHBBBDDB
AABB
BBAA
KDDKNN
NDKAADKNDKB
HBDBABBADKN
NDKAADKNDKB
HBDBABBADKN
SSS
 
holds. Therefore 
mm
S ||||
0
1 is bounded to upper direction by a polynomial with positive coefficients 
which variables are   
.||||,||||
,||||,||||,||||,||||
,||||,||||
,||||,||||
,||||,||||
11
1111
11
11
11
mm
mmmm
mm
mm
mm
mm
mmmm
mm
mm
mm
HH
BDDBBB
AA
KDDK
NN















 
Hence in order to estimate 
mm
S ||||
0
1 by a polynomial with positive coefficients which variables are  
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1
|||| 1  mmN  , 1|||| 1  mmDK  , 1|||| 1  mmA  , r
kC
B ,|||| , r
kC
H ,|||| ,              (5.20) 
we have to estimate quantities  
mmmm mmmm
BAKDN  ||||,||||,||||,|||| 1111   , mm mm HBD  ||||,|||| 11    
by the quantities which are in (5.20).  
mm
KD |||| 1  is estimated as  
111
|||||||| 1
)12(
1
2)8(
131  



  mmm mmmm ecKD 

   
by (5.10). Let’s estimate 
mm
N |||| 1 . We denote the Banach space of all continuous linear maps from 
Banach space E  to Banach space F  by ),( EEL  and denote the set of all topological linear 
isomorphisms  from E  to F  denote by ),( EEIL . Then ),( EEIL  is open set in ),( EEL . If we define  
)),((,)( 1 nnILXXX RR  , 
then we have 
)),((,)( 11 nnLXXXD RR  . 
Accordingly  
2111
1||||
||||||||sup||)(|| 

 XXXXD  
holds.  Then from the integral-typed Taylor’s formula we have 
.)]()[()]([
)))((()()(
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11
1
0


 

dtXYtXXYXYtX
dtXYXYtXDXY
 
Hence 
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)()()(
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m
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T
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T
m
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T
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T
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holds, where  
.)(
)()(
11111
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



mmnmmm
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T
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T
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T
m
ZtNIYtZY
DKDKDKDKtDKDKtE
 
If we consider (5.19), then we have 
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mmmmm mmmmmmmn
NNZNtNZtNItE  ||||2||||)||||1(||)(||||)(|| 11
1
111
1
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




  . 
Hence   
.
]
2
1
2[||||4
||||||||4||||||||
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
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




 . 
   Now we estimate 
mm
A |||| 1 . If 
n2
R  is the element satisfying 1||||  , then 
.||))(())(())(())((||
||))(())(())(())((||
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From mean value theorem we have 
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Similarly we obtain 
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

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
 
Therefore we have 
1
32 ||||||||||4 1
2
1
2)8(
1,,1 



  mrrm mmmCCm
ecHBA 


 . 
Similarly 
mm
B |||| 1 , mmBD |||| 1 , mmH |||| 1 are estimated as follows 
1
11
1
|||||||||||||||||||| 1
2
1
2)8(
1,1,1  



  mrmrm mmmCmCm
ecBKBB 

  , 
1
22
1
|||||||||||||||||||| 1
2
1
2)8(
1,1,1  



  mrmrm mmmCmCm
ecBKBBD 

  , 
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1
22 |||||||||||||||| 1
2
1
2)8(
1,1,1 



  mrmrm mmmCmCm
ecHKHH 

   
by mean value theorem. 
From the above arguments there exists constant )11( 1mc  depending on  
11
||||,||||,, 11


mm
mm DKNn  , ||
10
1

  mS ,
rC
B ,2|||| , rB ||||
1 ,
rC
H ,3||||  
that satisfies 
)10(
1
)11(
1   mm cc  such that 
1
1
)1(2
1
2)11(
1
0
1 ||||





 
mm
mmmm ecS 

  .                                      (5.20) 
Since from the assumption 3) of lemma 5.2: 2/1||||
11
)12(
1
2)12(
1 



 mmmm
ec 
  we have   
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
                                  (5.21) 
matrix )( 0 1
10
1  

 mmn SSI  and )( 11  mmn ZNI  are invertible. From this fact  
][ 0 1
10
1
0
1
0  

 mmnmm SSISS  
is invertible and   
          10 1
10
1
10
1
10 ][ 




  mmmnm SSSIS . 
Hence if we consider (5.20),(5.21), then we have  
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1
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
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







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
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
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


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m
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mmmnm
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ecSS
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
 
□ 
Let’s put )1(,)12( 11   mcc mm . We can obtain the following lemma 5.3 by lemma 5.1 and lemma 5.2: 
Lemma 5.3.  If for 1m  the approximation solution of  (2.16) 
11 
 mmK  satisfies  
1) )()( 11   m
T
m DKDK ,  
0
1mS  are invertible                                                      (5.22) 
2) recr
mmmmm





 1
|||| 1
2
1
2
11 
                                                                           (5.23) 
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3) 2/1||||
11
)12(
1
2
1 



 mmmm
ec 
 ,                                                                            (5.24) 
then )(),()()( 11 mUDKKK mmm     obtained by quasi-Newton method in one step, 
satisfies   
a) 
111
|||||||| 1
2
1
2
121  



  mmm mmmm ecK 

                                                           (5.25) 
b) 
mm
K                                                                                                                  (5.26) 
c) )()(  m
T
m DKDK , 
0
mS  is invertible                                                                 (5.27) 
d) rm mUK )(                                                                                                            (5.28) 
e) 
2
1
4
1
4
1
1





mm
mmmm ece 


 .                                                                                 (5.29) 
Therefore )(),(
m
UKm    is approximate solution of (2.16) and )( mmK  . □                           
Now we establish the condition for 
0
|||| 0 e in which (5.22), (5.23) hold for any 1m .  
Constant 1mc  depends on parameters  ,,,n ,
rC
B ,2|||| , rB ||||
1 ,
rC
H ,3|||| . 1mc  also 
depends on 01  m  and  quantities  
)1(,, 10 111111
11
 

mSsNDKd mmmmmm
mm 
  
related to the approximate solution 1mK . Moreover we know that dependency of mc  for 
),,( mmm sd   is polynomial with positive coefficients from their definition process. Thus there exists 
polynomial with positive coefficients ),,( 321 yyy  related to 
 ,,,n ,
rC
B ,2|||| , rB ||||
1 ,
rC
H ,3||||  such that   
1),,,( 1111   msdc mmmm  .                                               (5.30) 
Since we are finding the solution of (2.16) close to 0K , we expect that quantities mmm sd ,,  remain 
in a neighbourhood of 000 ,, d  respectively. In this case,  1mc  is bounded by 
),,(   mmm sd , 
where   will be conveniently determined. 
Theorem 5.1.  Let’s 0}{ mmc  is sequence of constants that is given by (5.30). For fixed 
)1,12/min(0 00    we define  
0,||||,||||,2 00 
 mKKre
mm mmmm
m
m  . 
Then there exists constant c  depending on  
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0,,,  rn ,
00
||||,|||| 11   mm DKN , ||
10
0
 S ,
rC
B ,2|||| , rB ||||
1 ,
rC
H ,3||||  
such that: if  
0
|||| 0 e satisfies 
2/1||||2:
00
4
0
44 


  ec  ,                                     (5.31) 
rec 











0
||||
12
2
1 0
2
0
2
2
4




  ,                                   (5.32) 
then  (5.22),(5.23),(5.24) hold for 1m .  
Proof.  Let 
)21(2 14)14(120
2    , ),,( 000   dc .          (5.33) 
We take four proposition related to Zm  as follows:  
C1(m) 0
2
0
2
2
4
12
2
1 
 












 crm  
        C2(m) 0
)12()1(42   
mm
m  
        C3(m) ccm   
        C4(m) 2/1)12(2  mmmc 
  
First step: We will prove that C1(m),C2(m),C3(m),C4(m) ( 0m ) mean (5.22),(5.23),(5.24) for any 
1m  under the assumptions (5.31),(5.32).  
C4(m) is just (5.24).  
Next we prove that for 1m  (5.23) holds. From 0||||
0000
 KKr , (5.32) and C3(0) we 
have 
rcccr   0
2
0
2
0
2
0
2
00
2
0
2
00 
 . 
Therefore (5.23) holds for 1m . Next we prove (5.23) holds for 2m . Let 1m . From 
C1(m),C2(m),C3(m) and mm
 20  we have 
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Therefore if we obtain    
  4)12(42)12(624 2222  
mm mm ,                       (5.34) 
then we get (5.23) from (5.32). By the way since we have 
2
2
2
4
4

   from (5.31), if   
14)12(62 22    
mm                                                (5.35) 
is true, then (5.34) is true. However since 
12621262)12(162)12(62 222)2(22  
mmmm mmmm   , 
if  
141262   mm                            (5.36) 
is true, then (5.23) is true. Here inequality  
02222   mm  
that is equivalent to (5.36) holds and therefore (5.23) holds. By lemma 5.2 we have (5.22) from 
(5.23),(5.24). Accordingly if C1(m)-C4(m) are true for 0m , then (5.22)-(5.24) hold.  
Second step: Next we prove C1(m)-C4(m) for 0m under the assumptions (5.31),(5.32). First of 
all, we prove C1(0)-C4(0). Since  0||||
0000
 KKr , C1(0) holds. Since C2(0) implies 00   , 
C2(0) holds trivially. Since from the definition of cc ,0  we have   
cddc  ),,(),,( 0000000  , 
C3(0) holds. By the assumptions 1  and 10   , from C3(0) and 
(5.31): 2/1||||2
00
4
0
44 


  ec  we have 
2/122)( 414
12
00
4
0
4
0
)12(
0
2
0 
   cc . 
And C4(0) holds.  
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Next we prove C1(m)-C4(m) under the inductive assumptions C1(j)-C4(j) for 
1,,1  mj (we can perform 1m  step of quasi-Newton method under the assumptions). 
First we confirm      
)2(,1222
1
1
1 


 jjs j
j
s
sj .                                  (5.37) 
In the case of 2j  since  
12222 21   , 
(5.37) is true. Now we prove (5.37) for case of 1j  under the inductive assumptions 
(5.37) for case of 2j . Since  
 
,1)1(2)1(22
22122222222
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(5.37) holds in the case of 1j .  
Now we prove that (5.31),(5.32),C1(m-1),C2(m-1),C3(m-1) mean (5.23).  
(5.23) holds for 1m . Let’s prove (5.23) for 2m . Since we have  
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considering mm
 20 , for (5.23) it is sufficient to prove  
  4)12(42)12(624 2222  
mm mm  
 considering (5.32). Since 
2
2
2
4
4

  , for the last inequality it is sufficient to prove   
14)12(42)12(62 222    
mm mm . 
Now we prove 14)12(62 22    
mm . Since  
12621262)12(162)12(62 222)2(22  
mmmm mmmm   , 
it is sufficient to prove 141262   mm  for our aim. Since the inequality 
141262   mm  is equivalent to 02222   mm , (5.23) holds.  
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On the other hand, we have 2/11
)1(
1
1
1 



 mmmc 
  from C4(m-1). Therefore all of 
assumptions in lemma 5.1 are satisfied. From lemma 5.1 we have 
(5.13):
2
1
4
1
4)9(
1
1




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mmmm ece 


 . 
Now we prove   
0
)1(412
0
412 )2()2(     jjj
jj
    ( mj 1 )               (5.38) 
by inductive method. First we consider the case of 1j . Since  
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(5.38) holds for 1j . Next in the case of 2j  we prove (5.38) for j  under the inductive 
assumption (5.38) for 1j . Since if we use (5.37) considering      
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And we have (5.38). From (5.38) we obtain C2(m).       
On the other hand since  (5.9):
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|||||||| 1
2
1
2)8(
121  
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  mmm mmmm ecK 

   holds from lemma 
5.1, we have                               
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considering (5.38). Therefore C1(m) holds.  
        Now we prove C3(m). Since from  
(5.10):
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 . Similarly from lemma 5.1 we have  
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Therefore we have 
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This means ccm  . Thus C3(m) holds.  
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C4(m) holds. □ 
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6.1. Convergence of a type of Nash-Moser iteration 
Definition 6.1.  Let’s 00  . Suppose that for any ],0[ 0  real Banach space )||||,(  E  is 
given and they satisfy the following two conditions: For any 0210   , 
1) 
2
E is a sub Banach space of 
1
E . Thus 
21 
EE  . 
2) For any 
1
Ex , 
21
||||||||  xx  . 
Then we call 
00
)}||||,{(  E as scale of Banach spaces. Suppose that map 
00
:  EE F satisfies  EE )(F  for any ],0[ 0 . Then we call that map F  coincide with 
the scale of Banach spaces 
00
)}||||,{(  E . □  
Assume that 1C map 
00
:  EE F  is given, which coincide with the scale of Banach spaces 
00
)}||||,{(  E . And assume that for any ],0[ 0  open set  E)(ND  is given. Now we 
consider a procedure of quasi-Newton method which clarify the existence of solution )(NDK  of 
the equation   
0)( KF                                                                  (6.1) 
for some ],0( 0 . Let’s fix ],0( 0  arbitrarily. Assume that an element EK  is given. If 
)(NDX   satisfies 0)( XF , then from the Taylor’s formula we have 
0)||(||))(()(
2
 KXOKXKDFKF .                                          (6.2) 
If we linearize the equation (6.2) neglecting higher terms in that, then we have   
)())(( KFKXKDF  . 
Therefore if a procedure to obtain the approximate solution K  of the linearized equation 
)()( KFKKDF                                                      (6.3) 
is given, then KKX  would give an approximate solution of nonlinear equation (6.1). We call 
(6.3) as linearized equation of (6.1) at point K .  
Definition 6.2.  If 
0
EK  satisfies )(NDK  for some ],0( 0 , then we call that  
K  is the approximate solution of (6.1) with error )(KFe  . We call 0||)(||||||   KFe  as 
error-size of approximate solution K  for (6.1). On the other hand, if 
0
EK  satisfies )(NDK  
for ],0( 0  and 0)( KF , then we call that  K  is the solution of  (6.1). Thus solution of (6.1) is 
just the approximate solution of (6.1) with zero error.    
Let’s suppose that 
0
EK  satisfies )(NDK  for ],0( 0 . We call any element 
0
EK as approximate solution of (6.3) at K  with error )()( KFKKDF  .□ 
Fundamental Assumptions 6.1.  Assume that real numbers 0c , 0 , 1  are given. We 
choose 00   as 
}12/,1min{0 00   .                                          (6.4) 
Next we put  
m
m
 20   ( 1m ),  11 3   mmm   ( 1m ).                          (6.5) 
Then  
0)21(63 0011 


m
mmm   
is obvious. And put  
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06lim: 00 

  m
m
.                                           (6.6) 
We assume that an approximate solution )( 00 NDK   of equation (6.1) is given. We call 0K  as 0 -th 
approximate solution for (6.1).  
Let’s assume that m -th an approximate solution of (6.1) )( mm NDK   is given. Then assume 
that a rule to give an approximate solution of (6.3) at point mK , mmK E  such that   
)(: 11   mmmm NDKKK                                               (6.7) 
(therefore mmm KKK 1  become approximate solution of (6.1) in this time). We put 
)( mm KFe   ( 0m ),                                                        (6.8) 
m
mm e    ( 0m ),                                                         (6.9) 
0
0
4
0
442

  ec  .                                                  (6.10) 
Theorem 6.1  We assume that:   
1) There exists a sequence of non-negative real numbers 0}{ mmc  such that 
ccm  .                                                                (6.11) 
   
2) 
2
1
2: 0
4
0
44 
   c  (thus   40
4141
0 2
 c ).                                                      (6.12) 
3) 
2
1
4
1
4
1
1





mm
mmmm ece 


      ( 1m ).                                                                           (6.13) 
4) 
mmm
mmmm ecK 


 22
2


   ( 0m ).                                                                          (6.14) 
Then  }{ mK  converges to some solution  EK  of (6.1) and K  satisfies  
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1(
2
4
0
2
0
2
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 
 



cKK .                                   (6.15)  
Proof.  First we prove 
)2(,1222
1
1
1 

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 jjs j
j
s
sj .                                             (6.16) 
Since 
12222 21   , 
then (6.16) holds in the case of 2j . Now we prove (6.16) holds in the case of 1j  under the 
assumption that (6.16) holds for 2j . Since 
 
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(6.16) holds in the case of 1j . Now we prove  
0
)1(412
0
412 )2()2(     jjj
jj
    ( 1j )            (6.17) 
by inductive method. First we consider case of 1j . Since 
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   cc , 
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(6.17) holds for 1j . Now we prove (6.17) holds in the case of j  under the assumption that (6.17) 
holds in the case of 1j  for 2j . If we apply (6.16) considering (6.13) and (6.11), then we have  
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Therefore (6.17) holds. We obtain   
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for 0j . Hence if we consider (6.12): 2/12
0
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0
44 


  ec  and 
(6.17): 0
)12()1(42   
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m , then we have   
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


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24
0
2
0
224
0
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0
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12)1(42
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222
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2)2(
1




  
 (6.18) 
for 1j . Since from (6.18) and (6.14) for 0m : 0
2
0
2
020 00
 



 cK  we have  
)
12
2
1()221(
2
4
0
2
0
2
1
24
0
2
0
2
0 
 











 ccK
j
j
j
j ,   (6.19) 
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



0j
jK  thus }{ mK  converges in E  and 



 
0
0
j
jKKK .                                                        (6.20) 
From (6.19) and (6.20) we have  
)
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




cKKKK
j
j
j
j . 
On the other hand since from (6.17): 0
)1(412 )2(    jj
j
 we have 0lim 

m
m
 ,  
0lim)(lim)( 


 m
m
m
m
m
eKFKF

 
holds. Therefore K  is the solution of (6.1). □     
 
Lemma 6.1  Suppose that the following three assumptions are satisfied: 
1) Map 
00
:  EE F is 
2C . Here we fix 0  such that  
 ])1,0[(,||)(|| 11
2   tKtKFD mm .                      (6.21) 
For example we can take as ||)(||sup 11
2
10


 mm
t
KtKFD .   
2) There exists sequence 0}{  mmc  of non-negative real numbers such that 
111
|||||||| 1
2
1
2
121  



  mmm mmmm ecK 

   )1( m .                    (6.22) 
3) There exists sequence 0}{  mmc  of non-negative real numbers such that 
)1(||||)( 21
)13(
1
3
2111 111







mecKKDFe
mmm
mmmmmm 


 .      (6.23)    
Then )(11 mmmm NDKKK    satisfies 
             21
4
1
4)4(
1 1
||||||||




 mm mmmm ece 

                                              (6.24)  
for )0(,
2)4(  mccc mmm .   
Proof.  Let’s suppose that 
11 
  mmK E  is an approximate solution of 11)(   mm eKDF  given by 
fundamental assumption 6.1. If we define remainder term in the Taylor’s formula as 
))(()()(),( KKKDFKFKFKK  , 
then 
),())(()()( 1111 mmmmmmm KKKKKDFKFKF    . 
Therefore  
),()( 1111 mmmmmm KKKKDFee    . 
Hence we have  
mmm
mmmmmm KKKKDFee  ),()( 1111    . 
Since 11 3   mmm   from (6.23), we have 
.||||)(
)()(
2
1
)13(
1
3
12111
3111111
111
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









mmm
mmm
mmmmmm
mmmmmm
ecKKDFe
KKDFeKKDFe





 
 60 
Now let’s estimate 
m
mm KK ),( 1 . Since from the integral type Taylor’s formula we have  
  
1
0
2
111
2
111 ))(1)(()()()( dtKtKtKFDKKDFKFKF mmmmmmm , 
by (6.22) we have 
.
))(1)((),(
2
1
4
1
42
1
2
21
2
1
1
0
2
111
2
1
111 







 
mmmm
m
m
mmmmm
mmmmm
ecKK
dtKtKtKFDKK







 
Therefore we have 

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
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1
3
1
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||||||||
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mmmmmmm ecece 



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                          .)(
2
1
4
1
4)4(
1
2
1
4
1
42
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11 








 
mm
mmmmmmm ececc 


  □ 
Theorem 6.2.  We suppose that   
1) Map 
00
:  EE F is 
2C .  Here we fix 0  such that  
                               (6.21): ])1,0[(,||)(|| 11
2   tKtKFD mm .                       
2) There exists a sequence 0}{  mmc  of non-negative real numbers such that 
111
|||||||| 1
2
1
2
121  



  mmm mmmm ecK 

   )1( m .  
3) There exists a sequence 0}{  mmc  of non-negative real numbers such that 
)1(||||||)(|| 21
)13(
1
4
2111 111

 



 mecKKDFe mmm mmmmmm 

  . 
4) If we put )0(,
2
 mccc mmm , then ccm  . 
5) 
2
1
2 0
4
0
44 
   c .  
Then }{ mK  converges to a solution  EK  such that 
)
12
2
1(
2
4
0
2
0
2
0

 
 



cKK . 
Proof.  From lemma 6.1 all assumptions in theorem 6.1 are satisfied for )0(,
2
 mccc mmm . 
Therefore from theorem 6.1 we obtain the conclusion of theorem 6.2.  □ 
6.2. Existence of KAM tori 
Theorem 6.3  Let 
n
R  belongs to ),( nD  for some 0  and 1 n . Let’s suppose that 
120 0    and )( 00 K  are given which is non-degenerate. Let’s consider generalized 
Hamiltonian system  
(2.1): )()( zHzB
dt
dz
 . 
We suppose RU nH 2:  and RU nijb
2:  are real analytic and they can be holomorphically 
extended to some complex neighbourhood of the image under 0K  of  0U : 
})(inf;{ 0
Im
2
0
rKzz nr 



C  
for some 0r . We define error function for 0K  as )())(()( 000  KKHJe  . Let 
 61 
12/00   . And we put 
||,||||,|||| 1000000 00
 SsNDKd   , 
)21(2 14)14(
12
0
2   
 , 
),,( 000   sdc ,     
.)21( 14 cC    
If 0e  satisfies  
2/1||||
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0
4 


 eC ,                                     (6.25) 
reC 

0
|||| 0
2
0
2

 ,                                         (6.26) 
then there exists solution )2/(K  of 
(2.16): ))(())(()(  KHKBK   
such that 
rKK  2/0 0||||  . 
Proof.  Let )( 00 K  is given. We put  
m
m
 20   ( 1m ),  11 3   mmm   ( 1m ). 
Then  
0)21(63 0011 


m
mmm  . 
Let m
m


  lim: . Then 2/6 000   . Assume that (6.25),(6.26) hold for .)21(
14 cC    
Then  
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  ec                                        (6.27) 
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                                            (6.28) 
hold . From (6.27) we have 
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  ec                                                  (6.29) 
And from 1 , 
2
1
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 holds. Therefore from (6.28) we have 
rec 











0
||||
12
2
1 0
2
0
2
2
4




 .                                     (6.30) 
Then from theorem 5.1 
a) recr
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 1
|||| 1
2
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2
11 
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1
2
1 
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

 mmmm
ec 
      ( 1m ) 
        c) ccm   
hold. And then from 5.3 11   mmm DKKK  satisfies 
1) 
111
|||||||| 1
2
1
2
21  



  mmm mmmm ecK 

  ,                            
2) 
mm
K  ,                                                                  
3) )()(  m
T
m DKDK ,  mS is invertible,                                                
4) rm mUK )(  ,                                                           
 62 
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
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mmmm ece 
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Therefore from theorem 6.1 there exists solution )2/( 0K  of (2.16) such that 
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 2
0
2
2
4
0 )
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1(|||| . □  
We can obtain the following local uniqueness of invariant tori just as [Llave, 2005]. 
Theorem 6.4.  Let’s assume that ),(  D  and 8/  . Suppose that )(, 21 KK  are 
two solutions of (2.16) such that rUK )(1   and rUK )(2  . For N and 
0S  in which we 
replace K  with 2K , there exists a constant 0c , depending on 
10
,2
1
,
1 )(,,,,,,,, 22
  SNKBBHn
CC
r
rr 


, 
such that if 21 KK   satisfies 121
22 

 KKc , then there exists an initial phase nR  
such that )()())(( 2/21  UKTK r  .□ 
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