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Abstract
It is proved that if a Wiener class matrix function on a connected compact abelian group admits a factor-
ization with respect to a connected compact abelian supergroup, then it admits a factorization with respect to
the original group. In particular, all factorization indices are characters of the original group. An illustrative
example is considered.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
Let G be a (multiplicative) connected compact abelian group and let Γ be its (additive)
character group. Recall that Γ consists of continuous homomorphisms of G into the group of
unimodular complex numbers. Since G is compact, Γ is discrete. In applications, often Γ is an
additive subgroup of R, the group of real numbers, or of Rk , and G is the Bohr compactification
of Γ .
The group G has a unique invariant measure ν satisfying ν(G) = 1, while Γ is equipped with
the discrete topology and the (translation invariant) counting measure. It is well known [14] that,
because G is connected, Γ can be made into a linearly ordered group. So let  be a linear order
such that (Γ,) is an ordered group, i.e., if x, y, z ∈ Γ and x  y, then x+z y+z. Throughout
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, , max, min (with obvious meaning) will also be used. We put Γ+ = {x ∈ Γ : x  0} and
Γ− = {x ∈ Γ : x  0}.
For any nonempty set M , let 1(M) stand for the complex Banach space of all complex-valued
M-indexed sequences x = {xj }j∈M such that
‖x‖1 :=
∑
j∈M
|xj | < ∞;
of course, for each such x at most countably many xj ’s are different from zero. Then 1(Γ ) is a
commutative Banach algebra with respect to the convolution product (x ∗ y)j =∑k∈Γ xkyj−k,
where x = {xj }j∈M , y = {xj }j∈M , and the sequence e having 1 in its 0th position and zeroes
elsewhere is its unit element. Further, 1(Γ+) and 1(Γ−) are closed subalgebras of 1(Γ ) con-
taining e.
Given a = {aj }j∈Γ ∈ 1(Γ ), by the symbol of a we mean the complex-valued continuous
function aˆ on G defined by
aˆ(g) =
∑
j∈Γ
aj 〈j, g〉, g ∈ G, (1.1)
where 〈j, g〉 stands for the action of the character j ∈ Γ on the group element g ∈ G (thus, 〈j, g〉
is a unimodular complex number), or, by Pontryagin duality, of the character g ∈ G on the group
element j ∈ Γ . The set
σ(aˆ) := {j ∈ Γ : aj 
= 0}
will be called the Fourier spectrum of aˆ given by (1.1). Since Γ is written additively, we have
〈α + β,g〉 = 〈α,g〉 · 〈β,g〉, α,β ∈ Γ, g ∈ G,
〈α,gh〉 = 〈α,g〉 · 〈α,h〉, α ∈ Γ, g,h ∈ G.
We will use the shorthand notation eα for the function eα(g) = 〈α,g〉, g ∈ G. Thus, eα+β = eαeβ ,
α,β ∈ Γ.
The set of all symbols of elements a ∈ 1(Γ ) forms an algebra W(G) of continuous func-
tions on G. The algebra W(G) (with pointwise multiplication and addition) is isomorphic to
1(Γ ). Denote by W(G)+ (respectively W(G)−) the algebra of symbols of elements in 1(Γ+)
(respectively 1(Γ−)).
We now consider factorizations. A (left) factorization of A ∈ (W(G))n×n is a representation
of the form
A(g) = A+(g)Λ(g)A−(g), g ∈ G, (1.2)
where A+ ∈ G((W(G)+)n×n), A− ∈ G((W(G)−)n×n), Λ = diag(ej1 , . . . , ejn), and
j1, . . . , jn ∈ Γ . If j1 = · · · = jn = 0, the middle factor Λ in (1.2) can be dropped, and the
factorization is called canonical.
Here and in what follows we use diag(x1, . . . , xn) to denote the n × n diagonal matrix with
x1, . . . , xn on the main diagonal, in that order. Also, for a unital Banach algebra B we denote its
group of invertible elements by G(B).
For Γ = Z and G the unit circle T, definition (1.2) yields the classical Wiener–Hopf factor-
ization; see [4,5,7], and the review [6] for some recent developments. Many results have been
generalized from the classical Wiener–Hopf setting to the case Γ = R (when G becomes the
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odic functions), see [3] and references therein; representation (1.2) is then called the (left) almost
periodic factorization. The case of several variables, when Γ is a subgroup of Rk , including var-
ious applications, was further developed in [10–13]. The notion of factorization in the abstract
abelian group setting was introduced and studied, in particular, for block triangular matrices, in
[8,9]. To emphasize that the factorization factors all have their Fourier spectrum in Γ , we will
say that factorization (1.2) is a Γ -factorization.
If a factorization of A exists, the matrix function A is called factorable. Clearly, invertibility
of A in (W(G))n×n is a necessary condition for its factorability. This necessary condition is also
sufficient in the classical setting, see [5]. The situation becomes much more complicated even in
the almost periodic setting [3].
The subject of this paper stems from the following simple observation about the classical
Wiener–Hopf factorization. Suppose that A ∈ (W(T))n×n has all its Fourier coefficients in a
certain subgroup Z′ of Z. Then, since Z′ = kZ for some natural k, a simple change of variables
allows to write A as A(t) = A′(s), s = tk . Since A and A′ are invertible only simultaneously,
A′ is factorable together with A. Using the Z-factorization of A′ and passing there to the old
variable t , we obtain the Z′-factorization of A. It is natural to ask whether a similar property
holds in an abstract setting. Namely, if a Wiener class matrix function on a connected compact
abelian group admits a factorization with respect to a connected compact abelian supergroup,
does it admit a factorization with respect to the original group? The reasoning that worked in the
classical setting fails in general for two reasons: the groups involved are more complicated, so
that the change of the variable trick does not work, and even if it did, there is (so far) no general
factorability criterion known.
For the canonical almost periodic factorization, the positive answer to the question above was
obtained independently in [10, Theorem 6.1] and in [1] (see the proof of Theorem 2.1 there).
This question was then explicitly posed in [13, Problem 2.5] (in the context of almost periodic
matrix functions of several variables), and once again answered positively in the particular case
of a canonical factorization [13, Theorem 4.1] (still, in the context of almost periodic functions
of several variables). As it turns out, the answer is yes in general:
Theorem 1. Let Γ ′ be a subgroup of the discrete abelian group Γ , let G and G′ be the character
groups of Γ and Γ ′, respectively. Assume that A ∈ W(G′)n×n admits a Γ -factorization. Then A
admits a Γ ′-factorization.
Of course, the analogue of Theorem 1 holds also for the right factorization which differs from
(1.2) by the order of the multiples A±.
2. Preliminary theorems
First, we need the description of all factorizations (1.2) of A ∈ G((W(G))n×n) provided that
A is factorable. Such a description in the classical setting can be found in [5, Theorems VIII.1.1
and VIII.1.2]; the results and their proofs remain literally the same in more general situations,
see, for example, [3] for the almost periodic situation. For the convenience of references, we state
the general result here (but omit the proof).
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uniquely, up to their order. If ordered j1  j2  · · ·  jn, then the multiples A± are defined
up to the transformation
A+ → A+X, A− → Λ−1X−1ΛA−,
where X = [xik]ni,k=1 is a lower block triangular matrix with constant nonsingular diagonal
blocks (the number of which is equal to the number of distinct elements in the sequence j1, . . . , jn
and the sizes correspond to their multiplicities) and the Fourier spectra σ(xik) lying between 0
and ji − jk for jk ≺ ji .
In the classical setting of the Wiener–Hopf factorization, the (uniquely defined) integers
j1, . . . , jn in (1.2) are called the (left) partial indices of A. For the almost periodic factorization,
the real numbers j1, . . . , jn are sometimes referred to as the (left) AP -indices. In the abstract
abelian group setting, we will call the elements j1, . . . , jn the (left) factorization indices of A.
Observe that the matrices X satisfying conditions of Theorem 2 form a subgroup of
G((W(G)+)n×n), and that Λ−1XΛ are in G((W(G)−)n×n).
Denoting by M(X) the Fourier coefficient of X that corresponds to the index 0 ∈ Γ , consider
now matrices X as described in Theorem 2 and satisfying the additional condition M(X) = I .
They also form a subgroup of G((W(G)+)n×n), which we will denote A(j1, j2, . . . , jn) (or sim-
ply A, if the values of j1, . . . , jn are clear from the context). Of course, all matrices in A are
lower triangular.
The next three Theorems 3–5 mean that our main result (Theorem 1) holds under the addi-
tional assumption that one of the three factorization factors lies in G((W(G′))n×n). Formally
being particular cases of Theorem 1, the results of Theorems 3 and 4 are in fact used as the
building blocks of its proof. Theorem 5 can be proved along the same lines with Theorem 4, and
is stated here only for the sake of completeness.
Theorem 3. Let Γ ′ be a subgroup of the discrete abelian group Γ , with the linear order on Γ ′
induced by that of Γ . Let G and G′ be the character groups of Γ and Γ ′, respectively. Assume
that A ∈ W(G′)n×n admits a factorization
A(g) = A+(g)
(
diag
(
ej1(g), . . . , ejn(g)
))
A−(g), g ∈ G, (2.1)
where A+ ∈ G((W(G)+)n×n), A− ∈ G((W(G)−)n×n), and j1, . . . , jn ∈ Γ ′. Then A admits a
Γ ′-factorization.
Observe that the Γ ′-factorization of A may be different from (2.1).
Proof. For X(g) =∑j∈Γ Xjej (g) ∈ W(G)n×n, we denote
(PX)(g) =
∑
j∈Γ ′
Xjej (g) ∈ W(G′)n×n. (2.2)
Rewrite (2.1) in the form
AA−1− = A+D, D = diag
(
ej1(g), . . . , ejn(g)
) ∈ W(G′)n×n,
where we assume j1  j2  · · ·  jn, and take the operator P of both sides. Because of the
hypotheses of the theorem, we have
A
(
P
(
A−1−
))= (PA+)D.
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P
(
A−1+
))
A = D(PA−).
Multiplying the first equality by P(A−1+ ) on the left, the second equality by P(A−1− ) on the right,
and equating the right-hand sides, we obtain
D(PA−)
(
P
(
A−1−
))= (P (A−1+ ))(PA+)D. (2.3)
Thus,
D
(
(PA−)
(
P
(
A−1−
))− I)= ((P (A−1+ ))(PA+)− I)D. (2.4)
It is easy to see that (PA−)(P (A−1− ))− I and (P (A−1+ ))(PA+)− I have the forms
(PA−)
(
P
(
A−1−
))− I = ∑
j∈Γ ′, j≺0
Xjej , Xj ∈ Cn×n,
and (
P
(
A−1+
))
(PA+)− I =
∑
j∈Γ ′, j0
Yj ej , Yj ∈ Cn×n.
Thus,
D
( ∑
j∈Γ ′, j≺0
Xjej
)
=
( ∑
j∈Γ ′, j0
Yj ej
)
D. (2.5)
For p  q , comparison of the elements in the (p, q)th position in the left- and right-hand sides
of (2.5) gives
ejp
∑
j∈Γ ′, j≺0
[Xj ]p,qej =
( ∑
j∈Γ ′, j0
[Yj ]p,qej
)
ejq (2.6)
(we denote by Zp,q the (p, q)th entry of the matrix Z). Since the left-hand side of (2.6) has
Fourier spectrum smaller than jp , and the right-hand side of (2.6) has Fourier spectrum larger
than jq , and jp  jq , we conclude that both sides of (2.6) are equal to zero. Thus,(
P
(
A−1+
))
(PA+)− I
and
(PA−)
(
P
(
A−1−
))− I
are strictly lower triangular. In particular, P(A−1+ ) and PA+ are invertible in (W(G′)+)n×n and
PA− and P(A−1− ) are invertible in (W(G′)−)n×n. Now the equality
A = (PA+)D
(
P
(
A−1−
))−1
or the equality
A = (P (A−1+ ))−1D(PA−)
gives a Γ ′-factorization of A. 
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induced by that of Γ . Let G and G′ be the character groups of Γ and Γ ′, respectively. Assume
that A ∈ W(G′)n×n admits a factorization
A(g) = A+(g)
(
diag
(
ej1(g), . . . , ejn(g)
))
A−(g), g ∈ G, (2.7)
where A+ ∈ G((W(G′)+)n×n), A− ∈ G((W(G)−)n×n), and j1, . . . , jn ∈ Γ . Then A admits a
Γ ′-factorization.
Proof. Write
AA−1− = A+
(
diag(ej1 , . . . , ejn)
)
,
and apply the projection P defined by (2.2). We obtain
A
(
P
(
A−1−
))= A+(diag(P ej1 , . . . ,P ejn)). (2.8)
If one of the jps does not belong to Γ ′, say j1 /∈ Γ ′, then the first column in (2.8) is zero.
Therefore, the first column of(
P
(
A−1−
))
(g) = A(g)−1(A+(g)(diag(Pej1(g), . . . ,P ejn(g)))), g ∈ G,
is also zero. However, the first column of (P (A−1− ))(g) has the form
c0 +
∑
p∈Γ ′,p≺0
cpep(g), g ∈ G,
where cp ∈ Cn×1 and c0 
= 0; indeed, c0 is the first column of the nonsingular matrix A(−1)−,0 taken
from the series(
A−1−
)
(g) =
∑
p∈Γ,p0
A
(−1)
−,p ep(g), g ∈ G.
A contradiction. (We use here the fact that if
B(g) =
∑
p∈Γ
Bpep(g) ∈ W(G)m×n
is such that B(g) = 0 for all g ∈ G, then Bp = 0 for all p ∈ Γ.) Thus, all jp belong to Γ ′, and an
application of Theorem 3 completes the proof. 
Analogously to Theorem 4, its “opposite side” version is proved:
Theorem 5. Let Γ ′ be a subgroup of the discrete abelian group Γ , with the linear order on Γ ′
induced by that of Γ . Let G and G′ be the character groups of Γ and Γ ′, respectively. Assume
that A ∈ W(G′)n×n admits a factorization
A(g) = A+(g)
(
diag
(
ej1(g), . . . , ejn(g)
))
A−(g), g ∈ G, (2.9)
where A+ ∈ G((W(G)+)n×n), A− ∈ G((W(G′)−)n×n), and j1, . . . , jn ∈ Γ . Then A admits a
Γ ′-factorization.
Finally, we quote a technical result on the invertibility in algebras W(G)n×n.
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groups of Γ and Γ ′, respectively. If Aˆ ∈ W(G)n×n is an element which has all of its Fourier
spectrum within Γ ′, then Aˆ ∈ G(W(G′)n×n) if and only if Aˆ(g) ∈ G(Cn×n) for every g ∈ G.
For the proof see [9].
3. Proof of Theorem 1
Let Γ0 be the group generated by Γ ′ and the indices of the Γ -factorization of A. By Theorem 3
A admits a Γ0-factorization. Thus, by considering Γ0 in place of Γ we can assume that the factor
group Γ/Γ ′ is finitely generated, i.e., Γ/Γ ′ is isomorphic to a direct sum of finitely many copies
of Z and finitely many cyclic abelian groups whose orders are powers of primes. Using induction
on the number of direct summands and on the orders of the finite cyclic abelian groups, the proof
is reduced to the two cases: (1) Γ/Γ ′ is isomorphic to Z; (2) Γ/Γ ′ is isomorphic to Zp , the
cyclic abelian group of prime order p.
Consider first the case (2). Let γ ∈ Γ be such that pγ ∈ Γ ′, γ /∈ Γ ′. Since G is the dual of Γ ,
there exists g0 ∈ G such that
〈j, g0〉 =
{
e2πik/p if j = kγ , k = 1,2, . . . , p − 1,
1 if j ∈ Γ ′.
Since A ∈ W(G′)n×n, the definition of g0 implies that
A(g) = A(gg0), ∀g ∈ G. (3.1)
Let
A(g) = A+(g)
(
diag
(
ej1(g), . . . , ejn(g)
))
A−(g), g ∈ G, (3.2)
be a Γ -factorization of A, where
j1  · · · jn, jk ∈ Γ, k = 1,2, . . . , n.
Factorization (3.2) together with (3.1) gives
A(g) = A(gg0) = A+(gg0)
(
diag
(
ej1(gg0), . . . , ejn(gg0)
))
A−(gg0)
= A+(gg0)
(
diag
(
ej1(g), . . . , ejn(g)
))
D0A−(gg0)
for some constant diagonal invertible D0. This equality represents again a factorization of A,
with MA+(g) = MA+(gg0). Due to Theorem 2,
A+(g) = A+(gg0)X(g) (3.3)
for some X ∈A. Iterate:
A+(g) = A+(gg0)X(g) = A+
(
gg20
)
X(gg0)X(g)
= · · · = A+
(
gg
p
0
)
X
(
gg
p−1
0
) · · ·X(gg0)X(g).
Since gp0 ≡ 1, we have A+(g) = A+(ggp0 ), and so
X
(
gg
p−1
0
) · · ·X(gg0)X(g) ≡ I. (3.4)
At this point we need a lemma:
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X(g) = Y(gg0)Y (g)−1, g ∈ G, (3.5)
for some Y ∈A.
Proof. The part “if” is easy using the property that Y(ggp0 ) = Y(g).
We prove the “only if” part by induction on n, the case n = 1 being trivial. Thus, assume that
X ∈A is partitioned
X =
[
Xn−1 0
X˜ 1
]
,
where Xn−1 is (n− 1)× (n− 1) and X˜ is 1 × (n− 1). By the induction hypothesis, we have
Xn−1(g) = Yn−1(gg0)Yn−1(g)−1, g ∈ G,
for some Yn−1 ∈ A(j (1), . . . , j (n−1)). We seek Y ∈ A(j (1), . . . , j (n)) that satisfies (3.5) in the
form
Y =
[
Yn−1 0
Y˜ 1
]
for some unknown function Y˜ . Equation (3.5) boils down to the following equation:
X˜(g) = Y˜ (gg0)Yn−1(g)−1 − Y˜ (g)Yn−1(g)−1, (3.6)
which we have to solve for Y˜ .
Substituting
X(g) =
[
Yn−1(gg0)Yn−1(g)−1 0
X˜(g) 1
]
in the left-hand side of (3.4), an easy computation shows that the left bottom 1 × (n − 1) block
in X(ggp−10 ) · · ·X(gg0)X(g) is equal to
X˜
(
gg
p−1
0
)
Yn−1
(
gg
p−1
0
)
Yn−1(g)−1 + X˜
(
gg
p−2
0
)
Yn−1
(
gg
p−2
0
)
Yn−1(g)−1
+ · · · + X˜(gg0)Yn−1(gg0)Yn−1(g)−1 + X˜(g).
So (3.4) gives
X˜
(
gg
p−1
0
)
Yn−1
(
gg
p−1
0
)+ X˜(ggp−20 )Yn−1(ggp−20 )+ · · · + X˜(g)Yn−1(g) ≡ 0. (3.7)
Using (3.7), and denoting for convenience Φ(g) = X˜(g)Yn−1(g), one verifies that
(Y˜ )(g) := 1 − p
p
Φ(g)+ 2 − p
p
Φ(gg0)+ · · · + −1
p
Φ
(
gg
p−2
0
) (3.8)
satisfies (3.6). From the construction of Y it follows that Y ∈A if and only if the kth entry of Y˜
has its Fourier spectrum lying between 0 and jn − jk , k = 1, . . . , n − 1. According to (3.8), this
is true for Y˜ provided that it holds for Φ . Finally, Φ has this property because X ∈A(j1, . . . , jn)
and Yn−1 ∈A(j1, . . . , jn−1). 
We now return to the proof of Theorem 1. By Lemma 7 we have X(g) = Y(gg0)Y (g)−1 for
some Y ∈A. Thus
A˜+(g) := A+(g)Y (g) = A+(gg0)X(g)Y (g) = A+(gg0)Y (gg0), g ∈ G, (3.9)
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by A˜+. In particular, A˜+ ∈ G(W(G)+)n×n. On the other hand, equality (3.9) shows that
A˜+(g) = A˜+(gg0). (3.10)
Hence A˜+ ∈ (W(G′))n×n, and by Theorem 6 A˜−1+ ∈ (W(G′))n×n as well (the latter inclusion
actually follows also from taking inverses in (3.10): A˜−1+ (g) = A˜−1+ (gg0)). So,
A˜+ ∈ G
(
W(G)+
)n×n ∩ G(W(G′))n×n = G(W(G′)+)n×n.
By Theorem 4, A admits a Γ ′-factorization.
Consider now the case (1): Γ/Γ ′ is isomorphic to Z. Let γ ∈ Γ be such that kγ /∈ Γ ′ for
every nonzero integer k. For every prime integer p, let
Γp := Γ ′ + pZγ ⊂ Γ.
By the already proved case (2), A admits a Γp-factorization for every prime p. In particular, the
factorization indices of A belong to Γp . Since p is an arbitrary prime, the factorization indices
belong to⋂
p prime
Γp = Γ ′.
By Theorem 3, A admits a Γ ′-factorization.
This concludes the proof of Theorem 1.
4. Example
In a variety of applications, including those to convolution type and difference equations on
finite intervals, the almost periodic factorization of matrices
A =
[
eλ 0
f e−λ
]
(4.1)
comes into play. It may be supposed without loss of generality that λ > 0 and σ(f ) ⊂ (−λ,λ);
other than that, the Fourier spectrum of the almost periodic function f is determined by the
nature of the problem, and can in general be arbitrary. In quite a few cases, the factorability
criteria and explicit factorization formulas for matrices (4.1) can be obtained; most of them are
surveyed in [3]. In particular, the factorization always exists if the Fourier spectrum of f is
commensurable, that is,
σ(f ) ⊂ −ν + hZ+
for some ν,h > 0. According to Theorem 1, the factorization indices of A in this case, as well
as the Fourier spectra of the factorization multiples A±, lie in the additive subgroup of R gen-
erated by ν,h and λ. This agrees with the explicit formulas for the factorization indices, see [3,
Section 14.4]. The result for the Fourier spectra of A± can be recovered from the factorization
procedure described there (and involving the so called Portuguese transformation); it was not
stated explicitly though.
A more complicated situation arises when
σ(f ) ⊂ (−ν + νZ+)∪ (α + νZ+) (4.2)
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if λ belongs to the grid in the right-hand side of (4.2). However, Theorem 1 implies that the
factorization indices and the Fourier spectra of G± in this case belong to νZ + αZ (provided of
course that the factorization exists). Some particular cases of (4.2) were handled in [2], including
the situation when
2α + ν  λ ∈ α + νZ+,
and the formulas obtained there agree with this statement.
Observe finally that an arbitrary A ∈ (APW)2×2 with detA ≡ 1 admits a canonical almost
periodic factorization if and only if there exist functions f+, g+ ∈ (APW)+, f−, g− ∈ (APW)−
such that[
g+
f+
]
= A
[
g−
f−
]
and
inf
Im z>0
max
{∣∣f+(z)∣∣, ∣∣g+(z)∣∣}> 0, inf
Im z<0
max
{∣∣f−(z)∣∣, ∣∣g−(z)∣∣}> 0
(see [3, Chapter 23]). The explicit formulas for the factorization multiples A± are given in terms
of the functions f±, g± and solutions to certain corona problems. From Theorem 1 (actually,
from its particular case established in [1,10]) it therefore follows that the Fourier spectra of the
functions f±, g± must lie in the subgroup generated by σ(A).
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