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6.S.CILIMDRICOS
Número de elementos de la agrupación
Para sintetizar una onda plana en el algoritmo de reconstrucción, en
principio necesitamos infinitos modos (4.73), sin embargo puede prescindirse
del espectro invisible, con lo que el número de modos necesario depende del
radio de la región a iluminar. Con una agrupación de N elementos podemos
excitar sin errores de 'aliasing' los N primeros modos (-N/2.+N/2) {Ap.AK Por
ello la síntesis de ondas planas será correcta en una región de radio
p — pmax
N
47T
(6.41)
En el caso de que la separación espacial entre antenas sea As 3 \/2 podremos
iluminar con ondas planas toda la región interior a la agrupación, en caso
contrario la región de reconstrucción sin errores quedará restringida a pmax.
La f ig. 6.17 es una representación en módulo y fase de una onda plana
generada sintéticamente por el algoritmo de reconstrucción (6.33) en una
agrupación de 64 elementos y as > A/2, podemos ver claramente la región de
validez de la síntesis.
Fig. 6.17 Onda piana generada sintéticamente por una agrupación de 64
elementos con espaciado As = 0.7X.
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Influencia del error de medida y Margen dinámico
Para estudiar las repercusiones de los errores de medida en la imagen, se
reconstruyó una serie de cilindros poco difractantes de diferente tamaño,
añadiendo ruido gaussiano blanco a los campos medidos. La f ig. 6.18 muestra las
imágenes de un cilindro de radio 3 X en un medio con tgo = 0.1 y una
agrupación de 64 elementos recibiendo con 33.
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Fig.6.18 Reconstrucción (filtrada) cíe cilindros de bajo contraste (2,4 \) para
varias (S/N).
Podemos apreciar que el nivel de ruido de la reconstrucción es similar al
de los campos, lo que indica un buen condicionamiento del problema inverso. De
esta forma podemos especificar el error de medida del sistema para un margen
dinámico deseado en la imagen.
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6.4.2 Aproximación de Rytov
La aproximación de Rytov consiste en utilizar el algoritmo de Born
preprocesando los campos dispersados {4.6.1.3}. En un sistema cilindrico
tenemos
«s(pr,?e) = Eo(<pr ;<pe) • In f 1 + t*(<pr;<pe) 1L t-ol^pr;qpej J
donde el logaritmo neperiano actúa sobre <pr para cada vista <pe. La parte
imaginaria del logaritmo (fase del argumento) es una función multi valor. En
(6.42) debe utilizarse la fase total acumulada respecto al campo incidente al
calcular el logaritmo.
La aproximación de Rytov es válida para contrastes muy bajos con
independencia del tamaño del cuerpo. La aproximación de Born en cambio depende
del contraste y del tamaño. Para las dimensiones típicas de los cuerpos
biológicos se puso de manifiesto, mediante simulación, la superioridad de la
aproximación de Born, pues tolera mayores contrastes. La fig.6.19 muestra las
imágenes obtenidas mediante ambas aproximaciones de cilindros de radio 4 A
para contrastes bajo y alto.
Para obtener la parte imaginaria del logaritmo (fase total acumulada) se
recuperó la fase del argumento eliminando los saltos entre -n «» rc, aumentando
previamente la densidad de las muestras con FFT y extensión con ceros del
espectro. Para muy bajo contraste ambas reconstrucciones coinciden, ya que
ln(l+x) = x para x « 1 (6.43)
sin embargo para contrastes mayores la aproximación de Born proporciona una
reconstrucción más fiel.
La aproximación de Rytov se ha utilizado con éxito en otros contextos
como la reconstrucción de perfiles atmosféricos [87] donde el contraste es
mínimo, y los tamaños del objeto son muy grandes.
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Fig.6.19 Reconstrucción mediante las aproximaciones de Born (curva sólida) y
Rytov (curva a trazos) del mòdulo del contraste de cilindros de radio 8 A con
pérdidas iguales al agua (tgô^O.l). Fig. superior: contrasted.019. Fig.
inferior: contraste=0.3.
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6.4.3 Algoritmo de f ocalización
La combinación aditiva de las imágenes multivista obtenidas con
operadores de focalización no garantiza la reconstrucción correcta del cuerpo
{4. 6.2}. Por este motivo la utilización de focalización en un sistema
cilindrico no había sido estudiada en profundidad. La aplicación de esta
técnica a geometrías cilindricas se ha revisado al redactar este apartado de
la tesis. Como resultado se ha diseñado un algoritmo eficiente y en principio
•
capaz de reconstruir sin errores en medios con pérdidas. Debido a la novedad,
el algoritmo no ha sido implementado hasta el momento.
En un sistema de emisión y recepción secuencial como el cilindrico, la
imagen puede obtenerse focalizando la agrupación sobre -los puntos de interés
simultáneamente en emisión y recepción. Este procedimiento evita los errores
de la combinación de vistas. Las corrientes que sobre una línea circular
producen un campo focalizado se calcularon en {4.5.1.3} para un medio
homogéneo. El espectro en modos cilindricos de la corriente que producía un
campo focalizado Ef sobre ro' = (<po' ,po' ) es
Jf(n;rV ) =
Hn (koR)
donde Ef(p' ,<p' ) = Eo Jo(ko|r' - ro' |) es invariante con la posición del foco.
Imaginemos que podemos trabajar simultáneamente con todos los elementos
de la agrupación en emisión y recepción. Para reconstruir el contraste del
cuerpo en la posición ro' focalizaremos la emisión sobre este punto,
induciendo corrientes sobre el dieléctrico de forma selectiva
J(r') = -jueo C(r') E(r' ) (6.45)
donde C y E son el contraste de permitividad y el campo total respectivamente.
Si el cuerpo no es muy difractante podremos utilizar la aproximación de Born
sobre el campo total
J(r') s -juco Eo C(r') Jo(ko|r'- ro' I ) (6.46)
J(r' ) producirá un campo dispersado Es(r) en la agrupación sobre el que
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podemos aplicar un operador de focalización para reconstruir el valor de la
corriente fuente. Para ello utilizaremos la misma distribución Jf que en
emisión
Jr(ro') = g { Es(r);r°'> = f Jf(r;rV ) Es(r) dr = f J(r ' ) Ef (?' ) dr' (6.47)
J y V
sustituyendo en la última integral J(r') y Ef(r'), tenemos adoptando un valor
conveniente de amplitud Eo
Cr(ro') = Jr(rV) = f C(r') Jo2(ko|r'- rV|) dr' ; Eo2= — i
J,,/ wco
(6.48)
Es decir la reconstrucción del cuerpo es la convolución del contraste real con
la función de variación radial Jo , lo c
de resolución y nivel de lóbulo secundario.
que permite establecer los parámetros
Jo2(ko|?|) \ Primer lóbulo = -15.8 dB
 (&
Ancho -3dB = 0.25 X
Implementación del algoritmo
Debido a la dificultad tecnológica de realizar una agrupación de
amplitud/fase controladas, la focalización será sintética a partir de las
medidas individuales entre antenas. La medida multivista será una matriz de
campo dispersado Es(<pr,tpe)t siendo <pr y <pe las posiciones angulares de los
elementos emisor y receptor, como muestra la f ig. 6.10. Recordemos que debido a
la fase lineal angular en (6.44), las corrientes de focalización Jf son
invariantes o convolucionales en <p, pero no en p. De esta manera dada una
profundidad radial de reconstrucción pò para focalizar en un ángulo <po' basta
con desplazar angularmente las corrientes, obteniendo
Cr(tpo' ¡po' ) = Es((pr,<pe) Jf(<pr-<po' ¡po' ) dtpr Jt(<pe-<po' ¡po' ) dtpe (6.50)
La integral interior es el operador de focalización en recepción. Gracias a la
linealidad de la dispersión, podemos combinar las reconstrucciones de cada
vista o incidencia con los pesos adecuados para sintetizar la focalización en
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emisión, resultando la integral exterior. La doble convolución en (pr, <pe puede
expresarse en el dominio espectral discreto como productos
<pr , tpe n , m
Cr(n,m;po' ) = Jf(m;po' ) • Jf(n;po' ) • Es(n,m)
(6.51)
(6.52)
el dominio espacial de Cr se obtendrá como transformada inversa bidimensional
de Cr
Cr(^or,C>oe;po' ) = & 1 -I Cr(n,m;po') V (6.53)
Como <por = <poe = (po' al focalizar en emisión y recepción sobre el mismo punto,
no es necesario evaluar la transformada inversa bidimensional, basta con
calcular
00 00
Cr(<po'-.po') = Cr(n,m;po')
 e
j(n+m)ípo/
 (6.54)
n=-oo m=-oo
llamando q = n+m podemos expresar Cr en forma de FFT unidimensional
Cr(<f>o' ;po' ) =
q = -oo
Cr(n,q-n;po' )
n=-oo
(6.55)
La sèrie de focalización Jf(n;po' ) es una matriz que depende de la geometría
de medida y podría tabularse para ahorrar tiempo de CPU. De esta forma el
algoritmo de reconstrucción queda para N elementos y N - N pixels de imagen
E s ( ( f r ,<PC)
?2D -> Es(n.m) <N FFT(N)>
* para cada po' (N)
* para cada q (2N)
V C r ( n , q - n ; p o ' ) <8N3 mu l t ip .>
i = -ra
> C r ( < p o ' ;po' ) <N FFT(N)>
Cr ( « p o ' , p o ' ) -» In terpolación -> C r ( x ' , z ' )
\
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El número de operaciones O es similar al del algoritmo anterior basado
en el recubrimiento espectral del cuerpo. Como todas las transformadas de
Fourier son angulares no estamos condicionados por el valor complejo del
número de onda ko, por lo que en principio las pérdidas no limitan la validez
de este algoritmo.
6.5 Algoritmos de orden superior
En {4.8} se formularon varias técnicas destinadas a reconstruir cuerpos
de alto contraste. En esta línea se han desarrollado varios algoritmos para
geometría cilindrica, que han sido ensayados mediante simulación numérica y de
forma experimental. En este apartado describiremos la implementación de los
algoritmos y su evaluación.
6.5.1 Reconstrucción diferencial
La reconstrucción diferencial consiste en procesar con un algoritmo de
primer orden los cambios en campo dispersado, producidos por una alteración
del cuerpo. El objetivo es reconstruir el cambio en el dieléctrico. Como vimos
en {4.8.2}
 t el método podría ser utilizado en cuerpos de alto contraste
proporcionando imágenes cualitativas. Para verificar esta hipótesis, se
simularon cambios en un modelo simplificado de cabeza humana (fig.6.20). La
alteración corresponde al calentamiento de 2°C de zonas anulares de distintos
diámetros en el cerebro. Se ha utilizado la sensibilidad térmica del agua
{2.3.2} para calcular el cambio en permitividad del cerebro. La f ig. 6.21
muestra la imagen absoluta obtenida con la aproximación de Born y cortes de
las imágenes diferenciales. Los parámetros de la simulación son una frecuencia
de trabajo de 2.45 GHz, agrupación de 64 elementos y medio externo agua. La
posición de los cambios es correcta pero no su amplitud, debido al alto
contraste del cuerpo y a sus pérdidas más elevadas respecto al agua. En
{8.2.1} se describe una simulación más realista de este método aplicado a la
reconstrucción de la cabeza humana.
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Fig.6.20 a) Modelo cilindrico simplificado de cabeza humana, b) modelo con
cambios térmicos en una zona anular del cerebro. Valores: hueso: 7.5-8 cm,
e=4.52-j0.84, cerebro (37°C) r=7.5 cm e=33.2-j9.3, cerebro (39°C) Ar=l cm
e=33.22-j8.92.
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Fig.6.21 a) Imagen absoluta del modelo 6.20a), b) cortes de las imágenes
diferenciales correspondientes a varios diámetros de la alteración 6.20b).
6.5.2 Método de optimización
El método consiste en optimizar los parámetros de un modelo sencillo del
objeto de forma que disminuya el error entre los campos dispersados medidos y
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los calculados para el modelo {4.8.3K Un algoritmo de optimización para
geometría cilindrica se evaluó mediante simulación numérica y de forma
experimental aplicado a la reconstrucción de cilindros dieléctricos de varias
capas. El objeto a reconstruir queda definido por los diámetros de las capas y
su permitividad compleja. En la simulación se utilizaron los parámetros de un
sistema cilindrico real a 2.45 GHz, con una agrupación de 20cm de diámetro y
64 elementos, medio externo agua, y recepción sobre la mitad de la agrupación
enfrenetada al emisor.
El campo dispersado por el cuerpo y el modelo imagen se calculan
analíticamente, resolviendo los coeficientes de los modos cilindricos o
mediante el método recursivo de Richmond. Como método de optimización se ha
utilizado el simplex por su robustez frente a la pérdida en mínimos locales.
La iteración puede pararse al obtener un error inferior a un umbral prefijado
o cuando la mejora aportada por una nueva iteración es pequeña. La tabla 6.1
presenta los resultados obtenidos mediante simulación añadiendo ruido gausiano
al campo medido.
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Tabla 6.1 Reconstrucción de un cilindro de dos capas en función de la S/N en
la medida
Puede observarse la gran robustez del método frente al ruido. Este hecho
es consecuencia de la sobreespecificación de este método inverso, ya que
reconstruimos 6 parámetros a partir dé una matriz de medida de 64*33 elementos
complejos. Los resultados se han obtenido después de unas 150 iteraciones con
un tiempo de cálculo de 15' en un ordenador HP9000/840.
La f ig. 6.22 muestra el campo dispersado por un cilindro homogéneo medido
en un sistema cilindrico y el calculado para el modelo optimizado, puede
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observarse la alta correlación entre la medida y el campo calculado. Los
valores medidos con el método del coaxial abierto (OECL) {2.2} son similares a
los reconstruidos
t go
Método OECL 2.23 56 0.48
Reconstrucción 2.23 61.6 0.38
nod. m 8 5 18 15 20 25 38 35 48 45 50 55 60 65
Fig.6,22 Valores reconstruidos y campo dispersado (módulo) por un cilindro
homogéneo centrado: medido (continuo) y calculado (a trazos) para el modelo
optimizado.
6.5.3 Síntesis adaptada de ondas planas
El algoritmo basado en la hipótesis de Born descrito en {6.4.1} permitía
el recubrimiento espectral del contraste a partir de los campos medidos según
(6.33)
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-, . 00 CO
C[ko(ê+êo)] = ~2 J £ J J(-n;-ê) J(-m;-êo) Êm(n.m) (6.56)
ko (ûfJLo n=-eo m=-oo
donde
¡n jne
--
 J e
Hn (koR)
(6.57)
es el espectro de corrientes que produce sobre la agrupación de radio R una
onda plana dirigida según -e en el medio externo de nùmero de onda ko.
La filosofia del método de síntesis adaptada era crear ondas planas en el
interior del cuerpo conociendo su contorno y su permitividad promedio. En la
sección {4.8.5.1} calculamos las corrientes que, sobre una agrupación
cilindrica, producían ondas planas en el interior de cilindros homogéneos de
permitividad arbitraria. Utilizando (4.169), el espectro de corrientes que
produce un onda plana de la misma amplitud dirigida hacia -6 en un cilindro
centrado de radio a y número de onda ki es intercambiando n por -n
_ Jn(kia) H n 2 > ( k o a ) - (ki/ko) Jn (k ia ) Hn'(kia)l~n;— a) —
Hn2 )(koR) Jn (koa) Hn 2 ) (koa) - Jn(koa) H 2 ) (koa)
(6.58)
el algoritmo de síntesis adaptada se obtiene simplemente al utilizar J° en vez
de J en (6.56). Para comprobar la calidad de la onda plana sintetizada, se
calculó la superposición de modos cilindricos producidos por los 64 elementos
de una agrupación, con una ponderación dada por Jc. El resultado se muestra en
la f ig. 6.23 evidenciando la alta pureza de iluminación obtenida.
La fig. 6.24 es un corte de la reconstrucción simulada de un cilindro de
dos capas mediante síntesis adaptada, tomando una permitividad de referencia
como promedio de las dos capas. La parte real de la permitividad se
reconstruye con precisión, aunque la parte imaginaria presenta errores
mayores.
La fig.6.25 (imag. superior) es la reconstrucción experimental con el
algoritmo de Born de un modelo de brazo humano muy difractante en el que se
han simulado los huesos con dos barras de PVC, que no aparecen en la imagen.
La imagen inferior corresponde al algoritmo de síntesis adaptada, donde pueden
distinguirse los huesos.
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Fig.6.23 Onda plana en el interior de un cilindro de e = 35 y radio 4cm
a 2.45 GHz.
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Fig.6.24 Reconstrucción simulada de un cilindro de dos capas en agua. Cilindro
interior: c=49A5, tgô=0.1, r=2.786 cm. Cilindro exterior: c=62.58, tgô=0.1,
r=5.572 cm. Cilindro de referencia: c=58.2l, tgô=0.1, r=5.572 cm
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Fig.6.24 Reconstrucción de una maqueta de antebrazo humano muy
difractante, imagen superior: Algoritmo de Born, inferior: síntesis adaptada.
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En {4.8.5.2} calculamos las corrientes para producir ondas planas en un
cilindro homogéneo descentrado. En este caso al perderse la simetría
cilindrica, el espectro de corrientes no es invariante respecto a la dirección
de la onda plana
Jd(-n;-0) = j? CP Jn-pCkopo)
 e~
j(n
"
p)ípo
 (6.59)
p=-oo
donde Cp viene dado por (6.58)
Al sustituir en (6.56), ya no existe una dependencia de fase lineal con 0, 0o
y por tanto C[ko(0+0o)] no puede obtenerse como transformada inversa
bidimensional de Fourier. Por ello la versión para cilindros descentrados del
algoritmo de síntesis adaptada es mucho menos eficiente aunque más general que
la versión centrada.
6.5.4 Otras técnicas ensayadas
Además de las técnicas presentadas en los apartados anteriores, se
ensayaron otros métodos basados en información 'a-priori* sobre el campo
interior al cuerpo. La mejora obtenida respecto al algoritmo de primer orden
es pequeña. En particular se investigó un algoritmo basado en la corrección
multiplicativa de la imagen, estimando el campo total en el cuerpo, y un
algoritmo basado en la modificación del número de onda sobre la aproximación
de onda plana.
Factor de corrección de campo total
La idea básica de este algoritmo es intentar corregir el error causado
por la aproximación de Born, en la ecuación integral del campo dispersado
Es(r) = -ko J C(r ' ) E(?') G(r-r') dr' (3.31)
donde para reconstruir aproximamos (Born) E(r ' ) & Eo(r').
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En objetos de alto contraste la aproximación no es válida y podemos escribir
Es(r) = -kS N C(r') u ' \ Eo(r') G(r-r') dr (6.60)
donde el término entre llaves que denominaremos CB(T' ) es el contraste
obtenido (incorrecto) al utilizar la aproximación de Born para invertir
(3.31). Si utilizando información 'a-priori' puede estimarse el campo total
E(r' ) en el interior del objeto, en principio podría corregirse la imagen
CB(?' ) mediante un factor cociente entre los campos incidente y total en el
cuerpo
C(r') = CB(r') Eo(?/) (6.61)
. ; •£(?')
Sin embargo debe observarse que el campo incidente y total son diferentes para
cada vista, mientras que la imagen se obtiene como superposición espectral o
espacial de la información multivista. Para ensayar la corrección del campo
total se rediseñó el algoritmo de Born para geometría cilindrica, utilizando
la técnica de interpolación espacial en sistemas planos {5.3.3}. De esta forma
la reconstrucción se obtiene como combinación espacial de las imágenes
correspondientes a cada vista, permitiendo en principio la corrección mediante
(6.61) de cada vista por separado.
En la fig.6.27 (curva b) se muestra la evaluación de este algoritmo
mediante el cálculo del error cuadrático medio. Puede verse que apenas mejora
la aproximación de Born. La razón estriba en que la corrección se aplica a una
versión paso-banda de Cß(r' ), pues cada vista contiene un círculo del dominio
espectral CB(T|). La corrección multiplicativa sería posible si para cada vista
accediésemos al espectro completo de CB, lo que no ocurre debido al carácter
paso-banda de la función de Green.
Modificación del número de onda en el cuerpo
Los algoritmos de recubrimiento espectral deben su eficiencia al hecho de
aproximar el campo total en el cuerpo como una onda plana. De esta manera
puede establecerse una correspondencia biunívoca entre el espectro de
corrientes y el del cuerpo. En la f ig. 3.2 puede observarse la fase del campo
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en el interior de un cilindro muy difractante.
La aproximación del campo total en el cuerpo por el incidente (Born) es
incorrecta debido sobre todo al desfase progresivo causado por un número de
onda diferente entre medio y cuerpo. Una aproximación mejor sobre el campo
total sería suponer una onda plana similar a la incidente pero usando un
número de onda promedio del cuerpo en lugar de ko. La f ig. 6.26 muestra la
nueva aproximación y como se modifica el recubrimiento espectral al variar el
número de onda.
K < Ko K > Ko
K.
Fig.6.26 Modificación del número de onda en la aproximación y recubrimiento
espectral asociado para k < ko y k > ko.
Desafortunadamente aparece un nuevo problema al constatar que no tenemos
acceso a una región circular paso-bajo del espectro. Para recuperar el
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espectro de baja frecuencia se ensayó la continuación analítica [88] del
espectro utilizando información 'a-priori', en este caso el contorno del
cuerpo (la imagen debe ser cero fuera del contorno) y un margen permitido de
permitividad. El algoritmo de continuación analítica utilizado es:
Espectro inicial :C
I
* bucle de continuación analítica
: C
fuera del contorno del cuerpo: C = O
aplicar restricciones de permitividad posible a C
FFT : C
No existe un criterio claro para detener la iteración, sin embargo se ha
comprobado que tras unas decenas de iteraciones la reconstrucción va
empeorando progresivamente. El error de reconstrucción de este algoritmo se
muestra en la fig.6.27 donde podemos ver que no mejora sustancialmente la
aproximación de Born. La causa de este pobre resultado es probablemente el
error introducido por la continuación analítica del espectro, y la distorsión
del campo interior respecto a la aproximación de onda plana.
6.6 Estudio comparativo de los algoritmos
Aunque puede realizarse un estudio cualitativo de la calidad de las
reconstrucciones obtenidas con diversas técnicas, se estimó necesario definir
un criterio objetivo de calidad, para cuantificar la mejora obtenida con los
algoritmos diseñados para alto contraste. Un criterio utilizado en la
evaluación de algoritmos planos es la relación potencia de error / potencia de
imagen, o error cuadrátteo medio nornlalizado [31]
f |C(r ) - Cr ( r ) | * dr
ECM = =L= (6.62)
I | C ( r ) | 2 d r
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6.S.CILINDRICOS
Para evaluar la calidad de los algoritmos desarrollados se llevó a cabo
una simulación numérica consistente en reconstruir una serie de cilindros
variando su permitividad. Para ello se calcularon los campos dispersados por
cilindros homogéneos de 3 cm de diámetro, disminuyendo su permitividad
respecto al agua (e « 77) y por tanto aumentando su contraste de forma
progresiva. La f ig. 6.27 muestra los resultados obtenidos con las diferentes
técnicas.
(EOM)
a 32 36 40 44 48 52 SB 60 64 59 72 76
(eps)
Fig.6.27 Error cuadrática medio obtenido con las técnicas desarrolladas para
cuerpos de alto contraste, evaluado para un cilindro de 3cm de radio variando
su permitividad. a) Algoritmo convencional de primer orden, b) Factor de
corrección, c) Modificación del número de onda, d) Algoritmo de síntesis
adaptada con un error de estimación del 5% en permitividad y contraste, e)
Síntesis adaptada con error de 107, en el radio y 35% en contraste, f) Síntesis
adaptada con error de 10% en radio y 65% en contraste.
Destaca el bajo error del algoritmo de síntesis adaptada. Como el
conocimiento 'a-priori' de un cuerpo nunca es exacto, una evaluación realista
de esta técnica debe incluir errores en la estimación del tamaño y
permitividad del cuerpo. Las curvas d.e.f muestran los resultados del error en
la estimación del cilindro. Aún en presencia de fuertes errores el ECM es
siempre menor que los proporcionados por otros métodos.
Resumiendo, se han evaluado varios métodos de reconstrucción, basados en
algún tipo de conocimiento 'a-priori' sobre el cuerpo:
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El método de corrección del campo total utilizaba una ponderación!
multiplicativa sobre una versión espectralmente incompleta del cuerpo. Como
consecuencia no se consigue mejorar apreciablemente la aproximación de primer
orden.
El método de modificación del número de onda en el cuerpo, permite una
implementación eficiente pues es un algoritmo de recubrimiento espectral. Sin
embargo no es posible acceder a la región de baja frecuencia. Se ha ensayado
completar la información mediante continuación del espectro a partir del
contorno del cuerpo y un margen de permitividades posible sin resultados
satisfactorios.
El método de optimización funciona correctamente para cuerpos que puedan
parametrizarse con pocas variables, lo que limita su aplicación a cuerpos
!
complicados como los biológicos. '
El método diferencial consigue visualizar la estructura interna de
cuerpos de alto contraste, a partir de los campos de un cuerpo de referencia
con permitividades promedio en su interior. Otra aplicación del algoritmo es
la reconstrucción de cambios dieléctricos en el cuerpo.
El algoritmo de síntesis adaptada permite reconstruir cuantitativamente
un cuerpo de permitividad muy diferente a la del medio de referencia. Se ha
realizado un algoritmo válido para cuerpos de sección aproximadamente circular
centrados en el eje de la agrupación. La dificultad de centrar cuerpos
biológicos con precisión ha condicionado hasta el momento su evaluación
experimental.
Finalmente se ha formulado un algoritmo de síntesis adaptada que evita la
necesidad de centrar el cuerpo, y también un algoritmo eficiente utilizando
operadores de focalización válido para medios con pérdidas. Debido a la
novedad estos algoritmos no han sido aún implementados.
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CAPÍTULO 7 DEFINICIÓN Y DISEÑO DE UN PROTOTIPO CON GEOMETRÍA CILÍNDRICA
Aunque es posible simular numéricamente algunos aspectos de la tomografia
de microondas, la evaluación completa de una nueva geometría de medida
requiere un estudio experimental. Por ello se decidió diseñar y construir un
prototipo de tomografia cilíndrica, lo que además permitiría estudiar algunas
aplicaciones biomédicas de esta técnica sobre maquetas y cuerpos 'in-vivo'.
El prototipo a desarrollar debía reproducir en laboratorio las
características básicas de un sistema de aplicación clínica, minimizando en lo
posible el tiempo de adquisición y el coste del equipo.
7.1 Especificaciones de diseño
Los parámetros básicos en la definición de un sistema de tomografia de
microondas son la frecuencia de trabajo, la potencia de iluminación, el
diámetro y número de elementos de la agrupación de medida y el tiempo de
adquisición.
En sistemas capaces de radiar campos al exterior conviene escoger una
frecuencia dedicada a aplicaciones industriales-científico-médicas (ISM), para
no interfererir con otros servicios. Teniendo en cuenta que para esta
aplicación debemos trabajar en el margen l-4GHz {4.3}, tenemos básicamente dos
frecuencias ISM a elegir: 915MHz y 2.45GHZ. A 915 MHz la atenuación disipativa
en el agua es del orden de 0.3 dB/cm, y la resolución alcanzable es A/2 « 2 cm
por lo que estaría indicada en la obtención de imágenes de cuerpos grandes
como el tórax humano. A 2.45GHz la atenuación es de 2 dB/cm permitiendo
alcanzar resoluciones del orden de 7mm, y obtener imágenes de cuerpos mas
pequeños como extremidades, cuello, o la cabeza humana. Las dimensiones de la
agrupación a igualdad de elementos son menores a 2.45GHz, por lo que se adoptó
esta frecuencia para el prototipo.
La potencia de iluminación debe dimensionarse procurando no exceder el
límite de 5mW/cm2 recomendado por la norma ANSÍ C.95.1-1982 {2.5} a estas
frecuencias. La tecnología disponible en la actualidad permite generar
potencias del orden del watio utilizando amplificadores de estado sólido.
Potencias mayores requieren el uso de múltiples amplificadores con una red de
combinación de potencia o de tubos de onda progresiva (TWT) incrementando el
coste del equipo. Por ello se tomó como potencia de emisión 1W que puede
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conseguirse con amplificadores comerciales.
El diámetro de la agrupación debe dimensionarse en función de la
atenuación tolerable en la medida del campo, que dependerá del nivel de
interferencias del sistema, la potencia de emisión, del nivel de ruido y del
ancho de banda del receptor. El número de elementos se escoge para mantener un
muestreo espacial próximo a A/2.
El tiempo de medida por elemento para permitir una adquisición rápida
debe estar en torno al milisegundo, lo que conlleva una ancho de banda del
sistema de 2KHz debido a la doble ventana de un detector síncrono (DSB). El
factor de ruido del sistema utilizando un amplificador de bajo ruido como
primera etapa puede quedar entorno a 3 dB. De esta forma el nivel de ruido
será
N = F k Tó B * -138 dBm (7.1)
el nivel de señal al atravesar un diámetro para obtener 30 dB de S/N será
S = Wt - At « N +30 dB = -108 dBm (7.2)
para una potencia de emisión de IW, Wt = 30 dBm y la atenuación máxima
tolerable resulta
At * 138 dB (7.3)
restando de At las pérdidas en multiplexors (-8 dB), moduladores ASK (-7 dB),
cables (-2 dB), alimantación de las antenas (-2 dB), etc. llegamos a una
atenuación máxima en el agua del orden de 100 dB. Utilizando (6.24) se obtiene
un diámetro máximo de la agrupación de unos 25cm, con antenas de ganancia
unidad. El número de elementos para mantener un espaciado de A/2 es N « 110.
7.2 Descripción del sistema
El prototipo desarrollado consta básicamente de una sección de microondas
y una sección de circuitos de baja frecuencia, con una estructura básica puede
verse en la fig.6.1. La sección de microondas incluye la agrupación de medida,
las redes de distribución de señal, y el emisor-receptor coherente de
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microondas. La sección de baja frecuencia comprende los circuitos de control,
los detectores síncronos y otros susbsistemas de soporte como circuitos de
supervisión y fuentes de alimentación. Finalmente un ordenador de 32 bits
realiza las tareas de adquisición de datos, reconstrucción y presentación de
las imágenes.
7.2.1 Agrupación de medida
De las opciones descritas en {6.2} para realizar la agrupación se decidió
utilizar una guía de onda terminada en bocina de plano E como elemento básico,
presentando la ventaja de focalizar axialmente el campo. Sin embargo el
muestreo con una agrupación de guías para polarización (E) axial no puede ser
muy denso puesto que la anchura de las guías debe ser mayor que A/2 para no
estar en corte y además debe tenerse en cuenta el espesor de las paredes. Para
una agrupación inmersa en agua, tomando una frecuencia de corte en la guía de
2 GHz la anchura de la guía debe estar en torno a los 9 mm y con un espesor de
pared de 2 mm obtenemos un paso de muestreo As «* 11 mm. Para un diámetro de 25
cm el número de elementos es N » 70. Se escogió un número binario N=64 por las
ventajas de realización de multiplexores y algoritmos utilizando FFT. Con 64
elementos el diámetro de la zona libre de errores de "aliasing* es de unos
14 cm.
Las guías se realizaron mediante un 'sandwich' de 3 piezas de latón
formando además una bocina en plano E común a toda la agrupación. La
estructura de la agrupación permite albergar los multiplexores de microondas y
la circuitería de control asociada. La agrupación se coloca entre dos
cilindros de plástico formando un contenedor que se llena de agua destilada.
La excitación de las guías se consigue mediante un poste de longitud « A/4
centrado sobre la cara ancha de la guía, y que comunica mediante coaxial al
multiplexor.
El perfil de la bocina se optimizó para conseguir una iluminación axial
lo más plana posible en amplitud y fase, para ello se utilizó un método
incremental {3.6.1} sobre un modelo discretizado del perfil. Como consecuencia
de este estudio se adoptó un perfil exponencial para la bocina como indica la
fig.7.1, en la que puede verse también las características del campo radiado,
obtenido mediante simulación.
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Fig.7.1 Detalle de la guía y bocina. Campo en la apertura de la guía en agua.
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El diámetro de la bocina es de 20 cm, con una apertura en la dirección
axial (plano E) de aproximadamente D = 2A. Suponiendo iluminación uniforme
puede estimarse la divergencia axial del campo en la región de medida
utilizando (6.6). La distancia en que el campo puede suponerse colimado a la
dimensión de la apertura es
RC « —JL_ = 4X * 5.5 cm (7.4)
A
En la zona central de la agrupación la zona iluminada tendrá un espesor
teórico a -3 dB de 6 cm en un medio sin pérdidas (6.8). Sin embargo al tener
en cuenta las pérdidas del medio, los caminos que se alejen del plano de la
agrupación quedarán más atenuados, por lo que puede esperarse una respuesta
axial menor a la obtenida en este análisis.
7.2.2 Arquitectura de Radiofrecuencia
Para simplificar las redes de distribución, la agrupación se dividió en 4
cuadrantes de 16 elementos cada uno. En consecuencia se diseñaron 4
multiplexores de 16 elementos formados por un árbol binario de 4 etapas de
conmutadores, realizado en tecnología 'microstrip'. El conmutador básico
consta de dos interruptores que actúan alternativamente, realizados con dos
diodos de conmutación. El número de conmutadores binarios es de 15 por
multiplexor, lo que significa un total de 120 diodos. Debido al elevado número
de diodos se probaron una serie de tipos de bajo coste destinados a
aplicaciones de consumo a frecuencias de VHF y UHF. Curiosamente los mejores
resultados se obtuvieron con un diodo de VHF. Debido a la alta capacidad
parásita de los diodos en polarización inversa, se utilizaron líneas de
transmisión en paralelo con el diodo formando un circuito resonante en el
estado aislado del interruptor. Al medir los multiplexores se constató una
menor pérdida de inserción a una frecuencia ligeramente inferior a la de
diseño. Por este motivo la frecuencia de trabajo adoptada finalmente fue
Fo = 2.33 GHz.
Como consecuencia de la partición, la agrupación de medida queda con 4
puertos de acceso, que deben direccionarse en transmisión o recepción con una
matriz de conmutación de dos a 4 vías. Para ello se construyeron dos
multiplexores de 1 a 4 puertos y 4 conmutadores binarios con diodos PIN, que
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ofrecían un aislamiento de 50 dB. Para separar la señal útil de las
interferencias, se modulan las señales en el punto de alimentación de las
antenas emisora y receptora. Como moduladores se utilizan los últimos
interruptores del multiplexor que direccionan la antena, de forma que cambian
de estado según una señal de modulación de baja frecuencia. De esta manera se
consigue una modulación ASK sin añadir circuitos adicionales, la señal no
transmitida se refleja hacia la entrada del multiplexor y debe tenerse en
cuenta al evaluar las interferencias.
16 Element flrray 16 Clamant Hrray
I^Q D«t To Synch Dat
Fig.7.2 Arquitectura inicial del sistema
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La arquitectura básica del sistema se muestra en la fig.7.2, se utilizan
dos frecuencias de modulación en las antenas emisora y receptora. Para generar
la señal de emisión se utiliza un oscilador a la frecuencia de Fo = 2.33 GHz
con un nivel de salida de 14 dBm. Por razones de estabilidad durante la
*
medida, el oscilador se engancha en fase con un sintetizador HP8656B a
frecuencia 1/3 Fo, mediante un PLL armònico [89]. El amplificador de potencia
posee una ganancia de 30 dB y una potencia máxima de salida de 1W. Para
controlar el nivel de potencia se realizó una atenuador variable con diodos
PIN colocado entre el oscilador y el amplificador de potencia.
En el camino receptor la señal se amplifica mediante un amplificador de
bajo ruido de microondas, con una ganacia del orden de 30 dB. La señal se
detecta con un detector coherente fase-cudratura (I/Q), utilizando como
referencia una muestra de la señal de emisión. El detector fue construido en
tecnología 'microstrip' incorporando tres híbridos de 90°, un divisor de
potencia Wilkinson y diodos Schottky. El emisor y receptor de microondas están
integrados en un rack autónomo con un circuito de medida de potencia de
emisión y nivel de inyección del mezclador, además de un circuito de
limitación de potencia del amplificador.
7.2.3 Subsistemas de baja frecuencia
Las salidas del detector fase-cuadratura se llevan a sendos detectores
síncronos de alta sensibilidad y ganacia ajustable. La frecuencia de reloj de
los detectores es de 200 KHz obtenida mediante multiplicación digital de las
señales de modulación del camino emisor Fe = 123 KHz y receptor Fr = 77 KHz y
filtrando la frecuencia suma. De esta forma el detector síncrono sólo responde
a señales que han pasado por los dos moduladores. A la salida de los
detectores síncronos se dispone de señales DC proporcionales a la parte real e
imaginaria del fasor campo eléctrico recibido.
El sistema se controla con un ordenador de 32bits (HP9000-320), que
direcciona mediante un bus paralelo los elementos emisor y receptor. Además el
ordenador incluye una targeta conversora analógico-digital (A/D), que muestrea
la salida de los detectores síncronos. El ordenador permite visualizar la
matriz de campo medida, reconstruir la imagen y visualizar el resultado en una
pantalla en color de alta resolución.
La dinámica necesaria en la medida del campo puede calcularse como la
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relación entre el campo incidente máximo y mínimo medidos. En el prototipo la
relación es de unos 20 dB. Si la relación señal-ruido en la medida del campo
más débil se especifica a 30 dB, tendremos el nivel de ruido a -50 dB del
máximo valor de campo. El convertidor A/D utilizado posee una precisión de 13
bits y por lo tanto una dinámica de 78 dB, por lo que podremos despreciar los
errores de cuantización.
Otros subsistemas de baja frecuencia son los osciladores de baja
frecuencia para modular las señales en emisión y recepción, y los circuitos
*
lógicos que gobiernan la red de distribución y multiplexores de la agrupación.
También se incluye un sistema que visualiza los elementos y cuadrantes
seleccionados. Finalmente un rack aparte contiene las fuentes de alimentación
del sistema.
7.3 Compatibilidad Electromagnética
Una vez integrado el sistema, se comprobó mediante medidas que la señal
interferente superaba a la señal deseada en varios órdenes de magnitud. Por
este motivo se realizó un estudio exhaustivo de Compatibilidad
Electromagnética (EMC) para identificar las causas de la interferencia y
corregir el diseño.
En primer lugar se constató un alto nivel de radiación de los
multiplexores al exterior, quedando acopladas las señales de los multiplexores
emisor y receptor. Para remediar el problema se realizó un apantallamiento
cuidadoso de los multiplexores. Además se reforzaron los desacoplamientos de
los circuitos de control adyacentes a los multiplexores con la circuitería
exterior. Como resultado de estas acciones se obtuvo un aislamiento en la
agrupación de 20 dB por encima de la atenuación de la señal deseada en el caso
peor (antenas opuestas).
Una vez apantallada la agrupación , debían minimizarse las interferencias
causadas por la red de distribución de señal. Para obtener valores fiables, se
midieron las pérdidas de inserción, . coeficientes de reflexión y aislamientos,
de los bloques relevantes del sistema. La tabla 7.1 muestra los valores más
importantes obtenidos.
A partir de la configuración del sistema y de los datos de sus
componentes pueden calcularse la atenuación del camino deseado y el nivel de
interferencias:
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Señal deseada
So/Si = -Le -2Lm -2Lu -2La +2Ga -Lw = -129.6 dB (7.5)
Camino interferente
I/Si = -Le -4Lu -2Rm -Ix = -50 dB -Ix (7.6)
Directividad de la antena Ga = 6.5 dB
Pérdidas de la antena (guía y bocina) La = 7.8 dB
Atenuación entre dos antenas opuestas en agua (25°C) Lw = 93 dB
Pérdida de inserción del multiplexor (sin modulación) Lu = 8 dB
Aislamiento del multiplexor (elementos contiguos) lu = 28 dB
Pérdidas por modulación (ASK) Lm = 7 dB
Pérdidas de retorno de la señal modulada Rm = 7 dB
Pérdidas del cableado de microondas Le = 4 dB
Aislamiento de la matriz de conmutación Ix = 50 dB
Tabla 7.1 Características de los bloques de microondas
Si se especifica una relación señal a interferencia mínima de
(So/I) = 20 dB, utilizando los datos de la tabla 7.1 obtenemos un aislamiento
mínimo de la matriz de conmutación Ix > 100 dB. Este valor es muy elevado, la
matriz realizada con diodos PIN presentaba un aislamiento de 50 dB. Mediante
conmutadores PIN multietapa o conmutadores electromecánicos pueden conseguirse
aislamientos del orden de 100 dB, pero el precio de estos dispositivos es
prohibitivo, pues se requieren 10 conmutadores binarios para realizar la
matriz de conmutación de 2 a 4 vías. Una solución consiste en utilizar
elementos no recíprocos como aisladores o amplificadores en las ramas
undireccionales de la matriz de conmutación. Los aisladores ofrecen valores
típicos de aislamiento de unos 20 dB. Los amplificadores de una o más etapas
además de atenuar considerablemente en la dirección inversa proporcionan mayor
sensibilidad al sistema. Una ventaja adicional al usar amplificadores es la
posibilidad de despolarizar el dispositivo cuando no está en el camino de
medida, por ejemplo cuando el cuadrante actúa como emisor, con lo que se
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consigue un aislamiento adicional. Por este motivo se incluyó un amplificador
de bajo ruido para cada cuadrante, dotado de un control de polarización de
forma que el amplificador sólo actuaba al seleccionar el cuadrante como
receptor.
La nueva arquitectura del sistema queda como muestra la f ig. 7.3. Los
amplificadores se realizaron en tecnología 'microstrip' con dos etapas a
transistores MESFET, proporcionando las características de la tabla 7.2.
Ganacia en directa (Szi):
Amplificador polarizado Gon = 30 dB
Amplificador no polarizado Goff = -40 dB
',
Ganancia en inversa (Sia): Gi2 = -48 dB
Factor de ruido Fa = 1.8 dB
Tabla 7.2 Características de los amplificadores diseñados
La utilización de amplificadores en la red de distribución, permitió usar
conmutadores electromecánicos de bajo coste con una aislamiento de 35 dB y una
pérdida de inserción despreciable. De esta forma se construyeron dos
multiplexores de 1 a 4 y 4 conmutadores de cuadrante. En el multiplexor de 1 a
4 de emisión se utilizaron dos conmutadores en serie para cada rama para
conseguir un aislamiento mínimo de UT = 70 dB. Los aislamientos del
multiplexor de 1 a 4 de recepción y los conmutadores de cuadrante son los del
conmutador básico I4R = Iz = 35 dB. Con estos datos se rehicieron los cálculos
de señal y los tres caminos interferentes básicos A,B,C indicados en la
fig.7.3.
Señal deseada
So/Si = -Le -2Lm -2Lu -2La +2Ga -Lw +Gon = -100 dB (7.8)
Caminos interferentes
lA/Si = -Le -4Lu -2Rm -I4T -12 +Gon = -125 dB (7.9)
la/Si = -Le -4Lu -2Rm -12 +Goff -I4R +Gi2 +Gon = -170 dB (7.10)
le/Si = So/Si +LW -lag = -120 dB (7.11)
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IS Element flrray 16 Clament Rrray
Ta Synch Dat
Fig.7.3 Configuración con amplificadores en la red de distribución. Se
indican 3 caminos de interferencias A,B,C.
El aislamiento de la agrupación consituye el mecaninsmo dominante de
interferencias, proporcionando una relación señal a interferencia para dos
antenas opuestas de 20 dB. El campo dispersado se obtiene como sustracción de
las medidas de campo total e incidente. Los caminos interferentes no incluyen
la región de medida de la agrupación por lo que pueden considerarse
invariantes al cambiar los campos recibidos. Por lo tanto es de esperar una
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dismunición de la interferencia al restar los campos.
El nivel de ruido del sistema puede calcularse tomando como plano de
referencia la entrada del amplificador de bajo ruido como se indicó en
{6.3.4>. Utilizando los datos del amplificador de bajo ruido y con el agua a
temperatura ambiente, la temperatura total a la entrada es de unos 460 K. El
ancho de banda de un receptor DSB es 2B {6.3.4}, siendo B el ancho de banda
del filtro paso-bajo de los detectores síncronos B » l KHz. Teniendo en cuenta
el nivel de señal a la entrada del amplificador utilizando la f ig. 7.3
obtenemos unos niveles de señal y ruido teóricos de
S = -100 dBm ; N = k Tt 2B = -139 dBm ; S/N = 39 dB (7.12)
Fig.7.4 Aspecto final del prototipo realizado
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La fig.7.4 muestra el prototipo realizado: la agrupación de medida
situada alrededor del contenedor de agua, la red activa de distribución
situada en la base del sistema y los 'racks' con el emisor-receptor coherente
de microondas, los amplificadores síncronos, circuitos de control, etc.
7.4 Adquisición de datos y control
La adquisición se realiza mediante un programa ejecutado con prioridad de
tiempo real en el ordenador. Básicamente se seleccionan todos los pares de
cuadrantes emisor-receptor, y para cada cuadrante se seleccionan todos los
pares de elementos. En realidad para mantener la simetría en la adquisición,
sólo se recibe con la mitad de la agrupación enfrentada al emisor. Una vez
seleccionado un par de elementos, se espera un cierto tiempo para dejar que la
salida de los detectores síncronos se estabilice y se muestrea su salida con
el convertidor A/D. El tiempo de espera es básicamente el tiempo de
integración de los detectores más un margen de seguridad (=* 2ms). Tras una
conmutación de cuadrante el tiempo de espera se amplía para obtener un
comportamiento estable de los conmutadores eletromecánicos (=* 100 ms). De esta
manera se miden 2112 pares de elementos en un tiempo de unos 6 segundos.
Debido a la isotropia de los materiales biológicos, intercambiando los papeles
emisor-receptor de un par de elementos se obtiene en teoría la misma medida.
Podemos utilizar la reciprocidad para reducir el número de medidas a la mitad
con lo que el tiempo de medida mínimo es de 3s.
Existe también la posibilidad de realizar medidas múltiples para cada
elemento, lo que permite aumentar la relación señal-ruido mediante promediado,
a costa de aumentar el tiempo de adquisición. Conviene promediar en
situaciones en que desea minimizar el error de medida, por ejemplo durante la
calibración del sistema.
La calibración del sistema se realiza midiendo un cilindro metálico de
2 cm de radio y dividiendo elemento a elemento la matriz teórica calculada
analíticamente por la matriz medida. De esta forma se obtiene una matriz de
calibración que multiplicada por la medida real nos da la matriz calibrada.
Además el método permite la calibración absoluta del sistema al utilizar el
mismo campo incidente en el cálculo de la difracción del cilindro de
calibración y en el algoritmo de reconstrucción.
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7.5 Evaluación del sistema
La evaluación del sistema ha permitido verificar hasta que punto eran
ciertas las suposiciones teóricas realizadas. Se han evaluado las
características de la reconstrucción, de la agrupación de medida,
interferencias y ruido del sistema, calibración, etc.
7.5.1 Agrupación de medida
La respuesta axial de la agrupación que determina el espesor del corte
explorado se evaluó experimentalmente en la zona central. Para ello se
desplazó coaxialmente un cilindro metálico de 0.5 A y se midieron los campos a
varias distancias del plano de la agrupación. Seguidamente se reconstruyeron
las imágenes del cilindro obteniendo una curva de amplitud de la imagen en
función de la distancia al plano de la agrupación (fig. 7.5)
a. is
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Fig.7.5 Amplitud en la reconstrucción de un cilindro corto en función de la
distancia al plano de la agrupación.
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Tomando los puntos de corte a -3 dB obtenemos el valor de da <* 6cm, de
esta forma al explorar un cuerpo integraremos sus variaciones axiales en una
ventana de extensión da. Este espesor coincide con las previsiones para un
medio sin pérdidas. Con pérdidas se esperaba un espesor menor, debido a la
mayor distancia recorrida por el campo al alejarse del plano de la agrupación.
Probablemente la hipótesis utilizada de iluminación uniforme de la apertura no
es realista en un medio con pérdidas, lo que explicaría este resultado.
Otro parámetro característico de una agrupación es la respuesta de sus
elementos o firma. La fig. 7.6 muestra el campo dispersado por un cilindro
metálico centrado de 2cm de radio calculado analíticamente, tal como se
mediría en una agrupación ideal. Las filas representan los 64 elementos
emisores y las columnas los receptores, la textura de cada elemento indica en
la escala superior el valor en módulo y fase del campo medido entre el par
seleccionado. La f ig. 7.7 muestra la medida real obtenida con la agrupación sin
calibrar y la fig.7.8 es una medida calibrada del cilindro en la que puede
apreciarse la similitud con la medida ideal.
0.48 0.53 0.69 0.8 0.91 170 -96 -24 48 120
max - 0.96 In (0,32), min - 0.43 in (0,41) tntg-1165
FIELD MRGNITUDE FIELD PHflSE
FLg.7.6 Matriz de medida del campo dispersado por un cilindro metálico de
2cm.de r adió calcul ada analíticamente
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0.12 0.37 0.42 0.56 0.71 170 -96 -24 48 120
max - 0.78 In (2,34), m t n - 0.052 in (21,63) lntg-563.1
FIELD MflGNITUDE
m.
Fig.7.7 Campo real medido sin calibrar el sistema correspondiente a la fig.7.6
0.45 0.66 0.86 1.1 1.3 170 -96 -24 48 120
max - 1.4 In (8,41), min -0.35 in «17,57) lntg-1285
FIELD MflGNITUDE FIELD PHflSE
Fig.7.8 Campo real calibrado correspondiente a la fig.7.6.
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7.5.2 Reconstrucción
En el apartado de reconstrución se evaluó la resolución real conseguida,
para ello se colocaron dos varillas metálicas finas aproximadamente centradas
en la agrupación y se midieron los campos dispersados para separaciones
crecientes. La fig.7.9 muestra la imagen en que empiezan a reconocerse las dos
varillas, lo que ocurre para una distancia de 8.5 mm * 0.6 X. Al filtrar
paso-bajo la imagen con objeto de reducir el ruido de alta frecuencia,
perdemos resolución y la imagen permite distinguir las dos varillas a una
distancia de 10 mm.
e.031 0.073 0.11 0.16
MODUL
0.2 0.24 0.28
Flg.7.9 Resolución experimental del sistema
También se verificó la reconstrucción absoluta de permitividad para
objetos de bajo contraste. Para ello se midieron los campos dispersados por un
cilindro de gel con una permitividad c = 68 - jl6. La fig.7.10 muestra la
reconstrucción de la permitividad, puede observarse que los valores numéricos
son aproximadamente correctos, sobre todo la parte imaginaria. Este resultado
permite comprobar la calibración absoluta del sistema.
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Fig.7.10 Reconstrucción absoluta de la permitividad de un cilindro
7.5.3 Nivel de interferencias y relación sefíal-ruido
Para evaluar el nivel de interferencias en el sistema se mide el campo
incidente en el caso peor, es decir para dos antenas opuestas que nos servirá
de referencia. Seguidamente se procede al vaciado del agua del contenedor con
lo que las antenas entran en corte y se repite la medida del campo, el nivel
que se obtiene corresponde a las interferencias presentes en el sistema. El
valor obtenido es típicamente de unos 20 dB por debajo de la señal deseada,
aunque es muy variable dependiendo del par seleccionado. Debe tenerse en
cuenta también que la medida del campo dispersado se obtiene como sustracción
de las medidas de campo total e incidente, de esta forma las interferencias
estáticas se cancelan, aumentando la relación señal a interferencias.
El nivel de ruido del sistema puede calcularse midiendo a la salida de
los detectores síncronos para dos antenas opuestas, el valor medio de la señal
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y la varianza de ruido. El valor típico obtenido es de unos 25 dB. La
especificación inicial establecía una relación señal-ruido de S/N = 30dB, la
diferencia es debida principalmente a la utilización de una potencia de
emisión inferior a la nominal (=27 dBm) para no saturar el amplificador de
potencia.
7.5.4 Detector fase-cuadratura
La evaluación del detector coherente consiste básicamente en desfasar la
señal recibida mediante una línea extendible y registrar la salida de los
detectores síncronos en un gráfico x,y.
i i i i I i i i i I i i i i I i i i i i i i i i i i i i i i
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Canal l (mV)
Fig.7. U Respuesta del detector fase-cuadratura frente al cambio de fase de
la señal
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Un detector ideal daría como respuesta un círculo correspondiente al
cambio de fase de la señal recibida. La respuesta obtenida con el detector
utilizado se nuestra en la fig.7.11, puede apreciarse una deformación máxima
de unos 0.3 dB respecto a la respuesta ideal.
7.5.5 Nivel de exposición del cuerpo
El nivel de potencia incidente sobre el cuerpo al realizar la exploración
puede determinarse a partir de la potencia de emisión y las características de
radiación de la antena en campo próximo. Para evitar saturaciones el
amplificador de potencia entrega a la salida Wt = 27dBm (3dB por debajo de su
potencia máxima). La potencia radiada por la antena teniendo en cuenta las
pérdidas del camino emisor y la modulación ASK con un ciclo de trabajo del 507.
es
Wa = Wt - La - Lu - 3dB - Lc/2 = 6.2 dBm (7.13)
La densidad de potencia dependerá 'de la superficie del cuerpo iluminada. El
caso peor será cuando el cuerpo esté apoyado sobre la agrupación. Utilizando
(6.6) que nos daba aproximadamente la distribución espacial del campo radiado
por una apertura uniforme con las dimensiones de la guía y bocina obtenemos
S » 10 cm . La densidad de potencia en este caso es
Pmax = Wa / S < 0.4 mW/cm2 (7.14)
una década por debajo del límite de 5mW/cm recomendado por la norma ANSI a
esta frecuencia. Este valor no corresponde a la iluminación de exploración
pues el diámetro libre de errores de 'aliasing' exige colocar el cuerpo a una
distancia mínima de 3cm de la agrupación. En este caso S ^ 22 cm y tendremos
una pérdida disipativa adicional de 6dB resultando una densidad máxima de
exploración de
ï3 < 0.04 mW/cm2 (7.15)
En realidad como la iluminación no es uniforme S sería mayor, por lo que el
nivel real es todavía inferior al calculado.
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7.6 Características globales del sistema
La tabla 7.3 resume las características más relevantes del sistema. En la
actualidad el sistema lleva unos dos años en funcionamiento, sin que se haya
observado degradaciones importantes en su comportamiento. Los únicos
componentes que han ocasionado problemas son los conmutadores electromecánicos
de vida sensiblemente inferior a la indicada por el fabricante. Por otra parte
la repetibilidad al establecer una conexión es baja, ocasionanado
esporádicamente errores de fase importantes en las medidas.
Parámetros del sistema
Frecuencia 2.33 GHz
Número de elementos de la agrupación 64
Diámetro útil 20 cm
Diámetro libre de 'aliasing' 14 cm
Espesor de iluminación 6 cm
Densidad de potencia de iluminación < 0.04 mW/cm
Tiempo mínimo de adquisición 3 s
Tiempo de reconstrucción 37s sobre HP320
Resolución 8.5 mm
Resolución con filtro paso-bajo 10 mm
Relación señal-interferencia 20 dB
Relación señal-ruido 25 dB
Tabla 7.3 Parámetros fundamentales del sistema
• En general las características conseguidas parecen adecuadas para el uso
clínico del sistema. El tiempo de medida permite evitar errores debidos al
movimiento del cuerpo. La potencia de iluminación es suficientemente baja para
suponer una exploración inocua de los cuerpos biológicos, con las debidas
reservas por la posibilidad de efectos no térmicos de las microondas. Al
utilizar guías de onda como elemento básico de la agrupación, se obtiene una
zona libre de errores de reconstrucción menor que el diámetro útil, lo que
debe tenerse en cuenta al dimensionar el sistema.
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El espesor del corte explorado es mayor del esperado, este parámetro
puede ser una limitación importante de la tomografia por microondas y debe
estudiarse la forma de focalizar mejor la iluminación.
Finalmente un problema que plantean estos sistemas es su crítica
compatibilidad electromagnética. Por ello es importante en un diseño estudiar
con rigor todos los posibles caminos de interferencia y tomar las medidas
necesarias para mantener los acoplamientos parásitos a niveles adecuados. En
el prototipo desarrollado la compatibilidad se ha conseguido mediante un
apantallamiento cuidadoso de la agrupación, el uso de modulaciones de baja
frecuencia y detección síncrona de la señal, y la utilización de una red de
distribución con amplificadores como elementos no recíprocos.
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CAPÍTULO 8 ESTUDIO DE LAS APLICACIONES BIOMÉDICAS DE LA TOMOGRAFÌA
DE MICROONDAS
Se han investigado algunas aplicaciones biomédicas de la tomografia de
microondas, mediante simulaciones numéricas, medidas experimentales sobre
maquetas biológicas y medidas de cuerpos 'in-vivo'. Las aplicaciones
estudiadas son básicamente la reconstrucción absoluta para visualizar la
estructura interna de los cuerpos, y la obtención de imágenes diferenciales
con el objetivo de visualizar alteraciones de permitividad.
8.1 Reconstrucción diferencial de cambios térmicos
La permitividad del agua posee una alta sensibilidad a la temperatura
"^ _ _n ^»7 /f* . ^ — _"5 f /f° fa i i1— — U. O/« /U I TI—  ^ /« /O • l o. 1J
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esta cualidad puede utilizarse para obtener imágenes de la variación térmica
de los tejidos. El interés de las imágenes térmicas es la visualización de
actividad metabòlica que en muchos casos va acompañada de una elevación local
de temperatura, y la monitorización de tratamientos de hipertermia para
cáncer. La hipertermia consiste en el calentamiento selectivo de un cuerpo a
fin de elevar la mortalidad de las células malignas. Para ello se aplican
campos de microondas para elevar la temperatura de los tejidos cancerosos a
unos 42°C. Para no dañar los tejidos sanos es conveniente controlar la
distribución espacial de temperatura que depende de la absorción de potencia
aplicada sobre el cuerpo y de los cambios de riego sanguíneo que tienden a
refrigerar la zona calentada. Hasta el momento el control de la temperatura se
realiza mediante sondas invasivas que pueden construirse con fibra óptica para
no modificar los campos radiados, y que proporcionan información en un número
reducido de puntos. La tomografia de microondas podría utilizarse como método
no invasivo de control de temperatura propocionando información de toda la
zona afectada.
Como experimento preliminar para evaluar esta aplicación, se reconstruyó
el cambio térmico de un cilindro de agua de unos 3 cm de diámetro. Para ello
se colocó un tubo de látex de paredes finas a lo largo del eje de la
agrupación, por el que se hacía circular una corriente de agua a temperatura
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controlada. Para este propósito se usó una bomba y un contenedor
termorregulado dispuestos como indica la f ig. 8.1.
circuitos de
microondas y
control
Fig.8.1 Disposición experimental para la medida de variaciones térmicas
Se midieron los campos dispersados elevando la temperatura del agua desde
el valor ambiente hasta 10°C por encima, en pasos de medio grado. El agua de
la agrupación se mantuvo a temperatura ambiente (24°C) durante todo el
experimento gracias a su gran masa térmica. Procesando los cambios en campo
dispersado se obtuvieron una serie de imágenes diferenciales con referencia al
tubo a temperatura ambiente. La fig. 8.2 muestra el contraste de las imágenes
en función del incremento de temperatura, puede observarse una variación
aproximadamente lineal. La fig.8.3 muestra la reconstrucción correspondiente a
la elevación de 2°C. El cambio mínimo.que puede detectarse es de medio grado,
siendo por lo tanto la resolución térmica del sistema.
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Fig.8.2 Reconstrucción del contraste en función del cambio de temperatura
Fig.8.3 Imagen de contraste para AT = 2°C
8-3

La extensión de estos resultados a un cuerpo biológico no es inmediata,
puesto que el alto contraste dieléctrico de los tejidos atenuará la
sensibilidad térmica del sistema. En la aplicación de esta técnica a
monitorización de tratamientos de hipertermia, debe tenerse en cuenta que la
imagen visualizará los cambios de permitividad debidos a la variación térmica,
pero también los debidos a las alteraciones del riego sanguíneo que aparecen
como reacción del cuerpo al calentamiento. Por estos motivos sería interesante
proseguir la investigación sobre el tema mediante maquetas y ensayos
'in-vivo'.
8.2 Formación de imágenes de la cabeza humana
Un cuerpo de gran interés médico es el cerebro, los métodos de formación
de imágenes pueden aplicarse a la detección y diagnóstico de anomalías, y
también a la visualización de las zonas de actividad para comprender mejor su
funcionamiento. Algunas patologías producen una modificación de la constante
dieléctrica del tejido cerebral [16] y por lo tanto podrían detectarse
mediante tomografia de microondas.
Por otra parte, la actividad neurològica modifica el pH y composición
química de los tejidos modificando además su temperatura e irrigación [90].
Por ello parece razonable suponer que los cambios funcionales en el cerebro
producen alteraciones de permitividad. En consecuencia la tomografia de
microondas podría proporcionar imágenes de la actividad cerebral, no
accesibles mediante técnicas de Rayos X o RMN al no alterarse sustancialmente
la estructura atómica de los tejidos. Hasta el momento se han logrado imágenes
de actividad mediante tomografia de positrones requiriendo la administración
de sustancias radioactivas al paciente [91].
Para evaluar las aplicaciones de la tomografia de microondas en la
visualización de la estructura y cambios en el cerebro, se han realizado
simulaciones numéricas y ensayos experimentales sobre maquetas.
8.2.1 Simulaciones sobre modelos numéricos
Las simulaciones numéricas permiten un estudio preliminar de las
aplicaciones biomédicas poniendo de manifiesto la sensibilidad requerida para
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medir los campos, el comportamiento de los algoritmos de reconstrucción, etc.
Además al no estar condicionadas por los parámetros de un sistema real,
permiten estudiar las geometrías de medida y frecuencias óptimas para cada
aplicación.
Una dificultad de las simulaciones es la complejidad de cálculo de los
campos dispersados por cuerpos grandes arbitrarios, requiriendo tiempos de
cálculo elevados. Por este motivo para obtener resultados orientativos se
utilizan modelos con simetría cilindrica con la ventaja de permitir un cálculo
analítico de la difracción más simple. ;
En {6.5.1} al estudiar la técnica diferencial aplicada a sistemas
cilindricos, se describió una simulación basada en un modelo con simetría
cilindrica de la cabeza. Para realizar una evaluación más realista se definió
un modelo numérico más completo de cabeza a partir de un corte anatómico [92]
que se muestra en la f ig. 8.4.
Fig.8.4 Corte anatómico en un plano horizontal de la cabeza humana, a la
altura de los ventrículos cerebrales.
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La fig.8.5a es el modelo numérico adoptado, podemos distinguir una capa
de piel de unos 4 mm de grosor, el cráneo con un espesor entre 6 y 10 mm,
materia gris y materia blanca. Además pueden observarse cuatro bolsas
centrales de líquido cefalorraquídeo que corresponden a cortes del sistema
ventricul'ar. En la región anterior y posterior la separación entre los lóbulos
del cerebro está ocupada por las meninges y líquido cefalorraquídeo. Las
constantes dieléctricas de la piel, hueso, materia blanca y gris se han tomado
de la tabla 2.1 [21]. No se han encontrado datos sobre la permitívidad del
líquido cefalorraquídeo por lo que se ha tomado similar a la de la sangre. En
la simulación se utilizaron los parámetros del prototipo realizado:
frecuencia, número de elementos, etc. Como el diámetro libre de errores de
'aliasing' es de 14 cm, el modelo de cabeza en realidad es una réplica a
escala reducida de una cabeza de un adulto, con un eje mayor de 14 cm, lo que
podría corresponder a un niño de pocos años.
Una forma de visualizar la estructura interna de un cuerpo, consiste en
realizar una reconstrucción diferencial, adoptando un modelo de referencia
utilizando información 'a-priori*. Para evaluar esta hipótesis se definió un
modelo simplificado derivado del modelo real, utilizando el contorno exterior
además del grosor y permitividad de la piel y el hueso (fig.S.Sb). En el
interior se ha supuesto un medio homogéneo de permitividad intermedia entre la
materia blanca y gris.
Los campos dispersados se calcularon con un algoritmo directo basado en
método de momentos y gradiente conjugado facilitado por SUPELEC (París). La
f ig. 8.7 es la reconstrucción diferencial, en la que pueden observarse detalles
de la estructura interna de la cabeza. Puede verse también que la sensibilidad
de la imagen a los cambios no es plana, ya que existe un factor de ponderación
que dépende del campo total en el interior de la cabeza {4.8.2}.
Con el propósito de investigar la visualización de la actividad cerebral
mediante tomografia, se simuló la reconstrucción diferencial de cambios muy
pequeños y localizados de permitividad en el cerebro. El flujo sanguíneo
normal en la materia gris es de unos 8ml/100gr [90]. El flujo sanguíneo puede
aumentar del orden de un 20% en la corteza visual en respuesta a estímulos
ópticos. Suponiendo un aumento de contenido sanguíneo del mismo orden, puede
estimarse la nueva permitividad promediando los valores del tejido normal y
del incremento de sangre durante el período de actividad. El valor obtenido es
un cambio del orden de Ac' = 1% y Ac" = 0.2%.
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Fig.8.5 a) Modelo bidimensional de cabeza humana
b) Modelo de referencia utilizando información "a-priori" de a)
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FLg.8.6 Modelo de alteración del 1% en dos zonas ventriculares y meninge.
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Fig.8.7 Reconstrucción diferencial correspondiente del modelo de la fig.8.5
IX CHRNGE SlMULflTION
MODIL
Fig.8.8 Reconstrucción diferencial correspondiente a la fig.8.6
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La f ig. 8.6 muestra el modelo alterado para la simulación de un cambio de
permitividad del 17. en dos regiones ventriculares y en la región de la meninge
anterior. La reconstrucción diferencial se muestra en la f ig. 8.8, en la que
podemos ver la posición y extensión correcta de los cambios. El cambio en
campo dispersado producido por la alteración simulada cae por debajo del nivel
de ruido del prototipo realizado. La utilización de la tomografia de
microondas para la visualización de alteraciones funcionales débiles, requiere
una gran sensibilidad en la medida del campo y la utilización de la máxima
potencia posible en la iluminación. Mediante simulación se ha comprobado que
la sensibilidad del campo difractado medido respecto a los cambios
dieléctricos, aumenta considerablemente al reducir la distancia entre la
agrupación y el cuerpo. En consecuencia podría ser interesante disponer de una
agrupación conformable al contorno del cuerpo bajo exploración.
8.2.2 Medidas experimentales sobre maquetas
Para evaluar de forma experimental la reconstrucción diferencial del
cerebro humano se realizó una maqueta basada en el modelo numérico de la
f ig. 8.5a. La maqueta puede verse en la f ig. 8.13, consta de una capa exterior
de escayola que simula el hueso, y una capa de gel con la forma adecuada para
simular la materia gris. El espacio interior al gel se llena con un líquido de
permitividad parecida a la materia blanca. De esta forma pueden incluirse
fácilmente tubos o geles para simular las regiones ventriculares, o
alteraciones como tumores, hemorragias, etc. El conjunto esta colocado sobre
una base de PVC con patas para situar la maqueta a la altura del plano de
medida del tomògrafo. La composición del gel y el líquido para la materia
blanca son las presentadas en la sección {2.4}.
Con la maqueta realizada se simuló de forma experimental la
reconstrucción de un cambio extenso de permitividad y un cambio localizado. En
el primer caso se cambió el líquido correspondiente a la materia blanca por un
líquido de constante dieléctrica mayor, en este caso agua, lo que podría
simular una gran hemorragia (fig.8.9). La fig.8.11 es la imagen diferencial
obtenida, y visualiza con gran exactitud la zona alterada.
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Flg.8.9 Modelo de un cambio extenso de permitividad en el cerebro
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FLg.8.10 Modelo de un cambio localizado de permitividad en el cerebro
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Fig.8.11 Reconstrucción diferencial correspondiente a. la. fig.8.9
Fig.8.12 Reconstrucción diferencial de la alteración de la fig.8.10
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Fig.8.13 Maqueta de cabeza humana realizada
Flg.8.14 Reconstrucción diferencial mediante simulación numérica de la
alteración localizda de la f ig.8.10
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Para simular un cambio localizado se introdujo una barra de gel de 2.5 cm
de diámetro en la región de materia bianca como puede observarse en la
f ig. 8.10, la constante dieléctrica de la barra es algo mayor que la de la
sangre y similar a la de algunos tumores [19]. La fig.8.12 es la
reconstrucción diferencial mostrando la posición de la alteración, sin embargo
puede observarse la aparición de errores que no corresponden al cambio
dieléctrico producido. Estos errores inicialmente se atribuyeron al ruido de
medida, sin embargo al repetir el experimento se obtenían imágenes similares.
Para comprobar el comportamiento del algoritmo diferencial, se simularon
numéricamente las condiciones experimentales. La reconstrucción (fig.8.14) es
similar a la imagen experimental, por lo que los errores que aparecen en la
imagen son probablemente debidos al algoritmo diferencial que no garantiza una
reconstrucción fiel del cambio. Se observó también que para obtener imágenes
diferenciales, el cuerpo alterado debe estar en la misma posición que en la
medida de referencia. Un desplazamiento de algunos mm puede provocar
reconstrucciones erróneas. Esto es debido a la importancia que tiene la fase
del campo medido en la reconstrucción.
8.3 Reconstrucción absoluta de extremidades
Como consecuencia de las limitaciones impuestas por los algoritmos de
reconstrucción actuales, la obtención de imágenes absolutas a 2.45 GHz esta
limitada a cuerpos de sección pequeña como las extremidades. Con el prototipo
realizado, se han obtenido imágenes satisfactorias del antebrazo y mano.
Dadas las limitaciones espaciales de la agrupación del prototipo, un
cuerpo sobre el que pueden realizarse medidas 'in-vivo' de forma cómoda es el
antebrazo humano. Para estudiar la obtención de imágenes absolutas se hizo un
estudio preliminar utilizando una maqueta sencilla, construida con un cilindro
de PVC para simular la capa de piel, un líquido con la permitividad del
músculo, y dos barras de PVC para simular los huesos. La f ig. 8.15a muestra un
corte anatómico de un antebrazo tomado de [93], la fig. 8.15b es la sección de
la maqueta realizada. La imagen de permitividad obtenida puede verse en la
f ig. 8.16, donde se aprecia la capa de piel y la posición de los huesos.
La fig.8.17 es la reconstrucción de un antebrazo real, puede observarse
la alta calidad de la imagen obtenida. En la parte imaginaria pueden
apreciarse la capa de piel y grasa, los huesos radio y ulna, y ciertos
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detalles no muy definidos de la región muscular. La imagen de contraste de
permitividad correspondiente a la f ig. 8.17 mostraba tan sólo el contorno del
brazo, lo que indica que se está en el límite de tamaño en que el algoritmo es
capaz de proporcionar información sobre el interior del cuerpo. La fig. 8.18
es la imagen de un corte de los dedos de una mano.
M. firn» carpí radwl«
M. pnNuwr lfm |
M. fítxat digitonm »pcrfici·li»
M. pumi* to-m»
• A. rt w. ulaarti
• H. alian*
M. ftarar cupi ulura
( iMusculo t =54.5-jl7.2
i Piel v huesos í =2.73-JO 01
Flg.8.15 a) Corte anatómico de un antebrazo, b) Maqueta de antebrazo
Fig.8.16 Reconstrucción de la maqueta de antebrazo
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Fig.8.17 Reconstrucción de un antebrazo "in-vivo"
Fig.8.18 Imagen de un corte de los dedos de una mano
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8.4 Reconstrucción del contenido sanguíneo del brazo
Para investigar la obtención de imágenes diferenciales de la evolución de
un cuerpo biológico, se midieron repetidamente los campos difractados por un
antebrazo mientras se alteraban las condiciones de irrigación sanguínea
aplicando un torniquete. La f ig. 8.19 es una fotografía de la disposición
experimental.
Fig.8.19 Disposición experimental para la medida diferencial del contenido
sanguíneo del brazo
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Fig.8.20 Reconstrucción de alteraciones de contenido sanguíneo en el
antebrazo. El gráfico muestra la evolución del valor máximo de la imagen
durante la adquisición, las flechas indican la presión aplicada por ei
torniquete.
Inicialmente se elevó el brazo durante unos segundos, para conseguir un
mínimo volumen de sangre en los vasos. Seguidamente se aplicó el torniquete
con una presión superior a la sistòlica, para bloquear el flujo sanguíneo en
el brazo. En este momento se tomó la medida inicial de referencia. Aflojando
después el torniquete a una presión intermedia entre los valores sistòlico y
diastólico, sólo se permite la circulación de la sangre hacia el miembro
durante los picos de presión, acumulándose progresivamente. Transcurrido un
tiempo de 1 minuto se retiró el torniquete con lo que el brazo vuelve a su
estado normal. Durante todo el proceso se realizó una medida continuada de los
campos con un intervalo de tres segundos con un total de 30 medidas. Tomando
los campos iniciales como referencia se reconstruyó la serie de imágenes
diferenciales. La f ig. 8.20 muestra algunas de las imágenes, el gráfico
representa el valor máximo de la imagen en función del número de medida que es
también una escala de tiempo dada la periodicidad de la adquisición. Se
observa una alteración progresiva y aproximadamente lineal de la permitividad
durante el tiempo de aplicación del torniquete. En el momento de retirar la
presión se observa un descenso progresivo de la alteración hacia los valores
normales.
El experimento muestra la posibilidad de monitorizar situaciones
dinámicas que produzcan una variación de permitividad de los tejidos. Las
imágenes obtenidas son difíciles de interpretar, al no conocer con precisión
la estructura del antebrazo utilizado. Sin embargo si se comparan las imágenes
con la reconstrucción absoluta de la f ig. 8.17 puede apreciarse que los máximos
de la imagen aparecen en puntos cercanos a los huesos, donde existen vasos
importantes.
8.5 Formación de imágenes de edemas pulmonares
Durante una estancia en el Institute Curie (París) se investigó la
posibilidad de obtener imágenes de edemas pulmonares con una cámara plana de
microondas desarrollada por SUPELEC (París). El edema es básicamente la
acumulación en exceso de agua en el tejido pulmonar. También puede producirse
una disminución del contenido acuoso del pulmón por debajo de los valores
normales, lo que se denomina emfisema. Estas alteraciones son difícilmente
détectables con técnicas no invasivas. Por otra parte sería de gran interés
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disponer de un sistema de detección precoz del edema, susceptible de ser usado
de forma continua en unidades de cuidados intensivos (UCI). Dada la fuerte
variación de la permitividad de los tejidos en función del contenido acuoso,
un sistema de formación de imágenes de microondas permitiría la detección del
edema y además visualizar su extensión y localización.
Para evaluar experimentalmente esta hipótesis, se construyó una maqueta
simple de pulmón humano utilizando un depósito plástico lleno de arena húmeda.
La arena húmeda ha sido utilizada por otros autores para simular las
propiedades dieléctricas del tejido pulmonar [81]. Mediante un sistema de
medida de dieléctricos basado en la reflexión de un coaxial abierto, se
caracterizó la permitividad de la arena húmeda en función del porcentaje de
agua. Para controlar el contenido acuoso de una región localizada en la
maqueta, se construyó un pequeño recipiente plástico hermético de paredes
finas, con un volumen de 16.5 mi. El contenido de agua del recipiente podía
variarse desde el exterior gracias a dos catéteres muy finos. El recipiente se
colocó en la zona central de la maqueta como muestra la f ig. 8.21.
HRTER SRTURRTED SflKD
NOTER CONTROLLO SflND
24 CM
__ ig CM — Tr
Fig.8.21 Maqueta de pulmón humano con un recipiente permitiendo alterar el
contenido acuoso en su interior.
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La maqueta se sumergió en un contenedor con agua colocado entre las
bocinas emisora y receptora del sistema plano. La arena de la maqueta se
mantuvo saturada de agua con una permitividad de e = 30-J13. El contenido
acuoso de la arena del recipiente se varió progresivamente desde cero con una
permitividad de e = 1.73-J0.15, hasta saturación con una aportación acuosa
total de 6 mi. Los campos difractados por la maqueta se midieron a incrementos
de 1 mi de contenido acuoso. Tomando la maqueta inicial como referencia se
reconstruyó la serie de imágenes diferenciales, la f ig. 8.23 es la imagen
diferencial correspondiente a un volumen de agua de 5ml en el recipiente. La
f ig. 8.22 muestra la evolución del máximo de la imagen en función del contenido
acuoso.
A pesar del alto contraste y tamaño del cuerpo la imagen refleja la
posición y extensión correcta del cambio. La sensibilidad al cambio de
contenido acuoso es del orden de 1 mi para un volumen total de 16.5 mi. Los
resultados obtenidos indican que los sistemas de formación de imágenes por
microondas podrían ser utilizados con éxito en la visualización de
alteraciones del contenido acuoso pulmonar. Para completar esta evaluación
sería necesario iniciar un protocolo de ensayos clínicos 'in-vivo'.
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Fig.8.22 Evolución del máximo de la imagen en función del contenido de agua en
el recipiente
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Fig.8.23 Reconstrucción diferencial del cambio de contenido acuoso del
recipiente, para un cambio de 5 mi
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8.6 Sincronización cardíaca de la aquisición
Con el propósito de intentar visualizar el flujo sanguíneo en el
antebrazo, se intentó reconstruir diferentes instantes de la onda de pulso. Si
el aumento instantáneo de presión en los vasos va acompañado de un aumento de
contenido sanguíneo, podría visualizarse el cambio de permitividad
correspondiente a las zonas alteradas.
Aunque el tiempo mínimo de adquisición del sistema es de 3 segundos,
podemos utilizar la periodicidad del pulso sanguíneo para trocear la
adquisición. De esta manera si el ritmo cardíaco se mantiene estable, es
posible obtener una serie de medidas correspondientes a diferentes intervalos
del período. Para ello se realiza una adquisición de varias matrices de campo
de forma que en cada intervalo del período cardíaco se va llenando la matriz
de campo asociada. El procedimiento se repite hasta completar todas las
matrices, momento en que finaliza la adquisición. Para sincronizar la medida
se ha utilizado un transductor de presión colocado en la parte superior del
brazo. El programa de adquisición se probó midiendo una barra metálica en
movimiento en el interior del tomògrafo. Las imágenes que se obtuvieron
mostraban la barra en posiciones correlativas con características similares a
una imagen obtenida en reposo. Posteriormente se intentó la medida diferencial
del brazo en sincronismo con el ritmo cardíaco. Se midieron unas 16 matrices
de campo que correspondían a intervalos de 50 ms a partir del pico de la onda
de pulso. Las imágenes obtenidas eran muy ruidosas, por lo que se piensa que
la sensibilidad del prototipo actual no es suficiente para esta aplicación.
8.7 Otras aplicaciones pendientes de estudio
Existen otras aplicaciones en las que un sistema de tomografia de
microondas podría ser útil. Algunos órganos destinados a transplantes se
congelan para su conservación. Previamente al transplante se descongela el
órgano empleando radiación de microondas debido a su mayor penetración
respecto a otras radiaciones. Este proceso es delicado puesto que debe
garantizarse un descongelamineto uniforme y completo, sin sobrecalentar
ninguna zona del órgano. Por ello sería deseable disponer de un sistema capaz
de propocionar imágenes de la transición de estado de los tejidos. El agua y
los tejidos biológicos, sufren un cambio abrupto en sus propiedades
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dieléctricas al cambiar de estado. Esta cualidad podría ser aprovechada para
obtener imágenes diferenciales que mostrarían las zonas donde se produce la
descongelación, con gran sensibilidad dado el cambio diléctrico asociado. Esta
aplicación está pendiente de estudio.
Una aplicación que también podría estudiarse es la monitorización de
procesos de descalcificación de los huesos (osteoporosis), puesto que parece
razonable que esta dolencia puede ir acompañada de cambios dieléctricos en el
tejido óseo.
8.8 Discusión de los resultados
El prototipo construido ha permitido evaluar algunas apliaciones clínicas
de la tomografia de microondas y sus limitaciones. Los ensayos de
reconstrucción absoluta de cuerpos han proporcionado buenos resultados para
las extremidades superiores. La reconstrucción de cuerpos de mayor sección
(>5\) está limitada en la actualidad por la validez de los algoritmos de
reconstrucción.
Utilizando técnicas diferenciales es posible reconstruir cambios térmicos
eb los cuerpos. La sensibilidad térmica en agua del sistema realizado es de
0.5°C. Para un cuerpo biológico la sensibilidad será en principio menor,
aunque puede ser influida por cambios de riego sanguíneo asociados. La
necesidad de un método no invasivo de monitorización de tratamientos de
hipertermia, hace interesante proseguir la investigación sobre termografía
diferencial, mediante simulación numérica, maquetas y eventualmente ensayos
clínicos.
Los ensayos numéricos y experimentales para visualizar alteraciones en el
cerebro humano, han revelado la dificultad de medir los cambios producidos por
la actividad cerebral. El cambio en permitividad estimado del 17. se traduce en
variaciones muy pequeñas en el campo dispersado. La sensibilidad de medida
podría aumentar considerablemente con una agrupación en contacto con la
cabeza. Por otra parte se han obtenido experimentalmente imágenes de cambios
más importantes de permitividad producidos por ejemplo por una hemorragia.
Las imágenes de contenido sanguíneo en el brazo muestran la posibilidad
de visualizar alteraciones circulatorias y la aplicabilidad de las técnicas
diferenciales a cuerpos 'in-vivo'. Finalmente las imágenes de la simulación de
un edema pulmonar sobre maqueta han mostrado la aplicación potencial de los
sistemas planos en la monitorización de pacientes con transtornos pulmonares.
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Por otra parte los resultados revelan una fuerte sensibilidad de los sistemas
de microondas a los cambios de contenido acuoso de los tejidos.
La concepción como sistema de laboratorio del prototipo limita
fuertemente la experimentación sobre cuerpos biológicos. Para realizar una
evaluación más realista de la tomografia de microondas sería necesario un
protocolo experimental llevado a cabo por personal médico y el diseño de un
nuevo sistema compatible con las necesidades y el entorno clínicos.
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CAPÍTULO 9 PREDEFINICIÓN DE UN PROTOTIPO CLÍNICO
Gracias a la actividad experimental realizada y utilizando la experiencia
ganada con el prototipo de laboratorio, en este apartado propondremos las
líneas maestras de un diseño clínico. En primer lugar en un segundo diseño
pueden corregirse las limitaciones o errores cometidos en el anterior. Por
otra parte un prototipo clínico está condicionado por aspectos de
compatibilidad y comodidad para el paciente, que no se tuvieron en cuenta en
el prototipo de laboratorio.
En el primer prototipo pudo comprobarse la conveniencia de particionar la
agrupación de medida y emplear modulaciones de baja frecuencia y una detección
síncrona para aumentar el aislamiento del sistema. Las limitaciones más
importantes que se han observado a nivel de sistema son:
-Agrupación de medida muy voluminosa y pesada
-Paso de muestreo insuficiente que ha dado lugar a una zona útil menor al
espacio disponible
-Espesor del corte explorado muy grueso (6cm)
-Fuerte atenuación del camino de señal
-Moduladores de baja frecuencia desadaptados en el estado de no transmisión,
constituyendo una fuente de interferencias.
-Acoplamiento entre cuadrantes difícil de apantallar
-Falta de repetibilidad de los conmutadores electromecánicos
Para disminuir las pérdidas es necesario acercar la agrupación al cuerpo
tanto como sea posible. Una forma de conseguirlo sería utilizar una agrupación
realizada en tecnología impresa con un substrato flexible, que pudiera
colocarse en contacto con el cuerpo. Una agrupación de estas características
presentaría la ventaja de no requerir un depósito de agua, pudiéndose emplear
un gel de alta permitividad para facilitar el acoplamiento electromagnético
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entre la agrupación y el cuerpo. Para que esta propuesta sea operativa deben
resolverse algunos aspectos:
-Diseño de una antena elemental eficiente en tecnología impresa
-Partición de la agrupación en varios sectores
-Integración de un multiplexor para cada sector, capaz de direccionar
individualmente los elementos y modular la señal cerca de la antena.
-Integración de la lógica de control del multiplexor minimizando el cableado
con el exterior para facilitar su desacoplamiento
-Utilización de focalización axial que permita reducir el espesor de
iluminación
-Conexión de las señales de emisión y recepción con el exterior minimizando la
posibilidad de interferencias
Como antena elemental se propone utilizar una antena impresa del tipo
'patch', que sería básicamente una línea de transmisión ancha con una longitud
de aproximadamente \/2. Para evitar la radiación al espacio externo sería
conveniente una realización en 'strip-line' con ventanas alrededor de cada
antena. La f ig. 9.1 es un diagrama de la antena propuesta.
Para conseguir una focalización axial eficiente cada elemento de la
agrupación podría estar compuesto de una columna de varias antenas según la
dirección axial, excitadas con fases convenientes para focalizar sobre el eje
de la agrupación. De esta forma podrían construirse varios sectores de
agrupación con su multiplexor integrado en 'strip-line'. La f ig. 9.2 es el
aspecto frontal de un sector de 16 elementos, con tres antenas por elemento.
El espaciado entre elementos es de A/2 para obtener un muestreo suficiente del
campo.
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Fig.9.1 Antena elemental de tipo "patch" realizada en "strip-line".
Fig.9.2 Aspecto frontal de un sector de la agrupación con 16 elementos
La fig.9.3 muestra un circuito en 'strip-line* que podría emplearse como
multiplexor, está basado en la utilización de diodos PIN en tecnología
'Beam-Lead'. El conmutador básico de 1 a 4 vías ha sido probado en el
laboratorio proporcionando una pérdida de inserción de 0.9 dB y un aislamiento
de 26 dB. La fig.9.4 es una fotografía amplia'da del dispositivo, la longitud
de los diodos es de SOOfxm. Concatenando varios sectores de este tipo se
obtiene una agrupación de perímetro variable según la aplicación deseada.
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Fig.9.3 Agrupación de medida, realizada en 'strip-line' con diodos PIN de
tecnología 'Beam-Lead' y circuitos de microondas y control asociados .
Fig.9.4 Conmutador básico de 1 a 4 vías con diodos PIN-Beam-Lead
9-4
9.P.CLINICO
Para disminuir el nivel de interferencias y facilitar la distribución de
señal recibida sería conveniente incluir un mezclador para cada sector
realizando la conversión a una frecuencia intermedia de decenas de MHz.
También la señal emisora y de oscilador local podría llevarse a la agrupación
a una frecuencia inferior a la de trabajo, por ejemplo empleando un
triplicador de frecuencia en cada sector. Además ambas señales podrían
compartir el mismo cable. La utilización de frecuencias más bajas de
entrada-salida, presenta la ventaja de reducir la zona crítica susceptible de
provocar interferencias. En este caso sólo la agrupación está operando a
frecuencia de trabajo. Por lo tanto el resto de la red de distribución no está
sujeta a condiciones de atenuación y aislamiento muy exigentes pudiendo
utilizar conmutadores de estado sólido y cableado de bajo coste.
Como contrapartida es necesaria la integración de un subsistema de
microondas en cada sector. Esto podría conseguirse mediante la utilización de
circuitos integrados de microondas (MMIC) actualmente en fase de producción
creciente para aplicaciones profesionales (RADAR) y también de consumo
(receptores de satélite DBS).
El circuito propuesto puede verse en la f ig. 9.3, integrado en un sector
de la agrupación. Consta de un triplicador de frecuencia basado en un
dispositivo no lineal como un diodo Schottky o un transistor polarizado
adecuadamente. La salida a frecuencia triple ataca al amplificador de potencia
de emisión y al puerto de oscilador local de un mezclador. La entrada del
multiplexor del sector se lleva a través de un conmutador a un amplificador de
bajo ruido en recepción y a la salida del amplificador de potencia de emisión.
De esta forma la señal recibida es amplificada y convertida a una frecuencia
intermedia. La potencia de emisión podría ser reducida a niveles integrables,
al minimizarse en gran parte las pérdidas del camino emisor. La modulación de
las señales podría realizarse en ASK con el último conmutador del multiplexor,
al igual que se hizo en el prototipo de laboratorio. Conmutando la señal a la
entrada del multiplexor a una carga adaptada en el estado de no transmisión
del modulador se podría eliminar la reflexión sobre el amplificador de .
potencia minimizando las interferencias.
Un subsistema que debe integrase también en la agrupación es la
circuitería de control del multiplexor, en el prototipo de laboratorio se
utilizó un 'bus' paralelo para la conexión con el controlador central del
sistema, lo que obligó a desacoplar cada uno de los cables. En este nuevo
diseño se propone emplear una línea serie para simplificar el cableado. La
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f ig. 9.3 muestra como podrá integrarse el controlador en el sector. Si el
protocolo de medida es fijo, la rutina de direccionamiento puede cablearse con
lógica standard o memoria ROM, de forma que basta con aportar una señal de
reloj, una señal de 'reset' indicando el comienzo del direccionamiento de los
elementos del sector, y una señal de modulación. La fig.9.4 muestra como
podrían replegarse los circuitos de microondas y de control sobre el sector
con un substrato suficientemente fino y flexible. El resto del sistema sería
parecido al utilizado en el prototipo de laboratorio, con excepción de la
parte de microondas que en este diseño ha sido desplazada a la agrupación.
Gel Adaptación
Agrupación Flexible
Fig.9.4 Plegado de los subsistemas sobre la agrupación flexible
Los algoritmos de reconstrucción deberían modificarse parar tener en
cuenta el contorno arbitrario de la agrupación. La posición de cada elemento
podría ser estimada midiendo la distancia entre dos elementos opuestos, y
deduciendo las demás distancias a partir de la fase del campo medido. La
consecución de un algoritmo capaz de reconstruir un cuerpo de alto contraste
con una geometría arbitraria de medida, es un requisisto necesario para la
explotación clínica del sistema propuesto.
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CAPÍTULO 10 CONCLUSIONES Y PERSPECTIVAS FUTURAS
La tesis se ha centrado los aspectos más relevantes de la tomografia de
microondas utilizando una geometría de medida cilindrica, en concreto los
algoritmos de reconstrucción, arquitectura del sistema y las aplicaciones
biomédicas de la técnica.
En el tema de reconstrucción de cuerpos dieléctricos en lugar de realizar
un estudio dedicado a la geometría cilindrica se ha optado por desarrollar una
formulación general que puede utilizarse en el diseño de algoritmos para
geometrías de medida arbitrarias. Se han estudiado dos filosofías distintas:
operadores de focalización e inversión de la ecuación integral, que permiten
la obtención de las corrientes equivalentes o inducidas en el dieléctrico. A
partir de medidas mutivista la inversión de la ecuación integral mediante
aproximaciones de primer orden proporciona una reconstrucción fiel para
cuerpos de bajo contraste y además da lugar a algoritmos eficientes utilizando
el espectro de Fourier. Se han ensayado métodos con aproximaciones de orden
superior para reconstruir cuerpos de alto contraste consiguiendo algunas
mejoras respecto a la aproximación de primer orden, sin embargo no se dispone
de un algoritmo general que proporcione resultados satisfactorios para objetos
arbitrarios.
Se ha estudiado también la arquitectura de los sistemas cilindricos
profundizando en la problemática de compatibilidad electromagnética. La
compatibilidad del sistema es crítica al compartir señales de niveles muy
distintos un mismo espacio físico. La detección síncrona multifrecuencia ha
desmostrado ser un método eficaz para minimizar las interferencias entre las
secciones de emisión y recepción. También se han desarrollado procedimientos
de calibración y adquisición de datos que permiten compensar la no uniformidad
de una agrupación y red de distribución reales. Los resultados de este estudio
se han aplicado a la contrucción de un prototipo de laboratorio que ha
permitido evaluar experimentalmente los resultados sobre algoritmos y sistema
de medida. Los algoritmos de primer orden admiten en un sistema cilindrico una
implementación muy eficiente utilizando síntesis de ondas planas y técnicas de
FFT.
Se han investigado algunas aplicaciones clínicas de la tomografia de
microondas mediante simulaciones numéricas y de forma experimental con el
prototipo realizado. Un estudio de materiales dieléctricos ha permitido la
construcción de maquetas eléctricamente equivalentes a cuerpos biológicos
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permitiendo una experimentación cómoda y bien controlada, y la correlación de
las imágenes con la estructura de la maqueta.
Se han conseguido imágenes absolutas satisfactorias de cuerpos reales de
sección pequeña como las extremidades. Debido al interés en desarrollar
métodos para visualizar la estructura y fisiología cerebral, se ha realizado
una serie de simulaciones numéricas y experimentos sobre una maqueta de cabeza
humana. Los resultados han mostrado la necesidad de utilizar información
"a-priori* para visualizar la estructura interna de la cabeza mediante
técnicas diferenciales. El sistema desarrollado ha permitido visualizar
cambios de permitividad simulados en una maqueta de cabeza humana, producidos
por ejemplo por una hemorragia cerebral. La obtención de imágenes de las
zonas de actividad cerebral gracias a los cambios dieléctricos asociados
requeriría en principio un sistema de gran sensibilidad, mediante simulación
se ha comprobado que ésta aumenta al disminuir la distancia entre la
agrupación y el cuerpo. También se ha aplicado la técnica diferencial con
éxito en la reconstrucción de variaciones de contenido sanguíneo en un
antebrazo humano 'in-vivo*. Utilizando una maqueta simplificada de pulmón
humano, se han obtenido imágenes diferenciales de variaciones de contenido
acuoso en el tejido pulmonar, utilizando una cámara plana de microondas
desarrollada por SUPELEC (París). Los resultados muestran la aplicación
potencial de los sistemas activos de imágenes de microondas a la visualización
de alteraciones de contenido acuoso en los cuerpos.
La elevada sensibilidad térmica de la permitividad de los tejidos permite
en principio reconstruir imágenes de cambios de temperatura de aplicación a la
monitorización de tratamientos de hipertermia. Un experimento preliminar ha
permitido la medida de varaciones de 0.5°C en agua, aunque es de esperar una
sensibilidad menor en un cuerpo biológico. Para continuar la evaluación
biomédica del sistema sería conveniente iniciar un protocolo experimental con
participación directa de personal clínico, lo que podría exigir el diseño de
un nuevo prototipo mejor adaptado al entorno hospitalario.
Finalmente utilizando la experiencia obtenida con el primer prototipo se
apuntan las líneas maestras de un nuevo diseño abordable con la tecnología
actual, basado en una agrupación impresa realizada sobre sustrato flexible e
incorporando circuitos integrados de microondas.
En la actualidad la limitación pricipal de la tomografia de microondas
para aplicaciones biomédicas es la falta de algoritmos de reconstrucción
adecuados. El estudio de nuevos métodos de reconstrucción basados por ejemplo
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en técnicas de reconstrucción algebraica o de máxima entropía plantea
esperanzas para resolver este difícil problema inverso.
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APÉNDICE
APÉNDICE: MÉTODOS ESPECTRALES
Las ecuaciones que describen los campos en el espacio contienen
operadores integrales o diferenciales a menudo de difícil evaluación. Estas
ecuaciones pueden reducirse a ecuaciones algebraicas, utilizando transformadas
sobre la función espacial A(r) que describe los campos o corrientes,
obteniendo una función extendida a un dominio espectral A(TJ). Trabajando con
materiales lineales, la solución a muchos problemas de difracción puede
escribirse como convolución de una distribución de campo o corriente de
excitación con la respuesta impulsional o función de Green del problema. En el
dominio transformado las convoluciones se reducen a productos permitiendo una
resolución sencilla del problema. Por otra parte los algoritmos de
transformada rápida de Fourier (FFT) permiten pasar eficientemente entre
dominios espacial y transformado. Aparte de las ventajas algebraicas, el
trabajar con el dominio espectral aporta una nueva visión del problema
facilitando su interpretación.
En términos matemáticos, el espectro no es más que el conjunto de
autofunciones de la ecuación de onda, cuya formulación dependerá del sistema
de coordenadas adoptado. Como la familia de autofunciones es completa, si la
función que describe una situación electromagnética y sus derivadas son
continuas o con discontinuidades finitas y absolutamente integrables
(corresponde a una situación físicamente realizable), puede expresarse como
combinación de autofunciones o en forma espectral. De hecho el espectro puede
emplearse también para describir situaciones menos restrictivas, por ejemplo
la función delta de Dirac 6(r) o escalón U(r), en estos casos puede utilizarse
el espectro en el sentido de límite [94].
Aunque la formulación espectral se utiliza sobre todo en el tratamiento
de problemas monocromáticos, puede generalizarse a variaciones temporales
arbitrarias, incluyendo la variable tiempo y su transformada t «=» u en los
dominios espacial y transformado respectivamente. Estudiaremos para dos
dimensiones las coordenadas rectangulares que dará lugar al espectro continuo
de ondas planas, y las coordenadas cilindricas obteniendo un espectro discreto
o modal de ondas cilindricas. Lo mismo puede hacerse para 3 dimensiones y para
otros sistemas como esférico, elíptico, etc.
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A.I Coordenadas Rectangulares
A.I.1 Espectro angular de ondas planas
El campo electromagnético en una región del espacio sin fuentes puede
describirse como combinación de funciones de una solución completa de la
ecuación de onda homogénea. Una familia de funciones completa son las ondas
planas, dando lugar a la expresión del campo como espectro o combinación de
éstas. El espectro angular puede expresarse en espacios de dos o tres
dimensiones, por concisión trabajaremos con dos dimensiones siendo la
extensión a tres inmediata.
i
De la ecuación de onda homogénea obtenemos como solución en cordenadas
cartesianas una familia de ondas planas dirigidas según ko:
(\72+ ko) E(?) = 0 —» E(?) = Z e~jk°'r (A.l)
donde ko representa la dirección de la onda plana, en el plano x,z
ko = kx x + kz z de forma que kx + kz = ko (A.2)
si tomamos kx real podemos despejar kz. En un medio sin pérdidas ko es real y
podemos distinguir dos regiones diferenciadas
Dominio Visible
|kx| s ko —» kz = ± /ko - kl (A.3)
Dominio Invisible
|kx| > ko —=» kz = +j /kx - kl (A.4)
El doble valor de kz corresponde a ondas viajando hacia +z o hacia -z. En el
dominio invisible kz es imaginario, lo que físicamente representa una onda
plana evanescente, que se atenúa rápidamente según z. La presencia de ondas
evanescentes son necesarias ' para permitir la existencia local de
discontinuidades de campo y están asociadas a la acumulación de energía
reactiva como ocurre con los modos en corte en una guía de ondas. En medios
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con pérdidas ko es complejo y también lo será kz para cualquier valor de kx,
por ello no existe en este caso una frontera clara entre el dominio visible e
invisible.
Escribiendo la solución completa como superposición de un espectro
continuo de ondas planas y teniendo en cuenta el doble valor de kz obtenemos
E(x>z)= i r Ë+(kx) e-j(kxx+kzz)dkx + 4- f Ê-(kx) e-j(kxx-kzz)dkx (A.5)ZTI J ¿n J
donde kz = + v ko - kx
E (kx) y E (kx) son el espectro angular de ondas planas dirigidas según +z o
-z, y que una vez conocido determina completamente el campo en una zona sin
fuentes. Si todas las fuentes están en el semiplano izquierdo z<0 sólo
tendremos E*(kx) y obtenemos
_+, _» 1 f z+n t -j(kxx+kzz) .. ,. .E (x,z)= —x- E (kx) e J dkx (A.6)
—00
que permite el cálculo del espectro angular conocido el campo en un plano z
Ê+(kx;z=0) = f E+(x,z) ej(kxx+kzz) dkx= ?x< E+(x,z) } ejkzZ (A.7)
•* -oo
si las fuentes están en el semiplano derecho se obtiene un expresión análoga,
E"(kx;z=0) = f E"(x,z) ej(kxX kzz) dkx= ^x{ E"(x,z)
-o
(A.8)
es decir el espectro angular y el campo en una recta sobre el mismo plano z
son pares transformados. Situando adecuadamente el origen de coordenadas,
puede obtenerse la relación entre el espectro angular evaluado en una línea zb
y el espectro perteneciente a otra línea za
A-3
= Ê+(kx;zb)
Ê-(kx;za) = Ê-(kx;zb)
(A.9)
(A.10)
El espectro angular puede expresarse también en función el ángulo de
propagación 9 de la onda plana respecto al eje z, de esta forma
kx = ko sine ; kz = ko cose (A.ll)
si kx > ko, 8 toma una valor complejo [6]. En el margen visible sustituyendo
en (A.5) y utilizando el vector unitario 6 dirigido según 0, podemos expresar
el campo como combinación de ondas planas en la dirección 0
27T 2TT
E(r) = -^ J Ê(kosine) e Jko9'r |kocos6| de = -^ J -jkoê • r
(A.12)
donde
= E(kosine) Ikocosel =
Ë+(kx) |kz| ; |e| s Ti/2
E"(kx) |kz| ; |0| > ir/2
(A. 13)
es una forma equivalente de expresar el espectro de ondas planas, que evita la
ambigüedad derivada de las dos direcciones posibles para cada valor kx.
A.1.2 Espectro bidimensional de Fourier
El teorema integral de Fourier extendido a un espacio de n dimensiones
puede expresarse como
A(?) = _L_ r " r"A(?') «>?'d?'
f Otr Ì J AA. J «WV ¿Sil V — 00 — 00
(A.14)
siendo válido para funciones absolutamente integrables, y continuas con sus
dervidas, o con discontinuidades finitas, en este caso A(r) tiende al valor
A-4
APÉNDICE
medio de la discontinuidad de A(r ') .
En este trabajo utilizaremos la transformada directa e inversa de Fourier
definidas como
00
y { A(r) > = A(3) = í A(r) eJTJ"rdr (A.16)
J
-oo
00
y'N A(í)) } = A(r) = —i— f A(ij) e"J77'r di) (A. 17)
(2ír)N J-co
N es la dimensión de los dominios r y 17. La transformada puede realizarse
sobre las N dimensiones del problema o sobre un subconjunto de éstas según nos
convenga, como ocurre con el espectro angular de ondas planas.
El espectro angular está relacionado con el espectro bidimensional
mediante una transformada longitudinal según z, si se evalúa en la línea z = O
el espectro angular es simplemente la proyección del espectro bidimensional
sobre el eje transversal T)x.
1
 ( l(7}x,T)z) 1 = -4 — F
^ J T x = k x ¿U J
E(kx;z=0) = ^z' (7}x,   -  (7)x,T)z) dT)z (A.18)
|T)x=k  |í}x=kx
En la tesis utilizaremos la variable TJ para el dominio espectral de funciones
en general, en el caso en que TÍ represente una onda plana a menudo
utilizaremos k para denotar que el módulo | TJ | está fijado al valor del número
de onda en el medio, sin embargo TJ y k son matemáticamente equivalentes.
A.2 Coordenadas cilindricas
A.2.1 Espectro de modos cilindricos
Resolviendo por separación de variables la ecuación de onda homogénea en
coordenadas cilindricas, obtenemos una familia completa de autofunciones con
dependencia armónica en las coordenadas angular y axial y un comportamiento
radial descrito por funciones de Bessel, como vimos en {3.2}. Para un problema
en dos dimensiones no tendremos variación según z y un campo eléctrico
polarizado axiaimente puede expresarse de forma escalar como serie discreta de
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autofunciones o modos cilindricos (TM)
co
(72+ kl) E(r) = O —» E(r) = £ [an An(kop) + bn Bn(kop)] ejn?) (A. 19)
n=-oo
siendo An.Bn un par de funciones de Bessel o Hankel a escoger entre Jn, Yn,
1) 2)Hn, Hn, según nos convenga. Cualquier par permite escribir una solución
completa, sin embargo al describir los campos en una región que incluya el
origen sólo podremos utilizar Jn pues es i la única no singular para una
argumento nulo. Hn representa ondas cilindricas viajando hacia el origen y
Hn son ondas propagándose hacia el exterior lo que permite escoger las
funciones más convenientes según el caso.
En aquellos casos en que sólo interviene! un tipo de función de Bessel An
en la descripción del campo de una zona sin fuentes, si calculamos los
coeficientes de la serie de Fourier para un círculo de radio po obtenemos
E(po,í>) = £ an An(kopo) ejn<p (A.20)
n=-oo
2tr
rtfi "* r — inw)E(po,<p) -££+ E(po,n) = 1/27T E(po,<p) e J * d<p (A.21)
Jo
de donde podremos calcular el espectro modal an que determina los campos como
an = - (A.22)An(kopo)
de esta forma puede calcularse el espectro del campo para cualquier punto
(p,<p) de la región sin fuentes
E(p,n) = E(po,n) *\ ! E(p,?) = [ E(p.n) ejnv (A.23)
n = -co
Dominios visible e invisible del espectro
Al igual que ocurre en coordenadas rectangulares, existirá un dominio
visible e invisible que en este caso dependerán de la coordenada radial p. Por
ejemplo al describir los campos en torno al origen mediante la serie
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= Z an Jn(kop) e (A.24)
observamos que Jn(x) decae rápidamente para argumentos x < n/2, mientras que
para x > n/2 el decaimiento es suave correspondiendo a la pérdida de densidad
de energía propio de una onda cilindrica. Así pues el valor kop = n/2
establece la frontera de visibilidad en la expresión en modos cilindricos de
los campos, lo que corresponde a una variación espacial sobre un círculo de
período T = 2irp/n = A/2 .
Dominio visible
p £ n/2ko ; n £ 2ko-p (A.25)
Dominio invisible
p < n/2ko ; n > 2ko-p (A.26)
Habitualmente estaremos interesados en expresar sólo los campos visibles en
una región del espacio, lo que permite truncar la serie infinita de modos al
margen visible optimizando el tiempo de cálculo.
A.2.2 Transformada de Hankel
En regiones con fuentes no es posible describir los campos con el
espectro modal de coeficientes an.bn como vimos en el apartado anterior ya que
la ecuación de onda no es homogénea. En este caso y en general para expresar
cualquier función bidimensional en términos de autofunciones cilindricas, será
necesario disponer de una transformada bidimensional entre el dominio espacial
f(p.Sp) y un dominio transformado consistente en una familia de autofunciones
cilindricas. El objetivo sería obtener una herramienta análoga a la
transformada bidimensional de Fourier para problemas rectangulares. Debido al
carácter periódico según <p de f(p,<p) la transformada de la coordenada angular
será una serie discreta de Fourier como ocurría en la expansión en modos
cilindricos del apartado anterior. Deberemos encontrar un dominio transformado
para la coordenada radial p y demostrar la "clausura" de la transformada
bidimensional obtenida lo que significa llegar a una expresión del tipo
A-7
= T'1 I"f(r) T [ f(r) ] (A.27)
Obtendremos la transformada en dos pasos, una transformada angular en serie de
Fourier y una transformada radial como transformada de Hankel de orden n,
f(p,p) A» f(p,n) A» f(r,n) (A.28)
dada una función f(p,<p) para cada valor de p tendremos una función periódica
en <p por lo que podremos escribir en serie de Fourier
f (p,*) = f I 1/2* I f (p.?' )
 ;e~
J1
^ W I ejl1* (A.29)? \
ntf-co L
lo que permite definir las transformadas directa e inversa como
f(p,n) =1/27T J f(p,<p) e~jn?> d<p ; f(p,<p) = £ f(p.n) eJ11Y/ (A.30)
O n=-oo
para cada valor de p obtenemos un espectro de modos angulares f(p,n), o
equivalentemente cada modo angular n posee una variación radial arbitraria.
Obtendremos ahora una transformada según p para cada modo angular, si tomamos
por ejemplo el modo n podremos escribir
fn(p1?>) = f(p) ejn?> ÍA.31)
si partimos del teorema de Fourier para dos dimensiones
f(x ' ,z ' ) = -L- ff [ fff(x,z)
 e-
j(xTÍX+ZT)z)
(Zu)2 JJ-oo [ JJ-oo
dxdz j(ï)xx' +TJZZ' dîjxdîjz
(A.32)
expresando en polares los dominios espacial y transformado
+ jy = p eJÍP; T)x + JTJZ = y ej (A.33)
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obtenemos
oo 2Itf (P' ,<p' ) = 1/47T2 r r j r f (p,<p)
o o
co 2ir
o o
(A.34)
utilizando las expresiones integrales de la función Jn
21t
I
O
27T
j(nß - scosß)
 = -jmr/2
j(nß + scosß)
 =J
 ej(  
(A.35)
(A.36)
tomando ß = <p-9 en la integral interior y ß = 8-ç>' en la exterior tras algunas
manipulaciones obtenemos el teorema de Fourier-Bessei o de Hankel de orden n
00 p 00 -i
',<p'i = f(p ' ;n) ejníp = f f ?(p;n) Jn(yp)pdp Jníyp'
o L o J
lo que permite definir una transformada radial para el modo n como
(A.37)
f(y,n) = J f(p;n) Jn(yp) pdp ; f(p;n) = J f(y,n) Jn(yp) (A.38)
sustituyendo en (A. 29) obtenemos la expresión global
CO p CO
ftp' , ¥ > ' ) = j[ f f 1/27T J f ( p , < p ) e~Jn<Pd<p Jn(rp) pdp
« « « « . _ /v* */ «/ » rtn=-oo L
 O
Jn(yp'
(A.39)
permitiendo definir una par de transformadas directa e inversa de Hankel como
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-co -27T _ .
< f(p,<p) } = f(y,n} = l/2n f(p,?>) e Jn?> Jn(yp) dip pap (A.40)
J n J n
00 .00
f(y,n) > = f(p,v) = f [ f(y.n) Jn(yp) y dy ejn?> (A.41)
n=-oo J 0
A.3 Condiciones de muestreo ;
*
En la formulación de los problemas de difracción se manejan expresiones
que presuponen un conocimiento perfecto de los campos sobre el espacio, unai
línea de medida, etc., lo que en la práctica requeriría una agrupación de
sensores de extensión infinita y un paso de medida nulo. Por ello conviene
estudiar las consecuencias de utilizar agrupaciones de medida realizables y
por tanto de una cierta extensión y paso de medida. El problema es análogo al
muestreo y enventanado de señales temporales.
Supongamos que deseamos obtener el espectro angular de ondas planas a
partir de la medida del campo en un plano. Debido a la periodicidad del
espectro de una señal muestreada [66], el espectro del campo real será
recuperable sin errores a partir de las muestras del campo a condición de
cumplir el criterio de Rayleigh (análogo al criterio de Nyquist en señal), es
decir paso de muestreo âr s ir/7}max, suponiendo un campo de espectro limitado a
la frecuencia máxima Tjmax. Si estamos muy cerca de las fuentes o
discontinuidades, la amplitud de las ondas evanescentes puede ser grande,
estaremos en presencia de variaciones rápidas o altas frecuencias y por tanto
para no tener errores de aliasing el muestreo debe ser muy fino. Sin embargo
en general estaremos a distancias de una longitud de onda o mayores de las
fuentes. Como vimos en A. 1.1, el espectro evanescente sufre una fuerte
atenuación al propagarse la onda, para medios sin pérdidas el espectro es
prácticamente de banda limitada a \i}\ £ ko y bastará con un paso de muestreo
Ar £ A/2. En medios con pérdidas no existe ' una frontera definida entre el
espectro visible e invisible, con lo que el paso de muestreo se dimensiona
para la banda de frecuencias que son medibles sobre la agrupación, teniendo en
cuenta la sensibilidad y dinámica del receptor [6].
Para coordenadas cilindricas, las funciones serán periódicas en <p con un
periodo 2ir, por lo tanto podrán expresarse como serie de Fourier. El paso de
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muestreo para no tener errores de 'aliasing' será ay> £ tr/nmax, siendo nmax el
modo más alto presente en la función. Si nos restringimos al margen visible,
para una radio p, obtenemos un muestreo suficiente para un paso menor o igual
a A/2
As = a<p-p £ A/2 (A. 42)
El muestreo radial deberá hacerse con un paso no uniforme,
correspondiente a los zéros de la función Jn escalados al ancho de banda
ymax = U
Jn(zni) = O ; muestra iésima Fnlil = Fn(zni/u) (A.43)
de esta forma la interpolación o recuperación de Fn(p) se realiza mediante
combinación de funciones interpoladoras equivalentes a la sine en Fourier,
ponderadas por las muestras [95]
co
V Fn(<Xnl
T=l
Fn(p) = f (o l) *nl(r); *nl(r) = 2<Xnl Jn(pu)
t>Jn+i(anit))(anl-p )
En cuanto a la extensión de la agrupación de medida estamos ante un
problema de enventanado. El espectro que se obtendrá será la convolución del
espectro real con la transformada de la ventana. Una línea de medida acotada
equivale a una ventana rectangular, cuya transformada es una sine
A ( T J ) = AÍTJ) * W(i)) ; W(TJ) = L (A.45)
donde L es la longitud de la línea de medida. La consecuencia es la pérdida de
resolución en el dominio espectral que vendrá limitada por el tamaño del
lóbulo principal de la sine At) = 2n/L. Si se utiliza un algoritmo de FFT en la
transformación del campo medido sobre N elementos, el paso en el dominio
transformado es precisamente AT? = 2rc/NAr = 2n/L.
A-ll
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