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Problem Description
To prolong the operating time of a remotely controlled micro helicopter, the processing must be
kept simple and the video communication power efficient. We will assume that the processing of
the video takes considerable less energy than the actual signal transfer. Thus, compression is an
important factor to reduce the transfer rate. Further we assume there are negligible power
limitations on the feedback channel. We can then use iterative transmissions with a feedback
channel, where the signal to noise ratio on the feedback channel is much higher than that of the
feed forward. When operating, the transmission will experience Rice or Rayleigh fading depending
on whether or not a direct line of sight is available between the operator and the helicopter. To
reduce the problems associated with fading, channel diversity should be obtained in some way.
    
The task is to simulate a complete system with video compression and transmission. The
compression should be based on a three dimensional DPCM-codec with motion compensation.
Realistic channel estimation must be included. The carrier frequency should be chosen based on
the system specifications and what the telecommunications authorities permit.
Assignment given: 18. January 2010
Supervisor: Tor Audun Ramstad, IET

Abstract
In this thesis, a video communication system for use in a mini helicopter
is reviewed. The transmitter is located in a small battery powered mini heli-
copter, weighing about 15 grams, and the receiver is the helicopter’s remote
control. The operator controls the helicopter only based on the video feed
sent from the helicopter, hence it is critical that the delay is kept to a mini-
mum. Due to the helicopter’s small size, the energy available is very limited,
and both coding and transmission should be efficient and have low complexity.
Since processing takes considerable less energy than transmission, compressing
the video is an important factor to reduce the needed transmission rate. Video
compression is done using three-dimensional DPCM with motion compensa-
tion. The prediction is done around the channel noise; hence, the system uses
joint source channel coding. The analog system utilizes the feedback channel
already needed for closed loop DPCM to transmit every sample in an itera-
tive fashion which expands the bandwidth to reduce transmission power. The
simulations shows that for an ideal feedback channel and with a Gaussian
distributed input, the system acts according to OPTA.
The system is simulated in different environments and components are added
to the system to make the simulations more realistic and the system more
robust. The sampling period of the system with a bandwidth expansion of
three is 288 ns, and with a carrier frequency of 2.39 GHz, it is reasoned that
this would give flat fading in an indoor office environment.
When flat fading is introduced, channel estimation and diversity are im-
plemented to reduce the degradation caused by fading, and by adding three-
dimensional DPCM, the system becomes very robust against the fast channel
fluctuations caused by multipath fading. Further, in fading the iterative sys-
tem experiences graceful degradation, meaning the system does not break down
below a certain power but has a steady decrease in performance for decreasing
Ep/N0. The system shows good results (received PSNR greater than 40 dB)
for an average Ep/N0 of 3.5 dB in the receiver, averaged over all test inputs.
Simulations shows a substantial gain in lowering of the variance of the trans-
mitted signal by video compression. For high Ep/N0, the transmission power
can be reduced by 17 dB to yield the same result as with no compression.
i
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CHAPTER 1
INTRODUCTION
This thesis reviews a complete system used for transmitting a wireless video
feed. The transmitter is located in a small battery powered mini helicopter,
weighing about 15 grams, and the receiver is the helicopter’s remote control.
The operator controls the helicopter only based on the video feed sent from the
helicopter, hence it is critical that the delay is kept to a minimum. Further,
since the weight of the helicopter is only about 15 grams, it has a very small
battery where most of the power is used for thrust, implying that transmission
complexity and power should be kept as low as possible. Since the communi-
cation is expected to operate at variable SNRs, it is important that the system
has graceful degradation, meaning it does not break down but shows steady
decreasing performance for decreasing input power. This motivates the use of
a low-complexity joint source channel coding transmission scheme, that utilize
bandwidth expansion to reduce the energy consumption.
This thesis will review a low complexity video communication system with
time discrete continuous amplitude for the use described above. It will sim-
ulate the system in a wireless environment with video compression, channel
estimation and multiple antennas on the remote control and review its perfor-
mance. The video feed has a frame resolution of 320×240 pixels and transmits
15 frames per second.
The communication and processing of video and images differ from normal
signal processing in several ways. Images of natural events, in contrast to text
and numbers, can be compressed with loss of measured information, but with
low visual degradation. Thus, in transmission of images, distortion should not
1
2 Introduction
Figure 1.1: A prototype of the helicopter that the communication system in this
thesis has been designed for. Image is taken from www. proxdynamics. com
Figure 1.2: A typical use of the helicopter can be overseeing hazard zones where it
is dangerous or inconvenient for people to get. The transmission of the video stream
is the part this thesis will look into
be measured in bit errors but as the observer’s ability to see the degradation.
Since humans cannot see small degradations in images, a natural step towards
minimizing resources is image compression.
Shannon proved that when optimizing the transmission of a source over a
channel, the source and channel coding could always be split into two inde-
pendent entities. Thus optimizing the source coding can be done without con-
sidering the channel and vice versa. However, the separation theorem requires
infinite complexity and delay to obtain full separability. This motivates for the
investigation of systems using joint source channel coding (JSCC), where the
signal is coded in accordance with both channel and source simultaneously.
1.1 Scenarios 3
According to Shannon[21], there are two ways to increase capacity over a
channel: Increasing power or increasing bandwidth. For a system, transmit-
ting at high rates with limited energy, this motivates for the investigation of
bandwidth expanding transmission schemes.
The problem to be addressed in this thesis is the aspect of image communica-
tion from a mini helicopter. The helicopter has limited energy, as it is battery
driven, and thus low energy consumption is of the most importance. Due to
secrecy, the current video transmission scheme used in a preliminary version
of the helicopter is not known. Therefore, a direct comparison in energy con-
sumption cannot be done in this paper. It is assumed that the company can
do this when they receive a copy of this thesis.
1.1 Scenarios
The goal of the helicopter is that it can be used in a number of different
environments and still have a reliable communication with the base station over
an operating time of about 30 minutes1. It is beyond the scope of this thesis
to test for all different wireless environments so this section will describe one
typical operating scenario for the helicopter, which will be referred throughout
the thesis.
Scenario 1
The helicopter is operating inside a typical office building, with many small
rooms, and there exists no line of sight between the helicopter and its opera-
tor. Therefore, the signal is based on reflections and signal components going
through walls or bending around corners. The helicopter is moving at less than
5 m/s and the straight-line distance between helicopter and operator is about
100 meters.
Even though the scenario will be referred, much of the theory and the results
obtained are general and will hold for any scenario.
1.2 This Thesis
As stated above, this thesis deals with the problem of energy and complexity
limitations in a video transmission system. It is a continuation of an earlier
work done by the author together with Brage Høyland Ellingsæter[7]. The
1See http://www.proxdynamics.com/
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previous work was a project that considered two different systems for image
communications for an unmanned air vehicle(UAV), where one of the systems
was the same as will be reviewed in this thesis, only now in more detail. The
other system that was considered used closed loop DPCM around the quantizer
and transmitted using pulse position modulation (PPM). It was shown that
the analog system outperformed PPM concerning performance, bandwidth and
robustness. Fading, diversity, channel estimation and video compression are
typical topics that will be more emphasized in this work.
The thesis’ main contributions are summarized in the following:
• Transmission - The modulation and actual transfer of information from
helicopter to base station and back.
• Video compression - Decrease necessary transmission rate or lower total
energy consumption by decreasing the amount of information to transfer.
• The wireless environment - Fading and path loss.
• Means to combat fading - Channel estimation, power allocation and in-
troduction of channel diversity.
• Simulations - Both of the system as a whole and separate parts.
The thesis is organized as follows: Chapter 2 discusses the theory and back-
ground information behind this thesis and gives some indications as to what
can theoretically be expected. Chapter 3 explains the simulations, methods ap-
plied in implementation and assumptions and approximations that are made.
Chapter 4 presents the results obtained through simulations and discuss them
with focus on power and complexity. Chapter 5 concludes the thesis.
CHAPTER 2
THEORY
This chapter will describe the system reviewed in this thesis. How it works
and how it is expected to perform in wireless communications where power,
complexity and use of bandwidth are vital. It will explain concepts and theo-
retical background used and referenced later. First, some mathematics related
to information theory will be presented, before the transmission scheme is
described. Then some aspects of transmitting over a wireless channel are re-
viewed and measures taken to combat the impact of the channel. At last video
compression is explained.
2.1 Capacity, Rate Distortion and OPTA
Channel capacity, rate distortion and OPTA are all expressions that all have
their origin in the work of Claude Shannon[21, 22]. This section will give a
brief introduction to these expressions, their connection to the thesis and each
other. In Shannon’s groundbreaking 1948 article he laid out the basic elements
of communications, including the limit for how much information that could
be transferred over a noisy channel without errors. This limit is called the
channel capacity and for an additive white Gaussian noise (AWGN) channel,
he obtained the following:[21]
C = B log
(
1 +
P
N0B
)
(2.1)
where P is signal power, B is the single sided baseband bandwidth and N0B is
the noise power. If the base of the logarithm is 2, then the capacity is measured
5
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in bits per second. It is interesting to note that the maximum capacity that
can be achieved by a power-limited system with infinite bandwidth is:[16]
lim
B→∞
C = lim
B→∞
(
1 +
P
N0B
)
= B
P
N0B
=
P
N0
(2.2)
Toby Berger defines rate distortion theory as "The theoretical discipline
that treats data compression from the viewpoint of information theory"[3].
The aim of data compression is to extract the relevant information of a signal
and thus remove redundancy so that a signal can be transferred at a lower
rate. If information that cannot be restored is removed, distortion will be
applied to the signal during compression. How much distortion to expect can
be expressed as a function of the desired rate and is called the rate distortion
function. Distortion is often very subjective and will be different in many
applications. For instance, in image communication, the distortion should be
a measure of intelligibility, meaning that distortion should be a measure of how
well the receiver can interpret the received distorted signal. This is difficult to
express mathematically and in this thesis, following [3] and [4], the distortion
is measured as the mean squared error for simpler calculations.
By equating the desired rate-distortion function and the channel capacity,
the optimal performance theoretically attainable (abbreviated OPTA) from a
system with a given distortion can be obtained. The signal distortion can be
found as a function of channel degradation, channel bandwidth and source
bandwidth. Thus, if a scheme reaches OPTA, there is no other scheme that is
better because it fully exploits the combination of source and channel.
The rate-distortion function calculates the minimum rate required to achieve
a particular distortion given a distortion measure, here by mean squared error[4].
Given the transmission of an uncorrelated Gaussian source over a channel with
additive white Gaussian noise, the rate-distortion function derived in [3] is
given by:
Rs = max
(
0,W log2(
σ2X
σ2D
)
)
(2.3)
Where W is the bandwidth of the source, σ2X is the signal variance and σ
2
D
is the allowable distortion. If Equation 2.3 and Equation 2.1 are equated and
solved with respect to SNR, the following expression for OPTA is obtained,
assuming σ2X > σ
2
D
σ2X
σ2D
=
(
1 +
P
N0B
) B
W
(2.4)
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Notice that by increasing the ratio between the channel bandwidth B and the
signal bandwidth W , the input power can be reduced for the given quality.
From Equation 2.4, the benefit from expanding the bandwidth can be seen
intuitively: If the bandwidth of the channel is larger than that of the signal,
the signal bandwidth could be expanded in some fashion to reduce power. For
instance, if the bandwidth is expanded by a factor of three, B = 3W , one can
reduce the power by a factor of eight to get a 10dB SNR.
Equation 2.4 is only valid if the source is uncorrelated and Gaussian dis-
tributed. This is rarely the case, but the principle showed by the equation is
generally valid: Bandwidth can be expanded to reduce power and still perform
in an optimal manner.
2.1.1 OPTA for Correlated Gaussian Sources
Now, the transmission of correlated Gaussian sources will be reviewed. As-
suming the source has a power spectral density SXX(F ) and bandwidth W ,
the rate-distortion function can be found parametrically [3]. Given MSE dis-
tortion, the rate in bits per second, in terms of a parameter µ, is given by
RS(µ) =
∫ W
0
max
(
0, log2
SXX(F )
µ
)
dF. (2.5)
Intuitively, this means that only the region where SXX(F ) is above µ is pre-
served. Hence below µ, the distortion is larger than the fidelity criterion, see
Figure 2.1.
Figure 2.1: Spectral densities of source, error and reproduction for optimum encod-
ing, given MSE distortion
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Assuming a channel with noise power spectral density SNN (F ), and that
the channel is power constrained with bandwidth B, the channel capacity can
be described parametrically in terms of a parameter θ [3]. The capacity in bits
per second is given by
CS(θ) =
∫ B
0
log2
(
1 +
(θ − SNN (F ))+
SNN (F )
)
dF (2.6)
with power constraint
2
∫ B
0
(θ − SNN (F ))+dF ≤ P (2.7)
where θ is maximum average power that can be sent on the channel and can
be found using the water filling principle and
x+ =
{
0, x ≤ 0
x, x > 0
(2.8)
As in the previous case of uncorrelated source and noise, OPTA can be obtained
by setting the rate distortion function equal to the capacity, and solve for the
obtainable SNR as a function of the CSNR. However, by further assuming the
channel noise and reconstruction noise is low, meaning that SNN (F ) < θ and
SXX(F ) > µ for all F , the expression reduces to∫ W
0
log
(
SXX(F )
µ
)
dF =
∫ B
0
log
(
θ
SNN (F )
)
dF (2.9)
By solving for µ and θ on one side, introducing the bandwidth relation between
channel and source r = BW and making a change of integration the following
equation is obtained:
log(µθ) =
1
W
∫ W
0
log (SXX(F )S
r
NN (rF )) dF (2.10)
For Equation 2.10 to be valid for all W and with r = 1, the integrand must be
constant so that
log(µθ) =
1
W
∫ W
0
log (SXX(F )SNN (F )) dF (2.11)
= log (SXX(F )SNN (F ))
∫ W
0
WdF (2.12)
and
µθ = SXX(F )SNN (F ) (2.13)
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Thus the only case when OPTA is reached for analog transmission is when the
signal and channel noise spectra are inverse functions. Even though the noise
in a transmission system is often modeled by AWGN, which is often close to
reality, not all sources are Gaussian. It is important to realize that transmitting
some random variable {X(t)} to the user when the average channel input power
is bounded by P is most difficult when both {X(t)} and {N(t)} are Gaussian.
This is because this maximizes the rate distortion function and minimizes the
capacity. OPTA is often computed for the joint Gaussian case, simply because
there are simple equations for the capacity and rate distortion function in this
case, but OPTA improves in non-Gaussian cases.
2.1.2 OPTA for Flat Fading Channel
When a signal is transmitted wirelessly, the signal will be affected by fading.
What fading is and why it occur can be seen in Section 2.3.3. If the transmis-
sion is performed over a flat fading channel, the channel capacity is reduced
in comparison to no fading. In this section, the fading will be modeled as flat
Rayleigh fading, meaning that the fading factor in the channel model in Figure
2.2 is governed by the Rayleigh probability density function so that
γ =
P¯α
N0B
(2.14)
where P¯ is the average transmission power and γ has the following probability
density function
fΓ(γ) =
1
γ¯
e−γ/γ¯ (2.15)
If P is the instantaneous power inserted into the channel, the instantaneous
Figure 2.2: Model of a flat fading channel with fading gain α(k) and white noise
n(k)
CSNR is equal to γP/P¯ . If the source signal is Gaussian distributed, the
capacity per channel use, given the stated CSNR, is
C =
1
2
log
(
1 + γ
P
P¯
)
(2.16)
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and the average channel capacity is given in [16] and is
CS = B
∫ ∞
0
fΓ(γ) log
(
1 + γ
P
P¯
)
dγ (2.17)
The instantaneous power is of course a function of γ and can be related to the
average power using the probability density function of γ.
P¯ =
∫ ∞
0
fΓ(γ)P (γ)dγ (2.18)
By using a Gateaux variation and a Lagrange multiplier, the optimal distribu-
tion of power can be found to be [16]
P (γ) = P¯
[
1
γ0
− 1
γ
]
(2.19)
where
1
γ0
= 1 +
∫ ∞
γ0
1
ζ
fΓ(ζ)dζ (2.20)
By using the obtained power allocation and inserting it into Equation 2.17 the
final average capacity for a flat fading channel is obtained
Cs = B
∫ ∞
γ0
fΓ(γ) log
(
γ
γ0
)
dγ (2.21)
Since power must be positive, transmission can only occur when γ > γ0 so the
lower integration limit in the equation above has been changed to γ0.
The rate-distortion function for a colored Gaussian signal, meaning the signal
spectra is not constant, is given in [16] as
RS = W log2
(
κ2x
σ2x
σ2D
)
(2.22)
where κ2x is the spectral flatness measure. The spectral flatness measure will
always have a value in the interval 0 ≤ κ2x ≤ 1 and is given by
κ2x =
exp
{
1
W
∫W
0 log (SXX(F )) dF
}
1
W
∫W
0 SXX(F )dF
(2.23)
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OPTA for a channel experiencing flat fading can be found by equating the
rate distortion function in Equation 2.22, with the average capacity for a fading
channel in Equation 2.21.
W log2
(
κ2x
σ2x
σ2D
)
= B
∫ ∞
γ0
fΓ(γ) log
(
γ
γ0
)
dγ (2.24)
Solving for SNR = σ
2
x
σ2D
, the following is obtained:
σ2x
σ2D
= κ−2x exp
{
ravg
∫ ∞
γ0
fΓ(γ) log
(
γ
γ0
)
dγ
}
(2.25)
where ravg is the average ratio between B and W . Since the rate distor-
tion function used to find this expression for OPTA is for correlated Gaussian
sources, and correlated sources require less resources for transmission than un-
correlated, there will be an improvement in SNR given by the inverse of the
spectral flatness measure. At the same time the SNR is lowered due to the
fading channel by the integral in the exponent times the bandwidth relation.
The OPTA formula derived here is the optimal for a flat fading channel. In
this thesis however, the input power is adjusted to keep the capacity or quality
as constant as possible. To keep the capacity in Equation 2.16 constant, it is
obvious that P must be inversely proportional to γ.
P =
k
γ
(2.26)
And the average power is
P¯ =
∫ ∞
γ0
fΓ(γ)
k
γ
dγ (2.27)
The lower limit of the integral is set to γ0 to keep the integrand from ap-
proaching infinity, and should be the value of the deepest fades the power will
compensate for. By inserting the value for fΓ(γ) into the equation and set
z = γ/γ¯, the following expression is obtained:
P¯ =
k
γ¯
∫ ∞
γ0/γ¯
1
z
e−zdz (2.28)
The integral is called the exponential integral and is represented here by the
function E1(γ0/γ¯)
P¯ =
k
γ¯
E1(γ0/γ¯) (2.29)
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An expression for the capacity when the rate is kept constant can be found by
inserting the expression for P¯ into Equation 2.16 and multiplying it with 2B:
Cs = B log
(
1 +
γ¯
E1(γ0/γ¯)
)
(2.30)
In [1], Alouni and Goldsmith derived the following expression for the capacity
using channel inversion and fixed rate:
C = B log
(
1 +
γ¯
E1(γ0/γ¯)
)
e−γ0/γ¯ (2.31)
This is in accordance with the expression in Equation 2.30 except for the last
exponential which represents 1 − Pout which is the probability of γ > γ0, i.e.
the channel gain is large enough for transmission. This is included since no
transmission can be completed when the channel is in a very deep fade. In
Equation 2.30, this probability was excluded because the system used in this
thesis has to transmit all the time to avoid delay, and in deep fades, it is up to
the receiver to handle the poor data received. By implementing diversity, Pout
will increase and the expression in Equation 2.31 will approach that derived
here in Equation 2.30.
2.2 Transmission Scheme
Based on the theory explained in the previous section, this section will ex-
plain the transmission scheme studied on this thesis. The system utilizes a
feedback channel to send more than one sample per source sample, and in this
way expand the bandwidth. It will be shown that for the optimal case the
system performs according to OPTA. First, a general version of the system
will be described, and then an ideal system with bandwidth expansion, and at
last the system with noise on the feedback channel as well will be presented.
If the signal and noise are both white, Equation 2.13 is clearly satisfied since
then both SXX and SNN are constants. In this case the signal manipulator
in the transmitter will just be a constant adapting the input signal to the
channel, denoted α. This is intuitive since the input signal is white and thus
each sample must be equally weighted in order for it to maintain whiteness.
The receiver filter tries to recreate the input signal, i.e. minimizing the mean
squared error. Thus, the receiver-shaping filter will be a Wiener filter, which
attenuates the signal plus noise in an optimal way. According to Equation
12.7.9 in [11], this yields the optimum Wiener factor
β̂ =
σ2X
α2σ2X + σ
2
N
(2.32)
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where σ2X is the input variance and σ
2
N is the noise variance. By setting
1
α
outside of the equation and introducing σ2C = α
2σ2X yields
β̂ =
1
α
1
α(1 +
σ2N
σ2C
)
=
1
α
β (2.33)
This system is shown in Figure 2.3, and combined with an ideal feedback
channel it makes up the basis for finding a bandwidth expanding system with
performance given by OPTA.
Figure 2.3: Optimal system with white source and noise signal using no bandwidth
alteration
As stated in Section 2.1, bandwidth expansion is one way to increase the
channel capacity. Below, a linear system using incremental transmission with
an ideal feedback channel, as reviewed in [3] and depicted in Figure 2.4, is
analyzed. Previously, it was shown that if both the input signal and noise
were white, the system in Figure 2.3 reached OPTA. By adding a noiseless
feedback channel, the transmission scheme is not altered and the system will
still act according to OPTA.
The feedback channel can now be used to expand the bandwidth of the
source signal transmitted over the channel. This can be done by transmitting
several channel samples for each source sample. As long as the channel samples
are uncorrelated, the bandwidth will be expanded in an optimal way. Since
one transmission per source sample reaches OPTA, then M transmissions per
source sample will intuitively also reach OPTA as long as the transmissions are
independent of each other. The only difference is that transmissions occur at
a higher frequency. If the energy for transmitting one source sample x(n) over
the channel is constrained by some variable, ES , and M channel samples are
transmitted per source sample, the energy per channel sample is constrained
by E1 = ESM . The first channel sample is x(n), and the receiver receives a
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noisy version of x(n) and sends it back to transmitter over the ideal feedback
channel. The transmitter, now in possession of the real sample and the noise-
corrupted sample held by the receiver, sends the difference between the two
samples. The receiver receives a noisy version of the difference and adds it
to what was received earlier and can now be expected to be closer to the real
value than after just one transmission. Notice that the sampling frequency of
the channel is MFS while for the input signal it is FS .
For example, if M = 3 and the transmitter wants to send the source sample
x(n) = 100 to the receiver. Since the feedback channel is ideal, the transmit-
ter always knows exactly what was received by the receiver and transmits the
error. ym(n) is the received channel sample for iteration m and yˆ(n) is the ac-
cumulated channel samples making up the total received source sample. Since
Sent at transmitter Received
x1(n) = 100 −→ y1(n) = 110, yˆ(n) = 110
x2(n) = −10 −→ y2(n) = −11, yˆ(n) = 99
x3(n) = 1 −→ y3(n) = 1, yˆ(n) = 100
each of the channel samples are made with less energy than one would use if
there were no bandwidth expansion, one might think that the same result may
be accomplished by sending one sample with all the energy. This is not the
case, as shown in earlier sections.
The system with bandwidth expansion and an ideal feedback channel is
depicted in Figure 2.4. If the system parameters Ai and Bi are optimized so
that for each transmission, Ai provides correct power level and Bi provides
optimal reception. This system will reach OPTA for uncorrelated Gaussian
sources and noise.[16] The optimized parameters will not be derived here and
Figure 2.4: System for incremental transmission of Gaussian samples with ideal
feedback channel
the full derivation can be found on page 165 in [3]. The parameters are given
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as:
σ2D0 = σ
2
X (2.34)
Ai =
√
E1
σ2Di−1
(2.35)
Bi =
√
σ2Di−1E1
E1 + σ2N
(2.36)
σ2Di =
σ2Di−1σ
2
N
E1 + σ2N
(2.37)
for i = 1, 2, .....,M . The values σ2Di are the variances of the input signals at
each iteration, which is equal to the remaining error after i iterations. It is
important to see that a system with feedback does not increase the capacity,
but reduces the necessary power level by expanding the bandwidth [4].
2.2.1 System With Noisy Feedback Channel
In this section, the optimal system with noisy feedback will be presented.
This is the foundation for the transmission scheme used in this thesis.
In all real wireless communication systems, the feedback channel described
will also be corrupted by noise. Nevertheless, as stated in [3], the results
obtained in the previous section are of use in systems where a feedback channel
is much more reliable than the forward channel. Thus, if one assumes the base
station can deliver much more power than the transmitter (20-30 dB over that
of the transmitter) a feedback channel with noise will be of great help. This
is exactly the case in this thesis, where it is assumed that the helicopter can
transmit with very low power compared to the base station. The problem then
is to find the optimal power levels on the feedback channel to come as close to
OPTA as possible.
It is assumed that the noise level in the feedback channel is equal to that of
the feed forward channel. The parameters Ai, i = 1, 2, ...,M still adjust the
signal level in the feed forward channel to the same average level for each iter-
ation, while Ci does the same for the feedback channel, although to a different
level. Di is the optimal Wiener factor that will minimize the total distortion
between di and dˆi for each iteration. The accumulator updates the feedback
level for each iteration of a sample. di will, as with ideal feedback, be optimal
although now with an equivalent noise resulting from both noise contributions
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Figure 2.5: System for incremental transmission of Gaussian samples with noisy
feedback channel
weighted by the multipliers. The problem is now that the accumulators in the
receiver and the transmitter do not see the same signal, which implies that x̂i
is not equal to x˜i. What can be done is to select Bi, i = 1, 2, ...,M to make
ei as close to di as possible. This should make xout = x̂M as close to x as
possible.
The calculations of the optimal parameters will not be done here, but results
obtained from simulations done by Anna Kim and Tor Ramstad at IET, NTNU
gave the formulas below. As before, for the first transmission σ2D0 = σ
2
X and
Ai =
√
E1
σ2Di−1
(2.38)
Ci =
√
E2
E1 + σ2N
(2.39)
Di =
√
σ2Di−1E2E1
(E2 + σ2N )
√
E1 + σ2N
(2.40)
Bi =
√
σ2Di−1E1
E1 + σ2N
(2.41)
σ2Di =
σ2Di−1σ
2
N
E1 + σ2N
(2.42)
for i = 1, 2, .....,M [16].
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2.3 The Wireless Channel
The wireless operation of the helicopter leads to several different degrada-
tions of the signal, and more complex models for path loss and multipath fad-
ing. This section will describe the implications of transferring a signal through
the air and how this affects the received signal.
2.3.1 Carrier Frequency
The carrier frequency determines where in the frequency domain the band-
limited signal will position itself. According to the Norwegian Post and Telecom-
munication Authority’s1 Forskrift om generelle tillatelser til bruk av frekvenser
§8 2:
§8. Mobile video links
The center frequencies 2327 MHz and 2390 MHz are allowed to
be used for mobile video link with maximum radiated power 2 W
e.i.r.p. Maximum occupied bandwidth is 8 MHz.
This is a part of the frequency band where no registrations or permits are
necessary as long as the use comply with the regulations. The two different
frequencies do not differ much and there is no practical advantage in choosing
one over the other. However, 2390 MHz is closest to the well-known and
examined 2.4 GHz-band which is an advantage when looking at theoretical
performance. Many communication systems utilize the unlicensed industrial
and scientific 2.4GHz-band where IEEE 802.11 wireless LAN and Bluetooth are
the most prominent. Note that the maximum power in any direction cannot
exceed 2 W. This means that the power on the feedback channel cannot exceed
2 W. Neither can the feed-forward channel, but it is assumed that it will not
exceed this limit simply because of energy constraints.
The bandwidth needed for transmission without bandwidth expansion, as-
suming transmission of one pixel per sample is 240×320 pixels×15 fps = 1.152
MHz. The system can thus maximum expand the bandwidth 6 times the ini-
tial bandwidth and still act according to regulations. The implications of the
use of this carrier frequency will not be further explained here, instead the
implications will be addressed in the sections most fitting.
1Post- og teletilsynet
2http://www.lovdata.no/cgi-wift/ldles?doc=/sf/sf/sf-20090602-0580.html
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2.3.2 Path Loss
When transferring a signal, by either cable or wirelessly, the signal will lose
power with increasing distance between transmitter and receiver. When the
information lies in the amplitude of the signal, the signal level must be adjusted
for this loss. Since path loss can be considered constant over several samples,
the samples can be amplified in the receiver to obtain the expected mean value.
It is interesting to model path loss to find what transmission power is needed
to reach a certain SNR in the receiver. In a wireless system, this path loss is
difficult and complex to model accurately due to the large variation of channels
and environments. The transmission path between the transmitter and the
receiver can vary from a simple line-of-sight path and one that is obstructed
by large, small and even moving objects as cars and people.
The field of radio propagation is sometimes divided into large and small-
scale path loss; where large-scale path loss determines the loss in received
signal power due to the large distance between transmitter and receiver, while
small-scale path loss refers to the rapid change in signal power due to small
changes in the distance between the transmitter and receiver. In this thesis,
large-scale path loss will be referred as path loss, and small-scale will be referred
as multipath fading or just fading. The difference between these is illustrated
in Figure 2.6 and fading is further examined in Section 2.3.3. In this thesis,
the importance of estimating path loss for the scenario, presented in Section
1, is that it gives a realistic pointer as to what SNR’s that can be expected in
the receiver with a given transmission power.
The mechanism behind path loss in a wireless system are diverse, but can
generally be attributed to reflection, diffraction and scattering[17]. If a signal
hits a smooth object with much larger dimensions than the wavelength of the
signal, a part of the signal will be reflected of the surface perpendicular to the
angle of incidence. The rest of the signal will be absorbed by the object or
go through it with a shift in direction. How much that will be absorbed and
how much that will be reflected depends on the material of the object, angle of
incidence and wavelength. Typical objects that reflect signals are walls, floors
and the surface of the earth. Diffraction occurs when the path of the signal
is obstructed by objects with sharp edges or with small openings in it. Based
on Huygens’ Principle, secondary waves are created after impact and will form
behind the objects even though there is no line of sight. How the signal will
"bend" around the object is dependent on the geometrics of the object and
the frequency of the signal. Diffraction is illustrated in Figure 2.7. Scattering
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Figure 2.6: Large and small scale path loss. The signal will fluctuate rapidly over
time and decrease steadily in average signal power as a function of the distance between
transmitter and receiver.
is what happens when a signal hits objects that are small compared to the
wavelength of the signal. The signal will then spread out in all directions.
This typically happens when the signal hits a rough surface.
When the helicopter is visible for the operator, the path is called a line-
of-sight-path. If there are no obstructions, the signal will propagate along a
straight line between transmitter and receiver. If this is the case, the received
signal power will decrease proportional to the square of the distance between
them. The path loss in dB can then be described by:
PL(dB) = 10 log10
Pt
Pr
= −10 log10
(
K
d2T−R
)
(2.43)
where
K =
Gλ2
16pi2
(2.44)
Pt and Pr are the transmitted and received power respectively, G is the total
antenna gain from both receiver and transmission antennas, λ is the wavelength
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Figure 2.7: Diffraction of a signal. A diffracted wave front is formed when the
impinging transmitted signal is obstructed by sharp edges within the path [24]
of the signal and dT−R is the distance between transmitter and receiver.[5]
When there is no line of sight between the transmitter and receiver, the
model becomes more complex. Many actual models for path loss are derived
from a combination of empirical and analytical approaches. Actual field mea-
surements are combined with curve fitting to give a more general model of
the environment. Most of these models agree that path loss is a logarithmic
function of the relative distance between transmitter and receiver and a path
loss exponent, n.[17]
PL(d) ∝
(
d
d0
)n
(2.45)
PL(dB) = PL(d0) + 10n log
(
d
d0
)
(2.46)
PL(d0) in Equation 2.46 is the path loss at a reference distance d0 measured
in dB. It is often estimated using Equation 2.43 for line-of-sight path loss. n
is dependent on the environment in question and the carrier frequency and
typical values ranges from 2 in free space up to ∼ 5 in a shadowed urban
area[17]. This equation does not give an accurate path loss models for all
environments, but gives a simple valuable estimate that can be used to analyze
how a system will perform under substantial path loss, which is the intention
of estimating path loss in this thesis. Since path loss is a slow varying feature
of the wireless channel, it does not corrupt the signal alone; it makes the signal
more vulnerable to noise. Since path loss is slowly changing one can assume
that it will be the same for several consecutive frames and the pixel values can
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be scaled to have the expected mean value. This is in contrast to fading that
alters the received signal even when noise is not considered.
When the helicopter is operating inside a building, the path loss becomes
more complicated. Even when there is a line of sight between transmitter and
receiver, the signal will still be corrupted by many reflections and objects since
the number of objects per unit volume can be assumed much higher inside
than outside. An indoor environment is also more variable than an outdoor
environment and path loss may vary a lot from building to building depending
on construction material, antenna placement and other variables as whether
or not doors are open.
Indoor path loss can be modeled in the same way as outdoor path loss
(Equation 2.46), but will now be determined by a random parameter as well.
PL(dB) = PL(d0) + 10n log
(
d
d0
)
+Xσ (2.47)
where Xσ is a normal distributed random variable with zero mean and σ stan-
dard deviation. In [2], Andersen et al. created models for several indoor
environments and they found that n is in the range ∼ 2 - ∼ 3 and σ in the
range ∼ 5 - ∼ 10.
2.3.3 Fading
Small-scale path loss or fading is used to describe the rapid changes in am-
plitude or phase of a signal over very short periods of time or distance. As
previously described in Section 2.3.2, the signal will take many different paths
to reach the receiver. Therefore, the signal visible to the receiver is a super-
position of many realizations with a shift in amplitude, phase and/or time. In
addition to the signal strength decreases as a function of the distance between
transmitter and receiver, the signal strength will also change very rapidly over
very short periods of time due to multipath. The causes of fading are also
related to reflection, diffraction and scattering as large-scale path loss is.
There are in general four types of fading that can occur and it is important
to know what type can be expected so its effects can be counteracted. It is
also important to know what type to expect when the system’s performance
should be simulated on a computer as is the case in this thesis. What type of
fading one can expect is dependent on several factors, including the relative
movement of transmitter and receiver, the environment in question and the
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carrier frequency. This section will give a short description of the different
types of fading and explain in what scenarios each of them can be expected.
A power delay profile is a measurement taken in the environment of opera-
tion and gives rise to many parameters used to describe and compare different
channels. It is a spatial or temporal average of several consecutive impulse
response measurements collected and averaged over a local area. A typical
power delay profile from an indoor environment is shown in Figure 2.8. The
mean excess delay (τ¯) and rms delay spread (στ ) are multipath parameters
that can be calculated from the power delay profile (abbreviated PDP) and is
used to compare different multipath channels. The mean excess delay spread
is the first moment of the PDP while the rms delay spread is the square root
of the second moment of the PDP. Both the mean excess delay and rms de-
lay spread says something about how much time dispersion there is in the
channel, meaning the average time it takes from the first signal realization is
received to the last multipath component is received. Typical values are on the
order of nanoseconds in indoor channels, and microseconds in outdoor radio
channels[17]. It is important to note that the parameters are highly depen-
dent on the noise threshold used in the measurements of the PDP. The noise
threshold is used to differentiate received multipath components from thermal
noise in the receiver. If the threshold is too low, noise will be mistaken as
multipath components, hence giving an artificially high delay spread. If it is
too high, small multipath components may be interpreted as noise which gives
an artificially low delay spread.
In the same way delay spread parameters operate in the time domain, co-
herence bandwidth (Bc) is used to characterize a channel in the frequency do-
main. The coherence bandwidth is proportional to the inverse of the rms delay
spread, but the exact relationship depends on the structure of the environ-
ment in question. Coherence bandwidth is defined as the range of frequencies
of which the channel passes the signal with equal gain and linear phase. Since
an exact relationship between coherence bandwidth and rms delay spread is a
function of the specific channel impulse response, exact general values cannot
be obtained as they have to be measured in the environment. According to
[15], there exists several estimates which range between:
1
50στ
≤ Bc ≤ 1
5στ
(2.48)
While delay spread is a parameter that describes the time dispersive nature
of the channel in a local area, it says nothing about the time varying nature
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Figure 2.8: An example of an indoor power delay profile with rms delay spread,
mean excess delay, maximum excess delay(10dB) and thresholds shown.[17]
of the channel caused by the relative movement between the transmitter and
receiver. The Doppler spread is a measure of how much the frequency is
changed due to movement. At a certain angle α between the transmitter
and the receiver and a relative speed of v between them, the Doppler shift in
frequency is:[17]
fd =
vfc
c
cos(α) (2.49)
where c is the speed of light and fc is the carrier frequency. The Doppler
spread is the maximum Doppler shift, which is when cos(α) is equal to one.
BD =
vfc
c
(2.50)
The coherence time is the time domain dual of the Doppler spread. It is used
to characterize the time varying nature of the frequency dispersiveness of the
channel in the time domain and is approximately the inverse of the Doppler
spread.
TC ≈ 1
BD
(2.51)
Coherence time can be seen as the time duration over which two received
signals have a strong correlation in channel gains[17]. In relation to channel
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estimation, which is explained in Section 3.3, the coherence time says some-
thing about how often the channel needs to be estimated to have a reliable
estimation.
If one defines the coherence time to be the time where the channel gains
have a correlation greater than 0.5, it is approximately[23]
TC ≈ 9
16piBD
(2.52)
The mean between Equation 2.51 and 2.52 is often used as a "rule of thumb" for
estimation of coherence time since Equation 2.52 is often too strict and Equa-
tion 2.52 implies a time duration where the fading may fluctuate wildly[17].
The parameters described above can be used together with the sampling
period Ts and the signal bandwidth B to estimate which of the four different
types of fading that can be expected. The fading can be either flat or frequency
selective, meaning that the channel can either affect all spectral components
in the same way or apply different gain to different frequencies. If the fading
is frequency selective, the channel can be viewed as a discrete FIR filter which
will give rise to inter-symbol-interference (ISI) in the receiver. Flat fading is
the most common and the spectral characteristics of the signal are preserved,
but the strength of the received signal will fluctuate due to multipath. A signal
undergoes flat fading if
B  Bc (2.53)
and
Ts  στ (2.54)
and frequency selective fading if
B > Bc (2.55)
and
Ts < στ (2.56)
In addition to being either flat or frequency selective, the signal can undergo
either fast fading or slow fading, relating to how fast the channel changes. If
the fading is fast, the channel gains from one symbol to the other have little to
no correlation while if it is slow, the channel gains are expected to be very much
the same from one symbol to the next. Slow fading implies that the Doppler
spread of the channel is much less than the bandwidth of the signal. The
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relative velocity between the transmitter and the receiver determines whether
the channel will be a fast or slow fading channel. Fast fading is expected if
Ts > Tc (2.57)
and
B < Bd (2.58)
and slow fading is expected if
Ts  Tc (2.59)
and
Bs  Bd (2.60)
In digital transmission, flat fading will affect the signal so that the signal is
closer to the error-threshold and hence more sensitive to noise. If the signal
level is above this threshold, the signal will be perfectly reconstructed. In
analog transmission on the other hand, the amplitude level is continuous and
the fading creates error even without noise. Therefore, when the information
lies in the amplitude, the channel has to be estimated in either the transmitter,
the receiver or both, so that the change in amplitude can be compensated.
2.4 Channel Diversity
As explained in Section 2.3.3, fading will take its toll on the system. By
introducing channel diversity, this degradation of the signal can be significantly
reduced at a relatively low cost. Almost all wireless communication devices
made now a days utilize one or more forms of diversity to combat fading[17].
The theory is that using more than one uncorrelated channel, the channels will
experience different fading characteristics, so the combination of the signals will
have less fading than in a single channel. If one have M independent Rayleigh
fading channels in the receiver, and p is the probability that one of them will
have an instantaneous SNR below a certain limit, the probability that all of
them will have an instantaneous SNR below the same limit is of course pM .
Hence, it is obvious that with only two different channels, the error rate will
decrease significantly. When one channel is in a deep fade, there is only a
small chance that the other channel will also experience this fade. See Figure
2.9 for an illustration of this. This section will shortly describe some different
techniques for applying diversity on the channel. The focus will be on utilizing
two different channels but the principle can easily be expanded to hold for
more than two.
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(a) A Rayleigh fading channel over a time
period of 1 second
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(b) A Rayleigh fading channel over a time
period of 1 second
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(c) The sum of the two fading channels in
(a) and (b)
Figure 2.9: Two uncorrelated Rayleigh fading channels and the sum of the two.
Notice that the sum has much less deep fades than the two individually
Channel diversity can be obtained in several ways, but the principle for
all methods is to add some redundancy to the channel. This can be done
by transmitting the same signal over two different carrier frequencies. If the
frequencies are separated by much more than the coherence bandwidth, the
two signals will experience independent fading over the channel. This is called
frequency diversity.
Time diversity can be achieved by dividing the signal into time slots longer
than the coherence time of the channel and each slot is sent two or more times.
Since the blocks have a longer duration than the coherence time, the blocks
will experience independent fading. When received, one must store the first
time slot, wait for the next one and then use the best one or combine them in
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some manner.
A third way and the original diversity technique is called antenna diversity
or space diversity. Space diversity exploits that a signal sent from two antennas
separated in space will experience different channel gains. To have indepen-
dent or nearly uncorrelated channels, the separation needs only to be about
half a wavelength or more[9] and simulations performed in [14], showed that at
2.4 GHz a separation down to 0.16λ gave essentially uncorrelated signals. For
a signal with a carrier frequency of 2390 MHz, which is the carrier frequency
decided upon for this thesis in Section 2.3.1, one wavelength is λ = 12.6 cm,
which is a realistic separation on the base station. Note that this small sep-
aration will not have any impact on path loss, just the rapid fluctuation in
signal power due to multipath fading. The signal received on two antennas
will also introduce channel diversity. The small separation is normally used
on the mobile device while the base station needs a much larger separation to
obtain diversity. This is because the base station is normally placed at a higher
ground than the mobile ( the helicopter in this case) and experiences much less
scatter so that the channel does not change that much by movement close to
the base station. This is not the case in this scenario where the base station
and the helicopter are assumed to be positioned in the same environment.
If the signal is transmitted with two antennas and received with one, the
received signal is the superposition of the two signals with different fading and
will give a total channel gain similar to that in Figure 2.9(c). If the signal is
transmitted using one antenna and received using two, the receiver has more
options and how the signals are combined is called combining scheme. The re-
ceiver can either choose the signal with the highest amplitude, hence assuming
that the signal with most power has the smallest fade. This will give the best
result if one of the signals is experiencing a deep fade but in many cases neither
of the signals will experience a very deep fade and this scheme waste power.
Maximal ratio combining (MRC) is a scheme first proposed by Kahn[12][17]
which weighs each of the received signals according to their individual SNR and
then adds them together. Maximal ratio combining produces a SNR equal to
that of the sum of all incoming signals, thus it can get an acceptable SNR even
though none of the signals are themselves acceptable. Maximal ratio combining
requires channel knowledge at the receiver. As will be explained in Section 3.3,
this is not feasible in this thesis so another combining scheme must be used.
Equal gain combining (EGC) is almost the same as MRC but the branches are
all weighted equally. This can still give acceptable SNR even though none of
the branches are themselves acceptable but the total gain will be smaller than
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for MRC. Both EGC and MRC require a coherent phase reference to co-phase
the different branch signals before they are summed.
2.4.1 Diversity Gain
The gain from diversity can be measured as how much power can be reduced
to get the same performance as without diversity. If the receiver always picks
the signal with the best instantaneous SNR and sends that to output, the gain
can be showed to be[17]:
γ¯ = Γ
M∑
k=1
1
k
(2.61)
where γ¯ is the average received output SNR, Γ is the average SNR on each
of the uncorrelated channels and M is the number of channels or diversity
branches.
If maximum ratio combining is used, the total SNR is the sum of SNR’s on
each of the channels. Meaning the total received SNR can be acceptable even
though none of the received SNR on any of the branches is. The gain from
using EGC is only marginally inferior to that of MRC and the total received
SNR can be written as:
γ¯ = Γ
[
1 +
(M − 1)pi
4
]
(2.62)
The diversity gains from using different combining schemes can be seen in
Figure 2.10.
2.5 Video Compression
In videos picturing natural events, with a reasonable high frame rate, two
consecutive frames contain much of the same information. Some parts of the
image may have been moved in space and other parts may have small variations
in light, but overall to the human eye they look very much the same. Further,
pixels close to each other in one frame have a very strong correlation between
them. Information that is repeated in many pixels, either in space (in the same
frame) or over time (consecutive frames), is called redundant information, i.e.
information that is unnecessary or repeated. Examples of this can be seen in
Figure 2.11 and 2.12. When transmitting over a channel, one want to be
able to transmit as little information as possible to reduce the total energy
consumption. The receiver should still be able to interpret the signal with as
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Figure 2.10: Diversity gain from using different combining schemes. M is the
number of uncorrelated signal branches and Γ has been set equal to 1
(a) Frame 1 (b) Frame 2 (c) Difference between Frame
1 and 2
Figure 2.11: Two consecutive frames in a video of people walking down a street and
the difference between them. The entropy in both the frames is about 6.75 bits/pixel
while it is about 2.5 bits/pixel in the difference image
little distortion as possible, hence the aim of video and image compression is
to remove as much as possible of the redundant information. Further, since
humans do not perceive small distortions in the video, this too is irrelevant
information.
One of the objectives of this thesis is to simulate a complete system with
video compression and transmission, where the compression is based on a three
dimensional DPCM-codec with motion compensation. This section will explain
three-dimensional DPCM with motion compensation. First, prediction in time
is explained, then prediction in space.
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Figure 2.12: A small (21x28 pixels) section of the video frame depicted in Figure
2.11(a). Notice that neighboring pixels are very much the same
Differential coding in three dimensions is based on the assumption that each
pixel has a large component consisting of a weighted sum of the closest spatial
neighbors and the pixel at the previous frame shifted in a certain direction due
to motion. As seen in Figure 2.11, two consecutive frames look very much the
same but they still have a small difference between them due to motion. If
the image is divided into smaller blocks there is a good chance that a block
in the current frame will exist in the previous frame, although at a different
position. Therefore, instead of transmitting the original block, the difference
between the block and the previous frame’s corresponding block is transmitted
together with a motion vector describing which part of the previous frame was
subtracted. The receiver, which has the previous frame, can then add the block
given by the motion vector to the received block to get the decoded block.
The motion vector (abbreviated MV) needs to be transmitted as well, and
it is reasonable to believe that the system is more vulnerable to errors in the
MVs than in the rest of the image. Hence, they have to be transmitted with
more power. Each MV consists of two numbers where the range is depending
on the search window. They can be transmitted using the same transmission
scheme as the rest of the image, but with a slightly higher power. The search
for the best MV is a time consuming operation and many algorithms have
been proposed to reduce the search time. Many of them are based on the
principle that the block that minimizes the squared error is a local minimum,
so that one should always search in the direction that reduces the error[13].
This assumption does not always hold, but very often gives good results[10].
To reduce the search time further, the frame can be decimated in the beginning
of the search to roughly locate the area where the minimum is, and then search
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with a higher resolution in this area. Many motion estimation algorithms also
use half-pixels or even quarter-pixels, meaning the image is interpolated to give
a higher accuracy for the motion vector. Interpolation and decimation can be
combined to get both an efficient and accurate algorithm to find the MV. The
MV can be written as [a, b] and the compression in time can be written as:
d(p,m, n) = x(p,m, n)− η × x(p− 1,m+ a, n+ b) (2.63)
where p is the frame number and m and n is the row and column number
respectively. η is the weight applied to the predicted signal, and should be less
than one to keep the system stable.
Image Compression
As seen in Figure 2.12, there is much redundancy between pixels in the same
frame in addition to between frames. After the motion estimated pixels from
the previous frame have been subtracted, there is still some spatial correlation
left in the signal. To remove some of this redundancy, spatial differential coding
can be used. This attempts to remove the redundancy by predicting each pixel
based on previously transmitted pixels in the same frame, and just process
the difference between the predicted pixel and the actual value. If the pixels
are correlated, the variance of the difference will be smaller than that of the
original signal. The differentiation in space can be written as:
dˆ(p,m, n) = d(p,m, n)−αd(p,m− 1, n)− βd(p,m, n− 1)− ρd(p,m− 1, n− 1)
(2.64)
where d(p,m, n) is the result from Equation 2.63. The parameters α, β and ρ
can be calculated to minimize the variance of the prediction error, assuming
that d(p,m, n) has zero mean:
E[dˆ2(p,m, n)] =E[(d(p,m, n)− αd(p,m− 1, n)−
βd(p,m, n− 1)− ρd(p,m− 1, n− 1))2] (2.65)
The zero mean assumption is valid since d(p,m, n) is the original pixel value
minus a pixel from the closest frame. So if two consecutive frames have the
same mean and η is close to 1, the expected value of d is zero. To find the
optimal weights, Equation 2.65 is differentiated with respect to each coeffi-
cient, equated to zero and solved to obtain the following set of simultaneous
equations: Rd(0, 0) Rd(1, 1) Rd(0, 1)Rd(1, 1) Rd(0, 0) Rd(1, 0)
Rd(0, 1) Rd(1, 0) Rd(0, 0)
×
αβ
ρ
 =
Rd(1, 0)Rd(0, 1)
Rd(1, 1)
 (2.66)
32 Theory
Note that the optimal parameters are defined solely by the two-dimensional
autocorrelation function (R) of the image and can be obtained by some ele-
mentary matrix operations. When deriving the parameters, an ergodic process
was assumed, meaning the autocorrelation function is only dependent on the
distance between the two actual pixels and not their absolute position in the
image. This is of course not accurate since how much two pixels, a given dis-
tance from each other, differ, will vary at every position in the image. To avoid
this, the autocorrelation has to be calculated many times during the processing
of one single frame to ensure optimal weights.
Differential coding can be implemented in two different ways: closed loop
and open loop. In closed loop, there is only one predictor which is placed
after the main noise source, and the predicted signal is sent back to the source
coder via a feedback channel. Closed loop DPCM is an example of joint source
channel coding since noise from transmission is taken into account when the
signal is coded or decoded. In open loop, there are two identical predictors.
One placed at the source coder and one at the decoder, making the channel
or transmission independent of the coding. This saves some complexity but
will add a loss in performance compared to closed loop since the additional
variance from the additive channel noise are not considered in the prediction.
CHAPTER 3
SIMULATIONS AND METHODS
This chapter will describe how the individual parts and the system as a whole
was implemented and tested, and how different parameters were evaluated.
Assumptions and approximations made in the simulations will be thoroughly
explained to point out potential weaknesses of the simulations.
3.1 Input and Tools
All simulations were done in MATLAB1, and the input for the transmis-
sion and video/image compression simulations was chosen from three different
video-clips. The video clips are all from The Laboratory for Image and Video
Engineering (LIVE) at The University of Texas’ video quality database[19, 20].
Frames from each of the three videos are depicted in Figure 3.1. All of them
were resized to QVGA resolution (320x240 pixels) and converted to gray scale.
The resizing and color conversion were done using the open source program
Virtual Dub2. The videos are chosen so that they all have some movement
between consecutive frames in different magnitude. They are not chosen to fit
the scenarios described in Section 1, but rather cover as many situations with
different motion as possible. A description of each of the videos follows.
Test Video 1
A frame from test video 1 (TV1) is depicted in Figure 3.1(a). It shows a crowd
1See http://www.mathworks.com/products/matlab/
2See http://www.virtualdub.org for details
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(a) Test video 1. People
crossing the street
(b) Test video 2. A station-
ary camera zooms out looking
over a build site
(c) Test video 3. The camera
follows a tractor driving on a
field
Figure 3.1: One frame from each of the three test videos used in the simulations
and testing
of people crossing an intersection in the street. There are some people close to
the camera as seen in the frame and other in the background giving a different
speed of movement. Some people as crossing the street horizontally while other
diagonally, but most of the movements are in the horizontal direction. There
are also stationary objects in the video as the building in the background and
the ground. The density function for TV1 is displayed in Figure 3.2(a) and
there is a notable peak for the pixel value 16. This peak corresponds to the
pants and backpack that the woman crossing close to the camera is wearing.
The camera is stationary during the entire sequence and it is the surroundings
that move.
Test Video 2
Test video 2 (TV2) starts with a close-up look at some cranes above the in-
tersection of many railway tracks, and immediately starts to zoom out to give
a far-away view of the tracks and the cranes with some buildings in the back-
ground. There is very little motion in the video except from the zooming and
one person crossing the tracks in the middle of the frame. The motion is mostly
very even and the zooming is slow so two consecutive frames are expected to
be very much alike. A frame from TV2 can be seen in Figure 3.1(b) and the
density function is displayed in Figure 3.2(b). The density function shows that
the image is divided in two main peaks; one representing the ground and the
tracks, while the other represents the sky.
Test Video 3
Figure 3.1(c) depicts a frame from test video 3 (TV3). TV3 shows a tractor
crossing a field. The camera follows the tractor so it is always in the center of
the frame. The sharp peak in the density function, displayed in Figure 3.2(c),
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variance is 0.0276
Figure 3.2: Density function for all of the three test videos. The density functions
displayed are the average of the density function for all the frames in each of the
videos
represents the parts in the image where the sun is reflected and the dark peak
is the shadow under the tractor and inside the wheels. The tractor stays in
almost the same place for the whole video so there is not much motion in that
part but the grass in the background is changing fast over both time and space,
meaning it is expected to be difficult to compress with normal prediction. The
motion in the wheels is circular so the block size has to be very small for the
whole block to shift in the same direction.
To evaluate the results from the total system including both compression
and transmission, peak signal to noise ratio (PSNR) was used as displayed in
Equation 3.1. It is more common to use SNR or bit error ratio (BER) for
evaluation of transmission schemes, but since this is a continuous amplitude
modulation system, no bit errors can be determined. PSNR is preferred over
SNR because it is more applicable to image quality. PSNR is one of the simplest
measurements of objective image quality, but does not always give reliable
results. For instance, two images that look almost the same to the human
eye can have large differences in PSNR, while two images that are perceived
very different can have almost the same PSNR. In spite of these weaknesses
PSNR is much used due to its simplicity. Images with PSNR above 35 dB is
known to have little or no degradation visible to the human eye [16]. However,
since no objective measurement of image quality completely renders the human
assessment of an image, subjective inspection of the resulting images should
be performed as well. PSNR is given by:
PSNR(dB) = 10 log10
max(pixel value)2
MSE
(3.1)
where MSE is the mean squared error of the received image.
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3.2 Transmission Scheme
The iterative transmission scheme presented in Section 2.2 was simulated in
several different settings; first as the ideal case, where there is no noise on the
feedback channel. Then, components were added to make the simulations more
realistic and to increase the performance of the system: Noise on all channels
including the feedback channel, fading with channel estimation, diversity and
video compression using motion compensation. In all cases, white Gaussian
noise was used to model additive receiver noise. When the feedback channel
was not ideal, feedback power was set to 20 or 30 dB over feed forward power
in the initial simulations and 20 dB later.
The variance of the coded signal to be transmitted is a most important
parameter because it is the initial value of σ2Di in Equation 2.38, which adjust
the power outage on the channel to be that specified by E. If this variance is
set incorrectly, the system might use more or less than the power specified and
the simulations becomes invalid. Since the quality of the coding is dependent
on the quality of the channel, this variance will not be the same for different
power levels and must be found in an iterative manner for each power level.
This is due to joint source channel coding. To adjust for this and get reliable
results, the simulations were done at least 10 times for each sub result to let
the variance converge to the correct level.
The same principle as to having the correct variance holds for the previous
frame as well. When differential coding using time prediction as well is imposed
on the system, the last transmitted and the last received frame is used for
coding and decoding. If the system operates with a high received SNR, there
will be little to no noise on the received frame and there is no problem. If the
SNR is low, the previous frame has to be about the same PSNR as the one that
is transmitted to get valid results. To obtain this, the simulations are repeated
for several frames for each sub result. In a practical realization of the system,
the previous frame and the variance will not lead to any problems since if the
initial values are set relatively close their true value, they will adjust to the
correct levels in a short time.
The space prediction is done around the channel noise, as can be seen in
Figure 3.9. This is very important with regards to performance and is the
whole clue regarding JSCC. This is the same principle as with closed loop
DPCM with quantization, where the prediction is done around the quantizer
so that the quantization noise is included in the prediction. When the image
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is predicted in time with motion compensation, the prediction has to be done
around the noise as well. This is normally more difficult since the transmitter
and receiver usually have a different image. The transmitter has transmitted
a frame of some sort and the receiver has received a noisy version of this
frame. If the transmitter uses this perfect original to deduce the motion and
the receiver uses a noisy version of the same image, the noise from the previous
frame will impose itself into the next in addition to transmission noise for the
frame in question. The noise will then accumulate over several frames and
after transmission of some frames the only result left after decoding is noise.
Since, in this system, the receiver always transmit what it received back to
the transmitter over the feedback channel, the transmitter have a good idea
of what image the receiver have and can use this as the previous frame to
estimate the motion. The only difference between the two frames will now be
the noise introduced on the feedback channel in the last iteration. Since the
base station utilizes a much higher power level on the feedback, this noise is
assumed to be low. The time prediction now takes noise on the channel into
account for coding, thus the coding can be regarded as JSCC.
The transmission scheme was implemented so that for each sample that is
sent from the helicopter, the corresponding feedback sample is received right
away with no delay. If the helicopter is 1 km away from the base station, which
is the target range of the company3, the propagation delay will be
τ =
2km
c
(3.2)
= 3.33µsec (3.3)
≈ 23Ts (3.4)
where c is the speed of light and Ts is the sampling period when a bandwidth
expansion of three is used. So in a practical system, the feedback sample is
not received for at least 23Ts since there will also be a small hardware delay
on both sides of the transmission. This approximation is done to make the
simulations a bit less complex, but the results will still be valid since a real
implementation could just transmit the first iteration for every pixel in the
frame and then the next iteration for the entire frame and so on. In theory,
since this is a form of time diversity, this would make the system more robust
against fading. It is assumed in all iterations that the feed forward and the
feedback channel are separated in frequency so there is no interference between
them.
3See http://www.proxdynamics.com/
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Since this thesis is in some parts a continuation of an earlier project, some
results regarding the performance of the system have already been deduced.
These results will be repeated in this work but in a shorter manner4.
3.2.1 Fading
As argued earlier, fading will take its toll on the system as well. In most
of the simulations there was assumed flat fading. This fading was modeled
as Rayleigh fading using the MATLAB function rayleighchan with sampling
period and Doppler spread as input parameters. The Doppler spread was
calculated with Equation 2.50 with a specified velocity as input and sampling
period Ts when transmitting 15 fps with a resolution of 240× 320 equal to:
Ts =
1
M × 240× 320× 15 =
868ns
M
(3.5)
The next part will, based on the theory outlined in Section 2.3.3, describe
what type of fading to expect when the helicopter is operating in the scenario
described in Section 1.
In Scenario 1, the helicopter is moving at a speed of 5 m/s in an enclosed
office building. In [18], Valenzuela et al. found, after many measurements,
that the median rms delay spread στ for an office building was 25 ns and
that it very rarely exceeded 50 ns. For reasonable values of M(M < 10),
the signal fulfills the first requirement to expect flat fading, being that the
sampling period is greater than the rms delay spread of the channel. The
other requirement is that the coherence bandwidth should be greater than the
bandwidth of the signal. If Equation 2.48 is used as an estimate for coherence
bandwidth, the conclusion is unclear, but a rule of thumb from [17] states
that if Ts ≥ 10στ flat fading can be considered and if Ts < 10στ frequency
selective fading can be expected independent of the coherence bandwidth. If
the bandwidth expansion is M = 3 so that Ts = 289 ns and σtau = 25 ns, this
simplification of the problem gives flat fading for Scenario 1, given a maximum
bandwidth expansion of 3. In this thesis, the fading for Scenario 1 is assumed
to be flat, but in a practical implementation of the system, frequency selective
fading may be expected as well under some circumstances. A velocity of 5 m/s
gives a Doppler spread of about 40 Hz when the sampling frequency is 2.390
GHz. By using the arithmetic mean of Equation 2.51 and 2.52, a coherence
time of Tc ≈ 30ms is obtained. Using this together with the theory in Section
2.3.3, the conclusion is that the signal will undergo slow fading. This is a much
more certain assumption than that the signal will undergo flat fading.
4For more details, see [7]
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It is for all simulations assumed that the fading experienced on the feed-
back channel and the feed forward are the same. Therefore, even though the
feedback and feed forward channel are separated in frequency, they have to be
close enough to each other that they have the same fading. The fading will for
all simulations be simulated as Rayleigh fading. Rice fading may occur as well,
especially in an open environment where there is a line of sight between the
transmitter and receiver. Rice fading has one strong signal component corre-
sponding to the line of sight path, so the fades will not be as deep as Rayleigh.
Rice fading is thus disregarded because Rayleigh fading gives a harsher envi-
ronment and if the system performs well under Rayleigh fading, it will do so
under Rice fading as well.
3.3 Channel Estimation
Small-scale path loss or multipath fading will rapidly change the amplitude
of the received signal in an unpredictable fashion and cause errors even without
the presence of noise. To counteract this the amount of degradation applied
to the signal from the channel has to be estimated and adjusted for, in either
the receiver, the transmitter or in both.
Channel estimation is normally based on the transmission of a control-signal
known to the receiver. The receiver can then, based on what is received and
what is actually sent, estimate the degradation the channel is applying to
the signal. In this thesis, channel estimation is based on the transmission of
high-powered pulses from the base station (BS) to the helicopter (HC) over
the feedback channel. It is done in this order because it is assumed that BS
has much more energy available than HC and can thus send pulses that are
more powerful, resulting in a more accurate estimation. Since the pulses are
of known amplitude to HC, HC can receive them and deduce the amount of
alteration the channel is applying to the amplitude of the signal. This type of
channel estimation does only estimate the alteration the channel is doing on
the amplitude of the signal, and not the frequency degradation, ISI or time
delay. Since the information of this transmission scheme lies in the amplitude
of the signal, this is sufficient. If the ISI or the alteration in frequency should be
estimated as well, the channel would have to be sampled over a longer time each
time so a PDP could be determined. This would make the channel estimation
more expensive since it imposes a larger delay on the system. Figure 3.3 shows
the fading channel modeled as a fading factor followed by addition of noise.
The amplifier G is multiplied with the signal before transmission to adjust for
the fluctuations imposed by C. It is obvious that if G should counteract C, it
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has to be the inverse of the channel, G = 1C , hence the channel must be known
to set G correctly.
G C
N
YX
Figure 3.3: The optimal value for G is the inverse of the fading factor C, hence the
channel must be estimated to find G
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Figure 3.4: Channel estimation with M = 5
To estimate the channel a weighted sum of the M − 1 previous pulses and
the one received was used. The previously received samples are included to
get a more reliable estimate in the deep fades where the estimation is more
vulnerable to noise. If a weighted sum is used, the samples must be so close
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to each other that they are in the same fade so that the sum does not remove
information about the channel but only noise. Between samples, the channel
is predicted to avoid a step-function.
Hˆ(n) =
1
A
[
M−1∑
m=0
αmh(n−m)
]
(3.6)
The success of the estimation is based especially on three parameters:
• The power of the pulses. Noise will be added to the signal in HC, and
the higher transmission power, the lesser impact will noise have on the
estimation. This is represented by the amplitude, A in Equation 3.6
• How often the pulses are sent from BS to HC. Are they sent at a high
frequency, the estimation becomes more accurate and HC can average
some of the pulses to reduce the amount of random noise. Lower fre-
quency means less use of energy, and since the rest of the system has to
wait while the channel-estimation-pulses are sent, a high frequency may
introduce a delay on the rest of the transmission.
• Upon receiving the pulses,HC will calculate a weighted average of several
pulses to remove noise and give a more accurate estimation. If too many
pulses are averaged, the large fluctuations of the channel may be lost. If
too few are used, the noise may have a higher impact on the estimation.
It is important that the total gain on the channel is one,
∑M
m αm = 1.
The setting of these parameters is highly dependent on what kind of fading one
may expect in the system. For instance, if it is slow fading the pulses can be
sent a quite low frequency compared to the rest of the system. One typically
only needs a single pulse to estimate the channel over the same duration as
several hundred pixels can be transmitted. Since the pulses are transmitted so
rarely, the power use can be quite high and one does not need to average over
more than one or two pulses. On the other hand, if the channel to be estimated
is a fast fading channel, the pulses has to be sent more often, which means less
energy per pulse which again means more noise. In this thesis, all fading are
expected to be slow, as reasoned in Section 3.2.1. Channel estimation was
simulated individually to find and optimize these parameters.
It is important to note that these parameters are not separable, i.e. M
cannot be found independently of A and the sampling frequency. Since this
complicates the finding of the optimal values, the degrees of freedom was re-
duced by setting the sampling frequency first, and then the power and at last
finding the best M and αm given power and sampling frequency.
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To find the sampling period of the channel, the Fourier transform was used to
find the Nyquist sample frequency of the channel, while the other parameters
were found by iterating over many different options to see which give the best
result, meaning the least MSE between the estimation and original channel
after upsampling. Upsampling was done so that the same gain should not be
used on many consecutive transmissions to avoid a stepped function. This
was done by predicting the values in between samples based on earlier samples
and was for most values a straight line as can be seen in Figure 3.5. Because
the values in the deep fades have a large difference between them, a straight
line prediction between samples would give enormous errors in the deep fades,
giving them values 30 dB lower than the actual value. This is because it is
difficult to predict where the fade will "turn". For this reason the slope of
the straight line was weighted with the value of the channel sample with 1
as maximum weight. This makes the prediction in the deep fades much more
cautious.
Since the system has to stop all transmissions while the channel is estimated
to avoid interference, there will be a delay on the transmission. To avoid
this delay, the bandwidth has to be increased for normal transmission. It is
important to note that this does not cost any energy, but decrease the capacity
of the system.
Figure 3.5: The channel is sampled rarely, and in between the actual channel values,
the channel is estimated as a straight line even though this is not entirely correct, the
estimation is very close.
Since HC does not have any CSI, the feedback channel cannot always oper-
ate exactly 20 or 30 dB higher than the feed forward channel. This is because
HC adjust its transmission power based on the channel gains. In the imple-
mentations, the feedback operated with 20 or 30 dB above that of the initial
power on the feed forward channel.
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3.4 Channel Diversity
As explained in Section 2.4, the introduction of channel diversity will sig-
nificantly reduce the impact of multipath fading on the system. Since energy
and complexity are very limited resources in this system, both frequency and
time diversity are not fit for use since they require twice the power. In this
thesis, it is unfeasible to have more than one antenna on the helicopter due
to the small size. For all of these reasons, channel diversity was obtained by
simulating two antennas on the base station. Two antennas require twice the
power and more space and can therefore only be fitted on the base station.
Since there are two antennas on the base station and only one at the he-
licopter, the transmission will be slightly different depending on whether the
helicopter or the base station is transmitting. It is assumed that only the
helicopter has full knowledge of how the channel alters the amplitude of the
received signal so adjustment for fluctuations has to be done on the helicopter-
side for both transmission and receiving. Why only the helicopter has channel
knowledge and not the base station was explained in Section 3.3. The diversity
scheme can be seen in Figure 3.6 and Figure 3.7.
Gff
Comb.
X
C1
C2
N
N
Figure 3.6: How diversity is obtained when transmitting a signal from the helicopter
to the base station. A gain is first applied to the signal to reverse the fading. Then
the signal is transmitted over two independent fading channels with separate noise in
each channel and a combination of the signals are received.
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Figure 3.7: How diversity is obtained when transmitting a signal from the base sta-
tion to the helicopter. The helicopter receives the sum of the two transmitted signals.
A gain is then applied to adjust for fading.
At the base station, two separate signals are received, and how to combine
those two is up to the receiver. As explained in Section 2.4, the optimal way
to combine them is Maximal ratio combining, but since this requires channel
knowledge at the receiver, it cannot be used in this system since only the heli-
copter has channel knowledge. The combining scheme used in the simulations
is instead the sum of the two signals with equal gain. This is called equal
gain combining and has a performance marginally inferior to maximum ratio
combining[17]. It was assumed that the two signal branches were co-phased,
so they could be added directly without a synchronization signal.
When transmitting from the base station to the helicopter, the gain to adjust
for fading is applied in the helicopter after noise has been added. This will
enhance the noise in the same manner as the signal so that the SNR is not
changed after the gain, but the total PSNR for the whole frame is changed to
the better because fluctuations from fading will be removed. Because of this,
in the deep fades, the SNR on the feedback channel can decrease to a value
below that of the feed forward. When this happens, the helicopter should not
take the signal on the feedback channel into account, and only transmit zeros
after the first iteration. This is because, in this case, the feedback channel is
less reliable than the feed forward and should therefore not be used. The two
gains Gff and Gfb (ff for feed forward and fb for feedback), are calculated so
that they try to cancel the fading imposed by the channel. The calculations
3.5 Video Compression 45
are done without the impact of noise, and since the combining scheme is the
sum, the two gains will be the same. If xˆ is the received signal, and x is the
transmitted signal so that
xˆ = G(xC1 + xC2) (3.7)
To find G, equate xˆ and x to obtain
G =
1
C1 + C2
(3.8)
From Equation 3.8, the gain from introducing channel diversity can be seen
intuitively. If there was only one channel, the gain would be G = 1/C, which
would one average be much higher than the one in Equation 3.8.
If both C1 and C2 are small, G will be very large. Since the helicopter has a
very limited amount of energy, a maximum limit for the size of Gff has to be
set. This limit should be large enough to compensate for the small fluctuations
in the amplitude but not so high that is tries to compensate when both the
channels are in a deep fade and consume all the energy. In the simulations, this
limit was 3 times the input energy and was chosen so as a trade-off between
energy consumption and performance.
Gff = max
[
1
C1 + C2
, 3Es
]
(3.9)
In the deepest fades, the transmitted signal is reduced to nearly zero even
when the helicopter is transmitting at 3Es, and if the power level is reduced
sufficiently, the helicopter wastes energy by transmitting and should not trans-
mit anything at all. Gfb does not need this limitation because the signal can
be adjusted in the receiver with negligible use of energy. Since both Gff and
Gfb are dependent on the channel gains C1 and C2, the channel has to be
estimated. The helicopter does not need to estimate the two different channels
separately. Since both the gains needed (Gff and Gfb) are based on the sum of
the two channels, this is all that needs to be estimated. Therefore, the channel
estimation can still be done as described in Section 3.3, only difference is that
the base station now transmits on two antennas instead of one and the energy
is doubled.
3.5 Video Compression
The parameter η in Equation 2.63 was in the simulations set to 0.98. This
is because the correlation between consecutive frames are expected to be high
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when they are adjusted for motion, but the factor should still be less than 1
to keep the system stable.
The frames are sent pixel by pixel, row by row. For each pixel, if there does
not exist a MV for that block, it has to be found before continuing transmission.
The MV’s can be found by searching through the previous frame around the
position of the block in the original frame to find the position that yields the
least squared error between them. The difference between the positions of
the top left pixels in the two blocks are then stored as the motion vector for
that block and transmitted to the base station. In the simulations, a "brute-
force" motion estimation algorithm was used. Within a search window of 15
pixels in any direction from the original block position, the algorithm tries
every possibility to find the shift that minimizes the MSE between two blocks.
This is time consuming, and in a practical implementation, another algorithm
should be used. Even though the algorithm used is unrealistic, the simulations
will be valid since a faster algorithm is still expected to give good results. The
block size for all simulations was set to 8× 8 pixels.
Equation 2.66 showed that the optimal coefficients for space prediction de-
pend solely on the autocorrelation function of the image. Since the autocor-
relation has to be calculated many times for one single frame to give reliable
results, it is unfeasible for a system that requires low complexity to use these
optimal values. So in this system static values must be used. In [8], Jain found
that these values gave good results for prediction of natural images:
α = β = 0.95 (3.10)
and
ρ = −0.9 (3.11)
where the parameters are in correspondence with Equation 2.64. These values
are for images picturing natural events. The space prediction in this thesis is
predicting an image that is already compressed via time prediction and can
no longer be considered a natural image. Therefore, new static values had
to be estimated. To do this, time prediction was done on all frames in the
three test videos and then the autocorrelation was calculated and optimal
coefficients for every frame, was calculated and averaged for every video to get
new parameters. Since the image is not considered ergodic will the parameters
calculated with an ergodic assumption not yield the optimal parameters for
every part of the image, but on average they will be the best.
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The simulations of video compression were first done with only prediction
in space. Here too was optimal parameters calculated for every video and the
results was expected to be close to Equation 3.10 and 3.11. Then prediction
in time only was briefly examined before prediction, done in space and time
together, was reviewed. The space prediction coefficients used after the time
predicted signal had been subtracted are expected to be smaller than to one
in Equation 3.10 and 3.11 since there is less redundant information left in the
image.
3.6 Path Loss
This section will calculate an estimated transmission power needed for the
scenario presented in Section 1, by using the theory explained in Section 2.3.2.
The calculation is based on many assumptions and will work as a pointer to
what transmission power is needed to reach a certain SNR in the receiver.
In Scenario 1, the helicopter is operating indoor in an office building. By
using Equation 2.47 with n = 3 and σ = 7, which is the values for n and σ for
an office building[2], together with Equation 2.43, one can calculate a realistic
path loss at distance d and reference distance d0 = 1m. The carrier frequency
is set to 2390 MHz and antenna gains G equal to one.
PL(dB) = −10 log
(
λ2
16pi2d20
)
+ 10n log
(
d
d0
)
+Xσ (3.12)
= −10 log
(
126× 10−3
16pi2
)
+ 30 log (d) +X7 (3.13)
= 31 + 30 log (d) +X7 (3.14)
Using this, one can continue to deduce the average needed transmission power
to reach a certain SNR at a distance dmeters between transmitter and receiver.
Since about 98% of the values from X7 will be less than 2σ = 14dB, and since
this calculation is interesting for the worst case of X7, X7 = 14dB. Since
Pr(dB) = Pt − PL (3.15)
and
N(dB) = 10 log (4kbTB) (3.16)
where kb is Boltzmann’s constant kb ≈ 1.38 × 10−23, T is the temperature in
the receiver and B is the bandwidth of the signal, receiver SNR(dB) can be
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calculated. Using that B = 3.456 MHz and that the receiver operates at room
temperature, T = 300K:
SNR(D)(dB) =Pr −N (3.17)
=Pt − PL−N (3.18)
=Pt − 45− 30 log(d)−
10 log (4kb300× 3.456M)
(3.19)
=Pt − 30 log(d) + 87 (3.20)
hence,
Pt = SNR+ 30 log(d)− 87 (3.21)
By inserting a distance and the wanted SNR into Equation 3.21, one can
calculate the expected needed transmission power. Transmission power versus
receiver SNR can be seen in Figure 3.8. Any lowering of the received SNR
caused by fading is not included in this derivation.
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Figure 3.8: Transmission power needed to reach a certain receiver SNR according
to Equation 3.21. The transmission power is in milliwatts and the SNR is in dB
3.7 Total System
Since the system is made up from many different components, this section
will clarify how they work together. The total system with fading, channel
diversity and video compression with motion compensation is viewed in Figure
3.9. Note that the sampling frequency is different on the different branches.
This is how the system was implemented.
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The gains A′, B′, C ′ and D′ are calculated in the same manner as A, B,
C, D for the transmission system described in Section 2.2, but with different
energy E and variance σ2D. It is assumed that the channels are the same for all
the transmissions. Also note there is not actually more than one feed forward
or feedback channel. It is the same channel used every time. So when the
motion vectors are transmitted in the outer loop, the rest of the system has to
wait. This will increase the actual bandwidth of the system some so capacity
is lost, but no delay is experienced. The channel estimation will also increase
the bandwidth, but this is not included in Figure 3.9.
After the motion vectors are received by the base station the result are
quantized to get integer numbers. In the simulations, this was only a rounding
operation, rounding the received signal to nearest integer.
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Figure 3.9: Total system reviewed in this thesis. Note that the sampling frequencies
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CHAPTER 4
RESULTS AND DISCUSSION
This chapter will present the results obtained in the simulations and discuss
them with emphasis on power efficiency, use of bandwidth, complexity and
performance. First, the results regarding channel estimation will be presented
followed by video compression. At last the transmission scheme and whole
system is simulated. In these simulations, the parameters obtained from both
channel estimation and video compression were used.
4.1 Channel Estimation
The channel estimation is done in accordance with Figure 3.4 and Equation
3.6. The aim is to find fitting parameters for A, M , αm and how often the
channel must be sampled to yield good results. Good results are results that
require a small amount of energy (low amplitude) and low complexity (imposes
only a small delay on the system, meaning the channel should be estimated as
rarely as possible) and still give a good estimation of the channel state. Since
these parameters are assumed to be static in the operation of the helicopter,
the simulations are only done for one channel, assuming the helicopter is trav-
eling at max speed equal to 10 m/s1, use a bandwidth expansion of 3 and
is experiencing flat fading. The fading is simulated as Rayleigh fading. The
channel that was used in the simulations is viewed in Figure 4.1.
1This is the maximum speed the helicopter can achieve and will thus give the fastest
fading. See http://www.proxdynamics.com/products/ for product details.
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Figure 4.1: The flat Rayleigh fading channel used in the channel estimation simula-
tions. It was created assuming a helicopter velocity of 10 m/s and a sampling frequency
corresponding to a bandwidth expansion of 3, with transmission of 15×320×240 pixels
per second. It is showed over a period of 5 frames
When deciding how many times the channel should be estimated or sampled
per second, the trade-off between power, delay and estimation accuracy should
be considered. Since the pulses are sent from the base station, which is assumed
to have enough power available, the pulses are simulated with a receiver SNR
of 20 dB. A receiver SNR of 20 dB is only expected when the channel gain
is zero dB, and will be smaller when the channel is in a fade, degrading the
estimation for deeper fades. To find how many times per second the channel
has to be estimated or sampled, the Fourier transform was applied to the
channel as a whole and examined. The frequency response of the channel
in Figure 4.1 can be seen in Figure 4.2. It has been normalized so that the
maximum value is at zero dB. The Nyquist sampling theorem states that a
sampling frequency of at least Fs = 2fm is needed for perfect reconstruction
of the signal, where fm is the maximum frequency of the signal to be sampled.
The maximum frequency is the highest frequency where the signal still has
energy. In practical matters, -30dB or -40dB is as good as zero and if the
signal was assumed to have zero energy when it never again crossed this limit,
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Figure 4.2: The normalized single sided amplitude spectrum of the fading channel
in Figure 4.1
the results in Table 4.1 was obtained. The interval column holds the most
interesting numbers, showing how many pixels that can be transmitted before
the channel has to be estimated again.
Table 4.1: Maximum frequency obtained from the frequency response in Figure 4.2,
when limit was used as zero. Interval is how many pixels that can be transmitted
before the channel must be estimated again.
Limit fm Interval
−20 dB 335 Hz 1722 pixels
−25 dB 766 Hz 752 pixels
−30 dB 1.9 kHz 305 pixels
−40 dB 18 kHz 31 pixels
Simple simulations showed that when only estimating the channel for every
1722 pixel, as was the result from using -20 dB as zero, the channel is signif-
icantly undersampled. The accuracy is lost for large parts of the channel and
the deep fades are sometimes removed completely. This can be seen in Figure
4.3, especially that the deep fades disappear completely. The estimation error
plot shows that there is many large errors throughout the channel. With a
sampling frequency of 1532 Hz, corresponding to using -25 dB as zero, there
is still some small visible artifacts, but they are mostly lost in the very deep
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(a) The channel in Figure 4.1 sampled with
a sampling frequency of 670 Hz
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(b) Estimation error in dB
Figure 4.3: The channel estimation with a sampling frequency of 670 Hz and the
estimation error compared to the original channel. The MSE of the estimation was
0.04
fades, and far from as much as is the case with a sampling frequency of 670 Hz.
Since the system cannot compensate for the loss in power in the deepest fades
anyway, and the amount of delay that needs to be added to get a good esti-
mate in the deepest fades as well are considered high; this sampling frequency
is deemed appropriate and is used for the rest of the simulations.
The next two parameters that affect the accuracy of the channel estimation
is how many samples that are averaged, and the value of the weights in the
averaging. This isM and αm in Figure 3.4. A script that tested many different
values for both M and α was implemented and the result was that the best
approach is to not use any averaging at all, meaning M = 1 and αm = 1, ∀m.
This is due to the fact that the channel is still a bit undersampled and two
or more consecutive samples are not very correlated. It can also be explained
by the high use of power, removing much degradation imposed by noise so the
actual received sample has less artifacts than the combination.
After each sample is received, the channel gains for the next 752 pixels are
predicted to give a smoother and more correct estimation. The final results
after simulating transmission of a high powered pulses 1532 times per second of
known amplitude with additive white Gaussian noise, followed by prediction of
the next samples are depicted in Figure 4.4. The mean squared error between
the estimate and the actual channel is 0.0025. Because of the noise, the deep
fades have a much smaller SNR in the receiver and are affected more severely
than the rest of the channel. Notice that the estimation error is significantly
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reduced in comparison to the one in Figure 4.3, even for the deep fades.
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(a) The channel in Figure 4.1 sampled with
a sampling frequency of 1532 Hz
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(b) Estimation error in dB
Figure 4.4: The estimated channel based on the original in Figure 4.1 with no
averaging and a sampling frequency of 1532 samples per second. The channel has
been interpolated between samples to have the same resolution as the original. Note
that noise has been added to the transmission as opposed to the one in Figure 4.3. The
MSE of the estimation is 0.0025. The estimation error is also included for comparison
to the one in Figure 4.3
4.2 Video Compression
First the performance of the compression by applying only prediction in
space is reviewed. This is done for the reader to note the difference when mo-
tion estimation and time prediction is added to the system. It is also important
to note that it can be useful to have a single-frame-compression scheme in the
system if this is wanted for synchronization.
Many of the results are viewed using histograms or density functions show-
ing how the pixel values in the coded image are spread out. The aim of
compressions in this case is to lower the variance so one can use less power
for transmission, since use of power is directly related to the variance (see
Equation 2.38). The width of the density functions are directly related to the
variance of the system. This is because the density functions can be seen as a
low resolution PDF of the image.
According to Equation 2.66, the prediction coefficients, α, β and ρ, are solely
based on the autocorrelation of the image. Table 4.2 shows the calculated
averaged optimum prediction coefficients from each of the three test videos,
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Table 4.2: Optimal space prediction parameters for each of the three test videos and
the mean
TV1 TV2 TV3 MEAN
α 0.89 0.72 0.63 0.75
β 0.87 0.78 0.70 0.78
ρ -0.77 -0.51 -0.35 -0.54
and the density functions retrieved when applying these parameters can be
seen in Figure 4.5. The coefficients for TV3 are significantly smaller than that
of TV1 and TV2, which means there is less correlation between neighboring
pixels in TV3, and thus, will be more difficult to compress to the same degree
compared to the other two. This is related to the background consisting of
grass and earth, which vary much more than the monotone background of
TV1 and TV2. This can also be seen in the density functions where TV3 has
a much larger spread of the values after coding than TV1 and TV2. Averaged
variances of the prediction error after using different coefficients can be seen
in Table 4.3. From both the table and the density functions it is evident that
the compression has the least effect on TV3.
The transmission scheme is optimal when the source input is Gaussian dis-
tributed, but as seen in the density functions, this is not the case. The density
functions look much more like they are Laplacian distributed, which often is
used to model prediction error [6].
Table 4.3: Variance of prediction error when different parameters were used for
space prediction.
TV1 TV2 TV3
Optimal parameters from Table 4.2 5.91× 10−4 1.05× 10−3 2.9× 10−3
Mean parameters from Table 4.2 9.07× 10−4 1.49× 10−3 3.56× 10−3
Parameters usually used for natural 6.45× 10−4 1.10× 10−3 2.9× 10−3
images from Equation 3.10 and 3.11
From the results in Table 4.3, it it obvious that the parameters found in [8]
for normal images give almost as good results as the ones calculated via the
autocorrelation function, and on average they give a better prediction than is
obtained using the mean of the optimal parameters.
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(a) Average density function
of prediction error for TV1
with optimal space predic-
tion coefficients. The average
variance of the prediction er-
ror was 5.91× 10−4
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(b) Average density function
of prediction error for TV2
with optimal space predic-
tion coefficients. The average
variance of the prediction er-
ror was 1.05× 10−3
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(c) Average density function
of prediction error for TV3
with optimal space predic-
tion coefficients. The average
variance of the prediction er-
ror was 2.9× 10−3
Figure 4.5: Density function of the prediction error whit only space prediction and
parameters are the optimal from Table 4.2
Now, compression using only prediction between consecutive frames will
be studied, i.e. time prediction alone, without any prediction in space. In
Figure 4.6, the average density functions of the prediction error for each of the
test videos are depicted. The differences between the histograms are not so
clearly visible as was the case when prediction was done only in space. TV3
has higher variance after compression than the other two but TV2 has the
lowest in contrast to when prediction was done in space only, where TV1 had
the lowest variance. This is due to the fact that TV3, picturing a moving
tractor, has a circular motion on the large wheels. This circular motion makes
parts of the wheel move faster than others and since the block size is not very
small compared to the frame resolution, the system cannot compensate for
the motion. TV1 has large parts in the same level of gray and very smooth
motion. A significant part of the prediction error for TV1 is on the edges of
the large objects and the blocks containing components from both background
and foreground which has different motion parameters. TV2 experiences a
very slow motion where new parts of the image is slowly added by zooming
out and the difference between two frames even without motion estimation is
minimal.
If prediction is done in both time and space, which is the main compression
method used in the system, space prediction parameters has to be found. As
stated in Section 3.5, after time prediction, the images cannot be regarded as
natural images so standard parameters cannot be used. The parameters found,
using the same method as when only space prediction was regarded, can be
58 Results and Discussion
−0.5 0 0.5
0
0.05
0.1
0.15
0.2
 
 
(a) The average variance of
the prediction error for TV1
was 7.83× 10−4
−0.5 0 0.5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
 
 
(b) The average variance of
the prediction error for TV2
was 3.44× 10−4
−0.5 0 0.5
0
0.02
0.04
0.06
0.08
0.1
 
 
(c) The average variance of
the prediction error for TV3
was 1.52× 10−3
Figure 4.6: Average density functions of prediction error when only time prediction
was used
found in Table 4.4.
Table 4.4: Optimal space prediction parameters for each of the three test videos and
the mean. These parameters should be used when the time predicted image has been
subtracted
TV1 TV2 TV3 MEAN
α 0.79 0.69 0.58 0.69
β 0.72 0.64 0.65 0.67
ρ -0.54 -0.37 -0.32 -0.41
The mean parameters in Table 4.4 are the parameters used for simulations
regarding the whole system, but the density functions of the videos coded with
their individual optimums are also included here and can be seen in Figure 4.7.
Table 4.5: Variance of the prediction error when different prediction techniques
were used. The prediction coefficients for time was 0.98 and for space it was the
mean values from Table 4.2 and Table 4.4. The variances for the test videos without
any coding are also included
TV1 TV2 TV3 MEAN
No coding 24× 10−3 27.5× 10−3 27.6× 10−3 26.4× 10−3
Space only 6.41× 10−4 1.10× 10−3 2.90× 10−3 1.55× 10−3
Time only 7.83× 10−4 3.44× 10−4 1.52× 10−3 8.82× 10−4
Both space and time 2.97× 10−4 2.92× 10−4 1× 10−3 5.3× 10−4
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Figure 4.7: Average density functions of prediction error when prediction was done
in both time and space. The space prediction coefficients that were used was in corre-
spondence with the individual optimums from Table 4.4
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Figure 4.8: The two-dimensional autocorrelation functions for the 10 closets samples
in space. The input was one frame from TV1.
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In Table 4.5, the results from using different prediction variants are sum-
marized. Time prediction lower the average variance of test videos compared
to just space prediction except for TV1 where it is slightly increased. Time
prediction is a much more complex compression than space prediction due to
the search to find the correct motion vectors. This can, as stated earlier, be
done relatively fast, but compared to prediction in space with static parame-
ters it is a time consuming operation, which in addition is being done on the
helicopter’s side who has limited computer power. So if the gain from applying
time prediction in the coder as well did not reduce the variance much, it could
be argued that the gain in lower variance is lost due to high complexity. Using
only time prediction makes no sense in this system since there is already an
established feedback channel and the extra cost of applying prediction in space
as well is minimal. So the interesting variances to compare are those with only
space prediction and those where both time and space prediction is used. Of
course it is important to compare with the variance of the uncoded videos as
well, but this is very much the same for all videos. The gain of using prediction
in both time and space compared to in just space is 4.67 dB. This implies that
Ep/N0 can be reduced by almost 5 dB if time prediction is applied as well
and still get the same PSNR. Since these simulations are performed without
the presence of noise, this gain is the best-case and will only hold for high
values of Ep/N0 where there is only a small amount of noise on the prediction
error. This gain is significant and makes up for the extra complexity added
by the motion estimation. On average, the gain from compressing the videos
compared to transmitting them uncoded is 17 dB. To see how much correla-
tion is removed from the signal, the two-dimensional autocorrelation functions
were calculated for the uncompressed frame, the compressed signal using space
prediction and the compressed signal using prediction in both time and space
and are depicted in Figure 4.8. The frame has a very even autocorrelation
function, almost resembling a uniform function, suggesting there is very much
correlation between pixels even as much as 10 pixels away from each other
which is the range the autocorrelation is plotted over. When space prediction
is applied to the frame, the correlation is reduced significantly and there is
one peak which quickly decreases in the center. There is still some correlation
left in the image even several pixels away, mostly in horizontal direction, but
also some in vertical direction. When time prediction is added as well, there
is almost just one peak and the rest is zero. If the signal was completely un-
correlated there would just be one peak resembling the dirac delta function at
position (0,0).
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Figure 4.9: The combined average density function of the prediction error for all
three test videos. The parameters used for space prediction was the mean values in
Table 4.4
In Figure 4.9, the average density function of the prediction error for all
three test videos is plotted. The space prediction parameters used was the
same that will be used for the rest of the system simulations. It is interesting
to note that about 20 percent of the samples are exactly zero, which implies
no power use at all.
4.3 Total System and Transmission Scheme
The results obtained in the simulations of the transmission scheme and the
total system will be presented in this section. A PSNR of 35 dB is known to
have little or no degradation visible to the human eye and is thus used as a
reference on many of the plots[16]. This limit is for single images and may not
hold for videos since even small amounts of noise that is replaced 15 times per
second may be visible and cause flickering even though it is difficult to spot in
a single frame. For coding on the single-frame "Lena", which is the input in
some of the first plots, 35 dB PSNR is used as reference for almost error-free
transmission and is confirmed by the subjective opinion of the author.
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Figure 4.10: Performance of the transmission scheme with ideal feedback with band-
width expansion 2 and 4 is compared to OPTA and the transmission scheme with noise
on the feedback channel. The transmission power on the feedback channel was 20 dB
higher than that on the feed forward and the input was Gaussian distributed
In Figure 4.10, the iterative transmission system with a Gaussian source as
input and without the differential coder is shown. As stated in Section 2.2,
the iterative analog system is optimal when the input and noise distributions
are Gaussian and the feedback is ideal. The OPTA curve is indistinguishable
from the curve from the system with ideal feedback, verifying the optimality
of the system. It is also noticeable that at low power, the performance with
a non-ideal feedback channel is close to OPTA, but diverges from the OPTA
curve as power increases.
Results from the system with feedback power 20 dB above feed forward
power is shown in Figure 4.12. A PSNR of 35 dB is reached at Ep/N0 = 6 dB
with 5 iterations. This is 3 dB higher than in the ideal feedback case viewed
in Figure 4.11. It is seen from the plot that the gain from having 5 iterations
compared to 4 is minimal and when Ep/N0 > 10 dB, 4 iterations is actually
better than 5 and when Ep/N0 > 13 dB, it seems 3 iterations is better than
4. An explanation for this behavior is that when an ideal feedback channel is
used, every transmission in the system is optimal, but as the feedback signal
is corrupted with more and more noise, i.e. decreasing feedback power, high
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Figure 4.11: PSNR (dB) as a function of Ep/N0 (dB) with different numbers of
iterations(N) for the image "Lena" with ideal feedback channel, i.e. no noise on
feedback channel
numbers of iterations actually accumulates noise to the signal. Thus, with a
non-ideal feedback channel a number of iterations will have a corresponding
maximum obtainable PSNR, depending on the feedback power. This thesis is
primarily concerned with results obtained for low power, and at low Ep/N0 it
is clear that increasing number of iterations increases PSNR.
In Figure 4.13, the results for the system is shown, now with a feedback
power 30 dB above feed forward power. In this case a PSNR of 35 dB is
reached at Ep/N0 ≈ 5 dB for 3, 4 and 5 iterations. This is 1 dB lower than
when the feedback channel had a power of 20 dB more than the feed forward
channel. It is clear that the results from using 30 dB more power on the
feedback channel resembles the results from using the ideal feedback channel
more closely than 20 dB, which is expected. As feedback power goes to infinity
the result would be equal to the ideal feedback channel case. It takes as much
power as Ep/N0 = 16dB for 4 iterations to exceed 5 in respect to PSNR in this
case.
The results in Figure 4.11, 4.12 and 4.13 are all shown with a curve corre-
sponding to no bandwidth expansion, i.e. N = 1. From these results, it is clear
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Figure 4.12: PSNR (dB) as a function of Ep/N0 (dB) with different numbers of
iterations(N) for the image "Lena", with noisy feedback and feedback power 20 dB
above feed forward power
that bandwidth expansion offers a considerable performance gain, at a certain
power input, as was predicted and which actually was the motivation behind
the implementation of the system in this thesis. Since power is a parameter
of the exponential function describing SNR (Equation 2.4), the difference in
PSNR between no bandwidth expansion and bandwidth expansion will only
increase with increasing power input, when an ideal feedback channel is used.
As mentioned above, a certain number of iterations have a corresponding max-
imum obtainable PSNR, when using a non-ideal feedback channel. Thus, it is
expected that at high power inputs the performance of no bandwidth expan-
sion will catch up with the performance of bandwidth expansion. But at what
power level this happens is dependent on the power of the feedback channel.
In the case of a feedback channel with power 5 dB above feed forward power,
it was found that this occurs at Ep/N0 = 120 dB.
It is clear that for both cases with non-ideal feedback channel that has been
reviewed, the gain from using 4 or 5 iterations, at low power, compared to using
3 is minimal. But the gain from using 3 compared to 1 or 2 is high. Since each
iteration increases the bandwidth of the signal with B = 240×320×15 = 1.152
MHz, this gain has a cost, and in the rest of the results a bandwidth expansion
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Figure 4.13: PSNR (dB) as a function of Ep/N0 (dB) with different numbers of
iterations(N) for the image "Lena", with noisy feedback and feedback power 30 dB
above feed forward power
of 3 was used. The gain from having feedback power 30 dB above feed forward
compared to having 20 dB is as stated 1 dB in Ep/N0 to reach a PSNR of 35
dB. This gain is small compared to extra amount of energy used by the base
station and therefore, the feedback channel is set to be 20 dB higher than the
feed forward in the majority of the remaining simulations.
When the three test videos described in Section 3.1 are input to the com-
munication system, the simulations are done for several different cases, where
components are added to the system gradually to either make the system more
realistic or to increase performance. The system is reviewed and compared for
the four following cases. The name of the case are listed in bold and is used
to reference that case for the remaining discussion. Feedback power are for all
cases 20 dB above that of the feed forward and bandwidth expansion is 3.
1. Noise. Prediction is only done in space using the mean parameters from
Table 4.2 and the channel is modeled as an AWGN channel on both feed
forward and feedback channel.
2. Fading. Flat fading and channel estimation is added to the the system
to make it more realistic. Except from fading and channel estimation it
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Figure 4.14: PSNR vs EpN0 for the transmission scheme for all test videos for the
Noise-case. The mean space prediction parameters from Table 4.2 was used for pre-
diction. The feedback channel had a power 20 dB higher than the feed forward and
there was no fading on the system
is the same as the previous case.
3. Diversity. Two antennas are implemented on the base station side of
the system to make it more robust against the fading introduced in the
previous case.
4. 3d-dpcm. Compression is based on prediction in both space and time.
The space prediction parameters are the mean parameters from Table
4.4. Diversity, fading and channel estimation are still implemented.
Since the input now is a video and not a single-frame-image, 35 dB PSNR may
no longer be suitable to reference acceptable quality, because, as argued earlier,
small amounts of noise that shifts 15 times per second are much more visible
than the same noise density in a single-frame. Further, the 35 dB limit should
be confirmed subjectively even for images and may give different subjectively
results depending on the input. This assumption is confirmed subjectively by
the author by examination of the video outputs. This can also be, to some
degree, seen in the example images depicted in Appendix A. For the simulations
where the test-videos are input, 40 dB PSNR is used as reference to when the
received video quality is acceptable.
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Figure 4.15: PSNR vs EpN0 for the total system using for the case Fading
In Figure 4.14, the results when the three test videos described in Section 3.1
were transmitted using the iterative transmission scheme with 3 iterations and
feedback power 20 dB above feed forward are plotted (Noise-case). The results
are significantly better than when "Lena" was the input. This can be due to
two reasons: Now, the mean space prediction parameters from Table 4.2 were
used instead of the ones normally used for natural images, which was the case
when "Lena" was input. This gives better prediction, hence a lower variance
of the transmitted signal, and better results. An other explanation can be that
"Lena" is more difficult to code. This reason alone seems unlikely because all
of the three test videos shows significantly better results than "Lena" did and
the reason why "Lena" has lower PSNR is probably due to a combination of
the the two arguments above. TV1 has the best PSNR for all input powers,
then TV2 and at last TV3 has the lowest. This is expected and in accordance
with earlier results from Section 4.2, where it was shown that TV3 was the
most difficult, and TV1 the easiest test video to code when prediction was
done only in space. In Figure 4.15, the same scenario is plotted, only here
fading is introduced on the channel as well, corresponding to the Fading-case
described earlier. The order of the test videos are the same, but now they all
seem to converge towards a maximum PSNR between 38 and 40 dB. This is
because the system cannot compensate for the deepest fades and even though
the quality of the image is perfect everywhere else, the rows influenced by the
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deep fades consists almost exclusively of noise. When fading is introduced,
neither of the test-videos reach a PSNR of 40 dB, but at 11 or 12 db Ep/N0,
where the curves start to flatten out, the image quality in most of the image
can bee assumed to be very good except where the deep fades occur. This is
in contrast to when there is no fading where TV1 and TV2 reach a PSNR of
40 dB at Ep/N0 equal to 3.5 and 4 dB respectively. TV3 does not reach the
same limit before Ep/N0 is larger than 5 dB. It is clear that the introduction of
flat fading on the channel deteriorate the system performance significantly for
all values of Ep/N0 and in the fading-case, a very high transmission power is
needed to combat the effects of fading effectively. A frame from TV1 received
with Ep/N0 = 6 dB and its corresponding channel are depicted in Figure 4.16.
The received image looks flawless except where the fades occur where the noise
are stronger. Where the deepest fade occur, there are a few rows consisting of
almost only noise. In a single image, these variations in image quality within
the image may seem manageable but in a video they will change place and
jump around 15 times each second and the video will seem to flicker heavily.
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Figure 4.16: A frame from TV1, received with average Ep/N0 = 6dB and param-
eters corresponding to the case Fading. There is fading on the channel, which can
be seen in the image. There are several rows that consists of just noise, but where
the channel is not in a deep fade, the image look almost perfect. The corresponding
channel is also plotted. Notice how the fades correspond to noise in the image. The
PSNR is 37 dB so the channel is "nicer" than for the average performance plotted in
Figure 4.15 where Ep/N0 = 6 dB corresponds to a PSNR of just above 34 dB
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Figure 4.17: PSNR vs EpN0 for the total system with fading and channel diversity but
compression is only based on prediction in space and not in time. This corresponds
to the case Diversity described earlier
When channel diversity is added to the system, the system becomes more
stable and has less flickering within an image, and overall PSNR is better.
The results when diversity was added can be seen in Figure 4.17. The PSNR
of the received image is better for all Ep/N0 than it was without diversity.
This is of course expected since the system would now become more robust
against fading. The curve converges towards a maximum PSNR in this case
as well, but now for a higher PSNR. This is because even though the fading
has been reduced due to channel diversity there is still some fades that cannot
be compensated for. The gain from applying channel diversity on the system
can be seen in Figure 4.18. The gain almost resembles a linear function and
the gain increase with increasing Ep/N0. This is because this diversity scheme
uses a form of equal gain combining, meaning every branch is weighted equally,
independent of the instantaneous SNR on the branch. The gain from using
2-branch channel diversity with equal gain combining was derived in Section
2.4, and was found to be 1.8, meaning the performance from applying diversity
is that Ep/N0 can be divided by 1.8 to get the same performance as without
diversity. This can be seen in the two Figures, the one depicting the Fading-
case and the one depicting the Diversity-case. When there is no diversity
TV3 has a PSNR of about 30 when Ep/N0 = 4 dB, while when diversity is
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added, 30 dB PSNR is reached for about Ep/N0 = 2 dB. The gain flattens out
at around 11 dB. This is because neither the fading nor the diversity case
can compensate for the remaining deep fades without highly increasing power.
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Figure 4.18: The difference in PSNR as a function of Ep/N0 for TV2 when diversity
is added to the system.
In Figure 4.19, the results for the total system including video compression
with motion estimation are depicted. The performance is notably increased
compared to the same system without prediction in time in Figure 4.17. The
order of which test video that has the best results is turned around. When
prediction is done in time as well, TV2 shows marginally better results than
TV1, as opposed to earlier results when TV1 has the best performance. This
is in accordance with the results found in Section 4.2 where it was shown
that after 3d-dpcm compression, TV2 had a marginally lower variance than
TV2. TV3 is still the test video with lowest PSNR at any Ep/N0. This is in
correspondence with the results in Table 4.5, which showed that TV3 had the
highest variance after the predicted signal had been subtracted. TV1 and TV2
reaches a PSNR of 40 dB for about Ep/N0 = 3 and 2.5 dB, which is respectively
a 2 and 3.5 dB (40% and 58%) reduction compared to the Diversity-case in
Figure 4.17. When TV3 is input, Ep/N0 can be reduced from 7.5 dB to 5
dB to reach a PSNR of 40 dB, a reduction of 36%. A big difference from the
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Figure 4.19: PSNR vs EpN0 for the case 3d-dpcm. With diversity, channel estima-
tion, fading and noise on all channels and video compression with motion estimation
earlier cases is that the curves does not seem to flatten out for any of the test
videos, which they probably will for a higher Ep/N0.
Since the main transmission on the feed forward channel in the system has to
wait while the channel is estimated and when the motion vectors are transmit-
ted, the bandwidth is increased somewhat and the sampling period decreased
accordingly. The new and total bandwidth of the system is:
B = 15× 320× 240× 3 + 15× 320× 240
64
+
15× 320× 240
752
(4.1)
= 3.476× 106Hz (4.2)
and Ts is correspondingly
Ts =
1
B
= 287.7ns (4.3)
where the first term represents the transmission of pixel values, the second is
the motion vector with a block size of 64 pixels and the last is the channel esti-
mation being estimated for every 752 pixels. The previous calculated Ts from
equation 3.5 with a bandwidth expansion of 3 was 289.3 ns, so the sampling
period is only marginally altered and the assumptions for what type of fading
to be expected derived in Section 2.3.3 are still valid.
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Figure 4.20: Instantaneous PSNR for one frame from TV1 transmitted with three
different cases: Fading (red), Diversity (blue) and 3d-dpcm (black). The channel
is included (brown) for correlation comparison. Average Ep/N0 in the receiver was 5
dB and the feedback power was 20 dB above feed forward
To see how the different methods (with and without diversity and time
prediction) reacts to fading, the PSNR was calculated for each row in the
received image and plotted over the channel for comparison. This is done with
TV1 and TV2 as input in Figure 4.20 and 4.21 respectively. The plot consists
of four curves: One showing the instantaneous PSNR for a frame when there
is fading on the channel (Fading-case), one showing instantaneous PSNR for
the received frame when diversity is added as well (Diversity-case) and one
showing instantaneous PSNR when prediction in time is added in addition to
diversity (3d-dpcm-case). The last curve shows how the channel varies under
each frame. The channel used is the same for all three cases, but when diversity
is added, it is the sum of the two channels. The exact value of the channel
gains cannot be seen from the plot since the y-axis is PSNR and the channel
is included solely for comparison with the fluctuations of the PSNR within a
frame. For both the fading and diversity case, for both TV1 and TV2, the
instantaneous PSNR resembles the channel almost perfectly. The fading case
follows every fade and seem to break down in the deepest fades. The diversity
case does the same, but in this case the fades are not as deep. When three
dimensional DPCM is applied to the system, there is no visible correlation
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Figure 4.21: Instantaneous PSNR for one frame from TV2 transmitted with three
different cases: Fading (red), Diversity (blue) and 3d-dpcm (black). The channel
is included (brown) for correlation comparison. Average Ep/N0 in the receiver was 5
dB and the feedback power was 20 dB above feed forward
between the PSNR and the channel, and it fluctuate much less than the case
without time prediction. PSNR was calculated for the frame when there was
no fading on the channel and in this case (not included in the figure), the
PSNR was overall nearly constant. It fluctuated rapidly within the range of
±0.5dB, so the larger changes in the 3D-DPCM case is due to channel fades,
just not the channel plotted below. One could think that since it uses the
previous image to predict block values, it has correlation with earlier channel
gains, but this is not the case. The changes are probably due to a combination
of the current and some previous channels.
Since the system tries to compensate for the fading before transmitting on
the feed forward channel and after receiving on the feedback channel, the strong
correlation between the channel and the PSNR for the fading and diversity case
is unexpected. The expected form would be more constant but break down
in the deepest fades since it cannot compensate for that low channel gains.
Since the signal received on the feedback channel is amplified together with
noise in the helicopter, the SNR is not changed because the noise is amplified
in the same manner as the signal. Therefore, the consequence of the fading
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Figure 4.22: Instantaneous PSNR for one frame from TV2 transmitted with three
different cases: Fading (red), Diversity (blue) and 3d-dpcm (black). The channel
is included (brown) for correlation comparison. Average Ep/N0 in the receiver was 5
dB and the feedback power was 40 dB above feed forward. Compare with Figure 4.21
where feedback power is only 20 dB above feed forward
on the feedback channel is that the noise is amplified as the inverse of the
channel, leading to a poor reception in the helicopter in the deep fades. Even
though the helicopter only takes samples that have a higher SNR than there
is one the feed forward channel into account, the feedback SNR will change
with the channel. This is the reason for the strong correlation between channel
and PSNR in Figure 4.20 and 4.21 for the Fading and Diversity case. In
Figure 4.22 the same Figure is repeated for TV1 but now the feedback power
is increased from 20 dB above feed forward to 40 dB. Here, the PSNR is more
what to be expected. It is much more constant but still breaks down in the in
the deepest fades except for the 3D-dpcm case where is is almost the same
as the no-fading case.
It is obvious from Figure 4.19 that adding time prediction to the system
increases the performance significantly. Depending on the input, the perfor-
mance is increased and on average 40 dB PSNR is reached for Ep/N0 = 3.5
dB instead of 6.17 dB compared to the Diversity-case, which is an average
reduction of 43%. The complexity added to the helicopter is also significant
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Table 4.6: Average Ep/N0 (dB), for all test videos, needed in the receiver to reach
a PSNR of 40 dB for the different cases described earlier
TV1 TV2 TV3 MEAN
Noise-case 3.5 4 5 4.17
Fading-case > 12 > 12 > 12 −
Diversity-case 5 6 7.5 6.17
3d-dpcm-case 3 2.5 5 3.5
since the search for motion vectors is a heavy operation, but since this can be
optimized based on the extensive research that can be found in the literature,
this complexity can be reduced. It can also be seen from the figures showing in-
stantaneous PSNR that the instability of the system due to fading is reduced
considerably by adding prediction in time. This is due to the fact that the
large reduction in signal variance increases the SNR of the received signal and
it becomes more resistant against channel fluctuations. The results from the
transmission scheme when different components were added are summarized
in Table 4.6.
By using Equation 3.21, one can calculate an estimated transmission power
needed to reach a certain Ep/N0 in the receiver. For Scenario 1, the distance
between the transmitter and receiver is about 100 meters. This gives the
average transmission power:
Pt = 3.5 + 30 log(100)− 87 = −23.5 dB (4.4)
= 4.5 mW (4.5)
Of course, fading will impact the necessary transmission power as well, im-
plying that the gain to neutralize fading will increase the needed transmission
power. Pt is the averaged needed transmission power to reach a 40 dB PSNR.
This, together with the restrictions imposed by the telecommunications au-
thorities, described in Section 2.3.1, gives an upper limit for how much higher
power than the feed forward channel can be used on the feedback channel. If
transmission power from the base station should be 30 dB greater than that of
the helicopter, it would need an average transmission power of 4.5 W, which
is more than twice the limit imposed by the government. Maximum radiated
power cannot exceed 2 W, which gives a maximum feedback power 26 dB above
that of the feed forward.
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CHAPTER 5
MAIN FINDINGS AND CONCLUSION
Based on the results and discussion in Chapter 4, this chapter will conclude
the thesis. Simulations have been performed on channel estimation, video
compression and transmission both separately and together to fully understand
their inherent properties and how they work together. Components were added
to the system gradually to the see the improvement caused by every component
and to weigh the added complexity versus the gain in performance.
The results from the channel estimation showed that the flat fading channel,
given a bandwidth expansion factor of 3 and a top velocity of the helicopter of
10 m/s, could be estimated accurately by transmitting one single pulse with
receiver SNR of 20 dB for every 750 pixel. The mean squared error of the total
channel estimation was 0.0025.
The video compression was done by subtracting a predicted pixel from the
original before transmission, hence only processing the difference. The receiver
would predict the pixel in the same manner based on earlier received pixels
and add this to get the decoded pixel. First, prediction was based solely on
pixels within the same frame as the one to be transmitted. The receiver did the
predicting and transmitted the result to the transmitter via a feedback channel.
This reduced the variance and hence the power needed to transmit by 12 dB
on average for all the test inputs. When the transmitter first subtracted a
pixel from the previous frame shifted due to motion, and then subtracted the
predicted value received on the feedback channel, the variance was lowered
by additionally 4.7 dB. These simulations were done without the presence of
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noise, making 16.7 dB the maximum average gain from compression with these
test videos. For low values of Ep/N0, the gain was smaller.
The iterative amplitude continuous system acted according to OPTA when
the input was Gaussian distributed and the feedback channel ideal and marginally
less for a non-ideal feedback channel with a 20 dB higher power than the feed
forward channel. Simulations showed that the resulting signal after differen-
tial coding is not Gaussian but rather Laplacian distributed. Since the system
only is optimal for Gaussian input, the system will not reach OPTA with a
Laplacian source. After reviewing the system for different levels of bandwidth
expansion and feedback power, it was reasoned that a bandwidth expansion
of 3 and a feedback power 20 dB above feed forward yielded the best perfor-
mance weighted against the added cost by increasing the bandwidth and power
further. These values were used for the remaining simulations.
When both the feed forward channel and the feedback channel was deterio-
rated by flat Rayleigh fading, a 40 dB PSNR, which is deemed acceptable video
quality, was not reached for Ep/N0 smaller than 12 dB. Here, the channel was
estimated in the helicopter to counteract the fading using the parameters ob-
tained under the separated channel estimation simulations. But due to power
limitations and harsh channel conditions it could not compensate for all the
fades. Channel diversity was obtained by adding an extra antenna on the base
station, and a PSNR equal to 40 dB was reached for an average Ep/N0 = 6.2
dB. Motion was estimated in the transmitter and the motion vector was trans-
mitted to the receiver for every block (block size of 8 × 8 pixels). When the
motion compensated predicted signal was subtracted before the spatial pre-
diction was subtracted, the performance increased further. Ep/N0 could on
average be reduced with 2.7 dB to reach the same target PSNR, a reduction
by 43%. Three-dimensional DPCM together with diversity made the system
much more robust against fading and instantaneous PSNR is only barely re-
duced even in the deepest fades. Even though motion detection introduces a
higher complexity to the system and imposes a higher need for computer power
in the small helicopter, the added gain in performance is considered adequate
to make up for the added complexity.
The video communication system is heavily dependent on the stability of the
feedback channel, both for compression and transmission, and if the feedback
channel should break down or the SNR decrease rapidly, the performance of
the system would suffer accordingly. In a practical implementation of the
system, one of the largest challenges would be to guarantee the stability of the
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feedback channel independent of the environment and conditions the helicopter
is operating. The system uses a bandwidth of 3.5 MHz to reduce transmission
power and it was argued that this bandwidth and carrier frequency (2.39 GHz)
would give flat fading in an indoor office environment, but in a more open
environment like outdoor, the fading will be frequency selective. Since the
channel estimation only estimates the channel degradation on the amplitude of
the signal, the estimation has to be changed to measure alterations in frequency
as well. This takes more time and will result in a longer delay.
Disregarding these challenges, it is the authors opinion that this scheme has
great potential in systems where the low energy consumption and complexity
trump the large use of bandwidth.
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APPENDIX A
EXAMPLE IMAGES
This section will show some example frames transmitted with the total sys-
tem for the different cases described in Section 4.3. There is no discussion of
the images, since they are included for the reader to compare the image quality
received using the different cases with different SNRs.
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Figure A.1: From from TV1 for the Noise-case. Ep/N0 = 1 dB, PSNR = 35.5
dB
Figure A.2: From from TV1 for the Noise-case. Ep/N0 = 2 dB, PSNR = 37.4
dB
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Figure A.3: From from TV1 for the Noise-case. Ep/N0 = 3 dB, PSNR = 39.4
dB
Figure A.4: From from TV1 for the Fading-case. Ep/N0 = 1 dB, PSNR = 28.9
dB
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Figure A.5: From from TV1 for the Fading-case. Ep/N0 = 2 dB, PSNR = 30.2
dB
Figure A.6: From from TV1 for the Fading-case. Ep/N0 = 3 dB, PSNR = 31.4
dB
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Figure A.7: From from TV1 for the Fading-case. Ep/N0 = 5 dB, PSNR = 33.5
dB
Figure A.8: From from TV1 for the Fading-case. Ep/N0 = 6 dB, PSNR = 34.6
dB
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Figure A.9: From from TV1 for the Diversity-case. Ep/N0 = 1 dB, PSNR = 33.7
dB
Figure A.10: From from TV1 for the Diversity-case. Ep/N0 = 2 dB, PSNR =
35.7 dB
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Figure A.11: From from TV1 for the Diversity-case. Ep/N0 = 3 dB, PSNR =
37.8 dB
Figure A.12: From from TV1 for the Diversity-case. Ep/N0 = 4 dB, PSNR =
39.8 dB
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Figure A.13: From from TV1 for the Diversity-case. Ep/N0 = 5 dB, PSNR =
41.9 dB
Figure A.14: From from TV1 for the 3d-dpcm-case. Ep/N0 = 0 dB, PSNR = 32.4
dB
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Figure A.15: From from TV1 for the 3d-dpcm-case. Ep/N0 = 1 dB, PSNR = 35.2
dB
Figure A.16: From from TV1 for the 3d-dpcm-case. Ep/N0 = 2 dB, PSNR = 37.7
dB
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Figure A.17: From from TV1 for the 3d-dpcm-case. Ep/N0 = 3 dB, PSNR = 40
dB
Figure A.18: From from TV1 for the 3d-dpcm-case. Ep/N0 = 4 dB, PSNR = 42.2
dB
