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Abstract:
Higher-order necessary and sufficient optimality conditions for a nonsmooth minimax problem with infinitely many constraints of inequali~y_.
type are established under suitable basic assumptions and regularity conditions.
Introd uction
We consider the minimax problem:
(P) First-order necessary optimality conditions for (P) without constraints of inequality type are investigated in our recent paper [7] . The results obtained there can be applied to minimax problems involving functions whose generalized directional derivatives are convex. The aim of this paper is to develop higherorder necessary and sufficient optimality conditions for (P) involving functions whose generalized directional derivatives may be nonconvex in a quite general form. Optimality conditions of this type for the case in which Q is a singleton and there is no constraint of inequality type can be found in [2] , [9] . Nonsmooth analysis has produced a calculus for various directional derivatives and subgradients which yields a number of first-order necessary conditions of this type (see e.g. [10] - [12] ).
The paper is organized a.sfollows. In section 2, under a basic assumption and a regularity condition we derive higher-order necessary optimality conditions for (P), which can be applied to the lower and upper directional derivatives of order k of Ja and g{3. Section 3 is devoted to developing sufficient optimality conditions for (P) in the finite dimensi~nal case. As in Section 2, the results obtained here can be applied for the lower and upper directionalderivative of order k of Ja and orderp of g{3, where k and p are positive integers.
Higher-Order Necessary Optimality Conditions
Denote the dosure of C by dC. For Xo E dC we recall (see e.g. [3] ) that the contingent cone to Cat Xo is the set 1,
which is also called the contingent derivative (see [1] ).
The lower directional derivative of order k of Ja at Xo in the direction dis defined as follows (see e.g. [9] )
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Note thatthe mapping
and the derivative of order k of Ja at Xo, Jik)(xo),
and the following limit is uniform in a. Then Ja (a E Q) satisfy the basicassumption 2.2.
Let us introduce a regularity condition of the type used in [4] .
Regularity Condition 2.3:
(i) For any closed sets V and W satisJying Qo C V c Q and
We are now in a position to formulate a general necessary optimality condition of order k for (P).
Theorem 2.4:
Let Xo be a local minimizer Jor (P 
which implies that
=1=0. t the upper directional derivative of order k of Ja at Xo in the direction dis defined aS follows (see e.g. [9] )
Applying Theorem 2.4 to upper directional derivative we obtain 
