INTRODUCTION
Housing is an important asset and it made a significant contribution to the total asset of many households. In Australia, almost 55% of the total of Australian household assets is in the housing form (Headay et al., 2005) . Australia is also being one of the countries with high homeownership rate at around 70% (IBISWorld, 2007) . Given the significance of housing market, housing has drawn a lot of attention from the investors and researchers. Extensive studies have also been placed on the determinants of housing prices such as Case and Shiller (1990) , Bourassa and Hendershott (1995) and Abelson et al. (2005) .
It should be noted that these studies emphasis on the first moment (return), while the volatility (the second moment) should also contain some important information. In financial markets, the volatility has become an increasing concern for investors (Brailsford et al., 2004) . Extensive studies in financial markets also confirm that the volatility clustering and volatility spillover (volatility linkages) effects in stock, interest rate and exchange rate returns series (Bollerslev et al., 1992, a review) . As highlighted by Miles (2008) and Wong et al. (2006) , failure to incorporate volatility clustering may lead to inaccurate modelling results and sub-optimal allocation. Most importantly, the volatility of housing price in Australia has increased dramatically in recent years. As depicted in Figure 1 , the 5-year rolling risk of Australia housing prices has increased significantly from below 2% in 2001 to 4% in 2007.
(Insert Figure 1)
The recent global financial crisis has also further increased the volatility of housing and drawn the attention of policy makers and investors towards the importance of housing price volatility. Despite the volatilities of financial assets have been extensively researched in the financial literature, few studies have been undertaken on the volatility of housing market.
This study aims to extend the current literature by examining the volatility of house price and its determinants in Australia over the study period 1987-2007 . The contributions of this study are twofold. Firstly, unlike previous studies, this study employs an Exponential-Generalised Autoregressive Conditional Heteoskedasticity (EGARCH) model to examine the spillover effects of numerous variables on housing price volatility. As discussed by Nelson (1991) , the EGARCH model allows for testing the asymmetric and determinants of a volatility series simultaneously.
Importantly, the empirical support in favourite of EGARCH is also found by Engle and Ng (1993) and Stevenson (2002) . Second, this study is probably the first study of volatility spillover in the Australian housing context. Importantly, the Australian housing market offers an excellent dataset for examining the housing volatility clustering and spillover effects in light of high transparency of this property market (JLL, 2008) .
The remainder of this study is organised as follows. Section 2 reviews the previous literature on the determinants of housing price. The data and methodology are discussed in Section 3. The results are reported and discussed in Section 4. The last section concludes the paper.
LITERATURE REVIEW
The strong evidence of linkages between housing price and macroeconomic fundamental factors has already appeared in the literature. Case and Shiller (1990) demonstrated that population, real income and a change in house prices itself have influence on the United States (U.S.) house prices. Stern (1992) found that the disposable income is the most important variable affecting the United Kingdom (U.K.) housing market. Munro and Tu (1996) examined the dynamics of U.K. housing market with using Johansen co-integration technique and found that the U.K. housing market is influenced by the household income, real mortgage rate and housing completions at the national level.
The significance of mortgage rates in the U.S. housing market in a long-run is also presented by McGibany and Nourzad (2004) , while no similar evidence is available in a short-run. Although Painter and Redfearn (2002) found little evidence of direct role of interest rates on homeownership rates, it would affect the timing of changes in tenure status. Stevenson (2000) presented strong evidence of housing and inflation is cointegrated in a long run by utilising cointegration tests, whereas the conventional ordinary least squares (OLS) model provides less conclusive results. Jud and Winkler (2002) have also showed that real changes in income, construction costs and interest rate, as well as the growth of population are significant factors for the real U.S. housing price appreciation.
Similarly to Australia, Bourassa and Hendershott (1995) found that Australian capital city real house prices are driven by the real wage income and the growth in population. A more recent study, Abelson et al. (2005) also offered the evidence of unemployment rate, mortgage rate, equity prices and the housing stock are negatively related to Australian house prices, while positive relationships are demonstrated for the disposable income and Consumer Price Index (CPI) in the long run. Stubbs (2005) also described that interest rate is the prime concern of property investors in Australia, implying that it is the main factor in driving the housing prices. Tu (2000) also showed that the real weekly earnings, nominal mortgage rates, unemployment rates and housing construction activities are the key factors affecting the Australian housing market. More importantly, this study has also highlighted the importance of analysing the regional housing markets in which the Australian housing markets at subnational level are highly segmented. In other words, a national housing price model would fail to represent the housing price dynamics of regional cities.
Few regional housing studies are available in Australia. Luo et al. (2007) examined the causality linkages between Victorian residential price and macroeconomic variables. They found that the housing price in Victoria is Granger caused by the mortgage rate, weekly earning and unemployment rate. However, the sub-period analysis also reveals that the relationships are instable and varied from time to time.
On the other hand, Karantonis and Ge (2007) focuses on the Sydney housing market and demonstrated that the real household income, dwelling completions, speculative investment and real interest rate are the driving forces of housing price in Sydney.
However, until recently, the determinants of housing price volatility have become the growing concern research areas. Few studies have examined the issue of housing price volatility. Baffoe-Bonnie (1998) conducted a variance decompose analysis in the U.S.
housing price. The results showed that the unemployment growth and mortgage rate are driving factors for the U.S. housing market. However, the influence of a shock to economic fundamentals (inflation, mortgage rates, employment growth and money supply) are varied in different regions. Dolde and Tirtiroglu (1997) examined the housing price volatility and found the time varying volatility evidence in the Connecticut and San Francisco housing markets.
The persistence of time-varying volatility is also documented by Crawford and Fratantoni (2003) and Wong et al. (2006) for the U.S. and Hong Kong housing markets respectively. Similar strong linear dependency and heteroskedascity (volatility clustering) is also exhibited in the Spanish housing markets by Guirguis et al. (2007) . Miles (2008) also demonstrated that volatility clustering effects are evident in over half of the states in the U.S. His additional results also demonstrated that there is volatility spillover effect (volatility linkage) of hosing conditional volatility on the U.S. housing returns. In addition, the study has also presented the evidence of asymmetric effect that housing prices are more sensitive to negative shocks. Miller and Peng (2006) also found that about 17% of the Metropolitan Statistical Areas (MSA) in the U.S. exhibit volatility clustering effect. Additionally, the estimated volatility series with a GARCH model is Granger-caused by the home appreciation rate and Gross Metropolitan Product (GMP) growth rate. More recently, Hossain and Latif (2007) have also offered the evidence of time varying housing price volatility in the Canadian housing market. The results also demonstrated that the gross domestic product growth rate, house price appreciation rate and inflation are the determinants of house price volatility with using an impulse responses analysis.
In summary, while there has been a multitude of literature in the housing literature concerned with the housing price determinants, little attention has been on the determinants of housing price volatility. The evidence of volatility clustering effect in the housing market also reveals that an EGARCH model is appropriate to be applied into housing volatility study.
DATA AND METHODOLOGY

Data
To assess the determinants of housing price volatility, the quarterly housing price As discussed by Miller and Peng (2006) , MSA data rather than national data are more appropriate for analysing the metropolitan housing price volatility. Hence, in this 1 It should be noted that slight changes were proposed in the methodology of housing price index construction in 2005. This is one of the limitations of this study that should be borne in mind. 2 As highlighted by Luo et al. (2007) , the selection of independent variables is subject to the availability of data. study, all variables for 8 different state capital cities are at the state level, excepting the mortgage lending rate. It must be noted that the differences in terms of mortgage lending rate across different regions in Australia are insignificant. More importantly, Richert (1990) found that regional housing prices only react uniformly to mortgage rates. In this respect, the national level of mortgage rate was employed in this study.
(Inset Table 1 ) Table 1 provides the summary statistics of housing prices and 5 independent variables. Over the study period, Perth provided the highest average returns (2.35%
per quarter) with regard to the boom of housing market in recent years. It is followed by Brisbane with 2.3% per quarter. Surprisingly, the largest city in Australia, Sydney did not provide remarkable high returns. It could be attributed to the high outward migration of residents (PRD, 2008) . Turning our attention to volatility dimension (standard deviation), Perth also recorded the highest risk level. However, housing markets in Canberra, Darwin and Adelaide emerge as less volatile capital cities with the lowest risk level, implying that volatility clustering effect would be less significant in these housing markets.
Methodology
As demonstrated by previous studies, volatility clustering or ARCH effect is commonly found in many financial and real estate assets (Cotter and Stevenson, 2006 , Asteriou and Hall, 2007 , Lee, 2008 . In this study, the presence of volatility clustering effect in Australian housing markets was examined by the Engle (1982) 
where is the squared residuals, and LM test is performed by
T is the sample size 2 R is derived from the Equation (1) Thereafter, EGARCH models were computed to give an indication of housing price volatility determinants on the series that exhibit volatility clustering. More specifically, the CPI, income, population and unemployment rate were introduced into the conditional variance equation as exogenous variables in order to determine the volatility spillover of these variables on housing prices. The model of EGARCH (1,1)
for housing markets can be estimated as follows:
Mean Equation:
where is the return of housing at the time t , γ , 6 γ , 7 γ and 8 γ suggest that past volatility shocks in inflation, income, interest, population and unemployment rate influence current volatility in the housing market.
Unlike Miles (2008) , this study employs an EGARCH model to assess the volatility of housing prices and the volatility linkages between these factors and housing prices.
The EGARCH model has several theoretically superiority than a GARCH model in which it allows an investigation of asymmetries and the conditional variance is always positive (Asteriou and Hall, 2007) . Moreover, the asymmetric volatility is also demonstrated by Michayluk et al. (2006) and Lee (2008) in real estate and Miles (2008) in housing. Most importantly, Engle and Ng (1993) and Stevenson (2002) have found evidence that EGARCH models offer more intuitively appealing results and perform surprisingly well in stock and real estate markets.
RESULTS AND DISCUSSION
Stationary Tests
Unit root tests were first performed for examining the stationary of these data in respect to the non-stationary would has profound implications for modelling. Two standard procedures, the Augmented Dickey-Fuller test and Phillips-Perron tests were employed in this study. The results are exhibited in Table 2 .
(Inset Table 2 )
It can be seen from the Table 2 that all housing price series are stationary. The
Augmented Dickey-Fuller tests reveal that all return series are statistically significant at least at the 5% level. The only exception is Canberra in which it is statistically significant at 6%. Similar strong stationary results are presented by the Phillips-Perron test where all series are statistically significant at least at 5% level. Overall, these time series data are stationary; indicating that shocks to the series are temporary and the effects will disappear and revert to its long run mean. Importantly, no evidence is found to support that the mean and autocovariance of the series depend on time (nonstationary).
Similar tests were also performed to independent variables. The results show that majority of variables is stationary. The exception is the lending rate, which the variable is integrated in the first difference. Income growth in Melbourne and population growth in Hobart exhibit comparable results, suggesting that these variables are stationary after the first difference. The results are displayed in Appendix I.
ARCH Effects
Thereafter, the ARCH LM test of Equations (1) and (2) Table 3 .
(Inset Table 3 However, no similar evidence is found for the series of Canberra, Adelaide and Darwin. One of the possible explanations for these homoskedasticity series is the housing prices of these cities are less active and less volatile. As shown in Table 1 , these cities reveal the lowest standard deviation levels in comparison to other cities.
Therefore, it is not surprisingly that the time series do not exhibit periods of unusually high volatility and followed by calm periods of low volatility (the pattern of volatility clustering).
In brief, over half Australian state capital cities exhibit volatility clustering effects.
These results also support the findings from Miles (2008) in the U.S., suggesting that the ARCH effect is not only available in financial and real estate assets, but also in the housing market. This finding also highlights the importance of estimating a separate EGARCH model for each city.
Model Specifications
Once the ARCH effects are determined, an analysis of the housing volatility determinants is conducted for each market that exhibits volatility clustering.
Specifically, the housing volatility determinants of Australia, Sydney, Melbourne, Brisbane, Perth and Hobart are determined by using separate EGARCH models.
In should be noted that the optimal specification for an EGARCH model should be determined prior to the construction of the model. Even though there is consensus that GARCH (1,1) model is the most convenient specification in the financial literature (Bollerslev et al., 1992) , no similar agreement is available for EGARCH models. As a result, the EGARCH(1,1) model is compared to various higher-order models based on Akaike Information Criterion and Schwarz Information Criterion. The results are displayed in Table 4 .
(Insert Table 4)
Panel A of Table 4 illustrates that EGARCH(3,2) is the best specification for the Australian housing price series. Both Akaike and Schwarz information criteria confirm that this specification has the lowest value for this series, which in turn the EGARCH(3,2) is employed in estimating the volatility spillover in Australian housing prices. Similar estimating procedure is repeated for Sydney, Melbourne, Brisbane, Perth and Hobart series respectively. Undoubtedly, EGARCH(1,3), EGARCH(1,2), EGARCH(3,3) emerge the most appropriate specification for Sydney, Brisbane and Hobart housing price series. More specifically, both criteria show the smallest value of each criterion for these series.
Interestingly, the Akaike information criterion exhibits that the EGARCH(3,3)
specification is preferred model specification for the Melbourne series, whereas the Schwarz information criterion shows that the EGARCH(1,1) specification is the most optimal specification. Similar divergence results are also obtained from different criteria for the Perth housing price series. As discussed by Brooks and Tsolacos (2003) , Schwarz criterion is a more prudent selection criteria than Akaike criterion. In other words, the Schwarz criterion is preferred; EGARCH(1,1) and EGARCH(2,3)
were selected for Melbourne and Perth housing price series. Table 5 presents the results of EGARCH models based on the identified model specifications in the above section. The parameters of interest in an EGARCH model are the coefficients on shocks to housing price returns, thus only the coefficients of inflation, income, interest, population and unemployment rate are reported in Table   5 3 .
Volatility Determinants
(Insert Table 5 )
At the national level, a positive and significance coefficient is evident for inflation, suggesting that a shock to inflation rate does produce dynamic responses in Australian housing prices. Similar results are also evident in Sydney and Melbourne. The results also support some studies in housing price volatility that inflation is one of the determinants of housing price volatility, and the volatility of inflation will pushes up the housing prices volatility (Hossain and Latif, 2007) . Importantly, Fama and Schwert (1977) have also offered the evidence of housing market hedging the expected inflation and unexpected inflation.
On the other hand, the unemployment rate coefficients of Brisbane and Perth are negatively and statistically at least at 10% level, showing that past volatility of unemployment rates determines current volatility of housing prices in Brisbane and
Perth. The Perth residential market provides a higher significance level at 5%. This result is intuitively appealing in which a lower unemployment rate will increase the housing prices. Similar findings are also documented by Miller and Peng (2006) in the U.S. housing price volatility. 3 The full results are depicted in Appendix II.
Strong volatility spillover evidence is also observed between income growth and housing prices in Hobart. The positive and statistic significant coefficient shows the transmission of past volatility of income growth to current volatility of Hobart housing price, reflecting that the volatility of Hobart residential market will response to the shock in income growth. Interestingly, this factor has influenced on the Hobart housing market, but it does not have any effect on other cities. This could be explained by the widening disparities in terms of state per capita incomes. This point has also been pointed out by Cashin and Strappazzon (1998) . Additionally, Tasmania is the state with the lowest average annual income growth rate. Therefore, it is reasonable to understand that the housing price volatility of Hobart is more sensitive to the shock of income than other cities.
The volatility of population would appear to be influential in affecting the volatility of housing market in Perth, which the coefficient of population is positive and statistically significant at 10%. This means that there is a volatility spillover effect of population on Perth housing prices and higher past volatility of population will magnify the current volatility of housing prices.
Interestingly, the past volatility of mortgage rate is insignificant in explaining the current volatility of housing price. In other words, the lending rate has little influence on the housing price. This is inconsistent with the findings of Abelson et al. (2005) Another important observation emerges from the Table 4 is these variables have different impact on the dynamic behaviour of housing prices volatility in different cities. There is little evidence to support that uniform reaction to any variable from different capital city housing prices. Indeed, the determinants of housing price volatility are varied from city to city. This result seems to agree with the findings of
Tu (2000) in Australia based on the first moment. This implies that the national housing price is unable to represent the state capital housing price models and highlighting the importance of constructing different models for different cities.
Moreover, the diagnostic test results support that there is no misspecification in the model with regard to the insignificant LM statistics for ARCH, indicating that the EGARCH models are sufficient representations. This also suggests that the EGARCH models are sufficient to remove any residual heteroskedasticity effects. Overall, volatility spillover effects of inflation on national housing prices are evident in Table   5 . Nevertheless, the factors have different impact on the dynamic behaviour of housing prices volatility in different cities.
Asymmetric Effects
Importantly, one of the important features of EGARCH models is the models are able to capture and examine the asymmetric effect of a volatility series. This section emphasises on the asymmetric effects in Australian housing prices. Table 6 reports the results of testing for asymmetric EGARCH effects from the Equation (4).
(Insert Table 6)
The results signify that Melbourne, Brisbane and Hobart with time-varying volatility also have significant asymmetric effects, where the coefficients on asymmetric shocks ( 2 γ ) are positive and statistically significant at 10%. Stronger significance levels are manifested for Melbourne and Brisbane, reflecting that housing prices are asymmetric in the news, and bad news has larger impacts on the volatility of these series than good news. In other words, a negative shock would raise the uncertainty and volatility of these markets dramatically. These results are also consistent with Miles (2008) in the U.S. housing market and Hossain and Latif (2007) in the Canada market,
suggesting that the EGARCH model could be a favouring model than a conventional GARCH model.
Generally the results in Table 6 shows that asymmetric effects are demonstrated in several capital cities, indicating positive shocks in the market generate less volatility than negative shocks.
CONCLUSIONS
Existing literature on the determinants of housing prices is predominantly in the first moment, and there is little study has been placed on the determinants of housing 
