ABSTRACT. -We prove the existence of positive regular solutions of the Cauchy problem for the nonlinear heat equation u t = u + |u| α u, with initial value µV , for all µ > 1 close enough to 1, where V is the singular stationary solution in R N . This result is obtained when N > 2 and 2 N−2 < α < α * , where α * is the critical power for the intersection properties of V with regular stationary solutions. Moreover, for µ as above, there exist at least two positive regular solutions with initial value µV . These results are optimal since it is known that no such solution exists if α α * . RÉSUMÉ. -Nous montrons l'existence de solutions positives régulières du problème de Cauchy pour l'équation de la chaleur non linéaire u t = u+|u| α u, avec donnée initiale µV , pour tout µ > 1 assez proche de 1, où V est la solution stationnaire singulière dans R N . Ce résultat est obtenu pour N > 2 et 2 N−2 < α < α * , où α * est la puissance critique pour les propriétés d'intersection de V avec les solutions stationnaires régulières. De plus, pour µ comme ci-dessus, il existe au moins deux solutions positives régulières avec donnée initiale µV . Ces résultats sont optimaux, car on savait déjà que de telles solutions ne peuvent exister si α α * .
Introduction
In this paper we study solutions of the nonlinear heat equation V is a stationary solution of (1.1) in the sense of tempered distributions: each term of (1.1) with u(t,
. Even though V is a stationary solution, it turns out, for certain values of α, that V is not the minimal positive solution of (1.1) whose initial value is V . Indeed, if N > 10, let
(We take α * = ∞ if N 10.) This number first appeared in [5] in the study of stationary solutions of (1.1). Galaktionov and Vazquez [3] have proved that if 
Moreover, u ∈ C(0, ∞; L q (R N )) for all q > Nα 2 , and lim t →∞ u(t) = 0 in L q (R N ) for all q > Nα 2 . This result calls for several remarks. First of all, the power α * is optimal in Theorem 1.1. By Theorem 10.4 in [3] , no nonnegative solution of (1.1) with intial value above V exists if α α * . On the other hand, Theorem 10.4 in [3] also states that if 2 N−2 < α < α * , then there is no solution of (1.1) with initial value above V and which remains above V for t > 0. Theorem 1.1 shows that this cannot be improved. Also, it should be pointed out that if µ is sufficiently large, then there is no local nonnegative solution of (1.1) with initial value µV . See Theorem 1 in [9] .
For the equation with |u| α u replaced by e u , Vazquez [7] has shown that there exists a regular solution whose initial value is equal to the singular stationary solution plus a small positive constant.
Finally, the situation for singular stationary solutions contrasts markedly with that for initial values which are multiples of regular stationary solutions. Indeed, if φ is a positive regular stationary solution of (1.1) either on R N or on a bounded domain (with Dirichlet boundary conditions), then the solution of (1.1) with initial value µφ, for any µ > 1 is nondecreasing in time, and therefore exhibits one of the following three behaviors: finite time blow up, infinite time blow up, or convergence to another positive regular stationary solution.
We prove Theorem 1.1 by proving the existence of a positive, radially symmetric (forward) self-similar solution of (1.1) with the necessary properties. Such a solution is given by 5) where r = |x|. The function f : [0, ∞) → R is called the (spatial) profile of the solution u; indeed u(1, x) = f (|x|). As is well-known, the function u given by (1.5) is a solution of (1.1) if and only if f is a solution of the profile equation:
The initial value problem associated with (1.6) was first studied in [4] . In particular (Theorem 5 in [4] ), if f λ is the solution of (1.6) such that f λ (0) = λ and f λ (0) = 0, then
exists and is a locally Lipschitz function of λ ∈ R. If u(t, x) is the resulting solution of (1.1) given by (1.5) with f = f λ , then it is easy to see that |u(t, x)| M|x| −2/α (for some M > 0) and u(t, x) → L(λ)|x| −2/α , uniformly on any subset of R N bounded away from 0, and so
It is also easy to check that u(t) satisfies the integral equation associated to (1.1) with u(0) = L(λ)|x| −2/α . The point of [4] was to show that if
, then L(λ 0 ) = 0 is attained for some λ 0 > 0 such that f λ 0 (r) > 0, ∀r > 0. Moreover, the analysis in [4] shows (for these values of α) that there exist infinitely many pairs λ 1 , λ 2 such that 0 < λ 1 
, and both f λ 1 and f λ 2 are everywhere positive. Indeed, the λ 0 shown to exist in the proof of Proposition 3.7 in [4] has the property that if 0
and so L attains every value in the interval (0, max λ∈[0,λ 0 ] L(λ)) at least twice. In other words, for these values of L(λ), there are at least two positive, regular, self-similar solutions of (1.1) with the same singular initial value
The point of the present paper is to show for α in the range specified in Theorem 1, that L(λ ) = µβ 1/α is attained in (1.7) for some λ > 0 such that f λ (r) > 0, ∀r > 0 and for some value of µ > 1. In the subcritical case, α < and λ > λ 0 , then f λ assumes negative values, and so it must be that λ ∈ (0, λ 0 ). (In fact, Dohmen and Hirose [2] show the uniqueness of the λ 0 proved to exist in [4] . See Weissler [8] for the same result in the case N = 1 and Yanagida [10] , then there exists ε > 0 such that for all µ ∈ (0, 1 + ε), there are at least two different C ∞ positive solutions u of (1.1) such that
, and
This result is all the more surprising since an existence and uniqueness result for solutions of the type described in Theorem 1.2 is already known. Specifically, Theorem 6.1 in [1] , says that if α > 2 N (with no upper limit) and if µ > 0 and M > 0 are sufficiently small (and verify a certain nonlinear relationship), then there exists a unique (necessarily self-similar) solution u of the integral equation corresponding to (1.1) with initial value µ|x| −2/α such that
It is clear that the supremum in (1.8) is finite for the self-similar solutions which provide the non-unique solutions in Theorem 1.2. Nonetheless, for one of the two solutions, this supremum must stay bounded away from 0, even as µ → 0. The situation for critical and supercritical α is more intricate. In the supercritical case, we will show that L(λ), which is known to be positive for λ > 0, oscillates around β . There exists ε > 0 such that for all µ ∈ [1, 1 + ε), there are at least two different C ∞ positive solutions u of (1.1) such that
, and 
, and Our basic approach to studying the attainable values of L(λ) is to transform (1.6) so that the behavior as r → ∞ is translated into the behavior near 0. Motivated by the precise asymptotic behavior of solutions to (1.6) as given in Theorem 1 in [6] , we set 9) where s = r −2 . A straightforward calculation shows that f : (0, ∞) → R satisfies (1.6) if and only if w : (0, ∞) → R satisfies the following differential equation:
We refer to (1.10) as the inverted profile equation, to reflect the fact that behavior at 0 and ∞ are interchanged in passing from f to w. If u is a self-similar solution of (1.1) with profile f , and if f and w are related by (1.9), then
This shows that w is in fact the time profile of the self-similar solution, i.e. u(t, 1) = w(t), where by abuse of notation, we write u(t, r) instead of u(t, x) with |x| = r.
It is important to note that if f and w are related by (1.9), and if w is continuous at s = 0, then lim r→∞ r 2/α f (r) = w(0). Thus, studying solutions w of (1.10) having a specified initial value w(0) is equivalent to studying solutions f of the original profile equation (1.6) with lim r→∞ r 2/α f (r) = w(0). If, in addition, f is the profile of a self-similar solution u of (1.1), then the initial value of this solution u is given by u(0, x) = w(0)|x| −2/α . Hence the study of solutions to (1.10) having a specified initial value w(0) is related to the study of solutions to (1.1) with a specified singular initial value u(0, x) = w(0)|x| −2/α . Throughout this paper, β, α * and V are as in (1.3), (1.4) and (1.2) above. Moreover, we use the following notation:
For future reference, we note that:
As is common practice, conditions such as α > are meant to be vacuous if N = 1 or 2. Also, g : R → R, and its primitive G : R → R, are the functions given by:
We define
In the case α > 2 N−2 , Eq. (1.10) has a unique nontrivial positive constant solution, i.e. w(s) ≡ β 1/α , which corresponds to the singular stationary solution V of (1.1). With the above notation, the inverted profile equation (1.10) takes the following form:
Given a solution w of (1.12), we define its "energy" by
It is straightforward to check that
This last formula depends only on the fact that G = g and Eq. (1.12), and not on the specific form of the functions g and G.
The rest of this paper is organized as follows. In the next section, we prove local existence and uniqueness of solutions to the inverted profile equation (1.12) on an interval [0, T ]. Because of the strong singularity at s = 0, one cannot specify both w(0) and w (0). See Proposition 2.4 and Theorem 2.5 below. In the following section, we show that these solutions can be continued for all s > 0 and investigate their asymptotic behavior as s → ∞. In particular, Proposition 3.5 states that if w is a solution of (1.12) such that lim s→∞ w(s) = 0, then the resulting self-similar solution of (1.1) obtained via (1.9) and (1.5) is regular. Finally, in the last section, we prove the main results of the paper. In the subcritical case, α <
, we use a shooting argument based on the solutions w of (1.12). See Theorem 4.4. In the supercritical and critical cases, we use properties of solutions to (1.12) near s = 0 (Proposition 2.7) to obtain detailed information about the intersections of the solutions f λ of (1.6) with the singular solution V and the values attained by L(λ). See Lemmas 4.5-4.8.
Local existence and uniqueness theory for the inverted profile equation
The purpose of this section is to prove an existence and uniqueness theorem for solutions of (1.12) on an interval [0, T ]. To accomplish this, we need first to re-write (1.12) in various equivalent forms, and then transform it into an integral equation which has solutions continuous at s = 0. To this end, we consider the three following equations:
4s ds w (T )
It is simple to verify that (2.1) is the same as (1.12). Moreover, w is a solution of (2.1) on some interval J ⊂ (0, ∞) if and only if w is a solution of (2.2) on J , as long as T ∈ J . In a like manner, if t 0 is also in J , then w is a solution of (2.3) on J if and only if it is a solution of (2.2).
In order to study solutions which are continuous on [0,T], we need the following elementary results.
Lemmas 2.1 and 2.3 are proved with l'Hôpital's rule. Corollary 2.2 is a straightforward consequence of Lemma 2.1. . Otherwise, it suffices to require that T <
Furthermore, if w ∈ C([0, T ]) is a solution of
. In the above proposition, the continuity of w at t = 0 corresponds to the existence of lim r→∞ r 2/α f (r), where f and w are related by (1.9), which is well known. The new aspect of the above result is the differentiability of w at t = 0 and the fact that w (0) is determined by w(0). This means in particular, that in proving local existence of solutions to the inverted profile equation (2.1), we cannot hope to specify both w(0) and w (0).
It follows that for all s ∈ (0, T ], G(w(s)) H (s) H (T ).
Given µ, ν ∈ R and T > 0, we define a mapping We denote by 
Proof. -For T > 0, set 
is a nondecreasing function of T > 0, and so has a limit as
where
We first apply (2.8) in the case where µ 2 = 0, ν 2 = 0, w 2 (t) ≡ 0, and for simplicity of notation, we suppress the subscripts in µ 1 , ν 1 and w 1 . Suppose further that conditions (ii) and (iii) in the statement hold. It follows from (2.8) that
In particular, if
Next we apply (2.8) with µ 1 = µ 2 = µ and ν 1 = ν 2 = ν. This gives 
To obtain a similar estimate for sup t ∈[0,T ] |w 1 (t) − w 2 (t)| we use (2.2):
To conclude the proof, we just have to observe that there exists T 0 > 0 such that all the conditions can be verified uniformly for T ∈ (0, T 0 ]. Indeed, since K 1 and K 2 are continuous on [0, ∞), and K 1 (0) = 4, it is clear from the assumption that 5R < M that there exists T 0 > 0 such that (2.9) holds for all T ∈ (0, T 0 ]. Furthermore, 
On the one hand, since w τ 0 is continuous, we know that
On the other hand, (2.7) applied to w τ and w τ 0 on the interval [0, τ ] implies that
where C depends only on T 0 , not on τ . Since w τ 0 (τ ) → 0 as τ → τ 0 , we conclude that
(ii) Suppose first that w(0) = β 1/α . The first part of the proposition implies that w is either decreasing or increasing on (0, T ], and thus cannot equal β 1/α at any s ∈ (0, T ]. Suppose next that 0 < w(0) < β 1/α , and that there exist 0 < s 1 < s 2 T such that w(s 1 ) = w(s 2 ) = β 1/α . Since w (0) < 0 (by Proposition 2.4), it follows that w must have a zero on each of the intervals (0, s 1 ) and (s 1 , s 2 ) , contradicting the first part of the proposition. The case w(0) > β 1/α is handled similarly. ✷ Remark 2.8. -As used implicitly in the previous proof, a given solution of (2.5) can be obtained from Theorem 2.5 on intervals [0, T ], with different values of T . Obviously, the data ν = w (T ) will change as T changes, in order to produce the same solution. Furthermore, it is clear from Proposition 2.4 that any solution of (1.12) on an interval (0, T ) can be obtained via Theorem 2.5. In other words, given any solution on (0, T ), the part of that solution on (0, T ), T T 0 , can be obtained as a result of the contraction mapping argument used in the proof of Theorem 2.5 for sufficiently small T 0 . Indeed, given finitely many such solutions, one can choose the parameters R, M and T 0 in Theorem 2.5 so that all of these solutions will be produced in the same manner via Theorem 2.5, for all T ∈ (0, T 0 ] with appropriate choices of µ and ν. This is also true for any collection E of solutions of (1.12) defined on a common interval (0, T 1 ) for which H w,w (T ) ranges over a bounded set for w ∈ E, for some fixed T ∈ (0, T 1 ). To see this note first that by continuous dependence starting at any s > 0, it follows that H (T ) ranges over a bounded set for any fixed T ∈ (0, T 1 ) . Thus, by choosing T ∈ (0, T 1 ) small enough (in the case γ > 1), we may assume that H is nondecreasing on
It is therefore clear that there exist R, M and T 0 (with 5R < M) such that for all w ∈ E,
By choosing T 0 > 0 smaller if necessary, it is clear that all the solutions w ∈ E can be obtained from Theorem 2.5 for the same values of R, M and T 0 , and on all subintervals
It is also worth noting that, with the exception of the second part of Proposition 2.7, the results of this section are all valid if γ is considered as an arbitrary but fixed real number and if g is replaced by an arbitrary locally Lipschitz function g : R → R, with primitive G such that G(0) = 0 and lim |x|→∞ G(x) = ∞.
Global existence and asymptotic behvavior of the inverted profile
In this section we show that the solutions w(s) of (2.5), and therefore (1.12), shown to exist in Theorem 2.5 can be continued for all s > 0 and study their behvavior as s → ∞. PROPOSITION 3.1. -Let w : (0, T ) → R be a solution of (1.12). Then w can be (uniquely) continued as a solution of (1.12) on (0, ∞).
, where H is the functional defined by (1.13). In particular, |s γ w (s)| is bounded as s → ∞.
Proof. -We need to obtain an a priori bound on w(s) and w (s) on any finite interval. We note that by (1.13) and (1.14),
We consider first the case α
, and so γ 1.
and so Integrating this last relationship gives an a priori bound on H (s) on any interval (ε, ∞) . This completes the proof in the case α , the above calculation is modified to give:
When integrated, this shows that H (s) stays bounded on any bounded interval, proving that w(s) can be continued for all s > 0, and gives the growth estimate claimed in the statement. ✷
Proof. -The proof is based on Eq. (2.1), and we treat separately the three cases α < , which is likewise not integrable as s → ∞. This again contradicts the hypothesis that lim s→∞ w(s) = l ∈ R exists.
In the third case, since γ < 1, we see that the right-hand side of (2.1) is integrable as s → ∞. Thus, lim s→∞ s γ e 1 4s w (s) = m ∈ R exists. This limit must in fact be 0, since otherwise w (s) would decay as ms −γ , and itself would not be integrable as s → ∞, contradicting the hypothesis that lim s→∞ w(s) = l ∈ R exists. Integrating (2.1) from s to ∞, taking into account m = 0, we obtain 
and so To prove the last statement in the proposition, we recall that H (s) 0 for all s > 0 when α
It follows that
4 N−2 . Thus G(w(0)) = H (0) H (s) H ∞ = G(l). Moreover, if G(l) = G min , then G(w(s)) G min = G(l). Thus, 2s 2 w (s) 2 = H (s) − G(w(s)) G(l) − G(l) = 0. ✷
It is worth noting that the conclusion of the previous proposition is false if
Indeed, H is a nondecreasing function, which therefore has a limit lim s→∞ H (s) = H ∞ . If lim s→∞ w(s) = l ∈ R, then sw (s) must also have a limit, which must be zero since w is bounded. It follows that
. By Proposition 3.2, it must also be that g(l) = 0. This is impossible if G(w(0)) is bigger than all the values of G on the zeroes of g. Since all solutions are bounded in this case, it follows that there are indeed many bounded solutions which do not converge as s → ∞.
The following proposition is not directly needed for the proof of Theorem 1.4 in the next section. It is, however, of some independent interest, and played and important role in our investigations. Proof. -We prove the first statement by contradiction. Thus, we suppose that w is indeed a solution such that w(s) > 0 and g(w(s)) > 0 for all sufficiently large s > 0. We claim that w (s) > 0 for sufficiently large s. Indeed, at any point s where w (s) = 0, we have w (s) = −g(w(s)), which is negative for large s > 0. Since w cannot have two successive strict local maximums, w (s) must either ultimately be positive or negative. It w (s) < 0 for large s > 0, then w must be bounded (since it is positive) and have a finite limit. By Proposition 3.3, since w is not a constant solution, this limit must be 0, contradicting the fact that g(w(s)) > 0 for large s. This proves the claim.
Since w (s) > 0 for large s > 0, g(w(s)) is increasing for large s. Integrating formula (2.1) from s to T and letting T → ∞, we obtain (for large s > 0) To prove the second part of the proposition, consider an unbounded solution with only finitely many zeroes. Without loss of generality, we may suppose that w(s) > 0 for sufficiently large s. Since w is unbounded, it follows that H (s), which is nondecreasing, tends to ∞ as s → ∞, and so H (s) > 0 for sufficiently large s. In particular, for s sufficiently large w (s) cannot have a zero in the range where G(w(s)) 0. Since w(s) > 0, this implies that w (s) can equal zero only if g(w(s)) > 0, and so w (s) would be negative at such a point. Since w is unbounded, this is impossible, and so w (s) > 0 for sufficiently large s. It follows that g(w(s)) > 0 for large s, contradicting the first part of the proposition.
This proves the proposition. ✷ We immediately conclude that h(s) → 0 as s → ∞. From this fact it follows that sw (s) + (
