This research was conducted to determine the important influential variables upon the deaths from road traffic accidents and effect of each of those upon the studied phenomenon through applying logistic regression model. The maximum likelihood method was used to estimate parameters to determine the explanatory variables effect. Wald test was used to determine the significance of the explanatory variables. The data set used in this research consists of a sample of (212) observations and was obtained from the records of the directorate trafficGarmian. The accident victims is response variable in this study and it is a dichotomous variable with two categories. The study led to a number of conclusions, among them; logistic regression models fit such data, three explanatory variables were found most significantly associated to accident victims response variable namely; high speed, car type, and location.
Introduction
The problem of deaths and injury as a result of road accidents is now acknowledged to be a global phenomenon with authorities in virtually all countries of the world concerned about the growth in the number of people killed and seriously injured on the road. The word report on road traffic accident prevention has indicated the worldwide, an estimated 1.2 million people died in road traffic accident each year and as many as 50 million are being injured [3] [6] . The logistic growth function was first proposed as a tool for use in demographic studies by Verhulst (1838, 1845) and was given its present name by reed and Berkson (1929) . The function was also applied as a growth model in biology by Pearl and Reed (1924) [7] . Logistic regression is firstly developed by statistician D. R. Cox in 1958 as a statistical method, and after that it is used widely in many fields, including the medical and social sciences [12] . Logistic regression is used for prediction by fitting data to the logistic curve. It requires the fitted model to be compatible with the data. In logistic regression, the variables are binary or multinomial. Gordon (1974) pointed out that logistic regression models have plays a major role in biological and medical applications where cross-classified tables with large numbers of cells are typically replaced by a logistic or log-linear relationship among the variables, thus obviating the need for the table [14] . Logistic regression was first proposed in the 1970s as an alternative technique to overcome limitations of ordinary least square regression in handling dichotomous outcomes. It became available in statistical packages in the early 1980s [10] . For logistic regression, least squares estimation is not capable of producing minimum variance unbiased estimators for the actual parameters. In its place, maximum likelihood estimation is used to solve for the parameters that best fit the data [15] . Bedard (2002) used the multivariate logistic regression model to determine the independent contribution of crash, driver and vehicular characteristics that lead to increasing driver's fatality risk. Reducing speed, increasing the use of seatbelts and reducing severity incidences attributed to driver side impacts was found to be preventing fatalities [8] . Mhamad (2011) used the logistic regression model in traffic problems in Sulaimani, the purpose of the study was that the modeling of traffic accidents linking the accident fatality and the various factors that cause it [2] . Odhiambo (2015) used artificial neural network to model the monthly number of road traffic injuries and the negative binomial regression model as our baseline model and noted that accident data are non-negative integers, and thus S the application of standard ordinary least squares regression was not appropriate [8] .
Purpose of Study
This study was conducted to determine the important influential variables upon the death from road traffic accidents and the effect of each of those upon the studied phenomenon through applying logistic regression model
Logistic Regression Analyses
Logistic regression is a statistical for analyzing a dataset in which there are one or more independent variables that determine an outcome. The outcome is measured with a dichotomous variable [16] .
Logistic regression provides a method for modeling a binary response variables, which takes values 1 (success) and 0 (failures).
The goal of logistic regression is to find the beast fitting model to describe the relationship between the dichotomous characteristic of interest dependent variable (response or outcome variable) and a set of independent (predictor or explanatory) variables.
Suppose that the model has the form [4]:
= 0 + 1 + (1) And the response variable takes on the value either 0 or 1. We will assume that the variable is a Bernoulli random variable with probability distribution as follows:
Now since E( ) = 0, E( ) = , this implies that
If the response is binary, the error terms can only take on two values,
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Consequently, the errors in this model cannot possibly be normal, and the error variance is not constant, since
The logit response function has the form:
The estimated coefficients for the independent variables are estimated using either the logit value or the odds value as the dependent measure. In logistic regression for a binary variable, we model the natural log of the odds ratio, which is called logit [13] .
Each of these model formulations is shown here [1][4] [5]:
= ln ( (1− ) ) = ( 0 + 1 ) (8)
The simple logistic regression model can be easily extended, for it to have to more than one predictor variable [9] .
where ́= 0 + 1 + ⋯ … . + −1 , −1
Maximum Likelihood Estimation
Maximum likelihood method is the procedure of finding the value of one or more parameters for a given statistic which makes the known likelihood distribution a maximum [9] .
Since each represents a binomial count in the ℎ population, the joint probability density function of is [2] , [15] :
After taking exp to both sides of equation (12) log ( ) = ∏ (
This is the kernel of the likelihood function to maximize. Thus, taking the natural log of equation (14) yields the log likelihood function:
To find the critical points of the log likelihood function, set the first derivative with respect to each equal to zero. In differentiating equation (15)
The equations in equation (17) equal to zero results in a system of + 1 nonlinear equations each with + 1 unknown variables, and so must be solved by iteration. The system is a vector with elements, .
After verifying that the solution is the global main rather than a local maximum. The solution must be numerically estimated using an iterative process. Perhaps the most popular method for solving systems of nonlinear equations is Newton Raphson method [15] .
Hosmer -Lemeshow Test
The Hosmer -Lemeshow test is a statistical test for goodness of fit for the logistic regression model. Giving by the statistic [10] 
where is the total number of cases in the ℎ group.
is the number of event outcomes in the ith group. is the average estimated probability of an event outcome for the ℎ group.
The test statistic a chi-square distribution with − 2 degrees of freedom
Wald Test
The Wald test is used to testing the significance of individual coefficients in the model. This statistic is calculated as [1] , [4] : 
Each Wald statistic is compared with chi-square distribution with one degree of freedom. A large value of chi-squared (with p-value< 0.05) indicates weak fit and small chi-squared (with p-value closer to 1) indicate a good logistic regression model fit.
The Coefficient of Determination ( )
There are several 2 like statistics that can be used to measure the strength of the association between the dependent variables and the predictor variables. Two commonly used statistics are [11] :
Cox and Snell 
where (̂) is the log-likelihood function for the model with the estimated parameters and (̂( 0) is the log-likelihood with just the thresholds and n is the number of cases.
Data Analysis and Results
Data Description
The data set used in this research consists of a sample of (212) observations and was obtained from the records of the directorate Traffic-Garmian in the period (2013-2014). The extraction results of analyzes using statistical package for social science (SPSS) V.22 includes a set of data variables:
Y: The response variable is the accident victim, which is binary (dichotomous) in nature (0 if the accident results no injury and no fatality (56.6%), and 1 when there is at least one injury resulting from the accident or at least one fatality (43.4%).
X: The explanatory variables, all variables are nominal. Table   Table ( 1) above shows that the final iteration, 67.9% of the cases was correctly classified as either accidents fatality with a cut value of 0.5 for its predicted probabilities. The Hosmer and Lemeshow goodness of fit statistic which is the appropriate test for model fit for the logistic regression shows that the chi-square value is 8.167 and the corresponding p-value for the chi-square distribution with 8 degree of freedom is 0.417 which means that it is not statistical significant and there for our model is well fitted. 4 , and 6 variables had significant effects on the accidents fatality. This is because their corresponding p-values are less than 0.05, assuming a 95% confidence level; hence the null hypothesis was rejected.
The predicted logit model was established using three variables ( 2 , 4 , and 6 ) out of ten explanatory variables in the model were significant using the Wald's chi-square statistic. However, others were dropped because they did not contribute significantly to the model. The fitted model for prediction is ln( ) = 0.472 2 + 1.335 4 + 1.159 6 ln( ) = 0.472 Car type + 1.335 Location + 1.159 High speed For every unit increase in the car type variable parameter is equal to (0.537), the odds occurring is (1.711), after controlling the impact of the other explanatory variables.
traffic control cameras in the highways and put traffic signs and traffic light in all the roads of the city. 2. The government should provide the population with detailed guidance and awareness of the traffic rules which can be studied in education programs.
