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Abstract 
The traditional LBG method for vector 
quantization (VQ) codebook design is a pure 
iterative optimization procedure, where an 
initial codebook is continually refined at each 
iteration to reduce the distortion involved in 
coding vector and a given training set. 
However, such interactive type learning 
algorithms will easily converge the final result 
to a local minimum while the quality of the 
initial codebook is not good. In our research, a 
new PSO-based codebook design method is 
proposed for building VQ scheme. The 
presented method combines the advantages of 
gradient descent and PSO, called APSO-VQ 
algorithm, can apply the gradient descent part 
to improve PSO to quickly achieve a 
near-optimal solutions. The proposed 
APSO-VQ method provides the higher quality 
than conventional LBG methods in the 
application of building image compressed 
system. Several experimental comparisons of 
both discussed methods in image compressed 
design for “Lena”, “Airplane”, “Cameraman” 
and “peppers” are also presented in our 
research. 




VQ (Vector Quantization)  在影像壓縮
技術中算是一種非常基本的失真影像壓縮
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Criterion 1) 最近臨域條件: 
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接下來我們將敘述 APSO-VQ (Alternative 
PSO-VQ algorithm)的設計步驟如下[6,7]： 
Step1) 隨機產生初始群中所有個體的位置
向量  以及移動速度 ，此處位置向量pX pV
{ }KjcX jpp ,...,2,1,, ==  乃尺寸大小為 K 的碼
簿，而每一個碼向量 均
為 維的向量。 







資料 Txi ∈ ,我們依下述法則分派 到與其最
相似的碼向量 ,
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Step5) 將 更 新 為 
 [8-10]： 
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Step6) 根據 Equation 5 和 Equation 6調整所
有個體移動的速度與位置。 
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此處 是指原始影像在座標(ijf ji, )的像素
值，而 是編碼影像在座標(ijfˆ ji, )的像素值，
NM × 為影像大小。 
 






像素的灰度值分成 =K 2,4,8,16 個區間以量
化原始影像；Fig.1 (b)-(e)以及 Fig. 2 (b)-(e)
所示為所提方法分別針對 =K 2,4,8,16 進行
影像量化所得到的結果，從圖中可知其重建
影像與原始影像之間的差距會隨著切割區間
增大的逐漸逼近。Fig.1 (f)以及 Fig. 2 (f)則是






































with scaled centroid update 
without scaled centroid update 
 
(f)  





































with scaled centroid update 








“Airplane”, “Cameraman” and “Peppers” 4張
128x128 的灰階影像作為測試的對象(Fig. 3 
(a)-(d))，所有的影像在進行 VQ編碼時均被
切割為 4096 筆 2x2 的子區塊。而在模擬的
過程中，我們分別設定碼簿大小為K= 16, 32, 
64, 128, 256，並各自執行 APSO-VQ 以及
















































The proposed method 
(a)  




















The proposed method 
(b)  

























The proposed method 
(c)  

























The proposed method 
(d)  
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