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ABSTRACT 
The purpose of the present doctoral research is to improve on two issues identified in the frame of use of 
Best Estimate Plus Uncertainty (BEPU) approach in nuclear safety analysis: validation and assessment of 
the computational codes and evaluation of uncertainty of code input parameters. 
The application of best estimate (BE) methodology to nuclear reactor technology and, in particular to the 
safety analysis within the licensing process, implies availability of mature and qualified computer codes (e.g. 
SYS-TH, CFD, etc.) that are able to simulate accurately a wide spectrum of complex single- and two-phase 
flows and heat transfer phenomena envisaged to occur in Light Water Reactor (LWR) systems under normal, 
off normal and accidental conditions. Therefore, a rigorous assessment of computational codes against 
various experiments is needed in order to demonstrate their qualification level and, thus to ensure the validity 
of performed BEPU analysis within an assigned process.  
The contribution provided by this work consists in extended validation of SYS-TH codes against experimental 
data available from numerous separate effect test facilities (SETF) representing different accident scenario in 
Pressurized Water Reactor (PWR) systems (e.g. large break loss of coolant accident, main steam line break, 
etc.), related phenomena and physical mechanisms (reflood, in-vessel coolant mixing under asymmetric 
buoyant flow conditions, etc.). In this context, a number of reflood tests from FEBA, ACHILLES and THETIS 
experiments were selected and used in order to challenge a 1-D and 3-D models of best estimate system 
thermal-hydraulic code CATHARE with different operating conditions (e.g. pressure, inlet temperature, liquid 
velocity, etc.) and geometrical configurations of the fuel assemblies (with and without ballooned rods). 
Rigorous sensitivity studies to the most influential parameters, accuracy evaluation and uncertainty 
quantification of the code predictions have been performed.  
On the other side, the capabilities of 3-D CATHARE model to predict in-vessel flow (IVF) mixing under 
asymmetric buoyant coolant flow conditions have been assessed using experimental data from ROCOM 
experiments. The main goal was to respond to the growing interest of nuclear industry to model NPP core 
using three-dimensional features of thermal-hydraulic system codes by performing a thorough check upon 
the validity and accuracy of such computational tools. In particular, the relevant modelling issues were 
identified and discussed, so as to point out the main capabilities and limitations in the present state-of-the-art 
tools and methods. Additionally, the application of CFD codes to support the set-up of best estimate 3-D 
SYS-TH nodalization of reactor pressure vessel was successfully demonstrated. This was achieved by using 
the ANSYS CFX code to evaluate the pressure losses throughout the vessel, and with subsequent 
application of additional loss coefficients in the CATHARE reference model so as to match the pressure 
drops predicted by the CFD model. 
Furthermore, the research contributes to further extending the basis for the use of CMFD codes for nuclear 
reactor applications by performing simulations of two-phase flows in different geometrical configurations. 
There is a variety of possible applications of CMFD codes to the NPP-relevant safety issues, such as two-
phase pressurized thermal shock, critical heat flux, pool heat exchanger, spray systems in containment, 
and/or advanced design concepts, such as passive safety options, design optimization, etc. However, 
additional efforts are still needed in order to fulfil the quality assurance requirements that will make such tools 
applicable to the nuclear reactor technology and, in particular to the safety analysis within the licensing 
process. Therefore, to address this issue an extensive validation activity of the NEPTUNE_CFD 2.0.1 code 
against experimental data on void fraction distribution in vertical channel and subchannel configurations has 
been performed (based mainly on PSBT tests). 
The application of BE computer codes and models implies the evaluation of uncertainties. This is connected 
with the imperfect nature of the codes (e.g. model deficiencies, approximations in the numerical solution, 
etc.) and of the code application process (e.g. use of specific models, nodalization effects, etc.). Outcomes 
from the international benchmarks (like BEMUSE and PREMIUM) showed that the use of engineering 
judgment in the process of selection of influential code input parameters (IP) and the imperfect knowledge of 
the code IP uncertainties considerably affects the results of performed uncertainty analysis. Therefore, the 
last part of this doctoral research aims at contributing to the issue of uncertainty quantification of system 
thermal-hydraulic code input parameters. A procedure for seeking of the variation ranges of selected IP 
based on multi-parameter variations (“m-p-v”) was developed and implemented. It has been applied to the 
evaluation of uncertainty of reflood-related input parameters and models of CATHARE2 code.  
The research has been carried out in the framework of several international projects and co-operations, and 
has thus profited of the availability of large experimental databases and numerical resources, as well as of 
the valuable interactions with the involved International scientific community.  
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1 INTRODUCTION 
The importance of computer simulations in the design and performance assessment of engineered systems 
has increased dramatically during the last three decades. Computer simulations of high-consequence 
systems are progressively being used in extending our understanding of the systems’ responses, in 
developing public policy, in preparing safety procedures, and in determining legal liability.  
Many evolving nuclear energy technologies use advanced predictive multiscale, multiphysics modelling and 
simulation capabilities to reduce the cost and schedule of design and licensing. Historically, the role of 
experiments has been as a primary tool for the design and understanding of nuclear system behaviour, while 
simulations played the subordinate role of supporting experiments. In the new era of multiscale, multiphysics 
computational-based technology development, this role has become opposite - computer simulations play a 
more and more vital role in the decision-making process.  
In order to have justified confidence in this evolving trend, a major improvements in the transparency and 
maturity of the computer codes used (like SYS-TH or CFD codes), the clarity of the physics included and 
excluded in the modelling, and the comprehensiveness of the uncertainty assessment performed is needed. 
Verification, validation (V&V) and uncertainty quantification of computational simulations are the major 
processes for assessing and quantifying this confidence, and constitute the basis of the Best Estimate Plus 
Uncertainty (BEPU) approach. 
A safety key parameter of the evaluation and assessment of nuclear power plants (NPP) is closely related to 
the code ability of determining the time-space thermal-hydraulic conditions throughout the reactor coolant 
system and especially in the core region. The best estimate (BE) computational tools should be able to 
simulate accurately a wide spectrum of complex single- and two-phase flows and heat transfer that may 
occur in Light Water Reactor (LWR) systems under normal, off normal and accidental conditions (e.g. loss of 
coolant accident, reactivity initiated accident, etc.).  
In general, thermal-hydraulic safety analyses of NPPs is conducted using system-scale analysis tools that 
are often based on one-dimensional description of the two-phase flow. However, certain asymmetric events, 
such as the non-uniformity of the flow field in the reactor pressure vessel when, for example, the flow rates, 
temperatures or boron concentrations in the cold legs are not equal (e.g. during the main steam line break 
scenario or failure of the chemical and volume control system, etc.), cannot be properly described with one-
dimensional models (1-D). Another example of the asymmetric thermal-hydraulic conditions that cannot be 
accurately represented with 1-D model is strong cross-flows and complex heat transfer induced to the 
reactor core when considering the relocation and ballooning of the fuel rods (resulting in formation of blocked 
regions) that may occur during a postulated LOCA scenario, ref. [1]. 
Nowadays, there is growing interest of nuclear industry to model NPP core using three-dimensional (3-D) 
capabilities of thermal-hydraulic system codes such as RELAP5, CATHARE, TRACE, etc. Therefore, a 
rigorous assessment of these 3-D features against experimental data must be conducted in order to meet 
the requirements of the licensing process. A number of international projects and benchmarks have thus 
been launched aiming at increasing confidence in the validity and accuracy of such computational tools.  
On the other hand, recent advances in computer hardware and numerical techniques made possible an 
intensive development and assessment of CFD/CMFD codes, which can be used for investigation of different 
phenomena that envisaged to occur in reactor pressure vessel of a PWR ref. [2]-[6] (e.g. in-vessel flow 
mixing, boron dilution, pressurized thermal shock, etc.) as well as for design optimisation and the safety 
assessment of fuel rods and fuel assemblies; supporting system thermal-hydraulic code assessment and 
application (e.g. evaluation of pressure drops). However, some additional efforts are needed in order to fulfil 
the quality assurance requirements that will make such tools applicable to the nuclear reactor technology 
and, in particular to the safety analysis within the licensing process.  
Notwithstanding the complexity of BE computer codes and models, as well as the level of the present 
scientific knowledge, a computational tools cannot be expected to accurately model phenomena that are not 
yet fully understood by the scientific community, or due to the issues connected with the mathematical 
description of some physical mechanisms as, for example, turbulence or transport of the interfacial area. In 
general, the results of code predictions, specifically when compared with experimental data reveal often 
some discrepancies. These discrepancies could be attributed to several reasons as model deficiencies, 
approximations in the numerical solution, nodalization effects, imperfect knowledge of boundary and initial 
conditions. Therefore, it is necessary to investigate the uncertainty of the results and the sensitivity effect of 
the most influential parameters.  
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1.1. Objectives of the research 
The performed research activity is aimed to improve the basis for application of best estimate approaches 
with uncertainty quantification (BEPU) in nuclear reactor thermal-hydraulics. In this context, the assessment 
of SYS-TH and CFD/CMFD code capabilities to simulate complex single- and two-phase flows and heat 
transfer under normal, off normal and accidental conditions in Pressurized Water Reactor (PWR) systems 
has been carried out based on experimental data from various separate effect test facilities (SETF) available 
within numerous international benchmarks and projects. 
This main objective of the present research is pursued by: 
 Direct contribution to the validation of the one-dimensional and three-dimensional models of thermal-
hydraulic system code CATHARE for reflood conditions in the fuel assemblies during LOCA 
scenarios.  
 Assessment of the capabilities of 3-D CATHARE model to predict thermal mixing in the reactor 
pressure vessel (RPV) under asymmetric buoyant cooling loop conditions. 
 Examination and improvement of the basis for application of CFD code to support a set-up of best 
estimate three-dimensional SYS-TH nodalization of the pressure vessel. 
 Identification of limitations and margins for improvements of CFD/CMFD codes and methodologies 
towards requirements of the licensing process (e.g. code validation and qualification). 
 Feasibility study of an extension of the Input Parameter Range Evaluation Methodology (IPREM) to 
consider multi-parameter variations and, therefore, to take into account the combined effects of the 
variation of IP on relevant thermal-hydraulic responses. 
Next sub-section describes the framework of the present research work. 
1.2. Framework 
The research has been carried out in the framework of the international projects that were conducted or are 
in progress at the University of Pisa – GRNSPG, and has thus profited of the availability of large 
experimental databases and numerical resources, as well as of the connection to a wide number of 
internationally recognized experts in the fields of nuclear reactor safety, SYS-TH and CFD code development 
and assessment. A list of the main international projects that constitute the basis and the framework for the 
present work is outlined below. 
 
EU NURESAFE collaborative project – SP3, WP3.1 
The NURESAFE project addresses safety of light water reactors, which will represent the major part of fleets 
in the world along the whole 21st century. The first objective of NURESAFE is to deliver to European 
stakeholders a reliable software capacity usable for safety analysis needs and to develop a high level of 
expertise in the proper use of the most recent simulation tools. Nuclear reactor simulation tools are already 
widely used for this purpose but more accurate and predictive software including uncertainty assessment 
must allow to quantify the margins toward feared phenomena occurring during an accident and they must be 
able to model innovative and more complex design features. 
The Work Package 3.1 of the NURESAFE Sub-Project 3 (ref. [7]) aims at developing advanced tools and 
methods for a multi-scale and multi-physics analysis and simulation of LOCAs and other system thermal-
hydraulic transients. Such transients are currently treated by system thermal-hydraulic codes such as 
CATHARE2 and ATHLET. The addition of two-phase CFD tools and of advanced fuel models allows to 
revisiting these transients for more accurate and reliable predictions.  
 
OECD/NEA/CSNI/WGAMA “PREMIUM” international benchmark 
PREMIUM (Post-BEMUSE REflood Models Input Uncertainty Methods) is an activity launched with the aim 
to progress on the issue of the quantification of the uncertainty of the physical models in system thermal-
hydraulic codes, by considering a concrete case: the physical models involved in the prediction of core 
reflooding, ref. [8], endorsed by OECD/NEA/CSNI/WGAMA.  
It is based on a selected case of uncertainty analysis application to the simulation of quench front 
propagation (which takes place in reflood scenarios) in an experimental test facility. The scope of the 
benchmark comprises a review of the existing methods, the identification of potentially important uncertain 
input parameters for selected case, a quantification of uncertainties using experimental data and, finally, a 
confirmation/validation of the performed quantification on the basis of blind calculation of a second 
experiment. 
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OECD/NEA “PSBT” international benchmark 
The OECD/NRC PWR Subchannel and Bundle Tests (PSBT) benchmark (ref. [9]) was an International 
project endorsed by the OECD/NEA and supported by US NRC and METI - Japan (Japanese Ministry of 
Economy, Trade and Industry) in the framework of which a large experimental database of void-fraction and 
departure from nucleate boiling (DNB) measurements performed at NUPEC (Nuclear Power Engineering 
Corporation) under PWR thermal-hydraulic conditions in different geometric configurations (different types of 
isolated subchannels or rod bundle) has been made available to the participants for code validation. 
One of the purposes of this benchmark was to assess the capabilities of system thermal-hydraulic codes, 
subchannel codes and CFD codes to predict void distributions, including DNB, in PWR rod bundle geometry 
on the basis of experimental data measured at the NUPEC test facility. The benchmark provides 
experimental data that can be used for the validation of numerical models of void-fraction distribution over a 
wide range of operating conditions, and for the development of novel approaches. 
 
 
OECD/NEA/CSNI “ROCOM T2.3 international benchmark 
In the frame of the OECD PKLIII Project test H3.1 was conducted at the PKL test facility and addressed 
failure of residual heat removing system under cold shut-down condition with open reactor coolant circuit 
(pressure vessel closure head removed), ref. [10]. One of the objectives of this test was to explore the 
effectiveness of ECC-injections from accumulator to restore operating conditions of RHRS during the core 
heat-up phase.  
To investigate in more detail the thermal-hydraulic behaviour inside the RPV during the ECC-injection from 
accumulator to the cold leg number 1 of RCS, a complementary test on the coolant mixing was conducted at 
the ROCOM test facility (ref. [11]) and the international benchmark activity was launched in the framework of 
EU initiatives (OECD/NEA/CSNI), see ref. [12].  
This research has some degree of connections to the work of other doctoral researches: 
 Dr. Andriy Kovtonyuk: “Development of methodology for evaluation of uncertainties of system 
thermal-hydraulic codes input parameters”, see ref. [13]; 
 Dr. Fabio Moretti: “Contribution to the assessment of CFD codes for in-vessel flow investigation”, see 
ref. [14]; 
 Dr. Licia Del Frate: “Assessment of CFD methods for single and two-phase flows in nuclear 
reactors”, see ref. [15]. 
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1.3. Description of the performed activity 
The activities performed to address the objectives of the present research are outlined in the flowchart on 
Figure 1. The following main steps have been carried out: 
 investigation of the issues related to use of Best Estimate Plus Uncertainty approach in thermal-
hydraulic analysis; 
 acquisition of expertise in the field of qualification of the computational tools (SYS-TH, CFD/CMFD), 
accuracy evaluation and uncertainty analysis of code predictions; 
 validation of the 1-D and 3-D models of thermal-hydraulic system codes CATHARE2 and 
CATHARE3 for reflood conditions in the fuel rod bundle (with and without severe blockage) during 
postulated LOCA scenarios (based on FEBA, ACHILLES and THETIS experiments);  
 preliminary assessment of new CATHARE3 3-field model (activated droplet field) in different 
operating conditions of ACHILLES experimental facility; 
 application of the Input Parameter Range Evaluation Methodology (IPREM) for evaluation of 
uncertainty of reflood-related code input parameters (for FEBA and ACHILLES tests); 
 feasibility study of extension of the IPREM to consider multi-parameter variations and, therefore, to 
take into account the combined effects of the variation of IP on relevant thermal-hydraulic responses; 
 assessment of the capabilities of 3-D CATHARE model to predict in-vessel flow mixing under 
asymmetric buoyant cooling loop conditions (based on four ROCOM tests);  
 application of CFD code to support a set-up of best estimate three-dimensional SYS-TH nodalization 
of the ROCOM pressure vessel; 
 further extension of the basis towards use of CMFD codes for nuclear reactor applications by 
performing simulations of the two-phase flows in different geometrical configurations (Bartolomei and 
PSBT experiments). 
The present research has been carried out at San Piero a Grado Nuclear Research Group (GRNSPG) of 
University of Pisa and made use of the expertise acquired in the framework of various international 
benchmarks, meetings, workshops and projects related to the application of advanced computational tools to 
the nuclear reactor safety studies, code validation and qualification, uncertainty analysis, etc. 
 
 
 
Figure 1 – Flowchart of performed research activity 
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1.4. Structure of the document 
The thesis consists of seven chapters and three appendixes, which are described below:  
Chapter 1 contains the background information, main objectives and framework of the research activity.  
Chapter 2 presents an overview of the best estimate approach with uncertainty quantification in nuclear 
reactor thermal-hydraulics. The major processes in code development such as verification and validation are 
described. Besides, the current state-of-the-art in uncertainty analysis approaches and methodologies for the 
evaluation of uncertainties of code input parameters is also outlined.  
Chapter 3 provides the results of validation activity that was carried out to assess CATHARE2 V2.5_3 mod 
3.1 code capabilities to simulate scenarios featuring reflood conditions (expected during LOCA scenarios). 
Furthermore, the capabilities of the new CATHARE3 V1.3 code to simulate reflood phenomena using both 
six-equation and three-field one-dimensional models were assessed. Qualitative and quantitative 
comparisons of the results as well as uncertainty quantification of the selected reflood tests are presented. 
Chapter 4 demonstrates the results of the assessment of CATHARE2 code against four ROCOM tests 
which focus on the evaluation of the thermal mixing in the reactor pressure vessel under asymmetric buoyant 
cooling loop conditions. Furthermore, in this chapter is presented a successful application of CFD code to 
support a set-up of best estimate three-dimensional SYS-TH nodalization of reactor pressure vessel. 
Chapter 5 shows the results of extensive validation activity that was performed to assess NEPTUNE_CFD 
2.0.1 code capabilities to predict convective boiling flows in vertical channel and subchannel experiments 
(Bartolomei 1982 and PSBT, respectively). Thorough sensitivity analyses on computational mesh, 
implemented physical and closure models, and boundary conditions were conducted and the results are 
reported.  
Chapter 6 describes an attempt that was made to extend of the Input Parameter Range Evaluation 
Methodology (IPREM) to consider multi-parameter variations. Such an improvement will reduce the efforts 
required to assess uncertainties of a set of input parameters and will allow to consider the combined effects 
of the variation of input parameters on relevant responses.  
Chapter 7 summarizes the work described in the thesis and outlines the achievements and contributions of 
the Author. 
 
  
  26 
2 BEPU APPROACH IN NUCLEAR REACTOR THERMAL-HYDRAULICS 
2.1. Best estimate computational tools and methodologies 
There is variety of codes that allows predicting the response of the NPP during accident conditions. In the 
last decades, several complex system codes have been developed with proven capabilities for simulating the 
main thermal-hydraulic phenomena that occurs during transient conditions. Originally, system thermal-
hydraulic codes were used to support the design of safety systems, but since the publication of the 10 CFR 
50.46 (see ref. [16]), in 1978, they start to be applied widely in the licensing process. In parallel, especially 
after the TMI-2 accident, several “realistic” or so-called “Best Estimate” (BE) codes started being developed 
in order to switch from the previously-used conservative assumptions to more realistic description of the 
processes. Since then, BE system codes are used to perform safety analysis of the NPP during accident 
scenarios, uncertainty quantification, Probabilistic Safety Assessment (PSA), reactor design, etc. 
According to the Regulatory Guide 1.157 “Best Estimate Calculations of Emergency Core Cooling System 
Performance” (ref. [17]), a Best Estimate calculation uses modelling that attempts to realistically describe the 
physical processes occurring in a nuclear reactor. A best estimate model should provide a realistic 
calculation of the important parameters associated with a particular phenomenon to the degree practical with 
the currently available data and knowledge of the phenomenon. 
The US NRC has developed and assessed several best estimate advanced thermal hydraulic transient 
codes. These include TRAC PWR, TRAC-BWR, RELAP5, TRACE, COBRA, and the FRAP series of codes. 
Another examples of BE codes are APROS, ATHLET, CATHARE, MARS and SPACE. 
A best estimate code contains all the models necessary to predict the important phenomena that might occur 
during a loss-of-coolant accident (LOCA). Best estimate code calculations should be compared with 
applicable experimental data (e.g. separate-effects tests and integral simulations of loss-of-coolant 
accidents) to determine the overall uncertainty and biases of the calculation. Careful numerical modelling, 
sensitivity studies, and evaluations of numerical error should be performed to ensure that the results of the 
calculations are representative of the models used in the code. 
Verification and Validation are two important terms regarding to code development process and constitutes a 
critical activity to confirm the quality for any process and any computational tools adopted in nuclear reactor 
safety (see Figure 2). 
 
Figure 2 – Flow diagram for verification and validation of a computational code 
Verification is a process to assess the code correctness and numerical accuracy of the solution to given 
physical model defined by a set of equations, ref. [18]. In other words, verification is performed to show 
whether the equations are correctly solved by the code and is connected with the complexity of the 
equations that are implemented in the code. A mathematical model cannot be considered validated until 
sufficient testing has been performed to ensure an acceptable level of predictive accuracy over the range of 
conditions for which the model may be applied. Verification does not address the issue of whether the 
mathematical model has any relationship to the real world, e.g., physics. The schematic representation of the 
verification process of a system code is outlined in Figure 3. 
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Figure 3 –The flowchart of Verification process 
Validation is a process to assess the physical accuracy of the code based on comparisons between 
computational simulations and experimental data, see Figure 4. In validation, the relationship between 
computational and the real world (i.e. experimental data) is the issue. Verification deals with mathematics 
and data processing, whereas validation deals with physics, ref. [19]. Sometimes the terms “qualification” 
and “assessment” are used as synonyms of “validation”. 
Validation activities presume that the computational model result is an accurate solution of the mathematical 
model. However, programming errors in the computer code, deficiencies in the numerical algorithms, or 
inaccuracies in the numerical solution, for example, may cancel one another in specific validation 
calculations and give the illusion of an accurate representation of the experimental measurements. 
Verification, thus, should ideally be accomplished before the validation comparisons are made so that one’s 
assessment of numerical accuracy is not influenced by whether the agreement of the computational results 
with experimental data is “good” or “bad.” 
 
Figure 4 –The flowchart of Validation process 
Uncertainty quantification is a fundamental component of the Verification and Validation process and has 
been used mainly in different areas, generally aiming at investigating of the effect of various input 
uncertainties on the results calculated with complex thermal-hydraulic codes, and of performing uncertainty 
analyses for licensing purposes, ref. [20]. An overview of the current uncertainty quantification methods, as 
well as main sources of uncertainty is provided in the following section.  
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2.2. Uncertainty analysis of thermal-hydraulic calculations  
2.2.1. Sources of uncertainty 
Application of best estimate (realistic) computer codes to the safety analysis of nuclear power plants implies 
the evaluation of uncertainties. This is connected with the (imperfect) nature of the codes and of the process 
of codes application. In other words, ‘sources of errors’ or ‘sources of uncertainty’ affect the predictions by 
best estimate codes and must be taken into account. According to the IAEA Safety Report Series No. 52 (ref. 
[20]), the sources of uncertainty fall within five general categories: 
1. Code or model uncertainties: Approximations such as including only some terms in the field 
equations (e.g. the viscous stress terms are sometimes not included), uncertainties in material 
properties and the assumption that fully developed flow exists in the system are included in this 
group of uncertainties. 
2. Representation uncertainties: The discretization of the system (other terms for this include the 
uncertainty associated with the nodalization or mesh cells representation of the system) to obtain the 
control volumes that are represented by the field equations. 
3. Scaling uncertainty: Using data recorded in scaled experiments and the reliance on scaling laws to 
apply the data results to full scale systems.  
4. Plant uncertainty: The uncertainty bands associated with the boundary and initial conditions for the 
nuclear power plant condition under consideration (e.g. core power). 
5. User effect: The variation in both the way a number of users will:  
 create and apply a system analysis code and,  
 misapply the system analysis code (i.e. user errors). 
 
A more detailed list of uncertainty includes the following items, ref. [20]: 
i. Balance (or conservation) equations are approximate: 
 not all the interactions between steam and liquid are included; 
 the equations are solved within cylindrical pipes: no consideration of geometric discontinuities, 
situation not common for code applications to the analysis of nuclear power plants transient 
scenarios. 
ii. Presence of different fields of the same phase: e.g. liquid droplets and film. Only one velocity per 
phase is considered by codes, thus causing another source or uncertainty. 
iii. Geometry averaging at a cross section scale: the need “to average” the fluid conditions at the 
geometry level makes necessary the ‘porous media approach’. Velocity profiles happen in the reality: 
These correspond to the ‘open media approach’. The lack of consideration of the velocity profile, i.e. 
cross-section averaging, constitutes an uncertainty source of ‘geometric origin’. 
iv. Geometry averaging at a volume scale: only one velocity vector (each phase) is associated with a 
hydraulic mesh along its axis. Different velocity vectors may occur in the reality (e.g. inside lower 
plenum of a typical reactor pressure vessel, at the connection between cold leg and down-comer, 
etc.). The volume-averaging constitutes a further uncertainty source of ‘geometric origin’. 
v. Presence of large and small vortex or eddy. Energy and momentum dissipation associated with 
vortices are not directly accounted for in the equations at the basis of the codes, thus introducing a 
specific uncertainty source. In addition, a large vortex may determine the overall system behaviour 
(e.g. two-phase natural circulation between hot and cold fuel bundles), not necessarily consistent 
with the prediction of a code-discretized model. 
vi. The 2nd principle of thermodynamics is not necessarily fulfilled by codes. Irreversible processes 
occur as a consequence of accident in nuclear reactor systems. This causes ‘energy’ degradation, 
i.e. transformation of kinetic energy into heat. The amount of the transformation of energy is not 
necessarily within the capabilities of current codes, thus constituting a further specific energy source. 
vii. Models of current interest for thermal-hydraulic system codes are constituted by a set of partial 
derivatives equations. The numerical solution is approximate, therefore, approximate equations are 
solved by approximate numerical methods. The ‘amount’ of approximation is not documented and 
constitutes a specific source of uncertainty. 
viii. Extensive and unavoidable use is made of empirical correlations. These are needed ‘to close’ the 
balance equations and are also reported as ‘constitutive equations’ or ‘closure relationships’. Typical 
situations are: 
 The ranges of validity are not fully specified. For instance, pressure and flowrate ranges are 
assigned, but void fraction, or velocity (or slip ratio) ranges may not be specified; 
 Relationships are used outside their range of validation. Once implemented into the code, the 
correlations are applied to situations, where, for instance, geometric dimensions are different from 
the dimensions of the test facilities at the basis of the derivation of the correlation.  
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One example is given by the wall-to-fluid friction in the piping connected with reactor pressure 
vessel: no facility has been used to derive (or to qualify) friction factors in two phase conditions 
when pipe diameters are of the order of one meter. In addition, once the correlations are 
implemented into the code, no (automatic) action is taken to check whether the boundaries of 
validity, i.e. the assigned ones, are over-passed during a specific application; 
 Correlations are implemented approximately into the code. The correlations, apart from special 
cases, are derived by scientists or in laboratories that are not necessarily aware of the 
characteristics or of the structure of the system code where the correlations are implemented. 
Furthermore, unacceptable numeric discontinuities may be part of the original correlation 
structure. Thus, correlations are ‘manipulated’ (e.g. extrapolated in some cases) by code 
developers with consequences not always ascertained; 
 Reference database is affected by scatter and errors. Correlations are derived from ensembles of 
experimental data that unavoidably show ‘scatter’ and are affected by errors or uncertainties. The 
experimentalist must interpret those data and achieve an ‘average-satisfactory’ formulation. 
ix. A paradox: shall be noted: ‘Steady State’ & ‘Fully Developed’ (SS & FD) flow condition is a 
necessary prerequisite or condition adopted when deriving correlations. In other terms, all qualified 
correlations must be derived under SS & FD flow conditions. However, almost in no region of the 
nuclear power plant those conditions apply during the course of an accident. 
x. The state and the material properties are approximate. Various materials used in a NPP are 
considered in the input deck, including liquids, gases and solids. Thermo-physical properties are part 
of the codes or constitute specific code user input data. These are of empirical nature and typically 
subjected to the limitations discussed under item viii). A specific problem within the current context 
can be associated with the derivatives of the water properties. 
xi. Code User Effect (UE) exists. Different groups of users having available the same code and the 
same information for modelling a nuclear power plant do not achieve the same results. UE (see also 
below) is originated by: 
 Nodalization development, see also item xii; 
 Interpreting the supplied (or the available) information, usually incomplete, see also item xiv; 
 Accepting the steady state performance of the nodalization; 
 Interpreting transient results, planning and performing sensitivity studies, modifying the 
nodalization and finally achieving “a reference” or “an acceptable” solution. 
The UE might result in the largest contribution to the uncertainty and is connected with user 
expertise, quality and comprehensiveness of the code-user manual and of the database available for 
performing the analysis. 
xii. Computer/compiler effect exists. A computer code is developed making use of the hardware 
selected by the code developers and available at the time when the code development starts. A 
code development process may last a dozen years during which period profound code hardware 
changes occur. Furthermore, the code is used on different computational platforms and the current 
experience is that the same code with the same input deck applied within two computational 
platforms produces different results. Differences are typically small in ‘smoothly running transients’, 
but may become noticeable in the case of threshold- or bifurcation-driven transients. 
xiii. Nodalization (N) effect exists. The N is the result of a wide range brainstorming process where user 
expertise, computer power and code manual play a role. There is a number of required code input 
values that cannot be covered by logical recommendations: the user expertise needed to fix those 
input values may reveal inadequate and constitutes the origin of a specific source of uncertainty. 
xiv. Imperfect knowledge of Boundary and Initial Conditions (BIC). Some BIC values are unknown or 
known with approximation: the code user must add information. This process unavoidably causes an 
impact on the results that is not easily traceable and constitutes a specific source of uncertainty. 
xv. Code/model deficiencies cannot be excluded. The system code development started toward the end 
of the sixties and systematic assessment procedures were available since the eighties. A number of 
modelling errors and inadequacies have been corrected or dealt with and substantial progress has 
been made in improving the overall code capabilities. Nevertheless, deficiencies or lack of 
capabilities cannot be excluded nowadays. Examples, not applicable to all thermal-hydraulic system 
codes, are connected with the modelling of: 
 the heat transfer between the free liquid surface and the upper gas-steam space; 
 the heat transfer between a hotter wall and the cold liquid down-flowing inside a steam-gas filled 
region. 
Those deficiencies are expected to have an importance only in special transient situations.  
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2.2.2. Current approaches in uncertainty quantification 
An uncertainty analysis consists of identification and characterization of relevant input parameters (input 
uncertainty) as well as of the methodology to quantify the global influence of the combination of these 
uncertainties on selected output parameters (output uncertainty). These two main items are treated in 
different ways by the various methods, ref. [20]. 
Within the uncertainty methods considered, uncertainties are evaluated using either propagation of input 
uncertainties or extrapolation of output uncertainties. In case of the first approach, uncertainty is obtained 
following the identification of ‘uncertain’ input parameters with specified ranges or/and probability 
distributions of these parameters, and performing calculations varying these parameters. The propagation of 
input uncertainties can be performed by either deterministic or probabilistic methods.  
In case of the second approach, uncertainty is obtained from the (output) uncertainty based on comparison 
between calculation results and significant experimental data. A description of the two most commonly used 
uncertainty methods is provided in the following sections. 
2.2.3. Input error propagation 
The uncertainty quantification method based on propagation of code input errors (Figure 5) can be 
considered as being the most adopted procedure nowadays, endorsed by industry and regulators. It adopts 
the statistical combination of values from selected input uncertainty parameters (even though, in principle an 
unlimited number of input parameters can be used) to calculate the propagation of the errors throughout the 
code. 
 
Figure 5 – Uncertainty method based upon input error propagation 
The main drawbacks of such methods are listed below:  
 It requires an engineering judgment for limiting (in any case) the number of the input uncertain 
parameters;  
 It requires an engineering judgment for fixing the range of variation and the Probability Distribution 
Function (PDF) for each input uncertain parameter;  
 If the code-nodalization is wrong, not only the reference results are wrong but also the results of the 
uncertainty calculations. 
2.2.3.1. CSAU method 
After revision to acceptance criteria on Emergency Core Cooling System (ECCS) by US NRC the use of best 
estimate (BE) codes for safety analysis requires quantification of the uncertainties. The Code Scaling, 
Applicability and Uncertainty (CSAU) method was developed. Detailed description of the methodology can 
be found in ref. [21]-[22]. 
The aim of the CSAU methodology is to investigate the uncertainty of safety related output parameters (in 
the demonstration cases these were only single valued parameters, such as the PCT or minimum water 
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inventory, with no time dependent values). Prior to this, a procedure is used to evaluate the code’s 
applicability to a selected plant scenario. Experts identify all the relevant phenomena. Following this step, the 
most important phenomena are identified and are listed as ‘highly ranked’ phenomena, based on an 
examination of experimental data and code predictions of the scenario under investigation. In the resulting 
phenomena identification and ranking table (PIRT), ranking is accomplished by expert judgement. The PIRT 
and code documentation are evaluated and it is decided whether the code is applicable to the plant scenario. 
All necessary calculations are performed using an optimized nodalization to capture the important physical 
phenomena. This nodalization represents a compromise between accuracy and cost, based on experience 
obtained by analysing separate effects tests (SETs) and integral experiments. No particular method or 
criteria are prescribed to accomplish this task. 
Only parameters important for the highly ranked phenomena are selected for consideration as uncertain 
input parameters. The selection is based on a judgement of their influence on the output parameters. 
Additional output biases are introduced to consider the uncertainty of other parameters not included in the 
sensitivity calculations. 
Information from the manufacture of nuclear power plant components as well as from experiments and 
previous calculations was used to define the mean value and probability distribution or standard deviation of 
uncertain parameters for both the LB- and SB- LOCA analyses. Additional biases can be introduced in the 
output uncertainties. 
Uniform and normal distributions were used in the two applications performed to date. Output uncertainty is 
the result of the propagation of input uncertainties through a number of code calculations. Input parameter 
uncertainty can be either due to its stochastic nature (i.e. code independent) or due to imprecise knowledge 
of the parameter values. 
No statistical method for uncertainty evaluation has been formally proposed in CSAU. A response surface 
approach has been used in the applications performed to date. The response surface fits the code 
predictions obtained for selected parameters, and is used instead of the original computer code. Such an 
approach then entails the use of a limited number of uncertain parameters in order to reduce the number of 
code runs and the cost of analysis. However, within the CSAU framework the response surface approach is 
not prescribed and other methods may be applied. 
Scaling is considered by CSAU, identifying several issues based on test facilities and on code assessment. 
The effect of scale distortions on main processes, the applicability of the existing database to the given 
nuclear power plant, the scale-up capability of closure relationships and their applicability to the nuclear 
power plant range are evaluated at a qualitative level. Biases are introduced if the scaling capability is not 
provided. 
2.2.3.2. GRS method 
The GRS method, ref. [23]-[24], is a probabilistic method based on the concept of propagating the input 
uncertainties. All relevant uncertain parameters including the code, representation and plant uncertainties 
are identified, any dependencies between uncertain parameters are quantified and ranges and/or PDF for 
each uncertain parameter are determined. Expert judgment and experience from code applications to 
separate and integral test and full plant application are principal sources of information for uncertain 
parameters identification and quantification.  
Peculiarities of the GRS method are: 
 The uncertainty space of input parameters (defined by their uncertainty ranges) is sampled at 
random according to the combined “subjective” probability distribution of the uncertain parameters 
and code calculations are performed by sampled sets of parameters. 
 The number of code calculations is determined by the requirement to estimate a 
tolerance/confidence interval for the quantity of interest (such as peak clad temperature). The Wilks 
formula, ref. [25] is used to determine the number of calculations needed for deriving the uncertainty 
bands. 
 Statistical evaluations are performed to determine the sensitivities of input parameter uncertainties 
on the uncertainties of key results (parameter importance analysis). 
 There are no limits for the number of uncertain parameters to be considered in the analysis and the 
calculated uncertainty has a well-established statistical basis. 
 The method relies only on actual code calculations without using approximations like fitted response 
surfaces.  
For the selected plant transient, the method is applied to an integral effects test simulating the same scenario 
prior to the plant analysis. If experimental data are not bounded, the set of uncertain input parameters has to 
be modified. Experts identify significant uncertainties to be considered in the analysis, including the 
modelling uncertainties, and the related parameters, and identify and quantify dependencies between 
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uncertain parameters. Subjective Probability Density Functions are used to quantify the state of knowledge 
of uncertain parameters for the specific scenario. The term “subjective” is used here to distinguish 
uncertainty due to imprecise knowledge from uncertainty due to stochastic or random variability. 
Uncertainties of code model parameters are derived based on validation experience. The scaling effect has 
to be quantified as model uncertainty. Additional uncertain model parameters can be included or PDF can be 
modified, accounting for results from the analysis of Separate Effects Tests. Input parameter values are 
simultaneously varied by random sampling according to the subjective PDF and dependencies. A set of 
parameters is provided to perform the required number n of code runs. For example, the 95% percentile and 
95% confidence limit of the resulting subjective distribution of the selected output quantities is directly 
obtained from the n code results, without assuming any specific distribution. No response surface is used or 
needed. 
Sensitivity measures by using regression or correlation techniques from the sets of input parameters and 
from the corresponding output values allow the ranking of the uncertain input parameters in relation to their 
contribution to output uncertainty. Therefore, the ranking of parameters is a result of the analysis, not of prior 
expert judgment. The 95% percentile, 95% confidence limit and sensitivity measures for continuous-valued 
output parameters are provided. 
Upper statistical tolerance limits are the upper β confidence for the chosen α percentile. The percentile 
indicates the probability content of the probability distributions of the code results (e.g. α = 95% means that 
PCT is below the tolerance limit with at least α = 95% probability). One can be β % confident that at least α 
% of the combined influence of all the characterized uncertainties are below the tolerance limit. The 
confidence level is specified because the probability is not analytically determined. It accounts for the 
possible influence of the sampling error due to the fact that the statements are obtained from a random 
sample of limited size. The smallest number n of code runs is determined by the Wilks formula (see Equation 
1): 
         Equation 1  
 
and is representing the size of a random sample (a number of calculations) such that the maximum 
calculated value in the sample is an upper statistical tolerance limit. For two-sided statistical tolerance 
intervals (investigating the output parameter distribution within an interval) the formula is: 
                    Equation 2  
 
The minimum number n of calculations for both one-sided and two-sided can be found in Table 1. As a 
consequence, the number n of code runs is independent of the number of selected input uncertain 
parameters, only depending on the percentage of the fractile and on the desired confidence level 
percentage. The number of code runs for deriving sensitivity measures is also independent of the number of 
parameters. As an example, a total number of 100 runs is typical for the application of the GRS method. For 
regulatory purposes where the margin to licensing criteria is of primary interest, the one-sided tolerance limit 
may be applied, i.e. for a 95th/95th percentile 59 calculations should be performed. 
Table 1 – Number of required calculations for one- and two-sided statistical tolerance limits (GRS) 
β / α 
One-sided statistical tolerance limit Two-sided statistical tolerance limit 
0.90 0.95 0.99 0.90 0.95 0.99 
0.90 22 45 230 38 77 388 
0.95 29 59 299 46 93 473 
0.99 44 90 459 64 130 662 
 
2.2.4. Output error propagation 
Inaccuracies of calculations are characterised by comparing measured and calculated time trends of relevant 
variables. Inaccuracies of calculations are propagated from the facilities to the reference system: 
extrapolation of accuracy to get uncertainty. The basic assumption is that relevant experimental data are 
available and include almost all the uncertainty sources expected in the reference transient; other uncertainty 
sources must considered separately through proper biases. 
The method focuses not on the evaluation of individual parameter uncertainties but on the propagation of 
errors from a suitable database calculating the final uncertainty by extrapolating the accuracy from relevant 
integral experiments to full scale NPP (Figure 6). 
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Figure 6 – Uncertainty method based upon output error propagation 
2.2.4.1. UMAE method 
The Uncertainty Method based on the Accuracy Extrapolation (UMAE) is the prototype method, ref. [26], for 
the description of “the propagation of code output errors” approach. Considering integral test facilities of 
reference water cooled reactor, and qualified computer codes based on advanced models, the method relies 
on code capability, qualified by application to facilities of increasing scale. Direct data extrapolation from 
small scale experiments to reactor scale is difficult due to the imperfect scaling criteria adopted in the design 
of each scaled down facility. So, only the accuracy (i.e. the difference between measured and calculated 
quantities) is extrapolated. Experimental and calculated data in differently scaled facilities are used to 
demonstrate that physical phenomena and code predictive capabilities of important phenomena do not 
change when increasing the dimensions of the facilities. Other basic assumptions are that phenomena and 
transient scenarios in larger scale facilities are close enough to plant conditions.  
The influence of user and nodalization upon the output uncertainty is minimized in the methodology. 
However, user and nodalization inadequacies affect the comparison between measured and calculated 
trends; the error due to this is considered in the extrapolation process and gives a contribution to the overall 
uncertainty. The method utilizes a database from similar tests and counterpart tests performed in integral test 
facilities that are representative of plant conditions.  
The quantification of code accuracy is carried out by using a procedure based on the Fast Fourier Transform, 
ref. [27]-[28], characterizing the discrepancies between code calculations and experimental data in the 
frequency domain, and defining figures of merit for the accuracy of each calculation. Detailed description of 
the FFTBM is provided in Section 2.3.1. 
If these errors comply with a number of acceptability conditions, ref. [26], then the resulting (error) database 
is processed and the ‘extrapolation’ of the error takes place. Relevant conditions for the extrapolation are: 
 Building up the NPP nodalization with the same criteria as was adopted for the ITF nodalizations; 
 Performing a similarity analysis and demonstrating that NPP calculated data are “consistent” with the 
data measured in a qualified ITF experiment. 
Calculations of both ITF experiments and NPP transients are used to attain uncertainty from accuracy. 
Nodalizations are set up and qualified against experimental data by an iterative procedure, requiring that a 
reasonable level of accuracy is satisfied. Similar criteria are adopted in developing plant nodalization and in 
performing plant transient calculations. The demonstration of the similarity of the phenomena exhibited in 
test facilities and in plant calculations, accounting for scaling laws considerations, leads to the Analytical 
Simulation Model, i.e. a qualified nodalization of the NPP.  
The UMAE methodology has been ‘embedded’ into a Code with capability of Internal Assessment of 
Uncertainty (CIAU), ref. [28], and [29], in order to overcome the issues inherent to all uncertainty methods: 
 The resources needed for their application may be very demanding, ranging up to several man-
years; 
 The achieved results may be strongly method/user dependent. 
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Within CIAU, the database of errors is set up by recognized experts separately by iterative code application 
to various thermal-hydraulic scenarios performed and/or registered at experimental facilities and NPPs. The 
user, in order to perform uncertainty analysis of a thermal-hydraulic calculation, needs to perform only one 
calculation and apply the specifically developed software that would analyse the transient, extract the 
appropriate error from the database and evaluate the uncertainties through extrapolation process. 
However, it should be noted, that this class of uncertainty evaluation methods includes only a few 
applications from industry. 
The main drawbacks of this method are listed below:  
 the method is not applicable in the absence of relevant experimental information;  
 a considerable amount of resources is needed to establish a suitable error database, however this is 
a onetime effort, independent of subsequent applications of this method;  
 the process of combining errors originating from different sources (e. g, stemming from different ITF 
or SETF (Separate Effect Test Facility), different but consistent nodalizations, different types of 
transient scenarios) is not based upon fundamental principles and requires detailed validation. 
 
2.2.5. Overview of international initiatives related to uncertainty analysis of SYS-TH 
calculations 
There are important research projects and initiatives that have been carried out in the area of uncertainty 
analysis of SYS-TH: 
 BEMUSE: The BEMUSE (Best Estimate Methods – Uncertainty and Sensitivity Evaluation) 
Programme, ref. [30], has been promoted by the Working Group on Accident Management and 
Analysis (WGAMA) and endorsed by the committee on the safety of nuclear installations (CSNI). 
The objectives of the activity are shown below:  
o To Evaluate the Practicability, Quality and Reliability of Best Estimate Methods Including 
Uncertainty Evaluations in Applications Relevant to Nuclear Reactor Safety; 
o To Develop Common Understanding; 
o To Promote / Facilitate their use by the Regulatory Bodies and the Industry.  
The scope of the Programme is to perform LB-LOCA analyses making reference to experimental 
data and to a NPP in order to address the issue of “the capabilities of the present computational 
tools” including scaling/uncertainty analysis.  
The BEMUSE programme was an important step on the road to the reliable application to the 
licensing process of high-quality best estimate and uncertainty evaluation methods. The main 
outcomes ref. [31] from all the exercises performed in BEMUSE programme are listed below: 
o A qualified user is needed to perform a high quality reference calculation, i.e. qualified 
nodalization, appropriate initial and boundary conditions, selections of code options; quality 
assurance procedures should be followed; 
o A suitable code and uncertainty method should be used. 
When applying the statistical method (e.g. GRS), the following items are important:  
o The identification and quantification of potential important uncertain input parameters is 
fundamental, i.e. phenomena, code models, initial and boundary conditions, material, like 
fuel parameters; 
o More emphasis should be on quantification of the input uncertainties of code models using 
validation experience; 
o The important input parameters that affect the course of the event should be clear to the 
user and the reviewer of an application; 
o The convergence towards the 95% quantile, for example, is increased by an increased 
number of code runs. The dispersion to tolerance limits is reduced by an increased number 
of code runs; 
o Further work should be focused on specific procedures to determine input uncertainties of 
code models. 
 PREMIUM: PREMIUM (Post-BEMUSE REflood Models Input Uncertainty Methods) is an activity 
launched with the aim to progress on the issue of the quantification of the uncertainty of the physical 
models in system thermal-hydraulic codes, by considering a concrete case: the physical models 
involved in the prediction of core reflooding, ref. [8]. It is based on a selected case of uncertainty 
analysis application to the simulation of quench front propagation (which takes place in reflood 
scenarios) in an experimental test facility. The scope of the benchmark comprises a review of the 
existing methods, the identification of potentially important uncertain input parameters for selected 
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case, a quantification of uncertainties using experimental data and, finally, a confirmation/validation 
of the performed quantification on the basis of blind calculation of a second experiment. 
 NURESIM: The Project aims at establishing the basis for the realization of a common European 
standard software platform for nuclear reactor simulations, ref. [32]. The key objectives of the Project 
are the following: 
o the integration of advanced physical models in a shared and open software platform; 
o promoting and incorporating the latest advances in reactor and core physics, thermal-
hydraulics, and coupled (multi-) physics modelling progress assessment by using 
deterministic and statistical sensitivity and uncertainty analyses, verification and 
benchmarking; 
o training, dissemination, best practice and quality assurance. 
 NURESAFE WP3.1: Work Package 3.1 of the NURESAFE European collaborative project (ref. [7]) 
aims at developing advanced tools and methods for a multi-scale and multi-physics analysis and 
simulation of LOCAs and other system thermal-hydraulic transients. Such transients are currently 
treated by system thermal-hydraulic codes such as CATHARE2 and ATHLET. The addition of two-
phase CFD tools and of advanced fuel models allows to revisiting these transients for more accurate 
and reliable predictions. This may require coupling of CFD with system codes, coupling of fuel 
thermo-mechanics with thermal-hydraulic codes and new methods for evaluation of accuracy, 
sensitivity and uncertainty of coupled simulation tools. 
2.3. Uncertainty analysis of code input parameters 
It has become evident that the correct evaluation of ranges and PDF of uncertain input parameters has a 
crucial influence on the results of the uncertainty analysis of thermal-hydraulic calculations. Moreover, the 
uncertainties of code models and other input parameters should be code-specific as the correlations are 
seldom implemented in the codes in their analytical form. There are available methodologies, typically based 
on Bayesian update approach, for evaluating the uncertainties of code input parameters (e.g. CIRCÉ, DAA 
etc.). 
However, these methods exhibit a number of disadvantages that may impede their application, ref. [20]: 
 The computation of sensitivity matrix (response-parameter derivatives) and/or the adjoint system 
must be introduced to the thermal-hydraulic code, which poses a rather non-trivial task at best and 
often requires access to the source of the code which is not always available. 
 In case of using the “brute force” approach to compute the sensitivity matrix, the introduced input 
parameter perturbations are often rather large (otherwise the variation in response is not detectable 
in calculation results) which violate the assumption of linear parameter-response dependence in 
many cases. 
 In some methods (such as CIRCÉ) the number of considered responses needs to be limited for 
practical applications, therefore these responses are “pinpointed” at the corresponding time trends 
(e.g. cladding temperature) which involves a considerable amount of engineering judgment. 
 The aforementioned methods use model calibration which results in updated/calibrated values of 
both input parameter values and corresponding uncertainties. This means that a further application 
of the selected thermal-hydraulic code to a NPP analysis would require a reference code calculation 
with calibrated values of input parameters instead of one with default code settings. This may not be 
accepted by national regulatory bodies which typically prescribe the application of “frozen” versions 
of a code with non-altered models/correlations. 
The following particular objectives have to be pursued in order to overcome the aforementioned issues: 
 The methodology should use data from ‘intermediate’ experimental tests which produce time-
dependent measured responses. 
 The methodology should not require large experimental matrix to evaluate the uncertainty of code 
input parameters. 
 The methodology should be code independent. 
 The methodology should reduce the use of engineering judgment as much as possible. 
 The methodology should be able to analyse any code input parameter and any code output 
parameter (given the accessibility to input parameter in standard input deck). 
 The methodology should not require modifications of source of thermal-hydraulic code (at condition 
that interested input parameters are accessible from standard input file). 
 The required resources to implement and apply the methodology for a code of interest should be 
sufficiently low. 
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 The resulting evaluated uncertainty of code input parameters should be applicable to 
reference/default values of these parameters. 
Considering the posed requirements, an Input Parameter Range Evaluation Methodology (IPREM) has been 
developed by the University of Pisa (UNIPI), ref. [13]. It is based on the use of mathematical apparatus and 
figures-of-merit of Fast-Fourier Transform Based Method (FFTBM). The descriptions of the original FFTBM 
tool and of IPREM are provided in the following subsections. 
 
2.3.1. Fast Fourier Transform Based Method 
The Fast Fourier Transform Based Method (FFTBM) has been originally developed at University of Pisa to 
quantify the accuracy of a given code calculation, ref. [27]-[28]. With FFTBM, the quantification of the 
accuracy of code calculations is performed using amplitude of the Fourier Transform of the experimental 
signal and of the difference between this one and the calculated trend. Therefore, the comparison between 
experimental data and calculation results is performed in frequency domain, eliminating the dependence of 
the method on time duration of experiment and shape of analysed time trends. The FFTBM tool itself has 
been validated and applied in the numerous international benchmarks, ref. [33]. 
The method developed for the code accuracy quantification introduces the definition of 2 figures of merits: 
Average Amplitude (AA, Equation 3) and Weighted Frequency (WF, Equation 4), which provide a synthesis 
of the information about the error function: 
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The AA represents the relative magnitude of the discrepancy deriving from the comparison between the 
addressed calculation and the corresponding experimental trend: the lower is the AA – the better is 
agreement between the experiment and calculation. The WF factor characterizes the kind of error, because 
its value emphasizes if the error has more relevance at low or high frequencies.  
Trying to give an overall picture of the accuracy of a given calculation, it is required to combine the 
information obtained for the single parameters into average indexes of performance. This is obtained by 
defining the following quantities: the global weighted AAglobal (Equation 5) and the total WFglobal (Equation 6). 
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where Nvar is the number of analysed parameters and (wf)i are weighting factors that take into account the 
different importance of each parameter from the viewpoint of safety analyses.  
This introduces some degree of engineering judgment that has been fixed by a proper and unique definition 
of the weighting factors, necessary to account for the different relevance, from the point of view of safety and 
reliability of the measurement, of the various addressed quantities. 
In the framework of application of FFTBM to thermal-hydraulic calculations, the settings are adopted for the 
following parameters: 
 Sampling frequency 
 Number of points 
 Cut frequency 
 Weights 
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The choice of the sampling frequency depends on transient, kind of parameter trend to be investigated (i.e. 
pressure, flow rate, clad temperature, etc.). Obviously, the fulfilment of the sampling theorem is required to 
avoid distortion of sampled signals due to aliasing occurrence. 
  
 
   
 Equation 8  
 
where fc is the highest frequency component of Fourier transform characterizing the spectrum of the 
continuous function g(t). A typical value of fc related to parameters of interest in thermal hydraulic transients 
is 1 Hz; however, specific responses like break flow rates or pressure drops measurements may require 
higher values. 
Since the FFT algorithm requires that functions are identified by a number of values, equally spaced, which 
is a power of 2, an interpolation is necessary to satisfy this requirement. On the other hand, the comparison 
of experimental and calculated signals, and the evaluation of their difference function ∆g(t), imposes that 
they have the same time scale. Furthermore, after selecting the number of points N, the maximum frequency 
of transformed functions by the FFT, is given by: 
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Thus, the number of points is strictly associated with the adopted sampling frequencies; it is meaningless to 
choose a number of points corresponding to a frequency greater than the fmax achievable using a certain fc. 
To filter any spurious contribution, a cut frequency has been introduced. This cut frequency characterizes the 
frequency upper value which has to be considered in evaluating the AA and WF factors, as defined by 
Equation 3 and Equation 4. Typical thermal hydraulic parameter trends (for different kinds of transients) have 
been analysed (ref. [34]), aiming at defining a unique suitable value of cut frequency, in such a way to avoid 
partial loss of information. A cut frequency value of 1 Hz is generally convenient to analyse trends of thermal 
hydraulics parameters; only flow rates and densities require cut frequency values up to 2 Hz. 
The need of (wf)i definition derives from the fact that the addressed parameters are characterized among 
other things by different importance and reliability of measurement. The weighting factor for the generic j-th 
parameter is defined as: 
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where 
 Nvar is the number of parameters to which the method is applied 
 (Wexp)j is the contribution related to the experimental accuracy 
 (Wsaf)j is the contribution expressing the safety relevance of the parameter 
 (Wnorm)j is component of normalization with reference to the average amplitude evaluated for the 
primary side pressure 
This introduces a degree of engineering judgment that has been fixed by a proper and unique definition of 
the weighting factors (see Table 2, ref. [34]). 
Table 2 – FFTBM weighting factor components for typical thermal-hydraulic parameters 
Parameter type ID wexp wsaf wnorm 
Primary pressure PP 1.0 1.0 1.0 
Secondary pressure SP 1.0 0.6 1.1 
Pressure drops PD 0.7 0.7 0.5 
Mass inventories MS 0.8 0.9 0.9 
Flow rates FR 0.5 0.8 0.5 
Fluid temperatures FT 0.8 0.8 2.4 
Clad temperatures CT 0.9 1.0 1.2 
Collapsed levels LV 0.8 0.9 0.6 
Core power PW 0.8 0.8 0.5 
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After the weights are selected and assigned to the       of corresponding responses, they are normalized in 
order to obtain: 
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 Equation 11  
 
2.3.2. Overview of Input Parameter Range Evaluation Methodology (IPREM) 
The feature of FFTBM to provide a quantitative evaluation of the accuracy of a time-dependent code output 
parameter with respect to experimental data has been used to establish a methodology for quantifying the 
ranges of variation of input parameters. The methodology has been defined as Input Parameter Range 
Evaluation Methodology (IPREM) and it is characterized by the following steps outlined on the flowchart of 
Figure 7 (ref. [13]). 
 
Figure 7 – Flowchart of IPREM 
The quantification of variation ranges of input parameters for physical models is achieved through running 
the calculations of reference case of a physical model and “sensitivity” cases, constituted by a single-
parameter variation, application of the FFTBM for quantification of the accuracy of calculated responses 
respect to experimental data and further comparison of differences between AA values obtained from 
sensitivity cases and an AA of the reference case. 
The relevant thermal-hydraulic parameters that describe the phenomena of interest should be selected as 
responses {  }, e.g. cladding temperature and quench front propagation are the representative code output 
parameters for the selected reflood phenomenon. The reliable and rather precise experimental 
measurements {  } must be available for the responses of interest. The list of studied input parameters {  } 
should be established. A preliminary sensitivity analysis may be applied to identify those parameters that are 
influential to the selected responses.  
For each  -th input parameter of interest a number of j calculations must be performed, by varying only the  -
th parameter. As a results, each response      has     time trend results {   
 }, e.g. in case of selection of 3 
responses (z = 1,2,3): [    
       
       
 ]. 
Two FFTBM analyses must be performed for each   -th sensitivity run of each   -th input parameter: 
 “Sensitivity calculation – Experiment data” pair (i.e. {   
 } vs {  }); 
 “Sensitivity calculation – Reference calculation” pair (i.e. {   
 } vs {  }). 
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As a result, the analyst obtains 2 sets of AA for each   -th sensitivity run of each  -th input parameter: 
      
    that quantifies the “deviation” of sensitivity run from reference case; 
      
    that quantifies the “accuracy” of sensitivity run with respect to experimental data; 
where z is the consecutive number of a response. For example, in case of 3 responses it would be: 
 [                   ]
   
 ; 
 [                   ]
   
 . 
Hence, the set of       values is available for each selected response for each  -th sensitivity run of each  -th 
input parameter. Next step is performed in order to produce a single Figure-of-Merit that allows to: 
 Quantify the sensitivity of entire nodalization to the input parameter variation; 
 Quantify the accuracy of entire nodalization performance in each sensitivity run with respect to 
experimental data. 
This is achieved by calculation of a Global AA (AAG) for each of 2 sets of       derived from  -th sensitivity 
run of  -th input parameter (Equation 12): 
    ∑     
 
 Equation 12  
 
where wz is the weighting factor assigned for each type of response. The weighting factors are determined 
by the type of thermal-hydraulic parameter selected as a response. A proposed set of weighting factors 
(Table 3) has been developed for ‘intermediate’ experimental tests on the basis of Equation 10 and of the 
contributors presented in Table 2. After the weights are selected and assigned to the       of corresponding 
responses, they are normalized (Equation 11): 
Table 3 – Weighting factors for IPREM procedure 
Parameter type Wz 
Primary pressure 1.000 
Secondary pressure 0.660 
Pressure drop 0.245 
Mass Inventory 0.648 
Flow rate 0.200 
Fluid temperature 0.256 
Cladding temperature 1.080 
Level 0.432 
Power 0.320 
Quench front elevation 0.864 
 
The following properties of AAG
S-E
 and AAG
S-R
 may be noted: 
 AAG
S-R
 has a minimum value of          at the value of αref and monotonically increases 
(around α
ref
) with values of α deviating from α
ref
 
 AAG
S-E
 has a minimum value at some αj, which may not necessarily be α
ref
. 
Once the AAG values are calculated for each   -th value of input parameter αi, the empirically established 
criterion quantity CR(αij) is defined by Equation 13 [13].  
        
               
            
   
(             )
 Equation 13  
 
where        is calculated from comparison of reference calculation and experimental data. 
In Equation 13 the following constituents are included: 
               is a measure of the total “deviation” of a sensitivity calculation from both the 
reference calculation and the experimental data; 
        is calculated from the comparison of reference calculation and experimental data; 
            “slows” the increase of CR if the change of an input parameter leads to improvement 
of results with respect to experiment. 
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The obtained dependence CR(αij) is convenient to analyse in graphical mode. A typical trend obtained for 1 
input parameter is shown on the Figure 8.  
 
Figure 8 – Sample trend of CR quantity 
As a last step, the variation ranges of each parameter α are quantified by applying the limiting value 
(threshold) to CR(α). The lower and upper bounds of α are defined by Equation 14: 
[      ]               Equation 14  
 
The limit value must be set once and consistently applied for all the analyses performed. The variation of this 
value is not allowed unless proper justification. In the present research a value of            has been 
adopted, ref. [13]. The value of 0.22 is based on the consideration of the maximum allowed “deviation” of 
responses (at extremes of the range of input parameters) of 10% (AAG ≤ 1in the FFTBM metrics of Average 
Amplitude) in the hypothetical case when reference calculation exactly matches the experimental data, as 
obtained in Equation 15 by assuming               in Equation 13:  
   
     
       
                                 Equation 15  
 
The application of            to the example of CR(α) shown in Figure 8 results in ranges of parameter α: 
[0.35; 2.8]. 
The IPREM methodology for evaluating the variation ranges of uncertain input parameters is based rather on 
engineering considerations than on statistical treatment. Therefore, it does not take into account or provide 
as a result the Probability Density Function for each input parameter. However, for practical thermal-
hydraulic applications it is suggested to use the type of distribution which corresponds to the “limited” 
knowledge of it: uniform distribution, triangular distribution or histogram law. 
Summing up, the following features of the methodology can be outlined, ref. [13]: 
 it is neither a statistical procedure nor is based on perturbation theory; 
 any kind of input/output parameter can be analysed, since the procedure involves only post-
processing of calculation results; 
 the procedure is code-independent; 
 the whole time trend of responses and experimental measurements is taken into account; 
 the software (for performing FFT analysis) is rather simple to develop. 
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3 VALIDATION OF CATHARE SYS-TH CODE FOR REFLOOD PHENOMENA  
3.1. General remarks 
The activity described in this chapter has been carried out by the University of Pisa in the framework of Work 
Package 3.1 of NURESAFE project, which deals with the development and assessment of advanced tools 
for the multi-physics and multiscale analysis of LOCAs and other TH scenarios. In particular, the work has 
been performed as a contribution to the Task 3.1.1 (“Improvements and developments of system codes and 
coupled fuel–thermal-hydraulics codes”), according to the detailed program of work reported in ref. [7]. 
The activity focuses on the assessment of the CATHARE code capabilities to predict reflood conditions 
(expected during LOCA scenarios), by means of a validation study against various experiments performed 
on different test facilities. A number of tests from FEBA, ACHILLES and THETIS test matrixes were selected 
in order to challenge the code and models with different operating conditions and geometrical configurations, 
see ref. [37]. 
The current validation work mostly addresses the CATHARE2 code (both 1-D and 3-D models). However, a 
number of tests from the ACHILLES experimental matrix have been simulated with CATHARE3 code using 
two- and three-field formulations. 
 
3.1.1. Reflood in Nuclear Safety 
Large break scenarios involve a very rapid depressurization with significant emptying of the primary system 
and core uncovery taking place within only tens of seconds. When the primary system pressure falls below 
the injection pressure of the various ECC systems, borated coolant enters the primary system and flows 
through the available paths to refill the lower-plenum and then to reflood and finally recover the core. 
The reflood phase begins as soon as the ECC reaches the hot fuel rods at the bottom of the core. A quench 
front is formed on the fuel rods and large amounts of steam are generated by the energy released from the 
rods at a high temperature. This steam produces a back-pressure opposing the driving head of coolant in the 
annulus and thereby slowing or even reversing the water level rise in the core. Thus, reflooding of the core 
proceeds with level oscillations (strong at the beginning, moderate later) occurring in both the core and 
downcomer. 
The quenching front progression can be followed by cladding temperature measurements located on 
different axial levels in the fuel rod. Thermocouples both on the inner and outer sides of the cladding have 
been demonstrated to provide useful data. Due to the time constants of the thermocouples there is only 
limited possibility for measuring the rapid cooling characteristics in the precursory phase and during the final 
rewetting. The filler material of the fuel rod simulator also has a significant effect to the rewetting 
characteristics. 
In addition to the surface temperature measurements it is essential that the two-phase flow parameters are 
measured sufficiently accurately. The minimum instrumentation includes: 
 system pressure measurements; 
 pressure difference measurements for the core water inventory; 
 water inventory measurement in the upper plenum; 
 inlet flow measurement both for the net flow and for oscillations. 
For a more detailed analysis, useful instrumentation includes: 
 steam temperature measurement above the swell level; 
 droplet size distribution; 
 entrained water weighting; 
 cladding temperature measurements in different circumferential positions. 
The rewetting characteristics of the overheated core after the large LOCA was one of the most interesting 
research topics in 70's and still has a significant influence on acceptance criteria in licensing and probabilistic 
safety analyses. The main interest is related to the maximum temperature in the core, but this turn-over 
temperature is determined by the liquid dispersed flow well before quenching. Depending on the amount of 
water available the cooldown takes place earlier or later. 
The large temperature gradient in the cladding gives rise to a mechanical stress on the cladding and it may 
affect fuel damage and radioactivity leakages. The rapid temperature drop is also associated with strong 
steam generation and this may have an effect on system characteristics including: 
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 liquid entrainment rate; 
 counter current flow limitation in the upper tie plate; 
 steam binding in the steam generator; 
 multi-dimensional flow distribution in the core. 
Relevant responses for reflood are: 
 Rod surface temperature Tclad; 
 Time when rewet starts trew (i.e. time when abrupt change occurs in the rod surface temperature). 
These parameters are presented in a form of time trends of rod surface temperature as shown on Figure 9 
(a). Additionally, the information on quench front propagation can be summarized plotting the quench front 
elevation versus time of its occurrence as presented on Figure 9 (b). 
 
a) rod surface temperature trend 
 
b) quench front propagation trend 
Figure 9 – Example of observed trends during reflood 
Table 4 provides a list of some separate effect test facilities, ref. [35], investigating reflood-related 
phenomena. Table 5 provides the list of integral test facilities, ref. [36], simulating Large break LOCA 
including reflood phase which are suitable for code assessment. 
Table 4 – List of SETF investigating reflood 
Facility Notes 
Relevant parameters ranges 
Pressure 
(MPa) 
Inlet mass flow 
(kg/m
2
s) 
Heat flux 
(W/cm
2
) 
REWET-II Triangular array 0.1-1.0 0-15 20 
PERICLES rectangular Rod bundle 0.2-0.4 0-5 30-90 
PERICLES cylindrical Rod bundle 0.2-0.4 1-19 60 
TPTF JAERI 
Core heat transfer, 
PWR and BWR bundle 
0.5-12 ≤ 120 ≤ 20 
SCTF JAERI Large scale 0.6 - 10 MW 
CCTF JAERI Large scale, system 0.6 - 10 MW 
GÖTA BWR ECC Spray cooling, bundle 0.1-2.0 0.045-2.20 kg/s 150-350 kW 
ACHILLES reflood loop PWR bundle 0.3 4 cm/s 220 kW 
NEPTUN-I and –II Bundle 0.1-0.4 1.5-15 cm/s 80-140 kW 
BWR-FLECHT/GE Spray cooling, bundle 0.1 1.6-15 cm/s 10-390 
LTSF blowdown/INEL Single rod, bundle 7 0.4-6.0 m/s - 
 
Table 5 – List of ITF simulating reflood phase of LB-LOCA 
Facility name Facility scale 
CCTF 1:25 
LOFT 1:50 
BETHSY 1:100 
PKL 1:145 
SEMISCALE 1:1600 
ROSA-III 1:424 
FIST 1:624 
PIPER1 1:2200 
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3.2. Validation of CATHARE code against FEBA experiments 
3.2.1. Description of FEBA test facility 
The FEBA/SEFLEX program has been performed at KfK Karlsruhe, Germany, ref. [38]-[39]. The test facility 
was designed for the reflooding tests with possibility of maintaining constant flooding rates and constant back 
pressure. The test section consists of a full-length 5 x 5 rod bundle of PWR fuel rod dimensions utilizing 
electrically heated rods with a cosine power profile approximated by 7 steps of different power density in 
axial direction. The rod bundle is placed in housing made of stainless steel and insulated with Triton Kao 
Wool to reduce heat losses to environment. The cross-section of the FEBA rod bundle is shown in Figure 10 
(a). 
The outer diameter of the heater rod is 10.75 mm (Figure 10 (b)). The pitch of the rod grid is 14.3 mm. The 
dimensions of the quadratic housing are: inner side length 78.5 mm and wall thickness 6.5 mm. The inner 
size of the housing is chosen in such a way that the hydraulic diameter of the bundle array for all rods is the 
same and equal 13.47 mm. The heated length is 3900 mm. The spacers decrease the flow cross section 
about 20%. The applied spacers were original PWR spacers as used by KWU. The location of the spacers 
can be found in Figure 10 (c). 
Prior to the test run the fuel rod simulators were heated in stagnant steam to desired initial cladding 
temperature, using a low rod power. In the meantime the test bundle housing was being heated up passively 
to the requested initial temperature by radiation from the rods. The aim of choosing the thick wall (“active 
wall”) was to prevent premature quenching of the wall relative to the bundle quench front progression. 
 
a) Cross-section view of the FEBA rod bundle  
 
 
b) Cross-section view of the FEBA heater rod 
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c) Axial view of the FEBA heater rod and axial power profile distribution 
Figure 10 – Some geometric data of the FEBA experimental facility  
 
During the heat up period the inlet plenum was cooled by circulating water to maintain the desired 
temperature. The steam filled ducts were heated up to a temperature slightly above the saturation 
temperature.  
By starting of the test run the bundle power was increased to the required level simulating decay heat 
according to 120% ANS-Standard about 40 s after reactor shut down. Simultaneously the water supply was 
activated. 
During test runs cladding temperatures at several axial positions have been measured (Table 6). Pressure 
and pressure differences were measured with pressure transducers. In addition to inlet and outlet pressure, 
the pressure differences were measured along the bottom middle and upper part of the channel as well as 
along the whole channel. The flooding rate was measured with a turbo flow-meter. The amount of the water 
carried over was measured continuously by a pressure transducer at the water collecting tank. 
 
Table 6 – FEBA cladding temperature measurements 
Label Position from top, mm 
18a4 3860 
18a3 3315 
18a2 2770 
18a1 2225 
12b4 1680 
12b3 1135 
12b2 590 
12b1 45 
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3.2.2. Modelling of FEBA with CATHARE2 
The FEBA test assembly is modelled by CATHARE by one single 1-D component (Figure 11) representing 
the core bundle (heated part, 3900 mm) with only 1 heat rod element, inlet and outlet boundary conditions. 
The 1-D module is composed of 39 meshes in the core and each vertical mesh is 100 mm height. The 
elevation of the thermocouples 12b1, 12b2, 12b3, 18a1, 18a2, 18a3 and 18a4 corresponds exactly to scalar 
nodes of the meshing.  
The initial and boundary conditions (BIC) are shown below: 
 Inlet boundary conditions: 
o BC3B (for steady-state critical power calculations: TL, TG, ALFA, VL and VG). Here: TL, TG 
- liquid and gas temperatures (°C), ALFA – void fraction, VL and VG - liquid and gas 
velocities (m/s). 
 Outlet boundary conditions: BC5A (outlet pressure, Pa). 
It should be noted that the model has been developed using the available description of FEBA facility and 
experimental measurements of test 216. However, no special tuning has been applied to get the best 
possible agreement with experimental data, i.e. the so-called “best practice” has been used during the model 
development. 
The thick-wall housing is modelled (thickness is 6.5 mm), whereas unheated part of rods, lower and upper 
plenum are not modelled. Thermal properties of the materials (Nichrome Ni Cr 80 20 for cladding and 
heating elements, Magnesium oxide as a filler and insulator material in the fuel rod simulator and the V2A 
Chrome Nickel Steel for the test section housing) are obtained by a polynomial interpolation from FEBA data 
given by GRS. Due to the thickness of the housing, the test section can be considered as well isolated and 
consequently no heat losses are modelled. 
The CATHARE reflood correlations (REFLCHAR) are used for both the heater rods to fluid and housing to 
fluid heat transfers. The experimental quench front propagation at the top of fuel assembly is influenced by a 
top-down reflood caused by liquid fall-back from the separation devices installed above test section. These 
components were not modelled and, therefore, the top-down reflood phenomenon was not represented to 
full extent. However, this does not affect the bottom-top quench front propagation for the major part of the 
assembly and, therefore, the discrepancies between predicted quench front elevation and experimental data 
at the top of fuel assembly may be neglected. 
Spacer grids have been taken into account during the nodalization set-up and the proper K_loss coefficients 
have been allocated at corresponding junctions in order to simulate the pressure loss due to flow restriction. 
However, no flow area reduction or change in hydraulic diameter has been modelled at locations of the 
spacer grids. The main model properties are summarized in Table 7. 
 
 
Figure 11 – Nodalization of the FEBA test 
section 
 
 
 
 
Table 7 – Summary of CATHARE2 model of FEBA facility 
Parameter Value 
Total height/length  4.322 m 
Length of the heated part  3.9 m 
Nodes in heated part 39 
Flow area 3.893∙10
-3
 m
2
 
Hydraulic diameter 1.347∙10
-2 
m 
Spacer grid Kloss 1.68 
Total heat transfer area of the 
heated part of rods 
3.2928 m
2
 
Maximum linear heat rate 2.441 KW/m 
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3.2.3. Reference state achievement 
The model has been initialized at “cold” conditions: 
 Pressure at 4.12 bar; 
 Hydraulic nodes are filled with steam at temperature that is slightly above the saturation (200 ºC). In 
fact the housing is heated by radiation from the heater rods, and the radiation model of CATHARE is 
activated only for a wall temperature 25°C higher than the saturation temperature; 
 No flow imposed at the boundary conditions. 
The heat-up conditioning phase has been simulated in order to reach the Start of Transient (SoT) conditions. 
The experimental level of power was not given, its value is tuned so as to have correct initial values of the 
temperature of the housing (635°C at 1625 mm) and of the cladding temperature (800°C at 1680 mm). The 
power of the test bundle during this step is set to 6.0% of the nominal power.  
Comparison of the calculated cladding and housing axial temperature distributions to the experimental one is 
shown in Figure 12 (a, b). 
 
a) cladding temperature 
 
b) housing temperature 
Figure 12 – Steady-state temperature profiles (FEBA test 216)  
3.2.4. Base calculation of FEBA test 216 
The transient begins when the experimental initial clad temperature at 1.625 m is reached. By starting of the 
test run the bundle power was increased to the required level simulating decay heat according to 120% ANS-
Standard about 40 s after reactor shut down. Simultaneously the water supply was activated. More detailed 
information on test conduction and measured data can be found in ref. [38]. The initial and boundary 
conditions of FEBA test 216 are shown in Table 8. 
Table 8 – Initial and boundary conditions of FEBA test 216 
Test Power Law 
Pressure 
[bar] 
Reflood rate 
[cm/s] 
Flooding Temperature 
(begin / end) [C] 
Assembly power 
[KW] 
216 120% ANS 4.1 3.8 63 / 37 200 
 
The results of base calculation of test 216 are shown in Figure 13. CATHARE2 calculation underestimates 
the peak cladding temperature (PCT) and predicts faster quench front propagation comparing to 
experimental data. Quenching is simulated by the code with activated bottom-top and top-bottom reflood. No 
top-bottom quench is shown on Figure 13 (c). 
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a) cladding temperature at 1680 mm 
 
b) cladding temperature at 45 mm 
 
c) quench front propagation 
 
d) pressure drop in the bottom part 
 
e) Middle pressure drop 
 
f) Top pressure drop 
 
g) Liquid carryover 
Figure 13 – Results of CATHARE2 calculation of FEBA test 216 
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It should be noted that calculations have been performed as “post-test”, i.e. experimental results were 
available to the analyst. However, no special tuning has been applied to the model in order to achieve the 
best possible agreement with the experimental data. Instead, the observed discrepancies of calculation 
results using the standard nodalization practices with respect to the experimental data were deemed 
acceptable. 
 
3.2.5. Sensitivity analysis 
3.2.5.1. Case-1: The effect of the axial nodalization 
The number of axial nodes may influence the prediction of PCT and quench front propagation. In order to 
assess the influence of axial nodalization scheme on calculated results, the number of axial nodes was 
decreased from 39 to 27 (Figure 14). 
Generally it can be concluded that the influence of the axial nodalization scheme is rather small. Besides, it 
was decided to check the effect of skipping of the conditioning phase, directly applying the experimental 
temperature profile on clad and housing wall (Figure 15). 
The calculation with applied experimental temperature profile (Figure 16) does not exhibit any change with 
respect to the case with conditioning phase. The only advantage of direct temperature shape application is 
saving of the calculation time due to the fact that no heating phase is needed. 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front propagation 
Figure 14 – Effect of the axial nodalization (FEBA test 216) 
 
 
a) cladding temperature 
 
b) housing temperature 
Figure 15 – Application of experimental temperature profiles (FEBA test 216)  
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a) cladding temperature at 1680 mm 
 
b) quench front propagation 
Figure 16 – Application of experimental temperature profile VS heating (FEBA test 216) 
 
3.2.5.2. Case-2: The effect of the axial pressure loss coefficient 
In Case-2, the axial singular pressure loss coefficient was set to K_loss = 0 and K_loss = 10.0. The higher 
pressure loss coefficient (K_loss = 10.0) leads to a slightly earlier quenching (Figure 17 (a)) and 
insignificantly smaller clad temperature (Figure 17 (b)). This difference may be considered rather as 
irrelevant with respect to the calculation accuracy. 
 
a) cladding temperature at 1680 mm 
 
b) quench front propagation 
Figure 17 – Effect of the axial pressure loss coefficient (FEBA test 216) 
 
3.2.5.3. Case-3: The effect of TOP-BOTTOM reflood 
In Case-3, the effect of TOP-BOTTOM reflood option was investigated. No significant difference was 
observed in the calculation results (Figure 18). 
 
a) cladding temperature at 1680 mm 
 
b) quench front propagation 
Figure 18 – Effect of activation of the TOP-BOTTOM reflood (FEBA test 216) 
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3.2.5.4. Case-4: The effect of reflood dynamic mesh 
In order to assess the effect of reflood dynamic mesh, calculation of FEBA test 216 test with two different 
types of the dynamic meshes (Table 9 and Table 10) has been done. Generally, the calculations (Figure 19) 
do not exhibit any significant change. The dynamic mesh Type 1 was considered as the reference in all the 
FEBA tests calculations. 
Table 9 – Dynamic reflood mesh Type 1 
1,00E-02 8,15E-03 8,00E-03 8,00E-03 5,00E-03 
5,00E-03 1,00E-03 1,00E-03 5,00E-04 5,00E-04 
5,00E-04 5,00E-04 5,00E-04 5,00E-04 5,00E-04 
2,00E-04 1,00E-04 1,00E-04 1,00E-04 2,00E-04 
5,00E-04 5,00E-04 5,00E-04 5,00E-04 5,00E-04 
5,00E-04 5,00E-04 1,00E-03 1,00E-03 5,00E-03 
5,00E-03 8,00E-03 8,00E-03 8,15E-03 1,00E-02 
 
Table 10 – Dynamic reflood mesh Type 2 
2,50E-02 1,00E-02 4,00E-03 1,00E-03 5,00E-04 
2,00E-04 1,00E-04 4,00E-05 1,00E-04 2,00E-04 
5,00E-04 5,00E-04 5,00E-04 5,00E-04 9,00E-04 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 5,00E-03 5,00E-03 5,00E-03 5,00E-03 
5,00E-03 5,00E-03 5,00E-03 5,00E-03 5,00E-03 
 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front propagation 
Figure 19 – Effect of dynamic reflood mesh (FEBA test 216) 
 
3.2.6. Calculation of FEBA tests 214 and 222 
Base nodalization of FEBA test section was used to simulate FEBA tests 214 and 222. The initial and 
boundary conditions of aforementioned FEBA tests are shown in Table 11. 
Table 11 – Initial and boundary conditions of FEBA test 214 
Test Power Law 
Pressure 
[bar] 
Reflood rate 
[cm/s] 
Flooding Temperature 
(begin / end) [C] 
Assembly power 
[KW] 
214 120% ANS 4.1 5.8 45 / 37 200 
222 120% ANS 6.2 5.8 43 / 36 200 
 
The results of calculations of FEBA tests 214 and 222 are shown in Figure 20 - Figure 21, respectively. In 
case of FEBA test 214, CATHARE2 calculation underestimates the peak cladding temperature (Figure 20 
(a)) and predicts faster quench front propagation comparing to experimental data (Figure 20 (c)). From the 
other side, the calculated PCT in case of FEBA test 222 is in good agreement with experimentally measured 
value (Figure 21 (a)), however exhibits faster quench motion (Figure 21 (c)). No top-bottom quench is shown 
on Figure 20 (c) and Figure 21 (c). 
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a) cladding temperature at 1680 mm 
 
b) cladding temperature at 45 mm 
 
c) quench front propagation 
Figure 20 – Results of CATHARE2 calculation of FEBA test 214 
 
 
a) cladding temperature at 1680 mm 
 
b) cladding temperature at 45 mm 
 
c) quench front propagation 
Figure 21 – Results of CATHARE2 calculation of FEBA test 222 
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3.2.7. Accuracy evaluation and uncertainty analysis (FEBA) 
3.2.7.1. Accuracy quantification of the selected FEBA tests 
Quantification of the accuracy of code calculations is performed using the amplitude of the Fourier Transform 
of the experimental signal and of the difference between this one and the calculated trend (according to 
Section 2.3.1). The following parameters have been selected as responses from the pool of available 
measurement channels: 
1. Cladding temperature at location 12b4 (T12b4, where experimental PCT is observed) 
2. Cladding temperature at location 12b2 (T12b2, top of fuel assembly) 
3. Quench front elevation (QF) 
These 3 responses represent at best the relevant issues of reflood in nuclear safety: PCT and the time of 
core quench. The “cladding temperature” and “quench front elevation” weights Wz from Table 2 are used in 
Equation 6 in order to calculate weights wz for the corresponding responses (Table 12). 
Table 12 – Calculated weights of the responses 
Parameter Value wz 
T12b4 0.357 
T12b2 0.357 
Quench front 0.286 
 
It should be noticed that the time sampling ranges (Table 13) were applied during the accuracy quantification 
in order to evaluate more precisely the CATHARE code model capabilities in predicting temperature trends 
around maximum values. The results of accuracy evaluation (i.e. Global Average Amplitude value) for FEBA 
tests 214, 216 and 222 are shown in Table 14. 
Table 13 – Time sampling ranges for FEBA tests 214, 216 and 222 
FEBA test 
T12b2 T12b4 QF 
Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] 
214 0.0 250.0 0.0 190.0 0.0 300.0 
216 0.0 350.0 0.0 220.0 0.0 400.0 
222 0.0 230 0.0 160.0 0.0 250.0 
 
Table 14 – Calculated Global Average Amplitude for FEBA tests 214, 216 and 222 
FEBA test AAglobal 
214 0.178 
216 0.183 
222 0.175 
 
Comparison of the experimental (Exp) and calculated values (Calc) of PCT and quenching time, absolute 
differences (             ) and relative differences (     
        
   
) is provided in Table 15. 
Table 15 – Comparison of PCTs and quenching times 
FEBA test Quantity EXP CALC          [%] 
214 
PCT, [°C] 830 805 -25 -3.0% 
Q_time, [s] 310 270 -40 -12.9% 
216 
PCT [°C] 940 920 -40 -4.2% 
Q_time, [s] 450 410 -40 -9.7% 
222 
PCT [°C] 810 809 -1 -0.1% 
Q_time, [s] 180 165 -15 -8.0% 
 
From the results can be seen that CATHARE2 underestimates the peak cladding temperature (~3-4%) in 
case of FEBA tests 214 and 216 and predicts faster quench front propagation comparing to experimental 
data (~10% of difference for all considered FEBA tests). The discrepancy between the code prediction and 
experimental data is smaller in case of the test at high pressure (i.e. FEBA test 222). Based on the 
aforementioned results it can be summarized that the difference of few percent in the PCT prediction for both 
of FEBA test 214 and 216 is a rather good result taking into account the uncertainty of the calculation, which 
is evaluated in the next subsection. 
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3.2.7.2. Quantification of input parameter uncertainties using IPREM 
The Input Parameter Range Evaluation Methodology (IPREM) described in Section 2.3.2 has been applied 
to FEBA test 216 simulated with CATHARE2 code in order to evaluate the uncertainties of input parameters: 
 Calculation of reference case and computation of {AA
R-E
}; 
 Identification of influential input parameters; 
 Performing sensitivity calculations with variation of input parameters αi; 
 Computation of values      
   ,      
   ,      
    and      
   ; 
 Computation of  (   ) and application of           .  
The same 3 responses {R} have been used for uncertainty evaluation of CATHARE input parameters as for 
accuracy quantification: T12b4, T12b2 and quench front elevation (see Section 3.2.7.1). 
The Average Amplitude values and applied weighting factor for the reference calculation are presented in the 
Table 16. The obtained values of calculate {AA
R-E
} are consistent with the time trends presented in Figure 
13: the code underprediction of the cladding temperature at 2/3 height (T12b4) results in relatively high 
AA1
R-E
. 
Table 16 – FEBA 216 IPREM settings for reference calculation with CATHARE2 
 Parameter CATHARE2 
AAz
R-E
 
AA1
R-E 
– 12b4 0.234 
AA2
R-E
 – 12b2 0.188 
AA3
R-E
 – quench front 0.114 
wz 
wt – cladding temperature 0.357 
wqf – quench front 0.286 
AAG AAG
R-E
 0.183 
 
The preliminary sensitivity analysis has been applied to identify the influential input parameters of 
CATHARE2 code. An initial list of input parameters which potentially have an influence on relevant thermal-
hydraulic responses of reflood phenomena has been established within the framework of Phase II of 
PREMIUM benchmark, ref. [40]. It includes various boundary conditions (e.g. pressure, bundle power, 
flooding velocity etc.) and representative parameters of system thermal-hydraulic codes’ physical models 
(e.g. film boiling heat transfer coefficient, interphase friction coefficient etc.). A series of sensitivity 
calculations have been performed with single parameter variation (i.e. all other parameters fixed at their best 
estimate values) in order to determine those IP which actually have an influence on calculation results.  
The following criteria have been applied in order to determine the influential parameters. An influential IP has 
to be such that its extreme value in the large but reasonable range of variation causes the following change 
in at least one of the two main reflood responses (at least one out of two criteria should be fulfilled): 
 The absolute value of variation of rod surface temperature Tclad is ΔTref = 50K; 
 The variation of rewet time trew is Δtrew = 10%. 
Finally, three code input parameters (corresponding to physical models of CATHARE2 code) have been 
identified as influential (Table 17): 
 α1 – Multiplier to wall-fluid global heat transfer; 
 α2 – Multiplier to conduction near quench front; 
 α3 – Multiplier to interfacial friction. 
 
Table 17 – Identified influential reflood-related input parameters for CATHARE2 
α Parameter Keyword Affected response 
α1 wall-fluid global heat transfer PQFDT             
α2 conduction near quench front P1K2FDT      
α3 interfacial friction TOIFDT             
 
The identified influential parameters are coherent with the findings of participants of PREMIUM benchmark 
who use CATHARE2 code, ref. [40]. It should be noticed that CATHARE2 code allows user to use multipliers 
to many correlations directly in the input data deck and thus no re-compilation is needed, ref. [41]. The 
variations of the selected responses due to variation in influential input parameters are presented in Figure 
22 to Figure 24, ref. [42]. 
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a) cladding temperature at 2/3 height 
 
b) quench front elevation 
Figure 22 – CATHARE2 sensitivity to variations in wall-fluid global heat transfer 
 
 
a) cladding temperature at 2/3 height 
 
b) quench front elevation 
Figure 23 – CATHARE2 sensitivity to variations in conduction near quench front 
 
 
a) cladding temperature at 2/3 height 
 
b) quench front elevation 
Figure 24 – CATHARE2 sensitivity to variations in interfacial friction 
 
As the next step, a series of j sensitivity calculations have been performed with various values for each of 
three input parameters αi and the values      
   ,      
   ,      
    and      
    have been computed. The 
trends of      
    and      
    are presented in Figure 25.  
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a)      
    and      
    for wall-fluid global heat 
transfer 
 
b)      
    and      
    for conduction near quench 
front 
 
c)      
    and      
    for interfacial friction 
Figure 25 – CATHARE2:      
    and      
    for wall-fluid global heat transfer, conduction near quench 
front and interfacial friction 
The improvement of code prediction is noticeable from values      
    have while decreasing the global heat 
transfer and conduction near quench front (Figure 25), which can also be visually confirmed by Figure 22 
and Figure 23. The      
    indicates that the best agreement of calculation results with experimental data 
occurs when     . Increasing the multiplier for interfacial friction leads to constant improvement (Figure 25 
(c)) and the predicted quench front matches the experimental data at       . 
Next, the   (   ) is computed for each of 3 input parameters according to Equation 13. The results are 
shown in Figure 26.  
 
a)   (   ) for wall-fluid global heat transfer 
 
b)   (   ) for conduction near quench front 
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c)   (   ) for interfacial friction 
Figure 26 – CATHARE2:   (   ) for wall-fluid global heat transfer, conduction near quench front and 
interfacial friction 
The            (red line in Figure 26) has been applied to each   (   ) in order to quantify the variation 
ranges of input parameters (Table 18). No significant changes in CATHARE2 prediction of the cladding 
temperature was observed while decreasing the parameter “conduction near quench front” (Figure 23 (a)), 
because this input parameter almost exclusively affects the quench front propagation. Since the quench front 
response has lower weight in calculation of AAG, there is no significant change in   (   ) at        
(Figure 26 (b)). Therefore, an engineering judgment had to intervene and a lower limit of 0.5 has been 
assumed for this input parameter. 
Table 18 – FEBA 216: quantified variation ranges of input parameters for CATHARE2 
αi Parameter Ref Min Max 
α1 wall-fluid global heat transfer 1.0 0.56 1.08 
α2 conduction near quench front 1.0 0.5 1.2 
α3 interfacial friction 1.0 0.77 4.0 
 
3.2.7.3. Uncertainty analysis of the selected FEBA tests 
The uncertainty analysis of CATHARE2 calculations of FEBA tests 214, 216 and 222 has been performed 
with GRS method considering 1st order statistics (see Section 2.2.3.2), ref. [43]. The 5% and 95% 
percentiles, obtained with 95% confidence, have been chosen to represent the two-sided uncertainty band. 
The settings of the GRS analysis are summarized in Table 19. 
Table 19 – Uncertainty analysis settings (FEBA 216) 
Parameter Description 
Method applied GRS 
Uncertainty band [5%; 95%] 
Confidence level 95% 
Number of calculations 93 
PDF of input parameters histogram 
Analysed responses 
12b2 
12b4 
QF 
 
The following variation ranges of input parameters (Table 20) were derived from FEBA test 216 using Input 
Parameter Range Evaluation Methodology (IPREM), ref. [42]. These ranges [αL; αU] have been used in the 
uncertainty analysis of FEBA tests 216, 214 and 222. The obtained uncertainty bands are shown in Figure 
27 - Figure 29. 
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Table 20 – Quantified variation ranges of input parameters for CATHARE2 (FEBA 216)  
αi Parameter Ref Min Max 
α1 wall-fluid global heat transfer 1.0 0.56 1.08 
α2 conduction near quench front 1.0 0.5 1.2 
α3 interfacial friction 1.0 0.77 4.0 
 
The experimental peak cladding temperature is reasonably well covered by the upper uncertainty band in all 
considered FEBA tests. 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 27 – Uncertainty analysis of CATHARE2 calculation of FEBA test 216  
 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 28 – Uncertainty analysis of CATHARE2 calculation of FEBA test 214 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 29 – Uncertainty analysis of CATHARE2 calculation of FEBA test 222 
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3.3. Validation of CATHARE code against ACHILLES experiments 
3.3.1. Description of ACHILLES test facility 
The ACHILLES test facility, ref. [44]-[45], was designed to investigate the heat transfer in the core of a 
Pressurized Water Reactor (PWR) during the reflood phase of a postulated large break loss of coolant 
accident. 
The ACHILLES test section consisted of 69 fuel rod simulators, assembled into a cluster using spacer grids, 
and mounted vertically within a cylindrical shroud vessel. Each fuel rod simulator had the same heated 
length as a PWR fuel rod (3.66 m) and the same diameter (9.5 mm). A cross-sectional diagram of the cluster 
and shroud vessel is shown in Figure 30 (a). The axial power distribution and the location of spacer grids and 
instrumentation positions are shown in Figure 30 (b). 
The rods were of solid construction, designed to withstand repeated quenching from temperatures as high as 
1200°C. A central electrical heater coil was surrounded by boron nitride insulant, and an Inconel sheath 
(Figure 30 (c)). Six thermocouples were incorporated in each rod to measure the sheath temperature. 
 
 
 
 
a) Cross-section view of ACHILLES test section 
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b) Axial power profile and temperature 
measurement location in ACHILLES test section 
 
 
c) Cross-section through fuel rod simulator  
Figure 30 – Some geometric data of the ACHILLES experimental facility 
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The shroud vessel was provided with 46 KW of electrical heating in the form of 23 individual 2 KW mineral 
insulated heater cables, 3 mm in diameter. It was well instrumented, with thermocouples to measure its 
temperature, pressure taps to determine the axial profile of pressure, glands for insertion of thermocouples to 
measure the coolant temperature within the cluster, and windows to view the flow. The vessel had a nominal 
inside diameter of 128 mm, a wall thickness of 6.5 mm, and a maximum operating temperature of 750°C at a 
pressure of 6 bar absolute. 
3.3.2. Modelling of ACHILLES with 1-D approach 
The same modelling approach has been used for the simulation of the ACHILLES facility as adopted 
previously for the calculation of the FEBA test: single 1-D hydraulic channel representing the test section with 
1 heat structure component representing the entire fuel bundle and the other one representing the cylindrical 
shroud (Figure 31). The axial element is of the type “rod bundle” with 28 axial segments. Only the heated 
part of the test section is modelled (3658 mm). 
 
Figure 31 – Nodalization of the ACHILLES test section 
 
In order to simulate the pressure loss due to flow restriction, the 7 grid spacers are modelled according to the 
specifications. The form loss coefficient (K_loss) is set to 1.2 for each spacer grid. However, no change in 
hydraulic diameter or flow area reduction is modelled at the spacer grids elevations.  
The thick-wall housing is modelled (thickness is 6.5 mm), whereas unheated part of rods, lower and upper 
plenum are not modelled. The test section is assumed to be well insulated, thus no heat losses are 
simulated. Thermal properties of the materials (filler for the heating elements and insulator material in the 
fuel rod simulator; sheath for the cladding and shroud for the external vessel) are obtained by a linear or a 
polynomial regression from ACHILLES data, ref. [45]. The nodalization features are summarized in Table 21. 
Table 21 – Summary of CATHARE2 model of ACHILLES facility 
Parameter Value 
Total height/length  3.658 m 
Node in heated length 28 
Flow area 7,977∙10
-3
 m
2
 
Hydraulic diameter 1,296∙10
-2 
m 
Spacer grid Kloss 1.2 
Total heat transfer area of the heated part of heater rods 7.53 m
2
 
Maximum linear heat rate 1.15 KW/m 
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3.3.3. Reference state achievement (ACHILLES 1-D) 
The following boundary conditions are modelled by CATHARE:  
 Inlet boundary conditions:  
o BC3B (for steady-state critical power calculations: HL, HG, ALFA, VL and VG). Here: HL, 
HG - liquid and gas enthalpies (J/kg), ALFA – void fraction, VL and VG - liquid and gas 
velocities (m/s); 
 Outlet boundary conditions:  
o BC5A (outlet pressure, Pa); 
In order to reach the Start of Transient (SoT) conditions, no steady-state calculation was performed but a 
setting-up of the clad and shroud vessel temperatures. As to the initial conditions, all junction flow was set to 
stagnation (0.0 m/s), while the steam temperature was set to the value slightly above the saturation all along 
the volumes (200ºC). Comparison of the calculated cladding and housing axial temperature distributions to 
the experimental one is shown in Figure 32. 
 
a) cladding temperature 
 
b) housing temperature 
Figure 32 – Steady-state temperature profiles (ACHILLES A1R030 test, 1-D)  
 
3.3.4. Base calculation of ACHILLES test A1R030 
ACHILLES test A1R030 was selected as a base case for assessment of the reference nodalization and 
performing of the sensitivities. Initial and boundary conditions of ACHILLES base test A1R030 are presented 
in Table 22. 
Table 22 – Initial and boundary conditions of the selected ACHILLES tests 
Test Power Law 
Pressure 
[bar] 
Reflood 
rate [cm/s] 
Inlet 
subcooling [C] 
Rod power 
[KW] 
A1R030 70% ANS + 2σ 2.1 2.0 24 3.0 
 
The results of calculation of ACHILLES test A1R030 are shown in Figure 33. Quenching is simulated by the 
code with activated bottom-top and top-bottom reflood. Calculation of the test with reference CATHARE2 
model predicts the cladding temperature evolution more similar to the experimental time trend of the colder 
external heater rod than the hotter rods in the central part of the assembly. From Figure 33 (c) one can see 
that the calculated quenching front is slightly faster than the experimental one. 
Besides, the experimental quench front propagation at the top of fuel assembly (dashed red line on Figure 
33 (c)) is influenced by a top-down reflood caused by liquid fall-back from the separation devices installed 
above test section. These components were not modelled and, therefore, the top-down reflood phenomenon 
was not represented to full extent. However, this does not affect the bottom-top quench front propagation for 
the major part of the assembly and, therefore, the discrepancies between predicted quench front elevation 
and experimental data at the top of fuel assembly may be neglected.  
It should be noted that calculations have been performed as “post-test”, i.e. experimental results were 
available to the analyst. However, no special tuning has been applied to the model in order to achieve best 
agreement possible with experimental data. Instead, the observed discrepancies of calculation results using 
the standard nodalization practices with respect to the experimental data were deemed as acceptable. 
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a) cladding temperature at 2.130 m 
 
b) cladding temperature at 2.423 m 
 
c) quench front propagation 
Figure 33 – Results of CATHARE2 calculation of ACHILLES test A1R030 
 
3.3.5. Sensitivity analysis (based on A1R030) 
3.3.5.1. Case-1: The effect of the axial nodalization 
The number of axial nodes may influence the PCT prediction and quench front propagation. In order to 
assess the influence of axial nodalization scheme on calculated results, the number of axial nodes was 
increased from 28 to 36 (Figure 34). 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 34 – Effect of the axial nodalization (ACHILLES test A1R030) 
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Generally it can be concluded that increase of the axial mesh number leads to slightly earlier quenching, 
whereas no difference in PCT is observed.  
Besides, it was decided to check the effect of the conditioning phase when the heat-up step is simulated in 
order to reach the Start of Transient (SoT) conditions. The experimental level of power was not given, its 
value is tuned so as to have correct initial values of the temperature of the housing (600°C at 2.13 m) and of 
the cladding temperature (680°C at 2.13 m). The power of the test bundle during this step is set to 5.0% of 
the nominal power. Comparison of the calculated cladding and housing axial temperature distributions to the 
experimental one is shown in Figure 35. The results of calculations are presented in Figure 36. 
 
a) cladding temperature 
 
b) housing temperature 
Figure 35 – Application of experimental temperature profiles (ACHILLES test A1R030, 1-D)  
 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 36 – Application of experimental temperature profile VS heating (ACHILLES test A1R030, 1-D) 
Actually, the calculation with conditioning phase (Figure 36) does not exhibit any significant difference with 
respect to the case with applied experimental temperature profile. The only small discrepancy in the wall 
temperature one can observe at the initial time. It can be explained by the different temperatures at 2.13m 
obtained by heating phase and from the experimental profile application. 
 
3.3.5.2. Case-2: The effect of the axial pressure loss coefficient 
In Case-2, the axial singular pressure loss coefficient was set to K_loss = 0 and K_loss = 10.0. The rise of 
the pressure loss coefficient (K_loss = 10.0) leads to a considerably earlier quenching and a smaller PCT, 
while use of the K_loss = 0.0 results in slightly longer rewetting time and almost the same wall peak 
temperature compared to the base values K_loss = 1.2. The results of calculations are presented in Figure 
37. 
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a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 37 – Effect of the axial pressure loss coefficient (ACHILLES test A1R030) 
 
3.3.5.3. Case-3: The effect of TOP-BOTTOM reflood 
In Case-3, the effect of TOP-BOTTOM reflood option was investigated. No difference was observed in the 
wall temperature prediction at 2.130 m (Figure 38 (a)) and quench front propagation (Figure 38 (b)). No top-
bottom quench (calculated by CATHARE) is shown on Figure 38 (b). 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 38 – Effect of activation of the TOP-BOTTOM reflood (ACHILLES test A1R030) 
 
3.3.5.4. Case-4: The effect of reflood dynamic mesh 
In order to assess the effect of reflood dynamic mesh, calculation of ACHILLES test A1R030 with two 
different types of the dynamic meshes (Table 23 and Table 24) has been done. The total length of the mesh 
Type 1 is 0.131 m while the mesh of Type 2 is 0.1 m long. The length of one hydraulic mesh is 0.1306 m. 
Calculation shows considerable difference in time of bundle rewet (Figure 39). However, sensitivity studies 
on the reflood dynamic mesh in case of FEBA test 216 do not exhibit any relevant difference between the 
calculation results. 
Table 23 – Dynamic reflood mesh Type 1 
1,00E-02 1,00E-02 1,00E-02 9,00E-03 6,00E-03 
6,00E-03 6,00E-03 6,00E-03 6,00E-03 5,00E-04 
2,00E-04 1,00E-04 4,00E-05 1,00E-04 2,00E-04 
5,00E-04 5,00E-04 5,00E-04 5,00E-04 9,00E-04 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 6,00E-03 6,00E-03 5,00E-03 5,00E-03 
5,00E-03 5,00E-03 5,00E-03 5,00E-03 5,00E-03 
 
Table 24 – Dynamic reflood mesh Type 2 
2,50E-02 1,00E-02 4,00E-03 1,00E-03 5,00E-04 
2,00E-04 1,00E-04 4,00E-05 1,00E-04 2,00E-04 
5,00E-04 5,00E-04 5,00E-04 5,00E-04 9,00E-04 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 1,00E-03 1,00E-03 1,00E-03 1,00E-03 
1,00E-03 5,00E-03 5,00E-03 5,00E-03 5,00E-03 
5,00E-03 5,00E-03 5,00E-03 5,00E-03 5,00E-03 
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a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 39 – Effect of dynamic reflood mesh (ACHILLES test A1R030) 
Based on the results, reflood mesh of the type 2 was considered as the reference in all the ACHILLES tests 
calculations. 
 
3.3.6. Calculation of ACHILLES reflood tests using a 1-D model 
Initial and boundary conditions of the selected ACHILLES tests are presented in Table 25. There are 
imposed functions of power, flow rate, temperature and pressure. 
Table 25 – Initial and boundary conditions of the selected ACHILLES tests 
Test Description 
Pressure 
[bar] 
Reflood 
rate [cm/s] 
Inlet subcooling 
[C] 
Rod power 
[KW] 
A1R028 High constant power 2.1 2.0 22 2.5 
A1R045 High pressure 4.1 2.0 23 3.0 
A1R047 High subcooling 2.1 2.0 53 3.0 
A1R048 High flow 2.1 4.0 24 3.0 
 
All the selected tests (A1R028, A1R045, A1R047 and A1R048) exhibit similar wall temperature behaviour 
and the quench front propagation as to the run A1R030. 
 
3.3.6.1. Results of ACHILLES test A1R028 
The effect of high constant power has been investigated in the ACHILLES test A1R028 (Figure 40). 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 40 – Results of CATHARE2 calculation of ACHILLES test A1R028 
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3.3.6.2. Results of ACHILLES test A1R045 
The effect of high pressure has been investigated in run A1R045 (Figure 41). An increase of the pressure 
from 1.4 to 4.1 bar gives a modest reduction of 40°C in peak rod temperature and significantly earlier 
rewetting of the rods and the grids in comparison to the base run A1R030. 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 41 – Results of CATHARE2 calculation of ACHILLES test A1R045 
 
3.3.6.3. Results of ACHILLES test A1R047 
The effect of inlet subcooling has been investigated in run A1R047 (Figure 42). An increase of the inlet 
subcooling from 24°C to 53°C at the reflood rate 2 cm/s causes earlier rewetting of the rods. The peak clad 
temperature increases, though only by 10°C. 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 42 – Results of CATHARE2 calculation of ACHILLES test A1R047 
 
3.3.6.4. Results of ACHILLES test A1R048 
The effect of reflood rate has been investigated in run A1R048 (Figure 43). An increase of the reflood rate 
has a very beneficial effect on both peak rod temperature and rewetting time. 
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a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 43 – Results of CATHARE2 calculation of ACHILLES test A1R048 
 
3.3.7. No-regression check of CATHARE2 v2.5_3 and CATHARE3 V1.3 codes 
In this section, the no-regression (i.e. no-degradation) of the CATHARE predictions has been checked. For 
this purpose, the calculations of ACHILLES tests A1R028, A1R030, A1R045, A1R047 and A1R048 using 
CATHARE2 v2.5_2 mod 7.1, v2.5_3 mod 3.1 and CATHARE3 V1.3 have been performed. The reference 
ACHILLES nodalization (1-D) has been used in all the test cases. 
 
3.3.7.1. Assessment of the 2-field models [1–D] 
As illustrated in Figure 44, the CATHARE3 2-field calculations exhibit faster quench front propagation in 
comparison to those in case of CATHARE2 V2.5_2 and V2.5_3. As a consequence, the PCT calculated by 
CATHARE3 are slightly below (~ 50°C) the temperatures that are calculated by CATHARE2. From the other 
side, no difference is observed between the results obtained by CATHARE2 V2.5_2 and V2.5_3. 
  
a) ACHILLES test A1R028 
  
b) ACHILLES test A1R030 
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c) ACHILLES test A1R045 
  
d) ACHILLES test A1R047 
  
e) ACHILLES test A1R048 
Figure 44 – Comparison of CATHARE2 and CATHARE3 calculated results (ACHILLES tests A1R028, 
A1R030, A1R045, A1R047, and A1R048) 
 
3.3.7.2. Assessment of the CATHARE3 3-field model [1–D] 
As seen in Figure 45, activation of the droplet field led to the much faster quench front propagation in 
comparison to the experimental trend and the 2-field CATHARE3 model.  
Analysis of the first calculation results obtained using 3-field model of CATHARE3 (test A1R030) shows 
some issues concerning the bottom-top quench front level. During the interactions with maintenance team of 
CATHARE3 and the following discussions, it was discovered the strong effect of IFLVLNUL flag on the 
calculated results. This flag affects the behaviour of vanishing continuous liquid film in the inverted annular 
flow that is assumed to be downstream of the bottom-up quench front.  
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By default, in CATHARE3 the IFLVLNUL ON setting is used ref. [46], which means that the velocity of 
vanishing continuous liquid film is set to zero (Vliquid = 0). From the other side, flag IFLVLNUL OFF sets 
velocity of vanishing liquid film to the velocity of gas (Vliquid = Vgas). Consequently, the wall friction and the 
interfacial friction are not corrected in this case to take into account the fact that the liquid film velocity is 
close to zero.  
It can be noticed that the effect of this flag on calculation results is decreasing with increase of the mass flow 
(test A1R048). It might be explained by rise of the velocity of the liquid film downstream of the bottom-top 
quench front that tends to the velocity of gas. 
On the contrary, the results of code prediction exhibit considerable impact of the IFLVLNUL in case of the 
tests with high constant power (A1R028), high pressure (A1R045), high subcooling (A1R047) and the base 
case (A1R030). 
  
a) ACHILLES test A1R028 
  
b) ACHILLES test A1R030 
  
c) ACHILLES test A1R045 
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d) ACHILLES test A1R047 
  
e) ACHILLES test A1R048 
Figure 45 – Results of CATHARE3 calculations of ACHILLES tests A1R028, A1R030, A1R045, A1R047, 
and A1R048 (2- and 3- fields) 
 
3.3.8. Modelling of ACHILLES using 3-D features of CATHARE2 
In order to assess the performance of the 3-D reflood models of CATHARE2, a three-dimensional thermal-
hydraulic nodalization was implemented using a 3-D CATHARE module. The experimental bundle (Figure 30 
(a)) is simulated using a rectangular 3-D module that comprise of 25 hydraulic channels (Figure 46). Only the 
heated part of the test section is modelled (3658 mm). The 3-D component has a dimension of 5 x 5 x 28 
nodes (Figure 47). Boundary conditions are applied to the inlet and outlet of the volume elements that are 
connecting all the hydraulic channels upstream and downstream.  
The 69 fuel rod simulators are represented by a 25 heat structures (1 internal heat structure per 1 hydraulic 
channel). Thus, the 25 reflood elements (REFLCH3D) are used in the simulation. The dynamic reflood mesh 
that is utilized in the 3-D model is the same to the one that was used in case of ACHILLES 1-D model with 
28 axial nodes (Table 24). 
According to the 3-D nodalization strategy that was used to simulate ACHILLES bundle, the thick-wall 
housing is spited and modelled by 16 external walls that are located at the periphery of the test assembly 
(Figure 46). All the geometry and physical properties of the fuel bundle have been preserved in the model.  
In order to simulate the pressure loss due to flow restriction, the 7 grid spacers are modelled according to the 
specifications. The form loss coefficient (K_loss) is set to 1.2 for each spacer grid. To account for the 
influence of the rods on the transversal flow, a transversal singular pressure loss coefficient was used, which 
was calculated with Idel’chik formulas (ref. [47]) and corrected by the ratio of the flow areas in CATHARE 
and Idel’chik representation (ref. [48]-[49]). 
  70 
 
Figure 46 – Radial meshing of the ACHILLES bundle 
 
Figure 47 – 3-D nodalization layout of the 
ACHILLES bundle (with a porosity of the channels) 
 
3.3.9. Reference state achievement (ACHILLES 3-D) 
In order to reach the Start of Transient (SoT) conditions, no steady-state calculation was performed but a 
setting-up of the clad and shroud vessel temperatures. As to the initial conditions, all the junction flow was 
set to stagnation (0.0 m/s), while the steam temperature was set to the value slightly above the saturation all 
along the volumes (200ºC). Comparison of the calculated cladding and housing axial temperature 
distributions to the experimental one is shown in Figure 48. 
 
a) cladding temperature 
 
b) housing temperature 
Figure 48 – Steady-state temperature profiles (ACHILLES A1R030 test, 3-D)  
 
3.3.10. Calculation of ACHILLES reflood tests using a 3-D model 
In current studies calculations of ACHILLES tests A1R028, A1R030, A1R045, A1R047 and A1R048 using 
CATHARE2 v2.5_3 mod 3.1 have been performed. Comparison of the results calculated with 1-D and 3-D 
models is shown in the Figure 49 to Figure 53. 
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3.3.10.1. Results of ACHILLES test A1R030 
The results of calculation of ACHILLES test A1R030 are shown in Figure 49. Quenching is simulated by the 
code with activated bottom-top reflood. Calculation of the test with reference CATHARE2 3-D model 
underpredicts by ~ 50°C the PCT in the central fuel rod simulator (rod E5). On the other hand, the wall 
temperature at the peripheral rod H8 is slightly overpredicted at the beginning of the reflood test (at the time 
~ 50s). From Figure 49 (b) one can see that the calculated quenching front is slightly faster than the 
experimental one.  
Generally it can be noticed that the results calculated by 1-D and 3-D CATHARE models are in good 
agreement with each other. Three dimensional approach allows to obtain the clad temperature distribution in 
the test bundle, whereas the calculation with one dimensional model provides a lumped value over the entire 
assembly. As a consequence, the PCT is better predicted with a 3-D model (Figure 49 (a)). 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 49 – Comparison of CATHARE2 1-D and 3-D calculated results (A1R030) 
 
3.3.10.2. Results of ACHILLES test A1R028 
The results of calculation of ACHILLES test A1R028 (Table 25) are shown in Figure 50. The calculated PCT 
is underpredicted by ~ 40°C in case of 3-D model and by ~ 70°C in case of 1-D. In both cases, calculated 
quench front is faster than it was measured in the experiment. 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 50 – Comparison of CATHARE2 1-D and 3-D calculated results (A1R028) 
 
3.3.10.3. Results of ACHILLES test A1R045 
The effect of high pressure has been investigated in run A1R045 (Figure 51). The predicted temperatures 
match the experimental trends pretty well in both of 1-D and 3-D cases. The quenching time is calculated 
correctly and is qualitatively closer to the experiment in case of the 3-D. 
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a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 51 – Comparison of CATHARE2 1-D and 3-D calculated results (A1R045) 
 
3.3.10.4. Results of ACHILLES test A1R047 
The effect of inlet subcooling has been investigated in run A1R047 (Figure 52). The calculated PCT is 
underpredicted by ~ 40°C in case of 3-D model and by ~ 60°C in case of 1-D (Figure 52 (a)). On the other 
hand, quench time of the bundle is predicted correctly and is closer to the experimental trend in case of 3-D. 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 52 – Comparison of CATHARE2 1-D and 3-D calculated results (A1R047) 
 
3.3.10.5. Results of ACHILLES test A1R048 
The effect of reflood rate has been investigated in run A1R048 (Figure 53). The calculated PCT (rod E5) is 
underpredicted by ~ 70°C in case of 3-D model and by ~ 90°C in case of 1-D (Figure 53 (a)). The quenching 
time is calculated correctly and qualitatively fits the experiment better in case of the 3-D. 
 
a) cladding temperature at 2.130 m 
 
b) quench front propagation 
Figure 53 – Comparison of CATHARE2 1-D and 3-D calculated results (A1R048) 
  73 
3.3.11. Accuracy evaluation and uncertainty analysis (ACHILLES)  
3.3.11.1. Accuracy quantification of the selected ACHILLES tests 
The following parameters have been selected as responses from available set of measurements: 
1. Cladding temperature at location 2.130m, rod E5 (T2_130, where experimental PCT is observed) 
2. Cladding temperature at location 2.423m, rod F5 (T2_423) 
3. Quench front elevation (QF) 
The weights wz for the corresponding responses are the same to the one that were used for accuracy 
quantification of the FEBA tests (Table 12).  
It should be noticed that the time sampling ranges (Table 26) were applied during the accuracy quantification 
in order to evaluate more precisely the CATHARE code model capabilities in predicting temperature trends 
around maximum values. The results of accuracy evaluation (i.e. Global Average Amplitude value) for 
ACHILLES tests calculated with CATHARE2 V2.5_2 mod 7.1 (1-D), V2.5_3 mod 3.1 (1-D and 3-D), 
CATHARE3 2-field (1-D), CATHARE3 3-field (1-D, IFLVLNUL OFF) are shown in Table 27. 
Table 26 – Time sampling ranges for selected ACHILLES tests 
ACHILLES test 
T_2130 T2_423 QF 
Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] 
A1R028 0.0 400.0 0.0 500.0 0.0 999.0 
A1R030 0.0 400.0 0.0 500.0 0.0 700.0 
A1R045 0.0 250.0 0.0 350.0 0.0 450.0 
A1R047 0.0 380.0 0.0 450.0 0.0 620.0 
A1R048 0.0 300.0 0.0 350.0 0.0 420.0 
 
Table 27 – Calculated Global Average Amplitude for selected ACHILLES tests 
ACHILLES test 
AAglobal 
1–D 3–D 
C2 V2.5_2 C2 V2.5_3 C3 V1.3 2-field C3 V1.3 3-field C2 V2.5_3 
A1R028 0.208 0.208 0.275 0.991 0.134 
A1R030 0.208 0.210 0.323 0.992 0.112 
A1R045 0.190 0.192 0.494 0.870 0.087 
A1R047 0.273 0.286 0.420 1.026 0.101 
A1R048 0.370 0.380 0.659 0.883 0.095 
 
Comparison of the experimental (Exp) and calculated values (Calc) of PCT and quenching time, absolute 
differences (             ) and relative differences (     
        
   
) is provided in Table 28. 
General comparison of the measured and calculated PCTs for the selected ACHILLES tests is shown on 
Figure 54. It can be seen that the best agreement with experiment is achieved in case of CATHARE2 V2.5_3 
mod 3.1 [3-D] modelling approach. The discrepancy between the code prediction and experimental data is 
smaller in case of the test at high pressure (i.e. test A1R045). Instead, the largest differences are 
encountered in case of the test A1R028 that is conducted at high constant power.  
All the temperatures calculated with CATHARE2 (both 1-D and 3-D) fits the uncertainty margin +/- 10%, 
which corresponds to the discrepancy of ~100 °C in the PCT prediction. CATHARE2 v2.5_3 mod 3.1 shows 
mainly the same results as CATHARE2 v2.5_2 mod 7.1. It can be noticed that the accuracy of the results 
(i.e. AAglobal) obtained by CATHARE3 V1.3 two-field is smaller in average by ~ 0.18 from those obtained by 
CATHARE2 V2.5_3 mod 3.1 (based on Table 27).  
The largest discrepancy between the prediction and measurements is exhibited in case of CATHARE3 V1.3 
with activated three-field model. 
In case of ACHILLES test A1R048 (high mass flow, Table 25), the difference in PCT calculated by the three-
field model and the six-equation model is the smallest among the considered tests. It may be explained by 
the fact that the velocity of liquid film in the annular flow downstream the quench front tends to the velocity of 
droplets and so the effect of the droplet field becomes smaller. Indeed, with the increase of the difference 
between the velocity of near-wall continuous liquid and the velocity of liquid droplets, the importance of the 
third field modelling rises as well. 
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In addition to the accuracy quantification, the uncertainty analysis of the selected ACHILLES tests has been 
performed and is discussed in the next sub-chapter. Based on its results one can see that in the majority of 
the test cases the measured PCT is covered by the uncertainty bands. 
.  
Figure 54 – Calculated PCT versus measured PCT (ACHILLES) 
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Table 28 – Comparison of PCTs and quenching times 
ACHILLES 
test 
Quantity EXP 
1–D 3–D 
C2 V2.5_2 C2 V2.5_3 
C3 V1.3 
2-field 
C3 V1.3 
3-field 
C2 V2.5_3 
Calc      
     
[%] 
Calc      
     
[%] 
Calc      
     
[%] 
Calc      
     
[%] 
Calc      
     
[%] 
A1R028 
PCT, [°C] 945 870 -75 -7,9 870 -75 -7,9 825 -120 -12,7 808 -137 -14,5 900 -45 -4,8 
Q_time, [s] 1000 1000 0 0,0 1000 0 0,0 970 -30 -3,0 825 -175 -17,5 930 -70 -7,0 
A1R030 
PCT, [°C] 950 890 -60 -6,3 891 -59 -6,2 849 -101 -10,6 845 -105 -11,1 905 -45 -4,7 
Q_time, [s] 720 770 50 6,9 766 46 6,4 771 51 7,1 680 -40 -5,6 875 155 21,5 
A1R045 
PCT, [°C] 920 914 -6 -0,7 914 -6 -0,7 875 -45 -4,9 869 -51 -5,5 920 0 0,0 
Q_time, [s] 495 480 -15 -3,0 481 -14 -2,8 468 -27 -5,5 410 -85 -17,2 581 86 17,4 
A1R047 
PCT, [°C] 972 902 -70 -7,2 902 -70 -7,2 868 -104 -10,7 862 -110 -11,3 920 -52 -5,3 
Q_time, [s] 640 681 41 6,4 679 39 6,1 701 61 9,5 600 -40 -6,3 835 195 30,5 
A1R048 
PCT, [°C] 785 711 -74 -9,4 710 -75 -9,6 705 -80 -10,2 700 -85 -10,8 740 -45 -5,7 
Q_time, [s] 520 450 -70 -13,5 453 -67 -12,9 442 -78 -15,0 302 -218 -41,9 598 78 15,0 
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3.3.11.2. Uncertainty evaluation of the selected ACHILLES tests 
The uncertainty analysis of CATHARE2 1-D calculations of selected ACHILLES reflood tests has been 
performed with GRS method considering 1st order statistics (see Section 2.2.3.2). The 5% and 95% 
percentiles, obtained with 95% confidence, have been chosen to represent the two-sided uncertainty band. 
The settings of the GRS analysis are summarized in Table 19. 
In the uncertainty analysis of the selected ACHILLES tests is used the variation ranges of input parameters 
derived from FEBA test 216 (Table 20), ref. [42]. The obtained uncertainty bands for two responses are 
shown in Figure 55 - Figure 58: cladding temperature at elevation where PCT has been observed and 
quench front elevation. 
The evaluated uncertainty bands cover sufficiently the experimental data, except the initial cladding 
temperature rise in ACHILLES test A1R030 and A1R047. However, the maximum values of upper 
uncertainty bands encompass the experimentally observed PCTs, which is the most important parameter (for 
LB-LOCA) from the nuclear safety point of view. The uncertainty bands of the quench front elevation envelop 
a considerable part of the experimental trend in all the simulated test cases. 
 
 
a) cladding temperature at 2.13 m 
 
b) quench front elevation 
Figure 55 – Uncertainty analysis of CATHARE2 calculation of ACHILLES test A1R030 with [αL; αU] 
derived from FEBA test 216 
 
 
a) cladding temperature at 2.13 m b) quench front elevation 
Figure 56 – Uncertainty analysis of CATHARE2 calculation of ACHILLES test A1R045 with [αL; αU] 
derived from FEBA test 216 
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a) cladding temperature at 2.13 m 
 
b) quench front elevation 
Figure 57 – Uncertainty analysis of CATHARE2 calculation of ACHILLES test A1R047 with [αL; αU] 
derived from FEBA test 216 
 
 
 
a) cladding temperature at 2.13 m 
 
b) quench front elevation 
Figure 58 – Uncertainty analysis of CATHARE2 calculation of ACHILLES test A1R048 with [αL; αU] 
derived from FEBA test 216 
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3.4. Validation of CATHARE code against THETIS experiments 
3.4.1. Description of THETIS facility 
The THETIS test facility, ref. [50]-[51], was designed to investigate the heat transfer in a fuel rod cluster 
containing a severe partial blockage and to improve understanding of the thermal-hydraulic processes 
involved in the reflooding of such an assembly. 
The experimental cluster is a 7 x 7 square array in a square section shroud tube (Figure 59). It is assembled 
from SGHWR-size pins of 12.2 mm diameter with a pitch of 16.2 mm. The inside width of the shroud tube is 
115.5 mm, which accommodates the seven pitches and provides clearance for grid expansion. Its wall 
thickness is 6.5 mm. No heating arrangement is provided for the shroud. 
 
 
Figure 59 – Cross-section view of THETIS test 
section 
 
Figure 60 – Axial view of the THETIS facility 
 
The blocked region is a 4 x 4 array in which the subchannels are locally reduced in area by 80%. It is formed 
by attaching pre-formed balloons to 16 of the rods. The blockage is one row removed from the edge of the 
cluster. There are 9 deflated pins which are not next to the shroud and these give information about 
behaviour in the by-pass around the blockage. The remaining 24 deflated pins form a guard ring acting to 
isolate the rest of the cluster from the cooler shroud tube. In presenting the results we shall distinguish 
between these three regions: blockage, bypass and guard ring. 
The construction of the fuel simulator rod is shown in Figure 61. It consists of an Inconel 600 tube, of wall 
thickness 0.8 mm, filled with an insulant comprising 89% BN and 11% MgO. The pitch of this tape varies 
axially to produce a chopped-cosine axial power profile with a maximum form factor of about 1.25. 
The shape of the swollen clad in the blocked region is shown in Figure 62. The deformation occurs between 
the grids and is most severe in the region of maximum linear rating around mid-height of the cluster. In the 
THETIS configuration the balloons occupy only one grid interval to allow the cluster to be assembled. The 
swollen interval is at about mid-height of the heated length. The balloon has an overall length of 455 mm and 
fits over the basic 12.2 mm diameter fuel rod simulator. Starting from the bottom, it consists of: 
 A 5 mm cylindrical section of 13.2 mm outside diameter fitting over the electrically heated fuel rod 
simulator. This represents a strain of 8% and a blockage of 14%. The swelling is welded to the rod at 
this end.  
 A 200 mm long conically tapered section. Contact with adjacent swollen pins occurs 95 mm along 
this section. Here the strain is 33% and the blockage is 61%. Over the remaining 105 mm the 
section gradually changes towards a square with rounded corners.  
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 A 200 mm long parallel section having a cross-section consisting of a square with rounded corners. 
Here the strain is 50% and the blockage is 80%. The sides of the square are the same as the cluster 
pitch so that all the swollen pins are nominally in contact along the flat sides.  
 A 50 mm long conical taper which reduces to a circular cross-section of outside diameter 14.4 mm. 
The latter represents a strain of 18% and a blockage of 32%. 
 
Figure 61 – Cross-section through fuel rod simulator 
 
 
Figure 62 – Shape of swollen clad for 7 x 7 blocked cluster 
 
Starting from an Inconel 600 tube of 13.4 mm outside diameter and 0.35 mm wall thickness the final shape of 
the balloons has a uniform wall thickness of 0.3 mm around the circumference over the 200 mm long section 
of maximum strain. 
3.4.2. Modelling of THETIS facility with 1-D approach 
The THETIS test assembly is modelled by CATHARE by two 1-D components (Figure 63). One hydraulic 
element represents the guard ring part of the bundle, whereas the other one is representing both the bypass 
and blockage region. The 1-D components are composed of 36 meshes each. Only the heated part of the 
bundle (3580 mm) is simulated.  
The three wall heat structures are simulated by CATHARE (Figure 64). The first one represents the fuel rod 
simulators located in the guard ring (Part 1). The rest of structures are modelling the rods that are located in 
bypass (Part 2) and blockage region (Part 3). It should also be mentioned that Part 2 and 3 belong to one 
hydraulic element (Bundle 2). 
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Figure 63 – 1-D nodalization of the THETIS test 
section 
 
Figure 64 – Simulation of the THETIS heat structures 
 
The thick-wall housing is modelled (thickness is 6.5 mm), whereas lower and upper plenum are not 
modelled. Due to the thickness of the housing, the test section can be considered as well isolated and 
consequently no heat losses are modelled. 
Spacer grids have been taken into account during the nodalization set-up and the proper K_loss coefficients 
have been allocated at corresponding junctions in order to simulate the pressure loss due to flow restriction. 
However, no flow area reduction or change in hydraulic diameter has been modelled at locations of the 
spacer grids. 
In order to simulate the pressure loss due to flow restriction, the 7 grid spacers are modelled according to the 
specifications. The form loss coefficient (K_loss) is set to 1.2 for each spacer grid. However, no change in 
hydraulic diameter or flow area reduction is modelled at the spacer grids elevations. The main model 
properties are summarized in Table 29. 
 
Table 29 – Summary of CATHARE2 model of THETIS facility 
Parameter Value 
Total height/length  3.580 m 
Node in heated length 36 
Flow area (at the inlet) 7,612∙10
-3
 m
2
 
Hydraulic diameter 1.621∙10
-2 
m 
Spacer grid Kloss 1.2 
 
3.4.3. Reference state achievement (THETIS 1-D) 
In order to reach the Start of Transient (SoT) conditions, no steady-state calculation was performed but a 
setting-up of the clad and shroud vessel temperatures. As to the initial conditions, all junction flow was set to 
stagnation (0.0 m/s), while the steam temperature was set to the value slightly above the saturation all along 
the volumes (200ºC). Comparison of the calculated cladding and shroud axial temperature distributions to 
the experimental one is shown in Figure 65. 
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a) cladding temperature in blockage region 
 
b) cladding temperature in guard ring region 
 
c) cladding temperature in bypass region 
 
d) shroud temperature 
Figure 65 – Steady-state temperature profiles (THETIS test T2R020, 1-D)  
 
3.4.4. Calculation of forced reflood base case (THETIS test T2R020) 
The transient begins when the experimental initial clad and housing temperatures are reached. The initial 
and boundary conditions of THETIS forced reflood test T2R020 are shown in Table 30. 
Table 30 – Initial and boundary conditions of THETIS test T2R020 
Test Power Law 
Pressure 
[bar] 
Reflood rate 
[cm/s] 
Flooding 
Temperature [C] 
Assembly power 
[KW] 
T2R020 Const 2.0 2.0 89 101 
 
The results of calculation of the test T2R020 are shown in Figure 66. CATHARE2 calculation predicts 
reasonably well the fuel rod clad temperature at 2.01 m in the bypass (Figure 66 (c)) and underpredicts in the 
blockage region (Figure 66 (d)). 
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a) cladding temperature at 0.97 m (bypass) b) cladding temperature at 1.49 m (bypass) 
c) cladding temperature at 2.01 m (bypass) d) cladding temperature at 2.01 m (blockage) 
 
e) quench front propagation (guard ring) 
 
f) quench front propagation (blockage-bypass) 
Figure 66 – Results of CATHARE2 calculation of THETIS test T2R020 (1-D)  
 
Based on the calculated temperature trends it can be noticed that the heat transfer in the blockage (Figure 
66 (d)) is comparable to that in the unblocked part (Figure 66 (c)) of the cluster at the same elevation in the 
early part of the reflood. But later the heat transfer in the blockage deteriorates whilst that in the unblocked 
part of the cluster improves. 
It should be also mentioned that, despite the apparently accurate prediction, the 1-D model cannot account 
for any cross-flow between bundle 1 and 2. Apparently, the 80% flow blockage that is featured by THETIS 
test T2R020 is expected to play an important role by affecting the flow distribution inside the bundle. 
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3.4.5. Sensitivity analysis 
3.4.5.1. Case-1: The effect of the axial pressure loss coefficient 
In Case-1, the axial singular pressure loss coefficient was set to K_loss = 0 and K_loss = 10.0. The rise of 
the pressure loss coefficient (K_loss = 10.0) leads to earlier quenching and a smaller PCT because of locally 
increased fluid mixing and consequently improved heat transfer (at the positions of the bundle grids). On the 
other hand, use of the K_loss = 0.0 results in slightly longer rewetting time and almost the same wall peak 
temperature compared to the value obtained with reference pressure loss coefficient K_loss = 1.2. The 
results of calculations are presented in Figure 67. 
 
a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
 
c) quench front propagation (guard ring) 
 
d) quench front propagation (blockage-bypass) 
Figure 67 – Effect of the axial pressure loss coefficient (THETIS test T2R020, 1-D)  
 
3.4.5.2. Case-2: The effect of reflood dynamic mesh 
In order to assess the effect of reflood dynamic mesh, calculation of THETIS test T2R020 with two different 
types of the dynamic meshes (Table 31 and Table 32) has been done. The total length of the mesh Type 1 is 
0.15 m while the mesh of Type 2 is 0.3 m long. 
Table 31 – Dynamic reflood mesh Type 1 
1,50E-02 1,55E-02 1,50E-02 1,50E-02 3,00E-03 
3,00E-03 3,00E-03 1,50E-03 1,50E-03 1,50E-03 
6,00E-04 3,00E-04 3,00E-04 3,00E-04 6,00E-04 
1,50E-03 1,50E-03 1,50E-03 3,00E-03 3,00E-03 
3,00E-03 1,50E-02 1,50E-02 1,55E-02 1,50E-02 
 
Table 32 – Dynamic reflood mesh Type 2 
3,00E-02 3,09E-02 3,00E-02 3,00E-02 6,00E-03 
6,00E-03 6,00E-03 3,00E-03 3,00E-03 3,00E-03 
1,20E-03 6,00E-04 6,00E-04 6,00E-04 1,20E-03 
3,00E-03 3,00E-03 3,00E-03 6,00E-03 6,00E-03 
6,00E-03 3,00E-02 3,00E-02 3,09E-02 3,00E-02 
 
Calculation with different reflood meshes shows a small difference (~20s) in the time of bundle rewet (Figure 
68). On the other hand, cladding temperature in the blockage region (the most important value from the 
safety point of view) is slightly better predicted using the reflood mesh of type 1. Consequently, reflood mesh 
of type 1 was considered as the reference in all the THETIS tests calculations. 
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a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
 
c) quench front propagation (guard ring) 
 
d) quench front propagation (blockage-bypass) 
Figure 68 – Effect of dynamic reflood mesh (THETIS test T2R020, 1-D)  
 
3.4.5.3. Case-3: Application of CATHARE fuel ballooning model (GOBALLON) 
In the CATHARE code, the fuel ballooning is taken into account only for local cladding thermo-mechanical 
behaviour, without any induced change in core geometry, which so remains unaffected by ballooning. 
Rather, some physical laws are modified to take the effect of ballooning on fluid distribution around the 
balloon into account.  
The CATHARE ballooning model consists of: 
 modelling the flow bypass due to the presence of balloon by adding a singular pressure drop at the 
location of the balloon 
 increasing the heat transfer due to the increase of velocities by: 
o increasing the wall-to-steam heat transfer in case of forced convection 
o increasing the wall-to-fluid heat transfer in film boiling due to the droplet impact 
o taking into account the increase of steam velocity in the balloon in the physical models 
The fuel ballooning model is validated only for the 3-D module using the CEGB (air or steam single phase or 
droplet flows) and the ACHILLES, FLECHT SEASET, FEBA and SEFLEX (reflooding conditions) facility 
tests. Taking into account the fact that CATHARE ballooning model it is not validated for the 1-D module, it 
was decided to assess this code’s option to simulate THETIS test T2R020. 
The law defining the blockage rate in function of the cladding deformation was set up to the GOBALLON 
directive using DEFORMAT option. In order to choose the values of cladding deformation that corresponds 
to the blockage rate the Gambill law (ref. [52]) has been used (Figure 69). 
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Figure 69 – Gambill law: function of deformation vs blockage rate  
 
The results of simulation of the test T2R020 using reference THETIS model and the one with activated 
CATHARE ballooning model are shown in Figure 70. 
 
a) cladding temperature at 0.97 m (bypass) 
 
b) cladding temperature at 1.49 m (bypass) 
 
c) cladding temperature at 2.01 m (bypass) 
 
d) cladding temperature at 2.01 m (blockage) 
 
e) quench front propagation (guard ring) 
 
f) quench front propagation (blockage-bypass) 
Figure 70 – Effect of application of CATHARE fuel ballooning model (THETIS test T2R020, 1-D)  
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From the expressed results it can be seen that the calculation with CATHARE ballooning model predicts 
faster quenching in the blockage-bypass region (Figure 70 (f)). This might be explained by different pressure 
drops and heat transfer coefficients that are used in case of CATHARE calculation with reference model and 
model with activated GOBALLON directive. 
In the first case, the geometry of the blockage is modelled explicitly in correspondence with the experimental 
design. Consequently, the reduction of the flow area due to the presence of the balloon in the bundle 2 is 
physically represented (Figure 63 and Figure 71).  
In the second case, the effect of ballooning on fluid distribution around the balloon is taken into account by 
calculated added pressure losses (a modified GAMBILL law). Besides, steam-to-liquid and wall-to-fluid heat 
transfers are also modified to take into account the fluid acceleration, the liquid droplet break up and 
vaporisation due to the blockage. It should be also noted that no reduction of the flow area (bundle 2) is 
represented in the 1-D GOBALLON nodalization of the THETIS test section (Figure 72). 
  
Figure 71 – 1-D REFERENCE nodalization of the 
THETIS test section 
  
Figure 72 – 1-D GOBALLON nodalization of the 
THETIS test section 
 
3.4.6. Modelling of THETIS facility with 3-D features of CATHARE2 
In order to overcome the limitation of 1-D modelling (no-cross flow possible between bundle 1 and bundle 2), 
a 3-D nodalization of the test bundle using a porous approach was developed. The experimental 7 x 7 
bundle is simulated using channel-by-channel approach, so that 49 hydraulic channels are modelled. Each 
of the channel comprise of the one fuel rod simulator. Overall it is simulated a 49 heat structures and a 49 
reflood elements (REFLCH3D). The thick-wall housing is modelled (thickness is 6.5 mm). The 3-D 
component has a dimension of 7 x 7 x 16 nodes (Figure 73). 
 
Figure 73 – 3-D nodalization of the THETIS bundle 
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The balloon is simulated by GOBALLON model using DEFORMAT option. Boundary conditions are applied 
to the inlet and outlet of the volume elements that are connecting all the hydraulic channels upstream and 
downstream.  
Spacer grids have been taken into account during the nodalization set-up and the proper K_loss coefficients 
have been allocated at corresponding junctions in order to simulate the pressure loss due to flow restriction. 
To account the influence of the rods on the transversal flow, it was used a transversal singular pressure loss 
coefficient calculated with Idel’chik formulation [47] and corrected by the ratio of the flow areas in CATHARE 
and Idel’chik representation (ref. [48]-[49]). 
 
3.4.7. Reference state achievement (THETIS 3-D) 
The heat-up conditioning phase has been simulated in order to reach the Start of Transient (SoT) conditions. 
As to the initial conditions, all junction flow was set to stagnation (0.0 m/s), while the steam temperature was 
set to the value slightly above the saturation all along the volumes (200ºC). The experimental level of power 
was not given, its value is tuned so as to have correct initial values of the cladding temperature in the bypass 
region (650°C at 2/3 of active length). The power of the test bundle rises linearly in 1 hour from 0.0% to 
100.0% of the nominal power and stops when the cladding temperature is reached. The temperature of the 
shroud vessel is set-up to the experimental value. 
Comparison of the calculated cladding and shroud axial temperature distributions to the experimental one is 
shown in Figure 74. 
  
a) cladding temperature in blockage region 
  
b) cladding temperature in guard ring region 
 
c) cladding temperature in bypass region 
 
d) shroud temperature 
Figure 74 – Steady-state temperature profiles (THETIS test T2R020, 3-D)  
 
3.4.8. Calculation of THETIS test T2R020 using a 3-D model 
The results of calculation of the test T2R020 are shown in Figure 75. Quenching is simulated by the code 
with activated bottom-top reflood. Calculation of the test with reference CATHARE2 3-D model underpredicts 
the PCT in the bypass and blockage regions. It is caused by faster quench front propagation at the time 
interval from 200 to 400s (Figure 75 (e, f)). 
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a) cladding temperature at 0.97 m (bypass) 
 
b) cladding temperature at 1.49 m (bypass) 
 
c) cladding temperature at 2.01 m (bypass) 
 
d) cladding temperature at 2.01 m (blockage) 
 
e) quench front propagation (guard ring) 
 
f) quench front propagation (blockage-bypass) 
Figure 75 – Comparison of CATHARE2 1-D and 3-D calculated results (THETIS test T2R020)  
 
3.4.9. Sensitivity analysis 
3.4.9.1. Case-1: The effect of the axial and azimuthal nodalization 
The number of axial and radial nodes of 3-D model may influence the PCT prediction and quench front 
propagation. In order to investigate such effect, the number of axial nodes was increased from 16 to 18 and 
the number of radial nodes (in x- and y- directions) was decreased from initial 7 x 7 to 5 x 5 (Figure 76). 
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a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
 
c) quench front propagation (bypass) 
 
d) quench front propagation (blockage) 
Figure 76 – Effect of the axial and azimuthal nodalization (THETIS test T2R020, 3-D)  
 
Generally it can be concluded that increase of the axial mesh number leads to slightly earlier quenching, 
whereas no difference in PCT is observed. 
 
3.4.9.2. Case-2: The effect of the axial pressure loss coefficient 
In Case-2, the axial singular pressure loss coefficient was set to K_loss = 0 and K_loss = 10.0. The rise of 
the pressure loss coefficient (K_loss = 10.0) leads to earlier quenching and a smaller PCT because of locally 
increased fluid mixing and consequently improved heat transfer (at the positions of the bundle grids). On the 
other hand, use of the K_loss = 0.0 results in slightly longer rewetting time and almost the same wall peak 
temperature compared to the value obtained with reference pressure loss coefficient K_loss = 1.2. The 
results of calculations are presented in Figure 77. 
 
a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
  90 
 
c) quench front propagation (bypass) 
 
d) quench front propagation (blockage) 
Figure 77 – Effect of the axial pressure loss coefficient (THETIS test T2R020, 3-D)  
 
3.4.9.3. Case-3: The effect of reflood dynamic mesh 
In order to assess the effect of reflood dynamic mesh, calculation of THETIS test T2R020 with two different 
types of the dynamic meshes (Table 33 and Table 34) has been done. The total length of the mesh Type 1 is 
0.3 m while the mesh of Type 2 is 0.15 m long. 
Table 33 – Dynamic reflood mesh Type 1 
3,00E-02 3,09E-02 3,00E-02 3,00E-02 6,00E-03 
6,00E-03 6,00E-03 3,00E-03 3,00E-03 3,00E-03 
1,20E-03 6,00E-04 6,00E-04 6,00E-04 1,20E-03 
3,00E-03 3,00E-03 3,00E-03 6,00E-03 6,00E-03 
6,00E-03 3,00E-02 3,00E-02 3,09E-02 3,00E-02 
 
Table 34 – Dynamic reflood mesh Type 2 
1,50E-02 1,55E-02 1,50E-02 1,50E-02 3,00E-03 
3,00E-03 3,00E-03 1,50E-03 1,50E-03 1,50E-03 
6,00E-04 3,00E-04 3,00E-04 3,00E-04 6,00E-04 
1,50E-03 1,50E-03 1,50E-03 3,00E-03 3,00E-03 
3,00E-03 1,50E-02 1,50E-02 1,55E-02 1,50E-02 
 
 
Calculation with different reflood meshes shows a small difference (~20s) in the time of bundle rewet (Figure 
78). On the other hand, cladding temperature in the blockage region (the most important value from the 
safety point of view) is slightly better predicted using a reflood mesh of type 1. Consequently, reflood mesh of 
type 1 was considered as the reference in all the THETIS tests calculations with a 3-D model. 
 
 
a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
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c) quench front propagation (bypass) 
 
d) quench front propagation (blockage) 
Figure 78 – Effect of dynamic reflood mesh (THETIS test T2R020, 3-D)  
 
3.4.10. Calculation of THETIS reflood tests using 1-D and 3-D models 
In current studies calculations of THETIS tests T2R022 and T2R033 using CATHARE2 v2.5_3 mod 3.1 have 
been performed. Initial and boundary conditions of the selected tests are presented in Table 35. There are 
imposed functions of power, flow rate, temperature and pressure. 
Table 35 – Initial and boundary conditions of the selected THETIS tests 
Test Description 
Pressure 
[bar] 
Reflood 
rate [cm/s] 
Flooding 
Temperature [C] 
Assembly power 
[KW] 
T2R022 High pressure 4.0 2.0 89 101 
T2R033 High subcooling 2.0 2.0 52 101 
 
Comparison of the results calculated with 1-D and 3-D models is shown in the Figure 79 and Figure 80. Both 
selected tests exhibit similar wall temperature behaviour and the quench front propagation as to the base 
forced reflood test run T2R020. 
3.4.10.1. Results of THETIS test T2R022 
The effect of high pressure has been investigated in run T2R022 (Figure 79). An increase of the pressure 
from 2.0 to 4.0 bar gives a small reduction of 5-10°C in peak rod temperature and significantly earlier 
rewetting (~150s) of the rods and the grids in comparison to the base case T2R020. 
The calculated PCT in the blockage region is underpredicted by ~ 50°C in case of 3-D and 1-D GOBAL 
models and by ~ 15°C in case of 1-D (Figure 79 (b)). On the other hand, quench time of the bundle is 
predicted correctly in case of 3-D model, whereas 1-D and 1-D GOBAL models overpredict the quenching 
time. 
 
a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
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c) quench front propagation (bypass) 
Figure 79 – Results of CATHARE2 calculation of THETIS test T2R022 (1-D and 3-D) 
 
3.4.10.2. Results of THETIS test T2R033 
The effect of inlet subcooling has been investigated in the THETIS test T2R033 (Figure 80). An increase of 
the inlet subcooling results in a relatively small rise of ~20°C in peak rod temperature and earlier rewetting 
(~50s) of the rods and the grids in comparison to the base case T2R020. 
The calculated PCT in the blockage region is underpredicted by ~ 100°C in case of 3-D and 1-D GOBAL 
models and by ~ 80°C in case of 1-D (Figure 80 (b)). On the other hand, quench time of the bundle is 
predicted correctly in case of 3-D and 1-D GOBAL models, whereas 1-D model overpredicts the quenching 
time. 
 
a) cladding temperature at 2.01 m (bypass) 
 
b) cladding temperature at 2.01 m (blockage) 
 
c) quench front propagation (bypass) 
Figure 80 – Results of CATHARE2 calculation of THETIS test T2R033 (1-D and 3-D) 
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3.4.11. Accuracy evaluation of THETIS tests T2R020, T2R022 and T2R033 
The following parameters have been selected as responses from available set of measurements: 
1. Cladding temperature at location 1.99m below top grid plate, blockage region (T1_99_BL, where 
experimental PCT is observed) 
2. Cladding temperature at location 1.99m below top grid plate, bypass region (T1_99_BP) 
3. Quench front elevation, blockage region (QF_BL) 
The weights wz for the corresponding responses are the same to the one that were used for accuracy 
quantification of the FEBA tests (Table 12). Accuracy evaluation is done for the following CATHARE models:  
 1–D with explicit representation of the blockage geometry (1D-WB, Figure 63) 
 1–D with modelling of the blockage with GOBALLON option (1D-GB, Figure 72)  
 3–D with GOBALLON activation (3-D, Figure 73) 
It should be noticed that the time sampling ranges (Table 36) were applied during the accuracy quantification 
in order to evaluate more precisely the CATHARE code model capabilities in predicting temperature trends 
around maximum values. The results of accuracy evaluation (i.e. Global Average Amplitude value) for the 
selected THETIS tests calculated with CATHARE2 V2.5_3 mod 3.1 are shown in Table 37. 
Table 36 – Time sampling ranges for selected THETIS tests 
THETIS test 
T1_99_BP T1_99_BL QF 
Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] Tmin, [s] Tmax, [s] 
T2R020 0.0 270.0 0.0 250.0 0.0 420.0 
T2R022 0.0 200.0 0.0 200.0 0.0 250.0 
T2R033 0.0 400.0 0.0 270.0 0.0 350.0 
 
Table 37 – Calculated Global Average Amplitude for selected THETIS tests 
THETIS test 1D – WB 1D – GB 3 – D 
T2R020 0.195 0.417 0.308 
T2R022 0.331 0.230 0.161 
T2R033 0.297 0.288 0.314 
 
Comparison of the experimental (Exp) and calculated values (Calc) of PCT and quenching time, absolute 
differences (             ) and relative differences (     
        
   
) is provided in Table 38. 
Table 38 – Comparison of PCTs and quenching times 
THETIS 
test 
Quantity EXP 
1D – WB 1D – GB 3 – D 
Calc          [%] Calc          [%] Calc          [%] 
T2R020 
PCT, [°C] 732 700 -32 -4,4 695 -37 -5,1 692 -40 -5,5 
Q_time, [s] 450 500 50 11,1 500 50 11,1 405 -45 -10,0 
T2R022 
PCT [°C] 725 702 -23 -3,2 683 -42 -5,8 698 -27 -3,7 
Q_time, [s] 300 398 98 32,7 355 55 18,3 356 56 18,7 
T2R033 
PCT [°C] 751 700 -51 -6,8 695 -56 -7,5 695 -56 -7,5 
Q_time, [s] 391 478 87 22,3 400 9 2,3 460 69 17,6 
 
General comparison of PCTs measured at experiment and calculated by CATHARE for selected THETIS 
tests is shown on Figure 81. It can be seen that the best agreement with experimental PCT is achieved using 
1-D model with explicit modelling of the blockage. In this case the quench front propagation is slower that in 
case of 1D-GB and 3-D. The latter two use GOBALLON directive together with DEFORMAT option to 
account the 80% blockage in the bundle.  
It should be reminded that the GOBALLON is not validated for 1-D axial module. Based on the results 
expressed in Table 38 one can see that in two out of three considered tests (T2R020 and T2R033) 1D-GB 
and 3-D models give relatively same PCT. The highest accuracy of the PCT prediction was reached in case 
of the test with higher pressure in the bundle (T2R022).  
All the PCT values predicted by CATHARE2 for selected THETIS tests fit the uncertainty margin of +/-10% 
with respect to the experimental values. However, it can be noticed that the clad temperature profile in the 
blocked region is not represented by CATHARE to full extent (see Figure 78 (b) - Figure 80 (b)). 
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Figure 81 – Calculated PCT versus measured PCT (THETIS) 
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3.5. Global comparison of the CATHARE results of calculated reflood tests 
The results of the reference CATHARE calculations (FEBA 1-D, ACHILLES 3-D and THETIS 1D-WB) of the 
selected reflood tests are summarized in Figure 82 - Figure 83. As shown in Figure 82, all code predictions 
are encompassed by the 8% uncertainty bands. 
 
Figure 82 – Calculated Peak Clad Temperature versus measured (FEBA, ACHILLES, THETIS) 
 
Based on the results shown in Figure 83 (a) it can be concluded that CATHARE2 has a tendency to improve 
the PCT prediction with increase of the pressure. Besides, the discrepancy between the code predictions 
and experimental data tends to reduce when increasing the inlet liquid velocity, Figure 83 (b). No explicit bias 
was found with the inlet flow temperature and power of the assembly, Figure 83 (c, d). 
 
a) C/M Peak Clad Temperature versus Pressure 
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b) C/M Peak Clad Temperature versus Inlet Liquid Velocity 
 
c) C/M Peak Clad Temperature versus Inlet Liquid Temperature 
 
d) C/M Peak Clad Temperature versus Power of assembly 
Figure 83 – Calculated versus Measured Peak Clad Temperature 
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3.6. Conclusions on CATHARE code validation against reflood experiments 
An extensive validation activity has been carried to assess CATHARE2 V2.5_3 mod 3.1 code capabilities to 
simulate scenarios featuring reflood conditions. For such purpose, selected FEBA, ACHILLES and THETIS 
experiments have been simulated using both 1-D and 3-D models (FEBA only 1-D). Furthermore, the 
capabilities of the new CATHARE3 V1.3 code to simulate reflood phenomena using both six-equation and 
three-field one-dimensional models have been assessed, based on the same ACHILLES tests.  
Thorough sensitivity studies have been performed for each of the experimental test facilities in order to set-
up a reference calculation model. Quantitative analysis of the results has been carried out for all of the 
considered tests, using the Fast Fourier Transform Based Method (FFTBM) for accuracy evaluation of code 
predictions. The uncertainty quantification analyses of selected FEBA and ACHILLES tests have been 
performed as well. 
The following conclusions can be drawn from the performed validation work: 
1. Most CATHARE2 simulations of reflood tests predict an earlier quenching time compared to the 
measured data. The reasons for such behaviour may be the code underprediction of the interfacial 
friction and overprediction of the wall-to-fluid heat transfer coefficient in the annular flow (or annular-
mist) downstream the quench front; 
2. The no-regression (i.e. no-degradation) of the results predicted by CATHARE2 V2.5_3 mod 3.1 was 
successfully checked through qualitative and quantitative comparison with results obtained by one of 
the previous code versions: CATHARE2 v2.5_2 mod 7.1; 
3. In the majority of the selected ACHILLES test cases, CATHARE3 V1.3 (two-field) shows relatively 
close results to the CATHARE2 but with slightly earlier quenching; 
4. The application of CATHARE3 V1.3 (three-field) to the ACHILLES tests shows a considerable 
difference from CATHARE2 predictions, mainly because of the significantly faster quenching; 
5. A three-dimensional model of ACHILLES test facility has been developed and assessed using 
CATHARE2 v2.5_3 mod 3.1. Based on the results of quantitative analysis (FFTBM), the best 
agreement with experiment among the tested models is achieved using such 3-D model; 
6. The fuel ballooning model of CATHARE code (GOBALLON) has been assessed both in 1-D and 3-D 
cases using experimental data available for THETIS test facility. Besides, the 3-D model of fuel 
bundle with severe 80% asymmetrical flow blockage has been developed and tested. In two out of 
three considered tests (T2R020 and T2R033), the 1-D model with activated fuel ballooning option 
(1D-GB) gives about the same PCT as the 3-D model. All the PCT values predicted by CATHARE2 
in case of THETIS fit the uncertainty margin of +/- 10% with respect to the experimental values. 
However, the clad temperature profile in the blocked region is not represented by CATHARE to full 
extent. 
The performed qualitative analysis has shown the ability of CATHARE2 code to capture the main features of 
the reflood phenomena using appropriate modelling. 
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4 VALIDATION OF CATHARE SYS-TH CODE FOR IN-VESSEL FLOW MIXING 
4.1. Relevant scenarios 
Coolant mixing in the cold leg, downcomer and the lower plenum of pressurized water reactors is an 
important phenomenon mitigating the reactivity insertion into the core. Perturbations of the spatial distribution 
of the coolant physical properties at core inlet (for instance, a decrease of core inlet temperature as well as 
of the boron concentration) might be potential causes of reactivity insertions, with consequent local power 
excursions. 
Basically, there are two categories of accidental scenarios that can induce the aforementioned perturbations 
in a PWR: 
 boron dilution transients, i.e. transients featuring the accumulation of slugs with deborated or diluted 
water in the primary loop; 
 scenarios determining an overcooling of the coolant in one primary loop, and then the accumulation 
of a cold water slug. 
4.1.1. Boron dilution transients 
During the boron dilution (or cold water transients) at pressurized water reactors too weakly borated water or 
too cold water, respectively might enter the reactor core. This results in the insertion of positive reactivity and 
possibly leads to a power excursion, ref. [53]-[54]. If the source of deborated or subcooled water is not 
located in all coolant loops but in selected ones only (i.e. perturbed loops), the amount of reactivity insertion 
depends on the coolant mixing in the downcomer and lower plenum of the reactor pressure vessel (RPV). A 
peaked and localized perturbation reaching the core inlet may determine a local reactivity insertion; on the 
other hand, mixing effects tend to dilute the perturbation on a larger area and to smooth its sharpness, and 
consequently to reduce the potential danger. 
There are two types of boron dilution, ref. [54]: 
 External dilution occurs when low-borated water is introduced in the reactor coolant system (RCS) 
from outside, e.g. from the chemical and volume control system (CVCS), and accumulates in a 
stagnant region. This introduction can either be the result of a normal NPP operation (e.g. during 
reactor start-up), or occurs inadvertently. 
 Inherent dilution occurs when low-borated water forms inside the RCS, without any external 
intervention. It may happen in the steam generators SGs during a SB-LOCA event, when the system 
is in boiler-condenser mode (BCM) of operation: in such abnormal conditions, vapour – which does 
not contain boron – is generated in the core and flows through the voided hot leg to SG tubes, where 
it condense. As a result, low-borated or deborated water accumulates in the SG outlet plenum and in 
the loop seal (loop seal formation). 
If a deborated slug is passed through the reactor core at the beginning of fuel cycle, the inserted reactivity 
may surpass the shutdown criticality margin and determine a return of the core to criticality. This may result 
in damage of the fuel and, in the worst-case scenario, to the loss of integrity of the reactor coolant circuit 
(due to mechanical stresses caused by the pressure waves propagation following molten fuel dispersion). 
Two failure mechanisms are possible for the fuel, ref. [55]: 
 brittle fracture of the cladding caused by oxidation (no fuel dispersal or severe core damage); 
 fuel pellet and cladding melting, with dispersal of molten fuel into water (severe core damage). 
4.1.2. Overcooling transients 
As mentioned above, power excursions can be expected if water at a lower temperature than the nominal 
value reaches the core inlet through one of primary loops (so-called “perturbed loop”). 
An overcooling of the primary water (and thus the accumulation of a cold water slug) may be induced by a 
temporary increase in the heat transfer from primary to secondary circuit in a SG. This may happen in the 
following accidental scenarios, ref. [54]: 
 main steam line break (MSLB); 
 failure of CVCS; 
 inadvertent opening of a turbine valve; 
 feedwater malfunctioning, leading to: 
o flowrate increase; 
o temperature decrease. 
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Obviously, for reactivity insertion to occur, it is necessary that the cold slug is transported into the RPV by 
either forced or natural circulation in the affected loop. 
In case of a MSLB, the postulated initiating event is a double-ended rupture of one steam line upstream of 
the cross-connect. As a consequence, a loss of secondary coolant occurs, the affected SG depressurizes 
and the heat transfer is enhanced due to the increased flow rate. This determines an overcooling on the 
primary side of the affected loop, which thus feeds the RPV with colder water than the other loops. Such 
temperature differences between the water coming from different loops, if not sufficiently mitigated by the 
turbulent mixing, may lead to power excursion. 
4.2. Use of CFD in support to SYS-TH code 
One of the most useful ways in which CFD codes can be used to support the application of system thermal-
hydraulic codes is the calculation of local pressure losses, ref. [14]. 
Pressure loss coefficients are normally required as user input in any system code nodalization. Unless very 
accurate estimates are provided by ad hoc experiments, it is common practice to adopt “standard” values 
known from previous works, or suggested by the user experience, as well as to estimate such coefficients 
from engineering correlations or handbooks (e.g. Idel’cik, ref. [47]). 
The coefficients obtained in the former way may be affected by relatively large uncertainties. Therefore, in 
order to obtain accurate estimates of pressure losses in complex geometries (when experimental 
measurements are not available), CFD codes might be used. This kind of application is relatively less 
complex than other problems such as the investigation of the in-vessel flow, since usually it involves steady-
state analyses in the absence of heat transfer, and in a limited size domain. On the other hand the 
geometrical details to be accounted for can make the meshing a really challenging task (as in the case, for 
example, of fuel assembly spacers), and quite complex turbulent flow phenomena can take place which are 
difficult to model. 
One of the main purposes of this research was to demonstrate a feasibility of application of CFD code to 
support a set-up of best estimate three-dimensional system code nodalization of reactor pressure vessel. 
This goal was achieved by using ANSYS CFX code to evaluate pressure drops in the ROCOM pressure 
vessel (based on ROCOM test 1.1) with further application of the estimated pressure loss coefficients to the 
system code nodalization (see Appendix A.2.3). 
4.3. Validation of CATHARE2 code against ROCOM experiments 
The main purpose of this part of the study is to assess the capabilities of system thermal-hydraulic code 
CATHARE2 to predict buoyancy driven mixing phenomena that affects the in-vessel flow (IVF) and the 
distribution of coolant temperature at the core inlet using 3-D porous media approach. 
4.3.1. Description of ROCOM test facility 
The ROCOM (Rossendorf Coolant Mixing Model) test facility is a 1/5 scaled model of the primary circuit of a 
KONVOI-type PWR reactor. It was built by FZD with the purpose of investigating the coolant mixing 
phenomena occurring in the reactor pressure vessel (RPV) of a PWR, and to provide experimental data for 
CFD code validation. A schematic view of the facility is presented in Figure 84. Descriptions of the facility 
and of its equipment can be found in the literature, ref. [56], [57], and [58]. 
A layout of the ROCOM pressure vessel is presented in Figure 85. It contains the following internals: 
 the barrel, which separates the downcomer region from the core region; it is simply a cylinder, 
going from the upper cover plate to the lower support plate; it has four holes to allow the coolant 
exiting from the core to enter the outlet nozzles; 
 the core support plate, which is connected to the lower edge of the barrel, and distributes the 
coolant flow over the 193 core channels; it has a relatively complex geometry, which determines 
a high concentrated pressure loss at the core inlet so that pressure equalization and an almost 
uniform mass flow rate distribution though the core channels are achieved; 
 the core simulator, made of 193 aluminium tubes (30 mm inner diameter), which has the purpose 
of simulating the core flow resistance; the outlet of the core simulator is connected with the upper 
plenum, which does not contain any internals; 
 the perforated drum (or sieve drum), which is a cylinder with around 410 small holes (15 mm 
diameter), located in the lower plenum, just below the core support plate; it has the purpose of 
enhancing the coolant mixing in the lower plenum and to equalize the mass flow distribution 
through the core channels. 
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Figure 84 – Schematic view of the ROCOM test facility 
 
Salt water or brine is used to alter the local electrical conductivity of the fluid in order to label a specific 
volume of water and thus simulate an under-borated or overcooled slug of coolant. The distribution of this 
tracer in the test facility is measured by special wire-mesh electrical conductivity sensors developed by the 
Helmholtz-Zentrum Dresden-Rossendorf (HZDR), which allow a high-resolution measurement of the 
transient tracer concentration with regard to space and time, ref. [57]. 
The result is a dimensionless mixing scalar Θx,y,z(t) that characterizes the instantaneous share of the coolant 
originating from the labelled volume at a given position inside the flow field (see Equation 16): 
          
               
       
 Equation 16  
 
, where      is the average temperature of the three intact loops and    is the temperature of the affected 
loop. 
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(a) 
 
 
(b) 
 
Figure 85 – ROCOM pressure vessel: (a) view from the side; (b) view from the top 
 
4.3.2. Location of wire-mesh sensors  
Extensive instrumentation of the ROCOM facility allows detailed analysis and thorough interpretation of the 
phenomena observed in a test. The facility is equipped with about 2265 measuring sensors. 
4.3.2.1. Sensor in the core inlet plane 
This sensor is integrated into the lower core support plate (Figure 86). The PWR KONVOI contains 193 fuel 
elements in a 15x15 matrix. Some positions in the edges are not used to give the reactor core a more or less 
cylindrical surface. The lower core support plate contains one circular hole for each fuel assembly. This plate 
was reproduced in the given scale from acrylic glass. The transmitter and receiver electrodes are integrated 
into the plate in such a way, that one crossing point of two electrodes is located in the middle of each hole. 
The sensor contains 15 transmitter and 15 receiver electrodes. All of the 193 fuel element inlet positions are 
equipped with one measurement position. Figure 87 shows graphically the arrangement of the measurement 
positions in the core inlet sensor. 
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a) global view b) electrodes 
Figure 86 – Lower core support plate with integrated wire mesh sensor 
 
 
 
Figure 87 – Distribution of measurement positions in the core inlet sensor 
 
4.3.2.2. Downcomer sensors 
The downcomer sensor (Figure 88) consists of 29 axial planes with 64 azimuthal measurement positions in 
each. Each level consists of two radial layers (Figure 89). In the outer layer the average value between the 
middle of the downcomer and the pressure vessel wall is measured. 
 
 
Figure 88 – Test facility with axial downcomer sensor 
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In the inner layer the azimuthal positions are identical to those of the outer layer (Figure 89). For technical 
reasons it was necessary to shift the axial position of each inner layer 10 mm upwards. It is reflected in the 
coordinates. The arrangement is identical to that of the outer layer. 
 
 
 
Figure 89 – Azimuthal distribution of probes in the inner and outer layer of the DC 
 
In Figure 90 and Figure 91 is show a schematic view of the arrangement of single positions in both planes of 
the sensor. On the left side the z-coordinate (in mm) of the sensor position is shown. The provided x- and y-
coordinates correspond to the middle position of each sensor measurement point. 
 
Figure 90 – Distribution of measurement positions in the outer layer of the DC sensor 
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Figure 91 – Distribution of measurement positions in the inner layer of the DC sensor 
 
4.3.2.3. Loop sensors 
Three wire mesh sensors were installed at different positions of cold leg 1, Figure 92 (a). A 216 single 
measurement positions are located in the cross section of the pipe for each sensor. Figure 92 (b) shows a 
scheme of these positions. The two numbers shown in each rectangle determine the position in the 
measurement matrix. The measurement position is located in the middle of each rectangle. Table 39 
explains the assignment of the worksheet names to the three sensors. 
 
a) global view 
 
b) distribution of measurement positions in the sensor 
Figure 92 – Wire mesh sensors for pipes 
 
Table 39 – Assignment of worksheet names to single sensors 
N° Sensor location Name of the EXCEL worksheet 
1 Loop 1 – inlet to vessel L13 
2 Loop 1 - downstream of injection position L12 
3 Loop 1 - upstream of injection position L11 
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4.3.3. Modelling of ROCOM using 3-D features of CATHARE2 
The CATHARE2 model of the ROCOM test facility used in this research work consists of the one 3-D vessel 
component with boundary conditions imposed at the connections with the hot and cold legs of the coolant 
system. The nodalization of ROCOM facility was built based upon the drawing shown in Figure 85. It consists 
of the 6 radial rings, 32 azimuthal sectors and 39 axial layers. A layout of the ROCOM nodalization is 
presented in Figure 93.  
 
(a) Layout of 3-D CATHARE nodalization model for the ROCOM vessel 
 
(b) Top view of the RPV nodalization (radial and azimuthal)  
Figure 93 – CATHARE2 model of the ROCOM pressure vessel 
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In order to take into account the complex geometries effects of the different components of the vessel, 
surface and volume porosity are introduced. Surface porosity is considered to represent the cold and hot leg 
connections to the vessel, area reduction in the lower plenum sieve drum. The volumetric porosity is 
considered to take into account the geometry effects of the core grid support plate, the core basket, the sieve 
drum, and the lower plenum semi-spherical shape. The fluid domain of the ROCOM nodalization is shown in 
Figure 94 (a). The values of the adopted volumetric node porosity are outlined in Figure 94 (b). 
 
(a) Fluid domain (1/4 is cut away to allow the view on central part)  
  
(b) Volumetric porosity of the cells 
Figure 94 – ROCOM nodalization: fluid domain and corresponding volumetric porosities 
 
The downcomer region (DC) of the RPV consists of 1 radial and 35 axial nodes while 5 radial and 31 axial 
nodes are used to represent the core simulator (CS). The node sizes are reported in Table 40 and Table 41. 
Volumetric and surface porosities were evaluated using a CAD model of the ROCOM pressure vessel. 
Therefore, the hemispherical shape of the lower plenum region (LP) was accurately replicated. The sieve 
drum is modelled in CATHARE2 by imposing of the surface porosity in radial direction given by the ratio of 
the total area of the drum’s holes to the area of the cylindrical surface (εdrum = 0.208).  
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Moreover, additional pressure losses for sieve drum and core support plate were defined and tuned so as to 
match the pressure drops predicted by the detailed CFD model (see Figure 182 in Appendix A2.3). As a 
result, the loss coefficients ζ=8.2 for the sieve drum and ζ=5.5 for the core support plate were imposed in the 
reference CATHARE model. Geometrical aspects of spatial discretization of the ROCOM pressure vessel 
are summarized in Table 42. 
 
Table 40 – Axial nodalization of the ROCOM pressure vessel 
Mesh number Mesh length, m 
39 0,126 
38 0,18 
37 0,08 
36 0,08 
35 0,062 
34 0,031 
33 0,031 
32 0,031 
31 0,031 
30 0,031 
29 0,031 
28 0,031 
27 0,031 
26 0,031 
25 0,031 
24 0,031 
23 0,031 
22 0,031 
21 0,031 
20 0,031 
19 0,031 
18 0,031 
17 0,031 
16 0,031 
15 0,031 
14 0,031 
13 0,031 
12 0,031 
11 0,031 
10 0,031 
9 0,031 
8 0,031 
7 0,031 
6 0,031 
5 0,043 
4 0,111 
3 0,012 
2 0,191 
1 0,092 
 
Table 41 – Radial nodalization of the ROCOM pressure vessel 
Mesh number Mesh length, m 
1 0,184 
2 0,106 
3 0,046 
4 0,0655 
5 0,0355 
6 0,063 
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Table 42 – Summary on reference nodalization of the ROCOM pressure vessel 
# Nodalization set-up 
1 Number of cells 
CL 3-D junction (Boundary condition) 
DC 
1 radial node,  
32 azimuthal nodes 
35 axial nodes 
LP 
6 radial nodes,  
32 azimuthal nodes 
3 axial nodes 
CS 
5 radial nodes,  
32 azimuthal nodes 
31 axial nodes 
UP 
6 radial nodes,  
32 azimuthal nodes 
5 axial nodes 
2 Total number of cells 7’488 
 
4.3.4. Buoyancy driven flow mixing experiments in ROCOM test facility 
In the framework of the OECD-PKL 2 Project, five complementary tests were conducted in the ROCOM 
facility (Table 43). The tests 1.1, 2.1 and 2.2 are dedicated to the overcooling phase of the PKL test G3.1, 
whereas the tests 1.2 and 1.3 are connected to the ECC injection phase. 
Two of the most severe thermal hydraulic conditions of the PKL G3.1 test (maximum overcooling and 
emergency core cooling injection) were considered in ROCOM experiments (Figure 95). 
 
Figure 95 – Measurement loop temperature in the PKL test G3.1 (10% MSLB with MCP shutdown) 
 
Summary of the characteristics of ROCOM tests are reported in Table 43 (in the table       represent the 
relative density between the perturbed and the unperturbed flow). 
 
Table 43 – ROCOM test matrix (connected to PKL test G3.1) 
Test  Connection to PKL test G3.1 Notes 
1.1  Overcooling phase 
No ECC injection, affected loop (sub-cooled) 
characterized by higher mass flow rate than the other 
tree loops (2-4), Δρ/ρ0= 0.12  
1.2  ECC injection phase 
Cold injection with two ECC systems activated (loop 3 
and 4), affected loop (sub-cooled) characterized by 
higher mass flow rate than the other tree loops (2-4), 
Δρ/ρ0= 0.20  
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1.3  ECC injection phase 
No flow in loops 1-4, only one ECC system injection, 
Δρ/ρ0= 0.20  
2.1  Overcooling phase 
No ECC, affected loop (sub-cooled) characterized by 
higher mass flow rate than the other tree loops (2-4), 
Δρ/ρ0= 0.0128  
2.2  Overcooling phase 
No ECC, one loop sub-cooled (loop 1), time dependent 
flow rates in the non-affected loops (2-4)  
 
To ensure the transferability of the experimental data to the prototype scale, similarity consideration based 
on the Froude number has been followed. The Froude number is used as criterion to distinguish between 
momentum-controlled and buoyancy-driven flows and is defined as the ratio of inertia and gravitational 
forces. The influence of the inertia in flowing media is characterized by the density, the influence of the 
gravity by the density difference. This means that the density difference between injected and ambient water 
is the key parameter in determining characteristics of the Froude number (Equation 17). 
 
    √
   
      
 Equation 17  
 
where w is the velocity; g is the gravitational acceleration; ρ is the density; ∆ρ is the density difference; L is 
the characteristic length. 
In the current experiments the similarity of the Froude number is used to identify the boundary conditions 
applied to the ROCOM facility that give rise to the same thermal-hydraulic phenomena observed at the 
prototype scale. In the ROCOM tests 1.1 and 2.2 the similarity of the Froude number was achieved by using 
the same density difference as under reactor (PKL) conditions and scaling the velocity determined for reactor 
conditions down by a factor √  (ref. [59]). 
In ROCOM test 2.1 the scaling approach was different. The similarity of the Froude number was achieved by 
reducing the velocity determined for reactor conditions and the density difference measured in the PKL Test 
G3.1 by a factor of 5.  
 
4.3.5. ROCOM test 1.1 
4.3.5.1. Boundary conditions 
The main objective of the ROCOM test 1.1 is to investigate the three-dimensional flow behaviour inside the 
reactor pressure vessel during the maximum shrinkage of the fluid flow which characterizes the first phase of 
the MSLB scenario (ref. [60]). The initial conditions were derived from the corresponding PKL experiment 
G3.1 at time=609s that corresponds to the minimum coolant temperature in the experiment (Figure 95).  
The test 1.1 was performed at thermodynamic state characterized by the working fluid at the atmospheric 
temperature. The density differences were produced by mixing sugar into the water. The transient started 
with the injection (6.27 l/s) of coolant at 153°C temperature in the damaged loop, whereas the volume flow 
rate to the rest of the loops (1.62 l/s) and the liquid temperature (236.1°C) were preserved.  
Because CATHARE obviously doesn’t contain fluid material properties for the sugar/water solution used in 
the real test, the simulation was carried out in thermodynamic conditions corresponding to the PKL tests 
rather than the atmospheric conditions of the ROCOM tests. This means that the geometry and flow rates 
are taken from the actual ROCOM test, but pressure is considerably higher than the pressure at the ROCOM 
facility (3.8 MPa), and the density differences are achieved through heating of the fluid rather than through 
altering its chemical composition. Since thermal conductivity of the fluid plays insignificant role in the 
simulated scenario, the results are expected to correspond to the measured “temperatures” reasonably well. 
Table 44 outlines the scaled down PKL 2 to the ROCOM boundary conditions by keeping the same value of 
the Froude number. The adopted simulation procedure is shown in Table 45. 
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Table 44 – Initial and Boundary conditions for ROCOM test 1.1 
Loop number 1 2 - 4 
Temperature [ºC] (PKL) 153 236.1 
Density [kg/m
3
] (PKL) 915.9 819.9 
Pressure [MPa] (PKL/ROCOM) 3.8 3.8 
Volume flow rate, [l/s] (ROCOM) 6.27 1.62 
Relative Density [-] (ROCOM) 1.12 1.00 
 
Table 45 – Adopted procedure in ROCOM test 1.1 
Time (s) Event 
Before the 
experiment 
Preparation of the water/sugar solution with the given density value 
Labelling of the water with salt 
-30 Establish stationary flow conditions in loops 2 to 4 
0 
Start of injection of the water with higher density with the given flow 
rate into loop 1  
Start of recording the wire mesh sensor data 
80 
 
End of injection 
Stop of recording the wire mesh sensor data 
 
4.3.5.2. Results of calculation 
The results of CATHARE2 calculation of the ROCOM test 1.1 are reported in Figure 96 - Figure 99. For a 
more quantitative assessment, characteristic integral variables can be selected. For the present purpose, 
such variables are the average and minimum temperature within different parts of the ROCOM pressure 
vessel. The calculated average temperatures should be in reasonably well agreement to the experiment 
since they are governed by the mass and energy balances in a rather straight-forward way, whilst the 
minimum temperature is more likely to be biased by both physical and numerical diffusion in the simulation 
code. 
The evolution of the average temperature inside ROCOM downcomer is shown in Figure 96 (a). CATHARE2 
code slightly underestimates the coolant temperature (approx. 2-4 ºC) in the first part of the experiment (on 
time range 10s - 55s). It also can be noticed a tendency to improve the coolant temperature predictions 
towards the end of the test. As illustrated in Figure 96 (b), the minimum temperature in the downcomer is 
captured reasonably well at the beginning of the test when the cold slug enters to the downcomer (at time 
t=2s - 4s), however is considerably overestimated during the rest of the experiment (~ 20 ºC). 
Overprediction of the minimum liquid temperature can be explained by the overestimation of the mixing 
effectiveness – this is due to relatively coarse modelling of the downcomer and lower plenum, which 
increases mixing through the fact that constant properties (e.g. temperature, fluid velocity) are assumed 
within a calculation cell, and also partly by the numeric diffusion from the semi-implicit method that is used 
for the solution of the fluid flow field equations. This enhanced mixing then results in averaging-out the local 
temperature minima, and also causes the average temperatures to stay above the experimental values (see 
Figure 96 (c)). 
Figure 96 (c, d) show the comparison of the calculated versus measured average and minimum 
temperatures at the core inlet plane (z=-1263.0 mm). The results calculated by the code demonstrate similar 
qualitative behaviour to the experiment but predict earlier arriving time of the cold slug (~3s). Similar results 
with CATHARE2 code were obtained by Anis Bousbia Salah and Jacques Vlassenbroeck, see ref. [61]. The 
deviations between the simulated results and experimental data at the core inlet plane (Figure 96 (c, d)) may 
be explained by the propagation of the discrepancies observed in the downcomer (Figure 96 (b)).  
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a) Average Liquid Temperature [DC in/out] 
 
b) Minimum Liquid Temperature [DC in/out] 
 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 96 – ROCOM 1.1: Average and minimum temperatures in the downcomer and at the core inlet 
The azimuthal profiles of experimentally measured liquid temperatures in upper (DC-TOP at z=-327.5 mm) 
and lower (DC-BOTTOM at z=-1195.5 mm) parts of the downcomer [both outer and inner layers] at time 
t=10s, 25s, 50s and 75s are shown in Figure 97 (a, c, e, g), whereas the results calculated by the code are 
reported in Figure 97 (b, d, f, h). Snapshots of the calculated temperature distributions in outer plane of the 
downcomer at the same time instants are presented alongside the experimental results, Figure 98. Likewise, 
snapshots of the calculated temperature distributions at the core inlet plane are presented together with the 
experimental distributions in Figure 99. 
As seen in Figure 97 (a, c, e, g), CATHARE2 code predicts higher fluid temperatures than the experimental 
ones at the location of cold leg number 1. Possible reasons for such code behaviour were explained 
previously. At the beginning of the transient, i.e. penetration of the cold slug from loop number 1 into the 
pressure vessel, the shape of the jet, and especially its tip, is fluctuating while it progresses through the 
height of the downcomer (for instance, see Figure 97 (b, d, f, h) and Figure 98 (a-h)). This effect cannot be 
captured by the code due to the relatively large computational cell sizes and time-step sizes that have been 
used in the simulation. 
The code is capable to predict the filling of the downcomer with cold water reasonably well, i.e. an interface 
between the lower region of cold water and the upper region of hot water can be recognized, and this 
interface rises roughly at the same velocity as in the experiment (Figure 98). However, the interface 
becomes more and more blurry as the simulation proceeds and heat diffuses from the hot upper part to the 
cold lower part of the downcomer, therefore decreasing the temperature in the upper part and rising the 
temperature at the lower part. The experimental temperature distribution in the downcomer (Figure 98 (a, c, 
e, g)) exhibits clearly visible transition zone between the mixing region (lower part) and the unperturbed zone 
(upper part) throughout the experiment, unlike in the CATHARE2 simulation (Figure 98 (b, d, f, h)). 
Furthermore, the predicted location of this transition mixing level is higher with respect to the experimental 
measurement. This trend was also observed with other 3-D thermal-hydraulic system codes as TRACE and 
APROS (ref. [62] and [63]), and even by CFD codes (ref. [64]-[68]).  
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a) Liquid temperature at t=10s [DC-TOP] 
 
b) Liquid temperature at t=10s [DC-BOTTOM] 
 
c) Liquid temperature at t=25s [DC-TOP] 
 
d) Liquid temperature at t=25s [DC-BOTTOM] 
 
e) Liquid temperature at t=50s [DC-TOP] 
 
f) Liquid temperature at t=50s [DC-BOTTOM] 
 
g) Liquid temperature at t=75s [DC-TOP] 
 
h) Liquid temperature at t=75s [DC-BOTTOM] 
Figure 97 – ROCOM 1.1: Azimuthal profiles of Liq. Temp. in the DC-TOP/BOTTOM [outer/inner planes] 
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a) Liq. temp. at t=10s [EXP] 
 
b) Liq. temp. at t=10s [CATHARE] 
 
c) Liq. temp. at t=25s [EXP] 
 
d) Liq. temp. at t=25s [CATHARE] 
 
e) Liq. temp. at t=50s [EXP] 
 
f) Liq. temp. at t=50s [CATHARE] 
 
g) Liq. temp. at t=75s [EXP] 
 
h) Liq. temp. at t=75s [CATHARE] 
Figure 98 – ROCOM 1.1: Temperature distributions in the unwrapped downcomer [outer plane] 
The simulated core inlet distributions, presented in Figure 99, are in fair agreement with the experimental 
data – the largest difference between predicted and measured minimum temperatures is approx. 9 ºC, 
Figure 96 (d). The core inlet flow distribution stays practically homogeneous throughout the simulation. 
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a) Liq. temp. at t=10s [EXP] 
 
b) Liq. temp. at t=10s [CATHARE] 
 
c) Liq. temp. at t=25s [EXP] 
 
d) Liq. temp. at t=25s [CATHARE] 
 
e) Liq. temp. at t=50s [EXP] 
 
f) Liq. temp. at t=50s [CATHARE] 
 
g) Liq. temp. at t=75s [EXP] 
 
h) Liq. temp. at t=75s [CATHARE] 
Figure 99 – ROCOM 1.1: Temperature distributions at the core inlet 
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4.3.6. Sensitivity analysis (based on ROCOM test 1.1) 
4.3.6.1. Case-1: The effect of the axial nodalization 
This sensitivity study is aimed to investigate the effect of numerical diffusion in predicting of thermal mixing in 
the downcomer and lower plenum while refining axial nodalization of the ROCOM pressure vessel (Figure 
93). Therefore, the number of axial nodes of the 3-D vessel model was reduced from 39 to 20, whilst the 
number of azimuthal and radial nodes was kept equal to the reference number 32 and 6, respectively. The 
results of calculations are presented in Figure 100. 
It is important to remind that the calculated average temperatures should be in reasonably well agreement to 
the experiment since they are governed by the mass and energy balances in a rather straight-forward way, 
whilst the minimum temperature is more likely to be biased by both physical and numerical diffusion in the 
simulation code. 
As seen in Figure 100 (b, d), the axial mesh refinement reduces the discrepancy between predicted and 
measured minimum temperatures in the downcomer and at the core inlet, however not affecting the time 
trends of average temperatures, see Figure 100 (a, c). 
 
a) Average Liquid Temperature [DC in/out] b) Minimum Liquid Temperature [DC in/out] 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 100 – Effect of the axial nodalization (ROCOM 1.1) 
4.3.6.2. Case-2: The effect of the azimuthal nodalization 
In Case-2, the effect of azimuthal nodalization refinement of the ROCOM pressure vessel was studied. The 
number of azimuthal nodes of the 3-D vessel model was set to 8 and 16, whilst the number of axial and 
radial nodes was kept equal to the reference number 39 and 6, respectively. The results of these sensitivity 
calculations were compared to the results of the reference calculation and to the experimental data, Figure 
101. 
As illustrated in Figure 101, an increase of the azimuthal mesh number leads to the improvement of the code 
results (both average and minimum temperature trends). This might be explained by the decrease of the 
numerical diffusion with refinement of the spatial discretization that allows more accurate prediction of the 
thermal mixing in the downcomer and lower plenum regions. 
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a) Average Liquid Temperature [DC in/out] b) Minimum Liquid Temperature [DC in/out] 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 101 – Effect of the azimuthal nodalization (ROCOM 1.1) 
4.3.6.3. Case-3: The effect of the pressure losses in sieve drum and core support plate 
The main goal of this sensitivity study was to check the effect of the core support plate and sieve drum 
pressure loss coefficients on mixing in the downcomer and lower plenum. For this reason, the loss 
coefficients evaluated with a help of supplementary CFD calculation of the ROCOM test 1.1 (see Appendix 
A.2.3) are confronted to the ones obtained with the Idel’chik formulation for perforated plates, ref. [47]. The 
former ones were calculated using the following equation: 
  ([      √   ]                 
 
  
)  
 
  
 Equation 18  
 
where   – is drum (or core support plate) thickness,     is diameter of the hole,    is drum (or core support 
plate) porosity,    is friction coefficient, and    is coefficient that depends on ratio    
⁄ . 
In case of the sieve drum the following values were used:         ,          ,       ,       , and 
      . On the other hand, for the core support plate:         ,          ,       ,       , and 
     . As a result, the following pressure loss coefficients were quantified using Equation 18:            
for the sieve drum and            for core support plate. 
As illustrated in Figure 102 (a), the calculation with additional pressure loss coefficients evaluated using 
Idel’chik formulation predicts lower average temperature in the downcomer (~5-7°C) than the calculation with 
the loss coefficients derived from CFD. This might be explained by the higher pressure drops in the vessel 
which cause more mixing in the downcomer and lower plenum. The same deviation can be also seen on 
Figure 102 (d) where the minimum temperature at the core inlet is shown. No significant difference between 
predicted average temperatures at the core inlet is observed in Figure 102 (c).  
Based on the results of this sensitivity study the choice to use in reference CATHARE model of the pressure 
loss coefficients derived from supplementary CFD calculation was made. 
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a) Average Liquid Temperature [DC in/out] b) Minimum Liquid Temperature [DC in/out] 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 102 – Effect of the pressure losses in sieve drum and core support plate (ROCOM 1.1) 
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4.3.7. ROCOM test 2.1 
In the ROCOM test 2.1 the coolant mixing inside the RPV is investigated under quasi-stationary flow 
conditions. The objective of this test was to assess the influence of the combination of loop flow rates and 
temperature differences on the position of the transition region between sector-shape and homogenized 
temperature fields. For that reason the flow and temperature conditions from an earlier time point of the PKL 
Test G3.1 were used as boundary conditions (t=130s, see Figure 95), mainly for the reason to have a 
smaller difference in loop flow rates between broken and intact loops. 
 
4.3.7.1. Boundary conditions 
On the basis of the PKL G3.1 test data and the chosen scaling criteria the following boundary conditions in 
the Test 2.1 at the ROCOM test facility were selected: 
Table 46 – Initial and Boundary conditions for ROCOM test 2.1 
Loop number 1 2 - 4 
Normalized volume flow rate [-] (ROCOM) 10.2 4.8 
Volume flow rate, [l/s] (ROCOM) 5.24 2.47 
Pressure [MPa] (PKL/ROCOM) 3.8 3.8 
Relative density [-] (ROCOM) 1.0128 1.0 
Temperature, [ºC] (PKL) 199.3 241.0 
 
The water with higher density is injected into loop 1 from outside. For that purpose a pipe was connected to 
loop 1 in a distance of 2.50 m from the inlet into the vessel. Water from an external tank is delivered through 
this pipe into loop 1. Loop 1 is closed upstream of the injection position by a valve. These conditions are fully 
identical to those of ROCOM test 1.1 (see Section 4.3.5.1). The test was performed under quasi-stationary 
flow conditions according to the following procedure: 
Table 47 – Adopted procedure in ROCOM test 2.1 
Time (s) Event 
Before the 
experiment 
Preparation of the water/sugar solution with the given density value 
Labelling of the water with salt 
-30 Establish stationary flow conditions in loops 2 to 4 
0 
Start of injection of the water with higher density with the given flow 
rate into loop 1  
Start of recording the wire mesh sensor data 
150  
 
End of injection 
Stop of recording the wire mesh sensor data 
 
4.3.7.2. Results of calculation 
The results of CATHARE2 calculation of the ROCOM test 2.1 are reported in Figure 103 - Figure 106.  
CATHARE2 code slightly underestimates (~ 5 ºC) the experimentally measured average temperature in the 
downcomer on time range 40-150s, see Figure 103 (a). As illustrated in Figure 103 (b), the minimum 
temperature in the downcomer is captured reasonably well at the beginning of the test when the cold slug 
enters to the downcomer (at time t=14s), however is considerably overestimated during the rest of the 
experiment (~ 10 ºC). 
Figure 103 (c, d) show the comparison of the calculated versus measured average and minimum 
temperatures at the core inlet plane. The results calculated by the code exhibit similar qualitative behaviour 
to the experiment but predict earlier arriving time of the cold slug (~6s). The largest difference between 
predicted and experimentally measured minimum temperatures at the core inlet plane is approx. 5 ºC (see 
time interval 80-150s on Figure 103 (d)). Similar results with CATHARE2 code were obtained by Anis 
Bousbia Salah and Jacques Vlassenbroeck, see ref. [61]. 
Possible explanations of the deviations between the simulated results and experimental data were provided 
previously in Section 4.3.5.2 (based on ROCOM test 1.1).  
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a) Average Liquid Temperature [DC in/out] 
 
b) Minimum Liquid Temperature [DC in/out] 
 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 103 – ROCOM 2.1: Average and minimum temperatures in the downcomer and at the core inlet 
The azimuthal profiles of experimentally measured liquid temperatures in upper (DC-TOP at z=-327.5 mm) 
and lower (DC-BOTTOM at z=-1195.5 mm) parts of the downcomer [both outer and inner layers] at time 
t=20s, 50s, 70s and 145s are shown in Figure 104 (a, c, e, g), whereas the results calculated by the code are 
reported in Figure 104 (b, d, f, h). Snapshots of the calculated temperature distributions in outer plane of the 
downcomer at the same time instants are presented alongside the experimental results, Figure 105. 
Likewise, snapshots of the calculated temperature distributions at the core inlet plane are presented together 
with the experimental distributions in Figure 106. 
As seen in Figure 104 (a, c, e, g), CATHARE2 predicts higher fluid temperatures than the experimental ones 
at the location of cold leg number 1. Same tendency was observed in the case of ROCOM test 1.1, Figure 
97. At the beginning of the transient, i.e. penetration of the cold slug from loop number 1 into the pressure 
vessel, the shape of the jet becoming very complex while it progresses through the height of the downcomer 
(for instance, see Figure 104 (a, b) and Figure 105 (a, b)). This effect cannot be captured by CATHARE2 
code due to the relatively large computational cell sizes and time-step sizes that have been used in the 
simulation. 
The code is capable to simulate a straight penetration of the cold slug into the lower plenum without strong 
mixing with the surrounding fluid in the upper and middle parts of the downcomer, see Figure 105 (c-h). The 
experimental temperature distribution in the downcomer (Figure 105 (c, e, g)) exhibits formation of the clearly 
visible vertical stratification zone between the cold jet and the hot unperturbed zone throughout the 
experiment, alike in the CATHARE2 simulation (Figure 105 (d, f, h)). However, the predicted location of the 
transition mixing level that separates the hot upper and the cold lower parts of the downcomer is 
considerably higher with respect to the experimental measurement (approx. 25-30cm). 
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a) Liquid temperature at t=20s [DC-TOP] 
 
b) Liquid temperature at t=20s [DC-BOTTOM] 
 
c) Liquid temperature at t=50s [DC-TOP] 
 
d) Liquid temperature at t=50s [DC-BOTTOM] 
 
e) Liquid temperature at t=75s [DC-TOP] 
 
f) Liquid temperature at t=75s [DC-BOTTOM] 
 
g) Liquid temperature at t=145s [DC-TOP] 
 
h) Liquid temperature at t=145s [DC-BOTTOM] 
Figure 104 – ROCOM 2.1: Azimuthal profiles of Liq. Temp. in the DC-TOP/BOTTOM [outer/inner planes] 
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a) Liq. temp. at t=20s [EXP] 
 
b) Liq. temp. at t=20s [CATHARE] 
 
c) Liq. temp. at t=50s [EXP] 
 
d) Liq. temp. at t=50s [CATHARE] 
 
e) Liq. temp. at t=75s [EXP] 
 
f) Liq. temp. at t=75s [CATHARE] 
 
g) Liq. temp. at t=145s [EXP] 
 
h) Liq. temp. at t=145s [CATHARE] 
Figure 105 – ROCOM 2.1: Temperature distributions in the unwrapped downcomer [outer plane] 
Snapshots of the calculated temperature distributions at the core inlet plane are presented together with the 
experimental distributions in Figure 106. It can be noticed that the predicted temperature distribution 
generally agrees with the experimental trend in which the lower temperature zone is located in the central 
part of the core (for instance, see Figure 106 (e, f, g, h)). 
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a) Liq. temp. at t=20s [EXP] 
 
b) Liq. temp. at t=20s [CATHARE] 
 
c) Liq. temp. at t=50s [EXP] 
 
d) Liq. temp. at t=50s [CATHARE] 
 
e) Liq. temp. at t=75s [EXP] 
 
f) Liq. temp. at t=75s [CATHARE] 
 
g) Liq. temp. at t=145s [EXP] 
 
h) Liq. temp. at t=145s [CATHARE] 
Figure 106 – ROCOM 2.1: Temperature distributions at the core inlet 
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4.3.8. ROCOM test 2.2 
In addition to the quasi-stationary ROCOM tests 1.1 and 2.1 the ROCOM test 2.2 was performed under 
transient conditions. The main objective of this test was the assessment of the influence of changing mass 
flow rate in the non-affected loops on the position of the transition region between the sectors and a more-or-
less homogeneous temperature distribution. 
4.3.8.1. Boundary conditions 
The initial conditions were selected in such a way that the results of this test can be compared with those of 
ROCOM Test 1.1. These conditions are summarized in Table 48.  
Table 48 – Initial conditions for ROCOM test 2.2 
Loop number 1 2 - 4 
Normalized volume flow rate [-] 10.2 4.8 
Volume flow rate, [l/s] 6.27 6.27 
Pressure [MPa] (PKL/ROCOM) 3.8 3.8 
Relative density [-] 1.12 1.0 
Temperature, [ºC] (PKL) 153.0 236.1 
 
Figure 107 shows the measured loop flow rates in all four loops during the test. 
 
Figure 107 – ROCOM 2.2: Measured loop flow rates 
 
The water injection is conducted in the same way as in the ROCOM tests 1.1 and 2.1 (see Table 45 and 
Table 47). The test was performed under changing flow conditions according to the following procedure: 
 
Table 49 – Adopted procedure in ROCOM test 2.2 
Time (s) Event 
Before the 
experiment 
Preparation of the water/sugar solution with the given density value 
Labelling of the water with salt 
-30 Establish stationary flow conditions in loops 2 to 4 
0 
Start of injection of the water with higher density with the given flow 
rate into loop 1  
Start of changing the loop flow rates in the non-affected loops  
Start of recording the wire mesh sensor data 
150  
 
End of injection 
Stop of recording the wire mesh sensor data 
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4.3.8.2. Results of calculation  
The results of CATHARE2 calculation of the ROCOM test 2.2 are reported in Figure 108 - Figure 111.  
The evolution of the average temperature inside ROCOM downcomer is shown in Figure 108 (a). The 
qualitative behaviour of the curves is similar between the experimental data and calculated results, but on a 
quantitative level, the simulated temperatures on time interval 60-150s remain considerably higher than the 
experimental ones. On the other side, the average temperature in the downcomer calculated by CATHARE2 
code in the first part of the test (on time span 0-60s) is in good agreement with the experiment. 
As illustrated in Figure 108 (b), the calculated minimum temperature in the downcomer is larger than the 
measured one by approximately 10 ºC at the beginning of the test (at time t=10s). Later, this discrepancy 
rises up to ~ 20 ºC on time range 30-90s. However, a tendency of improving of the minimum temperature 
prediction in the downcomer can be observed starting from time t=90s. 
Figure 108 (c, d) show the comparison of the calculated versus measured average and minimum 
temperatures at the core inlet plane. The results calculated by CATHARE2 code demonstrate significantly 
higher temperatures than the ones experimentally measured (~15-18 ºC). Similar results were obtained by J. 
Kurki with TRACE code, see ref. [69]. 
The deviations between the simulated results and experimental data in Figure 108 might be explained by the 
coarse modelling of the downcomer and the lower plenum, which increases thermal mixing due to the fact 
that constant properties (e.g. temperature, fluid velocity) are assumed within single computational cell, and 
also partly due to the numerical diffusion of the semi-implicit numerical scheme of CATHARE code. This 
enhanced mixing then results in averaging-out the local temperature minima, and also causes the average 
temperatures to stay above the experimental values (Figure 108 (a, c)). 
 
a) Average Liquid Temperature [DC in/out] 
 
b) Minimum Liquid Temperature [DC in/out] 
 
c) Average Liquid Temperature [Core Inlet] 
 
d) Minimum Liquid Temperature [Core Inlet] 
Figure 108 – ROCOM 2.2: Average and minimum temperatures in the downcomer and at the core inlet 
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The azimuthal profiles of experimentally measured liquid temperatures in upper (DC-TOP at z=-327.5 mm) 
and lower (DC-BOTTOM at z=-1195.5 mm) parts of the downcomer [both outer and inner layers] at time 
t=15s, 45s, 90s and 145s are shown in Figure 109 (a, c, e, g), whereas the results calculated by CATHARE2 
code are reported in Figure 109 (b, d, f, h). Snapshots of the calculated temperature distributions in outer 
plane of the downcomer at the same time instants are presented alongside the experimental results, Figure 
110. Likewise, snapshots of the calculated temperature distributions at the core inlet plane are presented 
together with the experimental distributions in Figure 111. 
As seen in Figure 109 (a, c, e, g), CATHARE2 code predicts higher fluid temperatures than the experimental 
ones at the location of cold leg number 1. Same tendency was observed in the case of ROCOM tests 1.1 
and 2.1 (see Figure 97 and Figure 104, respectively). Possible reasons for such code behaviour were 
explained previously in Section 4.3.5.2. At the beginning of the transient, i.e. penetration of the cold slug 
from loop number 1 into the pressure vessel, the shape of the jet, and especially its tip, is fluctuating while it 
progresses through the height of the downcomer (for instance, see Figure 110 (a)). This effect is reproduced 
to some extent by the code, see Figure 110 (b). 
The code is capable to predict the filling of the downcomer with cold water reasonably well, i.e. an interface 
between the lower region of cold water and the upper region of hot water can be recognized, and this 
interface rises roughly at the same velocity as in the experiment (Figure 110). However, the interface 
becomes more and more blurry as the simulation proceeds and heat diffuses from the hot upper part to the 
cold lower part of the downcomer, therefore decreasing the temperature in the upper part and rising the 
temperature at the lower part. In the experimental results a strict division into the lower cold part and the 
upper hot part is clearly visible throughout the experiment, unlike in the CATHARE2 simulation (for instance, 
see Figure 110 (e, f)). 
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a) Liquid temperature at t=15s [DC-TOP] 
 
b) Liquid temperature at t=15s [DC-BOTTOM] 
 
c) Liquid temperature at t=45s [DC-TOP] 
 
d) Liquid temperature at t=45s [DC-BOTTOM] 
 
e) Liquid temperature at t=90s [DC-TOP] 
 
f) Liquid temperature at t=90s [DC-BOTTOM] 
 
g) Liquid temperature at t=145s [DC-TOP] 
 
h) Liquid temperature at t=145s [DC-BOTTOM] 
Figure 109 – ROCOM 2.2: Azimuthal profiles of Liq. Temp. in the DC-TOP/BOTTOM [outer/inner planes] 
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a) Liq. temp. at t=15s [EXP] 
 
b) Liq. temp. at t=15s [CATHARE] 
 
c) Liq. temp. at t=45s [EXP] 
 
d) Liq. temp. at t=45s [CATHARE] 
 
e) Liq. temp. at t=90s [EXP] 
 
f) Liq. temp. at t=90s [CATHARE] 
 
g) Liq. temp. at t=145s [EXP] 
 
h) Liq. temp. at t=145s [CATHARE] 
Figure 110 – ROCOM 2.2: Temperature distributions in the unwrapped downcomer [outer plane] 
The calculated temperature distributions at the core inlet, presented in Figure 111, are in fair agreement with 
the experimental data – the largest difference between predicted and measured minimum temperatures is 
approx. 15 ºC, see Figure 111 (c, d) and Figure 108 (c, d). The core inlet flow distribution stays practically 
homogeneous throughout the simulation. 
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a) Liq. temp. at t=15s [EXP] 
 
b) Liq. temp. at t=15s [CATHARE] 
 
c) Liq. temp. at t=45s [EXP] 
 
d) Liq. temp. at t=45s [CATHARE] 
 
e) Liq. temp. at t=90s [EXP] 
 
f) Liq. temp. at t=90s [CATHARE] 
 
g) Liq. temp. at t=145s [EXP] 
 
h) Liq. temp. at t=145s [CATHARE] 
Figure 111 – ROCOM 2.2: Temperature distributions at the core inlet 
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4.3.9. ROCOM test 2.3 
In the frame of the OECD PKLIII Project test H3.1 was conducted at the PKL test facility and addressed 
failure of RHRS under cold shut-down condition with open RCS (RPV closure head removed), ref. [10]. One 
of the objectives of this test was to explore the effectiveness of ECC-injections from accumulator (ACCU) to 
restore operating conditions of RHRS during the core heat-up phase. In the PKLIII test H3.1 Run1 (e.g. with 
ACCU in operation) there were two ways available to inject cold water from ACCU: to the hot side and to the 
cold side of the RCS loop N1. 
To investigate in more detail the thermal-hydraulic behaviour inside the RPV during the ECC-injection from 
ACCU to the cold leg N1 of RCS, a complementary test on the coolant mixing was conducted at the ROCOM 
test facility (ref. [11]) and the international benchmark activity was launched in the framework of EU initiatives 
(OECD/NEA/CSNI), see ref. [12]. Experimental results at the RPV inlet from the PKLIII test H3.1 Run 1 
Phase C were used as boundary conditions for the ROCOM test 2.3. 
The objective of the activity is to assess and to compare the capabilities of CFD codes (but also possibly TH-
SYS codes) to represent the coolant mixing inside the RPV during the cold water injection from ACCU to the 
cold leg of RCS at the stagnant primary side flow conditions. 
The questions to be answered by ROCOM test 2.3 comprise: 
 How does the water injected from ACCU to the cold leg N1 of RCS is distributed inside the pressure 
vessel? 
 Does the injected water take part in the cooling of the core? 
 
4.3.9.1. Boundary conditions 
From the PKLIII test H3.1 Run 1, the time point of ECC-injection from ACCU to the cold leg N° 1 of RCS was 
selected (t = 46670s). Conditions inside accumulator and downcomer at this time instant are presented in 
Table 50. 
Table 50 – Conditions in PKL III test H3.1 Run1 at t = 46670s (Pprimary ~ 1 bar) 
Position Downcomer Accumulator 
Temperature [°C] 95.6 23.0 
Density [kg/m
3
] 961.3 997.6 
 
 
On the basis of the PKL H3.1 test boundary conditions and taking into account scaling considerations [11], 
the following initial and boundary conditions for ROCOM test 2.3 have been selected (Table 51): 
 
Table 51 – Initial and Boundary conditions for ROCOM test 2.3  
Loop number 1 2 3 4 ACCU injection 
Pressure [bar] (PKL/ROCOM) 1 1 1 1 1 
Temperature [°C] (PKL) 95.6 95.6 95.6 95.6 23.0 
Density [kg/m
3
] (PKL) 961.3 961.3 961.3 961.3 997.6 
Relative density [-] (ROCOM) 1.00 1.00 1.00 1.00 1.038 
Volume flow rate [l/s] (ROCOM) - - - - see Figure 112 
 
The water with higher density is injected from ACCU into the cold leg N° 1 through the ECC injection nozzle. 
The measured and the target flow rates are shown in Figure 112. Table 52 summarizes the procedure of the 
experiment. 
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Figure 112 – ROCOM 2.3: ACCU injection curve over time 
 
Table 52 – Adopted procedure in ROCOM test 2.3 
Time (s) Event 
Before the 
experiment 
Preparation of the water/sugar solution with the given density value 
Labelling of the water with salt 
0 
Start of injection of the water with higher density with the given flow rate 
curve into the ECC nozzle of loop 1 
Start of recording the wire mesh sensor data 
75  
 
End of injection 
Stop of recording the wire mesh sensor data 
 
4.3.9.2. Results of calculation 
The results of CATHARE2 calculation of the ROCOM test 2.3 are reported in Figure 113 - Figure 116. It is 
important to notice that all the results (both measured and calculated) of this experimental test will be 
presented in the form of the mixing scalars, see Equation 16.  
The evolution of the average MS inside ROCOM downcomer is shown in Figure 113 (a). The qualitative 
behaviour of the curves is similar between the experimental data and calculated results, but on a quantitative 
level, the predicted mixing scalars remain lower than the experimental ones (approx. 40-50%). As illustrated 
in Figure 113 (b), the maximum MS in the downcomer is calculated reasonably well at the beginning of the 
test when the cold slug enters to the downcomer (the difference is of about 5% at time t=8-9s), however is 
considerably underestimated during the rest of the experiment (~ 20%). 
Underprediction of the maximum MS can be explained by the overestimation of the mixing effectiveness – 
this is mainly because of relatively coarse modelling of the downcomer and lower plenum, which increases 
mixing through the fact that constant properties (e.g. temperature, fluid velocity) are assumed within a 
calculation cell, and also partly by the numeric diffusion from the semi-implicit method that is used for the 
solution of the fluid flow field equations. This enhanced mixing then results in averaging-out the local 
temperature minima, and also causes the average temperatures to stay above the experimental values (see 
Figure 113 (a, c)). 
Perturbation distribution at the core inlet is mostly driven by the perturbation configuration in the downcomer, 
and affected to some extent by the lower plenum internals; the absence of any coherence in the spatial 
distribution of the perturbation may be related to the presence of buoyancy effects, with the perturbation 
stagnating either in the lower plenum or in the upper part of the downcomer. 
Figure 113 (c, d) show the comparison of the calculated versus measured average and maximum mixing 
scalars at the core inlet plane. It can be seen that CATHARE2 code underestimates both average and 
maximum mixing scalars with respect to the experiment (the discrepancy is of about 15% starting from time 
t=35s). Furthermore, calculated results demonstrate earlier arriving time of the cold slug (~4s).  
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The observed deviations between the simulated results and experimental data are similar to the ones 
recognized in the ROCOM tests 1.1, 2.1 and 2.2 (Figure 96, Figure 103, and Figure 108, respectively). 
 
a) Average MS [DC in/out] 
 
b) Maximum MS [DC in/out] 
 
c) Average MS [Core Inlet] 
 
d) Maximum MS [Core Inlet] 
Figure 113 – ROCOM 2.3: Average and maximum MS in the downcomer and at the core inlet 
The azimuthal profiles of experimentally measured mixing scalars in upper (DC-TOP at z=-327.5 mm) and 
lower (DC-BOTTOM at z=-1195.5 mm) parts of the downcomer [both outer and inner layers] at time t=15s, 
30s, 45s and 75s are shown in Figure 114 (a, c, e, g), whereas the results calculated by CATHARE2 code 
are reported in Figure 114 (b, d, f, h). Snapshots of the calculated mixing scalar distributions in outer plane of 
the downcomer at the same time instants are presented alongside the experimental results, Figure 115. 
Likewise, snapshots of the calculated mixing scalar distributions at the core inlet plane are presented 
together with the experimental distributions in Figure 116. 
As seen in Figure 114 (a, c, e, g), CATHARE2 code predicts lower mixing scalars than the measured ones at 
the location of cold leg number 1. Furthermore, the same trend can be observed throughout the experiment 
in the lower and upper parts of the downcomer, Figure 114 (c-h). Possible reasons for such code behaviour 
were explained previously, see Section 4.3.5.2.  
At the beginning of the transient, i.e. penetration of the cold slug from loop number 1 into the pressure 
vessel, the shape of the jet, and especially its tip, is fluctuating while it progresses through the height of the 
downcomer (for instance, see Figure 114 (a, b, c, d) and Figure 115 (a, c)). This effect cannot be captured by 
CATHARE due to the relatively large computational cell sizes and time-step sizes that have been used in the 
simulation. 
The code is capable to predict the filling of the downcomer with cold water reasonably well, i.e. an interface 
between the lower region of cold water and the upper region of hot water can be recognized, and this 
interface rises roughly at the same velocity as in the experiment, Figure 115. However, the interface 
becomes more and more blurry as the simulation proceeds and heat diffuses from the hot upper part to the 
cold lower part of the downcomer (see Figure 115 (c, d, e, f)), therefore decreasing the temperature in the 
upper part and rising the temperature at the lower part. Generally it can be seen that CATHARE2 code 
overestimates thermal mixing in the downcomer. 
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a) MS at t=15s [DC-TOP] 
 
b) MS at t=15s [DC-BOTTOM] 
 
c) MS at t=30s [DC-TOP] 
 
d) MS at t=30s [DC-BOTTOM] 
 
e) MS at t=45s [DC-TOP] 
 
f) MS at t=45s [DC-BOTTOM] 
 
g) MS at t=75s [DC-TOP] 
 
h) MS at t=75s [DC-BOTTOM] 
Figure 114 – ROCOM 2.3: Azimuthal profiles of MS in the DC-TOP/BOTTOM [outer/inner planes] 
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a) MS at t=15s [EXP] 
 
b) MS at t=15s [CATHARE] 
 
c) MS at t=30s [EXP] 
 
d) MS at t=30s [CATHARE] 
 
e) MS at t=45s [EXP] 
 
f) MS at t=45s [CATHARE] 
 
g) MS at t=75s [EXP] 
 
h) MS at t=75s [CATHARE] 
Figure 115 – ROCOM 2.3: Mixing Scalar (MS) distributions in the unwrapped downcomer [outer plane] 
The simulated mixing scalar distributions at the core inlet, presented in Figure 116, are in fair agreement with 
the experimental data – the largest difference between predicted and measured minimum temperatures is 
approx. 20%, see Figure 113 (d). 
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a) MS at t=15s [EXP] 
 
b) MS at t=15s [CATHARE] 
 
c) MS at t=30s [EXP] 
 
d) MS at t=30s [CATHARE] 
 
e) MS at t=45s [EXP] 
 
f) MS at t=45s [CATHARE] 
 
g) MS at t=75s [EXP] 
 
h) MS at t=75s [CATHARE] 
Figure 116 – ROCOM 2.3: Mixing Scalar (MS) distributions at the core inlet 
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4.4. Conclusions on CATHARE2 code validation for in-vessel flow mixing 
In the current study, the 3-D features of the thermal-hydraulic system code CATHARE2 were exhaustively 
assessed against the OECD/PKL-2 ROCOM tests T1.1, T2.1 and T2.2 which focus on the evaluation of the 
thermal mixing in the reactor pressure vessel under asymmetric buoyant cooling loop conditions. 
Furthermore, the calculation of the new experimental OECD/PKLIII ROCOM test 2.3 that aims at detailed 
investigation of the thermal-hydraulic behaviour inside the RPV during the ECC-injection from ACCU to the 
cold leg number 1 of RCS was performed in the framework of OECD/NEA/CSNI international benchmark 
activity. 
Thorough sensitivity analyses have been performed based on ROCOM test 1.1 in order to set-up a reference 
calculation model. It was observed that the azimuthal node number is the most influential key parameter for a 
better mixing prediction. It also important to notice that the calculations performed with refined grids show 
better general agreement with the experimental data. This is due to the fact that an increase of the node 
numbers causes decrease of the numerical diffusion that plays a vital role in the simulations.  
Furthermore, in the present study was demonstrated a successful application of CFD code to support a set-
up of best estimate 3-D SYS-TH nodalization of reactor pressure vessel. This was achieved by using ANSYS 
CFX code to evaluate the pressure losses throughout the vessel with further application of additional loss 
coefficients for the sieve drum and core support plate in CATHARE reference model in order to match the 
pressure drops predicted by the CFD model.  
The following main conclusions can be drawn from the performed validation work: 
 The simulation results obtained with CATHARE2 code are qualitatively in a fairly good agreement 
with the experimental measurements, but from the quantitative point of view there is apparently more 
diffusion in the calculated temperature distributions, and the effectiveness of the thermal mixing is 
generally overestimated. Such mixing overprediction had been observed using other 3-D thermal-
hydraulic system codes as TRACE and APROS, (ref. [62] and [63]), and even by CFD codes (ref. 
[64]-[68]). 
 
The deviations between the simulated results and experimental data might be explained by: 
 the relatively coarse modelling of the downcomer and the lower plenum, which enhances mixing 
due to the fact that constant properties (e.g. temperature, fluid velocity) are assumed within 
single computational cell - this results in averaging-out the local temperature minima, and also 
causes the average temperatures to stay above the experimental values;  
 the numerical diffusion of the semi-implicit scheme used to solve the fluid flow field equations.  
 
Besides, in the majority of the selected ROCOM tests (except test 2.2), CATHARE2 predicts earlier 
arriving time of the cold slug to the core inlet plane (approx. 3-6s). 
 
 The calculated results are in such an agreement with the experimental data that can be expected 
from the analysis that is conducted with a system-scale thermal-hydraulic code.  
 
The performed qualitative analysis has shown the ability of CATHARE 3-D models to capture the main 
features of the mixing phenomena in reactor pressure vessel using appropriate modelling. Moreover, the 
obtained results are qualitatively comparable to the ones obtained with a CFD codes, like ANSYS CFX, 
CODE_SATURNE, STAR-CCM+, etc. (see ref. [64]-[68]), however require considerably less computational 
resources. 
It also important to notice that the current results concern the mixing in pressure vessel under buoyant 
asymmetric flow conditions in a scaled facility. Their applicability to NPP scale has to be further investigated 
both experimentally and analytically. 
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5 CONTRIBUTION TO THE ASSESSMENT OF NEPTUNE_CFD CODE IN 
CONVECTIVE BOILING FLOWS 
5.1. General remarks 
The activity described in the present chapter has been carried out by the University of Pisa in the framework 
of Work Package 3.1 of NURESAFE project. In particular, the work has been performed as a contribution to 
the Task 3.1.2 (“Use of CFD as support to system codes in a multi-scale approach”), according to the 
detailed program of work reported in ref. [7]. 
The activity focuses on the validation of the Computational Fluid Dynamics (CFD) code NEPTUNE_CFD 
2.0.1 against experiments on void fraction distribution in convective boiling flows, particularly on the steady-
state subchannel experiments previously performed by NUPEC and utilized for code validation purposes in 
the framework of the OECD Pressurized Water Reactor Subchannel and Bundle Tests (PSBT) Benchmark, 
ref. [9]. High-resolution void fraction measurements (by X-ray computer-tomography scanner) are available 
from such experiments, which constitute a useful database for assessing the predictive capabilities of models 
and codes. 
A part of such data was already used for similar purposes during the NURISP project; in particular, a few 
tests were used for the validation of NEPTUNE_CFD v1.0.7 (see ref. [70]-[73]), while the entire database 
was used for the validation of CATHARE, ref. [74]-[75]. It is thus deemed necessary to challenge the new 
version of NEPTUNE_CFD code on a larger number of tests from the same database, and on ranges of 
operating conditions (and resulting maximal void fraction) as wide as possible, in order to contribute to a 
systematic and thorough assessment of the code and of the specific models involved. 
The activity involves the following main steps, ref. [7]:  
1. Survey of the previous validation work;  
2. New validation studies. 
The survey addresses the open literature and the accessible technical documentation about previous 
validation work involving the simulation of PSBT experiments (and similar tests) by NEPTUNE_CFD code. A 
number of relevant journal and conference papers and technical reports have been gathered and studied. 
The main outcomes of this step are described in Section 5.2 of the present report. 
The new validation studies focus, as mentioned above, on the PSBT steady-state subchannel tests on void 
fraction distribution. The available database is comprised of total 126 tests subdivided into four series, each 
featuring a different geometrical configuration and covering relatively wide ranges of test conditions. In the 
present validation study, 42 tests have been selected and simulated using NEPTUNE_CFD, ref. [76]: 
 Assembly S1: central subchannel surrounded by 4 heated rods (12 tests); 
 Assembly S2: central subchannel surrounded by 3 heated rods and 1 unheated rod (10 tests); 
 Assembly S3: side subchannel (10 tests); 
 Assembly S4: corner subchannel (10 tests). 
The study also includes a thorough sensitivity analysis, to assess the influence of various modelling features 
and parameters on the numerical results (e.g. mesh size, turbulence models, interfacial transfer models, 
bubble diameter distribution functions, boundary conditions etc.). Results of the sensitivity study are 
presented in Section 5.4.5 – Section 5.4.7. 
Besides, a “preparatory” validation activity has been carried out in order to perform a preliminary assessment 
of the capabilities of NEPTUNE_CFD code to predict convective boiling flows, to get acquainted with the 
code and the post-processing tools, and thus to get experience that could be useful for the PSBT 
simulations. Such activity involves the simulation of several of the Bartolomei boiling flow experiments 
(vertical circular heated pipe, with water inlet flow at BWR and PWR prototypical pressures and mass fluxes, 
varying inlet subcooling and heat flux; measured cross-sectional averaged void fraction available as a 
function of the equilibrium quality). Some of the calculated results are compared to the results obtained with 
ANSYS CFX 15 and are demonstrated in Section 5.3.3. 
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5.2. Survey of previous validation work 
A number of relevant journal and conference papers as well as technical reports about the validation of 
NEPTUNE_CFD code against PSBT experiments have been collected and examined, ref. [70]-[73]. 
The main outcomes are summarized below: 
 Based on the results of a sensitivity study that was performed by Baudry et al. (ref. [73]) applying two 
constant bubble sizes (0.1 and 0.2 mm) and a variable size with an interfacial area equation (IAE) for 
the PSBT experiments, it can be noted that the heat and mass exchange is strongly influenced by 
the interfacial area concentration (IAC). The Authors have mentioned that smaller bubbles produce 
more IAC and thus the condensation in the subcooled liquid region (near the heated wall) is 
stronger. Hence, for smaller selected bubble sizes, reduced void fraction will appear in the domain. 
And on the contrary, larger bubbles (~0.2 mm) do not condense so easily, thus leading to a higher 
void fraction concentration in the bulk flow region. 
By using an IAE it is assumed that there is a single bubble size per cell. If all bubbles have locally 
the same size, they will condense at the same speed and their diameter will decrease. If a multi-size 
model is applied, the small bubbles will decrease and collapse rapidly leaving the bigger ones, which 
increase the mean bubble size. Therefore, the assumption of a single bubble size can lead to an 
underestimation of the bubble mean size in this case, affecting the void generation. The smaller 
bubble size generated by solving an IAE produces more interfaces and consequently the averaged 
void fraction calculated is less than that in case of the simulations with constant bubble diameters 
(0.1 and 0.2 mm). 
According to the results obtained by Peréz et al. (ref. [71]-[72]), the use of models dedicated to the 
bubble-size distribution (i.e. Yao and Morel, and Ruyer-Seiler) impacted only slightly on the axial 
evolution of the mean void fraction (in the order of 0.01 to 0.02 void-fraction units compared to the 
fixed-diameter calculation). In the case of PSBT test 1.2211 (whose conditions are closest to PWR 
normal conditions), these models predict a void fraction lower than the one obtained with a fixed 
bubble size. At the location of the measuring section (1.4m), the void fraction predicted by the 
models is closer the experimental value. The same behaviour of code results has been seen in case 
of another PSBT run with a higher equilibrium quality (1.4325). 
 Concerning the impact of the bubble size in the steam velocity, slightly higher velocities are 
registered for the steam in the case of 0.2 mm bubble diameter in the bulk region, ref. [73]. This can 
be explained as a consequence of a higher VF concentration in this region. 
 Based on the results of a mesh sensitivity study that was performed by Baudry et al. (ref. [73]), 
refined mesh generates more steam in the near heated wall region than the coarse one. 
Furthermore, NEPTUNE_CFD predicts faster axial void fraction increase using fine mesh than the 
coarse one. Simulation of the PSBT test 1.2211 with a different mesh refinement shows that at the 
centre of the subchannel there are no big differences in the temperatures; only close to the outlet 
there are some deviations. In the region near the heated wall the difference (between fine and 
coarse mesh) can locally reach 6 K.  
Conforming to the conclusions of Peréz et al. (ref. [71]-[72]), the impact of the grid on the axial 
evolution of the mean void fraction was investigated by using three different grid levels, and shown 
to be of the order of +/-0.01 void-fraction units. Thus, the predicted results may be considered as 
mesh-independent.  
 In PSBT tests with relatively high void fraction (i.e. run 1.4326, 1.622 etc.), the first cell near the 
heated wall is quickly filled with steam. This amount of gas leads to overheating problems in the 
water and steam phase. The coarse mesh can shift this negative effect in the water and steam 
temperatures to higher locations and in some cases avoid them.  
As reported by Baudry et al. (ref. [73]), the choice of the coarse mesh to perform the rest of the 
simulations was made to preserve the numerical stability while solving the heat transfer problem. In 
addition, the coarse mesh is producing maximum y+ values around 300, which makes it still valid for 
the application of the selected k-ε turbulence model. 
 The effect of the experimental uncertainties of the boundary conditions on the simulations was 
studied by Peréz et al. (ref. [71]-[72]). The results of calculations show that for a relatively small 
single-parameter variation (pressure, mass flux, heat flux or inlet temperature), the averaged void 
fraction is affected by approximately 0.01, whatever its absolute value.  
Besides, the two additional series of calculations have been carried out by Authors: for each series, 
the set of parameters expected to give the highest or the lowest value of the averaged void fraction 
has been chosen. These simulations give numerical results that may span on a quite wide range: for 
instance, for run 1.4325, the void-fraction value varies on a 0.08-wide interval, representing 
approximately 15% of the nominal value. The impact is more visible for run 1.2211, where the 
calculated 0.04-wide variation represents nearly 50% of the nominal value. 
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 As reported by Peréz et al. (ref. [71]-[72]), the discrepancy between calculated and experimental 
mean void fraction in nominal conditions at the measurement section is on average of the order of 
+/0.06 void-fraction units. According to the results obtained by Baudry et al. (ref. [73]) during the 
validation process, the subcooled and saturated boiling description can be considered sufficient 
enough in its range of applicability. 
5.3. Validation of the NEPTUNE_CFD code against Bartolomei tests 
5.3.1. BARTOLOMEI Experiments [1982] 
Bartolomei experiments on subcooled boiling water flow (ref. [77]-[78]), in conditions comparable to those 
prototypical for Pressurized and Boiling Water Reactors (PWR, BWR), have often been referred to in 
validation studies for both CFD and system TH codes and are rather popular. Despite the relative simplicity 
of the test apparatus, the accurate simulation of all the TH conditions covered by the experiments is not a 
straightforward task, especially for CFD codes (owing to the complex modelling apparatus involved). 
The data used for the present validation activity are those from the later experimental campaign, ref. [78]. 
The experimental set-up basically consists of a uniformly heated circular pipe with an inner diameter of 12 
mm and a length of 1.5 m; the vapour volume fraction is measured by a gamma-ray densitometer, with an 
error band of +/- 0.04. 
Each test is characterized by the following TH parameters: pressure, mass flux, heat flux, inlet temperature. 
Thirty tests are reported in the paper, featuring different combinations of the above parameters. The ranges 
covered by the entire set of tests are indicated in Table 53, along with the error associated with the 
measurement of each parameter. 
Table 53 – Ranges of the test TH parameters 
Parameter Min Max Error 
Pressure [MPa] 3.0 15.0 1 % 
Mass Flux [kg/m
2
s] 400 2000 2 % 
Heat Flux [MW/m
2
] 0.42 2.21 3 % 
Inlet Temperature [K] 
 
416 603 1 K 
 
The data is available in the form of plots of void fraction versus equilibrium quality. A sample of the data is 
shown in Figure 117, which includes four tests performed at BWR-typical pressure, and Figure 118, which 
includes five tests performed with varying pressure (a) and five tests performed with varying heat flux, ref. 
[78]. Four more similar plots are available in the paper. The data has been extracted from each figure 
through digitalization. 
 
Figure 117 – Sample of Bartolomei’s data from ref. [78] 
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Figure 118 – Sample of Bartolomei’s data from ref. [78] (Figure a and b) 
 
5.3.2. CFD simulations set-up 
5.3.2.1. NEPTUNE_CFD 2.0.1 
Owing to the extremely simple geometry and to the axial symmetry of the problem, the computational domain 
can be reduced to a thin (5°) circular sector of the pipe, to be meshed with a single layer of cells.  
The reference mesh (Figure 119) counts 20 radial cells and 400 axial cells, for a total of 8000 cells (all of 
them being hexahedra, except for the central 400 cells which degenerate into wedges). As shown in the 
same Figure, the domain is bounded by two symmetry planes, a wall, an inlet boundary and an outlet 
boundary. 
The main features of the NEPTUNE_CFD reference simulation set-up are listed hereafter: 
 Turbulence: 
o Rij-ε SSG turbulence model for liquid field 
o Turbulent reverse coupling: large inclusions are activated for vapour field (max. eddy length 
scale 0.01 m) 
 Interfacial momentum transfer: 
o Drag force: Ishii 
o Added mass: Zuber  
o Lift force: Tomiyama SMD 
o Turbulent dispersion: GTD model  
o Wall lubrication force: Antal  
 Interfacial area modelling: 
o Model: Interfacial area transport, source term Wei & Yao 
o Default diameter 0.001 m, min. diameter = 1E-6 m , max. diameter = 0.005 m 
 Interfacial enthalpy transfer: 
o Liquid: bubble model for liquid 
o Vapour: user function for vapour field (direct contact interphase energy transfer model) 
 Nucleate boiling: 
o Fluid-wall heat transfer: Extended Kurul & Podowski model. It is based on the four-flux 
modelling (liquid and vapour fluxes, evaporation flux, quenching flux). 
o Fluid properties at y+ = 250 
o Wall function model: standard (single phase wall function) 
o Max radius of cavities: 2.5*10-7 m 
o Max detachment bubble diameter:0.0096 m 
o Max oversaturation control: 0.1°C 
o Solid wall properties: 
 Thermal conductivity: 17 W/m/K 
 Density: 8000 kg/m3 
o Specific heat: 531 J/kg/K 
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In all the NEPTUNE_CFD calculations was used the uniform time discretization scheme (ref. [79]), which is 
based on the adaptive time step from an iteration to another and uniform all over the computational domain. 
At each iteration the minimum of the time step values over all cells and fields is taken. 
The following boundary conditions are applied: 
 Inlet: 
o Temperature (according to the specific test) 
o Mass flow rate (according to the specific test) 
o Turbulence intensity 2% 
 Outlet: 
o Pressure (according to the specific test) 
 Wall: 
o Heat flux (according to the specific test) 
Built-in CATHARE tables that are based on the International Association for the Properties of Water and 
Steam data (IAPWS) are used for water and steam thermodynamic properties. In order to allow monitoring of 
the calculation convergence, six “probes” were defined at different radial locations on the outlet boundary, for 
which several calculation variables are recorded at each iteration. 
 
 
Figure 119 – Computational domain, mesh and boundary conditions 
 
5.3.2.2. ANSYS CFX 15.0 
Some simulations have been performed also with the CFD code ANSYS CFX 15.0, in order to compare the 
performances of the two codes. An identical approach is followed as regards computational domain, mesh, 
and boundary conditions. 
The main features of the ANSYS CFX reference simulation set-up are listed hereafter: 
 Turbulence: 
o k-ε turbulence model for liquid field 
o Model for vapour field turbulence: Dispersed Phase Zero Equation  
 Interfacial momentum transfer: 
o Drag force and Added mass: Ishii & Zuber 
o No lift force 
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o Turbulent dispersion: Favre averaged Drag Force 
o Wall lubrication force: Antal 
o Turbulence transfer: Sato Enhanced Eddy-Viscosity model 
 Wall boiling model: 
o RPI nucleate boiling model of Kurul & Podowski 
o Bubble departure diameter: Tolubinski & Kostanchuk  
o Wall nucleation site density: Lemmert Chawla 
o Bubble detachment frequency: Terminal Velocity over Departure Diameter 
 Heat transfer: 
o Liquid heat transfer: Ranz Marshall 
o Vapour heat transfer: Zero Resistance 
 
5.3.3. Simulation results 
This sections includes results for some of the tests simulated, whose boundary conditions are reported in 
Table 54 (NOTE: 1A = 1st case of Figure 117 of Bartolomei’s paper; 2B_A = 1st case of Figure 118 (b); 
2B_B = 2nd case of Figure 118 (b); etc.). 
Cases 1x, 2A_x are at BWR-typical pressure, while cases 2B_x are at PWR-typical pressure. 
Table 54 – Boundary conditions for some simulated tests 
TEST 1A 2A_A 2A_B 2B_A 2B_B 2B_C 2B_D 
Pressure [MPa] 6.89 6.81 6.89 14.79 14.74 14.75 14.7 
Mass flux [kg/m
2
s] 985 998 965 1878 1847 2123 2014 
Heat flux [MW/m
2
] 1.13 0.44 0.78 0.42 0.77 1.13 1.72 
Inlet temperature [K] 464 521 493 603 598 583 545 
 
Transient simulation was performed for each test case in order to reach a steady-state condition. It is based 
on the 0.5 second long heat-up conditioning phase during which the power of the heated pipe is increasing 
linearly from 0 to the nominal value and the 3.0 seconds long steady-state calculation that is carried out to 
stabilize of the parameters. Hence, the total duration of the transient is 3.5 seconds.  
Figure 120 shows the time histories of selected variables (pressure, liquid temperature, etc.) obtained during 
the simulation of Bartolomei test 2B_B at different monitor points. All the monitoring variables exhibit quite a 
smooth convergence. It should be noted that for all of the selected tests (Table 54) a thorough check of 
numerical convergence has been performed. Some results of the same calculations are shown in Figure 121 
and Figure 122 in a graphical form. 
More interesting is the plot shown in Figure 123, in which the void fraction (versus equilibrium quality) 
calculated by both CFD codes is compared against the experimental data. The results of NEPTUNE_CFD 
simulation are noticeably closer to the experimental data than the results of ANSYS CFX. As shown above, 
there are some differences between the two simulation setups (e.g. different modelling of bubble diameter 
and interfacial area concentration, etc.), which could explain the discrepancy between the two performances. 
a) pressure b) void fraction 
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c) liquid temperature 
 
d) gas velocity 
Figure 120 – Check of NEPTUNE_CFD numerical convergence (Bartolomei test 2B_B)  
 
 
Figure 121 – NEPTUNE_CFD “graphical” results for case 2B_B (axial distributions) 
 
 
 
Figure 122 – NEPTUNE_CFD “graphical” results for case 2B_B (radial distributions at the outlet) 
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Figure 123 – NEPTUNE_CFD and ANSYS CFX results for case 2B_B 
 
Figure 124 (a, d, e, f) shows results of the other four tests of Table 54 (carried out at PWR conditions). In 
cases 2B_C and 2B_D (which feature a higher inlet subcooling and higher heat flux than in case 2B_B) the 
agreement between NEPTUNE_CFD results and the measured data still looks quite satisfactory. In case 
2B_A (which is characterized by lower heat flux and smaller inlet subcooling) the measured data spans overs 
a small range (0 – 0.1), so the relative errors appear rather large, while on the other hand the absolute 
discrepancies are in the order of few hundredths. In case 1A (much lower pressure than in 2B cases) 
NEPTUNE_CFD results show some systematic overprediction of the void fraction (up to about 0.15).  
Results from several ANSYS CFX runs (with different setups) are also available in case 2B_A (showing 
larger discrepancy than NEPTUNE_CFD results) and in case 1A (showing nearly similar results). 
More results for BWR-typical pressure cases are shown in Figure 124 (b, c), where different code runs are 
compared (for both NEPTUNE_CFD and ANSYS CFX). Based on the results of calculated Bartolomei tests, 
the maximum discrepancy on the absolute void fraction is in the order of 0.1 (and is always an 
overprediction). 
a) 
Bartolomei test 1_A 
 
b) Bartolomei test 2A_A 
 
c) Bartolomei test 2A_B 
 
d) Bartolomei test 2B_A 
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e) Bartolomei test 2B_C 
 
f) Bartolomei test 2B_D 
Figure 124 – Results of NEPTUNE_CFD and ANSYS CFX calculations of Bartolomei tests  
The following observations can be made from this “preparatory” validation activity: 
 The impact of the wall lubrication force was studied. The sensitivity calculations do not exhibit any 
significant influence on the code predictions.  
 The turbulence model for liquid phase and the bubble size description have shown the most 
considerable effect on NEPTUNE_CFD calculation results. Therefore, a thorough investigation and 
analysis of this effect is needed and is covered in the PSBT-related validation study (Section 5.4.7.1 
and Section 5.4.7.10). 
 Some numerical problems were encountered in Bartolomei test 2A_B (appearance of negative 
enthalpy in certain cells), which were worked around by under-relaxation of interfacial energy 
transfer. 
 Generally, most NEPTUNE_CFD runs have shown very good convergence performance. 
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5.4. Validation of the NEPTUNE_CFD code against PSBT tests 
5.4.1. Description of PSBT benchmark 
The OECD/NRC PSBT benchmark (ref. [9]) was an International project endorsed by the OECD/NEA 
(Organisation for Economic Co-operation and Development / Nuclear Energy Agency) and supported by US 
NRC and METI - Japan (Japanese Ministry of Economy, Trade and Industry) in the framework of which a 
large experimental database of void-fraction and departure from nucleate boiling (DNB) measurements 
performed at NUPEC (Nuclear Power Engineering Corporation) under PWR thermal-hydraulic conditions in 
different geometric configurations (different types of isolated subchannels or rod bundle) has been made 
available to the participants for code validation. 
One of the purposes of this benchmark was to assess the capabilities of system thermal-hydraulic codes, 
subchannel codes and CFD codes to predict void distributions, including DNB, in PWR rod bundle geometry 
on the basis of experimental data measured at the NUPEC test facility. The benchmark provides 
experimental data that can be used for the validation of numerical models of void-fraction distribution over a 
wide range of operating conditions, and for the development of novel approaches. 
The NUPEC test facility, depicted in Figure 125, consists of a high pressure and high temperature 
recirculation loop, a cooling loop, and instrumentation and data acquisition systems. The recirculation loop 
consists of a test section, circulation pump, preheater, steam drum and a water mixer. Different test sections 
were constructed to represent a single subchannel and a complete rod bundle, respectively. The design 
pressure is 19.2 MPa and the design temperature is 362 °C. The benchmark consists of two phases: phase I 
for void distribution benchmark and phase II for DNB benchmark. 
 
Figure 125 – NUPEC test facility 
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The present work considers the PSBT steady-state experimental tests measuring the void fraction on four 
subchannel-type test assemblies (S1, S2, S3, and S4) which simulate the subchannel types (central, central 
with thimble, side, and corner) in a PWR assembly (Figure 126). The effective heated length is 1555 mm, 
and the void measurement section begins at 1400 mm from the bottom of the heated section. The external 
diameter of the rod is 9.5 mm; the rod pitch and the rod gap measure, respectively, 12.6 mm and 3.1 mm. 
The heating power is uniformly distributed. Table 55 and Table 56 outline the four different subchannels 
used to perform the void distribution measurements. Figure 127 shows a cross-sectional view of the 
subchannel test assembly. 
The void fraction is measured by using the chromotomography (CT) technique, which also gives the local 
distribution of the time-averaged void fraction at the measuring section. Furthermore, the estimated 
uncertainties on the flow parameters and on the void fraction measurement provided by the experimentalists 
are given in Table 57.  
 
 
Figure 126 – Test section for 
subchannel void distribution 
measurement  
 
Figure 127 – Cross-sectional view of test sections for 
subchannel void distribution measurement 
 
Table 55 – Geometry and Power Shape for Test Assembly S1, S2, S3 and S4 
Item Data 
Assembly (Subjected 
subchannel) 
    
Subchannel type Centre (Typical) Centre (Thimble) Side Corner 
Number of heaters 4 x 1/4 3 x 1/4 2 x 1/4 1 x 1/4 
Axial heated length (mm) 1555 1555 1555 1555 
Axial power shape Uniform Uniform Uniform Uniform 
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Table 56 – Geometric characteristics of subchannel assemblies 
Item 
Subchannel Type 
Typical (S1)  Thimble (S2)  Side (S3)  Corner (S4) 
Flow area, mm
2
 107.098 107.098 68.464 42.592 
Heated perimeter, mm 29.845 22.384 14.923 7.461 
Wetted perimeter, mm 54.645 54.645 44.923 33.161 
 
Table 57 – Estimated accuracy for void fraction measurements 
Quantity Accuracy (1σ) 
Pressure 1% 
Inlet fluid temperature 1 K 
Mass flow rate 1.5% 
Wall heat flux 1% 
Averaged void fraction 0.04 VF 
 
5.4.2. Modelling of PSBT with NEPTUNE_CFD 
5.4.2.1. Space discretization of the studied domain 
Following the NEA/CSNI (Nuclear Energy Agency / Committee on the Safety of Nuclear Installations) best 
practice guidelines (BPG) for the use of CFD in nuclear reactor safety (ref. [79]), four fully structured hex 
meshes have been developed to represent geometrical configuration of the subchannel S1, S2, S3 and S4 
respectively. In order to avoid diffusivity problems and to decrease the amount of cells, the fully structured 
hex meshes have been used. Owing to the simple geometry and to the axial symmetry of the problem, the 
computational domain is reduced depending on the geometry of considered subchannel: 
1. In case of test assembly type S1 it is modelled 1/8 part of the subchannel domain; 
2. In case of test assembly type S2 it is modelled 1/2 part of the subchannel domain; 
3. In case of test assembly type S3 it is modelled 1/4 part of the subchannel domain; 
4. In case of test assembly type S4 it is modelled 1/8 part of the subchannel domain. 
The cross section of each nodalization geometry is illustrated in Figure 128. The mesh was developed using 
the ICEM tool, which is included as a part of the ANSYS-CFX package. The cells in the near wall region are 
thinner in order to describe the velocity and temperature gradients more accurately. At those locations where 
the velocity is not expected to have sharp gradients the grid is coarser, as the centre of the subchannel. All 
the nodalizations have the same number of cells in axial direction (320) and the same thickness of the wall-
adjacent cell (0.4mm). Geometrical aspects of the spatial discretization are summarized in Table 58. 
 
  
a) Subchannel type S1 
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b) Subchannel type S2 
  
c) Subchannel type S3 
  
d) Subchannel type S4 
Figure 128 – Cross-section view of grids for subchannel types S1, S2, S3, and S4 
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Table 58 – Characteristics of the grids used in the simulations 
Item 
Subchannel Type 
Typical (S1) Thimble (S2) Side (S3) Corner (S4) 
Total number of cells 26880 133760 92480 40320 
Number of cells in the axial direction 320 320 320 320 
Cell size in the axial direction (mm) 5 5 5 5 
First cell near the wall (mm) 0.4 0.4 0.4 0.4 
Number of cells in X-direction 12 20 23 21 
 
An intensive sensitivity study was carried out to assess the influence of the meshing on the predicted results. 
The results of such activity are presented in Section 5.4.5. 
5.4.2.2. Description of the reference model set-up 
The main features of the NEPTUNE_CFD reference simulation set-up are listed hereafter: 
 Turbulence: 
o k-ε turbulence model for liquid field 
o Turbulent reverse coupling: large inclusions are activated for vapour field (max. eddy length 
scale 0.01 m) 
 Interfacial momentum transfer: 
o Drag force: Ishii 
o Added mass: Zuber  
o Lift force: Tomiyama SMD 
o Turbulent dispersion: GTD model  
o Wall lubrication force: Tomiyama  
 Interfacial area modelling: 
o Model: Interfacial area transport, source term Wei & Yao 
o Default diameter 0.001 m, min. diameter = 1E-6 m , max. diameter = 0.005 m 
 Interfacial enthalpy transfer: 
o Liquid: bubble model  
o Vapour: user function (direct contact interphase energy transfer model) 
 Nucleate boiling: 
o Fluid-wall heat transfer: Extended Kurul & Podowski model. It is based on the four-flux 
modelling (liquid and vapour fluxes, evaporation flux, quenching flux). 
o Fluid properties at y+ = 250 
o Wall function model: standard (single phase wall function) 
o Max radius of cavities: 2.5*10-7 m 
o Max detachment bubble diameter:0.0096 m 
o Max oversaturation control: 0.1°C 
o Solid wall properties: 
 Thermal conductivity: 17 W/m/K 
 Density: 8000 kg/m3 
 Specific heat: 531 J/kg/K 
To ensure a grid independent solution, the liquid temperature in the wall boiling equations is calculated from 
the logarithmic temperature profile in given nondimensional distance from the wall at y+ = 250 (proposed by 
Egorov and Menter, ref. [81]). The thermodynamic properties of fluids are given by the CATHARE tables, 
which are based on the International Association for the Properties of Water and Steam data, see ref. [82]. 
In all the NEPTUNE_CFD calculations have been used the uniform time discretization scheme, which is 
based on the adaptive time step from an iteration to another and uniform all over the computational domain. 
At each iteration the minimum of the time step values over all cells and fields is taken. 
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5.4.2.3. Boundary and initial conditions 
The overall PSBT subchannel database includes 126 tests. In the present validation study, 42 tests have 
been calculated using NEPTUNE_CFD:  
1. 12 tests in case of test assembly type S1; 
2. 10 tests in case of test assembly type S2; 
3. 10 tests in case of test assembly type S3; 
4. 10 tests in case of test assembly type S4. 
The boundary conditions of the selected PSBT steady-state experimental tests are presented in Table 59 - 
Table 62. There are imposed functions of power, flow rate, temperature and pressure. The initial conditions 
for velocities, temperature and turbulent variables are taken equal to the inlet conditions, and the subchannel 
is initialized as being full of water. 
 
Table 59 – Test conditions for steady-state void measurements in subchannel type S1 
S1 Test N 
Pressure, 
bar 
Mass Flux, 
kg/m
2
/s 
Power, 
KW 
Heat Flux, 
KW/m
2
 
Inlet 
Temp., K 
Satur. 
Temp., K 
Subcooling 
Temp., K 
Av. void 
fraction 
1 1.1222 165,9 3050,0 50,0 1077,4 607,7 623,3 15,6 0,142 
2 1.2211 147,2 3030,6 90,0 1939,3 568,4 613,7 45,3 0,038 
3 1.2223 147,2 3030,6 69,8 1504,0 592,6 613,7 21,1 0,311 
4 1.2237 147,4 3036,1 60,0 1292,8 602,6 613,8 11,2 0,440 
5 1.2422 147,2 1388,9 60,0 1292,8 557,1 613,7 56,6 0,182 
6 1.3222 122,7 3030,6 60,0 1292,8 582,5 599,4 16,9 0,357 
7 1.3223 122,5 3083,3 60,1 1295,0 592,7 599,3 6,6 0,546 
8 1.4121 98,2 3047,2 69,9 1506,2 547,1 582,7 35,6 0,097 
9 1.4324 98,2 1394,4 60,1 1295,0 511,9 582,7 70,8 0,157 
10 1.4325 98,4 1397,2 59,8 1288,5 526,8 582,8 56,0 0,335 
11 1.4326 98,2 1394,4 60,1 1295,0 541,8 582,7 40,9 0,531 
12 1.5222 73,6 1394,4 50,0 1077,4 516,9 562,2 45,3 0,411 
 
Table 60 – Test conditions for steady-state void measurements in subchannel type S2 
S2 Test N 
Pressure, 
bar 
Mass Flux, 
kg/m
2
/s 
Power, 
KW 
Heat Flux, 
KW/m
2
 
Inlet 
Temp., K 
Satur. 
Temp., K 
Subcooling 
Temp., K 
Av. void 
fraction 
1 2.2122 146,7 4133,3 60,1 1726,7 598,1 613,4 15,3 0,131 
2 2.2222 147,1 3033,3 60,1 1726,7 587,9 613,6 25,7 0,077 
3 2.2233 147,1 3041,7 52,5 1508,3 603,6 613,6 10,0 0,313 
4 2.2247 147,2 3050,0 45,1 1295,7 607,8 613,6 5,8 0,372 
5 2.3231 122,8 3027,8 45,0 1292,8 577,6 599,5 21,9 0,103 
6 2.4232 98,3 3025,0 52,7 1514,1 572,6 582,7 10,1 0,451 
7 2.4422 98,6 1394,4 60,1 1726,7 552,2 583,0 30,8 0,596 
8 2.4443 98,6 1397,2 45,2 1298,6 526,9 583,0 56,1 0,153 
9 2.4446 98,6 1391,7 45,1 1295,7 557,2 583,0 25,8 0,503 
10 2.5431 74,2 1397,2 37,7 1083,1 512,0 562,8 50,8 0,133 
 
Table 61 – Test conditions for steady-state void measurements in subchannel type S3 
S3 Test N 
Pressure, 
bar 
Mass Flux, 
kg/m
2
/s 
Power, 
KW 
Heat Flux, 
KW/m
2
 
Inlet 
Temp., K 
Satur. 
Temp., K 
Subcooling 
Temp., K 
Av. void 
fraction 
1 3.2231 147,1 3027,8 40,4 1741,0 582,4 613,6 31,2 0,041 
2 3.2232 147,1 3027,8 40,5 1745,3 587,5 613,6 26,1 0,132 
3 3.2255 147,2 3027,8 30,2 1301,5 597,5 613,6 16,1 0,213 
4 3.2256 147,2 3036,1 30,1 1297,2 602,6 613,6 11,0 0,307 
5 3.2452 147,6 1369,4 30,2 1301,5 572,0 613,9 41,9 0,111 
6 3.2453 147,4 1372,2 30,2 1301,5 587,3 613,8 26,5 0,469 
7 3.4453 98,6 1383,3 30,3 1305,8 521,8 583,0 61,2 0,047 
8 3.4454 98,5 1383,3 30,1 1297,2 531,6 582,9 51,3 0,142 
9 3.4455 98,7 1383,3 30,3 1305,8 541,8 583,0 41,2 0,365 
10 3.4456 98,7 1377,8 30,2 1301,5 556,7 583,0 26,3 0,558 
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Table 62 – Test conditions for steady-state void measurements in subchannel type S4 
S4 Test N 
Pressure, 
bar 
Mass Flux, 
kg/m
2
/s 
Power, 
KW 
Heat Flux, 
KW/m
2
 
Inlet 
Temp., K 
Satur. 
Temp., K 
Subcooling 
Temp., K 
Av. void 
fraction 
1 4.2231 147,1 3072,2 20,3 1749,7 587,3 613,6 26,3 0,080 
2 4.2251 147,1 3072,2 15,2 1310,1 583,3 613,6 30,3 0,003 
3 4.2255 147,2 3077,8 15,2 1310,1 599,5 613,6 14,1 0,151 
4 4.2256 147,2 3086,1 15,1 1301,5 603,5 613,6 10,1 0,228 
5 4.2257 147,1 3088,9 15,1 1301,5 607,5 613,6 6,1 0,307 
6 4.2452 147,5 1391,7 15,2 1310,1 582,2 613,8 31,6 0,235 
7 4.4453 98,6 1402,8 15,2 1310,1 531,6 583,0 51,4 0,067 
8 4.4454 98,6 1400,0 15,1 1301,5 541,7 583,0 41,3 0,212 
9 4.4455 98,6 1400,0 15,2 1310,1 551,8 583,0 31,2 0,390 
10 4.4456 98,6 1394,4 15,2 1310,1 562,0 583,0 21,0 0,537 
 
The boundary conditions were applied as described below: 
 Inlet: imposed liquid temperature and axial velocity (uniform profile) 
 Outlet: imposed reference pressure  
 Non-heated walls: are considered as adiabatic and no-slip boundary condition is imposed 
 Heated pin: non-adiabatic wall with imposed heat flux 
 Symmetry planes: symmetry boundary conditions are applied to each symmetry face of the fluid 
domain 
Figure 129 shows an example of application of the boundary conditions in case of the subchannel type S1. 
Similar approach is used for the rest of subchannel configurations. 
 
Figure 129 – Boundary conditions (subchannel type S1) 
 
5.4.3. Reference state achievement 
Transient simulation was performed for each test case in order to reach the steady-state conditions. It is 
based on the 3 second long heat-up conditioning phase during which the power of the fuel rod simulators is 
increasing linearly from 0 to the nominal value and the 1.5 seconds long steady-state calculation that is 
carried out to stabilize of the parameters. Hence, the total duration of the transient is 4.5 seconds. This 
approach together with the uniform time step scheme (ref. [83]) allows to reduce the numerical instabilities 
and to have smoother convergence of the iterative numerical algorithm. 
Figure 130 (a, b, c, d) shows the time histories of selected variables (pressure, liquid temperature, etc.) 
obtained during the simulation of PSBT test 1.2211 at different monitor points. All the monitoring variables 
exhibit quite a smooth convergence. Furthermore, Figure 130 (e) presents the normalized residuals for 
pressure, liquid and gas enthalpies and void fraction.  
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It should be noted that for each of 42 considered PSBT tests (Table 59 - Table 62) a thorough check of the 
numerical convergence has been performed. 
a) pressure b) void fraction 
 
c) liquid temperature 
 
d) gas velocity 
 
e) normalized residuals 
Figure 130 – Check of NEPTUNE_CFD numerical convergence (PSBT test 1.2211)  
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5.4.4. Base calculation of the PSBT test 1.2211 
The run whose operating conditions are the closest to PWR normal conditions (i.e. test 1.2211) was selected 
and used to develop a reference simulation model for PSBT tests with a subchannel of type S1. Nodalization 
scheme that is presented in Figure 128 (a) and described in Table 58 was used. The results of the base 
calculation of PSBT test 1.2211 are shown in Figure 131.  
As seen in, the NEPTUNE_CFD code slightly overestimates the experimental averaged void fraction at 1.4m 
elevation, however, the error bar of the experimental measurement (1σ, 0.04 VF) sufficiently covers the code 
prediction. As shown in Figure 131 (c), the vapour formation starts at elevation of around 15 cm from the 
subchannel inlet. 
a) Axial evolution of cross-section averaged void 
fraction 
b) Axial evolution of liquid temperature at the near 
wall region 
 
c) Axial evolution of void fraction at the near wall 
region 
 
d) Axial evolution of bubble diameter size at the 
near wall region 
  
e) Steam velocity in the near wall region at 1.4m elevation 
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f) Bubble diameter size in the near wall region at 1.4m elevation 
  
g) Void fraction in the near wall region at 1.4m elevation 
Figure 131 – Results of NEPTUNE_CFD calculation of PSBT test 1.2211  
5.4.5. Mesh sensitivity analysis 
Following the NEA/CSNI best practice guidelines about the computational grid design and grid quality 
(Chapter 6.2.2 and 6.2.3 in ref. [79]), a mesh sensitivity analysis based on PSBT test 1.2211 has been 
performed using both axial and radial grid refinement. 
5.4.5.1. Case-1: Axial mesh sensitivity study 
The number of axial nodes may influence the void fraction prediction. In order to assess the influence of axial 
nodalization scheme on calculated results, the number of axial meshes was varied in the range from 200 to 
800 (Table 63). The results of calculation obtained with the reference set of physical and closure models 
(described in Section 5.4.2.2) are shown in Figure 132.  
Generally, the calculations do not exhibit any significant change. However, in order to avoid high grid aspect 
ratios and to have a reasonable computational time, the grid with 320 axial meshes was selected as 
reference in all the PSBT test calculations. 
Table 63 – Characteristics of the grids used in the axial sensitivity study 
Item 
Mesh Type 
0.2mm-
200AX 
0.2mm-
320AX 
0.2mm-
400AX 
0.2mm-
800AX 
Total number of cells 16800 26880 33600 67200 
Number of cells in the axial direction 200 320 400 800 
Cell size in the axial direction (mm) 8 5 4 2 
First cell near the wall (mm) 0.2 0.2 0.2 0.2 
Number of cells in X-direction 12 12 12 12 
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a) Axial evolution of cross-section averaged void 
fraction 
b) Axial evolution of liquid temperature at the near 
wall region 
 
c) Axial evolution of void fraction at the near wall 
region 
 
d) Axial evolution of bubble diameter size at the 
near wall region 
 
e) Steam velocity in the near wall region at 1.4m 
elevation 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
Figure 132 – Effect of the axial nodalization (PSBT test 1.2211)  
5.4.5.2. Case-2: Radial mesh sensitivity study 
In Case-2, the radial mesh sensitivity study has been carried out based on PSBT test 1.2211. The main 
features of the utilized grids are presented in Table 64. The results of calculation obtained with the reference 
set of physical and closure models (described in Section 5.4.2.2) are shown in Figure 133. 
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Table 64 – Characteristics of the grids used in the radial sensitivity study 
Item 
Mesh Type 
0.2mm-
200AX 
0.3mm-
200AX 
0.4mm-
200AX 
Total number of cells 42000 21000 21000 
Number of cells in the axial direction 200 200 200 
Cell size in the axial direction (mm) 8 8 8 
First cell near the wall (mm) 0.2 0.3 0.4 
Number of cells in X-direction 21 21 21 
 
The water temperature evolutions calculated with the different computational grids in the near heated wall 
region are illustrated in Figure 133 (b). The coarse nodalization (0.4mm-200AX) exhibits flatter axial profile 
than the finer meshes. At the distance of around 0.15m - 0.3m from the subchannel inlet, the difference 
between calculated liquid temperatures can reach of ~ 4 K. However, no significant difference in the 
temperatures was observed at centre of the subchannel at 1.4m elevation (Figure 133 (e)).  
As shown in Figure 133 (c), NEPTUNE_CFD with refined mesh (0.2mm-200AX) predicts higher void fraction 
in the near-wall region than the coarse mesh (0.4mm-200AX). It may be explained by the larger diameter of 
the bubbles that are generated in the near-wall region by the refined mesh (Figure 133 (f)). Generally it can 
be concluded that the void production in the near heated wall region is greater for the smaller computational 
cells. Similar results were obtained by Baudry et al., ref. [73] (see Section 5.2). 
a) Axial evolution of cross-section averaged void 
fraction 
b) Axial evolution of liquid temperature at the near 
wall region 
 
c) Axial evolution of void fraction at the near wall 
region 
 
d) Axial evolution of bubble diameter size at the 
near wall region 
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e) Liquid temperature in the near wall region at 
1.4m elevation 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
Figure 133 – Effect of the radial nodalization (PSBT test 1.2211)  
In order to minimize a computational cost of the calculations while preserving the numerical stability of the 
code, the coarse grid with 0.4mm wall-adjacent cell was selected as the reference one. Consequently, based 
on the outcomes of both axial and radial mesh sensitivity studies, the grid with 320 axial meshes and with 
0.4mm wall-adjacent cell (Table 58) was selected as the reference for all of the considered PSBT tests. 
Besides, it should be noted, that the nondimensional distance from the wall y+ is varied in the range of 
approximately 120 (PSBT test 1.4326) up to ~300 (PSBT test 1.2211) using the reference subchannel 
nodalization (0.4mm-320AX), which is valid for the application of the selected k-ε turbulence model with 
logarithmic treatment of the wall boundary layer, ref. [79]. 
 
5.4.6. Boundary conditions sensitivity analysis 
Series of sensitivity calculations of PSBT test 1.2211 and test 1.2223 have been performed in order to 
assess the influence of experimental uncertainties of the boundary conditions (Table 57) on NEPTUNE_CFD 
predictions. The procedure is based on the variation of the controlling parameters in the range of nominal 
value plus or minus the value of corresponding uncertainty, meanwhile the other parameters remaining fixed 
to the nominal values. This approach allows to evaluate the effect of uncertainty of one parameter 
independently on the others.  
The reference nodalization scheme of the subchannel with central configuration (assembly type S1), which is 
shown in Figure 128 (a) and described in Table 58, was used to perform a model sensitivity analysis. 
Furthermore, the reference set of physical and closure models (described in Section 5.4.2.2) has been 
utilized in the simulations. 
 
5.4.6.1. Case-1: Effect of the flow inlet temperature 
In Case-1, the effect of the flow inlet temperature was investigated modifying its nominal value by +/- 1K. The 
results obtained are reported in Figure 134. For PSBT test 1.2211, this modification exhibits a variation of the 
averaged void fraction value by 0.005 (VFnom ± 0.005 at 1.4m elevation), respectively to the sign of change of 
the liquid temperature (Figure 134 (a)). 
In the case of PSBT test 1.2223 the calculated values are in the range of VFnom ± 0.025 (Figure 134 (b)). 
Generally, the phenomena may be explained by the fact that an increase of the liquid temperature (Figure 
134 (c, d)) results in the generation of bubbles with larger diameter (Figure 134 (e, f)) and, therefore, rising 
the overall steam production along the subchannel (Figure 134 (g, h, i, j)). 
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a) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2211) 
b) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2223) 
 
c) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2211) 
 
d) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2223) 
 
e) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2211) 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
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g) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2211) 
 
h) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2223) 
 
i) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
j) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
Figure 134 – Effect of the flow inlet temperature (PSBT tests 1.2211 and 1.2223) 
5.4.6.2. Case-2: Effect of the inlet mass flux 
In Case-2, the effect of the inlet mass flux was investigated varying its nominal value by +/- 1.5%. The 
calculated results are shown in Figure 135. A decrease of the mass flux results in a rise of the liquid flow 
temperature (Figure 135 (c, d)) and in the generation of bubbles with larger diameter with respect to the 
reference case (Figure 135 (e, f)), which consequently increases the steam production along the subchannel 
(Figure 135 (g, h, i, j)).  
For PSBT test 1.2211, modification by +/- 1.5% of nominal value of the mass flux gives a variation range of 
VFnom ± 0.005 (at 1.4m elevation), whilst in the case of PSBT test 1.2223 the calculated values are in the 
range of VFnom ± 0.01. 
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a) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2211) 
b) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2223) 
 
c) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2211) 
 
d) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2223) 
 
e) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2211) 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
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g) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2211) 
 
h) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2223) 
 
i) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
j) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
Figure 135 – Effect of the inlet mass flux (PSBT tests 1.2211 and 1.2223) 
5.4.6.3. Case-3: Effect of the outlet pressure 
In Case-3, the effect of the outlet pressure was investigated modifying its nominal value by +/- 1.0%. The 
calculated results are presented in Figure 136. A decrease of the pressure at the subchannel outlet reduces 
the fluid saturation temperature and thus causes the steam production along the subchannel to rise (the wall 
heat flux being kept constant). For PSBT test 1.2211, a modification by +/- 1.0% of the nominal value of the 
outlet pressure gives a variation range of VFnom ± 0.005 (at 1.4m elevation), whilst in the case of PSBT test 
1.2223 the calculated values are in the range of VFnom ± 0.025. 
a) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2211) 
b) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2223) 
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c) Steam velocity in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
d) Steam velocity in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
 
e) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2211) 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2223) 
 
g) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2211) 
 
h) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2223) 
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i) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
j) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
Figure 136 – Effect of the outlet pressure (PSBT tests 1.2211 and 1.2223) 
5.4.6.4. Case-4: Effect of the wall heat flux 
In Case-4, the effect of the wall heat flux was investigated varying its nominal value by +/- 1.0%. The 
calculated results are reported in Figure 137. An increase of the wall heat flux results in a rise of the fluid 
temperature (Figure 137 (c, d)) and in the generation of bubbles with larger diameter with respect to the 
reference case (Figure 137 (e, f)), which consequently increases the steam production along the subchannel 
(Figure 137 (g, h, i, j)). For PSBT test 1.2211, a modification by +/- 1.0% of the nominal value of the wall heat 
flux gives a variation range of VFnom ± 0.002 (at 1.4m elevation), whilst in the case of PSBT test 1.2223 the 
calculated values are in the range of VFnom ± 0.01. 
a) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2211) 
b) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2223) 
 
c) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2211) 
 
d) Axial evolution of liquid temperature at the near 
wall region (PSBT test 1.2223) 
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e) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2211) 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
 
g) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2211) 
 
h) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2223) 
 
i) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
j) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
Figure 137 – Effect of the wall heat flux (PSBT tests 1.2211 and 1.2223) 
5.4.6.5. Case-5: Comparison of the most favourable and the most unfavourable BIC 
Two additional calculations have been performed both for PSBT test 1.2211 and test 1.2223 in order to find 
the widest possible span of variation of the averaged void fraction. It can be achieved by using the two sets 
of parameters that are expected to give the highest (so-called “unfavourable” set of BIC) or the lowest (so-
called “favourable” set of BIC) values of void fraction (Table 65). The results of this sensitivity study are 
shown in Figure 138. 
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Table 65 – Description of the most favourable and the most unfavourable composition of the BIC 
Set of BIC Pressure T inlet Mass Flux Wall Heat Flux 
Favourable Nominal + 1% Nominal - 1K Nominal + 1.5% Nominal - 1% 
Unfavourable Nominal - 1% Nominal + 1K Nominal – 1.5% Nominal + 1% 
 
For PSBT test 1.2211, the averaged void fraction value at 1.4m elevation is equal to VFnom - 0.015 in case of 
the “favourable” set of the boundary conditions and VFnom + 0.025 in case of the “unfavourable”. The 0.04-
wide variation represents approximately 50% of the nominal value (VFnom = 0.038). Similar results were 
obtained by Peréz et al., ref. [71]-[72]. For PSBT test 1.2223, the calculated values are in the range of VFnom 
± 0.07, representing nearly 11% of the nominal value (VFnom = 0.31). Consequently, the relative impact on 
the averaged void fraction of both single- and multi- parameter variation is more noticeable in the subcooled 
test case (i.e. PSBT run 1.2211). Generally it can be concluded that the experimental uncertainties on the 
BC parameters may have a considerable effect on the simulation results (especially for highly subcooled 
tests). 
a) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2211) 
b) Axial evolution of cross-section averaged void 
fraction (PSBT test 1.2223) 
 
c) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2211) 
 
d) Axial evolution of void fraction at the near wall 
region (PSBT test 1.2223) 
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e) Steam velocity in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
f) Steam velocity in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
 
g) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2211) 
 
h) Bubble diameter size in the near wall region at 
1.4m elevation (PSBT test 1.2223) 
 
i) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2211) 
 
j) Void fraction in the near wall region at 1.4m 
elevation (PSBT test 1.2223) 
Figure 138 – Comparison of the most favourable and unfavourable BIC (PSBT tests 1.2211 and 1.2223) 
5.4.7. Model sensitivity analyses 
The PSBT test 1.2211 was selected to test the influence of the implemented physical and closure models on 
the NEPTUNE_CFD prediction. The procedure is based on the single-parameter (or model choice) variation, 
while the rest of the calculation setup remains the same as the reference set of physical and closure models 
(described in Section 5.4.2.2). 
The reference nodalization scheme of the subchannel with central configuration (assembly type S1), which is 
shown in Figure 128 (a) and described in Table 58, was used to perform the model sensitivity analyses. 
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5.4.7.1. Case-1: Effect of the bubble size description 
The influence of the bubble size description on the calculated results has been studied by performing 
simulations of PSBT test 1.2211 using interfacial area models of Yao-Morel and Ruyer-Seiler. Besides, four 
different simulations with constant and uniform predetermined bubble diameters (0.05mm, 0.1mm, 0.2mm 
and 0.3mm) were carried out. The results of calculations are presented in Figure 139. 
The Yao-Morel model (ref. [84]) is based on so-called “single-size” approach for bubbly flows. It supposes 
that the bubbles have locally (i.e. in the same computational cell) the same size, represented by the Sauter 
mean diameter, which is directly connected to the local void fraction and to the interfacial area. The latter is 
obtained by the resolution of an additional transport equation that takes into account the bubble-size 
variation caused by gas compressibility and mass transfer, and contains terms standing for bubble 
coalescence, break-up and nucleation that need to be modelled. 
The Ruyer-Seiler model (ref. [85]-[86]) may be considered as more refined than the Yao-Morel one since it 
follows the “moment-density” approach. It consists in assuming a certain form for the bubble diameter 
distribution function (other than a delta Dirac distribution), and then solving equations on the moments 
defining this distribution. The Ruyer-Seiler model presumes a quadratic form for the bubble-diameter 
distribution whose graph extends from the origin, and is consequently defined by only one parameter. In this 
model, coalescence and break-up phenomena are taken into account. 
As illustrated in Figure 139 (a), the highest averaged void fraction on the whole heated length of the 
subchannel is obtained in the simulation with a constant bubble size of 0.3mm, while the lowest one with the 
0.05mm bubble size. This pattern was observed also by Baudry et al., ref. [73] (see 0 of the present report). 
The two bubble-size models exhibit nearly-similar behaviour and show better general agreement with the 
experiment at the location of the measuring section (1.4m). The bubble diameter calculated at this elevation 
by Yao-Morel and Ruyer-Seiler interfacial area models is lower than that in case of the calculation with fixed 
bubble diameter of 0.2mm and 0.3mm (Figure 139 (g)). Furthermore, the bubble size in this region obtained 
by Ruyer-Seiler model (~0.2mm) is higher than the one predicted by Yao-Morel model (~0.15mm). 
There are two important patterns that could be observed on Figure 139 (c). First, the void fraction within the 
subcooled region near the heated wall is decreasing when reducing the size of the bubbles. Smaller bubbles 
yield bigger interfacial area and, consequently, the mass and heat transfer is greater. As a result, the 
condensation rate of the bubbles in the subcooled region is higher. Second, the void fraction in the 
superheated region near the heated wall is greater for simulations with smaller bubble size (Figure 139 (c, 
h)). Besides, from Figure 139 (d) it can be seen that the void fraction in the centre of the subchannel is 
higher in the case of NEPTUNE_CFD simulations with large bubbles (i.e. 0.2mm and 0.3mm). This is due to 
the fact that larger bubbles are less condensable in the liquid subcooled region than those generated by 
Yao-Morel and Ruyer-Seiler models. 
Concerning the influence of the bubble size on the steam velocity (Figure 139 (f)), higher velocities in the 
bulk flow region at the location of the measuring section (1.4m) were observed in case of calculations with 
greater bubble diameters (i.e. 0.2mm and 0.3mm). This may be explained by the higher void fraction in this 
region (Figure 139 (h)). Similar conclusions were drawn by Peréz et al., ref. [71]-[72]. 
a) Axial evolution of cross-section averaged void 
fraction 
b) Axial evolution of liquid temperature at the near 
wall region 
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c) Axial evolution of void fraction at the near wall 
region 
 
d) Axial evolution of void fraction at the centre of the 
subchannel 
 
e) Liquid temperature in the near wall region at 
1.4m elevation 
 
f) Steam velocity in the near wall region at 1.4m 
elevation 
 
g) Bubble diameter size in the near wall region at 
1.4m elevation 
 
h) Void fraction in the near wall region at 1.4m 
elevation 
Figure 139 – Effect of the bubble size description (PSBT test 1.2211)  
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5.4.7.2. Case-2: Effect of the default diameter value in the interfacial area transport 
In Case-2, the influence of the default diameter value in the interfacial area transport is investigated. 
Generally, the calculations do not exhibit any significant change (Figure 140). 
 
Figure 140 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
5.4.7.3. Case-3: Effect of the interfacial enthalpy transfer model 
In Case-3, the influence of the interfacial enthalpy transfer model is investigated. No significant difference is 
observed in the calculation results (Figure 141). 
 
Figure 141 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
5.4.7.4. Case-4: Effect of the location of fluid properties 
In Case-4, the influence of the location of fluid properties is investigated. Based on qualitative comparison, 
no difference is observed in the calculation results (Figure 142). 
 
Figure 142 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
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5.4.7.5. Case-5: Effect of the maximal detachment diameter 
In Case-5, the influence of the maximal detachment diameter given by the Unal correlation is investigated. 
The sensitivity calculations do not exhibit any significant difference (Figure 143). 
 
Figure 143 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
5.4.7.6. Case-6: Effect of the maximal eddy length scale 
In Case-6, the influence of the maximal eddy length scale is investigated. It is a reference length used for 
clipping when the size of computed eddies is nonphysical. It occurs in areas where the phase is residual. 
Based on the calculated results that are shown in Figure 144, no difference is observed. 
 
 
Figure 144 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
5.4.7.7. Case-7: Effect of the maximal oversaturation control temperature 
In Case-7, the influence of the maximal oversaturation control temperature is investigated. Basically, this 
temperature serves to control of the flux partitioning in the boiling model. If the difference between liquid 
temperature and saturation temperature exceeds this value, only the evaporation flux remains. Based on the 
results illustrated in Figure 145, a slight difference is observed close to the outlet of the subchannel. 
 
Figure 145 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
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5.4.7.8. Case-8: Effect of the maximal radius of cavities 
In Case-8, the influence of the maximal radius of cavities is investigated. The calculations do not exhibit any 
significant difference (Figure 146). 
 
Figure 146 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
5.4.7.9. Case-9: Effect of the time discretization 
In Case-9, the effect of the time discretization is investigated. No difference between uniform and constant 
time evolution schemes is observed in the calculation results (Figure 147). 
 
 
Figure 147 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
 
5.4.7.10. Case-10: Effect of the turbulence model for liquid phase 
In Case-10, the effect of the turbulence model for continuous liquid field has been investigated by performing 
simulations of PSBT test 1.2211 using first-order standard k-ε and second-order moments RANS turbulence 
models (Rij-ε SSG) (Figure 148). As illustrated in Figure 148 (a), the highest averaged void fraction at the 
location of the measuring section (1.4m) is obtained in simulation with Rij-ε SSG model. Bubble diameter 
calculated by the k-ε turbulence model at this elevation is lower than that in case of the Rij-ε SSG model 
(Figure 148 (f)), leading to higher condensation rate of the bubbles in the subcooled region and, therefore, to 
lower void fraction (Figure 148 (c, g)). Higher values of the calculated void fraction in the centre of the 
subchannel are observed in case of the second-order RANS turbulence model (Figure 148 (d)). 
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a) Axial evolution of cross-section averaged void 
fraction 
b) Axial evolution of liquid temperature at the near 
wall region 
 
c) Axial evolution of void fraction at the near wall 
region 
 
d) Axial evolution of void fraction at the centre of the 
subchannel 
 
e) Axial evolution of bubble diameter size at the 
near wall region 
 
f) Bubble diameter size in the near wall region at 
1.4m elevation 
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5.4.7.11. Case-11: Effect of the wall function for boiling flow 
In Case-11, the effect of the wall function model for boiling flow is investigated. The calculations do not 
exhibit any significant difference (Figure 149). 
 
Figure 149 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
 
5.4.7.12. Case-12: Effect of the wall lubrication force 
In Case-12, the effect of the wall lubrication force is investigated. No difference is observed in the calculation 
results (Figure 150). 
 
Figure 150 – Axial evolution of cross-section averaged void fraction (PSBT test 1.2211)  
 
 
 g) Void fraction in the near wall region at 1.4m elevation 
Figure 148 – Effect of the turbulence model for liquid phase (PSBT test 1.2211)  
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5.4.8. Calculation of the selected PSBT tests with assembly S1 
Twelve experimental tests with central subchannel configuration (assembly type S1) have been selected for 
assessment of the NEPTUNE_CFD. Boundary conditions of these tests are shown in Table 59. The 
reference simulation model (described in Section 5.4.2.2) together with the reference nodalization scheme 
(Figure 128 (a) and Table 58) has been utilized. 
The relative differences between calculated results and experimental data (     
        
   
) are provided in 
Table 66. 
Table 66 – Comparison of calculated and measured averaged void fraction (PSBT assembly type S1) 
S1 Test N CALC VF [-] EXP VF [-] Absolute error [-] Relative error [%] 
1 1.1222 0,080 0,142 -0,062 -43,92 
2 1.2211 0,040 0,038 0,002 5,85 
3 1.2223 0,240 0,311 -0,071 -22,79 
4 1.2237 0,361 0,440 -0,079 -17,95 
5 1.2422 0,198 0,182 0,016 8,83 
6 1.3222 0,322 0,357 -0,035 -9,68 
7 1.3223 0,505 0,546 -0,041 -7,52 
8 1.4121 0,114 0,097 0,017 17,11 
9 1.4324 0,181 0,157 0,024 15,21 
10 1.4325 0,413 0,335 0,078 23,28 
11 1.4326 0,602 0,531 0,071 13,40 
12 1.5222 0,494 0,411 0,083 20,19 
 
Concerning the axial evolution of the flow, it was observed that for the majority of the PSBT tests (except the 
highly subcooled runs) the steam is generated right from the start of the heated section. Change in the slope 
of evolution of the averaged void fraction characterizes the beginning of the fully-developed subcooled 
boiling, i.e. when the liquid temperature in the near heated wall region exceeds the saturation temperature. 
General comparison of the measured and calculated averaged void fractions of the selected PSBT tests with 
S1 subchannel configuration is shown in Figure 151. The simulations show a variation of the relative error 
from -43.9% (run 1.1222) to 23.2% (run 1.4325) compared to the measured PSBT data. The results of all of 
the considered tests are encompassed by the experimental uncertainty bands that represent the variation of 
the void fraction value by +/- 0.08 VF (2σ). Furthermore, the results of the 6 tests (1.2211, 1.2422, 1.3222, 
1.3223, 1.4121 and 1.4324) are enveloped by the +/- 0.04 VF experimental uncertainty bands (1σ). 
 
Figure 151 – Calculated averaged void fraction versus measured at 1.4m elevation (subchannel S1) 
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As shown in Figure 152 (a), NEPTUNE_CFD has a minor trend for underprediction of the void fraction with 
increase of the pressure. Besides, the code exhibits a slight overestimation of the void fraction for the tests 
with a lower liquid mass flux (~1400 kg/m
2
/s) at the subchannel inlet (Figure 152 (b)). No explicit bias was 
found with the flow subcooling (Figure 152 (c)) and the heat flux (Figure 152 (d)). 
 
 
a) C/M Averaged Void Fraction versus Pressure 
 
 
b) C/M Averaged Void Fraction versus Mass Flux 
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c) C/M Averaged Void Fraction versus Inlet Subcooling 
 
d) C/M Averaged Void Fraction versus Heat Flux  
Figure 152 – Calculated versus measured Averaged Void Fraction at 1.4m elevation (subchannel S1)  
 
5.4.9. Calculation of the selected PSBT tests with assembly S2  
Ten experimental tests with thimble subchannel configuration (assembly type S2) have been simulated with 
NEPTUNE_CFD code. Boundary conditions of the selected PSBT tests are shown in Table 60. The 
reference simulation model (described in Section 5.4.2.2) together with the reference nodalization scheme 
(Figure 128 (b) and Table 58) has been utilized. The relative differences between calculated results and 
experimental data (     
        
   
) are provided in Table 67. 
The simulations performed show a variation of the relative error from -6.33% (run 2.3231) to 50.49% (run 
2.2222). Seven experiments are overpredicted (2.2222, 2.2233, 2.4232, 2.4422, 2.4443, 2.4446 and 2.5431) 
and the other three (2.2122, 2.2247 and 2.3231) are underpredicted by NEPTUNE_CFD. 
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Table 67 – Comparison of calculated and measured averaged void fraction (PSBT assembly type S2) 
S2 Test N CALC VF [-] EXP VF [-] Absolute error [-] Relative error [%] 
1 2.2122 0,129 0,131 -0,002 -1,42 
2 2.2222 0,116 0,077 0,039 50,49 
3 2.2233 0,319 0,313 0,006 1,87 
4 2.2247 0,348 0,372 -0,024 -6,32 
5 2.3231 0,096 0,103 -0,007 -6,33 
6 2.4232 0,468 0,451 0,017 3,82 
7 2.4422 0,656 0,596 0,060 10,14 
8 2.4443 0,184 0,153 0,031 20,26 
9 2.4446 0,573 0,503 0,070 14,01 
10 2.5431 0,175 0,133 0,042 31,58 
 
General comparison of the measured and calculated averaged void fractions of the selected PSBT tests with 
S2 subchannel configuration is shown in Figure 153. It may be seen that all the results obtained by 
NEPTUNE_CFD are encompassed by the experimental uncertainty bands that represent the variation of the 
void fraction value by +/- 0.08 VF (2σ). Furthermore, the results of the 8 tests (2.2122, 2.2222, 2.2233, 
2.2247, 2.3231, 2.4232, 2.4443 and 2.5431) are enveloped by the +/- 0.04 VF experimental uncertainty 
bands (1σ). 
 
Figure 153 – Calculated averaged void fraction versus measured at 1.4m elevation (subchannel S2) 
 
As shown in Figure 154 (a), NEPTUNE_CFD has a minor trend for overprediction of the void fraction with 
decrease of the pressure. Besides, the code exhibits a slight overestimation of the void fraction for the tests 
with a lower liquid mass flux (~1400 kg/m
2
/s) at the subchannel inlet (Figure 154 (b)). No explicit bias was 
found with the flow subcooling (Figure 154 (c)) and the heat flux (Figure 154 (d)). These conclusions are in 
compliance to the ones that have previously been drawn for the PSBT subchannel type S1 (Section 5.4.8). 
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a) C/M Averaged Void Fraction versus Pressure 
 
b) C/M Averaged Void Fraction versus Mass Flux 
 
c) C/M Averaged Void Fraction versus Inlet Subcooling 
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d) C/M Averaged Void Fraction versus Heat Flux 
Figure 154 – Calculated versus measured Averaged Void Fraction at 1.4m elevation (subchannel S2) 
 
 
5.4.10. Calculation of the selected PSBT tests with assembly S3 
Ten experimental tests with side subchannel configuration (assembly type S3) have been simulated with 
NEPTUNE_CFD code. Boundary conditions of the selected PSBT tests are shown in Table 61. The 
reference simulation model (described in Section 5.4.2.2) together with the reference nodalization scheme 
(Figure 128 (c) and Table 58) has been utilized. The relative differences between calculated results and 
experimental data (     
        
   
) are provided in Table 68. 
The simulations performed show a variation of the relative error from -39% (run 3.2255) to 195% (run 3.4453 
with a highest subcooling). Six experiments are overpredicted (3.2231, 3.2452, 3.4453, 3.4454, 3.4455 and 
3.4456) and the other four (3.2232, 3.2255, 3.2256 and 3.2453) are underpredicted by NEPTUNE_CFD.  
Table 68 – Comparison of calculated and measured averaged void fraction (PSBT assembly type S3) 
S3 Test N CALC VF [-] EXP VF [-] Absolute error [-] Relative error [%] 
1 3.2231 0,054 0,041 0,013 30,54 
2 3.2232 0,109 0,132 -0,023 -17,29 
3 3.2255 0,129 0,213 -0,084 -39,62 
4 3.2256 0,241 0,307 -0,066 -21,48 
5 3.2452 0,210 0,111 0,099 88,82 
6 3.2453 0,431 0,469 -0,038 -8,12 
7 3.4453 0,139 0,047 0,092 195,66 
8 3.4454 0,235 0,142 0,093 65,30 
9 3.4455 0,397 0,365 0,032 8,73 
10 3.4456 0,597 0,558 0,039 7,04 
 
General comparison of the measured and calculated averaged void fractions of the selected PSBT tests with 
S3 subchannel configuration is shown in Figure 155. It may be seen that the majority of the predicted results 
are encompassed by the experimental uncertainty bands that represent the variation of the void fraction 
value by +/- 0.08 VF (2σ). Furthermore, the results of the 5 tests (3.2231, 3.2232, 3.2453, 3.4455 and 
3.4456) are enveloped by the +/- 0.04 VF experimental uncertainty bands (1σ). 
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Figure 155 – Calculated averaged void fraction versus measured at 1.4m elevation (subchannel S3) 
 
As shown in Figure 156 (a), NEPTUNE_CFD has a minor trend for underprediction of the void fraction with 
increase of the pressure. Besides, the code exhibits a slight overestimation of the void fraction for the tests 
with a lower liquid mass flux (~1400 kg/m
2
/s) at the subchannel inlet (Figure 156 (b)). These conclusions are 
consistent with the ones that have previously been drawn for the PSBT subchannel type S1 and S2 (Section 
5.4.8 and Section 5.4.9). 
The biggest discrepancy between the prediction and measurements appears in the case of run 3.4453, 
which is carried out at the highest inlet subcooling among the considered tests. Based on the results 
depicted in Figure 156 (c), the code predicts greater void fraction for the experiments with larger flow 
subcooling. No explicit bias was found with the heat flux (Figure 156 (d)). 
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b) C/M Averaged Void Fraction versus Mass Flux 
 
c) C/M Averaged Void Fraction versus Inlet Subcooling 
 
d) C/M Averaged Void Fraction versus Heat Flux 
Figure 156 – Calculated versus measured Averaged Void Fraction at 1.4m elevation (subchannel S3) 
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5.4.11. Calculation of the selected PSBT tests with assembly S4 
Ten experimental tests with side subchannel configuration (assembly type S4) have been simulated with 
NEPTUNE_CFD code. Boundary conditions of the selected PSBT tests are shown in Table 62. The 
reference simulation model (described in Section 5.4.2.2) together with the reference nodalization scheme 
(Figure 128 (d) and Table 58) has been utilized. Quantitative comparison of predicted and measured 
averaged void fraction is provided in Table 69. 
The simulations performed show a variation of the relative error from -62% (run 4.2231) to 19% (run 4.2251). 
All experiments except one (run 4.2251) are underpredicted by NEPTUNE_CFD. 
Table 69 – Comparison of calculated and measured averaged void fraction (PSBT assembly type S4) 
S4 Test N CALC VF [-] EXP VF [-] Absolute error [-] Relative error [%] 
1 4.2231 0,030 0,080 -0,050 -62,09 
2 4.2251 0,004 0,003 0,001 19,52 
3 4.2255 0,068 0,151 -0,083 -55,00 
4 4.2256 0,155 0,228 -0,073 -31,86 
5 4.2257 0,271 0,307 -0,036 -11,87 
6 4.2452 0,183 0,235 -0,052 -22,05 
7 4.4453 0,065 0,067 -0,002 -2,42 
8 4.4454 0,182 0,212 -0,030 -13,96 
9 4.4455 0,362 0,390 -0,028 -7,07 
10 4.4456 0,535 0,537 -0,002 -0,45 
 
General comparison of the measured and calculated averaged void fractions of the selected PSBT tests with 
S4 subchannel configuration is shown in Figure 157. It may be seen that all the results are encompassed by 
the experimental uncertainty bands that represent the variation of the void fraction value by +/- 0.08 VF (2σ). 
Furthermore, the results of the 6 tests (4.2251, 4.2257, 4.4453, 4.4454, 4.4455 and 4.4456) are enveloped 
by the +/- 0.04 VF experimental uncertainty bands (1σ). 
 
Figure 157 – Calculated averaged void fraction versus measured at 1.4m elevation (subchannel S4) 
 
As shown in Figure 158 (a), NEPTUNE_CFD has a tendency to underpredict the void fraction with increase 
of the pressure. Besides, the code underestimates the void fraction for the tests with a higher liquid mass flux 
(~3100 kg/m
2
/s) at the subchannel inlet (Figure 158 (b)). These conclusions are consistent with the ones that 
have previously been drawn for the PSBT subchannel types S1, S2 and S3 (Section 5.4.8, Section 5.4.9 and 
Section 5.4.10 respectively). No explicit bias was found with the flow subcooling (Figure 158 (c)) and the 
heat flux (Figure 158 (d)). 
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a) C/M Averaged Void Fraction versus Pressure 
 
b) C/M Averaged Void Fraction versus Mass Flux 
 
c) C/M Averaged Void Fraction versus Inlet Subcooling 
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d) C/M Averaged Void Fraction versus Heat Flux 
Figure 158 – Calculated versus measured Averaged Void Fraction at 1.4m elevation (subchannel S4) 
 
5.4.12. Global comparison of the results for PSBT steady-state tests 
The results of the 42 selected PSBT tests are summarized in Figure 159 - Figure 163. As shown in Figure 
159, the majority of code predictions are encompassed by the experimental uncertainty bands that represent 
the variation of the void fraction value by +/- 0.08 VF (2σ). Furthermore, the results of 25 tests are enveloped 
by the +/- 0.04 VF experimental uncertainty bands (1σ). 
 
Figure 159 – Calculated averaged void fraction versus measured at 1.4m elevation 
 
Based on the results shown in Figure 160 it can be concluded that NEPTUNE_CFD code has a slight 
tendency to underpredict the void fraction with increase of the pressure (starting from ~ 122 bar). Besides, 
the code tends to underestimate the void fraction for the tests with a higher liquid mass flux (~3100 kg/m
2
/s 
at the subchannel inlet, see Figure 161).  
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Notwithstanding the good agreement between the calculated and the measured void fraction values in case 
of the run 2.2122, it is the only test among the considered that was performed at such a high inlet mass flux 
(~4133 kg/m
2
/s). Therefore, it would not change the conclusion that was made based on the majority of the 
experimental tests. 
Regarding the influence of the flow subcooling on the calculation results, NEPTUNE_CFD code overpredicts 
the void fraction when increasing the inlet subcooling (Figure 162). No explicit bias was found with the heat 
flux (Figure 163). 
 
Figure 160 – C/M Averaged Void Fraction at 1.4m elevation versus Pressure 
 
 
Figure 161 – C/M Averaged Void Fraction at 1.4m elevation versus Mass Flux 
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Figure 162 – C/M Averaged Void Fraction at 1.4m elevation versus Inlet Subcooling 
 
 
Figure 163 – C/M Averaged Void Fraction at 1.4m elevation versus Heat Flux 
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5.5. Conclusions on NEPTUNE_CFD validation activity 
An extensive validation activity has been performed to assess NEPTUNE_CFD 2.0.1 code capabilities to 
simulate a subchannel void fraction distribution tests selected from the OECD PSBT database. 
A “preparatory” validation step has been conducted in order to perform a preliminary assessment of the 
capabilities of NEPTUNE_CFD code to predict convective boiling flows in Bartolomei experiments. For the 
majority of the tests, the calculated results show a rather good agreement with experimental data. 
Furthermore, some of the Bartolomei tests were simulated using ANSYS CFX 15, and the results were 
compared to the ones obtained by NEPTUNE_CFD. 
From overall 126 PSBT experiments covering wide range of operating conditions, 42 tests have been 
selected and simulated covering all the 4 geometrical configurations of the subchannel. Following the 
NEA/CSNI best practice guidelines about the computational grid design and quality, a mesh sensitivity 
analysis based on PSBT test 1.2211 has been performed. The axial mesh sensitivity study does not exhibit 
any significant change in the predicted results, however the void fraction calculated in the near-wall region is 
higher for grids with radial refinement. It may be explained by the larger diameter of the bubbles, which are 
generated in that region in the case of the refined mesh. 
As a second step, series of sensitivity calculations of PSBT test 1.2211 and test 1.2223 have been 
performed in order to assess the effect of uncertainties of the experimental boundary conditions on the code 
predictions. The results show an envelop of calculated void fraction varying from +/- 0.002 (run 1.2211, case 
of the wall heat flux variation) to +/- 0.025 (run 1.2223, case of the flow inlet temperature/pressure variation) 
around the mean value. The biggest influence is observed in case of multi-parameter BC variations (by 
changing simultaneously subchannel pressure, inlet temperature, mass and heat fluxes). For PSBT test 
1.2223, the calculated values are in the range of           , representing nearly 11% of the nominal value 
(          ). The effect is more visible in case of PSBT test 1.2211, where the calculated 0.04-wide 
variation represents approximately 50% of the nominal value (           ). Hence, it can be concluded 
that experimental uncertainties on the BC parameters may have considerable effect on the simulation results 
(especially for highly subcooled tests).  
The influence of the implemented physical and closure models on NEPTUNE_CFD prediction has been 
studied based on PSBT test 1.2211. The main outcomes are summarized below: 
 The effect of the bubble size description (constant and uniform bubble size, IAE model):  
o The two bubble-size models (Yao-Morel and Ruyer-Seiler) exhibit nearly-similar behaviour 
and shows better general agreement with the experiment at the location of the measuring 
section (1.4m). The bubble diameter calculated at this elevation by the Yao-Morel and 
Ruyer-Seiler interfacial area models is lower than that in case of the calculation with fixed 
bubble diameter of 0.2mm and 0.3mm. Furthermore, the bubble size obtained by Ruyer-
Seiler model (~0.2mm) in this region is higher than the one predicted by Yao-Morel model 
(~0.15mm); 
o The void fraction within the subcooled region near the heated wall is decreasing when 
reducing the size of bubbles. Smaller bubble size means that the interfacial area is bigger, 
consequently the mass and heat transfer is greater. As a result, the bubble condensation in 
the subcooled region is higher; 
o The void fraction in the superheated region near the wall is greater for the simulations with 
smaller bubble size; 
o The void fraction at the centre of subchannel is higher in case of simulations with large 
bubbles (i.e. 0.2mm and 0.3mm), which are less condensable in the liquid subcooled region 
in comparison to the smaller bubbles (generated by the bubble-size models);  
o The steam velocity in the bulk flow region is higher in case of greater bubble diameters (i.e. 
0.2mm and 0.3mm). It may be explained by the higher void fraction in this region. 
 The effect of the turbulence model for liquid phase (standard k-ε turbulence model, Rij-ε SSG 
second-order RANS turbulence model): 
o The void fraction calculated at the location of the measuring section (1.4m) is higher by 
approximately 0.01 VF units in the simulation with a second-order RANS turbulence model 
(Rij-ε SSG) than that in case of the standard k-ε turbulence model. This can be explained by 
the smaller diameter of the bubbles that are generated in that region in case of k-ε 
turbulence model, and thus leading to higher condensation in the subcooled region. 
 No significant differences in the calculated results are observed for the rest of model sensitivity 
cases.  
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According to the calculated results, the code has a slight tendency to void fraction underprediction while 
increasing the pressure (starting from ~ 122 bar). The same trend was found for the tests at higher inlet 
mass flux (~3100 kg/m
2
/s). Besides, NEPTUNE_CFD code overpredicts the void fraction when increasing 
the inlet subcooling. No explicit bias was found with the heat flux. 
Generally, the majority of code predictions are encompassed by the experimental uncertainty bands that 
represent the variation of the void fraction value by +/- 0.08 VF (2σ). The results of 25 tests are enveloped by 
the +/- 0.04 VF experimental uncertainty bands (1σ). The performed investigations have shown the ability 
of NEPTUNE_CFD code to predict reasonably the cross-section averaged void fraction in PSBT subchannel 
using appropriate modelling. 
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6 EXTENSION OF IPREM TO CONSIDER MULTI-PARAMETER VARIATIONS 
At the current state of development, the IPREM methodology requires to perform a set of sensitivity 
calculations (~ 15) varying only one parameter of interest (see Section 2.3.2). Thus, with the increase of the 
number of input parameters, for which the uncertainty must be assessed, the number or required 
calculations increases proportionally. In the same time, no combined effect of multi-parameter variations is 
taken into account. 
The objective of this subtask is to perform a feasibility study of an extension of the methodology to consider 
multi-parameter variations. Such an improvement would result in reducing the efforts in assessment of 
uncertainties of a set of input parameters and would allow considering the combined effects of the variation 
of input parameters on relevant responses. 
In order to perform a multi-parameter variations sensitivity study, FEBA test 216 was selected and simulated 
with CATHARE2 code. All the calculations have been done varying the code’s most influential parameters 
previously identified in Table 17 (see Section 3.2.7.2): 
 PQFDT – Multiplier to wall-fluid global heat transfer; 
 P1K2FDT – Multiplier to conduction near quench front; 
 TOIFDT – Multiplier to interfacial friction. 
The conditions of the conducted sensitivity tests are summarized in Table 70. 
Table 70 – FEBA 216: multi-parameter variations of the most influential IP for CATHARE2 
RUN PQFDT P1K2FDT TOIFDT 
1 1 0,5 0,5 
2 0,5 1 0,5 
3 0,5 0,5 1 
4 1 2 2 
5 2 1 2 
6 2 2 1 
7 0,5 0,5 0,5 
8 2 2 2 
 
Variation of the selected responses due to application of multipliers to influential input parameters is 
presented in Figure 164. The reference calculation (depicted in black colour) uses the non-altered physical 
models of CATHARE2 code (i.e. all the multipliers are equal to 1: 1.0 – 1.0 – 1.0). The sequence of the 
multipliers in the legend corresponds to the one presented in Table 70: PQFDT – P1K2FDT – TOIFDT. 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 164 – CATHARE2 multi-parameter variations sensitivity study (FEBA 216) 
 
As shown in Figure 164(a), the most influential input parameter on the PCT is the global heat transfer 
(PQFDT). Besides, it may be observed the formation of three groups of the temperature trends that 
correspond to the different values of multiplier to PQFDT: 1.0, 0.5 and 2.0. The simultaneous variation of the 
multiplier to conduction near the quench front (P1K2FDT) and the multiplier to interfacial friction (TOIFDT) 
does not change the PCT value much (in comparison to the effect of the PQFDT), while it strongly influences 
the quenching time (Figure 164(b)).  
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6.1. Analysis of dependencies among selected input parameters 
In this section, an attempt is made to explore a combined effect of variation of selected input parameters on 
relevant responses. For this purpose, a comparison of single- and multi- parameter variations is performed.  
6.1.1. Effect of multiplier to wall-fluid global heat transfer (PQFDT)  
Figure 165 and Figure 166 show the comparison of peak clad temperature and quenching time obtained by 
CATHARE2 code via single-parameter variation of global heat transfer coefficient (PQFDT multipliers: 0.5 
and 2.0) and by multi-parameter variations (all the possible combinations). The corresponding values of PCT 
and quenching time (QT) at the position where PCT occurs are summarized in Table 71. 
Table 71 – Effect of multiplier to PQFDT via single- and multi- parameter variations (FEBA 216) 
 
RUN PQFDT P1K2FDT TOIFDT PCT, °C QT, s PCT sens-ref, °C QT sens-ref, s 
REF 1 1 1 1 923,19 264,01 0,00 0,00 
 
SINGL 2 0,5 1 1 1077,99 323,70 154,80 59,69 
MULTI 
3 0,5 0,5 1 1055,58 403,04 132,39 139,03 
4 0,5 1 0,5 1073,61 311,94 150,42 47,93 
5 0,5 0,5 0,5 1045,25 383,87 122,06 119,86 
 
 
 
 
 
 
 
 
 
SINGL 6 2 1 1 837,99 214,50 -85,20 -49,51 
MULTI 
7 2 2 1 836,54 183,20 -86,65 -80,81 
8 2 1 2 825,96 227,00 -97,23 -37,01 
9 2 2 2 827,6 183,20 -95,59 -80,81 
 
First, let us consider sensitivity calculations that were performed with 0.5 multiplier to wall-fluid global heat 
transfer (PQFDT 0.5, Figure 165). From Table 71 one can see that the maximal PCT value obtained by 
single-parameter variation (RUN 2) is slightly larger (~ 4°C) than that in the case of multi-parameter 
variations (RUN 4). The use of multiplier to interfacial friction (TOIFDT 0.5), while not changing the 
conduction near quench front multiplier (P1K2FDT 1.0), in the case of sensitivity RUN 4 results in faster 
quenching (~ 12 seconds) in comparison to the RUN 2. From the other side, the largest discrepancy 
between sensitivity calculation and the reference RUN1 in respect of quenching time is obtained in the case 
of RUN 3 (~139 seconds), where the multiplier to conduction near quench front is set to 0.5 (P1K2FDT 0.5). 
This sensitivity run exhibits considerably slower quenching in respect to the single-parameter variation case 
RUN2 (~ 80 seconds, see Figure 165(b)), though the difference in PCT is ~ 22°C (Figure 165(a)). 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 165 – Effect of single- and multi- parameter variations (FEBA 216, PQFDT 0.5) 
 
On other hand, let us consider sensitivity calculations that were conducted with 2.0 multiplier to wall-fluid 
global heat transfer (PQFDT 2.0, Figure 166). The minimal PCT value obtained by the single-parameter 
variation (RUN 6) is bigger (~ 12°C) than that in the case of multi-parameter variations (RUN 8). The use of 
multiplier to interfacial friction (TOIFDT 2.0) and not altering the conduction near quench front multiplier 
(P1K2FDT 1.0) in the case of sensitivity RUN 8 results in slower quenching (~ 12 seconds) in comparison to 
the RUN 6. The largest discrepancy between sensitivity calculation and the reference RUN 1 in respect of 
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quenching time is obtained in the case of RUN 7 (~81 seconds), where the multiplier to conduction near 
quench front is set to 2.0 (P1K2FDT 2.0). This sensitivity run exhibits faster quenching in respect to the 
single-parameter variation case RUN6 (~ 31 seconds, see Figure 166(b)), though the difference in PCT can 
be considered as negligible (~ 1.5°C, see Figure 166(a)). 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 166 – Effect of single- and multi- parameter variations (FEBA 216, PQFDT 2.0) 
6.1.2. Effect of multiplier to conduction near quench front (P1K2FDT)  
Figure 167 and Figure 168 show the comparison of peak clad temperature and quenching time obtained by 
CATHARE2 code via single-parameter variation of conduction near quench front (P1K2FDT multipliers: 0.5 
and 2.0) and by multi-parameter variations (all the possible combinations). The corresponding values of PCT 
and quenching time (QT) at the position where PCT occurs are summarized in Table 72. 
First, let us consider the sensitivity calculations that were performed with 0.5 multiplier to conduction near 
quench front (P1K2FDT 0.5, Figure 167). From Table 72 one can see that the maximal PCT value obtained 
by single-parameter variation (RUN 2) is considerably smaller (~ 128°C) than that in the case of multi-
parameter variations (RUN 4), whereas the quenching is significantly faster (~ 100 seconds). Such difference 
may be explained by the strong influence of the wall-fluid global heat transfer, which has been altered in the 
case of RUN 4 (PQFDT 0.5). The modified TOIFDT together with altered P1K2FDT (RUN3) exhibits a higher 
PCT value (~ 17°C) than that in the case of RUN2 and shows greater quenching time (~ 12 seconds, see 
Figure 167(b)). 
On other hand, the minimal PCT value obtained by single-parameter variation (RUN 6) is larger (~ 80°C) 
than that in the case of multi-parameter variations (RUN 9), see Table 72. In the same time, the fastest 
quenching is obtained in the case of RUN8, where the multiplier to interfacial friction is not altered (Figure 
168). 
Table 72 – Effect of multiplier to P1K2FDT via single- and multi-parameter variations (FEBA 216) 
 
RUN PQFDT P1K2FDT TOIFDT PCT, °C QT, s PCT sens-ref, °C 
QT sens-ref, 
s 
REF 1 1 1 1 923,19 264,01 0,00 0,00 
 
SINGL 2 1 0,5 1 927,24 303,15 4,05 39,14 
MULTI 
3 1 0,5 0,5 944,59 291,35 21,40 27,34 
4 0,5 0,5 1 1055,58 403,04 132,39 139,03 
5 0,5 0,5 0,5 1045,25 383,87 122,06 119,86 
 
 
 
 
 
 
 
 
 
SINGL 6 1 2 1 907,28 206,2 -15,91 -57,81 
MULTI 
7 1 2 2 891,72 206,2 -31,47 -57,81 
8 2 2 1 836,54 181,2 -86,65 -82,81 
9 2 2 2 827,6 183,2 -95,59 -80,81 
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a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 167 – Effect of single- and multi- parameter variations (FEBA 216, P1K2FDT 0.5) 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 168 – Effect of single- and multi- parameter variations (FEBA 216, P1K2FDT 2.0) 
6.1.3. Effect of multiplier to interfacial friction (TOIFDT)  
Figure 169 and Figure 170 show the comparison of the peak clad temperature and quenching time obtained 
by the CATHARE code via single-parameter variation of interfacial friction (TOIFDT multipliers: 0.5 and 2.0) 
and by multi-parameter variations (all the possible combinations). The corresponding values of PCT and 
quenching time (QT) at the position where PCT occurs are summarized in Table 73. 
Table 73 – Effect of multiplier to TOIFDT via single- and multi-parameter variations (FEBA 216) 
 
RUN PQFDT P1K2FDT TOIFDT PCT, °C QT, s PCT sens-ref, °C 
QT sens-ref, 
s 
REF 1 1 1 1 923,19 264,01 0,00 0,00 
 
SINGL 2 1 1 0,5 939,33 251,69 16,14 -12,32 
MULTI 
3 1 0,5 0,5 944,59 291,35 21,40 27,34 
4 0,5 1 0,5 1073,61 311,94 150,42 47,93 
5 0,5 0,5 0,5 1045,25 383,87 122,06 119,86 
 
 
 
 
 
 
 
 
 
SINGL 6 1 1 2 906,19 278,86 -17,00 14,85 
MULTI 
7 1 2 2 891,72 206,2 -31,47 -57,81 
8 2 1 2 825,96 227 -97,23 -37,01 
9 2 2 2 827,6 183,2 -95,59 -80,81 
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First, let us consider sensitivity calculations that were performed with 0.5 multiplier to interfacial friction 
(TOIFDT 0.5, Figure 169). From Table 73 one can see that the maximal PCT value obtained by single-
parameter variation (RUN 2) is considerably smaller (~ 134°C) than that in the case of multi-parameter 
variations (RUN 4), whereas the quenching is considerably faster (~ 60 seconds). This difference may be 
explained by the strong influence of the wall-fluid global heat transfer, which has been altered in the case of 
RUN 4 (PQFDT 0.5). The modified P1K2FDT together with altered TOIFDT (RUN3) exhibits slightly higher 
PCT value (~ 5°C) than that in the case of RUN2 and shows smaller quenching time (~ 40 seconds, see 
Figure 169(a)). 
On other hand, the minimal PCT value obtained by single-parameter variation (RUN 6) is larger (~ 81°C) and 
the quenching is slower (~ 52 seconds) than that in the case of multi-parameter variations (RUN 8), see 
Table 73. In the same time, the fastest quenching is obtained in the case of RUN9, where all the multipliers 
to input parameters are modified (Figure 170). 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 169 – Effect of single- and multi- parameter variations (FEBA 216, TOIFDT 0.5) 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 170 – Effect of single- and multi- parameter variations (FEBA 216, TOIFDT 2.0) 
6.2. Further development of the methodology 
In order to evaluate the influence of multi-parameter variations to the selected code responses, first of all it is 
necessary to quantify the contribution weight of each input parameter based on single-parameter variation. 
The PCT value and quenching time at corresponding elevation (2/3 of bundle height, location of 
thermocouple 12b4) may be chosen as key responses for the following analysis. The main steps of the 
proposed procedure are described below. 
First, in addition to the performed single-parameter variation calculations (with multipliers 0.5 and 2.0), it is 
needed to include a set of calculations with slightly extended ranges of multipliers by adding new values: 
0.25, 0.75, 1.5, and 3.0. This step is carried out to check the type of dependency between the code 
responses and each parameter.  
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Vectors of applied multipliers for each selected input parameter are shown below: 
 Multipliers to wall-fluid global heat transfer (PQFDT): [0.25; 0.5; 0.75; 1.5; 2.0; 3.0]; 
 Multipliers to conduction near quench front (P1K2FDT): [0.25; 0.5; 0.75; 1.5; 2.0; 3.0]; 
 Multipliers to interfacial friction (TOIFDT): [0.25; 0.5; 0.75; 1.5; 2.0; 3.0]. 
The next step is to calculate relative discrepancy in PCT and quenching time (QT) at corresponding elevation 
for each “sensitivity – reference” couple (Equation 19 and Equation 20 respectively). 
               
                      
         
 Equation 19  
 
              
                    
        
 Equation 20  
 
where i = 1:N and N is the number of input parameters (in our case N=3: PQFDT, P1K2FDT and TOIFDT). 
The value j = 1:M corresponds to the index of multiplier to input parameter (in our case M=6 – the total 
number of multipliers). The impact of each input parameter on PCT and QT due to single-variation is 
graphically presented in Figure 171 - Figure 173. It can be seen that code responses are mainly non-linear in 
respect to the multipliers and behave differently depending on the value of multipliers (“ > “ or “ < “ than 1.0). 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 171 – Effect of PQFDT on PCT and QF (FEBA 216, single-parameter variation) 
 
 
a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 172 – Effect of P1K2FDT on PCT and QF (FEBA 216, single-parameter variation) 
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a) cladding temperature at 1680 mm 
 
b) quench front elevation 
Figure 173 – Effect of TOIFDT on PCT and QF (FEBA 216, single-parameter variation) 
 
Based on the previously-obtained results, it is necessary to quantify the contribution weight of each 
sensitivity calculation (i,j) to the PCT and QT (based on Equation 21 and Equation 22 respectively). 
           ∑ ∑ [              ]                      
              
          
 
   
 
   
 Equation 21 
 
          ∑ ∑ [             ]                     
             
         
 
   
 
   
 Equation 22 
 
Once the previous steps have been performed, the criteria for selecting of variation ranges of each 
parameter need to be defined. In the present context, it is proposed to use the following criteria: 
 the set of IP multipliers that will represent upper temperature band in respect to the REF calculation 
should satisfy the next condition:                    and                  ; 
 the set of IP multipliers that will represent lower temperature band in respect to the REF calculation 
should satisfy the next condition:                    and                  . 
A procedure for seeking the multipliers to selected IP was developed and programmed in Matlab. Described 
below are the main steps of the procedure to find a set of multipliers to code input parameters that would 
represent, for instance, the upper temperature band: 
1. The developed algorithm selects input parameter with a max influence on PCT and seek 
multiplication factor that will satisfy the condition:  
                  . 
The rest of IPs are not changed at this step; 
 
2. When the multiplication factor is found, its value is frozen and the algorithm selects IP that affects 
strongly the QT and has weak impact on PCT value. After this, it seek multiplication factor for the 
selected input parameter that will satisfy a condition:  
                . 
At this step, the algorithm takes into account a combined effect of variation of several input 
parameters (Section 6.1) by introducing the correction factors to the multipliers. 
 
3. If the success criterion is not reached, the algorithm selects the next IP with smaller influence on 
PCT and higher on QT and iterates seeking multiplication factors until the conditions are satisfied. 
The correction factors to the multipliers are used in order to take the dependencies between different 
input parameters into account. 
 
4. The multipliers found are written automatically to the CATHARE2 input, the calculation is performed 
and the new results are processed. If the success criteria on PCT and QT are satisfied, the 
procedure is terminated. If not, the algorithm iterates until such condition is met. 
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The same procedure was utilized to obtain a set of multipliers to code input parameters that represent a 
lower temperature band. Overall 4 sensitivity runs were performed to calculate the two sets of multiplication 
factors (see Table 74). One can notice their similarity to the ones quantified by IPREM (see Table 18). Only 
the maximal value of multiplier to wall-fluid global heat transfer (PQFDT) differs considerably (1.9 against 
1.08), however it affects the lower temperature band. 
Overall 40 sensitivity cases have been performed to obtain variation ranges in scope of multi-parameter 
variations procedure, which are less than the number of runs performed using IPREM (63 runs). The results 
of calculation of FEBA test 216 with corresponding IP multipliers (Table 74) are shown in Figure 174. No top-
bottom quench is shown in Figure 174 (c). The sensitivity bands obtained by multi-parameter variations 
procedure cover reasonably well the experimental peak cladding temperature, see Figure 174 (a). 
Table 74 – FEBA 216: Multiplication factors to IP obtained by multi-variation procedure  
Parameter PQFDT  P1K2FDT TOIFDT 
REF 1.0 1.0 1.0 
Upper Band 0.62 1.1 4.5 
Lower Band 1.9 0.6 0.7 
 
 
a) cladding temperature at 1680 mm 
 
b) cladding temperature at 45 mm 
 
c) quench front propagation 
Figure 174 – Results of CATHARE2 calculation of FEBA test 216 with multi-parameter variations 
6.3. Comparison of the variation ranges of IP quantified by IPREM and CIRCE 
In this section, the variation ranges of input parameters obtained by IPREM are compared to those obtained 
by CIRCE statistical method (ref. [87]). For IPREM, the comparison is based on the results of both single- 
and multi- parameter variations (“s-p-v” and “m-p-v”, respectively). On the other hand, there are two sets of 
IP ranges obtained by using the CIRCE method with- and without- estimation of a calibrated value.  
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The comparison of the results is shown in Table 75. Graphical representation of the data is given in Figure 
175 - Figure 177. 
Table 75 – Variation ranges of input parameters obtained by IPREM and CIRCE  
αi Parameter Ref 
IPREM CIRCE 
“s-p-v” “m-p-v” 
With estimation of a 
calibrated value 
Without estimation 
of a calibrated value 
Min Max Min Max Min Max Min Max 
α1 PQFDT 1.0 0.56 1.08 0.62 1.9 0.735 1.442 0.7 1.429 
α2 P1K2FDT 1.0 0.5 1.2 0.6 1.1 1.0 1.0 0.505 1.982 
α3 TOIFDT 1.0 0.77 4.0 0.7 4.5 0.735 0.772 0.977 1.023 
 
Figure 175 shows the comparison of the variation ranges for wall-to-fluid global heat transfer. The lowest 
multiplier is calculated in the case of the IPREM single-parameter variation (0.56), whilst the largest is 
obtained by the multi-parameter variations (1.9). The maximal discrepancy between the minimum values of 
PQFDT multipliers is 0.175 (among the IPREM “s-p-v” and CIRCE without estimation of a calibrated value). 
This difference will strongly affect the PCT of any considered reflood-dedicated scenario, since lower value 
of PQFDT multiplier corresponds to higher clad temperature. On the other side, the difference between 
maximum PQFDT multipliers is considerably higher (0.82), however, it is less safety-relevant because it 
affects the lower temperature band. 
 
 
Figure 175 – Multipliers to the wall-fluid HTC [PQFDT, IPREM vs CIRCE] 
 
From Figure 176 one can see that there are no multipliers applied to the conduction near quench front 
(P1K2FDT) in the case of CIRCE with estimation of a calibrated value. The lowest multiplier is calculated in 
the case of the IPREM single-parameter variation (0.5), whilst the largest is obtained by the CIRCE without 
estimation of a calibrated value (1.982). It also important to notice the similarity of the lowest multipliers in the 
case of IPREM “s-p-v” (0.5) and CIRCE without estimation of a calibrated value (0.505). 
Lower value of P1K2FDT multiplier corresponds to larger quenching time, see Figure 23. On the other side, 
the discrepancy between maximum P1K2FDT multipliers is considerably higher (0.882), therefore resulting in 
faster quenching in the case of CIRCE without estimation of a calibrated value. 
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Figure 176 – Multipliers to the conduction near quench front [P1K2FDT, IPREM vs CIRCE] 
 
Figure 177 shows the comparison of the variation ranges for interfacial friction (TOIFDT). The lowest and the 
largest multipliers are calculated in the case of the IPREM multi-parameter variations (0.7 and 4.5 
respectively). It is important to notice the similarity of the lowest multipliers in the case of IPREM (0.77 for “s-
p-v” and 0.7 for “m-p-v”) and CIRCE with estimation of a calibrated value (0.772). Lower value of TOIFDT 
multiplier corresponds to faster quench front motion, see Figure 24. On the other hand, the variation ranges 
of TOIFDT are considerably narrower in the case of CIRCE than that in the case of IPREM. It will result in 
tighter uncertainty bands in respect of quenching time. 
  
 
Figure 177 – Multipliers to the interfacial friction [TOIFDT, IPREM vs CIRCE] 
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6.4. Conclusions on IPREM extension to consider multi-parameter variations 
In order to evaluate the effect of multi-parameter variations to the selected code responses, a set of 
sensitivity runs of FEBA test 216 was carried out using CATHARE2 code.  
A feasibility study of an extension of IPREM methodology to consider multi-parameter variations has been 
performed: 
 Combined effect of variation of several input parameters on relevant responses has been studied; 
 A procedure for seeking of the ranges of selected input parameters based on multi-parameter 
variations (“m-p-v”) was developed and implemented.  
Overall 40 sensitivity cases in scope of “m-p-v” procedure have been calculated to obtain the variation 
ranges, that is less comparing to the number of runs conducted using IPREM (63 runs). The ranges 
quantified by the multi-parameter variations are comparable to the one obtained by the IPREM methodology. 
Therefore, this study exhibits feasibility of using multi-parameter variations procedure for evaluating the 
ranges of uncertain input parameters. 
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7 GENERAL CONCLUSIONS 
This doctoral thesis is a result of research activity carried out at San Piero a Grado Nuclear Research Group 
of University of Pisa. During the designated period, the Author took part in many activities related to use of 
system thermal-hydraulic and computational fluid dynamics codes in the area of nuclear reactor safety, 
operation and design, participated in various international benchmarks, meetings, workshops and projects 
related to the assessment of SYS-TH and CFD codes as well as application of uncertainty quantification 
methodologies.  
The expertise, acquired from this work and from collaboration with many top-level experts from foreign 
research centres, institutions and industries (e.g. CEA, EDF, AREVA, HZDR, GRS, etc.) and international 
organizations (IAEA, OECD/NEA), provided an invaluable basis for conducting a solid and coherent 
research. 
In this context, the experience acquired by the Author during his research work is based on two following 
aspects: 
 the efforts spent and the results obtained in developing of nodalizations of the different experimental 
facilities using SYS-TH, CFD and CMFD codes (such as CATHARE, ANSYS CFX, and 
NEPTUNE_CFD, respectively), setting up of computational models, running calculations, comparing 
and analysing results, post-processing data, etc.; 
 the invaluable opportunity to participate in numerous international projects, benchmarks, 
conferences, meetings and workshops, which made it possible to establish connections to a wide 
number of internationally recognized experts in the fields of nuclear reactor safety, SYS-TH and CFD 
code development and assessment fields. 
7.1. Achievement of the objectives 
The present research activity aimed to contribute to the further improvement of the basis for application of 
best estimate approaches with uncertainty quantification (BEPU) in nuclear reactor thermal-hydraulics. The 
two following key parts of BEPU approach have been directly addressed: 
 Validation and assessment of the computational codes against various experimental data, and  
 Uncertainty quantification of the code simulations  
The first part of the work is dedicated to the assessment of SYS-TH and CFD/CMFD code capabilities to 
simulate complex single- and two-phase flows and heat transfer under normal, off normal and accidental 
conditions in Pressurized Water Reactor (PWR) systems. Experimental data from various separate effect 
test facilities (SETF) made available within numerous international benchmarks and projects has been used. 
Many SYS-TH analyses addressed experiments featuring reflood conditions expected in the reactor core 
during postulated loss of coolant accident (LOCA) scenarios. The rewetting characteristics of the overheated 
core after the large break loss of coolant accident was one of the most interesting research topics in the 70's 
and still has a significant influence on acceptance criteria in licensing and probabilistic safety analyses. The 
large temperature gradients in the cladding give rise to a mechanical stresses in the materials of the rods 
which may cause fuel damage and loss of integrity with following radioactivity leakages. Nowadays, this topic 
is of very high interest of nuclear industry and, therefore, a comprehensive qualification of the computational 
tools that are capable to model this phenomenon is needed.  
A number of reflood tests from FEBA, ACHILLES and THETIS separate effect test facilities were selected 
and used in order to challenge a 1-D and 3-D models of best estimate system thermal-hydraulic code 
CATHARE with different operating conditions (e.g. pressure, inlet temperature, liquid velocity, etc.) and 
geometrical configurations of the fuel assemblies (with and without ballooned rods). Rigorous sensitivity 
studies have been performed for each of the experimental test facilities in order to set-up a reference 
calculation model. Quantitative analysis of the results has been carried out for all of the considered tests, 
using the Fast Fourier Transform Based Method (FFTBM) for accuracy evaluation of code predictions. 
Uncertainty quantification analyses of selected FEBA and ACHILLES tests have been also performed. The 
main conclusions of this activity are outlined below: 
 Most CATHARE2 simulations of reflood tests predict an earlier quenching time compared to the 
measured data. The reasons for such behaviour may be the code underprediction of the interfacial 
friction and overprediction of the wall-to-fluid heat transfer coefficient in the annular flow (or annular-
mist) downstream the quench front; 
 In the majority of the selected ACHILLES test cases, CATHARE3 V1.3 (two-field) shows relatively 
close results to the CATHARE2 but with slightly earlier quenching, whereas CATHARE3 V1.3 (three-
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field) exhibits considerable difference from CATHARE2 predictions (mainly because of the 
significantly faster quenching); 
 A 3-D model of ACHILLES test facility has been developed and assessed using CATHARE2 v2.5_3 
mod 3.1. Based on the results of quantitative analysis (FFTBM), this model gives the best agreement 
with respect to the experiment; 
 The fuel ballooning model of CATHARE code (GOBALLON) has been assessed both in 1-D and 3-D 
cases using experimental data available for THETIS test facility containing 80% asymmetrical flow 
blockage. Notwithstanding the fact that all the peak clad temperatures (PCT) values predicted by 
CATHARE2 fit the uncertainty margin of +/- 10% with respect to the experiment, the clad 
temperature profile in the blocked region is not represented by CATHARE to full extent; 
 Generally, the ability of CATHARE2 code to capture the main features of the reflood phenomena 
using appropriate modelling has been demonstrated on the basis of the performed qualitative and 
quantitative analyses. 
The second part of the conducted research activity is focused on the assessment of the capabilities of 3-D 
CATHARE model to predict in-vessel flow mixing under asymmetric buoyant coolant flow conditions. The 
main idea behind this work was to respond to the growing interest of nuclear industry to model NPP core 
using three-dimensional features of thermal-hydraulic system codes by performing a thorough check upon 
the validity and accuracy of such computational tools. Experimental data available from ROCOM 
experiments has been used for the aforementioned purposes. The main conclusions regarding in-vessel flow 
investigation (IVF) with CATHARE code can be summarized as follows: 
 The simulation results are qualitatively in a fairly good agreement with the experimental 
measurements, but from the quantitative point of view the effectiveness of the thermal mixing is 
generally overestimated (e.g. the calculated results show higher temperatures at the core inlet plane 
with respect to experiment). Such mixing overprediction had been observed also using other 3-D 
thermal-hydraulic system codes as TRACE and APROS, (ref. [62] and [63]), and even by CFD 
codes, like ANSYS CFX, CODE_SATURNE, STAR-CCM+, etc. (ref. [64]-[68]); 
 The deviations between the simulated results and experimental data might be explained by the 
relatively coarse modelling of the downcomer and the lower plenum, and the numerical diffusion of 
the semi-implicit scheme which is used to solve the fluid flow field equations;  
 Generally, the ability of CATHARE 3-D models to capture the main features of the mixing 
phenomena in reactor pressure vessel using appropriate modelling has been demonstrated based 
on the qualitative analysis performed.  
Furthermore, the application of CFD code to support a set-up of best estimate 3-D SYS-TH nodalization of 
reactor pressure vessel was successfully conducted. This was achieved by using ANSYS CFX code to 
evaluate the pressure losses throughout the vessel with further application of additional loss coefficients for 
the sieve drum and core support plate in CATHARE reference model in order to match the pressure drops 
predicted by the CFD model. Global improvement of the predicted results was observed in the case of 
calculation with the pressure loss coefficients derived from supplementary CFD simulation as compared to 
the one with the coefficients evaluated using Idel’chik formulation. 
The third part of the doctoral activity is dedicated to the further extension of the basis towards use of CMFD 
codes for nuclear reactor applications by performing simulations of the two-phase flows in different 
geometrical configurations. A CMFD codes have variety of possible applications to the NPP-relevant safety 
issues (ref. [3]-[90]), such as two-phase pressurized thermal shock, critical heat flux, pool heat exchangers, 
spray systems in containment, and/or advanced design concepts, such as passive safety options, design 
optimization, etc. However, some additional efforts are needed in order to fulfil the quality assurance 
requirements that will make such tools applicable to the nuclear reactor technology and, in particular to the 
safety analysis within the licensing process.  
As a contribution to this continuous assessment process, an extensive validation activity of the 
NEPTUNE_CFD 2.0.1 code against experimental data on void fraction distribution selected from the OECD 
PSBT database has been performed. Furthermore, some of the Bartolomei tests were simulated using 
ANSYS CFX 15 and the results were compared to the ones obtained by NEPTUNE_CFD. Following the 
NEA/CSNI best practice guidelines for application of CFD to nuclear reactor technology, a thorough 
sensitivity analyses have been performed in order to investigate the influence of code physical and closure 
models on the void fraction prediction.  
The main conclusions outlined from the code assessment activity are listed below (based on 42 simulated 
PSBT tests): 
 The axial mesh sensitivity study does not exhibit any significant change in the predicted results, 
however the void fraction calculated in the near-wall region is higher for grids with radial refinement; 
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 The experimental uncertainties on the boundary condition parameters may have a considerable 
effect on the simulation results in case of multi-parameter boundary condition variations (by 
changing simultaneously subchannel pressure, inlet temperature, mass and heat fluxes). This 
influence becomes more evident especially for highly subcooled tests; 
 The biggest impact on the calculated results is due to selected turbulence model for liquid phase and 
bubble size description (interfacial area concentration) model; 
 Based on calculated results, NEPTUNE_CFD code has a slight tendency to void fraction 
underprediction while increasing the pressure (starting from ~ 122 bar). The same trend was found 
for the tests at higher inlet mass flux (~3100 kg/m
2
/s). Besides, the code overpredicts the void 
fraction when increasing the inlet subcooling. No explicit bias was found with the heat flux; 
 The majority of code predictions are encompassed by the experimental uncertainty bands that 
represent the variation of the void fraction value by +/- 0.08 (i.e. +/-8%, 2σ). The results of 25 tests 
are enveloped by the +/- 0.04 VF experimental uncertainty bands (i.e. +/-4%, 1σ); 
 Generally, the ability of NEPTUNE_CFD 2.0.1 code to predict reasonably the cross-section 
averaged void fraction in PSBT subchannel using appropriate modelling has been demonstrated on 
the basis of the performed qualitative and quantitative analyses. 
In the fourth and the last part of the research activity the issue connected with the estimation of code input 
parameter (IP) uncertainties has been addressed. A direct contribution was provided to the ‘external’ 
qualification of the Input Parameter Range Evaluation Methodology (IPREM), which had previously been 
developed by Dr. Andriy Kovtonyuk in the frame of his PhD research, ref. [13]. In this context, the 
methodology was applied to the evaluation of uncertainties of reflood-related input parameters of the 
CATHARE code (based on FEBA and ACHILLES experimental tests).  
Finally, a feasibility study of the extension of the IPREM methodology to consider multi-parameter variations 
has been conducted. A procedure for seeking of the ranges of selected input parameters based on multi-
parameter variations (“m-p-v”) was developed and implemented. The sustainability of such methodology was 
demonstrated by means of a reduced number of sensitivity runs needed to obtain the variation ranges of 
selected input parameters (as compare to the original IPREM methodology). Besides, the IP ranges 
quantified by the multi-parameter variations are comparable to the ones obtained by the IPREM 
methodology.  
7.2. Perspectives for future research 
Various topics have been identified that show margins for future research and development. The most 
important ones are outlined below: 
 Further investigation and assessment of the three-field equation models of system thermal-hydraulic 
codes. The 3-field model has been developed to improve the flow simulation in cases were liquid 
droplets and continuous liquid flow have significantly different velocities. This advanced model could 
be used at several different parts of the NPP model like core, upper plenum, hot leg or steam 
generator. Usage of more realistic and better physical model will certainly be useful in obtaining 
better assessment (e.g. the post dry out cooling) of the pressure drop in the core and of the flow rate 
entering the core. It is expected that adding a third field for droplets will also improve some aspects 
of large break LOCA and some low-pressure transient (e.g. loss of RHR) analyses in SYS-TH codes.  
 Concerning the phenomenology involved in in-vessel flow and the related modelling, the issue 
connected with downcomer flow and the problem of mixing overprediction deserve to be further 
investigated (by both CFD and SYS-TH codes). In the case of SYS-TH codes, this issue might be 
explained, for example, by relatively coarse modelling of the downcomer and the lower plenum, 
which enhances mixing due to the fact that constant properties (e.g. temperature, fluid velocity) are 
assumed within single computational cell - thus averaging-out the local temperature minima, and 
also causes the average temperatures to stay above the experimental values. However, recent 
advances in system thermal-hydraulic codes improved 3-D modelling by making possible use of fine 
and non-conforming structured meshes as well as implementing of a turbulence models (for 
instance, in case of new CATHARE3 code, ref. [91]). It is therefore deemed interesting to challenge 
these new features against available experimental data. 
 Notwithstanding the attempts of international scientific community to develop and qualify 
methodologies for uncertainty quantification of CFD/CMFD calculations (for instance, see ref. [2], 
[92]), it is still an open issue. Thus, further efforts are needed to overcome this problem and to make 
CFD tools more systematically and extensively applicable to the nuclear reactor technology and, in 
particular to the safety analysis within the licensing process (in BEPU framework).  
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APPENDIX A. CFD SIMULATION OF ROCOM EXPERIMENT 
A.1. ROCOM facility nodalization 
Figure 178 shows the computational domain of the ROCOM facility used in the present study. It is based on 
the CAD data which accompany the benchmark specification. Downcomer, lower plenum, including the 
perforated drum, and upper plenum have been simulated as specified in the CAD data. 
The mesh has been developed with the package ANSYS ICEM-CFD 14.0 (ref. [A-1]), following a modular 
approach, i.e. the domain has been subdivided into several sub-domains which have been meshed 
separately. Then the sub-meshes obtained have been connected together by means of “fluid-to-fluid 
interfaces”, at which interpolation of the solution fields is carried out during the simulation. This approach 
allowed adopting different mesh types in different sub-domains, namely the DC was meshed with hexahedral 
elements, while tetrahedral and prism layers close to the walls were used in the LP region (where the 
complexity of the geometry would make impracticable the hexahedral meshing), see Figure 179 and Figure 
180. The overall number of cells amounts to 4,962,085. The main features of the ROCOM nodalization are 
shown in Table 76. 
 
Figure 178 – Computational domain of the ROCOM facility [CFD] 
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Figure 179 – Unstructured mesh used for the sieve drum [ICEM] 
 
 
Figure 180 – Mesh in the upper region of the downcomer [ICEM] 
 
Table 76 – The main features of ROCOM nodalization 
# Nodalization set-up 
1 Mesh types 
CL hexa cells 
DC hexa cells 
LP tetra cells 
CS hexa cells 
UP hexa cells 
2 Total number of cells 4’962’085 
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A.2. ROCOM test 1.1 
A.2.1. Simulation set-up 
The simulation was performed with the ANSYS CFX-15.0 package (see ref. [A-2]), a general-purpose, 
commercial CFD code owned and developed by ANSYS Inc. (brief overview is provided in Appendix B.3). 
General information on the simulation set-up is listed in Table 77. 
Table 77 – Summary on the simulation set-up [ANSYS CFX] 
# Activated features and used code options 
1 Turbulence model SST 
2 Inlet velocity profile Non-uniform 
3 Turbulence parameter(s) Intensity 5%, buoyancy induced turbulence 
4 Turbulent boundary layer Automatic wall function 
5 Differencing scheme for advection terms High-order 
6 Time differencing scheme 2nd-order Euler implicit, automatic time step control 
 
ROCOM facility is operated at ambient temperature and pressure: to represent the density differences 
occurring in the PKL G3.1 test, sugar is added. During this work, the choice to perform calculation of 
ROCOM test 1.1 in the “PKL conditions” (i.e. pressure, temperatures) has been made.  
The simulation was performed as transient simulation. For the transient scheme, the “Second Order 
Backward Euler” option with time step adaption and initial step size of 0.001 s was chosen. The time step 
size was automatically adjusted to reach the RMS residual target of 0.0001 within 10 coefficient loops. The 
numerical models used correspond to the default choices: High Resolution for advective scheme for the 
momentum and thermal energy conservation equations and upwind for the turbulent equations. 
The turbulence model used here is the Shear Stress Transport (SST) model. The choice for the turbulence 
model was based on the recommendations given by the best practice guidelines (BPG), ref [A-1]. The wall 
function used in the calculation is the “automatic” wall function of ANSYS CFX, which corresponds to the 
classical near wall functions based of the calculated value of y+ (linear, transition or log law according to y+ 
value). For all of the remaining surfaces the standard “Wall” boundary condition was assigned to, which is 
essentially a no-slip condition. Also the “Smooth Wall” option was chosen.  
Buoyancy turbulence was enabled due to expected low flow velocities and the density difference between 
water in affected and non-affected loops. The numerical models used correspond to the default choices: 
High Resolution for advective scheme for the momentum and thermal energy conservation equations and 
upwind for the turbulent equations. 
Since the CFD domain completely reproduces the geometry of the ROCOM vessel, no additional momentum 
sources, porous domains etc. were used in the computational model. 
A.2.2. Initial and boundary conditions 
Initially the facility is full of clear water, corresponding to hot water in the PKL test G3.1. For the steady-state 
simulations, the domain is initially at rest and full of “hot” water. For transient simulations, a first simulation is 
performed, with the mass flow rate corresponding to the boundary conditions of the test but with the same 
“hot” temperature, to have a realistic flow field as initial conditions. The boundary conditions of the ROCOM 
test 1.1 are reported in Table 44. The adopted simulation procedure is shown in Table 78. 
Table 78 – Simulation procedure of ROCOM test 1.1 
Time (s) Event 
-10 Establish stationary flow conditions in loops 2 to 4 
0 
Start of injection of the water with higher density with the given flow 
rate into loop 1  
Start of recording the wire mesh sensor data 
90 
 
End of injection 
Stop of recording the wire mesh sensor data 
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A.2.3. Results 
The evolution of the average temperature inside ROCOM downcomer is shown in Figure 181 (a). ANSYS 
CFX predicts correctly average temperature in the first part of the experiment (on time range 0-10s), 
however, slightly underestimates the temperature (~ 5 °C) in the inner plane of the downcomer (starting from 
time t=10s). It also can be noticed a tendency to improve the coolant temperature predictions towards the 
end of the test 
Figure 181 (b) show the comparison of the calculated versus measured average temperatures at the core 
inlet plane (z=-1263.0 mm). The results calculated by the code demonstrate similar qualitative behaviour to 
the experiment but underpredict by ~ 4-6 °C the average temperature starting from time t=18s. However, the 
deviations of calculated results from the experiment are comparable to the uncertainty of measurements  
 
a) Average Liquid Temperature [DC in/out] 
 
b) Average Liquid Temperature [Core Inlet] 
Figure 181 – ROCOM 1.1: Average temperatures in the downcomer and at the core inlet [ANSYS CFX] 
The main goal of this calculation was not a validation of CFD code but demonstration of feasibility of CFD 
code application to support a set-up of best estimate three-dimensional system code nodalization of reactor 
pressure vessel (see Section 4.2). Therefore, this work was particularly focused on evaluation of the in-
vessel pressure drops with further application of the derived values to the CATHARE model of the ROCOM 
test facility (see Section 4.3.3). 
The time histories of the pressure evolution at the inlets of the ROCOM vessel (cold leg number 1, 2, 3, and 
4), upper (z=-327.5mm) and lower (z=-1195.5mm) parts of the downcomer, and at the core inlet (z=-
1263.0mm) are shown in Figure 182. 
 
Figure 182 – ROCOM 1.1: space averaged absolute pressure at the PRV inlet, DC-TOP, DC-BOTTOM, 
and CORE inlet [ANSYS CFX] 
Then, additional pressure losses for sieve drum and core support plate were defined in CATHARE reference 
model and tuned so as to match the pressure drops predicted by the CFD model. General improvement of 
the results prediction was observed in CATHARE calculation, Figure 102 (Section 4.3.6.3).  
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APPENDIX B. CODES APPLIED IN THE FRAMEWORK OF RESEARCH 
B.1. CATHARE2 and CATHARE3 codes 
The CATHARE2 (Code for Analysis of Thermal-Hydraulics during an Accident of Reactor and safety 
Evaluation) is a best estimate system code originally devoted to calculations of thermal-hydraulic transients 
in Light Water Reactors such as PWR, VVER or BWR. It has been developed in Grenoble by the 
Commissariat à l’Energie Atomique (CEA), Electricité de France (EDF), AREVA and Institut de 
Radioprotection et de Sûreté Nucléaire (IRSN).  
All CATHARE2 modules (ref. [B-1]) are based on a six-equation two-ﬂuid model (mass, energy and 
momentum equations for each phase), with additional optional equations for non-condensable gases and 
radio-chemical components. CATHARE2 has a ﬂexible modular structure for the thermal hydraulic modelling 
in applications ranging from simple experimental test facilities to large and complex installations like nuclear 
power plants. Several modules can be assembled to represent the primary and secondary circuits of any 
reactor and of any separate-effect test or integral effect test facility. 
The modules are: 
 The 1-D (or axial) module to describe pipe ﬂow. A TEE sub-module used to represent a main pipe 
(1-D module) with a lateral branch can be added to the 1-D module; 
 The 0-D (or volume) module, a two-node module used to describe large size plena with several 
connections, such as the pressurizer, the accumulator, the steam generator dome or the lower 
plenum of a PWR. The volume predicts swell level, total or partial ﬂuid stratiﬁcation and phase 
separation phenomena at the junctions; 
 The 3-D module to describe multidimensional effects in the vessel; 
 The boundary conditions (BC) module. 
To complete the modelling of the circuits, sub-modules can be connected to the main modules: 
 The multi-layer wall module in which radial conduction is calculated; 
 The reﬂooding model with 2-D heat conduction in the wall or fuel rod for predicting quench front 
progression; 
 The fuel pin thermo-mechanics sub-module which can predict fuel cladding deformation, creep, 
rupture, clad oxidation and thermal exchanges; 
 Heat exchangers between two circuits or between two elements of a circuit; 
 The point neutronics module (a 3-D neutronics code can also be coupled to CATHARE2); 
 Various reactor components (accumulator, pressurizer, 1-node pump, valves, safety valves, check 
valves, ﬂow limiters); 
 Sources and sinks, breaks, steam generator tube rupture; 
 The counter-current ﬂow limitation (CCFL) sub-module to be used in complex geometries such as 
the upper core plate and the steam generator tubes. 
The discretization of all terms of the equations is fully implicit in 1-D and 0-D modules and semi-implicit in 3-
D elements including inter-phase exchange, pressure and convection terms, and the resulting non-linear 
equations are solved using an iterative Newton solver. The code allows efficient use of several processors in 
parallel. The space discretization uses the staggered mesh and the donor cell principle. A speciﬁc treatment 
of the residual phases exists in order to manage their appearance and disappearance while minimizing 
convergence problems and with a quasi-perfect mass and energy conservation. 
CATHARE3 is an advanced system code developed by CEA within the NEPTUNE multiscale thermal-
hydraulic platform, ref. [B-2] and [B-3]. In addition to the two-fluid, 6-equation model already used in 
CATHARE2, a new three-field model has been implemented in CATHARE3, including a liquid droplet field, a 
continuous liquid field and a gas field. This advanced model has been developed in order to improve the flow 
simulation when liquid droplets and continuous liquid flow are at significantly different velocities.  
Specific closure relations are implemented in CATHARE3 to describe a droplet field: droplet entrainment flux, 
droplet deposition flux, interfacial friction for droplets, heat transfer between droplets and wall and heat 
transfer between droplets and gas field, droplet diameter correlations and flow regime transitions. The 
numerical calculation scheme used by CATHARE3 is similar to the one employed in the CATHARE2 code, 
ref. [B-4]. The set of conservation equations and closure relations is discretized using a finite difference 
scheme with staggered spatial meshings and the donor-cell method. 
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B.2. NEPTUNE_CFD code 
NEPTUNE_CFD (ref. [B-5]) is a 3-D multifield CFD code developed within the NEPTUNE multiscale thermal-
hydraulic platform, financially supported by CEA (Commissariat à l'énergie atomique et aux énergies 
alternatives), EDF (Electricité de France), IRSN (Institut de Radioprotection et de Sûreté Nucléaire) and 
AREVA-NP. This code has been designed for nuclear reactor applications and mainly devoted to bubbly and 
separate-phase flows. 
The NEPTUNE_CFD solver is based on a pressure correction approach to simulate multi-component 
multiphase flows by solving a set of three balance equations for each field (fluid and/or gas phase) in a 
Reynolds Averaged Navier Stokes (RANS) approach.  
When an averaging operation is performed, the major part of the local information at the interfaces and the 
physics governing the different types of exchanges at a microscale are lost. As a consequence a number of 
closure relations (also called constitutive relations) must be supplied to close the balance equations so that 
they can be mathematically solved. 
Three different types of closure relations can be distinguished:  
 interfacial mass;  
 heat transfer terms (i.e., the molecular and turbulent transfer terms);  
 wall heat transfer terms. 
Details about the NEPTUNE_CFD models and closure laws can be found in the code’s theory and user 
guide, ref. [B-6] and [B-7]. 
B.3. ANSYS CFX code 
ANSYS CFX is a general purpose Computational Fluid Dynamics (CFD) software suite that combines an 
advanced solver with powerful pre- and post-processing capabilities, ref. [B-8]. It includes the following 
features: 
 An advanced coupled solver that is both reliable and robust; 
 Full integration of problem definition, analysis, and results presentation; 
 An intuitive and interactive setup process, using menus and advanced graphics. 
ANSYS CFX is capable of modelling: 
 Steady-state and transient flows; 
 Laminar and turbulent flows; 
 Subsonic, transonic and supersonic flows; 
 Heat transfer and thermal radiation; 
 Buoyancy; 
 Non-Newtonian flows; 
 Transport of non-reacting scalar components; 
 Multiphase flows; 
 Combustion; 
 Flows in multiple frames of reference; 
 Particle tracking. 
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