Robust Lipschitzian properties of set-valued mappings and marginal functions play a crucial role in many aspects of variati01~al analysis and its applications, especially for issues related to variational stability and optimizatiou. \Ve develop an approach to variational stability based on generalized differentiation. The principal achievements of this paper include new results on coderivative calculus for set-valued mappings and singular subdifferentials of marginal functions in infinite dimensions with their extended applications to Lipschitz.ian stability. In this way we derive efficient conditions ensuring the preservation of Lipschitzian and related properties for set-valued mappings under various operations, with the exact bound/modulus estimates, as well as new sufficient conditions for the· Lipschitz continuity of marginal functions.
Introduction
Variational analysis has been well recognized as a fruitful area in applied mathematics dea.ling, first of all, with optimization-related issues while also applying variational principle~ and approaches to a large spectrum of problems. \\'hich may not be of a variational nature~. We refer the reader to the books by Rockafellar and Wets [30] , Borwein and Zhu [3] , and Mordukhovich [18] for the key developments on basic theory of variational analysis ancl its numerous applications including those to various topics in operations research. Since nonsmouth functions, sets with nonsmooth boundaries, and set-valued mappings naturally and frequently arise in optimization-related problems and variational techniques, the qualitative and quantitative aspects of generalized differentiation lie at the very heart of variational analysis and its applications. This paper mainly concerns developing a generalized differential approach to variational stability, which is understood here from the viewpoint of robust Lipschitzian behavior of set-valued mappings and marginal functions preserved under perturbations of the initial data. Indeed, such a robust Lipschitzian stability plays a crucial role in many aspects of variational analysis and optimization, especially those related to sensitivity of feasible and optimal solution sets under parameter perturbations; see the afore-mentioned books and also the ones by Bonnans and Shapiro [2] and by Facchinei and Pang [6] with the extended bibliographies therein.
The main single tool of our analysis is the construction of coderivative (adjoint derivative) for set-valued mappings introduced by Mordukhovich [13] and then developed and applied in many publications; see, e.g., Borwein and Zhu [3] , Dontchev , Lewis and Rockafellar [5] , Ioffe [7] , Ioffe and Penot [8] , Jourani and Thibault [9, 10] , Levy [21, 22, 23] , Outrata [25] , Penot [26] , Rockafellar and Wets [30] , Thibault [32] , Treiman [33] , Ye and Ye [35] , Ye and Zhu [36] , and the refnences therein. It is well known ht't' ~lordukhoYich [14] and Rockafellar and Wets [30] ) that robust Lipschitz ian behavior of st't -mlued mappings F: X =t Y between finite-dimensional spaces X and Y can be compkteh· characterized by using the normal coderivative of F at the reference graph point (.I'.!) J E )!,ph F defined by ( 
1.1)
D'NF(.T·.y)(i/) = {.1" E X"j (.r".-y") E N((x,y);gphF)} via the nonconvex nonnal com• introduced by ~!ordukhovich [12] . In infinite-dimensional spaces X andY, codcrh·atiH' constructions of type (1.1) do not provide anymore characterizations of Lipschitzinn stability. Such characterizations of the classical Lipschitz continuity and its proper St't-Hllued C'Uiilltt'rpnrt. known as the Aubin •:pseudo-Lipschitzian':
(or Lipschitz-like) property. wen• c•stablisbed in ~Iordukhovich [16] ( and also as the Hamilton-Jacobi-Bellman-Isaacs functions in the calculus of variations, optimal control, and differential games): see, e.g .. Clarke et al. [4] , Rockafellar and Wets [30] , Vinter [34] . and the references therein. Based on the refined upper estimates obtained and on subdifl'crc·mial characterizations of the classical Lipschitz continuity that goes back to Rockafellar [29; in finite dimensions, we derive new efficient conditions ensuring local Lipschitz behavior for t lll' general class of marginal functions (1.2) and their modifications in the case of infinite-dlllll'llsional spaces; this is undoubtedly needed for many applications.
The rest of the p;qwr i:-; organized as follows. Section 2 reviews preliminary material from variational anah·-..i.--and generalized differentiation widely used to derive the main results in the subsequ• 1;1 ~vctiOll!::i.
Section 3 is devol t ··l 1 () curhrit•ativc calculus. The main result here is a new chain rule for mixed coderivati\"t"-11f <"Olllpositious we label as zero chain rule. In contrast to general coderivative chain ruJ('..., fur hot II IJormal and mixed coderivatives, which inevitably require the usage of the nonnu! codni\"<ltin' for ·inner mappings in compositions, the new result applies only to mixed ('udt·ri [30] in finite dimensions and will also appear in the• hook by ~Iordukhovich [18] in infinite-dimensional spaces. We derive refined nmcli t ions in t l1is direction for fairly general settings based on the mentioned coderivatiYe criteria fur Lipschitzian stability and on the special zero calculus results established in SectioiJ 3. In coutra .. ...,t to finite dimensions, the infinite-dimensional consideration requires the usagL' of tht' recently developed calculus of sequential normal compactness, by which we mean rc:-.tdt:-. on presen·ing certain compactness-like properties in variational analysis unavoidably ueeded iu infinite-dimensional spaces; see Section 2.
The concluding Section 5 is devoted to the study of marginal functions of type (1.2) as well as their extensions covering. in particular. the distance function to moving sets. The principal new relationship established lwtweel! the singular subdifferential of (1.2) and the mixed coderivative of tht> generating mappiug, F is obtained ill the form 
Preliminaries
This section mostly contains some preliminary material on generalized differentiation widely used in what follows. We refer the reader to the book by Mordukhovich [18] for more details and discussions. Unless otherwise stated, all the spaces under consideration are Banach.
As usual, lB and JB' stand for the closed unit balls of the space in question and its dual.
Given n c X and E 2: 0, define tlw collection of e-norma.ls ton at X En by where one can put e = 0 when n is closed around .1: and the space X is Asplund, i.e., a Banach space whose separable subspaces have separabk, duals. This class of spaces is sufficiently large including, in particular, every reflexive space; see, e.g., the book by Phelps 
and the corresponding mi.ru! codtnl'rlftrr i~ The latter notion for locally Lipschitzian mappings f:
spaces was defined by Mordukhovich and Shao [20] via the existence of a convergent subsequence for any sequence in the form
whenever v belongs to some neighborhood of the origin in X, but it happened to be equivalent to the major wrsion of "compactly Lipschitzian" mappings introduced and studied much earlier by Thibmilt [31] .
One of the most fuudamental differences between variational analysis in finite and infinite dimensions, crucial for many aspects of generalized differentiation and optimization, is the necessity of imposing additional compactness-like requirements in infinite-dimensional settings that ensure 11011 triviality w bile passing to the limit in the weak' topology. In this paper we use the following general properties that are automatic in finite dimensions. hold 
This reduces to the classical (Hausdorff) local Lipschit.zian behavior of F around z corre-
8). The infimum of all Lipschitzian moduli C in (2.8) is called the exact Lipschitzian bound ofF around (:r, D) and is denoted by lip F(i, y).
The Lipschitz-like property ofF around (i, y) is known to be equivalent to the metric regularity and covering/linear openness properties of the inverse mapping F-
with the exact bound relationships (2.9) These three eqnivalent properties play a fnndamental role in many aspects of nonlinear analysis, especially those related to optimization.
An extended-real-valued functions <p on X is sequentially normally epi-compact (SNEC) at x if its epigraph is SNC at (x, <p(x) 
z). fj) E gph S and that F is Lipschitzlike around ((x,y),z). 'lhFn
(
ii) Suppose that S is 11mn-scmiWTIIJHlcl at (i, z) and that F is Lipschitz-like around
Proof. It is sufficient to justify assertion (i). since the proof of (ii) is similar. Define the auxiliary mapping 
Another corollary of Theorem 3.2 concerns the so-called reversed mixed coderivative of F: X =t Y at (x,y) E gphF defined by
which is convenient for characterizing the metric regularity and covering/openness properties; cf. Mordukhovich [16] , Mordukhovich and Shao [23] , and Penot [26] . The result of Theorem 3.2 allows us to derive a useful relationship for the kernel of the reversed mixed coderivative under compositions. 
(ii) S is inner semicompad at (./· . .:}. and jo1· f't'r'ry .Q E S(i,Z) the mapping F is

Lipschitz-like around ((i·, D). z) 1chilc G 1s Ltp.-r-luto-lth amund (x, fi).
Proof. It is sufficient to justify (i) observing that th<• proof of (ii) is similar. Since G is Lipschitz-like around (i,fi), we get from Theorem 2.l(i) that D'JwG(x,y)(O) = {0}. The new zero chain rule from Theorem 3.2 allows us to conclude that D'Jw(FoG)(x, z)(O) = {0}.
Thus, by the characterization of Theorem 2.1(i), it remains to check that the composition FoG is PSNC at (i, z).
To proceed, we take any sequences 
ii) Assume that S is inner semicompact at (x. z). Then FoG is Lipschitz-like around (x, z) provided that G is Lipschitz-like around (i, y) and F is Lipschitz-like around (y, z)
for ally E S(x,z). Moreover, one has [JES(i:,Z) if in addition dim X < oo while both G and F are coderivatively normal at ( x. y) and (y, z),
respectively, for ally E S(x, z).
Proof. First we justify the exact bound formula (4.4) in assertion (i). It follows from Theorem 4.5 in Mordukhovich [16] that the chain rule 
and since h is locally Lipschitzian, we apply now Theorem 4.2 to the latter composition and thus complete the proof. 6
Finally, let us derive a useful corollary of Theorem 4.2 that ensures the preservation of metric regularity and covering properties under compositions with calculus of the corresponding exact bounds. Corollary 4.6 (metric regularity and covering properties under compositions). 
The following assertions hold: (i) Assume that the set-valued mapping S(x, z) from Theorem 4.2 is inner semicontinuous at ((x,z),y). Then FoG is metrically regular (has the covering property) around (x,z) provided that G is metrically 1·egular (has the covering property) around (x, y) and that F is metrically regular (has the covering property) around (Y, z). If in addition dim
(ii) Assume that S(x, z) is inner semicompact at (i. z). Then FoG is metrically regular (has the covering property) around (x, z) provided that G is metrically regular (has the covering property) around (i, y) and that F is metrically regular (has the covering property)
around (y,z) for every y E S(x,z). If in addition dimZ < oo and for every y E S(x,z) both F-1 and G-1 are coderivatively normal at ( z, Y) and (fi, x), respectively, then reg(FoG)(x,z) S max regG(i:.y)·regF(y,z),
yES(i,i)
Proof. It follows from Theorem 4.2 due to the identity (F o G)-1 = G-1 o F-1 and the equivalence between the Lipschitz-like and metric regularity /covering prOJ?erties with the exact bound relationships (2.9) discussed in Section 2. 6
Marginal Functions
The concluding section of the paper is devoted to studying the local Lipschitzian property In this section WP develop a subdifferential approach to Lipschitzian stability of marginal functions based on its characterization established in Theorem 2.1(ii). The latter result characterizes the loc;d Lipschitz continuity of (5.1) Our first goal is to establish a rei at ionship between the singular subdifferential of the marginal function I" and the mi.mlc·cHil'ri,·ative of the generating mapping Fin (5.1). To Proof. It is sufficient to justify (i): the proof of (ii) is similar. We have Dfl. 1 To proceed, use the p-semicontinuit)' of S from (5.2) at (i, y) and select a sequence of In some applicat i· Ill:--uue needs to consider a more general version of the marginal function (5.1) given"' 1lw form The conclusion about the Lipschitz continuity of I" around (x, y) follows directly from Theorem 5.3 applied to {5.5). 6
Observe that the generating map F(-) in {5.1), and similarly in {5.7), describes the sets of feasible solutions to the parametric optimization problem: {5.9) minimize <p(x, y) subject to y E F(x).
A general framework for describing feasible sets F(x) in most applied problems is as follows: Having this in mind, one may treat the marginal function (5.1) with the generating mapping F(x) given in form (5.11) as the value function in a mathematical program with equilibrium constraints (MPEC): see Facchinei and Pang [6] for more examples and discussions. Thus, to make a conclusion on Lipschitz stability /continuity of value functions in parametric optimization problems of type (5.9) with constraint sets (5.10) and/or in MPECs and related problems with constraints sets of type (5.11), we actually need-by Theorem 5.3-to check the Lipschitz-like property of mappings F(x) given by (5.10) and (5.11) . Concerning the latter issue, we refer the reader to Chapter 4 of the book by Mordukhovich [18] , which contains calculations/estimates of coderivatives for systems (5.10}, (5.11), and their specifications together with verifiable conditions for their Lipschitzian stability in terms of the initial data in both finite-dimensional and infinite-dimensional settings.
