Abstract. This paper establishes a similarity principle for a class of nonelliptic, smooth complex vector fields in the plane. This principle is used to prove a uniqueness result for a nonlinear Cauchy problem.
Introduction
In this article we study first-order equations of the form
where L belongs to a class of smooth, complex vector fields in the plane (see section 2) while A and B are bounded functions. Equation (1.1) is motivated by the classical elliptic equation ∂w ∂z = Aw + Bw (1. 2) which had been the subject of many works (see for example, [2] , [3] , [4] , [5] , [11] and [16] ). In the literature solutions of (1.2) are called pseudoanalytic functions or generalized analytic functions. Pseudoanalytic functions share many properties with analytic functions of a single complex variable. These properties follow from the Similarity Principle which is valid for solutions of (1.2) . This principle says that every continuous solution w of (1.2) has the form w = e g h, for some holomorphic function h and Hölder continuous g. Thus w and h are "similar" in the sense that both In a recent paper [9] , the author explored the validity of the Similarity Principle for the following three nonelliptic vector fields:
It is proved in [9] that the Similarity Principle is valid for L 1 and L 2 in the following sense: if w is a solution of L j w = Aw + Bw (j = 1, 2), then w has the form
where L j h = 0. It is also shown that the Similarity Principle fails for the Mizohata vector field M . The vector fields ∂ ∂z , L 1 and L 2 are locally solvable while M is not. In this paper we will prove a generalized similarity principle for solutions of (1.1) where L belongs to a class of locally solvable vector fields (Theorem 3.1). This result is applied to establish uniqueness in the Cauchy problem for semilinear equations
where f is assumed to have bounded first derivatives and w is in L p loc , p > 1 (Theorem 4.1) . When the vector field L is also hypoelliptic and subelliptic, we get a similarity principle closer in character to the classical one (see subsection 4.2).
A class of a priori estimates
We recall some facts about the real Hardy space H 1 (R) ⊂ L 1 (R), a particular instance of the spaces introduced by Stein and Weiss in [14] , and its semi-local version h 1 (R) introduced by Goldberg [6] . In many situations H 1 (R) is an advantageous substitute for L 1 (R) [13] , as the latter does not behave well in many respects, for instance, concerning the continuity of singular integral operators. Let's choose a function
A space of distributions is called semi-local if it is invariant under multiplication by test functions. The space H 1 (R) is not: ψu may not belong to H 1 (R) for ψ ∈ C ∞ c (R) and u ∈ H 1 (R). A way around this is the definition of the semi-local (or localizable) Hardy space-better suited for the study of PDE's-h 1 (R) ( [6] , [13] ) by means of the truncated maximal function
which is stable under multiplication by test functions. Moreover, h 1 (R) is a Banach space with the norm
and
We now describe the atomic decomposition of h 1 ([6], [13] ). An h 1 (R) atom is a bounded, compactly supported function α(z) satisfying the following properties: there exist an interval Q containing the support of α such that (1) and (2) (with the same Q) while β 2 (x)/K satisfies (1) for the interval Q of center x 0 and length 1, where K is the Lipschitz constant of a(x).
Consider now a first-order linear differential operator in two variables
We write Ω T = [−T, T ] × R and assume that i) c(t, x) is smooth, b(t, x) is smooth, real and nonnegative, ii) all derivatives of b(t, x) and c(t, x) are uniformly bounded.
The fact that b(t, x) ≥ 0 implies that L has a left parametrix K whose form we briefly describe. Its construction is analogous to that of a right parametrix, a detailed account of which can be found in [7] and [8] . In fact, the transpose of a right parametrix for the transpose of L gives a left parametrix for L. The basic property of K is that (for a small T > 0)
where R is a regularizing operator. The operator K may be written as
Here, A ± t,t are pseudo-differential operators in R x for fixed t, t of order zero and type (ρ, δ) = (1, 1/2). Furthermore, they depend smoothly on t and t . For all t and t the function x → ψ = ψ(t, x, t ) is a diffeomorphism of R x onto R x with bounded derivatives. It is known (see e.g. [1] , Thm. 3.2) that
where the constants C(t, t ) depend on a finite number of seminorms of the symbol space S 0 1,1/2 (R). The argument can be adapted to obtain
Indeed, if A is any pseudo-differential operator of order zero and type (ρ, δ) = (1, 1/2) and α is a "small h 1 -atom", i.e., it has vanishing mean and is supported in a minimal interval Q of length |Q| ≤ 1, it belongs to H 1 and the quantities |Q| α L ∞ , α H 1 and α h 1 are all equivalent and bounded by a fixed constant.
Hence, Aα L 1 ≤ C, by the H 1 estimate. Assume now that |Q| > 1 with center x 0 and denote by Q * the interval that has the same center as Q but double length. As usual
t,t depend smoothly on the parameters (t, t ) the set {C(t, t ); t, t ∈ [−T, T ]} is bounded and we get
with a uniform C. Integrating in t we easily derive
The expression for R is similar, with operators B ± t,t ∈ S −∞ (R) which, in particular, take L 1 (R) into itself and it is easy to obtain
Taking T > 0 small enough so that CT < 1/2 we get
We have proved
Theorem 2.1. Let the operator L with smooth coefficients given by (2.1) satisfy i) and ii). Then there exist constants C > 0 and T 0 such that
The a priori inequality (2.5) has a standard duality consequence which we now describe. The dual of h 1 (R), denoted by bmo(R), may be identified ( [6] ) with the space of locally integrable functions f (x) such that sup |Q|<1 |Q|
where we have denoted by Q an arbitrary interval and by f Q the mean of f on Q. In particular bmo(R) is contained in BMO(R), the space of bounded mean oscillation functions (to avoid the difficulty that the usual BMO space is made up of classes modulo constant functions rather than true functions, i.e., the usual BMO "norm" of a constant is zero, it is convenient to add to the usual "norm" the term 1 0 |f (x)|dx, so BMO becomes a true space of functions). Then, (2.5) implies local solvability in 
x) satisfy i) and ii). There is a neighborhood U of the origin such that for every function
and C → 0 as the diameter of U shrinks to zero.
Generalized similarity principle
Suppose that L = in the sense of distributions. The next theorem describes an expression for ω that involves the space X = L ∞ (R t ; bmo(R x )) of measurable functions u(t, x) such that for almost every t ∈ R x → u(t, x) ∈ bmo(R) and u(t, ·) bmo ≤ C < ∞ for a.e. t ∈ R. Observe that X is invariant under multiplication by test functions and u ∈ X ⇒ |u| ∈ X, because bmo(R) already has these properties. 
. In addition, p may be chosen arbitrarily close to p.
We will need the following lemma in the proof of Theorem 3.1.
loc (Ω), and assume that Lu = f and Lv = g. Then,
Proof. i) Using a cut-off function we may assume that u and v are compactly supported in Ω and use regularizations u ε = φ ε * u, v ε = φ ε * v and set f ε = Lu ε and
and applying Hölder's inequality to each term we check that
ii) It is enough to prove (3.3) in a neighborhood of an arbitrary point of Ω. If χ is a test function and we set g 1 = χg, it follows that g 1 ∈ X and
. Hence, we may assume from the start that g is compactly
The duality between h 1 and bmo then shows that
. Let Q be a cube that contains the support of g. Using a standard consequence of the John-Nirenberg inequality in the variable x and integrating the result with respect to t, we see that given
provided g X is sufficiently small. We have used the fact that g ∈ X ⇒ |g| ∈ X and |g| X ≤ C g X .
Using Hölder's inequality on the right hand side of the estimate
we get, assuming that g X is sufficiently small,
. This proves (3.3). Now, we return to the proof of Theorem 3.1.
Proof. Consider a neighborhood Ω of the given point of Ω where we may solve the equation
with χ representing the characteristic function of the set {ω(x) = 0}. The right hand side is bounded. Therefore, Corollary 2.2 implies that shrinking Ω we may solve (3.4) with g X as small as we wish. Then, if we set h = e −g ω and use the Leibniz and chain rules (3.2) and (3.3) provided by Lemma 3.2 we get
Thus, ω = e g h as we wished to prove. Observe that by shrinking Ω we may take e −g ∈ L q with q arbitrarily large and this implies that h ∈ L p (Ω ) with p < p arbitrarily close to p. This proves Theorem 3.1. 
Applications
Then u ≡ w in a neighborhood of Σ. Proof. We may assume that Ω = {(t, x); |t| < 1, |x| < 1}, Σ = {t = 0}, and L = 
Proof. The proof of the theorem follows from the following lemma, after linearizing f (t, x, w, w) − f (t, x, u, u).

Lemma 4.2. Suppose L is locally solvable, A and B are in
We will show that
Since k → ∞, the term (Aw + Bw)ϕ k ψ dtdx converges to AV + BV , ψ .
Since |ϕ k (t)| ≤ Ck for all k and the trace of w on {t = 0} is 0, the integral
Observe that in Q, L is of the kind to which we can apply the results of section 3. Therefore, there is a neighborhood U 1 of (0, y 0 ) in which V = e g h with Lh = 0.
But then h = 0 on {(t, x) ∈ U 1 ; t < 0}. By the theorem on propagation of zeroes for homogeneous solutions (see [15] ) it follows that h = 0 in U 1 , and hence V = 0 in U 1 . Next, if 0 < t 0 < 1, by covering the segment from (0, y 0 ) to (t 0 , y 0 ) by a chain of open sets in each of which the factorization of Theorem 3.1 is valid, and applying the theorem on the propagation of zeroes for homogeneous solutions, we conclude:
Hence w ≡ 0 in a neighborhood of (0, 1) × {y 0 }. By repeating this reasoning, we conclude that w ≡ 0 in a neighborhood of (−1, 1) × {y 1 }, for any y 1 such that
Suppose now that ϕ ∈ C ∞ c (Ω). Then since {x ∈ N ; ∂b ∂x (t, x) = 0, for some t} is discrete, we get
Lw, ϕ(t, x)
= N 1 −1 w(t, x) t
Lϕ(t, x) dtdx
= − N 1 −1 w(t, x) ∂ϕ ∂t (t, x) dtdx = ∂w ∂t ,
ϕ(t, x) .
Therefore, Using the proof of Theorem 4.1, we will next prove the following corollary which extends the theorem to higher dimensions. Proof. The local solvability of L implies that we can find coordinates (t, x) in some neighborhood U = (−δ, δ) × U 1 of the origin in R n in which
where each b k is real-valued, smooth on U and that for each x ∈ U 1 , the function
never changes direction. We may also assume that in U the surface Σ is given by t = 0. As before if we let v = u − w, then Lv = Av + Bv and the trace of v on Σ is zero. Let N = {x ∈ U 1 : b(t, x) = 0, |t| < δ}. Fix x 0 / ∈ N . We can get a unit vector field V (x) in x space, smooth outside N such that
Since V is smooth and nonzero near x 0 , after a diffeomorphism in x space near x 0 , we get coordinates (t, y) in which L takes the form We note that the two-dimensional nature of a locally solvable vector field was used in other works (see for example, [15] ).
The hypoelliptic case.
In the following applications, we will assume that the vector field L is hypoelliptic and consider the equation Lw = Aw+Bw, where A and B are smooth. It is well known (see [15] ) that such a vector field is hypocomplex, equivalently, it has local first integrals that are homeomorphisms. It follows that a hypoelliptic vector field is of the kind considered in Section 2. An earlier proof of this latter fact appeared in the Appendix in [7] . Proof. To prove (a) suppose that w(p) = 0 and h(p) = 0. Then for z near p,
But then near p,
(Ω), we must have w(p) = 0. To prove (b) we first prove the following claim. (We will also use this fact in Corollary 4.6.)
From now on we will replace the variable "t" by "y". Assume that L = to the equation 
Proof. This follows from the proof of Corollary 4.4 (b). Indeed, for some k ∈ N and c 1 , c 2 > 0 we saw that
in a neighborhood of 0. Now h also satisfies similar inequalities with the same k.
We continue to assume that L is hypoelliptic, A and B are smooth, Lw = Aw + Bw, Lh = 0 and e g = h w , everything holding in a neighborhood of the closure of a ball Q. We assume that 0 ∈ Q and that it is the only zero of h and w in Q. The solvability in BM O (in the x-variable) with arbitrary small norm in a sufficiently small neighborhood of 0 and the hypoellipticity of L have the following consequence:
By the hypoellipticity of L we may also assume that we are in coordinates (x, y) where Z(x, y) = x+iφ(x, y) is a one-to-one first integral of L, φ real valued, and
Modulo a nonvanishing factor, we then have
In the next three propositions we will make the following additional assumption: the function φ(0, y) has a zero of finite order N at 0. This is equivalent to assuming that L is of finite type, which occurs for example when L is real analytic. We now recall from the proof of Corollary 4.4 that the functions h(x, 0) and w(x, 0) have a zero of the same order at 0. Therefore, by the Malgrange Preparation Theorem we may write
where a j (0) = 0 = b j (0) ∀j and the q i are nonvanishing. Since L is hypocomplex, (4.5) implies that h(x, y) = Z(x, y) k f (x, y) for some nonvanishing f , where Z is the first integral we mentioned above. The latter together with (4.2) and the order assumption on φ(0, y) imply that there exist positive constants A 1 and A 2 such that
is bounded. Proof. We claim that for some constants B j (j = 0, 1, . . . , k − 1),
Suppose the claim is not valid. Consider the finite set of integers
and choose such that N + order b (y) = the minimum of S, and is the smallest such. (Here order b j (y) refers to the order at 0.) Since the claim is not valid, for small enough, in the region
for some positive constants M 1 and M 2 . The latter together with (4.6) tell us that e −g / ∈ L N +1 (R ), contrary to our choice of the neighborhood Q. Hence the claim is valid. By considering separately the regions |x| ≥ |y| N and |x| ≤ |y| N , it follows from the claim that for some constant A 3 ,
The proposition now follows from (4.6) and (4.8).
The next proposition improves (4.7).
Proposition 4.8. For some constants
Proof. We first prove (4.9) for j = 0. From 
