Description statistique de la surface océanique et mesures conjointes micro-ondes (une analyse cohérente) by BRINGER, Alexandra et al.
Ecole Doctorale Sciences Fondamentales et Appliquées
(364)
Institut Méditerranéen d’Océanologie (MIO)
Thèse présentée par :
Alexandra Bringer
soutenue le : 18 Septembre 2012
pour obtenir le grade de Docteur en Physique
Spécialité : Télédétection et Océanographie
Description statistique de la surface
océanique
et mesures conjointes micro-ondes : une
analyse cohérente
Thèse dirigée par :
M. GUERIN Charles-Antoine Professeur, MIO
M. CHAPRON Bertrand Directeur, LOS
Jury :
Mme. HAUSER Danièle Rapporteur Directrice de recherche CNRS
M. CAUDAL Gérard Rapporteur Professeur
M. FORGET Philippe Examinateur Directeur de recherche CNRS, MIO
M. SORIANO Gabriel Examinateur Maître de conférence, Institut Fresnel
M. CHAPRON Bertrand Examinateur Directeur du laboratoire LOS
M. GUERIN Charles-Antoine Examinateur Professeur, MIO
M. HURTAUD Yvonick Membre invité Direction Générale de l’Armement
22
« À toi, papy Pierrot... »
44
Remerciements
Je tiens tout d’abord à remercier les membres du jury qui ont participé à ma
soutenance et particulièrement Danièle Hauser et Gérard Caudal pour l’intérêt qu’ils
ont porté à mon manuscrit et les remarques constructives dont ils m’ont fait part.
Je voudrais ensuite remercier mon directeur de thèse Charles-Antoine Guerin
pour m’avoir encadrée tout au long de ma thèse et guidée dans mes recherches. Je
le remercie également pour sa disponibilité et sa patience.
Cette thèse n’aurait surement pas abouti aux mêmes résultats sans les observa-
tions de Bertrand Chapron. Je le remercie pour m’avoir accueillie à l’Ifremer durant
mes séjours à Brest. Ses explications parfois déconcertantes mais toujours construc-
tives m’ont permis de découvrir la complexité des phénomènes physiques qui se
produisent à la surface de la mer et dont je n’avais pas conscience auparavant. Cer-
tains voient la mer agitée, inﬁnie ou calme, moi je résonne dorénavant en termes de
skewness, kurtosis et mss. Pour cela, un grand Merci !
Je remercie également toutes les personnes du bâtiment F pour leur accueil. Je
tiens à remercier plus particulièrement Fabienne Chan Wai Hong qui a fait preuve
d’une grande patience à mon égard. Je remercie également mes collègues de bureau
Sara Dubosq et Karen Guihou qui m’ont soutenue tout au long de ma thèse. Encore
merci à Karen pour son aide et ses conseils avisés en lateX !
Enﬁn, je voudrais remercier sincèrement ma famille qui m’a toujours poussée
et remotivée au cours de ces années de thèse. Un grand merci à mon frère pour
son soutien. Je voudrais remercier mon père pour avoir un jour en Corse évoqué le
métier d’océanographe, ce qui est devenu un objectif pour moi. Un grand merci à
ma maman qui a su trouver les mots pour m’aider à avancer. Je voudrais également
remercier Hugo, mon mari, pour m’avoir écoutée, conseillée et surtout soutenue tout
au long de ces trois années.
5
66
Table des matières
1 Introduction 11
2 Modèles de diﬀusion océanique 15
2.1 Modèles électromagnétiques . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.1 Théories Asymptotiques . . . . . . . . . . . . . . . . . . . . . 17
2.1.1.1 Méthode des Petites Perturbations . . . . . . . . . . 17
2.1.1.2 L’approximation de Kirchhoﬀ . . . . . . . . . . . . . 17
2.1.2 Modèles uniﬁés . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Modèles spectraux . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Le spectre et ses moments . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Contraintes sur les mss et msc . . . . . . . . . . . . . . . . . . 20
2.2.3 Spectres de référence . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3.1 Elfouhaily . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3.2 Kudryavtsev . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3.3 Kosnik . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3.4 Courbure omnidirectionnelle . . . . . . . . . . . . . . 25
2.2.3.5 Mss des spectres de référence . . . . . . . . . . . . . 27
2.2.3.6 Estimation de la courbure des spectres existants . . . 29
3 Description non gaussienne de la surface 31
3.1 Moments et Cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Développement Gram-Charlier unidimensionnel . . . . . . . . . . . . 35
3.2.1 Distribution des hauteurs . . . . . . . . . . . . . . . . . . . . 35
3.3 Développement Gram-Charlier bidimensionnel . . . . . . . . . . . . . 38
3.3.1 Distribution des pentes . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Analyse de Cox et Munk . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Fonction à deux points . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Fonction de Structure . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Fonction de Skewness . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.8 La fonction de Kurtosis . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 Modèles de diﬀusion au nadir 51
4.1 Champ diﬀracté . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Approximation de Kirchhoﬀ . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Optique Géométrique . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7
8 Table des matières
4.4 Statistiques non gaussiennes de la surface de la mer . . . . . . . . . . 57
4.5 Comparaison entre les modèles de diﬀusion gaussiens et non gaussien 62
4.6 Etude de la NRCS en fonction de la vitesse du vent . . . . . . . . . . 63
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 Modèle de diﬀusion à grandes incidences 67
5.1 Choix du modèle uniﬁé . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 WCA gaussien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3 WCA non gaussien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Comparaison gaussien/non gaussien . . . . . . . . . . . . . . . . . . . 75
5.5 Variation de la NRCS avec la vitesse du vent . . . . . . . . . . . . . . 77
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6 Comparaison expérimentale au nadir 81
6.1 Présentation Données . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.1.1 VALPARESO . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.1.2 TRMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.1.3 SOWEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2 Comparaison Nadir . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2.1 Comparaison expérimentale des modèles de diﬀusion gaussien 83
6.2.2 Comparaison expérimentale des modèles non gaussiens . . . . 84
6.2.3 Ajustement du coeﬃcient de kurtosis . . . . . . . . . . . . . . 87
6.2.4 Étude de la variation de la NRCS avec la vitesse du vent . . . 91
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7 Grande incidence 95
7.1 Présentation des données . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.1.1 NSCAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.1.2 ASAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2 Traitement des données . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.2.1 NSCAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.2.2 ASAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.3 Comparaison avec les modèles . . . . . . . . . . . . . . . . . . . . . . 98
7.3.1 Sous hypothèse gaussienne . . . . . . . . . . . . . . . . . . . . 98
7.3.2 Sous hypothèse non gaussienne . . . . . . . . . . . . . . . . . 101
7.3.3 Etude de la NRCS en fonction de la vitesse du vent . . . . . . 104
7.4 Polarisation horizontale . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.5 Rapports de Polarisation . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8 Vers un spectre de mer de télédétection 111
8.1 Construction du nouveau spectre . . . . . . . . . . . . . . . . . . . . 111
8.1.1 Partie grandes vagues ou basse fréquence . . . . . . . . . . . . 111
8.1.2 Partie vagues courtes . . . . . . . . . . . . . . . . . . . . . . . 112
8.2 Inversion du spectre . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.3 MSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.4 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8
Table des matières 9
8.5 Polarisation Horizontale . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.6 Rapport de Polarisation . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
9 Conclusion 125
10 Annexes 127
10.1 Calcul du corrélateur : 〈(∇η)2 (r · ∇∇η · r)〉 . . . . . . . . . . . . . 127
10.2 Articles Publiés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
9
10 Table des matières
10
Chapitre 1
Introduction
La télédétection a connu un essor important depuis une vingtaine d’années avec
le développement de nouveaux instruments, notamment dans le domaine spatial.
Des mesures radar en nombre croissant sont acquises dans une gamme étendue de
fréquences électromagnétiques et pour des incidences variées. Un grand nombre de
données, de mieux en mieux calibrées et résolues, sont maintenant disponibles. Cette
diversité ouvre de nouvelles perspectives pour l’analyse et l’exploitation des données.
En eﬀet, il est dorénavant possible d’utiliser de manière conjointe des jeux de don-
nées diﬀérents pour améliorer l’interprétation des phénomènes observés.
Dans le même temps, sur le plan théorique, les modèles de diﬀusion des ondes
électromagnétiques ont été fortement améliorés, grâce notamment à la prise en
compte de l’aspect multi-échelles de la surface de mer. La présence des vagues
à la surface de la mer inﬂue de manière complexe sur le mécanisme de diﬀusion
électromagnétique étant données leur géométrie et leurs échelles caractéristiques.
Les recherches récentes ont abouti à des modèles approchés dits "uniﬁés"((Wright,
1968),(Voronovich, 1994a),(Elfouhaily et al., 2003),(Mouche, 2007),(Soriano and Gué-
rin, 2008)), c’est à dire capables de prendre en compte de manière suﬃsamment
simple et précise les mécanismes de diﬀusion par les plus grandes vagues aussi bien
que par les plus petites rides de la surface. Ces modèles fournissent une bonne esti-
mation de la section eﬃcace radar en polarisation verticale. Toutefois, ils sont, pour
la plupart, encore insuﬃsants pour la modélisation en polarisation horizontale où le
signal rétrodiﬀusé mesuré est plus fort que ce que prévoit les modèles.
La description de la surface de mer joue un rôle primordial dans les modèles
de diﬀusion. Elle est généralement basée sur une représentation spectrale. Or, si
le spectre des vagues longues est maintenant bien maitrisé au vu des nombreuses
études réalisées, le spectre des vagues courtes est en constante évolution. En ef-
fet, de nouvelles techniques (imagerie laser et optique, stéréo-vision, mesures radar)
permettent aujourd’hui d’accéder à une connaissance plus ﬁne de la surface aux pe-
tites échelles. Par ailleurs, les modèles physiques ont également progressé avec une
meilleure caractérisation des termes d’apport et de dissipation d’énergie dans les
équations d’évolution. Ainsi, de nouveaux modèles de spectres théoriques ou expé-
rimentaux ont été proposés récemment dans le régimes de gravité-capillarité et de
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capillarité ((Caudal, 2002), (Kosnik and Dulov, 2011) par exemple). Des écarts si-
gniﬁcatifs avec les modèles de spectres existants ont alors été observés et ont montré
le besoin de corriger les modèles actuels.
D’autre part, les expressions de la section eﬃcace radar sont le plus souvent obte-
nues en considérant la surface de la mer comme une superposition de vagues indépen-
dantes et décrite par un processus aléatoire gaussien, en vertu du théorème central
limite. Ainsi, les distributions de hauteurs, pentes et courbures de la surface suivent
également des lois gaussiennes. L’hypothèse gaussienne, acceptable en première ap-
proximation, est adoptée pour les besoins du calcul. Cependant, les théories hydro-
dynamiques montrent que les vagues sont sujettes à des interactions non-linéaires
au cours de leur propagation. Ces couplages ont un impact sur la statistique de la
surface ainsi que sur la rétrodiﬀusion du signal radar. Les mécanismes non-linéaires,
lorsqu’ils sont forts, sont à l’origine de phénomènes comme le déferlement et peuvent
causer des échos radar très élevés par rapport aux niveaux habituellement prédits,
notamment en polarisation horizontale où le niveau moyen du signal est plus faible.
Cependant, la description des phénomènes non-linéaires et leur prise en compte dans
les modèles de rétrodiﬀusion est encore aujourd’hui un verrou scientiﬁque. La modé-
lisation est aujourd’hui principalement limitée aux faibles ordres de non-linéarités,
c’est à dire aux surfaces faiblement non-gaussiennes et hors déferlement, obtenues
pour des vents modérés. Dans ce contexte, des travaux ont été réalisés pour prendre
en compte les eﬀets de skewness et kurtosis, responsables de l’asymétrie verticale
et horizontale des vagues, dans les modèles de diﬀusion. Ainsi, des formes paramé-
triques des fonctions de skewness ((Mouche et al., 2007), (Bourlier, 2004)) ont été
ajoutées à des modèles de diﬀusion (RCA et SSA respectivement) aﬁn de repro-
duire l’asymétrie upwind/crosswind observées sur les données radar. Le même type
d’études à été réalisé pour la fonction de kurtosis ((Chapron et al., 2000),(Bourlier,
2004)). Toutefois, les formes des fonctions de skewness et de kurtosis n’étant pas
connues, seules des hypothèses sur leur comportement sont émises. Des recherches
sont actuellement menées ((Mironov et al., ), (Caulliez and Guérin, ))) aﬁn de dé-
terminer les statistiques de la surface directement à partir d’images de la surface et
ainsi déduire des formes paramétriques des fonctions de skewness et kurtosis.
De nouveaux modèles de surface tels le "Choppy Wave Model” (Nouguier et al.,
2009), (Nouguier et al., 2010) ont été incorporés récemment dans les modèles de
diﬀusion, mais sont encore insuﬃsants pour prendre en compte tous les aspects non-
linéaires.
L’objectif de cette thèse est d’avancer dans les deux directions évoquées : amé-
lioration des spectres de vagues courtes et meilleure prise en compte du caractère
non-gaussien de la surface. Nous établissons deux résultats principaux :
– Nous montrons, à partir d’une analyse conjointe de jeux de données multi-
bande, l’incapacité des théories gaussiennes à modéliser correctement l’écho
radar de la surface de la mer. Nous développons un modèle dédié, basé sur
la méthode récente Weighted Curvature Approximation (WCA), pour prendre
en compte les statistiques non-gaussiennes.
– Nous proposons une nouvelle paramétrisation du spectre omnidirectionnel des
12
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vagues courtes basé sur une inversion des données multi-bande de télédétection
dans le cadre du modèle WCA.
Le manuscrit est organisé de la manière suivante. Après avoir présenté les modèles
classiques de diﬀusion électromagnétique sur la surface océanique et les principaux
spectres de mer dans le chapitre 2, nous rappelons au cours du chapitre 3 des no-
tions statistiques essentielles pour la description non gaussienne de la surface. Les
chapitres 4 et 5 décrivent notre démarche pour le développement des modèles de
diﬀusion prenant en compte les statistiques non gaussiennes de la surface au nadir
(l’Approximation de Kirchhoﬀ) et aux grandes incidences (WCA). Nous compa-
rons ensuite, dans les chapitres 6 et 7, la NRCS ainsi modélisée à plusieurs jeux
de données multi-bande. Des diﬀérences notables entre la modélisation et les don-
nées expérimentales étant toujours observées, le dernier chapitre est consacré à la
description d’une nouvelle paramétrisation du spectre de mer.
13
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Chapitre 2
Modèles de diﬀusion océanique
L’objectif des modèles de diﬀusion océanique est de calculer la section eﬃcace
radar normalisée (SERN) de la surface de mer pour diﬀérentes vitesses de vent et dif-
férents angles d’incidence. Nous utiliserons plutôt dans la suite du manuscrit l’acro-
nyme anglais NRCS (Normalized Radar Cross Section) généralement plus employé
pour désigner la SERN. Aﬁn de modéliser la NRCS précisément, il est nécessaire
de développer des modèles uniﬁés qui prennent en compte l’aspect multiéchelle de
la surface de mer dans le calcul de la diﬀusion des ondes électromagnétique. Dans
ce chapitre, nous présentons un bref état de l’art sur les modèles de télédétection
micro-onde. Nous rappelons les principaux modèles uniﬁés développés ces dernières
années.
Les modèles de diﬀusion sont en général basés sur une représentation spectrale de la
surface de mer. Nous décrivons et comparons dans une seconde partie les principaux
spectres utilisés pour la télédétection.
En préambule de ce chapitre, une table des notations est présentée aﬁn de faciliter
la lecture et la compréhension du manuscrit.
Notations Quantité physique
η Hauteur de la surface de la mer
R Vecteur position
r Composante horizontale du vecteur position
z Composante verticale du vecteur position
K Vecteur d’onde
k Composante horizontale du vecteur d’onde
q Composante verticale du vecteur d’onde
k Nombre d’onde
φ Azimut
θ Angle d’incidence
Table 2.1 – Tableau regroupant les notations des grandeurs principales utilisées
dans la suite du manuscrit
15
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2.1 Modèles électromagnétiques
Le calcul du champ diﬀusé par les surfaces rugueuses nécessite la résolution des
équations de Maxwell. Les solutions de ce problème se regroupent en deux catégories :
1. Solutions rigoureuses, requérant la résolution exacte des équations de Maxwell
en utilisant les conditions limites à la surface
2. Solutions approchées ou "asymptotiques", basées sur les propriétés physiques
générales du champ diﬀracté (par exemple (Voronovich, 1994b), (Elfouhaily
and Guérin, 2004))
L’utilisation des solutions rigoureuses est très limitée notamment par l’impossi-
bilité de mailler ﬁnement toutes les échelles de la surface de la mer. Le calcul du
champ diﬀusé par la surface de la mer est en général réalisé pour des vents faibles et
pour des longueurs d’onde suﬃsamment grandes. Cependant, son estimation, même
pour ces cas plus simples, requiert de gros temps de calcul rendant son utilisation
diﬃcile.
Les solutions exactes sont basées sur un calcul du champ diﬀracté par une surface
de mer déterministe. Ces solutions n’emploient donc pas de formulation statistique
de la surface. La détermination du champ diﬀracté est alors réalisée à partir de la
Méthode de Monte Carlo, ce qui nécessite également de lourds calculs numériques.
Les méthodes approchées présentent l’avantage d’être rapides et analytiques.
Contrairement aux solutions exactes, elles utilisent une formulation statistique de la
surface de mer. Cependant, en général, chaque modèle ne peut être employé que pour
un domaine de validité particulier qu’il est important de bien cerner. La télédétection
de la surface de la mer repose sur quelques méthodes approchées de base : l’approxi-
mation de Kirchhoﬀ (KA) (Beckmann and Spizzichino, ) utilisée pour la diﬀusion
des grandes échelles de la surface, l’optique géométrique ((Barrick, 1968b), (Bar-
rick, 1968a), (Valenzuela, 1978)), Méthode SPM(pour Small Perturbation Method
) également appelée théorie de "Bragg" valable pour des rugosités dont la hauteur
est relativement petite par rapport à la longueur d’onde radar ((Rayleigh, 1896)).
Cette théorie s’applique en général pour la diﬀusion des ondes électromagnétiques
dans la gamme HF mais reste très limitée en micro-ondes.
Les modèles uniﬁés sont construits aﬁn qu’ils tendent vers ces deux théories asymp-
totiques : l’approximation de Kirchhoﬀ et la théorie de Bragg. Ces modèles ont été
développés ces dernières années adoptant des expressions plus ou moins simples de
la NRCS. Nous pouvons citer : le modèle Small Slope Approximation (SSA) (Vo-
ronovich, 1994a) (Voronovich, 1994b) (Voronovich, 1985), le modèle Deux-échelles
(Wright, 1968), le modèle GO-SSA (Soriano and Guérin, 2008), Local Curvature Ap-
proximation (LCA) et Weighted Curvature Approximation (Elfouhaily et al., 2003),
(Guérin et al., 2004), (Guérin et al., 2010) et le modèle Resonant Curvature Ap-
proximation (RCA) (Mouche, 2007).
Des revues des théories portant sur la diﬀusion électromagnétique par surfaces
rugueuses peuvent être trouvées dans les ouvrages suivants : (Ogilvy and Merklinger,
1991), (Voronovich, 1994b), (Elfouhaily and Guérin, 2004).
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2.1.1 Théories Asymptotiques
Les théories asymptotiques de la télédétection sont les premières à avoir été déve-
loppées. Deux théories fondamentales contraignent les modèles de diﬀusion dans la
limite des grandes (Kirchhoﬀ) et petites (SPM) rugosités devant la longueur d’onde.
Nous nous référons à ces modèles par théories asymptotiques puisque les modèles
uniﬁés qui ont été établis par la suite sont contraints de tendre vers ces deux théories
dans les limites petites et grandes échelles.
2.1.1.1 Méthode des Petites Perturbations
La métode SPM consiste à supposer que la hauteur des vagues z = η(r) est
petite devant la longueur d’onde radar par rapport au plan moyen de la surface de
la mer z = 0. Sous cette hypothèse, un développement perturbatif de l’amplitude de
diﬀraction peut être réalisé en considérant que la contribution principale provient du
terme d’ordre 0 qui est la réﬂexion spéculaire par le plan moyen. Les termes d’ordre
supérieur sont des corrections de diﬀusion. Au premier ordre correctif, il peut être
montré que le champ diﬀusé est proportionnel à la transformée de Fourier de la
surface.
2.1.1.2 L’approximation de Kirchhoﬀ
L’approximation de Kirchhoﬀ est la méthode de référence dans le domaine micro-
onde et aux angles d’incidence faibles.
Dans cette approximation, le champ diﬀusé par la surface de la mer est assimilé au
champ réﬂéchi par le plan tangent, autrement dit il provient de la réﬂexion spéculaire
du champ incident local. L’approximation de Kirchhoﬀ s’applique à des surfaces dont
le rayon de courbure est très grand devant la longueur d’onde radar. Le champ diﬀusé
est une solution locale, car le champ en un point de la surface ne dépend pas des
autres points de la surface. Cette approximation n’est donc pas valable en présence
de diﬀusion multiple. Elle est également insensible a la courbure et à la polarisation.
Le champ diﬀracté dans l’approximation de Kirchhoﬀ s’exprime comme :
S(k,k0) =
K
Qz
1
(2π)2
∫
A
dr eiQHre−iQzη(r) (2.1.1)
où K est un noyau qui dépend de la longueur d’onde électromagnétique, de la per-
mittivité de l’eau de mer et des angles d’incidence et de diﬀusion et A représente
l’aire éclairée par le radar. S est en fait une matrice 2× 2 dont chaque terme corres-
pond à un état de polarisation. L’intégrale 2.1.1, appelée "intégrale de Kirchhoﬀ",
est omniprésente dans les modèles approchés uniﬁés.
2.1.2 Modèles uniﬁés
Un modèle uniﬁé doit permettre la modélisation de la NRCS diﬀusée par les plus
grandes vagues de la surface comme les plus petites et doit nécessairement englober
les deux théories limites présentées : l’Approximation de Kirchhoﬀ pour les petites
longueurs d’onde radar et SPM pour les plus grandes. L’amplitude de diﬀraction
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est souvent cherchée comme une intégrale de Kirchhoﬀ classique multipliée par un
noyau N propre à chaque développement :
S(k,k0) =
1
Qz
∫
R
2
N(k,k0, η(r)) e−iQzη(r)e−iQHrdr (2.1.2)
QH et Qz sont les composantes du vecteur d’Elwad. Les modèles uniﬁés adoptant
cette forme sont assez nombreux : SSA, le modèle LCA, pour des surfaces 2D conduc-
trices, WCA et RCA par exemple. Cette liste n’est pas exhaustive et donne quelques
exemples de modèles uniﬁés qui peuvent être utilisés dans le cadre de notre analyse.
Pour la suite de notre étude, nous choisissons deux modèles de diﬀusion robustes,
eﬃcace et simples numériquement : l’approximation de Kirchhof pour la modélisa-
tion de la NRCS dans la zone proche nadir et WCA pour les incidences faibles à
modérées. Les incidences rasantes ne sont pas étudiées dans ce manuscrit.
2.2 Modèles spectraux
2.2.1 Le spectre et ses moments
Les modèles de diﬀusion électromagnétique reposent en grande partie sur les
spectres de mer. Historiquement, les premiers spectres de mer (Pierson Moskovitz
(Pierson Jr and Moskowitz, 1964), JONSWAP (Hasselmann, 1973) ) ont été déve-
loppés pour les vagues longues. Plus récemment, ils ont été complétés pour la partie
vagues courtes par des modèles uniﬁés prenant en compte diﬀérents types de me-
sures ﬁnes de la surface (mesures optiques, jauges, laser).
De nombreux modèles ont été proposés sur ce principe (par exemple, les spectres
Donelan et Pierson (Donelan and Pierson Jr, 1987), Bjerkaas et Riedel (Bjerkaas
and Riedel, 1979), Apel (Apel, 1994)). L’un des spectres les plus utilisés aujourd’hui
dans les études de télédétection est celui d’Elfouhaily et al. car c’est un spectre uniﬁé
et paramétrique. Plus récemment, Kudryavtsev et al. (Kudryavtsev et al., 1999) pro-
posent un spectre construit sur l’équilibre d’énergie entre les vagues de gravité et de
capillarité, ce qui permet de tenir compte des phénomènes de déferlement qui jouent
un rôle important dans la dissipation d’énergie. Kosnik et al. (Kosnik and Dulov,
2011) ont estimé un spectre expérimental grâce à un procédé de stéréo-vision. La
conﬁguration des mesures limite ce spectre aux vagues courtes.
Les diﬀérents spectres de mer sont généralement paramétrés par la vitesse du
vent, l’âge des vagues, le fetch et la direction du vent. Ils se mettent alors sous la
forme :
S(k, φ) =
Bomni(k)
2πk4
f(k, φ) (2.2.3)
où Bomni(k) représente la courbure du spectre omnidirectionnel et f(k, φ) est la
fonction d’étalement angulaire ("spreading function"). Le spectre directionnel cor-
respond par déﬁnition à la transformée de Fourier de la fonction d’autocorrélation
bidimensionnelle :
S(k, φ) =
∫
ρ(r)e−ik·rdr (2.2.4)
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Il est à noter que la fonction d’autocorrélation ρ est une fonction réelle et paire.
Cette caractéristique impose des propriétés de symétrie sur la fonction d’étalement
par rapport à l’origine. Partant de ces constats, le développement en séries de Fourier
de la fonction d’étalement contient seulement des harmoniques pairs :
f(k, φ) =
1
2π
[
1 +
∞∑
n=1
a2n cos(2nφ)
]
(2.2.5)
Le spectre omnidirectionnel est déﬁni par :
Somni(k) = k
−3Bomni(k) (2.2.6)
C’est une quantité facilement accessible expérimentalement (à la diﬀérence de la
fonction d’étalement) pour les plus grandes échelles (supérieures à 1 m) mais reste
toujours diﬃcilement estimable pour les plus petites malgré certaines améliorations
dans les techniques de mesure (stéréo-imagerie).
Les premiers moments du spectre de mer peuvent être associés à des grandeurs
mesurables expérimentalement et imposent quelques contraintes a priori. Le moment
d’ordre 0 du spectre de mer est proportionnel au carré de la hauteur signiﬁcative de
la surface Hs :
1
16
H2s =
∫
R
S(k, φ) k dk dφ =
∫ ∞
0
Somni(k)dk (2.2.7)
Ce paramètre est très utilisé pour qualiﬁer l’état de mer. La hauteur signiﬁcative est
accessible par la mesure des variations de hauteur d’une sonde placée en un endroit
donné. Ainsi, grâce à la facilité de mesures, elle est très bien paramétrée en fonction
de la vitesse du vent, du fetch et de la houle. Le moment d’ordre deux du spectre
directionnel de mer permet de calculer la variance des pentes ou "mean square slope"
(mss) totale :
mss =
∫

k2S(k, φ) k dk dφ =
∫ ∞
0
k2Somni(k)dk (2.2.8)
La mss est un paramètre essentiel tant sur le plan hydrodynamique que sur le plan
électromagnétique. En eﬀet, elle joue un rôle important dans la description des
interactions air-océan puisqu’elle contrôle la surface d’échange entre les deux milieux.
Elle permet également de caractériser la pente des vagues de la surface. Elle est donc
fortement reliée à la notion de déferlement. Sur le plan électromagnétique, la NRCS
dépend de la mss notamment aux incidences faibles (proches nadir). En eﬀet, dans
le cas de l’optique géométrique, la NRCS est modélisée par une gaussienne dont la
largeur est fonction de la mss totale. Il est donc nécessaire d’estimer correctement
ce paramètre.
Une mss ﬁltrée peut aussi être obtenue par une intégration partielle du spectre des
pentes :
mssfiltree =
∫ k2
k1
k2S(k, φ)dkdφ =
∫ k2
k1
k2Somni(k)dk (2.2.9)
Le moment d’ordre 4 du spectre de mer correspond à la variance des courbures
ou "mean square curvature" (msc). Elle se calcule donc par :
msc =
∫

k4S(k, φ)dkdφ =
∫ ∞
0
2πk4Somni(k)dk (2.2.10)
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2.2.2 Contraintes sur les mss et msc
L’analyse du scintillement à la surface de la mer a été réalisée dès 1822 par
Spooner ((Spooner, 1822)) puis repris bien plus tard par Scoley (Schooley, 1954).
Cox et Munk (que nous référençons par CM pour la suite du manuscrit) (Cox and
Munk, 1954) ont eﬀectué des mesures suivant le même principe par avion. Leurs
mesures de pentes font référence.
D’autres mesures optiques de mss ﬁltrées peuvent également venir compléter notre
étude. Il s’agit de mesures réalisées à partir de trois lasers disposés en triangle
équilatéral d’un mètre de côté à bord d’un avion pointant vers la surface. Ainsi,
grâce à cette disposition, Vandemark et al. (et al., 2004) ont mesuré des pentes
de segments de la surface de longueur 1m. Ils ont ensuite interprété ces mesures
comme des mss partielles pour des grandes vagues dont la longueur d’onde est donc
nécessairement supérieure à 1 − 2 m. Ils ne peuvent pas établir avec précision le
nombre d’onde de coupure. Ainsi, théoriquement nous choisissons de calculer la mss
grandes vagues pour ks =
2π
1
.
Aucune donnée expérimentale n’est actuellement disponible comme mesure de la
courbure de la surface. Toutefois, en supposant une forme de type Student pour la
NRCS, Guimbard (Guimbard, 2012) a établi une relation entre la msc et le paramètre
de Student. Ces travaux n’ont pas encore été publiés.
2.2.3 Spectres de référence
Nous présentons trois modèles de spectre de mer uniﬁés diﬀérents : le spectre
développé par Elfouhaliy et al. (Elfouhaily et al., 1997), par Kudryavtsev et al.
(Kudryavtsev et al., 1999) et plus récemment par Kosnik et al. (Kosnik and Dulov,
2011).
Pour plus de simplicité dans la suite du manuscrit, nous nommons les spectres par
le nom de l’auteur référence de l’article dans lequel ils sont présentés.
2.2.3.1 Elfouhaily
Le spectre d’Elfouhaily est l’un des plus utilisés en télédétection océanique. Il
se base sur les spectres antérieurs ((Donelan and Pierson Jr, 1987) , (Bjerkaas and
Riedel, 1979) et (Apel, 1994)) et améliore certains aspects. Il incorpore notamment
les contraintes optiques de mss de CM et les mesures de bassin de Jähne ((Jähne
and Riemer, 1990)).
Ce spectre directionnel s’écrit :
S(k, φ) =
∫
Bomni(k)
2πk4
[1 + Δ(k) cos(2φ)] (2.2.11)
où Δ(k) est déﬁni comme le rapport upwind/crosswind :
Δ(k) =
f(k, 0) − f(k, π/2)
f(k, 0) + f(k, π/2)
(2.2.12)
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La courbure omnidirectionnelle du spectre est composée de la somme d’une cour-
bure omnidirectionnelle basse fréquence et haute fréquence. Autrement dit, le spectre
de courbures omnidirectionnel s’exprime simplement de la façon suivante :
B = Bl + Bh (2.2.13)
La partie basse fréquence s’écrit :
Bl =
1
2
αp
cp
c
Fp (2.2.14)
Elle est proportionnelle à un paramètre sans dimension αp = 610−3
√
Ω (Phillips,
1977) où Ω est l’inverse de l’âge des vagues : Ω = U10
cp
, U0 la vitesse du vent mesurée
à 10 m au dessus de la surface de mer et cp est la vitesse de phase de la vague de pic.
Fp est une fonction s’exprimant à partir des fonctions de pic des spectres de Pierson
Moskovitch (Pierson Jr and Moskowitz, 1964) (LPM) et JONSWAP (Hasselmann,
1973) (Jp) :
Fp = LPMJpe
Ω√
10
[√
k
kp
−1
]
(2.2.15)
Le terme exponentiel est une fonction de coupure qui permet de limiter l’énergie
contenue dans la partie du spectre à 10 kp où kp est le nombre d’onde de la vague
de pic.
La partie vagues courtes est caractérisée par un pic centré autour d’un nombre d’onde
particulier km = 363 rad.m−1. Cette forme caractéristique s’inspire des travaux de
(Bjerkaas and Riedel, 1979). Ce pic est justiﬁé physiquement par une accumulation
d’énergie au minimum de la vitesse de phase. La courbure omnidirectionnelle pour
les nombres d’onde élevés s’exprime par :
Bh =
1
2
αm
cm
c
Fm (2.2.16)
où αm est le paramètre d’équilibre généralisé de Phillips-Kitaigorodskii pour les
vagues courtes dépendant du paramètre sans dimension u∗
cm
, où u∗ est la vitesse
de friction à la surface de la mer et c la vitesse de phase des vagues courtes. cm
correspond à la vitesse de phase minimum associée au nombre d’onde km. Fm est
une fonction de coupure exponentielle :
Fm = exp−14
⎡
⎣
(
k
km
)2
− 1
⎤
⎦ (2.2.17)
Cette fonction permet de tenir compte de l’amortissement visqueux des vagues
courtes.
Tous les paramètres ont été calculés à partir de mesures en bassin ou de façon
à retrouver les mesures optiques de mss de CM. Ces propriétés sont détaillées dans
la suite du manuscrit. L’évolution du spectre de courbures omnidirectionnel avec les
échelles et le vent est illustrée dans la ﬁgure 2.1.
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Figure 2.1 – Spectre des courbures omnidirectionnel paramétrisé par Elfouhaily et
al. pour des vitesses de vent de 5 ms−1 à 15 ms−1 par pas de 2 ms−1
2.2.3.2 Kudryavtsev
Le spectre de courbures de Kudryavtsev est construit sur le même principe que
le spectre d’Elfouhaily (cf. equation 2.2.13). La partie basse fréquence du spectre
est identique au spectre basse fréquence d’Elfouhaily (Elfouhaily et al., 1997) et Ku-
dryavstev et al. ((Kudryavtsev et al., 1999)) proposent une nouvelle paramétrisation
du spectre de mer des vagues courtes.
La forme du spectre des vagues courtes repose sur la solution de l’équation qui ca-
ractérise l’équilibre d’énergie. L’équilibre des sources et des puits d’énergie provient
de la tension du vent sur la surface de la mer, des eﬀets visqueux, de la dissipa-
tion d’énergie par déferlement, l’interaction vagues-vagues et de la génération de
petites vagues capillaires par déferlement. Une attention particulière des auteurs a
été portée sur la caractérisation du spectre dans les échelles des vagues de capil-
larité. Kudryavtsev et al. (Kudryavtsev et al., 1999) supposent que le spectre de
ces échelles est régi par le mécanisme de génération des capillarités qui provient du
transfert d’énergie des vagues de gravité aux capillarités. Ce spectre résulte donc
de l’équilibre entre la génération des capillarités et de leur dissipation visqueuse. Le
spectre des vagues de gravité provient de l’équilibre entre la tension du vent et la
dissipation de ces vagues par déferlement.
Deux mécanismes diﬀérents entrent en jeu selon la taille de la vague déferlante. En
raison des eﬀets de tension superﬁcielle à la surface de la mer, les vagues dont la
longueur d’onde est inférieure à 30 cm ne se brisent pas mais forment des trains de
capillaires parasites se dissipant après par amortissement visqueux. Le déferlement
des vagues de gravité va provoquer des perturbations mécaniques de la surface de
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mer. Ce phénomène génère alors des rugosités à la surface qui peuvent également
grossir sous l’action du vent. Ces deux aspects sont pris en compte dans la modéli-
sation du spectre de mer des vagues courtes.
L’expression du spectre de courbure omnidirectionnel décrivant la partir des vagues
courtes (vagues de gravité et capillarité) s’écrit de la façon suivante :
BH(k) =
α(k)
21/n(k)
[
β2ν(k) +
[
β2ν(k) + 4Ipc(k)/α(k)
]1/2]1/n(k)
(2.2.18)
où βν représente le paramètre de taux de croissance dû au vent. Il est déﬁni par :
βν(k) =
(
Cβ
u2∗
c2
− 4νk
2
ω
)
e−φ
2
(2.2.19)
où u2∗ la vitesse de friction, ν la viscosité de l’eau ,c est la vitesse de phase des vagues
ω est déﬁni à partir de la relation de dispersion ω2 = gk+ γk3 avec g la gravité et γ
la tension superﬁcielle, φ est l’angle entre le vecteur d’onde et la vitesse du vent. Cβ,
coeﬃcient de croissance s’exprime par : Cbeta = 1.5
ρair
ρeau
(1
κ
ln
(
π
k z0
)
− c
u∗
)
, avec
ρair/eau la densité de l’air ou de l’eau, κ la constante de Von Karman. Et le terme
Ipc caractérise le transfert d’énergie des vagues de gravité courtes vers les vagues de
capillarité :
Ipc = βν(kg)Bres(kg)Φ(k/kγ) (2.2.20)
où kg = k2γ/k et kγ =
√
g
γ
Bres(kg) = αβν(kg) + BLF (kg) (2.2.21)
Le terme BLF (kg) est nul dans le cas d’une mer pleinement développée (fetch inﬁni)
et n’intervient donc que dans le cas d’un fetch limité. Il reste à déﬁnir l’exposant n :
1/n(k) = (1 − 1/(ng))f(k/kγ) + 1/ng (2.2.22)
avec
f(k/kg) =
∫ k/kγ
0
[U(k/kγ − 2) − U(k/kγ − 10)] d(k/kγ) (2.2.23)
et U(x) = 1/2(erf(2x) + 1). Finalement, α s’exprime comme :
logα(k) = log(2.510−3) − (1/n(k)) log(0.03) (2.2.24)
Aﬁn d’avoir une meilleure appréciation de la répartition de l’énergie en fonction
des échelles, le spectre de courbures est présenté dans la ﬁgure 2.2 en fonction du
vent.
2.2.3.3 Kosnik
Contrairement aux deux autres spectres précédemment cités, le spectre de mer
établi par Kosnik et al. (Kosnik and Dulov, 2011) est un spectre de mer purement
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Figure 2.2 – Spectre des courbures omnidirectionnel paramétrisé par Kudryavtsev
et al. pour des vitesses de vent de 5 ms−1 à 15 ms−1 par pas de 2 ms−1
expérimental. Il résulte du traitement d’images acquises en stéréovision. La cam-
pagne de mesures s’est déroulée pendant les mois d’Octobre et Novembre 2009 sur
la plateforme de recherche de la Mer Noire de l’Institut de Marine Hydrophysique
de Sebastopol. La plateforme est située à 500 m au large des côtes où la profondeur
d’eau est d’environ 30 m.
Le système de stéréovision est composé de deux caméras installées à 4.5 m au dessus
du plan moyen de la surface. Les caméras sont séparées d’une distance de 1.5 m
et inclinées de 30◦ par rapport à la verticale aﬁn que la surface recouverte par les
deux caméras soit la plus grande. La résolution spatiale de la surface est de 1 mm.
Le temps d’exposition entre deux prises d’image est suﬃsamment petit pour que le
déplacement des vagues de capillarité soit observé. La taille de la surface interceptée
est de 3 × 4 m2. Un grand nombre de séries de mesures est réalisé. Cependant, au
cours d’une série, le temps de mesure est assez court (∼ 20 min) pour considérer
qu’il n’y a pas de changement signiﬁcatif des conditions extérieures.
Le spectre de mer est déduit de ces images par la mesure de la topographie de la
surface. Pour ce faire, il faut d’abord associer les points correspondants de l’image
d’une caméra à la même image prise par l’autre caméra. C’est le problème princi-
pal de cette méthode. La topographie de la surface est estimée de la variation de
brillance induite par les plus petites vagues.
La surface d’observation étant réduite, le spectre ne peut être obtenu que pour des
échelles comprises entre 30 cm et quelques millimètres.
La ﬁgure 2.3 regroupe le spectre de courbures mesuré en stéréo-vision pour les
vitesses de vent de 5 ms−1, 7 ms−1, 10 ms−1, 13 ms−1 et 15 ms−1.
Étant donnée la gamme de fréquences spatiales réduite, la mss totale ne peut
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Figure 2.3 – Spectre des courbures omnidirectionnel estimé par Kosnik et al. à par-
tir des données stéréo-vision pour des vitesses de vent de 5 ms−1, 7 ms−1, 10 ms−1,
13 ms−1 et 15 ms−1
être estimée. En revanche, nous pouvons calculer une mss partielle entre les échelles
limites accessibles (entre 30 cm et 1 mm) :
δmss =
∫ k2
k1
dk k2S(k, φ), (2.2.25)
Ce δmss peut être comparé aux mesures de CM.
2.2.3.4 Courbure omnidirectionnelle
Aﬁn de visualiser les diﬀérences de paramétrisation des spectres, nous avons
tracé dans la ﬁgure 2.4, la courbure omnidirectionnelle du spectre de mer des petites
vagues pour les trois spectres que nous venons de présenter. Elles sont représentées
pour trois diﬀérentes vitesses de vent : 5 ms−1, 10 ms−1 et 15 ms−1. Il peut déjà
être observé que de façon générale, les niveaux des courbures omnidirectionnelles
des trois spectres sont assez proches. Cependant, nous pouvons observer quelques
diﬀérences majeures. En eﬀet, il apparaît que dans ces gammes d’échelles où El-
fouhaily et al. (Elfouhaily et al., 1997) ont placé le pic du spectre, Kudryavstev et
al. (Kudryavtsev et al., 1999) ont plutôt choisi une paramétrisation où le niveau
du spectre décroit pour décaler le pic secondaire vers les échelles de capillarité. Le
spectre expérimental de Kosnik et al. (Kosnik and Dulov, 2011) semble conﬁrmer
un décalage du pic vers les plus petites échelles. Il faut également noter que, pour le
spectre de Kosnik, l’observation de la surface de mer en seul endroit impose un âge
des vagues et un fetch spéciﬁques liés à la zone étudiée. Cela peut être une raison
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Figure 2.4 – Comparaison des courbures omnidirectionnelles des spectres de réfé-
rence pour trois vitesses de vent diﬀérentes : 5ms−1, 10ms−1et 15ms−1
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qui peut expliquer les diﬀérences avec les autres spectres.
2.2.3.5 Mss des spectres de référence
La comparaison des mss totales et ﬁltrées des spectres de référence et des mss
expérimentales peut donner une idée sur la qualité des spectres à modéliser correc-
tement la répartition de l’énergie en fonction des échelles de vagues.
Les données de référence pour la mss totale sont les mesures de CM. Toutefois pour
la mss dite slick qui est la mss ﬁltrée des échelles plus petites que 30 cm, Elfouhaily et
al. se reposent plutôt sur l’analyse des mesures de CM réalisée par Phillips (Phillips,
1977). Il montre qu’un comportement logarithmique de cette mss en fonction de la
vitesse du vent mesurée à 10 m au dessus de la surface peut être mis en évidence, à
la diﬀérence des analyses de CM qui, pour ces échelles, ont conclu à une variation
linéaire de la mss ﬁltrée en fonction de la vitesse du vent :
mssSL = 4.610−3 log
(
ks
k0
)
(2.2.26)
où ks =
2π
0.3
et k0 =
g
U10
, g représentant la constante de gravité. Les mesures expé-
rimentales réalisées par Vandemark et al. ((et al., 2004)) sont interprétées comme la
mss partielle des vagues de longueur d’onde supérieures à 1 m (mss vagues longues)
et sont utilisées comme valeurs référence lors la comparaison avec la mss basse fré-
quence théorique (calculées à partir des spectres de mer de référence).
La ﬁgure 2.5 regroupe les mss totales et ﬁltrées calculées pour les spectres om-
nidirectionnels d’Elfouhaily et de Kudryavtsev. De façon générale, nous pouvons
observer que chacun de ces deux spectres tend à surestimer les diﬀérentes mss ex-
périmentales même s’il semble que les mss estimées à partir du spectre d’Elfouhaily
soient plus proches des mss mesurées.
Nous pouvons également remarquer que malgré la forme très diﬀérente de chaque
spectre, les résultats restent relativement proches. Les mss ne sont donc pas des
contraintes suﬃsantes pour déterminer de façon unique la forme du spectre de mer.
Aﬁn de comparer les performances du spectre omnidirectionnel de Kosnik, nous
comparons le δmss pour chacun des spectres de référence avec le δmss expérimen-
tal que nous obtenons de la diﬀérence des mss totales et slick de CM et Phillips
respectivement. Les résultats peuvent être visualisés dans la ﬁgure 2.6.
De cette ﬁgure, il peut être observé que le spectre de Kudryavtsev, alors qu’il
surestime les deux mss totale et slick, semble satisfaire ce critère. A l’inverse, le
spectre d’Elfouhaily dont la mss totale est plus proche des données expérimentales
surestime ce δmss. Enﬁn, le spectre de Kosnik tend plutôt à surestimer ce critère à
vents faibles et le sous estimer fortement à vents plus forts.
Les contraintes optiques sur les mss totales et ﬁltrées constituent un premier test
sur la vraisemblance des modèles de spectres. Elles sont, cependant, insuﬃsantes
pour déterminer le niveau précis du spectre de courbure.
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Figure 2.5 – Mss totale et ﬁltrées pour les spectres d’Elfouhaily et de Kudryavstev
en fonction de la vitesse du vent
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Figure 2.6 – Comparaison du δmss pour les spectres d’Elfouhaily, de Kudryavstev
et de Kosnik avec les données expérimentales
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ws Elf Kud
5 1.616 × 103 4.155 × 103
7 2.852 × 103 1.009 × 104
9 5.047 × 103 1.796 × 104
11 6.831 × 103 2.585 × 104
13 8.337 × 103 3.443 × 104
15 9.643 × 103 4.304 × 104
Table 2.2 – Courbure des spectres de mer en fonction de la vitesse du vent
2.2.3.6 Estimation de la courbure des spectres existants
Nous avons déﬁni le moment 4 du spectre de mer qui peut s’interpréter comme la
courbure de la surface de mer. Il n’existe pas encore de jeux de données expérimen-
taux qui fournissent des mesures précises de la coubure de la surface. Ce paramètre
ne peut alors pas être utilisé pour contraindre les spectres lors de la construction de
nouvelles paramétrisations de spectres de mer. Cette constatation permet d’expli-
quer pourquoi tant de diﬀérences sont observées entre les estimations des courbures
omnidirectionnelles des spectres. Le tableau 2.2 regroupe les courbures des deux
spectres uniﬁés présentés précédemment pour quelques vitesses du vent. Si les va-
riations de mss d’un spectre à l’autre sont faibles, en revanche les niveaux de msc
diﬀèrent grandement (jusqu’à un facteur 4).
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Chapitre 3
Description non gaussienne de la
surface
La surface de la mer est généralement décrite comme un processus aléatoire centré
z = η(x, y) représentant la hauteur par rapport à un plan de référence. Le proces-
sus est supposé stationnaire et homogène spatialement. Cette hypothèse permet de
simpliﬁer les calculs de statistiques à deux points puisqu’alors les fonctions statis-
tiques à deux points (fonction de structure, de skewness et kurtosis par exemple) ne
dépendent que de la distance mutuelle et plus des positions respectives.
De nombreuses observations observations ont montré que les distributions des
hauteurs (par exemple, (Burling, 1955), (Kinsman et al., 1960), (Toﬀoli et al., )) et
des pentes (par exemple, (Cox and Munk, 1954), (Cox and Munk, 1956), (Huang
et al., 1984), (Bréon and Henriot, 2006), (Walsh et al., 2008)) s’écartent de la loi
gaussienne.
Certaines formes analytiques ont été proposées pour les distributions des hau-
teurs (e.g. (Tayfun, 1980) , (Socquet-Juglard et al., 2005)) et des pentes (e.g. (Cox
and Munk, 1954),(Cox and Munk, 1956) (Liu et al., 1997), (Nouguier et al., 2009)).
Chapron et al. (Chapron et al., 2000) abordent le problème de l’inhomogénéité spa-
tiale en décrivant les pentes par un processus aléatoire composite. La distribution des
pentes est alors localement gaussienne, mais de variance ﬂuctuante. Cette approche
permet d’expliquer les forts niveaux de kurtosis observés par CM. Dans notre étude,
nous ne suivrons pas encore cette piste et supposerons une hypothèse d’homogénéité
sur les statistiques de la surface.
Dans ce chapitre, nous présentons les outils mathématiques classiquement utilisés
pour représenter les distributions déviant légèrement des statistiques gaussiennes.
3.1 Moments et Cumulants
Dans cette partie, nous rappelons certaines notions élémentaires sur les moments
cumulants d’une variable aléatoire.
Soit X une variable aléatoire de densité de probabilité pX , sa fonction caracté-
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ristique est déﬁnie par :
φX(t) =
∫
R
pX(x)eitxdx = 〈eitX〉 (3.1.1)
où 〈〉 représente la moyenne d’ensemble. La fonction φX est aussi appelée fonction
génératrice des moments puisque le développement en séries de l’exponentielle fait
apparaître les moments de la distribution. En eﬀet, le moment Mn d’ordre n de la
variable aléatoire X, s’il existe, est déﬁni par :
Mn =
∫
R
xnpX(x)dx, (3.1.2)
Ce qui permet d’écrire :
φX(t) = 1 +
∞∑
n=1
(it)n
n!
Mn (3.1.3)
La fonction génératrice des cumulants est déﬁnie par :
log φX(t) =
∞∑
n=1
(it)n
n!
Kn (3.1.4)
Cette fonction peut s’écrire à partir des moments de la variable aléatoire X en
prenant le logarithme de l’expression (3.1.3). Pour établir les relations simples entre
cumulants et moments, le logarithme doit être développé en série entière :
∞∑
n=1
(it)n
n!
Kn =
∞∑
n=1
(it)n
n!
Mn − 12
(
∞∑
n=1
(it)n
n!
Mn
)2
+ ... (3.1.5)
Les cumulants peuvent être identiﬁés successivement en égalant les séries terme
à terme. En général, seuls les 4 premiers cumulants sont analysés :
K1 = M1
K2 = M2 − M21
K3 = M3 − 3M2M1
K4 = M4 − 3M22 − 4M1M3
(3.1.6)
Ce système simpliﬁe dans le cadre de variables aléatoires centrées (M1 = 0) :
K1 = 0
K2 = M2
K3 = M3
K4 = M4 − 3M22
(3.1.7)
Il est important de noter que dans le cas de variables aléatoires gaussiennes, les
cumulants d’ordre supérieur à 2 sont nuls (K3 = K4 = 0). Ces cumulants sont alors
utilisés pour les corrections non gaussiennes.
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Figure 3.1 – Eﬀet de la Skewness et du kurtosis sur la hauteur des vagues (courbe
magenta) et sur les pentes (courbe bleue)
Figure 3.2 – Inﬂuence de la skewness sur la distribution des hauteurs, image ex-
traite de l’article (Caulliez and Guérin, ). Ces distributions sont obtenues à partir
de mesures optiques du proﬁl de la surface pour des vagues courtes générées en
souﬄerie. Diﬀérents régimes sont étudiés correspondant à des formes et tailles de
vagues particulières (vagues de gravité capillarité et capillarité) générées à partir de
plusieurs vitesses de vent et de fetch. Les valeurs de skewness de la distribution des
hauteurs sont λ3 = 0.06, 0.38, 0.42, 0.43 pour les régimes de 1 à 4 respectivement.
Les valeurs de kurtosis estimées sont λ4 = 0,−0.28,−0.44,−0.33
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Figure 3.3 – Inﬂuence de la skewness sur la distribution des pentes, image extraite
de l’article (Caulliez and Guérin, ). Ces distributions sont obtenues à partir de me-
sures optiques du proﬁl de la surface pour des vagues courtes générées en souﬄerie.
Diﬀérents régimes sont étudiés correspondant à des formes et tailles de vagues par-
ticulières (vagues de gravité capillarité et capillarité) générées à partir de plusieurs
vitesses de vent et de fetch. Les valeurs de skewness de la distribution des pentes sont
λ3 = −0.4,−0.8,−0.6,−0.3 pour les régimes de 1 à 4 respectivement. Les valeurs de
kurtosis estimées sont λ4 = 1.0,−1.3,−0.8,−0.3
Le premier cumulant (K1) représente la moyenne de la variable aléatoire X, le
deuxième (K2) sa variance. Le troisième (K3) est relié au coeﬃcient de "Skewness"
ou d’asymétrie :
λ3 =
K3
K
3/2
2
(3.1.8)
D’un point de vue géométrique, la fonction de skewness permet de traduire l’asy-
métrie horizontale des vagues autrement dit, la diﬀérence entre l’aspect pointu des
crêtes et les creux plus longs observés sur la ﬁgure 3.1. Cette ﬁgure n’a pas pour
objectif de représenter une surface de mer réaliste mais de présenter l’eﬀet de skew-
ness. Cet eﬀet a été accentué sur la ﬁgure 3.1 aﬁn d’en visualiser l’impact de cette
fonction sur la géométrie des vagues.
La skewness des pentes quant à elle, marque l’asymétrie verticale des vagues (ﬁgure
3.1). En eﬀet, sous l’action du vent, les vagues ont tendance à être penchées sur le
front arrière par rapport à la direction de propagation des vagues. Ainsi, les pentes
dites sous le vent sont adoucies, alors que les pentes du front avant sont bien plus
fortes. Ce phénomène est lié à l’asymétrie "upwind/downwind" des mesures du signal
rétrodiﬀusé comme l’illustre la ﬁgure 3.5.
D’un point de vue statistique, une skewness non nulle peut correspondre à deux
propriétés de la distribution : décalage du maximum et/ou asymétrie des queues de
la distribution. Les eﬀets de la skewness sur les distributions des hauteurs et des
pentes sont illustrés sur les ﬁgures 3.2 et 3.3.
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Le cumulant d’ordre 4 est relié au coeﬃcient d’excès de kurtosis :
λ4 =
K4
K22
(3.1.9)
De façon plus générale, les coeﬃcients λn sont déﬁnis par :
λn =
Kn
K
n/2
2
(3.1.10)
Les eﬀets de kurtosis sont visibles sur la distribution des hauteurs et des pentes
(cf. ﬁgures 3.2 et 3.3) en les rendant plus piquées autour de 0 et en allongeant les
queues des distributions. Ce phénomène peut être interprété de la façon suivante : les
creux des vagues, étant en général plus grands que la hauteur moyenne des vagues,
engendrent de très faibles pentes et donc une probabilité plus grande d’avoir de très
faibles pentes. Ceci permet d’expliquer que la distribution des pentes est plus piquée
autour de 0 dans le cas d’une surface non linéaire. Dans le même temps, l’aspect
d’autant plus piqué des vagues introduit des pentes d’autant plus fortes et donc une
probabilité d’avoir des pentes fortes plus importantes que pour une surface de mer
linéaire. En ce qui concerne la distribution des hauteurs, la présence de kurtosis va
impliquer une décroissance plus rapide de la distribution pour les grands évènements
négatifs (les creux des vagues) indiquant qu’il y en a moins que pour une distribution
gaussienne. Ceci se traduit par une remontée des creux des vagues par rapport au
creux des vagues d’une surface gaussienne (courbe magenta).
3.2 Développement Gram-Charlier unidimensionnel
Les déviations de la distribution des hauteurs à la loi gaussienne sont générale-
ment représentées par des lois de type Gram-Charlier.
3.2.1 Distribution des hauteurs
La densité de probabilité p(h) est déﬁnie de façon unique par ses moments. Elle se
calcule à partir de la fonction caractéristique par une transformée de Fourier inverse
de la fonction caractéristique. Elle s’écrit donc :
p(h) =
1
2π
∫
φ(t)e−ithdt (3.2.11)
En injectant la déﬁnition (3.1.4) de la fonction caractéristique, nous obtenons :
p(h) =
1
2π
∫
exp
(
∞∑
n=0
(it)n
n!
Kn
)
e−ithdt (3.2.12)
En développant la somme jusqu’à l’ordre 4 :
p(h) =
1
2π
∫
eit(K1−h)e
(it)2K2
2
+
(it)3K3
6
+
(it)4K4
24 dt (3.2.13)
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Longuet Higgins (Longuet-Higgins, 1963) propose de se ramener par un change-
ment de variable à deux variables sans dimension :
t =
s
K
1/2
2
(3.2.14)
et
h − K1 = fK1/22 , (3.2.15)
ce qui permet d’écrire la densité de probabilité des hauteurs en fonction des nouvelles
variables s et f comme :
p(f) =
1
2πK1/22
∫
eifs+
(is)2
2
+λ3
(is)3
6
+λ4
(is)4
24 ds (3.2.16)
où λ3 et λ4 sont les coeﬃcients de skewness et kurtosis respectivement précédemment
introduits (cf. les équations (3.1.8) et (3.1.9)).
En supposant ces paramètres suﬃsamment petits, il est possible de linéariser
l’exponentielle :
p(f) =
1
2πK1/22
∫
eifs+
−s2
2
(
1 + λ3
(is)3
6
+ λ4
(is)4
24
)
ds (3.2.17)
Or :
p(f) =
1
(2π)1/2
∫
eifs−
s2
2 (is)nds =
(−1)n
(2π)1/2
dn
dfn
∫
eifs−
s2
2 ds (3.2.18)
Et par ailleurs :
1
(2π)1/2
∫
eifs−
s2
2 ds = e−
f2
2 (3.2.19)
Ainsi, la distribution des hauteurs de la surface de mer peut s’écrire, de manière
approchée :
p(f) =
∞∑
n=1
(−1)n
(2π)1/2K1/22
dn
dfn
∫
eifs+
−s2
2 ds =
(−1)n
(2π)1/2K1/22
dn
dfn
e−
f2
2 (3.2.20)
Les dérivées nième de la gaussienne peuvent être exprimés simplement à l’aide
des polynômes d’Hermite Hn, déﬁnis de la façon suivante :
Hn(f) = fn − n(n − 1)1!
fn−2
2
+
n(n − 1)(n − 2)(n − 3)
2!
fn−4
22
, n ≥ 4 (3.2.21)
Pour n ≤ 3, les polynômes d’Hermit se limitent aux deux premiers termes de l’ex-
pression 3.2.21. H3 et H4 s’écrivent alors :
H3 = f 3 − 3f (3.2.22)
et
H4 = f 4 − 6f 2 + 3 (3.2.23)
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Figure 3.4 – Comparaison des séries de Gram-Charlier pour une distribution fai-
blement non gaussienne (λ3 = 0.2 et λ4 = 0.4) et une distribution fortement non
gaussienne (λ3 = 2 et λ4 = 1.5)
L’expression (3.2.17) se réduit donc à :
p(f) =
(1)
(2π)1/2K1/22
e−
f2
2
[
1 +
λ3
6
H3(f) +
λ4
24
H4(f)
]
(3.2.24)
Ce développement en polynômes d’Hermite, ici tronqué à l’ordre 4, peut être
poussé à un ordre arbitrairement grand. Une telle série est appelée série de Gram-
Charlier. Aucune hyptohèse particulière n’a été émise sur la hauteur, mais il faut
tout de même supposer que la distribution est faiblement non gaussienne sinon
le développement en série de Gram-Charlier donne des valeurs aberrantes et non
positives. Ce phénomène est illustré par la ﬁgure (3.4).
De plus, pour λ3 = 0 et λ4 = 0, nous retrouvons bien la distribution gaussienne.
Ce développement est donc cohérent avec le cas gaussien.
La même approche peut être appliquée au calcul de la distribution des pentes. Ce-
pendant, les calculs sont plus compliqués puisque nous devons déﬁnir des pentes
directionnelles et donc utiliser des variables jointes. Cette étude fait l’objet de la
partie suivante.
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3.3 Développement Gram-Charlier bidimensionnel
3.3.1 Distribution des pentes
Soient (X,X’) deux variables aléatoires de densité jointe de probablilité p(u,u’).
La fonction caractéristique associée est alors déﬁnie par :
φ(t, t′) =
∫ ∫
p(u, u′) eitu+it
′u′ du du′ (3.3.25)
Cette fonction peut également s’écrire en fonction des moments joints, soit :
φ(t, t′) =
∑
j,k
Mjk
j!k!
(it)j (it′)k (3.3.26)
où
Mjk =
∫
uj u′k p(u, u′) du du′ (3.3.27)
De la fonction caractéristique, nous pouvons également déduire la fonction géné-
ratrice des cumulants qui est donnée par :
log φ(t, t′) =
∞∑
(j,k)=(0,0)
Kjk
j!k!
(it)j (it′)k (3.3.28)
Ainsi des relations similaires entre moments et cumulants peuvent être établies en
égalisant les termes (it)j(it′)k. Nous obtenons les relations suivantes si nous nous
limitons à l’ordre 4 :
K01 = M01
K10 = M10
K02 = M02 − M201
K20 = M20 − M210
K03 = M03 − 3M02M01
K30 = M30 − 3M20M10
K04 = M04 − 3M202 − 4M01M03
K40 = M40 − 3M220 − 4M10M30
(3.3.29)
Et des relations croisées :
K11 = M11
K12 = M12 + M10M02
K21 = M21 + M01M20
K22 = M22 − 2M211
K31 = M31 − 3M10M21
K13 = M13 − 3M01M12
(3.3.30)
En écrivant la distribution jointe comme la transformée de Fourier inverse de la
fonction caractéristique jointe à 2 points :
p(u, u′) =
1
(2π)2
∫ ∫
φ(t, t′) e−i(ut+u
′t′) dt dt′ (3.3.31)
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et en remplaçant la fonction caractéristique par son développement en cumulants,
nous pouvons réécrire :
p(u, u′) =
1
(2π)2
∫ ∫
exp
⎛
⎝−i (ut + u′t′) + ∑
(j,k)=(0,0)
Kjk(it)j(it′)k
j!k!
⎞
⎠ dt dt′ (3.3.32)
Si nous limitons le développement aux termes d’ordre 4, la distribution jointe peut
alors s’écrire :
p(u, u′) =
1
(2π)2
∫ ∫
e(K10−u)it+(K10−u
′)it′− 1
2 [K20t2+2K11tt′+K02t′2]
+ e
1
6 [K30(it)3+3K21(it)2(it′)+3K12(it)(it′)2+K03(it′)3]
+ e
1
24 [K40(it)4+4K31(it)3(it′)+6K22(it)2(it′)2+4K13(it)(it′)3+K04(it′)4] dt dt′
(3.3.33)
En suivant la même démarche que dans le cas unidimensionnel, Longuet-Higgins
propose le changement de variable suivant pour introduire des variables sans dimen-
sion :
t =
u
K
1/2
20
, t′ =
u′
K
1/2
02
(3.3.34)
(3.3.35)
u − K10 = fK1/220 , u′ − K01 = f ′K1/202 (3.3.36)
(3.3.37)
Tout comme nous avons déﬁni les coeﬃcients de skewness et de kurtosis pour
l’élévation de la surface, nous pouvons introduire le même type de coeﬃcients pour
les pentes :
λjk =
Kjk(
Kj20K
k
02
)1/2 (3.3.38)
En considérant ces nouvelles variables, nous pouvons réécrire la densité de probabilité
jointe de la façon suivante :
p(f, f ′) =
1
(2π)2 ((K20(K02)
1 /2
∫ ∫
e
−i(fu+f ′u′)−
1
2
[u2+2λ11uu′+u′2]
+ e
1
6 [λ30(iu)3+3λ21(iu)2(iu′)+3λ12(iu)(iu′)2+λ03(iu′)3]
+ e
1
24 [λ40(iu)4+4λ31(iu)3(iu′)+6λ22(iu)2(iu′)2+4λ13(iu)(iu′)3+λ04(iu′)4] du du′
(3.3.39)
En supposant que λjk restent assez petits, le terme exponentiel dans l’expression
(3.3.39) peut alors se linéariser. Par ailleurs :
p(f, f ′) =
1
(2π)
∫ ∫
e−i(fu+f
′u′)e
−1
2 (u2+2λ11uu′+u′2) (iu)j (iu′)k du du′
=
(−1)j+k
(2π)
dj
df j
dk
df ′k
∫ ∫
e−i(fu+f
′u′)e
−1
2 (u2+2λ11uu′+u′2) du du′
(3.3.40)
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L’intégrale double correspond à la transformée de Fourier d’une gaussienne à deux
dimensions.
De la même façon que les dérivées nième de la loi gaussienne dans le cas unidimen-
sionnel peuvent s’écrire à partir des polynômes d’Hermite, les dérivées jième et kième
peuvent s’exprimer à partir de polynômes qui peuvent s’apparenter à des polynômes
d’Hermite bidimensionnels :
p(f, f ′) =
(−1)j+k
(1 − λ211)1/2
Hjk(f, f ′;λ11)e
−1
2
[f2+2λ11ff ′+f ′2]
(1−λ2
11
) (3.3.41)
où Hjk sont déﬁnis par :
H00 = 1
H10 =
f − λ11f ′
(1 − λ211)1/2
H01 =
f ′ − λ11f
(1 − λ211)1/2
H11 =
(f − λ11f ′)(f ′ − λ11f)
(1 − λ211)1/2
+ λ11
H20 =
(f − λ11f ′)2
(1 − λ211)
− 1
H02 =
(f ′ − λ11f)2
(1 − λ211)
− 1
(3.3.42)
Il est intéressant de noter que si λ11 = 0 alors Hjk(f, f ′; 0) = Hj(f)Hk(f ′). L’ex-
pression ﬁnale de la distribution jointe pour deux variables aléatoires s’écrit ainsi :
p(f, f ′) =
1
(2π)
1
(K20K02)1/2
1
(1 − λ211)1/2
e
−1
2
[
f2+2λ11ff
′+f ′2
(1−λ2
11
)
]
[1 +
1
6
[λ30H30 + 3λ21H21 + 3λ12H12 + λ03H03]
+
1
24
[λ40H40 + 4λ31H31 + 6λ22H22 + 4λ13H13 + λ04H04]]
(3.3.43)
Ces résultats ont été établis par Longuet-Higgins (Longuet-Higgins, 1963) dans
le cas général d’une distribution jointe faiblement non gaussienne.
3.4 Analyse de Cox et Munk
En amont de cette étude, CM montrent déjà que la distribution des pentes de la
surface peut s’écrire à partir d’un développement en série de Gram-Charlier en deux
dimensions d’après l’analyse des photographies de la surface de mer.
L’expression (3.3.43) est similaire à celle que CM utilisent pour la distribution des
pentes qu’ils écrivent en déterminant les axes de référence à partir de la direction
du vent. Ils déﬁnissent alors des pentes "croswind" et "upwind" que nous notons sx
sy respectivement. Des simpliﬁcations peuvent être réalisées à partir des propriétés
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de symétrie supposées de la surface de mer. Ainsi, les auteurs montrent qu’il est
toujours possible d’annuler le coeﬃcient λ11 par une rotation adéquate des axes de
référence. La distribution des pentes s’écrit alors :
p(sx, sy) =
1
2πσcσu
e
−1
2 [s2x+s2y]
∞∑
j=0
∞∑
k=0
λjk
j!k!
Hj(sx)Hk(sy) (3.4.44)
où σc et σu sont les mss "crosswind" et "upwind" respectivement.
De plus, dans une première étude des photographies, CM observent qu’il n’existe
pas d’asymétrie des pentes dans la direction perpendiculaire à la direction du vent
(conﬁguration "crosswind"). Ce phénomène implique nécessairement que l’expression
(3.4.44) ne compte pas de puissance impaire de sx. Cette constatation permet de
simpliﬁer de façon importante de la distribution jointe des pentes puisqu’elle induit
ﬁnalement que : λ30 = λ12 = λ31 = λ13 = 0.
Il est communément établi que les pentes moyennes de la surface de mer mesurées
sur une grande surface par rapport à la taille des plus longues vagues sont très
faibles (∼ 10−5). CM négligent la moyenne des pentes dans chaque direction. Ainsi,
M10 = M01 = 0 et nécessairement λ10 = λ01 = 0. Les cumulants K20 et K02 s’ex-
priment ﬁnalement seulement à partir des moments M20 et M02 qui sont donc égaux
aux mss crosswind et upwind respectivement. En calculant ces deux moments de la
distribution, il vient facilement : λ20 = λ02 = 0.
L’expression de la distribution des pentes, elle peut ainsi se simpliﬁer de la façon
suivante :
p(sx, sy) =
1
2πσcσu
e
−1
2 [(sx)2+(sy)2][1 +
1
6
[
3λ21
(
s2x − 1
)
sy
]
+
1
24
[λ40
(
s4x − 6s2x + 3
)
+ 6λ22
(
s2x − 1
) (
s2y − 1
)
+ λ04
(
s4y − 6s2y + 3
)
]]
(3.4.45)
Ces premiers résultats amènent donc à la recherche de cinq coeﬃcients seulement :
λ21,λ03,λ40, λ22 et λ04 ainsi que les deux mss σc et σu.
A partir des photographies de la surface de mer, Cox et Munk sont capables d’éta-
blir la distribution des pentes. Par la comparaison des formes logarithmiques des
distributions théoriques et expérimentales, ils déterminent l’expression de chaque
coeﬃcient en fonction de la vitesse du vent mesurée à 12.5 m au dessus de la surface
de la mer. Les expressions des coeﬃcients sont rappelées ci-après. Tout d’abord, les
mss crosswind et upwind s’écrivent :
σ2c = 0.003 + 1.9010
−3 × U12.5 ± 0.002 (3.4.46)
σ2u = 3.1610
−3 × U12.5 ± 0.004 (3.4.47)
Ils déterminent également l’expression de la mss totale :
σ2c + σ
2
u = 0.003 + 5.12 × 10−3U12.5 ± 0.004 (3.4.48)
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En ce qui concerne les deux coeﬃcients de skewness, une dépendance linéaire
avec la vitesse du vent est mise en évidence :{
λ21 = 0.01 − 0.86 × 10−2U12.5 ± 0.03
λ03 = 0.04 − 3.3 × 10−2U12.5 ± 0.12 (3.4.49)
Les coeﬃcients de kurtosis sont plutôt trouvés constants :
⎧⎪⎨
⎪⎩
λ40 = 0.40 ± 0.23
λ22 = 0.12 ± 0.06
λ04 = 0.23 ± 0.41
(3.4.50)
L’incertitude sur les coeﬃcients de skewness et de kurtosis est très importante
et souvent du même ordre de grandeur que le coeﬃcient lui même. Cox et Munk
apportent des pistes concernant la source des erreurs. Ils stipulent qu’une grande
partie des erreurs commises se produit lors de la soustraction de la luminosité de
fond, qui inﬂue beaucoup sur la détermination des coeﬃcients de kurtosis.
Lors de la campagne de mesures où les photographies de la surface sont eﬀectuées,
CM réalisent une autre expérience. Ils déversent un mélange d’huiles (pétroles, huile
de sardine et huile de vidange ) sur la surface aﬁn d’empêcher la formation des
petites vagues c’est à dire de longueurs d’onde inférieures à 30 cm. Ils renouvellent
la mesure de la distribution des pentes et déterminent des nouvelles expressions pour
les mss "crosswind" et "upwind" et les coeﬃcients de skewness et de kurtosis. Ces
résultats permettent de quantiﬁer le rôle qu’ont les petites vagues de la surface dans
les mss et si elles inﬂuent sur les propriétés de la surface (skewness et kurtosis). Nous
rappelons ici les expressions obtenues dans le cadre des mesures sur la surface dite
huilée ("slick") :
σ2c,SL = 0.003 + 0.8410
−3U12.5 ± 0.002 (3.4.51)
σ2u,SL = 0.005 + 0.7810
−3U12.5 ± 0.002 (3.4.52)
La mss totale que nous référons par slick est donnée par :
σ2c,SL + σ
2
u,SL = 0.008 + 1.5610
−3U12.5 ± 0.004 (3.4.53)
Cette mss peut être interprétée comme la mss ﬁltrée d’une surface standard. En eﬀet,
elle correspond à la mss de la surface privée de toutes les petites vagues. Il est normal
de trouver que la mss slick soit plus faible que la mss totale. La diﬀérence entre ces
deux mss permet d’estimer le poids des petites vagues dans les mss. Après calcul, il
peut être mis en évidence que les vagues dont la longueur d’onde est inférieure à 30
cm sont responsables d’environ 30 % de la mss totale.
Les coeﬃcients de skewness obtenus n’ont plus de variations avec le vent et
sont quasiment nuls. Ce résultat indique que les petites vagues sont les principales
responsables de l’asymétrie des pentes :
{
λ21 = 0 ± 0.23
λ03 = 0.02 ± 0.05 (3.4.54)
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Quant aux coeﬃcients de kurtosis, les diﬀérences entre les mesures sur surface
propre et huilée sont moins marquées que pour les coeﬃcients de skewness. En pre-
nant en compte les erreurs de mesures, nous pouvons considérer que les petites vagues
n’accentuent pas les eﬀets du kurtosis sur la surface puisque les trois coeﬃcients sont
constants à travers les échelles.
⎧⎪⎨
⎪⎩
λ40 = 0.36 ± 0.24
λ22 = 0.10 ± 0.05
λ04 = 0.26 ± 0.31
(3.4.55)
Ces expressions des coeﬃcients de skewness et de kurtosis servent de référence
pour la suite de notre étude. Les résultats de CM ont été vérifés et aﬃnés récemment
à l’aide de données spatiale (Bréon and Henriot, 2006). Des données issues de mesures
colocalisées du diﬀusiomètre NSCAT et du radiomètre POLDER sont utilisées dans
cette nouvelle étude. La variation linéaire de la mss totale avec la vitesse du vent est
conﬁrmée. Cependant, le comportement du coeﬃcient λ21 apparaît être quadratique
avec la vitesse du vent plutôt que linéaire établi par CM (3.4.49) et le coeﬃcient λ03
adopte plutôt la forme d’une sigmoïde :⎧⎨
⎩
λ21 = −910−4U210 ± 10−2
λ03 = −0.45
[
1 + e7−U10
]−1 ± 10−2 (3.4.56)
Quant aux coeﬃcients de kurtosis, des diﬀérences de comportement de ces co-
eﬃcients sont également mises en évidence. Alors que CM trouvent des coeﬃcients
de kurtosis des pentes plutôt constants avec la vitesse de vent, (Bréon and Henriot,
2006) observe que les λ40 et λ04 n’ont pas un comportement monotone avec la vitesse
du vent entre entre 5 ms−1 et 15 ms−1. Les coeﬃcients décroissent avec la vitesse
de vent jusqu’à atteindre un minimum pour une vitesse de 12 ms−1. Cependant,
aucune fonction simple n’a été trouvée pour décrire ce comportement. Au vu des
faibles variations des coeﬃcients, les valeurs retenues sont constantes :
⎧⎪⎨
⎪⎩
λ40 = 0.3 ± 0.05
λ22 = 0.12 ± 0.03
λ04 = 0.4 ± 0.1
(3.4.57)
L’étude de Bréon et Henriot (Bréon and Henriot, 2006) semble donc conﬁrmer les
résultats de CM. Cependant, cette étude nous amène à considérer la possibilité que
le coeﬃcient de kurtosis peut varier avec la vitesse du vent. Nous pouvons également
remarquer que ces travaux ont amélioré signiﬁcativement l’erreur sur les coeﬃcients.
Enﬁn, une étude récente, (Caulliez and Guérin, ), eﬀectuée en souﬄerie pour
analyser les statistiques non gaussiennes de la surface pour des champs de vagues
courtes peut être associée à la discussion sur les variations des coeﬃcients de kurtosis
à travers les échelles. Les statistiques de la surface sont déduites par une technique
d’imagerie optique des proﬁls de la surface. Les auteurs étudient l’impact de la tron-
cature de la distribution sur les variations du coeﬃcient de kurtosis. Ils montrent
alors que des diﬀérences signiﬁcatives entre les coeﬃcients de kurtosis sont à noter
en fonction du seuil de troncature de la distribution. Ainsi, lorsque toute la distri-
bution des pentes est considérée, le kurtosis peut prendre des valeurs relativement
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importantes. Ces remarques se vériﬁent particulièrement aux vents modérés où des
phénomènes de déferlement ou micro-déferlement viennent perturber la surface en
générant de très fortes pentes et asymétries, ce qui engendre alors de plus forts kur-
tosis. Ces résultats ne sont pas mis en évidence par CM puisqu’ils n’ont eu accès
qu’à des pentes modérées (≤ 14◦) d’après les photographies de la surface. Ils ont
donc étudié le kurtosis d’une distribution des pentes tronquée et renormalisée.
Cette partie nous a permis de rappeler les travaux réalisés par les pionniers dans le
développement des statistiques non gaussiennes de la surface de mer pour déterminer
de façon analytique aussi bien la distribution non gaussienne des hauteurs que celle
des pentes de la surface.
Prendre en compte les non gaussianités dans les modèles de diﬀusion est un enjeu
important pour la bonne modélisation de la NRCS rétrodiﬀusée par la surface de la
mer. La section suivante va nous permettre d’introduire les grandeurs statistiques
essentielles des modèles de diﬀusion.
3.5 Fonction à deux points
Les modèles de diﬀusion par les surfaces rugueuses font principalement interve-
nir la fonction caractéristique de la diﬀérence de hauteurs η(r) − η(0). D’après les
expressions 3.1.1 et 3.1.4, la fonction caractéristique de la diﬀérence de hauteurs de
mer s’écrit à partir de la somme des cumulants :
〈eit(η(r)−η(0))〉  e
(
−
t2K2
2
−
it3K3
6
+
t4K4
24
)
(3.5.58)
où η(r) représente l’élévation de la surface par rapport à son plan moyen et les Kn
sont les cumulants associés :⎧⎪⎨
⎪⎩
K2 = 〈(η(r) − η(0))2〉
K3 = 〈(η(r) − η(0))3〉
K4 = 〈(η(r) − η(0))4〉 − 3〈(η(r) − η(0))2〉2
(3.5.59)
Il est commode d’introduire les fonctions de structure Sn déﬁnies par :
Sn = 〈(η(r) − η(0))n〉 (3.5.60)
Nous obtenons alors : ⎧⎪⎨
⎪⎩
K2 = S2
K3 = S3
K4 = S4 − 3S22
(3.5.61)
où S2, S3 et S4 sont appelées fonction de structure, de skewness et de kurtosis
respectivement. Une description plus détaillée de ces trois fonctions est donnée au
cours des paragraphes suivants.
3.6 Fonction de Structure
La fonction de structure S2 est liée simplement à la fonction d’autocorrélation
(et ainsi à la densité spectrale de puissance) de la surface par :
S2(r) = 2 (ρ(r) − ρ0) (3.6.62)
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Dans les modèles de diﬀusion, le calcul de la NRCS est souvent basé sur l’intégrale
de Kirchhoﬀ qui fait intervenir la fonction de structure :
σ0 ∼
∫
dr eiQH(r−r
′)e−Q
2
zS2/2 (3.6.63)
QH et Qz sont les composantes du vecteur d’Ewald. Le comportement de la fonction
de structure autour de l’origine est déterminant pour la valeur de l’intégrale. Il est
donc important de bien l’évaluer pour des petites distances r.
Autour de l’origine, la diﬀérence des hauteurs est approchée par un développement
de Taylor :
η(r) − η(0) = r · ∇η (3.6.64)
La diﬀérence des hauteurs de la surface peut donc s’exprimer à partir des pentes
directionnelles lorsque la distance entre les deux points considérés est assez petite.
Une expression approchée de la fonction de structure en découle :
S2  〈(r · ∇η)2〉 = x2〈(∂xη)2〉 + y2〈(∂yη)2〉 + 2xy〈∂xη∂yη〉 (3.6.65)
D’autres simpliﬁcations peuvent être envisagées dans le cas omnidirectionnel. En
eﬀet, nous pouvons toujours écrire les distances x et y en fonction de la distance r et
de l’angle azimutal calculé entre la direction d’observation et la direction du vent.
Ainsi x et y s’expriment comme :
{
x = r cosφ
y = r sin φ
(3.6.66)
L’expression 3.6.65 devient alors :
S2 = r2 cos2 φ〈(∂xη)2〉 + r2 sin2 φ〈(∂yη)2〉 + 2r2 cosφ sinφ〈∂xη∂yη〉 (3.6.67)
Dans le cas omnidirectionnel, aucune diﬀérence n’est distinguée entre les pentes dans
la direction crosswind et upwind, autrement dit :
〈(∂xη)2〉 = 〈(∂yη)2〉 = 12mssT (3.6.68)
où mssT est la mss totale.
Il faut ensuite réaliser la moyenne angulaire de l’équation 3.6.67 pour obtenir la
version omnidirectionnelle de la fonction de structure. Après calcul, il est facile de
montrer que l’expression de S2 peut alors s’écrire en fonction de la seule mss totale :
Somni2 =
r2
2
mssT (3.6.69)
3.7 Fonction de Skewness
La fonction S3 de skewness est très importante pour la description non linéaire
de la surface de mer puisqu’elle permet de traduire l’asymétrie des vagues. Prendre
en compte les eﬀets de skewness dans le calcul de la NRCS permet de reproduire
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Figure 3.5 – NRCS en polarisation verticale en fonction de l’angle azimutal. Image
extraite de l’article (Mouche et al., 2007)
l’asymétrie upwind et downwind. La ﬁgure 3.5 représente un exemple de données
aéroportées acquises par le radar STORM en bande C pendant la campagne VAL-
PARESO pour un vent de 14ms−1. Ces données sont présentées plus en détails au
chapitre 6 puisqu’elles sont utilisées dans le cadre de notre étude. Elles sont tracées
en fonction de l’azimut à une incidence ﬁxe de 40◦. Cette ﬁgure permet de mettre
en évidence la diﬀérence de niveau entre les conﬁgurations upwind (0◦) et downwind
(180◦). En eﬀet, les modèles de diﬀusion classiques gaussiens ne permettent pas de
reproduire cette asymétrie puisque les spectres de mer sont centrosymétriques. Il est
donc nécessaire d’inclure une fonction d’asymétrie dans les modèles de diﬀusion.
La fonction de skewness est connue au voisinage de l’origine. En vue du dévelop-
pement de Taylor (3.6.64) :
S3  〈(r · ∇η)3〉 = x3〈(∂xη)3〉 + y3〈(∂yη)3〉 + 3x2y〈(∂xη)2∂yη〉
+ 3xy2〈∂xη(∂yη)2〉
(3.7.70)
Les coeﬃcients de skewness des pentes ont été introduits dans l’équation (3.3.38)
de la section 3.3. Dans le cas de pentes à moyenne nulle, les coeﬃcients λ30, λ03,λ21
et λ12 s’écrivent de la façon suivante :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
λ03 =
〈(∂yη)3〉
〈(∂yη)2〉3/2
λ21 =
〈(∂xη)2∂yη〉
〈(∂xη)2〉〈(∂yη)2〉1/2
λ30 = 0
λ12 = 0
(3.7.71)
L’expression approchée de la fonction de skewness à l’origine est donc :
S3 = λ03y3〈(∂yη)2〉3/2 + 3λ21x2y〈(∂xη)2〉〈(∂yη)2〉1/2 (3.7.72)
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Pour les grandes distances, le comportement de S3 est inconnu et doit être ex-
trapolé. Seules des hypothèses peuvent être émises sur sa forme comme cela a déjà
été fait à plusieurs reprises dans la littérature, nous pouvons citer les travaux de
Chen (Chen et al., 1992) et (Chen et al., 1993). Ils donnent une forme paramétrique
de la fonction de skewness à l’aide d’une fonction exponentielle. Ils ont trouvé une
variation azimutale en cos3 φ :
S3(r, φ) =
r3 cos3 φ
s30
exp
(−r2
s20
)
(3.7.73)
où s0 est le paramètre de skewness qu’ils déterminent à partir de données en bande
Ku. Ils supposent que ce paramètre ne dépend que de la vitesse du vent mais reste
inchangé pour toutes les incidences et les polarisations.
Bourlier, dans ses travaux (Bourlier, 2004), établit que la fonction de skewness a
plutôt une variation en cosφ. Ainsi, la forme proposée pour la fonction de skewness
est plutôt :
S3(r, φ) = −r3 cos φ α e−αr2 (3.7.74)
Où α est un paramètre de la mssx et λ03 le coeﬃcient déﬁni par CM.
Nous pouvons encore donner un exemple de paramétrisation de la fonction de skew-
ness à partir des travaux de Caulliez et Guérin (Caulliez and Guérin, ). Ils ont
déterminé une forme paramétrique de la fonction de skewness unidimensionnelle à
partir de l’étude de proﬁls de surface qui sont mesurés par des techniques optiques.
Ils ont trouvé une forme exponentielle :
S3(x)  〈(∂xη)3〉x3 exp
(
−12 |x|
λ
)
(3.7.75)
où λ est la longueur d’onde dominante. L’existence de ces diﬀérentes paramétrisa-
tions de la fonction de skewness montrent que seules des hypothèses sur son compor-
tement existent mais qu’il est encore très mal connu. La plupart de ces expressions
ont été imposées par le comportement en 0 de la fonction de skewness puis étendues
à de plus grandes distances par extrapolation.
Le cas omnidirectionnel peut également être étudié. Il suﬃt d’écrire l’expression
de S3 en coordonnées polaires :
S3 = λ03r3 sin3 φ〈(∂yη)2〉3/2 + 3λ21r3 cos2 φ sinφ〈(∂xη)2〉〈(∂yη)2〉1/2 (3.7.76)
Ce qui montre que la skewness omnidirectionnelle est nulle après intégration angu-
laire de cette expression.
3.8 La fonction de Kurtosis
La fonction de kurtosis s’écrit comme le cumulant d’ordre 4 de la diﬀérence des
hauteurs de la surface de mer. Cette fonction, tout comme la fonction de skewness
est essentielle pour la modélisation de la NRCS, notamment dans la zone nadir.
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Nous ne connaissons pas de forme analytique pour S4. Toutefois, celle-ci est contrainte
au voisinage de l’origine.
Par un développement de Taylor, nous obtenons :
S4 = x4〈(∂xη)4〉 + y4〈(∂xη)4〉 + 6x2y2〈(∂xη)2(∂yη)2〉
+ 4x3y〈(∂xη)3(∂yη)〉 + 4xy3〈(∂xη)(∂yη)3〉
(3.8.77)
Cette expression fait apparaître les coeﬃcients de kurtosis des pentes :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ40 =
〈(∂xη)4〉
〈(∂xη)2〉2 − 3
λ04 =
〈(∂yη)4〉
〈(∂yη)2〉2 − 3
λ22 =
〈(∂xη)2(∂yη)2〉
〈(∂xη)2〉〈(∂yη)2〉 − 1
λ13 =
〈(∂xη)(∂yη)3〉
〈(∂xη)2〉1/2〈(∂yη)2〉3/2
λ31 =
〈(∂xη)3(∂yη)〉
〈(∂xη)2〉3/2〈(∂yη)2〉1/2
(3.8.78)
Les deux derniers coeﬃcients sont nuls d’après les observations de Cox et Munk.
En eﬀet, il n’existe pas d’asymétrie dans la direction croswwind.
λ31 = λ13 = 0 (3.8.79)
D’où :
S4 = (λ40 + 3)x4〈(∂xη)2〉2 + (λ04 + 3)y4〈(∂xη)2〉2 + 6(λ22 + 1)x2y2〈(∂xη)2〉〈(∂yη)2〉
(3.8.80)
Caulliez et Guerin ,(Caulliez and Guérin, ), expliquent que le comportement de
la fonction de kurtosis comme étant proportionnel à la fonction de structure, valable
seulement autour de 0, peut s’étendre pour des plus grandes distances r. Cette
suggestion a été confortée par des tests numériques qui montrent que les extrema
de la fontion de kurtosis sont situés exactement à la même position que ceux de
la fontion de structure. Partant de ces constats, ils ont proposé une forme pour la
fonction de kurtosis :
S4 = 3 + λ4 e−12|x|/λS22 (3.8.81)
D’autres travaux (Bourlier, 2004) ont permis d’établir une autre paramétrisation
pour la fonction de kurtosis :
S4(r) = αr4 exp
(
−r
4
α
)
(3.8.82)
où α est un paramètre s’exprimant à partir des mssx et mssy et du coeﬃcient de CM
λ22. Pour l’instant le comportement de la fonction de kurtosis est inconnu pour les
grandes distances r et seules des hypothèses sur sa forme sont émises dans ce cas là.
Il faut des mesures plus précises de la hauteur de la surface pour déterminer correc-
tement la distribution des hauteurs et des pentes et donc permettre une meilleure
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estimation de la fonction de kurtosis.
L’expression de la fonction de kurtosis se simpliﬁe dans le cas omnidirectionnel.
Après après intégration sur les directions azimutales, nous obtenons :
S4 =
3r4
32
mss2T [λ40 + λ04 + 2λ22] +
3r4
4
mss2T (3.8.83)
Ainsi, dans le cas omnidirectionnel,
S4 = (λomni + 3) S
2
2 (3.8.84)
où
λomni =
3
8
[λ40 + λ04 + 2λ22] (3.8.85)
3.9 Conclusion
Ce chapitre a permis de rappeler les notions de statistiques permettant de prendre
en compte les non linéarités de la surface de mer. Ainsi, nous avons déﬁni les fonctions
de structure, skewness et kurtosis. Ces fonctions sont essentielles pour inclure l’aspect
non gaussien de la surface dans les modèles de diﬀusion comme cela est montré au
chapitre suivant.
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Chapitre 4
Modèles de diﬀusion au nadir
4.1 Champ diﬀracté
D’un point de vue électromagnétique, la surface de la mer sépare deux milieux
homogènes : l’air (au dessus) de la mer (au dessous) considérée comme un milieu
homogène de permittivité complexe . Cette surface a pour équation z = η(r) =
η(x, y) si le système de coordonnées associé au problème est un repère cartésien où
l’axe z est dirigé vers le haut (cf. ﬁgure 4.1).
La surface est éclairée par une onde électromagnétique incidente plane se dirigeant
vers le bas dans la direction K0 = (k0, q0) :
E(R) = E0eiK0Re−iωt (4.1.1)
où E0 représente l’amplitude du champ électrique incident et R(r, z) est le vecteur
position. La norme du vecteur d’onde K0 est égale au nombre d’onde dans le vide
déﬁni par K0 =
2π
λradar
. La dépendance temporelle est implicite par la suite.
Ce champ électrique incident sur la surface de la mer est diﬀusé et engendre
des ondes électromagnétiques se dirigeant vers le haut depuis la surface dans les
directions K = (k, qz). L’expression du champ total diﬀusé établie au dessus de la
surface s’obtient en réalisant la somme de tous les champs diﬀractés par la surface
de la mer. C’est ce qui est communément appelé le développement de Rayleigh. Ce
champ diﬀusé est lié au champ incident par un opérateur de diﬀusion S :
Es(R) =
∫ dk
qz
S(k,k0)eikreiqzzE0 (4.1.2)
[
\
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Figure 4.1 – Geometrie du problème de diﬀraction
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où k et qz sont les projections horizontales et verticale respectivement du vecteur
d’onde des ondes diﬀusées, et S est un tenseur dyadique.
En champ lointain (R → ∞), il peut être montré que le champ diﬀusé s’écrit
sous la forme d’une onde sphérique :
Es(R) = 2π
eiKR
iR
S(k,k0) E0(R) (4.1.3)
En général, le champ diﬀusé est décomposé sur la base de polarisation verti-
cale/horizontale :
pV
±(k) =
kz ∓ qk
k
pH
±(k) = z ∧ k (4.1.4)
Le signe "+" est utilisé pour les ondes sortantes c’est à dire se propageant vers le
haut (ondes diﬀusées) et le signe "−" pour les ondes se propageant vers le bas (onde
incidente). Sur cette base, le tenseur de diﬀusion peut s’écrire en notation dyadique
comme :
S(k,k0) =
∑
i,j=V,H
Sij(k,k0)pj(k)pi(k0) (4.1.5)
où S est appelée amplitude de diﬀraction. C’est en fait une matrice 2 × 2 :
S =
(
SV V SV H
SHV SHH
)
(4.1.6)
La première lettre placée en indice indique la polarisation de l’onde incidente tandis
que la seconde indique celle de l’onde diﬀusée.
En télédétection radar, il est courant d’utiliser la section eﬃcace radar qui a la
dimension d’une surface (m2) ou la NRCS qui est alors sans dimension. La NRCS
incohérente est déﬁnie par :
σ0ij(k,k0) = lim
R→∞
lim
A→∞
4πR2〈| (Es(R − 〈Es(R)〉)pj(k|2〉
A|E0pi(k0)|2
(4.1.7)
où A représente la surface éclairée par le radar et 〈Es(R)〉 représente la section
eﬃcace radar incohérente, les indices i et j la polarisation des ondes incidente et
rétrodiﬀusée respectivement. Les 〈〉 symbolisent la moyenne statistique d’ensemble.
D’après l’expression du champ diﬀusé établie précédemment (4.1.3), une version
simpliﬁée de la NRCS peut être déduite :
σ0ij(k,k0) = lim
A→∞
4π〈| (Sij(k,k0) − 〈Sij(k,k0)〉) |2〉
A
(4.1.8)
Pour déterminer la NRCS, il faut estimer les amplitudes de diﬀraction Si,j, qui
dépendent des paramètres géométriques et constitutifs de la surface de mer.
Des expressions approchées de l’amplitude de diﬀraction peuvent être établies pour
une polarisation donnée. Pour ce faire, il est commode d’introduire le "vecteur
d’Ewald" ou vecteur de "transfert de moment" Q déﬁni par Q = K − K0. Ses
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projections horizontales et verticale sont notées QH et Qz respectivement. L’ampli-
tude de diﬀraction est alors souvent cherchée sous la forme :
Sij(k,k0) =
1
Qz
∫
R
Nij(k,k0, η(r))e−iQzη(r)e−iQHrdr (4.1.9)
où Nij est un noyau qui prend diﬀérentes formes selon la méthode de calcul utilisée
pour déterminer la NRCS.
De l’expression 4.1.9, la formulation de la NRCS monostatique peut être facile-
ment déduite , en négligeant la contribution du champ cohérent :
σ0(Qh, φ) =
1
Q2z
∫
R
|N|2 e−iQHr〈e−iQz(η(r)−η(0))〉 dr (4.1.10)
Le cas omnidirectionnel peut être étudié dans une première approche pour simpliﬁer
le problème. Il est nécessaire de déﬁnir alors une NRCS omnidirectionnelle. Elle est
déﬁnie comme la moyenne sur les direction azimutales φ de la NRCS directionnelle :
σ0omni =
1
2π
∫ 2π
0
σ0(QH , φ)dφ (4.1.11)
4.2 Approximation de Kirchhoﬀ
L’approximation de Kirchhoﬀ est la méthode de référence pour le calcul de la
NRCS dans la zone nadir. C’est la méthode asymptotique la plus utilisée. Elle a
notamment été développée par Beckmann et Spizzichino (Beckmann and Spizzichino,
).
La présentation générale de l’approximation de Kirchhoﬀ a été eﬀectuée au chapitre
2. Le calcul du champ diﬀracté dans l’approximation de Kirchhoﬀ permet de montrer
que l’amplitude de diﬀraction s’exprime comme dans l’équation 4.1.10 où N = K qui
est un noyau dépendant de la longueur d’onde radar λ et des angles d’incidence et
de diﬀusion mais pas de la surface. Son expression en rétrodiﬀusion est donnée par :
KV V = ± 2 K20 R (4.2.12)
selon la polarisation. R est le coeﬃcient de réﬂéxion de Fresnel déﬁni par : R =√
r − 1√
r + 1
et r est la permittivité relative complexe de la mer.
La NRCS dans l’approximation de Kirchhoﬀ peut se calculer par la relation
suivante :
σ0 =
|K|2
Q2z
∫
dr
π
eiQH(r)〈e−iQz(η(r)−η(0))〉 (4.2.13)
Dans une première étape, nous considérons les statistiques de la mer gaussiennes.
Dans ces conditions la fonction caractéristique des hauteurs de la surface peut se
calculer à partir de la seule fonction de structure :
〈e−iQz(η(r)−η(0)〉 = e−Q2zS2(r)/2 = e−Q2z(ρ(r)−ρ0) (4.2.14)
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ws 0◦ 20◦ 35◦ 50◦
5 0.14 0.23 0.02 0.01
7 0.12 0.19 0.02 0
9 0.10 0.12 0.02 0.01
11 0.09 0.07 0.02 0.01
13 0.09 0.04 0.02 0.01
15 0.08 0.03 0.02 0.01
Table 4.1 – Cette table présente la diﬀérence (en dB) entre les deux expressions
(cf. équations 4.2.15 moyennée sur tous les azimutes et 4.2.17) de la NRCS omni-
directionnelle calculées à partir de l’approximation de Kirchhoﬀ en bande C pour
des incidences particulières : 0◦, 20◦, 35◦ et 50◦ en fonction de la vitesse du vent
exprimée en ms−1
où S2(r) = 〈(η(r)−η(0))2〉 (cf. chapitre 3). Sous ces hypothèses, la NRCS s’exprime
alors par :
σ0 =
|K|2
Q2z
∫ dr
π
eiQHre−Q
2
zS2/2 (4.2.15)
Dans ce manuscrit, nous limitons pour les comparaisons de données à la NRCS
omnidirectionnelle. Pour un spectre omnidirectionnel (dans ce cas là : S2(r) =
S2(r)), une intégration angulaire peut être réalisée préalablement et :
σ0 = 2
|K|2
Q2z
∫ ∞
0
dr J0(QHr)e−Q
2
zS2(r)/2 (4.2.16)
où J0 est la fonction de Bessel à l’ordre 0. La NRCS obtenue est alors omnidirec-
tionnelle.
Pour un spectre directionnel, σ0 dépend de la direction φ entre QH et le vent,
autrement dit : σ0 = σ0(QH , φ). La version omnidirectionnelle de la NRCS est
obtenue par moyenne azimutale (cf. equation (4.1.11)). En général, il est supposé
pour simpliﬁer les calculs que la NRCS omnidirectionnelle est obtenue en appliquant
la formule 4.2.16 au spectre omnidirectionnel :
σ0omni = 2
|K|2
Q2z
∫ ∞
0
drJ0(QHr)e−Q
2
zS
omni
2 (r)/2 (4.2.17)
Nous avons vériﬁé (table 4.1) que cette hypothèse est une très bonne approximation.
La modélisation de la NRCS au nadir ne se limite pas à l’approximation de
Kirchhoﬀ. En eﬀet, en utilisant des approximations valables au nadir seulement
d’autres modèles de diﬀusion ont été développés aﬁn de simpliﬁer le calcul de la
NRCS en incidence normale et dans une région proche. C’est le cas de l’optique
géométrique et de l’optique géométrique corrigée des eﬀets de courbure de la surface
appelée GO4.
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4.3 Optique Géométrique
La NRCS de l’approximation Kirchhoﬀ dans le cas omnidirectionnel s’exprime
selon la formule 4.2.15. Pour des petites distances r, la diﬀérence des hauteurs de
la surface peut être approchée par un terme proportionnel au gradient des pentes.
Ces calculs ont déjà été détaillés dans le chapitre précédent. Ainsi, il a été démontré
dans ce même chapitre que la fonction de structure dans le cas omnidirectionnel est
proportionnelle à la mss totale via la relation suivante :
Somni2 =
r2
2
mssT (4.3.18)
Nous pouvons alors établir une nouvelle expression pour la NRCS au nadir :
σ0  |K|
2
Q2z
∫
dr
π
eiQH(r) exp
(
−Q
2
zr
2 mssT
4
)
(4.3.19)
Cette expression fait intervenir la transformée de Fourier d’une gaussienne. Ainsi,
après calcul, l’expression de la NRCS omnidirectionnelle peut donc se mettre sous
la forme classique de l’optique géométrique (Barrick, (Barrick, 1968b)) :
σ0GO =
|R|2
mss cos4(θ)
exp
(
−tan
2(θ)
mss
)
, (4.3.20)
où R représente le coeﬃcient de réﬂexion classique de Fresnel.
En raison de sa simplicité, le modèle de diﬀusion de l’optique géométrique est très
utilisé pour modéliser la NRCS en incidence normale. Cependant, ce modèle est
limité à la région proche nadir. Pour étendre le domaine de validité du GO, une
correction en tan(θ)4 est introduite. Aﬁn d’obtenir ce résultat, nous devons rappeler
que la fonction de structure omnidirectionnelle peut s’écrire à partir de la fonc-
tion d’autocorrélation calculée à partir du spectre omnidirectionnel. En utilisant un
développement à l’origine de la fonction de Bessel d’ordre 0 :
J0(kr) = 1 − (kr)
2
4
+
(kr)4
64
(4.3.21)
Et en l’injectant dans l’expression de la fonction d’autocorrélation omnidirection-
nelle, nous pouvons écrire :
ρ(r) − ρ(0) =
∫ [
−(kr)
2
4
+
(kr)4
64
]
Somnidk (4.3.22)
Cette équation nous permet ﬁnalement d’écrire la diﬀérence ρ(r) − ρ(0) à partir de
la relation suivante :
ρ(r) − ρ(0) = −1
2
mss
r2
2!
+
3
8
msc
r4
4!
(4.3.23)
où mss est la mss totale :
mss =
∫
R2
k2 S(k) dk =
∫ ∞
0
k2 S(k) dk (4.3.24)
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Et la msc est la courbure moyenne de la surface :
msc =
∫
R2
k4 S(k) dk =
∫ ∞
0
k4 S(k)dk (4.3.25)
Cette diﬀérence peut maintenant être remplacée dans l’expression de la NRCS
dans l’approximation de Kirchhoﬀ :
σ0 =
|K|2
Q2z
∫
dreiQHre−mssQ
2
zr
2/4[1 +
3
8
msc
r4
4!
] (4.3.26)
Le terme d’ordre 4 de l’exponentielle a été linéarisé puisqu’il reste faible autour de
0. Après intégration de cette expression, la NRCS peut s’écrire :
σ0GO4 = σ
0
GO
(
1 +
msc
4 Q2z mss2
(
tan4 θ
mss2
− 4
(
tan2 θ
mss
)
+ 2
))
(4.3.27)
En incidence normale, c’est à dire tan θ = 0, σ0GO4 = σ
0
GO
(
1 +
χ
4
)
où χ = 2 msc
Q2z mss2 .
Cette expression est équivalente à celle developpée par fucks (Fuks, 2008) lorsqu’il
développe l’optique géométrique corrigée des eﬀets de diﬀraction dans le cas omnidi-
rectionnel en incidence normale. L’expression 4.3.27 de la NRCS dans l’approxima-
tion GO4 dépend non seulement de la mss, de la bande et de l’incidence mais aussi
de la courbure moyenne de la surface. La somme des termes en tan4 θ et tan2 θ est
négative ce qui va induire une plus forte décroissance de la NRCS avec l’incidence
par rapport à la NRCS calculée à partir de l’optique géométrique classique.
L’analyse des modèles de diﬀusion dans la région nadir et leur comparaison avec
des données a déjà été réalisée dans de nombreuses études (ref). Il a été alors montré
que l’optique géométrique peut s’utiliser jusqu’à des incidences de 10◦ environ. Dans
cette région, ce modèle est trouvé équivalent à l’approximation de Kirchhoﬀ. Toute-
fois, la décroissance de la NRCS avec l’angle d’incidence n’est pas assez forte pour
pouvoir utiliser ce modèle à des incidences modérées. L’approximation GO4 semble
corriger cet aspect puisque ce modèle va accroître la décroissance de la NRCS. Aﬁn de
comparer les performances des approximations GO et GO4 au modèle de référence,
un exemple de NRCS est tracé pour chaque approximation en bande Ka et pour un
vent de 10 ms−1 dans la ﬁgure 4.2. Nous avons utilisé deux spectres usuels présentés
au cours du premier chapitre : le spectre d’Elfouhaily et le spectre de Kudryavtsev.
Une première analyse de la ﬁgure 4.2 permet de conﬁrmer que l’optique géométrique
est une bonne approximation de l’approximation de Kirchhoﬀ pour des incidences
de 0◦ à 10◦ quelque soit le spectre utilisé. En ce qui concerne l’approximation GO4,
la qualité des résultats diﬀère d’un spectre à l’autre. En eﬀet, bien que ce modèle
accentue la décroissance de la NRCS avec l’incidence, la dépendance de la NRCS
avec la courbure moyenne de la surface (qui est le quatrième moment du spectre
des hauteurs cf. chapitre 1) engendre des décroissances plus ou moins importantes.
Les deux spectres que nous étudions possèdent des caractéristiques bien diﬀérentes
notamment en terme de msc. Si leurs mss sont assez proches, ce qui permet d’obtenir
des résultats équivalents pour l’approximation GO, il existe un rapport 4 entre les
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Figure 4.2 – NRCS relative omnidirectionnelle(dB) en bande Ka d’après les modèles
KA, GO and GO4 pour un vent de 10ms−1. Deux spectres omnidirectionnels ont été
utilisés : les modèles de spectres d’Elfouhaily (Elf) et de Kudryavtsev (Kudry). Pour
plus de lisibilité, un oﬀset de −4dB a été appliqué aux courbes obtenues à partir du
spectre de Kudryavtsev.
msc de ces deux spectres. La plus forte msc du spectre de Kudryavtsev induit une
trop forte décroissance de la NRCS avec l’incidence. Les résultats obtenus à par-
tir du spectre d’Elfouhaily permettent d’étendre le domaine de validité jusqu’à des
angles 14◦. Les caractéristiques du spectre de mer impactent donc fortement la mo-
délisation de la NRCS dans l’approximation GO4 ce qui rend son utilisation diﬃcile.
Malgré une formulation très simple, le modèle GO est trop limité en incidences.
La dépendance du GO4 à la courbure moyenne de la surface rend diﬃcile l’utilisa-
tion de ce modèle pour la modélisation de la NRCS au nadir. L’approximation de
Kirchhoﬀ est alors préférée comme modèle de diﬀusion des ondes électromagnétiques
au nadir.
4.4 Statistiques non gaussiennes de la surface de la
mer
Le problème des eﬀets non-gaussiens dans la zone nadir est bien connu car il est
à l’origine du biais d’état de mer ("sea state bias") en altimétrie ((Srokosz, 1986),
(Glazman and Srokosz, 1991), (Elfouhaily et al., 1999)).
Chapron et al. (Chapron et al., 2000) insistent sur l’importance de considérer les
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eﬀets non gaussiens dans la distribution des pentes aﬁn de modéliser correctement
la NRCS dans la zone nadir. Les auteurs établissent un modèle de distribution en
considérant la surface de mer comme un processus aléatoire composite. Ils prennent
en compte la non stationnarité de la surface de mer en supposant des variations
aléatoires de la variance des pentes entre diﬀérents patches de la surface considérés
localement gaussiens. Ils montrent que le terme correctif de la distribution des pentes
par rapport à la distribution gaussienne peut être interprété comme le kurtosis des
pentes qui traduit la présence de plus fortes pentes que ce que prévoit la loi normale.
Par cette approche, les auteurs arrivent à expliquer les forts niveaux de kurtosis
mesurés par CM.
Hauser et al. (Hauser et al., 2008) reprennent cette démarche et l’étendent aux cas
bidimensionnel. Suivant le même principe, ils développent un modèle de distribution
des pentes en supposant la non stationnarité de la surface. Les auteurs montrent alors
que le logarithme de cette distribution s’écrit comme un polynôme de puissance 4
des pentes directionnelles :
log(P (ηφ)) = Aη4φ + Bη
2
φ + C (4.4.28)
où ηφ est la pente locale dans la direction d’observation. Les coeﬃcients A, B et C
sont alors déterminés à partir des données STORM. Analytiquement, ces coeﬃcients
dépendent du kurtosis des pentes. Ce paramètre peut alors être évalué directement
à partir des données expérimentales par le rapport A/B2.
Dans l’approche que nous proposons, nous ne considérons pas les eﬀets non sta-
tionnaires de la surface. Dans la région nadir, nous incluons les eﬀets non gaussiens
dans l’approximation de Kirchhoﬀ.
Dans le chapitre précédent, il a été montré que la fonction caractéristique de la
diﬀérence des élévations peut s’exprimer à partir du développement en cumulants.
La NRCS dans l’approximation de Kirchhoﬀ peut alors s’écrire :
σ0  |K|
2
Q2z
∫ +∞
0
dr
π
e−iQH ·re−Q
2
zK2/2−iQ
3
zK3/6+Q
4
zK4/24 (4.4.29)
où S3 et S4 sont les fonctions de skewness et de kurtosis introduit dans le deuxième
chapitre de ce manuscrit. Ainsi développée, cette expression de la NRCS permet
de tenir compte des aspects non gaussiens de la surface de la mer en supposant
que ceux ci se limitent aux eﬀets de skewness et du kurtosis. Même si nous avons
montré dans le deuxième chapitre que la fonction de skewness est essentielle pour
traduire les eﬀets d’asymétrie upwind/downwind, elle a un impact négligeable dans
la NRCS omnidirectionnelle. En eﬀet, pour des petits paramètres de skewness Q3zS3,
l’exponentielle correspondante peut se linéariser :
σ0 = 2
|K|2
Q2z
∫
dr e−Q
2
zS2/2+Q
4
z(S4−3S
2
2)/24
[
1 − iQ3zS3/6
]
(4.4.30)
Lors de l’intégration de cette expression sur toutes les directions azimutales, la contri-
bution de la fonction S3 s’annule par symétrie. Ansi, la contribution de la fonction
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de skewness dans la NRCS omnidirectionnelle est négligeable. L’expression omnidi-
rectionnelle (4.4.30) s’écrit alors :
σ0omni = 2
|K|2
Q2z
∫
dr rJ0(QHr)e−Q
2
zS2/2+Q
4
z(S4−3S
2
2)/24 (4.4.31)
La prise en compte des non linéarités de la surface s’eﬀectue par le biais de la fonc-
tion de kurtosis omnidirectionnelle.
Nous avons proposé une forme pour la fonction de kurtosis omnidirectionnelle
S4 inspirée de son comportement à l’origine :
S4 = λomni S
2
2 (4.4.32)
où λomni représente l’excès de kurtosis omnidirectionnel. La valeur de cet excès de
kurtosis omnidirectionnel peut être déterminée à partir des mesures de Cox et Munk
puisqu’il s’exprime à partir de la somme des kurtosis des pentes déﬁnis par Cox et
Munk (cf. equation 3.8.85 ) :
λomni =
3
8
[λ40 + 2λ22 + λ04] (4.4.33)
Le comportement de cette fonction reste inconnu pour les plus grandes distances.
Cependant, il n’est pas nécessaire de le déterminer avec précision puisque dans l’in-
tégrale de Kirchhoﬀ c’est le comportement de la fonction de kurtosis près de l’origine
qui "pèse" le plus. L’intégrale de Kirchhoﬀ est éteinte au bout de quelques longueurs
d’onde radar avant que le comportement de la fonction de kurtosis aux grandes
échelles n’entre en jeu.
Toutefois, nous pouvons supposer que l’expression de la fonction de kurtosis dé-
ﬁnie par (4.4.32) reste toujours valable jusqu’à des distances de 30 cm. En eﬀet,
les résultats de CM montrent que les petites vagues (c’est à dire dont la longueur
d’onde est inférieure à 30 cm) ont peu d’inﬂuence sur l’excès de kurtosis donc sur
le rapport S4/S22 . Le kurtosis des pentes reste le même pour une distribution des
pentes totale ou tronquée des petites échelles. Nous pouvons alors interpréter cette
remarque en terme de diﬀérence de hauteurs de la surface et conclure que ce rap-
port reste constant jusqu’à des distances de 30 cm. Ainsi, le comportement (4.4.32)
peut être prolongé jusqu’à 30 cm. De plus, d’autres études ((Caulliez and Guérin,
)) plus récentes eﬀectuées en bassin tendent à conﬁrmer cette hypothèqe puisqu’il a
été montré que la relation (4.4.32) est toujours valable pour des distances inférieures
à  1/20 environ de la vague dominante.
L’équation 4.4.31 a été obtenue à partir d’un développement en cumulants tron-
qué à l’ordre 4. Il est alors important de spéciﬁer le domaine de validité de cette
expression. En eﬀet, ce développement n’est valable que si le terme quartique Q
4
zK4
24
est une correction du terme principal Q
2
zS2
2
, autrement dit :
Q4z K4
24
<<
Q2z S2
2
(4.4.34)
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Figure 4.3 – Etude de l’inﬂuence de la distance de cut-oﬀ rc sur la modélisation de
la NRCS au nadir pour un vent de 10ms−1 en bande C
Sachant que K4 = λomniS
2
2 et que λomni  0.4 si les mesures de Cox et Munk
font référence, cette condition devient Q2zS2 << 30. Cette étude porte seulement
sur la région proche nadir où il peut être alors considéré que Q2z  4K20 . Finale-
ment, la correction apportée par le développement en cumulants reste faible tant
que K20S
2
2 << 8 où K0 est le nombre d’onde du vide. Cette condition nous impose
alors une distance de coupure rc. D’un point de vue numérique, nous prenons en
compte cette condition via une fonction de coupure que nous choisissons arbitraire-
ment gaussienne pour plus de simplicité :
S4  λomniS22H(r) (4.4.35)
où H(r) = exp (−r2/r2c). La distance de coupure rc est ajustée numériquement
et ﬁnalement déﬁnie par K20S2(rc) = 2. Dans ce cas là, la condition déﬁnie par
l’équation 4.4.34 est bien vériﬁée.
Il est ensuite nécessaire de tester la sensibilité de la modélisation de la NRCS à cette
distance de coupure. Nous avons testé plusieurs conditions de cut-oﬀ : K20S2(rc) =
2, 4, 6, 8 dans chaque bande électromagnétique aﬁn de vériﬁer que la variation de
la NRCS en fonction du cut-oﬀ rc reste faible. Les résultats sont présentés dans les
ﬁgures 4.3, 4.4 et 4.5 pour la bande C, Ku et Ka respectivement. Nous avons choisi
un vent moyen de 10 ms−1 pour réaliser notre étude.
De l’analyse des trois ﬁgures, il semble déjà que la condition K20S2(rc) = 8 est
excessive puisqu’elle induit une déformation exagérée de la NRCS. Les diﬀérences
entre les trois autres courbes paraissent relativement faibles : inférieure à 0.5 dB
en bande C, inférieure à 0.6 dB en bande Ku et inférieure à 0.4 dB en bande Ka.
Au vu des faibles diﬀérences observées, nous pouvons ﬁxer la condition de cut-oﬀ à
60
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Figure 4.4 – Etude de l’inﬂuence de la distance de cut-oﬀ rc sur la modélisation de
la NRCS au nadir pour un vent de 10ms−1 en bande Ku
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Figure 4.5 – Etude de l’inﬂuence de la distance de cut-oﬀ rc sur la modélisation de
la NRCS au nadir pour un vent de 10ms−1 en bande Ka
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Figure 4.6 – Etude de la correction non gaussienne de l’approximation de Kirch-
hoﬀ en bande C, Ku et Ka pour un vent de 11 ms−1 avec l’utilisation du spectre
d’Elfouhaily
K20S2(rc) = 2 pour la suite de notre étude.
Aﬁn de compléter notre analyse, nous pouvons également étudier l’inﬂuence de
la forme de la fonction de cut-oﬀ sur la modélisation de la NRCS. En eﬀet, par sim-
plicité, nous avons choisi une fonction de forme gaussienne. Cependant, une fonction
de type exponentielle aurait aussi bien pu être utilisée. Après analyse, il semble que
la diﬀérence entre ces deux types de fonction cut-oﬀ soit négligeable.
4.5 Comparaison entre les modèles de diﬀusion gaus-
siens et non gaussien
Aﬁn de visualiser l’impact de la correction non gaussienne apportée à l’approxi-
mation de Kirchhoﬀ, nous comparons ces deux versions de l’approximation de Kir-
chhoﬀ dans les ﬁgures 4.6 et 4.7 . Le kurtosis omnidirectionnel des pentes a été choisi
en accord avec les résultats de CM et donc égal à 0.4.
Nous avons utilisé les modèles de spectre de mer classiques d’Elfouhaily 4.6 et
de Kudryavstev 4.7. L’analyse de ces ﬁgures permet d’aﬃrmer que la correction non
gaussienne a un impact non négligeable dans la modélisation de la NRCS puisqu’elle
permet d’accentuer la décroissance de la NRCS gaussienne. Une diﬀérence de 0.5
dB, 0.8 dB et 0.7 dB en bande C, Ku et Ka respectivement est observée aux plus
grandes incidences (supérieures à 108circ) entre les deux modélisations de la NRCS
62
4.6 Etude de la NRCS en fonction de la vitesse du vent 63
         
í
í
í

&RPSDUDLVRQHQWUH.$HW.$QRQJDXVVLHQYHQW PVí
$QJOHVGLQFLGHQFHHQGHJUpV
1
5
&
6
H
Q
G%


.D%DQG
.X%DQG
&%DQG
.$1*
.$*
Figure 4.7 – Etude de la correction non gaussienne de l’approximation de Kirchhoﬀ
en bande C, Ku et Ka pour un vent de 11 ms−1 avec l’utilisation du spectre de
Kudryavtsev
pour les deux spectres de mer.
4.6 Etude de la NRCS en fonction de la vitesse du
vent
Il est également intéressant d’étudier la variation de la NRCS en fonction de la
vitesse du vent pour une incidence ﬁxée. Nous allons comparer les versions gaus-
siennes et non gaussiennes de l’approximation de Kirchhoﬀ pour une incidence de
θ = 14◦ pour des vitesses de vent de 5 ms−1 à 15 ms−1. Nous avons attribué à
l’excès de kurtosis omnidirectionnel des pentes la valeur de référence de CM soit 0.4.
Cette étude est menée pour chacun des deux spectres utilisés (4.8 pour le spectre
d’Elfouhaily et 4.9 pour le spectre de Kudryavtsev). L’analyse de ces ﬁgures permet
de mettre en évidence que la correction non gaussienne apportée à l’approximation
de Kirchhoﬀ diminue le niveau de la NRCS d’environ 0.7 dB pour chaque bande et
à tous les vents.
4.7 Conclusion
Une comparaison des deux expressions de la NRCS dans l’approximation de
Kirchhoﬀ a été réalisée et a permis de montrer que la correction non gaussienne a
un impact non négligeable dans la modélisation de la NRCS aux faibles incidences
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Figure 4.8 – Etude de la variation de la NRCS de l’approximation de Kirchhoﬀ
gaussienne (points bleus) et non gaussienne (points rouges) avec la vitesse du vent
en utilisant le spectre d’Elfouhaily. L’excès de kurtosis omnidirectionnel des pentes
est égal à la valeur de référence de CM (0.4). L’incidence est ﬁxée à θ = 14◦. Les
bandes Ku et Ka ont été diminuées de 5 dB et 10 dB respectivement aﬁn de rentre
la ﬁgure plus lisible.
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Figure 4.9 – Etude de la variation de la NRCS de l’approximation de Kirchhoﬀ
gaussienne (points bleus) et non gaussienne (points rouges) avec la vitesse du vent en
utilisant le spectre de Kudryavtsev. L’excès de kurtosis omnidirectionnel des pentes
est égal à la valeur de référence de CM (0.4). L’incidence est ﬁxée à θ = 14◦.Les
bandes Ku et Ka ont été diminuées de 5 dB et 10 dB respectivement aﬁn de rentre
la ﬁgure plus lisible.
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et qu’il est donc indispensable d’utiliser un modèle non gaussien. Le même travail
reste à faire pour établir une version non gaussienne d’un modèle de diﬀusion uniﬁé
aﬁn de modéliser correctement la NRCS aux grandes incidences.
66
Chapitre 5
Modèle de diﬀusion à grandes
incidences
Une première étape dans l’inclusion des non gaussianités dans les modèles de
diﬀusion a été atteinte au cours du chapitre précédent où une modiﬁcation a été
apportée à l’approximation de Kirchhoﬀ permettant de prendre en compte les eﬀets
de skewness et de kurtosis dans la modélisation de la NRCS au nadir. Il a été
alors montré que l’utilisation des statistiques non gaussiennes de la surface dans
les modèles de diﬀusion ont un impact non négligeable dans la modélisation au
nadir. Ainsi, pour compléter cette étude aux plus grandes incidences, une version
non gaussienne des modèles uniﬁés de diﬀusion doit être établie. La prise en compte
des statistiques non gaussiennes dans les modèles de diﬀusion a déjà été abordée par
exemple dans le contexte des approximations de KA ((Fung and Chen, 1991)), SSA
((Bourlier, 2004), (Nouguier et al., 2010)), LCA et RCA ((Mouche et al., 2007)).
5.1 Choix du modèle uniﬁé
Pour modéliser la NRCS aussi bien aux incidences faibles qu’aux plus grandes
incidences, un modèle uniﬁé doit être utilisé. Au cours du deuxième chapitre, nous
avons présenté sommairement les diﬀérents modèles uniﬁés développés ces dernières
années. La formulation de la NRCS dans les modèles LCA ((Elfouhaily et al., 2003))
et SSA ((Voronovich, 1994a), (Voronovich, 1994b), (Voronovich, 1985)) ne se prête
pas facilement à la prise en compte des statistiques non gaussiennes de la surface
de mer. Ces deux modèles ne sont donc pas retenus dans le cadre de notre étude Le
modèle GO-SSA ((Soriano and Guérin, 2008)) est un modèle deux échelles dont la
séparation entre grandes et petites échelles n’a pas d’inﬂuence sur la modélisation de
la NRCS. Des comparaisons numériques ont été réalisées avec le modèle WCA dans
l’article (Guérin et al., 2010). Les auteurs montrent alors que les NRCS issues de
ces deux modèles sont équivalentes en polarisation verticale et horizontale pour des
incidences inférieures à 60◦. Le modèle WCA est alors préféré au vu de sa formulation
statistique commode pour l’inclusion des statistiques non gaussiennes de la surface.
Mouche et al. proposent un autre modèle uniﬁé RCA ((Mouche et al., 2007)) en
se basant sur les travaux d’Elfouhaily et al. pour le modèle LCA ((Elfouhaily et al.,
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2003)) et de Voronovich et al. pour le modèle SSA. Guerin et al. (Guérin et al., 2010)
montrent que la NRCS dans le modèle peut se mettre sous la forme d’une somme
de la NRCS dans l’approximation de kirchhoﬀ et d’une correction notée σ12 qui est
déﬁnie par :
σ12 = 2 
[
K
∫
dr e−iQHr
[
e−Q
2
z(ρ0−ρ(r)) − e−Q2zρ0
] ∫
dkM∗(k)Γ(k)
[
eikr − 1
]]
(5.1.1)
où ρ est la fonction d’autocorrélation déﬁnie dans le premier chapitre et M est le
noyau propre au modèle RCA. L’astérisque symbolise le conjugué. Ce noyau est
déﬁni par
M(k) = (B − K)φ(k) (5.1.2)
Où φ(k) est un ﬁltre autour de la fréquence de Bragg. Dans la version originale, ce
ﬁltre est en fait un dirac. Lors de l’implémentation numérique du modèle RCA, φ
est modélisé par une gaussienne étroite de largeur α :
φ(k) = e−α|k−QH |
2
+ e−α|k+QH |
2
(5.1.3)
Ce paramètre α qui régit la largeur de la gaussienne est introduit arbitrairement et
sa valeur est ajustée. La modélisation de la NRCS, et notamment en polarisation
verticale, dépend fortement de ce paramètre comme cela est illustré dans l’article
(Guérin et al., 2010). La ﬁgure de cet article est ajoutée à ce manuscrit pour clariﬁer
les commentaires. Sur cette ﬁgure 5.1, deux largeurs de gaussienne ont été testées
pour le modèles RCA : α = 4 10−4 et α = 16 10−4. Pour la polarisation verticale, les
NRCS des diﬀérents modèles uniﬁés (SSA, WCA, RCA) sont relativement équiva-
lentes. Peu de diﬀérences est observée entre les deux paramétrisations de RCA. En
revanche, en polarisation horizontale, la modélisation de la NRCS dépend fortement
de ce paramètre de ﬁltre. En eﬀet, pour α = 4 10−4, la NRCS issue du modèle RCA
est alors équivalente à celle du modèle WCA. Alors que pour la deuxième valeur
α = 16 10−4, le niveau de la NRCS est plus haut que celui modélisé par les autres
modèles uniﬁés. Ce fort niveau de la NRCS en polarisation horizontale est nécessaire
pour retrouver le niveau mesuré expérimentalement. De plus, grâce à cette meilleure
modélisation la NRCS en polarisation horizontale, les rapports de polarisation, gé-
néralement trop forts, seront améliorés et en accord avec les rapports expérimentaux
comme l’illustrent Mouche et al ((Mouche, 2007)). Toutefois, l’ajustement de ce pa-
ramètre n’est pas clair. Nous avons donc choisi pour notre étude d’utiliser un modèle
uniﬁé purement théorique : WCA tout en connaissant ses limites de modélisation de
la NRCS en polarisation horizontale notamment. Il semble que les diﬀérences obser-
vées dans cette polarisation entre modèle et mesures soient dues à la modélisation
de la surface de mer puisque des comparaisons concluantes avec la méthode des mo-
ments ont été eﬀectuées. Aﬁn de s’aﬀranchir de ce problème, nous avons alors choisi
de reposer notre étude seulement sur la polarisation verticale où des diﬀérences sont
déjà observables.
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Figure 5.1 – Figure extraite de l’article (Guérin et al., 2010). Comparaison des
NRCS en polarisation verticale et horizontale pour diﬀérents modèles de diﬀusion :
l’approximation de Kirchhoﬀ (KA), le modèle SSA, WCA et RCA. Une seule vitesse
de vent (10 ms−1) et une seule bande (C) ont été représentées. Deux largeurs de
gaussiennes α = 16 10−4 (croix jaunes et noires) et α = 4 10−4 ("+" rouges et noires)
ont été testées.
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5.2 Weighted Curvature Approximation pour des sta-
tistiques gaussiennes
Le modèle WCA est une correction de courbure de l’approximation de Kirchhoﬀ.
L’amplitude de diﬀusion associée s’écrit :
SWCA =
1
Qz
∫
dr
(2π)2
(
K+
i
Qz
T(∇)[η]
)
e−iQHre−iQzη (5.2.4)
où K est le noyau de l’approximation de Kirchhoﬀ. Le noyau T(∇) est un opérateur
diﬀérentiel n’impliquant que des dérivées secondes de la surface de la mer (η). La
correction apportée à l’approximation de Kirchhoﬀ est donc un terme proportionnel
à la courbure de la surface. La compatibilité de WCA avec les deux théories asymp-
totiques fondamentales (KA et SPM) impose la forme du noyau T(∇). Cependant,
ces contraintes ne sont pas suﬃsantes pour déterminer de façon unique l’expression
de ce noyau.
Toutefois, pour des surfaces linéaires et pour des grandes incidences, la NRCS est
quasiment indépendante de la forme du noyau choisi ((Guérin et al., 2010)). Nous
choisissons de travailler avec le noyau le plus simple possible dont l’ expression est
proportionnelle au Laplacien de la surface de la mer :
T(∇)[η] = (B − K) Q
2
z
Q2H
Δη := TΔη (5.2.5)
où B et K sont les noyaux de la théorie SPM et de l’approximation de Kirchhoﬀ. Le
noyau K a été déﬁni au chapitre précédent (cf. équation 4.2.12). Quant au noyau B,
il est déﬁni en rétrodiﬀusion par :
BV V = −2q20
[
( − 1)
( q0 + q′20 )
2
] [
q′20 + k
2
0
]
(5.2.6)
Et
BHH = −2q20
[
( − 1)
(q0 + q′20 )
2
]
K20 (5.2.7)
où  est la permittivité de la mer, q20 = K
2
0 − k20, q′20 = K ′20 − k20, k0 = K0 sin θ ,
K ′0 =
√
K0 et K0 = 2 π/λradar ;
Sous l’hypothèse d’un processus aléatoire spatialement homogène, les auteurs
montrent que la NRCS (σWCA) peut s’écrire sous la forme d’une somme de 3 termes :
σWCA = σKA + σ12 + σ22 (5.2.8)
où σKA est la NRCS classique de l’approximaton de Kirchhoﬀ (cf. équation 4.2.15 ).
Les deux autres termes de la somme s’écrivent, quant à eux, de la façon suivante :
σ12 = 2
[
K
∗
T
Q2z
∫
dr e−iQH ·r〈Δη(r)eiQz(η(r)−η(0))〉
]
σ22 =
∣∣∣∣∣ TQ2z
∣∣∣∣∣
2 ∫
dr e−iQH ·r〈Δη(r)Δη(0)eiQz(η(r)−η(0))〉
(5.2.9)
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Figure 5.2 – Importance des trois termes constituants l’expression de la NRCS
omnidirectionnelle du modèle de diﬀusion WCA sous statistiques gaussienne : σKA
en noir, σ12 en rouge et σ22 en magenta. Cette ﬁgure est représentée pour un vent
de 15 ms−1.
où η est l’élévation de la surface, T est le noyau déﬁni dans l’équation 5.2.5. Les
termes σ12 et σ22 sont les termes correctifs de l’approximation de Kirchhoﬀ. Contrai-
rement au terme σKA, ces corrections dépendent de la polarisation.
Le terme dominant aux incidences faibles est le seul σKA alors qu’aux grandes
incidences, les termes σ12 et σKA deviennent d’importance équivalente. Le dernier
terme de la sommeσ22 est un terme correctif bien plus faible par rapport aux deux
autres. Ce phénomène est illustré sur la ﬁgure 5.2 pour un vent de 15 ms−1. Toute-
fois, ces observations peuvent se généraliser aux diﬀérentes vitesses de vent.
Dans le cas de statistiques gaussiennes, les corrélateurs se calculent aisément de
la façon suivante :
σ0KA =
|K|2
Q2z
∫ dr
π
e−iQH ·re−Q
2
zS2/2,
σ0(12) = 2
[
K
∗
T
Q2z
∫
dr
π
e−iQH ·re−Q
2
zS2/2(Δρ + mss)
]
,
σ0(22) =
|T|2
Q2z
∫ dr
π
e−iQH ·re−Q
2
zS2/2(Δ2ρ − Q2z |Δρ + mss|2),
(5.2.10)
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La NRCS omnidirectionnelle du modèle de WCA s’obtient en calculant la forme om-
nidirectionnelle de chacun des termes. Aﬁn de simpliﬁer les calculs numériques, elles
sont directement calculées à partir de la fonction d’autocorrélation liée au spectre
omnidirectionnel. Sachant que l’intégration des fonctions type Ψ(ρ(r)) sur toutes les
directions azimutales donne :[∫
dr e−iQH ·r Ψ(ρ(r))
]
omni
= 2π
∫ ∞
0
drJ0(QHr)Ψ(ρomni(r)) (5.2.11)
Nous pouvons ainsi montrer que la NRCS dans le cas omnidirectionnel s’écrit de la
façon suivante :
σomniKA =
|K|2
Q2z
∫ 1
π
J0(QH · r)e−Q2zS2/2rdr,
σomni(12) = 2
[
K
∗
T
Q2z
∫ 1
π
J0(QH · r)e−Q2zS2/2(Δρ + mss)rdr
]
,
σomni(22) =
|T|2
Q2z
∫ 1
π
J0(QH · r)e−Q2zS2/2(Δ2ρ − Q2z |Δρ + mss|2),
(5.2.12)
Finalement, la NRCS omnidirectionnelle du modèle de diﬀusion WCA s’écrit
comme la somme de trois termes omnidirectionnels :
σomniWCA = σ
omni
KA + σ
omni
(12) + σ
omni
(22) (5.2.13)
5.3 WCA non gaussien
Les comparaisons de la section précédente nous ont amené à considérer que les
non linéarités hydrodynamiques peuvent avoir un impact non néglieable dans le ni-
veau de la NRCS omnidirectionnelle. Ces observations ont été eﬀectuées à partir de
données en polarisation verticale. Elles sont d’autant plus vériﬁées en polarisation
horizontale où il est connu que des phénomènes non linéaires impactent fortement
le niveau de la NRCS. Nous pouvons citer le déferlement par exemple. Il est donc
nécessaire de développer un modèle de diﬀusion uniﬁé et nécessairement polarisé qui
prennent en compte ces eﬀets non gaussiens dans le calcul de la NRCS.
La section précédente nous a permis de rappeler que la NRCS omnidirection-
nelle de WCA se compose d’une somme de trois termes. Ces termes impliquent les
corrélateurs suivants :
〈eiQz(η−η0〉NG, 〈ΔηeiQz(η−η0)〉NG, 〈ΔηΔη0eiQz(η−η0〉NG, (5.3.14)
où NG signiﬁe Non Gaussien.
Le premier corrélateur est tout simplement la fonction caractéristique des hau-
teurs de la surface. Nous avons déjà déterminé sa version non gaussienne. Pour plus
de commodité, nous rappelons ici son expression :
〈eiQz(η−η0)〉NG  e−Q2zS2/2−iQ3zS3/6+Q4z(S4−3S22)/24, (5.3.15)
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où S2,S3 et S4 représentent la fonction de structure, de skewness et de kurtosis dé-
ﬁnies précédemment.
La forme non gaussienne du deuxième corrélateur qui intervient dans l’expression
du σ012 est plus diﬃcile à obtenir. Cependant, la diﬃculté peut être contournée en
réalisant une intégration par partie du type :
i
Qz
∫
dr e−iQH ·r〈ΔηeiQz(η−η0)〉 =
iQ2H
Q2z
∫
dr e−iQH ·r〈eiQz(η−η0)〉 −
∫
dr e−iQH ·r〈|∇η|2 eiQz(η−η0)〉
(5.3.16)
Le problème se réduit alors à déterminer l’expression non gaussienne du corré-
lateur : 〈|∇η|2 eiQz(η−η0)〉. Il est assez facile d’établir l’expression gaussienne de ce
corrélateur puisqu’elle s’écrit :
〈|∇η|2 eiQz(η−η0)〉G =
(
mss − Q2z(∇ρ)2
)
e−Q
2
zS2/2 (5.3.17)
Ou encore :
〈|∇η|2 eiQz(η−η0)〉G =
(
mss − Q2z(∇ρ)2
)
〈eiQz(η−η0)〉G (5.3.18)
Ainsi, dans le cas gaussien, les corrélateurs s’expriment comme une fonctionnelle
de la fonction d’autocorrélation et de la fonction caractéristique des hauteurs de
la surface. Nous pouvons supposer que cette hypothèse reste vraie dans le cas non
gaussien. Ainsi, en s’inspirant de la formulation (5.3.18), nous supposons une forme
probable pour la version non gaussienne du corrélateur : 〈|∇η|2 eiQz(η−η0)〉 :
〈|∇η|2 eiQz(η−η0)〉NG = F 〈eiQz(η−η0)〉NG (5.3.19)
où F est une fonctionnelle qui peut s’écrire à partir de la fonction d’autocorrélation
et des fonctions de skewness et de kurtosis et éventuellement de leurs dérivées.
Déterminer l’expression analytique de cette fonctionnelle doit permettre de déduire
l’expression non gaussienne du corrélateur 〈|∇η|2 eiQz(η−η0)〉. La formulation de F
peut s’obtenir en réalisant un développement au voisinage de l’origine de l’équation
5.3.19 et en imposant la compatibilité avec le cas gaussien.
En se plaçant autour de l’origine, nous supposons que les distances r restent
suﬃsamment petites pour approcher la diﬀérence des élévations de la surface par les
pentes de la surface. Ainsi, chaque corrélateur peut être réexprimé à partir de son
développement de Taylor à l’ordre 2 :
〈eiQz(η−η0)〉 = −Q
2
z
2
〈(r · ∇η)2〉
〈|∇η|2 eiQz(η−η0)〉 = mss + iQz〈|∇η|2 (r · ∇η)〉
+
iQz
2
〈|∇η|2 (r(∇∇η) · r)〉 − Q
2
z
2
〈|∇η|2 (r · ∇η)2〉
(5.3.20)
Des calculs élémentaires montrent que le corrélateur 〈(∇η)2 (r · ∇∇η · r)〉 est nul (cf.
annexes). Une formulation plus simple des trois autres corrélateurs du système 5.3.20
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peut être déterminée en les réécrivant à partir des coordonnées cartésiennes et en
réintroduisant les coeﬃcients de skewness et de kurtosis des pentes. Ces coeﬃcients
ont déjà été déﬁnis dans le chapitre 2 mais rappelons leur déﬁnition pour plus de
commodité. Ainsi :
λmn =
〈(∂xη)m(∂yη)n〉
〈(∂xη)2〉m/2〈(∂yη)2〉n/2 (5.3.21)
Il est également commode pour les notations de déﬁnir les pentes directionnelles :
sx = 〈(∂xη)2〉1/2, sy = 〈(∂yη)2〉1/2, sxy = 〈∂xη∂yη〉1/2. (5.3.22)
Finalement, en remplaçant les expressions des pentes directionnelles dans le sys-
tèmre 5.3.20, nous obtenons les équations ci-dessous :
〈(r · ∇η)2〉 = x2s2x + y2s2y + 2xys2xy
〈(∇η)2 (r∇η)〉 = xλ30s3x + yλ03s3y + xλ12sxs2y + yλ21s2xsy
〈(∇η)2 (r∇η)2〉 = x2λ40s4x + y2λ04s4y + r2λ22s2xs2y
+ 2xy(λ31s3xsy + λ13sxs
3
y)
(5.3.23)
Ces relations ont été établies pour les petites distances. Pour les étendre à des
distances arbitraires, nous identiﬁons les dérivées des fonctions de structure :
〈(r · ∇η)2〉  S2
〈(∇η)2 (r∇η)〉  1
6
ΔS3
〈(∇η)2 (r∇η)2〉  1
12
Δ(S4 + 3S22)
(5.3.24)
La fonctionnelle F au voisinage de l’origine est donc identiﬁée comme :
F = 〈|∇η|
2 eiQz(η−η0)〉NG
〈eiQz(η−η0)〉NG
=
mss + i1
6
QzΔS3 − Q
2
z
24
Δ(S4 + 3S22)
1 − 1
2
Q2zS2
 mss + i1
6
QzΔS3 − Q
2
z
24
(Δ(S4 + 3S22) − 12mssS2))
(5.3.25)
Une dernière simpliﬁcation peut être réalisée en notant que :
3Δ(S22) − 12mssS2  24(x2s4x + y2s4y + 2xysxymss)  24 |∇ρ|2 , (5.3.26)
L’expression ﬁnale de la fonctionnelle F est donc :
F = mss + i1
6
QzΔS3 − Q2z
(
|∇ρ|2 + 1
24
ΔS4
)
(5.3.27)
Nous devons vériﬁer que cette fonctionnelle est conforme à l’expression gaus-
sienne. Dans le cas gaussien, S3 = S4 = 0. Ainsi, F se réduit à : F = mss − |∇ρ|2
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qui est bien l’expression déﬁnie dans le cas gaussien (5.2.10).
Dans le cas omnidirectionnel, nous avons montré que la contribution de la fonc-
tion de skewness est négligeable. Ainsi F devient :
ΔS4  4 λomnir2mss2  16 |∇ρ|2 (5.3.28)
Si nous supposons maintenant, que S4 = λomniS
2
2 comme dans la section 4.4 alors
nous pouvons montrer que ΔS4  4 λomnir2mss2  16 |∇ρ|2, et :
F  mss − Q2z |∇ρ|2 (1 +
2
3
λomni) (5.3.29)
En récapitulant les résultats établis dans cette section, nous pouvons ﬁnalement
déterminer l’expression non gaussienne de la NRCS pour le modèle de diﬀusion
WCA :
σomniWCANG = σ
omni
KANG + σ
omni
12NG + σ
omni
22 (5.3.30)
avec :
σomniKA =
|K|2
Q2z
∫ +∞
0
dr
π
e−iQH ·re−Q
2
zS2/2+Q
4
zS4/24, (5.3.31)
et :
σomni(12) = 2
[
K
∗
T
Q2z
∫
dr
π
e−iQH ·re−Q
2
zS2/2+Q
4
zS4/24
((1 +
2
3
λomni)Δρ + mss)
]
,
(5.3.32)
Il est intéressant de noter que la prise en compte des non gaussianités dans l’expres-
sion de la NRCS de WCA s’eﬀectue seulement via un unique paramètre : le kurtosis
des pentes.
La forme non gaussienne du dernier corrélateur intervenant dans le calcul du
terme σomni22 n’a pas été calculée car aucune forme simple ne permet de l’estimer.
Ce terme correctif est très faible devant les termes dominants σomniKA et σ
omni
(12) . Nous
avons donc supposé que l’impact de la correction de ce terme dans la NRCS n’est
pas très important. Ainsi, aucune correction non gaussienne ne sera apportée au
σomni22 .
5.4 Comparaison entre les modèles de diﬀusion gaus-
siens et non gaussien
Nous comparons, dans cette section, les NRCS modélisées par WCA sous hy-
pothèse gaussienne et la nouvelle version de WCA qui prend en compte les non
gaussianités de la surface. Nous avons choisi de présenter les résultats obtenus pour
un vent faible ( 5 ms−1) puisque la surface est alors fortement non gaussienne. Le
paramètre de kurtosis omnidirectionnel des pentes est ﬁxé égal à la valeur de CM.
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Figure 5.3 – Etude de la correction non gaussienne apportée à la NRCS calculée à
partir du modèle WCA en polarisation verticale en bande C et Ku pour un vent de
5ms−1 avec l’utilisation du spectre d’Elfouhaily
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Figure 5.4 – Etude de la correction non gaussienne apportée à la NRCS calculée à
partir du modèle WCA en polarisation verticale en bande C et Ku pour un vent de
5ms−1 avec l’utilisation du spectre de Kudryavtsev
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Les résultats sont présentés pour les spectres classiques de mer : ﬁgure 5.3 pour le
spectre d’Elfouhaily et ﬁgure 5.4 pour celui de Kudryavtsev. L’analyse de ces courbes
permet de constater que la correction non gaussienne remonte signiﬁcativement la
NRCS aux incidences modérées (15◦ - 20◦). Une diﬀérence de 0.8 dB est observée en
bande C et en bande Ku entre les NRCS des deux versions de WCA pour le spectre
d’Elfouhaily. Elle peut atteindre 1.8 dB en bande Ku avec le spectre de Kudryavtsev.
Pour les vents plus forts, la surface de la mer devient alors plus linéaire et ses sta-
tistiques plus gaussiennes. La diﬀérence observée entre les deux versions du modèle
WCA s’estompe.
5.5 Variation de la NRCS avec la vitesse du vent
Nous souhaitons étudier la diﬀérence entre les NRCS gaussienne et non gaus-
sienne à incidence ﬁxée en fonction du vent. Nous comparons les versions gaussienne
et non gaussienne de WCA pour une incidence θ = 25◦ et pour chacun des deux
spectres utilisés au cours de notre analyse (ﬁgures 5.5 pour le spectre d’Elfouhaily et
5.6 pour le spectre de Kudryavtsev). Ces ﬁgures nous permettent de montrer que la
diﬀérence entre les NRCS gaussienne et non gaussienne est plus importante à vent
faible (de l’ordre de 0.5 dB à 5 ms−1 en bande C et Ku pour le spectre d’Elfouhaily
ou de l’ordre de l’ordre de 0.7 dB à 5 ms−1 en bande C et de 1.7 dB Ku pour le
spectre de Kudryavtsev) qu’à vent fort où elle devient quasiment nulle. Cette consta-
tation permet d’illustrer le fait que la correction apportée au modèle de diﬀusion est
plus importante pour les vents faibles où la mer est moins gaussienne qu’aux vents
plus forts où la mer devient alors plus gaussienne.
5.6 Conclusion
Pour modéliser la NRCS à toutes les incidences, un modèle uniﬁé est nécessaire.
Plusieurs modèles ont été développés ces dernières années comme le LCA ((Elfou-
haily et al., 2003)), Le RCA ((Mouche, 2007)), le GO-SSA ((Soriano and Guérin,
2008)) et le modèles WCA ((Guérin et al., 2004), (Guérin et al., 2010)). Des com-
paraisons entre modèles et données satellitales ou aéroportées dans plusieurs bandes
électromagnétiques et sous diﬀérentes conditions de vents et d’incidence ont mis en
évidence l’échec de ces modèles à modéliser correctement les données. La première
source d’erreur identiﬁée est l’utilisation de statistiques gaussiennes pour la surface
de la mer dans les modèles de diﬀusion qui ne permettent pas par exemple de repro-
duire l’asymétrie upwind/downwind observée sur la variation azimutale de la NRCS
ou les forts niveaux mesurés en polarisation horizontale. Des améliorations ont été
apportées à ces modèles par la prise en compte des non linéarités de la surface via
des statistiques non gaussiennes. Ainsi, Fung et al. ((Fung and Chen, 1991)) pro-
posent une modiﬁcation de l’approximation de kirchhoﬀ pour prendre en compte
les eﬀets de Skewness de la surface. Des versions non gaussiennes des modèles SSA
((Bourlier, 2004), (Nouguier et al., 2010)), LCA et RCA ((Mouche et al., 2007)) ont
été établies.
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Figure 5.5 – Etude de la variation de la NRCS gaussienne (points bleus) et non
gaussienne (points rouges) de WCA avec le vent à incidence ﬁxée (θ = 25◦). Les
résultats sont obtenus à partir du spectre d’Elfouhaily. La bande Ku a été diminué
de 5 dB aﬁn de rendre la ﬁgure plus lisible.
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Figure 5.6 – Etude de la variation de la NRCS gaussienne (points bleus) et non
gaussienne (points rouges) de WCA avec le vent à incidence ﬁxée (θ = 25◦). Les
résultats sont obtenus à partir du spectre de Kudryavtsev. La bande Ku a été diminué
de 5 dB aﬁn de rendre la ﬁgure plus lisible.
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Dans cette optique, une version non gaussienne de WCA est proposée dans ce
chapitre. Après une brève présentation de ce modèle gaussien, nous avons détaillé
la démarche permettant d’aboutir à l’expression de la NRCS non gaussienne. Il
a alors été montré que les non gaussianités dans la NRCS omnidirectionnelle se
paramétrisent seulement à partir du kurtosis des pentes. Le reste du chapitre a
été consacré à la comparaison entre WCA gaussien et non gaussien. Il a alors pu
être observé que la correction apportée permet de remonter le niveau de la NRCS
aux incidences modérées à faibles vents. Le travail suivant consiste à confronter la
NRCS non gausienne de WCA à des données satellitales et aéroportées acquises
dans diﬀérentes bandes électromagnétiques et sous diﬀérentes conditions de vent et
incidences et de vériﬁer la pertinence de la correction apportée.
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Chapitre 6
Comparaison expérimentale des
modèles de diﬀusion au nadir
Dans ce chapitre, nous montrons que les corrections non gaussiennes au nadir
sont nécessaires pour la compatibilité avec les jeux de données multibandes. Une
brève description des jeux de données est rappelée dans une première section. La
deuxième partie du chapitre est consacrée à la comparaison des données avec la
NRCS calculée à partir du modèle de diﬀusion prenant en compte les non linéarités
de la surface. La correction apportée à l’expression de la NRCS fait intervenir le
paramètre de kurtosis des pentes. Ce paramètre est dans un premier temps ﬁxé par
les valeurs mesurées par Cox et Munk. Au vu des résultats de travaux ((Bréon and
Henriot, 2006)) plus récents qui montrent un comportement diﬀérent du kurtosis
en fonction de la vitesse du vent, la question de l’ajustement de ce paramètre est
soulevée.
6.1 Présentation Données
Dans cette section, nous décrivons les diﬀérents jeux de données dont nous dis-
posons pour la confrontation du modèle de diﬀusion à de réelles données radar. Ils
couvrent trois bandes électromagnétiques proches : la bande C (données STORM),
la bande Ku (données TRMM) et la bande Ka (données SRA).
6.1.1 VALPARESO
Les données utilisées en bande C sont des mesures eﬀectuées par le radar STORM
installé sur un avion de recherche de Météo France. Elles ont été acquises au cours
de la campagne VALPARESO (VALidation with a Polarimetric Airbone Radar of
the Envisat SAR over Ocean)((Hauser et al., 2003), (Mouche et al., 2005), (Hauser
et al., 2008)) menée au large des côtes françaises et anglaises entre les mois d’octobre
et novembre 2002.
STORM est un radar à ouverture réelle opérant à 5.35 GHz. Il permet de mesurer la
NRCS en polarisation verticale et horizontale. Ce radar a été installé pour que l’angle
d’incidence moyen soit de 20◦. La largeur du faisceau de ±15◦ permet d’eﬀectuer
des mesures de NRCS pour une gamme d’incidences de 5◦ à 35◦ avec une résolution
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angulaire de 1◦ en incidence. La résolution en distance du radar est d’environ 1.5 m.
Une loi empirique ((Hauser et al., 2008)) a été réalisée à partir de données acquises
en polarisation verticale dans la zone proche nadir c’est à dire pour des incidences
comprises entre 7◦ et 16◦. Les données traitées proviennent de quinze vols diﬀérents
au cours desquels des conditions de vents et d’états de mer très diﬀérents ont été
rencontrés. Une expression des mss upwind et crosswind paramétrée à partir de
la vitesse de vent a été établie pour des vents de 4 ms−1 à 16 ms−1. La NRCS
omnidirectionnelle est ensuite calculée à partir de ces équations paramétriques grâve
au modèle de l’optique géométrique. L’estimation de la vitesse du vent provient de
la bouée Pharos survolée pendant la campagne.
6.1.2 TRMM
Un satellite a été mis en orbite au mois de Novembre en 1997 dans le cadre de la
campagne Tropical Rainfall Mapping Mission(TRMM) (Kummerow et al., 1998). A
bord du satellite, est installé un radar à impulsions en polarisation horizontale. Ce
radar opère en bande KU (18 GHz). Pour cette mission, le radar à précipitations est
utilisé pour mesurer les précipitations dans les tropiques. Cependant, il enregistre
également le signal rétrodiﬀusé par la surface de la mer en absence de pluie.
Le radar dispose de 49 positions de faisceau, ce qui permet de balayer très ﬁnement
la surface de la mer pour des incidences comprises entre −18◦ et 18◦. Les données
dont nous disposons ont été récoltées au cours de l’année 2003. Il est aussi à noter
que pour l’instant le radar à précipitations est le seul à fournir des données en bande
Ku dans la région nadir avec une telle résolution angulaire (0.7◦ ). Les données ont
été acquises pour des états de mer et des conﬁgurations de vent très variés.
Dans l’article de Tran et la (Tran et al., 2007), les données des altimètres JASON-1
et ENVISAT ont été associées aux mesures du radar à précipitations pour complé-
ter la description de la NRCS en termes d’incidences, vitesse de vent et hauteur
signiﬁcative de la surface.
6.1.3 SOWEX
Pour les données en bande Ka, nous utilisons les mesures de l’altimètre : le Scan-
ning Radar Altimeter (SRA). Il opère à 36 GHz et mesure le signal rétrodiﬀusé en
polarisation verticale seulement. Cet altimètre a été monté sur un avion de recherche
et utilisé durant la campagne SOWEX (Southern Ocean Waves EXperiment)((Walsh
et al., 2008)) qui a eu lieu en juin 1992 au large des côtes de Tasmanie.
Le faisceau radar de l’altimètre balaie, tous les degrés, les incidences comprises entre
−22◦ et 22◦. Les données ont été collectées pendant six vols diﬀérents sous diﬀérentes
conditions de vents et d’états de mer.
La calibration de l’altimètre n’étant pas connue, les auteurs ont choisi d’analyser la
NRCS relative c’est à dire normalisée par sa valeur maximale.
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Figure 6.1 – NRCS omnidirectionnelles relatives en bande C, Ku et Ka d’après l’ap-
proximation de Kirchhoﬀ (KA) sous hypothèse gaussienne pour un vent de 11 ms−1
comparées aux données issues des campagnes de mesures VALPARESO (Bande C),
TRMM (Bande Ku) et SOWEX (Bande Ka). Deux spectres omnidirectionnels ont
été utilisés : les modèles de spectres d’Elfouhaily (Elf)et de Kudryavtsev (Kudry).
Pour plus de clarté, les courbes de la bande Ku et Ka ont été dimninué de 4.5 dB
et 9 dB, respecivement.
6.2 Comparaison Nadir
Dans cette section, nous confrontons l’approximation de Kirchhoﬀ classique aux
trois jeux de données que nous venons de décrire. Nous limitons notre étude à ce
modèle de diﬀusion puisque nous avons montré dans le quatrième chapitre que les
approximations GO et GO4 ont un domaine de validité restreint (aux alentours de
10◦).
6.2.1 Comparaison expérimentale des modèles de diﬀusion gaus-
sien
Nous comparons la modélisation de la NRCS omnidirectionnelle à partir de l’ap-
proximation de Kirchhoﬀ sous hypothèse gaussienne à des données expérimentales
mesurées dans trois bandes électromagnétiques diﬀérentes : en bande C, Ku et Ka.
Pour chaque bande, la NRCS est calculée à partir des deux spectres de mer om-
nidirectionnels usuels : le spectre d’Elfouhaily et de Kudryavtsev. Pour facilité la
lecture de la ﬁgure 6.1, un oﬀ-set de −4 dB et −9 dB est appliqué aux courbes des
bandes Ku et Ka respectivement. Il est important de noter que les NRCS représen-
tées dans la ﬁgure 6.1 sont des NRCS relatives c’est à dire qu’elles sont normalisées
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par leur maximum. Ainsi, nous ne pouvons analyser que la forme de la NRCS. Cette
contrainte est imposée par la méconnaissance de la calibration des données en bande
Ka.
L’analyse de la ﬁgure 6.1 permet de remarquer que la NRCS sous hypothèse gaus-
sienne de l’approximation de Kirchhoﬀ a une décroissance trop lente avec l’incidence
par rapport à la forme des données. Nous observons donc de grandes diﬀérences entre
la modélisation théorique et les mesures expérimentales pouvant atteindre 2 dB en
bande Ka à 15◦. De plus, il semble que les NRCS calculées par l’approximation
de Kirchhoﬀ combinée au spectre de Kudryavtsev soient de façon générale moins
satisfaisantes. Ces observations peuvent se généraliser à d’autres vitesses de vent.
Ces conclusions mettent ainsi en évidence l’échec des méthodes classiques à mo-
déliser correctement les données en bande C, Ku et Ka au nadir dans l’hypothèse
des statistiques gaussiennes de la surface de la mer . Une comparaison réalisée dans
le chapitre 3 entre les NRCS gaussienne et non gaussienne de l’approximation de
Kirchhoﬀ montrent que la correction non gaussienne permet une décroissance plus
rapide de la NRCS. La section suivante étudie l’inﬂuence de la correction non gaus-
sienne sur les performances du modèle.
6.2.2 Comparaison expérimentale des modèles non gaussiens
La première partie de notre étude analyse la pertinence de la correction apportée
à l’expression de la NRCS dans la zone proche nadir. La valeur de l’excès de kurtosis
se base alors sur les mesures de référence de CM λomni  0.4. Cependant, des travaux
plus récents (Bréon and Henriot, 2006) ont montré un comportement non monotone
de l’excès de kurtosis avec la vitesse du vent. Nous considérons cette hypothèse
dans une deuxième étude en cherchant la valeur optimale de l’excès de kurtosis pour
chaque spectre de mer et chaque vitesse du vent.
Sous cette hypothèse, nous calculons la NRCS pour les trois bandes électroma-
gnétiques et chacun des deux spectres. A cette étape de l’étude, il est important de
rappeler que chaque spectre possède ses propres caractéristiques en terme de forme,
de mss totales et ﬁltrées, de courbure. Nous avons déjà mentionné le fait que cer-
taines caractéristiques des spectres peuvent parfois être contradictoires (notamment
sur le plan de la forme) ce qui peut engendrer des diﬀérences signiﬁcatives de formes
et de niveaux de NRCS.
La ﬁgure 6.2 rassemble les résultats de la modélisation de la NRCS pour chaque
bande électromagnétique et pour les deux spectres étudiés dans le cadre de l’ap-
proximation de Kirchhoﬀ corrigée des eﬀets de kurtosis. De la comparaison des deux
ﬁgures 6.1 et 6.2, il peut eﬀectivement être remarqué une amélioration des résul-
tats surtout pour la NRCS calculée grâce au spectre d’Elfouhaily. Toutefois, nous
pouvons également apercevoir que quelques diﬀérences persistent en bande C et Ka
pour les angles modérés (≥ 10◦).
Aﬁn de juger objectivement la qualité de la modélisation de la NRCS, nous intro-
duisons un critère d’erreur facilement calculable puisqu’il est déﬁni par la diﬀérence
en dB entre la NRCS théorique et les données. Il s’écrit donc :
ε = 〈
∣∣∣(σ0omni(model))dB − (σ0omni(data))dB
∣∣∣〉 (6.2.1)
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Figure 6.2 – NRCS omnidirectionnelles relatives en bande C, Ku et Ka d’après
l’approximation de Kirchhoﬀ (KA) avec l’inclusion des corrections non gaussiennes
pour un vent de 11 ms−1. Elles sont comparées aux données issues des campagnes
de mesure VALPARESO (bande C), TRMM (bande Ku) et SOWEX (bande Ka).
La valeur du kurtosis utilisé pour ces courbes est celle mesurée par Cox et Munk
(soit λomni = 0.4. Deux spectres omnidirectionnels ont été utilisés : les modèles
de spectres d’Elfouhaily (Elf)et de Kudryavtsev (Kudry). Pour plus de clarté, les
courbes de la bande Ku et Ka ont été diminuées de 4.5 dB et 9 dB, respectivement.
Il est à noter que les lettres NG signiﬁent Non Gaussien.
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KA G KA NG
ws C Ku Ka C Ku Ka
5 0.10 0.20 0.64 0.30 0.66 0.10
7 0.15 0.13 0.74 0.23 0.62 0.23
9 0.47 0.42 0.74 0.18 0.17 0.27
11 0.64 0.55 0.64 0.25 0.09 0.27
13 0.74 0.55 0.05 0.34 0.09 0.44
15 0.81 0.52 0.13 0.40 0.09 0.23
Table 6.1 – Critère d’Erreur pour la modélisation à partir du spectre d’Elfouhaily
en fonction de la vitesse du vent. La valeur d’excès de kurtosis est ﬁxée à la valeur
de référence λomni = 0.4. Aﬁn de faciliter la lecture de ce tableau, les valeurs en gras
représentent le critère d’erreur minimum pour une bande électromagnétique donnée.
KA G KA NG
ws C Ku Ka C Ku Ka
5 0.40 0.90 1.20 0.51 0.36 0.72
7 1.09 1.04 1.31 0.71 0.51 0.87
9 1.24 1.14 0.99 0.85 0.64 0.60
11 1.33 1.12 0.82 0.94 0.64 0.46
13 1.39 1.03 0.04 1.02 0.58 0.29
15 1.44 0.96 0.22 1.07 0.53 0.10
Table 6.2 – Critère d’Erreur pour la modélisation à partir du spectre de Kudryavt-
sev en fonction de la vitesse du vent. La valeur d’excès de kurtosis est ﬁxée à la
valeur de référence λomni = 0.4. Aﬁn de faciliter la lecture de ce tableau, les valeurs
en gras représentent le critère d’erreur minimum pour une bande électromagnétique
donnée.
Ce même critère a d’abord été introduit par Voronovich dans (Voronovich and Za-
vorotny, 2001) pour quantiﬁer l’erreur commise entre les NRCS théoriques et ex-
périmentales. Le critère d’erreur dans notre cas est déterminé par la moyenne des
diﬀérences entre modèles et données sur toutes les incidences. Contrairement au cri-
tère déﬁni dans le premier article que nous avons publié, nous estimons un critère
d’erreur par bande. En eﬀet, notre objectif est de réaliser une analyse conjointe des
jeux de données et ainsi, avec un critère d’erreur par bande, il est plus facile de
vériﬁer la qualité de la reconstruction de la NRCS dans chaque bande.
Les tableaux 6.1 et 6.2 rassemblent les critères d’erreur calculés pour les modé-
lisations à partir du spectre d’Elfouhaily et de Kudryavtsev respectivement pour la
version gaussienne (les trois premières colonnes) et la version non gaussienne (les
trois dernières colonnes) de l’approximation de Kirchhoﬀ . Les valeurs en gras re-
présentent le crtière d’erreur minimum pour la bande électromagnétique étudiée. Il
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est indéniable que la correction apportée au modèle de diﬀusion est très pertinente
en bande C et Ku pour les vents supérieurs à 7 ms−1. Cette remarque est aussi
valable pour la bande Ka par petits vents notamment. A plus grand vent (13 ms−1),
la surface de la mer devient plus gaussienne et la correction du modèle de diﬀu-
sion n’est plus nécessairement pertinente. Cette hypothèse permet d’expliquer les
meilleurs critères d’erreur obtenus sous statistiques gaussiennes. Ces commentaires
s’appliquent aussi bien pour le spectre d’Elfouhaily que celui de Kudryavtsev. En
ce qui concerne les vents faibles, nous observons que l’erreur de modélisation de la
NRCS est plus petite dans l’hypothèse de statistiques gaussiennes notamment avec
l’utilisation du spectre d’Elfouhaily. Ceci peut être expliqué par la valeur du kurtosis
qui n’est peut être pas appropriée. En eﬀet, la valeur que nous avons utilisée dans le
cadre de cette étude est la valeur de référence mesurée par CM. Toutefois, d’autres
études ((Bréon and Henriot, 2006)) tendent à montrer que le kurtosis des pentes
n’est pas nécessairement constant. Ainsi, nous pouvons supposer que la valeur de
kurtosis de CM n’est pas adaptée.
A partir de ces tableaux, nous pouvons également émettre des hypothèses quant
à la qualité des spectres de mer. En eﬀet, nous pouvons remarquer que de façon
quasi systématique les critères d’erreur sont plus faibles dans le tableau 6.1 pour les
bandes C et Ku. Il semblerait donc que le spectre d’Elfouhaily soit plus approprié
pour la modélisation de la NRCS dans ces bandes notamment. Pour la bande Ka, il
semblerait que ce soit le spectre de Kudryavtsev qui soit le plus pertinent à utiliser
pour la modélisation de la NRCS. Ces diﬀérences peuvent être expliquées d’une part
par la forme des spectres. En eﬀet, la caractéristique principale du spectre d’Elfou-
haily est de posséder un pic aux longueurs d’onde correspondant à la gamme des
bandes C et Ku alors que le spectre de Kudryavstev présente un creux dans ces
échelles. Quant à la bande Ka, le spectre de Kudryavtsev présente un pic au niveau
des vagues de capillarité de longueur d’onde de l’ordre du millimètre alors que le
spectre d’Elfouhaily n’en tient pas compte. D’autre part, les diﬀérences observées
peuvent également provenir de la qualité des spectres à respecter la mss totale me-
surée par CM. En eﬀet, nous savons que la mss joue un rôle très important dans le
calcul de la NRCS au nadir. Si elle est surestimée, ce qui est le cas pour ces deux
spectres, la forme de la NRCS ne décroit alors pas suﬃsamment vite. L’ajout du pa-
ramètre de kurtosis contribue à l’amélioration de la forme de la NRCS. Des valeurs
plus fortes du coeﬃcient de kurtosis peuvent alors être envisagées.
Même si la modélisation de la NRCS est maintenant acceptable quel que soit le
spectre utilisé, nous pouvons nous interroger sur la pertinence d’ajuster le paramètre
de kurtosis en fonction du spectre de mer et de la vitesse du vent. Cette question
a déjà été soulevée par Breon et Henriot (Bréon and Henriot, 2006) puisqu’ils ont
montré que l’excès de kurtosis a une variation non monotone avec la vitesse de vent.
Cette possibilité est envisagée dans la suite de ce chapitre.
6.2.3 Ajustement du coeﬃcient de kurtosis
Il ressort des travaux de Breon et Heriot (Bréon and Henriot, 2006) que le co-
eﬃcient de kurtosis semble avoir un comportement non monotone avec la vitesse
du vent. Cependant, les variations observées pour ce paramètre étant relativement
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KA NG Cox KA NG Kurtosis
ws C Ku Ka C Ku Ka
5 0.30 0.66 0.10 0.18 0.36 0.40 0.20
7 0.23 0.62 0.23 0.14 0.39 0.44 0.25
9 0.18 0.17 0.27 0.18 0.25 0.21 0.44
11 0.25 0.09 0.27 0.21 0.20 0.12 0.50
13 0.34 0.09 0.44 0.37 0.11 0.40 0.37
15 0.40 0.09 0.23 0.37 0.09 0.27 0.42
Table 6.3 – Critère d’Erreur pour la modélisation à partir du spectre d’Elfouhaily
en fonction de la vitesse du vent. La valeur d’excès de kurtosis est ajustée en fonction
de la vitesse du vent et est reportée dans la dernière colonne du tableau
KA NG Cox KA NG Kurtosis
ws C Ku Ka C Ku Ka
5 0.51 0.36 0.72 0.48 0.21 0.23 0.68
7 0.71 0.51 0.87 0.45 0.25 0.20 0.78
9 0.85 0.64 0.60 0.42 0.20 0.08 0.80
11 0.25 0.09 0.27 0.45 0.16 0.16 0.80
13 1.02 0.58 0.29 0.64 0.16 0.67 0.69
15 1.07 0.53 0.10 0.63 0.10 0.54 0.73
Table 6.4 – Critère d’Erreur pour la modélisation à partir du spectre de Kudryavt-
sev en fonction de la vitesse du vent. La valeur d’excès de kurtosis est ajustée en
fonction de la vitesse du vent et est reportée dans la dernière colonne du tableau
faibles, l’utilisation de constantes pour les trois coeﬃcients relatifs au kurtosis des
pentes est préconisée : ⎧⎪⎨
⎪⎩
λ40 = 0.3 ± 0.05
λ04 = 0.4 ± 0.1
λ22 = 0.12 ± 0.03
(6.2.2)
Cette étude nous amène ainsi à considérer la possibilité d’ajuster le coeﬃcient
de kurtosis en fonction de la vitesse du vent.
La détermination de ce paramètre λomni est réalisée à partir d’une routine stan-
dard "lsqnonlin" qui repose sur la minimisation d’une fonction coût par la méthode
des moindres carrés :
χ =
∣∣∣(σ0omni(model))dB − (σ0omni(data))dB
∣∣∣2 (6.2.3)
Cette routine est utilisée pour les problèmes de minimisation non linéaires à plusieurs
paramètres. Elle est basée sur l’algorithme décrit dans la publication (Coleman and
Li, 1993). L’algorithme proposé donne le n-uplet solution qui minimise une fonction
par la méthode des moindres carrés. Dans notre étude, nous cherchons le paramètre
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de kurtosis optimal λomni (déﬁni au chapitre 3 dans l’équation 3.8.85) pour chaque
vitesse de vent et pour chaque spectre.
Nous souhaitons comparer la qualité de la modélisation non gaussienne de la
NRCS avec le paramètre constant de CM et ce nouveau coeﬃcient de kurtosis ajusté
en fonction de la vitesse du vent et du spectre de mer. Aﬁn d’en juger objectivement,
nous calculons les mêmes crtières d’erreur déﬁnis dans la section précédente pour
chacun des spectres. Les tableaux 6.3 et 6.4 regroupent ainsi ces critères d’erreur
pour le spectre d’Elfouhaily et de Kudryavtsev respectivement. Aﬁn de faciliter
la comparaison, les trois premières colonnes du tableau reprennent les erreurs des
tableaux 6.1 et 6.2 pour le modèle de diﬀusion non gaussien. La dernière colonne de
ces tableaux contient les valeurs ajustées du paramètre de kurtosis omnidirectionnel.
Même si l’analyse des tableaux nous montrent globalement une amélioration de la
modélisation de la NRCS pour les trois bandes électromagnétiques lorsque le kurtosis
est adapté au spectre, nous pouvons tout de même remarquer que les erreurs sont
du même ordre de grandeur.
Quant à l’étude du comportement du kurtosis, il semble que les valeurs déter-
minées pour le spectre d’Elfouhaily soient plus proches de la valeur de référence
même si nous pouvons noter des valeurs plus faibles à petit vent. Ce phénomène
peut s’expliquer par le fait que la mss totale du spectre d’Elfouhaily est proche des
contraintes optiques mesurées par CM pour les vitesses de vent inférieures à 7 ms−1.
Ainsi, la modélisation de la NRCS au nadir étant fortement dépendante de la mss,
les résultats issus de l’approximation de Kirchhoﬀ sont satisfaisants en statistiques
gaussiennes. La correction non gaussienne apportée est donc moins conséquente et
le kurtosis ajusté est plus faible que la valeur de référence 0.4.
Les valeurs du kurtosis calculées pour le spectre de Kudryavtsev semblent moins
réalistes. Ceci peut être justiﬁé par le fait que ce spectre n’est pas adapté pour la
modélisation de la NRCS à partir de l’approximation de Kirchhoﬀ pour les bande
C et Ku principalement. Ce problème provient sans doute de sa forme mais aussi à
sa surestimation des diﬀérentes mss du fait de la forte dépendance de la NRCS à la
mss totale dans ces gammes d’incidence.
Finalement, nous pouvons noter que nous retrouvons eﬀectivement un comporte-
ment non monotone des paramètre de kurtosis ajustés pour le spectre d’Elfouhaily
et de Kudryavtsev avec un minimum atteint pour une vitesse de vent d’environ
12ms−. Nous remarquons également que les variations de ce coeﬃcient en fonction
de la vitesse du vent restent également assez faibles. Ces résultats semblent donc
conﬁrmer les observations de Bréon et Henriot (Bréon and Henriot, 2006).
Aﬁn d’avoir une meilleure visualisation de ces résultats, nous donnons un exemple
dans la ﬁgure 6.3 de la modélisation de la NRCS non gaussienne de l’approximation
de Kirchhoﬀ dans les trois bandes électromagnétiques et pour les deux spectres de
mer, le paramètre de kurtosis ayant été adapté pour chacun des deux spectres. Les
courbes ont été tracées pour une vitesse de vent de 11 ms−1. Nous pouvons ainsi
observé que l’ajustement du kurtosis en fonction du spectre de mer permet d’amé-
liorer encore les résultats obtenus à partir du kurtosis de référence notamment pour
le spectre de Kudryavtsev.
Au vu de la faible amélioration apportée par l’ajustement de la valeur de l’excès
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Figure 6.3 – NRCS omnidirectionnelles relatives en bande C, Ku et Ka d’après
l’approximation de Kirchhoﬀ (KA) avec l’inculsion des corrections non gaussiennes
pour un vent de 11 ms−1. Elles sont comparées aux données issues des campagnes de
mesure VALPARESO (bande C), TRMM (bande Ku) et SOWEX (bande Ka). La
valeur du kurtosis utilisé pour ces courbes est optimisée pour chaque spectre. Deux
spectres omnidirectionnels ont été utilisés : les modèles de spectres d’Elfouhaily
(Elf)et de Kudryavtsev (Kudry). Pour plus de clarté, les courbes de la bande Ku et
Ka ont été diminuées de 4.5 dB et 9 dB, respectivement. Il est à noter que les lettres
NG signiﬁent Non Gaussien.
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de kurtosis, il n’est pas nécessaire de prendre un kurtosis diﬀérent pour chaque
spectre et nous conservons donc la valeur mesurée par Cox et Munk. De cette étude,
nous pouvons retenir que l’ajustement de kurtosis va en fait compenser les faiblesses
des spectres de mer (le non respect des contraintes optiques par exemple). Nous
pouvons donc considérer l’opération d’ajustement comme un test de validité des
spectres de mer.
6.2.4 Étude de la variation de la NRCS avec la vitesse du vent
L’objectif de cette section est de comparer les NRCS gaussienne et non gaussienne
de l’approximation de Kirchhoﬀ en fonction de la vitesse du vent pour une incidence
ﬁxée à θ = 14◦. Les ﬁgures 6.4 et 6.5 présentent les résultats obtenus pour le spectre
d’Elfouhaily et de Kudryavtsev respectivement. Ces estimations théoriques de la
NRCS sont comparées aux données expérimentales en bande C, Ku et Ka présentées
en début de chapitre. Il faut noter que pour cette étude, les valeurs de kurtosis
ont été optimisées pour chaque spectre. L’analyse des ﬁgures 6.4 et 6.5 met en
évidence que la correction non gaussienne permet de diminuer le niveau de la NRCS
et donc d’obtenir un meilleur accord entre les NRCS modélisées et expérimentales
pour toutes les vitesses de vent. Toutefois, des diﬀérences trop marquées persistent
encore à vent fort notamment en bande C pour chacun des spectres étudiés. Il
semble donc que dans le cas omnidirectionnel, il est diﬃcile d’obtenir un accord
entre le modèle théorique corrigé et les données pour toutes les bandes et toutes les
vitesses de vent en considérant ces deux spectres de mer. La question de la qualité
des spectres a déjà été abordée au vu des valeurs aberrantes obtenues pour le kurtosis
omnidirectionnel ajusté. Ces constatations permettent alors d’envisager une nouvelle
hypothèse de travail sur une autre paramétrisation du spectre de mer.
6.3 Conclusion
L’objectif de ce chapitre est de confronter l’approximation de Kirchhoﬀ dans sa
version non gaussienne à des jeux de données multi-bande. De ces comparaisons, il
ressort que la correction non gaussienne du modèle de diﬀusion est nécessaire pour
que la NRCS théorique soit conforme aux données. Dans cette première étude, le
paramètre de kurtosis est ﬁxé. Dans un deuxième temps, nous ajustons ce paramètre
en fonction de la vitesse du vent et du spectre. Ainsi, il peut être observé que l’ajus-
tement du paramètre de kurtosis n’apporte pas une amélioration assez signiﬁcative.
Il va seulement permettre d’estimer la qualité des spectres de mer classiques. La
même démarche est employée dans le prochain chapitre pour comparer le modèle
WCA non gaussien à des données expérimentales en bande C et Ku.
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Figure 6.4 – Etude de la variation de la NRCS de l’approximation de Kirchhoﬀ
gaussienne (points bleus) et non gaussienne (points rouges) avec la vitesse du vent
en utilisant le spectre d’Elfouhaily. L’excès de kurtosis omnidirectionnel des pentes
est égal à la valeur de référence de CM (0.4). L’incidence est ﬁxée à θ = 14◦. Les
bandes Ku et Ka ont été diminuées de 5 dB et 10 dB respectivement aﬁn de rentre
la ﬁgure plus lisible.
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Figure 6.5 – Etude de la variation de la NRCS de l’approximation de Kirchhoﬀ
gaussienne (points bleus) et non gaussienne (points rouges) avec la vitesse du vent en
utilisant le spectre de Kudryavtsev. L’excès de kurtosis omnidirectionnel des pentes
est égal à la valeur de référence de CM (0.4). L’incidence est ﬁxée à θ = 14◦.Les
bandes Ku et Ka ont été diminuées de 5 dB et 10 dB respectivement aﬁn de rentre
la ﬁgure plus lisible.
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Chapitre 7
Comparaison expérimentale à grande
incidence
7.1 Présentation des données
7.1.1 NSCAT
Les données ont été acquises par le diﬀusiomètre NSCAT installé sur le satellite
ADEOS. Ce diﬀusiomètre opère en bande Ku (13.6 GHz) et réalise des mesures du
signal diﬀusé en polarisation horizontale et en polarisation verticale. La campagne
de mesure s’est déroulée entre les mois de Mai et Juin 1997 (Quilfen et al., 1999).
Diverses conditions d’états de mer et de vents ont été rencontrées au cours de cette
campagne. Le diﬀusiomètre permet de mesurer la NRCS pour des incidences com-
prises entre 18◦ et 54◦. Aucune information sur la calibration du diﬀusiomètre et
par conséquent sur le jeu de données n’est disponible. Puisque nous savons que les
données de la mission TRMM sont au moins calibrées relativement, nous comparons
les données mesurées par NSCAT et les données récoltées dans le cadre de TRMM.
Quelques incidences sont couvertes simultanément par les deux jeux de données et
permettent ainsi d’avoir une idée de leur calibration. La comparaison est réalisée sur
la ﬁgure 7.1. Nous pouvons observer qu’un bon accord existe entre les deux jeux de
données de la bande Ku puisque la diﬀérence est inférieure à 0.8 dB.
Des traitements classiques sont appliqués aux données aﬁn de rendre les jeux de
données plus facilement exploitables. Ils seront abordés dans la section 7.2.
7.1.2 ASAR
Ce jeux de données a été acquis par le radar à ouverture synthétique nommé
Advanced Synthetic Aperture Radar (ASAR) pendant quatre semaines en 2005 et
quatre autres en 2007 (Mouche et al., 2006). Ce radar est installé à bord du satellite
ENVISAT et opère en bande C. Il couvre des incidences de 20◦ à 35◦. Il est capable
de mesurer le signal rétrodiﬀusé alternativement en polarisation verticale et hori-
zontale. Ces données ont été acquises pour diﬀérentes conditions de vent et d’états
de mer. Aﬁn de vériﬁer la calibration de ce jeu de données au moins pour la pola-
risation verticale, les données en bande C peuvent être comparées au modèle semi
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Figure 7.1 – Comparaison Des NRCS omnidirectionnelles calculées soit à partir
du spectre omnidirectionnel soit à partir du spectre directionnel pour un vent de
11ms−1 en bande C
empirique CMOD-5. CMOD-5 a été construit à partir des données en polarisation
verticale acquises par un diﬀusiomètre monté sur le satellite ERS2. Ce modèle semi
empirique fournit une section eﬃcace radar en fonction du vent et de l’azimut pour
des incidences entre 20◦ et 60◦. Les données utilisées pour établir ce modèle ont été
calibrées. Ainsi, en supposant que les mesures ne dépendent pas de l’instrument,
une comparaison entre des données acquises en bande C en polarisation verticale
et la NRCS modélisée par CMOD-5 permet de vériﬁer leur calibration. N’ayant pas
d’informations particulières sur la calibration des données ASAR, une comparaison
a été eﬀectuée et est tracée sur la ﬁgure 7.1. De très faibles diﬀérences (inférieures
à 0.5 dB) entre les données ASAR et le modèle CMOD sont visibles. Nous pouvons
donc considérer que ce jeu de données est bien calibré.
7.2 Traitement des données
7.2.1 NSCAT
Les données en bande Ku ont déjà été traitées par le CERSAT de façon à fournir
3 matrices pour chaque polarisation. Chaque matrice est composée de 3 colonnes.
La première contient les données de vent, la deuxième les angles d’incidence et
la dernière les mesures du signal diﬀusé. Les données qui nous ont été fournies
sont en fait une représentation paramétrique des observations exprimée à partir des
coeﬃcients des séries de Fourier a0, a1 et a2. En eﬀet, il est courant d’écrire la
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NRCS azimutale à partir d’une série de Fourier de la direction azimutale avec deux
harmoniques :
σ0 = a0 + a1 cosφ + a2 cos 2φ (7.2.1)
où σ0 représente la NRCS et φ la direction du vent. Ainsi, chaque matrice par
polarisation correspond à un coeﬃcient. Chaque coeﬃcient est donc associé à un
angle d’incidence et une vitesse de vent.
Nous avons trié les données par vent puis par incidences croissantes. Une interpo-
lation angulaire a été réalisé quand nécessaire pour assurer le même pas en incidence
dans les trois bandes. Un lissage par une moyenne glissante sur 2◦ a été eﬀectué.
Aucune information particulière n’est donnée sur l’incertitude des mesures. Nous ne
représentons donc pas ces données avec des barres d’erreur.
7.2.2 ASAR
Des prétraitements sur les données ASAR ont été eﬀectués par Alexis Mouche
(CLS, Brest) (masque de terre et mesure de bruit instrumental). Les données sont
regroupées dans deux matrices : une pour chaque polarisation. Chaque matrice
contient 9 colonnes :
1. Colonne 1 : Vitesses de vent estimées par ASCAT
2. Colonne 2 : Direction du vent estimée par ASCAT
3. Colonne 3 : Vitesses de vent estimées par ASAR
4. Colonne 4 : Direction du vent estimée par ASAR
5. Colonne 5 : Angles d’incidence
6. Colonne 6 : Signal rétrodiﬀusé
7. Colonne 7 : longitude
8. Colonne 8 : latitude
9. Colonne 9 : Angle entre le Nord et la direction de la trace du satellite
Nous devons tout d’abord commencer par débruiter ces deux matrices. En eﬀet,
une contribution de bruit instrumental est à retirer des valeurs de la NRCS. Les
valeurs du bruit varient avec l’incidence. Le bruit est supposé additif. Les valeurs de
bruit fournies par CLS étant en dB, nous appliquons :
σdebruite0 = σ
bruite
0 − 10
bruit
10 (7.2.2)
Le bruit estimé est un bruit moyen calculé sur un grand nombre de mesures pour
une période de temps donné.
Nous n’avons pas accès directement à l’estimation de la direction du vent. Tou-
tefois elle peut être déterminée à partir de la trace du satellite et de l’estimation
de la direction du vent par rapport à la position du diﬀusiomètre ASCAT colocalisé
avec ASAR. Elle est calculée par la relation suivante :
φ = [[90 + traceASAR − [dirASCAT + 180]%360] + 360]%360 (7.2.3)
La première étape de notre travail sur les données est la même que pour les don-
nées en bande Ku. Nous sélectionnons d’abord les données en fonction de la vitesse
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du vent choisie. Nous conservons seulement les colonnes relatives à la mesure de la
NRCS, aux angles d’incidence, de la direction du vent déterminée par la formule
7.2.3. Au cours de la sélection de ces sous matrices, nous devons également vériﬁer
qu’il n’y a pas de valeurs aberrantes de la NRCS. Pour ce faire, nous choisissons un
seuil réaliste et nous enlevons ensuite simplement les valeurs de la NRCS supérieures
au seuil .
Pour un vent et une incidence donnée, une grande dispersion est observée sur
les niveaux de NRCS (cf. ﬁgure 7.2. Pour rendre les données exploitables pour les
comparaisons de modèle, elles sont approchées par un développement en série de
Fourier azimutale à 2 harmoniques. Pour ce faire, nous déﬁnissons une fonction coût
qui :
χ =
∑
φi
[
σdonnees0 (φi) − σFourier0 (φi)
]2
(7.2.4)
où σFourier0 = a0 + a1 cosφ + a2 cos 2φ. La condition des moindres carrés s’écrit :
∂χ
∂a0
= 0,
∂χ
∂a1
= 0,
∂χ
∂a2
= 0,
(7.2.5)
ce qui revient à : ∑
φi
[
σdonnees0 (φi) − σFourier0 (φi)
]
= 0,
⎡
⎣∑
φi
[
σdonnees0 (φi) − σFourier0 (φi)
]⎤⎦ cosφ = 0,
⎡
⎣∑
φi
[
σdonnees0 (φi) − σFourier0 (φi)
]⎤⎦ cos 2φ = 0,
(7.2.6)
La résolution de ce système permet d’extraire les coeﬃcient a0, a1 et a2. Un
exemple de reconstruction de la NRCS azimutale à partir de la série de Fourier est
présenté dans la ﬁgure 7.2 en rouge. Il peut alors être observé que la NRCS ainsi
calculée reproduit exactement les variations azimutales.
7.3 Comparaison avec les modèles
7.3.1 Sous hypothèse gaussienne
La NRCS omnidirectionnelle modélisée à partir de WCA est comparée aux deux
jeux de données présentés dans les sections précédentes. Les comparaisons se limitent
dans une première étude à la polarisation verticale. Nous avons choisi de continuer
notre étude en considérant les deux spectres classiques d’Elfouhaily et de Kudryavt-
sev.
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Figure 7.2 – Comparaison entre les données ASAR (en bleu) en polarisation ver-
ticale pour un vent de 5 ms−1 avec la NRCS reconstruite à partir de la série de
Fourier en rouge
Les ﬁgures présentées ici montrent deux exemples de comparaison entre la NRCS
modélisée par WCA sous statistiques gaussiennes et les données en bande C et Ku.
Nous avons choisi de présenter les résultats obtenus pour deux vitesses de vents dif-
férentes : un vent faible de vitesse 5 ms−1 et un vent modéré de vitesse 11 ms−1. Les
courbes relatives à la bande Ku ont été diminuées de 10 dB aﬁn de rendre la ﬁgure
plus lisible. Avant de commenter ces ﬁgures, nous devons préciser que les NRCS tra-
cées ici sont des NRCS absolues et non plus relatives. Ainsi, les niveaux des NRCS
peuvent également être pris en compte dans notre analyse.
Une première analyse des courbes 7.3 et 7.4 permet d’observer une diﬀérence de
forme très importante entre les données et la NRCS modélisée à partir du spectre
de Kudryavtsev. Cette remarque peut être eﬀectuée pour les deux vitesses de vent.
Cette disparité de forme peut être expliquée par la forme du spectre de Kudryavtsev.
En eﬀet, le décrochage de la NRCS qui intervient pour des incidences supérieures
à 30◦ aussi bien en bande C et Ku provient de la forme du spectre de Kudryavtsev
dans les échelles de 2 à 5 cm. En eﬀet, de la ﬁgure du premier chapitre représen-
tant la courbure omnidirectionnelle des spectres classiques, nous pouvons voir que
le spectre de Kudryavtsev présente un creux dans ces gammes d’échelles. Ce creux
va donc induire un niveau beaucoup trop bas de la NRCS. A contrario, la caracté-
ristique principale du spectre d’Elfouhaily est de posséder un pic d’énergie centré
autour des vagues de longueur d’onde 2 cm environ. Il est donc normal de constater
que la forme de la NRCS est correcte. Le spectre de Kudryavstev ne semble donc
pas fournir de résultats pertinents. nous allons donc nous concentrer plutôt sur la
reconstruction de la NRCS à partir du spectre d’Elfouhaily.
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Figure 7.3 – Comparaison entre les NRCS calculées à partir du modèle de diﬀusion
WCA sous statistiques gaussiennes et des données en bande C et en bande Ku pour
une vitesse de vent 5ms−1
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Figure 7.4 – Comparaison entre les NRCS calculées à partir du modèle de diﬀusion
WCA sous statistiques gaussiennes et des données en bande C et en bande Ku pour
une vitesse de vent 11ms−1
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Dans un deuxième temps, nous pouvons remarquer qu’il existe une diﬀérence non
négligeable de niveau entre la NRCS modélisée et les données de l’ordre de 2 dB en
bande C et à vents faibles. Cette diﬀérence est moindre à vents plus forts. Pour la
bande Ku, la NRCS théorique semble correspondre assez bien aux données. Ce phé-
nomène peut provenir de deux explications possibles. Tout d’abord, cette disparité
peut provenir du niveau trop faible du spectre pour les échelles proches de 5 cm. Un
niveau trop faible du spectre va nécessairement engendrer un niveau trop faible de la
NRCS. Toutefois, elle peut également être due à l’hypothèse erronée des statistiques
gaussiennes de la surface de mer. En eﬀet, il s’avère que les asymétries des vagues
par exemple ou les interactions entre vagues tendent à renvoyer un écho radar plus
fort. Ceci est d’autant plus vrai à petits vents où la surface de mer est fortement
non gaussienne. Nous ne pouvons pas conclure directement à partir de ces courbes
sur la vraisemblance de ces hypothèses.
Nous allons donc dans une première étape établir une version non gaussienne
pour le modèle de diﬀusion et la confronter à ces mêmes jeux de données. Si des
diﬀérences persistent, nous pourrons alors envisager de discuter de la qualité des
spectres de mer.
7.3.2 Sous hypothèse non gaussienne
L’eﬀort du quatrième chapitre de ce manuscrit a été de développer un modèle
de diﬀusion qui permet de calculer la NRCS en incluant les eﬀets non gaussiens de
la mer. Cette correction a été envisagée puisque nous avons mis en évidence l’échec
de la forme gaussienne de WCA à modéliser correctement la NRCS au nadir ou aux
grandes incidences. Il reste donc à vériﬁer que la correction apportée à l’expression de
la NRCS soit suﬃsante pour améliorer la reconstruction de la NRCS aux incidences
modérées ou grandes incidences. Pour ce faire, nous comparons cette NRCS théorique
aux deux jeux de données ASAR (bande C) et NSCAT (bande Ku).
Les ﬁgures 7.5 et 7.6 donnent un exemple de des résultats obtenus pour un vent
de 5 ms−1 et 11 ms−1. Nous avons choisi d’illustrer l’impact des corrections non
gaussiennes dans le cas d’une vitesse de vent faible puisque c’est pour des vents
faibles que les plus grandes diﬀérences sont observées.
La NRCS théorique est calculée à partir des deux spectres de référence précédem-
ment présentés : le spectre d’Elfouhaily de Kudryavtsev. Il est clair qu’à petit vent,
l’impact de la correction apportée par la prise en compte des non linéarités dans
le modèle de diﬀusion est non négligeable et qu’une légère amélioration est visible.
A plus grand vent, il semble que la modélisation non gaussienne de la NRCS soit
plus proche des données bien que cette amélioration soit plus faible qu’à petit vent.
Aﬁn de vériﬁer la véracité de ces observations à partir des courbes, le même cri-
tère d’erreur que nous avons déﬁni par la diﬀérence entre les données et le modèle
moyennée sur toutes les incidences est reporté dans les tableaux 7.1 et 7.2 pour la
reconstruction à partir du spectre d’Elfouhaily et de Kudryavtsev respectivement.
Nous comparons les critères d’erreur obtenus dans le cas gaussien et non gaussien
pour chaque bande électromagnétique et pour chacun des spectres.
De l’analyse de ces tableaux, il parait maintenant plus évident que la prise en
compte des non gaussianités de la surface dans le modèle permet d’améliorer si-
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Figure 7.5 – Comparaison expérimentale au modèle WCA non gaussien pour un
vent de 5 ms−1
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Figure 7.6 – Comparaison expérimentale au modèle WCA non gaussien pour un
vent de 11 ms−1
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C Ku
ws G NG G NG λomni
5 2.90 2.68 1.37 1.30 0.19
7 2.42 2.09 0.96 0.96 0.26
9 1.55 0.90 0.66 0.66 0.45
11 1.52 0.76 0.69 0.52 0.51
13 1.84 1.24 0.72 0.22 0.39
15 2.06 1.38 0.98 0.37 0.46
Table 7.1 – Comparaison des critères d’erreur calculés pour WCA gaussien et non
gaussien, le spectre de mer utilisé est le spectre d’Elfouhaily. La dernière colonne
regroupe le kurtosis optimal.
C Ku
ws G NG G NG λomni
5 3.47 2.17 7.07 4.94 0.66
7 2.83 1.54 4.51 2.81 0.78
9 2.71 1.42 3.74 2.08 0.81
11 2.80 1.42 3.45 1.82 0.81
13 3.01 1.69 3.08 1.57 0.72
15 3.07 1.62 2.95 1.48 0.76
Table 7.2 – Comparaison des critères d’erreur calculés pour WCA gaussien et non
gaussien, le spectre de mer utilisé est le spectre de Kudryavtsev. La dernière colonne
regroupe le kurtosis optimal.
gniﬁcativement la modélisation théorique de la NRCS. Ces remarques sont vériﬁées
pour chaque spectre et chaque bande. La dernière colonne des tableaux contient
les valeurs de kurtosis optimisées pour chaque spectre de mer à partir des jeux de
données nadir. En eﬀet, de trop grandes diﬀérences étant observées entre la NRCS
modélisée et les données notamment à petit vent, des valeurs de kurtosis trop fortes
doivent être utilisées pour remonter le niveau de la NRCS aux grandes incidences
provoquant des résultats incohérents aux faibles incidences. Nous avons donc jugé
préférable de conserver la cohérence des résultats aux vents faibles.
Puisque les critères d’erreur et les valeurs de kurtosis diﬀèrent vraiment d’un
spectre à l’autre, nous pouvons nous interroger sur la qualité des spectres de mer.
Un élément de réponse peut être apporté en se rappelant que ces deux spectres ne
sont pas toujours compatibles avec les diverses contraintes optiques. Ces diﬀérences
inﬂuencent de façon non négligeable la qualité de la modélisation de la NRCS au
moins au nadir. Il est diﬃcile de juger correctement l’apport de la correction non
gaussienne de WCA puisque plusieurs paramètres que nous ne pouvons pas modiﬁer
(mss et forme des spectres par exemple) doivent également être pris en compte dans
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notre analyse. Mais au vu des remarques eﬀectuées, les spectres usuels ne permettent
manifestement pas d’atteindre des résultats satisfaisants pour toutes les bandes et
incidences. De plus, les valeurs élevées du kurtosis semblent également compenser
les faiblesses des spectres (mss, forme et niveau) aﬁn de se rapprocher au plus des
données.
7.3.3 Etude de la NRCS en fonction de la vitesse du vent
L’étude de la NRCS en fonction de la vitesse du vent et à incidence ﬁxée nous
permet de mettre en évidence le comportement des corrections non gaussiennes
avec le vent. Pour cette analyse, nous avons ﬁxé l’angle d’incidence à θ = 25◦. Les
résultats obtenus à partir du spectre d’Elfouhaily et de Kudryavtsev sont présentés
dans les ﬁgures 7.7 et 7.8 respectivement. La correction apporté au modèle WCA
relève le niveau de la NRCS de façon plus ou moins importante selon la valeur
du kurtosis omnidirectionnel et donc selon le spectre utilisé. Globalement, il peut
également être observé que l’écart entre la NRCS théorique gaussienne et les données
expérimentales est plus grand pour les vents faibles et que donc la correction non
gaussienne doit être plus importante pour ces vitesses de vent. Ce constat permet
de conforter l’aﬃrmation qui précise que la mer est plus gaussienne à vent fort et
donc que les non gaussianités ont donc plus d’impact à vent faible.
Cependant, aﬁn d’avoir une idée plus précise de l’impact de la correction non
gaussienne dans la modélisation de la NRCS, nous pouvons étudier les données en
polarisation horizontale et les comparer avec la NRCS modélisée par WCA non
gaussien. Ainsi, puisque les non gaussianités jouent un rôle prépondérant dans la
diﬀusion, nous pourrons tirer les conclusions quant à l’apport de la prise en compte
des non linéarités de la mer dans le modèle de diﬀusion.
7.4 Polarisation horizontale
De façon générale, aucun modèle de diﬀusion même récemment développé n’ar-
rive à modéliser correctement la NRCS en polarisation H. En eﬀet, le signal mesuré
dans cette polarisation est étrangement élevé en comparaison à ce qu’il pourrait
être attendu. Des hypothèses ont été émises à partir de ces observations pour tenter
d’expliquer ces diﬀérences de niveau. L’une d’elles est que les non linéarités de la
surface ont un plus fort impact dans la diﬀusion du signal en polarisation horizontale
qu’en polarisation V du fait des faibles niveaux de signal enregistré. De plus, des
événements fortement non linéaires vont également renvoyer un signal plus fort en
polarisation horizontale. Nous pouvons citer la présence d’écume à la surface de la
mer à cause du déferlement des plus petites vagues par exemple comme phénomènes
extrêmement non linéaires. Des eﬀorts ont été réalisés pour tenir compte des eﬀets
du déferlement directement dans le modèle de diﬀusion( (Kudryavtsev et al., 2003)).
Notre démarche n’était pas nécessairement d’étudier la polarisation horizontale.
En eﬀet, nous sommes tout d’abord partis du constat qu’il existait de grandes dif-
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Figure 7.7 – Etude de la variation de la NRCS gaussienne (points bleus) et non
gaussienne (points rouges) de WCA avec le vent à incidence ﬁxée (θ = 25◦). Les
résultats sont obtenus à partir du spectre d’Elfouhaily. La bande Ku a été diminué
de 5 dB aﬁn de rendre la ﬁgure plus lisible. Les résultats théoriques sont comparés
aux données expérimentales (points noirs) en bande C et Ku.
      
í
í
í
í
í

15&6HQIRQFWLRQGXYHQWLQFLGHQFHIL[pHθ 
YLWHVVHGXYHQWHQPVí
1
5
&
6
H
Q
G%



$6$5
16&$7
:&$1*.XGU\
:&$*.XGU\
Figure 7.8 – Etude de la variation de la NRCS gaussienne (points bleus) et non
gaussienne (points rouges) de WCA avec le vent à incidence ﬁxée (θ = 25◦). Les
résultats sont obtenus à partir du spectre de Kudryavtsev. La bande Ku a été diminué
de 5 dB aﬁn de rendre la ﬁgure plus lisible. Les résultats théoriques sont comparés
aux données expérimentales (points noirs) en bande C et Ku.
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Figure 7.9 – Comparaison de la NRCS du modèle de diﬀusion WCA non gaussien
et les données ASAR et NSCAT pour un vent de 5 ms−1 en polarisation horizontale
férences à petits vent notamment entre la NRCS issue de modèles classiques de
diﬀusion et des données en polarisation verticale. Nous avons donc cherché à amé-
liorer ces résultats en se basant uniquement sur la polarisation verticale. Ainsi, nous
avons proposé une version non gaussienne du modèle WCA en se basant uniquement
sur les observations en polarisation verticale. Nous nous contentons donc seulement
de constater l’impact de ces corrections en polarisation horizontale. La NRCS théo-
rique en polarisation horizontale est comparée aux données ASAR et NSCAT en
polarisation horizontale dans la ﬁgure. Nous avons choisi un vent faible puisque la
surface de mer est alors moins linéaire.
Au vu des diﬀérences importantes entre les données et la NRCS modélisée de la
ﬁgure 7.9, nous aurions pu conclure que la correction non gaussienne du modèle de
diﬀusion était négligeable en polarisation horizontale. Toutefois, le zoom de la ﬁgure
7.10 permet de voir que la correction non gaussienne permet de remonter le niveau
de la NRCS de près de 0.8 dB. Étant donnés les écarts de niveau, la correction parait
tout de même très faible. La même question sur la qualité du spectre peut également
être posée. Cependant, aucun élément de réponse ne peut être apporté de l’analyse
de ces résultats. Nous pouvons seulement constater que la correction non gaussienne
de WCA permet de relever un peu le niveau de la NRCS en polarisation horizontale
mais pas suﬃsamment sans doute pour améliorer les rapports de polarisation.
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Figure 7.10 – Zoom sur la bande C aux incidences modérées
7.5 Rapports de Polarisation
Le rapport de polarisation permet de comparer les niveaux de signal reçu en
polarisation verticale et horizontale. Il est déﬁni par :
RP =
σV V
σHH
(7.5.7)
Les modèles théoriques prévoient généralement des rapports de polarisation trop
forts car, s’ils arrivent assez bien à modéliser la NRCS en polarisation verticale, ils
le sous-estiment en polarisation horizontale. Ces observations ont été illustrées dans
la section précédente. Seul le modèle de diﬀusion RCA ((Mouche et al., 2007)) four-
nit des rapports de polarisation satisfaisants. Toutefois, comme nous l’avons présenté
au chapitre 5, la NRCS calculée à partir de ce modèle de diﬀusion dépend fortement
d’un paramètre de ﬁltre autour de la fréquence de Bragg. Ce paramètre inconnu est
alors à optimiser en fonction des données. Nous souhaitons utiliser un modèle uni-
quement théorique et donc ne comparons nos résultats au seul modèle WCA. Nous
présentons donc à travers les ﬁgures 7.11 , 7.12, 7.13 et 7.14 une comparaison des
rapports de polarisation calculés à partir des données directement, de la NRCS de
WCA gaussien et non gaussien en bande C pour des vents de 5 ms−1 et 11 ms−1 et
en bande Ku pour les mêmes vents respectivement.
Des courbes en bande C, nous pouvons observer que les rapports de polarisa-
tion calculés à partir des NRCS non gaussiennes se rapprochent des rapports de
polarisation observés expérimentalement à vents plus forts. Cette observation peut
également s’appliquer à l’analyse des courbes en bande Ku, même si la diﬀérence
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Figure 7.11 – Rapport de polarisation en bande C pour un vent de 5 ms−1
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Figure 7.12 – Rapport de polarisation en bande C pour un vent de 11 ms−1
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Figure 7.13 – Rapport de polarisation en bande Ku pour un vent de 5 ms−1
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Figure 7.14 – Rapport de polarisation en bande Ku pour un vent de 11 ms−1
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entre les rapports de polarisation calculés pour WCA gaussien et non gaussien ne
semble pas être aussi marquée qu’en bande C. Il apparait ﬁnalement, que la cor-
rection non gaussienne de la NRCS aide à améliorer les rapports de polarisation au
moins en bande C. L’eﬀet est moins prononcé en bande Ku.
7.6 Conclusion
Dans ce chapitre, nous avons confronté le modèle de diﬀusion WCA sous sta-
tistiques gaussiennes et non gaussiennes à des données expérimentales en bande C
et Ku. De ces résultats, nous avons pu observer que la correction non gaussienne
améliore signiﬁcativement la NRCS en polarisation verticale aux grandes incidences.
Les performances du modèle de diﬀusion non gaussien en polarisation horizontale,
même s’il peut être observé que le niveau est sensiblement relevé, ne sont pas encore
satisfaisantes. Les rapports de polarisation sont également améliorés mais ils ne sont
toujours pas en accord avec les rapports de polarisation des données. Au cours de ce
chapitre, nous avons aussi soulevé la question de la qualité des spectres usuels. En
eﬀet, nous avons montré que le niveau et la forme de la NRCS dépendent fortement
du spectre choisi, ce qui peut provoquer des résultats non conformes aux données. Le
paramètre de kurtosis est ajusté en fonction de la vitesse du vent et du spectre. Les
valeurs élevées et très diﬀérentes d’un spectre à l’autre laissent penser que le kurtosis
comblent les faiblesses des spectres à respecter les contraintes optiques. Pour palier
à ces diﬀérences et pour améliorer les résultats de modélisation de la NRCS, une
nouvelle paramétrisation du spectre de mer est envisagée. Les paramètres du spectre
sont alors calculés directement à partir de l’inversion des jeux de données.
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Chapitre 8
Vers un spectre de mer de
télédétection
Les chapitres précédents ont mis en évidence l’importance d’utiliser un modèle
de diﬀusion uniﬁé aﬁn d’améliorer la reconstruction de la NRCS aussi bien au na-
dir qu’aux plus grandes incidences lorsque plusieurs bandes électromagnétiques sont
utilisées. Il a également été constaté que l’utilisation des spectres de mer usuels
combinée avec WCA même dans sa version non gaussienne ne permet pas d’obtenir
une NRCS conforme aux données, particulièrement à petits vents. Nous avons ﬁna-
lement montré que la qualité de la NRCS dépend fortement aussi bien de la forme
des spectres que de leur capacité à respecter les contraintes optiques (sur les mss).
Ainsi, disposant maintenant d’un modèle de diﬀusion robuste, nous avons envisagé
une nouvelle paramétrisation du spectre de mer aﬁn de compléter notre étude. Cette
nouvelle paramétrisation concerne seulement la partie omnidirectionnelle du spectre
de mer. Les travaux sur la directivité du spectre sont en cours.
8.1 Construction du nouveau spectre
8.1.1 Partie grandes vagues ou basse fréquence
Avant de corriger la partie basse fréquence du spectre de mer, il est nécessaire de
rappeler que les données issues de la diﬀusion de la surface de mer dans la gamme
des micro-ondes sont peu sensibles aux vagues longues. Cependant, ces dernières ont
une inﬂuence sur la NRCS via les paramètres globaux comme la mss totale. Ainsi,
en se basant sur cette observation, nous proposons de corriger globalement la partie
basse fréquence du spectre de mer. Nous utilisons le même spectre vagues longues
d’Elfouhaily basé sur le spectre de Donelan-Pierson (Donelan and Pierson Jr, 1987)
(multiplié par une fonction cut-oﬀ qui permet de limiter l’énergie contenue dans la
partie du spectre au delà de 10kp).
La correction du spectre des vagues longues est apportée sur l’ensemble des basses
fréquences par la multiplication de cette partie du spectre par un coeﬃcient α calculé
pour être compatible avec la mss ﬁltrée mesurée par Vandemark et al. (et al., 2004)
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. Ainsi, la partie basse fréquence de la nouvelle courbure du nouveau spectre s’écrit :
Bl = αBl,Elf , (8.1.1)
où Bl,Elf est la partie vagues longues du spectre d’Elfouhaily. Le facteur α est déﬁni
par :
α =
mssl∫ k1
0 Belfk
−1dk
, (8.1.2)
où mssl est la pente des vagues longues (≥ 1 − 2 m) mesurée par Vandemark et al.
(et al., 2004) et k1 est le nombre d’onde de coupure. Il est estimé de façon précise par
le calcul de la mss vagues longues à partir de l’intégration du spectre d’Elfouhaily
en imposant la correspondance à la mss expérimentale. Ainsi, la valeur k1 est direc-
tement déduite. D’après les simulations numériques, nous avons ﬁnalement trouvé
que k1  2π1.7 avec une légère dépendance avec la vitesse du vent.
8.1.2 Partie vagues courtes
La partie des vagues courtes du spectre de mer joue un grand rôle dans la mss
slick et la mss totale. La forme du spectre dans ces gammes d’échelles est aussi très
importante puisqu’elle inﬂuence énormément la forme de la NRCS dans les bandes
électromagnétiques étudiées. Dans le chapitre 2, les mss slick et totales des spectres
usuels et notamment du spectre d’Elfouhaily ont été comparées aux mesures de Phil-
lips (Phillips, 1977) et CM. Il a été constaté que ces deux paramètres sont surestimés
pour l’ensemble des spectres étudiés.
Nous cherchons une nouvelle paramétrisation du spectre de mer pour les vagues
courtes qui améliore ces paramètres globaux du spectre de mer (mss slick et mss
totale).
La caractéristique du spectre des vagues courtes du spectre d’Elfouhaily est son
pic de courbure centré autour du nombre d’onde correspondant au minimum de la
vitesse de phase (k = 363 rad.m−1). Il est justiﬁé physiquement car il permet de
rendre compte de l’accumulation d’énergie qui se produit à ces échelles. Dans la
nouvelle paramétrisation du spectre de mer, le pic est donc conservé. Toutefois, des
modiﬁcations de sa forme et de sa position sont envisagées en fonction de la vitesse
du vent et le pic n’est plus supposé symétrique. Ainsi, nous avons posé la forme
suivante pour la courbure :
Bh2 = Ce
−g2
(
log10(
k
k3
)
)2
, k2 ≤ k ≤ k3,
Bh3 = Ce
−g3
(
( k
k3
)2−1
)
, k ≥ k3,
(8.1.3)
où C, g2, g3, k2 et k3 sont des paramètres à déterminer. La forme de la gaussienne
dans la partie Bh3 est identique à celle employée dans le spectre d’Elfouhaily ce qui
permet une coupure plus rapide aux échelles des vagues de capillarité. Cette coupure
est nécessaire puisqu’elles subissent un fort amortissement visqueux.
La partie intermédiaire du spectre est essentielle pour le calcul de la mss slick.
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Puisque nous cherchons à diminuer la mss slick du spectre d’Elfouhaily, nous pouvons
modéliser cet eﬀet par une gaussienne décroissante. Ainsi, la courbure se met sous
la forme :
Bh1 = Bl(k1)e
−g1
(
log10(
k
k1
)
)2
, k1 ≤ k ≤ k2, (8.1.4)
k2 représente le nombre d’onde pour lequel Bh1(k2) = Bh2(k2). Pour des raisons
évidentes de raccord, l’amplitude de cette gaussienne est la même que celle de la
partie vagues longues au point k1. Il est à noter que la largeur de la gaussienne g1
est également un paramètre à déterminer. Ainsi paramétré, le spectre de mer dans
la partie intermédiaire est bien diminué, ce qui engendre une diminution de la mss
slick. Cette diminution a aussi un impact sur la mss totale comme nous le présentons
dans la section suivante.
8.2 Inversion du spectre
Il reste à déterminer les paramètres du spectre déﬁnis dans la section précédente
à savoir : les largeurs des trois gaussiennes (g1,g2 et g3), l’amplitude du pic C et sa
position k3.
Ces paramètres sont optimisés numériquement aﬁn que les NRCS reconstruites à
partir du nouveau spectre de mer soient les plus proches possible des données dans
les trois bandes électromagnétiques et toutes les incidences. De plus, le modèle de
diﬀusion non gaussien fait apparaitre un autre paramètre à déterminer : le kurtosis
des pentes λomni déﬁni dans le chapitre 2. L’ensemble de ces paramètres est optimisé
par la minimisation d’une fonction coût :
ε = 〈
∣∣∣(σ0omni(model))dB − (σ0omni(data))dB
∣∣∣2〉 (8.2.5)
La moyenne d’ensemble 〈〉 est réalisée sur toutes les incidences et toutes les bandes
électromagnétiques. Ce même critère a été déﬁni précédemment pour analyser la
qualité de la reconstruction de la NRCS.
La minimisation de cette fonction coût s’eﬀectue à partir de la routine standard
(lsqnonlin) présentée au chapitre 6. Elle permet de trouver le n-uplet solution qui
minimise la fonction coût que nous déﬁnissons à l’aide de la méthode des moindres
carrés.
Aﬁn d’améliorer la solution obtenue par cette méthode, des bornes limites (inférieure
et supérieure) peuvent être initialisées dans la fonction de minimisation. Les bornes
que nous choisissons sont des valeurs réalistes centrées sur les valeurs des paramètres
C, g3, k3 et λomni du spectre d’Elfouhaily et du kurtosis mesuré par CM. Nous
calculons chaque sixtuplet pour chaque vitesse de vent de 5 à 15 ms−1. Plutôt que
de présenter les résultats obtenus sous forme de tableau, il nous a semblé plus facile
de déterminer des polynômes qui reproduisent au mieux les comportements de ces
diﬀérents paramètres en fonction de la vitesse du vent. Ces polynômes n’ont pas de
réalité physique mais ils permettent de programmer plus facilement le spectre de
mer. Nous donnons ci-après les expressions des paramètres en fonction de la vitesse
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du vent :
g1 = 6.1 10−2 U10 − 3.3 10−2
g2 = −1.314 10−4 U510 + 7.036 10−3 U410 − 1.468 10−1 U310
+ 1.4741 U210 − 6.9122. U10 + 12.162
g3 = 1.5378 10−4 U510 − 7.1804 10−3 U410 + 1.2835 10−1 U310
− 1.095 U210 + 4.4721 U10 − 5.52
C = − 8.6 10−6 U310 + 3 10−4 U210 − 1.6 10−3 U10 + 5.1 10−3
γ = 1.486 10−4 U410 − 5 10−3 U310 + 5.86 10−2 U210
− 2.99 10−1 U10 + 1.07
(8.2.6)
le dernier paramètre ne présente pas de variation signiﬁcative avec le vent. Il est
choisi constant avec, k3 = 308 rad.m−1.
Pour visualiser les diﬀérences apportées à la courbure omnidirectionnelle du
spectre d’Elfouhaily, les courbures omnidirectionnelles du spectre nouvellement pa-
ramétré (courbe rouge) et du spectre d’Elfouhaily (courbe pointillée bleue) sont
superposées dans la ﬁgure 8.1 pour plusieurs vitesses de vents. De ce graphique,
nous observons que la partie des échelles décimétriques du nouveau spectre est creu-
sée par rapport à la courbure du spectre d’Elfouhaily. Ce résultat même qualitatif
permet de supposer que la mss slick du nouveau spectre de mer est plus faible que
celle du spectre d’Elfouhaily et ainsi plus proches des données établies par Phillips,
(Phillips, 1977). Une étude plus précise sur les diﬀérentes mss (totale et ﬁltrées ) sera
réalisée par la suite. Nous pouvons également observer que cette partie du spectre
décroît lorsque la vitesse du vent augmente. Ce résultat permet d’illustrer la redis-
tribution d’énergie qui s’eﬀectue à ces échelles. Elle met en évidence une diminution
de l’énergie des vagues décimétriques lorsque le vent augmente. Aucune certitude ne
permet d’expliquer ce phénomène. Nous pouvons seulement émettre des hypothèses.
Ainsi, un des phénomènes qui peut intervenir à ces échelles et dissiper l’énergie des
vagues décimétriques est le déferlement considérant ces gammes de vents.
De la ﬁgure 8.1, il peut également être noté que la position du pic est légèrement
décalée vers les vagues longues par rapport au pic d’Elfouhaily (k3 = 308 rad.m−1
qui correspond aux vagues de 2.04 cm au lieu de k = 363 rad.m1 qui correspond aux
vagues de 1.73 cm). Ce résultat améliore sans doute la reconstruction de la NRCS
en bande C puisque le niveau du spectre dans cette gamme 2 − 5 cm est plus haut
que le niveau du spectre d’Elfouhaily. Cette hypothèse sera vériﬁée lors de l’analyse
la qualité de la reconstruction de la NRCS à partir du nouveau spectre de mer.
La courbure omnidirectionnelle peut également être comparée à la courbure du
spectre omnidirectionnelle du spectre de mer développé par Caudal (Caudal, 2002)
pour les vagues courtes de gravité jusqu’aux vagues de gravité-cappilarité. Le calcul
de ce spectre prend en compte les eﬀets d’amortissement visqueux de ces vagues,
de la dissipation d’énergie du à l’écume de mer, de l’interaction non linéaire à trois
vagues et de la vitesse de vent. De la ﬁgure 8.2, il peut être observé que même si la
forme de ces deux spectres ne coincident pas exactement, le niveau de la courbure
omnidirectionnelle semble correspondre.
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Figure 8.1 – Comparaison des courbures omnidirectionnelles de la nouvelle para-
métrisation du spectre de mer et du spectre d’Elfouhaily. Elles sont tracées pour
diﬀérentes valeurs de vent variant de 5 à 15ms−1 par pas de 2ms.−1
Figure 8.2 – Comparaison des courbures omnidirectionnelles de la nouvelle pa-
ramétrisation du spectre de mer et du spectre de Caudal. Elles sont tracées pour
diﬀérentes valeurs de vent variant de 7,10 et 15 ms−1
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8.3 MSS
Un des objectifs principal de cette nouvelle paramétrisation, en plus d’améliorer
la modélisation de la NRCS, est de mieux respecter les contraintes optiques im-
posée par les études de (Cox and Munk, 1954), (Phillips, 1977) et (et al., 2004).
La ﬁgure 8.3 représente l’évolution des diﬀérentes mss en fonction du vent pour
les spectres usuels (les modèles d’Elfouhaily et Kudryavtsev) et pour la nouvelle
paramétrisation du spectre de mer. Ls mss vagues longues du nouveau spectre cor-
respond par construction aux données expérimentales. Les résultats obtenus sont
très satisfaisants puisque la mss slick et totale du nouveau spectre correspondent
aux mss expérimentales, particulièrement pour les vent supérieurs à 9 ms−1. L’er-
reur commise sur les mss pour ces vitesses de vent est inférieure à 10%. A petit vent,
les mss ﬁltrée et totale sont un peu surestimées, de l’ordre de 15%, par rapport aux
mesures de (Phillips, 1977) et (Cox and Munk, 1954). Il faut cependant rappeler que
c’est à petits vent que les plus grandes diﬀérences étaient observées (jusqu’à 2.5 dB
en bande C) et ce malgré la correction non gaussienne du modèle de diﬀusion. Le
niveau du spectre à petits vent doit donc être relevé aﬁn de compenser la diﬀérence
entre les NRCS modélisée et expérimentale, ce qui implique nécessairement des mss
plus élevées.
Le niveau élevé des données à vent faible peut provenir de l’aspect fortement non
gaussien de la surface de la mer. Nous prenons en compte des non linéarités dans
notre modèle de diﬀusion mais il semblerait que d’autres eﬀets non gaussiens s’ajou-
tant aux eﬀets de kurtosis aient un impact dans la NRCS comme les eﬀets de non
stationnarité (Chapron et al., 2000). Cette piste n’a pas encore été explorée.
Cette nouvelle paramétrisation du spectre de mer semble améliorer les performances
obtenues à partir des spectres usuels au moins en ce qui concerne le respect des
contraintes optiques. Il reste donc à vériﬁer la qualité de la modélisation de la NRCS
à partir de WCA non gaussien et du spectre ainsi paramétré.
8.4 Reconstruction
La pertinence de l’ajout des eﬀets non gaussiens dans le modèle de diﬀusion
ayant déjà été mise en évidence, nous jugeons plutôt les performances de la nouvelle
paramétrisation du spectre de mer. Les résultats sont comparés à ceux présentés
pour le spectre d’Elfouhaily. Le critère d’erreur précédemment déﬁni est déterminé
pour chaque bande en fonction de la vitesse du vent. Les résultats sont regroupés
dans le tableau 8.1. Les colonnes 2 − 4 − 6 sont les erreurs en dB commises pour la
nouvelle modélisation de la NRCS. Elles sont comparées aux résultats présentés dans
la section 7.3.2 pour le spectre d’Elfouhaily (colonnes 3 − 5 − 7). La reconstruction
de la NRCS est signiﬁcativement améliorée en bande C et en bande Ku, surtout
à petits vents. A vent plus fort, la NRCS calculée à partir du nouveau spectre est
équivalente à celle du spectre d’Elfouhaily. Dans les deux cas, les résultats sont
très satisfaisants. En étudiant les critères d’erreur déterminés pour la bande Ka,
nous pouvons remarquer qu’ils sont assez proches d’un spectre à l’autre même si de
meilleurs résultats proviennent de la modélisation à partir du spectre d’Elfouhaily.
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Figure 8.3 – Comparaison des diﬀérentes mss pour les spectres d’Elfouhaily, de
Kudryavstev et du nouveau spectre aux données expérimentales en fonction du vent
C Ku Ka
ws NS Elf NS Elf NS Elf
5 1.24 2.68 0.52 1.30 0.35 0.40
7 0.78 2.09 0.54 0.99 0.49 0.43
9 0.61 0.90 0.40 0.66 0.25 0.19
11 0.64 0.76 0.42 0.52 0.21 0.10
13 0.87 1.24 0.34 0.22 0.40 0.42
15 0.90 1.38 0.46 0.37 0.24 0.30
Table 8.1 – Critère d’erreur en fontion de la vitesse du vent (en ms−1) pour le
modèle de diﬀusion WCA non gaussien utilisé avec le nouveau spectre et le spectre
d’Elfouhaily
Pour l’étude de la NRCS au nadir, il est bon de noter que le kurtosis optimisé
pour la nouvelle paramétrisation du spectre de mer prend des valeurs entre 0.35 et
0.51, assez proches de la valeur expérimentale mesurée par CM (0.4). De plus, il
peut être noté que le kurtosis a un comportement non monotone : d’abord décrois-
sant jusqu’au minimum atteint pour un vent de 12 ms−1 puis de nouveau croissant.
Nous retrouvons le comportement du kurtosis décrit par Bréon et Henriot (Bréon
and Henriot, 2006).
Deux ﬁgures 8.5 et 8.4 sont présentées pour un vent de 5 ms−1 aﬁn de comparer
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Figure 8.4 – Reconstruction de la NRCS pour les jeux de données nadir en bande C,
Ku et Ka à partir du modèle de diﬀusion WCA non gaussien utilisant deux spectres
diﬀérents : Elfouhaily et le spectre issue de la nouvelle paramétrisation pour un vent
de 5 ms−1
visuellement la diﬀérence entre les modélisations non gaussiennes de la NRCS à par-
tir des deux spectres de mer. La ﬁgure 8.4 montrent que les NRCS non gaussiennes
modélisées à partir des deux spectres sont conformes aux données et équivalentes.
Toutefois, nous pouvons noter que le coeﬃcient de kurtosis optimisé pour le spectre
d’Elfouhaily est très faible à petit vent (λomni = 0.19) par rapport à la valeur de
référence de CM et de celle optimisée pour le nouveau spectre (λomni = 0.51).
Sur la ﬁgure 8.5, il apparaît clairement que la nouvelle paramétrisation du spectre
de mer améliore la modélisation de la NRCS non gaussienne. L’utilisation joint d’un
modèle non gaussien et du nouveau spectre de mer réduit fortement l’écart entre la
NRCS théorique et les données notamment en bande C où les plus grandes diﬀé-
rences étaient observées.
Deux ﬁgures 8.7 et 8.6 sont ajoutées pour compléter notre analyse. Les modéli-
sations de la NRCS sont alors équivalentes aussi bien au nadir qu’aux plus grandes
incidences. Cependant, nous avons montré que la nouvelle paramétrisation du spectre
permet un meilleur respect des diﬀérentes contraintes optiques. De plus, le kurtosis
optimisé pour ce nouveau spectre semble plus cohérent puisqu’il reste proche de la
valeur de référence de CM et adopte le comportement décrit par Breon et Henriot.
L’analyse des résultats de la modélisation multi-bande de la NRCS a permis
de mettre en évidence la pertinence d’une nouvelle paramétrisation du spectre de
mer. Au vu de la bonne amélioration des résultats, nous pouvons supposer qu’une
meilleure estimation de la NRCS en polarisation horizontale sera également obtenue.
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Figure 8.5 – Reconstruction de la NRCS pour les jeux de données nadir en bande
C et Ku à partir du modèle de diﬀusion WCA non gaussien utilisant deux spectres
diﬀérents : Elfouhaily et le spectre issue de la nouvelle paramétrisation pour un vent
de 5 ms−1
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Figure 8.6 – Reconstruction de la NRCS pour les jeux de données nadir en bande C,
Ku et Ka à partir du modèle de diﬀusion WCA non gaussien utilisant deux spectres
diﬀérents : Elfouhaily et le spectre issue de la nouvelle paramétrisation pour un vent
de 11 ms−1
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Figure 8.7 – Reconstruction de la NRCS pour les jeux de données nadir en bande C,
Ku et Ka à partir du modèle de diﬀusion WCA non gaussien utilisant deux spectres
diﬀérents : Elfouhaily et le spectre issue de la nouvelle paramétrisation pour un vent
de 11 ms−1
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Figure 8.8 – Comparaison entre les données ASAR et NSCAT et la NRCS calculée
à partir de WCA non gaussien pour un vent de 5 ms−1. Les NRCS ont été calculées
à partir de la combinaison de la nouvelle paramétrisation du spectre et de WCA non
gaussien (courbes rouges) et de la combinaison du spectre d’Elfouhaily et de WCA
non gaussien (courbes bleues) en polarisation horizontale
8.5 Polarisation Horizontale
Nous avons montré dans le chapitre précédent que la correction non gaussienne
du modèle de diﬀusion permettait une petite amélioration dans la reconstruction
de la NRCS en polarisation horizontale. Nous analysons maintenant l’impact de la
nouvelle paramétrisation du spectre sur la NRCS. Les courbes regroupées dans le
tableau 8.8 illustrent les résultats obtenus pour la polarisation horizontale. Nous
comparons les performances des deux spectres à modéliser la NRCS en polarisation
horizontale pour un vent faible et un vent modéré.
De l’étude des courbes 8.8 et 8.9, s’il peut être observé que la modélisation de la
NRCS horizontale est assez similaire d’un spectre à l’autre à vent modéré (11ms−1),
il semble cependant que la paramétrisation du nouveau spectre mer améliore la
modélisation de la NRCS en polarisation horizontale à vents faibles. Ce résultat
provient du niveau plus élevée du nouveau spectre de mer par rapport au spectre
d’Elfhouaily. La nouvelle paramétrisation du spectre de mer permet globalement une
amélioration de la modélisation de la NRCS en polarisation horizontale même si les
niveaux très élevés de la NRCS dans cette polarisation ne sont pas encore atteints.
Ces résultats conﬁrment la nécessité d’établir des modèles de diﬀusion plus fortement
non gaussiens aﬁn de remonter le niveau de la NRCS en polarisation horizontale.
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Figure 8.9 – Comparaison entre les données ASAR et NSCAT et la NRCS calculée
à partir de WCA non gaussien pour un vent de 11ms−1 en polarisation horizontale
8.6 Rapport de Polarisation
La nouvelle paramétrisation de la courbure omnidirectionnelle du spectre per-
met d’améliorer les résultats obtenus avec WCA non gaussien utilisé avec le spectre
d’Elfouhaily en polarisation verticale et horizontale, notamment à petit vent. Nous
pouvons alors supposer que les rapports de polarisation sont également plus proches
des données expérimentales. Les ﬁgures 8.10 et 8.11 comparent les rapports de pola-
risation pour un vent de 5 ms−1 pour le modèle non gaussien utilisé avec le nouveau
spectre (en rouge) et le spectre d’Elfouhaily (en noir) et les données (en bleu). Une
diﬀérence de 0.5 dB est observée à 30◦. L’utilisation jointe du modèle de diﬀusion
WCA non gaussien et du nouveau spectre issu de la télédétection améliorent si-
gniﬁcativement les rapports de polarisation à petit vent. A plus grand vent, cette
diﬀérence s’amenuise et les rapports de polarisation sont équivalents. L’amélioration
des rapports de polarisation reste assez faible en comparaison de l’écart avec les
rapports de polarisation expérimentaux. Les corrections que nous avons apportées
ne sont donc pas encore suﬃsantes pour estimer correctement la polarisation hori-
zontale et donc fournir de bons rapports de polarisation. D’autres phénomènes non
gaussiens doivent entrer en jeux comme le déferlement, la non stationnarité... Ces
travaux de thèse sont une première approche qu’il est nécessaire de compléter par
la prise en compte de ces diﬀérents phénomènes.
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Figure 8.10 – Rapport de polarisation en bande C pour un vent de 5 ms−1
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Figure 8.11 – Rapport de polarisation en bande Ku pour un vent de 5 ms−1
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8.7 Conclusion
Une nouvelle paramétrisation du spectre de mer a été envisagée puisque l’utili-
sation d’un modèle de diﬀusion prenant en compte les non linéarités de la surface
combiné à un spectre de mer classique ne suﬃsait pas à modéliser correctement la
NRCS pour toutes les incidences, bandes électromagnétiques et vitesses de vent. les
plus grandes diﬀérentes ont été observées en bande C à vents faibles. Le nouveau
spectre est paramétré de façon à pouvoir mieux respecter les contraintes imposées
par les mss basse fréquence, slick et totales. Les diﬀérents paramètres servant à cal-
culer ce spectre de mer sont déterminés en minimisant la diﬀérence entre la NRCS
théorique et les données pour chaque vitesse de vent.
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La recherche menée au cours de cette thèse porte sur la modélisation multi-bande
de la NRCS. L’objectif de cette étude est d’arriver à bien modéliser la NRCS non
seulement dans plusieurs bandes électromagnétiques proches mais également pour
diﬀérentes vitesses de vent et pour une grande gamme d’incidences. Pour ce faire,
nous nous sommes d’abord appuyés sur des modèles de diﬀusion classiques dévelop-
pés à partir de statistiques gaussiennes de la surface en première approximation. La
comparaison de ces NRCS théoriques aux données a permis de mettre en évidence
l’incapacité de ces modèles de diﬀusion combiné à des modèles classiques de spectre
de mer à fournir une estimation correcte de la NRCS. Deux aspects peuvent être
modiﬁés aﬁn d’améliorer la modélisation de la NRCS : l’amélioration des modèles
de diﬀusion et/ou une paramétrisation diﬀérente du spectre de mer.
Des études antérieures ont montré l’importance de la prise en compte de l’aspect
non linéaire de la surface de mer dans les modèles de diﬀusion. Celui-ci se traduit,
entre autres, par des statistiques non-gaussiennes de la surface. La première étape
de notre étude a été de développer une version non gaussienne de l’approximation
de Kirchhoﬀ, qui est le modèle de référence au nadir, en incorporant une modélisa-
tion de la fonction de kurtosis. Aux grandes incidences, nous avons choisi le modèle
uniﬁé WCA, en vertu de sa souplesse d’utilisation et son eﬃcacité numérique. Dans
le cas de la NRCS omnidirectionnelle, nos calculs ont montré que la correction non-
gaussienne peut se paramétrer par le seul kurtosis des pentes. La correction non
gaussienne dans les modèles de diﬀusion semble pertinente au vu des comparaisons
avec les données expérimentales. Toutefois, elles apparaissent insuﬃsantes puisque
de grandes disparités sont encore visibles dans certaines bandes électromagnétiques
aux grandes incidences.
En se basant sur des données conjointes multi-bandes disponibles dans le do-
maine micro-onde, nous avons proposé une nouvelle paramétrisation du spectre des
vagues courtes, inspirée du modèle classique d’Elfouhaily. La partie basse du spectre
correspondant aux vagues longues est essentiellement conservée. Pour le spectre des
vagues courtes, la présence du pic de courbure est maintenue mais sa position et
sa forme sont optimisées et le niveau de courbures aux échelles décimétriques est
diminué. L’incorporation de ce nouveau spectre dans le modèle de diﬀusion améliore
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la concordance avec les données en polarisation verticale.
Le cas de la polarisation horizontale n’a pas été abordée dans ce manuscrit de
thèse. L’étude se porte uniquement sur la polarisation verticale du fait des limites
du modèle de diﬀusion WCA qui prévoit des niveaux de NRCS en polarisation ho-
rizontale trop bas par rapport aux observations réelles. Toutefois, ces problèmes de
modélisation semblent plutôt provenir de la modélisation de la surface que du mo-
dèle de diﬀusion puisque des comparaisons concluantes avec la méthode des moments
ont été eﬀectuées. Les résultats présentés dans le manuscrit sur la NRCS en pola-
risation horizontale sont donc seulement une illustration de l’utilisation du modèle
de diﬀusion corrigé des eﬀets non gaussiens. L’amélioration de la NRCS dans cette
polarisation semble encore insuﬃsante malgré la prise en compte des statistiques
non gaussiennes. Des recherches doivent encore être eﬀectuées aﬁn d’obtenir une
modélisation correcte dans les deux polarisations.
Nous poursuivons actuellement ces travaux en vue de plusieurs améliorations,
en particulier la prise en compte de la directivité du spectre et la correction de la
polarisation horizontale.
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10.1 Calcul du corrélateur : 〈(∇η)2 (r · ∇∇η · r)〉
Montrons que le corrélateur : 〈(∇η)2 (r · ∇∇η · r)〉 est nul.
Après développement, il s’écrit :
〈(∇η)2 r∇∇ηr〉 = x2〈(∂xη)2 ∂xxη〉
+ y2〈(∂yη)2 ∂yyη〉 + x2〈(∂yη)2 ∂xxη〉
+ y2〈(∂xη)2 ∂yyη〉 + 2xy〈(∂xη)2 ∂xyη〉
+ 2xy〈(∂yη)2 ∂xyη〉
(10.1.1)
Or :
〈(∂xη)2 ∂xxη〉 + 〈(∂yη)2 ∂xyη〉 = 13∂x
[
〈(∂xη)3〉 + 〈(∂yη)3〉
]
= 0
〈(∂yη)2 ∂yyη〉 + 〈(∂xη)2 ∂xyη〉 = 13∂y
[
〈(∂yη)3〉 + 〈(∂xη)3〉
]
= 0
(10.1.2)
Il reste à calculer les corrélateurs : 〈(∂xη)2 ∂yyη〉 et 〈(∂yη)2 ∂xxη〉. Pour ce faire,
nous calculons :
〈∂x
[[
(∂xη)
2 + (∂yη)
2
]]
〉 + 〈∂x
[[
(∂xη)
2 + (∂yη)
2
]]
〉 = 3〈(∂xη)2 ∂xxη〉
+ 2〈∂xη∂yη∂xxη〉 + 〈(∂xη)2 ∂xyη〉
+ 〈(∂yη)2 ∂xxη〉 + 2〈∂xη∂yη∂xyη〉
+ 3〈(∂yη)2 ∂xyη〉 + 3〈(∂xη)2 ∂xyη〉
+ 〈(∂xη)2 ∂yyη〉 + 2〈∂xη∂yη∂xyη〉
+ 〈(∂yη)2 ∂xyη〉 + 2〈∂xη∂yη∂yyη〉
+ 3〈(∂yη)2 ∂yyη〉
(10.1.3)
Ce corrélateur est nul puisqu’il s’écrit comme 〈∂x
[[
(∂xη)
2 + (∂yη)
2
]]
+∂x
[[
(∂xη)
2 + (∂yη)
2
]]
〉 =
∇ · ((∇η)2∇η).
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En notant que :
3〈(∂xη)2 ∂xxη〉 = ∂x
(
〈(∂xη)3〉
)
= 0
3〈(∂yη)2 ∂yyη〉 = ∂y
(
〈(∂yη)3〉
)
= 0
3〈(∂xη)2 ∂xyη〉 = ∂y
(
〈(∂xη)3〉
)
= 0
3〈(∂yη)2 ∂xyη〉 = ∂x
(
〈(∂yη)3〉
)
= 0
2〈∂xη∂yη∂xxη〉 = ∂x
(
〈(∂xη)2 ∂yη〉
)
= 0
2〈∂xη∂yη∂xyη〉 = ∂y
(
〈(∂xη)2 ∂yη〉
)
= 0
2〈∂xη∂yη∂yyη〉 = ∂y
(
〈(∂yη)2 ∂xη〉
)
= 0
2〈∂xη∂yη∂xyη〉 = ∂x
(
〈(∂yη)2 ∂xη〉
)
= 0
(10.1.4)
Nous pouvons alors en déduire :
〈(∂xη)2 ∂yyη〉 + 〈(∂yη)2 ∂xx = 0 (10.1.5)
Chaque terme du développement du corrélateur étant nul, nous concluons donc :
〈(∇η)2 (r · ∇∇η · r)〉 = 0 (10.1.6)
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Peakedness eﬀects in near-nadir radar observations
of the sea surface
Alexandra Bringer, Charles-Antoine Gue´rin, Bertrand Chapron and Alexis Mouche
Abstract—The simulation and interpretation of microwave
sea radar return in the near-nadir region is still an issue in
view of the limitations of the Geometrical Optics approxi-
mation and the multi-scale and non-Gaussian nature of the
surface. We show that an unambiguous and fully consis-
tent physical approach can be reached in the framework of
the Physical Optics. The model is developed on the ba-
sis of various satellite and airborne C-, Ku- and Ka-band
measurements using diﬀerent reference surface roughness
spectra. As found the introduction of a peakedness correc-
tion based upon the excess kurtosis of slopes is necessary to
obtain consistent analysis across the microwave frequency
range. The model yields accurate simulations for the omni-
directional near-nadir NRCS in diﬀerent frequency bands,
provided the spectrum satisﬁes some a priori constraints on
the distribution of total and ﬁltered slopes.
Keywords—nadir NRCS, microwave ocean remote sensing,
peakedness, multi-band
I. Introduction
Microwave radar sensing at nadir and near-nadir inci-
dence is at the heart of many current applications such
as sea surface roughness and winds retrievals from altime-
ter return (e.g. [1], [2]) or GNSS reﬂectometry ([3], [4],
[5]). Due to their simplicity the classical Physical Optics
(PO) and Geometrical Optics (GO) analytical approxima-
tions in electromagnetic scattering from rough sea surfaces
are widely used to interpret these near-nadir microwave
radar measurements (e.g. [6]). The GO model relates the
radar cross section to the mere sea surface slope probabil-
ity distribution function. In this respect, two diﬃculties
have been identiﬁed for ocean surface studies. One diﬃ-
culty is that the normalized radar cross section (NRCS)
dependence on the surface roughness based upon the GO
model is insensitive to the radar wavelength. This is only
expected to be true in the limit of very short radar wave-
length compared to the smallest scale of roughness of the
sea surface. Satellite and airborne measurements using dif-
ferent microwave frequencies (especially C-, Ku- and Ka-
band) proved such an assumption to be wrong and ex-
hibited obvious deviations under most wind conditions.
The second diﬃculty lies in the known sensitivity of sea
surface backscatter to the considered range of roughness
scales. Roughness elements with scales small compared to
the radar wavelength are not expected to have a signiﬁcant
eﬀect on the NRCS. Yet, very short scales can have a domi-
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nant contribution to the overall sea surface roughness mea-
sures and slope statistics. A naive usage of the GO model
is thus somehow inadequate to interpret ocean surface re-
mote sensing measurements. In that context the authors
in [7] very thoroughly investigated such a diﬃculty and
proposed a Two-Scale approach to bridge the GO and PO
models. The Two-Scale approach introduces a distinction
between facets and shorter roughness elements and an eﬀec-
tive mean square slope (mss) corresponding to large scale
elements is used in the GO. An optimal facet size in this
decomposition was found and turned out to be inversely
proportional to both the radar frequency and the surface
wind speed. In addition an extra, although weaker, depen-
dence was observed on the incidence angle. Accordingly,
interpretation of active microwave observations in terms of
this “radar-ﬁltered” mss are not trivial and still somehow
open to controversy (e.g. [8], [9]). As also systematically
revealed (e.g. [10]) the GO-based single ”radar-ﬁltered”
mss parameter has limited validity with growing incidence
angle. As understood and numerically studied by [11] cor-
rections to the Gaussian shape of the scattering diagram
must quickly come into play when the incidence angle is
increased. The origin of these corrections is twofold. This
is primarily due to the small-scale roughness spectral dis-
tribution, as illustrated by [12] for fractal surfaces or [13]
for mild ocean surfaces. This eﬀect can be termed as a cur-
vature correction to the specular facet mechanism for ﬁnite
wavelength since it accounts for the deviation of the sur-
face from its tangent plane. An additional departure from
the GO Gaussian approximation is due to non-Gaussian
surface eﬀects such as the peakedness of the slope distribu-
tion (e.g. [14]), the choppy aspect of waves ([15]) or their
composite nature [16]. Thus, the ambiguity pertain-
ing to the origin of the PO corrections to the GO brings
in an extra diﬃculty to consistently interpret parameters
obtained by ﬁtting the data. Many improved scattering
theories have actually been proposed in the recent years in
order to incorporate both small-scale diﬀraction correction
and non-Gaussian eﬀects (e.g. [17], [18], [19], [20], [21],
[22], [13]). However, as we will show, a simple unpolarized
PO model is enough in the near-nadir region to achieve
full consistency with the observed omnidirectional NRCS,
provided the kurtosis eﬀect is taken into account and the
sea spectra satisfy some a priori constraints. Our main
conclusions can be summarized in the following way:
• A simple or improved GO model is not suﬃcient to match
accurately the PO solution in a range of incidence reaching
the ﬁrst 15 degrees oﬀ nadir. By “improved GO model” we
refer to a diﬀraction correction as proposed in [19], [20] or
classical curvature corrections based on higher-order Taylor
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expansion of the correlation function about the origin (see
the “GO4” model in the Appendix).
• A ﬁrst necessary condition to match the data is the com-
pliance of the sea surface spectral distribution with some
a priori values of the total and ﬁltered slope variances de-
rived from optical measurements. This imposes integral
constraints on the curvature spectrum but does not deter-
mine its shape.
• The second necessary condition is that the two-point
characteristic function of sea surface elevations include a
fourth-order term, i.e. a two-point kurtosis function. In-
troduction of this function in the Kirchhoﬀ integral of the
PO somehow follows [23] suggestions in the same spirit of
the skewness function ﬁrst derived by [24] and applied in
[18]. Critical is the behavior of the kurtosis function near
its origin which. As we will show, this reduces to the de-
termination of the fourth-order cumulant of slope. In this
paper we will focus on the omnidirectional NRCS and will
not discuss the skewness eﬀect.
A brief overview of the radar observations is given in the
next section. The short-scale spectral distribution and the
constraints on slopes are discussed in section 3. NRCS sim-
ulations are performed and presented in section 4. Sum-
mary and discussion follow in section 5.
II. Overview of the radar data set
We will use and combine three satellite and airborne data
sets in C, Ku and Ka bands, respectively. This section is
devoted to a brief description of the data sets.
A. STORM
This data set was acquired during the VALPARESO air-
borne experiment ([25]). STORM is a real aperture fully
polarimetric radar operating in C Band (5.35 GHz) with
a range resolution of 1.5 meter. It can scan 360◦ azimuth
with an angular resolution of 3.8◦. The central incidence
was set to 20◦ with ±15◦ beam aperture allowing an ex-
cursion from 5◦ to 35◦ incidence with an angular resolution
of 0.04◦. The data have been gathered from 15 diﬀerent
ﬂights corresponding to various sea states and wind speeds
(from 4 m.s−1 to 16 m.s−1). The wind speed was provided
by the PHAROS buoy under the track of the airplane. The
data were described and processed in [26], where a ﬁt of the
(unpolarized) NRCS was given for incidence angles ranging
from 7◦ to 16◦ for diﬀerent wind speeds and directions.
B. TRMM
The Precipitation Radar (PR) of the Tropical Rainfall
Mapping Mission (TRMM) [27] currently covers the near-
nadir range of 1◦ ≤ θ ≤ 18◦. Though designed speciﬁ-
cally for the measurement of precipitation proﬁles in the
atmosphere over both land and ocean, the PR system also
acquires sea surface Ku-band NRCS under rain-free con-
ditions. This is the ﬁrst and only satellite system to pro-
vide such angle-resolved near-nadir information. In [28] a
large collocated database has ﬁrst been collected to extend
the description of PR NRCS in terms of incidence angle,
wind speed, and signiﬁcant wave height through a tabu-
lated model function.
C. NASA Scanning Radar Altimeter
This data set originates from the airborne Southern
OceanWaves EXperiment (SOWEX) with the NASA Scan-
ning Radar Altimeter (SRA) and is described in [29]. The
SRA operates in Ka Band (36 GHz) at near-nadir inci-
dences (out to 15◦) and is limited to vertically co-polarized
backscatter. Six diﬀerent ﬂights were performed oﬀ Tas-
manian coasts in June 1992 with a large variety of wind
(from 2 m.s−1 to 19 m.s−1) and sea conditions (from 1 to
9 meter signiﬁcant wave height).
In absence of absolute and universal calibration for the
diﬀerent data sets we found it preferable in the following
to work with the relative NRCS (σrel), that is the NRCS
normalized by its maximum value.
III. Three reference sea spectra
Our numerical simulations will rely on three reference sea
spectra from diﬀerent origin, namely Elfouhaily, Kudryat-
sev and Kosnik models. For simplicity, we name the vari-
ous spectral models after the ﬁrst author of the reference
publication.
A. Elfouhaily Spectrum
The Elfouhaily uniﬁed spectrum is described in [30] and
has now become a very popular model in ocean remote
sensing. It is based on the uniﬁcation of earlier optical,
in situ and tank measurements. The short-wave curva-
ture spectrum takes a particular dome-like shape centered
about the speciﬁc wave number corresponding to the mini-
mum wave phase speed (kM = 363 rad/m). As emphasized
in this spectrum, the total and partial second-order spec-
tral moments are forced to be consistent with measured
slope variances. As such, they match the clean and slick
slope variances reported in [14] and recalled in the following
section.
B. Kudryatsev spectrum
This spectrum relies on the energy balance equation and
was ﬁrst described in [31]. As more recently improved ([32])
balanced sources and sinks of energy consist of wind forc-
ing, viscous eﬀects, dissipation via wave breaking, wave-
wave interactions as well as shorter wave generation by
wave breaking. Two diﬀerent mechanisms are speciﬁed de-
pending on the scale of a breaking wave. Owing to the
eﬀect of the surface tension short breaking waves with
k > kwb (where kwb  2π/0.3 rad/m) are not disrupted
but produce “regular” trains of bound parasitic capillar-
ies which are later dissipated by viscous mechanisms. For
longer breaking gravity waves, the crest disruption results
in mechanical perturbations of the sea surface. For large
breakers, this can produce enhanced roughness elements
which can further grow under wind action. To make a fair
comparison with Elfouhaily spectrum and eliminate dis-
crepancies due to the large scale parameters (fetch, wave
IEEE TRANSACTIONS ON GRS, VOL. XX, NO. Y, MONTH 2012 3
        











ORJZDYHQXPEHULQUDGP
&
XU
YD
WX
UH
6
SH
FW
UX
P
LQ
P
í
2PQLGLUHFWLRQQDO&XUYDWXUH6SHFWUXP:,1' PVí


.RVQLN6SHFWUXP
.XGU\DYWVHY6SHFWUXP
(OIRXKDLO\6SHFWUXP
Fig. 1. Comparison between three curvature spectra (Elfouhaily,
Kudryavtsev and Kosnik) for three diﬀerent wind speeds
(5 m.s−1,10 m.s−1 and 15 m.s−1).
age, etc) we imposed the same low-frequency spectrum for
waves larger than one meter.
C. Kosnik spectrum
Kosnik spectrum [33] is a recent experimental short-wave
spectrum derived from stereo images. The experiment was
run on a research platform on the Black sea, located at 500
m from the coast by 30 m depth. Hence wave age and fetch
conditions are speciﬁc to this closed sea and certainly the
reason for discrepancies with other spectral models. How-
ever, the level of curvature was found in fair agreement with
other models. For technical reasons Kosnik spectrum is
limited to a certain range of centimeter scales (0.5−20 cm)
and is therefore not a uniﬁed spectrum such as Elfouhaily
or Kudryatsev model. For the purpose of scattering simu-
lations where all scales are needed, we completed the large
scale part (starting at 20 cm) by Elfouhaily spectrum.
A comparison of the three omnidirectional curvature
spectra at diﬀerent wind speeds is shown on ﬁgure 1. Kos-
nik model is found intermediate between Elfouhaily and
Kudryatsev models.
IV. Constraints on slopes
Any model of surface spectrum should satisfy some con-
straints on the ﬁltered and total second-order spectral mo-
ments. In particular, the slope variances are key param-
eters and can be measured accurately by optical means.
The reference measurement for the total mss is the histor-
ical experiment by [14] based on the distribution of bright
points on a photographic plate. It is parametrized by the
wind speed recorded at 12.5 m above the sea level:
mss = 0.003 + 5.12 10−3U12.5 ± 0.004 (IV.1)
The “slick” mss corresponds to observations over artiﬁcially
smoothed surfaces where scales approximately smaller than
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Fig. 2. Increments of mss versus wind speed (in m/s) as measured by
optical means and inferred from Elfouhaily (“Elf”)), Kudryavt-
sev (“Kudry”)) and Kosnik (“Kosnik”) spectra. Here δmss1 is
the increment of mss between 0 and 30 cm while δmss2 is the
increment of mss between 30 cm and 1 meter.)
30 cm have been damped. It was measured by the same
authors:
mssslick = 0.008 + 1.56 10
−3U12.5 ± 0.004 (IV.2)
The “slick” mss was later reevaluated by [34] by integration
of a k−3 spectrum up to the corresponding cutoﬀ (ks =
2π/0.3). A logarithmic rather than linear dependence was
found,
mssslick = 4.6 10
−3 log(ks/k0), (IV.3)
with k0 = g/U
2
10. For waves longer than 30 cm we will rely
on this last relation. Note that the usual reference wind
is taken at 10 m above the sea surface (U10), a convention
which will be used throughout this paper. The Cox and
Munk mss corresponding to a given wind speed will be
calculated by converting U10 to U12.5 using a classical von
Karman logarithmic proﬁle.
Another source of information is a more recent airborne
experiment ([35]) which was conducted by means of three
vertical lasers to estimate the slopes of one-meter chords on
the sea surface as a function of wind speed. This is inter-
preted as the “large-scale” mss pertaining to waves larger
than one meter. The corresponding evolution with wind
is taken from Figure 9 of [35]. The three chosen reference
spectra have the same large-scale part (starting at one me-
ter) but have diﬀerent distributions of energy across the
shorter scales. This results in distinct increments of mss
between scales, say l2 < l1, which we will henceforth refer
to as δmss. They can be obtained by the ﬁltered second-
moment of the omnidirectional wave height spectrum (say
S(k)):
δmss =
∫ k2
k1
dk k2S(k), (IV.4)
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with kj = 2π/lj . The experimentally available ﬁltered
slopes (total, slick and large-scale) as reported in [14], [34],
[35] provide these increments from 0 to 30 cm (δmss1) and
from 30 cm to 1 meter (δmss2). Figure 2 shows the cor-
responding values derived from the reference spectra (note
that δmss2 is irrelevant for Kosnik spectrum) as a function
of wind speed. A general good agreement is obtained for
Elfouhaily spectrum as expected since the compliance with
[14] is one of its deﬁning criteria. Kudryavtsev and Kos-
nik spectra compare favorably with δmss1 but Kudryavtsev
spectrum signiﬁcantly overestimates δmss2.
V. NRCS in the classical approximations
It is well-known (e.g. [36]) that the near-nadir NRCS is
unpolarized and can be described accurately by the PO or
Kirchhoﬀ Approximation (henceforth referred to as KA).
Under the assumption of a Gaussian sea surface the monos-
tatic NRCS takes the form of a so-called Kirchhoﬀ integral:
σ0 =
|K|2
Q2z
∫
dr
π
e−iQH ·re−Q
2
z
S2/2 (V.5)
where S2 is the structure function,
S2(r) =< (η(r
′+r′)−η(r′))2 >=< (η(r)−η(0))2 > (V.6)
and the brackets denote the ensemble average. Here η(r)
denotes the surface roughness which is assumed spatially
stationary so that the structure function depends only on
the lag r between any pair of points on the surface.
We have neglected the contribution of the coherent ﬁeld
in the integral in view of the elevated value of the Rayleigh
parameter in the bands of interest. For the geometry, we
adopt the conventions of [36]. We recall that QH and Qz
are the horizontal and vertical components of the so-called
Ewald vector Q = −2K0, where K0 is the incident elec-
tromagnetic wave-vector. The prefactor K is a geometrical
kernel depending of the scattering angles and the complex
permittivity. In an excellent approximation, the omnidirec-
tional NRCS is given by the Kirchhoﬀ integral associated
to the omnidirectional sea spectrum:
σ0omni = 2
|K|2
Q2z
∫
∞
0
dr r J0(QHr)e
−Q2
z
S2/2, (V.7)
where J0 is the Bessel function of the ﬁrst kind. As it is
well known, this expression simpliﬁes signiﬁcantly at small
incidence angle where it reduces to the GO approximation
([37]):
σ0GO =
|R|2
mss cos4(θ)
exp
(
− tan
2(θ)
mss
)
, (V.8)
Here |R|2 is an eﬀective reﬂectivity, θ is the incidence angle
and mss is the total mean square slope of the sea surface:
mss = 〈|∇η|2〉 =
∫
R2
k2S(k)dk (V.9)
The simple expression (V.8) is commonly used in the lit-
erature at normal incidence but is known to depart very
rapidly from the actual NRCS as the incidence angle is
increased. To extend its domain of validity, it is often
resorted to an additional quartic term in the exponential
which compensates for the too rapid fall-oﬀ of the Gaus-
sian. Typically, the relative NRCS in the ﬁrst few degrees
is empirically sought in the form (e.g. [29]):
σ0 = exp
(−A tan2 θ +B tan4 θ) , (V.10)
where the coeﬃcient A is of the order of an inverse mss
and B is related to the curvature of the sea surface. Such
a model can actually be justiﬁed by a higher-order Geo-
metrical Optics approximation (henceforth referred to as
GO4) by expanding the autocorrelation function at fourth
order about zero. In the simple omnidirectional Gaussian
framework, it is shown in the Appendix that:
σ0GO4 = σ
0
GO
(
1 +
msc
4Q2zmss
2
(
tan4 θ
mss2
− 4
(
tan2 θ
mss
+ 2
)))
,
(V.11)
where msc is the total mean square curvature of the sea
surface:
msc =
∫
R2
k4S(k)dk (V.12)
The diﬀerent NRCS models (KA, GO and GO4) are com-
pared in the Ka Band on Figure 3 for two diﬀerent omnidi-
rectional spectra (Elfouhaiy and Kudryavtsev) at 10 m.s−1
wind speed. Even though the GO4 model signiﬁcantly im-
proves the classical GO, it is not suﬃcient to recover the
KA NRCS. Furthermore, it is seen that the GO4 correction
is very sensitive to the value of the total spectrum curva-
ture, which is less known and more ﬂuctuating than the
mss value from one model to another. Relying on a simple
parametric model such as GO4 does therefore not allow for
a precise analysis of the NRCS and use will be made of the
sole KA.
Figure 4 shows the relative omnidirectional NRCS at 10
ms−1 wind speed in the diﬀerent bands in the KA model
under a Gaussian assumption. The Kudryavtsev model is
least performing at C- and Ku- band while Kosnik and
Elfouhaily model are found equivalent. For all spectral
models, the NRCS departs a few dB away from the mea-
sured NRCS beyond 10 degree incidence.
VI. Peakedness corrections
As shown by some recent works, the inclusion of non-
Gaussian peakedness is necessary to account for the vari-
ability of the sea surface statistics ([16], [38], [26]) and the
non-Gaussian slopes measured by Cox and Munk ([39]).
When incorporated in a GO model, this leads to an ex-
pression formally similar to the curvature correction (V.10)
with an extra tan4(θ) in the exponential term. However,
as already mentioned, this model is limited in incidence
and will not be retained. Instead we will include the non-
Gaussian corrections in the KA NRCS which explicitly de-
pends on the characteristic function of the diﬀerence of el-
evations. A fourth-order cumulant expansion of the latter
leads to:
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Fig. 3. Relative omnidirectional NRCS (dB) in Ka-band according
to the KA, GO and GO4 model for a wind of 10 m.s−1. Two
diﬀerent omnidirectional spectra has been used: Elfouhaily (Elf)
and Kudryavtsev (Kudry) spectral model. For clarity of the ﬁgure
an oﬀset of -4dB has been introduced in the latter case.
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Fig. 4. Relative omnidirectional NRCS (dB) in C-, Ku- and Ka-band
in the KA under a Gaussian assumption for a wind of 10 m.s−1.
Three diﬀerent omnidirectional spectra has been used: Elfouhaily
(Elf), Kosnik (Kos) and Kudryavtsev (Kudry) spectral model.
For clarity the Ku- and Ka- values have been oﬀset by 3 and 9
dB, respectively.
σ0omni =
|K|2
Q2z
∫ +∞
0
dr
π
e−iQH ·re−Q
2
z
S2/2−iQ
3
z
S3/6+Q
4
z
S4/24
(VI.13)
where S3 is the so-called skewness function,
S3 =< (η(r)− η(0))3 >, (VI.14)
and S4 is the excess kurtosis of the diﬀerence of elevations:
S4 =< (η(r)− η(0))4 > −3 < (η(r)− η(0))2 >2, (VI.15)
which we will abbreviate to the “kurtosis function”. The
skewness function is necessary to account for the observed
upwind/downwind asymmetry (e.g. [18]) but has negligi-
ble impact on the omnidirectional NRCS. For small values
of the skewness parameter Q3zS3 the corresponding expo-
nential can indeed be replaced by its linear approximation
and has a vanishing contribution after integration over az-
imuths. Hence the omnidirectional NRCS can be written
in terms of the omnidirectional structure and kurtosis func-
tions:
σ0omni = 2
|K|2
Q2z
∫
dr rJ0(QHr)e
−Q2
z
S2/2+Q
4
z
S4/24 (VI.16)
The kurtosis function involves the so-called bi- and tri-
coherence functions (that is three- and four- points cor-
relation functions) which are the Fourier transforms of the
bi- and tri-spectra. The polyspectra and coherence func-
tions are in general unknown and can only be postulated
(e.g. [40]). However, a Taylor expansion of the kurtosis
function about the origin shows that:
S4  γ S22 , (VI.17)
where γ is the excess kurtosis of slopes. At this stage we
assume this value to be independent of the direction in
which the slope is taken,
γ + 3 =
< (∂xη)
4 >
< (∂xη)2 >2
=
< (∂yη)
4 >
< (∂yη)2 >2
(VI.18)
This parameter was ﬁrst measured by Cox and Munk with
a quasi-constant value γ = 0.4 for both the clean and slick
case. The expression (VI.17) holds only at small lags r,
the kurtosis function being otherwise unknown. However
its behavior at larger lags is not needed because the inte-
grand in the Kirchhoﬀ integral is damped before it comes
into play, as we will show next. The persistence of rela-
tion (VI.17) at lags as large as 30 cm is heuristically jus-
tiﬁed in the following way. The ratio S4/S
2
2 can be in-
terpreted as the kurtosis of slope of the smoothed surface
at the given lag. The latter has been observed by [14] to
be unchanged while passing from a clean to slick surface,
wherein the scales shorter than 30 cm have been damped.
This supports the hypothesis that the ratio S4/S
2
2 remain
approximately constant in this range of scales. Recent ob-
servations in a wind tank [41] in various wind and fetch
conditions tend to conﬁrm this assumption as the relation
(VI.17) is found valid at lags smaller than a fraction (about
1/20) of the dominant wave. Another diﬃculty is the lim-
ited applicability of the truncated cumulant expansion as
given in (VI.13). This expression is valid as long as the
quartic term remains corrective, that is while:
Q4zS4
24
<<
Q2zS2
2
(VI.19)
which, combined with (VI.17) and γ  0.4, imposes the
condition Q2zS2 << 30. AT small incidence angle this can
more conveniently expressed by K20S2 << 8 with K0 the
electromagnetic wave number. Hence the numerical inte-
gration can be performed with the help of a cut-oﬀ function
on the right-hand side of (VI.17), which for simplicity we
chose to be Gaussian:
H(r) = exp
(−r2/r2c) (VI.20)
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Fig. 5. Same as Figure 4 with peakedness correction for a wind of
10 m.s−1. The value of the excess kurtosis of slope (γ = 0.4) has
been taken from Cox and Munk. For clarity the Ku- and Ka-
values have been oﬀset by 3 and 9 dB, respectively.
In the numerical experiments, the cut-oﬀ distance was de-
ﬁned by K20S2(rc) = 2 where condition (VI.19) is clearly
satisﬁed. We have checked that the resulting NRCS has
very little sensitivity to the precise value of the chosen
threshold between 2 and 8. This is because the cut-oﬀ
value is of the order of the eﬀective distance of integra-
tion in the Kirchhoﬀ integral. Hence the interval where
the cut-oﬀ comes into play has negligible contribution to
the integral.
Figure 5 displays the NRCS in the same conﬁguration as
previously shown with a peakedness correction in the KA.
The agreement of simulated NRCS with data at small and
moderate incidence angles is signiﬁcantly improved for all
spectral models, especially in Ka band. The accuracy of
the model can be quantiﬁed with a classical cost function
expressing the average distance (taken in decibels) between
model and data:
ε = 〈∣∣(σ0omni(model))dB − (σ0omni(data))dB∣∣〉 (VI.21)
where the mean is taken over all available incidences and
bands. Note that this accuracy criterion was already pro-
posed in a similar context by [42] to quantify the diﬀer-
ence between theoretical and experimental NRCS. Table
I reports the values of ε at diﬀerent wind speeds under a
Gaussian assumption (column A) and with a peakedness
correction after Cox and Munk value (column B). A sys-
tematic improvement of 0.5−1 dB is reached for all models,
except at small winds for Elfouhaily spectrum where the
correction has negligible impact. Altogether the improved
scattering model based on Elfouhaily spectrum falls within
1 dB from the data.
VII. Is the kurtosis of slope a tunable
parameter ?
The proposed peakedness correction is based on the con-
stant value γ  0.4 estimated by Cox and Munk for the
Elf Ku Kos
ws A B C A B C A B C
5 0.94 1.05 0.95 2.29 1.02 0.87 1.95 0.92 0.92
7 1.03 1.07 0.97 2.82 1.46 0.92 2.03 0.93 0.93
10 1.81 0.58 0.57 2.81 1.50 0.61 1.93 0.62 0.46
11 1.34 0.87 0.87 2.06 1.54 1.35 1.38 1.33 1.17
15 1.46 0.72 0.72 2.00 1.30 1.13 1.28 1.01 0.96
TABLE I
Error criterion versus wind speed (in m/s) for different
spectra. Case a): without peakedness correction. Case b)
with Cox-Munk peakedness correction (γ = 0.4). Case c)
with optimal peakedness correction.
Wind Speed Elfouhaily Kudryavtsev Kosnik
5 0.20 0.58 0.53
7 0.25 0.68 0.54
10 0.49 0.69 0.51
13 0.37 0.55 0.19
15 0.43 0.58 0.34
TABLE II
Optimal excess kurtosis of slopes versus wind speed (in m/s)
kurtosis of slope. More recent studies ([43]) tend to show a
wind speed dependence of this parameter. We will thus al-
low this value to vary with wind speed, making it a tunable
input of the scattering model. The a priori unknown kurto-
sis parameter γ can been found for each wind speed by min-
imizing the cost function (VI.21). Table II reports the op-
timal γ with respect to the cost function for every spectral
model and wind speed. In the case of Elfouhaily spectrum
the obtained values are consistent with the experimental
ﬁnding γ  0.4 of [14], with a slight and non-monotonic
variation with wind as observed in [43]. However, the opti-
mal excess kurtosis found for Kudryatsev and Kosnik mod-
els is less realistic and probably to high. This is due to
the inaccuracy of the predicted ﬁltered mss. For instance,
Kudryatsev spectrum strongly overestimates the increment
of mss at decimeter scales, which results in a slower decay
of the NRCS with incidence, especially in Ku band. The
optimization procedure over the kurtosis parameter tries
to compensate this eﬀect by an exaggerated value of the
latter. Figure VII shows the omnidirectional NRCS calcu-
lated after this optimal excess kurtosis. As visually noticed
and systematically veriﬁed on Table I (column C), the re-
sulting improvement over the non-parametric peakedness
model is negligible and thus does not justify the introduc-
tion of a tunable parameter. Since a free kurtosis param-
eter artiﬁcially compensates the weakness of the spectral
models (such as the inadequacy with the mss constraints)
by reaching unphysical values, one should rather see this
tunable parameter as a test for the validity of the spec-
trum.
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Fig. 6. Relative omnidirectional NRCS (dB) in C-, Ku- and Ka-band
in the KA with peakedness correction for a wind of 10 m.s−1. The
value of kurtosis has been optimized. For clarity the Ku- and Ka-
values have been oﬀset by 3 and 9 dB, respectively.
VIII. Discussion and conclusion
The present study has shown that two ingredients are
necessary for a consistent modeling of the omnidirectional
NRCS at diﬀerent microwave frequencies with a physical
scattering model. First, the total and ﬁltered slopes pre-
dicted by the spectral models should be consistent with
the values measured by optical means. Second, it is essen-
tial to include peakedness eﬀects in the diﬀerence of ele-
vations for the calculation of the Kirchhoﬀ integral. The
related kurtosis function has been introduced through a
semi-empirical parametrization based on its limiting be-
havior at small lags. The next stage is to extend the NRCS
models at higher incidence angles using a polarized model
such as proposed in [13]. In contradistinction to the near-
nadir region, where the NRCS is essentially governed by
global parameters of the spectrum (mss, kurtosis, etc), the
precise shape of the latter plays a crucial role at larger inci-
dence angles where a Bragg mechanism comes into play. To
match the observations it will be therefore be necessary to
bring modiﬁcation to the short-wave spectral model. Hence
the correct modeling of NRCS at nadir is a necessary pre-
requisite for a systematic inversion of sea spectrum from
remote sensing data. This will be pursued in a subsequent
work.
IX. Appendix
A. Fourth-order Geometrical Optics approximation (GO4)
Rigorous diﬀraction corrections to the GO model have
been recently proposed in the literature but are for the
moment limited to uni-dimensional surfaces ([19]) or to the
normal incidence ([20]). We will therefore develop a very
simple improved GO in the case of an omnidirectional spec-
trum and a Gaussian roughness distribution. Under these
assumptions the NRCS in the Kirchhoﬀ Approximation is
given by:
σ0 =
|K|2
Q2z
∫
dr eiQH ·re−Q
2
z
(ρ(0)−ρ(r)), (IX.22)
where ρ(r) = 〈η(r)η(0)〉 is the surface autocorrelation
function. In the GO approximation the latter is evaluated
at small lags only and can be approximated by its Taylor
expansion about the origin. For isotropic spectra S(k) we
may use radial integrals:
ρ(r) =
∫
∞
0
2πkJ0(kr)S(k)dk (IX.23)
and expand the Bessel function at second-order about the
origin. It follows easily that:
ρ(0)− ρ(r)  1
2
mss
r2
2!
− 3
8
msc
r4
4!
, (IX.24)
where mss is the total mean square slope and msc the total
mean square curvature:
mss =
∫
∞
0
2πk k2S(k)dk (IX.25)
msc =
∫
∞
0
2πk k4S(k)dk (IX.26)
We may thus write
σ0  |K|
2
Q2z
∫
dre(iQH ·r)e−mssQ
2
z
r
2
4
(
1 +
3
8
msc
r4
4!
)
(IX.27)
where the quartic term in the exponential has been lin-
earized in view of the small lag assumption. The evalua-
tion of this integral can be performed routinely and leads
to the following correction to the well-known GO formula:
σ0GO4 = σ
0
GO
(
1 +
λ4
4
(X4 − 4X2 + 2)
)
, (IX.28)
with
λ4 =
msc
Q2zmss
2
(IX.29)
and
X =
1√
mss
QH
Qz
(IX.30)
At normal incidence (X = 0), this formula is found equiva-
lent to the diﬀraction correction of Fuks (eq. (58) in [20]) in
the omnidirectional case. We refer to this model as “GO4”
as it involves the fourth-order moment of the sea spectrum
in addition to the second-moment.
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A microwave remote sensing approach to invert the
omnidirectional short-wave spectrum of the sea
surface
Alexandra Bringer, Bertrand Chapron, Alexis Mouche and
Charles-Antoine Gue´rin
Abstract—Existing models for the short-waves spectrum of the
sea surface are not consistent with microwave satellite data when
multi-bands and multi-incidence data sets are considered. We
devise a simple parametric model for the short-wave omnidirec-
tional spectrum of the sea surface on the basis of a three-band (C,
Ku, Ka) and multi-incidence (low, moderate and large) data set
and an improved analytical scattering model, namely the non-
Gaussian Weighted Curvature Approximation. This spectrum
is also constrained by several optical measurements which pro-
vide a priori conditions on the total and ﬁltered mean-square
slopes. It is compared with classical models such as Elfouhaily
and Kudryavtsev uniﬁed curvature spectra. Signiﬁcant diﬀer-
ences are observed at wavenumbers corresponding to the range
of decimeter scales. The new spectrum is by construction fully
consistent with the omnidirectional normalized radar cross sec-
tion of the multi-band data set.
Keywords— microwave ocean remote sensing, omnidirectional
spectrum
I. Introduction
The characterization of the spectral properties of the sea sur-
face has a long history dating back to the pioneering works of
Phillips [1] and Pierson-Moskowitz ([2]). Today it is commonly
accepted that the description of long waves has reached a ma-
ture state. The description of short gravity and capillary-gravity
waves, however, is still undergoing research. Some recent im-
provements of the wave number spectrum in the millimeter and
centimeter range of scales have been proposed in the last decade
by diﬀerent means. Among modern models, we can distinguish
two paradigmatic spectra corresponding to conceptually diﬀer-
ent approaches. The ﬁrst one is the popular model by Elfouhaily
et al. [3], which uniﬁes previous tank, in situ and optical mea-
surements. The second is the model by Kudryavtsev et al. [4],
which relies on a physical description of the the energy balance
equation. A brief description of these models (henceforth re-
ferred to by the name of their ﬁrst author, that is Elfouhaily
and Kudryavtsev spectra) and their respective properties can
be found in [5]. However, some diﬀerences if not contradictions
are found between these models so that the question of the rel-
evance and correctness of the short-wave curvature spectrum is
is still open. Now, a precise description of the latter is more and
more needed for an correct interpretation of the backscattered
electromagnetic signal from the sea surface in the microwave
regime. The aim of this article is to develop a spectral model
which is fully consistent with a variety of scattering data at
various incidences and frequency bands.
This study is concerned with the omnidirectional spectrum
only, directional aspects being left for further research. The
omnidirectional spectrum will be reconstructed from the Nor-
malized Radar Cross Section (NRCS) arising from a set of multi-
incidence and multi-frequency spaceborne and airborne data.
The sole vertical polarization will be used for the inversion as
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we consider that the horizontal polarization is still not described
accurately enough by the combined scattering and hydrody-
namic models. An important guideline for the construction of
the omnidirectional spectrum is an ensemble of integral con-
straints prescribed by various optical measurements, as recalled
in section II. The other key ingredient is a recent, versatile and
accurate electromagnetic model which can include the neces-
sary non-Gaussian corrections, namely the Weighted Curvature
Approximation [6] (section III). The reference data sets are pre-
sented in section IV and used to evaluate the performances of
the existing classical spectra in term of simulation of the NRCS
in the light of this improved model (section V). The new para-
metric model is introduced and discussed in section VI.
II. The integral constraints
The ﬁrst few moments of the omnidirectional wavenumber
spectrum S(k) can be interpreted in terms of experimentally
measurable quantities. This imposes some a priori global con-
straints on this unknown function and helps to reduce the do-
main of investigation. The integral of the wavenumber spectrum
is proportional to the square of the signiﬁcant wave height,
H2s = 16
∫
∞
0
dkS(k) (II.1)
The signiﬁcant height is the most fundamental and intuitive
parameter to describe the sea state. It can be easily measured
by the time variations of a wave probe at a given location and
is well quantiﬁed in terms of wind speed, fetch and swell. As
the wavenumber spectrum loosely follows a k−3.5 or k−4 power-
law decay, the value of the integral II.1 is imposed by the long
waves. The second moment yields the so-called mean square
slope (mss),
mss =
∫
∞
0
dk k2S(k), (II.2)
to which the small and large waves have comparable contri-
butions. The mss is an important variable for the description
of air-sea interactions as it controls the eﬀective surface of ex-
change between the two media. Also, it describes the steepness
of waves and is related to the breaking rate. The mss is also a
key parameter in scattering of electromagnetic waves from the
sea surface. In the Geometrical Optics limit of very short radi-
ations it monitors the width of the scattering diagram. In the
classical ([7]) or improved ([8]) Two-Scale Model it is involved
in the tilt-modulation by large waves.
The mss can be accurately measured by optical means using
either laser probes in laboratory ([9]) or the sun glint in in situ
conditions ([10]), henceforth referred to as CM. For the latter
we recall the simple parameterization,
mss = 0.003 + 5.12 10−3U12.5 ± 0.004, (II.3)
where U12.5 is the wind speed recorded at 12.5 m above the
sea level. Note that the usual reference wind is taken at 10 m
above the sea surface (U10), a convention which will be used
throughout this paper. The CM mss corresponding to a given
wind speed will be calculated by converting U10 to U12.5 using
a classical von Karman logarithmic proﬁle. In some instances
one can also measure the partial or ﬁltered mss which is the
integration of the slope spectrum k2S(k) over a restricted range
of scales,
Δmss =
∫ k2
k1
dk k2S(k), (II.4)
This is the case for the “slick mss” observed by CM over ar-
tiﬁcially smoothed surfaces (k1 = 0, k2  2π/0.3). It was
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measured by the same authors:
mssslick = 0.008 + 1.56 10
−3U12.5 ± 0.004 (II.5)
The “slick” mss was later reevaluated by [11] by integration of
a k−3 spectrum up to the corresponding cutoﬀ (ks = 2π/0.3).
A logarithmic rather than linear dependence was found,
mssslick = 4.6 10
−3 log(ks/k0), (II.6)
with k0 = g/U
2
10. For waves longer than 30 cm we will rely
on this last relation. Another partial mss is provided by the
airborne experiment described in [12] in which three vertical
one meter spaced lasers give access to the slopes of one-meter
segments at the surface, corresponding to a ﬁltered mss with
k1 = 0, k2 = 2π.
The fourth moment is the mean square curvature (msc),
which describes the sharpness of waves. It is dominated by small
waves and actually very sensitive to the shape of the wavenum-
ber in the millimeter range. Hence it is a very discriminating
parameter for the determination of the short-waves wavenumber
spectrum. It has also a strong eﬀect on the radiative properties
of the surface, as the level of curvature determines the polar-
ization ratio [6]. There is, however, little knowledge of this
parameter even though some recent works have provided its es-
timation using spaceborne radar data and a heuristic approach
[13].
When integrated, the omnidirectional Elfouhaily and
Kudryavtsev spectra give a consistent evaluation of the mss as
compared with the reference value of CM, with a maximum dis-
crepancy of the order of 10-15 %. The msc, however, varies
dramatically from one model to another. For instance, the to-
tal msc at 10 m/s wind speed after Kudryavtsev spectrum is
found more than three times larger than the same quantity af-
ter Elfouhaily model ( 20000 m−2 versus 6000 m−2).
III. Scattering model
A. The Weighted Curvature Approximation
The calculation of the NRCS from the sea surface requires a
so-called uniﬁed scattering model (e.g. [14]), that is a model
which is able to cope simultaneously with large scales as well
as small ripples. Such a model should be consistent with the
asymptotic regimes in the appropriate limits. It should coin-
cide with the Kirchhoﬀ Approximation (KA) and Geometrical
Optics for large Rayleigh parameter and Bragg theory for small
Rayleigh parameter.
Since the historical Two-Scale model, there have been sev-
eral attempts to build uniﬁed models resulting in more or less
complicated formulations. Without being exhaustive we can
mention the second-order small-slope approximation [15], the
local curvature approximation [16], the resonant curvature ap-
proximation [17], the cut-oﬀ invariant Two-Scale model [8] and
the Weighted Curvature Approximation [16], [18]. This last
model was recently revisited and simpliﬁed [6]. For sea surfaces
it was shown to enjoy an elementary formulation in terms of a
combination of Bragg and Kirchhoﬀ kernels. The simplicity and
numerical eﬃciency of this model designates it as an excellent
candidate for the inversion of remote sensing data, wherein a
large number of direct problems have to be solved.
We hereafter recall the geometry of the scattering problem.
Consider a rough interface z = η(r), where r = (x, y) is the
coordinate in the horizontal mean plane. This surface separates
the vacuum (upper medium) from water (lower medium). It
is illuminated by an incident monochromatic plane wave with
wave vectorK0. In backscattering conﬁguration it is convenient
to introduce the vector Q = −2K0 as well as its horizontal and
vertical projections QH and Qz, respectively. In the Weighted
Curvature Approximation (WCA) the scattering amplitude (S)
is sought as a correction of the Kirchhoﬀ Approximation and
written as :
S =
1
Qz
∫
dr
(2π)2
(
K+
i
Qz
T(∇)[η]
)
e−iQHre−iQzη (III.7)
Again we refer to e.g. (e.g. [14]) for a rigorous deﬁnition of
the scattering amplitude and the NRCS. The so-called Kirch-
hoﬀ kernel K is an unpolarized geometrical factor depending of
the scattering angles and the complex permittivity (e.g. [14]).
The kernel T(∇)[η] is a tensor-valued second-order derivative
of roughness which is interpreted as a curvature correction of
the mere tangent plane approximation. It is polarization depen-
dent and thus responsible for the diﬀerence between horizontally
and vertically polarized backscatter. The consistency with the
Bragg and Kirchhoﬀ regime imposes some constraints on the
kernel T with respect to the Bragg (B) and Kirchhoﬀ (K) ker-
nels (see e.g. [14] for their expression). These constraints are
not suﬃcient to determine the kernel T uniquely. However, for
linear sea surfaces and away from specular angles, the NRCS
resulting from the diﬀerent choices of the kernel were shown
to follow closely a unique and simple expression independent
on the kernel. To obtain a working formula at all angles of
incidences and for non-linear surfaces, we therefore decided to
choose the simplest admissible kernel which is proportional to
the Laplacian operator, T(∇)[η] = T Δη, with the constant
tensor:
T = (B−K)
Q2z
Q2H
(III.8)
Under the assumption of a spatially homogeneous random sea
surface, the global expression of the monostatic NRCS can then
be written as a sum of three terms :
σWCA = σ
KA + σ12 + σ22, (III.9)
where
σKA =
|K|2
Q2z
∫
dr
π
e−iQH ·r〈eiQz(η(r)−η(0))〉 (III.10)
is the classical KA and
σ12 = 2
[
K
∗
T
Q2z
∫
dr
π
e−iQH ·r〈Δη(r)eiQz(η(r)−η(0))〉
]
σ22 =
∣∣∣∣ TQ2z
∣∣∣∣
2 ∫
dr
π
e−iQH ·r〈Δη(r)Δη(0)eiQz(η(r)−η(0))〉
(III.11)
are polarization-dependent corrective terms. The brackets de-
note the ensemble average. The contribution of the coherent
ﬁeld in these expressions has been neglected in view of the ele-
vated value of the Rayleigh parameter in the bands of interest.
B. WCA for linear surfaces
Under a linear assumption for the description of sea surfaces
in terms of a superposition of diﬀerent harmonics with random
phases, the resulting random process is Gaussian and entirely
characterized by its autocorrelation function (ρ) or its structure
function (S2):
ρ(r) = 〈η(r)η(0)〉 − |〈η(0)〉|2 , S2(r) = 2(ρ(0)− ρ(r)) (III.12)
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The diﬀerent correlators involved in the NRCS can then easily
expressed in terms of these latter functions:
σKA =
|K|2
Q2z
∫
dr
π
e−iQH ·re−Q
2
z
S2/2,
σ(12) = 2
[
K
∗
T
Q2z
∫
dr
π
e−iQH ·re−Q
2
z
S2/2(Δρ+mss)
]
,
σ(22) =
|T|2
Q2z
∫
dr
π
e−iQH ·re−Q
2
z
S2/2(Δ2ρ−Q2z |Δρ+mss|
2),
(III.13)
where mss = −Δρ(0) is the total mss of the surface. The omni-
directional version of a given quantity is deﬁned as the angular-
averaged value of this quantity over all possible azimuthal direc-
tions QH . In an excellent approximation it can be shown and
checked numerically that the omnidirectional NRCS is given by
the same formula (III.13) applied to the omnidirectional corre-
lation function. The corresponding integrals can then be eﬃ-
ciently performed using a preliminary radial integration using
Bessel functions, that is with obvious notations:
[∫
dr e−iQH ·r Ψ(ρ(r))
]
omni
= 2π
∫
∞
0
drJ0(QHr)Ψ(ρomni(r))
(III.14)
for any functional Ψ of the correlation functions.
C. WCA for nonlinear surfaces
The hydrodynamic nonlinearities of the sea surface are known
to have a signiﬁcant impact on the scattering data. It was re-
cently shown ([5]) that taking into account the excess kurtosis
of slopes in a simple KA model corrects the nadiral data and
helps making them consistent with multi-band data sets. For
incidences larger than about 20 degrees polarization eﬀects can
no longer be neglected and a more complete model such as WCA
is needed. The introduction of non-Gaussian features in the sta-
tistical formulation of WCA is, however, far from being obvious
and must be ﬁrst established. This requires the calculation of
non-Gaussian correlators (sub-scripted by “NG”),
〈eiQz(η−η0〉NG, 〈Δηe
iQz(η−η0)〉NG, 〈ΔηΔη0e
iQz(η−η0〉NG,
(III.15)
where η, η0 refers to the surface roughness evaluated at an ar-
bitrary position r and at the origin, respectively. Here and
everywhere, the position dependence in the diﬀerent functions
is omitted for simplicity and remains implicit. Non-Gaussian
corrections to the ﬁrst correlator are traditionally accounted for
by a cumulant expansion,
〈eiQz(η−η0)〉NG  e
−Q2
z
S2/2−iQ
3
z
S3/6+Q
4
z
S4/24, (III.16)
where S3 and S4 are the skewness and kurtosis function, respec-
tively:
S3 = 〈(η − η0)
3〉, S4 = 〈(η − η0)
4〉 − 3〈(η − η0)
2〉2 (III.17)
We are not aware of a general similar expansion for the second
correlator which is implied in the σ12 term of the WCA NRCS.
However, the diﬃculty can be circumvented by performing an
integration by parts,
i
Qz
∫
dr e−iQH ·r〈Δη eiQz(η−η0)〉 =
iQ2H
Q2z
∫
dr e−iQH ·r〈eiQz(η−η0)〉 −
∫
dr e−iQH ·r〈|η|2 eiQz(η−η0)〉
(III.18)
so that the problem amounts to calculate the non-Gaussian
statistics of the simpler correlator 〈|∇η|2 eiQz(η−η0)〉. We es-
tablish in the Appendix the following approximation:
〈|∇η|2 eiQz(η−η0)〉  F〈eiQz(η−η0)〉NG (III.19)
with
F =
(
mss + i
1
6
QzΔS3 −Q
2
z(|∇ρ|
2 +
1
24
ΔS4)
)
(III.20)
This formula is exact in the Gaussian case (S3, S4 = 0) and
holds at short lags up to quadratic order (that is r2) for general
non-Gaussian statistics. To calculate the corresponding omni-
directional NRCS we will discard the skewness function S3 and
consider only the omnidirectional structure functions S2 and S4.
The latter is unknown except at the origin where
S4  γ S
2
2 , r → 0, (III.21)
where γ is the excess kurtosis of slopes, assumed isotropic. It
follows that:
ΔS4  4γr
2mss2  16 |∇ρ|2 (III.22)
whence
F  mss−Q2z |∇ρ|
2 (1 +
2
3
γ) (III.23)
Even though this formula was established in the vicinity of the
origin we will assume it is valid at arbitrary lags. This extrap-
olation is justiﬁed by the fact that the correlators are mainly
involved by their behavior at small lags in the WCA integral.
Altogether
σKAomni =
|K|2
Q2z
∫
+∞
0
dr
π
e−iQH ·re−Q
2
z
S2/2+Q
4
z
S4/24, (III.24)
and
σ
(12)
omni = 2
[
K
∗
T
Q2z
∫
dr
π
e−iQH ·re−Q
2
z
S2/2+Q
4
z
S4/24
((1 +
2
3
γ)Δρ+mss)
]
,
(III.25)
The unknown kurtosis function in the exponential is extrapo-
lated from small to large lags as already proposed and justiﬁed
in [5]:
S4  γ S
2
2 exp
(
−r2/r2c
)
, (III.26)
where rc is a cut-oﬀ range deﬁned by K
2
0S2(rc) = 2. The third
correlator in (III.15) seems diﬃcult to estimate. However, it is
involved in σ22 in (III.9) which is already very small with respect
to the leading two terms σKA and σ(12). Hence, non-Gaussian
corrections will be simply ignored in that case.
IV. The reference data sets
The performance of the combined spectral and scattering
model for the sea surface backscatter can be evaluated in the
light of several available data sets. A ﬁrst assessment of the
models in the nadiral region has been made recently [5] with
the help of a three-band (C,Ku, Ka) data set and has shown
the necessity to incorporate kurtosis eﬀects. Two supplemen-
tary data sets are used to complete this study in C and Ku
Band for larger incidence angles. It is important to note that
the absolute level of the radar cross-section is necessary for the
estimation of the curvature spectrum. This was not the case for
nadiral data for which only the relative NRCS (with respect to
their maximum) was needed to estimate global parameters such
as the mss or the kurtosis of slopes.
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A. Nadiral Data
The following sets of near-nadir data have already been pre-
sented elsewhere [5] and will be here only brieﬂy discussed. The
ﬁrst data set has been acquired by the satellite Tropical Rain-
fall Measuring Mission (TRMM) in Ku Band under various sea
states and wind conditions. It covers the 0−18◦ incidence range
in vertical polarization (which is quasi-equivalent to the hori-
zontal polarization at these low incidences). The other two data
sets concerns the C band (STORM, [19]) and Ka-band (SRA,
[20]) and cover a variety of wind speeds and sea states under
diﬀerent incidence angles (from 7◦ to 16◦ for STORM and 0◦
to 15◦ for SRA).
B. Oﬀ Nadir Data
The previous sets are complemented with two other data sets
at moderate and large incidences, namely the classical NSCAT
(Ku band) and the more recent ASAR (C band) data sets, which
are described below.
B.1. . The NSCAT instrument is a fully polarized Ku-band
scatterometer (13.6 Ghz) which used to be mounted on board
the ERS1 satellite. It covers a large range of incidences (18−54
degrees). The present data were collected during the period
from May 14 to June 25, 1997 with a rich variety of wind and
sea conditions. The absolute calibration of these data is not
guaranteed but can be assessed by cross-comparison with the
more recent TRMM instrument at the common available inci-
dence (18 degrees), as shown on Figure 2. A diﬀerence of about
0.8 dB is observed between the instruments. This gives the ex-
pected level of uncertainty in the magnitude of NRCS used in
our simulations.
B.2. . ASAR stands for “Advanced Synthetic Aperture
Radar” and is one the instruments carried by the ENVISAT
satellite. This C Band (6 GHz) radar is capable of working in
alternating polarization, thus providing the simultaneous verti-
cal and horizontal backscatter with the same instrument. The
vertical polarization has been cross-calibrated with comparison
with the classical CMOD-5 model [21], as shown on Figure 2.
The current data set has been acquired during a period of four
weeks in 2005 and four weeks in 2007. A direct treatment of the
level 0 raw product makes it possible to evaluate and subtract
the contribution of additive instrumental noise. The NRCS is
measured for incidence angles ranging from 20◦ to 45◦ under
various wind conditions and sea states. Instantaneous wind
speed and direction of the satellite track is estimated by ASAR
and also by the collocated scatterometer ASCAT [22]. For this
study, we will use the wind speed estimation by the scatterom-
eter which it is assumed to be more accurate. The NRCS in
diﬀerent polarizations have been sorted by bins of wind speed
and direction and incidence angles. However, a large dispersion
on the level of NRCS is still observed. This variability has been
smoothed out by a least square regression which best follows
the azimuthal variations of the NRCS. The latter are have been
sought as usual in Fourier series of the azimuth angle with two
harmonics:
σM = a0 + a1 cosφ+ a2 cos 2φ, (IV.27)
where σM is the NRCS, a0,a1 and a2 are the coeﬃcients of the
regression and φ is the wind direction. This expansion has been
done at each incidence angle and wind speed. Hence, a0,a1 and
a2 are functions of the incidence angles and wind speed. As
an example, Figure 1 shows the azimuthal variations of the raw
(blue points) and smoothed (red solid line) NRCS at 35◦ and
5ms−1 wind speed. A further smoothing over incidence angles
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Fig. 1. Variation of the ASAR vertically polarized NRCS with azimuth
φ at 35 degrees incidence by a wind speed of 5 ms−1.
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Fig. 2. Consistency of diﬀerent sets in C (CMOD/ASAR) and Ku
(TRMM/NSCAT) data at wind speed of 5 ms−1
is performed on the coeﬃcients a0,a1 and a2 with an angled
window of 2 degrees.
V. Performances of existing spectra
A. Nadiral region
The performances of the reference existing spectra in terms
of consistency with the experimental data sets can be evaluated
with the help of the WCA scattering model. In the nadiral re-
gion the NRCS is quasi unpolarized and is accurately described
by the mere Kirchhoﬀ approximation σKA (the corrective terms
brought by WCA are negligible here). Simulations of the omni-
directional NRCS performed with the reference classical spectra
(Elfouhaily and Kudryavtsev) and the KA under a linear sea
surface assumption (i.e. the ﬁrst term in (III.13) show signiﬁ-
cant diﬀerences with the experimental NRCS. As an example,
Figure 3 shows the omnidirectional NRCS in diﬀerent frequency
bands at 5 ms−1 wind speed according to the Kudryavtsev
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spectrum. A comparison is done with available data (SOWEX,
TRMM, STORM). To eliminate possible calibration errors, only
the relative NRCS is shown (that is the NRCS divided by its
maximum value) with an oﬀset of 3 dB (Ku band) and 12 dB
(Ka band) to clarify the plot. As seen, the mismatch can be
as high as 2 dB in Ku band. It was shown in [5] that the in-
troduction of a slope kurtosis parameter considerably improves
the simulation of the nadiral NRCS. The non-Gaussian KA ac-
cording to (III.24) and (III.26) is shown on the same Figure 3
with an optimized value of the excess kurtosis parameter γ. The
optimization consists in minimizing the mean distance between
the relative NRCS derived from the scattering model (taken in
dB) and the corresponding experimental quantity,
εnad = 〈|rel. NRCS(model)− rel. NRCS(data)|dB〉, (V.28)
where the average is performed over all available incidences and
bands. In that case a good agreement is obtained between sim-
ulated and experimental NRCS. However, the values of the op-
timal kurtosis parameter (reported in Table I) are found larger
than the experimental result of CM where γ  0.4. This in-
dicates that the elevated value of this parameter compensates
for the deﬁciency of the spectrum itself. This hypothesis is con-
ﬁrmed by the investigation of the NRCS under the same models
at larger incidences, which are more sensitive to the shape of
the spectrum.
B. Oﬀ-nadir incidences
A similar error criterion can be deﬁned with the help of the
absolute NRCS at larger incidences:
εoffnad = 〈|NRCS(model)−NRCS(data)|dB〉 (V.29)
Figure 4 shows the simulated (absolute) NRCS in the Gaussian
and non-Gaussian WCA at moderate and large incidences and
a comparison with the available oﬀ-nadir data sets. A dramatic
discrepancy (both in shape and level) is found between simu-
lated and experimental data, with an order of magnitude much
larger than the kurtosis corrections. The performances of the
Elfouhaily and Kudryavtsev spectra at diﬀerent wind speeds are
summarized in Table I and II, using the overall error criterion:
ε = εnad + εoffnad (V.30)
The ﬁrst six columns display the value of ε for the three electro-
magnetic bands and the full range of incidence in the framework
of a Gaussian (G) and non-Gaussian (NG) WCA model. The
last column is the value of kurtosis of surface slopes which op-
timizes the cost function εnad in the nadiral region. The same
qualitative conclusions hold for diﬀerent wind speeds and spec-
tra. A non-Gaussian scattering model incorporating both a re-
alistic excess kurtosis of slope and an improved shape of the
omnidirectional spectrum are thus necessary to simulate the
omnidirectional NRCS in a consistent way with respect to the
experimental data. In the following, the curvature spectrum
as well as the kurtosis parameter will be sought and optimized
using the non-Gaussian WCA model.
VI. Parametrization of the spectrum
As shown in the previous section, none of the mentioned clas-
sical spectra can allow for a consistent estimation of the om-
nidirectional NRCS whenever several bands and incidences are
considered simultaneously, even with an improved scattering
model. In addition they do not fully meet the a priori condi-
tions imposed by the total and ﬁltered mss inferred from optical
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Fig. 3. Simulated omnidirectional NRCS using Kudryavtsev spectrum in
the Kirchhoﬀ model under a Gaussian (KA/WCA) and non-Gaussian
(KA/WCA-NG) assumption by a wind speed of 5 ms−1. The NRCS
is taken relative to its maximum value. A further oﬀset of 3 dB (Ku
band) and 12 dB (Ka band) is applied for better visibility.
C Ku Ka
ws G NG G NG G NG γ
5 2.90 2.68 1.37 1.30 0.64 0.40 0.19
7 2.42 2.09 0.96 0.96 0.74 0.43 0.26
9 1.55 0.90 0.66 0.66 0.74 0.19 0.45
11 1.52 0.76 0.69 0.52 0.69 0.10 0.51
13 1.84 1.24 0.72 0.22 0.05 0.42 0.39
15 2.06 1.38 0.98 0.37 0.13 0.30 0.46
TABLE I
Overall performance ε of the scattering model using Elfouhaily
spectrum. The last column is the optimal excess kurtosis of slopes
C Ku Ka
ws G NG G NG G NG γ
5 3.47 2.17 7.07 4.94 1.20 0.27 0.66
7 2.83 1.54 4.51 2.81 1.30 0.20 0.78
9 2.71 1.42 3.74 2.08 0.98 0.08 0.81
11 2.80 1.42 3.45 1.82 0.81 0.19 0.81
13 3.01 1.69 3.08 1.57 0.04 0.71 0.72
15 3.07 1.62 2.95 1.48 0.22 0.56 0.76
TABLE II
Overall performance ε of the scattering model using Kudryavtsev
spectrum. The last column is the optimal excess kurtosis of slopes
measurements. It is therefore necessary to devise a modiﬁed om-
nidirectional spectrum in the short-wave domain to correct for
these shortcomings. As it is customary we will use the omnidi-
rectional curvature spectrum,
B(k) = k3S(k), (VI.31)
rather than the omnidirectional spectrum itself in order to com-
pensate the overall k−3 decay which masks the actual spectral
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Fig. 4. Simulated omnidirectional absolute NRCS using Kudryavtsev
spectrum in the WCA model under a Gaussian (WCA) and non-
Gaussian (WCA-NG) assumption by a wind speed of 5 ms−1.
shape. As commonly employed we will split this quantity into
a long wave (Blw) and short-wave part (Bsw):
B(k) = Blw(k) +Bsw(k) (VI.32)
The scattering data in the microwave regime are not sensitive to
the shape of the long-wave spectrum which is only seen through
global parameters (essentially the total mss). In our numeri-
cal simulations the low-frequency part of the omnidirectional
sea spectrum will thus be simply taken identical to the uniﬁed
model of Elfouhaily with an overall multiplicative factor α to
make it consistent with the ﬁltered slopes measured in [12].
Blw(k) = αBE(k), k ≤ k1, (VI.33)
where BE is the omnidirectional curvature spectrum described
in [3]. The factor α is deﬁned by:
α =
mssl∫ k1
0
BE(k)k−1dk
, (VI.34)
where mssl is the the slope of one-meter segments on the sur-
face, as measured in [12] by means of three one-meter spaced
vertical lasers. This quantity is interpreted as the mss of scales
larger than 1-2 meters, corresponding to a limiting wave num-
ber k1. A more precise estimation of this value can be obtained
by integrating a reference long-wave spectrum and tuning the
cut-oﬀ parameter k1 to make it coincide with the given large
scale mss:
mssl =
∫ k1
0
BE(k)k
−1dk. (VI.35)
This provides an estimate k1  2π/1.6 rad/m depending on
wind speed.
The short-wave curvature Bsw is sought as a simple paramet-
ric function of the wave number k for k ≥ k1. The most salient
feature of the Elfouhaily curvature spectrum is a sharp peak
at a certain wavenumber corresponding to the minimum phase
speed (k3 = 363 rad/m). This peak is essential to capture the
physical mechanism of energy accumulation occurring around
this wavenumber. The existence of this peak will be conserved
in the parametric model but its position (k3), shape and magni-
tude will be relaxed and subject to a certain degree of freedom.
In addition it will be possibly asymmetric and wind dependent.
To this aim the omnidirectional curvature will be sought in the
form:
Bsw(k) =
⎧⎨
⎩
Ce
−g2
(
log10
(
k
k3
))
2
, k2 ≤ k ≤ k3,
Ce
−g3
(
(
k
k3
)
2
−1
)
, k ≥ k3,
(VI.36)
where C, k3, g2, g3 are free parameters and k2 is the crossing
point of the two functions. The Gaussian shape of the curva-
ture spectrum for k ≥ k3 is kept identical to that proposed in
Elfouhaily model and ensures a sharp cut-oﬀ due to viscous
damping above a critical wavenumber. The left side of the
peak, however, is modiﬁed to produce a smoother decay at lower
wavenumbers. The intermediate wavenumbers are described by
the right half of a Gaussian starting at k1:
Bsw(k) = Blw(k1)e
−g1
(
log10(
k
k1
)
)
2
, k1 ≤ k ≤ k2. (VI.37)
The reason for the occurrence of a decreasing function in this
range of wavenumbers is the following observation. The slick
and clean mss predicted by Elfouhaily spectrum are larger than
those experimentally observed by Phillips [11] and CM. On
the other hand the large scale mss calculated for Elfouhaily
spectrum is consistent with the measurements by [12]. Since
Elfouhaily omnidirectional curvature spectrum is almost con-
stant in the range of wavenumbers corresponding to decime-
ter scales, this means that the actual curvature spectrum has
an excavation with respect to the latter in this same range of
wavenumber to ensure a correct estimate of the slick mss.
VII. Inversion of the spectrum
The spectral parameters C, g1, g2, g3, k3 as well as the kurto-
sis parameter γ have been numerically optimized in order for
the simulated NRCS to match as best the full set of experimen-
tal data. As previously the overall quality of the simulation is
quantiﬁed by the cost function (V.30).
This accuracy criterion was already proposed in a similar con-
text by [23] to quantify the diﬀerence between theoretical and
experimental NRCS. The minimization of this function has been
numerically obtained with a standard toolbox for nonlinear data
ﬁtting problem using the algorithm described in [24]. The evo-
lution of the diﬀerent parameters with wind speed is shown on
Figure 5. In view of their smooth variations, these functions
can be accurately described by low-order polynomial approx-
imations of the wind speed variable u = U10. The following
expressions are found in the range u = [5− 15] ms−1 (the min-
imum number of signiﬁcant digits is given for the coeﬃcients).
g1 = 6.1 10
−2 u− 3.3 10−2
g2 = −1.314 10
−4 u5 + 7.036 10−3 u4 − 1.468 10−1 u3
+ 1.4741 u2 − 6.9122. u+ 12.162
g3 = 1.5378 10
−4 u5 − 7.1804 10−3 u4 + 1.2835 10−1 u3
− 1.095 u2 + 4.4721 u− 5.52
C =− 8.6 10−6 u3 + 3 10−4 u2 − 1.6 10−3 u+ 5.1 10−3
γ = 1.486 10−4 u4 − 5 10−3 u3 + 5.86 10−2 u2
− 2.99 10−1 u+ 4.07
(VII.38)
The high-wavenumber cut-oﬀ parameter is found independent
of wind speed and equal to k3 = 308. The excess kurtosis of
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Fig. 5. Evolution of the diﬀerent parameters of the inverted spectrum as
a function of wind speed .
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Fig. 6. Evolution of the inverted omnidirectional curvature spectrum
(inverted) with wind speed. Elfouhaily model (Elf) is given for refer-
ence.
slopes reaches a minimum value 0.36 at 12 ms−1. This qualita-
tive behavior has already been observed experimentally in [12].
The mixing eﬀect of wind renders the surface statistics more
Gaussian-like until it reaches a state where breaking phenom-
ena and sharp crests become important and deviate from the
Gaussian statistics.
The omnidirectional curvature spectrum is plotted on Figure
6 together with the reference Elfouhaily model. The main qual-
itative novelties are an excavation of the curvature spectrum at
intermediate scales and a slight downshift of the peak position.
The total and partial mss of the inverted spectrum are shown
on Figure 7 as a function of wind speed. By construction the
calculated large scale mss is consistent with the experimental
observations. The total and slick mss are in very good agree-
ment with CM values (within 5% error) except at little wind
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Fig. 7. Total and ﬁltered mss calculated from the inverted spectrum as
a function of wind speed. A comparison is provided with Elfouhaily
(Elf) and Kudryavtsev (Kudry) models as well as experimental ob-
servations (Obs).
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Fig. 8. Evolution of the ﬁltered mss as a function of the high-wavenumber
cut-oﬀ. Half of the total mss is reached at the crosses.
speed where they are slightly overestimated (by about 15%).
Figure 8 shows the evolution of the partial mss as function of
the high-frequency wavenumber at diﬀerent wind speeds. The
median wavenumbers, that is the values at which half of the
total mss is attained, are marked by red crosses. Contrary to
the common expectation the median wavenumber is shifted to
the right as wind increases. This shows that short scales have
an increasing contribution to the total mss even through there
is a constant increase of large scale mss with growing dominant
wave.
A. Quality of the inversion
The quality of the inversion can be assessed using the same
criterion as previously, with the reﬁnement that the cost func-
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C Ku Ka
ws NOS Elf NOS Elf NOS Elf
5 1.24 2.68 0.52 1.30 0.35 0.40
7 0.78 2.09 0.54 0.99 0.49 0.43
9 0.61 0.90 0.40 0.66 0.25 0.19
11 0.64 0.76 0.42 0.52 0.21 0.10
13 0.87 1.24 0.34 0.22 0.40 0.42
15 0.90 1.38 0.46 0.37 0.24 0.30
TABLE III
Performances of the scattering model using the new omnidirectional
spectrum (NOS) in the different bands. A comparison is given with
Elfouhaily model (Elf)
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Fig. 9. Simulation of the relative omnidirectional NRCS in the nadi-
ral region with help of the inverted omnidirectional spectrum and
the non-Gaussian WCA model (WCA-NG+inverted spec) by 5 ms−1
wind speed. The same quantity is also plotted for Elfouhaily model
(WCA-NG+Elf). A comparison is given with the available data.
tion (V.30) can be calculated separately over diﬀerent bands.
Results are summarized in Table III. As can be shown, the new
spectrum allows for an overall better reconstruction of the omni-
directional NRCS. The performances of the model in the diﬀer-
ent bands are exempliﬁed on Figures 9 and 10 for a given wind
speed (here 5ms−1). The vertically polarized NRCS is shown as
a function of incidence and compared with available data sets.
As usual, the values of NRCS are relative to their maximum for
nadiral data (with an oﬀset of 9 dB between bands for better
visibility) and absolute for oﬀ-nadir data. As can be seen, a
signiﬁcant improvement over Elfouhaily model is obtained for
oﬀ-nadir incidences in C and Ku bands.
VIII. Conclusion
This work addressed the issue of consistent simulation of mi-
crowave back-scattering from the sea surface whenever several
bands and incidences are considered. It has set a methodology
for the construction of a pure “remote sensing spectra”. When
oﬀ-nadir angles are considered, the level of the short-wave spec-
tral curvature is a very discriminating parameter for the NRCS
which renders possible an inversion procedure from the latter.
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Fig. 10. Same as Figure 9 at larger incidences.
The main outcome of this study is that at least two conditions
are necessary to bring simulations closer to the experimental
observations. First, a non-Gaussian scattering model should be
employed, as was already emphasized elsewhere for the nadiral
region [5]. Second, inversion of the curvature from the multi-
band data sets reveals important diﬀerences with the classical
spectra, in particular at intermediate scales (20 cm- 2 meter)
where a pronounced dip of energy is observed. Further investi-
gations are necessary to conﬁrm and reﬁne this marked result
with the help of most complete data sets. The restrictive as-
sumptions which have been adopted for this ﬁrst study (omnidi-
rectional NRCS, vertically polarized data) should be relaxed. In
particular, directional aspects, fully polarized data and absolute
calibration issues should be considered. These questions, how-
ever, go beyond the scope of this paper and are left for future
research.
IX. Appendix: non-Gaussian correlators
The non-Gaussian formulation of the WCA involves the
calculation of the unknown correlators 〈eiQz(η−η0)〉NG and
〈|∇η|2 eiQz(η−η0)〉NG. The subscript
′′NG′′ indicates that the
ensemble average is taken over a non-Gaussian statistics. These
correlators are completely explicit in the Gaussian case, denoted
by the “G” subscript. Using standard properties of Gaussian
characteristic functions, the following relations can be estab-
lished:
〈eiQz(η−η0)〉G = e
−Q2
z
S2/2,
〈|∇η|2 eiQz(η−η0)〉G =
(
mss−Q2z(∇ρ)
2
)
e−Q
2
z
S2/2,
(IX.39)
where as before mss = 〈|∇η|2〉 is the mean square slope and S2
and ρ are the structure function and autocorrelation function
in (III.12), respectively. We are not aware of a general similar
expansion for the second correlator. However, we will make the
following Ansatz:
〈|∇η|2 eiQz(η−η0)〉NG = F 〈e
iQz(η−η0)〉NG (IX.40)
where F is a functional of the diﬀerent structure functions. The
expression of this functional will be found by investigating the
short-lag expansion about zero and requiring the consistency
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with the Gaussian case. For small lags r, the correlators can
be approximated by their second-order Taylor expansion about
the origin:
〈eiQz(η−η0)〉 = −
Q2z
2
〈(r · ∇η)2〉
〈|∇η|2 eiQz(η−η0)〉 = mss + iQz〈|∇η|
2 (r · ∇η)〉
+
iQz
2
〈|∇η|2 (r(∇∇η) · r)〉 −
Q2z
2
〈|∇η|2 (r · ∇η)2〉
(IX.41)
The term 〈(∇η)2 (r · ∇∇η · r)〉 can be shown to be 0. The re-
maining terms can be expanded in Cartesian coordinates and
expressed with the help of the generalized skewness and kurtosis
coeﬃcients introduced by CM:
λmn =
〈(∂xη)
m(∂yη)
n〉
〈(∂xη)2〉m/2〈(∂yη)2〉n/2
(IX.42)
Introducing the directional slopes,
sx = 〈(∂xη)
2〉1/2, sy = 〈(∂yη)
2〉1/2, sxy = 〈∂xη∂yη〉
1/2,
(IX.43)
we obtain:
〈(r · ∇η)2〉 = x2s2x + y
2s2y + 2xys
2
xy
〈(∇η)2 (r∇η)〉 = xλ30s
3
x + yλ03s
3
y + xλ12sxs
2
y + yλ21s
2
xsy
〈(∇η)2 (r∇η)2〉 = x2λ40s
4
x + y
2λ04s
4
y + r
2λ22s
2
xs
2
y
+ 2xy(λ31s
3
xsy + λ13sxs
3
y)
(IX.44)
Identifying the diﬀerent functions through their second-order
Taylor expansion at the origin we can therefore approximate in
the vicinity of zero:
〈(r · ∇η)2〉  S2
〈(∇η)2 (r∇η)〉 
1
6
ΔS3
〈(∇η)2 (r∇η)2〉 
1
12
Δ(S4 + 3S
2
2)
(IX.45)
The expression of the functional F at the origin is therefore:
F =
mss + i 1
6
QzΔS3 −
Q2z
24
Δ(S4 + 3S
2
2)
1− 1
2
Q2zS2
 mss + i
1
6
QzΔS3 −
Q2z
24
(Δ(S4 + 3S
2
2)− 12mssS2))
(IX.46)
Now one can easily show that:
3Δ(S22)− 12mssS2  24(x
2s4x + y
2s4y + 2xysxymss)  24 |∇ρ|
2 ,
(IX.47)
and thus the functional F can be identiﬁed as:
F = mss + i
1
6
QzΔS3 −Q
2
z
(
|∇ρ|2 +
1
24
ΔS4
)
(IX.48)
Note that the formula is consistent with the Gaussian formula
(IX.39) for S3, S4 = 0.
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Résumé :  
De plus en plus de données satellitales ou aéroportées acquises au dessus de la surface de la 
mer sont disponibles notamment dans la gamme micro-ondes. Pour interpréter correctement 
ces données, il est nécessaire de disposer d'une part d'un modèle de diffusion qui soit capable 
de prendre en compte l'aspect multi-échelles de la surface de mer et d'autre part une bonne 
représentation spectrale de la surface de mer. Ces dernières années, plusieurs modèles de 
diffusion électromagnétiques unifiés (capables de prendre en compte la diffusion 
électromagnétique pour les petites et grandes vagues) ont été développés sous statistiques 
gaussiennes de la surface de mer. Cependant, ces modèles sont insuffisants pour interpréter 
les observations lorsque différents jeux de données (multi-bande et multi-incidence) sont 
confrontés. Le plus de cette thèse est de progresser dans une modélisation cohérente de ces 
données radar. 
La première étape est d'incorporer les aspects non-gaussiens de la surface de mer, connus 
pour influer significativement sur la section efficace de rétrodiffusion (SER). Cela est réalisé 
dans le cadre du modèle électromagnétique "Weighted Curvature Approximation » (WCA) en 
introduisant le kurtosis des pentes et en se limitant à la SER omnidirectionnelle et à la 
polarisation verticale. 
 Ces corrections permettent une meilleure modélisation de la section efficace radar mais ne 
sont pas suffisantes pour obtenir un accord avec les données dans toutes les configurations 
(bande, incidence, vent). Cela suggère une amélioration nécessaire du spectre des vagues 
courtes, qui fait l'objet de la deuxième partie de ces travaux de recherche. 
Un nouveau spectre omnidirectionnel est calculé afin d'obtenir une meilleure modélisation de 
la SER omnidirectionnelle en polarisation verticale tout en respectant des contraintes a priori 
sur les pentes mesurées par des techniques optiques. Ce spectre s'avère assez semblable au 
spectre unifié d'Elfouhaily, avec quelques différences notables cependant dans la gamme des 
échelles décimétriques. 
 
Summary : 
More and more micro-wave data are available from spatial and airborne measurements over 
sea surface. An accurate backscattering model which is capable of taking the multi-scale 
aspect of the sea surface into account, is required to model correctly the data as well as a 
precise sea spectrum. Several unified backscattering models have been developed in recent 
years under Gaussian statistics. However, these models are not able to give a correct 
modelization of the backscattered signal when different data sets are studied together.  One of 
the objectives of this study is to improve the modelization of the backscattered signal to get 
better agreement with the data.  
The first step of this study is to include non Gaussian statistics into backscattering model as it 
is well known they have a significant impact on the normalized radar cross section (NRCS). 
Then, a non Gaussian version of the Weighted Curvature Approximation was developed 
taking the kurtosis of slopes into account. This work was based only upon vertical 
polarization. 
It is then shown that the corrections allow a better agreement with the data but they are not 
sufficient to get a good estimation of the NRCS for all incidences and electromagnetic 
frequencies. This induces the hypothesis of a modification of the short wave sea spectrum. 
Then, a new parametrisation of the omnidirectional sea spectrum is suggested to get a better 
agreement with the multiband data sets and is based on the spectrum developed by Elfouhaily 
et al. The new omnidirectional short wave sea spectrum is quite alike the Elfouhaily’s 
spectrum with some noticeable differences for the decimetric scales. 
