We study a general model of random dynamical simplicial complexes and derive a formula for the asymptotic degree distribution. This asymptotic formula encompasses results for a number of existing models, including random Apollonian networks and the weighted random recursive tree. It also confirms results on the scale-free nature of Complex Quantum Network Manifolds in dimensions d > 2, and special types of Network Geometry with Flavour models studied in the physics literature by Bianconi, Rahmede [Sci. Rep. 5, 13979 (2015) and Phys. Rev. E 93, 032315 (2016)] family downwards closed. An element σ ∈ K is called a face, and we say that σ has dimension s if it has cardinality s + 1 (we also call it an s-face or an s-simplex). For s ∈ N ∪ {0}, we denote by K (s) the subset of K consisting of all its s-faces. The dimension of K is defined to be the maximum s such that K (s) is non-empty (if K = {∅}, we say it has dimension −1). We call the 0-faces of K its vertices, and K (0) its vertex set. Finally, for a vertex v ∈ K (0) we define its degree by deg (v) := σ ∈ K (1) : v ∈ σ (the degree in the usual sense with regards to the simple graph underlying the complex). One model of complex networks arising from evolving simplicial complexes are the Random Apollonian Networks, first introduced in [1] and independently in [18] . Here, we begin with a (d + 1)-simplex, all of whose d -dimensional faces are active. In each step, an active d -dimensional face is selected uniformly at random and d new d -faces are formed by the union of a newcoming vertex and each subset of the selected face of size d − 1. Subsequently, the selected d -dimensional face is deactivated, so that the number of active d -faces in the complex increases by d at each step. As each of the d new d -faces, together with the selected face σ form a (d + 1)-face, we can interpret this step geometrically as a (d + 1)-face being 'glued' onto the face σ , with the set of active faces being the boundary of the complex (see Figure 1 below). Thus, the number of active faces containing a given vertex v is
Introduction
Complex networks are well known for their non-trivial features, such as being scale-free, (having degree distribution whose tail follows a power law), and forming small or ultra-small worlds (meaning that the diameter or typical distances between two random vertices is logarithmic or doubly logarithmic, respectively). As a result, numerous models have been developed to describe these networks, such as the preferential attachment model introduced in this context by Barabási and Albert [5] and defined and studied rigorously by Bollobás, Riordan, Spencer and Tusnády [11] . However, these models often only represent information about pairs of participating vertices; models involving higher dimensional interactions (between larger sets of vertices), and thus encoding more complexity, are less well-studied. One option to incorporate this complexity is to use simplicial complexes which have already been used in applications such as topological data analysis (see, for example, [13] ), and recent theories of quantum gravity (see for example [6] and the references therein).
An (abstract) simplicial complex K is a family of sets that is downwards closed: for any set σ ∈ K, if σ ⊆ σ, then σ ∈ K. Any family of sets may be turned into a simplicial complex in the natural way by taking the downwards closure, that is, by adding the minimum number of subsets to make the 0, 1 ∈ Supp(µ). For x ∈ C d−1 we call f (x) the fitness of x; as f is symmetric, this notion extends in the obvious way to faces upon identifying them with their types (using the shorthand f (σ) for f (ω(σ)). We consider two versions of the model: Model A and Model B. The dynamics proceeds as follows: first, let K 0 be an arbitrary d-dimensional simplicial complex, with vertex set V 0 ⊆ −N 0 and each vertex assigned a fixed weight chosen from Supp(µ). Then, recursively for n ≥ 0:
(i) Define the random empirical measure
on C d−1 and the associated probability measure on K (d−1) n :
. We denote the normalising factor C d−1 f (x)dΠ n (x) := Z n , and call this the partition function associated with the process (K n ) n≥0 .
(ii) Select a face σ = (σ 0 , . . . , σ d−1 ) ∈ K (d−1) n according to the measureΠ n .
(iii) For each σ ∈ K (d−2) n such that σ ⊂ σ , add the face σ ∪ {n + 1} to K n (in the case d = 1, we set K (−1) n = {∅}). Moreover, in Model B remove the set σ from K n . Then, take the downwards closure to form K n+1 .
Note that, in Model A the existing faces always remain in the complex, whilst in Model B the selected face is removed at every step. We call step (iii) applied to a chosen face σ a subdivision of σ by vertex n + 1 (equivalently we say σ has been subdivided by n + 1). Figure 1 : A step of the model in dimension 3. A 2-face (triangle) is chosen randomly according to step (i), and subdivided. In Model B, the chosen face is then removed from the complex Remark. For general d, Model A may be considered as a generalisation of the aforementioned NGF when we set the flavour s = 0, and bounded energies (see [7] ). Model B may be considered as a generalisation of CQNMs with bounded energies. However, note that for brevity, rather than 'deactivating' selected faces, we simply remove them from the complex as this does not affect any of the results regarding degree distributions.
Remark. The methods in this paper also allow us to study the case where the fitneses associated with a (d−1)-face do not depend on the type, but are chosen independently from an underlying distribution. For brevity, we omit formulating explicit results for this model. Figure 2 : A step of the companion process in Model B and dimension 3. A face is chosen randomly and subdivided according to step (i), and then faces not containing r are deleted. Since this is Model B, the chosen face is also removed from the complex.
Both propositions are corollaries of a more general almost sure limit theorem for the empirical measure Π n , n ≥ 0 proved in Section 3. While this result (and therefore the two propositions) under H1 follows from standard Pólya urn theory, for H2 we need to make use of general results for measurevalued Pólya urn processes recently established in [26] to cover the general case. See, in particular, Section 3 in this work.
We will state our other main results in terms of a companion process (S * n ) n≥0 . Informally, this process approximates the evolution of the star of a fixed vertex i in (K t ) t≥0 , assuming that i is sufficiently large. Letπ denote the distribution of the random variable Y ∞ from Proposition 1. Sample a face type from a measureπ, and form a (d − 1)-simplex (on vertex set [1 − d . . 0]) with weights corresponding to this type. Subdivide this face (using the mechanisms of Model A or B) by a new vertex labelled r with weight W sampled from µ, and form the simplicial complex S * 0 consisting of the (d − 1)-faces containing r. We call r the centre of S * 0 . Then, recursively: (i) Select a face σ from (S * n ) (d−1) with probability proportional to its fitness, and subdivide it by a new vertex n + 1 obeying the subdivision rules of Model A or Model B respectively.
(ii) Form the simplicial complex S * n+1 consisting only of the (d − 1)-faces containing r (essentially this means removing all the (d − 1)-faces formed during the subdivision step not containing r).
A more formal construction of this process is provided in Subsection 3.3. Define F (S * n ) := σ∈(S * n ) (d−1) f (σ). Theorem 1. Assume H1 or H2. Then, for all k ≥ 0, we have, with convergence in probability,
Remark. The Hypotheses H1 and H2 are required to prove Propositions 1 and 2. Theorem 1 follows from the convergences in these two propositions under the much weaker assumptions that µ is an arbitrary probability distribution on [0, ∞) and f is non-negative, symmetric, bounded and continuous.
Remark. Note that boundedness of f implies that (2)
Outline of the paper
In Section 2 we discuss the connection of our main results to existing models. This will include classifying the values of d that ensure that the degree distributions follows a power law, which are consistent with observations from the physics literature in [6] and [7] . Section 3 is dedicated to the study of the empirical measure Π n , n ≥ 0, and in particular, to the proofs of Propositions 1 and 2. In Section 4 we apply the results of Section 3 to prove Theorem 1. Finally, we defer the proofs of some technical lemmas to the Appendix, so as to not interrupt the general flow of the paper.
Discussion and Examples

Constant fitness function
In the case that the fitness functions are constant, so that f (x) = f 0 , we have deterministic formulas for F (S * n ) and λ. These cases correspond to models where the face chosen to be subdivided at time n + 1 is chosen uniformly at random from the set K (d−1) n . Here we use the asymptotic approximation of the ratio of two gamma functions: for fixed a ∈ R as t → ∞
This is a straightforward result of Stirling's formula and will be used often throughout this paper.
1. In Model A we have F (S * n ) = ((d − 1)n + d)f 0 , and λ = df 0 . Theorem 1 implies that
If d > 1, using (3)
This is a new result. For d = 1 we obtain p k = 2 −k , which is an old result of Na and Rapoport for the random recursive tree [28] .
2. In dimensions d ≥ 3, the Model B with constant fitness function (with a suitable choice of K 0 ) is the same as the Random Apollonian Network with parameter d = d − 1. In this case, F (S * n ) = ((d − 2)n + d)f 0 and λ = (d − 1)f 0 . Applying Theorem 1 we get,
Note that if d = 1, Π n (C d−1 ) = |V 0 | (where V 0 is the set of vertices of the initial complex K 0 ), so Theorem 1 does not apply. However, in this case it is easy to see that p 1 = 1. In the case d = 2, we have p k = 2 k−1 3 k . For d ≥ 3, using (3), we get
This is the same exponent proved in [24] and [19] .
Weighted Recursive Trees
The one-dimensional case in Model A and initial simplicial complex given by a node, is a type of the weighted recursive tree, introduced in [12] (see also [31] for some more general results). 1 In this case, the fitness of the new vertex arriving at each time is independent of the rest of the complex, so the strong law of large numbers implies that λ in Proposition 2 is given by E [f (W )]. Moreover, the simplicial complex (S * j ) j≥0 is a fixed vertex, so that F (S * j ) = f (W ) for all j ≥ 0, where W is the weight of the vertex. Thus, Theorem 1 implies that
in probability, as n → ∞.
This result can be improved significantly: the convergence holds in an almost sure sense under the much weaker assumptions that µ is a probability measure on [0, ∞) and f :
This strengthening uses the theory of Crump-Mode-Jagers (C-M-J) processes introduced by Crump and Mode [16] and studied by, among others, Jagers [20] , Nerman [29] and Jagers and Nerman [21] . Here, λ plays the role of the so-called Malthusian parameter crucial to the study of C-M-J processes. We omit the details of this proof, as they detract from the main ideas in this paper.
Tails of the Distribution
In this subsection, we will require the additional assumption that
Note that this assumption is satisfied as long as d > 1 in Model A and d > 2 in Model B. It is this assumption that leads to the emergence of scale-free behaviour for d > 2 in CQNMs observed by Bianconi and Rahmede in [6] , and the scale-free behaviour for all d > 1 in NGFs in [7] . In the case µ is not finitely supported, we will require an analogue of (1). For brevity, we define the following additional hypotheses: H1*. Assume H1 and (4) holds.
H2*. Assume H2 and (4) holds. For all x ∈ Supp(µ), the functionf x :
In order to analyse the tails of the distribution from Theorem 1, we will require the following proposition, similar to Proposition 2. In the statement of the following proposition, we allow S * 0 to have a centre with a fixed weight w instead of a random weight W with distribution µ. In the construction of S * 0 , however, we still choose the face according toπ. We use P w and E w for probabilities and expectations, respectively with regards to this initial state. Proposition 4. Assume H1* or H2*. Then, if the centre of S * 0 has weight w ∈ Supp(µ), there exists λ * w such that, P w -almost surely
We will prove the above proposition in Subsection 3.3. Let λ * w * = sup{λ w : w ∈ Supp(µ)}.
Proposition 5. Assume H1*. With p k as defined in Theorem 1, we have
Proof. Suppose P (W = w * ) = κ. Then, by the definition of p k , we have
Fix δ, ε > 0. By Proposition, 4, there exists k 0 = k 0 (ε, δ) such that for all k ≥ k 0
Let G * ε,δ be the associated event in the previous display. We may bound the product
below by a constant by applying (2) . Moreover, for all k > k 0 , on G * ε,δ , we have
. Therefore, by applying (3), we find that there exists a constant c = c(k 0 , δ, ε, κ) such that
(5) follows from taking limits as k → ∞, and sending ε to 0.
Further Discussion
Applying (2), it is easy to show that, whenever (4) holds,
Thus, when d > 1 in Model A and d > 2 in Model B, the degree distribution is bounded above and below by a power law. This leads to the scale-free behaviour observed by physicists in [6] and [7] .
In general, by counting the edges in the complex in two different ways, we find that ∞ k=0 kp k ≤ d, so that p k cannot obey a power law with a fixed exponent less than 2 (otherwise the sum would diverge). However, we cannot deduce from our methods that the degree distribution in each case follows a power law with a fixed exponent.
Convergence of the empirical distribution
The aim of this section is to prove the following almost sure limit theorem for the empirical distribution Π n . Theorem 2. Assume H1 or H2. Then, there exists a deterministic, positive, finite measure π on C d−1 , which does not depend on the choice of K 0 such that, almost surely,
with respect to the weak topology.
Proposition 2 follows from the theorem above where λ = C d−1 f (x) dπ(x). Likewise, Proposition 1 follows immediately where Y ∞ has lawπ defined by,
Hypothesis H1
To prove Theorem 2 assuming H1, we view the collection of faces as balls in a generalised Pólya urn process. In this set-up, one considers an urn consisting of balls with a finite number of possible colours. A ball of colour j is sampled at random from the urn with probability proportional to its activity a j , and replaced with a number of different coloured balls according to a (possibly random) replacement rule. In the common set-up, the configuration of the urn after n replacements is represented as a composition vector X n with entries labelled by colour, and the activities of colours are encoded in an activity vector a. In this vector, the ith entry corresponds to the number of balls with a colour i. Let (ξ ij ) be the matrix whose ijth component denotes the random number of balls of colour j added, if a ball of colour i is drawn. The following is a well known result by Athreya and Karlin, implied by Proposition 2 in [3] and Theorem 5 of [2] . We state the version from Janson in 2004: Theorem 3.16) . Assume ξ ii ≥ −1, ξ ij ≥ 0 for i = j, and the matrix A ij := a j E [ξ ji ] is irreducible. Moreover, denote by λ 1 the principal eigenvalue of A, and v 1 the corresponding eigenvector normalised so that a T v 1 = 1. For any non-empty initial configuration of the urn, we have
almost surely, and independent of the initial configuration of the urn.
Note that when µ is finitely supported (so that, for some integer M > 0, µ := M i=1 µ(w i )δ w i ) the number of possible face types in the complex is finite. We denote the (finite) set of possible face types by C f d−1 ⊆ C d−1 . Moreover, the empirical distribution of face types corresponds to the distribution of balls in a generalised Pólya urn; where the colours correspond to the types of the (d − 1)-faces, and the activities are the fitnesses. In each step, we draw a ball of type x in the urn with probability proportional to its fitness f (x), choose a weight W independently according to µ, and add d new balls of respective types x i←W , for i ∈ [0 . . d − 1]. In Model B we also remove the ball we drew from the urn.
Let X n = (X x (n)), x ∈ C f d−1 denote the vector whose coordinate X x (n) counts the number of balls of type x in the urn after n steps. For x ∈ C f d−1 and k ∈ [1 . . M ], let n x (k) be the number of entries in x equal to w k . We call x = x neighbours if x can be obtained from x by changing exactly one entry In Model A, this urn has the following replacement rule:
, since f > 0 it is easy to see that A is irreducible. Thus we may deduce Theorem 2 by applying Theorem 3.
Hypothesis H2
In order to prove Theorem 2 assuming H2, we show that Π n , n ≥ 0 is a measure-valued Pólya process (MVPP), a concept recently introduced by [4] and [25] . We then apply results from [26] . x , x ∈ S) n≥1 be a sequence of i.i.d. random kernels. The measure-valued Pólya process with m 0 ∈ M(S) satisfying m 0 (S) > 0, replacement kernels (R (n)
x , x ∈ S) n≥1 and non-negative weight kernel P is the sequence of random non-negative measures (m n ) n≥1 defined recursively as follows: given m n−1 , n ≥ 1:
(i) Sample a random variable ξ from S according to the probability measure
(ii) Set m n = m n−1 + R (n) ξ . The next lemma allows us to express the empirical distribution of the (d − 1)-faces in the complex as an MVPP. 
The sequence Π n , n ≥ 0 is the MVPP with initial composition Π 0 , replacement kernel (R (n)
Proof. Let σ be the face chosen and subdivided at step n and ξ be its type. By construction,
and, for all Borel sets B ⊆ C d−1 ,
.
This concludes the proof.
We now state [26, Theorem 1] . We will apply this theorem to the MVPP Π n , n ≥ 0 to deduce Theorem 2. We require the following definitions. For an i.i.d. sequence of random kernels (R (n)
x , x ∈ S) n≥1 and a weight kernel P , letR x (·) = E [R (1) x (·)] and
Theorem 4 (Mailler & Villemonais [26] ). Let (m n ) n≥0 be the MVPP on S with initial composition m 0 , replacement kernel (R (n)
x , x ∈ S) n≥1 and weight kernel P . Assume that: A1 For all x ∈ S,Q x (S) ≤ 1, and there exists a probability distribution η = δ 0 on [0, ∞) such that, for all x ∈ S, the law of Q (1) x (S) stochastically dominates η. A2 The space S is compact.
A3 Denote by (X t ) t≥0 the continuous-time Markov process defined on S ∪ {∅} absorbed at ∅ with infinitesimal generator given byQ
with respect to the total variation distance on C d−1 uniformly over
A4 For all bounded and continuous functions g : S → R, the functions x → S g(y)dR x (y) and
x → S g(y)dQ x (y) are continuous.
Then, almost surely as n → ∞, m n /n converges to ν ⊗R with respect to the weak topology on M(S).
Proof of Theorem 2, assuming H2. The idea of the proof is to apply Theorem 4 to the MVPP (Π n ) n≥0 (see Lemma 1) . In this set-up, we have, for all x ∈ C d−1 ,
In order to satisfy the normalization requirements in Theorem 4, we consider a suitable rescaling:
It is immediate (using Lemma 1) that (Π n ) n≥0 is a MVPP with weight kernel P whose replacement kernel and associated Q-kernel are given by
The corresponding annealed kernels are defined analogously byR x (·) = E [R (1) x (·)] andQ x (·) = E [Q (1) x (·)]. Note that, by monotonicity of f in all its coordinates,
We also have that, for all x ∈ C d−1 ,
for a bounded and continuous function g : C d−1 → R is immediate. Analogously, one can prove the statement for the Q-kernel and establish Assumption A4 as the re-normalization leaves continuity properties unaltered. It thus remains to check that the re-normalized Pólya process (Π n ) n≥0 satisfies Assumption A3. Let (X t ) t≥0 be the jump-process with infinitesimal generatorQ
By definition, when X t sits at x, it jumps to ∅ at rate
and, at rate 1
, it jumps to a random position chosen according to the probability distribution
Thus, in total, X jumps at rate 1 at all times. In particular, discrete skeleton and jump times of the process are independent.
To prove A3, we apply [14, Theorem 3.5 and Lemma 3.6] (where we take t 2 = 0) to the jump process (X t ) t≥0 . Since X is a pure jump process and satisfies the strong Markov property, condition (F0) in [14, Theorem 3.5] is satisfied. It is therefore enough to prove that there exist a set L ⊆ C d−1 and a probability measure on L such that:
where τ ∅ and τ L stand for the respective hitting times of ∅ and L.
B3 There exists c 2 > 0 such that
In order to prove the above, we define the partial order ' ' on C d−1 such that for x, y ∈ C d−1 , x y if and only if, for all i ∈ [0 . . d − 1], x i ≤ y i (recall that the coordinates of x and y are ordered in increasing order). We then define
Proof of B1:
We take t 1 = 1, and denote by (σ i ) i≥1 the random jump-times of X. In order for these times to be well-defined for all n ≥ 1, we let the process jump from ∅ to ∅ at rate one. Fix a Borel set B ⊆ C d−1 . Then we have
By the strong Markov property, we have
so that,
for i.i.d copies W, W . Iterating this argument, we obtain
Then, for an appropriate (random) choice of i 0 , . . . ,
As the probability that X jumps exactly d times before time 1 is positive and skeleton and jump times are independent (since X always jumps with rate 1), B1 is satisfied with being the probability distribution induced by µ ⊗d restricted to L in the natural way.
Proof of B2:
For x ∈ C d−1 , let n x (x i ) denotes the number of co-ordinates of x equal to x i . X jumps from a position x such that
. Similarly, the walk jumps from a position x such that
. Let C (X t ) denote the number of coordinates of X t that are larger than 1 − ε, where we set C (∅) = 0. Consider a pure jump Markov process with rates given in Figure 3 . Figure 3 : Jump rates of the associated Markov chain N ε .
If, for some t ≥ 0, this Markov chain has the same non-zero value as C (X t ), then it jumps upwards (resp. downwards) at a faster (resp. lower) rate than C (X t ). This observation motivates the following lemma whose proof is given in Appendix 5.1. Note that τ L ∧ τ ∅ is the first time t when C (X t ) = 0.
Lemma 2.
For all sufficiently small ε > 0, there exists a coupling of the process X with a realisation N ε of the Markov process with jump rates given in Figure 3 and
By Lemma 2, we deduce that
Here, we use the notation P , ∈ [0 . . d] to indicate that the Markov process N ε t , t ≥ 0 is initiated at position . Note that, since µ does not contain an atom at 1, we have ϑ ε → 0 and ε → E[f (0 0←W )]/M =: 0 ∈ (0, 1] as ε → 0. Therefore, as ε → 0 the generator L ε of the Markov chain N ε converges to the generator
whose eigenvalues are 0, − 0 , . . . , −d 0 (and thus whose spectral gap is 0 ), and whose stationary distribution on [0 . . d] is given by δ 0 as 0 is an absorbing state. Since L ε converges entry-wise to L when ε → 0, their respective characteristic polynomials converge, and thus the eigenvalues of L ε converge to the eigenvalues of L. Since the eigenvalues of L are all distinct it follows that for ε sufficiently small all eigenvalues of L ε are simple. Thus, L ε is diagonalisable, and may be written as
where D ε is a diagonal matrix consisting of the eigenvalues of L ε , and the rows of V −1 ε are the corresponding unit-norm (left) eigenvectors. This condition allows us to apply [27, Theorem 3.1]. Since, for each ε > 0, the stationary distribution of N ε is δ 0 , for all ∈ [0 . . d] and for all t ≥ 0,
where ρ(ε) is the spectral gap of the generator of N ε , and
where · ∞ denotes the ∞-norm, i.e. maximum absolute row sum). Note that as ε → 0, ρ(ε) → 0 . Moreover, using the basis of unit-norm (left) eigenvectors introduced above, we have
where the rows of V −1 are a basis of unit-norm (left) eigenvectors of L. Now, by (6), we have
Therefore, for
where N (t) is the number of jumps of X by time t, and
Since the walk jumps at rate one, we have that the number of jumps before time t is Poisson distributed with parameter t. As skeleton and jump times are independent, it follows that, for all x ∈ L, (1). It is thus possible to choose ε small enough such that 1 − χ ε < ρ(ε). For this value of ε, a choice of γ 1 and γ 2 is possible, which concludes the proof of B2.
Proof of B3:
We require the following coupling lemma, where we agree that ∅ x for all x ∈ C d−1 and ∅ ∅. We defer the proof of this lemma to Appendix 5.2
In particular, this implies that
Also, since 1 ∈ Supp(µ), with positive probability, every coordinate of (X t ) t≥0 is at least 1 − ε after d jumps. If we denote this probability by κ 1 = κ 1 (ε), we obtain
where (1 − ε)1 X τ d denotes the event that all coordinates of X τ d are at least 1 − ε. Next, observe that for all t ≤ 1,
since the probability the process has not jumped by time t is e −t . Now, by Equation (7) and the strong Markov property, for Lebesgue almost all 0 ≤ u ≤ 1 < t,
Thus, for t > 1, since jump times and skeleton are independent
Thus, if we set P 0 (σ d < 1) := κ 2 , taking c 2 = max 1 κ 1 κ 2 , e completes the proof.
The Star Process
In the remainder of this section, we revisit the companion Markov process (S * n ) n≥0 defined in the introduction. We wish to apply the same theory of Pólya processes to study the distribution of (d−1)faces in (S * n ) n≥0 . Note, however, that by definition, in this process every face contains the central vertex of S * 0 . Therefore, if the central vertex has weight x, we may view the empirical distribution of (d−1)-faces as a measure on C d−2 , which represents the weights of the other vertices in the (d−1)-faces in S * n . Thus, we can interpret the evolving empirical measure as a homogeneous Markov process (S n ) n≥0
Given S n = (x, ν) ∈ C for some n ≥ 0: y) )dν(y) and sample z ∈ C d−2 according to the distribution admitting density f ((x, y))/c * with respect to ν.
(ii) Let W be a random variable with distribution µ which is independent of the past of the process. Then, set
For a completely rigorous definition, we also set S n+1 = S n if the measure component of S n is the zero measure and step (i) cannot be executed. We write P * (x,ν) , E * (x,ν) for probabilities and expectations, respectively with respect to this process when the initial state S 0 satisfies S 0 = (x, ν). Note that this implies that the first component of S n remains equal to x for all n ≥ 0. Let us write S n for the measure component of S n . Then, provided that S 0 is a non-trivial sum of Dirac measures, we have
Upon identifying faces with their types, we may consider st i (K n ) as a C -valued random variable by separating the weight of vertex i from the remaining vertices. Let τ 0 = i and, for n ≥ 1, let τ n be the n-th time, the randomly chosen face in the construction of (K m ) m≥0 contains vertex i. Formally, letting σ n denote the face chosen and subdivided in step n, we have
It is easy to see that τ n < ∞ for all n ≥ 1. Furthermore, the sequence of random variables
Note that, when S 0 is chosen according to the law of (W, Y ∞ ), we have (F (S n )) n≥0 = (F (S * n )) n≥0 in distribution. Moreover, for any x ∈ Supp(µ), assuming H1* or H2*, Theorem 2 implies almost sure convergence of the rescaled measure valued process ( 1 n S n ) n>0 on C d−2 to a positive limiting measure depending on x. Thus, we get the following: 
By continuity and boundedness of f , this implies that
This implies Proposition 4 by setting the starting point to be
The degree profile
In this section, we determine the degree profile associated with the sequence of simplicial complexes (K n ) n≥0 . Throughout this section we assume the statement of Theorem 2, and that f :
is continuous and symmetric. We let
Let π * be the distribution of the random variable ϕ(W, Y ∞ ), where W, Y ∞ are independent, W follows the distribution µ, and Y ∞ is as in Proposition 1. We will prove Theorem 1 in the following formulation: Theorem 6. Denote by N k (n) the (random) number of vertices of degree d + k in K n . For all k ≥ 0, we have, with convergence in probability,
Note that (p k ) k≥0 is a probability distribution on the set of non-negative integers. Indeed, given F (S 0 ), F (S 1 ), . . . consider a sequence of independent events, where, for i ≥ 0, the i-th event occurs with probability λ/(F (S i ) + λ). Then, the integrand is the probability that the k-th event is the first to occur. (The fact that, almost surely, some event in the sequence occurs follows from boundedness of f , which implies that F (S ) grows at most linearly.) The probability distribution (p k ) k≥0 may thus be regarded as a generalised geometric distribution.
The proof of Theorem 6 consists of two steps. First, we show convergence of the corresponding mean, and then we study the variance of N k (n) to show convergence in probability by an application of Chebychev's inequality.
To prove convergence of the mean, it is convenient to consider only vertices which arrive after a certain time ηn where η > 0 is a small constant; this allows us to work in the asymptotic regime of the sequence of simplicial complexes. Hence, let N η k (n) be the number of vertices of degree k + d in K n which arrived after time ηn. Obviously,
and therefore, lim η→0 lim sup
The rest of this section is thus devoted to proving that, for all k ≥ 0,
Letd n (i) = N k (n) − d be the number of vertices which are neighbors of node i and arrived after node i. By construction, we have that
Henceforth, we use the simplified notation
where 
Proof Overview
The proof now consists of three steps. First, we provide sufficient upper and lower bounds of P d n (i) = k using the fact that, for i ≥ ηn, with high probability, for all i ≤ j ≤ n, the partition function Z j is concentrated around λj -see Proposition 2. On the event of concentration, we can estimate the probability that insertions in the star of vertex i or its complement occur. Second, we use Proposition 1 to incorporate the stationary distribution of the Markov chain Y n when passing to the limit n → ∞. Third, we apply a probabilistic argument to evaluate the sums in (9) and (10) . In the following section, we state the necessary tools to work out second and third step. The corresponding proofs are deferred to the appendix in order not to disrupt the flow of the main arguments. The main part of the work concerns upper and lower bounds on (a variant of) P (E i (I k )) and are proved in Sections 4.2 and 4.4, respectively. Note that the proof of the upper bound is significantly less technical, and we recommend the reader to study this case first. Second moment calculations which allow to deduce stochastic convergence from convergence of the mean in Theorem 6 are presented in 4.3 and follow the arguments developed in Section 4.2 closely.
Technical Lemmas
This subsection is dedicated to the statements of some technical lemmas that will be important in the sequel. We defer the proofs of these lemmas to the appendix.
A continuity statement for the star Markov chain
The following result concerns continuity of the k-step transition kernel of the star Markov chain with respect to its starting point. 
Evaluating sums
Here, θ(η) is a term satisfying |θ(η)| ≤ M η 1/(k+2) for some universal constant M depending only on k.
Corollary 1. Uniformly in α 0 , . . . , α k , β 0 , . . . , β k−1 ≥ 0, 0 ≤ η ≤ 1/2, asymptotically in n we have
Here, θ (η) is a term satisfying |θ (η)| ≤ M η 1/(k+2) for some universal constant M depending only on k and β 0 , . . . , β k−1 .
Convergence of the mean: bounds from above
Recall that we write Π n = σ∈K (d−1) n δ w(σ) for the empirical measure of (d − 1)-faces in the complex after the nth step. Recall that we define the partition function associated with K n by
For ε > 0 and n ≥ 0 and natural numbers N 1 ≤ N 2 , we let
Moreover, for n ≥ 1, we denote by G n the σ-field generated by (K , W ), 1 ≤ ≤ n containing all information about the process up to time n. By Proposition 2, for any δ, ε > 0, there exists N = N (δ, ε) such that, for all n ≥ N ,
Finally, for x > 0 and α ∈ R, we set α ±x := α(1 ± x). The following proposition gives an upper bound on the summands in the above display. By abuse of notation, we subsequently write st i (K n ) for (W i , σ∈st i (Kn) δ ω(σ)\{W i } ) when considering the C -valued random variable associated with the star around vertex i at step n.
. n] k and the choice of ε, we have
where the constant C may depend on k, f and µ but not on n and not on the choices of δ, ε, η. In particular, lim sup
To prove Proposition 7, let 0 < ε, η ≤ 1/2. For ηn < i ≤ n and I k ∈ [i+1 . . n] k , set i 0 := i, i k+1 := n + 1. Then, for j ∈ [i + 1 . . n], let
andD j = D j ∩ G ε (j). We also defineD i = G ε (i). For simplicity of notation, we write D j andD j for the indicator random variables 1 D j and 1D j respectively. Note that E i (I k ) ∩ G ε (i, n) = n j=iD j . To estimate the probability of this event, we shall decompose the indices j ∈
More precisely, we define
and observe that E [X 0 ] = P n j=iD j is the sought after probability. From the Markov property of the process (K m ) m≥0 , it follows that
which suggests a backwards recursive approach. We need some more notation: for S ∈ C and
where F is as defined in (8) . We set
h , f shall be defined analogously for the star process st i (K n ), n ≥ i (recall that we identify st i (K n ) with its C -valued counterpart). For the sake of presentation, we do not indicate that the definitions of theD j , X , h , f depend on I k and ε.
Proof. Using the Markovian dynamics of the process (K m ) m≥0 , we have
Iterating the argument shows the claim.
We now use the above lemma to derive an almost-sure upper bound for X .
In particular,
Proof. We proceed by backwards induction. For = k, the statement is identical to the one in the Lemma. Now, assume the claim holds for some 1 ≤ ≤ k. Then, using (14) and the induction hypothesis gives
From the Markovian dynamics of the star process and the tower property, we obtain
). Combining the last two displays and using Lemma 5 as well as the definition of f −1 in (15) we obtain
The following elementary lemma is an easy consequence of (3), so we state it without proof. 
The statement of Proposition 7 follows immediately from Proposition 8 and Lemma 6.
Proof of Corollary 2. In view of the statement of Proposition 7, it remains to replace st i (K i ) by its distributional limit ϕ(W, Y ∞ ) and to evaluate the sum over the possible values of i, i 1 , . . . , i k . We start with the first task and show that, for any 0 < δ, ε, η ≤ 1/2, there exists N = N (δ, η) such that, for all
. n] k and n ≥ N , we have
Note that the statement of the corollary immediately follows from this identity and Corollary 1. To verify the last statement, let π * n be the law of st n (K n ) considered as C -valued random variable, that is, ϕ(W n , Y n ). Thanks to Proposition 7, it is sufficient to prove that, uniformly in ηn ≤ i < i 1 < i 2 < . . . < i k ≤ n and ε ∈ (0, 1/2], as n → ∞
To this end, we prove the following stronger statement: uniformly in η ≤ x 0 , . . . , x k ≤ 1 and the choice of ε, as n → ∞,
By continuity of ϕ, Proposition 1 and Proposition 6, we have P * π * n ((F (S 0 ), . . . , F (S k )) ∈ ·) → P * π * ((F (S 0 ), . . . , F (S k )) ∈ ·) weakly. Let C = max((d + 1)(k + 1)f max , 1) and note that F (S ) ≤ C for 0 ≤ ≤ k. For all η ≤ x 0 , . . . , x k ≤ 1 and 0 ≤ ε ≤ 1/2, the function J(y 0 , . . . , y k ) = x
It is well-known that d(ν n , ν) → 0 if and only if ν n → µ weakly (see for example, Example 19, page 74 [30] ). This concludes the proof of (17) and of the corollary.
Stochastic convergence: second moment calculations
By counting the number of unordered pairs of vertices with degree d + k, arguments similar to those applied in Subsection 4.2 allow us to compute asymptotically the second moment of N η k (n). Note that E (N η k (n)) 2 = ηn<i,j≤n P d n (i) = k,d n (j) = k . We prove that lim sup
This shows that lim n→∞ E N 2 k (n) /n 2 = p 2 k which is sufficient to deduce the convergence in probability stated in Theorem 6 from convergence of the mean by a standard application of Chebychev's inequality.
Recall that we use the notation I k = {i 1 , . . . , i k } for a collection of natural numbers i < i 1 < . . . < i k ≤ n. Similarly, we write J k = {j 1 , . . . , j k } for a collection of natural numbers such that j < j 1 < . . . < j k ≤ n. As before, we let E i (I k ) denote the event i ∼ for i < ≤ n if and only if ∈ I k and define E j (J k ) analogously for j, j 1 , . . . , j k . With these definitions, we have
where the sum is over all
. As in Subsection 4.2, we fix 0 ≤ δ, ε ≤ 1/2 and choose N such that for all n ≥ N , P (G ε (N , n) 
Note that, on the event E i (I k ) ∩ E j (J k ), if I k ∩ J k = ∅ we either have i = j or i ∼ j. If i = j then I k = J k , and the contribution of these terms to the right hand side of (19) is at most E N η k (n) ≤ n. On the event {d n (i) = k} we have F (st i (K )) ≤ (k + 1)df max for all i + 1 ≤ ≤ n. Therefore, for ηn < i < j ≤ n, we have
It follows that, for all n sufficiently large (depending on δ, ε and η),
for a constant C ≥ 0 which is independent of n, δ, ε and η. The following proposition is the analogue of Proposition 7. 
The proof of this proposition is completely analogous to the proof of Proposition 7 and relies on a backward induction argument and an application of Lemma 6. We omit to spell out the details as no new arguments are necessary at this point.
We move on to show the following analogue of (16): for any 0 < δ, ε, η ≤ 1/2, there exists N = N (δ, η) such that, for all n ≥ N , ηn < i < j ≤ n − k and disjoint sets I k , J k , we have
The details are very similar to our approach in Subsection 4.2, and we only give the necessary additional results entering the proof.
Proof. This follows easily from Theorem 2. Let g 1 , g 2 : C d−1 → R be bounded and continuous and Y ∞ , Y ∞ be independent realisations of π * . We have
Since Y ∞ , Y ∞ are independent, the second term on the right hand side is equal to
For n < m, we have
Hence, the first term on the right hand side of (21) is bounded from above by
As n → ∞, (22) converges to zero by Theorem 2. Write ν m for the distribution of Y m given G m−1 , that is,
By Theorem 2, we have, almost surely, ν m → π * weakly. Thus,
Hence, by the dominated convergence theorem, (23) converges to zero as m → ∞. This concludes the proof for n, m → ∞ with n < m and the case n > m can be treated analogously.
In the remainder, we write P * * x,x and E * * x,x with x, x ∈ C for probabilities and expectations, respectively, involving a pair of independent copies of the star Markov chain (S 0 , S 0 ), (S 1 , S 1 ), . . ., where S 0 = x and S 0 = x . Proposition 11. Let k ≥ 0, w, w ≥ 0 and x, x , x 1 , x 1 , x 2 , x 2 , . . . ∈ C d−1 with x n → x and x n → x . Then, in the sense of weak convergence on [0, ∞) 2k+2 , we have, as n → ∞,
Proof. This follows from the independence of the two star processes involved and Proposition 6.
Using the last two propositions, the bound in Proposition 12 and the argument involving a suitable probability metric from the previous chapter, (20) follows upon verifying that, for any η ≤ x 0 , x 0 , . . . , x k , x k ≤ 1 and 0 ≤ ε ≤ 1/2, with the function J (y 0 , y 0 , . . . , y k , y k ) = x
defined on [0, C] 2k+2 , we have that J and ∇J are bounded uniformly in x 0 , . . . , x k , x 0 , . . . , x k and ε. This follows from that the fact that J factorizes, and we showed the corresponding statements for each factor in the last section.
When evaluating the sum over ηn < i = j ≤ n and disjoint (20) , since the summands are non-negative, and we are looking for an upper bound, we may remove the conditions i = j and I k ∩ J k = ∅. But Corollary 1 shows that, uniformly in ε and η, 
Convergence of the mean: bounds from below
In this section, we exploit the Markovian structure of the construction more deeply, which requires a more formal definition of our process. First, let C be the set of all finite d-dimensional simplicial complexes with integer vertices. To add weights, let C w = C × [0, ∞) Z , where, for t = (c, x) ∈ C w , x i , i ∈ Z keeps track of the weight assigned to the vertex i. (If no such vertex exists, simply set x i = 0.) We then consider K n as a C w -valued random variable incorporating vertex weights. For a simplicial complex K ∈ C, let K \i := {σ ∈ K : i / ∈ σ} be the sub-complex obtained from K, when we remove the faces which contain vertex i. (Set K \i := K if i / ∈ K.) When applied to our random dynamical process, we write K n\i for (K n ) \i . Let
be the empirical measure of the types of active faces in K n\i and the corresponding partition function, respectively. Note that K
where the union is disjoint and therefore Z n = Z n\i + F (st i (K n )).
To prove a suitable lower bound on the probability that vertex i receives edges at certain times, we need to control Z n\i throughout the process. It is reasonable to expect Z n\i to behave similarly to Z n . To this end, for i ≥ 1, n ≥ i and ε > 0, we let
For m, n ≥ 1, we also set G ε (n; m) = {|Z n − λm| < ελm} .
Note the difference between the notation G ε (n; m) and the notation for concentration along an interval G ε (N 1 , N 
Here, recall that we use the conventions i 0 = i and i k+1 = n + 1.
As opposed to the arguments in Section 4.2, our inductive proof in this section requires us to modify the value of ε in different intervals [i . . i +1 − 1], = 0, . . . , k. Therefore, it is necessary to be more precise in the notation. First, for a fixed ε > 0, and ∈ [0 . . k] we set ε := (1 + )ε (we apply this notation only to the symbol ε, to avoid confusion with subscripts). Next, for j ∈ [i + 1 . . n], recalling the events D j from (12), we set
andD i (ε) = G ε (i). For simplicity of notation, similarly to before we write D j (ε) := 1 D j (ε) and D j (ε) := 1D j (ε) . Then, we have
This is the starting point for the proof of the following analogue of Proposition 7.
Proposition 12. Let 0 < δ, ε, η ≤ 1/2. There exists N = N (δ, ε, η) and 0 ≤ ≤ 1 such that, for all n ≥ N ,
where depends only on ε, η and, for any fixed 0 < η ≤ 1/2, we have → 1 as ε → 0.
The same arguments which lead from Proposition 7 to Corollary 2 give the following result. N (δ, ε, η) and a universal constant C > 0 not depending on any of these parameters, such that, for all n ≥ N ,
where is as in the previous proposition. In particular,
These definitions shall apply in the obvious way to st i (K n ). We would like to follow the arguments from the proof of the upper bound to show analogues of Lemma 5 and Proposition 8. To this end, we need to make use of the more general framework introduced at the beginning of this section. Subsequently, we write P x (·), E x (·) for probabilities and expectations respectively, when the initial weighted configuration K 0 is equal to x = (c, z) with c ∈ C, z ∈ [0, ∞) Z . Here, if m ∈ Z is the maximum vertex label occuring in c, then the vertex inserted in step i of the process carries label m + i. Then, for a real-valued function g depending on the path of the process and u(x) = E x [g((K n ) n≥0 )], we use the slightly inaccurate but standard notation E X [g((K n ) n≥0 )] for u(X) and a random variable X which is typically defined in terms of K n , n ≥ 0. Probabilities P and expectations E appearing in the following without subscript are with respect to our initial process with given K 0 .
Proving analogues of Lemma 5 and Proposition 8 becomes more intricate since we can no longer drop the concentration conditions relying on the events G ε (j) as we did in Section 4.2. Nevertheless, upon ignoring the dependency structure of the evolution of the process in the star of vertex i and outside, we still expect (at least morally and ignoring the precise choice of epsilons) to bound P n j=iD j from below by a term similar to
The two main hurdles to prove such a lower bound are the following: first, while the process outside the star of vertex i follows the Markovian transition rule, there is a subtle dependence between the star and its complement as the addition of faces to the star adds faces to its complement. More formally, on D i , we have K i \i = K (i −1)\i . The reason is that when a face in st i (K i −1 ) is subdivided during step i , one of the faces that are created does not contain vertex i and therefore migrates into K i \i . Second, in order to exploit the concentration of the partition function Z j for j ≥ i > ηn, an argument is needed to replace P K i\i by P K i . In order to overcome these difficulties, we use the following two lemmas, whose proofs we delay to the end of the section.
Lemma 7.
For any δ, ε > 0, 0 < η < 1, there exists N = N (δ, ε, η) such that, for all n ≥ N, ηn ≤ i < n, we have
Lemma 8. For any ε 1 , ε 2 , ε 3 > 0, 0 < η 1 < 1 and C 1 , C 2 > 0, there exists N depending on these six quantities, such that the following is satisfied for all n ≥ N : for any weighted simplicial complexes X , Y ∈ C w such that
(ii) any vertex contained in a face in X (d−1) ∩ Y (d−1) has the same weight in both complexes;
(iii) each face in X (d−1) Y (d−1) has at most fitness C 2 in the complex it belongs to;
(iv) F (X ) ≥ ε 1 u for some η 1 n ≤ u ≤ n (where we recall that F (X ) is the sum of fitnesses of faces in X ), we have, for any u < m ≤ n, that
For brevity, for ∈ [0 . . k] and ε > 0, we define
Thus, in α (K i \i , ε) the term G ε p(j) (j − i ; j + p(j) − ) represents concentration of Z j−i (initiated with K i \i ) around λ(j + p(j) − ). When p(j) increases, the values of ε p(j) and j + p(j) − change to account for the additional 'step' that has occurred in the underlying process without a step occuring in the process initiated with K i \i . Lemma 8 has the following corollary which justifies this notation, showing that the migration of the additional face into K i \i at the step i is insignificant. For any 0 < η, δ, ε < 1, there exists N = N (δ, ε , η) such that the following holds for all n ≥ N : for all
Proof. For sufficiently large n (depending on ε and η), we clearly have that, for all K ∈ C w
Note that, on G
for n sufficiently large (depending on δ, ε , η). These three inequalities complete the proof.
Once we have Corollary 4, the argument to prove the lower bound are similar to the upper bound, however, the details are more technical. The following lemma is the analogue of Lemma 5. Lemma 9. For any 0, δ, η < 1 and 0 < ε < 1/(2k + 2) there exists N = N (δ, ε, η), such that, for all n ≥ N and ηn ≤ i < i 1 < . . . < i k ≤ n, we have
and, for all
Proof. We writeD j forD j (ε) throughout the proof. We have
Iterating this process leads to P
. We use the same ideas to prove the general case: for
Iterating the argument shows that the right hand side multiplied byD i is bounded from below by α (K i \i , ε)h ε (st i (K i ))D i . Corollary 4 concludes the proof.
Lemma 10.
For any δ > 0, 0 < η < 1 and 0 < ε < 1/(2k + 2), there exists N = N (δ, ε, η) such that, for all n ≥ N ,
where we use the convention α k+1 (·) = 1, while
Proof. (27) coincides with the statement of Lemma 9 for = k. Let 0 ≤ ≤ k − 1. Note that, for all n ≥ 1, 1 ≤ i ≤ n, we have |Z n\i − Z (n−1)\i | ≤ (d + 1)f max . Thus, for all n sufficiently large (depending on ε and η), we have
Using this observation in the second step, we deduce
Recall that on D i +1 and given G i +1 −1 , the random variable st i (K i +1 ) is distributed as S 1 for the star Markov process starting at st i (K i +1 −1 ). This yields:
We deduce that
We bound the last term from below using Lemma 9:
By (25) , we have
so the claim follows.
The lemma allows us to bound P n j=i+1D j from below by a term similar to (26) using a backward induction argument which is of the same nature as the proof of Proposition 8. This result needs to be prepared with the following definition. For 0 < ε < 1/(2k + 2), 0 < η < 1 and C > 0, set
Note that these terms decrease as ε or C increase.
Lemma 11. For 0 < ε < 1/(2k + 2), 0 < η < 1 and C > 0 there exists N = N (ε, η, C) such that, for all n ≥ N ,
Proof. Recalling that λ +ε = λ(1 + ε ) we deduce that
(This statement requires no bounds on F (S) or i .) Hence, it is sufficient to prove that h ε (S) ≥ η 2Cε /λ h ε (S) for sufficiently large n. By Lemma 6, we have
where the O-term can be chosen uniformly in ε, i , i +1 and S for given η and C. Note that h ε (S) increases as ε decreases. Therefore, for h 0 it follows that it is enough to prove that for each ∈ [0 . . k+1]
for all S with F (S) ≤ C. This follows easily from the fact that ε < 1/(2k + 2) and each ratio satisfies
Proposition 13. For δ > 0, 0 < η < 1 and 0 < ε < 1/(2k + 2), there exists N = N (δ, ε, η) > 0 such that, for all n ≥ N and
Proof. By Lemma 10 (or Lemma 9), we have that P n j=i+1D j (ε) is bounded from below by
In order to apply Lemma 10 again in the first term, we may replaceD j (ε) byD j (ε/(4(k + 1))). Moreover, by Lemma 11 and as F (S ) ≤ (d + 1)(k + 1)f max for ∈ [0 .
. k], we may replace f ε k (S 0 ) by γ k f ε/(4(k+1)) k (S 0 ) for sufficiently large n. Hence, applying Lemma 10 again after this step, we deduce that the first term in the last display is bounded from below by
We now iterate these steps until the main term contains α 0 . In particular, with the leading term, at the ( + 1)th step we get an expression of the form
Now, thanks to monotonicity, when we iterate this expression, we may do the following replacements in the procedure. First, for the term not involving δ, any factors of type γ (ε , η, (d + 1)(k + 1)f max ) with 0 < ε < ε may be bounded from below by γ k . Thus, at the ( + 1)th step, we multiply a product of γ +1 k to the co-efficient of the main term, leading to the co-efficient γ as defined in (29) .
Moreover, in the final product k j=0 f ε/(4(k+1)) k j (S j ), we may replace ε/(4(k + 1)) k by ε to get a lower bound. This leads to the first term in the statement of the proposition. Next, in the error term involving δ, we bound each γ from above by 1, and bound each of the factors of the form f ε/(4(k+1)) k+j− from above by f ε/(4(k+1)) k+1 k+j . This gives us the error term as stated in the Proposition.
We are finally ready to prove Proposition 12. Recalling (24), we bound E N η k (n) from below by summing the lower bound stated in Proposition 13 over ηn < i < i 1 < . . . < i k ≤ n. We start with the error term. Upon dropping the indicator variablesD j (ε) and bounding f ε j from above by f j defined in (15) , the absolute value of the error term is bounded from above by
From our proof of the upper bound, we know that the double sum converges after rescaling by n. Hence, there exist C 1 > 0 and a natural number N both depending on ε, η, such that, for all n ≥ N , the last display is bounded from above by C 1 δn.
To treat the main term, assume for now that there exists a constant C 2 = C 2 (ε, η) > 0 such that, for all ηn ≤ i ≤ n, we have
We shall use the following inequality: for a non-negative random variable X satisfying X ≤ C, for some C > 0, and indicator random variables I 1 , I 2 we have
Thanks to this inequality, the main term in the lower bound from Proposition 13 summed over i < i 1 < . . . < i k ≤ n (for fixed ηn < i ≤ n) can be bounded from below by
Let δ > 0. Thanks to Lemma 7 and the fact that P G (i) ε/(4(k+1)) k+1 (i) → 1 as n → ∞ uniformly in ηn ≤ i ≤ n, there exists a natural number N = N (δ , ε, η) > 0 such that, for all n ≥ N , the absolute value of the second term in the last display is bounded from above by C 2 γδ ≤ C 2 δ . Collecting all bounds and using Lemma 6 concludes the proof of the proposition upon setting = γ. (Note that we may remove the additional F (S j ) in the denominator of f ε (S j ) in the final statement as F (S j ) is bounded by (k + 1)(d + 1)f max .) Therefore, it remains to establish the existence of C 2 satisfying (30). To this end, we shall bound f ε j from above by f j defined in (15) . Note that if i ≥ 2, then 1 i−1 ≤ 2 ηn . Thus, by applying Stirling's formula and recalling that F (S ) ≤ (d + 1)(k + 1)f max for all ∈ [0 . . k], we have
where the O-term depends only on η. From Corollary 1 (applied with k − 1 instead of k) it follows that the right hand side is uniformly bounded for given ε and η.
We conclude the section with the proofs of Lemmas 7 and 8.
Proof of Lemma 7. Let i ∈ N and X ∈ C w contain a vertex with label i and at most d active faces containing i, where each (d − 1)-face containing i has fitness at most f max . In the random dynamical process K j , j ≥ 0 initiated with complex X , at time j ≥ 1, to each face σ ∈ K (d−1) j , we can associate a unique ancestral (d − 1)-dimensional face in X . (Formally, the ancestral face of a face in X is the face itself. The ancestral face of any other face σ is defined recursively as the ancestral face of the face which was subdivided when σ was formed.) Let K j ↓i ⊆ K j be the subcomplex of faces of K j whose ancestral face does not lie in st i (X ). Note that K j ↓i ⊆ K j\i and that this inclusion is typically strict due to migration of faces to the outside of the star at times of insertion in the star. For j ≥ 1, let ς j be j-th time the face chosen in the construction of the simplicial complex has its ancestral face in X \i . Set ς 0 = 0. Note that ς j ≥ j and that ς j − j is non-decreasing in j. The crucial observation is that the sequence K ς j ↓i , j ≥ 0 under P X is distributed as the sequence K j , j ≥ 0 under P X \i (upon disregarding vertex labels which are irrelevant here). Formally, this follows from K ς 0 ↓i = X \i under P X and the fact that K ς j ↓i , j ≥ 0 is Markovian with the same transition rule as K j , j ≥ 0. For an integer K > 0, on the event ς ≤ + K and for any initial configuration X as described at the beginning of the proof, we have |F (K ) − F (K ς ↓i )| ≤ (2d + 1)Kf max . Hence, for all n sufficiently large (depending on ε, η and K), we can bound the last display from below by
By Proposition 2, for all n sufficiently large, the first summand in the last display is at least 1 − δ/2 for all ηn ≤ i ≤ n. Further, we can choose K large enough, such that the absolute value of the second term is bounded from above by δ/2 for all ηn ≤ i ≤ n and all n sufficiently large. To see this, note that P x (|ς n − n| ≥ K) is the probability that the number of faces with ancestral face in st i (x) chosen to be subdivided up to time n exceeds K. Let 1 ≤ τ 1 < τ 2 < . . . be the instances, when such faces are chosen. Then, the sought after quantity equals P x (τ K ≤ n). Note that τ K can be bounded from below stochastically by X 1 + · · · + X K for independent summands, where X follows the geometric distribution with success parameter min((d
Thus, if F (x) ≥ ληn/2, then, for a given ε > 0, for any K large enough (depending on η), and all n sufficiently large (depending on ε , η and K) we have P x (τ K ≤ n) ≤ ε for all n ≥ 1. This follows from a straightforward application of Chebychev's inequality, whose details we omit. The fact that F (K i ) ≥ ληn/2 (since i ≥ ηn) with high probability for sufficiently large n (depending on η) concludes the proof of the lemma.
Proof of Lemma 8. The proof is very similar to the previous. Let K j↓X be the sub-complex of K j of faces whose ancestral face lies in X . For j ≥ 1, let ς X j be the jth time a face with ancestral face in X is subdivided. Set ς X 0 = 0. As before, we have ς X j ≥ j and ς X j − j is non-decreasing. Define K j↓Y and ς Y j analogously. Thanks to (ii), under P X , the sequence K ς Y j ↓Y , j ≥ 0 is distributed as K ς X j ↓X , j ≥ 0 under P Y . Thus, it is enough to show that, under the conditions (i) -(iv), for sufficiently large n, we have
We only show the second statement, as the first can be proved by similar arguments. Note that, for any natural number K, we have
denotes the sum of all fitneses of faces in X (d−1) Y (d−1) .) Thus, for all n sufficiently large (depending on η, ε 2 and K), we can bound the right hand side of the last display from above by
Now, the same arguments relying on a stochastic bound involving sums of independent geometric random variables used in the previous proof show that the second summand can be made smaller than ε 3 /2 for sufficiently large (but fixed) K and all n sufficiently large (depending on η, ε 1 , ε 3 , C 1 and C 2 ). Here, one uses (iv) and the fact that F (X (d−1) Y (d−1) ) ≤ C 1 C 2 to bound the success probabilities of the geometric random variables suitably.
Appendix
Proof of Lemma 2
For brevity, we omit the superscript ε when referring to the process N ε , and in the notation of other parameters depending on ε.
Let ε > 0 be small enough such that > ϑ.
The Markov chain N has the following dynamics: jump times are exponentially distributed with unit mean while the skeleton process performs a random walk on [0 . . d] according to the following rules: the process is absorbed at 0 and, given that its current state is i ∈ [1 . . d], it moves to i + 1 with probability (d − i)ϑ and to i − 1 with probability i , while it remains at i with probability θ i . We construct the process N from a realisation of X. First, we use the jump times σ n , n ≥ 1 of the X-process for the jump times of N . We define N σn by induction starting with N σ 0 = C (X σ 0 ), where σ 0 := 0. Let n ≥ 1 and suppose X σ n−1 = x and C (X σ n−1 ) = j (recalling that C (∅) = 0). If 0 ≤ j < N σ n−1 , then choose N σn arbitrarily obeying the dynamics of the random walk (for example by using additional external randomness). If N σ n−1 = 0, set N σn = 0. Finally, assume that N σ n−1 = j > 0. Let
Let A be an event with probability j /s ↓ ∈ [0, 1] which is independent of the past of the process given X σ n−1 . 2 Let E = {X σn = ∅} ∪ ({C (X σn ) = C (X σ n−1 ) − 1} ∩ A c ) ∪ {C (X σn ) = C (X σ n−1 )}.
We first define N (σ n ) on E c as follows: we set N σn = N σ n−1 + 1 on {C (X σn ) = C (X σ n−1 ) + 1}, N σ n−1 − 1 on {C (X σn ) = C (X σ n−1 ) − 1} ∩ {X σn = ∅} ∩ A.
Provided that N σn ∈ {N σ n−1 , N σ n−1 + 1} on E, this guarantees that C (X σn ) ≤ N σn . Finally, we ensure that the coupling respects the dynamics of the process N by using additional randomness where required. For example, we can proceed as follows: let B be an event with probability ((d − j)ϑ − s ↑ )/(1 − s ↑ − j ) which is independent of the past of the process given X σ n−1 (note that the denominator in the last expression is the probability of the event E given X σ n−1 = x). Then, set N σn = N σ n−1 + 1 on B ∩ E and N σn = N σ n−1 on B c ∩ E. By construction, we have C (X t ) ≤ N t for all t ≤ τ L ∧ τ ∅ .
Proof of Lemma 3
First note that since both X (x) and X (y) jump at rate one, we can couple them so that they jump at the same times, which we denote by (σ i ) i∈N . At the first jump, for any measurable set A ⊆ C d−1 we should have
and both processes jump to {∅} with probability equal to the remaining mass. We can interpret these measures as sums of d + 1 measures given by 1
; similarly for X (y) . On Figure 4 , we draw the unit interval vertically and divide it in sub-intervals of respective lengths E f (y i←W ) /M . On each of these intervals, we draw, from bottom to top as i increases from 0 to d − 1, i=0 E [f (y i←W )]), then we set X (x) σ 1 = X (y) σ 1 = ∅. If U lands in the i-th interval (numbered from the bottom of the picture), we consider two cases:
• If U lands into the orange part of the i-th interval (see left-hand-side of Figure 4 ), we set X (x) σ 1 = x i←(F (x) i ) −1 (U ) and X (y)
is not strictly increasing, we choose the left-continuous version of the inverse (F (x) i ) −1 (w) := inf{y ∈ [0, 1] : F (x) i (y) ≥ w}). • If U lands in the rest of the i-th interval (right-hand-side example on Figure 4 ), we set X (x)
i and note that this function is non-negative on [0, 1] and non-decreasing. Indeed, for all u < v, we have
We can thus define the left-continuous inverse G −1 i (w) := inf{y ∈ [0, 1] : G (x) i (y) ≥ w}, and set X (y) σ 1 = y i←G −1
i (1)) . Let us prove that, with these definition, X (x) σ 1 and X (y) σ 1 have the correct distributions and that X (x) σ 1 X (y) σ 1 . First note that, if X (y) σ 1 = ∅, then U fell into the topmost interval and thus X (x) σ 1 = ∅, hence X For all Borel sets A ⊆ C d−1 , we have
by definition of F (x) i and by the change of variable u = F (x) i (v). This proves the claim. Let us now check that X (y) σ 1 also has the right distribution under our coupling. First note that P(X (y) σ 1 = ∅) is equal to the probability that U lands in the topmost interval, which is of length c(y), and thus P(X (y) σ 1 = ∅) = c(y). For all Borel sets A ⊆ C d−1 , we have
P(X (y) σ 1 ∈ A and F (x) i (1) < U ≤ F (y) i (1)).
The first sum is similar to the calculation above when checking the distribution of X (x) σ 1 :
For the second sum, we have
by definition of G i and by the change of variable u = G i (v) + F (x) i (1). We thus conclude that, in total,
as claimed. We can now iterate this coupling at each jump-time until X (x) becomes absorbed. After X (x) reaches ∅, we let X (y) evolve independently according to its dynamics. This concludes the proof.
Proof of Proposition 6
Let C f ⊆ C be the set of elements of the form (z, m i=1 δ y i ) for z ≥ 0, m ≥ 1 and y 1 , y 2 , . . . , y m ∈ C d−2 . Here, we view M(C d−2 ) as a metric space under the Prokhorov metric, and view C = [0, ∞)×M(C d−2 ) as a product metric space with ∞ product metric (where the distance is the maximum co-ordinate wise distance). First of all, we prove that there exists a function h : C f × [0, 1] × [0, ∞) → C f such that, for independent and identically distributed random variables (U 1 , W 1 ), (W 2 , U 2 ) . . ., where U i , W i are independent, U i has the uniform distribution on [0, 1] and W i follows the distribution µ (as before), we obtain a realisation of the Markov chain starting at x ∈ C f by setting S 0 = x and, recursively, S n+1 = h(S n , U n+1 , W n+1 ) for n ≥ 0. We then couple the two Markov chains started at ϕ(w, x n ) and ϕ(w, x) using the same sequence (U 1 , W 1 ), (U 2 , W 2 ), . . ., and write S 
