Abstract: Local features that based on interest points have received a great interest in computer vision field and they play an important role in many applications, such as object recognition, tracking, and image retrieval. These features have proven to be invariant against the geometric and photometric transformations and proven to be robust under different types of image disturbances. Matching technique is usually employed in this field to recognise the object. Yet, it is not suitable for some applications such as searching for an isolated object, part-based object recognition, and object categorisation. A model for object detection with an artificial neural network (ANN) to overcome such shortages is proposed. Two datasets are prepared to be used for learning; one for human faces and the other for the cars. Features are extracted using speeded-up robust feature (SURF). The proposed model is evaluated using two benchmark datasets, Caltech101 and VOC2009. The obtained results are encouraging.
This paper is a revised and expanded version of a paper entitled 'Supervised learning for object detection based on interest point feature' presented at IRICT 2014, Johor, Malaysia, 12-13 September 2014.
Introduction
In recent past, interest point detectors and their descriptors as local features have received a great interest in computer vision areas and technologies. Such areas include but not limited to, tracking, image registration (Zhen and Sheng, 2012) , image retrieval, localisation of camera, reconstruction of 3D sense (Calonder et al., 2012) , and object recognition (Calonder et al., 2012; Zhen and Sheng, 2012) . These types of features have shown their robustness under different conditions such as scale and rotation changes, variation in noise and illumination (Yang and Newsam, 2011) , view point and transformation changes (Velmurugan and Baboo, 2011) . Therefore, they are more accurate and stable than the global ones (Pang et al., 2012) . Generally, the interest point should be repeatable and the features should be distinctive (Leutenegger et al., 2011) .
Among all interest point detectors and descriptors, the scale invariant feature transform (SIFT) proposed by Lowe (2004) and speeded-up robust feature (SURF) introduced by Bay et al. (2008) are considered the most common methods that received interest from researchers in terms of usage and development. Generally, SIFT has a high dimensionality, it produces 128 features (Mikolajczyk and Schmid, 2005) . Moreover, it generates more numbers of patterns i.e. more interest points compared to other interest point detectors (Porikli and Yilmaz, 2012) which affects the matching step directly (Bay et al., 2008) . To reduce the SIFT feature dimensions, Ke and Sukthankar (2004) developed a descriptor by applying PCA technique and reduced the descriptor dimension to 36D. But it was less distinctive than SIFT (Mikolajczyk and Schmid, 2005) . Mikolajczyk and Schmid (2005) introduced a new descriptor called gradient location-orientation histogram (GLOH) and applied PCA to reduce the dimensionality. But, again using PCA for features reduction is expensive in computation (Bay et al., 2008) . On the other hand, SURF method improved the detection speed and kept the detector repeatable and the features distinctive (Pang et al., 2012; Velmurugan and Baboo, 2011) .
Moreover, SURF method has been successfully employed in different applications. Yang et al. (2012) presented an algorithm to detect the video copy based on SURF descriptor. SURF features also have been used for Banknote recognition in (Hasanuzzaman et al., 2011) . Miao et al. (2011) introduced a new framework for object tracking based on SURF method. Noguchi and Yanai (2012) used support vector machine (SVM) technique with multiple kernel functions for Action recognition by learning spatio-temporal features depending on SURF method. Sergeev et al. (2012) used supervised learning [artificial neural network (ANN)] for Medical image registration as interest point detector. Li et al. (2011b) used SURF features with boosting cascade learning for face detection.
Matching technique is usually used to find the corresponding points between two images depending on the distances among the accompanying features. It is common technique used in object recognition and image registration (Brown et al., 2011) . But, computing the descriptor and using the matching against large database add more complexity to the recognition system (Gauglitz et al., 2011) . It is also difficult to be used in object category recognition or to recognise the part-based object. Moreover, it is not proper for some applications such as searching for an isolated object (Gauglitz et al., 2011) .
As alternative to the matching technique, the learning-based technique which has been proven to be an effective method in object detection (Qiu et al., 2012 ) is used to recognise the object. It is used successfully in category classification especially discriminative-based learning (Gu and Ren, 2010) and researchers pay more attention to design method to learn the interest point features (Li et al., 2011a) . Examples of such techniques are, ANN, boosting, decision trees, and SVMs (Porikli and Yilmaz, 2012) .
In this paper, we used the local features based on SURF method which is robust and fast. As alternative to matching technique, a fully supervised learning approach (ANN) is used to train the features and recognise the object. This technique required labelled data, positive and negative examples. Data should have enough examples that represent the object in different cases as well as the non-object. Due to the lack of such dataset, two datasets are prepared, one represents the human faces and the other represents the cars.
Remaining sections of this paper are as follows; Section 2, presents the proposed model for object detection, Section 3 explains the experimental design, Section 4 is conducted to show the experiments results and the discussion; Section 5 is the conclusion of this paper.
Proposed model
In this section, the proposed model for object detection is presented. Two phases are involved which are, the learning phase and the testing phase. Four steps to train the features, data preparation, features extraction, pattern labelling, and pattern learning. The testing phase includes four steps which are: extracting the features of the query image, classifying the unlabeled patterns, applying a specific threshold thr on the classification output, and the key-points localisation. Figure 1 depicts the whole process of the proposed model. 
Learning phase

Data preparation
Data preparation is the first step in learning phase. Two datasets are prepared which represent two objects (face, car). For faces data, 117 cropped images are taken from Caltech101 'faces' dataset (Fei-Fei et al., 2007) which represent the positive examples. 81 images represent the negative examples are taken from SUN397 dataset (Xiao et al., 2010) . For cars data, we collected 146 images, 39 represent the object and 107 represent non-object. Some examples of data used for learning are shown in Figure 2 . 
SURF features
The standard SURF (upright version) method is used to extract the features for both the positive and negative examples. The method consists of two parts, interest-points detector and interest-points descriptor. There are four steps involved to detect the interest point which are, 1 calculate the integral of an image 2 compute the Hessian matrix 3 construct scale space 4 localise the interest points.
Once the interest points are detected, the descriptor can be built in two steps: first, orientation assignment, second, computing sum of Harr-wavelet responses.
To increase the performance of SURF, an intermediate image representation called 'integral image' is used to speed up the calculation of any rectangle area by formula (1).
( 1 ) where (x, y) is a point in the original image I, I Σ (X) is an integral image at a location X = (x, y) T , which represents the summation of all pixels in image I of a rectangular region formed by the origin and X.
To detect structure of blob-like at locations, Hessian matrix is used because of its good performance (Bay et al., 2008) as in equation (2).
where H is a Hessian matrix for point X = (x, y) at scale σ in image I, and L xx (X, σ) 
where D xx , D yy , and D xy are the approximations for the second order of Gaussian. In contrast to Lowe (2004) , Bay et al. (2008) used filter increasing to build the pyramid to represent the scale-space. Instead of building different scales of the original image, Bay built different sizes of filters to apply on the original image. So, SURF is computationally efficient and size invariant. Interest points localised over all scales in 3 × 3 × 3 neighbourhood by applying the non-maximum suppression.
Once the interest points are ready; the orientation determination and the Harr-wavelet responses in x and y directions are calculated with size 4s (s: scale) and radius 6s of detected points. To get the dominant orientation, sum of all responses within a sliding orientation window of size π/3 are calculated. The dominant orientation is determined by the largest vector which is computed by summation of responses components by sliding window around the origin.
Finally, the components of the descriptor are calculated by dividing each window into 4 × 4 sub-regions, and then applying the Harr-wavelet again on each sub-region to get the final vector V as follow:
where each sub-region gives four values, which means 4 × 4 × 4 = 64 values for each interest point.
Data labelling
In this step, the positive examples are labelled with 1 and the negatives with 0. Then all patterns are combined in one matrix array.
Data training
ANN is used to train the patterns. Two neural networks with different hidden layer settings are used in this paper to train the patterns, H32 and H66. H32 is computed by equation (4) 
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where Na is the number of attributes (features), No is the number of node in output layer, and Nc is the number of classes to be classified. Since SURF method produces 64 features; H32 and H66 can be computed as follows; H32 = (64 + 1) / 2 and H66 = (64 + 2). Choosing a proper number of nodes for hidden layer is a critical issue in learning using ANN technique. Generally, there is no a specific rule or setting that fits all types of applications. Normally, the number of nodes of hidden layer is determined based on 'trial and error' process; even the formula used to compute them (nodes) is concluded after a number of trials. In this regard, Huang et al. (2006) used 20 nodes for hidden layer and carried out 50 trials, Cigizoglu and Alp (2006) chose different numbers of nodes of hidden layer (2, 3, 4, 5), the standard structure of neural (i.e. three layers: input, one hidden layer, output layer) with settings (three nodes for input, four nodes for hidden, and one node output layer) produced the best result. Further, Su and Chong (2007) also used different numbers to set the hidden layer nodes (3, 5, 9, 13, 15, 17, 20) , the hidden layer with 15 nodes yielded the least error. On the other hand, Hu and Weng (2009) used a formula to compute the hidden layer node which is H node = INT(I node × O node ) 1/2 where the number of hidden layer H nodes equals to the integer of the square root of input nodes I nodes multiplied by the number of output layer nodes O nodes . Singh et al. (2009) also used a formula to conclude the suitable range of nodes in hidden layer, this range is from (2 ) n m + to (2n + 1) where n is the input layer nodes and m is the number of nodes in output layer. Moreover, large number of nodes for hidden layer may gives better result. But, this issue cannot be generalised and it also adds more complexity to network structure (Liu and Wang, 2010) . Therefore, the number of nodes in hidden layer should be chosen for particular application independently based on 'trial and error' method (Dogan et al., 2009; Liu and Wang, 2010) . The formulas used in this paper also concluded after a number of trials.
Testing phase
Features extraction of the query image is the first step in this phase. The obtained patterns are unlabeled and unknown to which classes they belong to. Then, based on the trained network, all patterns are classified. The outputs of the classification are real values between 0 and 1, Such that it cannot directly distinguish the object from non-object. Therefore, a specific threshold thr is used to separate the object from the non-object.
Experimental design
In this section, the proposed model was evaluated using two benchmark datasets; Caltech101 'faces' and VOC2009 'cars' (Everingham et al., 2009) . 216 unlabeled images represent the faces. While, 62 unlabeled images taken from VOC2009 represent the cars.
Neural network in this paper was set as follows; standard structure of ANN was used (three layers: input layer, one hidden layer, output layer), number of nodes used in hidden layer can be computed using equations (4) and (5), learning rate used is 0.2 (smaller learning rate better accuracy, to some limit), activation function was set to sigmoid function, performance goal was set to 0.0001, remaining parameters were set to the default values [train function is Levenberg-Marquardt back-propagation, performance function is mean square error (MSE)]. The hold-out method was used to validate the training; the training stops according to the validation condition (six rounds used).
Experiments of this paper were done on an Intel® core i7, 860 running at 2.8 GHz, with eight gigabytes of RAM under 64-bit windows7 using Matlab7.6 environment.
The object detection that based on interest point mainly depends on the points that are classified as positive. To determine either the point belongs to object or not, a specific threshold thr is applied on the corresponding output of ANN. Each output greater or equals to thr is considered positive and his position localised as a point belonging to the object. The point classified as positive and lies on the object is considered true positive (TP), while, the point that appears outside the object is considered false positive (FP).
The measurement used to evaluate the performance of the proposed model is Precision metric. Precision is the number of positive examples correctly classified, divided by the total number of examples classified as positive as defined in equation (6).
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4 Results and discussion Some results on faces and cars detection are shown in Appendix A and B respectively. In spite of the importance of precision metric to evaluate the proposed model over all images, number of false positive for each image has big impact on the object localisation. Figure 3 shows the FP for each image on Caltech101 'faces' dataset according to hidden layer settings, H32 as in Figure 3(a) , H66 as in Figure 3(b) , and the values of threshold thr. From Figure 3 , it can be noted that the highest value of FP is 15 for H32 with thr = 0.75 while it is 8 when thr = 0.9. Moreover, the highest value of FP is 10 for H66 with thr = 0.75 but it is 7 with thr = 0.9. Similarly for cars dataset, the highest values of FP with thr = 0.75 are 22 and 15 for H32 and H66 respectively, While it is 10 for H32 and 6 for H66 when thr = 0.9 as in Figure 4 . Proper number and distribution of interest points that are true positive and with FP = 0 lead to good localisation of object. Figure 5 shows the frequency and percentage of each value of FP over all images on faces using H32. 
From Figure 5 (a), when thr = 0.75, the number of images that are 100% correctly classified as TP is 36 out of 216 which represents 16.7%. 57% is the percentage of the images that have FP ranging from 1 to 3. Moreover, 14% of images have FP between 4 and 5. On the other hand, Figure 5 (b) shows the result of using thr = 0.9, it can be seen that more than 33% of images are 100% correctly classified with no error (FP = 0), more than 35% with only 1 FP, more than 20% have FP ranging from 2 to 3, and less than 10% that have FP more than 3.
Figures 5(c) and 5(d) show the results of using H66. It can be seen that the highest frequencies represent the lowest errors. From Figure 5 (c), when thr = 0.75, the images that are 100% classified correctly represent more than 37%; moreover, more than 51% of images are classified with FP ranging from 1 to 3. About 10% are with FP more than 3.
Figure 5(d) shows a better result when we use H66 with thr = 0.9, where the number of images that contain no error are 125 images which represent more than 57% of the total images. While more than 34% have FP between 1 and 2. However, less than 8% have error more than 2 but less or equal to 7.
Similar to face dataset, Figure 6 shows the frequencies and percentages of errors for cars detection. Figure 6(a) shows the result using hidden layer nodes H32 and thr = 0.75. The highest values represent the images that have error 1 and 5. Figure 6 (b) represents same settings (i.e. H32) but with thr = 0.9, it shows that about 40% of images are 100% correctly classified with FP=0. More than 46% are with error ranging from 1 to 4. More than 9% have false positive between 5 and 7. Less than 6% are with error more than 7. 
The second row of Figure 6 shows the result of using H66 with thr = 0.75 as in Figure 6 (c) and thr = 0.9 as in Figure 6 (d). Figure 6 (c) seems to be like Figure 6 (a) yet has better results. The majority images have errors between 0 and 4 (more than 77%). However, using thr = 0.9 shows the best result, more than 54% are 100% correctly classified and more than 35% are classified with FP ranging from 1 to 3. Less than 10% are with error more than 3.
Fair comparison of the results obtained using different methods by researchers is not easy issue due to using different datasets (Verikas et al., 2010) , especially in object detection field where each researcher may use different objects from the same dataset, or different number of images of the same object. However, we provide results of some existing studies that related to this paper in terms of type of object and dataset used as shown in Table 2 . Note that, the VOC 2007 , VOC 2009 , and VOC 2012 datasets are all the same except that the number of images and categories increase every year, more details in http://pascallin.ecs.soton.ac.uk/challenges/VOC/. Further, the results that have range of results; mean that the author used different setting or combination methods. Based on the results obtained, it can be seen that; first, the network with more number of hidden layer nodes performs better than that has less nodes. In spite of that, this is not a general rule that can be depended on, it depends on the extracted features and how they can be learnt. Second, the value of threshold directly affects the results, threshold with value 0.9 yields results better than 0.75, due to the positive examples that represent the object were labelled with the highest value 1 in the training phase while the non-object examples were labelled with the lowest value 0. Accordingly, the number of FP is decreasing; however, the performance is getting higher because the nature of the relationship between TP and FP in equation (6). More clarification, outputs of neural network most likely to be classified as object if their values closer to 1, however, the number of points are decreasing; therefore, thr that has value 0.9 and neural network with H66 produced the highest performance and kept the number of points that represent the object stable. Finally, the proposed method, that has been applied on faces data performed much better than the cars data, because the data size of faces in training is larger than the cars data; so, the larger data the better learning and higher classification accuracy; besides, the car object has high intra-class problem.
Conclusions
In this paper, we introduced a supervised learning technique (ANN) for object detection based on interest point features with different hidden layer settings and different thresholds. Furthermore, a new labelling data represent the human faces and the cars objects were prepared as a contribution to object detection field. Local features used in this paper were extracted using SURF method. The proposed model showed encouraging results that can be used for general object detection. Due to the presence of the object in different environments, the size of data that represents the object was very small compared to the negative ones which can causes an imbalanced data problem, which directly affects the classification accuracy. Therefore, and as a future work, ensemble-based classifiers with fusion technique can be adopted to address this type of problems. Moreover, more datasets and interest-point-based features can be applied and tested depending on the proposed model.
