Abstract. Pairwise comparison matrices are of key importance in multiattribute decision analysis. A matrix is incomplete if some of the elements are missing. The eigenvector method, to derive the weights of criteria, can be generalized for the incomplete case by using the least inconsistent completion of the matrix. If inconsistency is indexed by CR, defined by Saaty, it leads to the minimization of the Perron eigenvalue. This problem can be transformed to a convex optimization problem. The paper presents a method based on the Newton iteration, univariate and multivariate. Numerical examples are also given.
Introduction
When faced with a multi-attribute decision problem, where all alternatives are already evaluated with respect to all relevant criteria, one has to determine the subjective weights of criteria to rank the alternatives. When a decision maker is asked to determine his own subjective weights of criteria, it is often impossible to determine them directly. However, it may be simpler to tell how many times more important a criterion is compared to another. Ratios are arranged in a positive n × n matrix A = [a ij ] i,j=1,...,n , which is called a pairwise comparison matrix (PCM), where n is the number of criteria. For a PCM a ij = 1 a ji holds for all i, j = 1, . . . , n, thus every element is 1 in the diagonal. A PCM is consistent, if the cardinal transitivity property a ik a kj = a ij holds for all i, j, k = 1, . . . , n, otherwise it is called inconsistent. The aim is to derive weight vector w = (w 1 , w 2 , . . . , w n ) T from a PCM that includes the decision maker's subjective judgments.
PCMs can also be used to rank alternatives with respect to a given criterion. Another application of PCMs is to determine the voting power of each decision maker in a group decision problem.
There are several methods for deriving the weight vector [4] , we however use the so called eigenvector method proposed by Saaty [14, 15] . For a consistent PCM the following eigenvector equation holds: Aw = nw, where w i /w j = a ij , w i > 0, w i = 1. However, PCMs given by real decision makers are rarely consistent. Following the previous equation, Saaty proposed the following method (called the eigenvector method), to gain a weight vector, and also to measure inconsistency. Applying the Perron-Frobenius theorem to a (consistent or inconsistent) PCM, it yields that there is a unique positive Perron eigenvalue λ max , and the corresponding right eigenvector is also positive. It is also known that λ max n. Weights can be approximated even in the inconsistent case by the right eigenvector corresponding to λ max (normalizing such that the sum of the weights equal 1), also denoted w. The eigenvector method provides the weights as the normalized right eigenvector corresponding to the Perron eigenvalue of the PCM.
There are several inconsistency indices in the literature [4] , but in the paper we will only discuss one of them: Saaty defined [14] inconsistency index CR = CI ACI , where CI = λmax−n n−1 , and ACI denotes the mean value of CI calculated from randomly generated PC matrices of size n × n. Saaty also proposed that PCMs below the threshold CR = 0.1 are to be considered acceptably inconsistent. CR is a positive linear transformation of λ max : the higher λ max is, the more inconsistent the given PCM is.
In some cases, not all elements of a PCM can be or are desired to be filled in. It can take a lot of effort to obtain all n(n−1) 2 pairwise comparisons, especially for large PCMs. In this case, missing elements are allowed in the matrix. Such a matrix is called an incomplete pairwise comparison matrix [7, 9] , and has the following general form: 
where * stands for missing elements. They can be in any position except the diagonal, and are symmetric in the sense that if a ij is missing, then a ji is missing, too. Substitute a variable for each missing element while keeping the reciprocal symmetry rule in mind, and let M denote the number of missing elements above the main diagonal: 
The aim is still to obtain a weight vector from the matrix. To facilitate this, the eigenvector method can be generalized to the incomplete case, as proposed by Shiraishi, Obata and Daigo [16, 17] . The solution to the eigenvector method shall be the Perron eigenvector corresponding to the least inconsistent completion of the incomplete PCM. Let inconsistency index CR be applied, therefore, the aim is to minimize CR, or equivalently, the Perron eigenvalue λ max : min
where R M + denotes the positive orthant of the M-dimensional Eucledian space. This will be our basic problem from now on.
Key to the existence of the minimum of λ max is that problem (1) can be transformed into a convex optimization problem [2] , using the following method: Parametrize incomplete PCM A(x) = A(x 1 , x 2 , . . . , x m , . . . , x M ) such that x m = e tm , (m = 1, 2, . . . , M). This way we gain matrix B:
A(x) = B(t) = B(t 1 , t 2 , . . . , t m , . . . , t M ) = A(e t 1 , e t 2 , . . . , e tm , . . . , e t M ).
Bozóki et al. [2] characterized when a unique solution exists to problem (1). The graph corresponding to an incomplete pairwise comparison matrix is defined as follows: G = (V, E), V = 1, 2, . . . , n (vertices correspond to criteria), E = {e(i, j) | a ij is given in the matrix, i < j} (edges correspond to pairwise comparisons). In other words, two vertices are connected by an edge if the element corresponding to their pairwise comparison is not missing. We will also need the partial derivatives of λ max with respect to the elements of the PCM. According to Harker's formulas [8] both the first and second derivatives can be calculated. These formulas can be found in the Appendix.
In the next section three methods are presented to solve problem (1). First one is the method used by Bozóki et al. [2] , which is based on the method of cyclic coordinates, and uses Matlab's fminbnd function to solve univariate problems. Second and third ones are the main contributions of the paper. Both methods apply Newton iteration, univariate (Section 2.1.2) and multivariate (Section 2.2). The univariate method is similar to the method using fminbnd. It also uses cyclic coordinates, but the inner univariate problem is solved by Newton iteration. The multivariate method is based on the multivariate Newton iteration. A numerical example is presented in section 3. Some of the issues presented in the paper have already been considered, in Hungarian, in [1] .
Algorithms for optimal completion 2.1 Cyclic coordinates
Let us consider an incomplete pairwise comparison matrix A with a connected graph. Let d denote the number of missing elements from the upper triangle of A, so A = A(x 1 , . . . , x M ). Bozóki et al. [2] proposed a completion method based on cyclic coordinates, as follows. Every variable is given a starting value of x 1 . In the second step of the first iteration, let x 1 be fixed at the value of x Continue these steps, until we obtain x (1) 1, 2, . . . , M. So the mth step of the kth iteration is as follows:
For the stopping criteria they propose the following: the algorithm stops at the end of the kth iteration if k is the smallest integer for which
where T is the tolerance threshold (T = 10 −4 is chosen for their and our tests as well). Another important question is the choice of the starting values. Bozóki et al. [2] in their numerical example used x (0) m = 1, m = 1, 2, . . . , M. In the paper we will use values based on the solution of the incomplete logarithmic least squares method (ILLSM) [11] . This method determines weight vector w by minimizing
where n i=1 w i = 1 and w i > 0 i = 1, . . . , n. Solving this problem is based on solving a system of linear equations [2] . Although the ILLSM method can generate ordering different from that of the eigenvector method, it provides reasonable starting values for our iteration [10] . Therefore, the solution of the ILLSM problem will be used for the starting values for x. Let w L i , i = 1, . . . , n denote the ith component of the weight vector derived from solving the ILLSM problem, and let x m be in position (i, j). The starting values will be
. . , M. Again, in order to transform problem (1) to a convex optimization problem, rescaling x m = e tm , m = 1, . . . , M is done [2] . Let L(t m ) = λ max (e tm ).
The global convergence of cyclic coordinates is stated and proved in [12, pages 253-254].
The cyclic coordinates method presented above will be the framework for the single variable method presented here as well, with the fundamental difference being in how we obtain the optimum.
Cyclic coordinates with Matlab's fminbnd
Bozóki et al. [2] used a general optimization function in Matlab (fminbnd ) for obtaining min tm λ max . Function fminbnd uses an algorithm which combines golden section search and parabolic interpolation [3, 5, 13] . A method tailored for this problem and based on the Newton iteration is presented next.
Cyclic coordinates with univariate Newton iteration
Using the method of cyclic coordinates, we are optimizing in only one variable at a time. Let us denote this variable by x, while the other variables are fixed while the minimization occurs. Our goal is to write the Newton iteration of this optimization. Let x = e t (similarly x (r) = e t (r) ) and L(t) = λ max (e t ). With these notions, we are searching for t where L (t) = 0. Because of this, the rth iteration of Newton's method can be written as
) .
According to Harker [8] the derivatives ∂λmax(x) ∂x
and
are known, and depend on the position (i, j) of x in of the matrix.
To write the Newton iteration we need
∂t and
Similarly
Newton iteration can now be written as
As mentioned, ∂λ max (x) ∂x and ∂ 2 λ max (x) (∂x) 2 depend on the position of the element x in the matrix (i, j). In a particular step of an iteration all the other variables are temporarily fixed, as described earlier.
A full step of the Newton iteration (which is only a subroutine of a step of the cyclic coordinate iteration) consists of the following steps, where x is in position (i, j):
2. Apply (6),
With this algorithm we managed to apply the Newton iteration specifically for the problem of minimizing the Perron eigenvalue of incomplete PCMs.
Multivariate Newton iteration
Instead of using the method of cyclic coordinates and optimizing in one variable at a time, one can optimize in all of the variables at the same time, using the multivariate Newton iteration. Let L(t) = λ max (e t 1 , . . . , e t M ). We want to minimize L, so we need:
where HL(t (r) ) is the Hessian matrix of L(t), and ∇L(t (r) ) is the gradient vector of L(x) (both in the rth Newton iteration), and γ is the step size as usual in multivariate Newton iteration. Again, because of the parametrization x = e t , we have to adapt this formula for our case. All of the elements of the gradient vector ∇L(t) = ∂L(t) ∂t 1 , . . . , ∂L(t) ∂t M can be calculated with the method described earlier, namely (4). Now let us write the Hessian matrix:
Diagonal elements are calculated by (5) . We still need to reformulate the offdiagonal elements of the Hessian matrix, where we differentiate with respect to different variables. From now on, x p = e tp is in position (i, j) and x q = e tq is in position (u, v). 
Here
where
On the other hand,
which also includes the case p = q. Writing (9) and (10) back into (8) we get the final form of
Note that (5) is a special case of (11) with p = q. In (11) we can calculate
∂xp∂xq and ∂λmax(x) ∂xp according to Harker's formulas [8] , and they depend on the positions of the variables in the matrix.
Using these formulas, and given a starting value of t 0 for t, we can calculate the gradient vector and Hessian matrix for every iteration of the multivariate Newton's method (7) . Again, the iteration continues while (2) is satisfied. The stopping criteria is determined for x (not t), because a small difference in t can lead to large differences in x.
Numerical example
Let us consider the following incomplete pairwise comparison matrix: 
This is an incomplete version of Saaty's "buying a house" example matrix [15] . Further, it is the same incomplete PCM which was used as an example by Bozóki et al. [2] , where it is shown that the graph corresponding to this matrix is connected.
In Tables 1 and 2 the values of each variable in each iteration are shown using the univariate Newton iteration and the multivariate Newton iteration, respectively. However, iteration does not mean the same thing in these cases. For the univariate Newton method, an iteration k is the outer iteration which contains m = 12 complete univariate Newton iterations for each k. For the multivariate Newton iteration, an iteration r is one iteration of the multivariate Newton method itself.
As mentioned earlier, T = 10 −4 in (2), and the starting values x (0) m are chosen to be equal to the optimal solution of the ILLSM problem (3). For the multivariate case, several γ values have been experimented with. γ = 0.45 yielded the lowest number of iterations, therefore this value was used for the results in Table 2 . The number of iterations required was k = 14 in the univariate case, and r = 14 in the multivariate case.
Tests were also done for starting values x 
Conclusions
When using the generalized eigenvector method for incomplete pairwise comparison matrices, the matrix is to be completed optimally with regard to its inconsistency, or equivalently minimizing its Perron eigenvalue λ max . Although eigenvalue minimization problems are generally difficult due to nonconvexity, the special case of incomplete PCMs proves to be convex. In order to solve the problem, a method based on the Newton iteration (both univariate and multivariate) is presented in the paper.
Future research can be focused on the choice of γ in case of the multivariate method. Fülöp [6] has recently proposed an alternative method for minimizing λ max , further research includes a comparative analysis of the algorithms. 
