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Phase synchronization of globally coupled oscillators is a common phenomenon
in almost every branch of science including chemistry, physics, astronomy, biology,
and electronics. It has various applications such as laser arrays, chemical and elec-
trical oscillators, metronomes, pathological synchronization in Parkinson’s disease,
and synchronized oscillation of neurons. In this thesis, we study and design globally
coupled oscillators with a focus on biological applications.
We mathematically analyze one of the most widely studied models of globally
coupled oscillators proposed by Matthews et al.. Based on this model, we design
two globally coupled oscillator systems in Simulink. Simulation results show that
our systems work perfectly as synchronized globally coupled oscillators.
We then design a two-channel globally coupled oscillator system with inte-
grated circuits using ON Semiconductor’s 0.5 µm CMOS technology and a ±5 V
power supply. Simulation results in PSpice show that the two channels get synchro-
nized in less than one cycle and they can oscillate at frequencies less than 1 Hz.
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Chapter 1: Introduction
1.1 Globally Coupled Oscillators
In 1665 Christiaan Huygens, the inventor of the pendulumn clock, found that
two pendulumn clocks hanging side by side in his room always swang in perfect
synchrony [1,2]. Even if he tried to break this balance, they would regain synchrony
after some time. He concluded that there must be some interaction between the
two clocks. He also found that if they were placed at opposite sides of the wall,
they would not become synchronized. Huygens’s observation led to a new area of
research: the study of coupled oscillators [2]. Also in the 17th century, German
naturalist, physician, and explorer Engelbert Kaempfer noticed the synchronization
among fireflies during his visit to Southeast Asia [3]. Later in his book [4], he
described that after a group of fireflies settled on a tree, they ”sometimes hide their
light all at once, and a moment after make it appear again with the utmost regularity
and exactness”. Since then, there has been a lot of research in the synchronization of
fireflies [5–11]. One can even use artificial lights to interfere with fireflies and affect
the frequency they flash [12]. As time goes by, people find more and more coupled
oscillation phenomena in the natural world, like the formation flight of migrating
birds [13], menstrual synchrony and suppression [14], animal locomotion [15], and
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pedestrian’ synchrony on the bridge [16–19].
In the past few centuries, coupled oscillators have been widely studied in al-
most every branch of science including chemistry, physics, astronomy, quantum
electronics, and biology. They are found in various applications such as laser
arrays [20–24], Josephson junctions [25–27], chemical and electrochemical oscilla-
tors [28–32], metronomes [33, 34], and pathological synchronization in Parkinson’s
disease [35]. Therefore, controlling these coupled oscillators and breaking/achieving
synchronization can be very useful for engineering systems design and medical treat-
ment for certain conditions [36].
1.2 Related Works
To understand the behavior of coupled oscillators, scientists have been seeking
tractable mathematical models for decades. Among them, Arthur Winfree pro-
posed one of the earliest mathematical models for collective synchronization [37,38]
in 1967. Assuming that the interaction between different oscillators in the system is
’weak’ and thus does not affect the oscillating amplitude, only phase variation needs
to be considered [3]. When the coupling between oscillators goes beyond a certain
threshold, some of them become synchronized at a common frequency. This is a
milestone in the study of coupled oscillators. However, the model Winfree proposed
is hard to solve mathematically in its full generalized form [39], although Ariarat-
nam and Strogatz proposed a solvable version of Winfree’s model years later [40].
Therefore, researchers have been seeking other models.
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A few years later, Yoshiki Kuramoto reformulated this model and presented
the famous Kuramoto model [28, 41]. The Kuramoto model discusses systems of
N coupled phase oscillators and simplifies the coupling between different oscillators
with a sine function of their phase differences. Unlike Winfree’s model, the Ku-
ramoto model is solvable. At the same time, it is also complex enough to represent
various phenomena. Therefore, the Kuramoto model has been widely studied since
then [39,42–58]. In 1991, Matthews et al. generalized the Kuramoto model by tak-
ing into consideration of amplitude change [59]. This is a remarkable breakthrough.
In reality, many coupled oscillator systems do show variations in amplitude. Their
model brought up many new findings, the most important one being that the system
can enter an unsteady state.
It is worth noting that all the above works are done by theoretical scien-
tists, and few people have made any hardware based on the Kuramoto model,
or Matthews’s model. In this thesis we focus on biological applications such as
pathological synchronization in Parkinson’s disease, and synchronized oscillation of
neurons. In the circuit design area, people have designed a lot of coupled oscilla-
tors [60–65]. But they are inductor-capacitor(LC) oscillators focused on electrical
applications such as wireless networking, radio-frequency transceivers, digital com-
munication systems, and so on. For most of them, the coupling between different
oscillators is simplified for that specific application. Therefore we cannot use these
coupled LC oscillators directly for studying other phenomena with more complex
coupling between different oscillators. Another important reason we want to seek
alternatives is that, since they are LC oscillators, their working frequencies are very
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high. They can vary from the order of kHz to the order of GHz. This is a great
advantage for them in their applications, but not for our scenario. For the biological
applications mentioned earlier, the oscillating frequencies can be very low. Scien-
tists have reported pathological oscillations of 3 Hz to 6 Hz parkinsonian tremor [66]
and neuron oscillations in the range of 10 Hz to 50 Hz [67]. Working at such low
frequencies is almost impossible for LC oscillators because that would require really
huge capacitors, which is infeasible.
1.3 Contributions
In this thesis we will study the mathematical model of globally coupled oscil-
lators proposed by Matthews et al. [59]. We use Simulink to verify their model. We
will also design a globally coupled oscillator system using integrated circuits based
on that model. The main contributions are listed below:
• We mathematically analyze the model proposed by Matthews et al. (Chap-
ter 2). Based on this model, we simulate two coupled oscillator systems using
Simulink (Chapter 3). Simulation results show that our systems work perfectly
as globally coupled oscillators.
• We design and implement a two-channel globally coupled oscillator system
with integrated circuits (Chapter 4). Using ON Semiconductor’s 0.5µm CMOS
technology and a ±5 V power supply, the system fully functions. Simulation
results in PSpice show that the two channels become synchronized in less than




. Chapter 2 will discuss mathematical models of globally coupled oscillators
and then analyze the model proposed by Matthews et al. In Chapter 3, we will
simulate two coupled oscillator systems using Simulink. Chapter 4 will present
the design and implementation of a two-channel globally coupled oscillator system
designed with integrated circuits. Chapter 5 will conclude this thesis and give sug-
gestions for possible future works.
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Chapter 2: Mathematical Models for Globally Coupled Oscillators
In this chapter, we will briefly discuss the three different models for globally
coupled oscillators mentioned in Chapter 1. And we will go into more depth about
the model proposed by Matthews et al. [59] when the number of oscillators in the
system is two.
2.1 Different Models
The first mathematical model for globally coupled oscillators to be discussed is
that of Arthur Winfree [37,38]. He reduced the dynamics of each oscillator/channel
to only one variable, the phase ϕ. Let N denote the number of oscillators (N  1),










Here k = 1, 2, ..., N . ε stands for the coupling strength between different channels,
and ωk is the natural frequency of each channel. Γ(ϕk) describes one channel’s
phase sensitivity to purtubation, and is usually called the phase response curve. In
reality, the phase response curve can be determined by repeating experiments and
collecting data from one isolated system [3]. I(ϕi) reflects how the phase of one
oscillator affects another. Note that Γ and I are global functions in that they are
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the same for different channels. Therefore, the main difference between different
channels is their different natural frequencies. Although this model is not known to
be solvable in its general form, it is a milestone in the study of coupled oscillators.
The Kuramoto model is actually very similar to the model proposed by Win-






Kki sin(ϕi − ϕk), (2.2)
where k = 1, 2, ..., N , and ωk is the natural frequency of each channel. From the
equation above, it is clear that the Kuramoto model uses a sine function and a matrix
Kkj to describe the coupling between different channels as well as one channel’s
sensativity to pertubation. In Winfree’s model, the function I can be very complex.
Kuramoto simplified it with a sine function. In addition, he used a matrix Kkj to
replace items Γ and ε
N
. As a result, this model is solvable and still sufficient to
describe many phenomena. There are different models for the matrix Kkj, such as
hierarchical coupling, short-range coupling, random long-range coupling, and state-
dependent coupling, as discussed in [39].
In this thesis, we will focus on the model proposed by Matthews et al. [59],
which is a generalized version of the Kuramoto model. As mentioned in Chapter 1,
this model also describes the variation in oscillating amplitude. Each independent
oscillator in the system is described by the following equation:
dzk
dt
= (1− |zk|2 + jωk)zk, (2.3)
where k = 1, 2, ..., N . ωk is the natural frequency of each channel, and j is the
imaginary unit (
√
−1). In this model, zk stands for one oscillator’s position in the
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complex plane. It considers both amplitude and phase. zk is normalized such that
when there is no coupling, each channel has a stable limit cycle of 1. Then Matthews
et al. took the coupling between different channels as a linear function, and got the
following model for a system of N globally coupled oscillators:
dzk
dt





(zi − zk) (2.4)
where k = 1, 2, ..., N . K is a constant standing for the coupling strength between
different channels. In this model, different channels affect each other by a linear
function of their position difference in the complex plane. This model may look
quite different from the Kuramoto model at first glance. But when we go into
more depth in the next section, we will show that there are many similarities and
connections between them.
2.2 Two-channel Globally Coupled Oscillators
When designing an actual circuit, or doing Simulink simulation, it is impossible
to simulate a system of infinite number of coupled oscillators. Therefore, in the
rest of this thesis we focus on the case of two-channel globally coupled oscillators.
Although two is not a large number, it is sufficient to demonstrate many properties
suggested by the previous models.
When N is 2, Equation 2.4 becomes:
dzk
dt
= (1− |zk|2 + jωk)zk +
K
2
(zi − zk) (2.5)
where k = 1, 2, i = 3 − k. A complex number z can be written as z = rejϕ,
where r and ϕ stand for its amplitude and phase, respectively. Plugging this into
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Equation 2.5, we have:
drk
dt
= (1− r2k)rk +
K
2








sin(ϕi − ϕk) (2.6)






Kki sin(ϕi − ϕk). (2.7)





, we can get exactly
the same equation as Equation 2.6. This justifies that both models are quite similar
in terms of describing the phase variation. But the model proposed by Matthews et
al. also incorporates amplitude changes.
Equation 2.6 gives us a more direct understanding of how the magnitude and
phase of one channel is affected by those of the other one. The change in one
channel’s amplitude depends on itself as well as another factor linearly proportional
to the phase difference between the two channels. Without coupling, how fast a
channel’s phase changes is determined by its own frequency only. With coupling,
the two channels’ magnitude and phase contribute to each other’s phase change.
Moreover, using Equation 2.6, we can easily find the steady-state phase differ-
ence between the two channels. When the system becomes stable, the two channels
are synchronized. Therefore, they are oscillating at the same frequency with the






r1 = r2 = r (2.8)
9











sin(ϕ1 − ϕ2). (2.9)
As a result:




which gives us the value of ϕ2 − ϕ1. The steady-state phase difference between the
two channels is determined by their natural frequencies and the value of coupling
strength K. Similarly, We can get the steady-state oscillating amplitude r:
dr
dt
= (1− r2)r + K
2
[r cos(ϕ2 − ϕ1)− r] = 0 (2.11)
Solving the above equation, we get:




(1− cos(ϕ2 − ϕ1)) (2.12)
which gives us the value of r. r = 0 represents a trivial solution where the system
is not oscillating at all. Therefore we focus on the other solution. To get an explicit
relationship between r, K, ω1 and ω2, we plug Equation 2.10 into 2.12. Then we





(1− cos(arcsin(ω2 − ω1
K
))) (2.13)
which tells us that the steady-state oscillating amplitude depends on the value of
K and the difference between ω1 and ω2. It should be noted that only the absolute
value of ω2−ω1 will affect r, which matches intuition since each channel contributes
equally to the whole oscillator system.
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Another aspect to look at the system via Equation 2.5 is to consider the real
and imaginary parts of each channel’s position in the complex plane. A complex
number z can be expressed as z = x+ jy, where x and y stand for its real part and
imaginary part, respectively. Taking this into Equation 2.5, we get:
dxk
dt






= yk + ωkxk − x2kyk − y3k +
K
2
(yi − yk) (2.14)
Here k = 1, 2, i = 3 − k. Equation 2.14 tells us how the real and imaginary parts
of one channel are affeted by themselves and those of the other channel. This is
especially helpful when we design actual integrated circuits for the oscillator system
described in Equation 2.5. Both Equation 2.6 and Equation 2.14 involve working
with multiplicatioin and addition. However, Equation 2.6 also requires dealing with
the phase difference between different channels and sine and cosine functions, which
makes the circuit extremely difficult to design and implement. Therefore, it is much
easier to work with voltage signals corresponding to x and y than to work with
those corresponding to r and ϕ. When we do verification using Simulink in the next
chapter, we will deal with both Equation 2.6 and Equation 2.14. But in later chap-
ters when we design and implement the coupled oscillator system using integrated
circuits, we will not trouble ourselves unnecessarily by working with Equation 2.6.
2.3 Chapter Summary
In this chapter we briefly discussed the models proposed by Winfree and Ku-
ramoto. Then we went into more depth about the model proposed by Matthews et
11
al.. Specifically, we analyzed the latter model when the number of oscillators in the
system is two. And we gave equations that can guide circuit design and Simulink
verification.
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Chapter 3: Model Verification Using Simulink
In previous chapters, we have discussed the application, background, history,
as well as mathematical models for globally coupled oscillators. In this chapter, we
will simulate two globally coupled oscillator systems based on the models discussed
in Chapter 2 using Simulink.
3.1 Implementation with Amplitude and Phase
3.1.1 System Modeling
In chapter 2 we discussed two different ways to look at the model proposed
by Matthews et al. [59]. Here we deal with r and ϕ first. Recall the equations for a
two-channel globally coupled oscillator system are:
drk
dt
= (1− r2k)rk +
K
2








sin(ϕi − ϕk). (3.1)
Here k = 1, 2, i = 3−k. Simulink has built-in blocks for all mathematical operations
we need. Thus it is quite straightforward to set up our system by replacing each
operator with its corresponding block in Simulink. The whole coupled oscillator













Figure 3.1: An oscillator system in Simulink.
The upper half in Figure 3.1 is channel 1 of our system, and the lower half
is channel 2. Each channel is an oscillator consisting of 5 adders, 6 multipliers, 1
divider, 2 integrators, 1 sine block, and 1 cosine block. We use scopes (not all shown
in the figure) to display output data.
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3.1.2 Simulation Results
Ideally, both channels should eventually oscillate at the same frequency, and
their steady-state magnitude and phase difference should be the value determined
by Equation 2.13 and 2.10. In Chapter 1 we have discussed that the oscillating
frequency can be very low for the biological applications we care. Therefore here
we choose ω1 and ω2 to be of the order of 1 rad/s. Setting K to be 2, ω1 to be
1 rad/s, and ω2 to be 2 rad/s, we get the results shown in Figure 3.2 and 3.3. It
should be noted that the initial values of r1, r2, ϕ1, and ϕ2 do not affect the stable
state results as long as those of r1 and r2 are not zero. Here they are set to be 2.0,









Figure 3.2: Time domain response of r1 and r2.
As we can see, after a few seconds, r1 and r2 converge to the same value, around
0.931, which is the same as the value calculated from Equation 2.13. Meanwhile, the
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phase difference between the two channels becomes a constant value of 0.523 rad,
which also agrees with Equation 2.10. Thus we conclude that the model described













Figure 3.3: Time domain response of ϕ1 and ϕ2.
Since x = r cosϕ, y = r sinϕ, we can add a few more blocks (1 sine, 1 cosine,
and 2 multipliers for each channel) to the system shown in Figure 3.1 to convert r
and ϕ to x and y. The waveforms are shown in Figure 3.4, which are perfect sine
waves as expected.
Another phenomenon we want to look at is how r changes with ω2 − ω1. In
chapter 2, we already got the explicit expression 2.13. Here we fix ω1 and K at
1 and 2, respectively. Then change ω2 from 0.5 to 2.5. The results are shown in
Figure 3.5. As expected, when ω2 changes from 1.0(=ω1) to 2.5, r decreases from
1.000 to 0.813. It should be noted that the two curves of ω2 = 0.5 and ω2 = 1.5
16
(a) Real Part X

















Figure 3.4: Time domain response of x and y.
overlap when the system becomes stable. This agrees with our discussion in chapter
2 that only the absolute value of ω2 − ω1 will affect the final value of r. But the















Figure 3.5: How r changes as ω2 changes with ω1 = 1 and K = 2.
3.2 Implementation with Real and Imaginary Parts
3.2.1 System Modeling
Setting K to be 2, Equation 2.14 becomes:
dxk
dt
= −ωkyk − xk(x2k + y2k) + xi
dyk
dt
= ωkxk − yk(x2k + y2k) + yi (3.2)
where k = 1, 2, i = 3 − k. Similar to the previous section, we set up our oscillator
system by replacing all mathematical operations in Equation 3.2 with their corre-
sponding blocks in Simulink. The new oscillator system is shown in Figure 3.7. The
left half is channel 1 and the right half is channel 2. Each channel consists of 6
















Figure 3.6: Time domain response of ϕ1 and ϕ2 for ω2 = 0.5 and 1.5, K = 2.
3.2.2 Simulation Results
Setting ω1 and ω2 to be 1 rad/s and 2 rad/s, respectively, simulation results are
shown in Figure 3.8. For this new oscillator system, we get perfect sine waveforms
in both channels. Comparing Figure 3.8 to Figure 3.4, we can see that both systems
have the same time response when they become stable. This makes sense because
they are dealing with exactly the same model. The only difference is how they
approach it. One system deals with magnitude and phase while the other works
with real part and imaginary part.
19
3.3 Chapter Summary
In this chapter we simulated two globally coupled oscillator systems in Simulink
to verify the model proposed by Matthews et al.. Simulation results show that both
systems work perfectly, and they have the same time response. This gives us a
guidance for the next chapter, where we will design an globally coupled oscillator
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Figure 3.8: New time domain response of x and y.
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Chapter 4: Oscillator System Design and Implementation with CMOS
Circuits
The main purpose of this thesis is to design and simulate a globally coupled
oscillator system based on the model proposed by Matthews et al. [59] using com-
plementary metal-oxide-semiconductor (CMOS) circuits. From chapter 2 we can see
that this involves the design of many subcircuits, including multipliers, operational
transconductance amplifiers (OTAs), current mirrors and so on. In this chapter,
we will discuss design techniques for these key components one by one. Most cir-
cuits work in above threshold. But some circuits, like transconductance amplifiers,
need to work in subthreshold. In the end of this chapter, we will design the whole
oscillator system and simulate it. We will also present simulation results.
4.1 Overall Specifications
The system we are dealing with is a two-channel globally coupled oscillator
described by Equation 3.2. Table 4.1 shows specifications of our oscillator system.
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Table 4.1: Specifications of our oscillator system
Parameter Specification




Technology ON Semiconductor 0.5 µm CMOS
Supply Voltage ±5 V
Maximum Capacitance 1 nF
4.2 Subcircuit Design
4.2.1 Integrators
Designing the oscillator involves designing many subcircuits. Here we deal
with integrators first because their implementation can significantly affect the re-
quirements of other circuits. First, we look at the equations for one channel:
dx1
dt
= −ω1y1 − x1(x21 + y21) + x2
dy1
dt
= ω1x1 − y1(x21 + y21) + y2. (4.1)
The time derivative of x1 and y1 is the sum of several signals. A brute force idea is
just replacing each mathmatical operator by its corresponding analog circuit similar
to what we did with Simulink. If this is the case, we need to work with analog
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integrators. Most analog integrators make use of operational amplifiers and capaci-

















By making a slight modification to the circuit in 4.1(a), we can get an integrator
with multiple inputs, as shown in Figure 4.1(b). Then the relationship between the










By expanding the integrator circuit in Figure 4.1 in this way, we can achieve the











Figure 4.1: Typical continuous time integrator.
However, there are several problems if we use the above integrator. For an
operational amplifier to work properly, the input must be within a certain range.
Generally speaking, the input of an operational amplifier consists of two parts. The
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first one is a common mode voltage which sets the DC operating point and thus
insures its functionality and performance. The second one is a non-constant part,
resulting in change at the output. Depending on its internal design, the allowed
input range varies significantly. In our case, the input for one operational amplifier
will be proportional to −ω1y1 − x1(x21 + y21) + x2, which increases linearly as ω1
increases. Since we want our oscillator to work at different frequencies, the actual
input range needed for operational amplifiers can be very large. Thus it will be
very difficult to design the operational amplifier. On the other hand, an operational
amplifier consists of several transistors to hundreds of transistors, depending on
its performance requirement. Using an operational amplifier based integrator may
make our oscillator circuit much more complicated than necessary.
Despite various implementations, the key component of integrators is the ca-





In other words, if we use a single capacitor as an integrator, the circuit always works
perfectly regardness of input value. Previously when we discussed operational am-
plifier based integrators, input signals were voltages. But for a single capacitor
integrator, inputs are currents. This gives it another advantage since we can get the
sum of currents by simply connecting multiple input currents to the same capacitor.
No extra circuit is needed. The biggest challenge is that without an operational
amplifier, inputs are connected to the capacitor directly, which means the capacitor
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is a load for previous circuits. The capacitor voltage (one of x1, y1, x2, and y2) os-
cillates between −r and r as time goes by, causing significant output voltage change
in the circuit driving it. Consequently, all subcircuits including transconductance
amplifiers, current mirrors, and multipliers have to work with a capacitive load at
different voltage levels. This will make them much more difficult to realize. Con-
sidering all factors including circuit complexity, reliability and feasibility, we adopt
single capacitor integrators without operational amplifiers in our design.
4.2.2 Wide Input Range Multipliers
Multipliers are an essential part in our oscillator system. A simple multiplier
has two input ports and one output port. The input and output can be either voltage
signals or current signals. The output is the product of the two input signals times
a scaling factor. Depending on the polarity of the input signals, multipliers can be
divided into 3 categories, as shown in Table 4.2. Here x and y stand for the two
inputs, and z stands for the output signal. Unipolar signals are signals that swing
from zero to positive full-scale, while bipolar signals are signals that swing from
negative full-scale to positive full-scale. If both inputs are unipolar, the output is
unipolar and this is a single quadrant multiplier. If one input is unipolar and the
other is bipolar, the output is bipolar and it is a double quadrant multiplier. If both
inputs are bipolar, the output is also bipolar and this multiplier is a four quadrant
multiplier.
In our oscillator system, multipliers’ inputs are differential voltages represent-
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Table 4.2: Different multiplier types
x y z Type
Unipolar Unipolar Unipolar Single Quadrant
Bipolar Unipolar Bipolar Double Quadrant
Unipolar Bipolar Bipolar Double Quadrant
Bipolar Bipolar Bipolar Four Quadrant
ing xk and yk, and their outputs are current signals charging and discharging ca-
pacitors. Simulation results in chapter 3 have shown that both channels’ real and
imaginary parts oscillate between −r and r, with the value of r determined by K,
ω1, and ω2. In other words, both inputs of the multiplier are bipolar signals varying
between −r and r. Thus we need a four quadrant transconductance multiplier with
a wide input voltage range.
Since the 1950s, there has been a lot of research in four quadrant multipli-
ers [74–82]. Before we discuss four quadrant multipliers, let us first review some
basic knowledge of multipliers. Multipliers usually make use of some nonlinear de-
vice whose output is a polynomial of its input. Figure 4.2 shows the basic idea of
multipliers [82]. Two input signals v1(t) and v2(t) are applied to the input, making
up an equivalent input vi(t) = v1(t) + v2(t). This input signal goes into a non-
linear circuit and generates an output which consists of terms such as v1(t), v2(t),
v1(t)v2(t), v1(t)
2, v2(t)
2, and so on. Since we only need the v1(t)v2(t) term, this




2. After this nonlinearity cancellation circuit, the final output current is













Figure 4.2: Basic idea of multipliers.
In [82], Han and Sanchez-Sinencio summarized two main methods for nonlin-
earity cancellation in four quadrant multipliers, as shown in Figure 4.3. Both circuits






























Figure 4.3: Four quadrant multiplier basic architectures. (a) Using single quadrant
multipliers. (b) Using square devices.
29
are not shown. The first one makes use of single quadrant multipliers, while the
second one adopts square devices. Let X and Y denote common mode voltages of
the two inputs, respectively. Then for the first circuit in Figure 4.3, we have:
z = ((X + x)(Y + y) + (X − x)(Y − y))− ((X − x)(Y + y) + (X + x)(Y − y))
= (2XY + 2xy)− (2XY − 2xy)
= 4xy (4.6)
Similarly, for the second circuit, we have:
z = ((X + x+ Y + y)2 + (X − x+ Y − y)2)− ((X − x+ Y + y)2 + (X + x+ Y − y)2)
= 2((X + Y )2 + (x+ y)2)− 2((X + Y )2 + (x− y)2)
= 2(x+ y)2 − 2(x− y)2
= 8xy (4.7)
Thus both circuits do nonlinearity cancellation simultaneously with multiplication.
Although the two circuits in Figure 4.3 use different nonlinearity cancellation
methods, both of them need nonlinear devices (Figure 4.3(a) uses single quadrant
multipliers, which consist of nonlinear devices and other circuits). So we need some
kind of device, or circuit, that has this polynomial property. Fortunately a MOSFET
displays polynomial relationship between its output and input signals. A MOSFET
is a four-terminal device with source (S), gate (G), drain (D), and body (B) termi-
nals. Current will flow through a MOSFET when certain voltages are applied to its
terminals. An n-type MOSFET has the following properties when working in the
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if VGS > VTH , VDS > VGS − VTH (4.9)
where Cox is the gate oxide capacitance per unit area, VTH stands for threshold
voltage, and µn represents the mobility of electrons [68]. W and L are the width
and length of the transistor. Depending on different power and performance require-
ments, some multipliers use MOSFETs operating in the ohmic region and some oth-
ers use them in the saturation region. Among various multiplier types, the Gilbert
Cell [68] is a fundamental circuit that uses MOSFETs operating in the saturation
region. Figure 4.4 shows a basic Gilbert multiplier. For all circuits in this thesis,
the bulk of n-type MOSFETs is connected to the lowest potential in that circuit
(Vss or GND), and the bulk of p-type MOSFETs is connected to Vdd.
For the Gilbert multiplier shown in Figure 4.4, all transistors are working in





















The differential output current is:
Io = Io1 − Io2 = (ID1 + ID3)− (ID2 + ID4)
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Figure 4.4: A MOS Gilbert multiplier.














respectively. Since M1 and M2 are









On the other hand, currents flowing through M1 and M2 also go through M5:
ID1 + ID2 = ID5 (4.13)
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Thus we can further get:
ID1 − ID2 = ka((
x
2




































































which shows that Io is linearly proportional to input x. In Equation 4.19, we still
have terms ID5 and ID6, which are controlled by input y. Since transistors M5 and
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As a result, the output current is the product of input x and y times a constant
factor
√
2kakb. A transconductance multiplier is achieved. But a big problem is that
all transistors have to be in saturation and Equation 4.18 has to be satisfied, which
limits the input range of this multiplier. In 1985, van Horn et al. [83] proposed a
method to extend the input range of operational amplifiers, which was later applied
to multipliers as well [84]. Figure 4.5(a) shows the attenuator with a level shifter
presented in [84].
In Figure 4.5(a), transistor M1 operates in the ohmic region and M2 operates









































Figure 4.5: Attenuators. (a) Proposed by van Horn et al.. (b) Modified for our
oscillator.




. As a result,
a wider input range is allowed. The input pair M1 and M2 can also be n-type
MOSFETS, as shown in Figure 4.5(b). Transistor M3 is just a voltage follower. In
Figure 4.5(a), it shifts down the voltage of Vo1 by a certain level to insure proper
common mode voltage for later circuits. We can replace M3 with a p-type MOSFET
if we want to shift up the voltage of Vo1, as shown in Figure 4.5(b).
Replacing the input stages of the multiplier proposed in [84] by the circuit
shown in Figure 4.5(b), we get a multiplier for our oscillator system as shown in
Figure 4.6. All transistors’ sizes are presented in Appendix A. For the multiplier
shown in Figure 4.6, wide input range differential inputs go through attenuators
and generate signals with small AC amplitude. Then the generated signals go into
a Gilbert cell. The output is a differential current Iop − Ion. A differential voltage
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Vdd






























Bias Circuit Attenuator AttenuatorGilbert Cell
Figure 4.6: The multiplier for our oscillator.
output Vop−Von is generated by simply adding two transistors working as resistors.
4.2.3 Current Mirrors
Recall that to do integration, we need output currents from multipliers and
transconductance amplifiers to charge and discharge capacitors. But for the mul-
tiplier shown in Figure 4.6, we cannot use the output currents Iop and Ion directly.
The main reason is if we take these currents to charge capacitors, the functionality
of this multiplier will be affected. So we need current mirrors to get another out-
put current which can be used for charging and discharging. The same is also true
for other subcircuits like transconductance amplifiers. Thus high linearity current
mirrors capable of working with capacitive loads are demanded.















Figure 4.7: Current mirros. (a) Basic current mirror. (b) Cascode current mirror.
transistors work in the saturation region. The gate and drain terminals of transistor
M1 are tied together. Transistors M1 and M2 share the same gate voltage since their
gates are connected. Thus we have:
Iin = ID1 = µnCox(
W
L
)1(VGS − VTH)2(1 + λVDS1)
Iout = ID2 = µnCox(
W
L
)2(VGS − VTH)2(1 + λVDS2) (4.25)





As a result, the output current is proportional to the input current. If transistors
M1 and M2 have the same size and are both in saturation, the output current will
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be an exact copy of the input current.
In reality, sometimes body effect cannot be ignored, especially when the cur-









Since VDS2 might change as load changes, VDS1 and VDS2 are not guaranteed to be
the same. Thus the linearity of this current mirror is seriously deteriorated. To over-
come this, cascode current mirrors were introduced [85], as shown in Figure 4.7(b).
In Figure 4.7(b), the DC voltages of VY and VX are set to be the same. We can
prove [68]:
∆VY ≈ ∆Vout/((gm2 + gmb2)ro2). (4.28)
Here ∆ means the change in value. gm2 and gmb2 stand for the transconductance and
backgate transconductance of M2, respectively. From Equation 4.28 we can know
that for the circuit shown in Figure 4.7(b), VY changes only slightly as output voltage
changes. Thus VY can be regarded as equal to VX and body effect is significantly
reduced.
In our oscillator system, the output currents from multipliers and operational
transconductance amplifiers are differential currents. We want to use them to charge
and discharge capacitors. The bottom plates of capacitors are connected to ground
to fix their voltages. Therefore only the upper plates are available for charging and
discharging. Thus the outputs from multipliers and operational transconductance
amplifiers need to be converted into single-ended signals. This can be achieved by
adding another cascode current mirror composed of p-type transistors. Figure 4.8
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Figure 4.8: Current mirrors used in our circuit.
For the current mirror shown in Figure 4.8, Iinp and Iinn give the differential
input current Iinp − Iinn. Using three cascode current mirrors, ID6 copies Iinp and
ID2 copies Iinn. Current ID6 also flows through transistor M2 and our load capacitor.
Although we draw an arrow pointing to the capacitor, the actual output current
can flow in both directions. When Iout is positive, the capacitor gets charged. And
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if Iout is negative, the capacitor discharges. Thus we have:
ID6 = ID9 = Iinp
ID5 = ID10 = Iinn
ID2 = ID1 = ID5
ID6 = ID2 + Iout. (4.29)
As a result:
Iout = Iinp − Iinn. (4.30)
Note that the bottom plate of the capacitor is connected to ground. Thus the
capacitor voltage stands for xk or yk in Equation 3.2. In previous chapters we
have shown that this voltage will oscillate between −r and r. Thus we need to
guarantee that our current mirrors still work when the output voltage varies in this
range. This is the reason why we choose cascode current mirrors over two-transistor
current mirrors. Using cascode current mirrors, VD8 and VD4 stay almost constant
regardless of the output voltage. Furthermore, we used Vss = −Vdd as negative rail
to ensure all transistors are working in the saturation region.
Next we connect one multiplier and one current mirror together and run a
simulation to see if they are working as expected. Figure 4.9 shows input and
output waveforms when we set input voltages to be two sine waves with frequencies
at 1 Hz and 7 Hz respectively. The two curves at the top are the two inputs. The
curves at the bottom are the expected and actual output currents. As we can see,
the actual output is so close to the expected output that they overlap and we can

















Figure 4.9: Output waveform of one multiplier connected to one current mirror.
with a 2-V input amplitude.
Another thing we want to check is the input range of our multiplier. Fig-
ure 4.10 shows the transfer characteristics of our multiplier. When carrying out this
experiment, one terminal of each input is connected to ground and the actual input
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is applied to the other terminal [84]. We set V1 to be a ramp signal increasing from
-4 V to 4 V and do a parameter sweep on V2. As we can see, our multiplier works
well for a very wide input range. Furthermore, simulation results in Chapter 3 have
shown that xk or yk will not exceed ±1 V. Therefore, we only care about the mul-
tiplier’s performance when both inputs are within ±1 V. As shown in Figure 4.11,
















Figure 4.10: Transfer characteristics of our multiplier.
4.2.4 Operational Transconductance Amplifiers
Operational amplifiers are important components in applications such as inte-

















Figure 4.11: Transfer characteristics for inputs in [-1,1].
a schematic symbol for standard operational amplifiers. Both input and output are
voltage signals, we have:
Vout = A(Vin+ − Vin−) (4.31)
where A stands for the open-loop voltage gain of this amplifier. An ideal opera-
tional amplifier has infinite voltage gain, infinite input resistance, and zero output
resistance. In reality, A cannot be infinitely large, but can potentially vary from 102
to the order of 106. A tiny change at the input will cause a huge change, or even
saturation, at the output. Thus depending on different application requirements,
operational amplifiers may be used in either open-loop or closed-loop configurations,
as shown in Figure 4.13. For simplicity, here we did not draw pins Vdd and Vss. In
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Figure 4.13(b), the closed loop voltage gain is 1 +Rf/R1. By choosing appropriate





















Figure 4.13: Open-loop and closed-loop applications of operational amplifiers. (a)
Comparator. (b) Non-inverting amplifier.
Operational transconductance amplifiers are similar to standard operational
amplifiers. The main difference is that now the output is a current signal, as shown
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in Figure 4.12(b). For an operational transconductance amplifier, we have:
Iout = gm(Vin+ − Vin−) (4.32)
where gm stands for the transconductance of this amplifier. Usually, gm can be
directly controlled by Ibias. An ideal OTA has infinite input resistance and infi-
nite output resistance. The output voltage depends on both output current and
load resistance. Therefore, by choosing an appropriate value for load resistance,
the amplifier can work in the open-loop configuration and its output will not get
saturated. As a matter of fact, most transconductance operational amplifiers are
used in open-loop, which is another difference from standard operational amplifiers.
Recall that a MOSFET working in the saturation region can be regarded as
a voltage controlled current source. For an nMOS, if VGS > VTH and VDS >







(VGS − VTH)2 (4.33)







(VGS − VTH) (4.34)
Thus it seems straight forward to use two MOSFETs working in this region to build
a differential transconductance amplifier, as shown in Figure 4.14. Here M1 and M2
are input transistors and they are perfectly matched (W1 = W2,L1 = L2). M3 and
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M4 are also matched and they form a current mirror. Thus we have:
Iout = ID4 − ID2 = ID1 − ID2
gm1 = gm2 = gm
ID = gm(VGS − VTH) (4.35)
As a result, the output current is:
Iout = gm(VGS1 − VGS2) = gm(Vinp − Vinn) (4.36)
The overall transconductance gm of this amplifier is the same as the transconduc-
tance of M1 and M2.
However, the above circuit does not work for our oscillator system. Recall the
equations that describe our oscillator system are:
dxk
dt
= −ωkyk − xk(x2k + y2k) + xi
dyk
dt
= ωkxk − yk(x2k + y2k) + yi. (4.37)
Here k = 1, 2, i = 3 − k. Since we use capacitor voltages to represent xk and yk,









= Cωkxk − Cyk(x2k + y2k) + Cyi. (4.38)
We want to use transconductance amplifiers to get terms such as Cω1yk and Cxi.









Figure 4.14: Schematic of a transconductance amplifier.
large power consumption. Therefore, we need to avoid using large capacitors. In
this system, the maximum capacitor we are allowing to use is 1nF. That means the
transconductance we expect is of the order of 10−9 A/V. Equation 4.34 gives us a
way to estimate gm. For the 0.5µm CMOS technology we use, a typical value for
µnCox is 100 µA/V
2. VGS−VTH can vary between 0.1V to several Volts. To achieve a
transconductance of the order of 10−9 A/V, the transistor’s aspect ratio W/L needs
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to be of the order of 10−4 or smaller. Such a small aspect ratio is extremely difficult
to match in layout [86]. In addition, the length of transistors would become very
large. Such a transconductance amplifier is impractical for our system. Therefore,
we need another transconductance amplifier circuit that is feasible.
Until now we only discussed how MOSFETs work when VGS is larger than
VTH. Actually, when VGS < VTH, the transistor is not totally ’off’. There is still
some current flowing through it, although quite small. We call this region the






Here I0 is determined by technology related parameters as well as transistor size.





where kB is the Boltzmann’s constant, T is the absolute temperature, and q is the





where Cj and Cox stand for the depletion region capacitance and the gate oxide
capacitance per unit area, respectively. If VDS > 4VT, we can get:
e
−VDS
VT  1. (4.42)





We call this region (VGS < VTH,VDS > 4VT) the saturation region for subthreshold
operation. Now let us look at how the circuit in Figure 4.14 behaves if all transistors
are working in subthreshold and saturation. Let VS denote the voltage at the source












VT ) = Ib. (4.45)







































If the current mirror is still working, then the output current is:














(Vinp − Vinn)). (4.48)
The Taylor series expressions of hyperbolic tangent function is:











If x is very small, higher order terms can be ignored:
tanh(x) ≈ x. (4.50)




(Vinp − Vinn). (4.51)
Equation 4.51 shows that the output current is linearly proportional to the input
voltage, which means that the circuit shown in Figure 4.14 does work as a transcon-





Therefore, the transconductance can be directly controlled by the bias current.
In figuring out the output current for the above transconductance amplifier in
subthreshold, we assumed that M3 and M4 still work as a current mirror. Now, we











M3 and M4 are matched, and their gates are connected together. Also, their sources





VT = ID4 (4.54)
which verifies that M3 and M4 do work as a current mirror in the subthreshold
region. Therefore, the circuit shown in Figure 4.14 works as a transconductance
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amplifier in the subthreshold region, provided that transistors are matched and in
saturation. Making some modification to this circuit, we get a transconductance
amplifier for our oscillator system, as shown in Figure 4.15. All transistors’ sizes are


















Figure 4.15: Schematic of transconductance amplifiers.
For the transconductance amplifier shown in Figure 4.15, M16 through M19
form an input stage. The transconductance amplifier’s input voltage is in the range
of [−r, r], which is beyond the ohmic region of our hyperbolic tangent function
approximation. Thus an attenuator is needed (M18 and M19). We just reuse the
attenuator circuit in Figure 4.5(b). The input is single-ended, so we simply connect
the gate of M2 to ground. As a result, we need a level shifter (M16 and M17 ) to
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guarantee a zero voltage at the gate of M1 when the input is zero. M3 through M14
form three current mirrors to get the output current. To control bias current, we used
a voltage Vb to set the gate voltage of M15. In other words, the transconductance







Figure 4.16: Transfer characteristic curve of our transconductance amplifier.
Figure 4.16 shows the transfer characteristic curve of our transconductance
amplifier. As we can see, the actual output current matches well with the expected
one, especially when the input voltage is in the range of [−1, 1]. In our oscillator
system, the input voltage range for the transconductance amplifier is [−r, r], with
r < 1. In this range, our transconductance amplifier achieves very good linearity.
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4.3 A Two-Channel Globally Coupled Oscillator System
4.3.1 Circuit Implementation
In previous sections, we have discussed the design of integrators, multipliers,
current mirrors, and transconductance amplifiers. Using these circuits, we can build
our two-channel globally coupled oscillator system, as shown in Figure 4.17. Here we
only present one channel. The other channel is implemented in exactly the same way
as this one, with different bias voltages for transconductance amplifiers to guarantee
different transconductance values. As shown in Figure 4.17, the transconductance
values are determined by C and oscillating frequency:
gm10 = Cω1
gm20 = Cω2
gm11 = gm21 = C (4.55)
where gm20 and gm21 stand for corresponding transconductance values of the other
channel. By setting different values for gm10 and gm20, the system can oscillate at
different frequencies.
In Figure 4.17, both capacitors have the same value of 1 nF. One capacitor
voltage stands for x1 and the other stands for y1. We draw some arrows to indicate
whether there is current flowing through a connection. The direction of the arrow
does not matter. Current can flow in the opposite direction, too. The frequencies
we work with are quite low (of the order of 0.1 rad/s to 10 rad/s). Thus no current






















Figure 4.17: One channel of the oscillator.
although they are connected to the upper plates of capacitors.
4.3.2 Simulation Results
Setting up the full coupled oscillator system with ω1 = 1 rad/s and ω2 = 2 rad/s,
we get the time domain response shown in Figure 4.18. As can be seen from the
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figure, our circuit does work as an oscillator and it becomes stable after less than 1
cycle. When the system becomes stable, both channels are oscillating at the same



















Figure 4.18: Time domain response of our oscillator.
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Next, we compare the time domain response of our circuit to that from Simulink
in Chapter 3. We set the same parameter value for both systems. Recall that in
Simulink we can set integrators’ initial values directly by modifying the correspond-
ing parameters. But in VLSI circuit the initial conditions on the capacitors are
unkown. Therefore the initial conditions for the two systems are not guaranteed
to be the same. Figure 4.19 shows the waveforms of x1. The red dashed curve is
the output from Simulink, and the other one is from our circuit. As we can see,
both systems are oscillating at exactly the same frequency and amplitude. The only
difference is that because of uncontrollable initial conditions in the circuit, there is
a phase delay between the two systems. Recall that in Simulink we used ideal com-
ponents for any mathematical function we need. But when working with VLSI, we
implemented every single mathematical operation with MOSFETs. All subcircuits
have nonlinearity and thus affect the final output waveforms. Therefore the output
from the circuit would deviate from that from Simulink in terms of oscillating am-
plitude and frequency. However, the output of our circuit still matches very well to
the ideal output from Simulink. In conclusion, our oscillator system designed with
the VLSI circuit works perfectly as a globally coupled oscillator.
4.4 Chapter Summary
In this chapter, we discussed the design and implementation of subcircuits
including integrators, multipliers, current mirrors, and transconductance amplifiers.
Then we used these subcircuits to implement our globally coupled oscillator system.
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x1
Figure 4.19: Time domain response comparison.
We also presented simulation results which showed that our system implemented
with VLSI circuit works perfectly as a globally coupled oscillator.
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Chapter 5: Conclusions and Future Work
5.1 Main Contributions
In this thesis we discussed the history, applications, and mathematical models
of globally coupled oscillators. We also designed globally coupled oscillators using
Simulink and VLSI circuits. The main contributions are listed below:
• We discussed different mathematical models of globally coupled oscillators,
especially the one proposed by Matthews et al. [59]. We also analyzed the
model when the number of oscillators in the system is two. Then we simulated
two systems in Simulink based on our analysis.
• We proposed a VLSI design for phase synchronization of a two-channel globally
coupled oscillator system. We designed all subcircuits, including integrators,
multipliers, current mirrors, and transconductance amplifiers. Then we sim-
ulated the whole system in PSpice. We also presented our simulation results




In this thesis we have designed a VLSI for a two-channel globally coupled
oscillator system. There are still many things that can be done.
• Finish the layout, fabrication, and test of this system. Because of time lim-
itation, we did not get to work on the layout of this system in order to get
it fabricated. It would mean a lot if someone is to continue this project and
make a real chip based on this design.
• Improve the linearity of multipliers and transconductance amplifiers. Although
we have got very good simulation results, the linearity can be further improved.
Currently there is still a tiny variation in the oscillating amplitude when the
system becomes stable. This is due to the nonlinearity of multipliers and
transconductance amplifiers. If we can further improve their linearity, the
performance of the whole system will be enhanced.
• Immigrate this design to a more up to date technology. We used ON Semicon-
ductor’s 0.5 µm CMOS technology because it was available to us. But actually
this technology is very old. A newer technology with smaller feature size has
many advantages such as less parasitic capacitance, smaller area, and so on.
Therefore, working with a more up to date technology may give our circuits
better linearity and thus give the system better performance.
59
Appendix A: Transistor Sizes
Table A.1: All Transistors’ Sizes
Figure Number Transistor Width (µm) Length (µm)
Figure 4.6




M12, M18, M22, M28 2 1
M13, M19, M23, M29 14 2
M14, M16, M24, M26 1 10
M15, M17, M25, M27 1 6
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