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Abstract
Every bounded operator on a complex inﬁnite-dimensional separable Hilbert space can be
written as the sum of two hypercyclic operators, and also as the sum of two chaotic operators.
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1. Introduction
Let X be a complex separable Banach space. A bounded operator T on X is said
to be hypercyclic when there exists a vector x of X such that the orbit of x under T ;
that is OrbðT ; xÞ ¼ fTnx; nX0g; is dense in X : The study of hypercyclicity is speciﬁc
to inﬁnite-dimensional spaces, because no operator on a ﬁnite-dimensional space is
ever hypercyclic. In this paper, we will be concerned with the study of hypercyclic
operators on a complex separable Hilbert space H of inﬁnite dimension. Many
different kinds of hypercyclic operators have been constructed in this setting.
Backward weighted shifts have been especially studied [21] and in fact the ﬁrst
examples of hypercyclic operators constructed on a Hilbert space by Rolewicz [20]
were multiples oB of the standard backward shift B on c2ðNÞ; with joj41:
In what follows, BðHÞ will denote the algebra of bounded operators on H;
and HCðHÞ the set of hypercyclic operators on H: A natural question is: just how
big is HCðHÞ in BðHÞ? From one point of view, HCðHÞ is very scarce: every
operator inHCðHÞmust have a norm greater than 1, and in factHCðHÞ is nowhere
dense in BðHÞ with respect to the norm topology [3, Proposition 3.1]. On the other
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hand, it was shown by Chan [5] that HCðHÞ is dense in BðHÞ for the strong
operator topology (SOT). The norm-closure of HCðHÞ was characterised by
Herrero in terms of spectral properties [12] and it was proved in [13] that any
operator in the norm-closure ofHCðHÞ can be written as the sum of a hypercyclic
operator and a compact operator, the norm of which is arbitrarily small. Using this
description of HCðHÞ; Leon-Saavedra [15] and Be`s and Chan [3] independently
proved that the set HCðHÞ þHCðHÞ is dense in BðHÞ; and also that every
bounded operator on H is the sum of two hypercyclic operators and a compact
operator of arbitrarily small norm [15]. This raises the following question [3,15]: is
every bounded operator on H the sum of two hypercyclic operators?
This question is also related to a general problem of a different kind: if C is a given
class of operators on H; which operators on H can be written as a sum of operators
of C? This problem has been studied for different classes of operators: diagonal
operators [9], quasi-nilpotent operators [8], weighted shifts [17] and many others. In
view of our question above, the most interesting result along these lines is due to Wu,
who proved in [22] that every bounded operator on H is the sum of two cyclic
operators.
We prove in this paper that every bounded operator on H can be written as the
sum of two hypercyclic operators (Theorem 1). Our construction of hypercyclic
operators uses a nice result of Godefroy and Shapiro [10] which proves the
hypercyclicity of operators with sufﬁciently many eigenvectors (Proposition 1). In
Section 2 we give some applications of this result and show how one can prove that
every bounded operator is the sum of six hypercyclic operators (Corollary 1). The
construction of Section 3, where triangular operators play a special part, is inspired
by Herrero’s remarkable paper [12]. Section 4 is devoted to the actual proof of the
main result. Section 5 presents miscellaneous results which can obtained using the
same techniques. In particular, it is proved (Theorem 2) that every bounded operator
on H is the sum of two chaotic operators.
2. A criterion for hypercyclicity
From now on we will denote by H an inﬁnite-dimensional separable
complex Hilbert space. We begin by recalling a very useful result, which shows
that bounded operators on H with a sufﬁciently large supply of eigenvectors are
hypercyclic.
Proposition 1. For any bounded operator T on H, let HþðTÞ be the vector space
spanned by the kernels kerðT  lIÞ with jlj41; and HðTÞ be the space spanned by
the kernels kerðT  lIÞ with jljo1: If HþðTÞ and HðTÞ are dense subspaces of H,
then T is hypercyclic.
This result is used by Godefroy and Shapiro in their paper [10], but is not stated
explicitly there. For this reason, we sketch a proof of Proposition 1:
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Proof. We will show that T satisﬁes the Hypercyclicity Criterion (see for instance
[10, Corollary 1.5]): there exist two dense subsets X and Y of H and a map S : Y-Y
such that the sequence Tn converges pointwise to zero on X ; the sequence Sn
converges pointwise to zero on Y ; and for every y in Y ; TSy ¼ y: We take X ¼
HðTÞ and Y ¼ HþðTÞ: Let ðxiÞiAI be an algebraic basis of X such that for every
iAI ; there exists an eigenvalue li with jlijo1 such that Txi ¼ li xi: Every vector x in
X can be written as a ﬁnite sum x ¼P aixi; and for every nX0; Tnx ¼P ailni xi;
which obviously converges to zero as n tends to inﬁnity. Let now ðyjÞjAJ be an
algebraic basis of Y such that for every jAJ; there exists an eigenvalue mj with jmjj41
such that Tyj ¼ mjyj : The map S is deﬁned on Y by extending the deﬁnition
Syj ¼ 1mj
yj for every jAJ:
Just as above, the quantity Sny converges to zero for every y in Y ; and if y ¼P bjyj
is any vector of Y ; TSy ¼ T P bjmj yj
 
is equal to y: &
Proposition 1 is quite powerful, because it reduces the question of hypercyclicity to
a study of the eigenvectors of the operator. This is especially interesting when the
eigenvectors are easy to compute. In Proposition 2, we consider perturbations of
diagonal operators by ‘‘big’’ multiples of the standard backward shift:
Proposition 2. Let ðeiÞiX1 be an orthonormal basis of H, and ðdiÞiX1 be a bounded
sequence of complex numbers. Let B be the backward shift with weights equal to 1
defined by Be1 ¼ 0 and for iX2; Bei ¼ ei1; and D be the diagonal operator defined by
Dei ¼ diei for every integer iX1: If the condition joj4maxð1þ jjDjj; 2jjDjjÞ; the
spaces HþðD þ oBÞ and HðD þ oBÞ are dense in H and the operator D þ oB is
hypercyclic.
Proof. Let x ¼PiX1 xiei be a vector of H: If l is any complex number, x belongs to
the kernel kerðD þ oB  lIÞ if and only if for every iX1; ðdi  lÞxi þ oxiþ1 ¼ 0;
which means that xiþ1 ¼ ldio xi: If jljþjjDjjjoj o1; then l is an eigenvector of D þ oB and
the eigenspace kerðD þ oB  lIÞ is spanned by the vector
xl ¼ e1 þ
X
nX2
1
on1
Yn1
j¼1
ðl djÞ
 !
en:
The whole disc of radius R ¼ joj  jjDjj consists of eigenvalues of D þ oB; and
R41: If y ¼PiX1 yiei belongs to the orthogonal complement of HþðD þ oBÞ; the
function
FðlÞ ¼ %y1 þ
XþN
n¼2
%yn
1
on1
Yn1
j¼1
ðl djÞ
 !
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vanishes on the annulus 1ojljoR: Since the sequence ð %yiÞiX1 is bounded, this
function is analytic in the open disc of radius R; and this implies that F is identically
zero on the whole disc of radius R: Now R4jjDjj because R ¼ joj  jjDjj and
joj41þ 2 jjDjj; and the coefﬁcients di belong to this disc. So Fðd1Þ ¼ 0 and %y1 ¼ 0:
This implies that F can be written as
FðlÞ ¼ ðl d1Þ %y2 þ
XþN
n¼3
%yn
1
on1
Yn1
j¼1
ðl djÞ
 ! !
¼ ðl d1ÞF1ðlÞ;
where F1 is analytic on the disk of radius R: Now the function F1 is identically zero
on the disk of radius R; so that F1ðd2Þ ¼ %y2 ¼ 0: Going through successive
factorisations, we see that all the coordinates %yn are zero. This implies that y ¼ 0 and
HþðD þ oBÞ is dense in H: In the same way, HðD þ oBÞ is dense in H; and
D þ oB is hypercyclic. &
Remark 1. We have considered here only the special case where the shift is a multiple
of the backward shift. But we can also consider backward weighted shifts with
weights ðwiÞiX1; which are deﬁned as follows: let ðeiÞiX1 be an orthonormal basis of
H; and let ðwiÞiX1 be a bounded sequence of complex numbers. The backward shift B
with weights wi is deﬁned by Be1 ¼ 0 and for iX2; Bei ¼ wi1ei1: The proof of
Proposition 2 shows that if the weights ðwiÞiX1 have big enough modulus, the
perturbation of D by the shift with weights ðwiÞiX1 satisﬁes the assumptions of
Proposition 1, and D þ B is hypercyclic. A special case is when D is equal to the
identity operator I on H: If B denotes the backward shift with weights ðwiÞiX1 and if
lim jw1ywnj
1
n ¼ d40; then HþðI þ BÞ and HðI þ BÞ are dense in H: Indeed, the
function F becomes in this case
FðlÞ ¼ y1 þ
XN
n¼2
%yn
ðl 1Þn1
w1ywn1
;
which is analytic on the disc with center 1 and radius d: It is readily seen that if F
vanishes on this disc, then all the coefﬁcients %yn are necessarily 0. It is known [21]
that any perturbation of the identity operator by a shift with non-zero weights is
hypercyclic.
Corollary 1. Let H be a complex separable Hilbert space of infinite dimension. Every
bounded operator on H is the sum of six hypercyclic operators.
Proof. If D is a diagonal operator, D is the sum of two hypercyclic operators: using
the notation of Proposition 2, we see that if joj is big enough, D þ oB is hypercyclic,
and oB is also hypercyclic as soon as joj41: The decomposition D ¼ D þ oB 
oB yields the result. Now it is proved in [9] that every operator T on H can be
written as a sum T ¼ T1 þ T2 þ T3; where the Ti’s are diagonal operators in the
sense that there exists an orthonormal basis Bi in which Ti has a diagonal matrix.
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Since every operator similar to a hypercyclic operator is hypercyclic, each Ti is the
sum of two hypercyclic operators. &
In the following two sections, we will use reﬁnements of these simple arguments in
order to show that every bounded operator on H can in fact be written as the sum of
two hypercyclic operators.
3. Looking for eigenvectors
In this section the space H will be equipped with a given orthonormal basis ðeiÞiX1;
and B will denote the backward shift deﬁned by Be1 ¼ 0 and Bei ¼ ei1 for every
iX2: We will give some conditions which ensure that perturbations of a given
operator by a big multiple of B have a large supply of eigenvectors.
Proposition 3. Let T0 be a bounded operator on H, and o be a complex number such
that joj4jjT0jj:
(1) If jljojoj  jjT0jj; then l is an eigenvalue of T0 þ oB; the dimension of the
eigenspace ker ðT0 þ oB  lIÞ is equal to 1, and the operator T0 þ oB  lI is
surjective.
(2) Let ðljÞjX1 be a sequence of complex numbers in the open disk of radius joj 
jjT0jj which has an accumulation point in this same disk. If a vector y is
orthogonal to the kernel ker ðT0 þ oB  ljIÞ for every integer jX1; then y is in
fact orthogonal to all the kernels ker ðT0 þ oB  lIÞk; jljojoj  jjT0jj; kX1:
Proof. We will prove this proposition in several steps.
Step 1: Assertion (1) is a straightforward consequence of the perturbation theory
of Fredholm operators: the operator oB is Fredholm of index 1, with dim kerðoBÞ ¼ 1
and dim kerðoBÞn ¼ 0: The reduced minimum modulus gðoBÞ of oB is equal to joj
(recall that the reduced minimum modulus gðTÞ of an operator T is the supremum of
all numbers g such that for every x in H; jjTxjjXgdðx; ker TÞ; see [14, p. 231]). By
the stability theorem for Fredholm operators [14, p. 235], if A is any bounded
operator with jjAjjogðoBÞ; T ¼ oB þ A is Fredholm, dim kerðTÞpdim kerðoBÞ ¼
1; dim kerðTnÞpdim kerððoBÞnÞ ¼ 0 and indðTÞ ¼ indðoBÞ ¼ 1: Applying this with
the operator A ¼ T0  lI ; we see that when jljojoj  jjT0jj; T0 þ oB  lI is
Fredholm of index 1, dim kerðT0 þ oB  lIÞ ¼ 1 and dim kerðT0 þ oB  lIÞn ¼ 0:
Since T0 þ oB  lI has closed range, this last equality implies that T0 þ oB  lI is a
surjective operator. Let us remark here that for jljojoj  jjT0jj and kX1; the
operator ðT0 þ oB  lIÞk is Fredholm of index k (see for instance [16, p. 77]). Since
ðT0 þ oB  lIÞn is injective, this implies that the dimension of kerðT0 þ oB  lIÞk is
equal to k:
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Step 2: In this step, we give a description of the iterated kernels kerðT0 þ oB 
lIÞk by means of analytic vector-valued functions. To simplify the notation, we
denote by T the operator T0 þ oB: The space H with basis ðeiÞiX1 is identiﬁed to the
space c2ðNÞ: Now we can consider c2ðNÞ as a subspace of c2ðZÞ; with the
orthonormal basis ðeiÞiAZ: Let P denote the orthogonal projection onto c2ðNÞ: for
every ip0; Pei ¼ 0; and for iX1; Pei ¼ ei: We denote by B˜ the backward shift on
c2ðZÞ; deﬁned by B˜ei ¼ ei1 for every iAZ: Let T˜ be the operator deﬁned on c2ðZÞ by
T˜ ¼ T0P þ oB˜: The operator T˜ is an extension of T to c2ðZÞ: Now the shift B˜ is
invertible on c2ðZÞ with jjB˜jj ¼ jjB˜1jj ¼ 1: This implies that for jljojoj 
jjT0jj; T˜  lI is invertible on c2ðZÞ: Indeed,
T˜  lI ¼ oB˜ðI þ ðoB˜Þ1ðT0P  lIÞÞ:
If jljojoj  jjT0jj; the norm of ðoB˜Þ1ðT0 P  lIÞ is strictly smaller than 1, and
T˜  lI is invertible. For kX1 and jljojoj  jjT0jj; let us consider the family of
vectors of c2ðZÞ deﬁned by
xkl ¼ ðT˜  lIÞke0:
We will show by induction on k that:
(i) all the vectors xkl belong in fact to c2ðNÞ;
(ii) for every kX1 and every eigenvalue l with jljojoj  jjT0jj; the vector xkl belongs
to the kernel kerðT  lIÞk but does not belong to the kernel kerðT  lIÞk1:
Let us ﬁrst consider the case where k is equal to 1. By deﬁnition, ðT˜  lIÞx1l ¼ e0:
If we denote by x1lðiÞ the ith coordinate of x1l on the basis ðeiÞiAZ; we see that for
every ip 1;  l x1lðiÞ þ ox1lði þ 1Þ ¼ 0; so that x1lðiÞ ¼ ðolÞjijx1lð0Þ for all ip 1:
But jolj41 so x1lð0Þ ¼ 0 necessarily, and for all ip0; x1lðiÞ ¼ 0: This means that x1l
belongs to c2ðNÞ: Now if u belongs to c2ðNÞ; PðT˜  lIÞu ¼ ðT  lIÞu; so that
ðT  lIÞx1l ¼ PðT˜  lIÞðT˜  lIÞ1e0 ¼ Pe0 ¼ 0: This shows that x1l belongs to
kerðT  lIÞ; and since T˜  lI is invertible, x1l is non-zero.
We can now go on with the induction step: the same argument as in the case k ¼ 1
shows that if ðT˜  lIÞx belongs to c2ðNÞ; then x itself is in c2ðNÞ: Now
ðT˜  lIÞxkþ1l ¼ xkl ; and since xkl is in c2ðNÞ by the induction step, xkþ1l is in
c2ðNÞ: This proves (i). In order to prove (ii), we write
ðT  lIÞkþ1ðT˜  lIÞðkþ1Þe0 ¼ ðT  lIÞkðT  lIÞðT˜  lIÞðkþ1Þe0:
Since ðT˜  lIÞðkþ1Þe0 belongs to c2ðNÞ; this quantity is equal to
ðT  lIÞkPðT˜  lIÞ ðT˜  lIÞðkþ1Þe0
¼ ðT  lIÞkPðT˜  lIÞke0 ¼ ðT  lIÞkðT˜  lIÞke0;
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the last equality being true because ðT˜  lIÞke0 is in c2ðNÞ: Now this is equal to
zero by the induction step, so xkþ1l is in kerðT  lIÞkþ1: The same computation as
above shows that ðT  lIÞk1xkl ¼ ðT˜  lIÞ1e0 which is non-zero.
Recall now that kerðT  lIÞk is of dimension k: This implies that for every kX1
and for every l with jljojoj  jjT0jj;
kerðT  lIÞk ¼ spanfx1l;y; xklg:
Step 3: We are now ready to prove assertion (2) of Proposition 3. Let y be a vector
orthogonal to the kernels kerðT  ljIÞ; jX1: This means that for jX1; the scalar
product ðyjx1lj Þ is equal to zero. Since x1l ¼ ðT˜  lIÞ
1
e0 is an analytic vector-valued
function on the open disc of radius joj  jjT0jj; the function
FðlÞ ¼ ðyjx1lÞ
is well-deﬁned and analytic on this same disc. Now F is zero on a set which has an
accumulation point in this disc, so it vanishes on the whole disc: if jljojoj 
jjT0jj; ðyjx1lÞ ¼ 0: Differentiating this relation k times with respect to the para-
meter l yields that for jljojoj  jjT0jj; ðyjxkþ1l Þ ¼ 0: Now since kerðT  lIÞk ¼
spanfx1l;y; xklg; y is orthogonal to kerðT  lIÞk for kX1 and jljojoj  jjT0jj: This
ﬁnishes the proof of Proposition 3. &
This last result is especially interesting from the point of view of hypercyclicity
when the kernels kerðT0 þ oB  lIÞk; jljojoj  jjT0jj; kX1 span a dense set in H:
These iterated kernels play a special role when the operator is triangular. Recall that
an operator T on H is called triangular when there exists an orthonormal basis such
that the matrix of T with respect to this basis is upper triangular (i.e. ti;j ¼ 0 for i4j).
Lemma 1. Let T be a triangular operator on H, and let B ¼ ðeiÞiX1 be an orthonormal
basis such that the matrix ðti;jÞ of T with respect to B is upper triangular. Then the
space spanned by the kernels
kerðT  ti;iIÞk; iX1; kX1
is dense in H.
Proof. Consider the n 	 n matrix Mn ¼ ðti;jÞ1pi;jpn: It is upper triangular with
eigenvalues ti;i; 1pipn; so
spanfkerðMn  ti;iIÞk; 1pipn; kX1g ¼ spanfe1;y; eng:
If U denotes the unitary operator such that UTUn ¼ ðti;jÞ then the upper
triangularity implies that kerðMn  ti;iIÞkDkerðUTUn  ti;iIÞk; and thus the vector
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space spanfkerðUTUn  ti;iIÞk; 1Xi; kX1g is dense in H: Since U is an
isomorphism, the space spanned by kerðT  ti;iIÞk; iX1; kX1 is dense in H: &
This yields a generalisation of Proposition 2 to triangular operators:
Corollary 2. Let T be a triangular operator on H, and B ¼ ðeiÞiX1 be an orthonormal
basis such that the matrix ðti;jÞ of T with respect to B is upper triangular. Let B
be the backward shift defined by Be1 ¼ 0 and Bei ¼ ei1 for iX2: If joj4
maxð1þ jjT jj; 2jjT jjÞ; then T þ oB is hypercyclic.
Proof. If jljojoj  jjT jj; then l is an eigenvalue of T þ oB: If y belongs to HþðT þ
oBÞ; y is orthogonal to the kernels kerðT þ oB  lIÞ; 1ojljojoj  jjT jj: By
Proposition 3, y is orthogonal to the kernels kerðT þ oB  lIÞk; kX1; jljojoj 
jjT jj: For every integer iX1 we have jti;ijpjjT jjojoj  jjT jj; so that y is orthogonal
to the kernels kerðT þ oB  ti;iIÞk; kX1; iX1: These kernels span a dense subset of
H by Lemma 1, so y is zero and HþðT þ oBÞ is dense in H: In the same way
HðT þ oBÞ is dense in H; and T þ oB is hypercyclic. &
4. Sums of hypercyclic operators
In order to show that every operator on H is the sum of two hypercyclic operators,
we show ﬁrst that every operator can be put in a particular ‘‘upper triangular’’ form:
Proposition 4. Let T be a bounded operator on a Hilbert space H of infinite dimension.
There exists a ( finite or infinite) sequence ðHiÞiAA of mutually orthogonal infinite-
dimensional subspaces of H, with orthonormal basis Bi ¼ ðeðiÞn ÞnX1; iAA; such that
1. H ¼"iAA Hi;
2. if Pi denotes the orthogonal projection onto Hi and Ti;j the operator defined on Hj by
Ti;j ¼ PiTPj; Ti;j ¼ 0 if i4j;
3. there exists a positive integer r such that for every iAA and every nX1; the vector
Ti;ie
ðiÞ
n belongs to the span of the n þ r vectors eðiÞ1 ;y; eðiÞnþr:
In other words, the matrix ðTi;jÞi;jAA which represents T relatively to the
decomposition H ¼"iAA Hi is upper triangular with infinite-dimensional blocks,
and for every iAA the matrix Ti;i is ‘‘triangular þr’’, which means that if the
coefficients of Ti;i with respect to the basis Bi are denoted by ðTi;iÞk;l ; then ðTi;iÞk;l ¼ 0
when k4l þ r:
Proof. This is a consequence of a result of Douglas and Pearcy, who show in [6] that
there exists a (ﬁnite or inﬁnite) sequence ðKiÞiAA of mutually orthogonal (ﬁnite or
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inﬁnite-dimensional) subspaces of H such that
1. H ¼"iAA Ki;
2. if P˜i denotes the orthogonal projection onto Ki and T˜i;j the operator deﬁned on Kj
by T˜i;j ¼ P˜iTP˜j ; T˜i;j ¼ 0 if i4j; i.e. the matrix ðT˜i;jÞi;jAA of T with respect to the
decomposition H ¼"iAA Ki is upper triangular,
3. for every iAA; the operator T˜i;i is cyclic.
It is well known that if S is any cyclic operator on a Hilbert space K (ﬁnite or
inﬁnite-dimensional), there exists an orthonormal basis B of K such that the matrix
of S with respect to B is triangular þ1: if y is a cyclic vector for S; it sufﬁces to
orthonormalise the sequenceF ¼ ð y; Sy; S2y;yÞ by the Gram–Schmidt procedure.
Let *Bi be an orthonormal basis of Ki such that T˜i;i is triangular þ1 with respect to
*Bi: The only difﬁculty now is to construct the spaces Hi; which must be inﬁnite-
dimensional. We will distinguish several cases:
Case 1: The sequence ðKiÞiAA is inﬁnite. If all the spaces Ki are ﬁnite-dimensional,
we take H1 ¼ H ¼"iAA Ki and B1 ¼ "
iAA
*Bi: Else, let n1 be the smallest
integer such that Kn1 is inﬁnite-dimensional. We take H1 ¼ K1"?"Kn1 and
B1 ¼ *B1"?" *Bn1 : If for every integer i4n1; Ki is ﬁnite-dimensional, take H2 ¼
"i4n1 Ki: Else, let n2 be the smallest integer n24n1 such that Kn2 is inﬁnite-
dimensional, and take H2 ¼ Kn1þ1"?"Kn2 and B2 ¼ *Bn1þ1"?" *Bn2 : We
continue in this way, and obtain a (possibly ﬁnite) sequence ðHiÞiAI of spaces
equipped with orthonormal basis Bi such that H ¼"iAI Hi; and each Hi (except
possibly the last) is the direct sum of ﬁnitely many ﬁnite-dimensional spaces and an
inﬁnite-dimensional space at the end. The spaces Hi are inﬁnite-dimensional. We
have not changed the order of the vectors in the basis Bk ¼ *Bnk1þ1"?" *Bnk ; so
writing down the ﬁnitely many triangular þ1 blocks on ﬁnite-dimensional spaces and
the additional inﬁnite triangular þ1 block at the end, we see that Ti;i itself is
triangular þ1: If all spaces Ki are ﬁnite-dimensional from a certain rank onwards,
the last space Hi is the direct sum of inﬁnitely many ﬁnite-dimensional spaces, so it is
inﬁnite-dimensional, and the same reasoning shows that the matrix Ti;i is also
triangular þ1: This proves assertion (3). In this case, r is equal to 1.
Case 2: The sequence ðKiÞiAA is ﬁnite, H ¼ K1"?"Kn and the last space Kn is
inﬁnite-dimensional. In this case we proceed just as in Case 1. The process stops at
some point and the last space Hi is inﬁnite-dimensional. The matrices Ti;i are again
triangular þ1 in this case.
Case 3: The sequence ðKiÞiAA is ﬁnite, H ¼ K1"?"Kn and the last space Kn is
ﬁnite-dimensional. If we proceed as before, we are left with a ﬁnite-dimensional
space at the end. So we stop the process when there is but one inﬁnite-dimensional
subspace left:
H ¼ H1"?"Hp"Knpþ1"?"Knpþ11"Knpþ1"?"Kn;
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where Knpþ1;y; Knpþ11; Knpþ1þ1;y; Kn are ﬁnite-dimensional spaces and Knpþ1 is
inﬁnite-dimensional. We take then Hpþ1 ¼ Knpþ1"?"Kn; and Hpþ1 is inﬁnite-
dimensional. It remains to choose an adapted basis of Hpþ1: Let P0 denote the
orthogonal projection onto Knpþ1 and P the orthogonal projection onto Knpþ1"F ;
where F ¼ Knpþ1þ1"?"Kn: There exists a vector y in Knpþ1 such that the sequence
ðy; ðP0TP0Þy; ðP0TP0Þ2y;yÞ spans a dense set of Knpþ1 : For every integer
iX1; ðP0TP0Þiy ¼ ðPTPÞiy because the image of Knpþ1 under T is orthogonal to F
(this is the upper triangularity of the matrix). Let ð f1;y; fkÞ be a basis of F ; and
consider the sequence
F ¼ð y; f1;y; fk; ðPTPÞy;
ðPTPÞf1;y; ðPTPÞfk; ðPTPÞ2y; ðPTPÞ2f1;yÞ:
Going from left to right, we cancel the vectors which belong to the span of the
preceding ones and thus obtain a linearly independent sequence of Knpþ1"F with
dense span. Then we orthonormalize this sequence by the Gram–Schmidt procedure
and obtain an orthonormal basis B ¼ ðeiÞiX1 of Knpþ1"F such that spanfe1;y; eig
contains at least the ﬁrst i vectors of the sequence F: Then we take Bpþ1 ¼
*Bnpþ1"?" *Bnpþ11"B: Now for every integer iX1; the vector ðPTPÞei belongs to
the span of e1;y; ei;y; eiþkþ1; so the matrix of PTP on this basis of Knpþ1"F is
triangular þðk þ 1Þ: The blocks corresponding to the remaining spaces
Knpþ1;y; Knpþ11 are triangular þ1; and thus we obtain that Tpþ1; pþ1 is triangular
þðk þ 1Þ: Since all the blocks Ti; i; ipp were triangular þ1; assertion (3) is proved
with r ¼ k þ 1: &
We are now ready for the main result:
Theorem 1. Every bounded operator on an infinite-dimensional complex separable
Hilbert space H is the sum of two hypercyclic operators.
Proof. We start with the decomposition H ¼"iAAðHi;BiÞ associated to T which
was obtained in Proposition 4. If A is any bounded operator on H; we let Ai;j be the
operator PiAPj deﬁned on Hj with values in Hi; and A is determined by its matrix
ðAi;jÞi;jAA: The coefﬁcients of Ai;j with respect to the basis Bj and Bi are denoted by
ðAi;jÞk;l ; kX1; lX1: Recall that each matrix Ai;i is triangular þr:
Let us deﬁne an operator A on H as follows: for iaj; Ai;j ¼ Ti;j ; and for every
iAA and k; lX1; the coefﬁcients ðAi;iÞk;l are given by the following relations:
(1) if kp2r; ðAi;iÞk;l ¼ ðTi;iÞk;l ;
(2) if there exists an integer qX1 such that 2qr þ 1pkp2ðq þ 1Þr and lX2qr þ 1;
then ðAi;iÞk;l ¼ ðTi;iÞk;l ;
(3) ðAi;iÞk;l ¼ 0 in the other cases.
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Let B ¼ T  A: Writing the operators A and B in matrix form, it is easy to see that
Bi;j ¼ 0 for iaj and that Bi;i is a block diagonal matrix with on the diagonal one
block of size r to begin with and then blocks of size 2r: The coefﬁcients of the
diagonal blocks are either 0 or equal to the corresponding coefﬁcients of Ti;i: This
implies that all the coefﬁcients in these blocks are bounded by a ﬁxed constant, and
hence the operator B is bounded. Thus A is bounded and T ¼ A þ B: The matrix
ðAi;jÞ is upper triangular and each Ai;i is block upper triangular with blocks of size 2r
on the diagonal.
Since the spaces Hi are inﬁnite-dimensional, we can deﬁne a backward shift Bi on Hi
by Bie
ðiÞ
1 ¼ 0 and for nX2; BieðiÞn ¼ eðiÞn1: The operator S ¼"iAA Bi is bounded on H:
Let us now write T ¼ ðA þ oSÞ þ ðB  oSÞ: We will show that if joj is big
enough, A þ oS and B  oS are hypercyclic operators. Let us prove it for A þ oS;
the proof will be exactly the same for B  oS:
Step 1: For every iAA; the operator ðA þ oSÞi;i ¼ Ai;i þ oBi is in fact triangular.
Indeed, it has on its diagonal an inﬁnite sequence of blocks of size 2r; which we
denote by ðMðiÞp ÞpX1: Each matrix MðiÞp is unitarily similar to an upper triangular
matrix R
ðiÞ
p : there exists a unitary matrix U
ðiÞ
p of size 2r such that U
ðiÞ*
p M
ðiÞ
p U
ðiÞ
p ¼ RðiÞp :
Consider the operator Ui ¼"pX1 U ðiÞp : U is a unitary operator on Hi; Uni ðAi;i þ
oBiÞUi is upper triangular and the coefﬁcients on its diagonal are the diagonal
coefﬁcients of the matrices R
ðiÞ
p ; i.e. the eigenvalues of the matrices M
ðiÞ
p ; pX1: If we
denote by ðlðiÞn ÞnX1 the sequence of all these eigenvalues, we know by Lemma 1 that
the iterated kernels
kerðAi;i þ oBi  lðiÞn IHiÞk; kX1; nX1
span a dense subspace of Hi:
Let M be a positive number such that all the coefﬁcients in A are bounded
in modulus by M: It is easy to check that if lok; jðMðiÞp Þk;l jpM and if
l4k; jðMðiÞp Þk;l jpM þ joj: This yields an estimation of the modulus of the
eigenvalues of the matrices M
ðiÞ
p : by [18] or [19, p. 101], the eigenvalues of M
ðiÞ
p are
contained in the union of the 2r disks with center ðMðiÞp Þk;k; kp2r; and with radius
d2rðM; M þ jojÞ ¼ ðM þ jojÞM
1=2r  MðM þ jojÞ1=2r
ðM þ jojÞ1=2r  M1=2r
:
This proves that for every nX1; jlðiÞn jpM þ d2rðM; M þ jojÞ: Thus we have shown
that for every iAA; the space spanned by the kernels kerðAi;i þ oBi  lIHiÞk; kX1;
and l such that
jljpM þ ðM þ jojÞM
1=2r  MðM þ jojÞ1=2r
ðM þ jojÞ1=2r  M1=2r
is dense in Hi:
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Step 2: We choose o such that
1þ jjAjj þ M þ ðM þ jojÞM
1=2r  MðM þ jojÞ1=2r
ðM þ jojÞ1=2r  M1=2r
ojoj:
This can be achieved if joj is big enough, because the left-hand term is equivalent to
M1=2r joj11=2r as joj tends to inﬁnity. Let us denote by Co the quantity
Co ¼ 1þ M þ ðM þ jojÞM
1=2r  MðM þ jojÞ1=2r
ðM þ jojÞ1=2r  M1=2r
:
With this notation, the result of Step 1 becomes that for every iAA; the space
spanned by the kernels
kerðAi;i þ oBi  lIHiÞk; kX1; jljoCo
is dense in Hi: We have jjAjj þ Coojoj: If jljoCo; then jljojoj  jjAjj; and since
for every iX1; jjAi;ijjpjjAjj; we have jljojoj  jjAi;ijj:
In order to show that A þ oS is hypercyclic, we apply Proposition 1 and show that
HþðA þ oSÞ and HðA þ oSÞ are dense in H: Let y belong to the orthogonal
complement of HþðA þ oSÞ: We write y ¼ y1"y2"? with respect to the
decomposition H ¼"iAA Hi:
Step 3: Let us show ﬁrst that y1 is equal to zero: if jljojoj  jjA1;1jj; then by
Proposition 3, l is an eigenvalue of A1;1 þ oB1: This implies also that dim kerðA1;1 þ
oB1  lIH1Þ ¼ 1: Let x1;l in H1 be an associated eigenvector. Then the vector
xl ¼ x1;l"0"0"? is an eigenvector of A þ oS for the eigenvalue l: So if
1ojljojoj  jjA1;1jj; y is orthogonal to xl; which means exactly that y1 is
orthogonal to x1;l: The vector y1 is orthogonal to the kernels kerðA1;1 þ oB1 
lIH1Þ for l in the annulus 1ojljojoj  jjA1;1jj; so by Proposition 3, it is orthogonal
to all the kernels kerðA1;1 þ oB1  lIÞk for kX1 and jljojoj  jjA1;1jj: In particular,
y1 is orthogonal to all the kernels kerðA1;1 þ oB1  lIÞk for kX1 and jljoCo: These
kernels span a dense subspace of H1; so y1 is equal to 0:
Let us show now that y2 is equal to zero. If jljojoj  jjA2;2jj; let x2;l in H2 be an
eigenvector for A2;2 þ oB2 associated to the eigenvalue l: Let u1;l be any vector of
H1; and xl ¼ u1;l"x2;l"0"?: Then
ðA þ oS  lIÞxl ¼ ½ðA1;1 þ oB1  lIH1Þu1;l þ A1;2x2;l
"ðA2;2 þ oB2  lIH2Þ x2;l"0"?
¼ ½ðA1;1 þ oB1  lIH1Þ u1;l þ A1;2x2;l"0"? :
If we want xl to be an eigenvector for A þ oS; the ﬁrst coordinate must vanish.
But by Proposition 3 A1;1 þ oB1  lIH1 is a surjective operator when jljojoj 
jjA1;1jj: Thus if jljojoj maxðjjA1;1jj; jjA2;2jjÞ; there exists a vector u1;l belonging
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to H1 such that
ðA1;1 þ oB1  lIH1Þu1;l ¼ A1;2x2;l:
Then xl is an eigenvector of A þ oS; and hence y is orthogonal to xl for jljojoj 
maxðjjA1;1jj; jjA2;2jjÞ: Since y1 is equal to zero, this implies that y2 is orthogonal
to x2;l for 1ojljojoj maxðjjA1;1jj; jjA2;2jjÞ; in other words y2 is orthogonal
to the kernels kerðA2;2 þ oB2  lIH2Þ for every l such that 1ojljojoj 
maxðjjA1;1jj; jjA2;2jjÞ: Just as before y2 is orthogonal to the kernels kerðA2;2 þ oB2 
lIH2Þk for kX1 and jljoCo; and thus y2 is equal to zero.
If 1ojljojoj  jjA3;3jj; there exists an eigenvector xl;3AH3 for A3;3 þ oB3: Using
the surjectivity of the operators A1;1 þ oB1  lIH1 and A2;2 þ oB2  lIH2 for
1ojljojoj maxðjjA1;1jj; jjA2;2jj; jjA3;3jjÞ; we construct in exactly the same way
vectors ul;1 and ul;2 in H1 and H2 respectively such that xl ¼ u1;l"u2;l"xl;3"? is
an eigenvector for the eigenvalue l of A þ oS:
ðA þ oS  lIÞxl ¼ ½ðA1;1 þ oB1  lIH1Þ u1;l þ A1;2u2;l þ A1;3x3;l
"ðA2;2 þ oB2  lIH2Þ u2;l þ A2;3x3;l"0"? :
We choose u2;l such that ðA2;2 þ oB2  lIH2Þu2;l ¼ A2;3x3;l; and once this is done
u1;l such that ðA1;1 þ oB1  lIH1Þu1;l ¼ ðA1;2u2;l þ A1;3x3;lÞ: The same arguments
shows that y3 must be zero.
Proceeding in this way we obtain that y itself is zero. This proves that HþðA þ oSÞ
is dense in H: In the same way HðA þ oSÞ is dense in H; and A þ oS is hypercyclic
on H for joj big enough. Exactly the same considerations apply to B  oS; and
B  oS is hypercyclic on H for joj big enough. This proves that T is the sum of two
hypercyclic operators. &
Remark 2. We have been considering repeatedly perturbations of certain operators
by big multiples of a backward shift. If B is a given backward shift, the operator T
must have a peculiar form if we want T þ oB to be hypercyclic. For instance, the set
of operators T such that there exists an integer n with T þ nB hypercyclic is a rare set
in BðHÞ: by [3, Proposition 3.1], the norm-closure HCðHÞ of HCðHÞ has empty
interior in BðHÞ; so the set of operators T for which there exists a positive integer n
such that T þ nB belongs toHCðHÞ is a countable union of closed sets with empty
interior.
Remark 3. All the hypercyclic operators constructed here satisfy the assumptions of
Proposition 1. In particular they satisfy the Hypercyclicity Criterion (see for instance
[10]). Thus every bounded operator on H is the sum of two operators which satisfy
the Hypercyclicity Criterion.
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5. Miscellaneous results
5.1. Chaotic operators
All the results of the preceding sections, and in particular Theorem 1, can easily be
extended from hypercyclic operators to chaotic linear operators. Following the
presentation in Section 6 of [10], we say that a bounded operator T on H is chaotic
when it is hypercyclic and has a dense set of periodic points (a point x in H is said to
be periodic when there exists a positive integer n such that Tnx ¼ x). We have the
following analogue of Proposition 1:
Proposition 5. Let T be a bounded operator on H, and let H0ðTÞ denote the linear span
of the vectors x of H which satisfy Tx ¼ lx for some complex number l such that
lr ¼ 1 for some positive integer r. If HþðTÞ; HðTÞ and H0ðTÞ are dense in H, then T
is chaotic.
Proof. We already know that T is hypercyclic. Let ðxiÞiAI be an algebraic basis
of H0ðTÞ such that for every iAI ; there exists an eigenvalue li such that lrii ¼ 1
for some integer ri with Txi ¼ lixi: Every vector x in X can be written as a ﬁnite
sum x ¼P aixi; and for every nX0; Tnx ¼P ailni xi: If n is equal to the least
common multiple of r1;y; rk; then Tnx is equal to x and x is a periodic point
for T : &
Since the set of rth roots of 1 is dense in the unit circle, it has in particular
accumulation points in any open disc of radius greater than 1. Thus all the operators
presented in Proposition 2, Remark 1 and Corollary 2 are in fact chaotic. If B is a
shift with weights ðwiÞiX1 such that lim jw1ywnj
1
n ¼ d40; the fact that the operator
I þ B is chaotic is already proved in [3], using essentially the same argument. The
constructions of Sections 3 and 4 also yield chaotic operators and we have the
following theorem:
Theorem 2. Let H be a complex separable infinite-dimensional Hilbert space. Every
bounded operator on H is the sum of two chaotic operators.
This answers in the afﬁrmative a question of [3].
5.2. SOT-denseness of hypercyclic operators
It is proved in [5] thatHCðHÞ is SOT-dense in BðHÞ: The techniques of Section 2
yield an improvement of this result:
Proposition 6. For any e40; the intersection of HCðHÞ with the closed ball of radius
1þ e is SOT-dense in this ball.
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Proof. Let T0 be a bounded operator on H with jjT0jjp1þ e; d any positive
number and F any ﬁnite-dimensional subspace of H: Let ðf1;y; fnÞ be an
orthonormal basis of F ; which we complete in an orthonormal basis ðfiÞiX1 of H:
It is easy to construct a ﬁnite rank operator T1 such that
(i) jjT1jjo1þ e;
(ii) jjðT1  T0ÞjF jjod;
(iii) there exists an integer r such that
T1ðspanðf1;y; frÞÞDspanðf1;y; frÞ
and T1fi ¼ 0 for any integer i4r:
The operator T1 is unitarily similar to an operator T2 ¼ UT1Un such that
ði0Þ jjT2jjo1þ e;
ðii0Þ for every ipr; T2ðspanðf1;y; fiÞÞDspanðf1;y; fiÞ and T2 fi ¼ 0 for every
integer i4r:
Let o1;y;or be non-zero weights such that r:maxðjo1j;y; jorjÞo1þ e; and o
such that jjT2jjojojo1þ e: Let B be the shift deﬁned on H by Be1 ¼? ¼ Ber ¼ 0;
Beiþr ¼ oiei for ipr and Bei ¼ oeir for i42r: Let us consider the operator
T3 ¼ T2 þ B: It is easy to check that jjT3jjo1þ e: Let ðai;jÞ denote the coefﬁcients
of the matrix T3 with respect to the basis ðfiÞiX1: The vector x ¼
P
iX1 xifi is
an eigenvector associated to the eigenvalue l if and only if the following equations
are true:
for 1pipr; oixrþi ¼ ðai;i  lÞxi þ
Pr
j¼iþ1 ai;jxj
for iXr þ 1; oxrþi ¼ lxi:
Thus l is an eigenvalue if and only if jljojoj: If x˜ ¼Pri¼1 xifi is any vector
supported by the ﬁrst r basis vectors, then
x˜ 
Xr
i¼1
1
oi
½ðT2  lIÞx˜i
XþN
j¼1
l
o
 	j1
fjrþi
is an eigenvector for the eigenvalue l: Suppose now that ðyiÞiX1 is a vector in c2
which is orthogonal to every eigenvector associated to an eigenvalue l with jlj41:
Then for every x˜ ¼Pri¼1 xi fi; the function
Fx˜ðlÞ ¼
Xr
i¼1
yixi 
Xr
i¼1
1
oi
½ðM  lIÞx˜i
XþN
j¼1
%yjrþi
l
o
 	j1
is analytic on the disk of radius joj: It vanishes on the annulus 1ojljojoj and thus it
is identically zero on the whole disk of radius joj: Taking x˜ ¼ f1 yields that for every
ARTICLE IN PRESS
S. Grivaux / Journal of Functional Analysis 202 (2003) 486–503500
jX0 the coefﬁcient %yjrþ1 is zero. The functions Fx˜ then become
Fx˜ðlÞ ¼
Xr
i¼2
yixi 
Xr
i¼2
1
oi
½ðM  lIÞx˜i
XþN
j¼1
%yjrþi
l
o
 	j1
:
Taking x˜ ¼ f2 yields that for every jX0 the coefﬁcient %yjrþ2 is zero. Continuing in this
way, we obtain that all the coefﬁcients %yk vanish, so y is zero and HþðT3Þ is dense
in H: In the same way, HðT3Þ is dense in H and T3 is hypercyclic. Let
now T ¼ UnT3U : We have jjT jjpjjT3jjo1þ e; T ¼ UT2Un ¼ T1 on F ; so that
jjðT  T0ÞjF jjod; and T is hypercyclic. This proves Proposition 6. &
5.3. Hypercyclic operators on hereditarily indecomposable Banach spaces
Theorem 1 is speciﬁc to the Hilbert space setting: if X is a general separable
Banach space, the space HCðX Þ þHCðXÞ can in fact be very small, although it is
known [1,2] that HCðX Þ is always non-void.
Proposition 7. Let X be a complex separable hereditarily indecomposable Banach
space, the dual of which is also hereditarily indecomposable. If T is a hypercyclic
operator on X, T has the form T ¼ lI þ Q where jlj ¼ 1 and Q is a strictly singular
quasi-nilpotent operator. Let A ¼ lI þ S be a bounded operator on X, where S is
strictly singular and jlj42: Then A cannot be written as the sum of two hypercyclic
operators on X.
Proof. Hereditarily indecomposable spaces were ﬁrst constructed in [11]. The
existence of a hereditarily indecomposable space X with hereditarily indecomposable
dual is shown in [7]. If A is any operator on X ; A has the form A ¼ aI þ S where S
is a strictly singular operator [11]. Now every element laa in the spectrum of A is in
fact an eigenvalue of A: Indeed, if laa; A  lI ¼ ða lÞI þ S is a Fredholm
operator of index 0 [16, p. 78]. If A  lI is injective, it is then surjective, and this
contradicts the fact that l is in the spectrum of A: If now T is a hypercyclic operator
on X ; Tn has no eigenvalue, Tn ¼ %aI þ Sn; sðTnÞ ¼ f%ag and Sn is quasi-nilpotent.
So T ¼ aI þ Q where Q is strictly singular and quasi-nilpotent. It is well-known that
the spectrum of a hypercyclic operator T must intersect the unit circle, so that
jaj ¼ 1:
Suppose now that A ¼ lI þ S can be written as A ¼ T1 þ T2 where T1 and T2 are
hypercyclic operators. For i ¼ 1; 2; Ti ¼ liI þ Qi; with jlij ¼ 1 and Qi strictly
singular. Then ðl l1  l2ÞI ¼ Q1 þ Q2  S: Now Q1 þ Q2  S is strictly singular
[16, p. 76], so that l ¼ l1 þ l2: Thus necessarily jljp2: &
Remark 4. Proposition 7 yields a straightforward proof of the following result of [4]:
if X and X n are hereditarily indecomposable, the space X supports no chaotic
operator. Indeed, if an operator T on X is hypercyclic, the spectrum of T is a
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singleton flg with jlj ¼ 1 by Proposition 7. If T has a non-zero periodic point x with
Tnx ¼ x; then the spectrum of Tn contains the number 1 and ln ¼ 1: Let N be the
smallest positive integer such that lN ¼ 1: If Tnx ¼ x for some non-zero x and some
positive integer n; then necessarily n has the form n ¼ kN for some positive integer k
and ðT ðk1ÞN þ?þ TN þ IÞðTN  IÞx ¼ 0: The spectrum of the operator
T ðk1ÞN þ?þ TN þ I being equal to fkg; this operator is invertible, and this
implies that TNx ¼ x: This proves that x is a periodic point for T if and only if
TNx ¼ x; and thus T cannot be chaotic.
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