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Abstract
In a straightforwardmeta-level shift of focus, we use design patterns
as a medium and process for capturing insight about the process of
design. We survey mainstream design genres, and draw conclusions
about how they can help inform the design of intelligent systems.
CCS Concepts
• Computing methodologies → Knowledge representation
and reasoning; • Software and its engineering→ Patterns; •
Human-centered computing→ Collaborative interaction;
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Introduction
What is design, and why does it matter? The word derives from the
Latin verb for marking (de¯signo¯). The etymological perspective tells
us that design is linked with designation, and, more fundamentally,
with signiﬁcance. Etymology also shows us that design is close to
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Figure 1
‘programming’, which comes from the ancient Greek
word for a written public notice or edict (Figure 1). Knox
[45] describes the modern evolution of the meaning of
‘design’, which has variously denoted:
• “an art of giving form to products for mass production,”
• a practical theory of “planned obsolescence,”
• combinations of “science, technology and rationalism” ad-
dressed to “human and environmental problems,”
• surfaces for “the luring of consumers for the purpose of
gaining their money,”
• the deeper problem of “designing the consumers themselves.”
Johansson-Sköldberg et al. [44] discuss ﬁve related contemporary
theoretical perspectives on “design and designerly thinking,” encom-
passing the creation of artefacts, reﬂexive practice, problem-solving,
reasoning and sensemaking, and the creation of meaning. Design
may be, by now, the essential discipline needed for survival in the
Anthropocene era, in which humanity is at work on a “concrete
and discrete project of global immune design” [80, p. 451]. At any
rate, it no longer belongs to the “pipe-smoking boﬃn” or even the
“solitary style warrior” [30, p. 2]. In practice “various experts are in
constant close co-operation” and indeed “no group covers a wide
enough ﬁeld” [8, p. 20].
Landscape designer Rolf Roscher suggests that ‘belief’ and ‘land-
scape’ are related in two ways:
The ‘speciﬁc’: where belief is derived from a place.
[ . . . ] The ‘transported’: where a landscape is created
as a metaphor for a set of beliefs. [75, p. 124]
A now-popular account by the UK’s Design Council [24] takes
on a somewhat similar two-part form. They propose: “In all cre-
ative processes a number of possible ideas are created (‘divergent
thinking’) before reﬁning and narrowing down to the best idea
(‘convergent thinking’), and this can be represented by a diamond
⋄⋄
Figure 2
shape.” They then suggest that in the process of design,
“this happens twice – once to conﬁrm the problem def-
inition and once to create the solution” (Figure 2).
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Assuming a notion of “intelligence” that is recognisable to hu-
mans.
If designing a system where intelligence is needed, of whatever
form or scale E which cannot be abstract but must be em-
bodied in some social, physical, or software system.
Then Notice when the patterns we have described are blocked,
so that, e.g., learning doesn’t happen, businesses stagnate
or crumble, research is ineﬀective, products are not useful,
concepts are unclear, experiences are not meaningful, the
world is incomprehensible. This can suggest conﬂicts around
which new Design Patterns can be created, or hint at how
existing patterns can be reﬁned.
Example Marvin Minsky’s [60] Society of Mind presents a high-
level design in which the small component systems—agents—
contribute diﬀerent aspects to the system as a whole. His
core rubric is: “Each mental agent by itself can only do some
simple thing that needs no mind or thought at all” (p. 17).
Alternatives The patterns we have presented point out some di-
rections in what is clearly a vast possibility space. According
to Alexander [3, p. 10] what is essential is to “build on the
structure that is there, do not destroy it or interfere with
it, but rather enhance it and elaborate it and deepen it,” in
contribution to a larger whole. Consider that animal and
even vegetable intelligences can learn [32], and, moreover,
engage in niche creation.
Comment. Andy Clark [16] remarks on the special form this takes
for humans:
“Against the enabling backdrop of the homeostatic
machinery that keeps uswithin ourwindows of organ-
ismic viability, the shape and contents of the rest of
our mental lives are determined by prediction-driven
learning as it unfolds in the ecologically unique con-
text of our many designer environments [ . . . ] that
enforce exploration and novelty-seeking in ways hith-
erto unknown among terrestrial animals.”
Good [35] sketches a neural model comprised of relatively stable
assemblies and more frenetic subassemblies, closer to the senses,
which seems analogous to the above: “If assemblies correspond to
conscious thoughts, it might well be that subassemblies correspond
to unconscious and especially to preconscious thoughts” (p. 58).
4 Discussion
Galle [33] meditates on design patterns as potential “atoms of
conceptual structure.” He notes that, with few exceptions—such
as Moran’s classic proposal for an “Architect’s Adviser”—design
patterns were ignored in the knowledge-based systems literature.
Many of the historically-early support tools emphasised the physi-
cal properties of objects and their combinations.
With this in mind, we can contrast conceptual design, as we un-
derstand this term, with the perspectives on “making” advanced
by Ingold [42]. Ingold follows Deleuze and Guattari [22, p. 408] in
highlighting interactions between maker and medium, e.g., “sur-
rendering to the wood, and following where it leads.” This example
is cited in opposition to simpliﬁed narratives of form-giving consid-
ered as a “technical operation which imposes a form on a passive
and unspeciﬁed matter” [79]. The passive and active processes
might be diagrammed as follows:
clay
form
brick
axe wood
technique
split wood
A clue that these authors are not actually refuting “hylomorphism”
in the way they claim comes directly from the choice of examples,
and the fact that húle¯ originally means wood. In any case, Ingold’s
broader concern is with theories and thinking that he deems to
be insuﬃciently aware of process, including applications of causal
thinking to situations which are more complex. He makes the case
that co-evolution is more widespread than we tend to acknowledge.
Following Alexander and Poyner [6, p. 318], let us ﬂy right into the
heart of the debate with another diagram rather like the two above:
if
because
then
The associated issues seem to become clearer if, instead of “because,”
we understand “assuming,” as per our usage in the foregoing sec-
tions. In design patterns, the links between “if” and “then” seem
to depend on complex articulations, not on single causes. Consider
these examples, adapted from Aristotle (Physics, Book II, Part 9):
• If you want to make a house, then you need a roof, assuming
the house is for humans on open ground.
• If you want to make a saw, then use hard material for the
blade, assuming the saw is driven by hand-power.
When phrased this way, it is as if we have been explicitly invited to
think of exceptions to the rule. Moreover, when the exceptions have
something in common, they can be captured in design patterns.
Consider:
• Both a sheep pen and a cave dwelling do not need a roof
because they REUSE A NATURAL COVERING.
• Both a water jet cutter and a plasma cutter can HAVE THE
POWER SOURCE DO THE HARD WORK.
From a design perspective there will be further exceptions, e.g., a
sheep’s wool can protect it against rain, not against predators; a
plasma cutter can only cut conductive materials, and so on.
Simon [78] described “goals” as the interface between internal
and external organisation, and something similar is going on in the
diagrams above. Goal structure, whether situated in form, technique,
cause, or articulation through reasoning or embodied action, relates
systems’ internal and external structure. This helps explain why
the brick-making and wood-splitting scenarios feel diﬀerent. The
grasp of the hands on the axe handle is intimately related to the
mind’s grasp on the chop. Part of the goal structure of the activity
of chopping wood has been solidiﬁed in the shape of the axe itself.
However this is not fully determining: the axe could, under diﬀerent
circumstances, be used as a weapon [20, p. 72–74]. More broadly,
“The existence of top-down causality implies that the
evolution of any given assemblage will be partly au-
tonomous and partly inﬂuenced by the environment
created by the larger assemblage of which it is a part”
(ibid.).
DeLanda points out that the term assemblage
[ . . . ] fails to capture the meaning of the original
agencement, a term that refers to the action of match-
ing or ﬁtting together a set of components (agencer),
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as well as to the result of such an action: an ensemble
of parts that mesh together well. (ibid., p. 1)
This notion of an evolving “agencement” nicely characterises the
status of the proto-patterns REUSEANATURALCOVERING andHAVE
THE POWER SOURCE DO THE HARD WORK. In contrast to the brick-
making and wood-cutting examples, these two example proto-
patterns are creative, insofar as they involve concepts “not present
in [the] statement of the problem and the general knowledge sur-
rounding it” [57]. Let’s consider this more deeply.
Smith [81] describes concepts, as they are treatedwithinDeleuze’s
analytics, as existing in a state of becoming that requires both self-
consistency and internal variability. Moreover, new concepts only
arise when we are forced to think! Alexander and Poyner [6] say
something quite similar: design is only needed when there is a con-
ﬂict between tendencies that cannot be resolved in a more direct
way. Nevertheless, where could new concepts possibly come from
if not some broader or restructured context surrounding the prob-
lem? For instance, one class of inventions could be accounted for in
terms of Simondon’s notion of autocorrelation, which is involved in
the literal REINVENTION OF THE WHEEL as built around a hub that
contains free-rolling ball bearings [15, pp. 10-11]. Another distinct
option would be to go on a journey and collect new material (Fig-
ure 6). The journey metaphor is preferred by Kohls in his model of
design patterns [46, 47]. Notice that with a long-enough journey,
it may be natural for the set of assumptions themselves to change,
hinting at something akin to Peircean abduction [26]. Combinations
of the two pattern-schemas recover Alexander’s abstract model of
“harmony” [3, p. 38].
if
then
assuming
if then
assuming
Figure 6: Two diﬀerent pattern-schemas
Elsewhere, Alexander [1, p. 134] observed a distinct meta-level
phenomenon that is similar to autocorrelation, namely the “struc-
tural correspondence between the pattern of a problem and the
process of designing a physical form which answers that problem.”
As always, the precise details depend on context—and also on
how “context” is understood. Surveying developments in 18th and
19th Century science, Georges Canguilhem [13] pointed out that:
With the success of the term milieu [over the related
notions of circumstances and ambience] the represen-
tation of an indeﬁnitely extendible line or plane, at
once continuous and homogeneous, and with neither
deﬁnite shape nor privileged position, prevailed over
the representation of a sphere or circle, which are qual-
itatively deﬁned forms, and, dare we say, attached to
a ﬁxed center of reference.” (Translation in [14].)
Both Alexander and Deleuze have sought to recover certain cir-
cumstantial and vital aspects of being, without descending whole-
sale into vitalism (viz., the belief that “living organisms are fun-
damentally diﬀerent from non-living entities because they contain
some non-physical element or are governed by diﬀerent principles than
are inanimate things” [10], emphasis added). In fact, both authors
take the concept of “life” and extend it to the inorganic [4, 23]. In-
gold [41] discusses a related perspective. “Creativity” is the essence
of this leap. Here, we have traced connections between creativity
and conceptual design, with examples, leading to the following:
5 Conclusions
Artiﬁcial intelligence pioneer John McCarthy [58] wrote: “The key
to reaching human-level AI is making systems that operate suc-
cessfully in the common sense informatic situation.” Conceptual
design, e.g., via developing pattern catalogues, oﬀers opportuni-
ties for feedback and evolution of a humanistic, social, approach
to Intelligence Augmentation—and, perhaps eventually to Artiﬁcial
Intelligence as McCarthy described.
The linked problems of representing design knowledge so that
it is useful for collaborative design in distributed communities, or
usable at all by artiﬁcially intelligent computer systems—though of
longstanding interest [87]—still needs further eﬀort. Experiments
like Oxman’s Think-Maps [69, 71] and other examples surveyed
by Galle [33] have the air of being technical demonstrations, and
are not in widespread use. Pattern repositories like the one de-
scribed by Inventado and Scupelli [43] do not make signiﬁcantly
more intensive use of computer technology than the Portland Pat-
tern Repository which was hosted on the world’s ﬁrst wiki. The
usefulness, for common sense reasoning purposes, of logic-based
representations has been debated [62, 66]: evidence suggests that
there is always more to the picture. For example, technologies based
on the conceptual graphs of Sowa [82], deployed in architectures
inspired by the society of mind, have seen industrial use [55], while
associated eﬀorts to automate natural language understanding are
still ongoing [49, 52, 54]. Fauconnier and Turner [28, p. 109–110]
suggest that complex mental phenomena like blending should be
studied with human data not simulations.
“Crowd creativity” manages to integrate many of these themes.
Here, designs are produced by an evolutionary process with hu-
mans in the loop [53, 67, 89, 90]. However, current workﬂows miss
a reﬂexive component. Design patterns could usefully be incor-
porated into these processes, to serve as “a living language” that
supports design and guides reﬂection [5, p. xvii]. Corneli et al. [17]
outlined one approach for evolving design patterns in a collabo-
ration. Future work could make use of more sophisticated ways
to integrate feedback in “biomechanical” [35, p. 34] social systems.
The expected outcome would be that citizens would be able to more
fully engage with processes that matter. This is just one of many
possible designs that these patterns could inform (Figure 7).
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Figure 7: A practical exercise in which we used PostIt notes and a projection of Table 1 to design a research project
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