Distributed, networked multimedia information systems will be a critical component of technology-based information infra-structures in the future. Several ground breaking applications have already appeared, and many more are expected to follow. Innovations in hardware and software are feeding this revolution. In this paper, we present an infrastructure for multimedia applications. We discuss various characteristics of multimedia data and the e ect of the network on required quality of presentation for multimedia data. The crux of the synchronization protocol is the scheduling of multimedia information for synchronized delivery, over broadband networks with limited resources, and is identi ed as an NP-hard problem. We introduce two parameters which can be used to measure the performance of endto-end synchronization protocol in a network supporting distributed multimedia applications. We propose and implement several heuristic scheduling algorithms for synchronized delivery of multimedia data, and compare the performance of the suggested algorithms. We deduce the appropriateness of di erent algorithms in di erent types of distributed multimedia environments.
Introduction
Networked and distributed multimedia information systems will play an important role in engineering and technological progress in the future. They are catalysts for new research in a number of areas including e cient data input devices, high bandwidth digital networks, storage systems with extremely large capacities, data representation and modeling of multimedia data, very large distributed databases, real-time operating systems, computer graphics and animations, and human-computer interaction. With developments in such areas rapidly becoming a reality, many ambitious multimedia based projects are being pursued by the the industry, academia, and the governments 1{5]. Digital multimedia libraries, one of the projects currently being supported by the U.S. government, will promote a ordable remote learning environments and allow users to author, store and share multimedia documents interactively. In telemedicine, Broadband Integrated Services Digital Network (B-ISDN) using gigabit technology will allow the development of medical communication systems capable of delivering medical services to distant communities as well as remote access to patient data. In the news-media industry, several joint ventures aimed at developing interactive multimedia news (e.g., news-on-demand, personalized multimedia news ltering etc.) have been formed in recent months. Plans also include to provide services such as tele-shopping, consulting and other convenient and nancially viable home information services.
The use of multimedia technology can provide cost e ective methods for management and dissemination of information, and thus increase economic e ciency. In distributed multimedia applications the nature of multimedia data, that has to be communicated to remote users over computer networks, has introduced a new set of challenges for networking technology. Multimedia information may contain images and text as well as audio and video clips. Continuous streams, like audio and video, consist of smaller presentation units which have to be played out within strict temporal speci cations. Furthermore inter-stream temporal relationships, like ensuring lip-sync when playing audio and video clips, may have to be enforced. Synchronization in multimedia systems is the preservation of the temporal constraints within and among multimedia data streams at the time of play-out. Di erent multimedia objects have di erent quality, storage, communication and presentation requirements. In addition, communication networks in distributed multimedia systems introduce random delays in the delivery of multimedia information. To ensure synchronized delivery of multimedia information we require intelligent synchronization protocols to provide exible and e cient mechanisms for communication of multimedia data over computer networks.
Various distributed multimedia applications may have di erent con guration, information, user-interaction and quality requirements. These may impose di erent resource and reliability requirements on the overall system. In addition, each application may require customized system environments and specialized protocols to cater for the di erent aspects in supporting the application. In this paper, we identify the various functional aspects within a distributed multimedia system and propose a uni ed layered architecture to support di erent distributed multimedia applications. The layered model can serve as the basic platform for design and implementation strategies in any distributed multimedia application. In the proposed model we have classi ed the functionalities of a distributed multimedia system into ve distinct layers. Each layer is responsible for speci c tasks and is dependent on the layer above it for determination of its operating parameters. The rst layer looks at the system from the perspective of the end-users and determines the time and place for the required data. The second layer performs the location and directory identi cation of the information, which is used by the next layer for the network con guration management (point-to-point, multicast, broadcast, etc.). A network architecture must support all connection con gurations and transfer of multimedia data with variable quality to various remote clients. In the proposed network architecture an intermediate router may also act as an virtual server for the assembly and synchronization of multimedia data to the clients in its neighborhood. The next layer is for the synchronization and quality management of the multimedia tra c. The major function of this layer is to perform end-to-end synchronization in order to provide the desired play-out quality. The synchronization and quality management layer interacts with the last layer which is speci c to the type of underlying network technology.
The e ciency of a distributed application is dependent on the underlying communi-cation network. The ultimate objective of a distributed multimedia system is to ensure the in-time, i.e. synchronous, presentation of information within the quality constraints required by the application. Each layer in the proposed model is geared towards the cumulation of this goal. Network randomness and resource constraints adversely e ect the timely delivery of multimedia objects and result in loss of synchronization and play-out quality. Existing synchronization schemes, i.e. feedback, resource controlled, and deadline based found in literature 6{9] perform only for some speci c application scenarios.
Under the broad generalization of our framework for distributed multimedia systems, simple and exible synchronization protocols are needed which can readily adapt to the changing network con gurations and quality requirements of various applications. In this paper we concentrate on deadline-based scheduling using server-base mechanisms as this scheduling technique renders itself quite readily to the network architecture proposed by us. We identify the problem of scheduling of multimedia data for transmission onto a network with xed resources for on-time delivery to the remote user to be an NP-hard problem. Since polynomial time solutions to this are unlikely to exist we propose various heuristic algorithms for scheduling multimedia information onto some xed number of channels with known throughput and delay. These heuristics have low time complexity and can be used under the real-time scheduling conditions at the server site. Based on the proposed scheduling algorithms we develop a synchronization protocol that may be used by the synchronization and quality management layer to schedule transmission of multimedia streams by the virtual servers to the remote clients within their respective neighborhoods. To evaluate the e ectiveness of the proposed scheduling algorithms we have implemented the synchronization protocol over an ATM network. Various test cases representative of the network environment and multimedia information characteristics have been used for observing the performance of scheduling algorithms under di erent conditions. The organization of this paper is as follows: In Section 2, we propose a uni ed layer model for distributed multimedia systems. Section 3 describes the quality and synchronization requirements in distributed multimedia systems. In Section 4, we propose deadline-based scheduling algorithms which are used to generate transmission schedules for each channel among those available. In Section 5, we give a comparative performance of the scheduling protocols using an ATM network based experimental testbed. Section 6 concludes the paper.
Multimedia Applications and System Environments
We de ne a distributed multimedia system as an interactive multimedia environment which allows e cient real-time search and retrieval of multimedia information over broadband networks. There is a growing need to scale up electronic information services in terms of content, connectivity and convenience of use. Most of the multimedia applications require both client-server and multicasting types of connectivity.
The key issue in multimedia networking is the synchronized delivery of multimedia data in the presence of network heterogeneity and this poses unique technical challenges in broadband networking technology. High-level requirements include the maintenance of presentation quality, e ciency and real-time responsiveness. Careful management of network resources is necessary to handle delivery of media streams in such environments.
In distributed multimedia applications information exchange may involve communication in a workgroup or client-server environment. Functionally the multimedia system can be partitioned into di erent components which are essential for its operation. The multitude of multimedia applications that are being put forward provide a synopsis for a broad class of distributed multimedia services that fall under the general framework of multimedia networked services. Figure 1 depicts the proposed functional architecture of distributed multimedia application and emphasizes the important role of broadband networking technologies in supporting these applications. Each layer in the model, as discussed below, highlights the various functional characteristics of the the distributed multimedia system. The operation at each level can also be classi ed into three categories namely the establishment, activation, and termination phases. The establishment phase represents the initial setup time required for the application. After the setup, the actual data transfer and play-out take place during the activation phase. Finally at the end of the application the teardown of the setup is done in the termination phase. 
The Multimedia Application Layer
The multimedia application layer looks at the system from the perspective of the endusers. Thus all types of workgroup (people to people), interactive, and messaging paradigms are included in this layer. Workgroup applications can be classi ed by specifying the time and place of users. They may be same time/same place, same time/any place, any time/same place, or any time/any place. Examples of same time/same place include most single user using a single stand-alone computational facility, and most of conventional computing. Such applications generally have low level of networking and synchronization demands.
Same time/any place types of interactions include messaging systems, video-teleconferencing, real-time event observation etc. Remote multimedia presentations and tele-medicine can also be classi ed as same time/any place type workgroups. Such applications generally have strict synchronization requirements, and may use large amounts of network resources. Often, circuit-mode video-conferencing systems which consist of dedicated transmission systems to guarantee high levels of bandwidths to transmit multimedia data are required to support such systems.
Some varieties of collaborative work on a single project ts nicely in any time/same place type of interactions. This happens when there are expensive resources which may not be duplicated easily, such as manufacturing facilities. Resource utilization is maximized if subsequent shifts of workers takeover and continue the work leftover by the preceding shift. This requires e ective communication of information related to products and their processing among the di erent workers. Among the key supporting tools for such environments are collaboration-aware editors and databases. Collaboration-aware tools have capabilities to asynchronously track user changes over extended periods of time, such as weeks or months.
Examples of any time/any place types of include distributed multimedia messaging, and most environments which are highly distributed but loosely coupled. A prime example of this is the World Wide Web (WWW). This is a space of digitized and internetworked information. A very wide range of products and information services, both commercial and non-commercial, are getting connected with the WWW. Users throughout the world are able to share and modify the available information space without synchronization or timing constraints, which makes it any time/any place type of workgroup. Another example with similar constraints is multimedia internet mail.
Distributed Information and Directory Management Layer
The second layer, distributed information and directory management deals with the issues related to distributed object management and communications. The functions related to this layer include naming of objects, name resolution, access methods, and address resolution of distributed objects. Issues related to location transparency, and protocols for inter-server communication and synchronization are also treated in this layer. For example, there is no central authority, but location of documents and the user interface are relatively uniform across the world. WWW protocols include URL's (Uniform Resource Locators), HTML (HyperText Markup Language), and HTTP (HyperText Transfer Protocol).
Global directories are used to store the above meta-data. This meta-data should be accessible to distributed local sites and have unambiguous semantics. Part of this directory may be located centrally, and parts may be distributed among the di erent sites. Another issue treated in this layer is the replication of such meta-data. Replication introduces access e ciencies but at the same time space in-e ciencies, as well as update di culties are introduced. Finally, this layer also handles mechanisms for deadlock avoidance among di erent sites.
Con guration Management Layer
After the distribution and location of the requested multimedia information has been identi ed by the previous layer, the network needs to setup connections among various servers and information sources, transport and then assemble the data at the destination for play-out according to the quality and temporal constraints required by the application. Depending on the distribution of the multimedia information the network may need to establish point-to-point, multi-cast, multi-sync, or a combination of these connection con gurations, as shown in Figure 2 In the establishment phase the network needs to determine an appropriate route for the virtual connection, allocate resources for transport of multimedia data so that playout is within the quality and temporal constraints required by the application. The request for connection and the ensuing resource allocation can be initiated by the source or the receiver. Multi-point communication require more elaborate con guration and resource management procedures than point-to-point client-server connections. Multimedia data can be distributed over more than one source and may need to be collected and reassembled prior to delivery and subsequent display at the destinations. Furthermore each destination may not require or a ord the same play-out quality. Connections to users which can tolerate lower quality of presentation may require less network resources. The Resource ReSerVation Protocol (RSVP) 11] has been designed to support such multicasting services with di erent quality requirements over heterogeneous networks.
The objective of RSVP is to provide a standard protocol between the user site and the network for requesting and securing resources needed to support some desired presentation quality in multicasting multimedia environments. In a multicasting environment, when a client wishes to join an ongoing multimedia session, it sends a \Reservation request" consisting of owspec which speci es quality, and lter spec which de nes the set of data packets. Each receiving node in turn sends this request message upstream towards the server, a virtual-server, or router as shown in Figure 3 . The multimedia data packet follows the reverse of the route that the message packets use. At each node along the reverse data path to destination, RSVP applies admission control procedure to determine if the node has su cient resources to ensure the requested quality. The current version of RSVP however does not provide any functionality for multimedia synchronization. In Section 4 we present protocols which in conjunction with RSVP can provide synchronized multimedia services for both client-server and multicasting environments. When the virtual-server/routers and server grants the resources to the requesting client, the synchronization layer is informed about the new connection. In the active phase that layer can then start transmitting the media streams associated with the multimedia information being presented over the multicasting environment at that time. For this purpose the virtual-server/routers and server can use a predetermined transmission schedule that is consistent with the time a new client joins the session. We envision the network architecture shown in Figure 3 for the support of multicasting con gurations where quality of service required to support distributed multimedia environments can be guaranteed using synchronization protocols. For this purpose, the role of virtual-server/router is to receive multimedia data from the server with the original quality, and then transmit it, with the same or reduced quality, to individual clients which are in its vicinity. To ensure synchronous play-out at the clients end-to-end synchronization protocols can be used. We assume that the virtual-server/routers and the database servers are connected over a broadband backbone network which provides a high quality communication infrastructure.
Synchronization and Quality Management Layer
The development of distributed multimedia applications over broadband networks has introduced new challenges for storage, communication and presentation of diverse multimedia objects like video, audio, images, etc. Multimedia applications may require live data being generated in real time at remote locations or pre-orchestrated multimedia data stored at various servers interconnected over broadband networks.
Due to resource constraints and diverse user demands, a multimedia system may not be able to provide high quality services. For a qualitative evaluation of a service, a set of quality of presentation (QoP) parameters can be de ned to specify the desired quality of presentation of multimedia information. Restricted bu ering capability or limited network capacity may also require the dropping of some data and delivering partial multimedia streams. It is possible that a network may transmit several objects concurrently over independent virtual channels having di erent delay characteristics. Therefore these objects may experience di erent jitter delays, leading to inter-stream synchronization failures. Objects with missed deadlines start lagging while the data on other streams is continuously used up during presentation.
The presentation process for some applications may warrant high presentation quality, while other applications may be able to tolerate lower quality video or audio. Higher quality multimedia data requires more memory and network resources for storage and transport than its lower quality counterpart. For example cd-quality stereo music will need much more system resources than telephone quality voice data. The tolerance of lower presentation quality of multimedia data in some applications allows for some exibility in sharing limited network resources for the transport of the data. To e ectively exploit the exibility a orded by the required presentation quality a multimedia information system needs to e ectively map the QoP parameters into network quality of service (QoS) parameters which describe the network's performance characteristics in transporting data and are translated into network resource allocation for a certain connection.
Presentation of pre-orchestrated or live multimedia information requires synchronous play-out of time-dependent multimedia data according to some speci ed quality and temporal relations. A typical multimedia presentation may involve various multimedia data types with speci ed temporal constraints as shown in Figure 4 . At the time of creation of multimedia information, the temporal constraints among various data streams, necessary at the time of playback, can be expressed in the form of a model 12, 13] . In a distributed multimedia environment the multimedia information has to be identi ed, assembled, and communicated to a single or multiple remote users in a timely manner. The network requires to establish appropriate connections, allocate resources, and transport information e ciently to accomplish the tasks speci ed by the multimedia applications. Multimedia information (audio, video, images, etc.) has high information content and usually require much more network resources (i.e. capacity and bu er) than conventional data. In such environments resource allocation needs to be e cient and transport mechanisms need to cope with the limited network resource scenarios.
Retrieval and communication of multimedia data imposes diverse performance and reliability characteristics, on the underlying communication infrastructure. For example, while transmitting video and audio data streams, network delays must be bounded to maintain temporal synchronization requirements 7] . The concept of temporal synchronization in distributed multimedia networks is illustrated in Figure 5 , where an audio and a video clip is communicated from the server to the user over a network. The system must observe some time relationships (constraints) among and within various data objects in order to present the information to the user in a meaningful way. For audio and video objects a certain audio sample and video frame play-out rate is needed to ensure the continuity in their respective presentation. This type of synchronization is called intra-stream synchronization. Di erent streams may also have time constraints among them. The temporal relationships can be natural or synthetically created 12]. Simultaneous recording of voice and video through a VCR, is an example of natural relationship, while a voice annotated slide show, is an example of synthetically created relationship between audio and image information. Preservation of timing relationships between related multimedia streams is called inter-stream synchronization. In Section 4 we propose various synchronization protocols that may be used to enforce temporal constraints for the presentation of multimedia information over broadband networks within the framework of distributed multimedia applications given in Figure 1 . We also introduce two QoP parameters that relate to the synchronous delivery of multimedia information and are later used to evaluate the relative performance of the proposed protocols.
Broadband Network Layer
This layer provides the interface with the underlying networking infrastructure. We do not make any speci c assumptions for such interfaces. The main consideration at this level is that the network support some notion of QoS for monomedia tra c. The emerging broadband ATM technology 14,15] provides such network support. The ATM environment is ideally suited for the transport of heterogeneous streams of multimedia data, with di erent reliability and tolerance characteristics, to the same destination through the use of virtual channel (VC) and virtual path (VP) identi ers 16]. The VC and VP are used by the routing protocols to determine the path and channel a data packet would follow. When a connection is established between two or more hosts on the network a virtual path having one or more ATM switches is de ned. To determine the amount of bandwidth allocated to a connection, ATM requires connection admission control (CAC) and usage parameter control (UPC) protocols at each switch along the VP 15] . These protocols are used to manage the ATM resources for connection requirements 9].
Quality and Synchronization Mechanisms for Multimedia Systems
Anisochronous data (e.g. text and images) need to be available to the play-out devices at the destination prior to their play-out deadlines. On the other hand, isochronous objects such as video and audio can be decomposed into smaller presentation units which are meaningful to the play-out device. We refer to such a play-out units as Synchronization Interval Unit (SIU) 17]. For example, in a video clip such a unit can be taken as 1 30 th of a second, which corresponds to the play-out duration of a single frame. In other words, an SIU for a video object could be a video frame. For audio data, the SIU can be an audio sample. In case of discrete media objects (images and text), the entire object can be viewed as an SIU. Knowing and ensuring the temporal constraints of the SIUs allow ne-grain synchronization. The play-out process for the multimedia object can start as soon as the rst couple of SIUs are received instead of waiting for the whole object to become available to the play-out device 18]. To minimize destination bu er requirements and provide continuity in playback, the rates of communication and presentation of an isochronous object need to be equal. However due to the random delays introduced by the communication network and the variable bit rate (VBR) characteristics of multimedia data, the SIU reception is not streamlined. Play-out continuity requires that the network deliver SIUs at a constant rate, but as the size of the SIUs within and among di erent objects varies, the arrival time of each SIU would not be constant over a channel having a certain bandwidth. In addition, the random delays within the network also increase the uncertainty of SIU arrival times. The SIUs are the basic units for play-out devices as well as the units to ensure synchronization so their delayed arrivals may make them obsolete in the play-out process. Therefore, it is important to have intelligent and e cient mechanisms to ensure the SIU availability for the play-out devices before their presentation deadlines which need to be known a-priori. These deadlines can be easily derived from the object's deadline itself. All SIUs associated with the same temporal interval must be played out simultaneously within their overlapping intervals, which in turn requires the source to deliver SIUs for all objects before their play-out time.
Quality Requirements of Multimedia Information
The QoP parameters constitute a set of user-speci ed tolerable degradations of multimedia presentations that may occur due to resource limitations. These parameters can be used to quantify the presentation process from the user's point-of-view and establish network resources requirements to ensure the delivery of multimedia information with the desired quality. We elaborate on some of the user perceivable presentation parameters which in uence the play-out quality of multimedia information from a synchronization perspective. In Section 5 we will use these quality parameters to compare the proposed synchronization algorithms.
Quality Degradation due to Deadline Miss
Strict presentation requirements demand that multimedia objects be played out with zero slippage 12]. This can be achieved through inter-stream synchronization which requires that all objects must be delivered prior to their deadlines 7]. Concurrent objects may be transmitted over independent virtual channels which may have di erent delay characteristics. Therefore these objects can experience di erent jitter delays, causing some of them to miss their temporal deadlines. Objects with missed deadlines start lagging while the data on other streams is continuously used up during presentation 19]. Such synchronization failure is de ned as deadline miss. The acceptable delay or slippage of a media object (video clip, an image, audio segment, etc.) with respect to its deadline, depend on object types and multimedia applications as discussed in 20]. The relative skew between two concurrent media objects can lead to inter-stream synchronization failure. We can express acceptable level of presentation degradation due to such skew in terms of the percentage of deadline misses that are tolerable. The quality parameter can be expressed as the tolerable percentage, with which the SIUs of media objects can miss their deadlines by more than some allowable slippage.
Data Dropped due to Destination Bu er Over ow
Isochronous objects such as video and audio can tolerate some information loss (due to limited capacity and bu er availability) without a ecting their play-out quality perceivable by the users. These tolerance levels depend on the application and the media type used in that application. From user's perceptive, the rate and resolution can describe the bound for acceptable quality of a multimedia object. To overcome network resource limitations and reduce the e ect of random delays some data may be pre-fetched for every user. Also the random delays in the network could result in early arrival of data at the destination. However, limited bu er availability may restrict the amount of pre-fetched or early arrived data that can be stored. Thus random network delays and scheduling to ensure synchronization can lead to bu er over ow. Loss of data due to bu er over ow cannot be recovered and retransmission strategies can result in synchronization failure and are generally not feasible for multimedia applications 18]. One way to operate within a limited bu ering capability and restricted capacity is to deliver objects partially. Such loss of data can occur either due to destination bu er over ow or forced dropping of data as a result of channel capacity limitations. Depending on the required quality, a user can quantify the acceptable data loss for each object, in terms of some allowable percentage data loss. In applications that require lower resolution and/or presentation rate, some fraction of the object can be dropped. For example if the user can tolerate a presentation rate of 20 frames per second for a video object (instead of 30 frames per second for NTSC quality video), every third frame can be dropped without degrading the required play-out quality beyond that acceptable by the user. Alternatively if the data is coded using multi-band coding schemes 21{23], the appropriate band can be dropped. For isochronous objects (video and audio) the fraction of the object that can be dropped is the ratio of the required rate of presentation to the nominal one. In case of an-isochronous objects like text and images, this ratio is expressed in terms of resolution. Typical values of the presentation ratio, for various types of data objects, are given in 18].
To support synchronized delivery of diverse multimedia objects with di erent QoP requirements, the networks of today face the following challenges; -Allocation of resources for optimum utilization.
-Transport of each multimedia stream within the speci ed QoP parameters.
-Simple inter-switch signaling for low connection setup latency.
We now elaborate on various synchronization mechanisms for delivery of multimedia information over broadband networks.
Related Work in Synchronization
Several multimedia synchronization mechanisms have been proposed for client-server congurations over broadband networks, including server-based, feedback-controlled, and network resource-controlled. The server-based synchronization protocol uses the beste ort approach, for which the server generates a transmission schedule for data units of media streams with an objective to make them available at the client site prior to their play-out deadlines. The SIUs may need to be transmitted well ahead of their play-out deadlines to take care of random network delays. In the feedback approach, light-weight feedback messages are transmitted periodically by the client site back to the multimedia server to provide delay estimates to the server. In the resource controlled approach, dynamic control of network resources is used to meet the demand of the the changing tra c requirements of media streams for a given client-server connection. This guarantees the availability of resources on-demand, so that media streams are not constrained at the time of transmission.
Feedback Techniques for Synchronization
To ensure continuous and synchronized play-out of multimedia data on remote user stations, in the absence of globally synchronized clocks, a feedback technique, suggested by Ramanathan et al. 6] can be used. In this approach light-weight feedback messages (referred to as feedback units), transmitted periodically by the remote user stations back to the multimedia server, are used by the server to estimate the play-out instants of media streams at the respective remote station. The server uses these estimates to detect impending bu er over ow or under ow at the remote sites and so can readjust the transmission rate of the multimedia data streams to avoid the loss of data and synchronization at the remote station. Various re-synchronization strategies by which the multimedia server, based on its most recent estimate of the time to asynchrony of each stream, can adaptively control the feedback transmission rate from that remote play-out device 24]. Frequent transmission of feedback units, i.e. a high feedback ratio, enables the server to make more precise estimates of transmission times for better approximation to the actual playback rate. For inter-stream synchronization the multimedia server may either have to speed up some streams or slow down others, causing breaks in their presentations. The playback of one master stream can be maintained continuously while the other slave streams may be subject to play-out discontinuities.
The feedback approach places additional load on the remote stations, network, and multimedia server which have to generate, carry, and compute the feedback units and transmission times, respectively. In addition, this approach may not provide accurate delay estimates in a wide-area networking (WAN) environments, thus causing synchronization failures.
Network Resource Controlled Synchronization Mechanism
Synchronized delivery of multimedia data can also be ensured via intelligently controlling network resources. The crux of the approach is to guarantee availability of resources on-demand or in static mode, so that media streams are not constrained at the time of transmission. Recently new concepts of resource controlled synchronization of multimedia services have emerged 9].
In static resource allocation schemes, xed bandwidth and bu er can be allocated at each switch. However, tra c load at each intermediate node can change dynamically due to various factors, such as the number of users concurrently served by that switch, the changing level of concurrency of multimedia data streams, and the initiation of new requests. A number of factors can be considered while allocating limited network resources. One possible factor is to deliver objects partially and drop some SIUs at intermediate nodes. For concurrent data streams determining the number of SIUs to be dropped, at each switch and for each stream, is equivalent to distributing some penalty among the streams. Criterion for such decision can be based on the user's speci ed QoP parameters. These parameters can establish the bounds for the acceptable delivery of data to the user. From a user's point of view, data dropping represents a measure of the network's limitation in regard to not meeting the desired throughput rate of each object.
A fair capacity allocation policy at a switch requires that if transmission of streams need to be degraded, then degradation should be evenly spread across all the streams that are being transmitted concurrently. Under such a policy, the problem of nding dropping ratios for all concurrent objects, in an interval, to conform to the limited switch capacity, can be formulated as an optimization problem with constraints speci ed by the QoP parameters 9]. Such optimization can be integrated as a part of the overall resource reservation and allocation protocol. Existing resource reservation protocols like RSVP 11] and Session Reservation Protocol (SRP) 25] can be used to accommodate the generic protocol.
Static allocation schemes are simple to implement but they can be very ine cient and wasteful for managing multimedia connections when bandwidth requirements may vary signi cantly for the duration of a connection. On the other hand dynamic resource allocation schemes, while being able to allocate capacity/bu er e ciently, may require elaborate inter-switch signaling. This may result in longer connection setup delays. Furthermore, the network may not allow dynamic management or each switch may not be capable of dynamically assigning resources for each channel at any arbitrary instant of time. Computational complexity in the dynamic management of resources is another important issue that has to be addressed. New requests for service and changes in the tra c characteristics require reassignment of resources which may result in delays in connection management especially in user interactive environments. Another factor in the dynamic resource allocation is the selection of a route for the multimedia tra c. Resources management has to be performed at each intermediate node on the route. A node has to be able to allocate su cient resources to a connection at the speci ed time instances in accordance to the previous node and expected delays. Inter-node rate adjustment may need to be performed to cater to the distortions caused in the tra c pro le by the delays and dropping experienced along the route. With the developments in high-speed broadband network technology (enhanced bandwidth and improved processing capability available at each switch) dynamic resource allocation schemes may give optimum network resource utilization.
Deadline-Based Scheduling for Synchronization
To preserve the continuity in the presentation of a multimedia stream (intra-stream synchronization) the SIUs of that stream need to be available at the destination before their respective play-out deadlines. The SIUs generated at the source have di erent sizes and experience random delays over the network before reaching the destination. Therefore the SIUs need to be pre-scheduled, by a factor greater than their respective deadlines, to account for the random delays and diverse transit times. This pre-scheduling time is referred to as control time 7] . Since the delays are random, some SIUs may in fact arrive earlier than their deadlines, and would need to be bu ered. The amount of bu ering required depends on the control time, which in turn is dependent on the network delay distributions. In case of multiple streams, inter-stream synchronization along with intra-stream is also required. Concurrent streams may have to be played out at the same time instance, although their SIUs may have di erent size distribution and be carried on channels with di erent delay characteristics. Thus data streams possessing the same schedule, in terms of play-out times, may not necessarily produce identical control times, or require the same bu ering. To maintain inter stream synchronization each stream must experience the same overall delay. This can be achieved by accommodating the control time so that each stream is delayed as long as the largest control time. In 7] , various algorithms to determine the deadlines of data retrieval and the required bu er space are discussed. A play-out schedule can be decomposed into sub-schedules for each tra c or resource class. These derived schedules can be used by the data source to determine the time instances at which objects need to be scheduled on the network. The receiver can then bu er the incoming objects until their deadlines occur. In another approach, these schedules can be used to determine the worst-case skew between any two objects. Each object may then be delayed by that factor so that synchronization can be achieved at the destination. The rst method minimizes both bu er utilization (which may vary depending on the bu er usage pro le) and delay, since the schedule is derived based on minimizing these criteria. The second method allocates xed bu ering for objects well ahead of their deadlines, all of which may not even be required. The advantage of the latter is that it provides a simpler implementation mechanism. For live data the destination has no control over SIU generation times, and su cient capacity must be present to preserve real-time characteristics of the streams. In such cases control time is based on the size, delay, and channel capacity requirements of a representative data object. In case capacity is not adequate for all the multimedia tra c then either the connection is denied altogether, or a reduced quality service is o ered. The partial dropping of data according to some quality constraints (given by the QoP parameters) as discussed in Section 3.1.
End-to-End Synchronization Protocols and their
Impact on Quality
In a resource constrained environment, the network may not be able to meet the multiple channel demands of each multimedia connection. To overcome the network limitations and minimize the delay in connection establishment, server-based scheduling procedures can be used for synchronized presentation of multimedia data at the destination. It is assumed that the network uses a static reservation scheme, and provides multiple channels with guaranteed bandwidth and delay bounds. Each channel may have di erent delay bounds and bandwidth. In case the capacity of each channel and their number is not be su cient for transferring multimedia data within the given QoP requirements, the connection request may be denied, or as mentioned earlier some amount of multimedia data can be pre-fetched at the user-station, for presentation later at the play-out deadline. This results in some initial delay which increases the system response time.
The objective of the resource management scheme is to reserve resources to minimize the system response time and destination bu er requirements, while ensuring synchronized play-out of multimedia data. Since the presentation process has to be delayed because of the resource constraints, this scheduling scheme is more suited for application requiring pre-orchestrated or stored multimedia data rather than live data. Suppose there are n SIUs in a multimedia document that have to be transmitted over the network which can provide a set of m channels. Each SIU can be further packetized into smaller packets for transport over the network. Each channel has a guaranteed e ective bandwidth rate c j and some average jitter. The average time to reassemble an SIU which has been delivered over channel j is represented by j . If the aggregate capacity of the available channels is not su cient to provide inter-stream and intrastream synchronization then some amount of data may be pre-fetched to be played-out later synchronously. If the ith SIU (having size s i and play-out deadline d i ) is scheduled for transmission on the jth channel at time S j , according to some scheduling policy, then its arrival time, A i , at the user site becomes A i = S j + s i c j + j :
The tardiness of SIU i with respect to its play-out deadline is de ned as T i = max 0; A i ?
d i ]. When T i > 0, SIU i misses its play-out deadline, resulting in intra-stream as well as inter-stream asynchrony. To ensure synchronization and avoid missing play-out deadlines of SIUs, the start of presentation may need to be delayed until the tardy SIUs become available. Thus, the play-out of each SIU has to be delayed by the maximum tardiness T max = max
. This suggests that the induced play-out deadlines (d i + T max ), for 1 i n, are the earliest play-out deadlines that can be met to get synchronized presentation. Thus the pre-fetch time T max is the time by which the presentation of each SIU has to be delayed for guaranteeing synchronous play-out of the multimedia streams. Alternatively if the play-out process cannot be delayed, we must pre-schedule transmission of the SIUs. Accordingly, we present two scheduling algorithms which do not delay the play-out process at the destination.
The scheduling problem for synchronized delivery can be abstracted as follows. There are n SIUs to be scheduled on m channels. Each SIU has an associated size and deadline. Each channel has xed bandwidth and average jitter delay. There are several objectives which may be considered. We may attempt to minimize the makespan, where the makespan is the total timespan between the beginning of transmission of the rst SIU and the end of transmission of the last SIU. We may try to minimize the number of late SIUs. We may also look at the lateness, if any, of each SIU, and try to minimize the maximum lateness over all SIUs. There are other criteria such as average lateness, weighted lateness, and lateness/earliness combined for evaluation, but we will focus on the aforementioned objective functions in the algorithms below.
If we consider average channel jitter to be zero, the above problems reduce to the uniform parallel processor job scheduling, which is known to be NP-hard for the case of two or more processors 26, 27]. Thus the above problems are also NP-hard, and polynomial time solutions are unlikely to exist. However, to service user requests the server needs to schedule the multimedia documents in real-time as clients access multimedia documents. It is therefore essential that the scheduling algorithms used at the server site be fast enough to meet real-time requirements.
Below we present ve e cient heuristic algorithms to obtain approximate solutions to the scheduling problem posed by our environment. All algorithms try pre-schedule the transmission of SIUs so that they arrive at the destination before their play-out deadlines.
Algorithms B and C also delay the presentation process to avoid asynchrony. All of the algorithms have time complexity of O(n log n), where n is the number of SIUs scheduled.
The rst algorithm, A, tries to minimize the total completion time, or the makespan.
A list of SIUs is formed, ordered by their play-out deadlines. The SIUs are then scheduled one by one over the earliest available channels. This heuristic is based on the classic list scheduling heuristic 28], in which the packets with the earliest deadlines are scheduled rst. This heuristic is designed to minimize the makespan of all the jobs. One disadvantage of this heuristic is that it may schedule some packets too early and these packets then have to stay in the destination bu er until consumed. The remaining four algorithms attempt to correct the earliness liability of algorithm A. The advantage of this modi cation is reduced demand for the destination bu er.
In algorithm B, the SIUs are again scheduled in the order of their deadlines. However, the scheduling time for each SIU is calculated so that it is available for play-out at its deadline. If the channel is busy beyond its deadline, it is scheduled whenever the channel becomes available.
Algorithm C is identical to algorithm B, except that the the SIUs are scheduled not only on the basis of their play-out deadlines, but also their sizes. This has an advantage in some situations where large SIUs scheduled near the end will have relatively large lateness. Hence it is useful in reducing maximum lateness over all SIUs.
Algorithm D forms the schedule as follows. SIUs are scheduled at their play-out deadlines. Maximum tardiness among all these SIUs is calculated. Then the actual schedule is constructed by reducing all the scheduled times by this maximum tardiness.
Finally, algorithm E is identical to algorithm D, except that the initial list of SIUs is ordered by a combination of sizes and deadlines, as is done in algorithm C.
Let the multimedia document accessed by a user consists of a set of multimedia objects having a total of n SIUs, given by the set S = fSIU 1 ; SIU 2 ; : : : ; SIU n g. For each SIU i , the size s i and its play-out deadline d i are known. We assume that the network can provide a set of m channels, i.e. C = fC 1 ; C 2 ; : : :; C m g which may not su cient to provide inter-stream and intra-stream synchronization. Each channel C j , provides a guaranteed e ective bandwidth rate c j and an average SIU delivery/reassembly delay j inside the network. Each of the algorithms have two steps, namely sorting the SIUs in the order of their play-out deadlines or some weight function, and assigning the ordered SIUs to channels.
Let j denote the available time of channel C j . It denotes the earliest time when channel C j is idle and is initially set to zero for all channels. In these algorithms, a set S is a list of SIUs sorted according to some rule, SIU i denotes the ith SIU in the sorted list and L j represents the schedule for channel C j obtained from either of the algorithms. Step b: Initialize L j := f;g and j := 0 for all channels, 1 j m.
Step c: Starting from the head of the list schedule each SIU in S on the channel that results in earliest completion time (ECT), i.e. minimizes its arrival time at the destination. Step d: Update j , i.e. j = j + s i c j
Step e: Repeat Steps a to d until all SIUs in S have been scheduled.
Algorithm B
Step a: Sort SIUs in S in non-decreasing order of their play-out deadlines. If two SIUs have the same deadlines, then apply the LPT rule.
Step b: Initialize L j := f;g and j := 0 for all channels, 1 j m.
Step c: Starting from the head of the list schedule each SIU in S to reach the destination at its deadline on the channel that results in ECT. In case all channels are busy before the deadline then schedule it on the channel resulting in ECT. Step b: Initialize L j := f;g and j := 0 for all channels, 1 j m.
Step c: Starting from the head of the list schedule each SIU in S closest to its deadline on the channel that results in ECT. Step e: Repeat Steps a to d until all SIUs in S are processed.
Step f:T max is then max Step b: Initialize L j := f;g and j := 0 for all channels, 1 j m.
Step Step e: Repeat Steps a to d until all SIUs in S are processed.
Step f:T max is then max c j + j . The above algorithms are greedy algorithms. The complexity for sorting n SIUs is O(n log n) and complexity for scheduling n SIUs on m channels is O(nm). Thus, all algorithms have the same time complexity given by O(n log n + nm). Since n m, the time complexity reduces to O(n log n).
Evaluation of Proposed Algorithms
To evaluate the performance of the heuristic algorithms, we have implemented a testbed facility over an ATM network. For the experiment we have considered two set of network con gurations; one consisting of two channels with varying throughput and the other consisting of three channels again with di erent throughput. The algorithms have been implemented in form of protocols at the application layer which is above the ATM Adaptation Layer (AAL). The AAL layer corresponds to the broadband network layer of Figure 1 . In order to implement a somewhat realistic network environment, random jitter delays were introduced in form of aggregated delay for SIU delivery to the client. Also, Table 1 : Multimedia Object and Network Parameters for experimentation to study the e ect of bu er size on the percentage of bu er over ow, di erent bu er sizes were selected at the client to store the pre-fetched media data necessary for synchronization. Two streams of multimedia data, comprising of continuous video and audio SIUs, were transmitted from the server. The size of SIUs for the video stream were generated from a truncated normal distribution, so that the SIUs can represent compressed video frames having di erent sizes. The audio stream consists of xed size SIUs. Table 1 summarizes the parameters for the multimedia objects and the ATM network environment used to evaluate the proposed algorithms for the synchronization protocol.
Multimedia Objects Parameters
The results from the ve algorithms A through E indicate a complex interplay of various resources and multimedia application parameters. These include number, capac-ity, and jitter characteristics of the channels; size of SIUs; destination bu er size; and distributions of various random variables. For each algorithm, and each network con guration, the graphs plot the QoP parameters suggested in Section 3.1. These parameters include the proportion of total number of SIUs missing their play-out deadlines, denoted by P d , and the proportion of total number of SIUs dropped due to bu er over ow, denoted by P b . The interplay between loss of SIUs due to bu er over ow and the SIUs missing their play-out deadlines is the highlight of the experiment.
Algorithm A attempts to nd a tight schedule by transmitting the SIUs relatively close to each other, thus emphasizing maximal channel utilization. This scheme has an e ect of scheduling an SIU on a channel whenever one becomes available. As a result, in a networking environment with throughput su cient to match the multimedia data transmission requirements, deadlines are unlikely to be missed, as is observable from Figures 6 and 8 . However, the early scheduling of SIUs implies that they need to wait in the destination bu er until their respective play-out times. Since the bu er is limited, it is liable to over ow and may cause loss of SIUs when new data has to be stored in the bu er which is already full. This is demonstrated clearly in Figures 7 and 9 . In fact this algorithm has the highest SIU lossage due to bu er over ow, of all the algorithms considered. We conjecture that e ciency of this algorithm in terms of scheduling will decrease as the heterogeneity of the channels increases. The reason is that as more parameters are introduced in the decision making process of the algorithm, it is prone to deviate more from the optimal solution. In other words the resulting makespan would increase, stretching the schedule in time. Therefore, we expect reduced bu er over ow but more deadline misses, as is also observable from Figures 8 and 9 .
Algorithm A packs the SIUs as close to each other as possible, and thus length of intermittent channel occupation as well as multimedia data stream switches are minimized.
Algorithms A is most suitable in situations where destination bu ering is not a concern, but channel occupancy must be reduced to a minimum. It is also attractive in situations where assigning or deassigning a channel among di erent data streams is expensive. Finally, it may be more robust than other algorithms, because if any SIUs do not reach time in order to ensure their arrival close to their play-out deadlines. In addition to this pre-scheduling the play-out of the SIUs is also delayed by a factor of T max to ensure synchronization. As a result we expect deadline misses to be very fewer than those in algorithms D and E, and this is indeed seen to the case in Figures 6 and 8 . However, delaying presentation results in greater bu er over ow at the client site than that in algorithms D and E. This is clear from Figures 7 and 9 . Algorithms D and E schedule SIUs in a slightly di erent fashion. Instead of scheduling an SIU before its deadline as in algorithms B and C, the SIUs are tentatively scheduled at their deadline. The nal schedule is then obtained by subtracting T max from the scheduling time of the tentative schedule. This results in reduced bu er over ow but The scheduling experiments indicate that algorithms B and C have fewer SIUs with missed deadlines as compared to algorithms D and E, and all four of them miss more deadlines than algorithm A.
In summary following are the major observations. Firstly we observe a tradeo between the two QoP parameters, P b and P d . This observation can also be viewed as a tradeo in providing bu er at the client or withholding data at the server. Secondly, the high jitter delays smear the SIUs around their deadlines thus resulting in an increased P d and reduced P b . This is noticeable in Figures 6 and 8 variance. For all the algorithms with a given average SIU size as the aggregate channel capacity increases, P b decreases and P d increases. This happens because these algorithms attempt to schedule SIUs closer to their deadlines.
Algorithms D and E seem to be the algorithms of choice when destination bu ers are severely limited, and some SIUs lossage due to bu er over ow is tolerable. There are many real-world situations where we do not have any control over the size of these bu ers, and have to work with whatever bu er size is provided. This, however, is achieved at the expense of greater number of deadline misses. Algorithms B and C are most e ective when we require e cient utilization of the destination bu er although the it is not severely limited. The number of late SIUs is more than those in algorithm A, and it may also be less forgiving than algorithm A in the sense that tight scheduling near the deadlines allows little leeway for rescheduling. We may choose algorithms B or C over the others when we wish to have fewer deadlines misses. Di erent kinds of applications demand di erent types of QoP. For example, consider a neurologist retrieving a sonogram video data for a patient. Although a delay of few minutes in the preparation of this data may be tolerable, the neurologist would require the least amount of data to be lost. For this application, the timeliness of data is secondary to its reliability. Accordingly algorithms D and E are the best choices since they exhibit relatively low P b .
On the other hand, some applications may require continuous play-out of multimedia data without any interruptions, even at the expense of slight data loss. These applications include systems where high speed action video data needs to be continuously played-out while some data loss can be tolerated. For such applications, algorithms B and C is the right of choice.
Thus it is seen that network parameters should be studied in conjunction with the application at hand to determine which scheduling algorithm is best employed under the given circumstances. Particular attention needs to be paid to the bu er sizes, values of jitter, and levels of required QoP. 6 
Conclusion
In this paper, we have presented a uni ed layered architecture to support distributed multimedia services in client-server and multi-cast environments. The major issue in supporting such services is to ensure synchronized delivery of data to the client site. For this purpose, we have proposed a series of scheduling algorithms for an end-to-end synchronization protocols. Generally the scheduling of multimedia information for synchronized delivery is an NP-hard problem. The proposed algorithms can adjust to the network resource availability and have a time-complexity of O(n log n), where n is the number of SIUs. The major tradeo that has been observed is between data lost due to bu er over ow and play-out degradation caused by missed deadlines.
