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Abstract
Context Native vegetation extent is often a proxy for
habitat area in studies of human-modified landscapes.
However, the loss and retention of native vegetation is
rarely random among landscapes. Instead, the extent
of native vegetation in landscapes may be correlated
with abiotic factors, thereby obscuring or distorting
relationships between ecological phenomena and area.
Objectives We asked: (1) how has the potential for
non-randomvegetation loss to confoundarea effects been
addressed in the landscape ecology literature? (2) Are
consistent patterns of non-random vegetation loss and
retention evident frommodified regionsof twocountries?
Methods We reviewed 118 papers that related area to
an ecological response, to determine whether potential
biases associated with non-random vegetation loss and
retention were considered. We then analysed *18,000
100 km2 landscape units in Australia and SouthAfrica to
identify how different abiotic factors correlate with the
extent of native vegetation retained in those landscapes.
Results Only 21% of the studies we reviewed
explicitly or implicitly considered spatial biases in
vegetation clearing. Yet, across modified regions of
Australia and South Africa, landscape-scale native
vegetation extent was consistently and often strongly
related to abiotic factors, particularly soil properties
and topographic variability.
Conclusion Patterns of vegetation clearing and reten-
tion commonly reflect underlying abiotic heterogeneity.
These biases, which are infrequently highlighted in
studies focussing on area effects, have implications for
how we assess the importance of vegetation extent for
species and assemblages. Failure to account for correlates
of vegetation extent risks erroneous area-based conser-
vation prescriptions in human-modified environments.
Keywords Abiotic heterogeneity  Confounding
factor  Deforestation  Landscape modification 
Native vegetation extent  Species-area relationship
Introduction
The role of habitat area is central to ecology’s most
fundamental and enduring concepts, including the
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species-area relationship (Rosenzweig 1995; Whit-
taker and Triantis 2012) and metapopulation theory
(Hanski 1998). Habitat area affects patterns of species
distribution through its effects on colonisation, per-
sistence and local extinction (Kisel et al. 2011) via its
correlation with habitat diversity (Turner and Tjørve
2005), its association with fragmentation (Andrén
1994; Crouzeilles et al. 2014; Hanski 2015), and its
influence on the abundance of individuals (Connor and
McCoy 1979). For example, more colonists arriving
at, or individuals persisting within, larger areas of
habitat imply greater species richness, as more indi-
viduals will generally include more species (Connor
and McCoy 1979).
Habitat area effects have been explored at various
spatial scales in human-modified systems. Approaches
include assessing how organisms respond to habitat
area within a set radius of sampling sites (Polyakov
et al. 2013; Carrara et al. 2015), comparing the effect
of patch size (Nufio et al. 2011; Hadley et al. 2014),
and analysing the influence of habitat amount in pre-
defined landscape-units (Harrisson et al. 2012; Lima
and Mariano-Neto 2014). In such studies, area of
habitat is often defined as the total extent of native
vegetation cover, or cover of a particular vegetation
type, within or relating to the sampling units.
The contemporary spatial extent and distribution of
native vegetation in human-modified systems is gen-
erally a legacy of historical decisions about which land
should be cleared (Lindenmayer et al. 2010). Fre-
quently, land is cleared of its native vegetation based
on its potential to support land uses such as agriculture
(Lunt and Spooner 2005; Laurance 2008; Watson
2011), so the spatial pattern of vegetation clearing
reflects heterogeneity in the biophysical and socioe-
conomic factors that promote such land use (Rompré
et al. 2009). It follows that the amount of native
vegetation retained in a particular place will exhibit
correlations with those same biophysical factors, such
as soil properties and topography, which create
suitable conditions for human-dominated land uses
(Seabloom et al. 2002).
Spatial biases in the location of terrestrial protected
areas—often in unproductive, steep, and/or remote
places that are unsuitable for human developmental
needs such as agriculture or urban development—have
been repeatedly identified in the literature (Margules
and Pressey 2000; Cowling and Pressey 2003; Watson
et al. 2014). The ramifications of such biases are
clear—a lack of representation of habitats and species
in reserve systems (Watson et al. 2014). A related, yet
less-well studied issue is that of biases in patterns of
vegetation clearing and retention, and the ramifica-
tions of these biases—especially where vegetation
area is used to explain how species and assemblages
respond to landscape modification. If vegetation area
is consistently correlated with particular abiotic fac-
tors, what does this mean for conclusions drawn about
the effect of area?
Recognising that abiotic properties potentially
interact with area to affect ecological processes that
underpin the spatial occurrence of species and assem-
blages (Hawkins et al. 2003; Lindenmayer and Luck
2005) underscores the need to consider biases in
clearing patterns when exploring the effect of area.
Indeed, accounting for factors that both interact with
area to affect the response, and are correlated with area
because of non-random clearing, will allow for a more
nuanced understanding of area effects. Conversely,
failure to account for a confounding abiotic variable
may result in erroneous conclusions about the influ-
ence of area (Lindenmayer and Fischer 2006).
The confounding effect of non-random vegetation
clearing has important implications for key ecological
patterns and principles that are underpinned by area
effects. For example, clearing biases may affect the
shape of an observed species-area relationship. This is
because the area of patches, or of native vegetation in
landscapes, will be correlated with factors like soil
fertility and/or topographic variability, which may
also act on patterns of species richness via mecha-
nisms like resource availability (Maron et al. 2012). If
the bias is not accounted for, the shape of the species-
area relationship will not be an accurate representation
of the effect of area per se on species richness.
Clearing biases may also obscure a real effect of
area per se on an ecological response like species
occurrence or abundance. In such an instance, an
(expected) positive effect of habitat area on the
response variable may be dampened by the confound-
ing effect of an abiotic property like soil fertility. For
example, large patches of habitat may be less produc-
tive, given their association with poorer quality soils
that are unsuited to agriculture, while small patches
may be more fertile. The confounding effect of
productivity, and its association with resource avail-
ability (Watson 2011), may mean that species occur-
rence or abundance is similar in small and large
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patches, thereby masking a real area effect that may
exist where the confounding effect of productivity is
controlled for. In an applied conservation context,
such a finding may devalue larger areas, given a lack
of observed area effect. However, accounting for the
confounding effect of the abiotic attribute may reveal
that area is indeed important, with its effect dependent
on the abiotic attribute (i.e. an interaction).
Resolving uncertainty around how species and
assemblages respond to native vegetation area is
particularly important when conservation decisions,
such as the setting of targets for vegetation retention
and restoration, are based upon observed area effects
such as the species-area relationship (Maron et al.
2012). In light of this, to our knowledge, no compre-
hensive multi-regional examination of the types and
importance of factors confounding remnant vegetation
area in modified environments has yet been done. In
this study we examine how the phenomenon of non-
random vegetation clearing may confound the effects
of area on ecological responses, through both a review
of the global landscape ecology literature and an
empirical case study of data from almost 18,000
100 km2 landscape units from two continents. We ask:
(1) how do studies that use area to explore an
ecological response account for potential non-ran-
domness in patterns of vegetation extent? And (2) how
is the extent of native vegetation at the landscape scale
correlated with abiotic factors across human-modified
regions in Australia and South Africa? In undertaking
these analyses, we seek to provide a more detailed
understanding of how non-random patterns of vege-
tation clearing affect our interpretation of area effects,
and how these biases may impact conservation actions
that rely on the effect of area to conserve biodiversity.
Methods
Literature review
We used a systematic literature review to examine
how non-random vegetation clearing patterns have
been addressed in studies that explored the relation-
ship between vegetation area and an ecological
response in human-modified environments (i.e. those
that have been altered by the clearing and, often, the
fragmentation of native vegetation). The review
incorporated studies where the replicate sampling
units were sites (with buffers), patches or landscapes.
It was global in its coverage, and included papers
published 2005–2014 inclusive. The following key
word combinations were searched in the online
databases Scopus and Web of Science: (1) ‘‘indepen-
dent variable’’ or predictor and habitat and fragment*;
(2) ‘‘habitat area’’ and ‘‘area of habitat’’ and frag-
ment*; (3) ‘‘habitat cover’’ or ‘‘vegetation cover’’ and
fragment*. Titles and abstracts of studies from these
database searches were screened to identify poten-
tially relevant papers, returning a total of 172 and 180
potential candidate papers for the two databases,
respectively (including 113 duplicates). From this
subset of 239 unique papers, we retained those which:
(1) focussed on an empirical analysis of human-
modified terrestrial systems; and (2) incorporated a
measure of terrestrial habitat (vegetation) area as a
predictor of a species- or assemblage-level response.
The entire text of articles that satisfied these selection
criteria (n = 118) was examined to determine whether
spatial heterogeneity in abiotic factors was considered,
and particularly, whether the potential for abiotic
factors to confound habitat area due to non-random
vegetation clearing was: (a) explicitly controlled for in
study design; (b) accounted or controlled for as part of
data analysis; (c) considered in the interpretation and
discussion of results; (d) not explicitly acknowledged,
although spatial homogeneity in abiotic factors was




We quantified relationships between the extent of
native vegetation and various abiotic factors from
modified landscapes across different regions of Aus-
tralia and South Africa. A landscape-scale approach
was taken as vegetation extent in a landscape has been
advocated as a key determinant of species richness
(Fahrig 2013), and this scale—several square kilome-
tres to several hundred square kilometres (Fischer and
Lindenmayer 2007)—has been widely used to explore
biodiversity patterns in modified environments (Rad-
ford et al. 2005; Maron et al. 2012). Australia and
South Africa were selected for this analysis because
they are both large, span several climatic zones and
numerous landforms, and parts of each have been
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heavily modified. However, their contrasting land-
scape transformation histories allowed some explo-
ration of the generality of any patterns detected.
Because abiotic factors that may introduce spatial
bias to patterns of anthropogenic vegetation clearing
were our focus, we considered only regions that have
experienced substantial landscape alteration. In each
country, bioregions (or subregions) in which at least
25% of the land cover was non-native vegetation (i.e.
cleared, built-up, forestry plantations) formed the
study extent. Bioregions were based on the Interim
Biogeographic Regionalisation for Australia (Depart-
ment of the Environment 2012a) and the Bioregions of
South Africa, Lesotho and Swaziland (Mucina and
Rutherford 2006). Within each study extent, a
10 km 9 10 km grid was overlaid, and any incom-
plete (i.e. \100 km2) grid cells (such as those
overlapping the study extent’s boundaries or the coast)
were removed. Each grid cell represented a ‘landscape
unit’. The Australian study extent included 13,230
landscape units and the South African study extent had
4564 landscape units.
Landscape units within the Australian and South
African study extents were subset into broad geo-
graphic categories (Australia: south west, south east,
central east, north east; South Africa: south west,
central east, north east). Each category comprised 3–9
whole bioregions (see Supplementary material Appen-
dix 1 for identity of bioregions corresponding with
each broad geographic category). These geographic
categories were further subdivided based on climate
zone (temperate or arid), using a global Koppen-
Geiger climate classification (Peel et al. 2007)
(Fig. 1).
Response and predictor variables
National vegetation datasets were used to quantify the
extent of native vegetation in each landscape. For
Australia, we used the Commonwealth Government’s
National Vegetation Information System major veg-
etation groups map version 4.1 (Department of the
Environment 2012b). This product identifies the
contemporary distribution of major native vegetation
groups at a 100 m raster pixel resolution, and is a
summary of mapping produced by various State and
Territory agencies, as at 2012. The input datasets that
were incorporated into the mapping were updated
during the period 2009–2011. For South Africa, the
Vegetation Map of South Africa, Lesotho and Swazi-
land (Mucina and Rutherford 2006) was used. This
vector map, produced at a resolution of 1:250,000,
represents the pre-clearing extent of vegetation types.
It was converted to a 30 m raster and intersected with
the 30 m pixel resolution 2009 National Land Cover
map (South African National Biodiversity Institute
2009) to identify natural vegetation compared with
areas of transformed land cover (cultivation,
degraded, urban built-up, mines, plantations). In this
analysis, we considered all native vegetation types (i.e.
forest, woodland, shrubland, grassland), such that our
Fig. 1 Australia (top) and South Africa (bottom) study extents
with regional and climate zone categories displayed. Australian
regions: north east (n = 2434 landscape units, n = 1551
landscape units—temperate and arid, respectively); central east
(n = 1956, n = 566); south east (n = 2595, n = 1723); south
west (n = 1219, n = 1186). South African regions: north east
(n = 1161 landscape units, n = 799 landscape units); central
east (n = 1582, n = 931); south west (n = 141, n = 40)
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measures of landscape-scale native vegetation—the
amount of native vegetation retained in a landscape as
a proportion of the total area of the landscape
(100 km2)—represented the (aggregated) extent of
all native vegetation types (not just forest).
To explore patterns in native vegetation extent
among landscapes, we collated data on abiotic factors
relating to three key elements of landscape hetero-
geneity: soil, climate and topography (Stein et al.
2014). Average landscape values were obtained for
three soil attributes that contribute to soil fertility via
nutrient storage/availability and mediation of chemi-
cal processes (Hazelton andMurphy 2007): pH, cation
exchange capacity (cmol/kg) (CEC) and clay content
mass fraction (%) (clay content). Climate data
included annual mean temperature and annual rainfall,
with landscape-level average values derived for both
variables. The difference between the highest and
lowest points in a landscape unit was used to
determine range in elevation values. Details about
the datasets used for this analysis are summarised in
Table 1. Geospatial data processing and extraction
was done using ArcMap10.1 (ESRI 2012) and
Geospatial Modelling Environment (Beyer 2012).
Spatial datasets were reprojected using an Albers
equal-area projection.
In addition, we hypothesised that if clearing
patterns are biased by abiotic factors linked to
agricultural potential, then landscapes that retain more
native vegetation might be expected to be charac-
terised by lower-productivity native vegetation. The
Enhanced Vegetation Index (EVI) was used to provide
a proxy for the productivity of remaining native
vegetation in a landscape. Average EVI values were
derived for the remaining native vegetation in a
landscape unit, rather than for the entire landscape
unit, because in modified environments, landscape-
level EVI measures are likely to be strongly affected
by land use and may not reflect intrinsic landscape
conditions that preceded vegetation clearing. Further
information about how the EVI data were processed is
provided in Supplementary material Appendix 2.
Data analysis
Univariate ordinary least squares (OLS) linear regres-
sions were examined to explore the direction, shape
and strength of relationships between landscape-scale
native vegetation extent and abiotic factors in different
geographic and climate zone regions of the Australian
and South African study extents. Where an inspection
of scatter plots indicated nonlinearity in the
Table 1 Summary of variables and associated datasets used to explore patterns of landscape-scale vegetation extent in Australia and
South Africa
Variable Dataset (source) Scale
Soil
Cation exchange capacity (cmol/kg) International Soil Reference and Information Centre (ISRIC) Soil Grids 1 km
dataset (ISRIC—World Soil Information 2013; Hengl et al. 2014)—mean
estimates for the 0–5 cm soil depth range were extracted
1 km
pH
Clay content mass fraction (%)
Climate
Annual mean temperature (C) WorldClim database (Hijmans et al. 2005) 1 km
Annual rainfall (mm)
Topography
Range in elevation (m) Consultative Group on International Agricultural Research’s version of
NASA’s Shuttle Radar Topography Mission 90 m resolution v.4 digital
elevation model (Jarvis et al. 2008)
90 m
Productivity
Enhanced Vegetation Index (EVI) Australian and South African continental mosaic datasets (Paget and King
2008; TERN/AusCover 2013) of the Moderate Resolution Imaging
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relationship, a quadratic term was included in models.
The response variable—proportion of native vegeta-
tion retained in a landscape—was logit transformed
(Eq. 1) prior to these regression analyses using the
approach presented by Warton and Hui (2011), to
allow for the approximate fulfilment of linear mod-
elling assumptions.
log yþ e=1 yþ eð Þ ð1Þ
An added constant (e) was incorporated into the
logit transformation (Eq. 1). This value allowed for
sample proportions equal to 0 and 1 to be transformed,
without introducing substantial bias (Warton and Hui
2011). The smallest non-zero proportion values (to
three decimal places) were identified for each of the
Australian and South African datasets, and this value
(0.001 and 0.002, respectively) was used to represent
the constant e in logit transformations for data from
each country. All analyses were done in R (R Core
Team 2013).
Spatial autocorrelation may arise in models where
spatial patterning in the response variable is not wholly
accounted for by the spatial structuring of the model’s
predictor variables (Beale et al. 2010). This lack of
independence between data points may inflate Type I
errors (Diniz-Filho et al. 2003). A multivariate analysis
using generalized least squares (GLS) regression to
account for spatial autocorrelation was used to explore
how three abiotic factors representing soil fertility
(CEC), climate variability (annual rainfall) and topo-
graphic heterogeneity (range in elevation), and each two
way interaction, related to (logit) native vegetation
proportion. GLS regression, undertaken using the nlme
package in R (Pinheiro et al. 2013), allows for the
incorporation of a residual spatial correlation structure
into the model (Dormann et al. 2007). Collinearity in
input variables was checked prior to the multivariate
modelling using variance inflation factors (Zuur et al.
2010). Using the approach of Rhodes et al. (2009), we
found that variance inflation factorswerewell below10,
indicating collinearity was not likely to affect the
multivariate analyses. All predictor variables were
standardized to z-scores to allow for comparison of
coefficients among regions. For each region, six alter-
nativeGLS regressionmodelswere evaluated.Eachwas
a global model, but five incorporated a different spatial
correlation structure [exponential, Gaussian, linear,
rational quadratic, spherical (Zuur et al. 2009)], and
the sixth incorporated no spatial correlation structure
(i.e. a non-spatial model). The model with the lowest
Akaike information criterion (AIC) value was retained
for further examination. Inspection of bubble plots, and
variograms of normalised residuals, was performed to
determine whether residual spatial autocorrelation was




The full list of papers reviewed, and the category to
which theywere assigned as part of the review process,
is provided in Supplementary material Appendix 3. Of
the 118 studies reviewed in detail, only 15 considered
how non-random vegetation clearing influenced the
effect that area had on the response variable in
question. One of these 15 studies was designed to
control (in part) for spatial biases in vegetation extent
with respect to abiotic factors, five sought to account
for confounding factors in the analysis of data, and nine
acknowledged the influence of non-random clearing in
the interpretation of study results.
A number of key conclusions about the implications
of non-random clearing were highlighted by these
studies. For example, Polyakov et al. (2013) noted that
the predictive capacity of models of woodland bird
occurrence focussing on vegetation extent may be
affected by clearing biases, because landscapes with
high vegetation cover differ in soil properties and
vegetation type compared to low cover landscapes.
They found that including vegetation composition, as
well as extent, resulted in an improvement in the
explanatory power of models of species occurrence,
and highlighted the need to focus restoration efforts at
sites with fertile soils (Polyakov et al. 2013). Maron
et al. (2012) demonstrated that clearing biases distort
the shape of the relationship between woodland bird
species richness and native vegetation extent at the
landscape scale. Drinnan (2005) found that the positive
effect of vegetation connectivity on several taxa was
difficult to distinguish from the effect of remnant area,
and acknowledged that biases in clearing, whereby
larger and more connected remnants occurred in hilly
parts of an urban matrix, underpinned this correlation.
Furthermore, several studies highlighted that an
expected positive effect of area was not realised, and
734 Landscape Ecol (2017) 32:729–743
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associated this lack of effect with non-random patterns
of clearing. Basham et al. (2011) reported lower bat
activity in well-vegetated protected areas compared
with less-vegetated urban areas in the Sydney region
of eastern Australia, and suggested that the confound-
ing effects of soil fertility on vegetation extent—a
legacy of non-random clearing—may be responsible
for this result. Looney et al. (2009) proposed that
biases in clearing leading to a negative association
between remnant area and soil fertility underpinned
the lack of relationship between grassland beetle
community structure and patch size in prairie rem-
nants in a heavily modified agricultural matrix in the
north-western United States. The lack of an effect of
forest area on koalas (Phascolarctos cinereus) in
southern Australia was associated with biased clearing
patterns by Januchowski et al. (2008), who suggested
that the higher soil fertility associated with smaller
habitat fragments in a heavily cleared agricultural and
urban matrix was a more influential driver of koala
occurrence than forest area.
While not explicitly outlining efforts to account for
non-random vegetation clearing, ten studies noted that
the focal study system was spatially homogeneous
with respect to abiotic factors, implying that the effect
of non-random vegetation clearing was unlikely to be
an issue in these studies. A further nine studies were
designed such that one or more elements of spatial
abiotic heterogeneity were controlled for, although
this was not explicitly associated with controlling for
the confounding effect of non-random vegetation
clearing. While 28 studies used predictor variables
capturing spatial variation in abiotic factors, the
potential for correlations between these variables
and vegetation extent to modify the apparent effects
of area was not explored.
Empirical case study
Relationships between the proportion of native vegeta-
tion retained in a landscape and several abiotic factors
emerged repeatedly across regions in bothAustralia and
South Africa (Table 2; for all univariate graphs see
Supplementary material Appendix 4). In temperate
landscapes of Australia, the proportion of native veg-
etation retained in a landscape (hereafter, ‘native
vegetation extent’) was inversely related to average
CEC. Landscapes with a greater range in elevation and
higher average annual rainfall tended to have more
native vegetation. These patterns held for each of the
four Australian regions analysed, and were evident
when data from all temperate landscapes across these
four regions were combined (Fig. 2). Native vegetation
extentwas alsogenerally higher in temperate landscapes
characterised by soils with lower average clay content
and pH values, which, like CEC, are factors associated
with soil fertility. This result likely reflects the strong
correlations among the various soil properties. In arid
Australian regions, landscapes with more native vege-
tation were typified by lower values of average CEC,
average claycontent and averagepH, although the shape
and goodness-of-fit of these relationships varied among
regions. Average annual temperature was generally
negatively related to native vegetation extent, although
these relationships were typically weak (R2\ 0.10).
The strength and direction of the relationship between
native vegetation extent and mean EVI of remaining
native vegetation varied among geographic regions and
climate zones.
The range in elevation was related positively to
native vegetation extent in temperate and arid land-
scapes of all three South African regions, although this
relationship was weak in the central east and north east
(R2\ 0.15). In contrast to the results for Australia, soil
properties were not consistently negatively related to
native vegetation extent. Model fit was low when data
for all South African temperate landscapes were com-
bined (Fig. 2). EVI was generally lower in landscapes
where more native vegetation was retained, as
predicted.
The relationships identified from the univariate
analysis also emerged in multivariate GLS regression
models which accounted for spatial autocorrelation
(Table 3). In temperate and arid landscapes of all four
Australian regions, higher native vegetation extent was
associated with lower average CEC values (p\ 0.05).
Furthermore, higher range in elevation and average
annual rainfall values were always significant predic-
tors (p\ 0.05) of greater vegetation extent across
temperate Australian regions. The relative strength of
these effects varied within and among regions. In South
Africa, range in elevation had a significant (p\ 0.05)
positive influence on vegetation extent across all
regions and climate zones. However, unlike Australia,
higher native vegetation extent was associated with
higher values of average CEC in some regions of South
Africa. Inspection of bubble plots and variograms of
normalised residuals revealed that spatial
Landscape Ecol (2017) 32:729–743 735
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autocorrelation was reduced substantially, but was still
present in spatial models for some regions. This may
have been a function of autocorrelation occurring at
different scales among the predictors (i.e. range in
elevation = small-scale correlation vs annual rain-
fall = large-scale correlation) (Dormann et al. 2007).
Discussion
We conducted the first cross-continental evaluation of
factors confounding vegetation extent in regions
highly modified by anthropogenic activities. The
extent of native vegetation retained in human-modi-
fied landscapes was consistently, and often strongly,
related to particular abiotic factors of the landscapes
examined. This evidence of non-random vegetation
clearing across broad spatial extents has important
implications for studies in modified environments, as
these patterns may confound the observed effect of
habitat area on ecological responses such as the
persistence or richness of species. Yet, our literature
review highlighted that such non-random vegetation
clearing patterns and their ecological ramifications are
infrequently considered in landscape ecological
studies.
Table 2 Direction and significance of univariate ordinary least squares regression coefficients for the relationship between the
proportion of native vegetation in a landscape (logit transformed) and abiotic factors






















CEC – – – – – – – – – – – – – – – – – – – – – – – – 
Clay – – – – – – – – – – – – – – – n.s – – – – – – 
pH – – – – – – – – – – – – – – – – – – – – – – 
Elevation + + + + + + + + + + + + + + + n.s – – n.s 
Rainfall + + + + + + + + + + + + + + + – – – – – – + + + 
Temperature n.s – – – – – – – – – – – – + n.s – – – 








CEC n.s + + + n.s – – – + + + n.s 
Clay + n.s n.s – – – + + + n.s 
pH + + + – – – – – – + + + – – – 
Elevation + + + + + + + + + + + + + + + + 
Rainfall – – – + + + + + + n.s – – – n.s 
Temperature n.s – – – – – – + + + – – – – 
EVI – – – n.s – – – n.s – – – – – 
Grey shading: a quadratic term in the model due to evidence of nonlinearity in the relationship—see Supplementary material
Appendix 4 for all univariate graphs
CEC average cation exchange capacity (cmol/kg), Clay average clay content mass fraction (%), pH average pH, Elevation range in
elevation (m), Rainfall average annual rainfall (mm), Temperature average annual temperature (C), EVI average enhanced
vegetation index of native vegetation
?\0.05; ??\0.01; ???\0.001; n.s not significant
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Native vegetation extent is often correlated
with abiotic factors
In our Australian study extent, landscapes charac-
terised by soils with relatively lower CEC, pH and clay
values (i.e. less fertile soils) generally had more native
vegetation. Agriculture has been the major driver of
vegetation clearing in the Australian regions examined
(Bennett and Watson 2011), so soils suited to agricul-
tural production are expected to retain less native
vegetation. Similarly, hilly landscapes in temperate
Australia are less conducive to agricultural and other
anthropogenic land uses, and so retain more native
vegetation. A bias towards vegetation clearing in
flatter terrain was also shown by Seabloom et al.
(2002) across broad regions of California. The
Fig. 2 Ordinary least squares relationship between the propor-
tion of native vegetation retained in a landscape (logit
transformed) and three abiotic factors—average cation
exchange capacity (a, b), range in elevation (c, d) and average
annual rainfall (e, f)—for all temperate landscapes across the
four Australian regions (left column, n = 8204 landscape units)
and the three South African regions (right column, n = 2884
landscape units) examined
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topographic homogeneity of three of the four arid
Australian regions analysed in this study may explain
why no consistent pattern in the relationship between
vegetation extent and range in elevation was noted
among arid Australian regions.
While abiotic factors were consistently associated
with patterns of native vegetation retention in Aus-
tralian landscapes, in some regions of South Africa this
signal was less clear. Differing agricultural land use
practices in the two countries—particularly the occur-
rence of an agricultural sector that comprises commer-
cial and subsistence components in South Africa
(Kirsten and Moldenhauer 2006)—may go some way
to explaining this cross-continental inconsistency.
Subsistence/smallholder cultivation occurs in many
parts of South Africa, including in eastern and northern
regions of the country (Baiphethi and Jacobs 2009).
Compared to areas dominated by commercial agricul-
ture, subsistence agriculture often occurs in marginal
environments (Morton 2007), which may be charac-
terised by abiotic attributes like shallow soils and steep
slopes (Lal 2000). This may partly explain why the
observed relationships between native vegetation
extent and soil and topography variables in the north
east and central east regions of South Africa were
inconsistent with patterns observed in the Australian
study extent, and indeed, in south west South Africa. In
south west South Africa, patterns of vegetation extent
with respect to soil properties—particularly pH—and
range in elevation, resembled those seen in Australia. In
this part of South Africa, cultivation for commercial
agriculture and forestry are the dominant agents of land
transformation, which has resulted in substantial alter-
ation to flat and fertile areas (Rouget et al. 2003).
Interestingly, across Australia and South Africa, the
relationship between native vegetation productivity
(EVI) and the extent of native vegetation at the
landscape scale was weak. In some heavily cleared
heterogeneous landscapes, it is possible that less-
productive native vegetation may have been prefer-
entially retained while more-productive vegetation
was removed. Such retention of less-productive veg-
etation in low cover landscapes resulting from finer-
scale—(i.e. within-landscape) clearing biases may
dampen any relationship between vegetation produc-
tivity and vegetation extent at the landscape scale.
Within-landscape biases in clearing patterns have
ramifications for studies conducted at finer scales,
including patch- and site-level studies.
When do biases in vegetation retention matter?
Environmental heterogeneity, including spatial vari-
ability in abiotic factors such as soil, topography and
climate, is a key driver of biodiversity patterns
(Seabloom et al. 2002; Stein et al. 2014). While
abiotic heterogeneity was considered in more than half
of the studies assessed as part of our literature review,
few linked this heterogeneity with patterns of vege-
tation clearing, or considered the implications for the
area effects being examined. There are several possi-
ble reasons why this link was not made, including (1)
non-random vegetation clearing associated with spa-
tial abiotic heterogeneity was not a characteristic of
the study extent, (2) the scale of the analysis was not
congruent with the scale of (non-random) vegetation
clearing patterns in the study extent, (3) variability in
the ecological response was not influenced by spatial
abiotic heterogeneity, or (4) sample units for which
area was examined were spatially homogenous.
Furthermore, in many instances, abiotic hetero-
geneity (and its correlation with patterns of clearing)
may be incidentally or indirectly controlled for in
studies, without this explicitly being stated. For
example, analytical techniques employed to control
for spatial autocorrelation, or the use of measures of
area which are correlated with, or proxies for, abiotic
heterogeneity (i.e. specific vegetation types that are
associated with particular abiotic conditions, rather
than a broader conceptualisation like native vegetation
extent), may account for spatial abiotic heterogeneity.
Such approaches would reduce the confounding effect
of biased clearing patterns in studies examining the
effect of area.
Of the 15 studies that did consider the potential
influence of non-random vegetation clearing (see
Supplementary material Appendix 3), 11 focussed
on the effect of soil properties. Several of these studies
(Januchowski et al. 2008; Looney et al. 2009; Basham
et al. 2011) highlighted that a lack of an area effect was
due to biased vegetation clearing patterns, whereby
soil fertility/productivity was negatively correlated
with habitat area. Because bigger remnants were
associated with poorer quality soils, a positive effect
of area on the response variable in these studies was
not realised. Enhanced habitat quality, associated with
access to foraging resources, was invoked to explain
these findings (Januchowski et al. 2008; Looney et al.
2009; Basham et al. 2011). Indeed, Lindenmayer and
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Luck (2005) proposed that in a scenario where patterns
of vegetation clearing are non-random, the response of
species and assemblages to landscape modification
may in fact be an interaction between habitat quantity
and quality. Storch et al. (2005) documented that the
effect of area exhibits an interaction with one such
measure of habitat quality—environmental energy
availability—such that the positive effect of area is
depressed because increased energy availability pro-
motes greater species occupancy per unit area.
Expanding upon the concept that the effect of
area is dependent on abiotic properties, Maron et al.
(2012) demonstrated that biased clearing patterns
can affect interpretation of the species-area relation-
ship. In their study of the effect of native vegetation
extent on bird species richness, Maron et al. (2012)
highlighted that (1) high cover landscapes and low
cover landscapes tend to be characterised by differ-
ent attributes (i.e. lower and higher productivity
soils, respectively), and (2) the effect of area on
species richness differs as a function of landscape
productivity. The authors concluded that the shape
of the observed species-area relationship was not a
valid representation of the effect of area, because of
the confounding effect of soil productivity on
vegetation extent (Maron et al. 2012). This conclu-
sion was based upon the finding that landscapes
which have been extensively cleared tended to be
more fertile, which may imply that retained vege-
tation in these low cover landscapes is relatively
more productive, and thus able to support a higher
density of individuals and more species per unit area
(Maron et al. 2012).
As revealed by our literature review, non-random
clearing associated with abiotic factors may manifest
in the lack of an observed area effect, or a distorted
species-area relationship. Although not noted in the
studies we reviewed, an apparent area effect may also
reflect a positive correlation between area and another
factor that positively affects species occurrence—for
example, habitat heterogeneity that is associated with
increased topographic variability. A study extent—
regardless of the scale (sites with buffer, patches,
landscapes) of the study units for which vegetation
extent is being analysed—that encompasses hetero-
geneity in abiotic factors and biased patterns of
vegetation removal clearly warrants special consider-
ation, as there is potential for inaccurate conclusions to
be drawn about the effects of area per se.
Conservation implications
Erroneous interpretations about the effect of area on
species and assemblages can adversely affect conser-
vation prescriptions that seek to achieve a biodiversity
outcome by protecting or restoring native vegetation.
For example, observed area effects in which biases
associated with non-random clearing are unaccounted
for may result in (1) actions that protect or restore too
little habitat to achieve a specific goal, (2) actions that
protect more habitat than is necessary to achieve a
specific goal, and/or (3) activities in which efforts are
concentrated in the wrong locations (with respect to
abiotic properties).
Specifically, the value of large areas may be
undervalued, where an uncontrolled bias obscures
the effect of area. Conversely, a confounding factor
like topographic variation and associated habitat
heterogeneity may indicate (erroneously) that area is
influential, thereby overstating the importance of
large areas. An assumption that larger areas are more
valuable than smaller areas, may overlook the fact that
smaller areas are often of higher quality, because of
their association with abiotic factors like enhanced
soil fertility. Interpretations of the species-area rela-
tionship, such as the occurrence and position of a
threshold (Swift and Hannon 2010), will be con-
strained by the confounding effect of abiotic factors
that potentially interact with area to affect species
richness. This limits the utility of this relationship for
informing conservation actions.
The potential existence of system-specific area
effects—whereby the effect of area is different
depending on whether the habitat is associated with a
particular abiotic attribute like higher or lower soil
fertility—should be considered in conservation actions
that focus on area. Such system-specific relationships
imply that the amount of habitat that needs to be
protected or restored to achieve a particular biodiver-
sity outcome will differ depending on the underlying
abiotic attribute(s) of the area that is the focus of the
conservation action (Maron et al. 2012). For example,
a target to maintain the amount of habitat above a
minimum threshold, based on an observed area effect
derived from one system (i.e. fertile, productive
habitat), may not achieve the desired outcome if it
were translated to infertile habitat, because a greater
area of this relatively less-productive habitat type may
be needed to achieve a comparable biodiversity
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outcome. Conversely, applying a habitat protection (or
restoration) target to a fertile system, based on an
observed area effect from an infertile system, may
overestimate the area required to achieve the desired
biodiversity outcome, representing a potentially inef-
ficient use of limited conservation resources.
Conclusion
Notwithstanding some notable exceptions such as the
Biological Dynamics of Forest Fragments project
(Laurance et al. 2011), analyses of human-modified
landscapes generally involve ‘natural experiments’—
relating observed, as opposed to experimentally-
created, patterns to ecological phenomena. The diffi-
culty in controlling confounding factors experimen-
tally is a fundamental limitation of such studies,
underscoring the need for careful consideration where
predictor variables may be correlated (McGarigal and
Cushman 2002). Here, we have highlighted that native
vegetation extent is frequently correlated with a range
of abiotic factors linked to non-random vegetation
clearing, and that the occurrence of such correlations
may lead to erroneous conclusions about the effect of
area on an ecological response. In exploring ecological
patterns in modified environments, such as the
response of species and assemblages to area, it is
crucial that the mechanisms acting on the response,
including those associated with area by virtue of non-
random vegetation clearing, are taken into account.
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