基于深度邻近连接网络的单幅图像去雨方法 by 傅雪阳 et al.
计算机科学 
Computer Science 





































基金项目：国家自然科学基金(61571382, 81671766, 61571005, 81671674, 61671309，U1605252) 
This work was supported by the National Natural Science Foundation of China (Grant No.61571382, 





























中图法分类号 TP391.41   DOI 10.11896/jsjkx.190100228 
 
Method for Single Image De-raining Based on Deep Adjacently 
Connected Networks 
FU Xueyang，SUN Qi，HUANG Yue and DING Xinghao 
School of Information Science and Technology, Xiamen University, Xiamen, Fujian 361005, China 
Abstract Rain streaks result in the occlusion of image content, which seriously affects the human visual effect and the performance 
of subsequent systems. Existing deep learning-based methods improve de-raining performance at the expense of complex network 
structure and parameter burden, which makes these methods difficult for serving practical applications. In this work, a deep adjacently 
connected networks is proposed for single image de-raining. By focusing on the relationship between the learned feature maps, a fusion 
operation is designed to connect the adjacent features to obtain rich and effective representation. Experiments, which conducted on three 
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public synthetic datasets and real-world rainy images, show that the proposed method improves de-raining performance on both 
subjective and objective evaluations. The average structural similarity (SSIM) on the synthetic dataset Rain100H is 0.84, and the average 
SSIM values on the synthetic dataset Rain100L and Rain1200 are 0.96 and 0.91, respectively. When testing on real-world rainy images, 
the proposed method can effectively remove the foreground rain streaks while protecting background image information to obtain better 
visual quality. Compared with JORDER, the proposed method achieves comparable de-raining results while can reduce the model 
parameters and CPU runtime by one and two orders of magnitude, respectively. The experimental data demonstrates that fusing adjacent 
features in the deep network can generate more effective representation. Therefore, although the proposed method contains relative few 
parameters and simple neural network structure, it can still achieve better image de-raining performance and solve the problems of 
parameter burden and complex network structure in existing methods. Moreover, the network structure design scheme in this paper can 
also provide reference values for relative image restoration tasks based on deep learning. 


































































































































特征提取模块 扩张卷积模块 融合操作，公式(9) 重构模块  
图 1 本文所提深度邻近连接网络的整体结构示意图 

























（dilation rate）的卷积操作  
𝑓𝑙1 = ℎ(𝑊𝐷𝑅=1 ∗ 𝐹𝑙−1 + 𝐵𝑙1)(3) 
𝑓𝑙2 = ℎ(𝑊𝐷𝑅=2 ∗ 𝑓𝑙1 + 𝐵𝑙2)(4) 





































Fig. 2 Detailed structures of dilated convolution module 







?̂? = 𝑊𝐿 ∗ 𝐹𝐿−1 + 𝐵𝐿(7) 



























具体的融合操作与式 (6)相似  










(c) 本文网络  
图  3  三种不同网络的结构示意图比较  




























































𝑥,           𝑖𝑓 𝑥 > 0




































度学习的DDN算法 [13]和 JORDER算法 [14]具有
较大的模型容量和非线性函数映射能力，能更
好地去除不同类型的雨线。图4(d)、图4(e)分




































Table 1 Comparisons on SSIM and PSNR 
数据集 指标/理想值 LP[6] CSC[9] DDN[13] JORDER[14] 本文 
Rain100L 
SSIM / 1.00 0.86 0.9 0.95 0.97 0.96 
PSNR / + ∞ 28.65 29.89 34.61 36.63 34.31 
Rain100H 
SSIM / 1.00 0.43 0.51 0.81 0.84 0.84 
PSNR / + ∞ 15.05 15.23 26.88 26.54 26.84 
Rain1200 
SSIM / 1.00 0.82 0.82 0.89 0.89 0.91 
PSNR / + ∞ 22.46 25.16 30.95 29.75 32.34 
参数量  - - 56,175 369,792 36,915 
表2给出了上述五种算法在 100幅大小为 750×750像素的图像上的平均运行时间，对于













Table 2 Comparisons on running time (seconds)  


































(a)     (b)     (c)    (d)      (e)     (f) 
 
图 5 不同的去雨方法在真实数据上的主观效果比较。 















[1] KANG L, LIN C, FU Y. Automatic 
Single-Image-Based Rain StreaksRemoval via 
Image Decomposition[J].IEEE Transactions on 
Image Processing, 2012,21(4):1742–1755. 
[2] HUANG D, KANG L, WANG Y, et al. 
Self-Learning BasedImage Decomposition with 
Applications to Single Image 
Denoising[J].IEEE Transactionson Multimedia, 
2014, 16(1):83–93. 
[3] CHEN Y, HSU C. A Generalized Low-Rank 
Appearance Model for Spatio-Temporally 
Correlated Rain Streaks[C]//IEEE International 
Conference on Computer Vision.Sydney, NSW, 
Australia, 2013, 1968–1975. 
[4] WANG Y, LIU S, CHEN C, et al. A 
Hierarchical Approach for Rainor Snow 
Removing in a Single Color Image[J]. IEEE 
Transactions on Image Processing,2017, 
26(8):3936–3950. 
[5] LUO Y, XU Y, JI H. Removing Rain from a 
Single Image via Discriminative 
SparseCoding[C]//IEEE International 
Conference on Computer Vision. Santiago, 
Chile, 2015,3397–3405. 
[6] LI Y, TAN R, GUO X, et al. Rain Streak 
RemovalUsing Layer Priors[C]//IEEE 
Conference on Computer Vision and Pattern 
Recognition.Las Vegas, NV, USA, 2016, 
2736–2744. 
[7] ZHU L, FU C, LISCHINSKI D, et al. Joint 
Bi-layer Optimizationfor Single-image Rain 
Streak Removal[C]//IEEE International 
Conference on ComputerVision. Venice, Italy, 
傅雪阳，等：基于深度邻近连接网络的单幅图像去雨方法                                                           9 
 
2017, 2545–2553. 
[8] CHANG Y, YAN L, ZHONG S. 
Transformed Low-Rank Model for Line Pattern 
NoiseRemoval[C]//IEEE International 
Conference on Computer Vision. Venice, Italy, 
2017,1735–1743. 
[9] GU S, MENG D, ZUO W, et al. Joint 
Convolutional Analysis andSynthesis Sparse 
Representation for Single Image Layer 
Separation[C]//IEEE InternationalConference 
on Computer Vision. Venice, Italy, 2017, 
1717–1725. 
[10] KRIZHEVSKY A, SUTSKEVER I, 
HINTON G. ImageNet classification with deep 
convolutional neural networks[C]//Conference 
and Workshop on Neural Information 
Processing Systems. Lake Tahoe, Nevada, 2012, 
1097-1105. 
[11] EIGEN D, KRISHNAN D, FERGUS R. 
Restoring an Image Taken through a 
WindowCovered with Dirt or Rain[C]//IEEE 
International Conference on Computer Vision. 
Washington,DC, USA, 2013, 633–640. 
[12] FU X, HUANG J, DING X, et al. Clearing 
the skies: a deep network architecture for 
single-image rain removal[J]. IEEE 
Transactions on Image Processing, 2017, 26 
(6) : 2944-2956. 
[13] FU X, HUANG J, ZENG D, et al . 
Removing rain from single images via a deep 
detail network[C]// IEEE Conference on 
Computer Vision and Pattern Recognition. 
Honolulu, HI, USA, 2017, 3855-3863. 
[14] YANG W, TAN R, FENG J, et al. 
DeepJoint Rain Detection and Removal from a 
Single Image[C]//IEEE Conference on 
ComputerVision and Pattern Recognition. 
Honolulu, HI, USA, 2017, 1685–1694. 
[15] PAN J, LIU S, ZHANG J, et al. Learning 
Dual Convolutional Neural Networksfor 
Low-Level Vision[C]//IEEE Conference on 
Computer Vision and Pattern Recognition.Salt 
Lake City, Utah, USA, 2018, 1–10. 
[16] ZHANG H, PATEL V. Density-Aware 
Single Image De-raining using a 
Multi-streamDense Network[C]//IEEE 
Conference on Computer Vision and Pattern 
Recognition. SaltLake City, Utah, USA, 2018, 
1–10. 
[17] YU F, KOLTUN V, FUNKHOUSER T. 
Dilated residual networks[C]//IEEE Conference 
on Computer Vision and Pattern Recognition. 
Honolulu, HI, USA, 2017, 636-644. 
[18] HE K, ZHANG X, REN S, et al.. Deep 
residual learning for image 
recognition[C]//IEEE Conference on Computer 
Vision and Pattern Recognition. Las Vegas, NV, 
United States, 2016, 770-778. 
[19] HUANG G, LIU Z, MAATEN L, et al. 
Densely connected convolutional 
networks[C]//IEEE Conference on Computer 
Vision and Pattern Recognition. Honolulu, HI, 
USA, 2017, 4700-4708. 
[20] KINGMA D, Ba J. Adam: A Method for 
Stochastic Optimization [C]//International 
Conference on Learning Representations. San 
Diego, CA, USA, 2015, 1–15. 
[21] WANG Z, BOVIK A, SHEIKH H, et al. 
Image Quality Assessment: from Error 
Visibility to Structural Similarity[J]. IEEE 
Transactions on Image Processing, 2004, 
13(4):600–612. 













Xueyang Fu，born in Anhui, 
PhD, is Member of China 
Computer Federation (CCF). 
His main research interests 
include image processing and 
machine learning. 
Xinghao Ding，born in Anhui, 
PhD,  Professor, PhD 
supervisor, is Member of 
China Computer Federation 
(CCF). His main research 
interests include computer vision, machine 
learning, big data analysis and processing, 
sparse representation theory and artificial 
intelligence.
 
