Abstract. A (2, * )-group is a group that can be generated by two elements, one of which is an involution. We describe the method we have used to produce a census of all (2, * )-groups of order at most 6 000. Various well-known combinatorial structures are closely related to (2, * )-groups and we also obtain censuses of these as a corollary.
Introduction
The objects that play a central role in our paper are (2, * )-groups, that is, groups that can be generated by two (not necessarily distinct) elements, one of which is an involution. We will also need the notion of a (2, * )-triple, which we now define. Definition 1.1. A (2, * )-triple is a triple (G, x, g) such that G is a (2, * )-group, {x, g} is a generating set for G and x is an involution. Two (2, * )-triples (G 1 , x 1 , g 1 ) and (G 2 , x 2 , g 2 ) are isomorphic if there exists a group isomorphism from G 1 to G 2 mapping x 1 to x 2 and g 1 to g 2 .
The first aim of this paper in to announce a complete determination of all (2, * )-groups of order at most 6 000. The methods we used and how they improve on the ones used by previous authors are discussed in Section 2. Here, we only state the following: Theorem 1.2. Up to isomorphism, there are precisely 129 340 (2, * )-groups and 345 070 (2, * )-triples of order at most 6 000.
The database of all (2, * )-groups and triples in a form readable by magma [2] is available at [17] .
The second aim of this paper is to prove an asymptotic enumeration result for (2, * )-groups and (2, * )-triples. Let f (n) and f t (n) denote the number (up to isomorphism) of (2, * )-groups and the number of (2, * )-triples (respectively) of order at most n. The graphs of f (n) and f t (n) are depicted in Figure 1 . A quick look at this picture might suggest that both f (n) and f t (n) grow polynomially in n. This is not the case. In fact, in Section 3, we show the following: Theorem 1.3. There exist positive constants a and b such that, for n ≥ 2 we have n a log n ≤ f (n) ≤ f t (n) ≤ n b log n .
The problem of optimising the constants a and b in Theorem 1.3 is beyond the scope of this article and is related to the problem of enumerating the normal subgroups of finite index in certain finitely presented groups (see for example [12, Chapter 2] ).
The third aim of the paper is a discussion of a relationship between (2, * )-groups and several highly symmetrical geometric and combinatorial objects; for example, cubic Cayley graphs, arc-transitive digraphs of out-valence 2 and rotary maps (both chiral and reflexible, on orientable and non-orientable surfaces). These relationships are explained in Sections 4 and 5. Together with our census of (2, * )-triples they have allowed us to generate complete lists of:
• cubic Cayley graphs generated by an involution and a non-involution, with at most 6 000 vertices; • digraphs of out-valence 2 admitting an arc-regular group of automorphisms, with at most 3 000 vertices; • rotary maps (both chiral and reflexive) on orientable surfaces, with at most 3 000 edges; • regular maps on non-orientable surfaces, with at most 1 500 edges. Databases of these objects are also available at [17] .
Constructing the census of small (2, * )-groups
In this section, we are concerned with the problem of generating a complete list of (2, * )-triples (G, x, g) with |G| ≤ m for some prescribed constant m. Let us discuss a few possible approaches to this problem.
2.1.
Using a database of small groups. If m is sufficiently small, then a database of all the groups of order at most m might be available. For example, at the time of writing of this article, all groups of order 2 000 are known, and all except those of order 1 024 are available in standard distributions of GAP [7] and Magma [2] . One might thus try to search through such a database and, for each group G in the database, determine all possible generating pairs (x, g) with x being an involution, up to conjugacy in Aut(G).
While this approach is rather straight-forward, it has an obvious downside in that it requires iterating over all the groups of order at most m. Even getting access to the groups of order 1 024 is difficult at the moment and, even in the near future, the groups of order 2 048 will probably remain out of reach. Even if one had access to these groups, their number would make it all but impossible to iterate over them. (There are more than 10 15 groups of order 2 048 [5] .) These considerations should make it clear that, to make any significant progress, one should find a way to avoid having to consider all groups of order at most m.
2.2.
Using the LowIndexNormalSubgroups algorithm. Observe that every (2, * )-group is an epimorphic image of the free product U := C 2 * C ∞ = x, g | x 2 and can thus be obtained as a quotient of U by a normal subgroup N not containing x. Note that this yields not only the (2, * )-group U/N , but also the (2, * )-triple (U/N, N x, N g). In order to find all (2, * )-triples of order at most m it thus suffices to find all normal subgroups of U of index at most m.
Firth and Holt [6] have developed a very efficient algorithm for determining normal subgroups of bounded index in a finitely presented group. The current implementation of this algorithm in Magma can, in principle, compute all normal subgroups of index at most 500 000. However, for certain finitely presented groups the practical limitations of the algorithm (or at least its current implementation in Magma) make the computation unfeasible, even for much smaller indices.
An approach along these lines (disguised in the language of rotary maps; see Section 5.2) has been successfully used by Conder [3] to determine all normal subgroups of U of index at most 2 000, but computations took several months.
2.3. Using group extensions. Finally, we describe the approach that we used to compile a complete list of (2, * )-groups and triples of order at most 6 000. The method is inductive and constructs (2, * )-groups as extensions of smaller ones. The general idea is not new (see for example [8] ), but our recent implementation proved to be more efficient than recent efforts using the LowIndexNormalSubgroups algorithm.
Let us first set some terminology. If N is a normal subgroup of a group G and Q is a group isomorphic to the quotient G/N , then we say that G is an extension of Q by N . (Some authors call G an extension of N by Q.) If N is a minimal normal subgroup of G, then we shall say that the extension is direct, and if N is elementary abelian, then we say that the extension is elementary abelian. The soluble radical of a group is its (unique) largest normal soluble subgroup.
Lemma 2.1. If G is a (2, * )-group, then either G has a trivial soluble radical, or G is a direct elementary abelian extension of a smaller (2, * )-group or of a cyclic group of odd order.
Proof. As G is a (2, * )-group, we have G = x, g , for some involution x ∈ G and some g ∈ G. Suppose that the soluble radical S of G is non-trivial. Let N be a minimal normal subgroup of G contained in S. Since S is soluble, N is elementary abelian and hence G is a direct elementary abelian extension of N by G/N . If G/N = xN, gN is not a (2, * )-group, then xN = N and gN has odd order, that is, G/N = gN is cyclic of odd order. Lemma 2.1 suggests an inductive procedure to construct (2, * )-groups from smaller ones. The base case of this inductive process are (2, * )-groups with trivial soluble radical and cyclic groups of odd order. If G is a finite group with trivial soluble radical, then soc(G) (that is, the group generated by the minimal normal subgroups of G) is isomorphic to a direct product of non-abelian simple groups and, moreover, G acts faithfully on soc(G) by conjugation and thus G embeds into Aut(soc(G)). This allows one to use a database of small simple groups (available, say, in Magma or GAP) to construct all groups of order at most m with trivial soluble radical.
For example, it is an easy computation to determine that there are precisely 23 groups with trivial soluble radical of order at most 6 000. For a given group G with trivial soluble radical, one can find all (2, * )-triples (G, x, g) by determining all epimorphisms from the group C 2 * C ∞ to G (where two epimorphisms are considered equivalent if they differ by some automorphism of G).
Let us now discuss the inductive step. Suppose we are given a group Q of order n (which, for our purposes, can be taken to be either a (2, * )-group or cyclic of odd order) and would like to find all direct elementary abelian extensions of Q of order at most m. In view of the general theory of group extensions, it suffices to find all irreducible Z p Q-modules N , with N isomorphic to an elementary abelian group Z d p , such that p d n ≤ m and then, for each such module N , compute the cohomology group H 2 (Q, N ). Each element of H 2 (Q, N ) then gives rise to a direct extension of Q by N , and conversely, each direct elementary abelian extension of Q of order at most m can be obtained in this manner. Efficient algorithms for computing the irreducible modules of a given group and the corresponding second cohomology group are known (see for example [8] ) and are implemented in Magma.
It is not surprising that computationally the hardest case is the extension of 2-groups by 2-groups. Fortunately, in this case some parts of the inductive step can be simplified. Namely, when Q is a 2-group and p = 2, the only irreducible Z 2 Q-module is the (trivial) 1-dimensional Z 2 Q-module Z 2 and hence only the cohomology group H 2 (Q, Z 2 ) needs to be considered. This shortcut speeds up the determination of (2, * )-2-groups considerably.
Once the direct elementary abelian extensions G of Q are determined, one needs to check which of them are (2, * )-groups and, for those which are, find all pairs (x, g) such that (G, x, g) is a (2, * )-triple. This can be done by first computing the automorphism group Aut(G), then choosing a representative of each orbit of Aut(G) on the set of involutions of G then, for each representative x, computing the stabiliser Aut(G) x of x in Aut(G), choosing a representative g from each orbit of Aut(G) x on G and, finally, discarding the pairs (x, g) that do not generate G.
As mentioned at the beginning of the section, this method is the one that we used in order to obtain the complete list of (2, * )-groups and triples of order at most 6 000. The computation took a few weeks on a computer with a 2.93 GHz Intel Xeon processor and 56GB of memory.
Proof of Theorem 1.3
Since every (2, * )-group gives rise to a (2, * )-triple, we have f (n) ≤ f t (n). On the other hand, if G is a (2, * )-group of order n, then there are at most n 2 choices for (x, g) ∈ G × G hence at most n 2 (2, * )-triples with first coordinate G. This shows that f t (n) ≤ n 2 f (n). In particular, it suffices to prove that there exist positive constants a and b such that, for n ≥ 2, we have
Clearly, f (n) is at most the number of groups (up to isomorphism) of order at most n generated by 2 elements. By a celebrated theorem of Lubotzky [11, Theorem 1] , the latter is at most n b log n . (Some information on the constant b can be found in [11, Section 3, Remark 1] . ) The lower bound follows easily from a theorem of Müller and Schlage-Puchta: let A be a cyclic group of order 2, let B be a cyclic group of order 3 and let G be the free product of A and B, that is, G = A * B. Let C = A × B, let π : G → C be the natural projection and let N be the kernel of π.
Observe that, since π is surjective, N ∩ A = N ∩ B = 1. By Bass-Serre theory, N is a free group (see [18, Theorem 4, page 27]). Observe also that G has a natural action as a transitive group of automorphisms of the infinite 3-valent tree T . As N G and |G : N | = |C| = 6, we see that N has at most 6 orbits on the vertices of T . Assume that N is cyclic and let α be a generator of N . From [21, Proposition 3.2(iii)], the element α acts as a translation on some infinite path of T . As T has valency 3, from this it follows immediately that N has infinitely many orbits on the vertices T , a contradiction. Therefore N is non-cyclic and hence is a free group of rank at least 2.
For each n ∈ N, define
As N is a free group of rank at least 2, [13, Theorem 1] yields that there exists a positive constant a with |N n | ≥ n a log n for n ≥ 2. Observe that, for every group M ∈ N n , the quotient G/M is a (2, * )-group of order at most n.
Fix M ∈ N n , the number of M ∈ N n with G/M ∼ = G/M is exactly the number of surjective homomorphisms from G to G/M . Since G is 2-generated and |G/M | ≤ n, the number of such homomorphisms is at most |G/M | 2 ≤ n 2 . We conclude that f (n) ≥ |N n |/n 2 ≥ (n a log n )/n 2 and the result follows.
(2, * )-groups and graphs
4.1. Cubic Cayley graphs. Let G be a group and let S be a generating set for G which is inverse-closed and does not contain the identity. The Cayley graph on G with connection set S is the graph with vertex-set G and two vertices u and v adjacent if uv −1 ∈ S. It is denoted Cay(G, S). It is easy to see that Cay(G, S) is a connected vertex-transitive graph of valency |S|.
Cayley graphs form one of the most important families of vertex-transitive graphs. In fact, at least for graphs of small order, the overwhelming majority of vertex-transitive graphs are Cayley graphs. This makes them crucial in any project of enumeration of vertex-transitive graphs.
With respect to valency, the first non-trivial case is the case of cubic graphs. Let Γ = Cay(G, S) be a cubic Cayley graph. Note that S is an inverse-closed set of size three and thus must consist either of three involutions or have the form {x, g, g −1 } where x is an involution and g is not. In the latter case, we say that Γ has type I. In this case, (G, x, g) is a (2, * )-triple and thus type I graphs arise from (2, * )-triples.
While constructing the graphs of type I from the catalogue of (2, * )-triples is computationally easy, reduction modulo graph isomorphism requires a careful choice of computational tools. For example, magma failed to finish the computation in reasonable time but the Sage package [20] performed considerably better and yielded the result in a few hours. We would like to thank Jernej Azarija for his help in this matter, which allowed us to conclude that: Theorem 4.1. There are precisely 274 171 connected cubic Cayley graphs of type I with at most 6 000 vertices.
Moreover, by Theorem 1.3, there are at most n b log n type I graphs of order at most n. On the other hand, non-isomorphic (2, * )-triples may give rise to isomorphic Cayley graphs. In general, it is very hard to control when two non-isomorphic (2, * )-triples give rise to isomorphic Cayley graphs and thus the lower bound in Theorem 1.3 does not immediately give a lower bound on the number of graphs of type I. (See for example [16] for more details on such lower bounds.)
Recently, we published a census of all cubic vertex-transitive graphs of order at most 1 280 [14] . The method we used to construct the graphs of type I was a mix of the ones described in Section 2.1 and Section 2.3 (see [14, Section 3] ) and would have been difficult to extend to orders greater than 2 000. The methods described in the current paper thus constitute an improvement, as they allowed us to reach order 6 000.
4.2.
Arc-transitive digraphs of out-valency two. A digraph is an ordered pair (V, A) where V is a finite non-empty set and A ⊆ V × V is a binary relation on V . If Γ = (V, A) is a digraph, then we shall refer to the set V and the relation A as the vertex-set and the arc-set of Γ, and denote them by V(Γ) and A(Γ), respectively. Members of V and A are called vertices and arcs, respectively. For a vertex v of Γ, the number |{w ∈ V(Γ) | (v, w) ∈ A(Γ)}| is called the out-valency of v.
An automorphism of a digraph Γ is a permutation of V(Γ) which preserves the arc-set A(Γ). Let G be a subgroup of the automorphism group Aut(Γ) of Γ. We say that Γ is G-arc-transitive provided that G acts transitively on A(Γ). In this case, if Γ is connected, then each of its vertices has the same out-valency, say d, and we say that Γ has out-valency d.
If Γ is an arc-transitive digraph, then its arc-set A(Γ) is either symmetric (that is, for every arc (u, v) ∈ A(Γ), also (v, u) ∈ A(Γ)), or asymmetric (that is, for every (u, v) ∈ A(Γ), we have (v, u) / ∈ A(Γ)). We will think of a digraph with a symmetric arc-set as a graph.
Let Γ be a connected G-arc-transitive digraph of out-valency two. It is easily seen that, for a vertex v of Γ, the vertex-stabiliser G v has order 2 s for some s ≥ 1. Moreover, s = 1 if and only if G acts regularly on A(Γ). In this case, let x be the involution generating G v and let g be an element of G mapping (u, v) to (v, w), where (u, v) and (v, w) are arcs of Γ. It is not hard to show that {x, g} generates G and thus (G, x, g) is a (2, * )-triple. Note also that x is not central in G (as it is the point-stabiliser of a transitive permutation group). Every digraph of out-valency 2 with an arc-regular group of automorphisms thus arises from a (2, * )-triple with x not central.
Conversely, given a (2, * )-triple (G, x, g) such that x is not central in G, one can recover a G-arc-regular digraph of out-valency 2 by the well-known coset graph construction: the vertices are the right cosets of H = x in G with (Ha, Hb) being an arc whenever ba −1 ∈ HgH. As in the previous section, checking for digraph isomorphism requires some computational work which was performed by Katja Berčič as a part of her doctoral thesis [1] . This allowed us to obtain: Theorem 4.2. There are precisely 165 952 asymmetric connected digraphs of outvalency 2 on at most 3 000 vertices, with an arc-regular group of automorphisms. This census of digraphs was used in our recent census of all arc-transitive digraphs of out-valency two with at most 1 000 vertices [15] .
As in Section 4.1, Theorem 1.3 implies that, up to isomorphism, there are at most n b log n digraphs of out-valency 2 with an arc-regular group of automorphisms but, again, non-isomorphic (2, * )-triples may give rise to isomorphic digraphs and thus lower bounds are harder to obtain.
Finally, we note that the underlying graph of an asymmetric G-arc-transitive digraph Γ of out-valency d is a 2d-valent graph on which G acts half-arc-transitively (that is, vertex-and edge-but not arc-transitively). Moreover, this process can be reversed (see for example [15, Section 2.2]) and we thus obtain the following: Theorem 4.3. There are precisely 76 200 connected 4-valent graphs on at most 3 000 vertices that admit a half-arc-transitive group of automorphisms with vertexstabiliser of order 2.
(2, * )-groups and maps
Intuitively, a map is a drawing of a graph onto a surface or, slightly more formally, it is an embedding of a graph onto a closed surface (either orientable or non-orientable) which decomposes the surface into open, simply connected regions, called faces. Each face can be decomposed further into flags, that is, triangles with one vertex in the centre of the face, one vertex in the centre of an edge and one in a vertex of the embedded graph. An automorphism of a map is then defined as a permutation of the flags induced by a homeomorphism of the surface that preserves the embedded graph.
It is well known that this geometric notion can also be viewed algebraically. In this paper, we adopt this algebraic point of view and use the geometric interpretation only as a source of motivation. For a more thorough discussion on different aspects of maps, and the relationship between their geometric and algebraic description, we refer the reader to [9, 10] , or to the excellent survey [19] .
Enumeration of maps, especially those exhibiting many symmetries, has a long history, going back to the Ancient Greeks and the classification of the Platonic solids. In this section, we shall be interested in the enumeration and construction of all rotary maps (both reflexible and chiral, orientable and non-orientable) with a small number of edges. Such an enumeration was first attempted by Wilson in [22] for the case of oriented rotary maps on at most 100 edges. More recently, a complete list of all rotary maps on at most 1 000 edges was obtained by Conder [3] .
This section has no ambition to be a survey on maps and their symmetries; its main purpose is to show how the database of (2, * )-groups was used to extend Conder's database [3] up to 3 000 edges in the orientable case and up to 1 500 edges in the non-orientable case.
Monodromy groups of maps.
A faithful transitive action of a (2, * )-group on a set D can be interpreted as the monodromy group of a map on an orientable surface. More precisely, if (G, x, g) is a (2, * )-triple acting faithfully and transitively on a finite set D in such a way that x has no fixed points, then one can construct a map with faces, edges and vertices corresponding to the orbits of the groups g , x and xg , respectively, and with incidence between these objects given in terms of non-empty intersection. Conversely, every map on a closed orientable surface can be obtained in this way from a (2, * )-triple. By considering transitive faithful actions of (2, * )-groups, one can thus obtain all graph embeddings into orientable surfaces.
Oriented rotary maps.
An automorphism of the map M associated with a (2, * )-triple (G, x, g) acting on D is any permutation of D that commutes with x and g, and thus the automorphism group Aut(M) equals the centraliser of G in Sym(D).
A very special case occurs when Aut(M) is transitive on the dart-set D, which occurs if and only if G (and thus also Aut(M)) acts regularly on D. In that case one can identify D with the elements of G in such a way that x and g act upon D = G as permutations a → xa and a → ga for all a ∈ G, respectively. The centraliser Aut(M) of G in Sym(D) is then generated by the permutation a → ax and a → ag. In this sense we may view the group G as the automorphism group Aut(M) (rather than the monodromy group) acting regularly with right multiplication on the set of darts D = G. In this setting, the elements R = g and S = g −1 x act as one step-rotations around the centre of a face and around a vertex incident to that face, respectively. We shall always assume that the underlying surface of the map is oriented in such a way that R and S rotate one step in the clock-wise sense; note that the same map but with the opposite orientation is obtained from the triple (G, g −1 , gxg −1 ), giving rise to the rotations R −1 and S −1 . This justifies the following terminology.
Definition 5.1. An oriented rotary map is a triple (G, R, S) such that G is a group, {R, S} is a generating set for G and RS is an involution. Two oriented rotary maps (G 1 , R 1 , S 1 ) and (G 2 , R 2 , S 2 ) are isomorphic if there exists a group isomorphism from G 1 to G 2 mapping R 1 to R 2 and S 1 to S 2 .
Given an oriented rotary map (G, R, S) one can reverse the process and construct the associated (2, * )-triple (G, RS, R). Moreover, two oriented rotary maps are isomorphic if and only if the associated (2, * )-triples are isomorphic. Thus, there is a bijective correspondence between the isomorphism classes of (2, * )-triples and the isomorphism classes of oriented rotary maps.
Let us now define a few invariants and operations on oriented rotary maps that are motivated by their geometric interpretations as embeddings of graphs on surfaces. Let (G, R, S) be an oriented rotary map. A right coset of R in G is called a face, a coset of S a vertex, and a coset of RS an edge of the map. The orders of R and S are thus called the face-length and the valence of the map, respectively, while the symbol {|R|, |S|} is called the type of the map. Furthermore, since | RS | = 2, it follows that a the oriented rotary map (G, R, S) has |G|/2 edges. The mirror image of (G, R, S) is the oriented rotary map (G, R −1 , S −1 ). If an oriented rotary map is isomorphic to its mirror image, it is called reflexible and is chiral otherwise. Our enumeration of (2, * )-triples (see Theorem 1.2) yields the following result.
Theorem 5.2. There are precisely 345 070 oriented rotary maps with at most 3 000 edges, of which 122 092 are chiral and 222 978 are reflexible.
The number of reflexible and chiral oriented rotary maps with up to a given number of edges is depicted in Figure 2 . (Since R and S generate G, the reflector is unique and of order at most 2). Let C 2 be a group of order 2, let b be its generator, let ϑ : C 2 → Aut(G) be the homomorphism mapping b to τ , and let
Further, let a = Rb and c = bS, and observe that a and c are involutions such that a = c. Moreover, ac = Rb · bS = RS and ca = bS · Rb = S −1 R −1 = RS because RS is an involution; in particular, a, c is the Klein 4-group. Note also that R = ab and S = bc, and therefore ab, bc has index 2 in A.
Geometrically, the group A can be viewed as the automorphism group of the orientable (but unoriented) map arising from (G, R, S), with R, S corresponding to the group of orientation preserving automorphisms and b acting as the orientation reversing automorphism which reflects about the axis through the vertex corresponding to S and the centre of the face corresponding to R . In this setting, the automorphism c can be viewed as the reflection over the edge {v, v A regular map is a quadruple (A, a, b, c) such that A is a group, a, b, c are involutions generating A and | a, c | = 4. Two regular maps (A 1 , a 1 , b 1 , c 1 )  and (A 2 , a 2 , b 2 , c 2 ) are isomorphic if there exists a group isomorphism from A 1 to A 2 mapping (a 1 , b 1 , c 1 ) to (a 2 , b 2 , c 2 ) .
If a regular map M = (A, a, b, c) is obtained from a reflexible oriented rotary map M = (G, R, S) by the procedure described above, then we shall say that M is an orientable regularisation of M. It should be observed at this point that the geometric interpretation of the reflexible oriented rotary map M and its orientable regularisation M are the same, and that the oriented rotary map M = (G, R, S) can be reconstructed from M = (A, a, b, c) by letting R = ab, S = bc, and G = ab, bc .
Geometrically, the group G corresponds to the orientation preserving automorphisms of M and has index 2 in G. Besides orientable regularisation, there is also a different procedure that can be applied to certain oriented rotary maps, which yields all non-orientable regular maps.
Let M = (G, R, S) be an oriented rotary map. If b is an involution of G such that R b = R −1 and S b = S −1 , then we say that b is an antipodal reflector of M; we shall follow the terminology of [4] and call M antipodal in this case.
If b is an antipodal reflector of M, then one can form a non-orientable regular map (G, Rb, b, bS), which we shall call the non-orientable regularisation of M with respect to b. Conversely, if M = (G, a, b, c) is a non-orientable regular map, then M = (G, ab, bc) is an oriented rotary map admitting an antipodal reflector b, and M is the non-orientable regularisation of M with respect to b.
Note that non-orientable regularisations of M that correspond to distinct antipodal reflectors are never isomorphic. Indeed, if b 1 and b 2 are two antipodal reflectors of (G, R, S) and if the corresponding non-orientable regularisations (G, Rb 1 , b 1 , b 1 S) and (G, Rb 2 , b 2 , b 2 S) are isomorphic via an automorphism ϕ of G, then b 2 = ϕ(b 1 ), and thus ϕ(R) = ϕ(R)b 2 2 = ϕ(Rb 1 )b 2 = Rb 2 2 = R; similarly ϕ(S) = S, and since G = R, S , this shows that ϕ is trivial and b 2 = b 1 . Moreover, two antipodal reflectors always differ by a central involution, implying that the number of nonisomorphic non-orientable regularisations arising from an antipodal oriented rotary map (G, R, S) is one more than the number of involutions in the centre of G. This phenomenon was first observed in [23] .
Let us point out here that a non-orientable regular map (G, a, b, c) also has a geometric interpretation, in which vertices, edges and faces correspond to the cosets of the subgroups b, c , a, c , and b, c in G, respectively, and with the incidence between these objects given with non-empty intersection. The underlying surface of the map is in this case non-orientable.
With this geometric interpretation in mind, the non-orientable regularisation M of an antipodal oriented rotary map M is obtained as the quotient by a central involution in Aut(M) that acts as an orientation reversing homeomorphism of the underlying surface (see [4, Proof of Theorem]), and conversely, M is the unique orientable smooth 2-cover of M .
The discussion above suggests an obvious strategy to construct all non-orientable regular maps: construct all oriented rotary maps then, for each oriented rotary map, find all of its antipodal reflectors and then, for each such reflector, construct the corresponding non-orientable regularisation.
In this correspondence, an antipodal oriented rotary map with m edges yields a non-orientable regular map with m/2 edges. Hence our database of oriented rotary maps with at most 3 000 edges yields a complete list of non-orientable regular maps with at most 1 500 edges. The following theorem summarises the results of our computations.
Theorem 5.5. There are precisely 14 375 non-orientable regular maps with at most 1 500 edges.
The number of regular maps with up to a given number of edges is shown in Figure 3 . to a given number of edges.
