We investigate the behavior of multiparameter eigenvalues under some type of matrices(we call class) perturbations. We show for many class in complex (symmetric,skew symmetric, Hermitian, skew Hermitian, persymmetic, Toeplitz, symmetric Toeplitz, Hankel, persymmetric Hankel, Circulant) the classed condition number is equal to the unclassed condition number for 2-norm, and prove similar results for real perturbations. An exception is complex skewsymmetric matrices. We also prove that classed pseudospctra for multiparameter eigenvalues is equal to unclassed pseudospectra, here class Hermitian and skew Hermitian matrices are exceptional.
Introduction
We study the condition numbers and pseudospectrum for the multiparameter eigenvalue problem(MEP).
where
and V ij ∈ C ni×ni . We shortly deonted the MEP(1) by W [4] . For k = 1, a MEP is generalized eigenvalue problem V 10 x 1 = V 11 x 1 .
A k-tuple λ that staisfies (1) (1) is called nonsingular if the corresponding operator determinat Δ 0 is invertable [4] . A nonsingular MEP(1) is equivalent to the associated problem
· · · V
for decomposable tensors
is called the algebraic multiplicity and
is the geometric multiplicity of the eigenvalue [2] .
We say that an eigenvalue λ is geometrically or algebrically simple where d g = 1 or d g = 1 respectively. We have d a ≥ d g so an eigenvalue that is algebrically simple is also geometrically simple.
Let λ be an eigenvalue of W with the corresponding left and right eigenvectors x and y. We form a k × k matrix Notation. Throughout the paper we assume that MEP W is nonsingular. The matrices E ij for i = 1, 2, . . . , k;j = 0, 1, . . . , k represent toulerance for the perturbations ΔV ij of V ij , defined by ΔV ij ≤ E ij for > 0. We take either E ij = V ij or E ij = I considering normwise relative perturbations or normwise absolute perturbations respectively. We define
We will denote the perturbed MEP with respect to matrices V ij + ΔV ij by W + ΔW. The sign of the complex λ is defined [3] as
Suppose taht we are looking for the maximum 2-norm of Az where A ∈ C k×k and z ∈ C k×1 is such that |z i | ≤ θ i for i = 1, 2, . . . , k, where θ 1 , θ 2 , . . . , θ k are given positive constants. The maximum is clearly attaind by z for which
T we define the θ-weighted norm of A as [4] 
Clearly
One may verify that . θ is indeed a matrix norm. One may also see that . θ is not a consistent norm as it does not necessarily satisfy AB θ ≤ A θ B θ (for counterexample [4] , take A = B = I and θ such that θ 2 < 1).
From now on, we use the symbloe . in the place of . 2 
particularly, A ∈ S SY (A ∈ S SY Ê ) this mean that A is the complex(real) symmetric matrix.
A ∈ S CI ⇔ each row vector is rotated one element to the right relative to the preceding row vector, where i, j = 1, 2, . . . , k and J is a matrix with ones on the anti-diagonal and zero everywhere else; colled flip-matrix.
Remark 1.4. A MEP is in (4) when all matrices V ij are in (4).

Classed and unclassed normwise condition numbers
In this section, we assume that λ is an algebrically simple eigenvalue of a nonsingular MEP W with corresponding normalized right (left) eigenvector y (x) respectively.
Definition 2.1. [4]
A normwise condition number of λ can be defined by:
sup{ Δλ :
Definition 2.2. We say that a multiparameter eigenvalue problem W ∈ S if for each
i = 1, . . . , k; j = 0, 1, . . . , k we have ΔV ij ∈ S.
Definition 2.3. [4] For W ∈ S the normwise condition number of λ was defined by:
Δλ :
By expanding the first constrant in definition κ Ë (λ, W ) and keep only first order terms, we get
Permultiplying by normalized eigenvector y * i yields
and from Lemma(1.2) matrix B 0 is nonsingular. We obtain
and we conclude
Hence, we have
Infact, we have tried to have the same result in [5, section 2'auxiliary results']. The value ϕ Ë (x, y) does not change when scaling the eigenvectors x and y be a complex scalar of mdulus one.
with y * i W i (λ) = 0 with and y * i = 1 can be chosen such that
Thus we have the result.
We have x
Thus from y i = Jx i we obtain ours desired. 
for every scalar α. The vector x i = y i +αJy i satisfies x i = αJx i for α ∈ {−1, 1}, and is nozero for at least one value of α. Consequently, x i is eigenvector to λ. 
, and ΔW i = 1.
Lemma 2.11. [5] Let W i (λ) ∈ S be given and λ is simple algebrai eigenvalue, x i , y i are the normalized left and right eigenvectors of λ. Suppose class is such that B ∈ S implies that the real part and the complex part of B are in
If W i (λ) ∈ S Ê for any of class and λ ∈ R 1×k . Then
Proof. LetW i (λ) ∈ S be such that W i (λ) ≤ 1 and
SplittingW i (λ) =W i (λ) + iW i (λ) into real and imaginary part yields
Using equation(6), the second part is prove if there is a matrix ΔW i (λ) ∈ S Ê with y * i ΔW i (λ)x i = 1. A real matrix W i (λ) ∈ S Ê with S ∈ (4) is normal and/or persymmetric. From lemma(2.5) we can choose ΔW i (λ) = I for normal W i (λ), and ΔW i (λ) = JC as in lemma(2.9) for persymmetric W i (λ).
Theorem 2.12. Let MEP W be a matrix with simple algebraic eigenvalue λ and the corresponding normalized right and left eigenvectors
x i , y i for i = 1, . . . , k. Then 1. If λ ∈ R 1×k and W i (λ) ∈ {S SY Ê , S HA Ê } for i = 1, . . . , k. Then κ SY,HA Ê (λ, W ) = κ(λ, W ).
And if
W i (λ) ∈ {S SY , S HA } for i = 1, . . . , k Then κ SY,HA (λ, W ) = κ(λ, W ). 2. If λ ∈ R 1×k and W i (λ) ∈ {S PS Ê , S PSH Ê } for i = 1, . . . , k. Then κ PS Ê (λ, W ) = κ(λ, W ).
W i (λ) ∈ {S PS , S PSH } for i = 1, . . . , k Then κ PS (λ, W ) = κ(λ, W ). 3. If λ ∈ R 1×k and W i (λ) ∈ S ST Ê for i = 1, . . . , k. Then κ ST Ê (λ, W ) = κ(λ, W ).
W i (λ) ∈ S ST for i = 1, . . . , k Then κ ST (λ, W ) = κ(λ, W ). 4. If λ ∈ R 1×k and W i (λ) ∈ {S HE , S SHE } for i = 1, . . . , k. Then κ HE,SHE (λ, W ) = κ(λ, W ).
And for
Proof. From equations (6) and (7) we construct ΔW i (λ) ∈ S or S Ê with y *
Since λ is simple, x i , y i with x i = y i = 1 are unique up to scalar multiplies of modulus 1.
For W i (λ) ∈ S SY
Ê we have W i (λ) is normal matrix, so from lamma (2.5,(1)) we may choose y i = x i . Furthermore, ΔW i (λ) = I ∈ S SY Ê , and ΔV i0 , ΔV ij is real symmetric(because of λ is real). Hence ΔW i (λ) = 1, y * i ΔW i (λ)x i = y * i x i = 1 and equation (7) proves the result. For W i (λ) ∈ {S HA , S HA Ê } and (real, complex) Hankel matrices are symmetric matrix, so according to lemma(2.5,(2)) we may assume that y i =x i and especially y i = x i ∈ R ni×1 for W i (λ) ∈ S HA Ê . According to lemma(2.7) there existe ,for
We may choose y i = Jx i by lemma (2.5, (3)) and x i = y i = 1. According to lemma(2.9) there exists C ∈ S SY Ê , α ∈ C with Cx = αx, |α| = 1 and
JJαx i = 1 which is the result. For W i (λ) ∈ S PS we use the same process but here λ is arbitrary.
If for
Ê we use the same process of proof part(1) because W i (λ) ∈ S SY Ê and if W i (λ) ∈ {S ST , S PSH Ê , S PSH in these case W i (λ) ∈ {S SY ∩ S PS } and by lemma(2.6) there exists an eigenvector x i such that W i (λ)x i = 0, x i = αJx i and α ∈ {1, −1}. Then by lemma(2.8)there is T ∈ S ST with T x =x and T = 1, where T can be chosen real if x i is real. For W i (λ) ∈ S ST by lemma(2.5,(2)) we choose
is real symmetric and by lemma(2.8) we obtain the result.
is normal so we choose y i = x i according to lemma(2.5,(1)) and 
The seudospectrum for the MEP W
This section deals with pseudospectra of multiparameter eigenvalue problems.
We prove an analogous result that the pseudospectrum of W is equal to the classed pseudospectrum of W except the classed Hermitian, skew Hermitian and skew symmetric. In the same time we take the relation of classed pseudospectrum with non classed pseudospectrum of W for Hermitian and skew Hermitian matrix. The pseudospectrum of MEP W is defined [4] by
If we define the pseudospectrum of W i by
then it easy to see that
Now, we define the classed pseudospectrum of MEP W by
Also if we define the classed pseudospectrum of W i by
then we see that
Let (x,λ) be an approximate eigenpair of MEP W such that x is normalized. The normwise bachward error of (x,λ) is definef [4] by
and the normwise classed bachward error of (x,λ) is definef [4] by 
If we are interested only in the approximate eigenvalueλ, then a more appropriate measure of the backward error may be [4] η(λ) = min{η(x,λ) :x normalized}.
Theorem 3.3. [4] If W is Hermitian matrix andλ is real then
η HE (x,λ) = η(x,λ).
Proof. let η(x,λ) = and r i = W i (λ)x i . We are looking for a skew Hermitian matrix ΔW i (λ) such that ΔW i (λ)x i = −r i . We take ΔW i (λ) = r i √ −1I. Let ΔV ij be skewHermitian matrices defined by
for i, j = 1, . . . , k. Using the equality in theorem(3.2), we get • Λ HE (W ) = Λ (W ) and Λ SHE (W ) = Λ (W )."
