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RESUMO
O registo preciso de grandes volumes de dados requer uma, proporcionalmente,
grande quantidade de memo´ria. Uma forma de reduzir esta necessidade passa por
fazer um registo probabilı´stico com recurso a` te´cnica de Filtros de Bloom. Esta te´cnica
permite detetar, com uma determinada probabilidade de erro por falsos positivos, a
pertenc¸a de um elemento a um conjunto. Pretende-se, nos Filtros de Bloom Lineares,
generalizar esta te´cnica para associar um valor nume´rico a cada elemento e permitir a
consulta desse valor. Torna-se assim possı´vel a sua aplicac¸a˜o a situac¸o˜es onde se pre-
tende qualiﬁcar numericamente os valores registados, como por exemplo na atribuic¸a˜o
de um grau de conﬁanc¸a nume´rico a uma observac¸a˜o registada.
Neste projeto e´ feito um estudo analı´tico do erro esperado na consulta, em func¸a˜o
da distribuic¸a˜o dos valores inseridos, nomeadamente para as distribuic¸o˜es: Uniforme,
Exponencial ou Normal. Este estudo envolve a aplicac¸a˜o da teoria de valores extremos,
usando a func¸a˜o generalizada de valores extremos e a func¸a˜o densidade de mı´nimos
de ma´ximos deduzida.
Com a ajuda do software estatı´stico R, efetuaram-se estudos de simulac¸a˜o do funci-
onamento dos Filtros de Bloom Lineares. Comparando o resultado dessas simulac¸o˜es
face ao estudo analı´tico baseado na teoria de valores extremos, concluiu-se com o´timos
resultados que o erro esperado e´ reduzido, para enchimentos convencionais do ﬁltro,
e que ha´ um bom ajuste entre as func¸o˜es teo´ricas e os resultados experimentais.
Palavras-chave: Filtros de Bloom Lineares, Teoria dos Valores Extremos, mı´nimos,
ma´ximos, mı´nimos de ma´ximos, grau de conﬁanc¸a, falsos positivos.
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ABSTRACT
The precise recording of large volumes of data requires a proportionally big amount
of memory. Memory usage can be reduced by using Bloom Filters as a probabilistic
representation of the data to be stored. This technique allows detecting, with a given
probability for false positives, if an element belongs, or not, to a set. In an extension of
the technique, Linear Bloom Filters, set membership is generalized in order to associ-
ate a numerical value to each element and allow the query to retrieve that value. This
permits the application to settings where one intends to qualify numerically the regis-
tered values, for example in the attribution of a numeric quality degree to a registered
observation.
In this project the analytic study of the query’s expected error is done, depending
on the distribution of the inserted values, for the Uniform, Exponential and Normal
distributions. This study applies the extreme values theory, using the generalized
function of extreme values and the derived density function of maxima minima.
With the help of R statistical software, several simulation studies of the operation
of Bloom Linear Filters were made. By comparing the result of the simulations with
the analytic study based on the extreme values theory, it was possible to conclude
with good conﬁdence that the expected error is small, for conventional ﬁllings of the
ﬁlter, and that there exists a good adjustment between the theoretical functions and the
experimental results.
Keywords: Linear Bloom Filters, Extremes Value Theory, minima, maxima, maxima
minima, quality degree, false positive.
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1
INTRODUC¸ A˜O
Os Filtros de Bloom (FBs) sa˜o estruturas de dados probabilı´sticas que
teˆm como principal vantagem a eﬁcieˆncia em termos de espac¸o no arma-
zenamento de dados. Apresentados por Burton Bloom em 1970, inicial-
mente, os FBs foram utilizados em aplicac¸o˜es ligadas a bases de dados.
Na a´rea de redes de computadores, os FBs na˜o criaram grande impacto
ate´ que em 1995, devido a` popularizac¸a˜o da Internet, comec¸aram a ser
usados em diversas aplicac¸o˜es como redes peer-to-peer, medic¸a˜o de da-
dos e roteamento de pacotes.
O Filtro de Bloom (FB) tradicional e´ uma estrutura de dados que
permite o armazenamento de informac¸a˜o de forma probabilı´stica. A
eﬁcieˆncia desta estrutura baseia-se principalmente na gesta˜o do espac¸o
de armazenamento de dados (Broder and Mitzenmacher [2004]).
Os FBs permitem a realizac¸a˜o de duas operac¸o˜es, sendo a primeira
armazenar os elementos no ﬁltro e a segunda veriﬁcar a existeˆncia de
determinado elemento no ﬁltro. Estas operac¸o˜es denominam-se, respeti-
vamente, de inserc¸a˜o (insert) e consulta (query).
O FB pode ser representado por um simples vetor, onde cada posic¸a˜o
e´ iniciada com o valor zero, sendo que so´ podem ser tomados os valores
{0, 1}. Na inserc¸a˜o dos elementos, aplica-se uma func¸a˜o Hash a cada
elemento, que atribui um certo nu´mero de posic¸o˜es onde se substitui o
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valor da posic¸a˜o atribuı´da por 1. Na segunda operac¸a˜o, para consultar
se determinado elemento esta´ no ﬁltro, aplica-se tambe´m a func¸a˜o Hash,
que atribui novamente posic¸o˜es. Se em todas essas posic¸o˜es o valor
observado for 1, ha´ uma forte probabilidade do elemento pertencer ao
ﬁltro; no caso de numa das posic¸o˜es o valor ser 0, tem-se a certeza de
que o elemento na˜o esta´ presente.
Com o objetivo de melhorar a ultilizac¸a˜o dos FBs, foram estudadas
maneiras de manipular as propriedades destes. Assim, ao longo do
tempo, surgiram diversas variac¸o˜es, tais como os Counting Bloom Filters,
os Bloomier Filters, os Scalable Bloom Filters e mais recentemente os Filtros
de Bloom Lineares (FBLs), sendo sobre estes u´ltimos que recai o estudo
apresentado.
Os Counting Bloom Filters, apresentados em Fan et al. [2000], para ale´m
das funcionalidades dos FBs, tambe´m permitem apagar elementos, uti-
lizando um conjunto de marcadores que permitem controlar o nu´mero
de elementos inseridos em cada posic¸a˜o.
Os Bloomier Filters , propostos em Chazelle et al. [2004], extendem o
Filtro de Bloom para lidar com situac¸o˜es em que cada elemento do con-
junto esta´ associado a um valor atribuı´do. O Bloomier Filter fornece um
valor apropriado atrave´s de uma func¸a˜o para qualquer elemento do con-
junto e retorna um valor correspondente a ‘indeﬁnido’ para os elementos
na˜o pertencentes ao conjunto.
Os Scalable Bloom Filters, apresentados em Almeida et al. [2007] per-
mitem ajustar a dimensa˜o do ﬁltro a` medida que os elementos sa˜o in-
seridos, adaptando dinamicamente a qualidade do ﬁltro, sendo que e´
desconhecido o nu´mero de elementos a serem inseridos.
Por ﬁm, surgem os Filtros de Bloom Lineares (FBLs), apresentados em
Lima et al. [2015]. Sa˜o semelhantes aos FBs, sendo que, neste caso, para
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ale´m de se inserir e consultar elementos, agregam-se caracterı´sticas a
cada elemento na inserc¸a˜o.
O assunto da presente dissertac¸a˜o surge da intenc¸a˜o de apresentar
um estudo analı´tico dos erros de estimac¸a˜o nos FBLs com o intuito de
complementar o trabalho que tem vindo a ser desenvolvido no aˆmbito
da tese de doutoramento em engenharia de informa´tica, parcialmente
apresentado em Lima et al. [2015].
Assim, o presente trabalho tera´ como principais objetivos o estudo
de conceitos ba´sicos da teoria de valores extremos, passando pelo es-
tudo da distribuic¸a˜o de valores extremos para dados independentes.
Desenvolver-se-a` o estudo de simulac¸o˜es, recorrendo a bibliotecas dis-
ponı´veis no software estatı´stico R, onde se aplicara˜o os conhecimentos
adquiridos ao ca´lculo de valores extremos e se fara´ a comparac¸a˜o dos
resultados obtidos, adotando para isso diferentes distribuic¸o˜es.
Estrutura da tese
Este estudo contara´ com cinco capı´tulos principais para ale´m da intro-
duc¸a˜o.
O Capı´tulo 2, intitulado Enquadramento teo´rico, divide-se em duas sec-
c¸o˜es, que abordam individualmente a tema´tica dos FBs e da teoria dos
valores extremos. Na primeira secc¸a˜o, apresenta-se a estrutura do FB
e o seu funcionamento, abordando-se as operac¸o˜es inserc¸a˜o e consulta,
e introduz-se a ideia de falso positivo. E´ apresentada a func¸a˜o Hash
e ﬁnaliza-se com um exemplo, que engloba todo o conteu´do abordado
ate´ enta˜o, e com o apuramento das limitac¸o˜es do me´todo, o que per-
mite fazer uma ponte para o Capı´tulo 3. Na segunda secc¸a˜o e´ introdu-
zida a teoria dos valores extremos, abordando-se o principal teorema
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que incide nos extremos ma´ximos, o Teorema de Fisher-Tippett, sendo
apresentada a func¸a˜o de distribuic¸a˜o GEV (Generalized Extreme Value).
Como consequeˆncia imediata do teorema anterior e da necessidade de
um enquadramento mais preciso, surge o Teorema dos tipos extremais
para mı´nimos.
O Capı´tulo 3, nomeado Filtros de Bloom Lineares, apresenta os FBLs,
referindo as alterac¸o˜es em relac¸a˜o aos FBs. Deﬁnem-se os me´todos de
inserc¸a˜o e consulta apresentando ao ﬁm de cada um deles um exemplo.
No Capı´tulo 4, chamado Resultados teo´ricos, trata-se do estudo da teoria
dos valores extremos direcionado ao tema em estudo, os FBLs. Comec¸a-
se pela deduc¸a˜o das func¸o˜es distribuic¸o˜es dos mı´nimos e dos ma´ximos,
cuja combinac¸a˜o culmina na func¸a˜o distribuic¸a˜o dos mı´nimos dos ma´xi-
mos. Posteriormente, abordam-se as treˆs distribuic¸o˜es que sera˜o alvo do
estudo, apresentando as respetivas func¸o˜es densidade de probabilidade
e distribuic¸a˜o e representac¸o˜es gra´ﬁcas.
O Capı´tulo 5, com o tı´tulo Simulac¸o˜es, e´ o ponto central desta disserta-
c¸a˜o. Inicia-se com a predeﬁnic¸a˜o dos paraˆmetros usados nas simulac¸o˜es
e debruc¸a-se, de seguida, na apresentac¸a˜o das simulac¸o˜es dos me´todos
associados aos FBLs, ja´ referidas anteriormente. Em cada um dos me´to-
dos, descrevem-se as etapas do procedimento. A organizac¸a˜o destes
subcapı´tulos consiste na apresentac¸a˜o, para cada uma das distribuic¸o˜es,
do co´digo elaborado com recurso ao software estatı´stico R (versa˜o 3.3.2),
acompanhado por uma representac¸a˜o gra´ﬁca de comparac¸a˜o das fun-
c¸o˜es de densidade teo´rica, de estimac¸a˜o tipo-nu´cleo, e GEV estimada e
complementado por uma tabela demonstrativa de algumas estatı´sticas
descritivas dos paraˆmetros GEV. O capı´tulo e´ concluı´do por uma ana´lise
comparativa das diferentes distribuic¸o˜es, bem como uma ana´lise da
distorc¸a˜o de valores inseridos e consultados.
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No Capı´tulo 6, Concluso˜es, faz-se um balanc¸o geral do estudo. Tiram-
se as principais concluso˜es, confrontando os resultados com os objetivos
propostos na introduc¸a˜o.
5

2
ENQUADRAMENTO TE O´R ICO
2.1 filtros de bloom
A estrutura dos FBs tradicionais e´ muito interessante, mas tem algu-
mas limitac¸o˜es, sendo a mais relevante o facto de simplesmente permi-
tir inserir e, posteriormente, consultar a sua existeˆncia. A verdadeira
existeˆncia do elemento no ﬁltro pode ser posta em causa devido a` possi-
bilidade da existeˆncia dos chamados falsos positivos. Os falsos positivos
surgem pelo facto do ﬁltro funcionar de uma forma probabilı´stica, o
que possibilita, na fase de consulta, a obtenc¸a˜o de uma resposta positiva
quanto a` existeˆncia de certo elemento, ainda que na realidade ele na˜o
exista.
Para todo o estudo sera´ usada a seguinte notac¸a˜o
• m: dimensa˜o do ﬁltro;
• n: nu´mero de elementos inseridos;
• k: nu´mero de posic¸o˜es a serem atribuı´das pela func¸a˜o Hash;
• p: probabilidade de determinada posic¸a˜o na˜o ser 1;
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A probabilidade de falsos positivos e´ dada por f = pk.
A probabilidade de uma determinada posic¸a˜o ser diferente de 1, p, pode
ser calculada da seguinte forma Bose et al. [2008]
p = 1−
(
1− 1
m
)nk
≈ 1− e− nm k (1)
O valor de k, que minimiza a probabilidade de falsos positivos, pode
ser calculado usando a seguinte fo´rmula Bose et al. [2008]
k =
m
n
ln2 (2)
Assim, por (1) e (2), tem-se que a probabilidade de falsos positivos, f ,
e´ dada por
f = pk ≈
(
1− e− nm k
)k
=
=
(
1− e− nm mn ln2
)k
=
=
(
1− e−ln2
)k
=
=
(
1− eln 12
)k
=
=
(
1− 1
2
)k
=
=
(
1
2
)k
(3)
Na pra´tica, a equac¸a˜o (2) e´ aproximada a um valor inteiro, pois k
representa o nu´mero de posic¸o˜es que a func¸a˜o Hash atribui ao elemento.
A func¸a˜o de probabilidade de falsos positivos pode ser obtida em func¸a˜o
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do tamanho do ﬁltro e do nu´mero de elementos a inserir, da seguinte
forma
f ≈
(
1
2
)k
=
(
1
2
)m
n ln2
≈ (0.6185)mn (4)
2.1.1 Func¸a˜o Hash
A func¸a˜o Hash e´ um algoritmo que mapeia dados de comprimento
varia´vel para dados de comprimento ﬁxo. As func¸o˜es Hash sa˜o larga-
mente utilizadas na busca de elementos em bases de dados, bem como
na veriﬁcac¸a˜o da sua existeˆncia e no seu armazenamento. O funciona-
mento baseia-se na construc¸a˜o de ı´ndices.
Neste estudo, e´ aplicada a func¸a˜o Hash a um nu´mero n de elementos.
Cada func¸a˜o Hash retribui um nu´mero k de posic¸o˜es relativas ao ele-
mento a que foi aplicada, a`s quais sera˜o indexados valores indicativos
da presenc¸a do respetivo elemento no vetor. Para tal, a sequeˆncia de
bits produzida pela func¸a˜o Hash, quando aplicada a um dado elemento,
e´ manipulada no sentido de se obter k coordenadas para o vetor de di-
mensa˜o m (na pra´tica m deve ser poteˆncia de 2).
Esta func¸a˜o tem como principal propriedade ser unidirecional, isto e´,
a func¸a˜o Hash na˜o e´ invertı´vel. Na pra´tica, ser unidirecional representa
que na˜o e´ possı´vel recuperar o elemento a partir dos valores dados pela
func¸a˜o. Isto ocorre pois, aplicando a func¸a˜o Hash a diversos elementos,
as posic¸o˜es atribuı´das podem colidir. Outra propriedade importante e´
que as func¸o˜es teˆm de ser recorrentes, isto e´, sempre que um mesmo ele-
mento for avaliado, deve sempre retornar os mesmos valores. Rogaway
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and Shrimpton [2004]
O seguinte exemplo pretende ilustrar a funcionalidade de um FB, as-
sim como mostrar algumas das suas limitac¸o˜es.
Exemplo 2.1. Considere-se um ﬁltro de tamanho m = 11, o nu´mero de elemen-
tos a inserir n = 3 e sejam os elementos {a, b, c}. Tem-se k = 3, isto e´, a func¸a˜o
Hash aplicada a cada elemento a inserir devolve 3 posic¸o˜es. Aplicando a func¸a˜o
Hash a cada elemento, obteˆm-se as seguintes posic¸o˜es:
• Hash(a)={1,3,7}
• Hash(b)={3,7,10}
• Hash(c)={4,7,10}
Figura 1.: Inserc¸a˜o de elementos no Filtro de Bloom
1 2 3 4 5 6 7 8 9 10 11
1 0 1 1 0 0 1 0 0 1 0
Na Figura 1 , observa-se o FB apo´s a inserc¸a˜o dos elementos, sendo que nas
posic¸o˜es preenchidas com o valor 0, nenhum elemento foi inserido, enquanto que
o valor 1 indica que pelo menos um elemento foi inserido.
Supo˜e-se agora que se quer consultar se o elemento d existe. Aplicando a
func¸a˜o Hash ao elemento d, obteve-se Hash(d) = {1, 4, 10}. Observando na
Figura 1, as treˆs posic¸o˜es mostram o valor 1, o que leva a crer que o elemento d
existe. Na realidade, sabe-se que foram inseridos no FB unicamente os elementos
{a, b, c}, portanto considera-se o elemento d um falso positivo.
Dada a densidade do ﬁltro, caso sejam inseridos mais elementos, o
ﬁltro tende a saturar, o que levaria ao aumento da taxa de falsos positi-
vos. No caso do ﬁltro ﬁcar totalmente saturado todas as posic¸o˜es seriam
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preenchidas com o valor 1 e o FB acabaria por deixar de ter utilidade.
Estudos anteriores, Rhea and Kubiatowicz [2002], exploram este efeito,
de modo a ter-se um equilı´brio entre a eﬁcieˆncia na gesta˜o do espac¸o de
armazenamento e a precisa˜o de respostas, concluindo que o nu´mero de
posic¸o˜es com o valor 1 deve ser cerca de metade da dimensa˜o do ﬁltro.
2.2 teoria dos valores extremos
Como sera´ estudado no pro´ximo capı´tulo, os FBLs funcionam de uma
forma ligeiramente diferente dos FBs pelo que sera´ necessa´rio usar fun-
c¸o˜es de ma´ximos e de mı´nimos. Esta necessidade leva ao estudo da
teoria de valores extremos.
A teoria dos valores extremos (do ingleˆs, Extreme Value Theory (EVT))
e´ um ramo probabilista de suporte a` Estatı´stica que e´ usado nas situac¸o˜es
em que os dados sa˜o inexistentes ou, se existem, sa˜o raros ou extremos.
A EVT ajuda a descrever e quantiﬁcar o comportamento desses aconte-
cimentos, procurando estimar uma distribuic¸a˜o limite para os extremos,
mı´nimos ou ma´ximos de uma amostra composta por varia´veis aleato´rias
independentes e identicamente distribuı´das (iid). Um dos teoremas mais
importantes da EVT e´ o teorema de Fischer-Tippett, que ira´ incidir sobre
os extremos ma´ximos (ver por exemplo Reis and Thomas [2007]).
Teorema 2.2.1 (Teorema de Fisher-Tippett).
Considere-se Mn := max (X1,X2, ...,Xn) . Sejam duas sucesso˜es reais an > 0
e bn, tais que
lim
n→∞ P
[
Mn − bn
an
≤ x
]
= lim
n→∞ F
n (anx+ bn) = G (x)
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para alguma func¸a˜o de densidade G na˜o degenerada, admite-se que G e´ do
mesmo tipo de uma das seguintes distribuic¸o˜es:
Tipo I:
G (x) = Λ (x) = exp (−exp (−x)) , x ∈ R (5)
Tipo II:
G (x|α) = Φα (x) =
{
0, x ≤ 0
exp (−x−α) , x < 0 , α > 0 (6)
Tipo III:
G (x|α) = Ψα (x) =
{
exp (− (−xα)) , x < 0 , α > 0
1, x ≥ 0 (7)
As func¸o˜es (5), (6) e (7) sa˜o chamadas de func¸a˜o Gumbel, Fre´chet e
Weibull, respetivamente.
Aliando os treˆs tipos apresentados anteriormente, este teorema pode
ser resumido pela seguinte func¸a˜o
G (x|y) = Gγ (x) =

exp
(
(− (1+ γx)− 1γ )
)
, 1+ γx > 0,γ 6= 0
exp (−exp (−x)) , x ∈ R,γ = 0
(8)
onde γ representa o paraˆmetro de forma (shape). Ou ainda uma versa˜o
mais geral, generalized extreme value distribuition (GEVD), introduzindo os
paraˆmetros de localizac¸a˜o (location) (λ ∈ R) e de escala (scale) (δ > 0).
Gγ (x|λ, δ) = Gγ
(
x− λ
δ
)
=
=


exp
(
− (1+ γ ( x−λ
δ
))− 1γ )) , 1+ γ ( x−λ
δ
)
> 0,γ 6= 0
exp
(−exp (− ( x−λ
δ
)))
, x ∈ R,γ = 0
(9)
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Na continuac¸a˜o do estudo, os paraˆmetros γ, λ e δ sera˜o denominados
por paraˆmetros generalized extreme value (GEV).
Atrave´s do sinal do paraˆmetro shape, γ, pode-se determinar qual a
distribuic¸a˜o a ser tratada. Isto e´, quando γ < 0, esta´-se perante a
distribuic¸a˜o Weibull; quando γ > 0, assume-se a distribuic¸a˜o Fre´chet;
no caso de γ = 0, a GEVD e´ interpretada como o limite quando γ → 0,
o que corresponde a uma Gumbel.
Demonstram-se, de seguida, os treˆs casos.
Comec¸a-se pelo caso γ > 0. Na expressa˜o (9), considere-se que λ = 1,
δ = γ e γ = 1
α
, com α > 0
Gγ (x|1,γ) =Gγ
(
x− 1
γ
)
=
=exp
(
−
(
1+ γ
(
x− 1
γ
))− 1γ)
=
=exp
(
− (1+ x− x)− 1γ
)
=
=exp
(
−x− 1γ
)
=
=exp
(−x−α) =
=Φα (x)
Caso γ < 0. Demonstra-se analogamente ao caso anterior, tomando co-
mo valores λ = 1, δ = −γ e γ = − 1
α
, com α > 0
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Gγ (x| − 1,−γ) ==Gγ
(
x+ 1
−γ
)
=
=exp
(
−
(
1− γ
(
x+ 1
γ
))− 1γ)
=
=exp
(
− (1− x− 1)− 1γ
)
=
=exp
(
− (−x)− 1γ
)
=
=exp
(
− (−x)−α
)
=
=Ψα (x)
Caso γ = 0. Calculam-se os limites laterais da expressa˜o em (8), obtendo-
se
lim
γ→0+
Gγ(x) = lim
γ→0+
exp
(
− (1+ γx)− 1γ
)
=
=exp
(
− lim
γ→0+
(1+ γx)−
1
γ
)
=
=exp

− lim
γ→0+
(
1+
x
1
γ
)− 1γ =
=exp



− lim
γ→0+
(
1+
x
1
γ
) 1
γ


−1 =
=exp
(
− (exp (x))−1
)
=
=exp (−exp (−x))
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lim
γ→0−
Gγ(x) = lim
γ→0−
exp
(
− (1+ γx)− 1γ
)
=
=exp
(
− lim
γ→0−
(1+ γx)−
1
γ
)
=
=exp

− lim
γ→0−
(
1+
x
1
γ
)− 1γ =
=exp

− lim
γ→0−
(
1+
−x
− 1
γ
)− 1γ =
=exp (−exp (−x))
Portanto,
lim
γ→0+
Gγ(x) = lim
γ→0−
Gγ(x) = lim
γ→0
Gγ(x) = exp (−exp (−x)) = Λ (x)
Estudos anteriores revelam que a func¸a˜o distribuic¸a˜o Weibull deﬁne
a distribuic¸a˜o de extremos da distribuic¸a˜o Uniforme, Beta, Weibull de
ma´ximos, etc. Assim como a distribuic¸a˜o de Gumbel representa a distri-
buic¸a˜o de extremos das distribuic¸o˜es Exponencial, Normal, Gama,... e a
Fre´chet deﬁne as distribuic¸o˜es Pareto, Fre´chet e Cauchy.
Como consequeˆncia direta da EVT para ma´ximos, e tendo em conta a
seguinte dualidade
mn := min (X1,X2, ...,Xn) = −max (−X1,−X2, ...,−Xn)
15
2.2. Teoria dos valores extremos CAPI´TULO 2. enquadramento teo´rico
Assim, tem-se
P (mn ≤ x) = P (−Mn ≤ x) =
= P (Mn ≥ −x) =
= 1− P (Mn ≤ −x)
(10)
Reunidas as condic¸o˜es enunciadas no Teorema 2.2.1, tem-se que a
equac¸a˜o (10) converge para uma das treˆs distribuic¸o˜es apresentadas no
Teorema 2.2.1.
Portanto, evoca-se o teorema dos tipos extremais para mı´nimos.
Teorema 2.2.2 (Teorema dos tipos extremais para mı´nimos). Sejam duas
sucesso˜es reais a∗n > 0 e b∗n, tais que
lim
n→∞ P
[
M−b∗n
a∗n
≤ x
]
= lim
n→∞ F
n (a∗nx+ b
∗
n) = G
∗ (x)
para alguma func¸a˜o distribuic¸a˜o G∗ na˜o degenerada, enta˜o G∗ e´ do mesmo
tipo de uma das seguintes distribuic¸o˜es
Tipo I:
G∗ (x) = Λ∗ (x) = 1−Λ (−x) = 1− exp (−exp (x)) , x ∈ R (11)
Tipo II:
G∗ (x|α) = Φ∗α (x) = 1−Φα (−x)
⇔ G∗ (x|α) =
{
1− exp (x−α) , x < 0, α > 0
1, x ≥ 0
(12)
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Tipo III:
G∗ (x|α) = Ψ∗α (x) = 1−Ψα (−x)
⇔ G∗ (x|α) =
{
0, x ≤ 0
1− exp (−xα) , x < 0, α > 0
(13)
As func¸o˜es (11), (12) e (13) sa˜o denominadas, respetivamente, de fun-
c¸a˜o Gumbel de mı´nimos, Fre´chet de mı´nimo e Weibull de mı´nimo.
Tal como para o caso do Teorema para os extremos ma´ximos, tambe´m
se pode reduzir os treˆs tipos numa func¸a˜o generalizada de mı´nimos.
G∗ (x|y) = G∗γ (x) = 1− Gγ (−x)
⇔ G∗ (x|y) =

1− exp
(
− (1− γx)− 1γ )
)
, 1− γx > 0,γ 6= 0
1− exp (−exp (x)) , x ∈ R,γ = 0
,
(14)
onde γ representa o paraˆmetro shape.
Mais uma vez, atrave´s do sinal do paraˆmetro shape, γ, determina-
se a qual tipo de distribuic¸a˜o pertence. Isto e´, se γ < 0, esta´-se pe-
rante a distribuic¸a˜o Weibull de mı´nimos; quando γ > 0, assume-se a
distribuic¸a˜o Fre´chet de mı´nimos; no caso de γ = 0, esta´-se perante a
distribuic¸a˜o Gumbel de mı´nimos.
Neste trabalho, aplicar-se-a´ esta teoria no capı´tulo das simulac¸o˜es.
Com a ajuda do software R, em particular usando a func¸a˜o fgev presente
na biblioteca evd, obteˆm-se as estimativas para os paraˆmetros GEV que
permitira˜o construir a func¸a˜o GEV estimada.
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3F I LTROS DE BLOOM L INEARES
Face a`s limitac¸o˜es do FB, explora-se a ideia do Filtro de Bloom Li-
near (FBL), considerado como uma evoluc¸a˜o do FB, que permite resolver
algumas limitac¸o˜es ou melhora´-las.
O artigo Lima et al. [2013] mostra uma aplicac¸a˜o positiva dos FBLs,
que e´ a optimizac¸a˜o do algoritmo de encaminhamento em redes multi-
hop.
O FBL e´ uma estrutura de dados semelhante a um FB que, para ale´m
de armazenar elementos, permite armazenar junto a cada elemento uma
grandeza totalmente ordena´vel que podera´ representar uma certa carac-
terı´stica do elemento, celemi . Durante o estudo, essa grandeza sera´ tratada
como grau de conﬁanc¸a. Enquanto o FB tradicional se inicia a zeros e
toma o valor 1 no caso de inserc¸a˜o de um elemento, no FBL insere-se
um grau de conﬁanc¸a, celemi ∈ ]0, 1], que indica uma caracterı´stica do ele-
mento a ser inserido. A cada elemento a ser inserido, elemi, associa-se
enta˜o um grau de conﬁanc¸a, obtendo-se assim o par (elemi, celemi). No
caso particular em que todos os elementos inseridos estejam associados
a um grau de conﬁanc¸a de 1, o FBL toma uma apareˆncia igual a` de um
FB tradicional, apenas com 0 e 1.
19
3.1. Me´todo de inserc¸a˜o CAPI´TULO 3. filtros de bloom lineares
Embora os me´todos de inserc¸a˜o e de consulta tambe´m sejam contem-
plados no FBL, o seu funcionamento difere em relac¸a˜o ao FB tradicional.
3.1 me´todo de inserc¸a˜o
A diferenc¸a no me´todo de inserc¸a˜o em relac¸a˜o do FB, surge devido a`
variac¸a˜o do grau de conﬁanc¸a a introduzir no ﬁltro. Assim, e´ necessa´rio
ter-se em atenc¸a˜o a possibilidade da existeˆncia de dois valores associ-
ados a` mesma posic¸a˜o do ﬁltro. Sendo que o objetivo continua a ser
guardar uma grande quantidade de elementos com o seu respetivo grau
de conﬁanc¸a, inserem-se os elementos nas posic¸o˜es deﬁnidas atrave´s da
func¸a˜o Hash de igual forma e, na presenc¸a de sobreposic¸a˜o de elementos
numa mesma posic¸a˜o, o ﬁltro assume o grau de conﬁanc¸a mais elevado.
O valor guardado e´, enta˜o, obtido pela aplicac¸a˜o da func¸a˜o de ma´ximo,
que consiste na selec¸a˜o do maior valor entre o valor presente numa de-
terminada posic¸a˜o e o grau de conﬁanc¸a caracterı´stico do elemento que
esta´ a ser inserido. Assim, o grau de conﬁanc¸a a introduzir na posic¸a˜o l,
doravante denominado bloom[l], pode tomar dois valores.
• Se o valor caracterı´stico do elemento for menor do que o valor ja´
presente, este u´ltimo mante´m-se;
• Se o valor caracterı´stico do elemento for maior ou igual ao valor
ja´ presente, este u´ltimo e´ substituı´do pelo valor caracterı´stico do
elemento.
Resumidamente o me´todo de inserc¸a˜o, para cada posic¸a˜o l, aplica-se
atrave´s da seguinte func¸a˜o
bloom[l] = max(cobsl , celemi,l)
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considerando cobsl o valor observado na posic¸a˜o l e celemi,l o valor do
grau de conﬁanc¸a do novo elemento correspondente a` posic¸a˜o l.
Exemplo 3.1. Retomando a base do exemplo do FB tradicional, considere-se um
ﬁltro de tamanho m = 11, o nu´mero de elementos a inserir n = 3 e sejam os ele-
mentos e respetivos graus de conﬁanc¸a o seguinte conjunto {(a, 0.3) , (b, 0.5) ,
(c, 0.7)}.
Tem-se k = 3, isto e´, a func¸a˜o Hash aplicada a cada elemento a inserir devolve
3 posic¸o˜es. Aplicando a func¸a˜o Hash a cada elemento, obteˆm-se as respetivas
posic¸o˜es. O me´todo de inserc¸a˜o dos elementos pode ser observado na Figura 2.
Figura 2.: Inserc¸a˜o de elementos no Filtro de Bloom Linear
⇓ Hash(a) = {1, 3, 7}, com celema = 0.3
1 2 3 4 5 6 7 8 9 10 11
0.3 0 0.3 0 0 0 0.3 0 0 0 0
⇓ Hash(b) = {3, 7, 10}, com celemb = 0.5
1 2 3 4 5 6 7 8 9 10 11
0.3 0 0.5 0 0 0 0.5 0 0 0.5 0
⇓ Hash(c) = {4, 7, 10}, com celemc = 0.7
1 2 3 4 5 6 7 8 9 10 11
0.3 0 0.5 0.7 0 0 0.7 0 0 0.7 0
Note-se que esta situac¸a˜o tambe´m acontece nos FBs tradicionais. No
entanto, como estes apenas manifestam a presenc¸a do elemento atrave´s
do valor 1, um conﬂito de valores numa qualquer posic¸a˜o termina sem-
pre com a apresentac¸a˜o do valor 1, visto que o ma´ximo entre dois valores
iguais e´ sempre o pro´prio valor.
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3.2 me´todo de consulta
O me´todo de consulta esta´, de certa forma, ligado ao me´todo de
inserc¸a˜o. Se inicialmente se queria inserir os elementos, usando a func¸a˜o
dos ma´ximos, agora o objetivo e´, observando os valores de grau de
conﬁanc¸a visı´veis do Filtro, saber se determinado elemento foi inserido.
Assim, o me´todo de consulta, assenta na aplicac¸a˜o da func¸a˜o dos
mı´nimos. Isto e´, a cada elemento a consultar, aplica-se a func¸a˜o Hash
para se saber as posic¸o˜es a observar. Consoante o resultado do mı´nimo
entre os valores visı´veis em cada posic¸a˜o dada pela func¸a˜o Hash, e tendo
em conta que os valores visı´veis do ﬁltro foram selecionados com base
numa func¸a˜o de ma´ximos, podem-se tirar as seguintes concluso˜es.
• Se o valor mı´nimo for 0, tem-se que o elemento consultado na˜o
existe no ﬁltro;
• Se o valor mı´nimo for inferior ao grau de conﬁanc¸a do elemento
consultado, o elemento na˜o esta´ presente no ﬁltro;
• Se o valor mı´nimo for igual ao grau de conﬁanc¸a do elemento con-
sultado, ha´ forte probabilidade do elemento estar presente no ﬁltro;
• Se o valor mı´nimo for superior ao grau de conﬁanc¸a do elemento
consultado, ha´ probabilidade do elemento existir no ﬁltro.
Exemplo 3.2. No exemplo seguinte, retoma-se o ﬁltro anterior, com o objetivo
de se observar duas situac¸o˜es distintas: consultar se o elemento a esta´ presente
no ﬁltro, tendo conscieˆncia que foi realmente inserido anteriormente, e consultar
se o elemento d foi inserido, sabendo que na realidade na˜o foi.
• Situac¸a˜o 1
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Inicialmente, aplica-se a func¸a˜o Hash ao elemento a para se saber quais sa˜o as
posic¸o˜es atribuı´das. Neste caso, a func¸a˜o Hash ja´ tinha sido aplicada no me´todo
de inserc¸a˜o e obteve-se Hash(a) = {1, 3, 7}.
Figura 3.: Consulta do elemento a na situac¸a˜o 1
1 2 3 4 5 6 7 8 9 10 11
0.3 0 0.5 0.7 0 0 0.7 0 0 0.7 0
Observando a Figura 3, as posic¸o˜es deﬁnidas para o elemento a esta˜o preen-
chidas com os valores{0.3, 0.5, 0.7}. Aplicando a func¸a˜o dos mı´nimos, obte´m-se
min (0.3, 0.5, 0.7) = 0.3. Sabe-se que o grau de conﬁanc¸a atribuı´do ao elemento
a e´ 0.3, que corresponde ao mı´nimo calculado, o que indica que o elemento a tem
forte probabilidade de existir no Filtro de Bloom Linear.
• Situac¸a˜o 2
Neste caso, averigua-se se o elemento d esta´ inserido no FBL. Para tal, e se-
guindo o raciocı´nio da situac¸a˜o anterior, aplica-se a func¸a˜o Hash ao elemento
d, obtendo-se Hash (d) = {1, 4, 10}. Consultam-se os graus de conﬁanc¸a nas
posic¸o˜es obtidas, como ilustrado na Figura 4.
Figura 4.: Consulta do elemento d na situac¸a˜o 2
1 2 3 4 5 6 7 8 9 10 11
0.3 0 0.5 0.7 0 0 0.7 0 0 0.7 0
Calcula-se o mı´nimo entre os graus de conﬁanc¸a observados nas posic¸o˜es
atribuı´das para o elemento pela func¸a˜o Hash. Tem-se enta˜o min (0.3, 0.7, 0.7) =
0.3.
Nesta situac¸a˜o, seja o grau de conﬁanc¸a do elemento d, celemd , so´ se pode ques-
tionar a existeˆncia do elemento no ﬁltro caso esse grau de conﬁanc¸a seja menor
ou igual ao mı´nimo calculado anteriormente (celemd ≤ 0.3). Caso contra´rio,
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sendo maior que 0.3, tem-se a certeza de que o elemento na˜o foi introduzido no
Filtro de Bloom Linear.
Por exemplo, supondo que o grau de conﬁanc¸a do elemento d seja 0.4, a proba-
bilidade do elemento pertencer ao ﬁltro de Bloom seria nula, pois no momento de
inserc¸a˜o, em cada posic¸a˜o, teria ﬁcado visı´vel o grau de conﬁanc¸a mais elevado.
Nos FBLs tambe´m podem surgir falsos positivos, que neste caso sa˜o
chamados de sobreestimac¸a˜o de pertenc¸a, resultante de um erro de
estimac¸a˜o por excesso. Isto acontece caso a sobreposic¸a˜o seja completa,
isto e´, se em todas as posic¸o˜es atribuı´das ao elemento se observar um
grau de conﬁanc¸a superior ao caracterı´stico desse elemento. Tendo em
conta que nos FBLs os valores introduzidos sa˜o muito mais variados, a
probabilidade de falsos positivos reduz em relac¸a˜o ao caso do FB tradi-
cional.
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4.1 teoria dos valores extremos
Partindo da premissa de que os valores extremos, mı´nimos e ma´xi-
mos, esta˜o inteiramente associados aos FBLs, o seguimento desta ana´lise
passa pelo estudo da Teoria dos Valores Extremos.
Considere-se X1,X2, ...,Xn, um conjunto de varia´veis iid, caracteriza-
das por uma func¸a˜o densidade de probabilidade f (x) e por uma func¸a˜o
de distribuic¸a˜o F(x). Ordenando o conjunto de varia´veis por ordem cres-
cente, as estatı´sticas ordinais podem ser denotadas por (X(1),X(2), ...,X(n)),
com X(1) < X(2) < ... < X(n). Assim, a primeira e a u´ltima estatı´stica
de ordem, X(1) e X(n) correspondem ao mı´nimo e ao ma´ximo, respetiva-
mente.
Seja enta˜o X(n) = max (X1,X2, ...,Xn) .
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A func¸a˜o densidade de probabilidade de X(n) e´ dada por
Gn (u) =P
(
X(n) ≤ u
)
=P (X1 ≤ u,X2 ≤ u, ...,Xn ≤ u)
=P (X1 ≤ u) P (X2 ≤ u) ...P (Xn ≤ u)
=
n
∏
i=1
P (Xi ≤ u)
=[P (Xi ≤ u)]n
=[F(u)]n
(15)
Pela func¸a˜o (15), calcula-se a func¸a˜o densidade de probabilidade de X(n)
gn(u) =
d[F(u)]n
du
= n f (u)[F(u)]n−1 (16)
Analogamente, pode-se determinar a func¸a˜o de mı´nimos
Seja X(1) = min (X1,X2, ...,Xn) .
Tem-se que a func¸a˜o distribuic¸a˜o de X(1) e´ dada por
G1 (u) =P
(
X(1) ≤ u
)
=1− P (X(1) > u)
=1− P (X1 > u,X2 > u, ...,Xn > u)
=1− [P (X1 > u) P (X2 > u) ...P (Xn > u)]
=1−
n
∏
i=1
P (Xi > u)
=1− [1− P (Xi ≤ u)]n
=1− [1− F(u)]n
(17)
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Pela func¸a˜o (17), calcula-se a func¸a˜o densidade de probabilidade de X(1)
g1(u) =
d[1− (1− F(u))n]
du
= n f (u)[1− F(u)]n−1 (18)
Partindo das duas func¸o˜es anteriormente referidas, deduz-se a func¸a˜o
dos mı´nimos dos ma´ximos, que tambe´m sera´ indispensa´vel no decorrer
deste estudo.
Por (17), tem-se que G1 (u) = 1− [1− F(u)]n. No caso concreto da
operac¸a˜o de mı´nimos de ma´ximos, tem-se F(u) = Gn(u), logo G1 (u) =
1− [1−Gn(u)]n. Obte´m-se enta˜o a func¸a˜o distribuic¸a˜o dos mı´nimos dos
ma´ximos
G∗1 (u) = 1− [1− F(u)n]n (19)
Derivando a func¸a˜o obtida, (19), tem-se que a func¸a˜o densidade dos
mı´nimos dos ma´ximos se deﬁne da seguinte forma
g∗1(u) =
d[1− [1− F(u)n]n]
du
=
=− n(1− F(u)n)n−1(−1)nF(u)n−1 f (u) =
=n2 f (u)F(u)n−1[1− F(u)n]n−1
(20)
com f (u) e F(u), identiﬁcando as func¸o˜es de densidade e de distribuic¸a˜o
originalmente adotadas para gerar os graus de conﬁanc¸a, respetivamente.
4.2 gerac¸a˜o probabili´stica de graus de confianc¸a
Apo´s a deduc¸a˜o da func¸a˜o dos ma´ximos Gn(.) e da func¸a˜o dos mı´-
nimos dos ma´ximos G∗1(.), sa˜o estudados os casos especı´ﬁcos de treˆs
distribuic¸o˜es F(.), que podera˜o ser adotadas para a deﬁnic¸a˜o de graus
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de conﬁanc¸a. As distribuic¸o˜es escolhidas sa˜o as distribuic¸o˜es Uniforme,
Exponencial e Normal.
4.2.1 Distribuic¸a˜o Uniforme
Seja X uma varia´vel aleato´ria que segue uma distribuic¸a˜o Uniforme
no intervalo real [a, b], a func¸a˜o densidade de probabilidade e´ dada por
f (x) =


1
b−a se a ≤ x ≤ b
0 caso contra´rio
(21)
e a sua func¸a˜o distribuic¸a˜o e´ deﬁnida por
F(x) =


0 se x < a
x−a
b−a se a ≤ x ≤ b
1 caso contra´rio
(22)
Ao longo desta tese, os paraˆmetros a e b tomam os valores 0 e 1, respeti-
vamente.
Representa-se graﬁcamente a func¸a˜o densidade da distribuic¸a˜o Uni-
forme(0,1) na Figura 5.
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Figura 5.: Representac¸a˜o gra´ﬁca da func¸a˜o densidade da distribuic¸a˜o Uniforme(0,1)
4.2.2 Distribuic¸a˜o Exponencial
Seja X uma varia´vel aleato´ria que segue uma distribuic¸a˜o Exponencial
caracterizada pelo paraˆmetro λ , a func¸a˜o densidade de probabilidade e´
dada por:
f (x|λ) =

λe
−λx se x ≥ 0
0 caso contra´rio
(23)
onde E[X] = 1
λ
, e a sua func¸a˜o distribuic¸a˜o e´ deﬁnida por
F(x|λ) = λe−λx se x ≥ 0 (24)
No decorrer desta dissertac¸a˜o, o paraˆmetro λ adota o valor 1.
Representa-se graﬁcamente a func¸a˜o densidade da distribuic¸a˜o Expo-
nencial(1) na Figura 6.
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Figura 6.: Representac¸a˜o gra´ﬁca da distribuic¸a˜o Exponencial (1)
4.2.3 Distribuic¸a˜o Normal
Seja X uma varia´vel aleato´ria que segue uma distribuic¸a˜o Normal com
me´dia µ e desvio padra˜o σ, a func¸a˜o densidade de probabilidade e´ dada
por:
f (x|µ, σ) = 1
σ
√
2pi
e
− (x−µ)2
2σ2 (25)
Na˜o e´ possı´vel explicitar a sua func¸a˜o distribuic¸a˜o devido ao facto da
func¸a˜o densidade na˜o ser de fa´cil tratamento matema´tico.
Para efeito deste estudo, os paraˆmetros µ e σ assumem, respetiva-
mente, os valores 0 e 1.
Representa-se graﬁcamente a func¸a˜o densidade da distribuic¸a˜o Nor-
mal(0,1) na Figura 7.
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Figura 7.: Representac¸a˜o gra´ﬁca da distribuic¸a˜o Normal(0,1)
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5S IMULAC¸ O˜E S
Neste capı´tulo, apresentam-se os estudos de simulac¸o˜es envolvendo
as treˆs distribuic¸o˜es referidas no Capı´tulo 4, Uniforme(0,1), Exponen-
cial(1) e Normal(0,1). Nas primeiras duas secc¸o˜es do presente capı´tulo,
descreve-se o processo adotado para as simulac¸o˜es associadas ao me´todo
de inserc¸a˜o e de consulta. Simulac¸o˜es estas feitas com recurso ao software
R. Apo´s as simulac¸o˜es, e ja´ nas terceira e quarta partes deste capı´tulo,
faz-se uma comparac¸a˜o das distribuic¸o˜es estimadas versus teo´ricas, bem
como uma ana´lise de distorc¸a˜o dos valores inseridos e consultados.
Para todas as simulac¸o˜es, considera-se um ﬁltro de tamanho m = 220,
com k = 7 posic¸o˜es deﬁnidas pela func¸a˜o Hash e, pela fo´rmula (2), tem-
se n = 103831 elementos a inserir.
Cada simulac¸a˜o foi repetida um nu´mero elevado de vezes aﬁm de
se obter uma banda de conﬁanc¸a a (1 − α)% para as estimativas na˜o
parame´tricas da func¸a˜o densidade, assim como intervalos de conﬁanc¸a a
(1− α)% para as estimativas dos paraˆmetros GEV, para um determinado
nı´vel de conﬁanc¸a α. Tendo em conta o peso computacional de cada
simulac¸a˜o, optou-se pelo total de 100 simulac¸o˜es.
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5.1 simulac¸a˜o do me´todo de inserc¸a˜o
Comec¸a-se por criar um vetor, bloom, em que cada posic¸a˜o ﬁca pre-
enchida com o valor −99, admitindo-se este como sendo o FBL inicial
vazio. Opta-se por preencher com o valor −99 em vez de 0 para evitar
conﬂitos de valores gerados aleatoriamente para o grau de conﬁanc¸a de
cada elemento, celemi .
Depois do ﬁltro ser criado, procede-se a` inserc¸a˜o de cada elemento,
elemi, e a` criac¸a˜o aleato´ria do valor do grau de conﬁanc¸a, celemi , se-
guindo uma determinada distribuic¸a˜o associada a cada elemento. Apo´s
a comparac¸a˜o do valor gerado com o valor observado em cada uma das
k posic¸o˜es, guarda-se o valor ma´ximo entre os dois. Recorre-se a esse
procedimento para cada elemento a ser inserido, o que signiﬁca o pro-
cesso e´ realizado n vezes, ate´ que se obte´m, por ﬁm, o ﬁltro preenchido.
Para cada FBL gerado, estima-se a densidade para os valores inse-
ridos por uma abordagem na˜o-parame´trica, recorrendo a uma func¸a˜o
tipo-nu´cleo Gaussiana. Adicionalmente, estimam-se os treˆs paraˆmetros
da func¸a˜o densidade generalizada dos valores extremos (GEV). A` custa
do total dos 100 FBLs gerados, torna-se possı´vel obter uma banda de
conﬁanc¸a, por exemplo a 95%, para a estimac¸a˜o tipo-nu´cleo, assim como
um intervalo de conﬁanc¸a a 95% para cada um dos paraˆmetros estima-
dos da GEV. Nas secc¸o˜es seguintes, para cada uma das 3 distribuic¸o˜es
escolhidas, procede-se com a representac¸a˜o gra´ﬁca das va´rias densida-
des estimadas, e a respetiva func¸a˜o de densidade teo´rica estudada no
Capı´tulo 4.
Aﬁm de se poder utilizar posteriormente as informac¸o˜es geradas da
operac¸a˜o de inserc¸a˜o, guardam-se numa matriz, matrizest, as 100 esti-
mativas na˜o parame´tricas da densidade, calculadas para 400 pontos re-
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sultantes da discretizac¸a˜o do domı´nio desta func¸a˜o. De forma ana´loga,
as 100 estimativas dos 3 paraˆmetros GEV sa˜o guardados numa matriz
denominada matrizgev.
A tı´tulo meramente ilustrativo, as 100 primeiras entradas de cada FBL
aparecem no apeˆndice A.
Apresentam-se de seguida os procedimentos adotados, em ambiente
R, para o preenchimento dos FBLs e para o armazenamento de toda a
informac¸a˜o posteriormente necessa´ria para se prosseguir com os estudos
de simulac¸a˜o propostos.
5.1.1 Uniforme(0,1)
Comec¸a-se pelo caso da distribuic¸a˜o Uni f orme(0, 1). Observe-se no
co´digo seguinte que a u´nica dependeˆncia da distribuic¸a˜o e´ aquando da
gerac¸a˜o dos valores aleato´rios para o grau de conﬁanc¸a, sendo que neste
caso os valores sa˜o gerados seguindo uma distribuic¸a˜o Uniforme no
intervalo [0, 1].
1 rm( l i s t = l s ( ) )
l i b r a r y ( evd )
3 r =100
f =1
5 m=2ˆ20
k=7
7 n=round (m/k* log ( 2 ) ,0 )
ma t r i z e s t=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
9 matriz gev=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
mat r i z e s t1=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
11 matriz gev1=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
matriz bloom=matrix ( ncol=m, nrow=r )
13 matriz minimum=matrix ( ncol =(n* f ) ,nrow=r )
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matr iz e lem i=matrix ( ncol=k , nrow=(n* f ) )
15 for ( b in 1 : r ) {
bloom=rep (−99 ,m) # c r i a cao do f i l t r o ( vazio )
17 for ( i in 1 : ( n* f ) ) { #processo de c r i a cao do elemento
e lem i=sample . i n t (m, k , rep lace = T) # c r i a cao das 7 posicoes
19 matr iz e lem i [ i , ] = e lem i
c e l em i=round ( run i f ( 1 , 0 , 1 ) ,3 ) # c r i a cao do grau de conf ianca
21 for ( j in 1 : k ) { #processo de insercao
bloom [ elem i [ j ] ] = max( bloom [ elem i [ j ] ] , c e l em i )
23 }
}
25 bloom NZ = bloom [ bloom != −99] # vetor de maximos
matriz bloom [b , ] = bloom #matriz com 100 f i l t r o s
27 aux=densi ty ( bloom NZ , n=400 , from=0 , to =1)
ma t r i z e s t [ b , ] = aux$y #matriz pontos de densidade
29 p=fgev ( bloom NZ) # funcao para obter os parametros GEV
parametros=p$est imate # parametros GEV
31 matriz gev [ b , ] = parametros #matriz parametros GEV
}
Pela ana´lise da Figura 8, conclui-se que tanto a func¸a˜o densidade teo´ri-
ca como a func¸a˜o estimada pela abordagem GEV parecem aproximar-se
bem a` func¸a˜o de densidade estimada tipo-nu´cleo, sendo que a teo´rica
aparenta ser melhor.
Na Tabela 1, apresentam-se algumas estatı´sticas descritivas para as
estimativas dos paraˆmetros GEV. Os valores relativos ao paraˆmetro shape
sa˜o todos negativos, tal como seria de esperar pela teoria de valores
extremos (ver Capı´tulo 2) que apoia a tese da distribuic¸a˜o dos ma´ximos
de uma Uniforme ser a distribuic¸a˜o Weibull.
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Figura 8.: Gra´ﬁco das densidades dos ma´ximos da Uniforme(0,1): f(x) teo´rica; f(x) estimada
tipo-nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a tracejado para
os limites da banda de conﬁanc¸a; e GEVD obtida para as medianas das estimativas
dos paraˆmetros GEV
Tabela 1.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
ma´ximos da Uniforme(0,1)
location (λ) scale (δ) shape (γ)
min 0.5036 0.3222 −0.6404
25% 0.5059 0.3235 −0.6327
50% 0.5067 0.3241 −0.6311
75% 0.5075 0.3246 −0.6287
max 0.5106 0.3257 −0.6216
me´dia 0.5067 0.3241 −0.6309
desvio padra˜o 0.0013 0.0008 0.0035
5.1.2 Exponencial(1)
No caso da distribuic¸a˜o Exponencial, o co´digo R responsa´vel pelo pre-
enchimento dos FBLs e´ semelhante ao caso anterior, exceto na linha 20,
relativa a` gerac¸a˜o dos valores atribuı´dos como graus de conﬁanc¸a, que
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neste caso seguem uma distribuic¸a˜o exponencial com valor esperado
igual a 1.
rm( l i s t = l s ( ) )
2 l i b r a r y ( evd )
r =100
4 f =1
m=2ˆ20
6 k=7
n=round (m/k* log ( 2 ) ,0 )
8 mat r i z e s t=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
matriz gev=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
10 matr i z e s t1=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
matriz gev1=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
12 matriz bloom=matrix ( ncol=m, nrow=r )
matriz minimum=matrix ( ncol =(n* f ) ,nrow=r )
14 matr iz e lem i=matrix ( ncol=k , nrow=(n* f ) )
for ( b in 1 : r ) {
16 bloom=rep (−99 ,m) # c r i a cao do f i l t r o ( vazio )
for ( i in 1 : ( n* f ) ) { #processo de c r i a cao do elemento
18 e lem i=sample . i n t (m, k , rep lace = T) # c r i a cao das 7 posicoes
matr iz e lem i [ i , ] = e lem i
20 c e l em i=round ( rexp ( 1 , 1 ) ,3 ) # c r i a cao do grau de conf ianca
for ( j in 1 : k ) { #processo de insercao
22 bloom [ elem i [ j ] ] = max( bloom [ elem i [ j ] ] , c e l em i )
}}
24 bloom NZ = bloom [ bloom != −99] # vetor de maximos
matriz bloom [b , ] = bloom #matriz com 100 f i l t r o s
26 aux=densi ty ( bloom NZ , n=400 , from=0)
ma t r i z e s t [ b , ] = aux$y #matriz pontos de densidade
28 p=fgev ( bloom NZ) # funcao para obter os parametros GEV
parametros=p$est imate #parametros GEV
30 matriz gev [ b , ] = parametros} #matriz parametros GEV
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Conclui-se pela ana´lise da Figura 9 que as func¸o˜es estimadas sa˜o muito
semelhantes entre si. Comparando estas func¸o˜es com a distribuic¸a˜o Ex-
ponencial(1) apresentada na Figura 6, constata-se que a forma se asse-
melha a` distribuic¸a˜o estimada dos ma´ximos da Exponencial(1).
Figura 9.: Gra´ﬁco das densidades dos ma´ximos da Exponencial(1): f(x) teo´rica; f(x) estimada
tipo-nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a tracejado para
os limites da banda de conﬁanc¸a; e GEVD obtida para as medianas das estimativas
dos paraˆmetros GEV
As principais estatı´sticas descritivas calculadas para os paraˆmetros
GEV obtidos pelos ma´ximos da Exponencial apresentam-se na Tabela
2. Relembra-se que, segundo a teoria de valores extremos apresentada
previamente, a distribuic¸a˜o dos ma´ximos de uma exponencial segue a
distribuic¸a˜o Gumbel, que por norma e´ caracterizada pela tendeˆncia do
valor do paraˆmetro shape para 0. Neste caso concreto, ao contra´rio do
expecta´vel, todos os valores obtidos para a shape sa˜o positivos.
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Tabela 2.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
ma´ximos da Exponencial(1)
location (λ) scale (δ) shape (γ)
min 0.5989 0.5665 0.3544
25% 0.6032 0.5707 0.3599
50% 0.6046 0.5721 0.3623
75% 0.6063 0.5734 0.3653
max 0.6125 0.5783 0.3698
me´dia 0.6048 0.5721 0.3623
desvio padra˜o 0.0026 0.0020 0.0034
5.1.3 Normal(0,1)
O terceiro caso estudado consiste na distribuic¸a˜o dos ma´ximos da Nor-
mal(0,1). Assim, a mudanc¸a no processo de preenchimento dos FBLs
consiste na alterac¸a˜o da func¸a˜o distribuic¸a˜o escolhida para a gerac¸a˜o dos
graus de conﬁanc¸a, que agora se apresenta como a distribuic¸a˜o Normal,
com me´dia nula e desvio padra˜o igual a 1 (ver linha 20).
rm( l i s t = l s ( ) )
2 l i b r a r y ( evd )
r =100
4 f =1
m=2ˆ20
6 k=7
n=round (m/k* log ( 2 ) ,0 )
8 mat r i z e s t=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
matriz gev=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
10 matr i z e s t1=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
matriz gev1=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
12 matriz bloom=matrix ( ncol=m, nrow=r )
matriz minimum=matrix ( ncol =(n* f ) ,nrow=r )
14 matr iz e lem i=matrix ( ncol=k , nrow=(n* f ) )
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for ( b in 1 : r ) {
16 bloom=rep (−99 ,m) # c r i a cao do f i l t r o ( vazio )
for ( i in 1 : ( n* f ) ) { #processo de c r i a cao do elemento
18 e lem i=sample . i n t (m, k , rep lace = T) # c r i a cao das 7 posicoes
matr iz e lem i [ i , ] = e lem i
20 c e l em i=round ( rnorm ( 1 , 0 , 1 ) ,3 ) # c r i a cao do grau de conf ianca
for ( j in 1 : k ) { #processo de insercao
22 bloom [ elem i [ j ] ] = max( bloom [ elem i [ j ] ] , c e l em i ) }
}
24 bloom NZ = bloom [ bloom != −99] # vetor de maximos
matriz bloom [b , ] = bloom #matriz com 100 f i l t r o s
26 aux=densi ty ( bloom NZ , n=400)
ma t r i z e s t [ b , ] = aux$y #matriz pontos de densidade
28 p=fgev ( bloom NZ) # funcao para obter os parametros GEV
parametros=p$est imate # parametros GEV
30 matriz gev [ b , ] = parametros #matriz parametros GEV
}
A Figura 10 mostra que tanto a func¸a˜o densidade teo´rica como a esti-
mada GEV esta˜o a acompanhar a func¸a˜o estimada pela simulac¸a˜o. Pode-
se observar tambe´m que a forma da distribuic¸a˜o dos ma´ximos da Nor-
mal(0,1) segue com bastante precisa˜o a distribuic¸a˜o Normal(0,1) original
apresentada na Figura 7.
Quanto a`s estimativas dos paraˆmetros GEV dos ma´ximos da Nor-
mal(0,1), observa-se na Tabela 3 que o paraˆmetro de forma toma valores
negativos. De acordo com a teoria de valores extremos, seria especta´vel
que a distribuic¸a˜o dos ma´ximos da Normal seguisse uma distribuic¸a˜o
Gumbel, onde o paraˆmetro shape tenderia para 0.
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Figura 10.: Gra´ﬁco das densidades dos ma´ximos da Normal(0,1): f(x) teo´rica; f(x) estimada tipo-
nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a tracejado para os
limites da banda de conﬁanc¸a; e GEVD obtida para as medianas das estimativas dos
paraˆmetros GEV
Tabela 3.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
ma´ximos da Normal(0,1)
location (λ) scale (δ) shape (γ)
min −0.2449 0.8787 −0.2420
25% −0.1993 0.9734 −0.2214
50% −0.1900 0.9792 −0.2135
75% −0.1714 0.9847 −0.2053
max −0.1425 1.0188 −0.1721
me´dia −0.1870 0.9719 −0.2120
desvio padra˜o 0.0188 0.0302 0.0146
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5.2 simulac¸a˜o do me´todo de consulta
Apo´s obtermos o ﬁltro preenchido por elementos, pode-se consultar
ou testar se determinado elemento pertence ou na˜o ao ﬁltro. Inicia-se,
assim, a simulac¸a˜o do me´todo de consulta.
A simulac¸a˜o do me´todo de consulta e´ a continuac¸a˜o lo´gica da simula-
c¸a˜o do me´todo de inserc¸a˜o supra apresentada. Devido a este facto, e´
apresentado o co´digo contı´nuo desde o inı´cio da simulac¸a˜o, sendo que
a ana´lise recai, nesta fase, sobre as linhas de co´digo correspondentes
a` simulac¸a˜o do me´todo de consulta (linhas 33− 45). Relembra-se que
este me´todo recorre a` distribuic¸a˜o dos mı´nimos dos ma´ximos de uma
determinada distribuic¸a˜o.
Analogamente ao caso de inserc¸a˜o, o processo de consulta tambe´m e´
repetido 100 vezes, embora seja apenas necessa´rio criar um vetor vazio
que sera´ preenchido a` medida que se consulta um elemento. Assim, no
ﬁnal do processo de consulta, ter-se-a´ um vetor de tamanho n.
Como estudado no Capı´tulo 4, o me´todo consiste em veriﬁcar se deter-
minado elemento, elemi, existe no Filtro que foi criado e guardado numa
varia´vel denominada bloom conforme descrito na secc¸a˜o anterior. Para
tal, recuperam-se as k posic¸o˜es atribuı´das pela func¸a˜o hash ao elemento
i, guardadas na matrizelemi na linha i, e consulta-se o mı´nimo dessas k
posic¸o˜es. O resultado obtido e´ guardado no vetor criado denominado
minimum. Todo este processo e´ repetido n vezes, obtendo-se o vetor
preenchido com os valores dos mı´nimos dos ma´ximos.
Depois de repetido o procedimento anterior para cada um dos 100
FBLs, estima-se a func¸a˜o de densidade para cada um deles, o que per-
mite obter uma banda de conﬁanc¸a a 95% para estas estimativas. De
forma ana´loga a` secc¸a˜o anterior, pode-se enta˜o recorrer a` representac¸a˜o
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gra´ﬁca da estimac¸a˜o na˜o-parame´trica da densidade, a` custa da respe-
tiva banda de conﬁanc¸a. Adicionalmente, acrescenta-se ao gra´ﬁco a
func¸a˜o estimada GEV, obtida a` custa das medianas das estimativas dos
paraˆmetros GEV, e a func¸a˜o de densidade teo´rica dos mı´nimos dos
ma´ximos estudada anteriormente.
Tal como na primeira secc¸a˜o, tambe´m se guardaram numa matriz,
matrizest1, 400 estimativas da densidade calculadas em 400 pontos do seu
domı´nio e noutra matriz, matrizgev1, as estimativas dos treˆs paraˆmetros
GEV.
Note-se que o me´todo de consulta e´ independente da distribuic¸a˜o
usada.
1 rm( l i s t = l s ( ) )
l i b r a r y ( evd )
3 r =100
f =1
5 m=2ˆ20
k=7
7 n=round (m/k* log ( 2 ) ,0 )
ma t r i z e s t=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
9 matriz gev=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
mat r i z e s t1=matrix ( rep (0 ,4 0 0 * r ) , ncol =400 ,nrow=r )
11 matriz gev1=matrix ( rep (0 ,3 * r ) , ncol =3 ,nrow=r )
matriz bloom=matrix ( ncol=m, nrow=r )
13 matriz minimum=matrix ( ncol =(n* f ) ,nrow=r )
matr iz e lem i=matrix ( ncol=k , nrow=(n* f ) )
15 for ( b in 1 : r ) {
# OPERACAO DE INSERCAO
17 bloom=rep (−99 ,m)
for ( i in 1 : ( n* f ) ) {
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19 e lem i=sample . i n t (m, k , rep lace = T)
matr iz e lem i [ i , ] = e lem i
21 c e l em i=round ( r d i s t ( 1 , . , . ) ,3 )
for ( j in 1 : k ) {
23 bloom [ elem i [ j ] ] = max( bloom [ elem i [ j ] ] , c e l em i )
}
25 }
bloom NZ = bloom [ bloom != −99]
27 matriz bloom [b , ] = bloom
aux=densi ty ( bloom NZ , n=400)
29 mat r i z e s t [ b , ] = aux$y
p=fgev ( bloom NZ)
31 parametros=p$est imate
matriz gev [ b , ] = parametros}
33 # OPERACAO DE CONSULTA
minimum=c ( ) # c r i a cao do f i l t r o ( vazio )
35 for ( v in 1 : n ) { #processo de consul ta de cada elemento
minimum[v ] = min ( bloom [ matr iz e lem i [ v , ] ] )
37 }
minimum NZ = minimum[minimum != −99] # vetor dos minimos
39 matriz minimum [b , ] =minimum #matriz com os 100 f i l t r o s
aux1=densi ty (minimum NZ, n=400) #400pontos densidade
41 matr i z e s t1 [ b , ] = aux1$y #matriz pontos de densidade
p1=fgev(−minimum NZ, std . e r r = F ) # funcao para os parametros
GEV
43 parametros1=p1$est imate #parametros GEV
matriz gev1 [ b , ] = parametros1 #matriz dos parametros GEV
45 }
Apresentam-se agora os resultados obtidos para o me´todo de con-
sulta, isto e´, os resultados obtidos para os mı´nimos dos ma´ximos das
distribuic¸o˜es Uniforme(0,1), Exponencial(1) e Normal(0,1).
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5.2.1 Uniforme(0,1)
Observando a Figura 11, a func¸a˜o densidade teo´rica parece estar mais
pro´xima da estimac¸a˜o na˜o parame´trica da func¸a˜o de densidade. A
func¸a˜o densidade estimada GEV toma uma forma um pouco distorcida
mas tambe´m acompanha a func¸a˜o densidade estimada pela simulac¸a˜o.
Note-se que a estimac¸a˜o na˜o parame´trica da densidade dos mı´nimos
dos ma´ximos da Uniforme(0,1) e´ muito semelhante a` func¸a˜o densidade
original apresentada na Figura 5.
Figura 11.: Gra´ﬁco das densidades dos mı´nimos dos ma´ximos da Uniforme(0,1): f(x) teo´rica;
f(x) estimada tipo-nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a
tracejado para os limites da banda de conﬁanc¸a; e GEVD obtida para as medianas
das estimativas dos paraˆmetros GEV
A Tabela 4 mostra que os valores do paraˆmetro shape sa˜o todos nega-
tivos, e que rondam o valor −0.44. Este facto leva a crer que os dados
simulados podem seguir uma distribuic¸a˜o de Weibull.
46
CAPI´TULO 5. simulac¸o˜es 5.2. Simulac¸a˜o do me´todo de consulta
Tabela 4.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
mı´nimos dos ma´ximos da Uniforme(0,1)
location (λ) scale (δ) shape (γ)
min 0.4169 0.3018 −0.4500
25% 0.4200 0.3033 −0.4419
50% 0.4209 0.3037 −0.4399
75% 0.4217 0.3041 −0.4380
max 0.4245 0.3051 −0.4308
me´dia 0.4208 0.3037 −0.4399
desvio padra˜o 0.0014 0.0007 0.0037
5.2.2 Exponencial(1)
No caso da Exponencial, observando a Figura 12, conclui-se que as treˆs
func¸o˜es representadas sa˜o muito parecidas, o que da´ indicac¸a˜o de boas
aproximac¸o˜es. Como no caso dos ma´ximos da Exponencial, a func¸a˜o
distribuic¸a˜o dos mı´nimos dos ma´ximos da Exponencial assemelha-se a`
func¸a˜o distribuic¸a˜o original da Exponencial, representada na Figura 6.
Figura 12.: Gra´ﬁco das densidades dos mı´nimos dos ma´ximos da Exponencial(1): f(x) teo´rica;
f(x) estimada tipo-nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a
tracejado para os limites da banda de conﬁanc¸a; e GEVD obtida para as medianas
das estimativas dos paraˆmetros GEV
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Na Tabela 5, veriﬁca-se que, tal como na simulac¸a˜o do me´todo de
inserc¸a˜o, os valores dos paraˆmetros GEV sa˜o todos positivos. Estes resul-
tados indicam a possibilidade da distribuic¸a˜o dos mı´nimos dos ma´ximos
da Exponencial seguir a distribuic¸a˜o de Fre´chet.
Tabela 5.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
mı´nimos dos ma´ximos da Exponencial(1)
location (λ) scale (δ) shape (γ)
min 0.4530 0.4580 0.4677
25% 0.4569 0.4612 0.4740
50% 0.4585 0.4622 0.4762
75% 0.4596 0.4631 0.4790
max 0.4643 0.4675 0.4841
me´dia 0.4584 0.4622 0.4763
desvio padra˜o 0.0022 0.0017 0.0036
5.2.3 Normal(0,1)
Por u´ltimo tem-se o caso dos mı´nimos dos ma´ximos da Normal(0,1).
Na Figura 13 constata-se uma boa aproximac¸a˜o da func¸a˜o distribuic¸a˜o
GEV a` func¸a˜o distribuic¸a˜o estimada tipo-nu´cleo, sendo que a func¸a˜o es-
timada GEV esta´ sempre dentro dos limites a 95% de conﬁanc¸a. Em
relac¸a˜o a` func¸a˜o distribuic¸a˜o teo´rica, esta tambe´m se aproxima da es-
timac¸a˜o na˜o parame´trica da func¸a˜o densidade, mas claramente a dis-
tribuic¸a˜o GEV estimada esta´ melhor. Mais uma vez, as func¸o˜es repre-
sentadas teˆm uma forma semelhante a` da distribuic¸a˜o original da Nor-
mal(0,1), representada na Figura 7.
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Figura 13.: Gra´ﬁco das densidades dos mı´nimos dos ma´ximos da Normal(0,1): f(x) teo´rica; f(x)
estimada tipo-nu´cleo, com linha a cheio para a me´dia das estimativas e linhas a
tracejado para os limites da banda de conﬁanc¸a; e GEVD obtida para as medianas
das estimativas dos paraˆmetros GEV
Observando a Tabela 6, tem-se que os paraˆmetros de location e de shape
apresentam valores inteiramente negativos, enquanto que o paraˆmetro
scale toma valores positivos. Comparando os valores de shape deste caso
ao caso dos ma´ximos da Normal, veriﬁca-se que estes na˜o apresentam
uma diferenc¸a signiﬁcativa.
Tabela 6.: Estatı´sticas descritivas para as estimativas dos paraˆmetros GEV da distribuic¸a˜o dos
mı´nimos dos ma´ximos da Normal(0,1)
location (λ) scale (δ) shape (γ)
min −0.4213 0.7877 −0.2247
25% −0.3945 0.9635 −0.2102
50% −0.3807 0.9742 −0.2031
75% −0.3670 0.9790 −0.1895
max −0.3282 1.0214 −0.1680
me´dia −0.3790 0.9594 −0.2008
desvio padra˜o 0.0223 0.0377 0.0132
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5.3 comparac¸a˜o de distribuic¸o˜es
Depois de se analisar graﬁcamente as diferentes distribuic¸o˜es, optou--
-se por fazer uma ana´lise comparativa das treˆs distribuic¸o˜es para conﬁr-
mar qual a func¸a˜o que melhor aproxima a estimac¸a˜o na˜o parame´trica
da func¸a˜o de densidade. Para tal, decidiu-se calcular o erro quadra´tico
me´dio e a me´dia dos erros absolutos.
O erro quadra´tico me´dio (EQM) deﬁne-se como sendo a me´dia da
diferenc¸a ao quadrado entre duas func¸o˜es, fˆ1(xi) e fˆ2(x1), num determi-
nado domı´nio
EQM =
1
400
400
∑
i=1
(
fˆ1(xi)− fˆ2(xi)
)2
(26)
onde xi com i = 1, ..., 400 representa a discretizac¸a˜o do domı´nio da
func¸a˜o.
A me´dia dos erros absolutos (MEA) consiste em calcular a me´dia da
diferenc¸a absoluta entre duas func¸o˜es, fˆ1(xi) e fˆ2(x1), num determinado
domı´nio.
MEA =
1
400
400
∑
i=1
∣∣∣ fˆ1(xi)− fˆ2(xi)∣∣∣ = 1
400
400
∑
i=1
|ei| (27)
Sendo o objetivo avaliar qual a func¸a˜o que melhor aproxima os dados,
tem-se fˆ1(xi) como sendo o conjunto de valores obtidos para a func¸a˜o
densidade teo´rica (TEO) ou GEV, e fˆ2(xi) como sendo o conjunto de
valores obtidos pela estimac¸a˜o tipo-nu´cleo (SIM).
Note-se que, para o efeito de comparac¸a˜o de resultados, os valores ob-
tidos pelos dois me´todos sa˜o melhores quanto mais pro´ximos estiverem
do valor 0.
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5.3.1 Uniforme(0,1)
As distribuic¸o˜es dos ma´ximos e dos mı´nimos dos ma´ximos da Uni-
forme(0, 1), representadas pelas Figuras 8 e 11, indicavam uma melhor
aproximac¸a˜o dos dados simulados pela func¸a˜o densidade teo´rica. De
um ponto de vista analı´tico, conﬁrma-se que a func¸a˜o densidade teo´rica
e´ a que melhor se ajusta.
Tabela 7.: Comparac¸a˜o de distribuic¸o˜es dos ma´ximos da Uniforme(0,1)
EQM MEA
GEV vs SIM 0.0739 0.2412
TEO vs SIM 0.0161 0.0902
Nas Tabelas 7 e 8, apresentam-se os resultados dos EQM e das MEA
da func¸a˜o densidade teo´rica e da func¸a˜o GEV, em relac¸a˜o a` estimac¸a˜o
na˜o parame´trica da func¸a˜o densidade dos dados simulados para as
distribuic¸o˜es dos ma´ximos e dos mı´nimos dos ma´ximos da Uniforme.
Nos dois casos, tem-se que o erro e´ inferior para a func¸a˜o densidade
teo´rica, o que esta´ em concordaˆncia com as representac¸o˜es gra´ﬁcas.
Tabela 8.: Comparac¸a˜o de distribuic¸o˜es dos mı´nimos dos ma´ximos da Uniforme(0,1)
EQM MEA
GEV vs SIM 0.0967 0.2738
TEO vs SIM 0.0390 0.1720
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5.3.2 Exponencial(1)
Quanto a` Tabela 9, relativa a`s comparac¸o˜es de distribuic¸o˜es dos ma´xi-
mos da Exponencial(1), obtiveram-se resultados ana´logos ao caso da
Uniforme(0, 1), observando que o EQM e´ duas vezes menor no caso
da func¸a˜o densidade teo´rica. Concluı´-se novamente que a func¸a˜o que
melhor se adapta aos dados e´ a func¸a˜o densidade teo´rica.
Tabela 9.: Comparac¸a˜o de distribuic¸o˜es dos ma´ximos da Exponencial(1)
EQM MEA
GEV vs SIM 0.0011 0.0128
TEO vs SIM 0.0005 0.0054
Relativamente a` comparac¸a˜o de distribuic¸o˜es dos mı´nimos dos ma´xi-
mos da Exponencial(1), representada na Tabela 10, tem-se que, em rela-
c¸a˜o ao ca´lculo do EQM, a func¸a˜o GEV se superioriza. No entanto, no
ca´lculo da MEA, obteve-se um valor ligeiramente mais baixo para a
func¸a˜o densidade teo´rica, o que leva a crer que as duas distribuic¸a˜o
aproximam-se de igual forma. Note-se que a ana´lise da Figura 12 pare-
cia indicar que a func¸a˜o densidade teo´rica se aproximava melhor do que
a GEV.
Tabela 10.: Comparac¸a˜o de distribuic¸o˜es dos mı´nimos dos ma´ximos da Exponencial(1)
EQM MEA
GEV vs SIM 0.0011 0.0129
TEO vs SIM 0.0012 0.0119
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5.3.3 Normal(0,1)
A Tabela 11 mostra claramente que a func¸a˜o densidade teo´rica se as-
semelha mais a` estimac¸a˜o na˜o parame´trica, calculada para os dados si-
mulados, do que a func¸a˜o GEV. Recorde-se que esse era ja´ o resultado
previsto apo´s a ana´lise da Figura 10.
Tabela 11.: Comparac¸a˜o de distribuic¸o˜es dos ma´ximos da Normal(0,1)
EQM MEA
GEV vs SIM 0.0005 0.0139
TEO vs SIM 0.0002 0.0095
Na Tabela 12, a func¸a˜o GEV evidencia-se como sendo a melhor aproxi-
mac¸a˜o para a distribuic¸a˜o dos mı´nimos dos ma´ximos da Normal, o que
ja´ era expecta´vel. O EQM e a MEA mostram resultados mais pro´ximos
de 0 para a func¸a˜o GEV.
Tabela 12.: Comparac¸a˜o de distribuic¸o˜es dos mı´nimos dos ma´ximos da Normal(0,1)
EQM MEA
GEV vs SIM 0.0002 0.0100
TEO vs SIM 0.0010 0.0204
5.4 ana´lise da distorc¸a˜o dos valores
A ana´lise da distorc¸a˜o dos valores consiste em avaliar a diferenc¸a entre
os resultados dos valores obtidos na consulta de elementos e os verdadei-
ros valores inseridos. Calcula-se o vetor de distorc¸o˜es, isto e´, a diferenc¸a
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entre o vetor dos graus de conﬁanc¸a (vetorcelemi
), criado no me´todo de
inserc¸a˜o, e o vetor obtido no ﬁnal do me´todo de consulta (minimum).
Essa diferenc¸a devera´ ser sempre positiva, pois na consulta de determi-
nado elemento, o valor ou equivale ao grau de conﬁanc¸a inicialmente
inserido ou e´ superior. Para as treˆs distribuic¸o˜es estudadas, analisa-se
o nu´mero de elementos distorcidos, a taxa de elementos distorcidos, a
distorc¸a˜o me´dia (restrita aos elementos distorcidos) e a variac¸a˜o me´dia
geral para diversos fatores de preenchimento ( f = 1, 2, 4 e 8). Recorda-
se que a taxa de ocupac¸a˜o do FBL ideal e´ de 50%, o que equivale ao
fator de preenchimento 1. Quando f = 2, f = 4 ou f = 8, duplica-se,
quadruplica-se ou octuplica-se, respetivamente, o nu´mero de elementos
a inserir.
No caso da distribuic¸a˜o Uniforme(0, 1) observando a Tabela 13, tem-
se que, em 103831 elementos, 153 elementos consultados na˜o deram o
resultado certo, ou seja, 0.147% de elementos sa˜o distorcidos e exibem
uma distorc¸a˜o me´dia de 0.130 sobre um intervalo de [0, 1].
Tabela 13.: Ana´lise de distorc¸o˜es na Uniforme(0,1)
tamanho
vetor, A
nº elementos
distorcidos, B
taxa de elementos dis-
torcidos, BA ∗ 100 (%)
distorc¸a˜o
me´dia em B
distorc¸a˜o
me´dia em A
f=1 103831 153 0.147 0.130 0.00019
f=2 207662 5795 2.791 0.165 0.00460
f=4 415324 86468 20.819 0.221 0.04601
f=8 830648 446016 53.695 0.308 0.16538
Note-se que a variac¸a˜o do fator de preenchimento inﬂuencia drastica-
mente os resultados, o que conﬁrma que a taxa de ocupac¸a˜o ideal sera´
de 50%.
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Quanto a` distribuic¸a˜o Exponencial(1), observa-se na Tabela 14, para
o fator de preenchimento f = 1, que existem 131 elementos distorcidos
e a variac¸a˜o me´dia das distorc¸o˜es e´ de 0.164, sendo que o intervalo e´
[0, 13.785], enquanto que para f = 4, o nu´mero de elementos distorcidos
e´ de 86468 em 415324, o que resulta numa taxa de 20.819% de elementos
distorcidos.
Tabela 14.: Ana´lise de distorc¸o˜es na Exponencial(1)
tamanho
vetor, A
nº elementos
distorcidos, B
taxa de elementos dis-
torcidos, BA ∗ 100 (%)
distorc¸a˜o
me´dia em B
distorc¸a˜o
me´dia em A
f=1 103831 131 0.126 0.164 0.00021
f=2 207662 5884 2.833 0.243 0.00688
f=4 415324 86754 20.883 0.360 0.07518
f=8 830648 446222 53.720 0.621 0.33360
Na Tabela 15, continua a comprovar-se que o fator de preenchimento
igual a 1 e´ o ideal. A taxa de elementos distorcidos e´ de 0.143% para
f = 1, sendo que se duplica o nu´mero de elementos a inserir, a taxa de
elementos distorcidos aumenta mais de 20 vezes.
Tabela 15.: Ana´lise de distorc¸o˜es na Normal(0,1)
tamanho
vetor, A
nº elementos
distorcidos, B
taxa de elementos dis-
torcidos, BA ∗ 100 (%)
distorc¸a˜o
me´dia em B
distorc¸a˜o
me´dia em A
f=1 103831 148 0.143 0.607 0.00087
f=2 207662 5958 2.869 0.656 0.1882
f=4 415324 86552 20.839 0.764 0.15921
f=8 830648 445872 53.678 0.947 0.50833
Em todos os casos conclui-se que o fator de preenchimento f = 1 e´
o mais adequado. Observa-se que, para todas as distribuic¸o˜es analisa-
das, com f = 8, tem-se uma taxa de elementos distorcidos superior a
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50%, isto e´, na consulta de um elemento que foi inserido no ﬁltro, a
probabilidade do elemento na˜o pertencer e´ superior a 50%.
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CONCLUS A˜O
Nesta tese faz-se um estudo estatı´stico da te´cnica dos FBLs, te´cnica
essa que permite guardar, probabilisticamente, associac¸o˜es de elementos
a valores nume´ricos. Com o objetivo de analisar os erros de estimac¸a˜o
evidenciados aquando da consulta dos elementos nos FBLs, compara-
ram-se duas func¸o˜es de densidade. A func¸a˜o GEV cujos paraˆmetros
dependem dos dados obtidos na simulac¸a˜o e, a func¸a˜o teo´rica deduzida
para a densidade, que depende da distribuic¸a˜o subjacente aos valores
nume´ricos inseridos, e tambe´m das caracterı´sticas dimensionais do ﬁltro.
Adicionalmente, efetuou-se um estudo a` ana´lise da distorc¸a˜o induzida
pelos erros.
Na comparac¸a˜o das func¸o˜es relativas ao caso da Uniforme(0,1), a nı´vel
das representac¸o˜es gra´ﬁcas, conclui-se que a func¸a˜o teo´rica deduzida
para a densidade e´ claramente melhor do que a GEV, apesar da u´ltima
ser calibrada pelos dados simulados. Quando se fez a comparac¸a˜o
atrave´s do ca´lculo dos EQM, obtiveram-se os resultados 0.0739 e 0.0161,
respetivamente, para a func¸a˜o GEV e teo´rica. Relativamente a` MEA,
obteve-se tambe´m um valor inferior para o caso da func¸a˜o densidade
teo´rica, o que conﬁrma a conclusa˜o anterior. No que respeita a` distribui-
c¸a˜o dos mı´nimos dos ma´ximos da Uniforme(0,1), a situac¸a˜o repete-se.
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Comparando as func¸o˜es graﬁcamente, a func¸a˜o densidade teo´rica pa-
rece acompanhar a func¸a˜o resultante da simulac¸a˜o, ligeiramente melhor
do que a func¸a˜o GEV. Esta ideia foi consolidada na comparac¸a˜o dos
EQM e MEA, pois nos dois ca´lculos obtiveram-se valores mais baixos
no caso da func¸a˜o densidade teo´rica.
Quanto ao caso da distribuic¸a˜o Exponencial(1), pelas representac¸o˜es
gra´ﬁcas para as distribuic¸o˜es dos ma´ximos e dos mı´nimos dos ma´ximos
da Exponencial(1), as duas func¸o˜es sa˜o muito semelhantes. No entanto
a func¸a˜o densidade teo´rica parece levemente melhor, conclusa˜o corro-
borada pela comparac¸a˜o das MEA. No entanto, na comparac¸a˜o dos
resultados dos EQM, veriﬁca-se o contra´rio. Este conﬂito entre os resul-
tados, MEA versus EQM, aponta para uma equivaleˆncia entre as duas
aproximac¸o˜es.
Em relac¸a˜o a` distribuic¸a˜o Normal(0,1), na comparac¸a˜o gra´ﬁca das dis-
tribuic¸o˜es dos ma´ximos da Normal(0,1), e´ prematuro tirar concluso˜es,
dado a similaridade das func¸o˜es. No que respeita ao ca´lculo do EQM
e da MEA, os resultados obtidos para a func¸a˜o densidade teo´rica evi-
denciaram-se pela positiva. Contrariamente a`s concluso˜es apresentadas
ate´ agora, no caso das distribuic¸o˜es dos mı´nimos dos ma´ximos da Nor-
mal(0,1), a representac¸a˜o gra´ﬁca da func¸a˜o GEV parece melhor do que
a teo´rica, o que e´ conﬁrmado pelos resultados obtidos nos EQM e nas
MEA.
Pela ana´lise da distorc¸a˜o, comprovou-se que os FBLs sa˜o muito eﬁ-
cazes. Para as treˆs distribuic¸o˜es estudadas, obteve-se, para um ﬁltro
com fator de preenchimento igual a 1, uma taxa de elementos distor-
cidos inferior a 0.15%. Isto e´, em 103831 elementos inseridos no ﬁltro,
existem menos de 155 elementos distorcidos. Quanto ao factor de preen-
chimento, e seguindo os estudos mencionados no Capı´tulo 2 desta tese,
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partiu-se do princı´pio de que o nu´mero de posic¸o˜es preenchidas deve
ser cerca de 50% da dimensa˜o do ﬁltro, o que foi comprovado derivado
ao facto da taxa de elementos distorcidos aumentar consideravelmente
a` medida que se aumentava o factor de preenchimento.
Tendo-se observado uma distorc¸a˜o pouco expressiva nos elementos
guardados no FBL, quando considerado taxas de enchimento standard,
pode-se concluir que esta te´cnica preserva em grande medida a ﬁdeli-
dade dos dados armazenados, bem como permite reduc¸o˜es expressivas
na memo´ria associada ao seu armazenamento.
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A
AMOSTRA DOS F ILTROS DE BLOOM
a.1 uniforme(0 ,1)
1 >bloom [ 1 : 1 0 0 ]
[ 1 ] −99.000 0 .556 −99.000 −99.000 −99.000 0 .389 0 .360
0 .851 −99.000 0 .173 −99.000 0 .630 0 .814
3 [1 4 ] −99.000 −99.000 0 .542 0 .011 0 .585 0 .270 −99.000
−99.000 −99.000 −99.000 −99.000 −99.000 0 .522
[2 7 ] −99.000 −99.000 −99.000 0 .740 0 .802 0 .633 0 .734
0 .554 0 .224 −99.000 0 .542 0 .508 −99.000
5 [4 0 ] 0 .037 −99.000 0 .607 0 .940 0 .106 0 .864 −99.000
−99.000 0 .547 0 .377 0 .806 −99.000 0 .556
[5 3 ] −99.000 0 .939 −99.000 −99.000 −99.000 −99.000 0 .690
−99.000 0 .804 0 .841 −99.000 0 .943 −99.000
7 [6 6 ] −99.000 0 .117 −99.000 0 .840 −99.000 −99.000 −99.000
0 .087 0 .301 −99.000 0 .228 −99.000 −99.000
[7 9 ] −99.000 −99.000 −99.000 −99.000 0 .283 0 .453 −99.000
−99.000 −99.000 0 .644 −99.000 0 .885 −99.000
9 [9 2 ] 0 .613 −99.000 0 .808 0 .337 0 .410 0 .977 −99.000
−99.000 0 .643
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A.2. Exponencial(1) APEˆNDICE A. amostra dos filtros de bloom
a.2 exponencial(1)
1 > bloom [ 1 : 1 0 0 ]
[ 1 ] −99.000 0 .291 −99.000 −99.000 −99.000 −99.000 −99.000
0 .641 −99.000 1 .467 −99.000 1 .888 3 .688
3 [1 4 ] −99.000 −99.000 0 .703 1 .198 0 .229 0 .634 0 .354
−99.000 −99.000 −99.000 −99.000 −99.000 0 .910
[2 7 ] −99.000 −99.000 −99.000 2 .633 0 .604 0 .798 0 .565
1 .135 1 .902 −99.000 0 .069 1 .951 −99.000
5 [4 0 ] −99.000 −99.000 −99.000 0 .490 0 .720 2 .131 −99.000
−99.000 3 .862 0 .303 0 .034 −99.000 0 .053
[5 3 ] −99.000 0 .376 −99.000 −99.000 0 .431 −99.000 0 .409
−99.000 0 .622 4 .353 −99.000 0 .160 2 .029
7 [6 6 ] −99.000 4 .018 −99.000 0 .097 −99.000 0 .395 −99.000
2 .507 2 .217 −99.000 −99.000 −99.000 −99.000
[7 9 ] −99.000 −99.000 −99.000 −99.000 1 .854 0 .515 −99.000
−99.000 −99.000 0 .101 3 .860 1 .905 −99.000
9 [9 2 ] 2 .179 −99.000 −99.000 3 .186 1 .332 1 .822 1 .209
−99.000 3 .209
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APEˆNDICE A. amostra dos filtros de bloom A.3. Normal(0,1)
a.3 normal(0 ,1)
1 > bloom [ 1 : 1 0 0 ]
[ 1 ] −99.000 2 .179 −99.000 −99.000 −99.000 0 .754 −1.700
1 .039 −99.000 −99.000 −99.000 −0.608 −1.223
3 [1 4 ] −99.000 −99.000 −0.667 0 .353 −99.000 −0.718 0 .672
0 .985 −99.000 −99.000 −99.000 0 .688 2 .017
[2 7 ] −0.909 −99.000 −99.000 −0.042 −0.056 0 .340 2 .404
−1.127 2 .618 −99.000 −0.676 0 .697 −99.000
5 [4 0 ] −0.506 −99.000 −0.219 2 .162 −0.654 0 .403 −99.000
−99.000 −0.512 −0.001 0 .474 −99.000 −0.893
[5 3 ] −99.000 −99.000 −99.000 −99.000 0 .006 −99.000 0 .537
−99.000 −99.000 0 .997 −99.000 −0.338 0 .582
7 [6 6 ] −99.000 0 .475 −99.000 −99.000 −99.000 −99.000 −99.000
0 .864 −0.021 −99.000 1 .060 −99.000 −99.000
[7 9 ] −99.000 −99.000 −99.000 −99.000 0 .937 0 .538 −99.000
−99.000 −99.000 −1.175 −0.848 0 .402 −99.000
9 [9 2 ] 0 .287 −2.507 −1.494 0 .881 −99.000 −0.299 −99.000
−99.000 0 .716
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