Abstract-Finite-element time-domain (FETD) simulations of Maxwell equations in irregular simplicial grids require the solution of a sparse linear system involving the Hodge (mass) matrix at each time step. This can be avoided by mass lumping techniques that approximate the mass matrix by a diagonal matrix, but not without shortcomings. In this communication, we propose an alternative approach to yield a conditionally stable, fully explicit, and sparse FETD by using a sparse approximate inverse of the mass matrix.
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I. INTRODUCTION
F
INITE-DIFFERENCE time-domain (FDTD) [1] is a very efficient algorithm for simulation of Maxwell equations. FDTD is massively parallelizable and typically requires only operations and storage, where is the number of degrees of freedom (DoF). The main drawbacks of FDTD are staircase approximations and numerical dispersion [1] . The finite-element time-domain (FETD) method in simplicial meshes [2] provides a natural way to avoid staircasing. However, because of the non-diagonal character of the Hodge (mass) matrix, one needs to solve a sparse linear system at each time step, which leads to a less efficient scheme than FDTD. Mass lumping is a popular approximation to produce diagonal mass matrices in FETD [3] . However, mass lumping often destroys positive definiteness, leading to unconditional instabilities [4] . An alternative to mass lumping was proposed in [5] , but it necessitates roughly three times more DoFs. More recently, a new generalized mass lumping has been proposed for hexahedral meshes in [6] .
Another way to obtain an explicit FETD scheme is to directly invert the mass matrix. However, this can be very costly and the inverse mass matrix is in general full. In this letter, we derive conditionally stable, fully explicit, and sparse FETD for simplicial meshes by approximating the inverse mass matrix by a sparse matrix.
II. EXPLICIT SPARSE FETD
Using Whitney edge elements and face elements (proxy interpolants for one-and two-forms, respectively) [4] [7] - [9] as basis functions for the electric field and magnetic flux in a three-dimensional (3-D) domain , respectively, we have (1) where , , and are nodal indexes, and the sums run over edges and faces, respectively. The coefficients above, represent DoFs on primal grid edges and primal grid faces, respectively. The semidiscrete Maxwell equations in a source-free region read [10] , [11] ( 2) where and are arrays of DoFs on primal grid edges and primal grid faces, respectively, and , , , and are (metric-free) sparse incidence matrices, discrete counterparts of the exterior derivative [4] , [10] , [11] . The entries of discrete Hodge operators (in general, an isomorphism between forms and -forms, where is the dimension of space) and can be computed as (Galerkin Hodges) [8] , [9] , [11] 
Both and are sparse and symmetric (in reciprocal media) positive definite (SPD) matrices. They are equivalent to the so-called mass matrices for edge element and face element based FE algorithms, respectively. Let . Using a leap-frog scheme for time discretization of (2), we have Although is sparse, its inverse is in general full. As a result, the above explicit update is full and computationally very costly. However, by approximating by a sparse matrix (denoted as ), the corresponding becomes sparse (denoted as ). Thus, we arrive at
The main feature of the above explicit FETD scheme is that both and are sparse, akin to FDTD. We illustrate how the matrix can be approximated by a sparse matrix via element thresholding: a parameter is chosen such that if the ratio of the absolute value of an element of to the maximum absolute value of its diagonal entries is below , then the element in is set to zero. Otherwise, the element of is set equal to the corresponding element of . Moreover, 0 , where and are the minimum and maximum absolute values of diagonal entries of . This approximation works very satisfactorily because although is full, most of its elements are very small. This fact is rooted on the localization properties of . From (3), each row of represents the coefficients of a function expanded in terms of the Whitney interpolants given in (1) . Although this function is in general non-zero over the entire grid (since is full), it is strongly localized around a single edge because its inner product with Whitney edge elements is equal to one for the Whitney element of that particular edge, and equal to zero for all other edges (which leads to the identity product).
Note that the approximate inverse is calculated for and not for directly. This is done for several reasons: 1) First, an approximate inverse cannot guarantee the resulting mass matrix to be SPD, to ensure a conditionally stable update.
2) The matrix encodes the metric structure of Maxwell equations [4] , which is an approximation at the discrete level. On the other hand, the matrix also encodes the topological (i.e., invariant under homeomorphisms) structure, which should be exactly preserved at the discrete (translated to mesh connectivity) level. Sparsification of preserves the null space of (pure gradient fields) exactly, avoiding spurious modes.
3) The matrix represents a (discrete) differential operator, whose inverse (Green's function) has long range interactions. On the other hand is not a differential operator and its inverse is devoid of any intrinsic (continuum limit) long-range interactions. 1 We define the density of a matrix as , where is the number of nonzero entries. The threshold is a parameter that controls the trade-off between density and (sparsification) error. We illustrate the resulting density versus by considering the TE modes in a 2-D PEC circular cavity with radius 1. The FE mesh is depicted in It is important to point out that for practical, large-scale problems we, of course, do not recommend obtaining explicitly (which would be very costly) followed by thresholding. This two-step procedure serves here only to illustrate the sparsity pattern of versus . In large problems, a one step procedure (not involving explicit inversion) should be used to obtain , e.g., by minimizing the Euclidean (Frobenius) norm of the difference , where has a prescribed sparsity pattern (i.e., set a priori). This minimization decouples into local and independent least square procedures, which are naturally parallelizable [12] . The prescribed sparsity pattern of can be determined, e.g., by powers of (which indicate nearby edges) or some criterion involving the geometric distance between edges.
III. NUMERICAL EXAMPLES
To illustrate the gain in computational efficiency by the proposed scheme, we provide numerical results for a two-dimensional (2-D) cavity problem. Both TE and TM cases are considered. For the 2-D TE case, Whitney edge elements are used as interpolants for (one-form) and Whitney face elements are used as interpolants for (one-form)
For the 2-D TM case, Whitney nodal elements are used as interpolants for (zero-form) and Whitney edge elements are used as interpolants for (one-form)
For simplicity we set 1. We use the mesh shown in Fig. 1, and 0.005. The time step is 0.005. The maximum time step for stability depends on the maximum eigenvalue of the system matrix [2] , which are only negligibly affected by the sparsification (for Fig. 4 ). Using an inverse fast Fourier transform, the resonant frequencies are obtained from the time domain data after 2 time steps. The numerical results of TE and TM cases are shown in Tables I and II, respectively. For the TE case, only about 3% of the inverse mass matrix elements need to be stored under the sparse approximation. Moreover, this approximation requires only about 2% of the CPU time of the original (full matrix) explicit formulation, with negligible impact on accuracy. Similar observations can be made about the TM results.
