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Abstract. We investigate block-activated proximal algorithms for multicomponent minimization
problems involving a separable nonsmooth convex function penalizing the components individ-
ually, and nonsmooth convex coupling terms penalizing linear mixtures of the components. In
the case of smooth coupling functions, several algorithms exist and they are well understood. By
contrast, in the fully nonsmooth case, few block-activated methods are available and little effort
has been devoted to assessing their merits and numerical performance. The goal of the paper is
to address this gap. The numerical experiments concern machine learning and signal recovery
problems.
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The goal of many signal processing and machine learning tasks is to exploit the observed data
and the prior knowledge to produce a solution that represents information of interest. In this
process of extracting information from data, structured convex optimization has established itself
as an effective modeling and algorithmic framework; see for instance [3, 5, 9, 15, 19]. In state-
of-the-art applications, the sought solution is often a tuple of vectors which reside in different
spaces [1,2,6,7,13,14,17]. The following multicomponent minimization problem will be shown
to capture a wide range of concrete scenarios. It consists of a separable term penalizing the
components individually, and of coupling terms penalizing linear mixtures of the components.
Problem 1 Let (Hi)16i6m and (Gk)16k6p be Euclidean spaces. For every i ∈ {1, . . . ,m} and every
k ∈ {1, . . . , p}, let fi : Hi → ]−∞,+∞] and gk : Gk → ]−∞,+∞] be proper lower semicontinuous



















We denote the solution set by P.
To solve Problem 1 reliably without adding restrictions on its constituents (for instance smooth-
ness or strong convexity of some functions involved in the model), we focus on algorithms that
have the following flexible features:
À Nondifferentiability: None of the functions f1, . . . , fm, g1, . . . , gp is assumed to be differen-
tiable.
Á Splitting: The functions f1, . . . , fm, g1, . . . , gp and the linear operators are activated sepa-
rately.
Â Block activation: As m and p can be very large, only a block of the proximity operators of
the functions f1, . . . , fm, g1, . . . , gp is activated at each iteration.
Ã Operator norms: Bounds on the norms of the linear operators involved in Problem 1 are
not assumed.
Ä Convergence: The algorithm produces a sequence which converges (possibly almost surely)
to a solution to (1).
A consequence of features À and Á is that the algorithms under consideration must activate
the functions f1, . . . , fm, g1, . . . , gp via their respective proximity operators (even if some functions
happened to be smooth, proximal activation is often preferable [6,11]). Feature Â has a view to-
wards current large-scale problems. In such scenarios, memory and computing power limitations
make the execution of standard proximal splitting algorithms, which require activating all the
proximity operators at each iteration, inefficient or simply impossible. As a result, we must turn
our attention to algorithms which employ, at each iteration n, only blocks of functions (fi)i∈In
and (gk)k∈Kn . If the functions (gk)16k6p were all smooth, one could use block-activated versions
of the forward-backward algorithm proposed in [16,25] and the references therein; in particular,
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when m = 1, methods such as those of [12, 18, 23, 26] would be pertinent. Next, as noted in
[16, Remark 5.10(iv)], another candidate of interest could be the randomly block-activated algo-
rithm of [16, Section 5.2], which leads to block-activated versions of several primal-dual methods
(see [24] for detailed developments and [8] for an inertial version when m = 1). However, this
approach violates requirement Ã because it imposes bounds on the proximal scaling parameters
which depend on the norms of the linear operators. Finally, requirement Ä rules out methods that
guarantee merely minimizing sequences or ergodic convergence.
To the best of our knowledge, there seems to be two primary methods that fulfill À–Ä:
• Algorithm A: The stochastic primal-dual Douglas–Rachford algorithm of [16].
• Algorithm B: The deterministic primal-dual projective splitting algorithm of [10].
In the case of smooth coupling functions (gk)16k6p, extensive numerical experience has been
accumulated to understand the behavior of block-activated methods, especially in the case of
stochastic gradient methods. By contrast, to date, very few numerical experiments with the recent,
fully nonsmooth Algorithms A and B have been conducted and no comparison of their merits and
performance has been undertaken. Thus far, Algorithm A has been employed only in the context
of machine learning (see also the variant for partially smooth problems proposed in [6]). On the
other hand, Algorithm B has been used in image recovery in [11], but only in full activation mode,
and in rare feature selection in [22], but with m = 1.
Objectives: This paper aims at filling the above gap by shedding light on the implementation,
the features, and the behavior of the fully nonsmooth Algorithms A and B, comparing their merits,
and providing numerical experiments illustrating their performance.
Contributions and outline: In Section 2, we illustrate the pertinence and the versatility of
the model proposed in Problem 1 through a panel of examples drawn from various fields. Al-
gorithms A and B are presented in Section 3, where we analyze and compare their features,
implementation, and asymptotic properties. This investigation is complemented in Section 4 by
numerical experiments in the context of machine learning and image recovery.
2 Instantiations of Problem 1
We illustrate the pertinence and the versatility of the proposed model through a few examples.
Example 2 Variational models in multispectral imaging naturally involve minimization over sev-
eral components. Specific references are [4,7].
Example 3 In perspective maximum-likelihood type estimation, the goal is to estimate scale vec-
tors s = (σi)16i6N and t = (τi)16i6P , as well as a regression vector b ∈ Rd [14]. The minimization
problem assumes the form
minimize
s∈RN , t∈RP , b∈Rd















where all the functions are convex, (X1, . . . , XN ) are design matrices, and (L1, . . . , LP ) are linear
transformations.
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Example 4 We consider the latent group lasso formulation in machine learning [21]. Let
{p1, . . . , pm} ⊂ [1,+∞], let {G1, . . . , Gm} be a covering of {1, . . . , d}, and define
X =
{
(x1, . . . , xm) | xi ∈ Rd, support(xi) ⊂ Gi
}
. (3)
The solution is ỹ =
∑m















with τi ∈ ]0,+∞[, uk ∈ Rd, and gk : R→ ]−∞,+∞] convex.








where all the functions are convex, Lk : H → Gk is linear, and  is the inf-convolution operation,











3 Algorithms: Presentation and discussion
The subdifferential, the conjugate, and the proximity operator of a proper lower semicontinuous
convex function f : H → ]−∞,+∞] are denoted by ∂f , f∗, and proxf , respectively. Let us consider
the setting of Problem 1 and let us set H = H1×· · ·×Hm and G = G1×· · ·×Gp. A generic element
in H is denoted by x = (xi)16i6m. We make the standing assumption that the Kuhn–Tucker set of
Problem 1 is nonempty, that is, there exist x̃ ∈H and ṽ∗ ∈ G such that{(









∀k ∈ {1, . . . , p}
) ∑m
i=1 Lk,ix̃i ∈ ∂g∗k(ṽ∗k).
(7)
This implies that the solution set P of Problem 1 is nonempty.
As discussed in Section 1, two primary algorithms seem to fulfill requirements À–Ä. The first
algorithm operates in the product space H× G and employs random activation of the blocks. To
present it, let us introduce

















Let z ∈H and y ∈ G, and set t = (Id + L∗L)−1(z + L∗y) and s = (Id + LL∗)−1(Lz − y). Then
the projection of (z,y) ∈H× G onto V is [16, Eq. (5.25)]
projV (z,y) = (t,Lt) = (z −L∗s,y + s). (10)
The coordinate operators of projV are (Qj)16j6m+p, i.e.,
projV (z,y) =
(
Q1(z,y), . . . , Qm+p(z,y)
)
. (11)
Algorithm A ([16]) Let γ ∈ ]0,+∞[, let x0 and z0 be H-valued random variables (r.v.), let y0
and w0 be G-valued r.v. Iterate
for j = 1, . . . ,m+ p
bcompute Qj given by (8)–(11)
for n = 0, 1, . . .
λn ∈ ]0, 2[
select randomly ∅ 6= In ⊂ {1, . . . ,m} and ∅ 6= Kn ⊂ {1, . . . , p}
for every i ∈ In⌊
xi,n+1 = Qi(zn,yn)
zi,n+1 = zi,n + λn
(
proxγfi(2xi,n+1 − zi,n)− xi,n+1
)
for every i ∈ {1, . . . ,m}r In⌊
(xi,n+1, zi,n+1) = (xi,n, zi,n)
for every k ∈ Kn⌊
wk,n+1 = Qm+k(zn,yn)
yk,n+1 = yk,n + λn
(
proxγgk(2wk,n+1 − yk,n)− wk,n+1
)
for every k ∈ {1, . . . , p}rKn⌊
(wk,n+1, yk,n+1) = (wk,n, yk,n).
(12)




1, if j ∈ In or j −m ∈ Kn;
0, otherwise.
(13)
Suppose that the following hold:
[a] infn∈N λn > 0 and supn∈N λn < 2.
[b] The r.v. (εn)n∈N are identically distributed.
[c] For every n ∈ N, the r.v. εn and (zj ,yj)06j6n are mutually independent.
[d] (∀j ∈ {1, . . . ,m+ p}) Prob[εj,0 = 1] > 0.
Then (xn)n∈N converges almost surely to a P-valued r.v.
The second algorithm operates by projecting onto hyperplanes which separate the current iter-
ate from the Kuhn–Tucker set of Problem 1 and activating the blocks in a deterministic manner
[10].
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Algorithm B ([10]) Set I0 = {1, . . . ,m} and K0 = {1, . . . , p}. For every i ∈ {1, . . . ,m} and every
k ∈ {1, . . . , p}, let {γi, µk} ⊂ ]0,+∞[, xi,0 ∈ Hi, and v∗k,0 ∈ Gk. Iterate
for n = 0, 1, . . .
λn ∈ ]0, 2[
if n > 0⌊
select ∅ 6= In ⊂ {1, . . . ,m} and ∅ 6= Kn ⊂ {1, . . . , p}















for every i ∈ {1, . . . ,m}r In⌊
(ai,n, a
∗
i,n) = (ai,n−1, a
∗
i,n−1)














tk,n = bk,n −
∑m
i=1 Lk,iai,n
for every k ∈ {1, . . . , p}rKn⌊
(bk,n, b
∗
k,n) = (bk,n−1, b
∗
k,n−1)
tk,n = bk,n −
∑m
i=1 Lk,iai,n

































if τn > 0 and πn > 0
θn = λnπn/τn
for every i ∈ {1, . . . ,m}⌊
xi,n+1 = xi,n − θnt∗i,n





for every i ∈ {1, . . . ,m}⌊
xi,n+1 = xi,n





Theorem 7 ([10]) In the setting of Algorithm B, suppose that the following hold:
[a] infn∈N λn > 0 and supn∈N λn < 2.
[b] There exists T ∈ N such that, for every n ∈ N,
⋃n+T
j=n Ij = {1, . . . ,m} and
⋃n+T
j=n Kj =
{1, . . . , p}.
Then (xn)n∈N converges to a point in P.
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Alg. A-1.0 Alg. B-1.0
Alg. A-0.7 Alg. B-0.7
Alg. A-0.4 Alg. B-0.4
Alg. A-0.1 Alg. B-0.1
Figure 1: Normalized error 20 log10(‖xn − x∞‖/‖x0 − x∞‖) (dB), averaged over 20 runs, versus
epoch count in Experiment 1. The variations around the averages were not significant. The
computational load per epoch for both algorithms is comparable.
Remark 8 (comparing Algorithms A and B)
(i) Auxiliary tasks: Algorithm A requires the construction and storage of the operators
(Qj)16j6m+p of (10)–(11), which can be quite demanding as they involve inversion of a
linear operator acting on the product space H or G. By contrast, Algorithm B does not
require such tasks.
(ii) Proximity operators: In both algorithms, only the proximity operators of the blocks of
functions (fi)i∈In and (gk)k∈Kn need to be activated at iteration n.
(iii) Linear operators: In Algorithm A, the operators (Qi)i∈In and (Qm+k)k∈Kn selected at it-
eration n are evaluated at (z1,n, . . . , zm,n, y1,n, . . . , yp,n) ∈ H × G. On the other hand, Al-
gorithm B activates the local operators Lk,i : Hi → Gk and L∗k,i : Gk → Hi once or twice,
depending on whether they are selected. For instance, if we set N = dimH and M = dimG
and if all the linear operators are implemented in matrix form, then the corresponding load
per iteration in full activation mode of Algorithm A is O((M +N)2) versus O(MN) in Algo-
rithm B.
(iv) Activation scheme: As Algorithm A selects the blocks randomly, the user does not have
complete control of the computational load of an iteration, whereas that of Algorithm B is
more predictable because of its deterministic activation scheme.
(v) Parameters: A single scale parameter γ is used in Algorithm A, while Algorithm B allows the
proximity operators to have their own scale parameters (γ1, . . . , γm, µ1, . . . , µp). This gives
Algorithm B more flexibility, but more effort may be needed to find efficient parameters.
Furthermore, in both algorithms, there is no restriction on the parameter values.
(vi) Convergence: Algorithm B guarantees sure convergence under the mild sweeping condition
[b] in Theorem 7, while A guarantees only almost sure convergence.
(vii) Other features: Although this point is omitted for brevity, unlike Algorithm A, Algorithm B
can be executed asynchronously with iteration-dependent scale parameters [10].
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4 Numerical experiments
We present two experiments which are reflective of our numerical investigations in solving various
problems using Algorithms A and B.
4.1 Experiment 1: Group-sparse binary classification
We revisit the problem from [13], which is set as Example 4 with gk : ξ 7→ max{0, 1 − βkξ},
where βk = ωk sign(〈y | uk〉) is the kth measurement of the true vector y ∈ Rd (d = 10000) and
ωk ∈ {−1, 1} induces 25% classification error. There are p = 1000 measurements and the goal is to
reconstruct the group-sparse vector y. There are m = 1429 groups. For every i ∈ {1, . . . ,m − 1},
each Gi has 10 consecutive integers and an overlap with Gi+1 of length 3. We obtain an instance
of (1), where Hi = R10, fi = 0.1‖ · ‖2, and Lk,i = 〈 · | uk|Gi〉. The auxiliary tasks for Algorithm A
(see Remark 8(i)) are negligible [13]. For each α ∈ {0.1, 0.4, 0.7, 1.0}, at iteration n ∈ N, In
has dαme elements and the proximity operators of the scalar functions (gk)16k6p are all used,
i.e., Kn = {1, . . . , p}. We display in Fig. 1 the normalized error versus the epoch, that is, the
cumulative number of activated blocks in {1, . . . ,m} divided by m.
4.2 Experiment 2: Image recovery
We revisit the image interpolation problem from [11, Section 4.3]. The objective is to recover
the image x ∈ C = [0, 255]N (N = 962) of Fig. 2(a), given a noisy masked observation b =
Mx + w1 ∈ RN and a noisy blurred observation c = Hx + w2 ∈ RN . Here, M masks all but
q = 39 rows (x(rk))16k6q of an image x, and H is a nonstationary blurring operator, while w1 and
w2 yield signal-to-noise ratios of 28.5 dB and 27.8 dB, respectively. Since H is sizable, we split it
into s = 384 subblocks: for every k ∈ {1, . . . , s}, Hk ∈ R24×N and the corresponding block of c is












where D : RN → RN × RN models finite differences and ‖·‖1,2 : (y1, y2) 7→
∑N
j=1 ‖(η1,j , η2,j)‖2.
Thus, (15) is an instance of Problem 1, where m = 1; p = q + s + 1; for every k ∈ {1, . . . , q},
Lk,1 : RN → R
√
N : x 7→ x(rk) and gk : yk 7→ 10‖yk − b(rk)‖2; for every k ∈ {q + 1, . . . , q + s},
Lk,1 = Hk−q, gk = 5‖· − ck‖22, and gp = ‖·‖1,2; Lp,1 = D; f1 : x 7→ 0 if x ∈ C; +∞ if x 6∈ C.
At iteration n, Kn has dαpe elements, where α ∈ {0.1, 0.4, 0.7, 1.0}. The results are shown in
Figs. 2–3, where the epoch is the cumulative number of activated blocks in {1, . . . , p} divided by
p.
4.3 Discussion
Our first finding is that, for both Algorithms A and B, even when full activation is possible, it
may not be the best strategy (see Figs. 1 and 3). Second, Remark 8 and our experiments strongly
suggest that Algorithm B may be preferable to A. Let us add that, in general, Algorithm A does not




Figure 2: Experiment 2: (a) Original x. (b) Observation b. (c) Observation c. (d) Recovery (all
recoveries were visually indistinguishable).
operate since it involves only individual applications of the local Lk,i operators, while Algorithm A
becomes unmanageable because of the size of the Qj operators (see Remark 8(i) and [6]).
Per Remark 8(vii), we are currently exploring the numerical benefits of implementing Algo-
rithm B asynchronously.
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Figure 3: Normalized error 20 log10(‖xn−x∞‖/‖x0−x∞‖) (dB) versus epoch count in Experiment
2. Top: Algorithm A. The horizontal axis starts at 140 epochs to account for the auxiliary tasks
(see Remark 8(i)). Bottom: Algorithm B. The computational load per epoch for Algorithm B was
about twice that of Algorithm A.
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