In summary, we devised and assessed a novel method for the identification of differential gene 155 expression variability. Overall, we found strongly increased variability of gene expression in 156 neutrophils compared to monocytes and T cells, and replicated the detected neutrophil-specific 157 hypervariable gene patterns in an external cohort.
158 159 Biological significance of differentially variable genes across immune cell types 160 Next, we explored the characteristics of the identified hypervariable genes. We performed 161 ontology enrichment analysis of gene sets using the GOseq algorithm [28] . This method takes into 162 account the effect of selection bias in RNA-seq data that can arise due to gene length differences 163 [28] . Table S1 and Table S2 summarize the annotation data of all identified HVGs and observed 164 gene ontology enrichment patterns, respectively. 165 Genes showing expression hypervariability across all three cell types were enriched in 166 biological processes related to chemotaxis, migration, and exocytosis (Table S2 ). For neutrophil-167 specific HVGs, we found gene ontology enrichment in oxidoreductase activity and cellular 168 processes related to virus response and parasitism (Table S2 ). Notable genes among those with 169 hypervariable expression values were CD9 (Figure 2A -8-complexes with integrins to modulate cell adhesion and migration and mediate signal transduction 173 [29, 30] . The neutrophil-specific HVGs CAPN2 and FYN encode a calcium-activated neutral 174 protease involved in neutrophil chemotaxis [31] and a tyrosine-protein kinase implicated in 175 intracellular signal transduction [32] , respectively. 176 Taken together, functional enrichment of hypervariable gene sets revealed that many of the 177 identified hypervariable genes are involved in mediating immune-related processes. This suggests 178 that neutrophils exhibit specific gene loci that are highly adaptable to external cues. 181 Following the discovery and characterization of genes that present hypervariable expression levels 182 between individuals, we next aimed to delineate potential sources of heterogeneity that can be 183 associated to differences between individuals. We hypothesized that these sources mainly relate to 184 genetic variation, age, sex, and lifestyle factors. 185 First, we determined the subset of cell type-specific HVGs that correlated with genetic variants. 186 We retrieved gene sets with a local (cis) genetic component designated by expression quantitative 187 trait locus (eQTL) and variance decomposition analyses, as described in the BLUEPRINT Human 188 Variation Panel ( Figure S4A ). In neutrophils, we found that 638 of the 1,163 cell-specific HVGs 189 (55%) associate with cis genetic variants (Table S1 ), at least partly explaining the observed gene 190 expression variability. These data are consistent with previous reports, highlighting the role of 191 genetic variants in mediating transcriptional variance [33] [34] [35] .
Determinants of inter-individual cell type-specific gene expression variability

192
Second, we correlated cell type-specific HVGs with various quantitative traits measured in 193 individual donors: demographic information (age, body mass index, and alcohol consumption); 194 cellular parameters as assessed by a Sysmex hematology analyzer (e.g. cell count and size); and 195 season (i.e. minimum/maximum temperature and daylight hours of the day on which blood was 196 drawn). The results of this analysis are provided in Tables S1 and S3. In neutrophils, we identified 197 Ecker S. et al.
-9-49 HVGs that show significant association with at least one of the measured traits ( Figure 2D ).
198
For example, we found NFX1, a nuclear transcription factor that regulates HLA-DRA gene 199 transcription [36] , to associate with neutrophil granularity ( Figure 2E ). An increase in neutrophil 200 granularity can be reflective of a potential infection; this parameter is routinely monitored in a 201 clinical setting. FYN gene levels (reported above) were negatively correlated with neutrophil 202 percentage ( Figure 2F ).
203
Third, we investigated whether sex was an important source of inter-individual (autosomal) 204 gene expression variability. We found only two of the 1,163 neutrophil-specific HVGs to be 205 differentially expressed between sexes, SEPT4 and TMEM63C ( Figure S5A ), and high expression 206 variability was observed for both sexes in these genes. However, in neutrophils we identified a 207 surprisingly large number of sex-specific differentially expressed genes of small effect size, which 208 corresponded to important immune cell functions. We present a detailed analysis of these genes 209 below.
210
In conclusion, we found that genetic makeup was an important determinant of transcriptional 211 variability. Donor demographic and lifestyle factors also contributed towards transcriptional 212 variability.
214
Neutrophil-specific hypervariable genes not mediated by cis genetic effects 215 Next, we studied in detail the subset of neutrophil-specific genes that showed hypervariable 216 expression but did not associate with local genetic variants (n=525). Although some of these genes 217 could be mediated by distal (trans) genetic factors not detected in the BLUEPRINT Human 218 Variation Panel, it is conceivable that expression heterogeneity of this gene set was primarily due 219 to external triggers or stochastic fluctuations. 220 We generated a correlation matrix of expression levels of the 525 HVGs, and identified clusters 221 of correlated genes that may act in concert or be co-regulated. The identified co-expression 222 network contained 259 connected genes, and consisted of three distinct gene modules ( Figure 3 ). 223 We inferred biological functions corresponding to the three gene modules. All modules were 224 highly enriched for genes with important immune-related functions.
225
The first and largest gene module (n=105 genes, green color) showed enrichment for inclusion 226 body, receptor signaling, and immune response activation. The second module (n=78 genes, 227 yellow color) was enriched in biological processes related to RNA processing and chaperone 228 binding. The third gene module (n=33 genes, red color), contained many genes with particularly 229 high variation in their expression patterns. RSAD2, an interferon-inducible antiviral protein, 230 showed highest variability, among many other interferon-inducible genes present in module three.
231
These genes are essential in innate immune response to viral infections [37] . Gene ontology and 232 pathway analyses of all genes in the network module further showed a strong enrichment for 233 response to type I interferon, and several viral disease pathways including influenza A, herpes 234 simplex, and hepatitis ( Figure S6 ). A detailed functional annotation of all three network modules 235 is provided in Table S4 . 236 237 Sex-specific differential gene expression across immune cell types 238 In our analysis, we did not detect differences in mean gene expression levels between male and 239 female donors with log-fold change ≥1albeit with two exceptions in neutrophils ( Figure S5A ).
240
Nonetheless, when no minimum log-fold change criterion was applied, we found that sex-241 dependent mean expression of autosomal genes ( Figure S5B ) was highly abundant in neutrophils 242 (n=3,357 genes), compared to T cells (n=895) and monocytes (n=64).
243
As many autoimmune diseases have a higher incidence in females, and females show generally 244 elevated immune responses compared to males [38] , we hypothesized that genes with elevated 245 gene expression levels in females may account for the increased incidence rates. Indeed, genes 246 with higher mean expression levels in neutrophils derived from females (n=682) were enriched in 247 immune response and related pathways (Table S5 ). In contrast, genes with increased mean 248 expression in male donors (n=2,675) were enriched in basic cellular processes, such as RNA 249 processing and translation (Table S5 ). In addition, in male donors, genes were strongly enriched 250 in cellular compartments, such as nuclear lumen (Table S5 ).
252
Genome-wide patterns of differential DNA methylation variability across immune cell types 253 Following the analyses of differential gene expression variability, we then applied our improved 254 analytical approach to determine inter-individual variability of DNA methylation levels at 440,905 255 CpG sites (Methods). Again, our method accounted for confounding effects due to the correlation 256 between mean and variability measurements ( Figure S7 ).
257
Concordant with our findings for gene expression variability ( Figure 1B ), we found that Figure 1E ). Finally, we identified 212 HVPs common to all 261 three cell types. An overview of the number of HVPs is shown in Figure 1E .
262
Following the discovery of HVPs, we examined whether these sites were overrepresented at 263 particular gene elements and epigenomic features. To this end, we focused on cell type-specific 264 HVPs, correlating their DNA methylation levels with distinct cellular characteristics and 265 molecular pathways. In Table S6 , we summarize the detailed annotation of all HVPs across the 266 three profiled immune cell types. In neutrophils, we found that cell type-specific HVPs were 267 depleted at CpG islands, which typically occur near transcription start sites (P = 6.37×10 -19 , 268 hypergeometric test; Figure 4A ), and enriched at intergenic regions (P = 0.03; Figure 4B ). 269 We hypothesized that cell type-specific HVPs localize at distal gene regulatory elements such 270 as enhancer sequences, of which many are known to be also cell type-specific [39] . To test this 271 hypothesis, we retrieved reference chromatin state maps of primary human monocytes, 272 neutrophils, and T cells from the data repository provided by the BLUEPRINT Consortium [40] .
273
Chromatin states are defined as spatially coherent and biologically meaningful combinations of 274 multiple chromatin marks [41, 42] . A total of five chromatin states were designated, which 275 corresponded to functionally distinct genomic regions, namely active promoters, enhancers, and 276 regions related to transcriptional elongation and polycomb-repression. In addition, a 'variable' 277 chromatin state was defined here, indicating frequent changes of local chromatin structure across 278 samples of the same cell type. Indeed, neutrophil-specific HVPs were found to be strongly 279 enriched in the enhancer (P = 1.32×10 -12 , hypergeometric test; Figure 4C ) and variable chromatin 280 states (P = 3.81×10 -8 ; Figure 4C ). 
287
Overall, we found enrichment in gene ontology terms attributed to genes close to HVPs in a 288 cell type-dependent context (Table S7) In Figure 4D , we provide an example of a neutrophil-specific HVP at the promoter of the 46] . Notably, the highlighted HVP mapped to a variable chromatin state at this locus, indicating 298 that it influences local chromatin dynamics upon an internal or external trigger ( Figure 4D ).
299
In conclusion, we showed that cell type-specific HVPs clustered in enhancer and dynamic 300 chromatin states at intergenic regions, suggesting they play a role in the regulation of cell type- 
308
In agreement with our findings for gene expression variability, we determined that a large 309 proportion of cell type-specific HVPs correlated with cis genetic variants reported in the 310 BLUEPRINT Human Variation Panel ( Figure S4B ). In neutrophils, we found that 167 of the 261 311 cell type-specific HVPs (64%) associated with DNA methylation quantitative trait loci (Table S6) .
312
Our data further revealed that none of the cell type-specific HVPs were differentially methylated 313 between male and female donors. The complete numerical results of all correlation analyses are 314 provided in Table S8 . 315 HVPs specific to monocytes showed frequent association with seasonal effects, such as 316 temperature and daylight (n=12/117 HVPs; Figure S8 ). This finding is consistent with recent 317 analyses reporting fluctuations of gene expression levels in monocytes depending on season and 318 circadian rhythm [47] . Many CD4 + T cell-specific HVPs particularly correlated with donor age 319 (n=14/46 HVPs; Figure S8 ), in line with previous findings on age-related DNA methylation 320 changes in T cells [48, 49] . These alterations are especially interesting in the context of 321 immunosenescence, for which dysregulation in T cell function is thought to play a crucial role 322 Ecker S. et al.
-14- [50, 51] . Naïve CD4 + T cells have further been reported to become progressively longer-lived with 323 increasing age [52] , which possibly also impacts their DNA methylation patterns.
325
Correlation of DNA methylation variability with transcriptional output 326 DNA methylation at active gene elements can directly control the regulation of gene expression.
327
While methylated gene promoters usually lead to transcriptional silencing, methylated gene bodies 328 typically lead to transcriptional activation [53] . We next aimed to probe this paradigm in the 329 context of gene expression and DNA methylation variability. 330 We measured the correlation of DNA methylation variability with transcriptional output at the 331 level of single genes. Specifically, we studied cell type-specific HVPs that map to gene promoters Figure 5B) . Table S9 gives a full account of these genes and 337 numeric results.
338
An example is provided in Figure 5C , showing a monocyte-specific HVP at the gene promoter Figure 5D ). For DNA methylation variability at gene bodies, this 348 relationship was weaker and showed a linear tendency ( Figure 5E ). Importantly, these global 349 patterns were consistent across all three immune cell types ( Figure S9 ).
Relationship between DNA methylation variability and gene expression variability
350
To characterize these promoter regions further, we counted the number of transcription factor 351 binding motifs at these regions (Methods). We found an accumulation of binding motifs at 352 promoters presenting either highly variable or very stable DNA methylation levels ( Figure 5F and 353 S8). Next, we explored the properties of the 100 genes that showed both the highest expression 354 variability and the highest DNA methylation variability at their promoters. We found that of the 355 100 genes in each cell type, 66 were common to all three cell types; in turn, 10 of these 66 genes In this study, we investigated the transcriptional and epigenetic variability that enables immune 367 cells to rapidly adapt to environmental changes. To this end, we devised a novel analytical strategy A key insight from our integrative analyses is that neutrophils exhibit substantially increased 371 variability of both gene expression and DNA methylation compared to monocytes and T cells 372 (Tables S1 and S6). In neutrophils, genes with important functions in intracellular signaling, cell 373 adhesion, and motility showed increased variability (Tables S2 and S7 ). Importantly, a subset of 374 these genes were found to be under epigenetic control, such as RSAD2, a gene involved in -17-(also known as SELL), and CD49 (also known as ITGA4). We did not observe inter-individual 396 gene expression differences of surface markers corresponding to known neutrophil 397 subpopulations, with the exception of CD49 ( Figure S10 ). We note that CD49 gene expression 398 levels did not correlate with neutrophil granularity (BH-corrected P = 0.89, Spearman's rank 399 correlation). These data suggest that variation in neutrophil subpopulations is unlikely to be a main were assessed for duplication rate and gene coverage using FastQC [64] . Then, PCR and 447 sequencing adapters were trimmed using Trim Galore. Trimmed reads were aligned to the 448 GRCh37 reference genome using STAR [65] . We used GENCODE v15 to define the annotated 449 transcriptome. Read counts of genes and exons were scaled to adjust for differences in total library 450 size using DESeq2 [66] . Then, we applied ComBat [67] to correct for batch effects. An overview 451 of the RNA-seq data quality assessment is provided in Figure S1 . 
Quantification of gene expression 454
Analyses on RNA-seq data were performed on exon-based read counts per gene. We omitted all 455 genes not expressed in at least 50% of all samples in each of the three cell types, leaving only 456 genes that were robustly expressed in all three cell types. In addition, we included only protein-457 coding genes, resulting in a final set of 11,980 genes. RNA-seq read counts were converted into 458 expression log counts by applying the formula log2(x+1). Figure S2 . 486 To assess differential variability across the three cell types, we applied a combined statistical 487 approach based on DiffVar [73] , which is embedded in the framework of limma [74, 75] . DiffVar 488 calculates the median absolute deviation from the group mean (MAD) of expression levels of a 489 particular gene, or DNA methylation at a given CpG site, across all individuals for two conditions, 490 e.g. two distinct cell types. Then, a moderated t-test is used to test for a significant increase or 491 decrease in MAD-value between the two conditions. However, we found that the MAD variability 492 measurement employed by DiffVar is correlated with mean levels (Figures S3 and S7) , which 493 Ecker S. et al.
Analysis of differential variability
-21-could potentially confound the assessment of variability. Therefore, we included an additional 494 measurement of variability that corrects for the dependency of variability measurements on the contrasts in which the cell type is involved were considered to define statistically significant 502 differential variability. For example, for a gene to be a neutrophil-specific HVG, it must show 503 significantly increased variability in both the comparison versus monocytes and versus T cells. For 504 a gene to be classified as hypervariable across two cell types (shared hypervariability), it must 505 exhibit significantly increased variability in the two corresponding cell types, but low variability 506 in the third. Thus, no gene can appear in more than one list. The statistical tests were performed in 507 a paired fashion, taking into account that all three cell types were derived from the same 508 individuals. This procedure corrects for potential differences related to individuals and sample 509 processing.
511
Analysis of variability common to all three cell types 512
To identify HVGs common to all three cell types, we applied a rank-based approach. We ordered 513 both MAD-and EV-values of all genes in the three cell types from high to low variability, and 514 then took the top n genes with highest variability across all three cell types, where n corresponds 515 to the mean number of results obtained for the gene lists of differential variability. Specifically, 516 n=271 for gene expression variability, and n=212 for DNA methylation variability.
518
Analyses of seasonal effects 544 We downloaded historical raw weather data for the minimum and maximum daily temperature in 545 London Heathrow (UK) for the period of data collection from the National Climatic Data Centre 546 (USA) [81] . We applied linear interpolation to account for missing values. Additionally, we 547 downloaded daylight hours for London [82] . The obtained data were then correlated with gene 548 expression and DNA methylation values corresponding to the date of blood donation using 549 Spearman's rank correlation coefficient (see details above).
551
Analyses of sex-specific differential gene expression 552 In each cell type, mean gene expression and DNA methylation differences between male and 553 female donors were identified using limma [74, 75] . A moderated t-test was performed and 554 statistical significance defined as BH-corrected P <0.05 and log-fold change ≥1. Results could be 555 driven by differences in menopause status between female donors. Therefore, we performed the 556 same analysis on only the subset of donors whom are younger than 50 years, and obtained very 557 similar results compared to the complete donor group. For the enrichment analyses with regards to gene elements and epigenomic features, we used the 561 annotation provided by the Illumina 450K array manifest. Enrichment was assessed by repeated 562 random sampling (n=1,000) using all probes that passed quality control (n=440,905). 
