The method of lines is a standard method for advancing the solution of partial differential equations (PDEs) in time. In one sense, the method applies equally well to space-fractional PDEs as it does to integer-order PDEs. However, there is a significant challenge when solving space-fractional PDEs in this way, owing to the non-local nature of the fractional derivatives. Each equation in the resulting semi-discrete system involves contributions from every spatial node in the domain. This has important consequences for the efficiency of the numerical solver, especially when the system is large. First, the Jacobian matrix of the system is dense, and hence methods that avoid the need to form and factorise this matrix are preferred. Second, since the cost of evaluating the discrete equations is high, it is essential to minimise the number of evaluations required to advance the solution in time.
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Introduction
For three hundreds years, the field of fractional calculus was mostly of interest only to pure mathematicians. More recently, there has been an explosion of interest from applied and computational mathematicians, physicists, and engineers who have contributed widely to make it the vibrant, exciting and active field it is today, with many important practical applications. As an illustration of this fact, the following books on fractional calculus, anomalous diffusion and its applications have all been published within the last five years: Baleanu et al. [1, 2] , Klages et al. [3] , Meerschaert and Sikorskii [4] , Klafter et al. [5] , Mainardi [6] , Tarasov [7] , Sabatier et al. [8] , Ortigueira [9] . For the most recent and up-to-date developments on fractional models across a wide range of disciplines, the interested reader is strongly recommend to consult these excellent works, all by eminent experts in the field.
The booming popularity of fractional models has stimulated demand for efficient solution techniques which can provide rapid insight and visualisation into solution behaviours. It is well-known that analytical solutions are available only for some special, simple (usually linear) fractional models. To solve more general fractional models (either linear or nonlinear), numerical solution techniques are preferred. During the last decade, a large amount of work has been undertaken in this area by many authors. Of most relevance to the present work are the finite difference spatial discretisations proposed by Meerschaert et al. [10, 11, 12, 13] . However many other numerical techniques have been used successfully, including finite element methods (e.g. [14, 15, 16] ), finite volume methods (e.g. [17, 18, 19] ), spectral methods (e.g. [20, 21] ) and mesh-free methods (e.g. [22, 23] ).
A constant challenge faced by researchers in this area is the high computational expense of obtaining numerical solutions to fractional differential equations, owing to the non-local nature of fractional derivatives. The search for high-efficiency numerical methods that can significantly reduce the amount of computational time has become a new trend in the literature.
Preconditioning has been a common theme in this context, with authors seeking to reduce the cost of solving the (typically dense) linear systems or matrix function equations that arise from spatial discretisations of fractional differential equations. Yang et al. [18, 15, 24] have developed preconditioners based on eigenvalue deflation. Burrage et al. [16] considered both algebraic multigrid and incomplete LU preconditioning. Krylov subspace projection is a common theme amongst these works.
Methods that use high order temporal integration have also been proposed, aiming to reduce the cost of the method by reducing number of steps required. Liu et al. [25] , Zhuang et al. [26] and Yang et al. [27] have all used the method of lines to solve space-fractional equations, with temporal integration of up to fifth order accuracy.
Some authors have turned to fast transform methods to provide high efficiency. Wang et al. [28] showed how to exploit the Toeplitz-like structure of the coefficient matrix for the one-dimensional, two-sided, linear spacefractional diffusion equation to derive an efficient O(N log 2 N ) method. Wang and Wang [29] utilised fast Fourier transforms to efficiently compute the matrix-vector products in their Krylov subspace method. Pang and Sun [30] have proposed a multigrid method utilising fast Fourier transforms. Bueno-Orovio et al. [21] have considered Fourier spectral methods for spacefractional diffusion equations.
In this paper we show how to construct a banded preconditioner that facilitates efficient solution of the two-sided, nonlinear space-fractional diffusion equation
using the method of lines, on the finite domain 0 < x < L with homogeneous Dirichlet boundary conditions and initial condition u(x, 0) = u 0 (x). The fractional order α is assumed to satisfy 1 < α ≤ 2. The function u(x, t) can be interpreted as representing the concentration of a particle plume undergoing anomalous diffusion. The diffusion coefficient κ(u, x, t) is assumed positive, and the forcing function q(u, x, t) represents sources or sinks. Meerschaert and Tadjeran [11] give the interpretation of the skewnesses p ∈ [0, 1] in terms of forward and backward jump probabilities in a stochastic model for anomalous diffusion. If p = 0 or p = 1 then (1) reduces to a onesided space-fractional diffusion equation.
The left and right Riemann-Liouville space-fractional derivatives are defined by
and
In this paper, we use Meerschaert and Tadjeran's [11] finite difference scheme for equation (1) within a method of lines framework and Krylov subspace iterative methods to solve the resulting linear systems.
We demonstrate how an effective preconditioner is crucial for improving the efficiency this approach. In particular, we show how to construct suitable banded approximations to the system Jacobian for preconditioning purposes, which permits high orders and large stepsizes to be used in the temporal integration, without requiring dense matrices to be formed and factorised. This allows for the solution to be obtained using many more spatial nodes than would be possible if using direct Jacobian factorisation.
It is interesting to note that Wang et al. [28] have also exploited the approximately banded nature of the Jacobian matrix in their work. However they take a different approach from what we propose here. Theirs is a direct method, based on a splitting of the matrix into two parts: a banded portion and the remainder. They also do not consider the nonlinear problem, nor do they consider high order temporal integration, as in this work.
The remainder of the paper is arranged as follows. In section 2 we present a finite difference spatial discretisation of (1) and show how it leads to a system of time ordinary differential equations. In section 3 we summarise the method of backward differentiation formulas for integrating initial value problems. The role of preconditioning is highlighted. In section 4 we derive a banded preconditioner that is suitable for the nonlinear two-sided spacefractional diffusion equation, and show how to construct it efficiently. In section 5 we present the results of numerical experiments that confirm that the preconditioner allows for the efficient solution of equation (1) using the method of lines. We draw our conclusions in section 6.
Finite difference discretisation
To spatially discretise (1) using finite differences, we introduce a mesh with N uniform divisions of width h = L/N , and N+1 nodes x i for i = 0 . . . N , where x i = ih. Meerschaert and Tadjeran [11] show how shifted Grünwald formulas may be used to approximate the space fractional derivatives
α by a weighted sum of neighbouring values u(x j , t). Using this approach, and accounting for the homogeneous Dirichlet boundary conditions, we obtain the spatial discretisation
(similarly q i ) and the normalised Grünwald weights g α,j are given by
When combined with the initial condition u(
, the system generated by imposing (4) at each internal node can be written as the initial value problem (IVP)
where the components of the vector u are the unknowns u i , the components of the vector-valued function f come from the right hand side of (4) and the components of u 0 are the initial values.
As is discussed in the next section, the Jacobian matrix J = ∂f /∂u plays an important role in the numerical solution of (6) . A distinguishing characteristic of space fractional PDEs is that finite difference discretisations of these problems give rise to Jacobian matrices which are fully or partially dense.
The Jacobian matrix for (4) will be fully dense if 0 < p < 1, since together the two summations in (4) range over all u j , implying that every component of u appears in every equation. For p = 0 or p = 1, only one sum remains, and the Jacobian matrix has a Hessenberg structure.
Backward differentiation formulas and Jacobian-free NewtonKrylov methods

Backward differentiation formulas
In this section, we discuss the use of backward differentiation formulas for solving (6) , with special attention paid to the role of the Jacobian matrix, and the impact of its density on the efficiency of the approach.
The backward differentiation formulas (BDFs) comprise a family of implicit linear multistep methods for solving the initial value problem (6). Numerous IVP solvers utilising BDFs are available -the implementation used for this paper is the CVODE solver which is part of the SUNDIALS suite of nonlinear and differential/algebraic equation solvers [31] .
We introduce BDFs by considering how to step from time t = t n−1 , at which point the numerical solution u n−1 ≈ u(t n−1 ) is known, to the next point in time t n = t n−1 + τ n , where τ n is the stepsize. The derivation follows that of Hindmarsh et al. [31] .
The defining characteristic of BDFs is the approximation of the derivativė u(t) in terms of present and past values of u:
where q is the order of the BDF, and the coefficients β n,k depend on the recent stepsize and order history. The backward Euler method is the simplest and best-known BDF; it corresponds to q = 1 (first order), with coefficients β n,0 = 1 and β n,1 = −1. The BDFs in CVODE range from orders 1 to 5. Modern BDF-based IVP solvers use sophisticated algorithms to adaptively vary both the stepsize τ n and the order q in order to achieve a desired local error tolerance at each step, while keeping the stepsize as large as possible. This is a key advantage of such solvers over hand-coded backward Euler or similar methods; they offer high performance temporal integration using complex algorithms that have been subject to extensive testing and peer review, and which would be time-consuming to implement manually.
Evaluating (6) at t = t n , substituting (7) and rearranging for the unknown u n yields the nonlinear algebraic equation
where γ n = τ n /β n,0 and a n = ∑ q k=1 (β n,k /β n,0 )u n−k . This equation must be solved to advance the numerical solution in time.
Newton's method applied to (8) yields the iteration
where u k n is the kth iterate in the sequence {u
which is a linear system involving the Jacobian matrix J = ∂f /∂u.
Jacobian-free Newton-Krylov methods
Modern IVP solvers use Krylov subspace methods to solve the linear system (10) . Briefly, a Krylov subspace method for the system Ax = b seeks an approximate solutionx by projecting onto the Krylov subspace [32] 
Such methods require the action of the matrix A only in the form of matrixvector products on suitably-chosen vectors v. In the context of the linear system (10), we have
and a key observation is that the product J(u k n )v can be approximated by a first order forward difference
with suitably-chosen shift value ϵ [33] .
In this way, a solution to (10) may be found without ever forming the Jacobian matrix J. This Jacobian-free approach, combined with Newton's method, leads to a class of Jacobian-free Newton-Krylov methods for solving (8) [33] .
In the context of the two-sided, nonlinear space-fractional diffusion equation (1), IVP solvers that utilise Jacobian-free Newton-Krylov methods are particularly attractive. We saw in section 2 that the Jacobian matrix for this problem is dense, and hence the ability to solve the problem without needing to form and factorise this matrix represents a significant saving.
Furthermore, the adaptive order and stepsize selections made by the IVP solver are designed to reduce the number of steps required to advance the solution in time. This represents a further saving over non-adaptive methods, which may require additional steps to achieve the same level of accuracy for a given point in time.
In spite of these advantages, the efficiency of the solver outlined in this section is typically not acceptable for IVPs resulting from the spatial discretisation of equation (1). This is the well-known problem of "stiffness", where the wide range of time scales present in the semidiscrete system leads to poor performance of the Krylov subspace linear solver [31, 33] .
Preconditioning is the standard approach for overcoming this issue, so that rather than solve Ax = b directly, the preconditioned system
is solved by projecting onto the preconditioned Krylov subspace
Here M −1 is a preconditioner matrix which in some sense approximates A −1 . A typical approach for building such a preconditioner is to use an (often quite crude) approximation to the matrix A itself, which is efficient to form and factorise [33] .
Furthermore, modern IVP solvers do not insist that the preconditioner matrix always be kept up to date. Instead, they include logic to detect when an out-of-date preconditioner is hindering convergence, and only then is the user code to update the matrix invoked [31] .
A banded preconditioner
In this section, we derive a banded preconditioner for the two-sided, nonlinear space-fractional diffusion equation (1), which overcomes the problem of stiffness and allows efficient solution of the problem using BDF-based IVP solvers with Jacobian-free Newton-Krylov methods. We begin in section 4.1 by illustrating the process for a linear problem, before generalising the approach to the full nonlinear problem in section 4.2.
Linear case with q = q(x, t) and constant κ
We seek an approximation of the Jacobian matrix which is cheap to compute and invert, but which captures the dominant source of stiffness in the problem. To illustrate the idea, we first consider the simpler, linear problem of equation (1) with q = q(x, t) and constant κ. By examining the right hand side of the spatially discrete form (4) we find that the Jacobian matrix, J, for this problem has the form Recalling equation (5) which defines the normalised Grünwald weights, the key observation from (15) is that the magnitudes of the entries (J) ij become smaller as |i − j| increases. In Figure 1 we plot the magnitude of the Jacobian's entries for the problem (4) with κ = 1, p = 0.5, α = 1.8, q = 0, L = 1 and N = 4000 to illustrate this point. The figure strongly suggests that the dominant behaviour of this problem is captured by the values within the dark diagonal strip of small bandwidth. This motivates the idea of retaining only the values within this small bandwidth and using the resulting matrix to form a banded preconditioner. Standard banded or sparse data structures and algorithms allow for the efficient storage and factorisation of this matrix, with substantial savings compared to the cost of forming and factorising the full Jacobian.
General, nonlinear case
While the preceding discussion motivates the use of a banded preconditioner, in practice it can be inconvenient to form this matrix by means of equation (15) . Indeed, for problems with variable κ or a source term q dependent on u, equation (15) is no longer correct, and would need to be re-derived accordingly.
Fortunately there is a straightforward means of computing a banded approximation to the Jacobian that applies for general nonlinear problems. First, we observe that a single column of the Jacobian matrix can be approximated by a first order forward difference in the manner of (13):
where J •j means the jth column of J, and e j is the jth coordinate vector. Equation (16) thus provides a means to build up a finite difference approximation of the Jacobian one column at a time, by shifting one component of u at a time.
We make several improvements to the efficiency of this basic approach. First, we exploit the (approximately) banded nature of the Jacobian and shift multiple components of u at a time, which are separated from one another by a distance of one bandwidth [34] . For example, if we are computing a fivebanded approximation to the Jacobian, then for our first evaluation we shift u 1 , u 6 , u 11 and so forth. For our second evaluation we shift u 2 , u 7 , u 12 and so forth. In this way, a banded approximation to the Jacobian is constructed with just 5 (the bandwidth) additional evaluations of the function f .
The second efficiency improvement we make is to recognise that when evaluating f with shifted components (a "shifted evaluation"), we can recycle most of the information from the prior unshifted evaluation.
For the two-sided, nonlinear space-fractional discretisation, the greatest expense in evaluating f is computing the two sums in equation (4) . We can make tremendous computational savings by keeping auxiliary vectors of "unshifted sums"; two vectors of the same length as u are all that are required. These vectors are updated every time an unshifted evaluation is performed. Then, for all subsequent subsequent shifted evaluations, only small adjustments to these stored sums are necessary, corresponding to the terms which involve the shifted components.
In the next section we present the results of some numerical experiments that demonstrate the effectiveness of this overall banded preconditioned method for solving equation (1), including the large savings made by recycling information as just described.
Numerical experiments
All numerical experiments were carried out in MATLAB version R2011a, using the CVODE IVP solver, part of the SUNDIALS suite of nonlinear and differential/algebraic equation solvers [31] . Absolute and relative error tolerances were set to 10 −6 and preconditioned GMRES [35] was used for the Krylov subspace method. We used MATLAB's native sparse data structure and algorithms to store and factorise the banded Jacobian (MATLAB does not natively support band matrix storage -for a discussion of this design choice see Gilbert et al. [36] ). The test machine was equipped with an Intel Core i7 processor and 4 GB of RAM.
Test Problem 1: linear
We consider equation (1) with parameters κ = 1, p = 0.5, α = 1.8, q = 0, L = 1, with N = 4000 spatial divisions and initial condition u 0 (x) = x(1−x). The structure of the Jacobian matrix for this problem was illustrated in Figure 1 .
We begin by examining the effect that the bandwidth of the preconditioner has on the efficiency of the scheme. Figure 2 plots the runtime taken to simulate to t = 1 against the bandwidth. As this is a linear problem, the preconditioner needs to be formed just once, and we use the formulas (15) to compute all values within the chosen bandwidth.
From Figure 2 we see that for bandwidths less than about 10, the BDFbased solver is not efficient and we conclude that the preconditioner is not adequately capturing the behaviour of the problem. We note that the vertical axis on this plot has been truncated to preserve space; the runtime for a bandwidth of 3 (tridiagonal preconditioner) is more than 140 seconds, and with no preconditioning at all it takes more than 400 seconds to solve.
As the bandwidth increases, the runtime improves, until it attains a minimum value for this problem of approximately 16 seconds with bandwidth 121. At this point, we conclude that all of the important behaviour in the problem is being captured by the banded preconditioner. Increasing the bandwidth further from this point tends to increase the runtime, as the costs associated with forming and factorising the larger bandwidth matrix become more significant. The interesting (and reproducible) dip in runtime at bandwidth 641 is caused by a sudden improvement in the efficiency of MATLAB's sparse LU factorisation (by some 25%!) at this and higher bandwidths.
In Figure 3 we plot the magnitude of the banded Jacobian approximation's entries when the bandwidth is 121. We observe that a bandwidth of 121 corresponds to the dark diagonal strip first exhibited in Figure 1 . Hence, we have further confirmation that this portion of the matrix is sufficient to capture the dominant problem behaviour in terms of constructing an effective preconditioner.
To further explore the effect of the preconditioner on the efficiency of the solver, we examine how the order of the BDF and the stepsizes evolve over two runs of the solver: one using bandwidth 3, which we know from the previous discussion to be too small, and the other using bandwidth 121, which we identified as being optimal for this problem. Figure 4 plots the order and stepsize evolution for both runs; order is indicated by a solid line and stepsize by a dashed line. In Figure 4(a) , where a bandwidth of 3 was used, we see that the stepsizes increase rapidly at first, and the order of the BDF rises to 4. However, the order quickly falls back to 2, and the stepsize evolution is erratic for the remainder of the simulation.
For a bandwidth of 121, Figure 4 (b) reveals a different picture. The order rises to 4 and remains there for the rest of the simulation, while the stepsizes increase monotonically throughout. As a result, the solver with bandwidth 121 is able to reach the final time t = 1 using just 64 steps and 151 function evaluations, compared with 156 steps and 1552 function evaluations required with bandwidth 3.
The large discrepancy in the number of function evaluations between the two runs is a result of the many additional iterations required to converge the Jacobian-free Newton-Krylov method when the preconditioner is not performing adequately. This emphasises the fact that the preconditioner functions not only to reduce the number of steps required, but also to reduce the amount of work required per step. 
Test Problem 2: nonlinear
We now consider the nonlinear problem of equation (1) with L = 1,
, and initial condition u 0 (x) = x(1 − x). We choose a mesh comprising N = 16000 divisions, as this represents a level of refinement for which standard direct factorisation methods using the full Jacobian are beyond the capacity of the test machine. To construct the preconditioner for this nonlinear problem we use the banded finite difference approximation to the Jacobian matrix discussed in section 4.2, with a bandwidth of 301.
Solving the problem to steady-state took 595 seconds on the test machine. The evolution of the order and stepsize is illustrated in Figure 5 . We see that for the bulk of the integration, the solver was operating at either fourth or fifth order, and the stepsizes increased monotonically throughout. As the solution approached its steady state, there was a rapid increase in the stepsizes, and the order of the method was able to drop back to first order, by which point the solution was essentially unchanging in time.
The results suggest that the method performed close to optimally in terms of the size of the steps taken, confirming the effectiveness of the preconditioner. The relevant statistics for the simulation are that 125 steps were taken, the banded preconditioner was formed 3 times and a total of 1322 function evaluations were required. Of those evaluations, 903 were shifted evaluations associated with forming the banded Jacobian approximation, and the remaining 419 were ordinary, nonshifted evaluations associated with Newton-Krylov iteration.
Despite the much larger number of shifted function evaluations, the total time spent in these evaluations was just 76 seconds (13% of total runtime), compared to 483 seconds (81% of total runtime) spent in nonshifted func-tion evaluations. This confirms the significant efficiency improvements made in recycling information from the nonshifted evaluations when computing shifted evaluations.
The next most significant expense was the preconditioner factorisation. CVODE invokes the user code for factorisation whenever the stepsize -and hence the value of γ n in equation (10) -changes. As a result, the factorisation routine was called 29 times, for a total cost of 27 seconds, or 4% of the total runtime. The only other significant expense was the application of the preconditioner, which occurs once for every Newton-Krylov iteration and cost 4 seconds (1% of total runtime) overall. The remaining 1% of runtime was associated with data structure and function call overheads. We note that all of these expenses were incurred in user code -there was no significant overhead associated with any CVODE code.
We emphasise that this problem could not be solved using a direct factorisation of the full Jacobian matrix on the test machine, since the memory required for the matrix and its factorisation exceeds the capacity of the machine. In comparison, using the method of lines with a banded preconditioner, the problem is comfortably solved in just a few minutes.
Conclusions
In this paper we have presented a banded preconditioner for the twosided, nonlinear space-fractional diffusion equation that allows for its efficient solution using the method of lines with backward differentiation formulas and Jacobian-free Newton-Krylov iteration. The advantage of our approach is that it avoids the need to form and factorise a dense Jacobian matrix that would otherwise be required using standard direct solution approaches. As a result, we are able to solve problems on computational domains involving many thousands of nodes, which would be infeasible using direct factorisation methods.
Numerical experiments illustrate that our preconditioner performs very well, allowing the initial value problem solver to use large stepsizes, and thereby integrate to the final time with minimal function evaluations.
