We have investigated ionization mechanisms in fast ion-atom collisions by measuring the low-energy electron emission cross sections in a pure three-body collision involving bare carbon ions (vϭ6.35 a.u.) colliding with atomic hydrogen targets. The measurements have also been extended to molecular hydrogen and helium targets. In this paper we provide the energy and angular distributions of double differential cross sections of low-energy electron emission for atomic hydrogen targets. The Slevin rf source with a high degree of dissociation was used to produce the atomic H target. It is found that the two-center effect has a major influence on the observed large forward-backward angular asymmetry. A detailed comparison is presented with calculations based on the continuum distorted-wave ͑CDW͒ and CDW-EIS ͑eikonal initial-state͒ approximations. Both the continuum distorted-wave calculations provide a very good understanding of the data, whereas the first Born calculation predicts almost symmetric forward-backward distributions that do not agree with the data. The two-center effect is slightly better represented by the CDW calculations compared to the CDW-EIS calculation. The total cross sections are, however, in good agreement with the theories used. The results for molecular hydrogen and helium will be discussed in the following paper.
I. INTRODUCTION
Ionization is one of the dominant inelastic processes in intermediate and fast ion-atom collisions. The ionization of atomic hydrogen by swift bare ions is one of the simplest atomic collision processes leading to pure three-body ionization and provides a most suitable testing ground of quantummechanical theoretical models that describe electron emission in the ionization process. Although there have been numerous experimental and theoretical studies on ion-impact ionization in the past, the understanding of the energy and angular distributions of low-energy electron emission in heavy ion-induced ionization is far from complete. Most of the previous experiments have been carried out using multielectron targets. The total ionization cross sections ͑TICSs͒ for atomic hydrogen targets have been measured in the past ͓1-3͔ using protons. However, TICSs result from an integration over the momenta of the three particles in the final state. They cannot provide the finer details of the process since these are obtained by integrating over the momenta of all three particles in the final state. In order to gain more insight into the ionization dynamics, one needs to measure the energy and angular distributions of the low-energy electrons since these electrons carry the bulk of the cross sections, although they are difficult to detect. The double differential ionization cross sections ͑DDCSs͒, differential in emission angle and energy for a pure three-body collision system, can provide stringent tests to the most sophisticated theories on ionization. Such measurements for atomic hydrogen have been carried out only for low charged projectiles such as electrons ͓4͔, protons ͓5,6͔, and helium ions ͓7͔.
The first measurement on electron DDCS in the ionization of atomic hydrogen by highly charged heavy ions has been reported only recently ͓8͔ at high velocity (vϭ10 a.u.). The initial-state electron cloud is highly perturbed under the influence of heavy ions, and the ejected electron moves in the long-range Coulomb fields originating from the ionized target and the moving ion. Such a two-center effect modifies drastically the angular distributions of the emitted electrons causing forward-backward asymmetry, which again depends on the electron energy. Such two-center effects ͑TCEs͒, which are stronger for projectiles with higher atomic numbers ͑Z͒ and lower velocity (v), have been explored mostly for high velocity ions (vу10) ͓9͔ on He. To explore the angular distribution patterns of different energy electrons under the influence of the TCE, it is therefore necessary to measure the electron DDCS using lower velocity heavy ions. We present here the energy and angular distributions of electrons with energies between 1 and 300 eV emitted in the ionization of atomic hydrogen in collisions with 1 MeV/u (vϭ6.35 a.u.) bare carbon ions.
It is known that the two-center electron emission cannot be described by the first Born calculations. At intermediate and high energies, distorted wave theories provide an adequate framework to treat the electron emission process under heavy-ion impact. At present, two of them-the continuum distorted-wave ͑CDW͒ and continuum distortedwave with eikonal initial-state ͑CDW-EIS͒ approximations-have been studied in detail. The CDW-EIS approximation, developed by Crothers and McCann ͓10͔ and extended to multielectronic targets by Fainstein and coworkers ͓11,12͔, has been successfully applied to explain the *Email address: lokesh@tifr.res.in two-center effect on electron emission. The continuum distortion applied in the outgoing channel is shown to be adequate to describe the dynamics of the ionized electron in the combined Coulomb fields of the projectile and target. The CDW theory for ionization was introduced by Belkić ͓13͔. However, the model received less interest due to the incorrect normalization of distorted waves resulting in overestimated cross-section values at low impact energies ͓14͔. The significant difference between the CDW and CDW-EIS approximations lies in the forms of distortions applied in the initial channel. The former accounts for the distortion by using an eikonal phase, while the latter, similar to the final channel, uses a continuum distortion. The eikonal phase corresponds to the asymptotic behavior of the continuum distortion at asymptotic distances, consequently the two-center character of the distorted-wave functions is highly reduced. Moreover, recently it has been shown ͓15-17͔ that the use of more realistic wave functions, instead of H-like wave functions, for the initial and final states of the electron, provides a better agreement with the data for multielectron targets. However, in the case of an atomic hydrogen target, where the initial wave function is known exactly, such modifications are not required.
It is known that in the case of two-electron or multielectron targets, the contributions from double electron or multielectron process electron-electron correlation can be substantial enough to complicate the data analysis and a comparison with theoretical methods suffers from ambiguity. In spite of reasonable success in describing the features of electron emission in fast ion atom collisions, the CDW-EIS calculations are shown to deviate from the measured data, especially in the extreme forward and backward angles for He, H 2 , Ne, and even for atomic hydrogen targets.
Recoil-ion momentum spectroscopy ͑RIMS͒ using the cold-target technique has also been used recently to study the two-center effect and post-collision interactions and their influences on the emission of low-energy electrons and recoil ions ͓18͔. The relation between electron spectroscopy and RIMS has also been addressed recently ͓19-21͔ in order to study the ion-atom ionization mechanism. The observed shift in the recoil-ion and electron longitudinal momentum distributions in the opposite directions is believed to be associated with such post-collision interactions ͑PCIs͒ ͓22͔, which are shown to be stronger with higher values of perturbation strength S p ϭZ p /v p (Z p and v p are the atomic number and velocity of the projectile͒. A large shift and hence a large PCI is observed for S p ϭ2.0, whereas a negligible shift in the electron and recoil-ion longitudinal distributions is noticed in the case of much smaller values of S p ͑ϭ0.6͒ ͓19,20͔. However, in spite of a negligible shift in the momentum distributions ͓21,22͔, a large forward-backward asymmetry has been observed in the electron emission for C 6ϩ ϩHe for which S p was quite small, e.g., 0.6 ͓23͔ and 0.4 ͓9͔. The aim of the present measurement is to explore the two-center effect by measuring the forward-backward asymmetry in the angular distribution of low-energy electron emission in fast ion-atom collisions with atomic hydrogen with a perturbation strength of nearly 1.0 (S z ϭ0.94).
II. EXPERIMENTAL DETAILS AND DATA ANALYSIS
The experimental technique has been described in our earlier letter communication ͓8͔ and therefore we give the necessary details only. The highly collimated energy and charge-state selected beam of 1 MeV/u bare carbon ions was obtained from the tandem Van de Graaff accelerator of the J. R. Macdonald Laboratory at Kansas State University ͑KSU͒. The beam interacts with the atomic hydrogen jet target 2 mm below the nozzle. A commercially available ͑Leisk engineering͒ rf hydrogen atom source, developed by Slevin and Sterling ͓24͔, was fed with a high-purity hydrogen gas at a pressure of 0.3-0.4 torr. The outlet gas contains some undissociated H 2 along with atomic hydrogen, which were allowed in the chamber through a 1-mm-diam capillary tube. The x, y, and z positions of the nozzle could be adjusted in order to align the gas jet with respect to the beam to obtain a maximum dissociation fraction.
The experimental setup including the spectrometer was constructed at the University of Nebraska and moved to KSU for the earlier experiments and was also used in the present investigations. The collimator geometry for the beam entrance was changed slightly. A turbomolecular pump was used to evacuate the chamber to 1ϫ10 Ϫ7 torr. The various tests for performance of the spectrometer are similar to those described in Refs. ͓5,6͔. A -metal shield was used inside the chamber to reduce the stray magnetic field. A currentcarrying coil placed in the horizontal plane around the chamber was enough to reduce the stray magnetic field below 5 mG in the region where the electrons travel before entering the analyzer. A hemispherical electrostatic analyzer ͓5,6͔ made of oxygen-free high-conductivity copper with inner and outer radii of 25 and 35 mm was used. The spherical surfaces were coated with carbon soot to reduce secondary electron production from the copper surface due to the electron bombardment. Before entering the analyzer, the electrons had to pass through a collimator made of a copper tube with two rectangular grounded apertures, one on each end. These two apertures of widths 4 and 3 mm mainly define the effective path-length solid-angle integral ͑see below͒. Additional apertures at the entrance and the exit of the analyzer were biased with a small voltage V 0 in order to preaccelerate the electrons entering the analyzer. It was found that V 0 ϭ ϩ5 V was enough to improve the collection efficiency of the low-energy electrons. The energy-analyzed electrons were detected by a channel electron multiplier ͑CEM͒ mounted on the exit of the analyzer. The cone of the CEM was biased at ϩ100 V to help the low-energy electrons reach the detector.
The spectrometer could be rotated between 15°and 165°, and electrons with energies between 1 and 300 eV were detected at various angles at intervals of 10°or 15°. The electron spectrum was taken with the rf power on (S on ) and RF power off (S off ), keeping the jet pressure the same ͑about 0.3 T͒ in both cases. From these measurements, one can determine the ratio ͑R͒ of ionization cross sections ͑i.e., DDCS͒ for H to that for H 2 ͓see Eq. ͑2͒ below͔. The absolute cross section ( 2 ) for H 2 was determined using a static gas condition with the rf off. The cross sections ( 1 ) for H were obtained using these cross sections and the measured ratio (R). The details of the measurements of 2 can be found in Paper II. In brief, the chamber was flooded with low pressure ͑0.1-0.3 mTorr͒ H 2 gas. The low gas pressure was to minimize the scattering of low-energy electrons before entering the analyzer. For absolute normalization of the H 2 data, we have measured the electron spectrum at different angles for 1.5 MeV pϩHe, for which the absolute cross sections are known ͓25͔. The normalization constant was independent of electron energy or angle within about 7% for ϭ1 Ϫ300 eV. The efficiency of the channel electron multiplier, which is included in the derived normalization, is known to remain constant (Ϸ0.95) ͓26,27͔ for electron energies between 0 and 500 eV since the front cone of the CEM was biased to about ϩ100 V. The electron DDCS for H was found from the following expression:
where S on and S off are the background subtracted electron counts for the same number of incident ions for a given electron energy and angle. This equation was used before in Refs. ͓4͔ and ͓5͔. The DDCS for H atoms is then given by 1 ϭR 2 . The typical uncertainty in 1 , which is determined by Eq. ͑1͒, was ϳ20-25 % ͑see Table I͒. Since the gas jet at the outlet of the rf source contains some amount of undissociated molecules along with the atomic hydrogen, it is necessary to find the dissociation fraction D f in order to derive R from Eq. ͑1͒. The quantity D f was measured in situ using a method called the 9-eV proton method ͓5͔. The spectrum of recoil ions produced in the collision of bare ions with H 2 contains a broad peak of H ϩ having an energy around 9 eV. Two protons each of energy 9 eV are produced by the Coulomb explosion of a doubly ionized H 2 molecule ͓28͔ due to the interaction with the passing projectile. These protons also arise from the dissociation of the 2p u and some other nearby states of H 2 ϩ ͓29͔, and the total energy released ͑18 eV͒ is shared by the two protons. The protons are detected by the same electrostatic spectrometer used for the electron detection, by reversing the polarities of the potentials applied on the inner and outer hemispheres. The cone of the CEM was biased to a high positive voltage ͑ϩ2.2 kV͒ and the rear was grounded. The dissociation fraction (D f ) is defined as
where S on and S off represent the yields of the 9 eV protons detected with the rf power on and off, respectively. The yields are determined from the areas under the 9-eV peaks. The best spectrum is shown in Fig. 1 . The highest dissociation fraction was 88%. However, the typical dissociation fraction was found to be ϳ80-85 % and almost independent of angle except for extreme forward and backward angles for which the D f was somewhat lower (ϳ70%). This could be due to geometrical effects and to the fact that the path lengths seen by the detector are largest for these angles. This observation is consistent with the results of Kerby et al. ͓6͔ . However, the dissociation fraction obtained in the present experiment is even larger than that obtained in the previous experiments using the same source ͓6,8͔. We have also determined D f by a second method, which was based on binary encounter electron yields. The D f value obtained with these two methods agrees within ϳ5%.
The energy dependence of the DDCS was studied for ten different angles between 15°and 160°. At each angle, electrons having energies between 1 and 300 eV were detected. We report the cross sections for atomic hydrogen in this first paper ͑paper I͒. We have also measured the angular distributions of low-energy electron DDCSs for the simplest twoelectron systems such as helium and molecular hydrogen, which are described in paper II.
III. RESULTS AND DISCUSSIONS

A. Angular distributions of the DDCS
The angular distributions of the electron DDCS for different electron energies are displayed in Fig. 2 . Six different energies-5, 10, 40, 100, 200, and 240 eV-were chosen to represent the behavior of the entire energy range investigated. For each energy, the angular distributions are compared with three theoretical models such as the First Born ͑B1͒, CDW-EIS, and CDW models. The angular distributions are found to have peaklike structures around 70°only above 40 eV. At lower energies, the distributions show an almost flat behavior for the forward angles and a large decrease in the cross sections for backward angles. The peaks in the angular distributions, of which the positions follow the ϭcos
Ϫ1
(v e /2v p ) rule, are due to the binary collisions ͑com-monly known as the binary encounter approximation or BEA͒ between the projectiles and electrons. The widths of the peaks are due to the initial momentum distributions of the electrons. It is well seen that this is the dominant process for ejecting medium-and high-energy electrons at the given ejection angle. For lower electron energies, other mechanisms, such as the dipole or distant collisions, become dominant in forming the angular distributions of the DDCS. However, similar to the BEA, this process also predicts a symmetric peak around 90°. This is the gross feature that has already been accounted for in the B1 model. The results from the distorted wave theories show that the effects of the TCE appear mostly at the tails of the peaks by changing drastically the asymmetry character.
The B1 calculations show a large deviation from the data in general, as far as the angular distributions are concerned. The shapes of the distributions are similar to the experimental data only above 40 eV. The calculations, in general, underestimate the data by a large factor for small forward angles and overestimate them at large backward angles ͓see Figs. 2͑c͒-2͑f͔͒. The behavior in the forward angles can be understood in terms of the two-center effect, i.e., due to the long-range Coulomb fields arising from the residual recoil ion and projectile acting on the electrons. The electrons emitted between 60°-90°are mostly dominated by the binary collisions and are reproduced by the B1 calculations.
The TCE causes a large enhancement in the forward direction and a depletion in the backward angles, an effect that is included in the continuum distorted-wave calculations. The CDW-EIS and CDW models reproduce the overall angular distributions quite well ͓solid and dashed lines in Figs. 2͑a͒-2͑f͔͒. For example, at 40 and 100 eV, the CDW-EIS model gives a much better agreement compared to the B1 model, but still underestimates the data by almost a factor of 2 at extreme forward angles. The CDW calculations give a good agreement with the data over the whole angular range at these energies. The differences between the CDW-EIS and CDW models are observed only for small forward and large backward angles and the difference remains small ͑within about 20%͒ below 50 eV. Above 100 eV ͓see Figs. 2͑d͒-2͑f͔͒ the CDW values are a factor of 2 to 4 higher than the CDW-EIS values at backward angles. The experimental data seem to support the CDW values for backward emissions. The emission cross sections in the transverse cone, i.e., between 60°and 120°, are very well reproduced by both of the distorted-wave models.
B. Energy distributions of DDCSs
The energy distributions of DDCSs measured at the forward angles ϭ15°, 45°, 60°, 70°, and 90°are shown in Fig. 3 . For ϭ15°, the general agreement with the CDW-EIS and CDW models is quite good. However, these models give slightly lower cross sections above 10 eV. At this extreme forward angle, the B1 calculations fall well below the data throughout most of the energy range. At 45°, the agreement with the theories is similar to the case of 15°except that now all the theories come closer to the data and the B1 results still fall well below the DDCS data between 5 eV and the binary encounter ͑BE͒ peak position. For ϭ60°-90°, all the calculations, however, provide quite good agreement with the data.
As seen in Fig. 4 , at 105°the distorted-wave models are in good agreement with the data while the B1 calculation yields cross sections that are larger by a factor of 2-3. At larger angles, both distorted-wave calculations give good agreement with the data below 100 eV but at higher energies the CDW-EIS calculations fall below the data while the CDW calculation remains in good agreement. At 160°, the CDW results fall above the CDW-EIS results at even lower energies, and agree better with the data. A good agreement between the CDW model and the data may indicate that the TCE is described better by this model compared to the CDW-EIS model.
C. Forward-backward asymmetry
It is obvious from the previous discussions that the B1 calculations underestimate the DDCS data in the extreme forward angles and overestimate them for large backward angles. Such a forward-backward asymmetry is caused by the two-center effect, which will be clear in Fig. 5 , in which we show the ratio ͑R͒ of the DDCS data to the B1 calculations. The deviation of R from 1.0 can be directly interpreted as the quantitative estimate of the two-center effect. For example, in the forward angles the ratio increases with electron energy ͓Figs. 5͑a͒-5͑c͔͒ since electrons with gradually increasing energies correspond to those produced at smaller impact parameter collisions. The relative velocity between the electrons and the projectile ions is decreasing and hence is subjected to larger two-center effects. The ratio peaks at an electron energy that approximately corresponds to electron velocity v e ϭv p cos , where v p is the cusp electron velocity, which is the same as the velocity of the projectile. The energies of these electrons, i. ence between the electron and the projectile velocities and hence the interaction between the electrons and projectiles is again reduced. The minimum is obtained at the BE peak position.
The ratio is much less than 1.0 for backward angles, indicating the inadequacy of the B1 calculations in predicting the electron emission in large backward directions. The backward emission could also be affected by a double collision ͓30͔, i.e., the electrons that are liberated by the interaction with the passing projectile are further scattered from the target atom ͑or recoil ion͒. The CDW calculations show a slightly better agreement with the data compared to the CDW-EIS model. This shows that a more detailed description of the ionization mechanism cannot be accounted for without considering the electron as moving in a two-center field created by the heavy particles in the entire time of collision. In the CDW-EIS model, as is mentioned in the Introduction, this two-center character is emphasized mostly in the outgoing channel. So the above results show that better agreement and finer details on the DDCS can only be achieved by including the two-center dynamics of electrons also in the incoming path of the collision, as is done in the CDW model.
D. Single differential and total cross sections
The single differential distributions d/d⍀ were derived by performing numerical integration of the energy distributions of the DDCS and are shown in Fig. 6 ͑see also Table  II͒ . The distribution has a peaklike structure that is highly asymmetric about the peak position, i.e., a large forwardbackward asymmetry is obvious. The B1 calculations, in contrast, predict a symmetric distribution near the peak position. The continuum distorted-wave calculations, on the other hand, reproduce the distribution quite well, giving a large forward-backward asymmetry caused by the two-center effect. The CDW-EIS calculations are slightly lower in the forward angles compared to the CDW calculations. The data do not allow us to differentiate between the two calculations.
The total cross sections were calculated by integrating the single differential cross section ͑SDCS͒ in Fig. 6 . The experimental total cross section is found to be 622 Mb, which is in excellent agreement with the CDW ͑633 Mb͒ and CDW-EIS ͑560 Mb͒ predictions. The B1 calculations are within 10% of the measured data. Therefore, the total cross sections are not a very sensitive test of these different theoretical models, since all of them agree with the data within about 10%, whereas large deviations are observed in the case of DDCS data and therefore they provide a more sensitive test. The total cross sections mentioned above include electrons having energies between 1 and 300 eV and are emitted between 15°and 180°. The electrons outside those ranges will increase the cross sections, but only by a few percent.
IV. CONCLUSIONS
We have measured the double differential cross sections of low-energy ͑1-300 eV͒ electron emission for a pure threebody collision system involving a bare ion on an atomic hydrogen target. The two-center effect has been explored in detail from the observed forward-backward asymmetry by measuring the angular distribution of these electrons. The B1 calculations give much lower DDCS at small forward angles, much higher values at large backward angles, and provide a good agreement for angles around 90°. The CDW-EIS and CDW models provide a reasonable agreement for all the angles and energy ranges, although some discrepancies exist for electron emission in extreme forward and backward angles. The CDW model predicts slightly higher cross sections than the CDW-EIS model and agrees better with the data at higher energies. The finer details of the two-center electron emission are better represented by the CDW model compared to the CDW-EIS model. The single differential distributions are also studied and a large forward-backward asymmetry is observed, which is reproduced very well by the continuum distorted wave calculations. The B1 calculations fail completely to predict the observed large asymmetry in the DDCS and SDCS. The total cross sections derived by integrating the measured data are, however, in good agreement ͑i.e., within 10%͒ with all the models studied here. The two-center effect among the collision partners in the final state plays an important role in the electron emission in the present collision system with velocity v p ϭ6.35 a.u. and perturbation strength Z p /v p ϳ1. ϩH. The data are compared to the B1, CDW-EIS, and the CDW calculations using the different lines described in Fig. 2 .
