INTRODUCTION
Multihoming among networked machines is a technologically feasible and increasingly economical propasition. A host is multihomed if it can be addressed by multiple IP addresses, as is the case when a host has multiple network interfaces. Though feasibility alone does not determine adoption of an idea, multihoming can be expected to be the rule rather than the exception in the near future. Cheaper network interfaces and cheaper Internet access will motivate content providers to have simultaneous connectivity through multiple ISPs. For added flexibility and fault-tolerance, more home users will have both wired and wireless connections.
Furthermore, many wireless devices, especially in FCS (Future Combat Systems) networks, will be connected through multiple access technologies. At an increasingly economical cost, multihoming improves a host's fault tolerance, which is crucial for survivability and persistent on-the-move sessions.
The current transport protocol workhorses, UDP and TCP, are ignorant of multihoming; UDP has no endpoint concept, and TCP allows end host applications to bind to only one network address at each end of ;1 connection. When TCP was designed, network interfaces were expensive, and multihoming was beyond the ken of research, Lower interface costs and a desire for networked applications to be fault tolerant on an end-to-end level have brought ' investigates the tradeoff between a more aggressive (i.e., lower) threshold and spurious failovers for the application of bulk file transfer. We surprisingly find that spurious failovers do not degrade overall performance, and sometimes actually improve goodput performance.
Section 2 describes SCTP's failover algorithm. We investigate different PMR settings using ns-2 simulation as described in Section 3. Section 4 presents the tradeoffs between PMR settings and spurious failovers. Section 5 shows how different PMR settings affect goodput. We conclude the paper and discuss future work in Section 6. Three input parameters for each simulation are: the primary path's loss rate, the altemate path's loss rate, and the PMR setting. Each parameter set is simulated with 60 different seeds. Figure 3 plots, for each PMR setting, the fraction of transfers that experience at least a single spurious failover at primary path loss rates 0-10%. Note that the graph aggregates all alternate path loss rates for each particular primary path loss rate. As expected, we found the altemate path loss rate to have little influence on the failure detection process.
FAILOVER ALGORITHM

SPURIOUS FAZLOVERS
Since PMR = 0 triggers a failover on a single timeout, this setting provides little robustness against spurious failovers at loss rates greater than 1 %. At the other extreme, PMR = 5 experiences nearly no spurious failovers at loss rates less than 9%. As the PMR increases from 0-5, their corresponding curves shift to the right by a loss rate of about 2%. This trend implies a simple linear relationship between the PMR setting and the robustness against spurious failovers. However, the slopes of the curves sIowly flatten as the PMR increases, which argues that the robustness increases by more than a constant for each PMR setting. The frequency o f spurious faitovers is also important when considering the robustness of various PMR settings. Figure 4 pIots the cumulative distribution function (CDF) of the number of spurious failovers for primary path loss rates 2-10%. The CDFs for 1 % primary path loss rate are omitted, because PMR = { 1,2,3,4,5} experience no spurious fai?overs, and PMR = 0 experience spurious failovers in only 5% of the transfers. Again, each graph in Figure 4 aggregates all alternate path loss rates for each primary path loss rate.
At only a 2% loss rate, 47% of transfers with PMR = 0 spuriousIy failover at least once, and 16% of transfers spuriously Mover at least twice. More than 99% of transfers with PMR = 0 experience at least one spurious failover at 3% loss and at least ten spurious failovers at 4%.
As expected, PMR = 1 is more robust against spurious failovers than PMR = 0. At 3% loss, only 9% of the transfers spunously failover. Furthermore, at 4% loss, 43% of the transfers spuriously failover and no transfers experience more than four failovers. When the loss rate is X%, more than 99% of transfers observe at least ten spurious failovers.
This trend continues for PMR = (2,3,4,5} in that they begin to experience a non-negligible number OF spurious failovers at about 4%, 6%, 8%, and 9% loss, respectively. In addition, more than 50% of the transfers experience spurious failovers at 7% and 9% loss for PMR = {Z, 3}, respectively. 26% of transfers with PMR = 4 and 6% of transfers with PMR = 5 observe spurious failovers at 10% loss. To help understand why lower PMR settings (in particular, PMR = 0) surprisingly improve performance, we present in Figure 6 four timeout scenarios for PMR = (0, l}. They all begin with TSN 1 being lost in transit to the primary destination and subsequently timing out. For PMR = 0, the sender immediately fails over, retransmits TSN 1 to the altemate destination, and sends a heartbeat to the primary destination. For PMR = I, the sender retransmits TSN I io the alternate destination and sends TSN 2 to the primary destination. We compare the behavior of these two PMR settings by following the details of four (of many) possible scenarios beyond this point.
GOODPUT PERFORMANCE AND ANALYSIS
Scenario 1
The first packet sent to the primary destination and the first packet sent to the altemate destination following TSN 1's timeout are both delivered successfully. 0 PMR = 0 The failover is cancelled when the heartbeat is acked. Although both TSN 1 and h e heartbeat get acked at about the same time, it is a race condition. If the heartbeat gets acked first (as shown in Figure €4 then TSN 2 is sent on the primary and normal data transfer continues from this point. If TSN 1 gets acked first (not shown), then TSNs 2-3 are sent to the alternate destination, TSN 4 is sent to the primary destination when the heartbeat is acked, and normal data transfer continues to the primary destination. PMR = 1 AS both TSN 1 and 2 are sent at about the same time, again a race condition occurs. If TSN 1 arrives at the receiver first, the receiver's delayed ack algorithm causes a single cumulative ack (denoted SACK 2) to be generated for both TSN 1 and 2 (as shown in Figure 6 ). When this ack amves, TSNs 3-4 are sent to the primary destination and normal data transfer continues to the primary destination. If TSN 2 arrives at the receiver first, the receiver generates two acks (not shown). The first selectively ack TSN 2 with a missing report for TSN 1, and the second cumulatively acks TSN 2. Upon receiving the first, the sender sends TSN 3 to the primary destination and normal data transfer continues to the primary destination.
This scenario presents a marginal difference between the two PMR settings. Similarly, PMR settings greater than PMR = 1 do not achieve more than a marginal improvement either. 
Scenario 2
The first packet sent to the primary destination following TSN 1's timeout is successfully delivered, and the first packet sent to the alternate destination is lost.
The failover is cancelled when the heartbeat is acked. TSN 2 is sent to the primary destination. When TSN 2 is selectively acked, TSN 3 is then sent to the primary destination. The sender continues sending one packet at a time to the primary destination until TSN 1's retransmission times out. TSN 1 is then re-retransmitted to the primary destination and normal data transfer continues to the primary destination. PMR = 1 When TSN 2 is selectively acked, TSN 3 is sent to the primary destination, and when it is selectively acked, TSN 4 is sent to the primary destination. The 'sender continues sending one packet at a time to the primary destination until TSN 1's retransmission times aut. TSN 1 is then I re-retransmitted to the primary destination and normal data transfer continues' to the primary destination.
Again, this scenario presents a marginal difference between the two PMR settings, which shows that the alternate path loss rate alone does not affect the performance gap between PMR settings.
Scenario3
The first packet sent to the primary destination following TSN 1's timeout is lost, and the first packet sent to the alternate destination is delivered successfully. This scenario presents a more significant difference in performance between the two PMR settings. PMR = 0 smoothly transitions from the primary path to the altemate path and back to the primary path as needed, with littIe disruption. PMR = 1, however, experiences a disruption in the data transfer. PMR settings greater than PMR = 1 experience the same disruptions, and suffer even further in scenarios where the primary path experiences more than two consecutive timeouts.
Scenario4
The first packet sent to the primary destination and the first packet sent to the altemate destination following TSN 1's timeout are both lost. PMR = 0 TSN 1's retransmission times out first, and TSN 1 is re-retransmitted to the primary destination. When TSN 1 is acked, the failover is cancelled and normal data transfer continues to the primary destination from this point. Note that the heartbeat times out later, but does not affect the data transfer. PMR = 1 TSN 1's retransmission times out first, and TSN 1 is re-retransmitted to the primary destination. When TSN 1 is acked, the failover is cancelled, but the sender cannot send any new data until TSN 2 times out. Once TSN 2 times out, the sender retransmits it to the ahernate destination, and sends TSN 3 to the primary destination. From this point, normal data transfer continues to the primary destination.
Similar to Scenario 3, this scenario shows that the performance gap between PMR settings widens when the primary path experiences consecutive timeouts. Scenarios 2-4 reveal that the alternate path loss rate alone does not affect the performance gap between PMR settings, but it does influence how much the performance gap is widened during primary path loss events. The lower the alternate path loss rate, the more data that can be transferred during failover events. Thus, lower PMR settings do not degrade overall performance and sometimes improve performance.
CONCLUSION AND FUTURE WORK
We investigated the affects of lowering S a p ' s failure detection threshold, Path.Max.Retrans (PMR), to less than 5 consecutive timeouts. We found PMR = {U, 1,2,3,4,5) effective at accurately (5 2% error) detecting failure for primary path loss rates up to and including I%, 2%, 3%, 5%, 770, and 8%, respectively.
Most unexpectedly, we found that spurious failovers do not degrade the performance of bulk file transfers. We found that the PMR setting has little affect on the goodput for primary path loss rates less than 7%. Significant differences were observed at higher loss rates. At the higher primary path loss rates, lower PMR settings improve overall performance (even when the loss rate is higher on the alternate path). When PMR is aggressively tuned to PMR = U, the goodput is never worse and is often better than that of transfers with PMR = {1,2,3,4,5)! Furthermore, in the case of an actual failure, PMR = 0 can detect failure and failover in a single timeout.
Given the surprising result that PMR = 0 performs best, we believe the PMR settings should be evaluated with different dormant state behaviors, and in network topologies that have different primary and altemate path bandwidth-delay configurations. The degree of multihoming should be increased beyond two per endpoint to ensure that the trends remain the same. Mobile ad-hoc networks that implement reactive routing protocols have route calculation overheads when idle paths are used. We have expanded our model to take these overheads into consideration. Future work will include these overheads in our evaluation. 
