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Summary
Keywords: Complex Networks, Electroencephalography (EEG), Event Related Poten-
tials (ERP), Low Resolution Tomography (LORETA), Mimatch Negativity (MMN)
This paper is the result of work carried out at Starlab in collaboration with the Neurodynamics
Laboratory of the U. of Barcelona (UBNL) focusing on complex networks analysis of EEG data (pro-
vided by UBNL). The approach is inspired by the work in [6] with fMRI data and represents a follow
up on earlier efforts on analysis of ERP/MMN data using tomography and independent component
analysis to characterize brain connectivity and spatial funcionalization [22]. Multichannel EEG mea-
surements are first processed to obtain 3D voxel activations using the tomographic algorithm LORETA.
Then, the correlation of the current intensity activation between voxel pairs is computed to produce
a voxel cross-correlation coefficient matrix. Using several correlation thresholds, the cross-correlation
matrix is then transformed into a network connectivity matrix and analyzed. The resulting analysis
highlights significant differences between the spatial activations associated with Standard and Deviant
tones, with interesting physiological implications. When compared to random data networks, phys-
iological networks are more connected, with longer links and shorter path lengths. Furthermore, as
compared to the Deviant stimulus case, Standard data networks are consistently more connected, with
longer links and shorter path lengths—consistent with a “small worlds” character. The comparison
between both networks shows that areas known to be activated in the MMN wave are connected. In
particular, the analysis supports the idea that supra-temporal and inferior frontal data work together
in the processing of the differences between sounds by highlighting an increased connectivity in the
response to a novel sound.
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Abstract
Keywords: Complex Networks, Electroencephalography (EEG), Event Related Po-
tentials (ERP), Low Resolution Tomography (LORETA), Mimatch Negativity (MMN)
A major challenge for neuroscience is to map and analyze the spatiotemporal patterns
of activity of the large neuronal populations which are believed to be responsible for in-
formation processing in the human brain. In this paper, we analyze the complex networks
associated with brain electrical activity in a specific experimental context. Our approach
uses multichannel EEG data analysis to characterize the spatial connectivity of the brain.
Multichannel EEG measurements are first processed to obtain 3D voxel activations using
the tomographic algorithm LORETA. Then, the correlation of the current intensity ac-
tivation between voxel pairs is computed to produce a voxel cross-correlation coefficient
matrix. Using several correlation thresholds, the cross-correlation matrix is then trans-
formed into a network connectivity matrix and analyzed. To study a specific example,
we selected data from an earlier experiment focusing on the Mismatch Negativity (MMN)
brain wave— an Event-Related Potential (ERP)—because it gives an electrophysiological
index of a “primitive intelligence” associated with auditory pattern and change detection
in a regular auditory pattern. EEGs have an exceptional millisecond temporal resolution,
but appear to result from mixed neuronal contributions whose spatial location and rela-
tionships are not fully understood. Although that experimental setup was not optimal for
the purpose of tomography and network analysis (only 30 electrodes were used), the re-
sulting analysis has already detected significant differences between the spatial activations
associated with Standard and Deviant tones, with interesting physiological implications.
As a cross-check, we have also analyzed the networks from randomly generated data. When
compared to random data networks, physiological networks are more connected, with longer
links and shorter path lengths. Furthermore, as compared to the Deviant stimulus case,
Standard data networks are consistently more connected, with longer links and shorter
path lengths— consistent with a “small worlds” character. The clustering index is rather
high in general, especially in comparison to an equivalent random network. The departure
from randomness is extreme at high thresholds. On the other hand, the clustering index
does not appear to discriminate clearly the Standard and Deviant networks, while relative
low correlation thresholds appear to be more discriminating. Yet, when compared to ran-
dom or Deviant data, Standard data networks appear to fragment more easily, with the
number of sub-networks increasing at larger thresholds. On the other hand, the compar-
ison between both networks shows that areas known to be activated in the MMN wave
are connected. In particular, the analysis supports the idea that supra-temporal and in-
ferior frontal data work together in the processing of the differences between sounds by
highlighting an increased connectivity in the response to a novel sound.
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1 Introduction
The availability of large amounts of data and increasingly powerful computers is enabling
the analysis of complex systems with many highly interconnected elements. Examples of such
systems abound both natural and artificial, and include the cell, the brain, society, the internet,
the behavior of crowds and the economy to name a few [2, 43]. The brain is perhaps the most
interesting and complex of all such systems, with hundreds of billions of highly interconnected
neurons. Complex networks theory provides a tool for the analysis of the connectivity of such
complex systems, where interesting phenomena are emergent from a high number of highly
interacting elements. It is therefore rather natural that this methodology will be put to practice
intensely to study information processing in the brain at different scales.
While a complete analysis of the brain at cellular level is beyond present capabilities, we
can analyze the function and connectivity of the brain at relatively small scales. One of the
early views in neuroscience is that specific areas of the brain are specialized in performing
specific tasks. This working hypothesis has led to the discovery of several functional proper-
ties of distinct areas by lesional, intracortical and neuroimaging studies. However, functional
localization cannot be uncovered by the analysis of anatomical localization alone, as such an
approach would not uncover functional interaction integration of different brain areas. Func-
tional integration refers to an effective connectivity, that is, it depends on both connectivity
dynamism and upon a model of interactions [7]. A more general model postulates the process-
ing of information through cooperation of different localized regions.
Although several powerful functional approaches to image-specific neuronal assemblies
while the human brain is functioning are available today [42], they all have a limited ap-
plication niche. Some are invasive, while others are based on an indirect index of brain
computing—such as metabolic or hemodynamic measurements which are blind to millisec-
ond phenomena (Positron Emission Tomography, PET; and functional Magnetic Resonance,
fMRI, for instance). In contrast to these methods, electromagnetic scalp brain activity tech-
niques (Electroencephalography, EEG, Event- Related Potentials, ERP, and their magnetic
counterparts) have the advantages of being non-invasive, of being closely related to the traffic
of ions through the dendritic ion channels that are believed to support cerebral computing
[18], and of having an exceptional temporal resolution (in the order of a millisecond). While
these signals seem to be very rich in information, information extraction has been traditionally
elusive [30]. In particular, the coarse spatial resolution of EEG has limited its impact. Tradi-
tionally, studies on this topic have focused in the connectivity of scalp electrodes. However,
recent advances in the search for the sources of the brain electrical activity (the so- called
inverse problem) have provided a foothold for the use of EEG to study the spatial connection
between distant areas of the brain.
In [6] fMRI human brain data was analyzed using a complex networks approach, and
evidence was found for a scale free behavior of the derived functional networks—basically
the degree probability distribution obeyed a power law for high degrees. This paper seeks
to analyze, in a similar vein, EEG data. EEG data is very complementary to fMRI data,
which is metabolic in nature. EEG is a non-invasive technique with a high temporal resolution
and a medium spatial resolution, as we discuss below. While fMRI measurements are readily
available as 3D fields, EEG data is only measured at the scalp. Since our interest is focused
on 3D localization of the networks associated with large neuronal groups, the first step in our
approach is to tomographically “decode” electrode data and map it into 3D voxel activation
data—the derived networks are then to reflect 3D spatial connectivity patterns.
In this paper we describe a “complex networks” methodology for electrophysiology and
apply it to a relatively simple set of data obtained in an Event Related Potential protocol with
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13 subjects and collected with 30 EEG channels. While is certainly true that 30 electrodes are
barely sufficient to obtain good tomographic results, we aim here to carry out a first simple
test of the approach. The technique can be applied with more sophisticated data sets, and the
envisioned applications are many.
Our approach will be applied to a set of single trial ERP data in a Mismatch Negativity
(MMN) paradigm [25]. MMN is a wave that appears 100-200 ms after the incoming of a tone
that breaks the regularity of an stream of regular tones. In order to probe the structure of a
particular functional brain network, we will consider in this study the impact produced by an
environmental change. The brain can be studied as a pattern modeling tool, where inputs from
the environment transduced by body sensors are analyzed. The capability to model ambient
inputs is crucial for the survival of higher organisms. Neural networks responsible for this task
determine whether incoming information needs to deeply alter brain dynamics (robustness) or
to adjust (responsiveness), even dramatically, in order to effectively respond [3].
MMN reflects the capacity of the system to detect a sudden environmental change[27]
which constitutes a fundamental ability to ensure the survival of the organism [41, 13]. MMN
constitutes an auditory ERP that has been suggested to be a measure of auditory information
pre- attentive processing [32, 14, 28], as one of the first stages of gating information to con-
sciousness [13]. The MMN system has been suggested to reflect a “primitive intelligence” [29]
that provides an in vivo simplified model for studying abstract brain processing and related
memory mechanisms. The MMN wiring network includes several brain areas, as concluded
from studies using diverse techniques (including EEG, fMRI and PET). It has been described
to relate mostly to both supra- temporal hemispheres [1, 38, 13, 16, 24] and frontal areas
[9, 31, 24, 4, 21], with a predominance of the right hemisphere, and also parietal sources
[19, 20]. A step forward would be to describe interrelations between them including possibly
their sequentially participation in the time domain [22]. However, a complex networks anal-
ysis can lead to a better understanding of the connections (links) between the components
(nodes)—that is, the functional connectivity.
2 Experimental setup
In this work we have applied our analysis to a set of previously obtained and well studied data.
The paradigm described in [11, 22] was designed to study brain electrical response from the
incoming of a novel stimulus in a background of know stimuli. Stimuli (85 dB SPL) consisted
of pure sine-wave tones of 700 Hz, with a duration of 75 ms (Standard tone) or 25 ms (Deviant
tone), with 5 ms of fall/rise time. Trains of 3 tones were presented to subjects binaurally. The
first tone of trains was Standard (p=0.5) or Deviant (p=0.5), while the other two tones were
Standard. The inter-stimulus time was 300 ms, and the temporal separation between trains
was 400 ms. A total of 400 stimuli trains were presented randomly. As can be seen in Figure 1,
the signal (here for a single electrode) becomes self-coherent after stimulus onset. Figure 1
displays a plot of the inter-trial correlation coefficient function of the voltage time series for
one electrode [37],
Av(t1, t2) =
Cov(t1, t2)
σv(t1)σv(t2)
. (1)
The coherence time of the signal, tc, at a point t is the time it takes for the Av(t+ tc, t− tc)
to fall to 1/2. The coherence time can be visualized by inspecting Av along lines of the form
(t1, t2) = (t, t) + tc(−1, 1) = (t− tc, t+ tc).
Sixteen healthy subjects (mean age 39±11 years) participated in the study after having
given their written consent. The subjects were instructed to ignore auditory stimuli while
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they performed an irrelevant visual task (watching TV with the sound off). EEGs (bandpass
0-100 Hz) were recorded with a SynAmps amplifier (Neuroscan Inc) at a sampling rate of
500 Hz. A total of 30 electrodes were used: eighteen followed the 10-20 system without O1
and O2 (FP1, OZ, FP2, F7, F3, FZ, F4, F8, T3, C3, CZ, C4, T4, T5, P3, PZ, P4, T6), and
twelve more electrodes (FC1, FC2, FT3,FT4, M1, M2, IM1, IM2, TP3, TP4, CP1 and CP2),
all of them referenced to a nose electrode. Two extra electrodes were used to record vertical
and horizontal ocular movements. Recordings were notch-filtered at 50 Hz. Epochs exceeding
±100V in EEG or in electro-oculogram were automatically rejected. Bandpass filtering (0.1-
30 Hz) was performed, obtaining epochs of 400 ms, 100 ms before stimulus to 300 ms after
it. Three subjects were excluded from the rest of the study because they did not have an
identifiable MMN wave. In what follows, electrode voltage time series will be identified by
φq(ti), where the q index refers to the electrode number, and ti to the time of sampling events.
3 Computation of the spatial Connectivity Matrix from EEG
data
The network is constructed from the ERP data in three steps which we now describe.
1. Low Resolution Tomography (LORETA) [34] is employed to estimate the current densi-
ties within the brain from the measured electrode voltages on the scalp. According to our
general understanding of the origin of bioelectric signals [36], the potentials we observe
on the body surface are due to ionic current sources at the neuron membranes. As a
result of these currents a charge density exists. More specifically, charges arise where
impressed current density field lines are born or die. These charges are the source of the
electrical potential at the scalp we measure. Therefore, given an accurate model of this
forward process, we expect to be able to invert the operation and determine the cause
(currents) from the effect (voltages). There is an important difficulty, however, as there
is not a unique inverse solution: many patterns of current density can lead to the same
Figure 1: Top: Autocorrelation function of the ERP for different times (x and y axis denote
time steps of 2 ms). This is computed from 300 trials (one subject), for electrode CZ. Note
that the process is not stationary, as the statistics depend on time reference. Coherence times
change are short before stimulus onset (at the 50 time step mark) and increase monotonically.
Bottom: Average voltage over 300 trials.
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measured electrode voltage pattern. For this reason it is not possible to exactly deter-
mine the current density from the electrode voltages. The LORETA algorithm picks out
a current density solution with an adaptive resolution by searching for the smoothest of
all possible current density solution maps Jn that satisfy boundary conditions derived
from the position of cortical grey matter and the hippocampus of the Talairach human
brain model. In the past five years, this tomographic approach has been used in several
neuroscience studies (see for example [17, 23, 35, 10, 22]). The LORETA version used
in this study searched for the sources of activation in 2394 voxels distributed in the
Talairach human brain [34].
It will be useful to write here, in a simplified form, the tomographic equations. For each
time step, the forward map Kqn, mapping current densities into electrode voltages, can
be written as
φq =
∑
n
KqnJn, (2)
and the inverse transformation Tnq, which is the inverse chosen by the LORETA algo-
rithm, can be written as
J˜n =
∑
q
Tnqφq. (3)
We note here that we use a simplified notation, since Jn is actually a 3-vector. The
LORETA inverse map gives an estimate of the current densities J˜ from the electrode
voltages. Note that KT is by definition of inverse the identity, while TK is in general not
the identity. The “activation” of a voxel is defined to be the magnitude of the estimated
current density,
In = ||J˜n|| = ||Tnqφq||. (4)
For each subject, for each time step of each 400 (400 ms long) trials and for each subject,
the electrode data is transformed into a voxel current density magnitude using LORETA,
producing 2394 voxel current density magnitude time series In(ti) for each trial. There
are 100 Standard and 100 Deviant trials for each subject.
2. The second step is the computation of the inter-voxel correlation coefficient. The cor-
relation coefficient cnm between voxels n and m for a single trial, is defined to be the
correlation coefficient of the activations over time.
cnm =
〈InIm〉t − 〈In〉t〈Im〉t
σnσm
= 〈SnSm〉t (5)
where 〈· · ·〉t denotes a time average, σn =
√
〈I2n〉t − 〈In〉
2
t is the standard deviation of the
activation, and Sn(ti) = [In(ti)− 〈In〉t]/σn is the demeaned and normalized activation
signal. This coefficient can be interpreted as the cosine of the angle between the two
activation time series vectors. The activation correlation coefficient used here is defined
to be the average over all 100 trials of cnm. We will use the notation c¯nm for the average
activation correlation coefficient matrix.
3. As in [6], the links of the network are determined from the activation correlation co-
efficient matrix by applying a correlation threshold: when the absolute value of the
correlation between voxels n and m is greater than the threshold rc, the voxels are
linked, otherwise the voxels are not linked. This defines the connectivity matrix, with
entries equal to 1 (voxels are linked) or 0 (not linked),
Anm =
{
1 if |c¯nm| > rc and n 6= m
0 otherwise
(6)
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rc 〈k〉 〈C〉 〈Crand〉 〈d〉 〈l〉 〈lrand〉 lmax T
0.4 286 0.67 0.12 37 2.7 1.8 6 1
0.5 194 0.69 0.08 31 3.4 1.9 7 1
0.6 137 0.69 0.06 26 4.2 2.0 9 1
0.7 97 0.70 0.04 22 5.3 2.1 12 1
0.8 64 0.69 0.03 19 7.0 2.2 16 1
0.9 33 0.67 0.01 15 11.3 2.5 28 5
Table 1: Network parameters (see Section 5) for random uncorrelated electrode data. All
number are dimensionless except for〈d〉, which is in mm. The values for clustering index and
average path length for an equivalent random network are also given.
Therefore, the nodes of the brain activation network are identified here with the voxels, while
the links are specified by the connectivity matrix after thresholding (as in [6]). In the data set
that is analyzed here a network is constructed for each subject for both deviant and standard
conditions and for each threshold. This gives a total of 168 networks.
4 Analysis of correlations induced by the tomographic inverse
transformation
One of the problems we encountered here is that the tomographic processing induces artificial
correlations in the voxel activations. This is easily understood by a counting argument. In our
test data set there were 30 data sources (the electrodes) and almost three thousand voxels,
and the two spaces are related by a linear transformation. It is clear, then, that there will
be correlations in the voxel activations even if the electrode data is randomly generated and
fully de-correlated. Today it is possible to work with up to 256 electrodes, and this will
certainly increase the effective tomographic resolution. Nevertheless, even with 256 electrodes
the problem will remain and needs to be carefully analyzed. Here we provide only a preliminary
analysis; we will leave a more detailed study of this issue to a future publication. In this paper
we acknowledge that the network structure obtained is affected by the resolution problem, and
for this reason we will focus only on the differences between two experimental setups. To first
order, inversion induced correlation and network biases will then cancel.
While the true correlation coefficient matrix is not accessible, we can estimate the inver-
sion induced correlations by analyzing two scenarios. The first one, already discussed, asks the
question of what correlations are induced by the inversion if the electrode data is fully decor-
related. This scenario is appropriate for the analysis of decorrelated noise impact. Table 1
provides a summary of the network parameters from a Montercarlo simulation.
The second is the scenario in which the original voxel signals are decorrelated: after forward
mapping and then inversion, the resulting voxel cross-correlations can be used as an inversion
induced background correlation threshold which can be used to estimate the inversion impact
on the obtained connectivity matrix. This inversion induced correlation coefficient can in
principle be computed from the tomographic equations. However, we recall here that the
experimental connectivities have been obtained from the current activations (current density
norm) in order to simplify data analysis. Nevertheless, for future reference we will compute
here the inversion current correlation coefficient although is not directly applicable to the
present analysis.
Suppose that the true current sources are given by Jn. It can easily be shown that if the
true current sources are fully decorrelated, the cross-correlation of the estimated currents is
STARLAB Preprint KN-2005-11-12 9
simply proportional to RtR. After forward (K) and back (T ) mapping, the estimated currents
are given by
J˜n =
∑
m
(TK)nmJm ≡
∑
m
RnmJm. (7)
We begin by calculating the average value of the estimated currents,
〈J˜i〉t = 〈
∑
n
RinJn〉t
=
∑
n
Rin〈Jn〉t
= (RA)i, (8)
where the vector A is defined by An ≡ 〈Jn〉t. The cross-correlations are given by
〈J˜iJ˜j〉t = 〈
∑
n
RinJn
∑
m
RjmJm〉t
=
∑
n,m
RinRjm〈JnJm〉t
=
∑
n,m
Rin〈JnJm〉tR
t
mj
= (RBRt)ij , (9)
where the matrix B is defined by Bnm ≡ 〈JnJm〉t, that is, the real cross-correlations. Similarly,
the standard deviations are
σi =
√
〈J˜2i 〉t − 〈J˜i〉
2
t
=
√
(RBRt)ii − (RA)2i . (10)
The cross correlation is given by
C˜ij =
〈J˜iJ˜j〉t − 〈J˜i〉t〈J˜j〉t
σiσj
=
(RBRt)ij − (RA)i(RA)j√
(RBRt)ii − (RA)2i
√
(RBRt)jj − (RA)2j
. (11)
Therefore, we see that the obtained correlation coefficient is a complex function of the bio-
physical correlations and the inversion matrices. As an example, consider the situation where
the Jn are orthonormal and with zero mean, so that 〈JnJm〉t = δnm and 〈Jn〉t = 0. Then,
B = 1 and A = 0 and
〈J˜i〉t = (RA)i = 0, (12)
〈J˜iJ˜j〉t = (RR
t)ij , (13)
σi =
√
(RRt)ii, (14)
and
C˜ij =
(RRt)ij√
(RRt)ii(RRt)jj
≡ C˜0ij. (15)
This quantity is in some sense the zero-point correlation in the estimated currents, since it
is the correlation in the estimated currents when the actual currents having zero correlation.
For this reason we expect this to be an indicative measure of the correlations induced by the
inversion transform.
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Figure 2: Degree distributions (node count as a function of degree) for the two experimental
conditions (averaged over all subjects), and for different thresholds.
5 Network analysis
Once a network is defined by the connectivity matrix, we can study measures associated with
the network[2, 6]. The following measures are computed for each node of a network:
• kn is the degree of node n, the number of nodes linked to node n:
kn =
∑
i
Ani =
∑
i
AniAni =
∑
i
AniAin = A
2
nn (16)
• Cn is the cluster coefficient for node n, the ratio of the number of links between the
neighbors of node n and the maximum possible number of links between the neighbors.
With νn = {m|Anm = 1} the set of neighbors of node n we can write the cluster coefficient
as follows,
Cn =
∑
i,j∈νn
Aij
kn(kn − 1)
=
A3nn
kn(kn − 1)
. (17)
Note that the second form is equivalent because the restricted sum of Aij is the same as
the unrestricted sum of AniAijAjn since either Ani or Ajn is zero for the added elements
of the sum and both are 1 for the original elements of the sum. The cluster coefficient is
not defined for nodes with less than two neighbors.
• Lnm is the path length between nodes n and m, the minimum number of links required
to travel through the network from node n to node m. The path length is undefined if
no path between the nodes exists.
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Based on these measures, the following parameters have been computed for each subject’s
connectivity matrix A and threshold rc, and for each of the experimental conditions (Standard
or Deviant tone):
• N , is the number of nodes with at least one link. This measure is not shown, since it
does not deviate much (less than 1
• 〈k〉 is the average node degree for a particular network. The notation 〈· · ·〉 indicates a
network average,
〈k〉 =
1
N
∑
n
kn =
1
N
Tr[A2]. (18)
• 〈L〉 is the average path length, an indicator of the connectedness of the network. Pairs
of nodes without a connecting path are not included in the average.
• Lmax is the maximal path length (the network perimeter). For a random network it is
approximated by Lmax = lnN/ ln〈k〉 [8].
• 〈C〉 is the average cluster coefficient, an indicator of the fraction of completed sub-
networks. As described in [2], a common property of social networks is that cliques
form, representing circle of friends or acquaintances in which every member knows every
other member. This tendency to cluster is quantified by the clustering coefficient. For
an equivalent random network 〈C〉 = 〈k〉/(N − 1).
• T is the number of tribes: we define a tribe as disjoint sub-network, i.e., one disconnected
from the rest of the network. This can be easily computed from Lmn, by creating an
associated matrix with ones everywhere except for disconnected voxel pairs (where the
value is zero), and computing its rank.
• 〈d〉 is the average link physical length (in mm), which is not a topological measure but
relevant nonetheless in the present study (although as pointed out in [6] cortex folding
makes its interpretation more difficult),
For the computation of difference statistics given in Table 3, the difference of these measures
for the Standard and Deviant networks is computed for each subject. Then the average and
standard deviation are computed.
While more sophisticated tools in complex networks analysis are available, searching for
the frequency of motifs, we concentrate in this first effort on a “classical” complex networks
description.
Results for the characteristics of the networks associated with the brain electrical response
to a Standard and Deviant tone without tomographic corrections are plotted in Figure 3.
The degree distributions are provided in Figure 2, and the correlation coefficient difference
distribution (link count) is provided in Figure ??. As can be seen there are marked differ-
ences between conditions in almost all studied parameters. The evaluation of the statistical
differences between both conditions is summarized in Table 3, while the individual Standard
and Deviant parameters are given in the summary Table 2. The number of links (〈k〉), av-
erage physical distance (〈d〉), and path length (averaged and maximum) present significant
differences in the networks associated with the Standard and Deviant cases for all the studied
correlation coefficients. The cluster coefficient and number of tribes are nearly constant over
the range of thresholds studied. The number of tribes does increase for the largest threshold
in the Standard case, although in all cases the network was formed by one large tribe with
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Figure 3: Average network parameters as a function of correlation threshold for all subjects
and for the two experimental conditions— Standard and Deviant. The error bars reflect the
uncertainty of the average values.
more than 99% of the nodes and the remaining nodes were not connected to each other. As
can be seen in Table 4, the differences are statistically significant.
rc 〈k〉 〈C〉 〈Crand〉 〈d〉 〈l〉 〈lrand〉 lmax T
0.4 1395 (255) 0.80 (0.04) 0.58 75 (4) 1.4 (0.1) 1.5 2.8 (0.4) 1 (0)
0.5 986 (222) 0.75 (0.03) 0.41 70 (5) 1.6 (0.1) 1.5 3.6 (0.5) 1 (0)
0.6 637 (170) 0.72 (0.02) 0.27 62 (6) 1.9 (0.2) 1.6 4.6 (0.5) 1 (0)
0.7 365 (120) 0.70 (0.02) 0.15 51 (9) 2.5 (0.3) 1.7 6.2 (0.8) 2 (0)
0.8 175 (64) 0.70 (0.02) 0.07 37 (10) 3.6 (0.5) 1.9 9.5 (1.3) 2 (0)
0.9 68 (13) 0.70 (0.00) 0.03 23 (4) 6.9 (1.0) 2.2 21.7 (3.2) 9 (1)
rc 〈k〉 〈C〉 〈Crand〉 〈d〉 〈l〉 〈lrand〉 lmax T
0.4 723 (303) 0.73 (0.04) 0.30 54 (8) 1.9 (0.3) 1.6 3.8 (0.5) 1 (0)
0.5 477(198) 0.73 (0.02) 0.20 46 (8) 2.4 (0.3) 1.7 5.0 (0.6) 1 (0)
0.6 306 (111) 0.72 (0.02) 0.13 39 (6) 3.0 (0.4) 1.7 6.5 (0.8) 1 (0)
0.7 192 (60) 0.72 (0.01) 0.08 32 (5) 3.9 (0.5) 1.9 8.5 (0.7) 1 (0)
0.8 113 (24) 0.71 (0.01) 0.05 25 (3) 5.4 (0.6) 2.0 12.5 (1.0) 1 (0)
0.9 54 (9) 0.69 (0.01) 0.02 19 (2) 8.6 (0.8) 2.3 22.5 (2.6) 2 (1)
Table 2: Top: Network parameters for Standard data. Bottom: Network parameters for
Deviant data. All numbers are dimensionless except for〈d〉, which is in mm. The standard
deviation of the data is shown in parenthesis—note that the mean uncertainty is smaller by
the square root number of subjects. The values for clustering index and average path length
for an equivalent random network are also given.
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Figure 4: Left: Link count as a function of Correlation coefficient difference (Deviant minus
Standard) and link length (mm) for one subject (the results are similar for all subjects). Right:
as a function of standard deviation of the correlation coefficient over 100 trials.
rc 〈k〉 〈C〉 〈d〉 〈l〉 lmax T
0.4 671 (276) 0.07 (0.05) 21 (8) -0.5 (0.2) -1.0 (0.7) 0 (0)
0.5 559(189) 0.03 (0.03) 24 (7) -0.7 (0.3) -1.4 (0.6) 0 (0)
0.6 331 (122) 0.00 (0.03) 23 (7) -1.1 (0.4) -1.8 (0.8) 0 (0)
0.7 173 (85) -0.02 (0.02) 19 (7) -1.4 (0.4) -2.3 (0.7) 1 (0)
0.8 63 (48) -0.01 (0.01) 11 (8) -1.7 (0.5) -2.9 (1.3) 1 (0)
0.9 13 (11) 0.01 (0.01) 4 (4) -1.7 (0.9) -0.8 (3.7) 7 (2)
Table 3: Average difference of Standard and Deviant network measures (i.e., the subject by
subject measured difference and then statistics). All numbers are dimensionless except for〈d〉,
which is in mm. Standard deviation of the data is shown in parenthesis—note that the mean
uncertainty is reduced by one over the square root of the number of subjects.
Results for uncorrected data on voxels activated in the Mismatch Negativity process are
shown in the Figure 5, which shows the correlations of all voxels with respect to selected
reference voxels. Reference voxels are selected based on the results obtained in [22] with the
same data set. As it can be seen, several important differences exist between networks for the
Standard and Deviant responses. We can state the following:
• Relative to the Deviant, the Standard network is more connected (with significantly more
links at any given threshold), with longer links, with a shorter average and maximal path
length.
• The increase in number of links in the Standard condition is greater at lower correla-
tions, while at high thresholds the Standard network fragments more easily relative to the
Deviant network.
This seems to imply that the Standard-Deviant difference is characterized by a relative
increase of long scale links at lower correlations in the Standard network, and also to a relative
increase of short links at higher correlations in the Deviant network, which avoid fragmentation.
Thus, we can say that the Standard network has a more “small world” character [45] than
the deviant— especially at lower correlation coefficient thresholds. Both have shorter path
lengths and perimeters than the random electrode data network (see Table 1). These can also
be compared to Random network theory [2, 8]. The cluster coefficient for a random graph
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rc 〈k〉 〈C〉 〈d〉 〈l〉 lmax T
0.4 5.87∗∗∗ 3.9∗∗∗ 7.98∗∗∗ -5.99∗∗∗ -5.38∗∗∗ 0
0.5 5.92∗∗∗ 2.6∗ 8.96∗∗∗ -6.96∗∗∗ -6.50 ∗∗∗ 0
0.6 5.62∗∗∗ 0.17 9.12∗∗∗ -7.68∗∗∗ -6.57∗∗∗ 1
0.7 4.47∗∗∗ -3.14∗∗ 6.78∗∗∗ -8.31∗∗∗ -7.31∗∗∗ 5.20∗∗∗
0.8 2.94∗∗ -3.69∗∗ 3.55∗∗ -7.71∗∗∗ -6.21 ∗∗∗ 11.08∗∗∗
0.9 2.87∗∗ 4.54∗∗∗ 2.86∗∗ -4.44∗∗∗ -0.71 15.94∗∗∗
Table 4: Student’s t-test statistics for the comparison between Standard and Deviant data.
Here * p<0.05, ** p<0.01, *** p<0.001.
(Erdos-Renyi) is simply given by 〈C〉 = 〈k〉/(N − 1), while according to [8], the average path
length is given by
〈L〉 =
lnN − γ
ln(〈k〉)
. (19)
Although to some extent the same is true for the Deviant network, the results for the Standard
case indicate, especially for low thresholds, a similar path length as would be expected from a
random network, while the clustering index appears to be a factor of 2 greater. These results
are similar to those obtained in [39] and rather different than those in [6]. They are also
similar to analyses of the cat cortex [40] and the macaque visual cortex [12]. The obtained
networks with low thresholds display “small world” properties, with high clustering and short
path lengths [45]. This is especially true of the Standard network. It is interesting to note
here that the clustering index is not very sensitive to the threshold, while the same is not true
of the path length. This is consistent with the long but decreasing link lengths with increasing
thresholds. Relatively low correlation links provide long scale connectivity.
With regards to scale free behavior, it is not readily apparent in either one, and in this sense
our results are similar to those in [12, 39, 40] and different from those in [6]. The perturbation
due to the inversion- induced correlations might mask such behavior to some extent, however,
so it is not possible to make a definitive statement. It appears as if at higher correlations there
Standard/Deviant differences are smaller—and thus of less physiological interest— with the
exception of the number of tribes (disconnected sub- networks). As mentioned, there is a clear
difference in the histograms of the networks especially at lower correlations (see Figure 2).
The Standard network is in essence much more connected and clustered at long scales,
while at short scales the Deviant network appears to be more robust.
6 Discussion
In this paper we have provided a preliminary study of the statistical characteristics of brain
networks associated with the brain electrical activity. We have addressed two fundamental
questions. The first one is if complex network analysis can be used to discriminate, in a
statistical significant way, between the chosen experimental conditions, and the stability of
the measures across subjects. We have discussed the problems associated with tomographic
inversion in preparation for network analysis, which made the outcome of the study less certain.
The second question is if the results be interpreted physiologically. What can we learn about
the spatial organization of brain information processing using a complex networks approach?
With regards to the first question, the results of this study show that network analysis
can be used to discriminate between two different brain functional states with inter-subject
stability, showing a potential relevance in the analysis EEG/MEG and ERPs/ ERFs. Another
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interesting result comes from the fact that, although parameters are highly dependent on the
threshold used, the differences between Standard and Deviant data remain for the average
number of links, average and maximal path length and average link physical length.
The first result that arises from the present study is that the number of links per voxel
(node) in the Standard condition is significantly greater than in the Deviant condition—
especially at lower correlation coefficient thresholds and longer scales. This result is, in prin-
ciple, unexpected due to the fact that the brain electrical response to a Deviant tone elicits
a greater activity mainly in supratemporal and frontal cortices [27, 31] indexed by MMN.
However this result is consistent in all studied subjects and for all thresholds, and appears to
be robust. This phenomenon appears to be related to the average link physical length, greater
also in the Standard than in Deviant conditions, indicating a relative increase in longer scale
connections in the Standard condition. The combination of both parameters (number of links
and average connection distance) suggests a first physiological result:
• The Standard condition presents higher connectivity at longer spatial scales and a strong
“small world” character.
This is consistent with the classical view of the brains electrical response to Deviant data.
Supratemporal areas that are processing the characteristics of sound in the Standard conditions
have to recruit nearby areas (also supratemporal ones) to perform the extra activity needed by
the automatic detection of difference. Our results could also be interpreted in the framework
of [13], where it is postulated that MMN is not a mechanism itself, but a non-reduced N1.
Following this theory on MMN, supratemporal areas involved in the generation of the N1
would be the same as the areas that generate MMN. Links in the Deviant condition would be
shorter because the main areas implicated in the production of MMN would be closer than in
the attenuated N1. However, although Deviant data present less numerous and shorter links
than Standard data, the Deviant network connects in a more efficient way all the cerebral areas
as reflected by the greater number of “tribes” in the Standard network at higher thresholds.
As mentioned, these results are similar to those obtained in [39] and rather different than
those in [6]— both working with fMRI data at much longer time scales.
In a previous analysis of the same data set [22] using Independent Component Analysis
tomography, we found that the MMN is mediated by orchestrated activity of several spatially
distributed brain sources located in the temporal, frontal, and parietal areas,which activate at
distinct time intervals. When studying some of these areas several aspects became apparent. It
was found that a right and a left supratemporal structure and the right inferior frontal cortex
seem to be connected in the MMN condition (Deviant minus Standard) indicating that these
structures could be related with the same brain function. Traditionally, the participation of
temporal structures in the MMN ERP was associated with the analysis of the sound, whereas
frontal structures were associated with the so- called “call to attention” [26, 31, 4]. However, in
recent years, it has been found that these structures could be implied in the same functioning,
as reflected by the fact that they could be present in the same independent component [22].
Moreover, primate studies have revealed that right inferior frontal structures are activated in
response to a sound. The present study, which indicates that these areas are more connected
in the response to a novel sound compared to Standard data, is consistent with previous
findings and supports the idea that supratemporal and inferior frontal data work together in
the processing of the differences between sounds. It is also clearly observable in Figure 5 that
right frontal and parietal areas are linked together in deviant detection, which agrees with the
hypothesis that both areas are connected in attentional processes [19, 20]. In this framework,
it is stated that a spatially distributed set of neuronal groups that are activated coherently and
are part of the same representation form an assembly [5]. In other terms, it could be described
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as distributed local networks of neurons transiently linked by reciprocal dynamic connections,
which supports functional integration [44].
The application of this approach could range from the basic studies determining the prop-
erties of networks associated with event related potentials or electroencephalography, to the
study of pathological brain electrical responses, to biometrics. However, more studies have
to be made in order to compare the information provided by an electrophysiology complex
networks approach with information provided by other functional techniques (such as fMRI)
and theoretical information to clearly validate this method. In particular, we plan to analyze
elsewhere in more detail the impact of inversion in the network structure, as well as study
other variants for the construction of the networks.
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