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Abstract
In this article, we provide a general derivation of the nonlinear frequency shift, δω, for a sinusoidal
electron plasma wave (EPW) that varies slowly enough for the results derived in the companion
paper, on the action distribution function, to apply. We first consider the situation when the EPW
monotonously grows and then monotonously decays in a homogeneous plasma. In this situation,
we show a hysteresis in the wave frequency, which does not converge back to its linear value as the
wave decays to small amplitudes. We then address the derivation of δω for an EPW that keeps
growing in a one-dimensional (1-D) inhomogeneous plasma. We show that, usually, the frequency
shift does not only depend on the local EPW amplitude and wavenumber. It also depends on
the whole history of the density variations, as experienced by the wave. In a multidimensional
inhomogeneous plasma, the values assumed by δω are usually different from those derived in 1-
D because, due to the transverse electron motion, one must account for the hysteresis in δω in
addition to plasma inhomogeneity. Hence, unless the EPW keeps growing in a homogeneous one-
dimensional plasma, one cannot derive δω a priori as a function of the local wave amplitude and
wavenumber. Due to the nonlocality in the action distribution function, δω depends on the whole
history of the variations of the EPW amplitude and plasma density.
∗Electronic address: didier.benisti@cea.fr
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I. INTRODUCTION
The derivation of the nonlinear frequency shift, δω, of an electron plasma wave (EPW)
has been a long standing issue which is of fundamental interest, and which also has important
implications in several problems relevant to applied plasma physics. In this paper, we gener-
alize previous results on δω by accounting for plasma inhomogeneity and multi-dimensional
effects which, to the best of our knowledge, has never been done before. Although quite
general, our theory is designed to hold for physics parameters relevant to the application
that motivated the present work, stimulated Raman scattering (SRS) in a fusion plasma.
SRS is still a serious concern for inertial fusion, since large and unexpected Raman reflec-
tivities have been measured at the National Ignition Facility [1], while a robust model able
to predict such reflectivities is still missing. Now, the accurate estimate of the nonlinear
frequency shift of an SRS-driven plasma wave is of prime importance to model stimulated
Raman scattering in the nonlinear kinetic regime. Indeed, depending on its variations, δω
may either induce a phase mismatch that leads to SRS-saturation [2, 3], or may compensate
the detuning resulting from plasma inhomogeneity [4, 5], and let SRS grow more efficiently
that linear theory [6] would predict. Moreover, due to its transverse profile, the nonlinear
frequency shift entails the bending of the EPW phase front which, in turn, leads to the
self-focusing of the wave and saturates SRS [7, 8].
For the typical parameters of laser-plasma interaction in a fusion device, the EPW varies
so slowly that one may use the practical formulas obtained in the companion paper [10]
to derive the electron distribution function. Moreover, SRS usually grows and saturates so
quickly that the ion motion may be neglected [9]. The slow variations in the distribution
function of the passing particles, as given by Eq. (98) of the companion paper [10], are also
usually negligible, so that one may just rely on adiabatic formulas. Indeed, in a homogeneous
one-dimensional (1-D) plasma, they proved to yield values for δω in very good agreement
with those inferred from Vlasov simulations of SRS [11]. In particular, we insist here on the
fact that, in the numerical simulations of Ref. [11], the EPW amplitude and phase velocity
were space-dependent, yet, adiabatic results were very accurate. Furthermore, relativistic
corrections to the electron motion proved to be negligible, and the EPW may usually be
considered sinusoidal. Hence, the adiabatic results derived in our companion paper as regards
the time variations of the action distribution, namely Eqs. (88)-(94) of Ref. [10], should
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directly apply, and they will be indeed used to derive δω.
Although we restrict to a slow evolution of the EPW, the present work generalizes many
previous ones, which we now discuss. One of the best known paper on the nonlinear fre-
quency shift is that published by Morales and O’Neil [12], where the authors assumed that
a sinusoidal EPW had suddenly grown from zero to a finite constant value, in a 1-D homo-
geneous plasma. They showed that, after a few oscillations, the EPW frequency eventually
reached a constant value, which they calculated analytically by assuming that the EPW
amplitude and phase velocity had remained constant (thus neglecting the first oscillations
in the EPW frequency). Karpman, Istomin and Shklyar (KIS) generalized the calculation
of Morales and O’Neil in Refs. [13, 14] by deriving the phase-mixed value of δω (i.e., that
obtained after the oscillations have damped away) in a non-uniform plasma. Then, in ad-
dition to the result derived by Morales and O’Neil, KIS found an extra term in δω due to
plasma inhomogeneity, for which they provided an analytic expression. Clearly, the deriva-
tion of δω by Morales and O’Neil and by KIS differ from ours because they made use of the
sudden approximation instead of the adiabatic one. While we calculate the population of
the trapped and untrapped electrons for a wave that varies slowly in space and time, the
aforementioned authors derived the nonlinear electron distribution function by assuming
that the wave amplitude remained constant. Clearly, by making use of such a hypothesis
they could not address the nonlocality in δω, which is the main point of the present paper.
In Ref. [15], Dewar derived δω in the situation when the time evolution of the EPW
was slow enough for the electron motion to be adiabatic. Moreover, he assumed that the
EPW kept growing in 1-D uniform, and initially Maxwellian, plasma. Then, he provided
an estimate for δω proportional to the square root of the EPW amplitude (in the limit of
small amplitudes), which he also derived by neglecting the continuous evolution of δω as the
wave grew. Recently, Dewar’s calculation has been improved by Liu and Dodin [16], who
used exactly the same hypotheses but expressed δω as the sum of term proportional to the
square root of the amplitude and a term proportional the the amplitude squared. However,
as discussed in the companion paper [10], the adiabatic distribution function at a given time
depends on all previous values of the wave phase velocity. Hence, the adiabatic derivation of
the frequency shift should account for the continuous change in the EPW frequency. In this
paper, when deriving δω we do account for the continuous change in the wave phase velocity
(due to nonlinearity and plasma inhomogeneity), and for the nonlocality in the electron
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distribution function it entails, which is one major difference with Refs. [15, 16].
Moreover, an EPW may only grow in an initially Maxwellian plasma if it has been
externally driven, and one needs to account for the external drive in the dispersion relation.
In the nonlinear regime, this is needed even when the wave has been driven by an electrostatic
potential locally, and then freely propagates. Indeed, the external potential has contributed
to the building of the population of trapped and untrapped electrons. Consequently, it
cannot be ignored when deriving the boundary condition corresponding to the nonlinear
electron distribution, and the associated EPW, at the location when one may assume that
the external potential has become negligible. For a laser-driven wave, the situation is even
more complicated because the external drive is to be accounted for at all space locations.
Consequently, unlike what has been done in most papers on the subject, e.g. Refs. [12–16],
one may usually not resort to the free dispersion relation, 1 + χr = 0, where χr is the real
part of the electron susceptibility. For an SRS-driven wave, the dispersion relation reads
1 + αdχr = 0, where αd (whose definition may be found in Ref. [11]) is larger than unity,
which may be understood as follows. In the linear regime, the SRS-growth rate γSRS is
proportional to [(1+χr)
2+(νL∂ωχr)
2]−1, where νL is the Landau damping rate of the driven
EPW. Because νL decreases with the wave phase velocity, γSRS reaches its maximum for a
frequency, ω, and a wave number, k, such that ω/k is larger than for the natural plasma
mode (solving 1 + χr = 0). Hence, ω and k solve 1 + αdχr = 0, with αd > 1. Now, after
gain narrowing, the nearly monochromatic wave that results from SRS is the one that has
the largest linear growth rate, and its linear dispersion relation is therefore 1 + αdχr = 0.
Clearly, αd should be very close to unity when νL is small, which is true for small enough
values of kλD, λD being the Debye length. As shown in Ref. [11] (for a uniform plasma), one
may obtain a very accurate estimate of the nonlinear frequency shift of an SRS-drive plasma
wave by simply solving 1 + χr = 0, whenever kλD < 0.35. At this stage, one may note that
the effect of αd on the EPW frequency is similar to that recently discussed in Ref. [17] for
the frequency of the SRS-scattered electromagnetic wave. One may also note that, in the
nonlinear regime, αd quickly converges towards unity as the wave grows. However, the latter
point, which is detailed in Ref. [11], is outside the scope of this paper. Indeed, here we want
to focus on the nonlocality in δω by avoiding any effect (like that due to the drive) which
would complicate the dispersion relation. Moreover, we only consider waves that vary slowly
enough for adiabatic or neo-adiabatic theory to apply. Consequently, we restrict to situations
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when the frequency shift may be accurately derived by simply solving 1+ χa = 0 where χa,
which is defined by Eqs. (4)-(6), is the adiabatic estimate of the electron susceptibility. As
discussed above, for an SRS-driven plasma wave this is true provided that the linear value of
the wave number is such that kλD < 0.35. Moreover, for the sake of simplicity we restrict to
sinusoidal EPW’s (see Ref. [18] for a treatment that does not make use of this hypothesis)
which is usually a good approximation for SRS [11].
We want to insist here on the fact that we choose an initially Maxwellian plasma, and
implicitly consider driven waves, only for definiteness, and because this has been the most
widespread choice in previous papers on the subject. However, the equations we derive,
their numerical resolution and, most importantly, the main concept we discuss in this paper
i.e., the nonlocality in δω, do apply to any wave, that would grow or decay, provided that
the wave properties vary slowly enough, according to Eq. (10) or Eq. (11) of the companion
paper [10]. Moreover, as discussed above, we restrict here to wave numbers such that the
dispersion relation is not affected by the drive, so that our results may be straightforwardly
extended to waves resulting from an electrostatic instability.
We start by deriving δω when the wave first monotonously grows in a uniform plasma
to an amplitude which is large enough to induce a significant frequency shift, and then
monotonously decays back to small amplitudes. In this situation, we show that there is a
hysteresis in the wave frequency, which does not converge back to its linear value when the
wave amplitude decays to zero, as illustrated in Fig. 1. This is a direct consequence of the
nonlocality in the electron distribution function.
Then, we compute the nonlinear frequency of an EPW that keeps growing in a one-
dimensional (1-D) inhomogeneous plasma. When the plasma is stationary, the wave fre-
quency remains constant in the linear regime, so that the wavenumber has to vary with the
density for the dispersion relation to remain fulfilled. Hence, in the linear regime the phase
velocity, vφ, varies because of plasma inhomogeneity. In the nonlinear regime, one also has
to account for the nonlinear frequency shift, so that vφ varies with the density and with
the EPW amplitude. Now, because the action distribution function, f(I), is not local in
vφ [10], it cannot be expressed as a function of the local EPW amplitude and plasma density.
One of the main points of this paper is to estimate the impact on δω of this nonlocality
in f(I). In particular, we discuss in which situations may δω be derived in advance, as
a function of the local EPW amplitude and wavenumber, regardless of how the wave has
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grown. This is an important issue to build a code that that would compute SRS reflectivity
with a good efficiency. As illustrated in Figs. 6 and 7, depending on the physical situation,
a local derivation of δω may be rather accurate, or significantly wrong.
Finally, we derive δω in a two-dimensional (2-D) inhomogeneous plasma. In a multi-
dimensional geometry, the EPW is located within a given domain, D, which is assumed to
be much more elongated along the EPW direction of propagation than across it. Then,
due to their transverse motion, the electrons may quickly cross D. They first experience an
increasing wave amplitude as they enter the domain D while, when they exit this domain,
they experience a decreasing amplitude. This entails variations in δω similar to the hysteresis
mentioned above, that one needs to account for in addition to plasma inhomogeneity. Then,
depending on how fast the electrons cross D, 1-D results may be relevant or completely
inaccurate, as illustrated in Figs. 8 and 9.
This article is organized as follows. In Section II, we quickly recall the adiabatic dis-
persion relation for a sinusoidal electrostatic wave. We first solve this dispersion relation
in Section III for an EPW in a homogeneous plasma whose amplitude monotonously grows
and, then, monotonously decays. This allows us to show a hysteresis in the wave frequency,
resulting from the nonlocality of the adiabatic distribution function. In Section IV, we de-
rive the nonlinear frequency shift of an EPW that keeps growing in a 1-D inhomogeneous
plasma. Moreover, we compare the values of δω following from the direct resolution of the
adiabatic dispersion relation with those obtained by using local formulas. The derivation
of the nonlinear wave frequency is generalized in Section V, for an EPW propagating in a
two-dimensional inhomogeneous plasma. In this situation, we discuss the impact on δω of
the hysteresis and of the nonlocality entailed by plasma inhomogeneity. Finally, Section VI
concludes this work.
II. THE ADIABATIC DISPERSION RELATIONOF A SINUSOIDAL ELECTRON
PLASMA WAVE
In this Section, we quickly recall the results derived in Ref. [19] as regards the adiabatic
dispersion relation of a sinusoidal EPW. Just like in Ref. [10], we assume that the EPW
electric field reads, E(x, t) = E0 sin[ϕ(x, t)]. Then, the electron dynamics derives from the
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Hamiltonian,
H = (v − vφ)2/2− Φcos(ϕ), (1)
for the canonically conjugated variables ϕ and v, whose evolution is given as a function
of the normalized time, τ ≡ kvtht, vth being the longitudinal thermal velocity. In Eq. (1),
Φ ≡ eE0/kTe, Te being the longitudinal electron temperature, and k ≡ ∂xϕ the wavenumber.
Moreover, in Eq. (1), vφ ≡ ω/kvth where the wave frequency, ω, is ω ≡ −∂tϕ.
Now, directly from Gauss law one easily finds that, about a given normalized position
ϕ0, the dispersion relation of a freely propagating sinusoidal EPW is (see Refs. [19, 20] for
details),
1 +
1
pi(kλD)2Φ
∫ ∫ 2pi
0
f(I, ϕ0) cos[ϕ(θ, I)]dθdI = 0, (2)
where I and θ and are, respectively, the action and angle variables, and where f(I, ϕ0) ≡
〈f˜(θ, I)〉, f˜ being the electron distribution function in action-angle variables normalized to
unity, and 〈f˜〉 its space average over one wavelength about ϕ = ϕ0. Actually, as discussed in
Ref. [10], one may only define unambiguously f˜(θ, I) within each sub-region of phase space
i.e., either above the upper branch of the separatrix [region (α)], or below the lower branch
[region (β)], or inside the separatrix [region (γ)]. Therefore, the I-integral in Eq. (2) must
be understood as a sum of I-integrals over each sub-region.
Using the expression for
∫
cos[ϕ(θ, I)]dθ derived in Ref. [19], the dispersion relation reads,
1 + χa = 0, (3)
with,
χa ≡ χu + χt, (4)
and
χu ≡ 2
(kλD)2Φ
∫ +∞
vtr+vφ
[fα(I) + fβ(I − 2vφ)]
{
1 +
2
m
[
E(m)
K(m)
− 1
]}
dI (5)
χt ≡ 2
(kλD)2Φ
∫ vtr
0
fγ(I)
{
−1 + 2E(m)
K(m)
}
dI. (6)
In Eq. (5), m is related to I by,
I = vtrE(m)/
√
m, (7)
where vtr ≡ 4
√
Φ/pi, and where E(m) is the elliptic integral of second kind [21]. In Eq. (6),
I = vtr [E(m) + (m− 1)K(m)] , (8)
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where K(m) is the elliptic integral of first kind [21]. As for fα(I), fβ(I) and fγ(I) they are
calculated by using the procedure given in the companion paper i.e., by using Eqs. (88)-(94)
of Ref. [10]. Then, χa is perfectly defined, and one just has to solve Eq. (3) to derive the EPW
nonlinear frequency shift. However, there are several caveats in the actual computation of
χa, which are detailed in the following Sections. Before entering into these details, we want
to underline the maint point of the paper, i.e., the fact that the dispersion relation (3) is not
local because, as shown in the companion paper [10], the distribution functions fα(I), fβ(I)
and fγ(I) are not local. They depend on all previous values of the wave phase velocities,
and on all the previous history of separatrix crossings by electrons orbits, i.e., on the whole
history of electron trapping or detrapping. In particular, the distribution functions depend
on all previous minima and maxima of the wave amplitude. fα(I), fβ(I) and fγ(I) will not
be the same, and therefore χa will not be the same, if the amplitude keeps growing to Φ0,
or if it grows to Φ1 > Φ0 and then decays to Φ0. Indeed, in the first case the electrons
have kept on being trapped while, in the second case, the electrons have been trapped and
detrapped. Now, as shown in the companion paper [10], and as is clear from Eqs. (9) and
(10) of Section III, detrapping changes the distribution of untrapped electrons compared to
its initial value. This is at the origin of the hysteresis which we are now going to discuss.
III. HYSTERESIS OF THE WAVE FREQUENCY IN A ONE-DIMENSIONAL
UNIFORM PLASMA
A. Hypotheses
In this Section, we solve Eq. (3) for an EPW that first monotonously grows from a nearly
null amplitude, and then monotonously decays back to small amplitudes. Moreover, we
assume that the wavenumber remains constant. Actually, even in a homogeneous plasma,
the wavenumber is expected to vary with time. Indeed, due to the nonlinear frequency shift,
the wave frequency depends on the wave amplitude which is usually space-dependent. Hence,
the wave frequency is not homogeneous and, due to the consistency relation ∂tk = −∂xω,
the wavenumber varies with time. However, in 1-D, the space variations of ω are usually
small enough to neglect the changes they induce on k, at least within the time it takes to an
SRS-driven plasma wave to grow up to saturated levels, for parameters relevant laser fusion.
8
This has been shown in Ref. [11] where the adiabatic values of δω derived by assuming
a constant wavenumber were in excellent agreement with those inferred from 1-D Vlasov
simulations of SRS.
Moreover, we assume that the EPW grows in an initially Maxwellian plasma. This is
only possible if the wave is driven, while the dispersion relation Eq. (3) is, a priori, only
valid for a freely propagating wave. However, as shown in Ref. [11] and discussed again in
the Introduction, the effect of the drive on the wave frequency is negligible when kλD . 0.35
so that, for the sake of simplicity, we restrict to such small wavenumbers.
B. Hysteresis in the wave frequency
0 0.1 0.2 0.3 0.4
1.18
1.185
1.19
1.195
√
Φ
ω
/
ω
p
e
kλD = 0.33
FIG. 1: (Color online) Amplitude dependence of the EPW frequency when kλD = 0.33, and when
the amplitude increases (blue solid line), or when it decreases (green dashed line). The arrows
indicate the time variation of the wave amplitude. The black dashed-dotted line plots δω/ωpe as
given by Eqs. (15) and (16).
Fig. 1 illustrates an example of the amplitude variations of the wave frequency, when
kλD = 0.33. This Figure shows that ω does not assume the same values as a function of Φ
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when the wave amplitude increases as when it decreases. Hence, there is a hysteresis in the
wave frequency, which we now explain.
From the results illustrated in Fig. 1, dvφ/dvtr ≪ 1. Then, as shown in the companion
paper Ref. [10], the particles are detrapped nearly symmetrically with respect to the phase
velocity. More precisely, let us consider electrons with initial action I in region (α), which
are trapped at time t1 while the wave is growing. Let us moreover denote by v
∗
φ(I) the value
assumed by the wave phase velocity when trapping occurs, and by v∗tr the corresponding
value of 4
√
Φ/pi. Then, electrons initially in region (β) with action I − 2v∗φ(I) are also
trapped at time t1 when vtr = v
∗
tr. Moreover, after trapping they lie on the same orbit as
the electrons initially in region (α) with action I. When the wave is decaying, the electrons
are detrapped at the time t2 when vtr has decreased back to v
∗
tr, and we denote by v
∗′
φ (I) the
corresponding value of the phase velocity. Then, if we denote by f<α (I) [respectively f
<
β (I)]
the action distribution function in region (α) ([respectively in region (β)] before trapping,
and by f>α (I) and f
>
β (I) these distribution functions after detrapping (i.e. when t > t2), we
know from the results of Ref. [10] that,
f>α (I) ≈
f<α [I + v
∗
φ(I)− v∗
′
φ (I)] + f
<
β [I − v∗φ(I)− v∗
′
φ (I)]
2
, (9)
f>β [I − 2v∗φ(I)] ≈
f<α [I + v
∗′
φ (I)− v∗φ(I)] + f<β [I + v∗
′
φ (I)− 3v∗φ(I)]
2
. (10)
Usually, f<β [I−2v∗φ(I)]≫ f<α (I) so that both distribution functions, fα and fβ, significantly
change after detrapping compared to their initial values. Note that, since the action remains
conserved before trapping, f<α (I) and f
<
β (I) are just the initial action distribution function,
f0(I). Note also that, from Eq. (5), χu remains constant provided that fα(I) + fβ(I − 2vφ)
does not change, where vφ is the current phase velocity. Using Eqs. (9) and (10), we find
that,
f>α (I) + f
>
β (I − 2vφ) =
f0[I + v
∗
φ(I)− v∗
′
φ (I)] + f0[I + v
∗
′
φ (I) + v
∗
φ(I)− 2vφ]
2
+
f0[I − v∗φ(I)− v∗′φ (I)] + f0[I + v∗′φ (I)− v∗φ(I)− 2vφ]
2
. (11)
Since v∗φ(I) ≈ v∗
′
φ (I) ≈ vφ we conclude that, even though fα(I) and fβ(I) might change a
lot due to detrapping, χu does not change much. The impact of detrapping on the wave
frequency remains modest. However, because fα(I) + fβ(I − 2vφ) is not exactly conserved,
from Eq. (5) χu and therefore χa are not conserved either. For the same amplitude, Φ0, the
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EPW dispersion relation is not the same when the wave amplitude has kept growing to Φ0
as when it has grown to Φ1 > Φ0 and then decayed to Φ0. Consequently, there is a hysteresis
in the EPW frequency, ω, which is not negligible compared to δω. Indeed, for the situation
considered in Fig. 1, when Φ decreases back to small values, ω differs from its linear limit
by more than one third of the maximum frequency shift.
A hysteresis in the wave frequency has been observed numerically in Ref. [22] for kλD =
1/3 using Vlasov simulations. In these simulations, an EPW grew in an initially Maxwellian
plasma under the action of an externally imposed drive. Moreover, periodic boundary
conditions were chosen, so that k remained constant. However, the effect of the hysteresis was
opposite to the one plotted in Fig. 1. For the one simulation result presented in Ref. [22],
when the EPW first monotonously grew and then decayed back to
√
Φ ≈ 0.3, the wave
frequency was found smaller than when the EPW had kept on growing. Now, as indicated
in the text, the drive history was not “ideally adiabatic in the simulations”. This might
explain the discrepancy with our theoretical results.
C. Numerical check of the adiabatic estimates
We checked numerically our estimate for the nonlinear variations of the wave frequency by
making use of test particles simulations. From Eq. (2), we know that when the EPW disper-
sion relation is satisfied, the statistical averaged value of cos(ϕ) is −(kλD)2/2. Consequently,
if we let N electrons be acted upon by a slowly varying electrostatic wave whose frequency
solves Eq. (2), the averaged value of cos(ϕ) over all electrons should be −(kλD)2/2. Then,
our numerical check for the nonlinear variations of the EPW frequency plotted in Fig. 1 is
very simple. Numerically, we solve the equations of motion derived from the Hamiltonian
H defined by Eq. (1), for N initial conditions consistent with a Maxwellian distribution
function. Moreover, we let the wave amplitude vary slowly enough for the electron motion
to be nearly adiabatic, and we let vφ change with the amplitude in a way that is consistent
with the nonlinear variations of ω plotted in Fig. 1. Then, we compute,
knumλD ≡
√√√√−2 N∑
i=1
pi cos(ϕi), (12)
where ϕi is the normalized position of the i
th electron and pi is weight. In practice, we use
pi = e
−v2
0i
/2/
∑N
j=1 e
−v2
0j
/2
, v0i being the initial velocity of the i
th electron. If the frequencies
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plotted in Fig. 1 indeed solve the dispersion relation Eq. (2), the right-hand side of Eq. (12)
should be a constant, knumλD = 0.33.
0 0.15 0.3 0.450.328
0.33
0.332
0.334
0.336
0.338
0.34
√
Φ
k
n
u
m
λ
D
(a)
0 0.15 0.3 0.45
0.325
0.33
0.335
0.34
0.345
0.35
0.355
0.36
√
Φ
k
n
u
m
λ
D
(b)
FIG. 2: Values of knumλD obtained for the values of ω/ωpe plotted in Fig. 1, panel (a), when
the wave is growing and, panel (b), when the wave is decaying (the arrows indicate how the wave
amplitude varies with time).
Numerically, our initial velocity distribution function is,
f0(v) =
1√
2pi
Nv∑
i=−Nv
e−v
2
i /2δ(v − vi), (13)
where vi ≡ vφlin + iδv, vφlin ≈ 3.6 being the linear value of the phase velocity, δv = 10−4,
and Nv = 6.4 × 104. Moreover, for each value of vi we choose 16 initial positions, evenly
spaced between −pi and pi.
As regards the time evolution for Φ, we first let it grow exponentially in time,
Φ = Φ0e
γτ (14)
with Φ0 = 10
−10 and γ = 10−3. Then, after the time τmax when Φ has reached the value
Φmax = 0.45
2, we let Φ decrease exponentially in time, Φ = Φmaxe
γ(τmax−τ).
Fig. 2 unambiguously shows that knumλD always remains close to 0.33, whether the wave
is growing or decaying. This confirms our theoretical calculations and, in particular, the
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hysteresis in the wave frequency. Note, however, that when the wave is growing, knumλD ≈
0.3313 instead of exactly 0.33, because the adiabatic approximation is just an approximation.
When the wave amplitude is decreasing, the values of knumλD are more noisy than when it
is increasing. This is because our initial distribution function, f0(v) defined by Eq. (14), is
not smooth. Consequently, the detrapping probabilities do not exactly follow the theoretical
ones, as discussed in Ref [10]. However, our choice for f0 is vindicated but the fact that it
requires fewer initial positions, than with a smooth distribution function, to yield accurate
results.
More interestingly, we also find that knumλD seems to diverge from the expected value,
knumλD = 0.33, when Φ → 0. Actually, when the wave amplitude decreases, the adiabatic
dispersion relation cannot be solved down to Φ = 0, and we now explain why.
D. Limitations of the adiabatic dispersion relation
There are caveats in the derivation the adiabatic susceptibility, χa, in the limit of small
amplitudes, which are detailed in the Appendix. In this Paragraph, we only summarize the
corresponding results.
1. Increasing wave amplitude
As is obvious from Eq. (4), χa is the sum of the contributions from the trapped electrons
and from the untrapped ones. When the wave amplitude increases from Φ ≈ 0 and vφ = vφ0 ,
χt ∼ 16f0(vφ0)/3pi
√
Φ, while χu ∼ −16f0(vφ)/3pi
√
Φ. Now, as shown in the Appendix, for
small wave amplitudes, vφ − vφ0 ∼ (4ηv/pi)
√
Φ, where ηv is a constant. Hence, χa converges
towards a finite value, χ0, when Φ→ 0.
The law, vφ − vφ0 ∼ (4ηv/pi)
√
Φ, entails,
δω/ωpe ∼ η
√
Φ, (15)
where, from the results of the Appendix, we know that when f0(v) is a Maxwellian η solves
the following equation,
η ≈ − (ωlin/ωpe)(1.09 + 3η
2)f
′′
0 (vφ0)
(ωlin/ωpe)2 − 1− (kλD)2 − 1.2ηvφlinf ′′0 (vφ0)
, (16)
13
where ωlin is the linear value of the EPW frequency. Eqs. (15) and (16) provide an ex-
pression for the frequency shift that accounts for the continuous change in the EPW phase
velocity with the amplitude. This improves the result previously published in Ref. [11],
where δω/
√
Φωpe was given by the right-hand side of Eq. (16) with η = 0. However, when
kλD < 0.35, the difference between Eq. (16) and the formula given in Ref. [11] is small.
Fig. 1 shows that Eqs. (15) and (16) provide a good approximation of the EPW frequency,
at least when
√
Φ < 0.45 and when the wave grows. However, surprisingly enough, for very
small amplitudes the agreement with the numerically derived values of ω/ωpe is not good.
Let us now explain why. As discussed in the Appendix, when Φ→ 0, χa converges towards
a finite limit, χ0, which is not the linear electron susceptibility χlin defined by Eq. (A.10),
although it is very close to it. In order to derive χ0, one has to know in advance how vφ
varies with the wave amplitude in the limit when Φ → 0, and the difference between χ0
and χlin is actually proportional to η. However, when we solve numerically 1 + χa = 0, we
make no assumption, a priori, as regards the amplitude dependence of vφ. Consequently,
when Φ = 0, we just solve 1 + χlin = 0, and we find vφ = vφlin . Then, we let the numerical
solution converge towards the adiabatic one. Therefore, numerically, we do not exactly solve
1 + χa = 0 for very small wave amplitudes. This explains the difference between the blue
solid line and the black dashed-dotted line in Fig. 1 when
√
Φ < 0.1. The black dashed-
dotted line is the correct solution to the adiabatic dispersion relation (at least for small
amplitudes). However, the blue solid line provides values for ω which are closer to what is
expected in reality. Indeed, it is known that adiabatic results are not valid when Φ ≈ 0,
and only become accurate once the bounce frequency is of the order of the EPW growth
rate. Therefore, the value of the wave phase velocity when Φ = 0 is vφlin . Then, when the
wave amplitude increases, vφ must smoothly change from vφlin to the solution of 1+χa = 0,
which is exactly what the blue solid line in Fig. 1 does. Moreover, we checked that we
obtained exactly the same curve with 200 values for
√
Φ between 0 and 0.45, or with 2×104
values. Therefore, we believe that the blue line in Fig. 1 describes the transition from the
linear EPW frequency to the adiabatic nonlinear one. Physically, it is more relevant than
the solution of the adiabatic dispersion relation.
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FIG. 3: Electron distribution function corresponding to the situation when the EPW amplitude
would have decreased to zero while its phase velocity would have converged towards vφ∞ ≈ 3.62.
2. Decreasing wave amplitude
If we assume that dvφ/dvtr remains bounded when the wave amplitude decreases down
to small amplitudes, we prove in the Appendix that,
χa ∼ 4
3pi
√
Φ
[2f0(vφ0)− f0(2vφ − vφ0)− f0(3vφ0 − 2vφ)] . (17)
Since vφ does not converge back to vφ0 , this makes χa goes to infinity as Φ goes to zero,
so that the equation 1 + χa = 0 can no longer be solved. Hence, the solutions to the
adiabatic dispersion relation are such that dvφ/dvtr diverges when vtr → 0. As discussed in
the Appendix, vφ has to diverge logarithmically with vtr for χa to remain bounded, which
is not physical for very small amplitudes.
A logarithmic divergence of the wave frequency for small amplitudes was predicted in
Ref. [33], although the reason for such a divergence seems different from the one we are
discussing here.
Numerically, we do find a divergence in vφ at small amplitudes, which our numerical
solver cannot really follow. Therefore, in Fig.1, we choose not to show results corresponding
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to
√
Φ < 0.05 when the wave amplitude decreases. For such small amplitudes, we do not
solve accurately the EPW dispersion relation, as may be seen in Fig. 2(b).
Let us now discuss in more detail the situation when the wave decays back to very small
amplitudes. If vφ converged towards a finite value vφ∞ then, since |I| = v when Φ→ 0, using
the results of Ref. [10] one could derive what would be the electron distribution function,
f∞(v). It is plotted in Fig. 3 in the case when vφ∞ ≈ 3.62 (which corresponds to ω = 1.195).
It exhibits a sharp discontinuity, which is clearly not physical. However, an abrupt transition
in the distribution function has been observed numerically in Ref. [3] and, since only the
moments of the distribution function are physically relevant, the discontinuity in f∞(v) is
not an issue. Now, df∞/dv > 0 in the velocity range 3.6 . v . 4.14, so that most of the
modes whose phase velocity, vφu , lies in that range grow unstable at the rate,
Γ =
pif ′
∞
(vφu)
(kuλD)2∂ωχlinu
. (18)
In Eq. (18), (kuλD) is found by solving the linear dispersion relation with f∞(vφ) as the un-
perturbed distribution function, and χlinu is obtained by replacing f0 by f∞ in Eq. (A.10).
The maximum growth rate is found for vφu ≈ 3.85 and is Γ/ωpe ≈ 3.3 × 10−2, so that
Γ/kλDωpe ≈ 0.1. Now, adiabatic results are only accurate for EPW’s whose growth rate is
less than 0.1(kλD)ωpe, and only such slowly varying EPW’s are considered in this article.
This lets us conclude that, by the time the EPW has decreased to very small amplitudes, un-
stable modes have fully developed. Then, the electrostatic field in no longer monochromatic,
and trying to derive its dispersion relation makes no sense.
IV. FREQUENCY SHIFT IN A ONE-DIMENSIONAL INHOMOGENOUS
PLASMA
A. Hypotheses
There are several difficulties in deriving the EPW nonlinear dispersion relation in an
inhomogeneous plasma.
First, the advection of trapped electrons, at the phase velocity, changes the local electron
density. Consequently, the ions can no longer be considered as a neutralizing background
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and an electrostatic filed builds up in addition to that of the EPW. Here, we restrict to the
situation when this electrostatic field is negligible, i.e., to the situation when the density of
trapped electrons is very small.
Second, if some electrons are detrapped, one has to account for their advection to cor-
rectly calculate the distribution function of the untrapped electrons. In order to avoid this
difficulty, we restrict to the situation when the EPW keeps growing everywhere. Then, the
density experienced by the EPW may be considered as a function of the wave amplitude,
n ≡ n(Φ). Moreover, when deriving the action distribution function, we explicitly account
for the conservation of the trapped electrons’ distribution function in the wave frame [20, 23].
Hence, strictly speaking, the EPW nonlinear frequency is calculated in the frame moving
at the local phase velocity. However, we checked that the values obtained for δω did not
change much if we simply assumed that the density of the trapped electrons was the same
as that of the untrapped. Consequently, the values we find for δω should be accurate in any
reference frame.
Third, in order to derive the nonlinear frequency shift one has to solve, self-consistently,
for the change in the frequency and in the wavenumber. Just like in Section III, we neglect
the change in k due to the inhomogeneity in ω. Then, k is calculated a function of the
density so that, in the linear regime, the EPW frequency remains constant. We checked
that, for the parameters we used, this was a valid approximation. More precisely, for a given
density profile, n, we calculate the wavenumbers, klin, such that ωlin(klin, n) = Const. Then,
we solve the nonlinear adiabatic dispersion relation with k = klin to derive a first estimate
of the nonlinear EPW frequency, ω
(1)
NL{klin, n,Φ}, where the braces indicate that ω(1)NL is a
functional, and not a function, of klin, Φ and n. Using the profile thus found for ωNL, we
solve the nonlinear dispersion relation for k to derive k
(1)
NL{ω(1)NL,Φ, n}, and we systematically
find that k
(1)
NL is close to klin. Then, we do not iterate the process and we assume that the
nonlinear EPW frequency is ω ≈ ω(1)NL.
Fourth, as discussed above, when the wave keeps growing, the density may be considered
as a function of the wave amplitude, n ≡ n(Φ). We restrict here to variations of n with Φ
such that the lth-derivatives of n with respect to
√
Φ increase less rapidly than Φ(1−l)/2 when
Φ → 0. Then, following the results derived in the Appendix, χa converges towards a finite
limit when Φ→ 0.
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B. Derivation of the frequency shift and comparisons with local formulas
1. Several examples of the resolution of the nonlinear dispersion relation
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FIG. 4: (Color online) The black solid line plots the values of klinλD such that ωlin(klin, n) =
1.21ωpe(0) when n = n0(1 + 11Φ). The blue dashed line plots knumλD defined by Eq. (12). The
red dashed-dotted line solves the nonlinear dispersion relation for k when n = n0(1 + 11Φ) and
when the frequency varies with the amplitude as illustrated in Fig. 5.
In this Paragraph, we provide several results regarding the nonlinear variations of the
EPW frequency, obtained by solving the dispersion relation Eq. (3) for various density
profiles, n(Φ). These are compared to the results obtained by using local formulas which are
derived as follows. If one assumes that the wavenumber remains constant, k ≡ k0, one may
derive, like in Section III, the nonlinear variations of the EPW frequency while the wave
is growing. Let us denote by ω0(k0,Φ) the values thus obtained. Now, to a given density
profile n(Φ) we associate a wavenumber profile klin(Φ) as explained in Paragraph IVA.
Then, the so-called local estimate of the nonlinear EPW frequency is ωloc(Φ) ≡ ω0[klin(Φ),Φ].
Let us start with the situation when n(Φ) = n0(1 + 11Φ), n0 being a constant. Then,
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FIG. 5: (Color online) EPW frequency, normalized to the initial plasma frequency, when n =
n0(1 + 11Φ) and when k = klin such that ωlin(klin, n) = 1.21ωpe(0). The blue dashed-dotted line
plots the linear value of the frequency, the green dashed line plots the nonlinear EPW frequency
solving Eq. (3), and the red solid line plots the nonlinear EPW frequency obtained by making use
of local formulas.
the derivatives of n with respect to
√
Φ remain bounded, as should be for χa to converge
towards a finite limit when Φ→ 0. The wavenumber profile is chosen so that, ωlin(klin, n) =
1.21ωpe(0), where ωpe(0) is the plasma frequency when n = n(Φ = 0). Then, as shown
in Fig. 4, when
√
Φ varies from 0 to 0.16, klinλD varies from 0.35 to 0.21. Fig. 5 plots
the solution of the nonlinear dispersion relation Eq (3), ω(Φ) ≡ ωNL{klin(Φ), n(Φ),Φ},
and compares it to the values obtained by using local formulas, ωloc(Φ) ≡ ω0[klin(Φ),Φ].
Although ω(Φ) and ωloc(Φ) both decrease with the wave amplitude, the frequency shift
found by solving the nonlinear dispersion relation is of much larger magnitude than that
predicted by local formulas, which are clearly not accurate.
Like in Section III, we make use of test particles simulations to check our resolution
of Eq. (3). Hence, we numerically solve the equations of motion with vφ = ωNL/klin,
ωNL being given by green dashed line of Fig. 5 and klin by the black solid line of Fig. 4,
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and we compute knum as given by Eq. (12). As may be seen in Fig. 4, we find knum =
klinwhich shows that our resolution of Eq. (3) is correct. In Eq. (12), we account for plasma
inhomogeneity the following way. We calculate the density of the trapped electrons, nt, by
using the result nt/k = Const., derived in Refs. [20, 23]. Then, the weight pi of trapped
electrons is pi = nte
−v2
0i
/2/
∑N
j=1 pj . As regards the untrapped electrons, their weight is
pi = ne
−v2
0i
/2/
∑N
j=1 pj, n being the local density.
In order to test the relevance of using k = klin we solve Eq. (3) for k with ω = ωNL given
by the green dashed line in Fig. 5. As may be seen in Fig. 4, the values thus found for k are
indeed close to klin (they differ from klin by less than 10%).
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FIG. 6: (Color online) EPW frequency, normalized to the initial plasma frequency, when n =
n0(1 + 0.15
√
Φ − 0.2Φ) and when ωlin = 1.19ωpe(0). The blue dashed-dotted line plots the linear
value of the frequency, the green dashed line plots the nonlinear EPW frequency solving Eq. (3),
and the red solid line plots the nonlinear EPW frequency obtained by making use of local formulas.
Let us now investigate another example, with smaller density variations, n = n0(1 +
0.15
√
Φ− 0.2Φ), and ωlin = 1.19ωpe(0). When
√
Φ varies form 0 to 0.45, klin first decreases
from klinλD = 0.33 down to klinλD ≈ 0.3148 when
√
Φ ≈ 0.375, and then slightly increases
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to klinλD ≈ 0.3154 when
√
Φ = 0.45. The wavenumber varies much less than in the previous
example. Then, as may be seen in Fig. 6, there is a much better agreement between the
values of ω derived form Eq. (3) and those inferred from local formulas.
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FIG. 7: (Color online) EPW frequency, normalized to the initial plasma frequency, when n =
n0(1 − 11Φ), and ωlin ≈ 1.065ωpe(0). The blue dashed-dotted line plots the linear value of the
frequency, the green dashed line plots the nonlinear EPW frequency solving Eq. (3), and the red
solid line plots the nonlinear EPW frequency obtained by making use of local formulas.
Finally, let us investigate a situation when the density decreases, n = n0(1 − 11Φ), and
ωlin ≈ 1.065ωpe(0), so that klin increases from klinλD = 0.2 to klinλD ≈ 0.4 when
√
Φ varies
from
√
Φ = 0 to
√
Φ = 0.16. For this last exemple, the difference between ωNL and ωloc is
striking. While one would predict a small negative frequency shift by making use of local
formulas, solving Eq. (3) shows that the frequency shift is actually positive and of much
larger amplitude.
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2. Discussion
In an inhomogeneous plasma, the EPW phase velocity changes with time because of
the nonlinear frequency shift, and because of the density variations. Then, it seems clear
that local formulas should be valid when vφ is more modified by nonlinearity than by
plasma inhomogeneity. In order to determine what is the main cause for the variations in
vφ, one may use Eqs. (15) and (16) to estimate the nonlinear shift, δvφ, in phase velocity.
If δvφ thus calculated is much larger than the variations in phase velocity entailed by
inhomogeneity, local formulas should be valid. When n = n0(1 + 11Φ) and ωlin = 1.21ωpe0
(which corresponds to the situation illustrated in Fig. 5), and when n = n0(1 − 11Φ)
and ωlin = 1.065ωpe0 (which corresponds to Fig. 7), δvφ calculated when
√
Φ = 0.16 is
much less than the variations in vφ entailed by plasma inhomogeneity. Then, as expected,
local formulas are not accurate, and even completely wrong in the situation illustrated in
Fig. 7. When n = n0(1 + 0.15
√
Φ − 0.2Φ) and ωlin = 1.19ωpe(0) (which corresponds to
Fig. 6), δvφ calculated when
√
Φ = 0.45 is close to the change in phase velocity due to
inhomogeneity, and local formulas yield a fair approximation of the nonlinear variations in ω.
V. FREQUENCY SHIFT IN A TWO-DIMENSIONAL INHOMOGENEOUS
PLASMA
A. Hypotheses
In this Section, we derive the nonlinear frequency sift of an EPW by accounting for two-
dimensional (2-D) effects. We assume that the transverse profile (along the y-direction) of
the wave electric field in a Gaussian, Φ(y) ≡ Φ0e−2y2/l2⊥, and that the transverse velocity
distribution function is a Maxwellian, f(vy) ≡ e−v2y/2v2⊥/
√
2piv⊥. Moreover, we assume that
the wave grows exponentially in time, Φ(τ) ≡ Φ0eτ/τg . Then, like in Section IV, we can
relate the density to the wave amplitude at y = 0, n ≡ n[Φ(y = 0)]. The wave numbers are
also calculated like in Section IV, k ≡ klin such that ωlin(klin, n) = Const.
Moreover, we restrict to situations when the change in density is modest and when the
number of trapped electrons is very small, so that their advection, or the advection of the
electrons which are detrapped due to their transverse motion, induces a negligible change
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in the total charge density.
Now, as discussed in Section III, solving Eq. (3) at the edge ofD provides values for vφ that
diverge logarithmically as Φ → 0. Consequently, we restrict our derivation of δω to values
of the EPW amplitude which are large enough for the solution of Eq. (3) to make sense.
As discussed in Section III, due to detrapping the velocity distribution function assumes
a positive slope, leading to the unstable growth of electrostatic modes at the edge of the
domain D. Hence, there is a range in y where the electrostatic field in not monochromatic.
We restrict our derivation of δω to times so short that the unstable modes did not have the
time to reach large amplitudes. Hence, in the space region where the electrostatic field is not
monochromatic, its amplitude is too small to significantly modify the electron distribution
function. This space region is simply neglected in our calculation.
B. Derivation of the nonlinear frequency shift. Comparisons with 1-D results
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FIG. 8: (Color online) EPW frequency calculated at y = 0, normalized to the initial plasma
frequency, when n = n0(1 − 11Φ), and ωlin ≈ 1.065ωpe(0). The black solid line plots the 1-D
results obtained in Section IV. The red crosses correspond to 2-D results when τc/τmax = 1.5, the
green dashed corresponds to τc/τmax = 0.75 and the blued dashed-dotted line to τc/τmax = 0.3.
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In 2-D, and at any transverse position y, the dispersion relation reads 1 + χ2Da (y, τ) = 0,
where χ2Da is the two-dimensional value of the adiabatic electron susceptibility, and its
expression straightforwardly follows from that derived in 1-D. Indeed, let us first assume
that all electrons have the same transverse initial velocity, vy. Because vy is not affected by
the wave, only the longitudinal electron motion is to be investigated. It follows from the
equation, dv/dτ = −Φ(y0+vyτ, τ) sin(ϕ), where y0 is the initial electron transverse position.
Hence, if all electrons have the same initial position and transverse velocity, the adiabatic
electron electron susceptibility, which we denote by χ1Da (y0, vy), is calculated exactly as in
1-D, provided that one uses Φ(y0 + vyτ, τ) for the wave amplitude. Then,
χ2Da (y, τ) =
∫
χ1Da (y − vyτ, vy)f(vy)dvy. (19)
Note that the motion of each class of electrons with transverse velocity, vy, is adiabatic only
when l⊥/vy is large enough. For a Maxwellian distribution of transverse velocities, it is valid
to use the adiabatic expression of χ1Da in Eq. (19) provided that τc ≡ l⊥/v⊥ is large enough
(larger than about 10 when v⊥ is normalized to the longitudinal thermal velocity and when
l⊥ is normalized to kλD), which we assume here.
Let us not show specific examples of the nonlinear change in the EPW frequency,
calculated at y = 0, and let us compare these variations in ω with 1-D results. We only
derive the frequency shift within a finite time interval, 0 ≤ τ ≤ τmax, and the key parameter
for our comparisons is the ratio τc/τmax. Since τc ≡ l⊥/v⊥ is half of the typical time it takes
for electrons to cross D, if τc/τmax & 1 most electrons have not been detrapped due to their
transverse motion, so that their response to the wave should be the nearly same as in 1-D,
and 1-D values of δω are expected to be accurate. As τc/τmax decreases, more and more
electrons are trapped and detrapped due to the transverse variation of Φ, leading to the
hysteresis in ω described in Section III. The main point of this Section is to discuss how
the hysteresis modifies the nonlinear variations of the wave frequency in a two-dimensional
geometry.
Fig. 8 shows results corresponding to the same linear variations of the phase velocity
as in Fig. 7. As expected, when τc/τmax & 1, ω varies with Φ in a similar way as in 1-
while, as τc/τmax decreases, the discrepancy between 1-D and 2-D results keeps increasing.
Moreover, we note that when τc/τmax becomes smaller, the nonlinear values of ω become
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larger, which is a direct consequence of the hysteresis. Indeed, due to the continuous trapping
and detrapping, the EPW frequency at the edge of the domain D keeps on increasing with
time. This means that, as time goes by, the electrons which enter the domain D experience
a wave frequency whose value may significantly exceed the linear one. Hence, when deriving
the EPW frequency shift in 2-D, we start with a small amplitude frequency which is larger
then in 1-D and, quite logically, we find larger nonlinear frequencies, all the more as τc/τmax
is small.
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FIG. 9: (Color online) EPW frequency calculated at y = 0, normalized to the initial plasma
frequency, when n = n0(1 + 0.15
√
Φ − 0.2Φ) and when ωlin = 1.193ωpe(0). The black solid line
plots the 1-D results obtained in Section IV. The red crosses correspond to 2-D results when
τc/τmax = 1, the green dashed corresponds to τc/τmax = 0.5 and the blued dashed-dotted line to
τc/τmax = 0.25.
The same trend may be observed in Fig. 9, which shows results corresponding to the same
linear variations of the phase velocity as in Fig. 6. The agreement between 1-D and 2-D
results remains good down to values of τc/τmax as small as τc/τmax = 0.25. Since we showed
in Section IV that local formulas were fairly close to 1-D results, we conclude that this is
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one example where one may predict in advance the nonlinear variations of the frequency,
regardless of how the wave grows.
Note that, unlike in Fig. 6 where
√
Φ < 0.45, in Fig. 9 we restrict to wave amplitudes
such that
√
Φ < 0.225. This is to make sure that, at the edge of the domain D, the unstable
modes do not have the time to grow significantly. Indeed, when
√
Φ = 0.225, the largest
growth rate of these modes is close to 7× 10−3ωpe.
VI. CONCLUSION
In this paper, we derived the nonlinear frequency variations of a sinusoidal EPW, in
a two-dimensional inhomogeneous plasma. A particular emphasis was laid on the ability
to correctly approximate these variations by formulas relating the frequency to the local
wave amplitude. In order to discuss this point, we first addressed the situation when an
EPW monotonously grew to a large amplitude, and then monotonously decayed to very
small values. In this situation, we evidenced a hysteresis in the wave frequency which could
not be neglected. This let us conclude that local formulas might only be valid for waves
which essentially grew, in their reference frame. Moreover, we showed that solving the
adiabatic nonlinear dispersion relation would lead to a logarithmic divergence in ω as the
wave amplitude decayed back to small amplitudes. Physically, when Φ → 0, the velocity
distribution function assumes a positive slope, leading to the unstable growth of electrostatic
modes. Hence, there exists a minimum amplitude below which the electrostatic field may
not be considered monochromatic, so that trying to derive its dispersion relation makes no
sense.
In a 1-D inhomogeneous plasma, we showed that the wave frequency depended on the
whole history of the plasma density variations, relative to those of the EPW amplitude.
Moreover, we showed that this was a direct consequence of the nonlocality, in vφ, of the
action distribution function. This let us conclude that local formulas could only be accurate
if the nonlinear variations in vφ were larger than those induced by the plasma inhomogeneity.
Finally, we addressed the derivation of δω a 2-D inhomogeneous plasma, when electrons
kept on being trapped and detrapped as they transversely crossed the domain, D, where
the EPW electric field was significant. We showed that, because detrapping entailed a
hysteresis in the wave frequency, 1-D results were only accurate before most electrons had
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the time to cross the domain D.
Hence, in summary, we conclude that local formulas for the EPW frequency shift may
only be accurate for a time less than the typical time needed for electrons to cross the
domain D where the electric field is significant, provided that the wave essentially grows in
its reference frame, and that the nonlinear variations of the phase velocity are larger than
those due to plasma inhomogeneity.
As regards the application that motivated this work, as SRS-driven plasma wave usually
keeps growing before saturation [3]. Moreover, SRS preferentially grows in regions where the
density is nearly uniform. Hence, the most stringent condition is on τc. For a laser fusion,
τc ∼ 0.2ps, while the time for SRS to saturate is of the order of several picoseconds [8]. This
makes the use of local formulas for δω questionable.
Appendix A: Asymptotic values for the adiabatic susceptibility
In this Appendix, we derive the adiabatic susceptibility in the limit of small wave ampli-
tudes in two different physical situations. First, when the wave keeps growing from Φ ≈ 0,
with an initial phase velocity, vφ = vφ0. Second, when the wave amplitude keeps decreasing
in a homogeneous plasma.
1. The wave amplitude keeps growing from Φ ≈ 0.
a. Contribution from the trapped electrons
From Eq. (6), the contribution to χa from the trapped electrons is
χt =
1
Φ
∫ vtr
0
fγ(I)Ct(I)dI, (A.1)
where Ct ≡ 2(kλD)−2(−1 + 2E/K). Let us denote by v∗tr(I) [respectively v∗φ(I)] the value
assumed by vtr (respectively vφ) when the orbit with action I has been trapped. Then, in
Eq. (A.1) I = v∗tr(I).
If |dv∗φ/dI| ≤ 1, using Eq. (94) of Ref. [10],
fγ(I) = fα(I + v
∗
φ)(1 + dv
∗
φ/dI) + fα(I − v∗φ)(1− dv∗φ/dI). (A.2)
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In Eq. (A.2), fα and fβ are normalized to unity. Hence, if we denote by f0 the unperturbed
velocity distribution function, by n∗ the electron density at the position when trapping
occurred, and by 〈n〉 the averaged density at the current position, fα(I) = n∗f0(I)/〈n〉, and
fβ(I) = n
∗f0(−I)/〈n〉. Plugging these values for fα and fβ into Eq. (A.2), and using the
expression thus found for fγ in Eq. (A.1) yields, when |dv∗φ/dI| ≤ 1,
χt =
1
Φ
∫ vtr
0
[
n∗
〈n〉f0(I + v
∗
φ)
(
1 +
dv∗φ
dI
)
+
n∗
〈n〉f0(v
∗
φ − I)
(
1− dv
∗
φ
dI
)]
Ct(I)dI. (A.3)
If dv∗φ/dI > 1, fγ = 2fα, so that,
χt =
1
Φ
∫ vtr
0
2
n∗
〈n〉f0(I + v
∗
φ)Ct(I)dI, (A.4)
while if dv∗φ/dI < −1, fγ = 2fβ and,
χt =
1
Φ
∫ vtr
0
2
n∗
〈n〉f0(v
∗
φ − I)Ct(I)dI. (A.5)
Note that, since the wave amplitude keeps growing, one may consider n∗ as a function of
v∗tr, n
∗ ≡ n∗(v∗tr) = n∗(I).
Henceforth, for a reason that will become clear in a few lines, we only consider the
situation when |dv∗φ/dI| < 1. Making use of a Taylor expansion to second order in I, and
using the identity proved in Ref. [20], Φ−1
∫ vtr
0
Ct(I)dI = 8/3pi
√
φ(kλD)
2, Eq. (A.3) reads,
χt ≈ 4f
′
0(vφ0)
Φ
∫ vtr
0
I
dv∗φ
dI
Ct(I)dI +
2f0(vφ0)
〈n〉Φ
∫ vtr
0
(vtr − I)dn
∗
dI
Ct(I)dI
+
f
′′
(vφ0)
Φ
∫ vtr
0
I2
[
1 + 3
(
dv∗φ
dI
)2 ]
Ct(I)dI +
4f ′0(vφ0)
〈n〉Φ
∫ vtr
0
I(vtr − I)dn
∗
dI
dv∗φ
dI
Ct(I)dI
+
f0(vφ0)
〈n〉Φ
∫ vtr
0
(vtr − I)2d
2n∗
dI2
Ct(I)dI +
16f0(vφ0)
3pi
√
Φ(kλD)2
, (A.6)
where f ′0 ≡ df0/dv and f ′′0 ≡ d2f0/dv2.
b. Contribution from the untrapped electrons
From Eq. (5), when |dv∗φ/dI| < 1 and when the fraction of trapped electrons is negligible,
the contribution to χa from the untrapped electrons is,
χu =
1
Φ
∫ +∞
vtr
[f0(vφ + I) + f0(vφ − I)− 2f0(vφ)]Cu(I)dI − 16f0(vφ)
3pi
√
Φ(kλD)2
, (A.7)
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where we have denoted Cu ≡ 2(kλD)−2[1 + (2/m)(E/K − 1)], and where we have used
the identity proved in Ref. [20], Φ−1
∫ vtr
0
Cu(I)dI = −8/3pi
√
φ(kλD)
2. Now, as shown in
Ref. [20], in the limit when I/vtr →∞,
Cu(I) ≈ −Φ
(kλD)2I2
. (A.8)
Taking advantage of the latter identity, we decompose the integral in Eq. (A.8) into two
contributions, one when I varies from vtr to Avtr and the other when I varies from Avtr to
+∞. Here, A is chosen large enough for Eq. (A.8) to be valid when I > Avtr, and small
enough for a Taylor expansion of f0(vφ ± I) to be valid when I < Avtr. Then, making use
of the change of variables, I = vtru, Eq. (A.7) reads,
χu ≈ f
′′
0 (vφ)
(kλD)2
√
Φ
[
64(kλD)
2
pi3
∫ A
1
u2Cudu+
4A
pi
]
+ χlin − 16f0(vφ)
3pi
√
Φ(kλD)2
, (A.9)
where χlin is the linear electron susceptibility,
χlin ≡ P.P.
(
− 1
(kλD)2
∫
f0(v)− f0(vφ)
(v − vφ)2 dv
)
. (A.10)
The integral,
∫ A
1
u2Cudu is evaluated numerically, and we find that the right-hand side of
Eq. (A.10) becomes essentially independent of A when A > 3, and is,
χu ≈ − 16f0(vφ)
3pi
√
Φ(kλD)2
+ χlin +
1.125
√
Φf
′′
0 (vφ)
(kλD)2
. (A.11)
c. Asymptotic value of the adiabatic susceptibility, and of the nonlinear frequency shift
From Eqs. (A.6) and (A.11), χa ≡ χt + χu is,
χa ≈ 16[f0(vφ0)− f0(vφ)]
3pi
√
Φ(kλD)2
+ χlin +
1.125
√
Φf
′′
0 (vφ)
(kλD)2
+
4f ′0(vφ0)
Φ
∫ vtr
0
I
dv∗φ
dI
Ct(I)dI +
2f0(vφ0)
〈n〉Φ
∫ vtr
0
(vtr − I)dn
∗
dI
Ct(I)dI
+
f
′′
(vφ0)
Φ
∫ vtr
0
I2
[
1 + 3
(
dv∗φ
dI
)2 ]
Ct(I)dI +
4f ′0(vφ0)
〈n〉Φ
∫ vtr
0
I(vtr − I)dn
∗
dI
dv∗φ
dI
Ct(I)dI
+
f0(vφ0)
〈n〉Φ
∫ vtr
0
(vtr − I)2d
2n∗
dI2
Ct(I)dI. (A.12)
Now, it is clear that χa converges towards a finite limit when vtr → 0 provided that dn∗/dI
and Id2n∗/dI2 (and more generally I l−1dln∗/dI l) remain bounded when I → 0 (while dv∗φ/dI
29
is necessarily bounded since we assumed |dv∗φ/dI| < 1). When this condition is fulfilled, the
lowest order nonlinear correction to χa is proportional to
√
Φ. For a homogeneous plasma
this entails that v∗φ(I)− vφ0 ∼ ηvI when I → 0, where ηv is a constant. Moreover, in a few
lines, we will show that ηv ≪ 1, which vindicates our choice to focus on the situation when
|dv∗φ/dI| < 1.
Let us now specialize to a homogeneous plasma. By making use of the change of variables
I = vtru and of Taylor expansions to express f0(vφ) in terms of f0(vφ0), one finds at lowest
order in Φ,
χa ≈ χlin + 64
pi2
ηvf
′
0(vφ0)
[∫ 1
0
uCtdu− 1
3(kλD)2
]
+
√
Φf
′′
0 (vφ0)
(kλD)2
[
1.125 +
64
pi3
(1 + 3η2v)(kλD)
2
∫ 1
0
u2Ctdu− 128η
2
v
3pi3
]
(A.13)
Evaluating the integrals numerically yields the following approximate value for χa,
χa ≡ χ0 +
√
Φδχ, (A.14)
with
χ0 ≈ χlin − 1.5ηvf ′0(vφ)/(kλD)2, (A.15)
δχ ≈ (1.09 + 4.84η2v)f
′′
0 (vφ)/(kλD)
2. (A.16)
Note that, limΦ→0 χa = χ0 6= χlin. Consequently, vφ0 6= vφlin . This is one defect of adiabatic
formulas, they do not converge towards the linear limit when Φ→ 0. However, the difference
between χ0 and χlin is very small so that, in practice, vφ0 ≈ vφlin .
Let us now provide an approximate solution to the dispersion relation, in the limit Φ→ 0.
To do so, we use the expansion, vφ ≈ vφ0 + ηvvtr. Then, the dispersion relation 1 + χa = 0
reads,
ηv ≈ −pi
4
δχ
∂vφχ0
≈ −(0.86 + 3.80η
2
v)f
′′
0 (vφ0)
(kλD)2∂vφχ0
. (A.17)
When f0 is a Maxwellian, the expression for χlin is known [24]
(kλD)
2χlin = 1− vφe−v2φ/2
∫ vφ
0
eu
2/2du, (A.18)
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which, using 1 + χlin(vφlin) = 0, yields,
(kλD)
2∂vφχlin =
(ωlin/ωpe)
2 − 1− (kλD)2
vφlin
. (A.19)
Therefore, Eq. (A.18) reads,
ηv ≈ − vφlin(0.86 + 3.80η
2
v)f
′′
0 (vφ0)
(ωlin/ωpe)2 − 1− (kλD)2 − 1.5ηvvφlinf ′′0 (vφ)
. (A.20)
2. The wave amplitude decreases towards Φ ≈ 0 in a homogeneous plasma
When the wave amplitude keeps on decreasing, the contribution to χa from the trapped
electrons assumes the same expression as that derived when the wave grows. Hence, when
the plasma is homogeneous,
χt ≡ δχt + 16f0(vφ0)
3pi
√
Φ(kλD)2
, (A.21)
with
δχt =
1
Φ
∫ vtr
0
[
f0(I + v
∗
φ)
(
1 +
dv∗φ
dI
)
+ f0(v
∗
φ − I)
(
1− dv
∗
φ
dI
)
− 2f0(vφ0)
]
Ct(I)dI. (A.22)
From the results obtained in Paragraph A1 a, we know that δχt converges towards a finite
limit when Φ→ 0.
As regards the untrapped electrons, using Eqs. (5), (9) and (10), one finds,
χu ≡ δχu1 + δχu2 + δχu3 + δχu4 −
4
3pi
√
Φ(kλD)2
[2f0(vφ0) + f0(2vφ − vφ0) + f0(3vφ0 − 2vφ)] ,
(A.23)
where
δχu1 =
1
2Φ
∫ +∞
vtr
[
f0(I + vφ + v
∗
φ − v
′
∗
φ )− f0(vφ0)
]
CudI, (A.24)
δχu2 =
1
2Φ
∫ +∞
vtr
[
f0(v
′
∗
φ + v
∗
φ − vφ − I)− f0(vφ0)
]
CudI, (A.25)
δχu3 =
1
2Φ
∫ +∞
vtr
[
f0(I + vφ + v
′
∗
φ − v∗φ)− f0(2vφ − vφ0)
]
CudI, (A.26)
δχu4 =
1
2Φ
∫ +∞
vtr
[
f0(3v
∗
φ − v
′
∗
φ − vφ − I)− f0(3vφ0 − 2vφ)
]
CudI, (A.27)
where we recall that v∗φ is the wave phase velocity when the orbit has been trapped, and v
′
∗
φ
is the EPW phase velocity when the orbit has been detrapped. From the results obtained
when the wave was growing, we know that dv∗φ/dI remains bounded when I → 0. If this is
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also true for dv
′∗
φ /dI, each δχui (1 ≤ i ≤ 4) remains bounded when Φ→ 0. Then, for small
wave amplitudes,
δχa ∼ 4
3pi
√
Φ(kλD)2
[2f0(vφ0)− f0(2vφ − vφ0)− f0(3vφ0 − 2vφ)] . (A.28)
Now, since vφ does not converge back to vφ0 , the right-hand side of Eq. (A.28) diverges as
1/
√
Φ when Φ → 0. The only way to cancel out this divergence with the δχui’s is to let
dv
′∗
φ /dI diverge as 1/I, which means that vφ should diverge logarithmically when Φ decreases
to zero.
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