A characterization of the spread of a normal matrix is used to derive several simple lower bounds for the spread. Comparisons are then made with several known bounds.
INTRODUCTION
We are interested in estimating the maximum distance between two eigenvalues of a given n x n matrix. For the matrix A with eigenvalues h ,,"', X,, we let s(A) = max]X, -Xi] (1.1) i.j denote the spread of A. Bounds for s(A) have been given in [l] and [5-91. In particular, Mirsky [6] has presented the following characterization for the spread. where the upper bounds above are taken with respect to all orthonormal vectors u, 2).
If we let
denote the numerical range of A (e.g. [3]), then it is well known that for normal matrices, W(A) is the convex hull of the spectrum of A, denoted co a( A). Thus the equality in (1.2) follows, and moreover the sup is attained if we choose u and v to be the eigenvectors corresponding to the eigenvalues for which the max is attained in (1.1). In fact, it is clear that this relation holds whenever W(A) = co a( A). A characterization of such matrices A is given in [31. By compactness and continuity, the sup is attained in (1.3) as well. In [2] it is shown that, for any A, sup I(u,Av)j=m~nllA-~ZIl,p, 
(1.6) Lower bounds for general matrices are given in [lo] .
For matrices with real eigenvalues h, > . . . > X n, we get that s(A) = X, -X ,,. Thus lower bounds for X 1 and upper bounds for h ,, provide lower bounds for s(A). For example, in [4] it is shown that, for A Hermitian,
This lower bound is improved in Theorem 2.1.
LOWER BOUNDS FOR THE SPREAD
Given a Hermitian matrix A, the Rayleigh principle states that the spectral radius IU*AUI
Thus, evaluating the Rayleigh quotient u*Au/u*u, for any choice of u, yields a lower bound for p(A). In particular, choosing u = e = (1, 1,. . , 1)' yields the lower bound (2.2) Merikoski [4] shows that (2.2) is a particularly good estimate when A is real, nonnegative elementwise, and symmetric. From Theorem 1.1, we see that any choice of u, 0 orthonormal yields a lower bound for the spread s(A). For example, Mirsky [6] notes that choosing u = ei, and v = ej, the ith and jth unit vectors respectively, with i z j, yields (for A Hermitian) The result now follows by noting that s( -A) = s(A). n
The above lower bound for s(A) is extremely easy to calculate. Note that it differs from the lower bound for the spectral radius in (2.2) only in that the diagonal elements are ignored and l/ n is replaced by the larger l/( n -1). Moreover, the bound is attained when A = J, the matrix whose elements are all equal to 1. In Section 3 we will see that the bound (2.4) is particularly good when A is nonnegative elementwise and symmetric. Now consider the partitions defined by the disjoint sets I, J, K 0 #Zc {l,...,n}, 0 #JC {l,...,n}\Z, K = {l,...,
n}\(ZUJ)
Let s and t denote the cardinality of I and J respectively. We then get:
Suppose that I, J define a partition as above. Proof.
Let u = (l/fi)& ~ ,e, and u = (f/vG)EjE Iej. Then (2.6) follows from (1.2), while (2.7) follows from (1.3). w
The above bounds depend on the choice of the partition defined by I and J. In Section 3 we provide simple strategies for choosing a partition. This is a maximum for (Y = r. This proves (2.13); (2.14) foIlows by choosing aj = 1 for j < [(n + I)/21 in (2.15) or by the Cauchy-Schwarz inequality. The normal case follows similarly using the inequality in (1.2). n Note that (2.10) in Theorem 2.3 resembles (1.12), but (2.10) uses the variance of the row sums whereas (1.12) uses the variance of the eigenvalues themselves, found from trA and trA2. Theorem 2.3 is proved using an optimization problem. We find the best possible choice in (1.2) and (1.3) for the vector u once the vector I.I = e is chosen. Thus Theorem 2.3 provides better bounds than Theorem 2.4.
COMPARISONS OF BOUNDS
In this section we compare several of the bounds presented above. The comparisons are done using 50 10 X 10 real, symmetric matrices. The matrices are chosen using a uniform random number generator on [0, 11, The test is preformed twice, once for nonnegative (elementwise) matrices and once for general symmetric matrices.
The 
