ABSTRACT This paper proposes efficient error concealment (EC) algorithms that use a spiral-like pixel reconstruction (SPR) scheme on the H.264/AVC joint model simulation platform. The algorithms provide low complexity and high accuracy, and their subjective and objective evaluation results are superior to those of extant EC algorithms. First, edge matching is applied to the boundary of lost macroblocks (MBs). Second, the directional edge group with the highest magnitude is selected and symmetric pixel referencing is performed along its orthogonal symmetry axis. Finally, the lost MBs are estimated using the novel SPR scheme with reference mode selection according to the edge ratio. Experimental results revealed that, compared with the extant edge-oriented PR approaches of EC, the proposed total-and partial-spiral ordering modes in pixel referencing can be used to reconstruct lost MBs, with a desirable decoder peak signal-to-noise ratio and high visual quality.
I. INTRODUCTION
Multimedia video transmission applications differ from video storage applications. Thus, integrating the two areas in a suitable manner is critical for video compression and communication. Currently, H.264/AVC [1] , [2] is the most widely used video compression technology in consumer video recording, storage, and transmission and has been developed by the Joint Video Team of ISO MPEG and ITU-T VCEG [3]- [5] . Compared with older video coding standards, H.264/AVC enhances compression performance substantially and can be used with robustness in different applications (e.g., video camcorder applications, digital TV broadcasting, Internet TV, and video-on-demand).
In the video coding layer, H.264/AVC uses a 16 × 16 macroblock (MB) as the minimum processing unit, and the MBs are grouped into slice groups, with individual slices of a frame comprising a single shot. Five types of coding slices exist, namely I, P, B, SP, and SI. The I and P slices, which are the most frequently used slice types, were used in this study. The B slice is employed for multidirectional frame prediction using multiple motion vectors (MVs). The SP and SI slices are specially coded and enable efficient switching between video streams and random access for video decoders [6] . A slice group is a subset of MBs in a coded frame, which contains one or more slices such as intraframes and interframes (i.e., I-frames and P-frames, respectively). Using the interleaving technique of flexible MB ordering for rearranging and assigning the pixel location can prevent successive loss of MBs in the assignment location. H.264/AVC defines three functional categories: baseline, main, and extended profiles.
The removal of spatial and temporal redundancy can reduce the amount of data, and when data compression occurs through a data transmission error, the video image quality is restored; this causes serious degradation of wireless transmission, such as multipath fading and noise jamming, resulting in the phenomenon of diminishing information. Several solutions have been presented for this problem, including automatic repeat request [7] , forward error correction [8] , error resilience [9] , [10] , and error concealment (EC) [11] - [13] . These approaches are used for controlling errors in order to preserve the video quality during transmission. EC is one of the most efficient techniques because it uses image processing methods as well as frame relevance characteristics for recovering impaired information. In addition, it does not yield redundant data for transmission. On the client side, lost information can be recovered using referencing and interpolation techniques.
Compared with the error correction technique [7] , EC does not reduce the efficiency of video coding. EC typically prevents quality degradation because of long and continuous errors that may occur in a wireless transmission environment; by contrast, the error correction method cannot recover image quality perfectly. Therefore, EC can typically be used as an assistant technique for error correction. The main advantages of EC are as follows: no increase in the amount of data on the client side, and improvement and recovery of the quality of a video frame. The greatest difficulty in managing EC for I-and P-frames is reconstructing edge information on the boundary of an impaired MB.
H.264/AVC uses linear interpolation methods, the four reference points of which are selected from the boundary of adjacent MBs in horizontal and vertical directions. However, the reference direction is too ordinary; hence, a valid result can be obtained only when the block has vertical and horizontal edges. Therefore, for reconstructing edge information in each direction, the edge matching method is used on the surroundings of an MB according to the properties of edge coherence in the spatial and temporal domains.
A. RELATED WORK
EC can typically be divided into three schemes: spatial EC (SEC) [14] - [17] , temporal EC (TEC) [18] - [26] , and spatiotemporal EC (STEC) [27] - [30] .
The SEC scheme utilizes spatial domain information in a frame for reconstructing a distorted and damaged area. Several studies have presented various types of SEC schemes such as fast, efficient SEC [14] , sequential direction interpolation (SDI) [15] , and multidirectional SEC [16] . However, information in the frame is typically limited, because smooth and stable changes in the spatial domain cause difficulty in reconstructing lost information. Therefore, an MB is highly correlated with its boundary pixels. If the SEC scheme is adopted, the frame must contain no distorted or noise-corrupted conditions for achieving an effective recovery.
The TEC scheme that considers temporal information can be used to overcome the disadvantages of SEC. The preceding and following reference frames are used to recover impaired MBs. SEC applies an MV and edge direction information for interpolating the pixels through algorithms such as the efficient MV interpolation algorithm [18] . However, the TEC scheme also has certain problems. For example, a frame containing numerous variations results in an incorrect MV and reference pixel. In addition, when the edge profile is not salient, the TEC scheme cannot restore the edge direction accurately. To address these problems, the boundary matching algorithm (BMA) [19] can be used, which calculates the minimum sum of absolute differences along the pixelwise boundary between the impaired MBs and the candidate replacements in the H.264/AVC JM decoder [31] . A modified version of BMA was presented by Deng et al. [34] , in which the edge directions of pixels surrounding the lost MB are used to recover the lost information. This method can be used to determine spatial distortion of the pixels on the boundary of the reference MB along the corresponding edge directions. However, the modified BMA is unable to efficiently recover the lost information with large MBs, such as the 16 × 16 MB.
Certain approaches used to achieve optimal efficiency involve building a parameter model such as edge-directed EC [20] , hybrid STEC [21] , and autoregressive model EC [22] . The process of model building is intensively time consuming and cannot handle video frames that are newer than the used building model. Currently, state-of-the-art TEC methods such as depth image-based TEC [23] and depth-assisted TEC [24] utilize depth information to divide frames into foreground and background frames by using the corresponding MB to identify the correct MV and edge information.
The STEC scheme determines the corresponding MB from the I-frame and P-frame and calculates the differences in the boundary. On the basis of these values, the decoder enables the selection of a more suitable MB candidate for managing pixel reconstruction (PR). In recent years, numerous STEC schemes have been proposed, such as the spatiotemporal boundary matching algorithm (STBMA) [27] , efficient STBMA [28] , and motion recovery using iterative dynamic-programming optimization [29] . Nevertheless, such methods are typically limited to the common resolutions of video frames (e.g., QCIF and CIF), and these algorithms are also highly complex. Moreover, when the edge of the video frame is smooth and unclear, PR cannot be performed efficiently.
However, the error correction technique has become mature. Therefore, the occurrence of consecutive errors is rare. This paper focuses on the problems of independent and nonadjacent error patterns. Moreover, the paper presents an analysis of the edge ratio threshold that can facilitate realizing EC applications robust to diverse contexts of video frames while still preserving edge information. In this study, lost MBs were estimated using a novel spiral-like PR (SPR) scheme with reference mode selection according to the edge ratio. The experimental results revealed that the proposed total-and partial-spiral ordering modes in pixel referencing can be used to reconstruct lost MBs with both a desirable decoder peak signal-to-noise ratio (PSNR) and high visual quality. The flow diagram of the proposed system is presented in Fig. 1 .
B. ORGANIZATION
The rest of the paper is organized as follows. A novel SPR method is presented in Section II. The details of the proposed STEC algorithms are presented in Section III. A comprehensive evaluation of system performance and the experimental results are presented in Section IV. Finally, the conclusions are drawn in Section V. 
II. SPR METHOD
PR is the primary component in the EC algorithm. Numerous modes are available for achieving PR. However, determining whether a reconstruction should be conducted using the edge or nonedge parts is difficult. Therefore, nonrelevant information is referenced during reconstruction, potentially generating undesirable results (e.g., the formation of nonconsecutive frames and blocking artifacts). This study proposes an SPR method that can be used for reconstructing a video frame with surrounding undamaged pixel information by referencing the intact MBs around the damaged regions.
Reconstruction is typically based on an edge-orthogonal symmetry mechanism with a global spiral order, which is called total-spiral mode (TSM). However, the TSM is ineffective for finer edge contours and is no longer desirable because of the increasing demand for high-definition images.
To address these problems, this study proposes a subregional partial-spiral mode (PSM) as an extension of the TSM. This method utilizes reconstructed edges and their orthogonal symmetry axes to divide an impaired MB into subregions and performs PR along the various directional edges within the subregions. In addition, PR can be performed using directional interpolation on the I-or P-frame. Therefore, EC not only processes missing information on a single frame but also references backward and forward on P-frames. The MV can be used for finding the corresponding edge information within the MB to ensure accuracy after edge reconstruction. The proposed SPR method has low computational complexity and yields a superior EC result. Furthermore, this method is not restricted to the frame condition in either temporal or spatial domain methods. Although the method performs interpolation along different directional edges in the spatial domain, the system also differentiates between the edge and nonedge parts of regions, and it utilizes temporal information to manage the reconstruction.
A. EDGE MATCHING THROUGH SPATIAL COHERENCE
This method is suitable for MB reconstruction with single or multiple edges. First, we use an edge detection algorithm to identify the edges of 4 × 4 blocks around an impaired MB and divide these edges into groups on the basis of whether they have identical or similar directions. Next, we calculate the pixel value difference among the edges of the same group and assign the edge with the minimum difference to the group of directional edge k, which is to be referenced in the edge reconstruction process. Once the edges are assigned to groups, they are excluded from subsequent matching. The smallest unit of a group is two edges; therefore, if a group contains an odd number of edges, the unmatched edge after matching is disregarded. Although applying this method may lead to incorrect edge matching in extreme cases, our results suggested that the method reduces the probability of incorrect labeling of the edges. As shown in Fig. 2(a) , on the basis of the mentioned description and the prediction of its direction, Edge 1 is considered to belong to the same directional edge group as Edge 2. After the two edge groups (Edges 1 and 2) are matched, the remaining edge (i.e., Edge 3) is disregarded because no other edge exists for a comparison in terms of the pixel value or predicted direction. The edge matching of 4×4 blocks around the impaired MB is expressed in (1):
where ε * denotes the label of each edge after matching, ε denotes the label of each edge detected using the edge detection algorithm, δ s (ε) denotes the edge slope difference of edge ε, and δ m (ε) denotes the pixel value difference of edge ε, where δ s (ε) and δ m (ε) are calculated using (2) and (3), respectively.
where P ε,y and P ε,x denote the gradient changes in the y-and x-axes, respectively, of the pixel on edge ε; q ε,y and q ε,x respectively denote the gradient changes in the y-and x-axes of the pixel within the edge block corresponding to P ε,y and P ε,x ; p ε,i denotes the ith pixel value on edge ε; and q ε,i denotes the pixel value within the edge block corresponding to p ε,i , as shown in Figs. 2(b) and 2(c).
B. EDGE-ORTHOGONAL SYMMETRY MODE FOR PIXEL REFERENCING
First, we apply an edge detection algorithm for MBs around the independent and nonadjacent impaired MB. Second, edge matching is utilized to identify suitable edges as references for direction reconstruction. Third, we determine all edge directions in the MB by removing the successfully matched edges (i.e., matched edges that no longer serve as a reference for the next group). Fourth, we select the directional edge group with the highest magnitude and perform edge correspondence and symmetric pixel referencing along its orthogonal symmetry axis, as shown in Fig. 3 (a).
C. PR METHOD
PR is a critical step in EC. Numerous modes are used in H.264/AVC JM. However, because of the lack of contextual meanings on edge or nonedge parts for MB, irrelevant information could be referenced during PR, which may generate undesirable results (e.g., nonconsecutive frames or blocking artifacts).
This paper proposes the SPR method to resolve these problems. On the basis of the aforementioned procedures such as edge matching and pixel referencing, this method performs PR for edge and nonedge regions separately. PR is performed on the edge part by referencing all edges around the MB. After edge matching, the pixels in the nonedge part are reconstructed using the SPR method in the block from the exterior to the interior (i.e., from the outermost part to center point) in a clockwise manner. Procedure 1 presents the pseudocode of the proposed SPR method.
In the SPR method, unexpected references can be avoided, and certain pixels that already have their own value or have been reconstructed through symmetry referencing (i.e., symmetry mode) can be neglected. This effectively replaces the priority of pixel selection during edge reconstruction. A 4 × 4 block [ Fig. 3(b) ] is used to demonstrate this order.
In addition, compared with the conventional H.264/AVC scan mode (e.g., zigzag or scanline) shown in Fig. 4 , the proposed SPR method can reference more adjacent relevant pixels and their values during reconstruction; thus, the reconstructed image has more continuous edges, yielding a superior result.
D. EDGE RATIO SELECTION
The Canny edge detector [33] is used to determine the number of edges around the MB and subsequently determine the ratio of edges inside the block. According to the ratio distribution, the pixels (except for those on the edges) are reconstructed sequentially (not under the symmetry mode) if they reach a certain edge ratio, whereas a pixel is reconstructed under the symmetry mode if it is lower than the edge ratio. This threshold mechanism can facilitate a more consistent image reconstruction process and simultaneously reduce the computational complexity.
For example, when a region is smooth and without edges, the symmetry mode is adopted for image reconstruction. This implies that when the reconstruction of half of the image pixels is complete, the reconstruction of the other half is also complete. This method copies the reconstructed pixels and employs them to replace the unreconstructed pixels on the symmetrical side so that the corresponding pixels on the other side are filled, as shown in Fig. 5 . VOLUME 6, 2018 FIGURE 5. Example of PR using symmetry mode (the symbol '' * '' represents the pixel reconstructed from the symmetry mode). 
E. COMPUTATION OF THE EDGE RATIO THRESHOLD
Regarding the edge ratio, the ratio of each edge inside the MB acts as the foundation for reconstruction. The ratio is compared with a threshold: If it is greater than the threshold, Mode 1 is selected (i.e., except for those on the edges, all pixels are reconstructed sequentially using interpolation), whereas if it is less than the threshold, Mode 2 is selected (i.e., the edge orthogonal symmetry mode is adopted for reconstruction). The edge ratio is calculated as ρ = Y /N, where ρ denotes the ratio of edge pixels within the MB, Y denotes the pixels on the edge, and N represents the number of pixels in a 16 × 16 MB (i.e., 256).
III. PROPOSED EC ALGORITHMS A. SEC USING TSM AND PSM METHODS
Edge matching, pixel referencing, and PR enable determining the corresponding edges, calculating the edge magnitude to select the edge with the highest value and the orthogonal symmetry axis (i.e., perpendicular bisector) of the edge, and performing symmetric PR based on the axis through interpolation, respectively. This section presents an SEC algorithm based on the TSM and PSM methods.
As shown in Fig. 6(a) , we assume that Edge 1 has the highest magnitude, and the dark contour represents the order of symmetric PR. Similarly, when Edge 2 ( Fig. 6(b) ) has the highest magnitude, the light-gray contour indicates the reconstruction order. Because each MB in the video frame has a different edge orthogonal symmetry axis as its axis of symmetry, the starting point of reconstruction also differs. By contrast, the PSM method extends the concept of global spirals (i.e., TSM) to local spirals. The subregions, divided by the edge with the highest magnitude and its orthogonal symmetry axis, are reconstructed simultaneously using the spiral mode. Fig. 7 illustrates two examples of partial-spiral PR ordering.
According to our observations, the results of this algorithm are satisfactory. However, because this algorithm does not use any temporal information for enhancing reconstruction, it results in missing edges if the edges do not cross the MB or exist in an isolated MB. Therefore, we adopted the temporal information presented in Algorithm I. This method is called total-spiral STEC (T-STEC).
B. ALGORITHM I: TOTAL-SPIRAL STEC
The steps in Algorithm I are similar to those of the SEC scheme, except for the addition of temporal information for preserving edge completeness. With this addition, we can avoid the distortion resulting from using only spatial information, which leads to discontinuous edges inside and outside the impaired MB.
For example, in Fig. 8(a) , the marked MB shown in the Foreman video frame is the region that requires processing. After edge matching, the edge located on the eyebrow does not have a corresponding edge value because it does not cross the MB nor exist in it. These edges cannot be found after edge matching. Fig. 8(b) illustrates the results of edge detection obtained by identifying the location of the same MB in the preceding and following frames. This approach finds more than one edge within the MB, fulfilling the requirement that the number of edges after grouping must be lower than that of the detected edges. Therefore, the pixels of the detected edge in the MB can be used as a reference for reconstructing the edge of the impaired MB.
By contrast, if no edges are missing, temporal information is not referenced. For the same frame, the rule of referencing the temporal domain is identical, and each MB undergoes this step for preserving edge completeness.
Although the T-STEC algorithm yielded improvement of the efficiency of EC results, it can be improved further. Therefore, we propose the subregion partial-spiral STEC (P-STEC) algorithm, which is discussed in the next section.
C. ALGORITHM II: PARTIAL-SPIRAL STEC
In the P-STEC algorithm, the starting point of PR in the four subregions must first be determined within the impaired MB. To achieve a desirable reconstruction result, every starting point must reference the most relevant edge information around it. Therefore, we calculate the distance between each pixel and the edge, which has the greatest magnitude inside the MB, and the origin of the MB P 0,0 with the coordinates (i 0 , j 0 ). Next, we identify two pixels, the nearest and farthest pixels from the origin, as the foundation for determining the starting point. We identify the nearest pixel location to either of the two pixels, either on their left or right, or on their top or bottom. If any pair of the pixel locations has a value of zero (i.e., no reconstruction has been performed at those pixels, and thus, no pixel values are generated), the nearest pixels on the left or right, or top or bottom of the edge pixel are considered the starting point. The distance between an edge pixel and the MB origin can be calculated using (4) and (5):
where e i,j and e i * ,j * denote the two pixels closest to and farthest from the origin of the impaired MB, respectively; d min e i,j denotes the shortest distance between an edge pixel and the origin; and d max e i * ,j * denotes the longest distance between an edge pixel and the origin. Fig. 9 illustrates the subregion P-STEC in a 4 × 4 block. If a pixel to be processed already has a value during P-STEC, this pixel is skipped. This conditional mechanism increases the interpolation accuracy of PR and improves the results of symmetry referencing. Thus, the computational expense is reduced. 
IV. EXPERIMENTAL RESULTS
This section details an experiment conducted using the EC algorithms described in Section III. The test video frames used in the experiments were obtained from a CIF (352 × 288) original YUV video sequence and a highdefinition (1920 × 1080) video sequence processed through chroma subsampling with a ratio of 4:2:0, as shown in Fig. 10 .
The experiment comprised six parts. Parts 1 and 2 were designed to evaluate and compare the efficiency of EC by using the SPR in the spatial domain (i.e., SEC) and the spatiotemporal domain (i.e., STEC), respectively. Part 3 involved cross-validation of the variations in block error rates (BERs) in all I-and P-frames after applying EC to the same set of video sequences. Part 4 entailed a comparison of the EC results obtained using different quantization parameters (QPs). Part 5 involved demonstrating the ability of the proposed algorithms in managing high-quality video sequences. Finally, we compared the proposed algorithms with state-of-the-art methods in Part 6.
A. PRELIMINARY
In the experiments, the H.264/AVC JM (version 18.4) reference software platform was used. The baseline profile of the assigned encoder was as follows: IDC = 66, Intra Period = 5, Intra-16 × 16-Plane-Disable = 1, and Chroma-IntraDisable = 1.
B. EFFICIENCY EVALUATION 1) PART I: SEC COMPARISON
We compared the SEC results of the proposed algorithm with those of the H.264/AVC baseline profile [31] and SDI [15] methods. According to Kung et al. [32] , a favorable EC result VOLUME 6, 2018 can be attained only if complete information is referenced in a single frame when performing SEC; therefore, EC can be compared only in the I-frames. Part 1 emphasized applying EC mainly to regions susceptible to problems (e.g., face contours, collar edges, and wall edges). Another point of focus was to determine whether the algorithm for processing in the spatial domain remains valid when the MB in the frame has more than one edge with different directions.
For a subjective comparison, we conducted the experiment by using the Akiyo video sequence, which comprises edges that change vertically and horizontally, in addition to including a human face contour. The error regions are shown in Fig. 11(b) . When H.264/AVC was applied, pixel referencing was conducted from vertical or horizontal pixels, resulting in edge directions that were similar to those of the background edge. Most of the background edges contained only a single direction. Therefore, when both directions were referenced, discontinuous edges and blur emerged in the anchor's eyes and the background, as shown in Fig. 11(c) . When SDI was applied, although the background could be processed accurately, nonedge regions may be tagged erroneously when multidirectional edges are present in the MB. Therefore, these regions were slightly blurry ( Fig. 11(d) ). After applying TSM, although the reconstruction result of the eyes and shoulders were satisfactory, the details on the left cheek were presented symmetrically, as shown in Fig. 11(e) . In the subregional PSM method, reconstruction was performed in every subregion along the MB edge directions. Thus, missing critical edge information can be avoided through symmetric reconstruction. In the acquisition of a complete reconstruction of the human face, as shown in Fig. 11(f) , the overall results of the proposed algorithms were found to be superior to those of H.264/AVC and SDI. The PSNR of H.264/AVC was 28.55 dB and that of SDI was 28.73 dB. The PSNR values of the two proposed algorithms were 29.45 and 30.29 dB, respectively.
2) PART 2: STEC COMPARISON
On the basis of the SEC results presented in the previous section, performing reconstruction with only spatial information (i.e., information in a single frame) is clearly insufficient. During image reconstruction, discontinuous edges or conditions exist at locations where nonedge regions are mistaken for edges, thereby yielding a poor result. In this phase of the experiment, we incorporated temporal information to facilitate the reconstruction of damaged frames. This enabled the recovery of a single edge direction as well as multiple edge directions to determine the capability of reconstructing an image by adding a temporal offset. According to [15] , the spatiotemporal algorithm is suitable only for EC on P-or B-frames (B-frames were excluded from this experiment).
In Part 2, we performed STEC of content with slight motion in a series of frames. Two methods, BMA [19] and STBMA [27] , were compared with the proposed algorithms. The BMA determines candidate blocks, which are used for replacing error blocks. It applies an MV and the zero displacement vector of the surrounding correct MBs, as well as edge matching to smooth the edges between the missing MB and its adjacent blocks without a salient blocking artifact, as shown in Fig. 12(c) . The STBMA is identical to the BMA, except for the addition of a smoothness condition of corresponding MBs inside and between the frames. With a weight coefficient of α = 0.5, the efficient candidate MBs can be identified.
First, we used T-STEC to test the Foreman video sequence with missing MBs, as illustrated in Fig. 12(b) . The edge discontinuity condition at the top of the hat improved markedly, as presented in Fig. 12(e) . For subregion P-STEC, in addition to edge regions being reconstructed, nonedge regions can reference the pixel information around impaired MBs with greater accuracy, thus resulting in a smoother reconstruction process in the impaired MBs, as shown in Fig. 12(f) . According to the objective data evaluation, the PSNR of the BMA was 38.12 dB and that of the STBMA was 38.93 dB; the PSNR values of T-STEC and P-STEC were 39.06 and 39.17 dB, respectively. According to the subjective observation and objective evaluation, P-STEC, when applied to this test video sequence, still outperformed the other two methods.
The next experiment was conducted with the Container video sequence. This experiment compared the EC results of T-STEC, P-STEC, the BMA, and the STBMA. A key focus point was whether the error MBs were on continuous edge lines (e.g., flagpole on the right-hand side of the image); that is, whether the missing edges in MBs can be found through edge matching. The error regions are shown in Fig. 13(b) . When the BMA was applied, the reconstruction result of the background forest and water ripples was satisfactory; however, discontinuous edges or an incorrectly predicted corresponding MV in the flagpole on the multiedge ripples could occur easily, as shown in Fig. 13(c) . The STBMA computes the conditions of the smoothness of edges in the spatial and temporal domains and performs MB matching. As illustrated in Fig. 13(d) , the flagpole edge improved. Extracting the directions of the flagpole edges by using T-STEC was easy, and thus, the result of symmetric reconstruction was satisfactory, as shown in Fig. 13(e) . In P-STEC, with a smaller area of a spiral and all subregions being reconstructed independently and simultaneously, more detailed information on edge directions could be referenced. This approach yielded a continuous edge reconstruction at the ripples and flagpole that could follow the correct edge directions, as shown in Fig. 13(f) . Regarding the objective evaluation, the PSNR values of the BMA, the STBMA, T-STEC, and P-STEC were 47.96, 48.53, 48.76, and 49.14 dB, respectively.
Among the test sequences, the Coastguard video sequence was the most complex because of the ripples, and multidirectional edges and complex lines were corrupted in MBs, as shown in Fig. 14(b) . After the BMA was applied, no substantial change or distortion was observed in the ripples; nevertheless, edge discontinuity was discerned on the ship body, as shown in Fig. 14(c) . The STBMA calculates the edge difference between the I-and P-frames, and a more appropriate candidate MB can be selected for reconstruction, thereby yielding a high-quality result through EC, as shown in Fig. 14(d) . When T-STEC was applied, no significant change was observed in the ripples; however, the reconstruction result of the ship body improved, with the overall edges being closer to those in the original video, as shown in Fig. 14(e) . With P-STEC, every subregion in the impaired MBs involved the execution of multidirectional edge PR based on its surrounding edges to achieve a desirable edge recovery, as shown in Fig. 14(f) . According to the objective data evaluation, the PSNR values of the two proposed algorithms were 38.82 and 39.05 dB, respectively, which are 0.77 and 1 dB higher than those of the BMA, respectively, and 0.09 and 0.32 dB higher than those of the STBMA, respectively. In this study, the BER was defined as the number of impaired MBs divided by the total number of MBs in the frame. The impaired MB for a BER of less than 20% was randomly generated, and it was repeated 20 times, after which the average of the PSNR values was calculated. The evaluation results revealed that both T-STEC and P-STEC outperformed the BMA and STBMA. For the PSNR of the six videos, compared with the STBMA, P-STEC achieved a significant increase of 2.64, 1.73, and 0.61 dB in the PSNR values at BERs of 5%, 10%, and 20%, respectively. With certain videos (e.g., Akiyo and Hall), the PSNR value of P-STEC was similar to that of T-STEC; however, with other videos (i.e., Container and Stefan), the PSNR value of P-STEC was 0.35-0.38 dB higher than that of T-STEC.
3) PART 3: CROSS-VALIDATIONS WITH BERs

4) PART 4: CROSS-VALIDATIONS WITH QPs
Under the condition of a limited capacity or bandwidth, our objective was to maintain the size of the video bit rate stream to within the limit while improving the video quality. Therefore, a mechanism that controls the bit rate was incorporated into the video encoding system. A larger QP led to a less desirable image quality after decoding. The H.264/AVC JM reference software adopts the rate distortion (RD) optimization scheme to determine the optimal encoding mode, enabling the achievement of an optimal RD encoding efficiency level. In this part, we focused on determining whether the proposed EC method can withstand the influence of QPs. Fig. 15 illustrates the PSNR of EC executed using the BMA, the STBMA, and P-STEC for a QP assigned between 1 and 50 for the Forman sequence. The maximal difference increased evidently with the complexity of the frame change. The maximal difference in the PSNR derived for Foreman was reduced through the STBMA, with the maximal difference of Foreman decreasing from 4.36 to 3.88 dB. Thus, for videos with relatively high complexity, the goal of EC can be achieved, regardless of whether the original video has not been quantized, as indicated by a QP of 1 (thus providing extreme clarity) or it has been quantized (resulting in less desirable visual quality). On comparing P-STEC with the BMA and STBMA, we observed that P-STEC could significantly reduce the maximal difference in the PSNR derived for Foreman, Coastguard, and Container; thus, P-STEC is the optimal method among the three EC methods.
A higher QP typically results in a lower PSNR value; however, a higher QP also results in a less desirable image quality level after decoding. Therefore, after EC processing, if no appropriate QP can be identified during decoding even when the EC result is dissatisfactory, EC does not result in a major difference.
5) PART 5: EVALUATION OF HIGH-QUALITY VIDEOS
To meet the demand for high-quality images, in this part, we focused on high-definition videos such as Big Buck Bunny, as shown in Fig. 16(g) . We executed the proposed T-STEC and P-STEC by using spatiotemporal information to recover error regions. Because high-resolution videos have not been studied sufficiently, comparing our methods with extant EC algorithms for such videos is difficult. To address this problem, we used the H.264/AVC JM platform and computed the improvements achieved using our EC algorithms.
The EC results of the Bunny video sequence obtained using the proposed T-STEC and P-STEC are shown in Fig. 17 . With T-STEC, slight blocking effects were observed on the bunny's eyes and chin after reconstruction; however, overall, no significant discontinuous edge or distortion was observed. Regarding P-STEC, in addition to the edge discontinuity improvement resulting from T-STEC, the PSNR increased. The error propagation condition is shown in Fig. 17 . The PSNR curve of T-STEC and P-STEC indicated that with the progression of frames in the sequence, the PSNR value decreased incrementally. This was engendered by a more dynamic change in the background of the following video frames in the sequence. Regarding the Bunny video sequence, the results of EC performed using P-STEC and T-STEC were both satisfactory. In summary, our methods can be applied to high-definition videos for achieving satisfactory frame recovery.
6) PART 6: COMPARISON WITH STATE-OF-THE-ART METHODS
The algorithms proposed in this study save maximum time during reconstruction when a specific image sequence (such as Foreman, Akiyo, and Hall) is being processed. The main reason is that the spatiotemporal method selects the edge number condition (i.e., when the edge matching fails or when missing edges are detected) of all MBs in the entire frame. Therefore, some MBs reference temporal information to perform PR. For the same frame, regardless of whether the T-STEC or P-STEC algorithm is applied, all impaired MBs have the same rule of referencing the temporal information. The method for referencing the temporal information to reconstruct the edge pixels in impaired MBs does not involve replacing the entire MB; instead, it entails utilizing the edge magnitude and direction information of the corresponding MB in the preceding and following frames. Therefore, if the temporal information of the MB is not referenced, no additional computation cost is required.
In comparison, the edge-oriented EC methods employ the Canny edge detection algorithm, which has a relatively high complexity. Therefore, in the reconstruction of complex videos, more computational time is required compared with SDI and H.264/AVC. However, on the basis of the edge ratio threshold mechanism developed in this study for PR, the computation time can be further reduced. In addition, during MB reconstruction at certain edge angles (e.g. Foreman background wall at 45 • or Hall wall angle at 90 • ), a single MB can save almost 50% of the computation time.
Lie et al. [29] recently proposed an MV recovery method based on dynamic programming (DP), and their method outperformed the BMA by up to 7.28 dB and also outperformed the method proposed by Qian and Liu [35] by up to 1.0 dB at a packet loss rate of 15%. Nevertheless, a longer time is required because of the optimization process in DP. In our proposed algorithms, we present the efficient edge matching and the spiral-like pixel referencing methods; subjective evaluation revealed that the proposed algorithm is promising in preserving line and curve details. In addition, such state-of-the-art methods are typically limited to the common resolutions of video frames (e.g., QCIF and CIF), and the complexity of these algorithms remains high. Moreover, PR cannot be performed adequately when the edge of the video frame is smooth and unclear.
V. CONCLUSIONS
This study proposes T-STEC and P-STEC algorithms for recovering lost MBs in a video frame. The algorithms have low complexity and high accuracy, and their subjective and objective evaluation results reveal that they outperformed other state-of-the-art EC algorithms. First, the edge matching method is applied to the boundary of the lost MBs. Next, the directional edge group with the highest magnitude is selected and symmetric pixel referencing is performed along the orthogonal symmetry axis of the group. Finally, the lost MBs are estimated using a novel SPR scheme with reference mode selection according to the edge ratio. The simulation results reveal that compared with the extant edge-oriented PR approaches for EC, the proposed total-and partial-spiral ordering modes in pixel referencing can be used to reconstruct lost MBs with both a desirable decoder PSNR and high visual quality.
