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ABSTRACT 
Multiphase flows are incredibly complex systems of which we know only the basics. 
These flows are common in a variety of industrial processes such as oil pipelines, 
biochemical reactions, and food production. Due to the large array of areas affected by 
multiphase flow, understanding and modeling the hydrodynamics of these systems is 
paramount to economic success in the industrial world. As a result, to more fully understand 
multiphase flow, a method for noninvasively investigating and measuring process parameters 
must be created. 
This study will develop control software for a system capable of acquiring data for 
creating X-ray projection images, computed tomography, and stereography. The system 
development, software development, hardware integration, algorithm refinement, and system 
demonstrations will be presented. 
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CHAPTER 1: INTRODUCTION 
Flow composed of any combination of a gas, liquid, and solid phase is considered a 
multiphase flow. Multiphase flows are common in areas from processing of fuels and 
chemicals, such as hydrotreating/hydrocracking of petroleum intermediates (Reese et al., 
1999), to the production of feed, food, pharmaceuticals, and speciality materials (Chaouki et 
al., 1997). Multiphase flows are utilized in many biochemical processes due to their high 
mass transfer and solid-liquid mixing. Wastewater treatment and ethanol production are just 
two biochemical systems that utilize multiphase flows. This vast array of applications 
contribute to a large economic impact. The value of multiphase systems in the United States 
is over $625 billion (Dudukovic et al., 1999). The flow of gas through these systems is one of 
the most important factors determining the behavior of the system. The complexity of the 
hydrodynamics that occur in multiphase flows, however, provide substantial difficulty in 
understanding and identifying the characteristics that are important for process 
improvements. The methodology adopted for system design is largely based on rules of 
thumb and intuition. Process parameters such as gas bubble diameter, distribution, and gas 
holdup play critical roles in process efficiency, but the link between micro and macro-scale 
has not been clearly established. Understanding the hydrodynamics in a multiphase flow 
system is still greatly dependent on the availability of a measurement system (Warsito et al., 
1999). 
A variety of techniques are currently available for identifying internal flow 
characteristics; both invasive and noninvasive. Invasive methods, however, inherently have 
the potential to alter the flow. Therefore, the results provided by invasive methods have 
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varying uncertainty concerning the flow conditions present. Noninvasive methods do not 
alter the flow, and thus provide a means of analyzing the internal flow characteristics. These 
methods include, but are not limited to, X-ray or y-ray radiation, electrical 
impedance/capacitance, and ultrasound methods. 
Experimental systems must be able to quantify the important process parameters and be 
able to represent the conditions present in industrial systems. Proper understanding of 
reactors is needed in order for scale-up from the laboratory to industrial size. Therefore, a 
system has been designed to investigate large-scale multiphase flow sytems (up to 32.1 cm in 
diameter). Due to limitations in component selection and spatial resolution of electrical 
impedance/electrical capacitance systems, as well as limitations in the size of flows that can 
be investigated by ultrasound, a system utilizing X-ray radiography was developed to analyze 
large-scale multiphase flow systems (32 cm). This thesis will focus on the software 
development that is required for the X-ray imaging system. 
1.1 Noninvasive Methods 
1.1.1 Radiation Methods 
Ionizing radiation based methods make use of X-rays or y-rays. Figure 1.1 shows a basic 
radiation based system. The system requires a radiation source and a means of detecting the 
attenuation of the source intensity. As the radiation passes through an object of interest, the 
intensity is attenuated. The amount of attenuation is affected by object properties such as 
density and atomic number. 
3 
Radiation 
Figure 1.1: Basic radiography system. 
Radiation based methods have good spatial resolution (typically 0.25 x 2 mm2) and 
methods have been developed to utilize these projection images, and include computed 
tomography and stereography imaging (see section 2.1 ). X-rays and y-rays pose greater 
safety risks, and require safety shielding around the area in which X-rays and y-rays will be 
present. This contributes to not only greater space requirements but also an increased cost 
when compared to ECT and ultrasound systems. Also, typically radiation based systems have 
a limited time resolution due to the exposure times required for imaging. Figure 1.1 shows a 
basic radiation based system. The system requires a radiation source and a means of 
detecting the attenuation of the source intensity. 
Radiation based methods have been widely used to noninvasively study multiphase 
flows. Shollenberger et al. ( 1997) utilized gamma based methods to image 19 and 48 cm 
diameter two phase flows and found gas holdup results in accordance with those of other 
researchers. Dudukovic et al. (Kumar et al, 1997; Chaouki et al., 1997; Dudukovic, 2003) 
have also done a considerable amount ofresearch utilizing gamma-densitometry, on columns 
ranging in diameter from 14 cm (6 inches) to 44 cm (18 inches). Gas holdup was observed to 
increase with increasing superficial velocity. Hervieu et al. (2001) developed an X-ray based 
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system for air-water flows for investigating a 0.8 cm x 0.8 cm square column. Hulme and 
Kantzas (2004) developed a system for determining bubble diameter and axial velocity with 
an effective resolution of 0.1 x 0.1 mm in a scaled down fluidized bed reactor of 10 cm 
diameter. The motion of a multiphase flow has been analyzed by Seeger et al. (2001, 2002). 
In these studies, Seeger utilized a method called X-ray Particle Tracking Velocimetry 
(XPTV). XPTV seeds the liquid with X-ray absorbing particles which have the same density 
as the liquid. These specially designed 2 x 2 x 2 mm3 polyurethane foam particles with a lead 
alloy insert allowed the researchers to track the motion of the water inside an 11 cm column. 
1.1.2 Electrical Impedance Methods 
Electrical impedance tomography (EIT) is a noninvasive technique for imaging the 
distribution of an electrical property within a medium (Chaouki et al., 1997). These 
properties include capacitance (electrical capacitance tomography or ECT), resistance, 
inductance, and eddy current. These characteristics of the flow are measured via pairs of 
electrodes placed around the test section. By pulsing alternating current through one pair of 
electrodes and measuring the voltage at the other pairs of electrodes, and repeating this for 
every combination, a measurement of the distribution in the column can be created. 
Capacitance sensing is suitable for electrically insulating multiphase systems, while 
resistance and inductance systems are suitable for flows which contain electrically 
conducting materials. Figure 1.2 below shows the basic schematic of an ECT /EIT system. 
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Figure 1.2: Picture of EC/EI basic system. 
ECT systems have been utilized in a variety of multiphase flow applications from oil 
pipelines to trickle bed reactors (Chaouki et al., 1997). The primary advantage of using this 
method is the fine temporal resolution. Commercially available systems can capture CT data 
sets at up to 100 frames per second or greater (Byars 2005). Additionally, ECT results on 
local gas holdup have compared very well to results from pressure transducers (Fransolet et 
al., 2001; Warsito and Fan, 2001; Warsito and Fan, 2003). A system such as this, constructed 
by Warsito and Fan (2001) displayed real-time data sets for an air, norpar (paraffin), and 
glass bead flow. In a IO cm diameter column, bubbles of only 5-10% of the column diameter 
could be measured. Hence, the spatial resolution of ECT systems is not very good. However, 
ECT is relatively safe when compared to radiation methods and additional safety shielding 
around the instrumentation is not required. 
Chaouki et al. (1997) cite the best ECT resolution as 1 x 2.54 cm2 in a multiphase flow 
system with a diameter of 15.4 cm (6 inch). Also, because the sensors are integrated into the 
wall of the column, sensors must be integrated into each axial area in which measurements 
are desired. Furthermore, the materials that can be studied in these systems are limited. 
Careful selection of the multiphase flow components with large differences in dielectric 
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constants are needed for proper imaging with ECT. If the components of the flow do not 
have large differences, the data will be unusable. Finally, systems operating at high 
temperatures also pose difficulty for EI/EC instrumentation. Because of the strong 
dependence of many electrical properties on temperature, as well as the instrumentations 
ability to operate in conditions of high temperature, many challenges arise as a result. 
1.1.3 Ultrasound Systems 
Ultrasound utilizes a high frequency (greater than 10 kHz) sound signal to determine 
various multiphase flow characteristics by measuring the transmission or time of flight of the 
ultrasound beam. The attenuation of the ultrasound beam is similar to that of radiation. 
Figure 1.3 shows the schematic of a basic ultrasound system. The transducers are located on 
the outside of column, and one sends an ultrasound beam to the other transducer. 
\. 
""'-.___ . .........____ 
Figure 1.3: Schematic of ultrasound system in a pitch catch configuration. 
Ultrasound is compatible for systems with low flows (low gas holdup) with void fractions 
around 10-15% (Chaouki et al., 1997, Warsito et al. 1999). Warsito et. al (1999) utilized 
ultrasound in a 14 cm (5.5 inch) diameter system using a signal range of 100 kHz - 25 MHz 
to visualize air bubbling through water. A spatial resolution of 3% of the total diameter was 
achieved. 
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One of the advantages of using ultrasound, like ECT/EIT, is the higher level of safety 
when compared to radiation based methods. Ultrasound instrumentation does not require 
safety shielding and involves only high frequency sound waves. 
Other considerations are the size of the column, time resolution, and operating 
temperature. Large diameter test sections are not recommended because the allowable 
distance between the transducers is too large. Furthermore, high void fractions cause 
problems because the of the effects of multiple scattering become too high. High temperature 
applications are not recommended as well. Many of the materials that are typically used for 
the ultrasound transducers are adversely affected by high temperatures, however some 
research is being conducted into high temperature probes (Soong et al., 1996). 
1.2 Goals 
X-ray based radiography was chosen for a noninvasive system for several reasons. First, 
an X-ray based system allows a wide range of realistic multiphase flow systems to be 
analyzed. Other objects can also be investigated. Although EIT/ECT methods provide a 
better temporal resolution, an X-ray based system and ultrasound systems offers other 
advantages, namely they do not require the source or detector to be integrated into the flow 
system itself. This allows different multiphase flows to be analyzed without requiring each 
system to have EI/EC sensors integrated into them. There is also no requirement on the 
components of the multiphase flow, such as large differences in dielectric constants. Spatial 
resolution is important as well, because flow parameters such as bubbles size are of interest. 
The spatial resolutions of X-ray systems and ultrasound systems are superior to that of an 
EI/EC based systems. However, multiphase flows often deal with large void fractions and 
complex flow structures which cause difficulties for ultrasound based systems, and are more 
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easily investigated using X-ray based systems. Finally, an X-ray based system is also 
preferable to y-based methods because of the reduced shielding. 
The goal of this research is to develop software for a system capable of acquiring data for 
creating X-ray radiographs, computed tomography, and stereography for large-scale 
multiphase flows. Utilizing these methods, process parameters such as bubble distribution 
and size will be possible. Furthermore, stereography will provide a means of tracking the 
motion of the flow. The capability of acquiring time-averaged results from computed 
tomography, as well as the ability to acquire time-resolved stereographic data, is unique to a 
system capable of visualizing flows of this size. Because this system will be constructed from 
the ground up, new hardware and software are required to achieve the desired results. System 
development will involve software development, hardware integration, algorithm refinement, 
and demonstration procedures. 
1.3 Thesis Overview 
Chapter 2 overviews and details the computed tomography and stereography processes. 
Chapter 3 summarizes the hardware used in this system and the software implementation. 
Problems encountered during software development and solutions are also provided in this 
chapter. 
Chapter 4 presents the verification procedures and results of these procedures. 
Additionally, the CT capabilities of the system are demonstrated, and their results for 
different multiphase flow conditions are analyzed and presented. 
Chapter 5 summarizes this work, presents conclusions, and discusses future system 
improvements and considerations. 
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CHAPTER 2: 3D CT and Stereography System and Process 
In this chapter, the processes of computed tomography and stereography are discussed. 
·with the images obtained through X-ray projection radiography, data can be gathered and 
then used for computed tomography and stereography. Computed Tomography (CT) 
provides a means of creating a time-averaged three dimensional density distribution of a 
multiphase flow. With this data, overall flow patterns and trends can be observed, and factors 
such as gas holdup (volumetric gas fraction) can be determined. Stereography, however, 
provides a means of visualizing dynamic flow characteristics such as bubble rise velocity and 
bubble path in a time-resolved fashion. 
2.1 X-Ray Computed Tomography (CT) 
The mathematical theory of a tomographic reconstruction was first established by Radon 
(1917). This theory, called a Radon transform, shows that it is possible to determine the value 
of a function over a region of space if the set of line integrals is known for all ray paths 
through the region. Until the late 1970s, the huge computing intensity needed for the 
transform was unavailable. In 1979, Hounsfield (1979) and Cormack (1979) both developed 
the first form of Computed Tomography (CT), known as Computer Assisted Tomography 
(CAT), for use in the medical industry for visualization of bone and tissue structures in the 
human body. 
CT produces an image of a cross-sectional plane (slice) through an object. That cross-
section is a quantitative map of the linear X-ray attenuation coefficient,µ, at each point in the 
plane (ASTM, 2001 ). To create this cross-sectional slice, images of an object of interest are 
taken at several different angular orientations from 0 to 360 degrees. 
10 
Several different systems can be employed to acquire the images necessary for CT 
reconstruction. In Figure 2.1, first through fourth generation systems are illustrated (Ketcham 
and Carlson, 2001 ). First generation systems consist of a detector and x-ray source which 
must be translated to compete a full view of the object of interest. Once a full view has been 
acquired, the object is rotated and another complete image is acquired. This is repeated until 
the object has been rotated a complete 360 degrees. A second generation system uses the 
same translate-rotate geometry as the first generation system but employs several detectors 
and a fan beam radiation source. This speeds the acquisition time by allowing multiple views 
to be taken simultaneously. A third generation CT system utilizes a rotate only geometry, 
with an entire array of detectors acquiring a single view at each angular rotation. Third 
generation based systems tend to be faster than similar second generation systems, but the 
spatial resolution of these systems is dependent on the size and number of sensors in the 
detector array (ASTM, 2001; Ketcham and Carlson, 2001). Fourth generation systems are 
similar to third generation systems, but only the source rotates around the object of interest. 
This type of system is employed in most modern medical scanners. However, this system is 
typically more costly and complex when compared to first, second, or third generation 
machines (ASTM, 2001). 
11 
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X~RA Y SOURCE 
DETECTOR 
D 
Figure 2.1: Schematic illustration of different generation systems; (a) first generation, 
translate-rotate pencil beam geometry; (b) second generation, translate-rotate 
fan beam geometry; ( c) third generation, rotate-only geometry; ( d) fourth 
generation, rotate-only geometry (Ketcham and Carlson, 2001 ). 
For multiphase flows, CT provides time-averaged results. Because the scan takes images 
from a single source and detector, a large period of time is required to obtain the necessary 
number of projection images. These time-averaged results can then be used to determine 
local average gas holdup which is a parameter of interest in multiphase flows. 
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The system used in this research is a third-generation based system. The X-ray detector 
and source are rotated around the bubble column. At each rotational position, an image is 
taken, and the values for a row of pixels in the image are stored into a "sinogram" file. This 
process continues from 0 to 360 degrees, at which point all the projections needed to create a 
CT slice have been acquired. With these sinogram files, a back-projection algorithm (see 
section 3.2.4 for further description) is utilized to reconstruct the cross-sectional slice image. 
2.2 X-Ray Stereography 
Stereography is a method for reconstructing the three-dimensional coordinate of features 
of interest in a sample (Doering, 1992). This can be accomplished by analyzing two images 
of an object which are taken at a different position either due to a rotation or translation of 
the sample. With two sources and detectors, two images can be acquired simultaneously, thus 
three dimensional points of a feature of interest can be obtained as a function of time. With 
successive continuous images, the three dimensional location in each image set of a 
multiphase flow feature, such as a bubble, can be determined. Characteristics such as object 
rise and settling velocity could then be determined from this data. This provides a means for 
visualizing dynamic data three dimensional characteristics. Figure 2.2 displays the basic 
geometry of a stereography system for acquiring dynamic data. In this type of setup, the 
sources are offset by an angle a, and are located a distance D from the detectors and a 
distance d from the point of interest. The two detectors are assumed to be aligned in such a 
way that if Source I/Detector 1 is rotated by an angle a, Dectector 1 should map to the same 
location as that of Detector 2. Figure 2.3 illustrates the difference in the image displayed by 
the detectors at some given orientation, by superimposing each image on the other. 
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Source 1 Source 2 
Detector 2 
Figure 2.2: Stereography setup for imaging a single point of interest on two detectors. 
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Figure 2.3: Images received of the same point of interest, superimposed on a single image. 
From the ray that passes from each source through the point of interest, and connects the 
source to the corresponding detector, two equations representing the ray can be created. 
Utilizing matrix calculations, the coordinates of the point of interest can be obtained (Jensen 
and Gray, 2004). 
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As long as the point of interest is identifiable in both images, its corresponding three 
dimensional coordinate can be determined. Although not required, accuracy of the coordinate 
determination can be increased through the use of markers at known locations in the object of 
interest. Sherlock and Aitken (1980) were able to achieve an accuracy of 0.15 mm when 
markers were used in a small dental sample. Similar approaches have been used by Doering 
(1992) to measure points in several small static samples with an accuracy of0.1 mm. Jensen 
and Gray (2004) utilized this technique for visualizing molten aluminum flow in lost foam 
castings. 
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CHAPTER3: IMPLEMENTATION 
In this chapter, the hardware and control program for acquiring CT and stereographic 
data are discussed. Challenges and problems associated with various components of this 
system are summarized. The approach and methodology for addressing these problems are 
presented as well. 
3.1 Hardware 
Although the simplest X-ray system is composed of an X-ray source and detector, the 
system can be further broken down into its components. The system developed for this 
research is composed of an X-ray source, a detector, a method for detector signal digitization 
(camera), a frame grabber, a motion controller, and a computer. To acquire "real-time" 
stereography data, two sets of X-ray fluoroscopy equipment are needed. This translates to 
two of each of the components. 
3.1.1 Imaging System 
The X-ray sources used in this system are two LORAD LPX200 units, which are shown 
in Figure 3.1. These X-ray tubes have a focal spot of 1.5 mm. The tubes utilize a beryllium 
window, which provides a 60° horizontal and 40° vertical conical beam. The units have 
adjustable voltage (10 - 200 kV) and adjustable current (0.1 - 10.0 mA) up to a maximum 
power of 900 W (TREX Medical Corporation, 1997). Additionally, 1 mm copper filters have 
been placed over the output ports of each tube to suppress low energy radiation to reduce 
scattering and beam hardening effects. A 2.86 cm diameter collimator is used to shape the 
beam. 
Collimator 
LORAD Source 
Figure 3.1: LORAD X-ray source. 
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Shutter 
Rotation Ring 
Two Precise Optics PS164X 40.6 cm diameter image intensifiers with an output 
phosphor diameter of 35 mm, shown in Figure 3.2, are utilized in this system to convert the 
X-ray intensity into a measurable quantity. They convert X-ray photons to electrons which 
are accelerated and focused by an electromagnetic lens onto a small phosphor screen to make 
an optical image. In this manner, the X-ray flux is converted into an optical image. Image 
intensifiers were chosen for this system for several reasons. The image intensifiers are 
generally less expensive than other "real-time" solutions such as an amorphous silicon 
detector. This becomes even more apparent when evaluating the cost to size ratio. Also, the 
image intensifier requires less X-ray source power and has better time resolution than other 
imaging devices, such as a phosphor scintillating screen, making it better suited for 
stereographic imaging. 
Beam Stop 
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Image 
Intensifier 
Figure 3.2: Precise Optics image intensifier. 
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In order to digitize the image created by the image intensifiers, two DVC Co. DVC1412 
CCD cameras are used. These cameras have an effective pixel region of 1392 x 1036 pixels, 
with maximum active pixel region of 1388 x 1024 pixels. Precise Optics Pl 002-4000 
motorized lenses are used to focus the image from the image intensifiers onto the CCD 
element of the digital cameras. The cameras can be set to 4 different "binning" (resolution 
settings) modes: Ix I (1388 x 1024 pixels), 2 x 2 (640 x 512 pixels), 4 x 4 (320 x 256 
pixels), and 8 x 8 (160 x 128 pixels). Each of these different binning options also have 
corresponding real-time image frame rates of 10, 20, 40, and 60 frames per second 
respectively (DVC Company, 2003). 
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The images acquired by the DVC cameras is then sent to the computer where two EDT 
PDV C-LINK cards allow the frames of data to be stored to PC RAM memory. These cards 
provide a method for storing the frames temporarily into RAM and then they can be 
displayed to the screen or saved to the hard-drive. These cards are quite flexible and the 
amount of memory available for data storage is limited only by the host memory. Since the 
cards are PCI local bus-based, they are capable of transferring up to 220 MB per second at 
speeds of up to 66 MHz (Engineering Data Translation, 2004). 
3.1.2 Motion Control 
Rotating a multiphase flow in order to gather the necessary data for a CT scan for a large 
column is impractical. Column rotation may introduce a vortex effect on the fluid inside the 
column. Not only does rotating the column pose challenges, but the support structure would 
also need to be rotated. A rotating support would reduce the rigidity of the column, which 
could introduce unwanted vibration. Therefore, the sources and intensifiers are mounted on a 
150 tooth Rotek slewing ring with an ID of 101.4 cm, which is visible in Figure 3.1and3.3. 
This ring allows the sources and intensifiers to be rotated around the column. The ring is 
rotated by a Parker stepper motor that passes through a 14.5: 1 gearbox, which rotates the ring 
with a 30 tooth pinion. The motor is controlled by a Compumotor ZETA6412 motor 
controller. This controller is connected to the PC via the RS32 port of the computer and 
sends commands to the ZETA6412, which in tum rotates the motor (Compumotor, 1998). 
3.1.3 Radiation Shielding 
A lead-lined vault was constructed to house the equipment. The walls enclosing the vault 
are composed of 2.54 cm (1 inch) plywood attached to 0.476 cm (3/16 inch) lead. All other 
walls have 1.905 cm (3/4 Inch) plywood surrounding 0.397 cm (5/32 inch) lead. A 
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Solidworks representation of the vault is shown in Figure 3.3. Further information on the 
vault and its components can be found in Hubers (2005). 
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Figure 3.3: Solidworks representation of the X-ray vault (Hubers, 2005). 
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The computer used to collect data from the cameras is located in room 1121 Black 
Engineering, next to the X-ray vault. The language used to write the control software was 
Visual C++ v 6.0 and is discussed in greater detail in section 3.2 of this thesis. The computer 
is a Pentium 3.0 GHz, with two 250 GB hard-drives, and 4 GB of PC3200 DDR RAM and 
provides sufficient computation support. 
3.2 Software 
The software, named FxVisual for Flow X-ray Visualization, was created using Visual 
C++. Fx Visual integrates motion control and image acquisition into a user interface. This 
provides not only a means of acquiring data for computed tomography and stereography, but 
also for image analysis. Further description of the software and how to operate it is available 
in the Fx Visual Instruction Manual located in Appendix A. 
3.2.1 Image Acquisition 
Image acquisition is the fundamental method for collecting X-ray projection image data 
for use in CT and stereographic reconstruction. Figure 3 .4 shows the system overview. The 
images created by the image intensifiers are digitized by the cameras. These cameras then 
send data to the computer and are interfaced to the computer via the EDT frame grabbers. 
The EDT PCI DY C-Link boards are user configurable and allow the user to change the 
resolution mode of the camera (which will be referred to as binning). The software 
development kit (SDK) for the frame grabbers was utilized rather than the SDK for the DVC 
cameras for three reasons. Firstly, the DVC Co. SDK does not allow for the use of multiple 
cameras. This means that only one camera can be communicated with at a time. The time 
resolved stereographic data acquisition would not be possible if this SDK were employed. 
Secondly, the frame grabber SDK allows the programmer to set parameters such as buffer 
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size. Lastly, by communicating directly with the frame grabber, rather than the camera, the 
highest possible camera speed can be achieved and data acquisition speeds are much faster 
utilizing the EDT SDK than the DVC Co. SDK. 
Motor 
ZETA 6412 Motion 
Controller 
Figure 3.4: Image acquisition system overview. 
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The camera sends a 12-bit image to the frame grabber, which then transfers this image to 
a system specified buffer. This 12-bit image corresponds to pixel grayscale values from 0 to 
4095. The smallest buffer capable of storing this image is a 16-bit buffer, therefore a single 
16-bit buffer is created for each single frame. If more than one image is then taken for 
integration, averaging or subtraction purposes, a 32-bit buffer is used to store the data. 
Although a 16-bit buffer would be sufficient for operations smaller than 15 frames, if a larger 
number of frames are acquired the values that can be stored in this buffer are exceeded. A 32-
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bit buffer is used to store this data. Figure 3.5 illustrates the effect of the number of frames 
integrated on signal noise. As the number of integrated frames is increased, the noise 
decreases. To display, save, and load images, the Clmage class, developed by Fan (2001), is 
used. 
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Figure 3.5: Noise versus number of frames integrated. 
Continuous image acquisition was implemented in a similar fashion. A thread is created 
and set up to acquire one image, display it to the screen, and then continually refresh the 
document window with newly integrated images. Currently, the image is refreshed at a rate 
of 3 times per second for 1 x 1 binning; for all other binning modes it is 20 times per second. 
These refresh rates were established based on the best performance of the system and the 
limitations to image refresh rates imposed by use of the Clmage class. This limitation is due 
to the fact that for each image, the Clmage class reads in each individual pixel value and then 
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displays it. This takes time, especially for larger images, and therefore reduces the speed with 
which the image can be refreshed. 
3.2.2 Correction Algorithms 
Due to the inherent characteristics of the system and image intensifiers, the generated 
images require some correction. Pixel uniformity and position play key roles in the CT 
reconstruction process. Neglecting either of these can lead to artifacts. Two pixel 
normalization methods and a procedure for unwarping the image were implemented in the 
software. 
3.2.2.1 Normalization Methods 
Pixel response uniformity must be considered when examining the image. Ideally, if a 
detector is illuminated with a constant X-ray flux, the response of each pixel in the detector 
should be identical; however, in reality they do not react uniformly. In Figure 3.6, the 320th 
row of an image taken with a constant X-ray illumination across the detector surface is 
shown. The pixel response should be a flat line but instead is somewhat parabolic. 
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Figure 3.6: 320th row of empty image, at 100 kV, 0.2 mA. 
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This non-uniform response can affect the contrast in the image as well as add ring 
artifacts to the slice images created by computed tomography reconstruction. There are a 
variety of methods that can be used to correct the detector response (Meinel, 1986; Doering, 
1992; Ketcham and Carlson, 2001). The FxVisual software incorporates two of these 
methods: linear and polynomial normalization. 
3.2.2.2 Linear Normalization 
The linear pixel normalization algorithm assumes a linear relationship between pixel 
intensity and X-ray power. By making this assumption, only two frames are needed for the 
calibration process: a "dark" (no X-rays emitting from the source which corresponds to the 
minimum) and a "flat" (X-rays emitting from the source are close to saturating the camera 
signal which corresponds to a maximum). Dark and flat frames can be acquired in TIFF (less 
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than 15 integrated frames, 16-bit format) or GRD format (32-bit format). With the dark and 
flat frames, an average value is found for the pixels in the image. Obtaining the average value 
introduces the problem of determining the "active" image region. 
Because the image intensifier creates a circular image and the camera has a square CCD 
element, there is a region of "active" pixels - those located within the circular image, and a 
region of "inactive" pixels - those located outside the circular image. Figure 3. 7 shows the 
inactive pixels in a typical image. The inactive pixels in the image typically have a value 
close to their value in the dark frame. Hence, subtracting the dark frame from the flat frame 
should result in a large difference for active pixels and a small difference for inactive pixels. 
Based on observed trends, pixels with a flat frame/dark frame grayscale difference of less 
than 650 (on a scale of 0 to 4095) are assumed to be inactive, and are not included in the 
average value of the frame. 
Inactive Pixels 
... ~ 
Figure 3.7: Frame showing inactive pixel region. 
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This average value is then used to determine the slope of the linear relationship and the 
following equation is applied to each pixel: 
I = I + I - I ( I avg J 
new image ( image dark) I _I 
flat dark 
(3.1) 
where I represents pixel intensity, and the subscripts represent image (image), average (avg), 
flat frame (flat), dark frame (dark) and linearly calibrated pixel value (new). 
Additionally, pixels in the inactive region must be accounted for when applying the linear 
normalization to the image because they do not follow the same linear equation as the rest of 
the image. Therefore, pixels in this region are set to near saturation to simulate conditions 
seen in CT scans near the walls of the bubble column. In Figure 3.8, the 320th slice of an 
image is shown before normalization and after normalization as well as in comparison with 
the polynomial normalization. 
3.2.2.3 Polynomial Normalization 
Although linear pixel normalization provides an easy method for normalizing image 
pixels, image sensors often have nonlinear characteristics that influence the conversion of 
pixel grayscale level to a physical representation. Therefore, for a more accurate 
representation in the image, a nonlinear relationship (i .e., polynomial) between X-ray power 
and intensity could be assumed. 
In the polynomial algorithm, in addition to the dark and flat frames used by the linear 
algorithm, several other images are acquired. These images are acquired at a variety of X-ray 
power settings varying from the flat frame to the dark frame. A rectangular sub-set of the 
image, located about the center of the image (approximately V2H x V2V, i.e., if 2 x 2 binning 
is used, this area is 320 x 256 pixels), is analyzed and the average pixel value is found in that 
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region. Then each pixel in the entire image is evaluated to determine how far away from the 
average value it is. A second order polynomial is then fit to the data to describe the response 
of each pixel. The coefficients for each second order polynomial are then stored in a 
parameter file. This file can then be used and the appropriate second order polynomial 
applied to each pixel. Like the linear algorithm, pixels located in the inactive portion of the 
image are dramatically affected by this algorithm. Therefore, the same method utilized for 
the linear method is used to determine which pixels are active. By taking the difference 
between the dark and flat frames, the active region of the image can be determined. Then, the 
polynomial parameters are applied only to active pixels. Figures 3.8a-c are 10 integrated 
frames, flat frame image without normalization, with linear normalization, and with 
polynomial normalization, respectively. Figure 3.9 shows the pixel response of the 320th slice 
on an image without normalization (10 integrated frames, grayscale of 0 to 40950) and this 
same image with the linear normalization and polynomial normalization applied. As shown 
in Figure 3.9, the pixel normalization algorithms correct the parabolic pixel response to an 
approximate uniform response. The effects of normalization methods on CT reconstructions 
is discussed in greater detail in Section 4.1 and 4.2. 
Figure 3.8: Flat frame with (a) no normalization, (b) linear normalization, and (c) 
polynomial normalization. 
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Figure 3.9: Graph of 320th row of non-normalized and normalized images. 
3.2.2.4 U nwarping Correction 
An unwarping correction to the image is necessary because of the inherit warping that 
occurs in the images when taken with an image intensifier. This warping is caused by the 
curved surface of the intensifier, as well as the electromagnetic lens used to focus the 
electrons. This poses a problem because the position of an object in the image being sent to 
the camera is not the actual object position. To unwarp the image, a method similar to that 
employed by Doering (1992) is used to remap the pixels. In this method, a known object is 
mapped and a model is fit to describe how the features of this object are distorted. With this 
model, the features can be remapped to their correct position. 
The reference object created for this system is a square grid of 2 mm holes placed 1.27 
cm center-to-center on a 1.59 mm thick stainless steel plate. This grid is attached to the front 
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of the intensifier and an image is taken. First, the image is linearly normalized. This gives the 
best contrast for the image. Next, because the active image region of the camera is circular, 
the user is given the option of applying a region of interest (ROI) to the image. Shutters could 
be used to create a rectangular region, but by allowing the user to specify the region of the 
image that contains the grid, the shutter system is not necessary to acquire a rectangular grid. 
With this rectangular grid, the user determines the number of rows and columns in this 
region. Next, the image is filtered by a user specified threshold that sets all pixels below its 
value to zero. Then, the pixel "clusters" are counted where all pixel groups containing three 
or more pixels with a value not equal to zero are considered a cluster. This allows the 
computer to determine the number of points in the grid. These clusters are then weighted to a 
single point by finding the approximate center of each group. With this map of points, a grid 
is then fit to these points based on the number of rows and columns specified by the user. 
Then a two-dimensional third order polynomial is fit to determine the necessary shift in pixel 
position. This routine follows these equations: 
x'= x + Dx(x 2 + y 2 ) 
y' = y + Dy ( x 2 + y 2 ) 
where x and y are the coordinates of the input object, x' and y' are the distorted image 
coordinates, and Dis the distortion parameter. The polynomial curve-fitting routine is: 
3 3 
Xe = LLAx (i,j)x ~ y~ 
i = Oj =O 
3 3 
Ye= LLAY (i,j)x ~ y~ 
i =Oj= O 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
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where xa and Ya are coordinates of the distorted position, Xe and Ye are coordinates of the 
corrected position, and Ax and Ay are 4 x 4 matrices of the polynomial coefficients. This 4 x 
4 matrice of polynomial coefficients is then stored in a parameter file which is used later to 
remap the pixels in the image. This method, in general, maps pixels back to their correct 
position within ±0.5 pixels of error (Doerring, 1992). The amount of shift in the pixel 
position in the grid is shown at the end of the unwarping process. Figures 3 .10 and 3 .11 show 
the reference grid before unwarping and after the unwarping parameters have been applied 
respectively. 
Figure 3.10: Reference grid with no unwarping. 
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Figure 3. 11: Reference grid unwarped. 
Because all warping effects are accounted for, this map can be applied to a given image 
to account for all effects. This is important in this case because this system is enclosed in a 
vault that contains a residual low level magnetic field. This field causes a change in the way 
in which the image is warped, making it dependent not only on angular position within the 
vault, but also on the position on the intensifier slide. For example, the unwarping parameters 
will be different for an image taken at 90 degrees and 180 degrees, as is shown in Figure 
3.12. Furthermore, they will also be different if the intensifier is pulled all the way back on 
the slide or pushed all the way forward on the slide at the same angular position, as is shown 
by Figure 3.13. These subtraction images were obtained by subtracting an image at one 
location from the image obtained at the second location. This requires unwarping parameter 
files be collected at both angular position and intensifier slide position. 
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Figure 3.12: Subtraction image showing effect of angular position on grid warping 
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Figure 3.13: Subtraction image showing effect of intensifier slide position on grid warping. 
3.2.3 Motion Control 
Motion control is achieved via communication through the RS232 port of the computer. 
Because communication with the motion controller is achieved with the RS232 port, the 
SDK for motion controller cannot be used. This is due to the fact that the Compumotor 
developed SDK is designed for use with their AT6000 series motion controller interface 
cards, and does not utilize the RS232 port. This posed several challenges to integrating the 
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motion controller into the software, because many of the built-in software functions had to be 
created. 
First, ring position is a parameter of interest to the user. Often times the user wants to 
know the ring's current position. This becomes especially important when acquiring/applying 
unwarping parameters so that the correct parameters are used due to the residual magnetic 
field that exists within the vault. 
Limit switches are located on the rotation ring and incorporated into the computer control 
to determine the approximate position of the ring. Because the system contains two limit 
switches for restricting the motion in the clockwise (0 degree limit switch) and 
counterclockwise directions ("360" degree position; actual position is closer to 359.15 
degrees), one of these known positions can be used to determine the initial starting point of 
the ring. To initialize the system, the motion controller is told to move the ring 3 70 degrees 
clockwise. The limit switch on counterclockwise motion restricts the maximum amount of 
motion in the clockwise direction to less than 360 degrees. Therefore, the 370 degree 
clockwise command will send the ring to the 0 degree limit switch where it will be stopped. 
This provides an initial starting point, and therefore the software can then keep track of the 
approximate position of the ring. The last position of the motor must also be stored in the 
Windows registry so that when the program is shut down, its last position is recorded. Then, 
when the software is rebooted at a later time, this position is then used for its current 
position. It should be noted that this is only an approximate position because no encoder was 
used on the motor. The software assumes that each step has no backlash or hysteresis. 
Second, real-time display of the motors position is also generally desired by the user to 
determine where the ring is (approximately) located during its rotation. Several difficulties 
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arise as a result of this. First, polling the motion controller for its current position creates 
some time communication restraints. There are limitations associated with the speed with 
which the RS232 port operates and the speed of the motion controller operating system. A 
small amount of delay must be introduced in order for all data to be transmitted from the 
motion controller. If the controller does not have enough time to process a command, such as 
its current position, the software will receive an incorrect or "garbage" message. Second, 
real-time data acquisition requires the use of a thread in the C++ software, as does polling the 
motor for its position. These threads begin to introduce delays at higher live image 
acquisition refresh rates as well as increase the potential to drop frames during stereography 
data acquisition. 
To address these problems, the speed of the communication system was tested. Sleep 
commands were introduced into the polling thread to allow the motion controller to have 
enough time to receive correct messages. This was a trial-and-error method until the best 
combination between speed and accuracy was reached. To account for the thread 
conflictions, the real-time polling of the motion controller was turned off unless the motion 
control page was being viewed. Because real-time polling of the motor position is generally 
only desired if the ring is rotating, its position is not required for image acquisition or 
stereography data acquisition. In this manner, refresh rates of the real-time/live image 
acquisition and stereography acquisition are unaffected unless the motion control page is 
being viewed for motor position. 
3.2.4 CT Data Acquisition 
The CT scan portion of the software was similar to previously developed control 
programs. Scan parameters such as start row, pixel interval, number of integrated or averaged 
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frames, direction of rotation, step size, and whether or not the files will be normalized or 
unwarped are all specified by the user. A projection is taken and its information is stored for 
each rotation step (0 to 360 degrees). The system stores each projection's data in ASCII 
sinogram format (*.sin). Figure 3.14 below shows how the software stores the CT image 
data. Each sinogram file consists of ten complete slice projection data sets with the header 
and tail providing the scan system parameters (Liu, 2001). 
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Figure 3.14: CT scan process (Zhang, 2003). 
Pixel normalization and image unwarping both present unique challenges to the data sets. 
This is due to the residual magnetic field's effect on the unwarping parameters. If the 
unwarping parameters were to remain constant with angular position, then there would be no 
concern on the effects of angular position on the pixel normalization files. In this system, 
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pixel position shifts, and pixel response may shift with angular position. Therefore, to have 
the most accurate image, there should be unique normalization files for each angular 
position. 
However, during the CT scan, only one normalization file is used. Normalization of the 
pixels for uniform response is done first, and then the images are unwarped. This method is 
used for several reasons. First, the size of the pixel normalization files do not lend themselves 
to taking several hundred. The dark and flat frame images are at least 645 KB in size (for 
TIFF format, GRD format is approximately 5 .1 MB), and the polynomial parameter files are 
approximately 20 MB at 2 x 2 camera binning. For 1 x 1 binning, the dark and flat frame 
images are at least 2.71 MB (for TIFF format, GRD format is approximately 16.6 MB) and 
the polynomial parameter files are approximately 90 MB. 
Second, although the pixel positions shift due to the residual magnetic field in the vault, 
the general non-uniformity trend remains relatively constant. Figure 3.15 shows the resulting 
subtraction response of the 320th row of the two images which were averaged over 15 frames 
(gray scale of 0 to 4095). The 'O deg from 0 deg' image was a subtraction image composed 
of taking an image at 0 degrees and then subtracted from another image taken at 0 degrees. 
This image acts as a reference for the amount of noise associated with an image taken at a 
given angle. The 'O deg from 45 deg' is an image taken at 0 degrees and then subtracted from 
an image taken at 45 degrees. Comparing the base noise level associated with a single 
position is almost the same as the change in response due to a different angular position, 
where the overall difference is no greater than 2% of the total pixel intensity range. 
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Figure 3.15: Noise subtraction for pixel non-uniformity comparison. 
Third, applying the normalization to the images at the time they are acquired does not 
significantly increase the scan time because the computer speed is sufficient to apply the 
linear normalization algorithm to the image in very little time. Applying the polynomial 
parameters to a normal file only increases the total scan time by ,....,20 minutes, for a 2 x 2 scan 
at 1 degree angular increments. There is an increase in scan time associated with 1 x I data 
sets due to the extremely large size of the normalization files as well as the size of the data 
sets. This increases the scan time by approximately a factor of 5. 
Finally, after a CT scan is taken, there is no easy way to unwarp the data once it is in the 
sinogram format. When the image is unwarped, the pixels are shifted to their appropriate 
positions. If a scan was taken, and not unwarped, there could be pixel values that were not 
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stored in the sinogram data that would be necessary for the correct unwarped sinogram. For 
example, if a pixel shifts from row 205 to row 206 when the unwarping parameters are 
applied to the file, then the only way for the sinogram to be correctly unwarped would be to 
include row 205 in the data set. However, if the start row for the scan was 206, this pixel 
would not be included and therefore the unwarped sinogram file would be missing correct 
values. Therefore, in order to have sinogram data that has been unwarped, the normalization 
must be applied to each image as it is taken during the CT process. 
3.2.5 CT Reconstruction 
To reconstruct the CT data, in-house software has been developed that utilizes a filtered 
back projection algorithm. Two versions of this code, named 'recon,' are available. The first 
is a PC-based version, developed by Yan (2000) in Visual C++, and runs on Windows 
95/98/2000/NT/XP systems. This software provides functions for determining the COR 
(Center of Rotation, (Kini, 1994)) calculation. Grayscale mapping and pixel normalization 
are also implemented. The second version of the software runs on the UNIX/LINUX 
operating system, developed by Zhang (2003), and reconstructs entire data sets using an 
MPI-based program for utilizing a 64-node LINUX cluster to speed up the reconstruction 
process. 
Visualization of the reconstructed data sets is accomplished via software named '3D 
Visualization Tool,' first developed by Fan (2001) in Visual C++ for use on Windows based 
systems. This software uses volume rendering to transform the 3D data into a 2D image. In 
this manner, this allows the user to view these three-dimensional data sets. It also allows the 
user to rotate, zoom, filter and set regions of interest for examining data sets. CT slice images 
and .stacked slice images are discussed in Section 4.1 and 4.2. 
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3.2.6 Stereographic Data Acquisition 
To acquire stereographic data, a specialized function was created in the software. 
Stereographic data acquisition poses several challenges to developing the correct user 
interface as well as processing the data. 
One such example is that the user typically wants to take data for a set amount of time. 
The frame grabber/camera combination has a theoretical (specified) frame rate, but 
converting time to a number of frames is difficult because it may or may not represent the 
actual frame rate. For example, the frame rate may be closer to 19.9 frames per second rather 
than the 20 frames per second specified by the manufacturer. Therefore, the software requires 
an input of the number of frames that will be taken. This allows the software to interpolate 
the time that it will take for the number of frames to be acquired, and then display this 
information to the user. 
Displaying the images while retrieving the stereography data is also of concern. Initially, 
the frames were displayed and then saved. This caused problems with how the Clmage class 
deals with displaying an image. Each time a file is displayed and saved with the Clmage 
class there is a small amount of memory that is not cleared. This is not a problem for small 
data sets, but will eventually cause Windows to run out of virtual memory. This problem 
could be resolved if a different method was utilized by the Clmage class to display the image 
to the screen, but this would require a great deal of reworking of the Clmage class. 
Another problem introduced by displaying the images are the slowdowns in the system 
that can affect the overall speed with which the cameras can acquire data. This can lead to 
dropped frames , which produces incomplete data sets. This becomes most evident when 
trying to acquire images using the 1 x 1 binning mode. 
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The EDT data acquisition cards create a "ring buffer" of a user specified size. This buffer 
can be as large as the user wants and is only limited to the amount of memory on the PC. The 
ring buffer is used to store all data acquired from the digital camera. In the default setting, the 
ring buffer is set up as 4 buffers. The first buffer stores the image. As soon as that buffer is 
finished receiving data from the camera, it begins storing information in the second buffer. 
While storing data in the second buffer, the first buffer can simultaneously be accessed and 
cleared. Due to the speed with which the image can be saved into TIFF format, the file is 
saved into TIFF format to the hard-drive while the card acquires more frames from the 
camera. In this manner, the buffers can be continuously filled and cleared. The larger the 
number of buffers in the ring, the less likely there will be a dropped frame. In the FxVisual 
software, twelve ring buffers are created. This provided the highest performance with the 
least amount of required memory, thus freeing memory for other processes such as image 
manipulation algorithms. Further testing of the cards found that dropped frames during 1 x 1 
data acquisition was generally a result of the DVC cameras inability to operate stably at 10 
frames per second. 
3.2.7 Beam Hardening Software 
Beam hardening is the most frequently encountered artifact in CT scanning systems 
(Ketcham and Carlson, 2001). This corresponds to an artificial darkening in the center of the 
CT reconstruction. In a polychromatic X-ray beam, lower energy X-rays are attenuated more 
readily than high energy X-rays, and thus loses the low energy component of its spectrum. 
One of the most effective ways to reduce beam hardening is to apply a "step wedge" 
calibration (Ketcham and Carlson, 2001; ASTM, 2001). This method involves recording the 
pixel response with respect to the amount of material that the beam must pass through. With 
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this relationship, the data can be corrected to a linear response. Figure 3.16 illustrates the 
beam hardening CT artifact on a CT slice a 32.1 cm water filled column. The 320th row of 
this slice's gray scale is plotted versus pixel position in Figure 3.17. 
Figure 3.16: CT slice illustrating beam hardening. 
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Figure 3 .17: 320th row of CT slice in Figure 3.16. 
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To create the parameters for correcting the data, a separate software program was 
developed for analyzing an image of a water-filled column. This software opens the water 
filled column image and creates a parameter file with the pixel response versus beam length 
(through the column). To do this, the software first determines the center of the column in the 
image. The user inputs where the wall feature is located in the image. With this information, 
and the known pixel size (determined by the static images discussed in greater detail in 
Section 4.1), the software uses the radius of the ID of the column (160.5 mm) and converts 
this number to its equivalent in pixels. The software then sums vertical bands of pixels 
starting from zero until the column wall is reached. The vertical bands consist of 100 pixels 
and are averaged to find what the approximate pixel response is at each axial location. Figure 
3.18 shows an example of what area of the image is being used to generate the average pixel 
response at each axial location. 
Figure 3.18: Vertical bands centered on 320th row of image. 
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With the center of the image determined, basic geometry of the column can be used to 
determine the length of the beam, based on the axial location. Figure 3.19 illustrates the 
column geometry that is used to determine the beam length through the column. The effect of 
the column wall was assumed to be negligible. 
Figure 3.19: Column geometry for beam hardening corrections. 
The pixel value and beam length are then output to a tab delimited text file. This file can 
then be used in software, such as Excel, to determine the appropriate linear relationship that 
should exist. Figure 3 .20 is a graph of pixel response versus beam length for a sti 11 image of 
water. 
45 
1.8 
- Detector Response 
1.6 
- Linearized Response 
1.4 
1.2 
-~ 1 -5> 
c 0.8 
...J 
0.6 
0.4 
0.2 
0 
0 50 100 150 200 250 300 350 
Beam Length, (mm) 
Figure 3 .20: Pixel response versus beam length for a still image of water in the column. 
The difference between the logarithmic linear and logarithmic actual pixel response can be 
used to create an equation. With this correction equation, the sinogram file can be normalized 
to properly account for the beam hardening. The sinogram is then modified using the beam 
hardening software. Thus, the sinogram data is corrected for beam hardening. The effects of 
beam hardening correction on the CT slices is discussed in greater detail in section 4.2.1 of 
this thesis. 
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CHAPTER4: RESULTS 
In this chapter, results of the demonstration tests will be discussed. The effects of the 
image correction algorithms on the CT scans will be summarized as well. Furthermore, 
dynamic imaging will be demonstrated using solid objects falling through water, two phase 
flow of air and water, and three phase flow of air-water-cellulose fiber suspensions. 
4.1 Computed Tomography Demonstration Using Static Phantom Objects 
To demonstrate that the CT scans were taking the correct data and being reconstructed 
correctly, a "phantom" object was developed. Similar validation methods have been 
employed by Schmitt and Elderidge (2004), Hervieu et al. (2001), and Kumar and Dudukovic 
(1997). The phantom consists of several 1.52 m long tubes of varying diameter (ranging from 
0.127 mm to 15.88 mm) and three different materials; acrylic, PVC, and Teflon. These tubes 
are plugged and mounted at the top of the column and lie in a vertical plane. The column is 
then filled with water, with the plugged end of the tube resting in the water. This allows the 
tubes to be full of air, while being surrounded by water. Figure 4.1 shows the phantom device 
placed in the column. 
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Figure 4.1: Tubes placed in column. 
CT scans were taken using 2 x 2 binning, which corresponds to 640 (H) x 512 (V) active 
pixels. The scan was taken at image row 206, at a slice interval of I pixel, 1 degree step in 
rotation, 10 integrated frames, and the CT data sets were composed of I 00 slices. X-ray 
source power settings of 141 kV and 1.0 mA were used. Two CT scans were performed, one 
utilizing linear pixel normalization and unwarping and the second utilizing polynomial pixel 
normalization and unwarping (no beam hardening correction has been applied). The 50th 
horizontal slice (middle of scan region) from each of the scans is shown in Figure 4.2. 
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Figure 4.2: 50th slice of CT scan; (a) linear normalized and unwarped, (b) polynomial 
normalized and unwarped. 
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The column inside diameter region is approximated by the dashed line in both images. 
Eight different tubes are identified in the image: Acrylic (tubes 1, 3, 5, 7, 8), PVC (tubes 4 
and 6), and Teflon (tube 2). The tube internal diameters are 6.35 mm (1), 6.35 mm (2), 9.35 
mm (3), 8.99 mm (4), 12.70 mm square (5), 12.26 mm (6), 12.70 mm (7), and 15.88 mm (8). 
Only those tubes in the phantom object with internal diameters greater than 6.35 mm are 
adequately resolved. The five smaller tubes, ranging in diameter from 0.13 mm to 1.6 mm do 
not show up in the reconstruction. It should be noted that internal tube diameters greater than 
1.6 mm and smaller than 6.35 mm may be resolved, but no standard size tubes in this range 
were available. The pixel size based on these images is approximately 0.5 mm per pixel . For 
the smallest size resolved in these scans, this corresponds to a contrast sensitivity of at least 
2% in the 32.1 cm column. This performance is consistent with that of the best image 
intensifier systems. 
Ring artifacts mentioned in section 3.2.2 can also be seen in the Figure 4.2, with the 
artifacts being more pronounced in Figure 4.2a than in Figure 4.2b. These artifacts are a 
result of pixel variation caused b~ shifts in output from individual detectors, which cause the 
corresponding ray or rays in each view to have anomalous values; the position of a ring 
corresponds to the area of greatest overlap of these rays during reconstruction (Ketcham and 
Carlson, 200 I). Beam hardening effects also can further complicate pixel response, 
enhancing ring artifacts. Variations in the COR used in the reconstructions can also lead to 
increases in ring artifact size. Ring artifacts were witnessed by Schmitt and Elderidge (2004 ), 
but were believed to be a result of vibration which altered the center of rotation for 
reconstruction. 
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Because ring artifacts are observed in both CT images, and both scans were taken of 
static objects, it is believed that the ring artifacts are a result of pixel non-uniformity and 
image warping. Unwarping helps to correct the pixel position in the image, whereas 
normalization corrects the pixel intensity. Combining both of these provides the best possible 
image quality. Without pixel normalization and unwarping, ring artifacts become more 
significant. The linear pixel normalization algorithm helps to reduce the observed artifacts, 
however the polynomial algorithm significantly reduces the artifacts. In the linear normalized 
scan, tube 5 shows up, but is clearly not as well defined as in the polynomial normalized 
scan. The contrast in the images improves as well. Further discussion of the effects of pixel 
normalization and unwarping are presented in section 4.2. 
Figures 4.3 and 4.4 show multiple slices that have been stacked together to represent the 
air-filled volume over a 10 cm span. The linear attenuation coefficients larger than those of 
air inside the tubes are transparent. The resulting image shows the air volume of the tubes. 
These two figures illustrate the reduction in ring artifacts through the use of the polynomial 
method versus the linear method. Figure 4.3 contains a larger amount of noise and the ring 
artifacts caused by utilizing the linear normalization method begin to blur out Tube 5. The 
square shape of Tube 5 shows up very clearly in the polynomial normalized CT scan. In both 
figures, Tube 8 does not appear to be cylindrical. The distortion of this tube appears to be a 
combination of beam hardening, image warping, and the filter specified linear attenuation 
coefficient in the three-dimensional visualization software. The effects of beam hardening are 
most prominent near the column walls and thus would have an effect on the tubes located in 
those regions (i.e., Tube 8). 
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Figure 4.3: Linear normalized and unwarped stacked image of the phantom object. 
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Figure 4.4: Polynomial normalized and unwarped stacked image of the phantom object. 
4.2 Computed Tomography Dynamic Test Results 
Dynamic data were taken for a two phase mixture of air-water and a three phase mixture 
of softwood cellulose fiber, water, and air, at two different mass fractions and three different 
gas flow rates. The mass fractions tested were 0.1 % and 1.0%. The superficial gas velocity, 
defined as the volumetric gas flow rate divided by the column cross-sectional area, was U8 = 
3 cm/s, 10 cm/s, and 18 cm/s. Scans were also taken of the column filled with water with no 
gas or fiber present and with the column empty. 
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All data were taken using a 32 cm ID column composed of four 1.22 m acrylic sections 
with a wall thickness of 1.27 cm. A stainless steel distributor plate composed ofN = 953 and 
d0 = 1 mm diameter holes (where N is the number of holes and d0 is the hole diameter) 
producing an open area ratio of 0.95%, was used to evenly disperse the air through the 
bottom of the bubble column. 
The softwood cellulose fiber is made up of 65-75% Northern Black Spruce, 20-25% 
Jackpine, 5-10% Balsam Fir. This fiber has a particle average fiber length (PAFL) of 1.2 mm 
and a length weighted average fiber length (LWAFL) 2.31 mm. The coarseness of the fiber is 
13.08 mg/100m. The number of fibers per gram is 6.37 million. 
Scans were taken at 2 x 2 binning (640 x 512) with scan parameters of a start row of206, 
100 slices at a pixel interval of 1, integration of 10 frames, and a step size of 1 degree 
counterclockwise at an X-ray power of 141 kV and 1.0 mA. Linear normalization and image 
unwarping were applied to all projection images taken to conserve time. Furthermore, some 
scans were performed without normalization or unwarping, with polynomial and unwarping, 
or with linear normalization or unwarping. The scan time ranged from 25 minutes for no 
normalization to 50 minutes with polynomial normalization and unwarping (at 2 x 2 binning; 
see page 38 for greater detail on 1 x 1 scan times). Reconstruction using the Linux 64-node 
cluster took around 10-15 minutes for each scan set. Figures 4.5 and 4.6 show the 50th slice 
of CT reconstruction. These images have not been corrected for beam hardening, which is 
discussed in greater detail in section 4.2.1. All images are set at the same grayscale so that 
they can be compared to one another. Figure 4.5a was taken from a scan in which no air was 
passed through the system and clearly shows the beam hardening occurring. In Figures 4.5b-
d, air was passed through the water at superficial gas velocities (Ug) of 3, 10, and 18 cm/s 
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respectively. Figure 4.6 is composed of slice images of a water-air-softwood mixture at the 
different superficial gas velocities. 
Figure 4.5: 50th CT slice of water only and air-water scans: (a) water only slice; (b) air-
water slice, Ug = 3 cm/s; (c) air-water slice, Ug = 10 cm/s; (d) air-water slice, Ug 
= 18 cm/s. 
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Figure 4.6: 50th CT slice of softwood cellulose, air, and water slurry mixture: (a) softwood 
0.1 % mass fraction Ug = 3 cm/s; (b) softwood 0.1 % mass fraction, Ug = 10 
cm/s; (c) softwood 0.1 % mass fraction, Ug = 18 cm/s; (d) softwood 1.0% mass 
fraction, Ug = 3 cm/s; (e) softwood 1.0% mass fraction, Ug = 10 cm/s; (f) 
softwood 1.0% mass fraction, Ug = 18 cm/s. 
The slices show that as superficial velocity is increased, the darkening in the central 
region of the slice increases as well. This corresponds to less attenuation, and thus to greater 
gas flow through that region of the image. The addition of the softwood (Figure 4.6) does not 
appear to have much effect on the image at low mass fractions, but the larger mass fraction 
causes the darkening in the central region of the image to be less pronounced. Ring artifacts 
witnessed in the phantom object CT scans are seen in these images as well. 
The images in Figures 4.5 and 4.6 show scans taken with linear normalization and 
unwarping applied. To compare the relative effects of each image correction, scans of the 
water only mixture were taken, applying each image correction individually, and in 
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combination (linear-unwarp and polynomial-unwarp). Figure 4.7 shows the effects of each 
one of the calibration algorithms on the water only data set. Once again, the grayscale level is 
the same in all images so that each can be compared to one another. Applying the 
normalization parameters to the data sets improve the overall image quality. Files that have 
been unwarped appear to blur out the ring artifacts, thus reducing their overall prominence in 
the image. Finally, the polynomial normalization shows once again its improvement over the 
linear normalization in adjusting the values to reduce ring artifacts. 
Figure 4. 7: 50th CT slice of water only taken with different correction parameters: (a) 
without normalization or unwarping; (b) linear normalization only; ( c) 
polynomial normalization only; ( d) unwarping only; ( e) linear normalization 
and unwarping; (f) polynomial normalization and unwarping. 
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Another comparison of the different procedures is shown in Figure 4.8. The 320th row of 
the slice has been examined, and the CT value has been plotted versus pixel position. This 
shows the effects of the different algorithms on noise and pixel value. The different 
normalization procedures shift the CT values higher and reduce the overall noise in the 
signal, whereas the unwarping seems to reduce the larger peaks in the slice signal. 
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CT value versus pixel position for the 320th row of water CT images to show 
effects of correction algorithms on CT reconstruction. 
4.2.1 Beam Hardening Correction 
As can be seen by the water only scan, some beam hardening occurs. To account for this, 
software was developed to utilize a "step wedge" calibration. This method utilized a still 
image of the water to determine the effect of beam path on the recorded pixel intensity. With 
this data and the software developed in the previous section, a parameter file, using a fifth 
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order polynomial, was fit to determine the necessary shift in values. In Figure 4.9a, the water 
slice has been corrected for beam hardening. As can be seen by comparing the original 
uncorrected water slice to this image, the darkening in the center has been reduced. Figures 
4.9b-d contain the beam harden corrected air-water slices for Ug = 3, 10, and 18 cm/s, 
respectively. Again, this correction has reduced much of the artificial darkening in the center 
and gives a truer representation of the linear attenuation coefficients. 
Figure 4.9: Water only and air-water slices corrected for beam hardening: (a) water only 
slice; (b) air-water, Ug = 3 cm/s slice; (c) air-water, Ug = 10 cm/s slice; (d) air-
water, Ug = 18 cm/s slice. 
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The cellulose scans have been corrected for beam hardening in Figure 4.10. Similar to the 
air-water scans, the artificial darkening in the center has been reduced as a result of the beam 
hardening correction. Also, similar to the air-water slices, with the beam hardening 
correction applied, the darkening in the central region is not as dramatic. The same trends 
still hold, with the 1.0 % mass fraction softwood slurry more evenly darkened by the 
increasing superficial air velocity than the 0.1 % mass fraction softwood. 
Figure 4.10: 50th CT slice of softwood cellulose, air, and water slurry mixture corrected for 
beam hardening: (a) softwood 0.1 % mass fraction, Ug = 3 cm/s; (b) softwood 
0.1 % mass fraction, Ug = 10 cm/s; (c) softwood 0.1 % mass fraction, Ug = 18 
cm/s; (d) softwood 1.0% mass fraction, Ug = 3 cm/s; (e) softwood 1.0% mass 
fraction, Ug = 10 cm/s; (f) softwood 1.0% mass fraction, Ug = 18 cm/s. 
Further comparison of these slices can be achieved by looking at the center row of the 
slice image (row 320). Figures 4.11 and 4.12 show rows of the 0.1 % and 1.0% mass fraction 
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softwood CT value versus pixel position. The softwood slurry at low mass fractions behaves 
very much like water. When the mass fraction is increased to 1.0%, the difference in 
behavior becomes more distinguished, with the 1.0% softwood exhibiting higher CT values 
for a given pixel position. 
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Figure 4.11: CT value versus pixel position for the 320th row of the beam hardened corrected 
air-water and 0.1 % softwood images. 
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Figure 4.12: CT value versus pixel position for the 320th row of the beam hardened corrected 
air-water and 1.0% softwood images. 
4.2.2 Gas Holdup 
Gas holdup, defined as the volumetric gas fraction in the mixture, is a parameter of 
interest in many multiphase flow systems. To determine the gas holdup in the flow, the X-ray 
attenuation must be examined. X-ray intensity can be shown to follow the following 
relationship: 
(4.1) 
where 10 represents the initial X-ray intensity, µthe linear attenuation coefficient, and L the 
path length of the beam. Rearranging this equation: 
ln(1; )=-µL (4.2) 
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For a mixture, theµ term represents the mixture's effect on the intensity attenuation. This 
term can be broken down into its components according to: 
(4.3) 
where subscript g represents gas/air, I represents liquid (or homogeneous slurry), and Eg 
represents the volumetric gas fraction (gas holdup) and £1 represents the volumetric liquid 
fraction of liquid. The volumetric fractions of all components sum to one: 
(4.4) 
Replacing the terms in Eqn. ( 4.3) with the relationship in Eqn. ( 4.4): 
(4.6) 
The L term will cancel out and rearranging this equation: 
(4.7) 
This equation becomes: 
(4.8) 
The term µrepresents the linear attenuation coefficient for the data set of interest and those 
terms with a subscript of g and I represent the linear attenuation coefficient for air only and 
liquid only. Utilizing the CT values, this equation becomes: 
£ = g 
GS _I 
GS, 
GSg 
- -1 
GS, 
(4.9) 
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where GS represents the gray scale CT value in the CT slice images and land g represent the 
air and liquid only CT data set values. 
It should be noted that Eqn. ( 4.8) assumes a monochromatic radiation source, whereas the 
sources used in this system are polychromatic. However, because a copper filter has been 
used in this system, most of the energy passing through the column is of high energy, and the 
effective attenuation coefficients in this range are very close to constant. Equation ( 4.8) also 
assumes two phases. For a three phase gas-liquid-solid flow, Eqn. ( 4.8) will be modified 
accordingly: 
µ 
- I 
£ = µ//Jz + µs</Js g µg 
- I 
( 4.10) 
µ,</J, + µs </Js 
where a subscript of s corresponds to the solid phase and <P corresponds to the volume 
fraction in the liquid-solid slurry (i.e., when no gas is present). The term that combines the 
liquid and solid phases corresponds to the linear attenuation coefficients generated by a CT 
scan of a homogeneously mixed water-solid slurry. Unfortunately, the fiber slurry used in 
this study begins to separate when the gas flow is stopped. However, the overall decrease in 
measured intensity in the images can be observed. For this experiment, it was found that the 
addition of 1.0% by mass softwood cellulose to the water decreased the overall intensity of 
the still water image by approximately 5% (a drop in 200 of the gray scale value of the 
pixel). Therefore, for means of calculating gas holdup, the liquid-solid term can be assumed 
to be approximately equal to that of water. 
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Ideally, the X-ray intensity used to take the air only scan would be the same as those used 
for the water only scan. However, a significantly larger amount of power must be used to 
pass through the water filled column. In order to relate the two, scans for an empty column 
were taken at 141 kV and 0.1 mA. The terms can be related via a linear relationship, where 
the CT values found for the empty column are multiplied by a factor of ten. 
Lines were fit to the data sets to smooth out noise in the CT images. Similar procedures 
have been employed by Warsito and Fan (2003) and Kumar et al. (1997). Figure 4.13 shows 
trendlines added to the water and air-water data sets. Figure 4.14 shows the lines fit to the 
0.1 % mass fraction softwood data sets. Figure 4.15 shows trendlines added to the 1.0% mass 
fraction softwood data sets. A constant value was assumed for water and fourth order 
polynomials were fit to the dynamic data sets. 
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Figure 4.13: Trendlines for water only and air-water. 
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Figure 4.14: Trendlines for 0.1 % mass fraction softwood data. 
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Figure 4.15: Trendlines for 1.0% mass fraction softwood data. 
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These trendlines were then used to determine the gas holdup using Eqn. ( 4.9). In Figure 
4.16, the percent difference between the trendline and data (uncertainty) has been plotted 
versus position. Figures 4.17 and 4.18 show the graph of gas holdup versus pixel position for 
0.1 % and 1.0% mass fraction softwood, respectively. The average gas holdup (area-
weighted) and RMS Uncertainty(%) are tabulated in Table 4.1. As fiber mass fraction 
increases the gas holdup decreases. Additionally, gas holdup decreases as distance from the 
center of the column increases. Similar local and overall trends have been witnessed by other 
researchers (Kumar et al., 1997; Chaouki et al., 1997; Warsito and Fan 2003; Su and Heindel, 
2003; Hol, 2005). For a ray through the center of the column, the average gas holdup for air-
water is found to be 0.14 for 3 cm/s, 0.18 for 10 cm/s, and 0.20 for 18 cm/s. For 0.1 % mass 
fraction softwood is found to be 0.14, 0.18, and 0.20 for 3 cm/s, 10 cm/s and 18 cm/s, 
respectively. For 1.0% mass fraction softwood, for 3 cm/sit is 0.12, for 10 cm/sit is 0. 16, 
and for 18 cm/s it is 0.18. Since, the area weighted result takes into account the larger 
occurrence of lower gas holdup values near the wall; it should therefore be lower than an 
average for a given ray through the center of the column. The percent uncertainty in these 
measurements is relatively low across the entire range (with the exception of 0.1 % softwood, 
Ug = 18 cm/s) and is less than 10% across the range. The larger values in RMS are due 
largely to the spikes which are associated with the ring artifacts seen in CT slices. 
These data show that as superficial velocity increases, the increase in gas holdup begins 
to level off. For a 7 cm/s change in superficial velocity from 3 cm/s to 10 cm/s, the average 
gas holdup increased by 0.04 across all ranges. Increasing Ug to 18 cm/sonly increased the 
average gas holdup by 0.02. The 1.0% mass fraction values are higher than expected 
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(expected results for Ug = 10 cm/sis ......,0.14 (Hol, 2005)), and this may be due to the 
assumptions made when using Eqn. (4.9). 
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Figure 4.16: Uncertainty versus pixel position. 
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Figure 4.18: Gas holdup of air-water and 1.0% mass fraction softwood cellulose. 
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Table 4.1: Gas holdup results. 
Avg. Gas Holdup RMS % Uncertainty 
(Area Weighted) 
Air-Water, U9 = 3 cm/s 0.14 4.5 
Air-Water, U9 = 10 cm/s 0.18 5.4 
Air-Water, U9 = 18 cm/s 0.20 6.4 
0.1 % Softwood, U9 = 3 cm/s 0.14 5.4 
0.1 % Softwood, U9 = 10 cm/s 0.18 7.4 
0.1 % Softwood, U9 = 18 cm/s 0.20 15.2 
1.0% Softwood, U9 = 3 cm/s 0.12 4.1 
1.0% Softwood, U9 = 10 cm/s 0.16 5 
1.0% Softwood, U9 = 18 cm/s 0.18 5.4 
4.3 Stereographic Data 
To verify the stereographic capability of the system, a "phantom" object with a large 
density difference was used. This consisted of weighting a ping-pong ball with lead weights. 
Metal objects fall very fast through the field of view, and due to their speed, show up as 
streaks in the image. The ping-pong ball moves at a reasonable speed through the frame, and 
provides a reasonable amount of contrast. The "actual" speed of the ball was estimated via 
two different methods; (i) timing the ball descent and finding its average speed through a 
section of the column, and (ii) calculating the theoretical speed of the ball. 
4.3.1 Ball Calculations 
The velocity of the ping pong ball's theoretical decent was performed as follows. 
Assuming that the ball moves at a constant velocity: 
( 4.10) 
where F 0 is the drag force, FB is the buoyancy force, and W is the weight. The weight of the 
ping pong ball is assumed to be negligible when compared to the weight of the lead sinkers, 
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and 4 lead sinkers are attached to the ball. Each sinker weighs 0.104 N (3. 75 oz.). This 
corresponds to a total weight of 0.417 N. Next, the buoyancy force is determined by: 
(4.11) 
where YH2o is the specific weight of water (9800 N/m
3 (Munson et al., 2002)), D is the 
diameter of the ping pong ball, and Vis the volume of the ping pong ball. The buoyancy 
force is 0.2838 N. Using Eqn. ( 4.10), the drag force acting on the ball should be equal to 
0.1332 N. The drag force is defined as (Munson et al., 2002): 
- 1 2 1r 2 
FD - - PH ou - D co 
2 2 4 
(4.12) 
With the drag force, a relationship for the coefficient of drag, Co, as a function of the 
Reynolds number can be used to determine the theoretical speed of the descent. For a smooth 
sphere this number would typically be less than 1, however, the ping pong ball is attached to 
fishing line (which in turn is attached to a reel) and the sinkers create a small wake behind 
them. Because of these two factors, it will be estimated that this coefficient of drag is 
approximately 1. Solving for U yields a ping pong ball descent velocity of 48 cm/s. If the 
coefficient of drag is increased or decreased by 50% (0.5 is the lowest coefficient of drag for 
a smooth sphere) the corresponding change in velocity is approximately ±10 cm/s. 
4.3.2 Timed Results 
The second method used to verify the image results was to time the descent of the ping 
pong ball through a 122 cm section of the column. The ping pong ball was allowed to reach 
its terminal velocity through the column and then its time of descent from one column 
section flange to the next was recorded. The average speed through the section was then 
found by dividing the depth of descent by the amount of time. Twenty two timed runs were 
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performed. These results are shown in Figure 4.19. The average speed for these runs was 
determined to be 43 cm/s, with a standard deviation of 2.0 cm/s. This corresponds to 
approximately an 11 % difference from the theoretically determined speed of the ping pong 
ball. This is acceptable given the amount of error that could be introduced since the 
measurements were made by observing the ball position in the column. The balls actual 
position in the column could be different than is observed by the eye and therefore the 
distance traveled may be more or less. A 5% increase in the distance (approximately 6 cm) or 
a 5% time traveled by the ball (approximately 0.14 s), correspond to a 5% increase in the 
average velocity. This is equivalent to a ±5 cm/s in the timed velocity measurements. 
Furthermore, if the drag coefficient acting on the ball was greater than 1, the theoretical 
speed would be closer to the timed results as well. 
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Figure 4.19: Timed results for ping pong ball descent. 
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4.3.3 Frame Analysis 
To find the descent speed of the ping pong ball, each frame of the stereography data set 
was analyzed. With the position of the ball in each frame, the amount of translation could be 
determined from frame to frame. 
The vertical pixel size was determined by utilizing a static image of a known object 
placed in the column. For this purpose, a rubber ball, 5.08 cm in diameter was used (Figure 
4.20). The number of pixels that correspond to the diameter of that ball is 117 pixels. This 
translates to an effective pixel size of approximately 23 pixels per cm. 
Figure 4.20: Static image of rubber ball used to determine pixel scale. 
With the pixel size, the velocity of the ball can be determined. To ease in locating the ball 
in the frame, a frame not containing the ball was subtracted from it. This creates a more well-
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defined area for the ball, where it shows up in white. Three successive frames are shown in 
Figure 4.21. The ball location is marked by the white arrows, and as can be seen, the ball 
continues to descend approximately the same in both the camera 1 frames (Figure 4.21 a) and 
camera 2 frames (Figure 4.21b). 
Figure 4.21: Successive frames of the steregraphy data set using camera 1 (a), and camera 2 
(b) images. 
Three ball drop runs were analyzed. At least five frames (where possible 6) of each set 
were used to analyze the settling velocity of the ball. This corresponds to 64 (top and bottom 
edge, 2 cameras per run, 3 runs) data points that can be used to determine the speed of the 
ball. Rather than trying to determine the center of the ball, the top and bottom of the ball 
were determined by examining each image. The change in position of the top and bottom of 
the ball were then used to determine the velocity of the ball. The Figure 4.22 shows the frame 
analysis speed results. The results appear to be varied and do not seem to follow any one 
trend. Determining the top and bottom of the ball can be difficult because the ball edge does 
not show up clearly in the images. The average error in these results was 9.9% difference in 
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diameter, which corresponds to a pixel difference of 8. 7 pixels. This corresponds to a change 
in speed of ±4 cm/s. Therefore, most variation (between cameras) in this method is most 
likely do to the subjective nature of determining the ball edge . 
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Figure 4.22: Frame analysis speeds. 
The average descent velocity and standard deviations for the timed, theoretical and frame 
analysis methods are contained in Table 4.2. An average descent velocity of approximately 
50 cm/s, with a standard deviation of 5 .2 cm/s was found for the frame analysis method. This 
is larger than the timed method, but given the subjective nature of the image analysis, this is 
expected. The ball velocity also varies somewhat as it descends through the column, due to 
friction in the line and the wake created by the sinkers. The theoretically determined descent 
velocity of 48 cm/sis within 4% of the frame analysis determined value. This corresponds 
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very well given that the drag coefficient could be lower or higher, which would in turn 
change the theoretical velocity. A 10% decrease in the drag coefficient corresponds to 
approximately a 6% change in the theoretical velocity of the ball. The timed result is within 
15% of the frame analysis value. Although this is large, given the amount of uncertainty in 
the timed results, this is acceptable. Based on these results, the frame analysis data should be 
within 10% of the actual descent speed of the ball. 
Table 4.2: Ball descent velocity analysis. 
Method Average Descent Velocity ( cm/s) Std. Dev. (cm/s) Uncertainty ( cm/s) 
Theoreti ca I 48 - ±10 
Timed 43 2.0 ±5 
Frame Analysis 50 5.2 ±4 
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CHAPTER 5: CONCLUSIONS 
5.1 Conclusions 
This X-ray radiography system is capable of acquiring digital x-ray images and 
visualizing multiphase flow of large-scale systems. With this system, a greater understanding 
of multiphase hydrodynamics is possible. 
With the acquired projection images, computed tomography methods can be applied to 
the data. Computed tomography capabilities were demonstrated through the use of phantom 
objects, which were properly imaged. Tubes in the phantom object with internal diameters 
greater than 6.35 mm were adequately resolved. Dynamic data sets were acquired for two-
phase and three-phase flows. Gas holdup analysis of the CT data showed similar trends to 
those witnessed by other experimenters. Additionally, CT slice image improvement was 
witnessed through the use of linear and polynomial normalization of the projection images. 
With the addition of these algorithms, image quality increases and CT data artifacts are 
reduced as shown in Figures 4.6 and 4.7. Furthermore, the beam hardening correction 
software allows the CT data to be further corrected. 
Stereographic data acquisition was displayed through the use of a dropped object. 
Analysis of the projection images yielded velocity speeds within 5% of theoretical 
calculations and 15% of timed results, providing results within 10% of the actual speed of the 
ball. 
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5.2 Recommendations 
5.2.1 Software Improvements 
Future systems should incorporate beam hardening CT slice correction into the Fx Visual 
software. Initially, it is unknown how often this data is required or what equations work best 
to linearize the data. By having a separate piece of software, there is more flexibility in terms 
of analyzing the data. Changes can be implemented quickly and applied without potentially 
hampering the functionality of other portions of the software. Adding this function to the 
FxVisual software would require an additional tab, in the device control box, to avoid clutter; 
this was initially made into a separate piece of software. 
Improve the linear algorithm to utilize only a central portion of the image. Currently the 
entire active image is used when the linear normalization algorithm is applied. Pixels near the 
edge of the image may be affecting how well this algorithm is applied to the data, and the 
linear fit that is used on the data. This would reduce the need to determine which pixels are 
located in the active portion of the image during portions of this process. This could reduce 
normalization application time, and potentially improve image quality. 
CT scans should be performed to determine the minimum appropriate number of 
unwarping parameter files. The current method uses 359 unwarping parameter files, and 
acquiring these parameter files takes a considerable amount of time, approximately 4-5 
hours. Reductions in the number of parameter files would speed calibration acquisition time. 
The imaging portion of the software, specifically the Clmage class, should be looked into 
for improvement as well. Improvements in how the image is read in and displayed to the 
screen could benefit a variety of different functions in the software. Refresh time in the 
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continuous acquisition mode, displaying both camera images at the same time, and 
displaying real-time data as stereography acquisition is performed. 
5.2.2 Future Work 
Create stereography analysis software. Initially, this software could be as primitive as 
mapping back the three-dimensional point from a set of images. Once this function has been 
implemented correctly, three-dimensional sets of points could be generated from different 
image sets and velocity vectors could be determined from those points. This processs may 
eventually be automatable through the use of feature recognition functions like the pixel 
cluster command utilized in the unwarping parameter page. Automation similar to this would 
work very well for something such as X-ray Particle Tracking Velocimetry (XPTV) where 
the tracking particles would show up in high contrast with the fluid. Tests should be done to 
determine the mapping of one detector onto the other. These tests should include determining 
the beam horizontal plane and beam vertical plane on each detector, possible rotation of the 
image and the offset (if any) between the beams. With these parameters one could determine 
the central axis and relate the two detector coordinate systems. 
Finally, further tests of multiphase flows should be conducted to determine process 
repeatability and refine the equations used to determine gas holdup. The linear normalization 
process that was used during the data acquisition provides basic results, but for lower noise 
levels, polynomial normalization should be used during the CT scan. Tests done on water 
only CT scans show a large decrease in noise and a reduction in ring artifacts in the central 
region of the image. Furthermore, increasing the integration time may yield better quality 
data sets and improve future analysis. 
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I. Introduction 
X-ray radiography provides a means of visualizing opaque objects. A variety of data can be 
gathered from images that are taken. Two such methods are computed tomography and 
stereography. Computed Tomography (CT) allows the user to acquire time-averaged data of 
an object, which allows for finding the local time-averaged density. Stereography allows the 
user to acquire real-time dynamic data of an object, which allows for the calculation of 
parameters such as velocity. Fig. 1. below shows the results of a CT scan of static tubes in 
the bubble column. Fig. 2. shows stereographic data collected on a ping pong ball falling 
through the column. 
Fig. 1. - CT results of static tubes suspended in water in the bubble column. 
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Fig. 2. - Images collected of ping pong ball falling through column. 
This manual describes the basic procedures used to acquire CT and stereographic data as well 
as visualize CT data using the Black Engineering Multiphase Flow X-ray System. 
II. Data Acquisition 
A. System: 
The Multiphase Flow system in Black Engineering room 1121 is an X-ray system that 
consists of: 
1. 2 LORAD X-ray Sources 
2. 2 Image Intensifiers 
3. 2 Monochrome DVC1412 Digital Cameras 
4. 2 EDT Frame Grabbers - Used for the transfer of images from the cameras to PC Ram 
memory for storage and display. 
5. Rotation Stage - The X-ray sources and detectors can be rotated around the bubble 
column via computer control. 
6. PC scan control program Fx Visual 
For more details see the manuals for the individual components (located in room 1121). 
B. Concept: 
Computed Tomography 
The basic geometry and process for producing a single CT slice through a sample is shown in 
Fig. 3. Each time the sample is rotated to a new position, the values for a row of pixels on 
the image acquisition device are stored in a "sinogram" file. Once the sample completes a 
360-degree rotation, all the projection profiles compose a raw CT data set. These projections 
are then processed in a CT reconstruction program to produce a cross section image of the 
sample. 
Stereography 
Cross Section 
Image 
86 
CORAxis 
Fan Beam 
~~""~ :_:=:~ 
Rotation 
Stage 
I A I Reconstruction 
... CORAxis 
I 
I 
Image Acquisition 
Device 
COR Value of 
the CT data 
t----~-----t ~1 
.,__ _ __.. __ --1 ez 
~----'-, --~ 8 360 
CT data 
Fig. 3. - Schematic representation of the CT process. 
Stereography involves taking two 2-dimensional images and using this information to 
calculate the 3-dimensional location of features in the object. These two images are acquired 
from two arbitrary locations, in this case at 90 degrees, 8, from one another. As shown in Fig. 
4 below, the point of interest, P, in the sample will project to different coordinates on the two 
detectors. 
Fig. 4. - Setup for stereographic imaging. In this schematic representation, two source-
detector combinations are shown imaging a point of interest, P, in a sample. 
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C. Setup Steps: 
The program used to control CT and stereographic data acquisition is FxVisual, currently 
located on the desktop of the PC in Black Engineering room 1121. Before starting the data 
acquisition you need to select a number of parameters and make sure that the system has the 
proper calibration files. With either a sample mounted inside the rotation ring or the bubble 
column mounted inside the rotation ring, you can initiate X-rays and observe the image. The 
imaging device is selected via the Tool Bar, and data acquisition and sample position are 
controlled through tabs on the "Device Control" window. The Tool Bar, "Image 
Acquisition", and "Motion Control" windows are shown below. 
Four camera binning options having different resolution and speed are available: 
1 x 1 - 1388 x 1024 pixels @ 10 frames/sec 
2 x 2 - 640 x 512 pixels @ 20 frame/sec 
4 x 4 - 320 x 256 pixels @ 40 frames/sec. 
8 x 8 - 160 x 128 pixels @ 60 frames/sec. 
Typically, the 2 x 2 binning option in the "integrate" mode is used for most applications. It 
provides a relatively fast frame rate and the full image size can be displayed to the monitor. 
By pressing "Continuous Acquisition" you will get a real-time image that lets you track 
movement within the bubble column or show effects of rotation around the sample. The 
"number of frames" box sets the number of frames to integrate together to produce an image 
having greater dynamic range and reduced statistical "noise". This box can also be used with 
the "average" mode selected, and similar to the integration mode, the frames are summed 
together. However, in this method the summed frames are then divided by the number of 
frames that have been taken. This option is useful for the flat frame acquisition for system 
calibration and can be selected for use during the CT acquisition. 
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Fig. 5. - Toolbar, Image Acquisition, and Motion Control windows. 
The images acquired have at least 12-bits of data, however, this is more than the 8-bits which 
can be displayed to the screen. Therefore, it is necessary to map the original data range onto 
the monitor. This can be adjusted using the histogram window, which is available via the 
toolbar (first icon after the camera selection box) or from Main menu, under View, and 
Histogram Window. 
The Histogram Window can be used during Continuous Acquisition mode to change the 
range that is mapped onto the monitor. However, if the range of the image being <lisp layed 
changes a great deal, then the Histogram Window does not refresh. To refresh the Histogram 
Window, please click the Histogram Window, and then click the image being displayed. 
.:J 
Min ..!.J _J 
Max _!J 
Delta _!J 
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Fig. 6. - Histogram window. 
To rotate the ring around the sample or bubble column, enter a distance in degrees, and then 
press the "Go" button. The ring should begin to rotate. Currently, only incremental motion is 
supported. Rotation is positive in the counter-clockwise direction (looking down from 
above). The "Motor Status" box indicates current position, warnings or errors. If the limit 
switch is reached, the motor will stop movement in its current direction. 
When taking CT data, the ring will be sent back to the zero degree limit switch, and data 
acquisition will begin from this position. 
Normalization Files 
The normalization files are used to equalize the response of the pixels in the image 
intensifier. Due to variations in electronic circuitry and imperfections in the sensor elements, 
each pixel can have a different response to the same X-ray flux. There are two methods 
which can be employed to "calibrate" images acquired: linear and polynomial. Either method 
requires that the normalization files be acquired with no objects in the beam path. This means 
that the column or sample must not be in the image when the X-ray beam is initiated. NOTE: 
To apply the correct pixel normalization to an image, the normalization data must be taken at 
the same number of integrated frames. For example, if an image is taken of 10 integrated 
frames, then the file(s) used to normalize that image must also consist of 10 integrated 
frames. 
Linear 
The first method, "linear" calibration, assumes a linear relationship between detector 
response and X-ray power. This requires that a dark frame (no X-rays being applied) and a 
"flat" frame (X-rays are close to saturating, a pixel value of 4095 for a single frame, the 
image) be acquired. To acquire a dark frame, tum-off the X-ray beam, and acquire the 
desired number of frames. To acquire a flat frame, initiate the X-ray beam, and adjust the 
current and voltage settings until an average pixel intensity of approximately 3900 is found in 
the center of the image (for a single frame). These images are then saved to the folder 
D:\Calibration\Unit #\Resolution Setting\Intensifier Position\, where# corresponds to the 
camera number, Resolution Setting corresponds to the resolution of the binning mode used 
(i.e., 1388 x 1024), and Intensifier Position refers to where the intensifier is on its rail system 
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(i.e., all forward, all back). These frames are saved as either a TIF or GRD file type (Note: 
the TIF file type has a limit of 15 integrated frames due to the fact that it is a 16-bit file type, 
only capable of saving pixel intensity values of up to 65,636. It is suggested that images 
consisting of 15 or more integrated frames be saved as GRD, which is a 32-bit file type). The 
typical notation of the dark and flat frames is type_date_number of frames_unit number. For 
example, if a dark frame consisting of 10 integrated frames of Camera 1 on 1127106 is saved, 
it would be saved as darkl-27-06_10f_ l. To apply a linear normalization/calibration to the 
image, please see the "Calibration Application" section of this manual. 
Polynomial 
Unlike the linear method, the polynomial method assumes a "polynomial" relationship 
between pixel intensity and X-ray power. This method requires that several frames be 
acquired from flat to dark frame. Therefore, in order to store the data from these frames 
effectively, a parameter file is created. To do this, the "Norm. Parameters" tab is selected in 
the "Device Control Window". This tab is shown in Fig. 7. 
Unwarp Par.ame\ers I Stereography I Scan St.atus 
Image .6.cquisition l Motion Control l Automated Scan 
CT Scan Norm. Parameters File Conv. 
Calibration Parameter Output File: 
Save As ... 
, Pi><el Calibration Parameter Acquisition- -
0 
lions ~ -:_ --, 
Number of r,--- i P I i 
Frames: I ' I r Un•Narp Images I l 
I ' I I : Integrate Frames Real Time Image ~· - --- __ __; j 
Stop Conti1'1uousAcquire ~~~n~r of Images ro-- j 
I 
Finish/ Curve Fit I 
--- -- --- -- -- .J 
The fir st step to do pixel by pi~el calibr ation 
is to click the 'Save As ... ' button at lhe top ri11ht corner 
and sp.ecify the parameter tile location. 
Fig. 7. - Norm. Parameters Tab 
1. To begin, the file name must be chosen. The same format as the linear method applies 
to this as well, accept the parameter file is labeled as poly-date_number of 
frames_unit number (i.e. , polyl-27-06_10f_ l). Once the title has been selected, a 
real-time image begins to be displayed. 
2. Change the voltage and current settings and see the effect on the image. At any point, 
the real-time image can be frozen or restarted. The user will be guided through the 
process by the message box at the bottom of the window. 
3. To start the process, click the "Stop Continuous Acquire" button. If the pixel intensity 
is approximately close to saturation, enter the number of frames that is desired to be 
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integrated, and select the Integrate Frames button. If pixel intensity is not satisfactory, 
see Step 4. If so, proceed to Step 5. 
4. If the pixel intensity is not satisfactory, click the "Real Time Image" button, and 
change the X-ray power settings appropriately. Once the desired value is reached, 
repeat step 3. 
5. After the frames have been integrated, click the "Real Time Image" button, and 
change the X-ray power settings to reduce the average pixel value. 
6. Click the "Integrate Frames" button. Repeat Step 5 until the "dark frame" image is 
reached. Note: It is not recquired that each image be lower or higher than the previous 
image, however, it is easier to keep track if you move in one general direction. 
Success has been found by reducing the average pixel intensity of the continuous 
image by approximately 100-200 for each frame (i.e., acquire a frame with an average 
pixel value of 1100, and then acquire a frame with an average pixel value of 1000). 
7. Although the software only requires the user to acquire 5 images (of any number of 
integrated frames), it is suggested that at least 20 images be acquired. When finished, 
click the "Finish/Curve Fit" button. A parameter file will then be generated. 
To apply a polynomial normalization/calibration to the image, please see the "Calibration 
Application" section of this manual. 
Unwarping Files 
Several factors contribute to the need for unwarping the image. First, the image intensifiers 
cause a slight bow on the edges of the image. Second, a small strength magnetic field exists 
inside the vault. This field causes the images to tilt to one direction. The amount of tilt is 
affected by the position of the rotation ring as well as where the image intensifier is 
positioned on its rails. Therefore, unwarping parameters are required for each angle and 
position that is desired. 
To collect unwarping parameters, begin by attaching the steel grid to the image intensifier 
(shown in Fig. 8). This grid provides a reference image which can be used to determine the 
pixel shift. Next select the "Unwarping Parameters" tab in the software. Note: The binning 
mode that will be used is set from the Image Acquisition tab or the Stereography tab. The 
camera that will be used is specified in the Toolbar. 
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y ·· 
(c) 
Fig. 8. - (a) Unwarping grid, (b) intensifier mount for grid and 
(c) grid mounted to intensifier. 
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Fig. 9. - Unwarping Parameters tab. 
1. Set the calibration parameters. This is done under Process, and Set Calibration. Please 
select the dark and flat frames which correspond to the number of frames being taken. 
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2. Click the "Acquire" button. An image will be taken, and then normalized with the 
linear normalization process. This image gives the user an idea of what portion of the 
grid is showing up in the image. 
3. Set the region of interest by clicking the ROI check box. This will show only the 
pixels inside the specified region. The default parameters are: 
X Pixel Start = 102 
X Pixel End= 496 
Y Pixel Start = 22 
Y Pixel End= 503 
This region will change depending on what camera is being used and where the ring 
is positioned. This region does not need to be symmetric but must contain complete 
vertical and horizontal "bands" of the grid. 
4. Click the "Acquire" button again. This should darken the region outside of the ROI 
area. 
5. Count the number of rows and columns that show up in the ROI, and set these 
numbers. 
6. Set the Threshold. This number should be less than to the pixel intensity of the holes 
in the grid, but higher than the darkened area of the grid. 
7. Click the "Acquire" button again. This will store the values specified by the user into 
the software. 
8. Click the "Save As ... " button and set the file name for the unwarping parameter file. 
If taking only a single unwarping parameter file, any name can be specified. 
However, if a set (from 0 degrees to 360 degrees) is being taken, then the format of 
the file must be "filename_#", where# corresponds to the angle at which the 
parameters are being taken. This must be in the format of 00# for angles below 10 
degrees, 0# for angles from 10 degrees and 100 degrees, and # for angles of 100 
degrees or greater. For example, if the angle is 5 degrees,# would be 005. If the angle 
is 15 degrees,# would be 015. If the angle is 235 degrees,# would be 235. This 
format allows the software to read in the parameters in set order. 
9. Click the "Start button". This should begin the parameter collection process. The 
image should first be filtered by the threshold value. This takes the image and sets all 
pixels below the threshold value to zero. Next, the groups of pixels that are higher 
than the threshold are counted. The number of clusters will correspond to the number 
of columns and rows specified by the user. Then, the software will weight each of the 
clusters to a single point. After this is done, lines are fit to represent the true position 
of the grid, and then the amount that each pixel must be shifted is then calculated. 
Finally, a grid showing how far each pixel was off from its true position is then 
displayed. By displaying this grid, the user can see (utilizing the histogram) just how 
far off the pixels were from their true position. 
Some errors can occur during the unwarping calculation process. The two most 
typical error messages are described below: 
"More pixel cluster found! You may need to check the threshold setting" 
This means that the threshold setting has been set too low. Reset the threshold 
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number and click the "Acquire" button. Next, click the "Start" button to restart the 
process. 
Note: Sometimes if this error is occurring the program will crash due to it finding 
more clusters than it can handle in its memory. 
"Less pixel cluster found! You may need to check the threshold setting". 
This means the threshold setting has been set too high. Reset the threshold value and 
click the "Acquire" button. Next, click the "Start button to restart the process. 
Upon finishing the unwarping process, it is suggested that the user apply these parameters to 
the grid image to see if the parameters turned out correctly. To unwarp the image, please see 
the "Calibration Application" section of this manual. 
Calibration Application 
Because there are a variety of calibration options that can be applied, the method( s) that will 
be applied to the image must be set. To set the calibration options, from the Main menu, 
select Process and then Set Calibration. The "Set Calibration Process" window is shown inf 
Fig. 10. There are four calibration options: Offset Calibration, Linear Calibration, 
Polynomial Calibration, and Unwarp Calibration. Offset, Linear, and Polynomial Calibration 
are all pixel normalization processes, and only one can be selected at a time. The Unwarp 
Calibration remaps the pixels, so this can be applied to the image in addition to any of the 
pixel normalization processes. The calibration file that is to be applied to the image should 
match the number of frames to which the current active image has been integrated (i.e., if the 
current active image consists of 5 integrated frames, and the linear process has been chosen, 
then the dark and flat frames should also consist of 5 integrated frames.) 
- Linear Pixel Calibration ..,..- -- -· -~ -- ·• 
· Dark Frame Unit 1: fD:\Calibration\Unit 1 \640 Open_ .. I Clear I 
' Flat Frame Unit 1: jD:\Calibration\Unit 1 \ 640 Operr .. j Clear I 
i Dark Frame Unit 2: lD:\Calibration\Unit 2\640 Open ... j Clear I 
; Flat Frarne Unit 2: ID:\Calibration\Unit 2\640 Open ... I Clear I · 
r Offset Calibration 
P Linear Calibration 
OK 
r Polynomial Calibration 
I Unwarp Calibration 
Cancel 
Fig. 10. - Set Image Calibration window. 
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The Offset Calibration takes the current active image and subtracts its corresponding dark 
frame. This process requires only a dark frame. Explanation of the dark frame can be found 
under the Normalization files section of this manual. 
The Linear Calibration takes the current active image and assumes a linear relationship 
between X-ray source power and pixel intensity. This process requires both a dark and flat 
frame. This process provides improved image quality. Further explanation of how to acquire 
the dark and flat frames is contained above under Normalization files section of this manual. 
The Polynomial Calibration takes the current active image and assumes a non-linear 
relationship between X-ray source power and pixel intensity. This process requires a TXT 
file that has been created by this software, as well as a single frame dark frame and single 
frame flat frame (used to determine the active pixels in the image). Polynomial normalization 
provides the best quality image, but takes longer to apply to the data. Additionally, acquiring 
the necessary parameter file and dark/flat frames takes longer as well. Explanation of how to 
acquire the parameter file and dark/flat frames is contained above under the Normalization 
files section of this manual. 
The Unwarp Calibration remaps the pixels to their actual position. This process gives the 
"true" position of the pixels in the image. This process requires a TXT file that has been 
created by this software. It should be noted that pixel normalization cannot be applied to the 
image after the image has been unwarped. However, the image can be normalized and then 
unwarped. When both a pixel normalization option and unwarping are selected, the image is 
first normalized and then unwarped. It is recommended that the image be unwarped only 
after the pixel normalization has been applied. 
Select the appropriate calibration process from the check boxes at the bottom of the "Set 
Image Calibration" window, and then press OK. The options chosen will be saved to the 
registry and will continue being set to these values until changed. Once the appropriate 
options have been set, pixel normalization and unwarping can be applied via the Calibration 
icon on the Toolbar (third icon to the right of the camera selection box) or from Main menu, 
under Process, and Calibrate Image. The camera parameters (Unit l or Unit 2) that are used 
in the calibration process are determined by what camera is selected in the Toolbar. 
file Edit Viei,.·.,i Process Windo•N Help 
CT Scan Settings 
, ® "1IDn !camera 1 3 r.! 1E1 ~ , ~ f 
I Calibration Icon 
Fig. 11. - FxVisual Toolbar. 
To start a CT scan, access the "CT Scan" tab of the Device Control Window. The CT Scan 
tab is shown in Fig. 12. 
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Fig. 12. - CT Scan Window and Image Window 
1. Begin by setting the Scan Type - This normally is set to Multiple Slice and 
Counterclockwise options. (Note: currently image unwarping can only be applied to a 
counterclockwise scan) 
2. Set the number of bands. This allows the scan to be divided into different regions, 
normally left at one. 
3. Set the number of slices. The default is I 00. This can be set to any whole number 
value (Note: one sinogram file holds 10 slices in current implementation therefore for 
this selection 100/1 0 = 10 sinogram files will be generated.). 
4. Set the Start Row. The default is 206. If a larger or smaller area is desired, change this 
value appropriately. 
5. Set the slice interval. This corresponds to the spacing between slices, and is measured 
in pixels. The default value is 1. 
6. Set the Start Column. The default is 0. Normally this will always be zero, but if the 
user wishes to not include the inactive pixels in the image, this value can be changed. 
7. Set the End Column. The default is 640. Normally, this will be width of the currently 
selected binning mode. If 1 x 1 binning is selected then, this value should be 1388. 
8. Next, change the acquire settings. Integration should usually be selected. Any number 
of frames can be set, the default is I 0. The step size sets the rotation step size. Smaller 
values equal better resolution (the default is I degree). This can be any number and 
can be a fraction (i.e., 0.5 degrees) . 
9. Select the sinogram output location and filename by clicking the "Save As ... " button. 
10. Select the normalization options desired. The parameters that are used are set in the 
Calibration Settings dialog (see the Calibration App Ii cation section of this manual for 
further details). 
The only change is the unwarping files are set on this screen. This is because a series 
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of files are needed. If this option is selected, locate the set ofunwarping files and 
select the unwarping file for the 0 degree position. 
11. Once all selections have been made, click the "Start" button to begin the CT scan. 
The rotation ring will rotate from wherever its current position is back to the 0 degree 
position. The progress will be shown on the progress bar and in the message box 
located below the Acquire Settings. The scan can be canceled at any time by selecting 
the "Cancel" button. 
Note: All sinogram files are currently saved in the ASCII format. Future revisions to the 
software may implement a binary format. 
Stereography Settings 
Stereographic data are taken by using both sources and intensifiers. To take stereographic 
data, access the "Stereography" tab of the Device Control Window. The Stereography tab is 
shown in Fig. 13 . 
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Number of Frames 
to Acquire: 
jo Estimated Capture Time:[ · - - · $eC. 
S_tart Acquisition j Stop Acquisition 
I Unwarp Images r Lihear ~Jormalization 
Location of Files: 
, ·· Options ---·--··,- -- --- -~--- -- ·- 1 
i .... Binning - -- ~ .....,---c- · --·--··-c-,- ---· -·-1 ! 
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Fig. 13. - Stereography Tab 
1. Begin by selecting the binning option. Currently, it is recommended that the 2 x 2 
binning be selected because the 1 x 1 method may drop frames, thus making a data 
set incomplete. 
2. Select the location of the output files and the filename by clicking the "Save As . .. " 
button. The files are saved in TIFF format and are labeled "filename_ cam 1 _image#" 
for camera 1 files and "filename_ cam2 _image#" for camera two files , where filename 
is the name specified in the Save As dialog. 
3. Next, select the number of frames to acquire. The estimated capture time (in sec.) is 
displayed next to this box. Frame rates corresponding to each binning option are 
discussed earlier in this manual. 
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4. Select image calibration options. All data will be recorded and saved, then calibrated 
and saved under the name "filename_ cal_ cam l _image#". In this manner, if the 
calibration options set in the Calibration Settings are incorrect, the original data will 
not be changed. Currently, image unwarping and linear normalization are supported 
(polynomial may be added in the future). Calibration parameters are set in the 
Calibration Settings dialog. 
5. Click "Start Acquisition" button to begin stereographic acquisition. The process may 
be stopped by clicking the "Stop Acquisition" button. The progress bar will show 
current approximate position in the data set. 
Currently, all data analysis must be conducted using imaging software. Future 
developments will provide stereography analysis tools and software. 
Ill . Reconstruction: 
The following portion of this instruction manual is identical to the instructions used for 
reconstructing sinogram files for the HR_ CT and XrVision based software packages. Each 
slice profile is backward reconstructed or back projected through an established algorithm 
into a two-dimensional cross section image of the "slice" that was scanned. Currently the 
data are stored in 10-slice sinogram files (filename.sin). This file contains header and trailer 
information about the scan parameters. A key parameter of this reconstruction algorithm is 
the position of the rotation axis called COR (Center of Rotation). As indicated in Fig. 3, this 
corresponds to the projection of the axis of rotation onto the detector. Usually the COR 
value is represented in the detector coordinates. 
The program recon can be used to reconstruct up to ten sequential slices at a time on a single 
PC. For 3D data sets of several hundred slices, it would take a very long time to reconstruct 
all of the slices on a single PC. The computing power of the Linux cluster is utilized to 
accelerate the data reconstruction process. 
If the CT system is properly aligned and calibrated, one can use the parameters stored in the 
sinogram files for reconstruction. However, it is usually advisable to check that the best 
COR value is used. The user should copy the first and last sinogram files to the local PC and 
run the recon program while varying the COR parameter to determine the best value. The 
following procedure should be followed (see Fig. 14): 
Initialization 
Select a top or bottom sinogram file 
Select calibration file : qfitl. txt 
Specify the file name and location where you intend to save the file. 
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#Of slices: Let it remain at 1 unless you want to view a range of slices (up to 10) 
(note that viewing more slices will take longer) 
Slice start#: 1-10 
Image size: (e.g. , 256) should be even. For initialization stage a small value will be 
faster 
COR First: 0 Last: 0 (program will calculate these values on its own) or you can 
input a value if you have prior information 
Max Gray Level: 0 (program will calculate this value on its own) 
After making selections click on ' !' to reconstruct. 
COR determination 
(See Fig. 15) 
Slices Number: 1 
Input j Adjustment! COR f Mapping l Normafize l 
r Reciuired i:iarameters _ 
j Sinogram Fie: Jur stufl\pzt1 ODO.sin ..:.J 
11
1 Calibration File: jts\CT _prog\qlit1 .txt d 
Ouput FileS tem: jtest d 
I L Slice Start Number: .J1 
Number of SHCes: j1 
l 
1 
=__J 
I r ptional para~~= S;z~~;--~~--~ ... ---~l 
I 
CenterofRotation:~ ~ I 
F~s t sfice Last s6ce j 
MaxGrey l evet ~ Adjustmeht r I 
I . I 
Fig. 14. - Input tab. 
COR: select estimated value 
Delta COR= step size between trials (start with large steps, 5-10, and then reduce as 
you get close to best COR) 
Number of Trials=number of steps to try ( 5 is a convenient number) 
Image Size=( e.g., 512) use larger size as you get closer to best COR 
After making selections click on '! ! ' to get COR images. 
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i hpUt . J Adjustment . COR l M appir1g l " t~ or~ali~e l 
Slices Number: j1 
COA: js90 
Delta COR: 15 
Number of.Trails: 15 
Image Siie: 1512 
Fig. 15. - COR tab. 
A sequence of images reconstructed under different assumptions for COR value will be 
displayed. You want to look for the best definition of internal structures in the sample. Fig. 
16 shows some examples. It is very helpful to have some idea of the type and size of 
structures you expect to see in the sample. In some cases, a bad COR can result in artifacts 
that can be misinterpreted as real internal structure. 
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Fig. 16. - A sequence of reconstructions to determine the best COR (698). 
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The best COR should be determined for a slice near the top of the CT scan, and also for one 
near the bottom. These should not differ by more than a few pixels. This is an indication of 
how well the detector axis is aligned with the sample positioner vertical axis. It is assumed 
that the COR will vary linearly through the sample. 
Typically, the "best" COR for 2 x 2 images is close to 323 and 660 for 1 x 1 CT scans in the 
Black X-ray facility. 
Reconstruction Steps: 
To use the parallel reconstruction code on the linux cluster, you must access the cluster from 
the CNDE (Applied Science Complex I, II, or III) . Once the cluster has been accessed, you 
must determine which nodes on the cluster are available. That can be obtained from either of 
two web sites: 
http://hal.cnde.iastate.edu/ganglia (Fig. 17) 
Show Hosts: yes r. no !" I CNDE Cluster load_ one last hour sorted by hostname I Colmnns J'43 
' ode52 :: ~;: [ff~Tt:vj]: : .nTii ~ ,f1T'~mn 
10: 40 11: 00 ~ - 10 . 40 11: 00 ~ 10 : 40 11:00 
t II 1 oad_one 1 as t hour (no w o. 09) ~ , • 1 oa d_one 1 as_: hour (no w o. 00) ~ • 1 oad_one l.as t hour ( now o. 00) 
load_one: down 
; L.~.~. L: ~,1~ ! : , ... ~.~.c:1;; ,.:~  , : : ... _.:. ~ ,L :0 00) 111 · ~ , .. ~.~.' ,~ ;;~ ,.::;:· ~:, 1 ~ 
: , ... ~i ·":;.:; , .~: ;~:1~ ! : ""~"~'  JJ~~:1~ : : , ..._.:,~:0~1~1; : , ,.,_.:.~~1 ~ 
: , ... _.:, ~i~;;~~~li : ,, .. :.~.  . ~ ,.~.~, ~; ,.::·~ 00) ; • , .. ,~.~.  
Fig. 17. - Cluster usage webpage (Ganglia). 
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or http://hal.cnde.iastate.edu/cgi-bin/wwwclient (Fig. 18) 
Fig. 18. - Cluster usage webpage (WWWClient). 
To run the reconstruction program connect to hal through the SSH Client using account 
xrayct and standard password. Fig. 19 shows an example session for setting up and running 
the CT reconstruction program. 
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[xr:ayct@.hal xr:ayct]$ ls mlist~ 
~t mlistl8 mlistl9 mlist30 
mlistl mlistl8. mlist2 mlist40 
mlist 8 14. txt 
mlist a 
mlistclint. 
mlist full 
mlisthal 
mlist~<inyu 
mlistl5 mlistl8n mlist20 mlist721 
. mlistl 7 mlistl8. save mlist21 mlist. 8 14 
[xtayct@.hal xr:ayct]$ pico mlistl5 
UlJ PICO(tm.:1 4.0 File: mlistl5 
nodel 
node2 
node3 
node4 
node5 
· node6 
node? 
· node8 
node9 
nodelO 
no dell 
· nodel2 
nodel 3 
. nodel4 
nodel5 
[ Read 15 lines ] 
[xr:ayct@.hal xr:ayct]$ Illpir:un -np 15 -I11achinefile mlistlS r:ec_new 
Enter the location of the first sinogram file: ;'home / xrayct/ terry/beadtest2000.sin 
Enter number: of sinogram files within the same band: 10 
Enter the output vol file path and name: /hoI11e/xrayct/ter:r:y/bt2a 
Enter the image size: 900 
Do you want to rotate the reconstructed ima•Jes by a degree? (y/ n) n 
Open success' 
width = 1400, step = 360 
xmin 0. 000000, xmax 177. 800003 
ymin = O. 000000, ymax = 360. 000000 
zmin = O. 000000, zmax = 4389. 000000 
sour:ceToDetectorD = 1090.2700 sour:ceToSa.mpleD 97.2170 
first slice COR is 741.145203 and last slice COR is 740. 740417 
Do you want to change i t ?y 
Enter the COR of the fir:st slice in this band: 665 
Enter the COR of the last slice in tl"iis band: 665 
Fig. 19. - SSH Window. 
Description of the commands in the session shown in Fig. 19: 
1. "ls" is the standard unix list command. Here it is used to list the existing machinefile 
files. Each file contains a list of nodes to be used in reconstruction. You may be able 
to use an existing file, or you may have to create a new file if, for example, one of the 
nodes is not working. 
2. "pico" is a unix editor that allows you to change the list of available nodes 
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3. "mpirun" is the main command for executing a program on the cluster. The 
parameters are: -np number of nodes, - machinefile filename, and programname 
(generally you should use either the rec or rec_ new program ) 
4. location of first file is the directory on hal and name of the first .sin file 
5. number of sinogram files is the total number of .sin files for reconstruction. As 10 
slices are in each sinogram file, this should be number of slices/ IO; and if this value is 
a fraction it is rounded up (i.e. 24 slices/10 = 2.4, then you would have 3 sinogram 
files) 
6. vol file is the name of the output 3D data set (.vol extension). 
7. image size is the pixel dimension of the reconstructed slice. This should be less than 
or equal to the number of horizontal pixels in the detector, and should be an even 
number. 
8. the rotation question allows you to rotate the input sinograms to create an output file 
that is aligned along some desired feature in the sample. 
9. You are then asked if you want to change COR from the internally calculated value. 
For best results you should check the COR for the first and last slice as indicated 
above, and enter the best determined values. 
Messages indicating file transfer status for sending sinogram data to the nodes and getting 
reconstructed slice data back will be displayed. You can also watch the status of the cluster 
nodes on one of the web monitors. When reconstruction is completed you can use the ssh 
file transfer client to move the . vol data file to a local PC for viewing as described in the next 
section. You should also try to remove any unneeded files from the cluster. Once the . vol 
file has been transferred to your local PC and backed up, delete the version on the cluster. If 
you don't anticipate running a new reconstruction on the sinogram files, back them up to CD 
or DVD and delete them from the cluster. 
IV. 30 Visualization 
Viewing of the 3D data set is done using the 3d** program. There are many different 
versions of this program, so look for the date and version number to make sure you have a 
recent one. 
Open filename.vol through File->Open View. If the data set is too large for the memory in 
your PC, a dialogue box opens telling how much memory is required to open the actual 
number of slices and how much is available. This feature gives the user the ability to specify 
the number of slices to be opened. 
When the data set is first displayed, it may look similar to that in Fig. 20, with very little 
inner detail visible. A number of processing and display tools available in the 
"preprocessing" menu can be used to extract the desired information. 
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Fig. 20 - 3D Visualization window. 
One example is ROI Clipping shown in Fig. 21. One can scroll through the slices and select 
either a rectangular or round region of interest. Hold the left mouse button down and drag to 
change the size. Use the right mouse button to re-center, or the arrow keys to nudge. When 
satisfied click "Add" (you can add multiple ROis). Click "apply" to have the settings take 
affect. 
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Fig. 21 - ROI Clipping tab. 
The "Intensity Range" tab allows the user to select different density materials in the sample 
for display. A histogram of all voxel values is shown. The Minimum and Maximum sliders 
can be adjusted to select the range of intensities to be displayed. Multiple ranges can be 
chosen and an opacity can be assigned to each range. Small opacity values ( <0.1) tend to 
give a translucent appearance to the voxels . Click "Add" for each range desired, and then 
"Apply" to produce the result Fig. 22 shows a coil of wire used in the tip of a small eddy 
current probe. The intensity range has been selected to emphasize the wires. 
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Fig. 22. - IntensityRange Tab 
Further separation of internal structures can be accomplished by limiting the spatial range in 
different dimensions. In Fig. 23, the Y-range has been limited to create a cross-section cut 
through the coil. Note also that this tab allows the user to independently adjust the Zoom 
factor for each axis. This is useful for producing a more realistic 3D scale. In general, due to 
the way the CT data was acquired and reconstructed, the scale for the Z-direction will be 
different from that for the X, Y-directions. 
Image mapping 
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Fig. 23. - Spatial Range Tab 
Generally, the data that are acquired in CT scans has a range of values greater than the 256 
grayscale values that can be displayed on a typical monitor. By default, that full range is 
multiplied by a scale factor to map it into the 256 grayscale values. Such an image will tend 
to have poor contrast with many subtle features being lost. 
The histogram mapping functions available in the data acquisition, reconstruction and 
visualization programs can be used to optimize the contrast for selected portions of an image. 
An example is shown in Fig. 24 of an image of penetrameters on a one inch thick aluminwn 
block. The image to the left displays the full range of the original data (grayscale values 
from 0 to 3100) mapped onto the 256 values of the monitor. Only the lead numbers can be 
seen. For the image to the right, we have restricted the range of grayscale values that are 
mapped to the monitor ( 492 to 640), and can now see the fine detail in the image. 
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Fig. 24. - Effects of changing Histogram settings. 
Several other useful features of the visualization program are described below. 
Object rotation- is accomplished by holding down the left mouse button and dragging. 
Default views- are available by clicking on x-y, x-z, or y-z buttons 
Option->Preference: allows you to change shading and lighting parameters that can affect 
the appearance of objects. It also lets you choose different background colors. 
Option-> Flip Gradient: controls the way light is reflected from a surface. Solid surfaces 
display better using the normal gradient. Voids in an object show up better using a reversed 
gradient. 
Option ->Render: can be set for automatic or manual updating of the image whenever 
parameters are modified 
Color Map-> 3D image: can be used for adjusting the colors used to display the 3D image 
Color Map-> Slice: can be used to adjust the grayscale mapping for ROI slices 
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Saving files: 
File-> Save Image will save the current view as a JPEG file or GRD file. 
File-> Save As allows the user to create a new *.vol file. In the window that pops up (Fig. 
25), you can select to save "ROI only" to create a data file of reduced size. Clicking "OK" 
will then produce the standard file-naming window. 
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