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В работе исследованы свойства периода занятости системы массового
обслуживания с одним потоком требований и одним прибором, ухо-
дящим в спящий режим после окончания периода занятости. Когда
в систему, свободную от требований, приходит новое требование, при-
бор сначала некоторое время выходит из спящего режима и только
потом начинает обслуживать требования. Время обслуживания требо-
ваний и время выхода из спящего режима имеют произвольные аб-
солютно непрерывные распределения. Рассматриваются случаи, когда
время между приходами требований имеет распределение Эрланга и
гиперэкспоненциальное распределение.
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1. Введение
Свойства периода занятости играют важную роль для предсказания поведения
систем массового обслуживания. Наиболее полное описание свойств имеется лишь
для систем вида M/M/1, реже M/G/1 (см., например, [2]). На практике, тем не ме-
нее, предположения об экспоненциальности времени между приходами требований
и времени обслуживания зачастую не выполняется. В случаях, например, когда
входящий поток имеет гиперэкспоненциальное распределение или распределение
Эрланга, можно найти выражение для преобразования Лапласа-Стилтьеса дли-
тельности периода занятости [1,3]. В этих работах его свойства исследовались при
помощи прямых уравнений Колмогорова путем введения специальной дискретной
компоненты, связанной со входящим потоком, обеспечивающей марковость про-
цесса изменения очереди во времени. В данной работе, используя тот же метод,
мы получим выражения для периода занятости СМО с одним прибором, который
после окончания периода занятости уходит в спящий режим, во время которого он
не обслуживает требования, и некоторое время выходит из него после поступле-
ния нового требования. Для этого мы обобщим результаты, полученные в [3] для
систем с Эрланговским входящим потоком. Для систем с гиперэкспоненциальным
входящим потоком на основе [1],[4] сформулируем аналогичные результаты.
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2. Описание системы и обозначения
Рассматривается одноканальная система массового обслуживания с неограни-
ченным числом мест для ожидания и одним потоком требований. После окончания
каждого периода занятости прибор уходит в спящий режим, и при приходе нового
требования сначала выходит из спящего режима и лишь потом начинает обслужи-
вать требования. Время выхода из спящего режима имеет абсолютно непрерывное
распределению с плотностью 𝜈(𝑡). Время обслуживания требований имеет произ-
вольное абсолютно непрерывное распределение. Рассматриваются случаи, когда
входящий поток требований является гиперэкспоненциальным или Эрланговским.
При гиперэкспоненциальном входящем потоке время между поступлениями
требований описывается гиперэкспоненциальным распределением с параметрами
(𝑐𝑗 , 𝑎𝑗), 𝑗 = 1, . . . , 𝑁 , а именно
𝑎(𝑡) =
⎧⎪⎨⎪⎩
𝑁∑︀
𝑗=1
𝑐𝑗 𝑎𝑗 exp(−𝑎𝑗𝑡), 𝑡 > 0,
0, 𝑡 < 0,
(1)
где
𝑐𝑖 > 0, 𝑖 = 1, . . . , 𝑘,
𝑘∑︁
𝑗=1
𝑐𝑗 = 1.
Рекуррентный входящий поток, задаваемый плотностью распределения (1), экви-
валентен следующему: интервалы между поступлениями требований независимы
в совокупности и показательно распределены со случайным параметром 𝑎, прини-
мающим значения 𝑎𝑗 с вероятностью 𝑐𝑗 , 𝑗 = 1, . . . , 𝑘.
При Эрланговском входящем потоке времена между поступлениями требова-
ний независимы в совокупности и распределены согласно распределению Эрланга
𝜉 =
𝑘∑︁
𝑖=1
𝜉𝑖,
где 𝜉𝑖 – экспоненциально распределенные величины с параметрами 𝑎𝑖.
Для удобства введем следующий вспомогательный марковский процесс с мно-
жеством состояний 𝑖 = 1, .., 𝑘: пусть в момент времени 𝑡 этот процесс принимает
некоторое значение 𝑖 = 1, .., 𝑘, тогда спустя случайное время, распределенное как
𝜉𝑖, процесс переходит в состояния 𝑖+ 1, если 𝑖 < 𝑘, или 1, если 𝑖 = 𝑘. В случае пе-
рехода из состояния 𝑖 = 𝑘 в состояние 𝑖 = 1 будем считать, что в систему пришло
требование.
Состояние вспомогательного процесса в обоих случаях будем называть фазой
входящего потока, и фазу в момент времени 𝑡 будем обозначать за 𝑗(𝑡). Функ-
цию распределения времени между приходами требований и плотность обозначим
за 𝐴(𝑡) и 𝑎(𝑡), соответственно. Функцию распределения времени обслуживания
и плотность обозначим за 𝐵(𝑡) и 𝑏(𝑡). Также обозначим моменты этих величин
следующим образом:
𝑎(𝑘) =
∞
0
𝑎𝑘𝑑𝐴(𝑡), 𝑏(𝑘) =
∞
0
𝑏𝑘𝑑𝐵(𝑡).
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3. Результаты
Рассмотрим сначала систему без спящего режима. Обозначим за Π(𝑛0) дли-
тельность периода занятости, начавшегося со случайного количества требований
𝑛0. Длину очереди в момент времени 𝑡 обозначим за 𝐿(𝑡). Введем следующие обо-
значения, связанные с периодом занятости:
Π𝑗𝜈(𝑛
0, 𝑡) · 𝑑𝑡 = 𝑃 (Π(𝑛0) ∈ (𝑡 + 𝑑𝑡) , 𝑗(𝑡) = 𝑗 | 𝐿(0) = 𝑛𝑜, 𝑗(0) = 𝜈),
𝜋𝑗𝜈(𝑛
0, 𝑠) =

𝑒−𝑠𝑡Π𝑗𝜈(𝑡)𝑑𝑡.
Примем 𝜙(𝑧) = 𝑀𝑧𝑛
0
. За 𝑧(𝑡) обозначим время, прошедшее с начала обслужи-
вания требования, которое обслуживается в момент времени 𝑡.
Лемма 1. 𝜋𝑗𝜈(𝑛0, 𝑠) определяется из системы линейных уравнений
𝑘∑︁
𝑗=1
𝜋𝑗𝑣(𝑛
0, 𝑠))
𝑘−1∏︁
𝜇=𝑗
𝑎𝜇
𝑗−1∏︁
𝑙=1
(𝜆𝑚(𝑧𝑚(𝑠)) + 𝑎𝑙) = 𝜙(𝑧)
𝑘−1∏︁
𝜇=𝜈
𝑎𝜇
𝜈−1∏︁
𝑙=1
(𝜆𝑚(𝑧𝑚(𝑠)) + 𝑎𝑙),
где 𝜆𝑚 являются корнями уравнения
𝑘∏︁
𝑖=1
𝜆 + 𝑎𝑖
𝑎𝑖
= 𝑧,
а 𝑧𝑚(𝑠) определяются из уравнения
𝑧 = 𝛽(𝑠− 𝜆𝑚(𝑧)),
𝛽 – преобразование Лапласа-Стилтьеса времени обслуживания требования.
Доказательство. Введем следующие обозначения:
𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0) =
=
𝜕
𝜕𝑥
𝑃 (𝐿(𝑡) = 𝑛, 𝑧(𝑡) < 𝑥, 𝑗(𝑡) = 𝑗, 𝐿(𝜏) ̸= 0, 𝜏 ∈ (0, 𝑡) | 𝑗(0) = 𝜈, 𝐿(0) = 𝑛0),
𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑡, 𝑛
0) =
∞∑︁
𝑛=1
𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0) · 𝑧𝑛,
𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑠, 𝑛
0) =
 ∞
0
(
∞∑︁
𝑛=1
𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0) · 𝑧𝑛) · 𝑒−𝑠𝑡𝑑𝑡,
𝜂(𝑥) =
𝑏(𝑥)
1−𝐵(𝑥) .
Рассмотрим возможные переходы системы за время ∆:
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𝑃
(𝜈)
𝑗 (𝑛, 𝑥 + ∆, 𝑡 + ∆, 𝑛
𝑜) = 𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0)(1− (𝑎𝑗 + 𝜂(𝑥))∆))
+ (1− 𝛿𝑗,1)𝑃 (𝜈)𝑗−1(𝑛, 𝑥, 𝑡, 𝑛0) · 𝑎𝑗−1 + 𝛿𝑗,1𝑃 (𝜈)𝑘 (𝑛− 1, 𝑥, 𝑡, 𝑛0) · 𝑎𝑘 + 𝑂(∆),
где а 𝛿𝑗𝑘 – символ Кронекера. Устремляя ∆ к нулю, получаем следующие диффе-
ренциальные уравнения:
𝜕𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0)
𝜕𝑥
+
𝜕𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0)
𝜕𝑡
= 𝑃
(𝜈)
𝑗 (𝑛, 𝑥, 𝑡, 𝑛
0)(−(𝑎𝑗 + 𝜂(𝑥))∆))
+ (1− 𝛿𝑗,1)𝑃 (𝜈)𝑗−1(𝑛, 𝑥, 𝑡, 𝑛0) · 𝑎𝑗−1 + 𝛿𝑗,1𝑃 (𝜈)𝑘 (𝑛− 1, 𝑥, 𝑡, 𝑛0) · 𝑎𝑘.
Переходя к производящим функциям и преобразованию Лапласа-Стилтьеса, по-
лучаем:
𝜕𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑠, 𝑛
𝑜)
𝜕𝑥
= −[𝑠 + 𝑎𝑗 + 𝜂(𝑥)]𝜕𝑃 (𝜈)𝑗 (𝑧, 𝑥, 𝑠, 𝑛𝑜)
+ (1− 𝛿𝑗,1)𝑃 (𝜈)𝑗−1(𝑧, 𝑥, 𝑠, 𝑛𝑜) · 𝑎𝑗−1 + 𝛿𝑗,1𝑃 (𝜈)𝑘 (𝑧, 𝑥, 𝑠, 𝑛0) · 𝑎𝑘 · 𝑧. (2)
Делая замену 𝑃 (𝜈)𝑗 (𝑧, 𝑥, 𝑠, 𝑛
𝑜) = [1−𝐵(𝑥)]𝑒−𝑠𝑥𝑝(𝜈)𝑗 (𝑧, 𝑥, 𝑠, 𝑛𝑜), получаем уравнение:
𝜕𝑝
(𝜈)
𝑗 (𝑧, 𝑥, 𝑠, 𝑛
𝑜)
𝜕𝑥
=
= −𝑎𝑗𝑝(𝜈)𝑗 (𝑧, 𝑥, 𝑠, 𝑛𝑜) + (1− 𝛿𝑗,1)𝑝(𝜈)𝑗−1(𝑧, 𝑥, 𝑠, 𝑛𝑜) · 𝑎𝑗−1 + 𝛿𝑗,1𝑝(𝜈)𝑘 (𝑧, 𝑥, 𝑠, 𝑛0) · 𝑎𝑘 · 𝑧.
Его характеристическое уравнение следующее:
𝑘∏︁
𝑖=1
𝜆 + 𝑎𝑖
𝑎𝑖
= 𝑧
и, как показано в [3], имеет 𝑘 различных корней 𝜆𝑚(𝑧). Записывая уравнения для
собственных векторов, находим, что для любого 𝑚 𝑖-я компонента собственного
вектора отличается от 𝑖 + 1-й множителем (𝑎𝑖+1 + 𝜆𝑚(𝑧))/𝑎𝑖. Таким образом, ре-
шение уравнения (2) записывается в следующем виде:
𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑠, 𝑛
𝑜) = [1−𝐵(𝑥)]
𝑘∑︁
𝑚=1
𝑘−1∏︁
𝑙=𝑗
𝑎𝑙+1 + 𝜆𝑚(𝑧)
𝑎𝑙
𝛾(𝑚)(𝑧, 𝑠)𝑒−(𝑠−𝜆𝑚(𝑧))𝑥, (3)
где 𝛾(𝑚)(𝑧, 𝑠) – произвольные функции. Далее, следуя рассуждениям в [1], запишем
уравнения для завершения и начала обслуживания следующего требования:
𝑃
(𝜈)
𝑗 (𝑧, 0, 𝑡, 𝑛
0) =
1
𝑧
 𝑡
0
𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑡, 𝑛
0)𝜂(𝑥)𝑑𝑥−
 𝑡
0
𝑃
(𝜈)
𝑗 (1, 𝑥, 𝑡, 𝑛
0)𝜂(𝑥)𝑑𝑥+𝛿(𝑡)𝜙(𝑧)𝛿𝑗,𝑣,
где 𝛿(𝑡) = 1 при 𝑡 = 0 и 0 в противном случае. Заметим, что
 𝑡
0
𝑃
(𝜈)
𝑗 (1, 𝑥, 𝑡, 𝑛
0)𝜂(𝑥)𝑑𝑥 = 𝜋𝑗𝑣(𝑛
0, 𝑡).
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Таким образом, переходя к преобразованием Лапласа-Стилтьеса, получаем:
𝑃
(𝜈)
𝑗 (𝑧, 0, 𝑠, 𝑛
0) =
1
𝑧
 𝑡
0
𝑃
(𝜈)
𝑗 (𝑧, 𝑥, 𝑠, 𝑛
0)𝜂(𝑥)𝑑𝑥− 𝜋𝑗𝑣(𝑛0, 𝑠) + 𝜙(𝑧)𝛿𝑗,𝑣. (4)
Подставляя 3 в 4, получаем уравнение
𝑘∑︁
𝑚=1
𝑘−1∏︁
𝑙=𝑗
𝑎𝑙+1 + 𝜆𝑚(𝑧)
𝑎𝑙
𝛿𝑚(𝑧, 𝑠) = −𝜋𝑗𝑣(𝑛0, 𝑠) + 𝜙(𝑧)𝛿𝑗,𝑣, (5)
где 𝛿𝑚(𝑧, 𝑠) = [1 − 𝑧−1𝛽(𝑠 − 𝜆𝑚(𝑧))]𝛾(𝑚)(𝑧, 𝑠). Система линейных уравнений (5)
имеет матрицу Вандермонда, ее решение записывается в виде:
𝛿𝑚(𝑧, 𝑠) = {
𝑘∑︁
𝑦=1
𝑘∏︁
𝑙 ̸=𝑦
(𝜆𝑚(𝑧) + 𝑎𝑙)}−1
𝑘∑︁
𝑗=1
(−𝜋𝑗𝑣(𝑛0, 𝑠) + 𝜙(𝑧)𝛿𝑗,𝑣)
𝑘−1∏︁
𝜇=𝑗
𝑎𝜇
𝑗−1∏︁
𝑙=1
(𝜆𝑚(𝑧) + 𝑎𝑙).
В силу Леммы 2.2 из [3] 𝛿𝑚(𝑧, 𝑠) обращаются в ноль при 𝑧 = 𝑧𝑚(𝑠), где 𝑧𝑚(𝑠)
являются корнями уравнения 𝑧 = 𝛽(𝑠−𝜆𝑚(𝑧)). Таким образом, 𝜋𝑗𝑣(𝑛0, 𝑠) находятся
из системы линейных уравнений:⎛⎝ 𝑘∑︁
𝑦=1
𝑘∏︁
𝑙 ̸=𝑦
(𝜆𝑚(𝑧𝑚(𝑠)) + 𝑎𝑙)
⎞⎠−1 𝑘∑︁
𝑗=1
(−𝜋𝑗𝑣(𝑛0, 𝑠)+𝜙(𝑧)𝛿𝑗,𝑣)
𝑘−1∏︁
𝜇=𝑗
𝑎𝜇
𝑗−1∏︁
𝑙=1
(𝜆𝑚(𝑧𝑚(𝑠))+𝑎𝑙) = 0.
Откуда
𝑘∑︁
𝑗=1
𝜋𝑗𝑣(𝑛
0, 𝑠))
𝑘−1∏︁
𝜇=𝑗
𝑎𝜇
𝑗−1∏︁
𝑙=1
(𝜆𝑚(𝑧𝑚(𝑠)) + 𝑎𝑙) = 𝜙(𝑧)
𝑘−1∏︁
𝜇=𝜈
𝑎𝜇
𝜈−1∏︁
𝑙=1
(𝜆𝑚(𝑧𝑚(𝑠)) + 𝑎𝑙).
Далее, для того, чтобы рассмотреть систему со спящим режимом, нужно най-
ти совместное распределение количества требований и фазы на момент выхода
прибора из спящего режима. Оно определяется следующей Леммой.
Лемма 2. Пусть 𝑇 — момент окончания спящего режима, тогда
𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑖 | 𝑇 = 𝜏) = 1
𝑛!
𝜕𝑛𝜋𝑖(𝑧, 𝜏)
𝜕𝑧𝑛
|𝑧=0 (6)
и
𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑖) =
1
𝑛!
∞
0
𝜕𝑛𝜋𝑖(𝑧, 𝜏)
𝜕𝑧𝑛
|𝑧=0 · 𝜈(𝜏)𝑑𝜏, (7)
где
𝜋𝑖(𝑧, 𝑡) =
𝑘∑︁
𝑗=1
𝛼𝑗
𝑘−1∏︁
𝑙=𝑖
𝑎𝑙+1 + 𝜆𝑗(𝑧)
𝑎𝑙
𝑒𝜇𝑗(𝑧)·𝑡, 𝑖 = 1, . . . , 𝑘, 𝛼𝑗 = 𝐶−1𝜈0,
𝜈0 – вектор начальных условий для фазы входящего потока (𝜈0)𝑖 = 𝛿𝑖,1, 𝐶 – мат-
рица Вандремонда вида
𝐶𝑖𝑗 =
𝑖−1∏︁
𝑙=1
𝑎𝑙+1 + 𝜆𝑗(𝑧)
𝑎𝑙
.
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Доказательство. Примем 𝑃𝑗(𝑛, 𝑡) = 𝑃 (𝐿(𝑡) = 𝑛, 𝑗(𝑡) = 𝑗 | 𝑗(0) = 1). Тогда, анало-
гично доказательству Леммы 1, запишем прямые уравнения:
𝑃𝑗(𝑛, 𝑡 + 𝑑𝑡) = 𝑃𝑗(𝑛, 𝑡)(1− 𝑎𝑗𝑑𝑡) + (1− 𝛿𝑛,0)𝛿𝑗,1𝑃𝑘(𝑛− 1, 𝑡)𝑎𝑘𝑑𝑡
+ (1− 𝛿𝑗,1)𝑃𝑗−1(𝑛, 𝑡)𝑎𝑗−1𝑑𝑡 + 𝑜(𝑑𝑡).
Переходя к пределу 𝑑𝑡→ 0 и к производящим функциям, получаем систему урав-
нений с начальными условиями{︃
𝜕𝜋𝑗(𝑧,𝑡)
𝜕𝑡 = −𝑎𝑗𝜋𝑗(𝑧, 𝑡) + 𝑧𝛿𝑗,1𝜋𝑘(𝑧, 𝑡)𝑎𝑘 + (1− 𝛿𝑗,1)𝜋𝑗−1(𝑧, 𝑡)𝑎𝑗−1,
𝜋𝑗(𝑧, 0) = 𝛿𝑗,1.
Отсюда аналогично доказательству Леммы 1, получаем, что
𝜋𝑖(𝑧, 𝑡) =
𝑘∑︁
𝑗=1
𝛼𝑗
𝑘−1∏︁
𝑙=𝑖
𝑎𝑙+1 + 𝜆𝑗(𝑧)
𝑎𝑙
𝑒𝜇𝑗(𝑧)·𝑡, 𝑖 = 1, . . . , 𝑘,
где константы 𝛼𝑗 определяются из начальных условий
𝛼𝑗 = 𝐶
−1𝜈0,
(𝜈0)𝑖 = 𝛿𝑖,1,
𝐶 – матрица Вандремонда вида
𝐶𝑖𝑗 =
𝑖−1∏︁
𝑙=1
𝑎𝑙+1 + 𝜆𝑗(𝑧)
𝑎𝑙
.
Утверждения леммы вытекают из свойств производящих функций.
Пользуясь результатами из [1,4], сформулируем аналогичные утверждения для
системы с гиперэкспоненциальным входящим потоком.
Лемма 3. Пусть входящий поток гиперэкспоненциальный с плотностью 1, то-
гда 𝜋𝑗𝜈 определяются из системы линейных уравнений
𝑁∑︁
𝑗=1
𝑎𝑗
𝜇*𝑘(𝑠) + 𝑎𝑗
𝜋𝑗𝜈(𝑛
0, 𝑠) =
𝑎𝑗
𝜇*𝑘(𝑠) + 𝑎𝑗
𝜙(𝛽(𝑠− 𝜇*𝑘(𝑠))),
где 𝜙, как и раньше, производящая функция начального количества требований,
а 𝜇*
k
(𝑠) могут быть численно найдены из уравнения∏︀𝑁
𝑗=𝑖 𝜇
*
𝑘(𝑠) + 𝑎𝑖∑︀𝑁
𝑗=1 𝑐𝑗𝑎𝑗
∏︀
?̸?=𝑗 𝜇
*
𝑘(𝑠) + 𝑎𝑖
= 𝛽(𝑠− 𝜇*𝑘(𝑠)).
Совместное распределение количества требований и фазы на момент выхода
прибора из спящего режима определяются следующей леммой.
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Лемма 4. Пусть 𝑇 — момент окончания спящего режима, тогда
𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑖 | 𝑇 = 𝜏) = 1
𝑛!
𝜕𝑛𝜋𝑖(𝑧, 𝜏)
𝜕𝑧𝑛
|𝑧=0
и
𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑖) =
1
𝑛!
∞
0
𝜕𝑛𝜋𝑖(𝑧, 𝜏)
𝜕𝑧𝑛
|𝑧=0 · 𝜈(𝜏)𝑑𝜏,
где
𝜋𝑖(𝑧, 𝑡) =
𝑁∑︁
𝑗=1
𝑐𝑖 · (𝐶−1 · 𝑏)𝑗
𝑐1(𝜇𝑗(𝑧) + 𝑎𝑖)
𝑒𝜇𝑗(𝑧)·𝑡, 𝑖 = 1, . . . , 𝑁,
𝐶−1𝑖𝑗 = (𝑎𝑗 − 𝜇𝑖(𝑧)) ·
𝑁∏︀
𝑘=1
(𝜇𝑖(𝑧)− 𝑎𝑘)
𝑁∑︀
𝑘=1
∏︀
𝑙 ̸=𝑘
(𝑎𝑗 − 𝑎𝑙)(𝜇𝑖(𝑧)− 𝑎𝑗)
·
𝑁∏︀
𝑘=1
(𝑎𝑗 − 𝜇𝑘(𝑧))
𝑁∑︀
𝑘=1
∏︀
𝑙 ̸=𝑘
(𝜇𝑖(𝑧)− 𝜇𝑙(𝑧))(𝑎𝑗 − 𝜇𝑖(𝑧))
,
𝑏𝑖 =
𝑐1
𝑐𝑖
,
а 𝜇𝑗(𝑧) находятся из уравнения
𝑁∏︁
𝑖=1
(𝜇 + 𝑎𝑖) = 𝑧 ·
𝑁∑︁
𝑖=1
𝑐𝑗𝑎𝑗
∏︁
𝑖 ̸=𝑗
(𝜇 + 𝑎𝑖).
Обозначим за Π˜ длительность периода занятости, начиная с момента прихода
первого требования, при условии, что до его прихода прибор находился в спящем
режиме, за ?˜? длительность оставшегося времени периода занятости, начавшегося
после выхода прибора из спящего режима.
𝜋𝑖(𝑡) = 𝑃 (?˜? ∈ (𝑡 + 𝑑𝑡) , 𝑗(𝑡) = 𝑖),
𝜋𝑖(𝑠) - преобразование Лапласа-Стилтьеса 𝜋𝑖(𝑡),
𝜋𝑖(𝑡, 𝜏) = 𝑃 (?˜? ∈ (𝑡 + 𝑑𝑡) , 𝑗(𝑡) = 𝑖, 𝑇 ∈ (𝜏, 𝜏 + 𝑑𝜏)),
𝜋𝑖(𝑠, 𝜏) – преобразование Лапласа-Стилтьеса по t от 𝜋𝑖(𝑡, 𝜏)).
Используя обозначения, введенные выше, и объединяя результаты лемм, полу-
чим результаты для системы со спящим режимом.
Теорема 1. Суммарное время периода занятости определяется как
Π˜ = 𝑇 + ?˜?,
где случайная величина 𝑇 имеет плотность распределения 𝜈(𝑡)
?˜?𝑖(𝑠 | 𝑇 = 𝜏) = 𝜋𝑖𝑣(𝑛, 𝑠) · 𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑣 | 𝑇 = 𝜏),
𝜋𝑖(𝑠, 𝜏) = 𝜋𝑖𝑣(𝑛, 𝑠) · 𝑃 (𝐿(𝜏) = 𝑛, 𝑗(𝜏) = 𝑣 | 𝑇 = 𝜏)𝜈(𝜏)𝑑𝜏,
где, 𝑃 (𝐿(𝑇 ) = 𝑛, 𝑗(𝑇 ) = 𝑣 | 𝑇 = 𝑡) и 𝜋𝑖𝑣(𝑛, 𝑠) определены в Леммах 1, 2 для
Эрланговского потока и в Леммах 3,4 для гиперэкспоненциального.
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In this paper we study properties of a busy period of a single server queue,
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