In this paper, we propose a novel and simple fast block-matching algorithm (BMA), called adaptive rood pattern search (ARPS), which consists of two sequential search stages: 1) initial search and 2) refined local search. For each macroblock (MB), the initial search is performed only once at the beginning in order to find a good starting point for the follow-up refined local search. By doing so, unnecessary intermediate search and the risk of being trapped into local minimum matching error points could be greatly reduced in long search case. For the initial search stage, an adaptive rood pattern (ARP) is proposed, and the ARP's size is dynamically determined for each MB, based on the available motion vectors (MVs) of the neighboring MBs. In the refined local search stage, a unit-size rood pattern (URP) is exploited repeatedly, and unrestrictedly, until the final MV is found. To further speed up the search, zero-motion prejudgment (ZMP) is incorporated in our method, which is particularly beneficial to those video sequences containing small motion contents. Extensive experiments conducted based on the MPEG-4 Verification Model (VM) encoding platform show that the search speed of our proposed ARPS-ZMP is about two to three times faster than that of the diamond search (DS), and our method even achieves higher peak signal-to-noise ratio (PSNR) particularly for those video sequences containing large and/or complex motion contents.
I. INTRODUCTION
B LOCK-MATCHING algorithm (BMA) for motion estimation (ME) has been widely adopted by current video coding standards such as H.261, H.263, MPEG-1, MPEG-2, MPEG-4, and H.264 due to its effectiveness and simplicity for implementation. The most straightforward BMA is the full search (FS), which exhaustively searches for the best matching block within the search window. However, FS yields very high computational complexity and makes ME the main bottleneck in real-time video coding applications. Thus, using a fast BMA is indispensable to reduce the computational cost. In our views, existing fast BMAs can be classified into four categories as follows.
A. Fast BMA Using a Fixed Set of Search Patterns
In this category, the methods are based on the assumption that ME matching error decreases monotonically as the search Manuscript received July 13, 2001 ; revised September 19, 2002. moves toward the position of the global minimum error [1] and the error surface is uni-modal as shown in Fig. 1(a) . The motion vector (MV) of each block is searched independently by using a fixed set of search patterns. Well-known examples are 2-D logarithmic search (LOGS) [1] , three-step search (TSS) [2] , four-step search (4SS) [3] , block-based gradient descent search (BBGDS) [4] and the latest diamond search (DS) [5] . Simplicity and regularity are the most important advantages of these methods, which make them attractive for implementation. However, they have less adaptability and search efficiency in tracking large motions.
Among them, DS was accepted in the MPEG-4 Verification Model (VM) [6] . The derivation of DS exploits the characteristic of the center-biased MV distribution typically existed in real-world video sequences and develops two diamond-shaped search patterns: 1) the large diamond search pattern (LDSP) with nine search points and 2) the small diamond search pattern (SDSP) with five search points. The search process of DS starts from the center of the search window using LDSP, and this pattern will be repeatedly used until the center position of LDSP incurs the minimal matching error (MME) in any search iteration. The search pattern is then switched from LDSP to SDSP, which will be used only once to find out the best matching block. DS greatly outperforms other BMAs in terms of search accuracy, efficiency and computational complexity.
However, when the size of the fixed search pattern does not match the magnitude of the actual motion, over search or under search will be incurred which can cause certain search deficiency and inaccuracy. For example, in DS, LDSP will be too large for searching a small MV with the length less than 2 pixels away from the search center, thus causing unnecessary searches (i.e., over search). On the other hand, in the case of large and complex motion (e.g., in Foreman sequence), the characteristic of center-biased MV distribution is very weak, and the unimodal error surface assumption is no longer valid [see Fig. 1 
Even LDSP could be too small for searching large MV (i.e., under search) and leads to either a long search path (causing unnecessary intermediate searches) or being trapped into a local minimum matching error point (yielding large matching errors and degrading video quality). The above-mentioned observations lay the foundation of developing our adaptive search pattern and search strategy as proposed in this paper for performing fast block-matching ME.
B. Fast BMA Based on Inter-Block Correlation
Instead of using pre-determined search patterns, the methods in this category exploit the correlation between the current block and its neighboring blocks in the spatial and/or temporal domains to predict the target MV. The predicted MV is obtained by calculating the statistical average (such as the mean, the median, the weighted mean/median, etc.) of the neighboring MVs [7] , [8] or selecting one of the neighboring MVs according to certain criteria [9] - [12] . After the prediction, the search window's size and the search center are re-defined accordingly, and FS is then performed within this new search window [9] - [12] . In other methods, fast BMAs instead of FS are performed around the predicted MV without re-defining the search window [7] , [8] , [11] . These methods have achieved quite appreciable performance at the expense of computing the prediction. Note that additional memory for storing the neighboring MVs are needed in these methods.
C. Fast BMA Using Hierarchical or Multiresolution Search Framework
Methods in this category explore the correlation between different levels of representation of the same image. In hierarchical methods [15] , [16] , the image size at different levels are identical to each other, while the block size varies, with lower level having larger block size. It is assumed that larger block's MV in the lower level can be used as a good prediction of the MVs of the smaller blocks (covered by the corresponding larger block) in the higher level [17] . However, this assumption often mismatches the actual situation, and consequently could lead to poor performance [17] .
Multiresolution methods use different image resolutions with smaller image size at coarser level. In [18] , constant block size is used so that one block in the coarser level covers several corresponding blocks at its next finer level. In [19] , variable block sizes (thus constant number of blocks) are employed at each level to maintain an one-to-one correspondence between the blocks in different levels. The methods belonging to this class have relatively good performances in terms of estimation accuracy. However, FS with a reduced search window is employed in most of these methods to search for the final MV, so it still requires considerable amount of computation. Investigations for further improvement can be found in [20] , where fast MV estimation algorithm that exploits the spatio-temporal correlations of MVs is incorporated in the multiresolution framework. (In this sense, [20] also belongs to category B.) This method achieves speed-up ratio (with respect to FS) in the range of 150 310, under the penalty of 2% 7% mean-square error (MSE) increment [20] . However, its high algorithmic complexity and memory requirement imposed are not desirable for hardware implementation.
D. Fast BMA Using Subsampled Pixels on Matching-Error Computations
The common objective shared by the above-mentioned three groups of BMAs is that they endeavor on reducing the computation of ME by limiting the number of search locations. The methods in this category reduce the number of pixels used in matching error computation to speed up ME [21] , [22] . One method [21] uses only a fraction of pixels within a block by performing 2 : 1 pixel subsampling in both horizontal and vertical directions. As a result, the total computation can be reduced by a factor of 4. Such computation reduction methodology can be incorporated into other BMAs to achieve higher computational gain.
From our point of view, each class of algorithms achieves different tradeoff between algorithm complexity, search speed and picture quality. Our idea is to combine the pattern-based method with the spatial-correlation based method. Inter-block correlations dynamically determine the size of the search pattern. Simplicity and feasibility for implementation are also our major concerns for the algorithm development.
We compared the proposed algorithm with the first two classes since they are closely related to our work and are at the similar complexity level. Detailed comparison with the state-of-the-art algorithm-DS-is presented through simulation results. Analysis and comparison with typical techniques from class B are described during the development of our method. Algorithms in categories C and D are conceptually different from ours, therefore it is inappropriate to make side-by-side comparison.
In Section II, we describe our ARPS method in detail. The performance of the proposed method is demonstrated by pre-senting extensive experimental results in Section III. Conclusions are drawn in Section IV.
II. ADAPTIVE ROOD PATTERN SEARCH (ARPS)

A. Overview of Our Method
As we have observed, a small search pattern made up by compactly spaced search points is more suitable than a large search pattern containing sparsely spaced search points in detecting small motions, because only a small number of positions around the search window center are necessary to be checked. However, when searching for a large MV, the small pattern tends to be trapped into local minimum along the search path and leads to wrong estimation. On the contrary, the large search pattern has the advantage of quickly detecting large motions, but it will incur unnecessary search for small MVs. In summary, the speed and accuracy of pattern-based search algorithms intimately depend on the size of the search pattern and the magnitude of the target MV. Therefore, it is highly desirable to use different search patterns according to the estimated motion behavior (in terms of the magnitude of motion) for the current block. This boils down to two issues required to be addressed: 1) how to pre-determine the motion behavior of the current block for performing efficient ME? and 2) what are the most suitable size and shape of the search pattern(s)?
Regarding the first issue, in most cases, adjacent MBs belong to the same moving object have the similar motions. Therefore, the current block's motion behavior can be reasonably predicted by referring to its neighboring blocks' MVs in the spatial and/or temporal domains. As for the second issue, we use two types of search patterns. One is the adaptive rood pattern (ARP) with adjustable rood arm (thus, the pattern size), which is dynamically determined for each MB according to its predicted motion behavior. Note that ARP will be exploited only once at the beginning of each MB search. The objective is to find a good starting point for the remaining local search so as to avoid unnecessary intermediate search and reduce the risk of being trapped into local minimum in the case of long search path. The new starting point identified is hopefully as close to the global minimum as possible. If so (in fact, very likely), a small, compact, and fixed-size search pattern would be able to complete the remaining local search quickly. Note also that this small search pattern will be repeatedly and unrestrictedly used in the refined local search until the final MV is found.
In the following, we will be discussing our approaches to effectively address the above-mentioned two issues in detail.
B. Prediction of the Target MV
In order to obtain an accurate MV prediction of the current block, two factors need to be considered: 1) choice of the region of support (ROS) that consists of the neighboring blocks whose MVs will be used to calculate the predicted MV, and 2) algorithm used for computing the predicted MV.
In the temporal domain, block in the reference frame at the same position as that of the current block is a straightforward choice as a temporal ROS candidate. Furthermore, neighboring blocks from the same reference frame could also provide promising candidates for prediction as well. However, utilizing temporal correlation needs recording the entire previous MV field, which might be undesirable in practical implementation with limited storage space. Therefore, we only exploit the spatial correlation in our method.
In the spatial domain, since all the blocks within a video frame are processed in a raster-scan order, the adjacent blocks whose MVs are available for reference are on the immediate left, above, above-left and above-right to the current block. The blocks in other nearby positions are less correlated to the current block and thus are not reliable for prediction. Since the usage of more blocks will involve higher computational complexity, the spatial ROS is thus limited to the neighboring block(s) with four promising scenarios as shown in Fig. 2 . Type A covers all the four neighboring blocks, and +type B is the prediction ROS adopted in some international standards such as H.263 for differential coding of MVs. Type C is composed of two directly adjacent blocks, and type D has only one block that situates at the immediate left to the current block.
Calculating the statistical average of MVs in the ROS is a common practice to obtain the predicted MV. The mean and the median prediction have been tested in our experiments. Others (such as the weighted average) are either too complex in computation or involving undetermined parameters, they are therefore not considered in our work.
Extensive experiments are performed with all four types of ROS and two types of prediction criteria-mean and median. Our experimental results show that these ROSs and prediction criteria yield fairly similar performance in terms of PSNR (with difference within 0.1 dB) and the total number of checking points required (with difference less than 5%). Therefore, we adopt the simplest ROS (i.e., type D) in our method, which has the least memory requirement, because only one neighboring MV needs to be recorded.
C. Selection of Search Patterns
1) Adaptive Pattern-For the Initial Search: The shape of our rood pattern is symmetrical, with four search points locating at the four vertices, as depicted in Fig. 3 . The main structure of ARP has a rood shape, and its size refers to the distance between any vertex point and the center point. (Since symmetrical, four vertex points have equal distance to the center point.) As a special case, when the size of ARP is zero, the ARP will be shrunk from its normal rood shape to the center point itself. The choice of the rood shape is first based on the observation of the motion feature of real-world video sequences. It has been noticed that the MV distribution in horizontal and vertical directions are higher than that in other directions [23] , since most of camera movements are in these directions. As the rood shape pattern includes all the horizontal and vertical directions, it can quickly detect such motion, and the search will directly "jump" into the local region of the global minimum. Secondly, any MV can be decomposed into one vertical MV component and one horizontal MV component. For a moving object which may introduce MV in any direction, rood-shaped pattern can at least detect the major trend of the moving object, which is the desired outcome in the initial search stage. Furthermore, ARP's symmetry in shape not only benefits hardware implementation, but also increases robustness. As described in the previous section, although our ROS provides only one reference MV, the resulting performance is as good as those with larger ROS that covers more neighboring blocks. It shows that even if the predicted MV could be inaccurate and its magnitude does not match the true motion very well, the rood-shaped pattern which takes all horizontal and vertical directions into consideration can still track the major direction and favor the follow-up refinement process.
In addition to the four-armed rood pattern, it is desirable to add the predicted MV into our ARP because it is very likely to be similar to our target MV (see Fig. 3 ). By doing so, the probability of detecting the accurate motion in the initial stage will be increased. Note that when the predicted MV is in the horizontal or vertical direction, it has an overlap over one of the four arms of the rood pattern.
In our method, the four arms of the rood pattern are of equal length. The initial idea in deciding the ARP's size is to make it equal to the length of the predicted MV (i.e., the MV of the immediate left block of the current block). That is, the size of ARP, , is Round Round (1) where and are the horizontal and vertical components of the predicted MV, respectively. Operator "Round" performs rounding operation, which takes the nearest integer value of the argument. Note that parameter defined in (1) involves square and square-root operations; thus, increasing difficulty on hardware implementation. Instead, we use only one of the two components of the predicted MV that has the larger absolute value (or magnitude) to determine the size of our ARP. That is,
From the mathematical standpoint, the magnitude of MV's component with larger absolute value is fairly close to the length of MV, and thus Equation (2) is a good approximation of measurement about motion magnitude. Experimental results show that the second definition of using (2) is, in fact, slightly superior to the first one using (1) in terms of higher PSNR and less total number of checking points. Hence, we adopt the second method [Equation ( 2)] for the rest of ARPS development.
Notice that the chosen ROS (type D) is not applicable to all the leftmost blocks in each frame. For those blocks, we do not utilize any neighboring MVs, but adopt a fixed-size arm length of 2 pixels (i.e., ) for the ARP, since this size agrees to that of LDSP which has fairly robust performance as reported in [5] . Also, longer arm lengths are not considered because the boundary MBs in a frame usually belong to static background and are less likely to have very large motion.
In summary, our adaptive pattern consists a rood-shaped pattern (having four vertex points), plus the search point indicated by the predicted MV, as shown in Fig. 3 . It is possible that the predicted MV perfectly aligns with one of the four vertices. Hence, our ARP contains either 5 (no overlapping) or 4 (with overlapping) search points required to be searched in the initial search stage when the predicted MV is not zero; otherwise, requiring only one search point.
2) Fixed Pattern-For Refined Local Search: In the initial search using ARP as described earlier, the adaptive rood pattern leads the new search center directly to the most promising area which is around the global minimum; thus, effectively reducing unnecessary intermediate searches along the search path. The assumption of uni-modal error surface formed in this area would be quite valid. Hence, instead of performing FS or other fast BMAs as other methods reported in the literature, we can use a fixed, compact and small search pattern to perform local refined search unrestrictedly for identifying the global minimum. When a fixed pattern is used, the MME point found in the current step will be re-positioned as the new search center of the next search iteration until the MME point is incurred at the center of the fixed pattern. Two types of most compact search patterns have been investigated in our experiments. One is the five-point unit-size (or the smallest) rood pattern (URP) [ Fig. 4(a) ] which is the same as SDSP used in DS [5] , and the other is a 3 3 square pattern [ Fig. 4(b) ] which is used in [7] and [20] . Our experimental results show that the 3 3 square pattern yields similar PSNR but requires 40% 80% more checking points when compared with the URP. This demonstrates the efficiency of using URP in local motion detection, and it is therefore adopted in our proposed method.
D. Zero-Motion Prejudgment (ZMP)
In many visual communication applications such as video telephony, there is little motion between the adjacent frames. Hence, a large percentage of zero-motion blocks are encountered in such type of video sequences. Results of some typical test video sequences are documented in Table I . Note that the total number of static blocks per frame could be easily as high as more than 70% except in Foreman and Coastguard. Thus, significant additional reduction in computational cost is possible if we perform a zero-motion prejudgment (ZMP) at the TABLE II) beginning of ME. Further investigations indicate that the average matching errors of these static blocks are much smaller than that of moving blocks. So, the prejudgment can be made by first computing the matching errors between the current block and the block at the same location in the reference frame (i.e., the candidate block corresponds to zero-MV) and comparing it with a predetermined threshold . If the matching error is smaller than , the current block will be decided to be a static block without performing the remaining search.
Commonly, macroblock (MB) with the size of 16 16 is employed to perform ME, and the sum of absolute difference (SAD) is used as the measurement of matching error. By applying FS on 9 typical video sequences at various coding bitrates (from 10 to 1024 Kbps, 12 cases in total), we found that the average SAD of the static MBs is within the range of 600 1300. Since higher threshold will yield larger prediction errors, we conservatively choose , which achieves fairly good speed-up gain without causing noticeable degradation on visual quality.
For those video sequences containing large motion contents (e.g., Foreman and Coastguard), they cannot benefit much from ZMP technique, as the percentages of static blocks in these sequences are usually quite small.
Note that the threshold is certainly adjustable, depending on the application's requirements. For example, if the video quality is not so demanding, this threshold can be increased to a larger value for yielding more speed-up.
E. Summary of Our ARPS-ZMP Method
The left adjacent block of the current block (i.e., type D in Fig. 2 ) is adopted as our ROS for ARPS-ZMP. For the leftmost boundary blocks in each frame, their ARP's size is set to 2 pixels (i.e., ) as explained previously. The threshold suggested here is set to be as explained earlier. For each MB, our ARPS-ZMP performs the following steps:
Step 1: Compute the matching error ( ) between the current block and the block at the same location in the reference frame (i.e., the center of the current search window).
if , Stop; else
if the current block is a leftmost boundary block, ; else . Go to Step 2.
Step 2: Align the center of ARP with the center point of the search window and check its four search points plus the position of the predicted MV to find out the current MME point.
Step 3: Set the center point of the unit-size rood pattern (URP) at the MME point found in the previous step and check its points. If the new MME point is not incurred at the center of the current URP, repeat this step; otherwise, the MV is found, corresponding to the MME point identified in this step.
Note that in our implementation, a checking bit-map (one bit for denoting the status of each macroblock) has been employed to record whether a search point under checking has already been examined before, so that duplicated checking computation can be avoided. Table II , where each sequence has 300 frames. These sequences cover a wide range of motion contents and have various formats including QCIF, CIF, and SIF. The original frame-rate is 30 frames per second (or fps). They have been tested at various bit rates (10 1024 kilo bits per second or Kbps) and sub-sampled frame-rates (7.5 30 fps). When the coding bit-rate is lower than 512 Kbps, only the first frame in each sequence is coded as I frame, all the remaining frames are coded as P frames. At high bit-rates (512 Kbps and 1024 Kbps), the sequence is coded using IPP…IPP… structure, and the distance between two I frames is set to be 15 frames. Search range means that the search will be performed within a square region of around the position of the current block. For comparison, the performances of FS, DS, ARPS (i.e., without ZMP) and ARPS-ZMP (i.e., with ZMP incorporated) are reported as follows. Average peak signal-to-noise ratio (PSNR) per frame of each reconstructed video sequence is computed for quality comparison and documented in Table III . The search speed is measured by the average number of checking points per MV generation as shown in Table IV . The computational gain of our method to FS (or to DS) is defined by the ratio of search speed of FS (or DS) to that of our method, which is shown in Table V . The improvement resulted from the adaptability of our search pattern and, more importantly, avoiding local minimum matching error points by tracking the major trend of the motion at the initial stage. Since complex motions and unevenness of the objects cause large number of local minimums on the matching error surface, checking points in all directions (as being done by LDSP of DS) at the initial step increases the risk of being trapped into the local minima and thus degrades the search accuracy.
By incorporating ZMP into ARPS, ARPS-ZMP achieves higher computational gain especially in small motion video sequences, while incurring very small degradation in PSNR. 
IV. CONCLUSIONS
In this paper, we have proposed a novel and simple fast block-matching algorithm, called adaptive rood pattern search (ARPS). By exploiting higher distribution of MVs in the horizontal and vertical directions and the spatial inter-block correlation, ARP adaptively exploits adjustable rood-shaped search pattern (which is powerful in tracking motion trend), together with the search point indicated by the predicted MV, to match different motion contents of video sequence for each macroblock. In addition, an optional zero-motion prejudgment (ZMP) is incorporated into ARPS to further benefit small motion video sequence. When compared with DS, ARPS-ZMP significantly increases the computational gain by the factors ranging from 1.9 to 3.4 with little reduction in average PSNR. In addition, ARPS-ZMP improves average PSNR performance in large motion video sequences (e.g., 0.24 dB higher in Foreman and 0.39 dB higher in Coastguard). Meanwhile, ARPS's simplicity and regularity are very desirable and attractive for hardware implementation. Therefore, ARPS is a very efficient and robust ME algorithm for real-time video coding applications.
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