This paper studies an indicator-based evolutionary al go rithm to solve multiobjective optimization problems (MOPs). In general, an MOP is formally described as folIows. In MOPs, there rarely exists a single solution that is optimum with respect to all objectives because objectives often conftict with each other. Thus, EMOAs seek the optimal trade off individuals, or Pareto-optimal individuals, by considering the trade-offs among confticting objectives. The notion of dominance plays an important role to seek Pareto optimality in MOPs. An individual x E S is said to dominate another individual y E S (denoted by x � y) iif fi( X) :s: fi(iJ) Vi 1,·· . ,m and fi( X ) < fi(iJ) :3 i = 1, ···, m . This paper proposes and evaluates an indicator-based EMOA, called R2-IBEA, which eliminates dominance ranking and performs selection with the R2 indicator [7] . The R2 indicator has been somewhat underrepresented although it possesses desirable properties [8], [9] . To the best knowledge of the authors of this paper, there exist only two lines of research efforts to study the R2 indicator in the context of the development of indicator-based EMOAs [8]- [11]. Along with those existing work, this paper empirically evaluates R2-IBEA with major test problems with two to five objective spaces for better understanding the impacts of the R2 indicator on the design and performance of indicator-based EMOAs. This paper offers the following three contributions to the design space of indicator-based EMOAs:
This paper proposes and evaluates an indicator-based EMOA, called R2-IBEA, which eliminates dominance ranking and performs selection with the R2 indicator [7] . The R2 indicator has been somewhat underrepresented although it possesses desirable properties [8] , [9] . To the best knowledge of the authors of this paper, there exist only two lines of research efforts to study the R2 indicator in the context of the development of indicator-based EMOAs [8]- [11] . Along with those existing work, this paper empirically evaluates R2-IBEA with major test problems with two to five objective spaces for better understanding the impacts of the R2 indicator on the design and performance of indicator-based EMOAs. This paper offers the following three contributions to the design space of indicator-based EMOAs:
• Hypervolume-based weight vector generation. The R2 indicator usually requires a set of weight vectors that are uniforrnly distributed in the objective space [8] [11]. The vector generation method in R2-IBEA is designed to produce weight vectors so that they uniformly disperse and maximize their hypervolume in the objective space. It does not depend on the dimensionality of the objective space.
• A binary R2 indicator. R2-IBEA leverages a binary R2 indicator that determines a superior-inferior rela tionship (or the R2 relationship ) between given two individuals. This work is the first attempt to investigate a binary R2 indicator while a unary R2 indicator has been studied [8]- [11] .
• Adaptive reference point adjustment. The R2 indicator often requires the fixed reference point [8]- [11] . R2-IBEA dynamically adjusts the location of the refer ence point according to the extent of the current generation individuals in the objective space. This adaptive method is designed to aid R2-IBEA to obtain a diverse and evenly-distributed set of individuals by correcting an inherent exploration bias in the R2 indicator. (The R2 indicator has a stronger bias to the center of the Pareto front than to its edges [9] .) Similar to existing indicator-based EMOAs [3] [4] [5] , R2-EMOA does not require a diversity preservation operator. It pursues the optimality and diversity of individuals with the R2 indicator.
This paper evaluates R2-EMOA with 10 weIl-known test problems (15 problem instances in total) with two to five objec tives. Experimental results show that R2-IBEA is competitive with existing indicator-based EMOAs (IBEA-c2 [4] and R2-EMOA [11]), a decomposition-based EMOA (MOEAID [12] ) and a traditional EMOA that uses dominance ranking in selection (NSGA-II [13] ) and R2-IBEA often outperforms those existing EMOAs in terms of the optimality and diversity of individuals. R2-IBEA successfully obtains diverse individ uals that are evenly-distributed in the objective space. It is also empirically verified that R2-IBEA scales weIl from two dimensional to five-dimensional problems.
11.

BACKGROUND: R2 INDICATOR
The R2 indicator was originally proposed to assess the relative quality of two sets of individuals [7] . Assuming the standard weighted Tchebycheff function with a particular reference point z*, the indicator can be used to assess the quality of a single individual set (A) against z* [8] , [9] :
vEV aEA I::OJ::om V denotes a set of weight vectors. Each weight vector v = (V I , ... , Vm) E V is placed in the rn-dimensional objective space. p denotes a probability distribution on V. Weight vectors are often chosen uniformly distributed in the objective space [8]- [11] . In this case, the R2 indicator is described as:
VEV aEA I::OJ::om A utopian point is usuaIly used as the reference point z* [8]- [11] . A utopian point is a point that is never dominated by any feasible solutions in the objective space.
For example, it is (0,0) in a two-dimensional objective space where each objective value is greater than or equal to O.
A lower R2 value indicates that an individual set A is closer to the reference point. R2 ( { x }, V, z*) = 0 when an individual x E S is positioned on the reference point.
The R2 indicator possesses a desirable property of weak monotonicity. When an individual x E S dominates another in dividual y E S (i.e., x >-y), R2( { x}, V, z*) :s; R2( {y}, V, z*).
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RELATED WORK
The R2 indicator was originally proposed in [7] , together with two other variants: the Rl and R3 indicators. The R2 indicator is recommended as one of the best quality indicators in [8] , along with the hypervolume (HV) indicator [14] and the c:2 indicator [4] . HV is known to be the only indicator that preserves the property of strict monotonicity; i.e. HV ( { x }) > HV( {y}) if x >-y. Although the R2 indicator is weakly monotonie, it is computationaIly much less expensive than the hypervolume indicator. The computational cost to compute HV values grows exponentially as the number of objectives increases [15] . The c:2 indicator is weak monotonie as weIl [4] .
The HV indicator and its variants are used in several indicator-based EMOAs [3] , [5] , [10] , [16] . For example, SMS-EMOA uses dominance ranking as the first criterion in selection and a variant of the HV indicator as the second selection criterion [3] . SPAM uses a unary R2 indicator, wh ich is described in Equation 3 , as weIl as the HV indicator in selection [10] . In contrast, R2-IBEA avoids the HV indicator due to its high computational cost and uses a binary R2 indicator as the sole criterion in selection.
R2-EMOA extends SMS-EMOA by replacing the HV indicator with a unary R2 indicator (Equation 3) [11] . It is computationally less expensive than SMS-EMOA; however, it still uses dominance ranking as the first criterion in selection. In contrast, R2-IBEA never relies on dominance ranking but leverages a binary R2 indicator. Unlike them, R2-IBEA dynamically adjusts the location of the reference point in each generation for attracting individuals to extreme regions in the objective space.
IBEA avoids dominance ranking and uses a binary c: indicator (or a binary HV indicator) in selection [4] . IBEA is similar to R2-IBEA in that both EMOAs eliminate dominance ranking with a binary indicator. This work can be viewed as an extension of IBEA with a binary R2 indicator and its associated methods (i.e., weight vector generation and reference point adjustment methods).
MOEAID is similar to Since the mapping from X to w is linear, the uniformity of distribution is preserved. As described in Line 8
to 12, the proposed method generates more vectors than lVI (i.e., the required number of vectors) and removes excess based on each vector's hypervolume contribution (IHV (w) in Algorithm 1, Line 9). It is designed to produce weight vectors that uniformly disperse and maximize their hypervolume in the objective space. The hypervolume indicator is used because it can quantify the distribution of given vectors. In [17] , it is proved that, for a linear front, the hypervolume of vectors is maximized when they are uniformly distributed.
The proposed method does not depend on the dimension ality of the objective space. It works in the same way for low-dimensional to high-dimensional spaces, unlike an angular method in [9] . Also, it can generate an arbitrary number of weight vectors (lVI) in any dimensional spaces while a coordinate-based method in [9] , [12] cannot in three or higher dimensional spaces. For example, in a three-dimensional space, the method in [9] (bl Vectors in 3D space
IR2 is designed to determine a superior-inferior relationship between given two individuals (x and y) with two R2 values. Each R2 value is obtained with Equation 3 . If x >--y, IR2(x, y) = 0; otherwise, IR2(x, y) ;::: O. Given the property of weak monotonicity:
Algorithm 2 shows R2-IBEA's algorithmic structure, which extends IBEA [4] , an existing indicator-based EMOA.
In the O-th generation (g = 0), J.L individuals are ran domly generated as the initial population Po (Line 2). In each generation (g), a pair of individuals, called parents (PI and P2), are chosen from the current population Pg with a binary tournament operator (Lines 6 and 7). This operator randomly draws two individuals from Pg, determines the R2 relationship between them with the binary R2 indicator described in Section IV-B, and selects a superior one as a parent. If the two individuals yield the same IR2 value, one of them is selected as a parent at random.
With the crossover rate Pe, two parents reproduce two off spring with the SBX (self-adaptive simulated binary crossover) operator [18] (Line 9). Polynomial mutation [13] is performed on each offspring with the mutation rate P m (Lines 10 to 15). Update the reference point z*
21:
Calculate the fitness of each individual Xi ERg as:
while IRgl > p, do 23:
Rg = Rg \ {x*}
25:
Update the fitness of each individual Xi E Rg as: 
D. Adaptive Reference Point Adjustment
As deseribed in Seetion 11, the R2 indieator requires the referenee point (z * in Equation 2). All existing R2-based EMOAs use the utopian point as the referenee point [9] , [11] . Given this loeation ehoiee for the referenee point, they often fail to obtain extreme individuals partieularly in the problems that have eonvex Pareto fonts beeause the R2 indieator has an inherent bias toward the eenter of a Pareto front [9] .
In order to overeome this problem, R2-IBEA determines the referenee point so that it is far enough from the individuals in the eurrent population. It ean be positioned even in the infeasible region in the objeetive spaee. This is intended to inerease the density of weight veetors in extreme regions in the feasible objeetive spaee. This density inerease ean eontribute to attraet more extreme individuals.
R2-IBEA dynamieally adjusts the eoordinate of the refer enee point z * = (zr , z2 , ... , z�) as folIows:
J=l,oo,m xERg xERg 
V. EXPERIMENTAL RESULTS
This seetion evaluates R2-IBEA with five ZDT family problems [19] and five DTLZ family problems [20] , and eompares R2-IBEA with existing EMOAs: IBEA-E2 [4] , MOEAID [12], R2-EMOA [11] and NSGA-II [13] . IBEA E2 is an indieator-based EMOA that uses the E2 indieator in selection. NSGA-II is one of the most classical EMOAs, which uses dominanee ranking in seleetion.
A. Experimental Configurations
R2-IBEA was eonfigured as shown in Table I . IBEA-c2, MOEAID, R2-EMOA and NSGA-II were configured as de seribed in [4] , [12], [11] and [13] , respeetively. The population size JL is fixed to 100 in all EMOAs for all problems. The number of weight veetors (lVI) is set to be equal to JL in R2-IBEA, R2-EMOA and MOEAID for all problems. The number of objeetive funetion evaluations in each experiment is 50,000 for DTLZ3 and 30,000 for the other problems. This means that the number of generations in an experiment (gm ax ) is 500 for DTLZ3 and 300 for the other problems. All experiments were condueted with jMetal [21] . Eaeh experimental result is the average of 20 independent results.
Eaeh ZDT problem has two objeetives. ZDTl, ZDT2 and ZDT3 have 30 deeision variables each. ZDT4 and ZDT6 have 10 deeision variables eaeh. This experimental study uses three-objective and five-objective DTLZ problems. When three objectives are used, DTLZ1, DTLZ2, DTLZ3, DTLZ4 and DTLZ7 have 7, 12, 12, 12 and 22 decision variables, respectively. When five objectives are used, they have 9, 14, 14, 14 and 24 decision variables, respectively. These are the default settings in jMetal.
TA BLE I: Experimental Configurations
Parameter z* (Algorithm I) V
(DTLZ3)
This paper uses the following evaluation metrics: hypervol ume ratio (HVR), generalized spread (GS), generation al dis tance (GD), inverted generational distance (IGD) and epsilon metrics.
HVR is ca1culated as the ratio of the hypervolume (HV) of non-dominated individuals (D) to the hypervolume of Pareto optimal solutions (P*) [22] . (6) HV is the union of the volumes that non-dominated individuals dominate [14] . (lt is computed with the reference point whose coordinate consists of the maximum objective values.) Thus, HVR quantifies the optimality and diversity of non-dominated individuals. A higher HVR indicates that non dominated individuals are closer to the Pareto front and more diverse in the objective space.
HV(D) HVR = HV(P *)
GS is computed as folIows:
el, ... , em are m extreme individuals in P*; i.e., ei is the in dividual that yields the best result in D with respect to the i-th objective. d(x, D) is the minimum_distance from an individual
GS measures how evenly non-dominated individuals are distributed in the objective space [23] . A lower GS indicates that non-dominated individuals are distributed in the objective space more evenly. GS is an extension to the spread metric, wh ich can be used in two dimensional problems only [13] . In contrast, GS can be used in the problems with more than two objectives.
GD is computed as folIows.
d(di, P*) denotes the mInImUm distance from a non dominated individual di to the closest Pareto-optimal solution in the objective space [24] . GD measures the optimality of non-dominated individuals. A lower GD indicates that non dominated individuals are closer to the Pareto-optimal front.
IGD is computed as follows where d(Vi, D) denotes the minimum distance from a Pareto-optimal solution Vi to the closest non-dominated individual in the objective space [24] .
IGD measures the optimality and diversity (more specifi cally, the extent) of non-dominated individuals. A lower IGD indicates that non-domina ted individuals are closer to the Pareto-optimal front and their extent is wider.
The epsilon metric is computed as follows [25] :
It represents the minimum distance (E value) by which each individual in D can be translated in each dimension such that the Pareto-optimal solutions P* are weakly dominated.
For both HVR, GS, IGD and Epsilon metrics, P* are taken uniformly from the Pareto-optimal front. IP*I = 1,001, 1,001, 269, 1,001, 1,001, 10,000, 10,000, 4,000, 4,000 and 676 in ZDTl, ZDT2, ZDT3, ZDT4, ZDT6, DTLZ1, DTLZ2, DTLZ3, DTLZ4 and DTLZ7. This is the default setting in jMetal.
C. Evaluation of Adaptive Reference Point Selection
This section evaluates R2-IBEA's adaptive reference point selection described in Section IV-D. Figure 3 shows the individuals that R2-IBEA produces at the last generation with and without adaptive reference point selection in ZDT4, DTLZI and DTLZ7. (All individuals in the population are non dominated at the last generation.) ZDT4, DTLZI and DTLZ7 have a continuous and convex Pareto front, a continuous and linear Pareto front and discontiguous and convex Pareto fronts, respectively. When adaptive reference point selection is disabled, R2-IBEA uses a Utopian point, (0,0) or (0,0,0), as the fixed reference point in every generation throughout an experiment. All the other settings are identical between the two configurations of R2-IBEA. Figure 3 confirms that the R2 indicator favors balanced individuals over extreme ones, as stated in [9] , when it uses a Utopian point as the reference point. Without adaptive reference point selection, R2-IBEA fails to obtain extreme individuals at the edges of a Pareto front (Figures 3a, 3c  and 3e ). In contrast, R2-IBEA successfully explores the edges of a Pareto front and obtains both balanced and extreme individuals when it uses adaptive reference point selection (Figures 3b, 3d and 3f) . Moreover, the distribution of individu als is more even, compared to the cases with adaptive reference point selection disabled. Figure 3 demonstrates that adaptive reference point selection effectively corrects an inherent bias of the R2 indicator toward the center of a Pareto front and aids R2-IBEA to obtain a diverse and evenly-distributed set of Pareto-approximated individuals.
D. Comparative Evaluation of R2-IBEA
This section compares R2-IBEA with four existing EMOAs in terms of the optimality and diversity of individuals. Table 11 shows the average HVR, GS, GD, IGD and epsilon values that R2-IBEA and four other EMOAs yield at the last generation in two-dimensional ZDT problems. A number in parentheses indicates a standard deviation among 20 experiments. A bold number indicates the best result among five EMOAs. A star symbol (*) and a sharp symbol (#) are placed when a result is statistica11y different from R2-IBEA's result based on a single-tai! t-test or a Wi1coxon Mann Whitney (WMW) test, respectively. The significance level of 95% is used in both tests.
As shown in Table 11 , R2-IBEA yields the best HVR results in three of five ZDT problems and significantly outperforms all the other EMOAs with the significance level of 95% in both t-test and WMW test. In GS, R2-IBEA performs best in three of five ZDT problems. It yields the best GD value in a ZDT problem, the best IGD results in two ZDT problems, and the best epsilon values in three ZDT problems. In these problems, R2-EMOA significantly outperforms the other EMOAs in both t-test and WMW test. Table III shows the HVR, GS, GD, IGD and epsilon results in three-dimensional DTLZ problems. R2-IBEA yields the best HVR and GS results in all DTLZ problems. In these two metrics, R2-IBEA significantly outperforms tour other EMOAs in both t-test and WMW test. This superiority in HVR and GS is consistent with the observation that Section V-C made for Figures 3d and 3f . In GD and IGD, R2-IBEA outperforms tour other EMOAs in three DTLZ problems. R2-IBEA yields the best epsilon values in four DTLZ problems. In these problems, it significantly outperforms four other EMOAs in both t-test and WMW test.
In HVR and IGD, R2-IBEA significantly outperforms IBEA-c2, in both t-test and WMW test, in all ZDT and DTLZ problems except ZDTl. In GS, R2-IBEA significantly outperforms IBEA-c2, in both t-test and WMW test, in a11 ZDT and DTLZ problems. In comparison to R2-EMOA, R2-IBEA yields beUer HVR and IGD results in all ZDT and DTLZ problems. R2-IBEA significantly outperforms R2-EMOA, in WMW test, in all the problems. In GS, R2-IBEA outperforms R2-EMOA, in both t-test and WMW test, in all problems except ZDT3. These results demonstrate that R2-IBEA is competitive with existing indicator-based EMOAs and often yields superior performance over those existing EMOAs in terms of both optimality and diversity.
In comparison to NSGA-II, R2-IBEA yields significantly beUer HVR results, in both t-test and WMW test, in all ZDT and DTLZ problems except ZDT3. In GS, R2-IBEA significantly outperforms NSGA-II, in WMW test, in all ZDT and DTLZ problems except ZDT3. It yields significantly-beuer GD and epsilon results, in both t-test and WMW test, in eight of ten problems. In IGD, R2-IBEA outperforms NSGA-11, in both t-test and WMW test, in five of the problems.
These results demonstrate that R2-IBEA maintains superior performance over NSGA-II in both optimality and diversity. Table IV shows the hypervolume (HV) results in five dimensional DTLZ problems. Due to lack of Pareto-optimal solutions, HV is used instead of HVR. For the same reason, GS, GD, IGD and epsilon metrics are not used. As illustrated in Table IV, R2-IBEA significantly outperforms four other EMOAs, in WMW test, in four of five problems. In DTLZ2, IBEA-E2 and R2-IBEA yield the best and second best HV values, respectively. Note that R2-IBEA is more stable than four other EMOAs; it constantly yields competitive results in all five-dimensional DTLZ problems while other EMOAs perform weil in some problems and poorly in other problems. For example, IBEA-E2 yields the best HV value in DTLZ2; however, its HV value is very low in DTLZ3. Tables 11, III and IV demonstrate that R2-IBEA scales beUer than four other EMOAs from two-dimensional to five-dimensional problems.
It is noticeable in Tables 11 and III that standard deviations are relatively high in ZDT4, DTLZ3 and DTLZ4. Therefore, Figure 4 shows the box plots for those problems in order to examine the degree of dispersion and skewness in HVR, GS, GD and IGD. A box in each boxplot contains the middle 50% of individuals. The upper edge of the box indicates the 75th percentile of individuals, and the lower edge indicates the 25th percentile. The middle horizontal line in the box indicates the 50th percentile (i.e., the median). The ends of a vertical line indicate the minimum individual within l.5 x IQR (interquartile range) of the lower quartile and the maximum individual within l.5 x IQR of the upper quartile.
In ZDT4 and DTLZ3, R2-IBEA yields the best median results and the minimum dispersion of individuals among five EMOAs in a11 four metrics. In DTLZ4, R2-IBEA yields the best median results in HVR, GS and IGD. The dispersion of R2-IBEA individuals is minimum in HVR, GD and IGD. Except for GS in DTLZ7, R2-IBEA achieves competitive (often the best) performance among five EMOAs in median, IQR and l.5 x IQR metrics although it tends to produces a few outliers in DTLZ4.
VI. CONCLUSIONS
This paper investigates an indicator-based EMOA, called R2-IBEA, which leverages the R2 indicator in selection instead of traditional dominance ranking. R2-IBEA uses a binary R2 indicator that determines a superior-inferior relationship between given two individuals by adaptively adjusting the location of the reference point according to the extent of the current-generation individuals in the objective space. Ex perimental results show that R2-IBEA outperforms existing indicator-based, decomposition-based and dominance ranking based EMOAs in the optimality and diversity of solutions. R2-IBEA scales better than those existing EMOAs from two dimensional to five-dimensional problems. It is also verified that R2-IBEA successfully produces a diverse set of individu als that are evenly distributed in the objective space.
Several future work is planned. R2-IBEA is planned to be evaluated in more details; for example, with different settings for parameters such as V and K, (Table I) . More comprehen sive comparative study is planned as weIl. In addition, other indicators than the hypervolume indicator will be considered TA BLE 11: Comparison of R2-IBEA with Four Other EMOAs in ZDT problems (Two Objectives). * and # are placed when a result is statistically different from R2-IBEA's resuIt based on a t-test or a WMW test, respectively. 
