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Abstract: We apply new techniques developed in [PV1] to the study of some
surface effects in the 2D Ising model. We examine in particular the pinning-
depinning transition. The results are valid for all subcritical temperatures. By
duality we obtained new finite size effects on the asymptotic behaviour of the two–
point correlation function above the critical temperature. The key–point of the
analysis is to obtain good concentration properties of the measure defined on the
random lines giving the high–temperature representation of the two–point correla-
tion function, as a consequence of the sharp triangle inequality: let τˆ (x) be the
surface tension of an interface perpendicular to x; then for any x, y
τˆ (x) + τˆ (y)− τˆ (x+ y) ≥
1
κ
(‖x‖+ ‖y‖ − ‖x+ y‖) ,
where κ is the maximum curvature of the Wulff shape and ‖x‖ the Euclidean norm
of x.
Key Words: Ising model, pinning transition, reentrance, interface, surface ten-
sion, positive stiffness, correlation length, two–point function, finite size effects,
concentration of measures.
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1 Introduction
Consider a 2D Ising model in some rectangular box with boundary conditions im-
plying the presence of a phase separation line crossing the box from one vertical side
to the other one. The bottom side of the box, which we call the wall, is subject to a
magnetic field h. By varying β and/or h, when we are in the phase coexistence re-
gion, we can observe the so-called pinning–depinning transition, which occurs when
the + phase, which is above the interface, begins to wet the wall with the result
that the equilibrium shape of the interface changes from a straight line crossing the
box to a broken line touching a macroscopic part of the wall. This phenomenon has
been recently studied by Patrick [Pa] in the SOS model using exact calculations. In
the 2D Ising model this phenomenon has a dual interpretation at high temperature
in terms of finite size effects on the asymptotic behaviour of two–point function
for large distances. These questions can be analyzed in the 2D Ising model by the
new non–perturbative results developed in [Pf2] and [PV1] in the context of large
deviations and separation of phases. Some parts of the paper , like section 4, are
written directly for the two–point function. Pinning–depinning transition and the
finite size effects on the two–point correlation function are treated in section 6.
The fundamental thermodynamical function associated with an interface is the sur-
face tension. The interface1 between the two phases of the model is a non–random
object. On the other hand, at the scale of the lattice spacing, we have the random
line, which is a geometrical object separating the two phases. The interface is there-
fore defined at a scale where the fluctuations of the phase separation line become
negligible. Its main properties are described by a functional of the surface tension.
The observed interface at equilibrium is a minimum of this functional (section 3).
The study of fluctuations of the phase separation line is an important and difficult
problem; some works in that directions are [Hi], [BLP1]2, [DH].
A key–point of the present analysis is the role of the sharp triangle inequality of
1 The concept of “interface” as a macroscopic phenomenon is advocated in the recent paper
[ABCP]. Moreover, Talagrand in his analysis [T] about the Law of Large Numbers for independent
random variables develops similar ideas. See also footnote 2.
2The local structure of the phase separation line is studied in [BLP1] at low temperatures for
the case of the so–called ± boundary condition, which corresponds to a = b = 1/2 and h = 1 of
the present paper. The definition of the phase separation line in [BLP1] coincides with the one
of Gallavotti in his work [G] about the phase separation in the 2D Ising model; it differs slightly
from the one used here, but not in an essential way. (Notice that the terminology “interface” is
sometimes used for “phase separation line” in [BLP1].) It is shown that the phase separation line
has a well-defined intrinsic width, which is finite at the scale of the lattice spacing, but that its
position has fluctuations typically of the order of O(L1/2), L being the linear size of the box ΛL
containing the system. Because of these fluctuations the projection of the corresponding limiting
Gibbs state, at the middle of the box, when L → ∞, is translation invariant; the magnetization
(at the middle of the box) is zero. However, the results of this paper show that, at a suitable
mesoscopic scale of order O(Lα), α > 1/2, the system has a well–defined non–random horizontal
interface. To describe the system at the scale O(Lα) we partition the box ΛL into square boxes
Ci of linear size O(L
α); the state of the system in each of these boxes is specified by the empirical
magnetization |Ci|−1
∑
t∈Ci
σ(t) (normalized block-spin). Then we rescale all lengths by 1/L in
order to get a measure for these normalized block-spins in the fixed (macroscopic box) Q. When
L → ∞ these measures converge to a non–random macroscopic configuration with a well-defined
horizontal interface separating the two phases of the model, characterized by a value ±m∗ of the
normalized block-spins, m∗ being the spontaneous magnetization of the model.
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the surface tension [I], which, combined with our recent results, leads to good con-
centration properties for the measure defined on the random lines giving the high–
temperature representation of the two–point correlation function (section 4). (These
random lines coincide with the phase–separation lines.) Because of its importance,
we devote section 7 to a geometrical study of the sharp triangle inequality. This
section can be read independently; Proposition 7.1 has its own interest.
The paper is not self–contained, because we use in an essential way results of [PV1],
in particular those of section 5. They are carefully stated in Propositions 2.3 and 4.2
and Lemmas 5.1 and 5.2. This has the advantage that we can focus our attention
on the essential points of the proofs. Motivated by [Pa] we have chosen pinning–
depinning transition to illustrate the technique of [PV1]; we can consider more
complicated situations than the ones of this paper.
Acknowledgments: We thank M. Troyanov for very useful discussions and sug-
gestions about the geometrical aspect of section 7.
2 Definitions and notations
2.1 Phase separation line
We follow [PV1] for the notation and terminology. Throughout the paper O(x)
denotes a non–negative function of x ∈ IR+, such that there exists a constant C
with O(x) ≤ Cx. The function O(x) may be different at different places.
Let Q be the square box in IR2,
Q := { x = (x(1), x(2)) ∈ IR2 : |x(1)| ≤ 1/2 , 0 ≤ x(2) ≤ 1 } , (2.1)
and ΛL be the subset of ZZ
2 (L an even integer)
ΛL := { x = (x(1), x(2)) ∈ ZZ
2 : |x(1)| ≤ L/2 , 0 ≤ x(2) ≤ L } . (2.2)
The spin variable at x ∈ ZZ2 is the random variable σ(x) = ±1; spin configurations
are denoted by ω ∈ {−1,+1}Z
2
, so that σ(t)(ω) = ±1 if ω(t) = ±1. We always
suppose that we have for the box ΛL either the ab boundary condition (ab b.c.) or
the − boundary condition (− b.c.). Let 0 ≤ a ≤ 1 and 0 ≤ b ≤ 1 be given; the ab
b.c. specifies the values of the spins outside ΛL as follows,
∀x 6∈ ΛL , σ(x) :=

−1 if x(2) ≤ a · L, x(1) < 0,
−1 if x(2) ≤ b · L, x(1) ≥ 0,
+1 otherwise.
(2.3)
The − b.c. specifies the values of the spins outside ΛL as follows,
∀x 6∈ ΛL , σ(x) := −1 . (2.4)
In ΛL we consider the Ising model defined by the Hamiltonian
HΛL = −
∑
〈t,t′〉∩ΛL 6=∅
J(t, t′)σ(t)σ(t′) , (2.5)
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where 〈t, t′〉 denotes a pair of nearest neighbours points of the lattice ZZ2, or the
corresponding edge (considered as a unit–length segment) with end–points t, t′; the
coupling constants J(t, t′) are given by
J(t, t′) :=
{
1 if t(2) ≥ 0 and t′(2) ≥ 0,
h otherwise, with h > 0.
(2.6)
Let β be the inverse temperature. The Boltzmann factor is exp{−βHΛL} and the
Gibbs measures in ΛL with ab b.c., respectively − b.c., are denoted by
〈 · 〉abL = 〈 · 〉
ab
L (β, h) resp. 〈 · 〉
−
L = 〈 · 〉
−
L(β, h) . (2.7)
We introduce the dual lattice to ZZ2
ZZ
2∗ := { x = (x(1), x(2)) : x+ (1/2, 1/2) ∈ ZZ2 } , (2.8)
and describe the spin configurations ω by a set of edges E∗(ω) of the dual lattice.
For each edge e of ZZ2 there is a unique edge e∗ of ZZ2∗ which crosses e, which is
written e∗ † e. Let ω ∈ {−1,+1}Z
2
be a spin configuration satisfying the ab b.c..
We set
E∗(ω) := {e∗ ⊂ Λ∗L : ∃ 〈t, t
′〉 † e∗ with σ(t)(ω)σ(t′)(ω) = −1 } . (2.9)
We decompose the set E∗(ω) into connected components and use rule A defined in
the picture below in order to get a set of disjoint simple lines called contours.
✲ ☎✝
rule A
Each configuration ω satisfying the ab b.c. is uniquely specified by a family (γ(ω), λ(ω))
of disjoint contours; all contours of γ = {γ1, γ2, . . .} are closed
3 and λ is open, with
end–points tLl and t
L
r . We call λ the phase separation line
4. Conversely, a family
of contours (γ′, λ′) is called ab compatible5 if there exists ω such that ω satisfies
the ab b.c. and γ(ω) = γ′, λ(ω) = λ′. In the same way each configuration ω satis-
fying the − b.c. is uniquely specified by a family γ of closed contours and we have
a notion of − compatibility.
3 Let A be a set of edges; the boundary δA of A is the set of x ∈ ZZ2∗ such that there is an odd
number of edges of A adjacent to x. A is closed if δA = ∅ and open if δA 6= ∅.
4 As already mentioned in the introduction we make a distinction between the concept of “phase
separation line”, which is defined for each configuration at the scale of the lattice spacing, and the
concept of “interface”, which is associated with the fact that there is a separation of the two phases
in the model due to our choice of boundary condition. The “interface” concept emerges at a scale
large enough so that it is a non–random object, whose free energy is given in terms of the surface
tension.
5 To be precise we should say that (γ′, λ′) is ab compatible in ΛL. Compare this notion of com-
patibility with the notion of compatibility used in the high–temperature expansion (see subsection
2.3).
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For each contour η, closed or open, we define a set of edges of ZZ2,
co(η) := { e ∈ ZZ2 : ∃e∗ ∈ η, e † e∗ } . (2.10)
The Boltzmann weight of η is
w(η) :=
∏
〈t,t′〉∈co(η)
exp(−2βJ(t, t′)) . (2.11)
Next we define three (normalized) partition functions, Zab(ΛL), Z
ab(ΛL|λ) and
Z−(ΛL). By definition
Zab(ΛL) :=
∑
ω with ab b.c.
w(λ(ω))
∏
γ∈γ(ω)
w(γ) ; (2.12)
Zab(ΛL|λ) :=
∑
ω with ab b.c.:
λ(ω)=λ
∏
γ∈γ(ω)
w(γ) ; (2.13)
Z−(ΛL) :=
∑
ω with − b.c.
∏
γ∈γ(ω)
w(γ) . (2.14)
We define a weight qL(λ) = qL(λ; β, h) for each phase separation line λ of a config-
uration ω satisfying the ab b.c.,
qL(λ) :=
w(λ)Z
ab(ΛL|λ)
Z−(ΛL)
if λ is ab compatible in ΛL,
0 otherwise.
(2.15)
2.2 Surface tension
Consider the model defined in ΛL, with coupling constants J(t, t
′) ≡ 1, i.e. h = 1 in
(2.6). For each ω compatible with the ab b.c. there is a well-defined phase separation
line λ(ω) with end–points tLl and t
L
r . Let n = (n(1), n(2)) be the unit vector in IR
2
which is perpendicular to the straight line passing through tLl and t
L
r . By definition
the surface tension τˆ(n; β) = τˆ(n) is
τˆ(n) = τˆ (n(1), n(2)) := − lim
L→∞
1
‖tLl − t
L
r ‖
log
Zab(ΛL)
Z−(ΛL)
, (2.16)
where ‖tLl − t
L
r ‖ is the Euclidean distance between t
L
l and t
L
r . By symmetry of the
model we have
τˆ (n(1), n(2)) = τˆ (−n(1),−n(2)) = τˆ(n(2),−n(1)) = τˆ (n(2), n(1)) . (2.17)
Using (2.15) we can write
τˆ(n) = − lim
L→∞
1
‖tLl − t
L
r ‖
log
∑
λ(ω):
ω with ab−b.c.
qL(λ(ω)) . (2.18)
We extend the definition of the surface tension to IR2 by homogeneity,
τˆ (x) := ‖x‖τˆ(x/‖x‖) . (2.19)
Interface Pinning in the 2D Ising Model 6
Proposition 2.1 The surface tension is a uniformly Lipschitz convex function on
IR2, such that τˆ (x) = τˆ(−x). It is identically zero above the critical temperature
and strictly positive for all x 6= 0 when the temperature is strictly smaller than the
critical temperature.
The main property of τˆ is the sharp triangle inequality. For all β > βc there exists
a strictly positive constant ∆ = ∆(β) such that for any x, y ∈ IR2, the norm τˆ ( · )
satisfies
τˆ (x) + τˆ (y)− τˆ (x+ y) ≥ ∆(‖x‖ + ‖y‖ − ‖x+ y‖) . (2.20)
Let x(θ) := (cos θ, sin θ) and τˆ(θ) := τˆ(x(θ)). Then the best constant ∆ is
∆ := inf
θ
(
d2
dθ2
τˆ (θ) + τˆ (θ)
)
> 0 . (2.21)
Remark: The first part of the proposition follows from [MW] or [LP]. The second
part is proven in section 7. (2.20) was introduced and proven by Ioffe in [I]. The
statement of (2.20) is different in [I], but equivalent to the present one (see proof of
Proposition 7.1). The constant ∆ is not optimal in [I]. (2.21) is called the positive
stiffness property. Geometrically, (2.21) means that the curvature of the Wulff
shape is bounded above by 1/∆.
2.3 Duality
A basic property of the 2D Ising model is self-duality. As a consequence of that
property many questions about the model below the critical temperature can be
translated into dual questions for the dual model above the critical temperature.
For example, questions about the surface tension are translated into questions about
the correlation length. We refer to [PV1] for a more complete discussion and recall
here the main results, which we shall use in section 4.
Consider the model defined in the box ΛL with coupling constants given by (2.6).
We suppose that we have − b.c.. Let
EL := { 〈t, t
′〉 : t or t′ ∈ ΛL } , (2.22)
be the set of edges in the sum (2.5). The dual set of edges is
E∗L := { e
∗ : ∃e ∈ EL , e
∗ † e } , (2.23)
and the dual model is defined on the dual box
Λ∗L := {x ∈ ZZ
2∗ : ∃e∗ ∈ E∗L , x ∈ e
∗ } (2.24)
= { x ∈ ZZ2∗ : |x(1)| ≤ (L+ 1)/2 , −1/2 ≤ x(2) ≤ L+ 1/2 } .
The dual Hamiltonian is the free boundary condition (free b.c.) Hamiltonian, that
is,
HΛ∗
L
= −
∑
〈t,t′〉⊂Λ∗
L
J∗(t, t′)σ(t)σ(t′) . (2.25)
Interface Pinning in the 2D Ising Model 7
In (2.25) the dual coupling constants are related to the coupling constants (2.6) as
follows:
J∗(t, t′) :=
{
h∗ if t(2) = t′(2) = −1/2,
1 otherwise.
(2.26)
h∗ and the dual temperature β∗ are defined by
tanh β∗ := exp{−2β} ; (2.27)
tanh β∗h∗ := exp{−2βh} . (2.28)
The critical inverse temperature βc is characterized by
tanh βc := exp{−2βc} . (2.29)
Notice that when h or β are small, then h∗ or β∗ are large. The Gibbs measure in
Λ∗L with free boundary condition is denoted by 〈 · 〉Λ∗L = 〈 · 〉Λ∗L(β
∗, h∗). In this paper
β > βc so that β
∗ < βc. For those values of β
∗ there is a unique Gibbs measure on
ZZ
2, which we denote by 〈 · 〉 = 〈 · 〉(β∗)6. The most important quantity for the 2D
Ising model with free b.c. is the covariance function, or two–point function,
〈σ(t)σ(t′)〉(β∗) . (2.30)
The decay-rate of the covariance function is defined for all t, t′ ∈ ZZ2∗ as
τ(t− t′) = τ(t− t′; β∗) := − lim
n∈IN
n→∞
1
n
log〈σ(nt)σ(nt′)〉(β∗) . (2.31)
Proposition 2.2 For the 2D Ising model the surface tension τˆ (x; β) and the decay–
rate τ(x; β∗) are equal,
τˆ (x; β) = τ(x; β∗) ∀x . (2.32)
For a proof see [BLP2].
Proposition 2.2 indicates that the decay–rate and surface tension are dual quantities.
Moreover, properties of the phase separation line λ at β are related to properties
of the covariance function at β∗ through the random–line representation of the co-
variance (see [PV1] for detailed discussion). The random-line representation follows
from the high–temperature expansion. The terms of this expansion are indexed by
sets of edges, called contours. Throughout the paper we use the following notations:
if A ⊂ ZZ2∗, then E∗(A) is the set of all edges of ZZ2∗ with both end–points in A.
Consider the partition function in Λ∗L with free b.c., which can be written as∑
σ(t), t∈Λ∗
L
∏
〈t,t′〉⊂Λ∗
L
cosh J∗(t, t′)(1 + σ(t)σ(t′) tanhJ∗(t, t′)) . (2.33)
6 This measure is the limit of Gibbs measures in finite subsets Λ with free boundary condition,
when Λ ↑ ZZ2. As long as β∗ < βc, the choice of the boundary conditions does not matter since
there is a unique Gibbs state. Notice that 〈 · 〉(β∗) is not the limit of the measures 〈 · 〉Λ∗
L
(β∗, h∗)
when L→∞, since the subsets Λ∗L do not converge to ZZ
2. There is a limiting measure for 〈 · 〉Λ∗
L
when L→∞, which is defined on the semi–infinite lattice IL∗ := {x ∈ ZZ2∗ : x(i) ≥ −1/2 , i = 1, 2},
and which depends on β∗ and h∗ [FP2].
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We expand the product; each term of the expansion is labeled by a set of edges
〈t, t′〉: we specify the edges corresponding to factors tanh J∗(t, t′). Then we sum
over σ(t), t ∈ Λ; after summation only terms labeled by sets of edges of the dual
lattice ZZ2∗ with empty boundary give a non–zero contribution. We decompose this
set uniquely into a family of connected closed contours using the rule A. Any such
family of contours is called compatible7. For each (closed) contour γ we set
w∗(γ) :=
∏
〈t,t′〉∈γ
tanh J∗(t, t′) , (2.34)
and we introduce a normalized partition function
Z(Λ∗L) :=
∑
γ:
comp. inΛ∗
L
∏
γ∈γ
w∗(γ) . (2.35)
We treat the numerator of the two–point function 〈σ(t)σ(t′)〉Λ∗
L
in a similar way.
In this case all non–zero terms of the expansion are labeled by compatible families
(γ, λ), where all γ ∈ γ are closed, λ is open with end–points t, t′. Given an open
contour λ, we introduce a partition function as in (2.13),
Z(Λ∗L|λ) :=
∑
γ:
(γ,λ) comp.
∏
γ∈γ
w∗(γ) . (2.36)
The next two formulas are fundamental. For each open contour λ we define the
weight of the contour as
q∗L(λ) = q
∗
L(λ; β
∗, h∗) :=
w∗(λ)Z(Λ
∗
L|λ)
Z(Λ∗L)
if λ ⊂ E∗(Λ∗L),
0 otherwise.
(2.37)
Using this weight we get a random–line representation for the two–point function
〈σ(t)σ(t′)〉Λ∗
L
as
〈σ(t)σ(t′)〉Λ∗
L
=
∑
λ:t→t′
q∗L(λ) . (2.38)
There are similar representations for 〈σ(t)σ(t′)〉 and for
lim
L→∞
〈σ(t)σ(t′)〉Λ∗
L
(β∗, h∗) = 〈σ(t)σ(t′)〉IL∗(β
∗, h∗) (2.39)
when β∗ < βc.
Let λ be such that δλ = {t, t′}; we also write λ : t → t′. Given λ : t → t′ we can
define weights q∗(λ; β∗) and q∗IL∗(λ; β
∗, h∗) such that
〈σ(t)σ(t′)〉(β∗) =
∑
λ:t→t′
q∗(λ; β∗) , (2.40)
and
〈σ(t)σ(t′)〉IL∗(β
∗, h∗) =
∑
λ:t→t′
q∗IL∗(λ; β
∗, h∗) . (2.41)
7 To be precise we should say compatible in Λ∗L, since each contour is a subset E
∗(Λ∗L). A family
of closed contours in Λ∗L is compatible if and only if they are disjoint according to rule A. This
is a purely geometrical property, contrary to the definition of − compatibility. A family of closed
contours which is − compatible in ΛL is also compatible in Λ∗L. Because of our choice of ΛL the
converse is also true, but in general − compatibility does not imply compatibility.
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Proposition 2.3 Let β∗ < βc. Let λ1 and λ2 be two open contours such that λ :=
λ1 ∪ λ2 is an open contour and λ ⊂ E(Λ
∗
L). Then
q∗L(λ; β
∗, h∗) ≥ q∗IL∗(λ; β
∗, h∗) and q∗L(λ) ≥ q
∗
L(λ1)q
∗
L(λ2) . (2.42)
If δλ = {tLl , t
L
r }, then qL(λ; β
∗, h∗) is equal to (2.15), that is,
q∗L(λ; β
∗, h∗) = qL(λ; β, h) . (2.43)
Proposition 2.38 is a key–result which is proven in [PV1]. It allows us to study
properties of the phase separation line through the two–point correlation function
〈σ(tLl )σ(t
L
r )〉Λ∗L(β
∗, h∗). From Proposition 2.3 and GKS inequalities we get the in-
teresting inequalities∑
λ:δλ={t,t′}
λ⊂E∗(Λ∗L)
q∗IL∗(λ) ≤
∑
λ:δλ={t,t′}
λ⊂E∗(Λ∗L)
q∗L(λ) = 〈σ(t)σ(t
′)〉Λ∗
L
(2.44)
≤ 〈σ(t)σ(t′)〉IL∗ =
∑
λ:δλ={t,t′}
λ⊂E∗(IL∗)
q∗IL∗(λ) .
2.4 Wall free energy
The last thermodynamical quantity, which enters into the description of the proper-
ties of the interface, is the wall free energy. We define the difference of the contribu-
tions of the wall to the free energy when the bulk phase is the + phase, respectively
the − phase, as9
τˆbd = τˆbd(β, h) := − lim
L→∞
1
2L+ 1
log
Z00(ΛL)
Z−(ΛL)
, (2.45)
where Z00(ΛL) is the partition function with a = b = 0. There is a proposition
analogous to Proposition 2.2, which relates τˆbd to the decay–rate of the boundary
two–point function of the dual model (see [PV1])
Proposition 2.4 Let β > βc. Let t, t
′ ∈ IL∗, t(2) = t′(2) = −1/2. Then
− lim
n→∞
1
n
log〈σ(nt)σ(nt′)〉IL∗(β
∗, h∗) = ‖t− t′‖ · τˆbd(β, h) . (2.46)
The quantity τˆbd(β, h) allows to detect the wetting transition through Cahn’s cri-
terium (see [FP1] and [FP2]). Since h > 0, 0 < τˆbd(β, h) ≤ τˆ (β). There is partial
wetting of the wall if and only if τˆbd(β, h) < τˆ(β); this occurs if and only if h < hw,
where hw has been computed by Abraham [A]. The transition value hw(β) is the
solution of the equation
exp{2β}{cosh 2β − cosh 2βhw(β)} = sinh 2β . (2.47)
By duality we show in subsection 6.2 that we get finite size effects for the two–point
function when h∗ > h∗c , where h
∗
c(β
∗) := (hw(β))
∗10.
8Notice that Proposition 2.3 does not imply Proposition 2.2, see discussion in subsection 6.2
9 The definition of τˆbd differs from the analogous quantity used in [PV1] or [PV2], because in
these papers the reference bulk phase is the + phase and here it is the − phase.
10 In this paper we always assume that 0 < h < ∞, so that we also have 0 < h∗ < ∞. Notice
that 0 < hw(β) < 1 for any 0 < β < βc; consequently 1 < h
∗
c(β
∗) <∞ for any βc < β
∗ <∞.
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1hw h
τˆbd
τˆ(1, 0)
Figure 1: τˆbd as a function of the magnetic field h, for β = 1.4βc.
3 The variational problem
The interface is a macroscopic non–random object, whose properties are described
by a functional involving the surface tension. In Q the interface is a simple rectifiable
curve C with end–points A := (−1/2, a), 0 < a < 1, and B := (1/2, b), 0 < b < 1.
We denote by wQ = { x ∈ Q : x(2) = 0 } the wall and by |C ∩ wQ| the length of
the portion of the interface in contact with the wall wQ. Suppose that [0, w] → Q,
s 7→ C(s) = (u(s), v(s)), is a parameterization of the interface. The free energy of
the interface C can be written
W(C) :=
∫ w
0
τˆ (u˙(s), v˙(s))ds+ |C ∩ wQ| ·
[
τˆbd − τˆ (1, 0)
]
, (3.1)
(because the function τˆ(x(1), x(2)) is positively homogeneous and τˆ(x(1), x(2)) =
τˆ(−x(2), x(1))). The interface at equilibrium is the minimum of this functional.
Therefore we have to solve the
Variational problem: Find the minimum of the functional W among all simple
rectifiable open curves in Q with extremities A = (−1/2, a) and B = (1/2, b).
Let D be the straight line from A to B andW be the curve composed of the following
three straight line segments: from A to a point w1 on the wall, then along the wall
from w1 to w2, and finally from w2 to B. The points w1 and w2 are such that the
angles between the first segment and the wall and between the last segment and the
wall are equal, chosen11 in the interval [0, pi/2], and solutions of
cos θY τ(θY )− sin θY τ
′(θY ) = τˆbd , (3.2)
which is known as the Herring-Young equation. (For the case under consideration
the existence of θY is an immediate consequence of the Winterbottom construction).
Proposition 3.1 Let θY be the solution of the Herring-Young equation (3.2).
1. If tan θY ≤ a+ b then the minimum of the variational problem is given by the
curve D.
11 This choice leads to a different sign at the right–hand side of the Herring-Young equation
(3.2) than in [PV2] formulae (1.5) or (4.60); in these latter references we use pi − θ instead of θ.
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2. If pi/2 > θY > arctan(a + b) then the minimum of the variational problem is
given by D if W(D) < W(W), by W if W(D) > W(W) and by both D and W if
W(D) = W(W).
Proof. The proof is an easy consequence of the two following lemmas. Lemma 3.1
states that the minimum is a polygonal line.
Lemma 3.1 Let C be some simple rectifiable parameterized curve with initial point
A and final point B.
If C does not intersect the wall, then
W(C) ≥ W(D) (3.3)
with equality if and only if C=D.
If C intersects the wall, let t1 be the first time C touches the wall and t2 the last time
C touches the wall. Let Ĉ be the curve given by three segments from A to C(t1), from
C(t1) to C(t2) and from C(t2) to B. Then
W(C) ≥ W(Ĉ) . (3.4)
Equality holds if and only if C = Ĉ.
Proof. Since τˆ is convex and homogeneous, we have in the first case by Jensen’s
inequality
W(C) = w
1
w
∫ w
0
τˆ(u˙(s), v˙(s))ds ≥ wτˆ(
1
w
∫ w
0
u˙(s)ds,
1
w
∫ w
0
v˙(s)ds) = W(D) . (3.5)
The inequality is strict if C 6= D as is easily seen using the sharp triangle inequality
(2.20).
In the second case we apply Jensen’s inequality to the part of C between A and C(t1)
and between C(t2) and B to compare with the corresponding straight segments of
Ĉ. Combining Jensen’s inequality and the fact that τˆbd ≤ τˆ , we can also compare
the part of C between C(t1) and C(t2) with the corresponding straight segment of Ĉ. ⊓⊔
Lemma 3.2 Let Ĉ be a polygonal line from A to wˆ1 ∈ wQ, then from wˆ1 to wˆ2 ∈ wQ,
and finally from wˆ2 to B. Let θY be the solution of the Herring-Young equation (3.2).
If pi/2 > θY > arctan(a + b) then
W(Ĉ) ≥ W(W) , (3.6)
with equality if and only if Ĉ =W.
If arctan(a + b) ≥ θY
W(Ĉ) > W(D) . (3.7)
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Proof.
Let θ1 ∈ (0, pi/2) be the angle of the straight segment of Ĉ, from A to wˆ1, with the
wall wQ, and θ2 ∈ (0, pi/2) be the angle of the straight segment of Ĉ, from wˆ2 to B,
with the wall wQ. We have
W(Ĉ) = τ(θ1)
a
sin θ1
+ τˆbd(1−
a
tan θ1
−
b
tan θ2
) + τ(θ2)
b
sin θ2
(3.8)
= g(θ1, a) + g(θ2, b) ,
where we have introduced
g(θ, x) := τ(θ)
x
sin θ
+ τˆbd(1/2−
x
tan θ
) . (3.9)
Let θY be defined as the solution of the Herring-Young equation (3.2), so that
∂
∂θ
g(θY , x) =
x
sin2 θY
(sin θY τ
′(θY )− cos θY τ(θY ) + τˆbd) = 0 . (3.10)
The second derivative of g(θ, x) is
∂2
∂θ2
g(θ, x) =
x(τ(θ) + τ ′′(θ))
sin θ
−
2
tan θ
∂
∂θ
g(θ, x) . (3.11)
Therefore, for θ ∈ (0, pi/2), we have
∂
∂θ
g(θ, x) = x
∫ θ
θY
exp{−
∫ θ
γ
2
tanα
dα}
τ(γ) + τ ′′(γ)
sin γ
dγ . (3.12)
Since τ has positive stiffness, i.e. τ(θ)+ τ ′′(θ) > 0, (3.12) implies that θY is an abso-
lute minimum of g(θ, x) over the interval (0, pi/2), and that g is strictly monotonous
over the intervals (θY , pi/2) and (0, θY ).
A necessary and sufficient condition, that we can construct a simple polygonal line
Ĉ as above, is
a
tan θ1
+
b
tan θ2
≤ 1 . (3.13)
In particular θ1 ∈ [θa, pi/2] where θa := arctan a, and θ2 ∈ [θb, pi/2] where θb :=
arctan b. Similarly W is a simple curve in Q if and only if
θY ∈ [arctan a+ b, pi/2) . (3.14)
From the preceding results we have
W(Ĉ) ≥ g(θ∗1, a) + g(θ
∗
2, b) , (3.15)
with
θ∗1 =
{
θY if θY ∈ [θa, pi/2],
θa otherwise,
(3.16)
θ∗2 =
{
θY if θY ∈ [θb, pi/2],
θb otherwise.
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Figure 2: A sequence of phase coexistence lines, separating the phase in which the
interface is a straight line and the phase in which it is pinned to the wall, for different
values of the parameters a and b. For each of the four curves, for all values of the
parameters β and h above the curve, the interface is the straight line and for all
values of the parameters below the curve the interface is pinned to the wall. The
shaded area correspond to the value of (β, h) so that τˆbd(β, h) < τˆ ((1, 0); β). The
four curves correspond to: i) a = 0.1, b = 0.1; ii) a = 0.1, b = 0.2; iii) a = 0.1,
b = 0.4; iv) a = 0.4, b = 0.4. Observe that the system in case 1) exhibits reentrance:
if we fix the value of the magnetic field near 0.8 and increase the temperature from
0 to Tc, the system changes from phase I to phase II and then to phase I again (see
also Fig. 3).
If (3.14) holds, then (3.15) implies W(Ĉ) ≥ W(W). If (3.14) does not hold, then the
two segments from A to the wall, and from B to the wall intersect at some point P .
Let Ŵ be the simple polygonal curve going from A to P , then from P to B. We
have (this follows from Lemma 3.1 and τˆ(1, 0) ≥ τˆbd)
g(θY , a) + g(θY , b) ≥ W(Ŵ) . (3.17)
Applying again Lemma 3.1 we get
W(Ŵ) > W(D) . (3.18)
⊓⊔
4 Concentration properties
By duality, properties of interfaces at temperatures below Tc are related to properties
of the random–line representation of the two–point function of the Ising model at
temperatures above Tc. The results of this section are given for the two–point
function and are valid for all temperatures above the critical temperature Tc. Our
concentration results are based on the sharp triangle inequality, which allows us to
improve Propositions 6.1 and 6.2 of [PV1]. The results are essentially optimal.
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Figure 3: This figure shows part of the phase coexistence line for a = 0.1, b = 0.1
(left), and a = 0.1, b = 0.12 (right). For values of the parameters β and h below
these curves the interface is pinned, while it is a straight line above these curves.
In case 2) the system has even one more transition in temperature for h slightly
smaller than 0.8.
The random–line representation for the two–point function 〈σ(t)σ(t′)〉Λ∗
L
is the for-
mula
〈σ(t)σ(t′)〉Λ∗
L
=
∑
λ:t→t′
q∗L(λ) . (4.1)
On the set of all open contours λ, such that δλ = {t, t′}, q∗L(λ) defines a measure
whose total mass is 〈σ(t)σ(t′)〉Λ∗
L
. The same is true for the similar representations
of 〈σ(t)σ(t′)〉(β∗) or 〈σ(t)σ(t′)〉IL∗ . It is therefore important to have good upper and
lower bounds for these quantities. We recall some basic results. Proposition 4.1 is
proven in [MW] and the last part in [PV1]; Proposition 4.2 is proven in [PV1].
We set Σ∗ := {x ∈ IL∗ : x(2) = −1/2 } and Σ∗L := Σ
∗ ∩ Λ∗L.
Proposition 4.1 Let β∗ < βc.
1. There exists K such that 12
〈σ(x)σ(y)〉 ≥ K
exp{−τˆ (y − x)}
‖x− y‖1/2
. (4.2)
2. Let τˆ (1, 0) = τˆbd and x, y ∈ Σ
∗. Then there exists K ′ such that
〈σ(x)σ(y)〉IL∗ ≥ K
′ exp{−τˆbd(y − x)}
‖x− y‖3/2
. (4.3)
3. Let τˆ (1, 0) > τˆbd and x, y ∈ Σ
∗. Then there exists C > 0 such that
〈σ(x)σ(y)〉IL∗ ≥ C exp{−τˆbd‖x− y‖} . (4.4)
Proposition 4.2 Let β∗ < βc and 0 < h
∗ <∞.
12We need the bound (4.2) for all temperatures β∗ < βc. Such results have been obtained
perturbatively in [Pl], [BF] and [DKS] for example. These lower bounds are essential in the proof
of Proposition 5.1.
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1. Let x, y be two different points of ZZ2∗. Then
〈σ(x)σ(y)〉 =
∑
λ:x→y
q∗(λ) ≤ exp{−τˆ (y − x)} . (4.5)
2. Let x, y be two different points of Σ∗L. Then
〈σ(x)σ(y)〉Λ∗
L
≤ 〈σ(x)σ(y)〉IL∗ =
∑
λ:x→y
q∗IL∗(λ) ≤ exp{−τˆbd · ‖y − x)‖} . (4.6)
3. Let x, y be two different points of Λ∗L. Then∑
λ:x→y
λ∩E∗(Σ∗)=∅
q∗L(λ; β
∗, h∗) ≤ 〈σ(x)σ(y)〉(β∗) . (4.7)
4. Let x, y, z be three different points of Λ∗L. Then∑
λ:x→z
y∋λ
q∗L(λ) ≤
∑
λ:x→y
q∗L(λ)
∑
λ:y→z
q∗L(λ) . (4.8)
Remark: Statement 4. of Proposition 4.2 can be written as∑
λ:x→z
y∋λ
q∗L(λ) ≤ 〈σ(x)σ(y)〉Λ∗L 〈σ(y)σ(z)〉Λ∗L . (4.9)
There are variants of 4.. Let λ : x→ z and y ∈ λ; let λ1 be the part of λ from x to
y and λ2 be the part of λ from y to z. Then∑
λ:x→z ,y∋λ
λ1∩E∗(Σ∗)=∅
q∗L(λ; β
∗, h∗) ≤ 〈σ(x)σ(y)〉Λ∗
L
(β∗, 1) 〈σ(y)σ(z)〉Λ∗
L
(β∗, h∗) . (4.10)
or ∑
λ:x→z ,y∋λ
λ1∩E∗(Σ∗)=∅
λ2∩E∗(Σ∗)=∅
q∗L(λ; β
∗, h∗) ≤ 〈σ(x)σ(y)〉Λ∗
L
(β∗, 1) 〈σ(y)σ(z)〉Λ∗
L
(β∗, 1) . (4.11)
We prove Propositions 4.3 to 4.5, which state concentration properties of the random
lines contributing to the two-point function. Given x, y ∈ ZZ2∗ and ρ > 0 we set
S(x, y; ρ) := {t ∈ ZZ2∗ : ‖t− x‖+ ‖t− y‖ ≤ ‖y − x‖+ ρ} , (4.12)
and ∂S(x, y; ρ) is the set of z ∈ ZZ2∗\S(x, y; ρ) such that there exists an edge 〈z, z′〉
with z′ ∈ S(x, y; ρ).
Proposition 4.3 Let x, y ∈ Λ∗L and ρ > 0. Let S1 := S(x, y; ρ). Then (∆ is
defined in (2.20) and (2.21))∑
λ:x 7→y
λ6⊂E∗(S1)
λ∩E∗(S1)∩E∗(Σ∗L)=∅
q∗L(λ) ≤ |∂S1| exp{−∆ρ} exp{−τˆ (y − x)} (4.13)
+
∑
z1,z2∈Σ∗L
exp{−τˆ (z1 − x)} exp{−τˆbd(z2 − z1)} exp{−τˆ(y − z2)} .
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Proof. Let s 7→ λ(s) be a parameterization of the open contour λ from x to y. Let
s1 be the first time (if any) such that λ(s1) ∈ Σ
∗
L and s2 the last time such that
λ(s2) ∈ Σ
∗
L. ∑
λ: x 7→y
λ6⊂E∗(S1)
λ∩E∗(S1)∩E∗(Σ∗L)=∅
q∗L(λ) ≤
∑
t∈∂S1
∑
λ:x→y ,λ∋t
λ∩E∗(Σ∗
L
)=∅
q∗L(λ) (4.14)
+
∑
z1,z2∈Σ∗L
∑
λ:x→y
λ(s1)=z1,λ(s2)=z2
q∗L(λ) .
Using Proposition 4.2, the remark following it and the sharp triangle inequality, we
get ∑
t∈∂S1
∑
λ:x→y ,λ∋t
λ∩E∗(Σ∗
L
)=∅
q∗L(λ) ≤
∑
t∈∂S1
〈σ(x)σ(t)〉Λ∗
L
(β∗, 1) 〈σ(t)σ(y)〉Λ∗
L
(β∗, 1) (4.15)
≤
∑
t∈∂S1
exp{−(τˆ (t− x) + τˆ (y − t))}
≤
∑
t∈∂S1
exp{−(τˆ (y − x) + ∆ρ)}
≤ |∂S1| exp{−∆ρ} exp{−τˆ (y − x)} ,
and ∑
z1,z2∈Σ∗L
∑
λ:x→y
λ(s1)=z1,λ(s2)=z2
q∗L(λ) ≤
∑
z1,z2∈Σ∗L
exp{−τˆ(z1 − x)} (4.16)
· exp{−τˆbd(z2 − z1)} exp{−τˆ (y − z2)} .
⊓⊔
Remarks.
1. If h∗ ≤ 1, then the statement (4.13) simplifies,∑
λ:x 7→y
λ6⊂E∗(S1)
q∗L(λ) ≤ |∂S1| exp{−∆ρ} exp{−τˆ (y − x)} . (4.17)
2. At the thermodynamical limit we can improve (4.17) using Proposition 4.1.
∑
λ:x 7→y
λ6⊂E∗(S1)
q∗(λ) ≤
1
K
|∂S1|‖x− y‖
1/2 exp{−∆ρ}〈σ(x)σ(y)〉 . (4.18)
The replacement of exp{−τˆ (y − x)} by 〈σ(x)σ(y)〉 is significant since 〈σ(x)σ(y)〉 is
the total mass of the measure defined by q∗(λ) on the set of all λ with δλ = {x, y}.
3. If 1 < h∗ < h∗c , then the sharp triangle inequality applied two times to (4.13)
gives ∑
λ: x 7→y
λ6⊂E∗(S1)
λ∩E∗(S1)∩E∗(Σ∗L)=∅
q∗L(λ) ≤ exp{−τˆ (y − x)}
(
|∂S1| exp{−∆ρ} (4.19)
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+
∑
z1,z2∈Σ∗L
exp{−∆(‖z1 − x‖ + ‖z2 − z1‖+ ‖y − z2‖ − ‖x− y‖)}
)
.
Proposition 4.4 Let x, y ∈ Λ∗L with x(2) = y(2) = −1/2, and ρ > 0. Let S2 :=
S(x, y; ρ). If τˆ(1, 0) = τˆbd, that is h
∗ ≤ h∗c, then∑
λ:x 7→y
λ6⊂E∗(S2)
q∗L(λ) ≤ O(‖x− y‖+ ρ)|∂S2| exp{−∆ρ} exp{−τˆ (y − x)} . (4.20)
Proof. If τˆ (1, 0) = τˆbd and u, v ∈ IL
∗ with u(2) = v(2) = −1/2, then
τˆbd‖u− v‖ = τˆ(u− v) . (4.21)
Let λ : x 7→ y, with λ ∋ t, t ∈ ∂S2. We consider λ as a parameterized curve,
s 7→ λ(s), from x to y. We set t = λ(s∗); we denote by s1 the last time before s
∗
such that λ(s1) ∈ Σ
∗
L; we denote by s2 the first time after s
∗ such that λ(s2) ∈ Σ
∗
L.
We have ∑
λ:x→y
λ 6⊂E∗(S2)
q∗L(λ) ≤
∑
t∈∂S2
∑
λ:x→y
λ∋t
q∗L(λ) (4.22)
≤
∑
t∈∂S2
∑
u,v∈Σ∗
L
∑
λ:x→y ,t∈λ
λ(s1)=u,λ(s2)=v
q∗L(λ) .
Using (4.21), Proposition 4.2, GKS inequalities and the sharp triangle inequality,
we get∑
u,v
∑
λ:x→y
λ∋u,t,v
q∗L ≤
∑
u,v
〈σ(x)σ(u)〉IL∗〈σ(u)σ(t)〉〈σ(t)σ(v)〉〈σ(v)σ(y)〉IL∗
≤
∑
u,v
exp{−τˆ (u− x)− τˆ(t− u)} exp{−τˆ (v − t)− τˆ (y − v)}
≤
∑
u,v
exp{−τˆ (t− x)} exp{−∆(‖x− u‖+ ‖u− t‖ − ‖x− t‖)}
· exp{−τˆ(y − t)} exp{−∆(‖y − v‖+ ‖v − t‖ − ‖y − t‖)}
≤ O(‖x− y‖+ ρ) exp{−(τˆ (t− x) + τˆ(y − t))} .
Then the proof is as in (4.15). ⊓⊔
In the case of partial wetting, i.e. τˆ(1, 0) > τˆbd(1, 0), the previous proposition can be
improved to reflect the fact that the contours stick to the wall, even microscopically.
Proposition 4.5 Suppose h∗ > h∗c (partial wetting for the dual model). Let x,
y ∈ Λ∗L with x(2) = y(2) = −1/2, x(1) < y(1), and let ρi > 0, i = 1, 2. Let
S3 := {t ∈ Λ
∗
L : x(1)− ρ1 ≤ t(1) ≤ y(1) + ρ1 , −1/2 ≤ t(2) ≤ ρ2} . (4.23)
Then, there exists a constant C(β) > 0 such that∑
λ:x→y
λ6⊂E∗(S3)
q∗L(λ) ≤ |∂S3|
(
exp{−2ρ1τˆbd}+|ρ2| exp{−Cρ2}
)
exp{−τˆbd‖y−x‖} . (4.24)
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Proof. Let ∂S3 := {t ∈ S3 : t(2) = ρ2 or t(1) = x(1)− ρ1 or t(1) = y(1) + ρ1}; we
can write ∑
λ:x→y
λ6⊂E∗(S3)
q∗L(λ) ≤
∑
t∈∂S3
∑
λ:x→y
λ∋t
q∗L(λ) (4.25)
≤
∑
t∈∂S3
t(2)<ρ2
∑
λ:x→y
λ∋t
q∗L(λ) +
∑
t∈∂S3
t(2)=ρ2
∑
λ:x→y
λ∋t
q∗L(λ) .
We treat these sums separately. By symmetry and GKS inequalities∑
t∈∂S3
t(2)<ρ2
∑
λ:x→y
λ∋t
q∗L(λ) ≤ 2
∑
t∈∂S3
t(1)=x(1)−ρ1
〈σxσt〉IL∗〈σtσy〉IL∗ (4.26)
= 2
∑
t∈∂S3
t(1)=x(1)−ρ1
〈σxσt〉IL∗〈σtσy〉IL∗
≤ 2
∑
t∈∂S3
t(1)=x(1)−ρ1
〈σxσy〉IL∗
≤ 2
∑
t∈∂S3
t(1)=x(1)−ρ1
exp{−2ρ1τˆbd} exp{−τˆbd‖y − x‖} ,
where x is the image of x under a reflection of axis {u : u(1) = t(1)}.
Let t ∈ λ and t(2) = ρ2. As above λ is considered as a parameterized curve, and
we set t = λ(s∗); we denote by s1 the last time before s
∗ such that λ(s1) ∈ Σ
∗
L;
we denote by s2 the first time after s
∗ such that λ(s2) ∈ Σ
∗
L. As above we get
(u = λ(s1), v = λ(s2))∑
t∈∂S3
t(2)=ρ2
∑
λ:x→y
λ∋t
q∗L(λ) ≤
∑
t∈∂S3
t(2)=ρ2
∑
u,v
〈σxσu〉IL∗〈σuσt〉〈σtσv〉〈σvσy〉IL∗ (4.27)
≤
∑
t∈∂S3
t(2)=ρ2
∑
u,v
exp{−τˆbd(‖u− x‖+ ‖y − v‖)}
· exp{−τˆ (t− u)− τˆ (v − t)}
≤
∑
t∈∂S3
t(2)=ρ2
∑
u,v
exp{−τˆbd(‖u− x‖+ ‖y − v‖)}
· exp{−τˆ (u− v)} exp{−∆(‖u− t‖+ ‖t− v‖ − ‖u− v‖)}
≤
∑
t∈∂S3
t(2)=ρ2
∑
u,v
exp{−τˆbd‖x− y‖} exp{−(τˆ (1, 0)− τˆbd)‖u− v‖}
· exp{−∆(‖u− t‖+ ‖t− v‖ − ‖u− v‖)} ,
The conclusion follows from the observations: 1. the summation is over the base
of the triangle uvt; 2. the term exp{−(τˆ (1, 0)− τˆbd)‖u − v‖} allows to control the
triangles with a large base, while the term exp{−∆(‖u − t‖ + ‖t − v‖ − ‖u − v‖)}
can be used to control the terms in which the base is far from the point t. ⊓⊔
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5 Probability of the phase separation line
We study the probability of the phase separation line by making a coarse–grained
description of it. We estimate in terms of its surface tension13 the probability that
a given coarse–grained description occurs.
We first prove an essential lower bound and then proceed with the main estimate.
Proposition 5.1 Let β > βc, h > 0, 0 < a < 1, 0 < b < 1 and W
∗ = W∗(β, h) be the
minimum of the functional W. Then there exists C > 0 and L0 = L0(β, h) such that,
for all L ≥ L0,
Zab(ΛL) ≥
exp{−W∗L}
LC
Z−(ΛL) . (5.1)
Remark. The dual statement of Proposition 5.1 is
〈σ(tLl )σ(t
L
r )〉Λ∗L ≥
exp{−W∗L}
LC
. (5.2)
Proof. We can write, using Proposition 2.3,
Zab(ΛL) = Z
−(ΛL)
∑
λ:
δλ={tL
l
,tLr }
q∗L(λ) . (5.3)
Let C∗ be the simple rectifiable curve in Q which realizes the minimum of the
variational problem (or one of the minima in case of degeneracy). Let K1 > 0,
which will be chosen large enough below.
We first consider the case C∗ = D. Let uLl and u
L
r be the points of Λ
∗
L with u
L
l (1) =
tLl (1) + [K1 logL], u
L
r (1) = t
L
r (1)− [K1 logL], which are closest to the straight line
from tLl to t
L
r .
We need the following result
Lemma 5.1 Let B be a rectangular box in Λ∗L, and x, y two points on its boundary.
Let d > 0 and u, v be two points in B such that u and v are closest to the straight
line from x to y and ‖x − u‖ = ‖y − v‖ = d. If the distance of B to Σ∗L is larger
than C ′ logL, with C ′ > 2, then∑
λ:x→y
λ⊂E∗(B)
q∗L(λ) ≥ exp{−O(logL)}
∑
λ:u→v
λ⊂E∗(B)
q∗(λ) . (5.4)
Proof. Following the proof of Proposition 6.1 of [PV1], from (6.38) to (6.42), we
get ∑
λ:x→y
λ⊂E∗(B)
q∗L(λ) ≥ exp{−O(logL)}
∑
λ:u→v
λ⊂E∗(B)
q∗L(λ) . (5.5)
13 In our problem it is sufficient to give an extremely rough description of the phase separation
line, because we do not need to control the volume under the phase separation line, as it was the
case in [PV1].
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S1
Λ∗L
B
tLl
tLr
uLr
uLl
Figure 4: The ellipse S1; the box B is the whole box minus the bottom strip.
Since the distance of B to Σ∗ is larger than C ′ logL and C ′ > 2, then it follows from
point 4. of Lemma 5.3 in [PV1] that there exists a constant C˜ > 0 such that for L
large enough and all λ ⊂ E∗(B)
q∗L(λ) ≥ q
∗
IL∗(λ) ≥ C˜q
∗(λ) . (5.6)
This proves the lemma. ⊓⊔
Let C ′ > 2. We introduce B := {t ∈ Λ∗L : t(2) > [C
′ logL]}. Let S1 be the elliptical
set of Proposition 4.3 with x = uLl , y = u
L
r , ρ = O(K1 logL) so that E
∗(S1) ⊂ E
∗(B)
(see Fig. 4). From Lemma 5.1, applied to the box B with x = tLl , y = t
L
r , u = u
L
l
and v = vLl , and the second remark following Proposition 4.3, we get
Zab(ΛL)
Z−(ΛL)
≥
∑
λ:tL
l
→tLr
λ⊂E∗(B)
q∗L(λ) (5.7)
≥ exp{−O(logL)}
∑
λ:uL
l
→uLr
λ⊂E∗(S1)
q∗(λ)
≥ exp{−O(logL)}
( ∑
λ:uL
l
→uLr
q∗(λ)−
∑
λ:uL
l
→uLr
λ 6⊂E∗(S1)
q∗(λ)
)
≥ exp{−O(logL)}〈σ(uLl )σ(u
L
r )〉
(
1−
1
K
|∂S1| ‖u
L
l − u
L
r ‖
1/2 exp{−∆ρ}
)
≥
exp{−τˆ (tLl − t
L
r )}
LC
,
for some positive constant C, by taking K1 large enough.
We now consider the case C∗ =W. Since h > 0, the angle θY satisfies 0 < θY < pi/2.
Denote by wL1 and w
L
2 the two points on Σ
∗
L which are closest to the corners of the
polygonal line W scaled by L.
We define three rectangular boxes (see Fig. 5)
B1 = {t ∈ Λ
∗
L : t(1) ≤ w
L
1 (1) , t(2) > [C
′ logL]} , (5.8)
B2 = {t ∈ Λ
∗
L : w
L
1 (1) ≤ t(1) ≤ w
L
2 (1)} , (5.9)
B3 = {t ∈ Λ
∗
L : w
L
2 (1) ≤ t(1) , t(2) > [C
′ logL]} . (5.10)
Interface Pinning in the 2D Ising Model 21
w′1
L
vLl
w′2
L
vLr
tLl
tLr
wL2
uLl
uLr
wL1
Λ∗L
B1 B2 B3
S1
S2
S3
rL2r
L
1
Figure 5: The three boxes Bi, i = 1, . . . , 3 and their elliptical subsets; the two bold
segments represent the two shortest contours λi, i = 1, 2.
Moreover let rL1 , resp. r
L
2 , be the point of Λ
∗
L closest to the straight line through
tLl and w
L
1 , resp. t
L
r and w
L
2 , such that r
L
1 (2) = [C
′ logL] + 1/2, resp. rL2 (2) =
[C ′ logL] + 1/2. Let λ1, resp. λ2, be a shortest open contour from r
L
1 to w
L
1 , resp.
from rL2 to w
L
2 . We define A as the set A of open contours λ = λ1∪λ1∪λ2∪λ2∪λ3
such that
• λi ⊂ E
∗(Bi), i = 1, . . . , 3;
• λ1 : t
L
l → r
L
1 ;
• λ2 : w
L
1 → w
L
2 ;
• λ3 : r
L
2 → t
L
r .
We can write
Zab(ΛL)
Z−(ΛL)
≥
∑
λ∈A
q∗L(λ)
≥ exp{−O(logL)}
∏
i
∑
λi⊂E∗(Bi):
λi as above
q∗L(λi) . (5.11)
We apply Lemma 5.1 to the sum over λ1 with B = B1, x = t
L
l , y = r
L
1 , d = K1 logL;
we denote by uLl and v
L
l the corresponding points u and v. We apply the same
lemma to the sum over λ3 with B = B2, x = r
L
2 , y = t
L
r , d = K1 logL; we denote by
uLr and v
L
r the corresponding points u and v. The sum over λ2 is taken care of by
the following
Lemma 5.2 Let w′1
L := wL1 + ([K1 logL], 0), w
′
2
L := wL2 − ([K1 logL], 0). Then∑
λ:wL
1
→wL
2
λ⊂E∗(B2)
q∗L(λ) ≥ exp{−O(logL)}
∑
λ:w′
1
L→w′
2
L
λ⊂E∗(B2)
q∗IL∗(λ) . (5.12)
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Proof. Same proof of that of Proposition 6.2 in [PV1]. ⊓⊔
We finally introduce three elliptical sets. S1 is constructed as in Proposition 4.3
with x = uLl , y = v
L
l and ρ = O(K1 logL) such that E
∗(S1) ⊂ E
∗(B1); S3 is
constructed as in Proposition 4.3 with x = vLr , y = u
L
r and ρ = O(K1 logL) such
that E∗(S3) ⊂ E
∗(B3); S2 is constructed as in Proposition 4.4 with x = w
′
1
L, y = w′2
L
and ρ = [K1 logL] (and therefore E
∗(S2) ⊂ E
∗(B2)).
Applying Propositions 4.3 and 4.4 as before gives the conclusion,
Zab(ΛL)
Z−(ΛL)
≥
exp{−LW∗}
LC
(5.13)
for some positive constant C. ⊓⊔
We prove using the above proposition, that the surface tension of a (very) coarse-
grained version of the phase separation line cannot be too large compared to W∗.
Let λ be the open contour. We construct a polygonal line approximation P := P(λ)
of λ. Let s 7→ λ(s) be a unit-speed parameterization of λ. If λ(s)(2) > −1/2 for all
s, then let P be the straight line from tLl to t
L
r . Otherwise, let s1 be the first time
such that λ(s)(2) = −1/2 and s2 the last time such that λ(s)(2) = −1/2; we write
wˆLi = λ(si), i = 1, 2. We also introduce [P] := {ω : P(λ(ω)) = P}.
By construction, if s < s1 or s > s2 then λ(s)(2) 6= −1/2. We can therefore apply
Proposition 4.2 to estimate the probability of the event [P],
P abL [ [P] ] ≤ exp{−W(P)} . (5.14)
Proposition 5.2 Let β > βc, h > 0, 0 < a < 1, 0 < b < 1. Then there exists
L0 = L0(β, h) such that, for all L ≥ L0 and T > 0,
P abL [ {W(P(λ)) ≥ W
∗L+ T} ] ≤ exp{−T +O(logL)} . (5.15)
Proof. Let
I(T ) := {λ ⊂ E∗(Λ∗L) : δλ = {t
L
l , t
L
r } , W(P(λ)) ≥ W
∗L+ T} . (5.16)
Then, from Propositions 5.1, 2.3 and (5.14),
P±L [ {W(P(λ)) ≥ W
∗L+ T} ] =
Z−(ΛL)
Zab(ΛL)
∑
λ∈I(T )
q∗L(λ) (5.17)
≤ exp{W∗L+O(logL)}
∑
λ∈I(T )
q∗L(λ)
≤ exp{W∗L+O(logL)}
∑
P:
W(P)≥W∗L+T
∑
λ:
P(λ)=P
q∗L(λ)
≤ exp{W∗L+O(logL)}
∑
P:
W(P)≥W∗L+T
exp{−W(P)}
≤ exp{−T +O(logL)} .
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(The number of different coarse–grained polygonal lines is bounded by O(L2).) ⊓⊔
6 Pinning transition
The main result of the paper is a statement about concentration properties of the
probability of the phase separation line. An immediate consequence of Theorem 6.1
is that at a suitable scale, when L → ∞, the phase separation line defines a non–
random object, the interface, which is characterized as the solution of the variational
problem discussed in section 3, that is, the interface in Q is either the straight line D
or the broken line W. We obtain an essentially optimal description of the location
of the interface up to the scale of normal fluctuations of the phase separation line.
6.1 Main result
The weight of a separation line λ in Λ∗L, going from t
L
l to t
L
r , is given by qL(λ; β, h) =
q∗L(λ; β
∗, h∗). These weights define a measure on the the set of the phase separation
lines, such that the total mass is∑
λ⊂E(Λ∗
L
):
δλ={tL
l
,tLr }
q∗L(λ; β
∗, h∗) = 〈σ(tLl )σ(t
L
r )〉Λ∗L(β
∗, h∗) . (6.1)
Consequently
P abL [λ] =
q∗L(λ)
〈σ(tLl )σ(t
L
r )〉Λ∗L
. (6.2)
Let D and W be the curves in Q introduced in section 3. We set
ILi := { x ∈ Σ
∗
L : ‖x− w
L
i ‖ ≤ (ML logL)
1/2 } , i = 1, 2 , (6.3)
and
ρL := M logL . (6.4)
We define two sets of contours. The set TD contains all λ ⊂ E
∗(Λ∗L) such that
a1. δλ = {t
L
l , t
L
r };
a2. λ is inside S(t
L
l , t
L
r ; ρL).
The set TW contains all λ ⊂ E
∗(Λ∗L), considered as parameterized curves s 7→ λ(s),
such that
b1. δλ = {t
L
l , t
L
r }, λ(0) := t
L
l ;
b2. ∃s1 such that λ(s1) ∈ I
L
1 and for all s < s1, λ(s) ∩ Σ
∗
L = ∅;
b3. λ1 := {λ(s) : s ≤ s1} is inside S(t
L
l , λ(s1); ρL);
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b4. ∃s2 such that λ(s2) ∈ I
L
2 and for all s2 < s, λ(s) ∩ Σ
∗
L = ∅;
b5. λ3 := {λ(s) : s2 ≤ s} is inside S(λ(s2), t
L
r ; ρL);
b6. λ2 := {λ(s) : s1 ≤ s2 ≤ s} is inside
{x ∈ Λ∗L : x(2) ≤ ρL , λ(s)(1)− ρL ≤ x(1) ≤ λ(s)(2) + ρL} .
Theorem 6.1 Let β > βc, h > 0, 0 < a < 1, 0 < b < 1. There exist M > 0 and
L0 = L0(h, β,M) such that, for all L ≥ L0, the following statements are true.
1. Suppose that the solution of the variational problem in Q is the curve D. Then
P abL [TD] ≥ 1− L
−O(M) . (6.5)
2. Suppose that the solution of the variational problem in Q is the curveW. Then
P abL [TW ] ≥ 1− L
−O(M) . (6.6)
3. Suppose that the solution of the variational problem in Q is the either the curve
D or the curve W. Then
P abL [TD ∪ TW ] ≥ 1− L
−O(M) . (6.7)
Comment: The results of Theorem 6.1 are, in some sense, optimal. Indeed, at
a finer scale we do not expect the phase separation line to converge to some non–
random set, but rather to some random process. It is known that fluctuations of
a phase separation line of length O(L), which is not in contact with the wall, are
O(L1/2) (see [Hi] and [DH]). On the other hand, if the phase separation line is
attracted by the wall on a length O(L), then we expect that its excursions away
from the wall have a size typically bounded by O(logL).
Proof.
1. Suppose that the minimum of the variational problem is given by D, W(D) = W∗.
Let W∗∗ be the minimum of the functional over all simple curves in Q, with end–
points A and B, and which touch the wall wQ. By hypothesis there exists δ > 0
with W∗∗ = W∗ + δ.
We set S1 := S(t
L
l , t
L
r ; ρL); for L large enough S1 ∩ Σ
∗
L = ∅ since a > 0 and b > 0.
We apply Proposition 5.1. We have
P abL [{λ 6∈ TD}] =
1
〈σ(tLl )σ(t
L
r )〉Λ∗L
∑
λ6∈TD
q∗L(λ) (6.8)
≤ LC exp{W∗L}
∑
λ6∈TD
q∗L(λ) .
We apply Proposition 4.3.∑
λ6∈TD
q∗L(λ) ≤ |∂S1| exp{−∆ρ} exp{−τˆ(t
L
r − t
L
l )} (6.9)
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+
∑
z1,z2∈Σ∗L
exp{−τˆ(z1 − t
L
l )} exp{−τˆbd(z2 − z1)} exp{−τˆ (t
L
r − z2)} .
We can bound above the last sum by O(L2) exp{−LW∗∗}. Therefore
P abL [{λ 6∈ TD}] ≤
O(LC+1)
L∆M
+O(LC+2) exp{−Lδ} . (6.10)
This proves the first statement.
2. Suppose that the minimum of the variational problem is given byW, W(W) = W∗.
Then there exists δ > 0 such that W(D) = W∗ + δ. We estimate P abL [{λ 6∈ TW}] in
several steps. Notice that condition b1 is always satisfied.
1. The probability that condition b2 is satisfied, but not b3, can be estimated by
Proposition 4.3; it is smaller than O(LC+1)/L∆M .
2. The probability that condition b4 is satisfied, but not b5, is estimated in the same
way; it is smaller than O(LC+1)/L∆M .
3. The probability that conditions b2 and b4 are satisfied, but not b6, can be estimated
by Proposition 4.5; it is smaller than O(LC+1)/LC∆M .
4. We estimate the probability that condition b2 is not satisfied. The case with
condition b5 is similar. If λ does not intersect Σ
∗
L, then this probability is smaller
than O(LC) exp{−δL}, since W(D) = W∗ + δ. Suppose that there exist s1 and s2,
with λ(si) ∈ Σ
∗
L, λ(s) ∩ Σ
∗
L = ∅ for all s < s1 and λ(s) ∩ Σ
∗
L = ∅ for all s2 < s.
Let pLi := λ(si), i = 1, 2. Under these conditions, b2 is not satisfied if and only if
pL1 6∈ I
L
1 . Let C(p
L
1 , p
L
2 ) be the polygonal curve from t
L
l to p
L
1 , then from p
L
1 to p
L
2
and finally from pL2 to t
L
r . Then the probability of this event is bounded above by∑
pL
1
∈Σ∗
L
:
pL
1
6∈IL
1
∑
pL2 ∈Σ
∗
L
exp{−W(C(pL1 , p
L
2 ))} ≤ (6.11)
O(L2)min{exp{−W(C(pL1 , p
L
2 ))} | p
L
1 ∈ Σ
∗
L\I
L
1 , p
L
2 ∈ Σ
∗
L} .
Suppose that C denotes the polygonal line giving the minimum; scaled by 1/L we
get a polygonal line in Q, denoted by C∗, from A to some point P ∗1 , then from P
∗
1
to P ∗2 and finally from P
∗
2 to B. Let θ
∗ be the angle between the straight line from
A to P ∗1 with the wall. We have
W(C) = LW(C∗) ≥ L(g(θ∗, a) + g(θY , b)) . (6.12)
By hypothesis
|θ∗ − θY | ≥
1
L1/2
O((M logL)1/2) . (6.13)
Therefore (use a Taylor expansion of g around θY and the monotonicity of g(θ, x)
on [0, θY ], respectively [θY , pi/2]) there exists a positive constant α such that
W(C∗) ≥ g(θY , a) + g(θY , b) +
αM logL
L
(6.14)
= W∗ +
αM logL
L
.
We conclude that the probability, that condition b2 is not satisfied, is bounded above
by O(Lc+2)/LαM . IfM is large enough, the second statement of the theorem is true.
3. The proof of the third statement of the theorem is similar. ⊓⊔
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6.2 Finite size effects for the correlation length
By duality we can interpret Proposition 5.1 and Theorem 6.1 at temperatures above
Tc. The fact that t
L
l and t
l
r are points on the boundary of Λ
∗
L is not important for the
dual model above the critical temperature, as one can check easily from the proofs
of sections 5 and 6.
Let β∗ < βc and Λ
′
L be the subset of ZZ
2∗ obtained by translating Λ∗L by (0,−L/2),
that is,
Λ′L := { t ∈ ZZ
2∗ : t + (0, L/2) ∈ Λ∗L } . (6.15)
We consider the Ising model with free b.c. on Λ′L with coupling constants
J∗(t, t′) :=
{
h∗ > 0 if t(2) = t′(2) = −1/2− L/2,
1 otherwise.
(6.16)
The corresponding Gibbs state is denoted by 〈 · 〉Λ′L or by 〈 · 〉Λ′L(β
∗, h∗). When L→
∞ the states 〈 · 〉Λ′L(β
∗, h∗) converge to the unique infinite Gibbs state 〈 · 〉(β∗) of
the model with coupling constant 1, independently of the value of h∗, since β∗ < βc.
The (horizontal) correlation length ξ(β∗) is therefore independent of h∗ and is given
by the formula
ξ(β∗) := − lim
L→∞
1
L
log 〈 σ(t)σ(t+ (L, 0)) 〉(β∗) . (6.17)
Theorem 6.1, as well as Proposition 5.1, show that in general we do not get the
same result if we take the thermodynamical limit and the limit in (6.17) together.
Indeed, we can find h∗ and tL such that the distance of tL to the boundary of the
box Λ′L is O(L) and
− lim
L→∞
1
L
log 〈 σ(tL)σ(tL + (L, 0)) 〉Λ′L(β
∗, h∗) 6= ξ(β∗) , (6.18)
because in the random–line representation of the two–point correlation function the
random lines are concentrated near a part of the boundary of the box Λ′L. Borrowing
the terminology of [SML] about the long–range order, we can say that there is no
equivalence in general between the “short” correlation length ξ(β∗) and a “long”
correlation length like in (6.18). Proposition 2.2 states that this equivalence holds
when h = h∗ = 1, the correlation length ξ(β∗) being equal to the surface tension of
an horizontal interface of the dual model. The reason for the validity of Proposition
2.2 can be formulated in physical terms: the dual model is in the complete wetting
regime.
7 Sharp triangle inequality
The main property of the surface tension, which we use in this paper, is the sharp
triangle inequality (STI). We recall some basic facts about the Wulff shape and
prove that STI is equivalent to the property that the curvature of the Wulff shape
is bounded above. This slightly extends the result of Ioffe [I]. In particular we do
not suppose that the surface tension is differentiable. Our approach is geometrical.
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7.1 Convex body and support function
Let τˆ : IR2 → IR, x 7→ τˆ (x), be a positively homogeneous convex function, which
is strictly positive at x 6= 0. In this section 〈y∗, x〉 denotes the Euclidean scalar
product of y∗ ∈ IR2 and x ∈ IR2. The conjugate function τˆ ∗,
τˆ ∗(y∗) := sup
x
{〈y∗, x〉 − τˆ (x)} , (7.19)
is the indicator function of a convex set W ⊂ IR2 defined by τˆ 14,
τˆ ∗(y∗) =
{
0 if y∗ ∈ W
∞ otherwise.
(7.20)
Because τˆ is strictly positive at x 6= 0, the interior of W is non–empty (W is a
convex body) and contains 0. The function τˆ is the support function of W 15,
τˆ(x) = sup
y∗∈W
〈y∗, x〉 . (7.21)
Given x, we define the half–space H(x),
H(x) := {y∗ : 〈y∗, x〉 ≤ τˆ (x)} . (7.22)
We have the important relation,
W = {x∗ ∈ IR2 : 〈x∗, y〉 ≤ τˆ(y) , ∀y 6= 0} =
⋂
y 6=0
H(y) . (7.23)
A pair of points (y∗, x) ∈ IR2 × IR2 is in duality16 if and only if
〈y∗, x〉 = τˆ (x) + τˆ ∗(y∗) (7.24)
= τˆ (x) .
If (y∗, x) are in duality and x 6= 0, then y∗ ∈ ∂W , the boundary of W . Moreover,
in such a case (y∗, λx) are in duality for any positive scalar λ. In the following xˆ
is always a unit vector in IR2; there is at least one x∗ ∈ ∂W , which is in duality
with xˆ for any xˆ. The geometrical meaning of xˆ is the following: there is a support
plane for W at x∗ normal to xˆ. By convention the pair (x∗, xˆ) is in duality, so that
〈x∗, xˆ〉 = τˆ(xˆ). We may have y∗1 6= y
∗
2, such that (y
∗
1, xˆ) and (y
∗
2, xˆ) are in duality.
Lemma 7.1 1. Suppose that y∗1 and y
∗
2 are two different points of
F(xˆ) := {y∗ ∈ IR2 : (y∗, xˆ) are in duality} . (7.25)
Then y∗ = αy∗1 + (1− α)y
∗
2 ∈ F(xˆ), for all α ∈ [0, 1].
2. The set F(xˆ) is equal to the set of subdifferentials of τˆ at xˆ,
∂τˆ (xˆ) := {y∗ ∈ IR2 : τˆ (z + xˆ) ≥ τˆ(xˆ) + 〈y∗, z〉 ∀z ∈ IR2} . (7.26)
14In Statistical Mechanics, when τˆ is the surface tension, W is called the Wulff shape and
(7.23) the Wulff construction.
15τˆ is a norm if and only if W = −W .
16 Duality of Convexity Theory.
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Proof. 1. follows from (7.24); 2. is proven e.g. in [PV2] section 4.1. ⊓⊔
The set F(xˆ) of Lemma 7.1 is a facet of W with (outward) normal xˆ (0 belongs
to interior of W ). Therefore, existence of a facet is equivalent to non–uniqueness of
the subdifferentials of τˆ at xˆ or to non differentiability of τˆ . For a given y∗ ∈ ∂W
we may have two different vectors xˆ1 and xˆ2, such that (y
∗, xˆ1) and (y
∗, xˆ2) are in
duality. This situation corresponds to the existence of a corner of W at y∗.
Lemma 7.2 There is a corner of W at y∗ if and only if there exists a segment
[xˆ1, xˆ2] := {x : x = xˆ1 + t(xˆ2 − xˆ1) , t ∈ [0, 1]}, with xˆ1 6= xˆ2, on which τˆ is affine.
Proof. Suppose that there is a corner at y∗. Then
〈y∗, xˆ1 + t(xˆ2 − xˆ1)〉 = (1− t)τˆ(xˆ1) + tτˆ (xˆ2) (7.27)
≤ sup
y∗∈W
〈y∗, xˆ1 + t(xˆ2 − xˆ1)〉
= τˆ ((1− t)xˆ1 + txˆ2) .
Since τˆ is convex we have equality in (7.27).
Suppose that τˆ is affine on [xˆ1, xˆ2]. Let x1/2 := 1/2(xˆ1 + xˆ2). If y
∗ ∈ ∂τˆ (x1/2), then
y∗ ∈ ∂τˆ (xˆk), k = 1, 2. Indeed, for all z
τˆ(z)− τˆ(x1/2)− 〈y
∗, z − x1/2〉 ≥ 0 . (7.28)
But, if τˆ is affine on [xˆ1, xˆ2], then
1
2
2∑
k=1
{ τˆ(xˆk)− τˆ(x1/2)− 〈y
∗, xˆk − x1/2〉 } = 0 . (7.29)
Therefore
τˆ (xˆk) = τˆ (x1/2) + 〈y
∗, xˆk − x1/2〉 . (7.30)
From this it follows that y∗ ∈ ∂τˆ (xˆk),
τˆ(z) ≥ τˆ(x1/2) + 〈y
∗, z − x1/2〉 = τˆ (xk) + 〈y
∗, z − xˆk〉 ∀z , (7.31)
which implies in our case that (y∗, xˆk) are in duality. ⊓⊔
7.2 Curvature
We recall the notion of curvature of W at x∗. Let U be an open neighbourhood of
x∗. Let Ti(x
∗, U) be the family of discs D with the following properties
1. ∂D is tangent17 to ∂W at x∗;
17The precise definition is the following: there is a common support plane at x∗ for W and D.
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2. W ∩ U ⊃ D ∩ U .
We allow the degenerate cases where the disc is a single point or a half–plane.
Consequently Ti(x
∗, U) 6= ∅. We denote by ρ(D) the radius of the disc D and set
ρ(x∗, U) := sup{ρ(D) : D ∈ Ti(x
∗, U)} . (7.32)
Clearly ρ(x∗, U1) ≤ ρ(x
∗, U2) if U1 ⊃ U2. The lower radius of curvature at x
∗ is
defined as
ρ(x∗) := sup{ρ(x∗, U) : U open neighb. of x∗} . (7.33)
Similarly, we introduce Ts(x
∗, U) 6= ∅ as the family of discs D with the following
properties
1. ∂D is tangent to ∂W at x∗;
2. W ∩ U ⊂ D ∩ U .
We set
ρ(x∗, U) := inf{ρ(D) : D ∈ Ts(x
∗, U)} . (7.34)
The upper radius of curvature at x∗ is defined as
ρ(x∗) := inf{ρ(x∗, U) : U open neighb. of x∗} . (7.35)
Given x∗, y∗ ∈ ∂W , x∗ 6= y∗, let C(x∗; ρy∗) be the circle of radius ρy∗ , which is
tangent to ∂W at x∗ and goes through y∗18. If y∗ ∈ U , then
ρ(x∗, U) ≤ ρy∗ ≤ ρ(x
∗, U) . (7.36)
If ρ(x∗) := ρ(x∗) = ρ(x∗), then the radius of curvature at x∗ is ρ(x∗) and the
curvature at x∗ is κ(x∗) := 1/ρ(x∗) (see Chapter 1 of [S]). From (7.36) we get19
ρ(x∗) = ρ(x∗)⇐⇒ lim
y∗→x∗
ρy∗ = ρ(x
∗) . (7.37)
If x∗ is a corner, then ρ(x∗, U) = 0 for any open neighbourhood U ∋ x∗ and ρ(x∗, U)
is as small as we wish, provided U is small enough. Therefore ρ(x∗) = 0. However,
we may have ρ(x∗) = 0 when x∗ is not a corner, as the following example shows.
We define a convex body by its boundary,
{ z∗(1)(t) := cos(t)| cos(t)|.6 , z∗(2)(t) := sin(t)| sin(t)|.6 , t ∈ [0, 2pi] } . (7.38)
There is a unique support line at every point of the boundary. At the four points
(t = kpi/2, k = 0, . . . 3) it is elementary to verify that ρ(x∗) = 0.
Lemma 7.3 Let W be a convex compact body such that its lower radius of curvature
is bounded below uniformly by K0 > 0. Then, given ρ < K0, there is a circle
C(x∗; ρ) ⊂W of radius ρ, which is tangent to ∂W at x∗ for any x∗.
18We suppose that C(x∗; ρy∗) intersects the interior of W .
19 If limy∗→x∗ ρy∗ = ρ, then for every ε > 0 there exists a neighbourhood U such that for all
y∗ ∈ U , |ρy∗ − ρ| ≤ ε. Therefore ρ− ε ≤ ρ(x
∗, U) ≤ ρ(x∗, U) ≤ ρ+ ε.
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Proof. Since the lower radius of curvature is positive, there is no corner. Conse-
quently, for any y∗ ∈ ∂W there is unique yˆ in duality with y∗. The hypothesis
also implies that at every x∗ ∈ ∂W there is a disk D(x∗) with the properties: the
radius ρ(D(x∗)) of D(x∗) is non-zero, D(x∗) ⊂ W and ∂D(x∗) is tangent to ∂W
at x∗. Since W is convex, the convex envelope of all these discs is a subset of W .
Therefore, since W is compact, we can find δ > 0, such that ρ(D(x∗)) ≥ δ for any
x∗.
Let x∗ ∈ ∂W and yˆ be given. Let D(x∗, yˆ) ⊂ H(xˆ)∩H(yˆ) be the largest disc, which
is tangent to ∂H(xˆ) at x∗. If xˆ = yˆ, then the radius r(x∗, yˆ) of D(x∗, yˆ) is infinite,
otherwise it is finite. Since τˆ( · ) is continuous, r(x∗, yˆ) is a continuous function of yˆ
at any yˆ 6= xˆ. We set
r(x∗) := inf
yˆ
r(x∗, yˆ) . (7.39)
Let {yˆn} be a minimizing sequence, such that limn r(x
∗, yˆn) = r(x
∗) and limn yˆn =: yˆ.
There are two cases: yˆ = xˆ and yˆ 6= xˆ.
If yˆ = xˆ, then r(x∗) ≥ K0. Suppose the converse, r(x
∗) < K0. Then, for any n such
that r(x∗, yˆn) < K0, we can find a disc Dn and a neighbourhood Un of x
∗, such that
Dn is tangent to ∂W at x
∗ and
W ∩ Un ⊃ Dn ∩ Un ⊃ D(x
∗, yˆn) ∩ Un . (7.40)
Let z∗n be the point of contact of D(x
∗, yˆn) with ∂H(yˆn). Since W is convex, ∂W
intersects ∂D(x∗, yˆn) at some point t
∗
n belonging to the circle arc of ∂D(x
∗, yˆn) from
x∗ to z∗n. Since r(x
∗, yˆn) < K0 and xˆ = limn yˆn, we also have limn z
∗
n = x
∗ and thus
limn t
∗
n = x
∗. But this contradicts (7.36). Thus r(x∗) ≥ K0; for any ρ < K0 there is
a circle C(x∗; ρ) of radius ρ, which is tangent to ∂W at x∗ ∈ ∂W ; C(x∗; ρ) ⊂ W by
(7.23).
If yˆ 6= xˆ, then r(x∗, yˆ) = r(x∗) ≥ δ and the disc D(x∗, yˆ) ⊂ W by (7.23). Let
r := infx∗ r(x
∗); we claim that r ≥ K0. Suppose the converse, r < K0. Let {z
∗
n} be
a minimizing sequence such that r(z∗n) < K0, limn r(z
∗
n) = r and limn z
∗
n =: z
∗. For
every n there exists yˆn such that r(z
∗
n, yˆn) = r(z
∗
n) and D(z
∗
n, yˆn) is the largest disc
in W , which is tangent to ∂W at z∗n. Since r < K0, there exists yˆ 6= zˆ, so that
r = r(z∗, yˆ) . (7.41)
Indeed, if D(z∗) ⊂ W is a disc tangent to ∂W at z∗, then by convexity the convex
envelope of D(z∗) and D(z∗n, yˆn) is a subset of W . If ρ(D(z
∗)) > r, then the discs
D(z∗n, yˆn) are not the largest discs in W which are tangent to ∂W at z
∗
n, when n
is sufficiently large. The existence of D(z∗, yˆ) and the convexity of W imply the
existence of an open set U , such that
∂W ∩ U = ∂D(z∗, yˆ) ∩ U . (7.42)
Indeed, D(z∗, yˆ) is tangent to ∂W at z∗ and also at some y∗ in duality with yˆ; more-
over, at any point x∗ ∈ ∂W there exists a disc of radius r contained in W , tangent
to ∂W at x∗. But this contradicts r < K0. ⊓⊔
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7.3 STI
Proposition 7.1 Let W be a convex compact body and τˆ be its support function.
Then the following statements are equivalent.
1. The lower radius of curvature of ∂W is uniformly bounded below by K0 > 0.
2. There exists a positive constant K1 such that for any xˆ and yˆ
〈x∗ − y∗, xˆ〉 ≥ K1‖xˆ− yˆ‖
2 . (7.43)
3. There exists a positive constant K2 such that for any x, y ∈ IR
2
τˆ (x) + τˆ (y)− τˆ(x+ y) ≥ K2(‖x‖+ ‖y‖ − ‖x+ y‖) . (7.44)
Remarks: 1. Suppose that the curvature is bounded above everywhere by κ. Then
1. holds with K0 = 1/κ. 1. implies 2. with K1 = 1/2κ; this follows by modifying
slightly the proof given below: if 〈x∗ − y∗, xˆ〉 ≤ 4K1, then there exists vˆ such that
〈x∗ − y∗, xˆ〉 = 2K1‖xˆ− vˆ‖
2 and 〈xˆ, yˆ〉 ≥ 〈xˆ, vˆ〉. 2. implies 3. with K2 = 1/κ.
2. The validity of the sharp triangle inequality implies absence of corner for W ,
since it prevents τˆ to be affine on segments [xˆ1, xˆ2] with xˆ1 6= xˆ2. However, the
example before Lemma 7.3 shows that the converse is not true.
Proof. We prove 1 ⇒ 2. Let x∗, y∗ ∈ ∂W , x∗ 6= y∗ and 0 < 2K1 < K0. The circle
C(x∗; 2K1) of radius 2K1, center d
∗, which is tangent to ∂W at x∗, is a subset of W
(Lemma 7.3). If
〈x∗ − y∗, xˆ〉 ≥ 2K1 , (7.45)
then for any yˆ
〈x∗ − y∗, xˆ〉 ≥ K1/2‖xˆ− yˆ‖
2 . (7.46)
Suppose that
〈x∗ − y∗, xˆ〉 ≤ 2K1 . (7.47)
We can find z∗ ∈ C(x∗; 2K1) such that, if vˆ := (z
∗−d∗)/‖z∗−d∗‖ and ϕ is the angle
between the unit vectors xˆ and vˆ, then 〈xˆ, vˆ〉 ≥ 0 and
〈x∗ − y∗, xˆ〉 = 2K1(1− cosϕ) = K1‖xˆ− vˆ‖
2 . (7.48)
We claim that
〈xˆ, yˆ〉 ≥ 〈xˆ, vˆ〉 . (7.49)
Suppose the converse. Let C(y∗; 2K1) ⊂ W be the circle of radius 2K1, which is
tangent to ∂W at y∗. By hypothesis the line perpendicular to vˆ at z∗ and the support
line at y∗ perpendicular to yˆ intersects at an interior point of H(xˆ); this implies that
C(y∗; 2K1) 6⊂ H(xˆ), which is in contradiction with W ⊂ H(xˆ). Therefore
‖xˆ− yˆ‖ ≤ ‖xˆ− vˆ‖ (7.50)
and
〈x∗ − y∗, xˆ〉 = K1‖xˆ− vˆ‖
2 ≥ K1‖xˆ− yˆ‖
2 . (7.51)
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We prove 2⇒ 1. Suppose that
〈x∗ − y∗, xˆ〉 ≥ K1‖xˆ− yˆ‖
2 . (7.52)
Let C(x∗; ρy∗) be the circle of radius ρy∗ , which is tangent to ∂W at x
∗ and goes
through y∗; let c∗ be its center and uˆ := (y∗ − c∗)/‖y∗ − c∗‖. Assume furthermore
that 〈xˆ, uˆ〉 ≥ 0. Let v := xˆ+ uˆ and vˆ = v/‖v‖. Then
ρy∗
2
‖xˆ− uˆ‖2 = 〈x∗ − y∗, xˆ〉 (7.53)
and 〈x∗ − y∗, vˆ〉 = 0. Since ∂W is convex, there exists z∗ “between” x∗ and y∗ such
that zˆ = vˆ and
‖xˆ− zˆ‖ ≤ ‖xˆ− yˆ‖ . (7.54)
On the other hand,
‖xˆ− uˆ‖ ≤ ‖xˆ− vˆ‖+ ‖vˆ − uˆ‖ (7.55)
and
‖xˆ− vˆ‖ = ‖vˆ − uˆ‖ = ‖xˆ− zˆ‖ . (7.56)
If xˆ = yˆ, then ρy∗ =∞; otherwise, using (7.53) to (7.56),
2ρy∗‖xˆ− vˆ‖
2 ≥
ρy∗
2
‖xˆ− uˆ‖2 (7.57)
= 〈x∗ − y∗, xˆ〉
≥ K1‖xˆ− yˆ‖
2
≥ K1‖xˆ− vˆ‖
2 .
Since this holds for any y∗ in a neighbourhood of x∗, we have ρ(x∗) ≥ K1/2.
We prove 2⇒ 3. We set
z := x+ y , z∗ := (x+ y)∗ , zˆ :=
x+ y
‖x+ y‖
. (7.58)
We have, using (7.21) and (7.24),
τˆ(x) + τˆ(y)− τˆ (z) = 〈x∗, x〉+ 〈y∗, y〉 − 〈z∗, z〉 (7.59)
= 〈x∗ − z∗, x〉+ 〈y∗ − z∗, y〉
= ‖x‖ 〈x∗ − z∗, xˆ〉+ ‖y‖ 〈y∗ − z∗, yˆ〉 .
By elementary trigonometry
‖x‖+ ‖y‖ − ‖z‖ =
1
2
(
‖x‖ · ‖xˆ− zˆ‖2 + ‖y‖ · ‖yˆ − zˆ‖2
)
, (7.60)
so that (7.43) implies (7.44).
We prove 3 ⇒ 2. Let (x∗, xˆ) and (y∗, yˆ) be given; we set z := xˆ + yˆ. Using (7.60),
‖xˆ− zˆ‖ = ‖yˆ − zˆ‖ and ‖xˆ− yˆ‖ ≤ ‖xˆ− zˆ‖+ ‖zˆ − yˆ‖ we have
〈x∗ − y∗, xˆ〉 = 〈x∗, xˆ〉+ 〈y∗, yˆ〉 − 〈y∗, xˆ+ yˆ〉 (7.61)
≥ τˆ(xˆ) + τˆ(yˆ)− τˆ (z)
≥ K2(‖xˆ‖+ ‖yˆ‖ − ‖z‖)
= K2‖xˆ− zˆ‖
2
≥
K2
4
‖xˆ− yˆ‖2 .
⊓⊔
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