The application of machine learning (ML) techniques spans a vast spectrum of applications ranging from speech, face and character recognition to medical diagnosis to anomaly detection in data and the general classification, prediction and regression problems. In the present work, we demonstrate the application of regression-based stateof-art machine learning techniques to a prediction of disease controllability on complex networks. The complex network models determine the space for distribution of a population of individuals and their interactions with each other. There is numerous epidemic spreading models such as SI (Susceptible-Infected), SIR (Susceptible-InfectedRecovered), SEIR (Susceptible-Exposed-Infected-Recovered), etc., that govern the disease spreading dynamics over time and the stationary state of the disease. We simulate the disease spreading dynamics on a large number of complex networks examples of standard model networks, and determine the basic reproduction number (R 0 ) for each case. R 0 is a metric that determines whether the disease-free epidemic or an endemic state is asymptotically stable. In other words, it determines whether an infectious disease can spread in the population or will die out in the long run and hence indicates the disease controllability on a population. We aim to predict this quantity (R 0 ), based on the importance of complex networks structural properties using the regression techniques of ML, irrespective of the network type. The prediction is possible because of two facts (a) The structure of complex networks plays an essential role in the spreading processes on networks. (b) Availability of non-linear regression techniques with excellent accuracy for prediction of a quantity even for a data which is highly non-linear. We used three regression techniques: Linear Regression, Support Vector Machine and Neural Network Model and obtained good accuracy levels in prediction results for R 0 . Apart from this, the ML model training is a one-time investment cost in terms of training time and memory, and one can keep using the trained model for predicting R 0 on unseen/new examples of networks.
Introduction
The problem of disease spreading has been studied using a system of Ordinary Differential Equations (ODE) [1] , [14] , with an aim to predict the endemic disease state and devise effective control strategies. Earlier studies did not employ any spatial structure, and the dynamics generally depended on the population number and the probabilities of transitions from one disease state to others. However, the use of a spatial structure for determination of relative positions and interactions of individuals has taken a front stage recently. The complex network framework [3] , where nodes represent the individuals, and the links govern the interactions between the nodes is very handy. The problem of disease spreading on networks has been studied using various epidemic models such as SI, SIR, SIRS, etc. [12] . The impact of disease is measured using basic reproduction number R 0 [16] , [23] , which is the number of individuals an infected person infects over its period of activity, such that if R 0 < 1 disease will die out in the long run and if R 0 > 1 the disease-free stationary state is asymptotically unstable [31] . It is known that for a 100% effective vaccine the fraction of individuals that need to be vaccinated is 1 − 1 R 0 to prevent persistent disease spread, indicating that higher number of individuals need to be vaccinated if the factor R 0 is high for a disease. There have been several works [28] , [25] , [10] , [20] , [15] , [9] for determining the dynamical relationship between network and disease parameters for a spread of anepidemic on networks.
Machine learning (ML) models such as Deep Learning [33] , Artificial Neural Networks [8] , Support Vector Machines [27] , dimensionality reduction algorithms [25] , and clustering algorithms such as k-means clustering [34] have been exploited since long in the study of complex systems and have recently found large application in the area of complex networks. For example for optimal graph partitioning into community structure [17] , classification of diseased networks from the control networks [5] using data from brain imaging, classification of networks using deep learning into various model networks such as Small-World, Scale-Free, Random networks, etc. [33] .
In this present work, we precisely used the network's structural properties only as an input to the ML regression algorithms to predict R 0 , when the epidemic spreading occurs on a complex network. The accurate determination/prediction of R 0 is of paramount importance to analyze the stability of the disease stage concerning the infection outbreak. The network's structural properties were recorded for a large number of example networks from four model networks: ErdosRényi random network [7] , WattsStrogatz small-world network [32] , BarabsiAlbert network [3] and scale-free network [4] along with resulting R 0 , to train the regression models and predict R 0 for unknown or test examples. In other words, we train machine learning regression models with features as networks parameters on various model networks and the corresponding R 0 values as output labels. Finally, with the trained model, we predict the R 0 on test networks.
We generated complex networks of each model kinds by varying their parameters in a prescribed regime and simulated SIR disease spreading model on these networks. We then trained regression model for linear regression, support vector regression (non-linear regression) with different kernels and a neural network model for R 0 prediction. We optimize the correct prediction of R 0 on test samples irrespective of the network model using various regression methods based on metrics such as mean squared error and coefficient of determination [21] . We present the parameter list and their ranges for fine tuning of each of these models. The Support vector regression with radial basis kernel and the neural network model resulted in an overwhelming accuracy of prediction over linear models, implying that the expected and predicted values of R 0 have significant overlap. Our work shows that simple ML techniques can be used to predict R 0 with high precision using the structural properties of the network. This introduction is followed by a background section with all the basic concepts utilized in this work. It comprises of the brief description of the SIR model, complex networks and a summary of regression and ML regression models. Following this is a methods section with dataset generation scheme, the parameters tuning approach and other specifics of all the three ML models used in this paper. The next section presents the details of model performance section including all the results of these models along with the tuned parameters used in the models with essential plots where ever needed. The paper ends with a conclusion and discussion section.
Background
There are numerous compartmental models of disease spreading such as the SI (Susceptible-Infected), SIR (SusceptibleInfected-Recovered), SEIR (Susceptible-Exposed-Infected-Recovered), etc., and the deterministic [15] , [19] and the stochastic versions [29] of these models have found usage in modeling the disease spreading on complex networks. These mathematical models have given insight into the course of a disease and the effective vaccination strategies for disease control in a human population.
The SIR Model
The compartmental model such as the basic SIR model [2] assumes that an individual in the population falls in one of the compartments (Susceptible population, Infected population, etc) at a particular time. The transitions from one state to another are governed by two constants β and γ, which are contact rate between susceptible and infected population and transition rate of the infected population to recovery respectively. This model is highly predictive of disease dynamics for diseases in which recovery implies complete resistance to infection such as mumps, measles, and rubella. There are advanced versions of the basic SIR model that incorporates death rate, birth rates and the effect of vaccination to incorporate more realism concerning the actual processes in the living world into the model [2] .
In this work, the SIR model used for simulations incorporates deaths of the infected individual due to the disease and recovered individual due to the natural causes apart from trivial state transitions from S to I and I to R. The underlying assumption is that populations in different states are homogeneously distributed over the network, where a node at each time step represents an individual. The possible state transitions in the model are :
-A susceptible individual becomes infected with probability p si = 1 − e −ki , where i is the number of infected neighbours at one edge distance and k is some disease parameter.
-An infected individual recovers from disease with probability p ir .
-An infected individual, may die due to disease with probability p id .
-A recovered individual, may die a natural death with probability p rn .
-An individual in Susceptible, Infected or Recovered state may continue being in the same state in the next time step.
The ODEs describing the mean field model are as follows,
where S is the number of susceptible, I is the number of infected, R is the number of recovered. a is the infection rate constant; b is the recovering rate constant; c is the death rate constant related to the disease; e is the death rate constant about natural causes.The basic assumption of this model is S(t) + I(t) + R(t) = N, i.e. the total number of individuals remains constant.
The connection between the mean field dynamics of ODE and the dynamics resulting from nearest neighbor interactions in networks is established by following relations (please refer [26] , [25] for details),
The basic reproduction number can be defined as R 0 ≡ aN b+c . From the steady-state analysis of the Eq. 1, it is clear that stability of the disease spreading can be classified based on a different limit of R 0 . The stationary state is asymptotically stable if R 0 < 1 and unstable if R 0 > 1; and the endemic stationary state is unstable if R 0 < 1 and asymptotically stable if R 0 > 1.
Complex Networks: Types and properties
The complex networks owing to their complexity of interactions and the availability of various model networks which control their topology offers us a plethora of settings for modeling of real-world interactions. For example, the ErdosRényi random networks (ER) are the ones in which the connections are randomly assigned between the nodes with some probability, or there is some fixed number of edges which are randomly distributed across the network. A small-world (SW) network can be visualized as a distortion to a regularly connected circular lattice with a fixed number of nearest neighbor connections. The distortion is caused by rewiring some of the connections to far off nodes that are not the nearest neighbors, accounting for long-range connectivities. A scale-free (SF) network obeys a power law in its degree distribution i.e fraction of nodes (p(k)) having k number of connections to other nodes is given by p(k) ∝ k −α , where 2 ≤ α ≤ 3. The Barabasi-Albert (BA) network model is an algorithm for generating a scale-free network based on a mechanism known as preferential attachment wherein a new node is added to the network such that the existing nodes with an already greater number of connections to other nodes gather new nodes with greater probability and vice-versa.
The network properties such as Clustering Coefficient, average shortest path length, Average degree, Maximum degree, Network diameter, and Network density determine the large scale structure and have been used in the present study as an input to train ML regression algorithms for prediction of R 0 . They are defined as follows.
-Average Degree (Avgdeg): It is the average of the number of links that each node in the network has to other nodes (degree). -Average Shortest Path Length (SPL): The shortest path between any two nodes in the network is the shortest route or the one that involves the least number of edges in traveling between these two nodes. The average of all the shortest paths between all the node pairs is the average shortest path length. 
Regression
Regression is mathematical model for finding relation between dependent and independent variables of a system used for forecasting and prediction problems. Essentially, it solves a system of equations written in the matrix notation as A − → x = − → y , where A is a data/feature matrix and x and y are vectors known as the weight and target vectors respectively. The elements of − → x or weights are determined using A and − → y , the independent and dependent quantities respectively in the system.
The quantity (A T A) −1 A T is the Moore-Penrose (pseudo-inverse) [18] , [22] of matrix A, which replace simple inverse A −1 for non-square matices. For machine learning applications, the weights are learned from the training data (A train , − → y train ) and then used to predict y pred vector for the test data (A test ), obtained by multiplying learned − → x with A test as,
The predicted and expected values of target quantities y pred and y test respectively are then compared to infer the accuracy of the ML model based on some standard metrics like mean squared error (MSE), the coefficient of determination(R 2 coefficient), etc.
This system of equation generally has a bias term (A − → x = − → y + − → b ) and the independent quantities can be linear or non-linear functions of a variable in a real system. The mathematical equations for MSE and R 2 are as follows,
where,ȳ
Machine learning techniques for regression
Linear Regression Linear regression (LR) [21] is a statistical method to analyze the linear relation between the observed responses (independent variable) and target value (dependent variables) of a data set. Mathematically, the target value is defined as a linear combination of the observed responses i.e. Support Vector Regression In machine learning, support vector regression (SVR) [30] is a supervised learning model to predict the trend of a data set based on some non-linear transformation (kernel) function. In SVR, the observed responses is first mapped onto another feature space using some nonlinear transformation to construct a linear model : f (input, weights) ≡ f (x, w) in this feature space. The linear model can be written as the linear combination of kernel (non-linear) function with corresponds weights (w i ).
Where g i (x) is the non-linear mapping and b is the bias term. The accuracy of estimation is measured by a welldefined, distinct loss function L(y, f (x, w)), called ε-insensitive loss function. Therefore, SVR performs a linear regression in the transformed feature space using ε-insensitive loss function and simultaneously tries to reduce the predicted error by optimizing w vector. The kernel trick allows the model to fit the maximum-margin hyperplane in the transformed feature space optimally. The transformed space may be high dimensional. Some of the well-defined kernel function is as follows:
2. Polynomial kernel:
3. Radial basis function kernel (RBF):
Regression using neural network models The artificial neural networks (ANN) [24] as used in ML are the information processing paradigms that are inspired by the way our nervous system functions with neurons and their synapses. It comprises of layers with neurons that process the input information to learn rules to be implemented in tasks like data classification, clustering, regression, etc. The difference of ANN with computers is in the fact that they cannot be instructed to perform a specific task such as an arithmetic operation. ANNs learn from the examples and gather information about the data that is otherwise very imprecise or invisible to us due to its humungous size. The advantage lies in the fact that they learn from the training set the patterns that help make predictions on the unseen data. The disadvantage is that the output is unpredictive to the user and hence if the ANN model is not configured or appropriately trained we could get a result that is entirely delusional.
Methodology

Data sets
For simulation of the model on networks, the parameters related to disease were fixed at: k = 0.1, p ir = 60%, p id = 30%, p rn = 10%. The starting population of individual in each of the states was fixed at S o = 99.5%, I o = 0.5% and R 0 = 0%. Each network had 1000 nodes. The simulations were performed for 100 timesteps and parameters a, b, c and e were determined using states and states transitions averaged over last 20 time steps, when the system reaches a stable regime, for determination of R 0 . The network structure remains fixed throughout the simulation, and the populations at each timestep are homogeneously distributed after each time step.
The networks were obtained using the python library NetworkX [11] where the parameters governing connectivity patterns were varied over a range in steps to accomplish a specific number of networks. The range of network generation parameter values was carefully chosen, such that the network properties fall in more or less the same range for all the models [25] . Around 500 networks of each model kind and size(N) 1000 were obtained. We use four model networks -ErdosRényi random networks, Watts-Strogatz small world networks, Power Law cluster networks, and Barabasi-Albert networks which describe four different kinds of network structures for the simulation of disease spreading model. Following were the parameters and their range of variation for each model network. Around 500 network examples were constructed from each model type, by choosing values in these parameter ranges.
-ErdosRényi random network: The probability of connection was varied between (0.0072, 0.5).
-Watts-Strogatz Small World networks: The rewiring probability of connection was varied between (0.1, 0.5) in the step size of 0.01 and nearest neighbors were varied in a range (2, 15) in steps of 1. -Scale Free networks: The number of random connections every new node is varied in the range (2, 550) in steps of 1, for a fixed probability of adding a triangle after adding a random edge at 0.2. -Barabási − Albert networks: The number of connections between every new node to existing noded is varied in the range (2, 550) in steps of 1.
After the simulation of disease dynamics on the network, R 0 was recorded with the obtained values of a, b, and c using the formula R 0 ≡ aN b+c . Along with these six network properties were also recorded as defined in the methods section. These network properties will serve as the features of the data matrix (columns) and different network examples (rows) as data samples. Six feature vectors are corresponding to six network properties, 2116 network examples (approximately 525 of each of four model network types) forming the data samples and corresponding values of R 0 for each network forming the output (target) variable. Hence, the dataset comprises of a (2116 × 6) feature matrix and a column of length 2116 of target values (R 0 ).
k-fold validation and training data-set
For training the model, the k − f old cross validation routine of the sklearn library [21] was used. The k-fold crossvalidation (CV) procedure avoids overfitting by holding back a part of data from use in training the model; such that the model performance is evaluated and reported based on testing on the unseen data. The full dataset is split into k folds, out of which k − 1 folds are used for training the model and remaining 1 fold is used for testing the model performance. The model performance score is recorded every time, and then the model is discarded. This procedure is carried out in a loop (k times) with a different fold held out for testing and k − 1 folds used for training every time. In this way, each of the fold is used once for testing and k − 1 times for training. The model accuracy is the average of efficiencies over all iterations of the procedure. In all the results of the model performances in the following section, we report the MSE and R 2 that were averaged over 10 folds test-train splits (see Table 2 for results).
Model performance
Linear Regression
The linear regression model resulted in a good fit when the networks from the same model were used for training and testing. The model resulted in the MSE and R 2 scores for the ER, SF, SW and BA networks as : (0.01, 0.99), (0.14, 0.87), (0.02, 0.99) and (0.03, 0.99) respectively, indicating a good fit (see Fig 1 (a), (b), (c), (d) ).
However, the linear regression had lost fitting accuracy significantly when networks from all the models were used for training and testing (see Fig 1 (e) , (f)) with MSE and R 2 as (4.99, 0.69). It clearly shows that linearregression is not a reliable model to infer the predictability of the disease controllability (R 0 ) which is undesirable as per our aim of predicting R 0 based on the network structural properties irrespective of the network kind or the disease spreading properties. Also, the failure of linear regression confirms the presence of non-linear relation between the variables in data. Hence, we need to investigate the performances of other regression techniques that can improve the fit for such non-linearity in the data.
Support Vector Regression
In this work, support vector regression (SVR) with linear, polynomial and radial basis function (RBF) kernels have been implemented. The non-linear pattern of the data ensure the better performance can be expected from RBF kernel; the other two kernels (linear, polynomial) function has used to demonstrate the improvement in the fitting using RBF kernel. The parameters used in the SVR model polynomial and RBF kernels are γ = 0.1 and (γ = The penalty parameter for the error term was kept high (C = 1000) for all the three models. SVR with linear, polynomial and RBF kernels show mean squared error and R 2 as (10.04, 0.38), (9.53, 0.41) and (0.03, 1). Increasing the degree of the polynomial kernel to 3 improves the accuracy scores (3.02, 0.81); increasing the degree beyond 3
resulted in an arbitrarily high error and requires much higher model training time than for degree 2. Comparing the accuracy scores, we found that RBF kernel outperforms the other two kernel with a substantial margin and hence RBF should be to predict R 0 with good precision. Please refer to fig. 2(a) , (b) and (c) respectively for the match of predicted output with the expected values, for all the three kernels in SVR.
Neural Network Model
We use a neural network architecture (see fig. ? ?(a)) that is optimized iteratively to gain maximum accuracy for regression. Our model used for simulation has consisted of three layers. The input layer with the number of neurons equal to the number of features (six, fixed conventionally). The output layer has one neuron because the model does regression and predicts a number as an output (R 0 ) on test example, there is one hidden layer with 23 neurons that gathers information from each neuron in the input layer and transmit it to the output layer after some processing. The number of neurons in the hidden layer was determined according to an empirical rule of thumb [13] that puts an upper limit on the total number of neurons without incurring overfitting. The rule is,
Where, N i is the number of input neurons, N o is the number of output neurons, N s is the number of samples in the training data set, and α is the arbitrary scaling factor between 2 and 10. For α = 2, we get the maximum number of neurons according to the formula, and any number of neurons greater than this value will result in overfitting. For our case, we chose the other extreme of α = 10, to avoid overfitting and reduce the number of free parameters or weights in the model. Putting the known values of N i , N o and N s as 6, 1 and 2000 and α = 10, we got N h value of 21. The value of N h was evaluated numerically by varying N h over a range of numbers. To improve model performance, a large number of test, train and splits of permuted data, i.e., the accuracy metrics were evaluated for a different number of neurons in the hidden layer and this exercise was repeated on randomly chosen test and train sets from the data ( fig.. 4(a),(b) ). The optimum number of neurons in hidden layer turned out to be 23, as can be seen from the variation of MSE and R 2 coefficient in fig. ??(b)&(c) . We used Keras [6] neural network python library for modeling and simulation. Other specifics of the model in terms of its hyperparameters and parameters are as described in the The edges weights of edges in the network were chosen from a normal distribution using the kernel initializer function, and neuron activations were initiated based on thresholding governed by rectified linear unit ("relu"), i.e., the neuron activation was linearly related to input. For optimizer, Adaptive Moment Estimation (Adam) was used, which uses adaptive learning scheme for updating of network weights. This optimizer function updates the learning rates iteratively based on the moments of the gradient of the objective function. The objective function or the loss function was accuracy measured in terms of mean squared error. With epoch size ("Epochs") set at 50, the batch size of 5 and other parameters set as specified above in the NN model, the mean accuracy measured in terms of MSE for 10-fold cross validation was 0.95.
Conclusion and Future Prospects
The present work addressed the issue of disease controllability on complex networks and explored the applicability of existing ML regression techniques to predict basic reproduction number, R 0 , a factor indicative of the effect of disease or its controllability. R 0 , in general, depends on many factors: the duration of disease persistence in the population, the chances or the vulnerability of an individual to an infection, the number of infected neighbors to a susceptible individual, the number of susceptibles in the population, etc. On the other hand, if we have a population where all these above parameters are fixed to a reasonable value, how the social strata(complex network in our case) on which the disease spreads affect the disease spreading is still a question. In lieu of this, we examined whether R 0 can be predicted based on global properties of the network in hand, irrespective of the network model it belongs to?
A large number of networks were generated, and dynamics of the disease spreading were simulated on these networks, and the corresponding R 0 was recorded along with the network properties. Using the recorded data three of the ML regression models were trained to learn from the train data and predict R 0 values on the test data. These models were fine-tuned for parameters to yield a good accuracy of prediction. The results using RBF kernel SVR and ANN models showed overwhelming accuracy of prediction suggesting that there exists a significant correlation between the network properties and disease controllability. The generalizability of the trained models is convincing owing to the facts that the testing was always performed on unseen data and k-fold validation technique was employed for training. One of the improvements to the present work could be to generate large number networks such that higher range of network properties such as shortest path length, clustering coefficient, etc. is spanned. These models will then yield correct prediction for any network having the network properties in the range. However, as one can see this is just a scalability issue.
Our work reports two significant findings (a) The disease controllability on the network can be predicted using global network properties. (b) The standard ML techniques have a plethora of applications on the complex network, one of which is predicting disease controllability on a networks. The tunability of ML models offers us a vast power to do forecast or prediction of processes on complex network systems. The prospects of the work may include using deep learning approaches for unsupervised learning of features. As we know that numerical calculation of network properties for the training as well as testing the model is a time-consuming step, it would be great if the network itself could be made to train the model. Or, if the network adjacency matrix can be employed for training a deep learning CNN architectures or some of the network embedding paradigms can be used to learn the features that are instrumental in disease spreading automatically, it would be a significant leap forward from this work.
