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Conventionally, most of AI Systems learn and decide 
actions based on the situations. This is a kind of logical 
approach without consideration of psychological factors. 
This research takes account of human’s curiosity into 
memory model for intelligent things. As a learning model, 
it uses a network called Hopfield Network as a 
representation of associative memory. The associative 
memory is a memory system which learns and keeps 
associative concepts and relations between objects and 
concepts. This research is mainly focused on curiosity 
based Extreme Learning Machine (ELM) for 
enhancement of associative memory model. Based on the 
psychologist Berlyne's theory, the four elements, novelty 
uncertainly, conflict, surprise are indicators of one’s 
curiosity. The associative memory learning or updating 
strategy are determined by calculating quadruple 
curiosity vector values in Curiosity Extreme Learning 
Machine (C-ELM) so as to strengthen learning and 
memorizing of associative knowledge represented in 
Hopfield networks. A set of zoo data is applied to two 
designated scenarios of showing a child’s curiosities to 
animals in experiments and the experimental results of 
associative knowledge networks are reported with the 
remarks from various aspects referring to the C-ELM 





































する． 本論文の，2 章から 4 章にかけての好奇心に関連
する部分の理論の説明は，主に Berlyneの理論や，Wuの





































































































































𝒙𝒙𝑡𝑡 = [𝑥𝑥1𝑡𝑡 , … , 𝑥𝑥𝑀𝑀𝑡𝑡 ] (2) 
 
これは，t 番目の入力データにおける M 次元の入力ベ
クトルである．対応するクラスラベルは，式(3)で表す． 
 
















3.2. C-ELM  
C-ELMのアーキテクチャは，M個の入力ニューロン，




























𝑌𝑌� = 𝑯𝑯𝑯𝑯 (9) 
  
この Hと Wは，それぞれ式(10)と式(11)で表す． 
 
























  𝛹𝛹(𝒙𝒙𝑡𝑡) = 1
𝐾𝐾











𝑁𝑁(𝒙𝒙𝑡𝑡) = 1 −  1
𝐾𝐾





















 e𝑡𝑡 = [𝑒𝑒1𝑡𝑡 , … 𝑒𝑒𝑗𝑗𝑡𝑡 , … , 𝑒𝑒𝑁𝑁𝑡𝑡 ]𝑇𝑇  ∈ 𝑅𝑅𝑁𝑁 (14) 
 
𝑒𝑒𝑗𝑗
𝑡𝑡 = � 0，  If 𝑦𝑦�𝑗𝑗𝑡𝑡𝑦𝑦𝑗𝑗𝑡𝑡 > 1min�max�𝑦𝑦�𝑗𝑗𝑡𝑡 − 𝑦𝑦𝑗𝑗𝑡𝑡 ,−1� , 1� , 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (15) 
  p(c|𝒙𝒙𝑡𝑡) = 𝑒𝑒𝑗𝑗𝑡𝑡 + 12 , 𝑐𝑐 = 1,2, …𝑁𝑁  (16) 
 
























𝑆𝑆(𝒙𝒙𝑡𝑡) = ��𝑒𝑒𝑐𝑐𝑡𝑡・𝑒𝑒c� 𝑡𝑡 �, If c� ≠ c0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   (19) 
 
4.5. C-ELM学習戦略 





































𝒉𝒉𝑡𝑡 = [G(𝒙𝒙𝑡𝑡 ,𝒂𝒂1, 𝑏𝑏1), … , G(𝒙𝒙𝑡𝑡 ,𝒂𝒂𝑘𝑘 , 𝑏𝑏𝑘𝑘)] (20) 
 
𝑷𝑷𝑡𝑡 = 𝑷𝑷𝑡𝑡−1 − 𝑷𝑷𝑡𝑡−1𝒉𝒉𝑡𝑡(𝒉𝒉𝑡𝑡)𝑇𝑇𝑷𝑷𝑡𝑡−11 + (𝒉𝒉𝑡𝑡)𝑇𝑇𝑷𝑷𝑡𝑡−1𝒉𝒉𝑡𝑡   (21) 
 





































するとニューロン 1 からニューロン 2 への結びつきと，

















































𝑁𝑁(𝒙𝒙𝑡𝑡) > 𝜽𝜽𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  𝐴𝐴𝑁𝑁𝐴𝐴 𝑈𝑈(𝒙𝒙𝑡𝑡) > 𝜽𝜽𝑢𝑢  
𝐴𝐴𝑁𝑁𝐴𝐴 𝑆𝑆(𝒙𝒙𝑡𝑡) > 𝜽𝜽𝑆𝑆 (23) 
 
𝑆𝑆(𝒙𝒙𝑡𝑡) > 𝜽𝜽𝑆𝑆 𝐴𝐴𝑁𝑁𝐴𝐴 𝐹𝐹(𝒙𝒙𝑡𝑡) > 𝜽𝜽𝐹𝐹  
𝐴𝐴𝑁𝑁𝐴𝐴 𝑁𝑁(𝒙𝒙𝑡𝑡) < 𝜽𝜽𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  (24) 
 
事前に調整を行った結果，𝜽𝜽𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁は 0.1，𝜽𝜽𝑢𝑢 は 0.1，𝜽𝜽𝑆𝑆









 戦略(1) 戦略(2) 戦略(3) 
戦略(1) +4 +1 +2 
戦略(2) +1 -4 -2 
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