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1 Introduction générale
1.1 Introduction
De nos jours, nous utilisons énormément de documents papier (de type administratif, rapport, pu-
blicité...). Le développement important de l’informatique a créé le besoin de dématérialiser les in-
formations contenues dans ces documents an de pouvoir les classier et les analyser. On trouve
aujourd’hui une large variété de systèmes ayant des objectifs bien dénis, comme la segmentation
de lignes manuscrites en mots ou la reconnaissance de mots.
Un système de reconnaissance de documents a pour objectif de transformer un document physique
en document numérique. Par exemple, on peut vouloir eectuer des recherches de contenus ou trai-
ter les informations contenues dans ces documents, d’où l’intérêt d’extraire leur contenu. Dans le cas
des documents image de type imprimés, on trouve une catégorie de systèmes permettant d’extraire
le contenu et la mise en page : les OCR (Optical Character Recognition). Dans le contexte d’un OCR,
la reconnaissance d’un document s’eectue généralement en quatre étapes :
1. Pré-traitement : traitement de l’image an de faciliter la reconnaissance. Elle peut prendre
la forme d’une augmentation du contraste (binarisation pour une image de niveau de gris),
ou d’un redressement du document (correction de l’orientation), ou d’un nettoyage de bruit.
2. Segmentation : Découpage de l’image en zones d’information, potentiellement à plusieurs
niveaux diérents : paragraphe, ligne, mot, image, gure, tableau...
3. Reconnaissance de caractères : Extraction du texte à proprement parler. Il s’agit de recon-
naître chaque caractère grâce à ses caractéristiques typographiques, ou en le comparant à une
base de caractères.
4. Post-traitement : Correction des erreurs éventuelles, évaluations des performances dy sys-
tème pour toutes les étapes de traitement.
Avec le développement de ces systèmes, est venu le besoin de les évaluer. Lorsqu’on parle d’évalua-
tion, on peut se poser trois questions :
1. Quels sont les aspects évaluables ?
2. Quelles sont les contraintes à respecter ?
3. Comment évaluer ces aspects ?
Nous allons voir dans la section 1.2 les aspects évaluables des OCR puis nous verrons en section
1.3, les contraintes imposées. Enn le reste du rapport tentera, après un état de l’art, d’apporter une
réponse à la troisième question : comment les évaluer ?
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1.2 Contexte
Dans le cadre du développement du logiciel d’évaluation d’OCR intitulé “Performance Evaluation”,
l’équipe READ cherche à lister et à mettre en oeuvre des méthodes générique permettant l’éva-
luation des OCR. Ces méthodes doivent être applicables sur tous les OCR pour pouvoir comparer
correctement leurs résultats. Nous allons tout d’abord énoncer les types d’évaluations possibles sur
ces systèmes, les décrire et montrer leurs limites.
1.2.1 Les évaluations
Elles sont mises en place à la dernière étape (Post-traitement) de l’OCR, c’est-à-dire lorsqu’il a
terminé de reconnaître les caractères et produit une sortie. Il n’est pas prévu d’évaluer l’étape de
Pré-traitement car elle n’est pas connue, c’est-à-dire cachée par l’OCR. Il nous reste donc deux
étapes à évaluer, la Segmentation et la Reconnaissance de caractères.
1.2.2 La segmentation
Dénition
L’objectif de la segmentation des documents image est d’isoler des régions (ensemble de pixels) d’une
image. La segmentation est une étape importante dans l’extraction des informations d’un document
image, car un mauvais repérage des de l’information mènera probablement à un accroissement de
la diculté lors de l’étape de reconnaissance.
La segmentation peut être eectuée à plusieurs niveaux :
— Bloc : zones souvent rectangulaire contenant soit une succession de lignes de textes, soit un
graphique ou une photographie.
— Ligne : ensemble de mots
— Mot : chaîne de caractères
— Caractère : ensemble de pixels connexes
À l’heure actuelle, les OCRs ne sont pas très habiles pour extraire des structures complexes telles
que des tableaux ou des équations. Pour les photographies ou les logos, souvent, ils sont segmentés
en blocs et ne sont pas passés à l’étape de reconnaissance.
La gure 1.1 est un exemple d’un document image avec ses zones correspondant à la segmentation
en mots. Sur cette gure, la zone est représentée par sa boite englobante. Chaque zone sur cette
image a été labelisée comme étant un mot.
Figure 1.1 – Exemple de document image avec sa segmentation au niveau mots
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Les erreurs
Une erreur possible, en lien direct avec la segmentation est l’inversion de certaines zones par rapport
à l’ordre logique de lecture du document. Sur l’exemple de la Figure 1.2 le paragraphe en bas à gauche
correspond à des notes de bas de page. Si on regarde le document de loin, sans prendre en compte
son contenu, l’ordre logique de lecture qui apparait est de lire la colonne de gauche puis la colonne
de droite.
On voit clairement que la disposition physique joue un rôle important dans la dénition de l’ordre de
lecture mais qu’elle peut être trompeuse. C’est par le contenu que nous pourrons faire la diérence
et retrouver le bon ordre.
Figure 1.2 – Ordre de lecture complexe dans un document multi-colonnes où la note de bas de
page prolonge la première colonne à partir de sa moitié
Les erreurs de segmentation se situent majoritairement au niveau des lignes et des blocs. Les erreurs
de segmentation des mots sont plus rares en général. En ce qui concerne les caractères, le cas est
trop rare pour être envisagé. Il peut survenir dans le cas de documents de mauvaise qualité où les
caractères ont été abimés, coupés etc. On distingue 5 types d’erreur de segmentation :
1. Fusion
(a) Verticale
Cette erreur ne modie pas l’ordre de lecture en général mais elle peut le faire si l’ordre est
particulier. Si cette erreur se produit sur un bloc, alors elle est indétectable au niveau des
lignes (les lignes ne sont pas modiées). Si elle se produit sur une ligne alors la reconnais-
3
sance va sûrement échouer puisqu’on tentera de reconnaître une ligne dans une image en
contenant deux. Le premier cas est bénin tandis que le dernier cas est grave puisqu’il est
quasiment certain qu’on aura une mauvaise reconnaissance.
Figure 1.3 – Erreur de segmentation : Fusion verticale de blocs. Les numéros donnent l’ordre de
lecture des lignes
Figure 1.4 – Exemple de cas réél d’erreur de segmentation : Fusion verticale de deux lignes par
l’OCR OCRopus
(b) Horizontale
Cette erreur conduit à la fusion des lignes adjacentes horizontalement. Elle modie l’ordre
de lecture du document.
C’est une erreur de segmentation grave car elle associe deux zones séparées physiquement.
De plus elle peut être dicilement détectable car elle dépend du contenu qui lui aussi peut
être erroné.
Figure 1.5 – Erreur de segmentation : Fusion horizontale
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La ssion verticale des blocs au même titre que la fusion verticale est bénigne. Elle est
aussi non visible au niveau des lignes (lorsqu’elle est sur les blocs). Si elle s’eectue sur
des lignes alors cette erreur est grave car on devra reconnaître une ligne en ayant la moitié
ou un morceau. Dans ce dernier cas, on est quasiment sûr que la reconnaissance échouera.
Figure 1.7 – Erreur de segmentation : Fission verticale
Figure 1.8 – Exemple de cas réél d’erreur de segmentation : Fission verticale de deux lignes par
l’OCR OCRopus
(b) Horizontale
Si on se place au niveau des lignes, la ssion horizontale découpera la ligne concernée
en au moins 2 morceaux. On peut détecter cette erreur si la ssion est contenue dans
un bloc et que les lignes avant et après font la taille du bloc. Sinon, une vérication par
le contenu est nécessaire pour la détecter. On peut aussi trouver des mots coupés en 2
le plus souvent, ce qui peut poser problème lors d’une tâche requérant une comparaison
de contenu. Elle ne modie pas l’ordre de lecture lorsqu’elle est encadré par deux lignes,
cependant on peut penser à un paragraphe coupé entièrement en deux, ce qui provoquera
une vrai perturbation de l’ordre.
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Figure 1.9 – Erreur de segmentation : Fission horizontale
Figure 1.10 – Exemple de cas réel d’erreur de segmentation : Fission horizontale de deux lignes par
l’OCR OCRopus
1.2.3 La reconnaissance de caractères
Dénition
La reconnaissance de caractères consiste à identier la forme à partir de image. Certaines méthodes
ne vont pas reconnaître les caractères indépendamment les uns des autres mais au contraire, recon-
naître des mots entiers (dans le cas où le nombre de mots à reconnaître est réduit).
Les erreurs
Les erreurs de reconnaissance se situent donc au niveau des caractères.
On distingue 3 types d’erreurs :
— Délétion : caractère manquant
word −→ wrd
— Substitution : un caractère remplacé par un autre (voire plusieurs)
word −→ w0rd
word −→ ivord
— Insertion : caractère inséré dans le texte
word −→ wordsd
La plupart des erreurs de reconnaissance de caractères proviennent d’une mauvaise interprétation
de la morphologie des caractères à reconnaître conduisant parfois à une confusion avec d’autres
caractères proches. Par exemple : “M” peut être compris comme un ensemble de lettre qui serait “I V
I” qui correspondent au découpage de la lettre d’origine. Ces erreurs sont donc fonction de la police
du texte et bien sûr de la connaissance de l’OCR sur cette police.
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1.3 Contrainte
Dans le but d’évaluer les sorties des OCR, nous avons besoin de données de référence an d’eectuer
des alignements et des comparaisons. La sortie de référence (ou vérité) est soit du même format que
la sortie de l’OCR soit un texte linéaire.
1.3.1 Sortie de l’OCR - Entrées du système
Les entrées du système d’évaluation sont deux chiers contenant :
— La sortie de l’OCR.
— La vérité.
Ces deux entrées peuvent être un simple texte (suite de lignes) ou quelque chose de plus formaté
avec une structure de lignes (au minimum) donné en XML.
Cas de l’entrée texte
On considèrera que le texte de l’image est donné sous forme de lignes qui sont les lignes de l’OCR.
Sans ces lignes, nous aurons plus de dicultés à retrouver les erreurs de segmentation (elles se
produisent majoritairement sur les lignes). Le listing 1.1 montre qu’il y a une ligne OCR par ligne
du chier.
1 REVIEWS
2 THE ROAD TO JUSTICE . By the RT . HON. S i r ALFRED DENNING .
3 [ London : S t e v e n s &amp ; Sons , Ltd . 1 9 5 5 . v i i i and 118 pp .
4 10 s . 6d . ne t . ]
5 In the l a s t two y e a r s Lord J u s t i c e Denning has d e l i v e r e d a number o f
Listing 1.1 – Exemple de chier texte avec une segmentation en lignes
Cas de l’entrée XML
Lorsque l’entrée est un chier XML, celui-ci peut contenir diérentes informations sur le contenu
telle que la disposition physique des paragraphes, la police, etc. Ces informations sont extraites par
le système (ou corrigées dans le cas de la vérité).
La liste des tags et attributs donnés par tous les OCR dans le chier XML est :
— Bloc ou ligne :
— Position (coordonnées)
— Contenu (suite de caractères)
La liste des tags et des attributs optionnels est :
1. Page :
— Dimension de la page (hauteur x largeur)
— Langage
2. Bloc :




— Taux de conance
— Langage
4. Caractère :
— Taux de conance
Nous disposons au moins de la boite englobante des lignes et des blocs. Si le système le permet, nous
pouvons avoir plus de précisions sur ces blocs et lignes. De plus, nous avons parfois des informations
concernant les mots ou même les caractères. Il est important de noter que nous ne pouvons utiliser
que les informations fournies par tous les OCR, autrement, nous ne pourrons pas les comparer avec
les mêmes critères si la méthode d’évaluation dépend de l’information disponible.
L’annexe 7 montre un extrait du XML donné par l’OCR “OCRopus”. Ce chier XML est construit sui-
vant le format HOCR qui est une représentation standardisée des informations extraites par l’OCR.
On y retrouve pour chaque ligne, la boite englobante ainsi que le contenu reconnu.
1.4 Objectifs
Les évaluations sont importantes car elles vont permettre de mieux comprendre le fonctionnement
global d’un OCR. C’est en ayant les évaluations les plus nes que nous aurons les données nécessaires
à une analyse en profondeur des limites de chaque étape de l’OCR étudié. Par exemple, on peut
combiner deux OCR ensemble en conjuguant leurs forces et leurs faiblesses. L’objectif de ce rapport
est de proposer des méthodes d’évaluation les plus étayées possible. Pour ce faire, nous proposons
un état de l’art consistant avec une analyse des limites des méthodes actuelles. Puis nous dégagerons
des méthodes d’évaluation qui porteront sur la segmentation et la reconnaissance de caractères.
An d’évaluer la segmentation et la reconnaissance des caractères, il est essentiel d’eectuer un
alignement des zones et/ou des contenus (suivant le cas texte ou XML). L’alignement consiste à
faire correspondre des éléments de la vérité avec des éléments du sytème. Ces éléments peuvent
être des zones (boites englobantes, polygones) ou du contenu (mots, lignes, caractères...).






Table 1.1 – Les 3 types d’entrées donnés au système d’évaluation
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2 Evaluation Texte / Texte
2.1 Enoncé du problème
Les entrées du système d’évaluation sont deux textes, identiques au format du listing 2.1. Il s’agit
donc de comparer deux ensembles de lignes et de faire correspondre ces lignes entre elles. Ces lignes
peuvent avoir subi des modications à cause d’erreurs de segmentation. Le listing 2.1 correspond à
la vérité, c’est-à-dire au texte tel qu’il se trouve sur l’image.
1 REVIEWS
2 THE ROAD TO JUSTICE . By the RT . HON. S i r ALFRED DENNING .
3 [ London: S t e v e n s &amp ; Sons , Ltd . 1 9 5 5 . v i i i and 118 pp .
4 10 s . 6d . ne t . ]
5 In the l a s t two y e a r s Lord J u s t i c e Denning has d e l i v e r e d a number o f
Listing 2.1 – Exemple de vérité de type texte
Le listing 2.2, qui est un exemple de sortie d’un OCR, correspond à une ssion horizontale des 2ème
et 3ème lignes du listing 2.1.
1 REVIEWS
2 THE ROAD TO JUSTICE .
3 By the RT . HON. S i r ALFRED DENNING .
4 [ London: S t e v e n s &amp ;
5 Sons , Ltd . 1 9 5 5 . v i i i and 118 pp .
6 10 s . 6d . ne t . ]
7 In the l a s t two y e a r s Lord J u s t i c e Denning has d e l i v e r e d a number o f
Listing 2.2 – Exemple de ssion horizontale de l’OCR OCRopus
Le listing 2.3 correspond à une inversion de l’ordre de lecture. Ici la ligne 1 du listing 2.1 est insérée
entre la 4ème et la 5ème ligne.
1 THE ROAD TO JUSTICE . By the RT . HON. S i r ALFRED DENNING .
2 [ London: S t e v e n s &amp ; Sons , Ltd . 1 9 5 5 . v i i i and 118 pp .
3 10 s . 6d . ne t . ]
4 REVIEWS
5 In the l a s t two y e a r s Lord J u s t i c e Denning has d e l i v e r e d a number o f
Listing 2.3 – Exemple d’inversion de l’ordre de lecture de l’OCR OCRopus
Les lignes peuvent avoir subi toutes les erreurs de segmentation dénies précédemment. On peut
donc voir que la diculté d’aligner les lignes découle directement de la qualité de la segmentation :
plus la segmentation donnée par l’OCR est éloignée de celle de la vérité, plus il sera dicile de
retrouver avec certitude la segmentation d’origine.
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2.2 Etat de l’art
Feng et Manmatha [4] proposent d’utiliser les textes de vérité issus du site Project Gutenberg pour
estimer les errreurs OCR. Ces livres publiques ont été vériés par des volontaires et sont dénués
d’erreurs OCR. Un problème avec ces livres est qu’on ne dispose pas des lignes et des coupures de
pages. Le livre correspond à une longue chaîne pouvant facilement faire 1/2 million de caractères.
Les auteurs ont donc approché le problème comme étant un alignement entre la sortie de l’OCR et
le texte du livre en utilisant un modèle de Markov caché (MMC ou HMM en anglais). Ils proposent
d’utiliser les mots uniques du livre comme points de repères pour segmenter la chaîne de caractères
du texte en de plus petites chaînes. Les points de repères correspondent aux mots uniques ayant
une correspondance dans la vérité. Pour assurer la robustesse de la méthode, une vérication de la
correspondance des n-grammes autour de ces mots uniques est nécessaire. En eet, les eets des
erreurs de reconnaissance peuvent rendre un mot faux et transformer un mot en un autre. Les deux
erreurs combinées mènent à une correspondance des mots uniques erronée (faux positif). Les seg-
ments ainsi obtenus sont alignés individuellement en utilisant un HMM et sont concaténés dans
leur ordre d’origine. Cette technique découpe le problème en une multitude de sous problèmes qui
requièrent moins de calcul et de mémoire. Cette technique fonctionne bien car on trouve beaucoup
de mots uniques malgrè les erreurs de l’OCR. Une des limites est que dans certaines situations, la dis-
tance entre deux repères peut être longue, ce qui rend les calculs plus coûteux. De même, ces repères
dépendent des mots uniques qui ne sont pas obligatoirement disposés dans le même ordre. Donc si
l’ordre est entièrement perturbé, l’alignement échouera. La seconde remarque que nous pouvons
faire est que le MMC requiert des probabilités qui doivent être estimées par un entrainement, ce qui




L’approche [5] est très similaire au précédent modèle HMM. La diérence est que ce modèle est
hiérarchique, et donc aligne le texte hiérarchiquement en prenant les positions comme des états. On
calcule la probabilité de générer une sortie de l’OCR en donnant toutes les positions possibles de
la vérité. Il y a une correspondance des états pour chaque position dans la vérité. En comparaison
avec un algorihme d’alignement basé sur la distance d’édition entre deux chaînes, cette méthode
permet de prendre en compte les modications eectuées par l’OCR sur un corpus (par sa phase
d’apprentissage). Cette méthode n’utilise pas les mots uniques ce qui permet d’utiliser cette méthode
lorsqu’ils ne sont pas présent en grand nombre dans les documents. Cependant, il reste la nécessité
d’un apprentissage important qui peut être dicile lorsqu’on dispose de peu de données. De plus,
les auteurs ne discutent pas des inversions qui peuvent être sources d’erreurs.
∗
∗ ∗
Les auteurs de la méthode [1] utilisent un framework Weighted Finite State Transducer (automate)
pour l’alignement de la vérité avec des documents historiques diciles. Ils représentent le texte
comme étant un FST avec des variations, permettant au système de gérer les erreurs OCR. On peut
noter, que cette méthode requière une bonne segmentation, ou des erreurs ne modiant pas trop
les lignes d’origine. Cet article traite exactement le problème d’alignement de deux textes contenant
des erreurs OCR et une segmentation perturbée. Ils utilisent un système de poids sur les transitions
représentant les opérations an de rendre l’automate plus exible. Le problème concerne la façon
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dont la structure est modiée. Les auteurs tentent d’aligner des textes issus de livres, ce qui limite
les erreurs de segmentation. Ils prennent en compte diérentes coupures de lignes (ssion horizon-
tale) pour aligner. Ils ne prennent pas en compte la fusion verticale et horizontale. Concernant les
inversions, ils prennent une fenêtre de quelques lignes sur lesquelles ils appliquent l’automate.
∗
∗ ∗
La plupart de ces méthodes ne prennent pas en compte une forte perturbation de la segmentation ou
d’une inversion de l’ordre de lecture. Ces méthodes sont principalement appliquées sur des livres qui
sont des structures linéaires : leur ordre de lecture est clair et indiscutable. Dans ce cas, l’OCR ne peut
pas faire d’inversion de lignes ou de paragraphes. De plus, on ne trouve pas de fusion horizontale




L’objectif de l’article [10] est d’évaluer la précision des OCR sur des livres scannés.
L’approche est la suivante : dans un premier temps, les auteurs identient les mots uniques contenus
dans le livre. Les mots uniques de la vérité et de la sortie OCR sont alignés en utilisant l’algorithme de
la plus longue chaîne commune (Longest Common Subsequence). Les textes sont ensuite segmentés
relativement aux mots uniques (chaque segment est un morceau de texte entre deux repères). Chaque
segment peut maintenant être pensé comme étant un document entier. Si on regarde le contenu de
chaque segment, nous allons pouvoir trouver de nouveau des mots uniques. Chaque segment peut
donc être aligné en utilisant ses propres mots uniques. Cette méthode est récursivement appliquée
jusqu’à ce que les segments soient d’une taille assez petite pour utiliser un algorithme d’alignement
de chaînes, basé sur une distance d’édition. Cette approche est très rapide en terme de coût de calcul.
Il est important de noter que les mots uniques doivent avoir le même ordre dans la vérité et dans
la sortie de l’OCR sinon ils seront ignorés. Un exemple de la méthode est décrit par la gure 2.1. La
première limite évidente est l’inversion d’ordre entre les deux textes qui n’est pas prise en compte.
L’algorithme échouera lorsqu’il y aura une sévère perturbation de la segmentation. Comme précé-
demment, il est aussi basé sur les mots uniques (qui sont présent dans une quantité dépendante des
performances du système).
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Figure 2.1 – Algorithme RETAS - Exemple d’alignement
2.3 Choix de la méthode
Dans notre cas, nous ne prenons pas en compte toutes les erreurs de segmentation car il est très
dicile de faire l’alignement quand la structure est entièrement détruite. Il est surtout compliqué
d’éviter de faire de mauvais alignements sans avoir d’informations sur la structure physique du
document alors que celle-ci a été détruite par l’OCR.
Nous avons donc choisi d’utiliser le programme RETAS. Il nous permet d’évaluer les textes qui
sont entièrement linéaires avec une très bonne précision. Malheureusement, il échoue dès qu’un cas
correspond à une des limites présentées précédemment en donnant de faux résultats. Nous avons
fait notre propre implémentation (en nous aidant des sources) pour pouvoir l’intégrer correctement
dans notre logiciel d’évaluation.
2.4 Corpus
An de tester cette méthode et de montrer que les remarques que nous avons faites sont valides,
nous nous proposons d’utiliser 2 corpus :
1. Le premier est composé de 49 documents linéaires de type livres, articles mono-page. Ce sont
des documents ayant une structure physique très simple avec peu de variations possibles. Ils
proviennent de plusieurs éditeurs et de plusieurs sources. Il y a des articles scientique en
français, en anglais, en allemand et en espagnol, de plusieurs époque diérentes (de 1942 jus-
qu’en 2000), avec des polices diérentes. Certains documents possèdent des zones graphiques
2. Le second corpus est composé de 5 documents non linéaires de type articles multi-colonnes
de journaux scientiques. Ce sont des documents ayant une structure variant de simple à
très complexe. Quatre parmi cinq des documents sont des articles à 2 colonnes avec certains
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possèdant des parties linéaires entre les colonnes. Le dernier document est un document à 3
colonnes. On a aussi des entêtes (première page d’un article) et des références (dernière page
d’un article). L’ensemble du corpus peut être retrouvé en annexe 9.
2.5 Evaluation
Les corpus que nous avons, nous permettent d’évaluer la méthode en utilisant un OCR et en contrô-
lant sa sortie. Ils nous permettent aussi d’évaluer les OCR, qui est l’objectif principal. L’évaluation
portera uniquement sur la reconnaissance des caractères car, actuellement, aucune technique ne
permet d’évaluer la segmentation à partir de deux textes.
2.5.1 Evaluation de la méthode
Pour l’évaluation de la méthode, nous utilisons la sortie de l’OCR “Tesseract” qui est, parmi les OCR
libres, le meilleur au niveau de la segmentation. De plus, nous allons aussi utiliser “OCRopus”, qui,
lui, possède un algorithme de segmentation moins performant, ce qui nous permettra de compa-
rer les résultats et d’observer des variations. Nous avons réalisé l’alignement vérité pour chaque
document et pour chaque OCR. Ces vérités nous permettent de calculer exactement le taux de re-
connaissance des caractères, et ce, même lorsque la structure du document est détruite. Ce taux est
appelé taux de reconnaissance théorique. En eet, lors de la réalisation de la vérité, nous corrigeons
les erreurs de segmentation en changeant l’ordre des lignes si nécessaire et en rétablissant les s-
sions et fusions. Nous pouvons ainsi calculer une distance entre l’évaluation de la méthode et la
vérité pour en observer la précision.
Corpus1
OCR Performance théorique Performance réelle Variation Fission verticale Fission horizontale Fusion verticale Fusion horizontale
Tesseract 97.70 96.94 0.76 0 0 0 0
OCRopus 96.44 95.80 0.64 5 20 5 0
Table 2.1 – Algorithme RETAS - Résultats théorique et réel de Tesseract et OCRopus sur le corpus1
Le tableau 2.1 donne les résultats de deux OCR sur le corpus1 avec d’une part un alignement théo-
rique eectué à la main, et d’autre part, l’alignement eectué par la méthode RETAS. À la suite de
cet alignement, un taux de reconnaissance est calculé en utilisant la distance d’édition. Les valeurs
représentent la moyenne du corpus. La même technique est appliquée sur les deux alignements. On
obtient des résultats assez similaires en terme de distance entre l’alignement théorique et celui ef-
fectué. On peut remarquer que malgrè la présence d’erreurs pour l’OCR OCRopus, la variation n’est
pas plus importante. Il est important de noter que dans cette comparaison, il est possible de trouver
des eets de bord qui vont conduire à des compensations. En eet, comme la distance d’édition va
donner un score de correspondance, même si l’alignement est faux, le score ne sera pas obligatoi-
rement nul. De la même façon, il est possible d’obtenir un meilleur score avec un faux alignement
qu’avec l’alignement réel.
La gure 2.2 montre pour chaque image du corpus, la distance entre la précision théorique et celle
réalisée, en rouge tandis que la performance réalisée est représentée en vert. Sur l’axe des ordon-
nées, on trouve le taux de caractères correctement reconnus et sur l’axe des abscisses le numéro du
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Figure 2.2 – Algorithme RETAS - Résultat de Tesseract corpus1
document concerné. Ici, les données sont celles de l’OCR Tesseract. On peut facilement remarquer
qu’à l’exception d’un document, il n’y a pas beaucoup d’écart entre la théorie et la réalité. Les er-
reurs sont dues à des inversions dans l’ordre de lecture. Il faut aussi noter que Tesseract n’a pas fait
d’erreur de segmentation sur l’ensemble du corpus.
Figure 2.3 – Algorithme RETAS - Résultat d’OCRopus corpus1 accompagné de ses erreurs de
segmentation pour chaque document
La gure 2.3 correspond aux performances de l’OCR OCRopus. La diérence entre Tesseract et
OCRopus est minime par rapport aux résultats. De même que les erreurs de segmentation ne semblent
pas avoir perturbé le bon alignement de la méthode. Ces erreurs dans le cadre d’un contexte linéaire
ne sont pas graves car elles sont encadrées par des parties linéaires, donc elles se limitent à une
position très restreinte.
La seule distance importante (pour les deux OCR) est due au document 7 présent en annexe 8. L’er-
reur sur ce document correspond à une inversion de paragraphes dans l’ordre de lecture (entre la
vérité et le système). La présence de ce document dans le corpus1 (documents linéaires) peut être
remise en cause car on peut donner plus d’un ordre de lecture et il n’est donc pas indiscutable.
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Concernant les autres erreurs, elles sont dues aux eets de bord de la distance de Levenshtein énon-
cés précédemment.
Corpus2
OCR Performance Théorique Performance Réelle Variation
Tesseract 96.23 89.10 7.13
OCRopus 94.68 71.75 22.93
Table 2.2 – Algorithme RETAS - Résultat de Tesseract et d’OCRopus sur le corpus2 comparé aux
résultats théoriques
Le tableau 2.2 montre les résultats obtenus sur le corpus2. Ces résultats étaient attendus ; ils conrment
les limites de la méthode que nous avons énoncées plus tôt, à savoir, la non prise en compte de pos-
sibles inversions de l’ordre de lecture, ainsi que des erreurs de segmentation.
La gure 2.4 représente les résultats de Tesseract. Les documents 1, 4 et 5 ont des performances,
à quelques pourcents près, équivalentes à celles de l’alignement théorique. Seuls les documents 2
et 3 ont subi des variations au niveau de la méthode d’alignement. Les erreurs à la source de ces
distances sont principalement des inversions dans l’ordre de lecture ainsi que quelques rares fusions
horizontales.
Figure 2.4 – Algorithme RETAS - Résultat de Tesseract sur le corpus2
La gure 2.5 correspond à la représentation des résultats d’OCRopus. Contrairement à Tesseract,
chaque document a vu sa structure physique modiée par l’OCR. Ces erreurs, lorsqu’elles sur-
viennent sur des documents non linéaires, sont très graves. Une fusion horizontale de deux lignes
appartenant à deux colonnes diérentes créera une double erreur : au moment d’aligner, la seconde
ligne sera considérée comme du bruit par rapport à la première colonne, et elle ne sera pas trouvée
pour la seconde colonne. C’est une multiplication de ces erreurs qui a conduit à un accroissement
de la distance entre le taux de reconnaissance mesuré et réel.
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Figure 2.5 – Algorithme RETAS - Résultat d’OCRopus sur le corpus2
2.5.2 Evaluation des OCR
Étant donné les résultats de l’évaluation de la méthode, on peut voir que si l’on souhaite évaluer la
reconnaissance des caractères d’un OCR, il faut limiter les erreurs de segmentation qui fausseraient
l’évaluation. Un choix évident serait d’utiliser des documents comme ceux du corpus1 car nous avons
vu que sur les documents linéaires, les erreurs de segmentation ne perturbent pas trop l’alignement.
De plus, les évaluations de Tesseract et OCRopus ont déja été eectuées sur ce corpus.
Tesseract
Il semblerait que ce soit le meilleur OCR en terme de performances. La méthode de segmentation
employée montre moins d’erreurs de segmentation alors qu’OCRopus va souvent altérer la struc-
ture physique du document. Concernant la reconnaissance, le corpus1 étant celui ayant le plus de
documents et le plus able, on peut voir que Tesseract atteint un taux de reconnaissance de 97.70 %.
OCRopus
Dans l’ensemble, OCRopus est en dessous des performances de Tesseract en termes de reconnais-
sance de caractères. Cependant, on peut noter qu’OCRopus fait beaucoup plus d’erreurs de segmen-
tation. D’un point de vue de la reconnaissance, on peut noter 96.44 % de taux de reconnaissance sur
le corpus1. Il n’est pas loin de son concurrent mais reste quand même en dessous.
2.6 Discussion
2.6.1 Conclusion
Nous avons étudié la méthode RETAS et testée sur 2 corpus composés de documents linéaires et
de documents non linéaires. Les résultats sur le premier corpus sont corrects et montrent que la
méthode est ecace sur les documents linéaires. Les résultats sur le deuxième corpus, montrent que
cette méthode ne fonctionne plus correctement lorsqu’il y a des inversions dans l’ordre de lecture
mais aussi lorsque les erreurs de segmentation sont multiples sur une zone du document. Il est
naturel de dire que plus la structure physique d’un document est altérée, plus il sera dicile de
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recouper les morceaux entre eux. Cependant, plus la méthode d’alignement pourra retrouver la
structure d’origine, plus la mesure de la reconnaissance sera précise et able.
Nous avons ensuite observé les résultats de Tesseract et OCRopus sur le corpus1. Ces résultats nous
ont permis de dire que le premier a un meilleur algorithme de segmentation, car contrairement à
son concurrent, il fait très peu d’erreurs. De même, il est légèrement au-dessus d’OCRopus en terme
de taux de reconnaissance avec un écart d’environ 1%. Concernant les performances d’OCRopus, il
est important de noter qu’obtenir une bonne segmentation est nécessaire pour eectuer une bonne
reconnaissance. Il serait interressant de voir sur une segmentation donnée, si OCRopus fait mieux
que Tesseract en terme de reconnaissance pure.
2.6.2 Améliorations
Une amélioration possible serait d’avoir une méthode qui permet d’eectuer un alignement en pre-
nant en compte toutes les erreurs de segmentation. Cette méthode ne serait pas basée sur les mots
uniques car ils sont fortement dépendant des systèmes utilisés et du corpus, mais les utiliserait s’il
sont présents. Le problème est très compliqué car il faut déduire la structure physique du docu-
ment à partir du texte de vérité en utilisant le texte du système, en sachant que cette structure est
potentiellement erronée.
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3 Evaluation XML / XML
3.1 Enoncé du problème
Le problème dans le cas de deux chiers XML en entrée est qu’il faut aligner les zones de ces XML. Cet
alignement va permettre de faire la comparaison des zones (obtenir des données sur leurs précisions,
leur types d’erreurs), donc l’évaluation de la segmentation. Puis, nous pourrons déterminer à partir
de l’alignement précédent, les morceaux d’informations (lignes, mots...) qui correspondent entre eux.
Cette dernière étape nous permettra d’évaluer la reconnaissance du contenu.
Nous verrons dans un premier temps l’état de l’art sur le problème, puis nous verrons plus en détail
la méthode sélectionnée “Zonemap” ainsi que ses limites. Ensuite nous étudierons comment cette
méthode a été adaptée et nous comparerons les deux méthodes obtenues, sur un corpus. Enn nous
analyserons les résultats des deux OCR étudiés par rapport aux résultats précédents (partie Texte /
Texte).
3.2 Etat de l’art
Les auteurs de [7] présentent le logiciel PETS (Performance Evaluation ToolS) orant plusieurs
méthodes d’évaluation basées sur les pixels. Ces méthodes d’évaluation reposent sur un alignement
des zones entre elles. Ces zones peuvent être évaluées suivant des critères dénis comme suit :
Classication de la zone
Une zone est pénalisée lorsque son type n’est pas le même que celui de la vérité.
Segmentation de la zone
La précision de la segmentation de la page est calculée comme étant le pourcentage des lignes
de la vérité contenues correctement dans des zones résultats sans modications. Cette mé-
thode ne tolère pas de ssion verticale.
Correspondance de la zone
Comme la segmentation de zones mais doit avoir une contrainte de type de zone (classication
de la zone) pour être candidat à la correspondance avant de pouvoir établir une fusion ou une
intersection.
Les zones sont représentées par des rectangles ou des polygones. Dans le cas de superpositions de
zones, les pixels sont associés à une zone en utilisant l’encodage “run-length”. La métrique utilisée
par PETS est basée sur les superpositions de pixels pour faire correspondre les zones de la vérité
et celles du système. Le coût des méthodes basées sur le pixel est très important, c’est pourquoi les
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auteurs calculent une boîte englobante de superposition. Si la superposition de la boite est supérieure
à un seuil déni par l’utilisateur, alors on calcule la superposition au niveau des pixels.
SoientG = {д1,д2, ...,дn} l’ensemble des zones de la vérité et R = {r1, r2, ..., rm} l’ensemble des zones
du système.
Les métriques sont les suivantes :
1. TruePositive (TP ) = {p | p ∈ дi ∧ p ∈ rj }
2. FalsePositive (FP ) = {p | p < дi ∧ p ∈ rj }
3. FalseNeдative (FN ) = {p | p ∈ дi ∧ p < rj }
4. Precision = TPTP+FP
5. Recall = TPTP+FN
6. F1 = 2∗Precision∗RecallPrecision+Recall
Ces métriques sont utilisées pour construire une table de scores de correspondance entre les zones
de la vérité et celles du système. Les zones ayant un score de correspondance au-dessus d’un seuil
déni par l’utilisateur, sont dites chevauchantes. Dans le cas contraire, leurs valeurs sont remises à
zéro (les zones ne correspondent pas). Les auteurs utilisent cette technique pour aligner les zones





Une liste M = {Gm,Rm} contiennent des paires {∪Zд,∪Zr } des unions des zones qui correspondent.
C’est en regardant la cardinalité de ces paires que nous obtenons une des 4 observations suivantes :
1. Manqué (Missed) : Zд n’a pas de correspondance Zr
2. Sur-detection (False Alarm) : Zr n’a pas de correspondance Zд
3. Match : la cardinalité de Zд et Zr est de 1
4. Multi-match : la cardinalité de Zд ou Zr est supérieure à 1 et aucun des deux est nul.
L’algorithme utilise beaucoup de seuils dénis par l’utilisateur pour permettre une personnalisation.
Cependant cela rend le système très rigide. Certes, on réussira à évaluer correctement la majorité
des cas mais on aura aussi plus de faux positifs et de vrais négatifs qu’avec un système plus souple.
De plus, cette méthode ne respecte pas nos contraintes car nous ne pouvons pas faire de calcul basé
sur les pixels car nous ne possédons que les boites englobantes.
∗
∗ ∗
Dans la compétition ICDAR 2007, les auteurs [2] proposent une méthode dont les zones sont repré-
sentées par des polygones. Ces zones sont converties en un ensemble d’intervalles an de pouvoir
eectuer des calculs rapidement.
Correspondance
On cherche à trouver les endroits de superpositions entre les éléments vérité et système.
Les superpositions sont détectées entre :
— Un intervalle de la segmentation et rien.
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— Un intervalle de la segmentation et la vérité.
— Un intervalle de la vérité et rien.
Une fois les intersections trouvées, il est assez simple de déterminer les congurations sui-
vantes :
— Une région système qui n’a pas d’intersection avec au moins une région de la vérité est un
élément faussement détecté.
— Une région vérité qui est superposée entièrement par un élément système est une région
correctement détectée.
— Une région vérité qui est superposée entièrement ou partiellement par plus d’un élément
système est une région segmentée.
— Une région système qui superpose entièrement ou partiellement plus d’un élément vérité
est une fusion de régions.
— Une région vérité qui n’est pas superposée entièrement par un élément système est une
région correctement détectée de manière partielle.
— Une région vérité qui n’est pas superposée par au moins un élément système est une région
manquée.
Qualication et quantication des erreurs
Les 5 types d’erreurs dénis précédemment auront une importance diérente suivant :
— Le contexte interne au document.
— Le scénario de l’application.
Exemples
— Contexte
— Une fusion verticale entre deux blocs de texte est une erreur insigniante.
— Une fusion entre un bloc de texte et une image (gure) est une erreur importante.
— Une fusion entre deux colonnes de texte est une erreur importante.
— Une fusion entre un bloc de texte et une région graphique est une erreur importante.
— Scénario
— Une fusion entre deux régions graphiques est une erreur insigniante dans le cas d’un
OCR.
— Une fusion entre une entête et un bloc de texte n’est pas une erreur importante en
général sauf lorsqu’on veut extraire l’entête.
∗
∗ ∗
Dans ICDAR 2011, la méthode [3] reprend la même représentation que celle d’ICDAR 2007. Cepen-
dant la correspondance est diérente. Utiliser des intervalles est moins complexe pour trouver les
superpositions qu’une approche par pixel. Les associations entre des éléments vérités et systèmes
sont inscrits dans 2 tables :
1. La première marque les relations de la vérité par rapport au sytème.
2. La seconde marque les relations du système par rapport à la vérité.
Ces tables permettent d’identier les 4 types de segmentation suivants :
— Merge : une zone système superpose plus d’une zone de la vérité.
— Split : une zone vérité superpose plus d’une zone du système.
— Miss : zone vérité non associée.
— False detection : zone système non associée.
— Match : une zone du système superpose entièrement une zone de la vérité.
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Cette méthode utilise des poids (poids sur les types de zones, les types d’erreurs) pour permettre
la personnalisation de l’évaluation (en fonction de l’importance de ces zones). L’approche par les
intervalles permet de réduire les calculs par rapport à une approche basée sur les pixels. La limite de
cette méthode est qu’elle ne prend pas en compte les erreurs multiples sur les zones. De même que si
un intervalle du système est légérement sur un intervalle de la vérité, on considèrera l’intersection
comme étant correct. De plus, cette technique n’explique pas comment elle gère les superpositions
naturelles dans la vérité.
∗
∗ ∗
Les auteurs dans [8] proposent un algorithme basé sur les pixels. Ils calculent un “weighted bipartite
graph” qu’ils appellent “pixel-correspondance graph” dont chaque nœud représente une segmenta-
tion. Un bord est construit entre deux nœuds tel que le poids du bord soit égal au nombre de pixels
dans l’intersection entre deux segments (comme un nœud représente un segment). Si les segments
ne se superposent pas alors aucun bord n’est construit. Si la segmentation du système correspond
parfaitement à celle de la vérité alors c’est un “Match” parfait. S’il y a des diérences entre les seg-
ments, le graphe ne sera pas un “Match” parfait. Au contraire, un nœud représentant le système ou
la vérité peut avoir plusieurs bords.
Soit P le nombre total de pixels correspondant à un nœud. Soit M le nombre de bords d’un nœud.





Pour chaque nœud du graphe, wi/P donne la fraction de pixels se superposant avec chacun de ses
nœuds correspondants.
Un bord entre deux nœuds est considéré signicatif si wi/P ≥ tr or wi ≥ ta ou tr est un seuil relatif
à la fraction de superposition. Ils utilisent une valeur de tr = 0,1. Pour éviter de passer à côté de
certaines zones, ils mettent en place un autre seuil ta qui lui est absolu. Ils le font varier suivant
le type de la segmentation et la taille de zones. Par exemple, ils utilisent ta = 500 pixels pour une
segmentation au niveau des zones et ta = 100 pixels au niveau des lignes.
Pour un nœud de la vérité, s’il y a plus d’un bord du système alors le nœud est considéré comme
étant une sur-segmentation. A l’inverse, si pour un nœud du système, il y a plus d’un bord de la
vérité, alors le nœud est considéré comme étant une fusion.
Ils mettent en place les métriques suivantes :
— Total sur-segmentation (To) : le nombre total de bords signicatifs de la vérité moins le nombre
d’éléments de la vérité.
— Total sous-segmentation (Tu) : le nombre total de bords signicatifs du système moins le
nombre d’éléments du système.
— Éléments sur-segmentés (Co) : le nombre d’éléments de la vérité ayant plus d’un bord signi-
catif.
— Éléments sous-segmentés (Cu) : le nombre d’éléments du système ayant plus d’un bord signi-
catif.
— Éléments manqués (Cm) : le nombre d’éléments de la vérité qui ne correspondent pas au sys-
tème.
— Éléments sur-détectés (C f ) : le nombre d’éléments du système qui ne correspondent pas à la
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vérité.
Les calculs sont coûteux car ils sont basés au niveau des pixels. Cependant la mesure est très précise.
Ils n’expliquent pas comment ils opèrent lorsqu’il y a des intersections naturelles dans la vérité. De




Wolf et Jolion [9] proposent un framework pour l’évaluation de la position de lignes de texte. Le
principe de cette méthode est que l’évaluation est eectuée au niveau des objets (boîtes englobantes)
et prend en compte la qualité de chaque correspondance entre les boîtes du système et celles de la
vérité. Les correspondances (“matchs”) sont déterminées par la superposition des zones respectant
un seuil de qualité de correspondance minimum. Ensuite, des poids pour les relations un-à-un, un-à-
plusieurs et plusieurs-à-plusieurs, sont utilisés pour calculer les résultats. Deux seuils sur la précision
de la surface (tp) et sur le rappel de la surface (tr ), contrôlent la manière de faire correspondre les
éléments. Ils proposent d’utiliser des valeurs par défaut soit tr = 0.8 et tp = 0.4. An de calculer le
rappel et la précision sur l’ensemble, la méthode utilise toutes les correspondances de l’ensemble. On
peut modier les poids sur les relations, ce qui permet de ne pas pénaliser certains comportements
qui sont bénins. Les principales limites ici, sont l’utilisation des deux seuils relatifs et le manque de
détail sur la classication des erreurs des zones.
∗
∗ ∗
La méthode Zonemap[6] a été développée par le LNE (Laboratoire National de Météorologie et d’Es-
sais) dans le cadre de leur campagne d’évaluation d’OCR Maurdor.
Pour deux documents V (vérité) et S (système) , l’algorithme du ZoneMap se décompose en plusieurs
étapes et va aboutir à un ensemble de groupes contenant des éléments de V et/ou de S :
1. On calcule la force du lien qui relie chaque élément de V à chaque élément de S. La force du
lien entre deux boîtes englobantes bv et bs est donnée par la formule :
Lien(bv ,bs ) = (
bv∩bs
bv
)2 + (bv∩bsbs )
2
2. On ne conserve que les liens dont la force est non-nulle.
3. On trie les liens par ordre décroissant de force.
4. Pour chaque lien l qui associe les éléments bv et bs :
— Si bv est déjà dans un groupe, on essaye d’y insérer bs
— Si bs est déjà dans un groupe, on essaye d’y insérer bv
— Sinon, on crée un groupe qui contient bv et bs
5. Une insertion ne peut réussir que si elle n’aboutit pas à un groupe qui contient plus d’un
élément de V et plus d’un élément de S en même temps.
6. Si une zone n’a pas pu être insérée, on ne fait rien.
7. À la n de l’algorithme, les éléments qui n’appartiennent à aucun groupe sont insérés dans
un groupe à part.






Area(R) avec E = (1 − αc )Es + αcEc
Ici Es correspond à l’erreur de surface, Ec est l’erreur de classication de la zone avec αc ∈ [0 ;1], le
poids donné à l’erreur de classication. Le calcul de Es et Ec dépend de la conguration du groupe.
Cet algorithme va permettre d’obtenir une série de groupes qui seront chacun dans l’une des cinq
congurations suivantes :
1. Fausse alerte : quand le groupe ne contient qu’un élément de S. Cela signie que l’on n’a pas
pu aligner un élément de S, et que l’OCR a eectué une sur-détection.
Es = Area(Si )
Ec = Es
2. Manqué : quand le groupe contient un élément de V. Cela signie que l’OCR n’a pas reconnu
la zone de référence.
Es = Area(Vi )
Ec = Es
3. Correspondance : quand le groupe contient exactement un élément de V et un élément de S.
Cela signie que l’élément de V a été correctement détecté.
Es = Area(Si ∪Vj − Si ∩Vj )
Ec = d (tS , tV )Area(Si ∩Vj ) + Es
Ici d (tS , tV ) ∈ [0; 1] correspond à la distance entre les classes des deux zones.
4. Séparation : quand le groupe contient exactement un élément de V et plus d’un élément de S.
Cela signie que l’élément de V a été segmenté en plusieurs boîtes englobantes.
Es = Area(Vi ∩ Sj ) ∗ αMS ∗ |Si |
avec αMS ∈ [0; 1] le coecient de Fusion/Fission (Merge/Split en anglais) et |Si | la cardinalité
de Si
Ec = ( |si | − 1 +mins∈Sid (ts , tv ))
5. Fusion : quand le groupe contient plus d’un élément de V et exactement un élément de S. Cela
signie que les éléments de V ont été fusionnés en une seule boîte englobante.
Le calcul de l’erreur pour la fusion est le même que pour la séparation mais en inversant la zone
système et la zone vérité.
La méthode Zonemap prend en compte certaines erreurs que l’OCR a pu commettre à la segmen-
tation, mais ne prend pas tous les cas existants en compte. En particulier, elle ne fonctionne pas
quand :
1. Des régions du document de vérité se chevauchent : l’algorithme va alors détecter des fusions
ou des divisions de zones alors qu’il n’y en a pas. Voir gure 3.1
Déroulement de l’algorithme
— Liens : {A1} , {B1}
— Liens triés : {B1} , {A1}
— Iterations :
— Iteration 0 : {A} , {B} , {1}
— Iteration 1 : {B1} , {A}
— Iteration 2 : {B1A}
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— Résultat :
La zone 1 fusionne les deux zones A et B.
— Attendu :
La zone 1 correspond à la zone B. La zone A est manquée.
Figure 3.1 – Algorithme Zonemap : premier cas limite. En vert les éléments de référence, en bleu
les éléments du système
2. Des régions sont à la fois fusionnées et divisées, c’est-à-dire quand une région va être divisée
en plusieurs parties qui seront fusionnées à d’autres régions (voir gure 3.2).
Déroulement de l’algorithme
— Liens : {A1} , {A2} , {B1} , {B2}
— Liens triés : {A1} , {B2} , {A2} , {B1}
— Iterations :
— Iteration 0 : {A} , {B} , {1} , {2}
— Iteration 1 : {A1} , {B2}
— Résultat :
La zone 1 correspond à la zone A. La zone 2 correspond à la zone B.
— Attendu :
La zone 1 fusionne la zone A et la zone B. La zone 2 fusionne la zone A et la zone B. La
zone A est sur-segmentée par la zone 1 et la zone 2. La zone B est sur-segmentée par la
zone 1 et la zone 2.
Figure 3.2 – Algorithme Zonemap : second cas limite. En vert les éléments de référence, en bleu
les éléments du système
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On peut, à la suite de ces cas limites, les regrouper dans un seul et unique cas qui synthétise ces
limites (voir gure 3.3).
Déroulement de l’algorithme
— Liens : {A1} , {A2} , {B1} , {B2} , {C1} , {C2}
— Liens triés : {B1} , {B2} , {A1} , {A2} , {C1} , {C2}
— Iterations :
— Iteration 0 : {A} , {B} , {C} , {1} , {2}
— Iteration 1 : {B1} , {A} , {C} , {2}
— Iteration 2 : {B12} , {A} , {C}
— Résultat :
La zone B est sur-segmentée par la zone 1 et la zone 2. La zone A est manquée. La zone C
est manquée.
— Attendu :
La zone B est sur-segmentée par la zone 1 et la zone 2. La zone A est sur-segmentée par la
zone 1 et la zone 2. La zone 1 fusionne la zone A et la zone B. La zone 2 fusionne la zone
A et la zone B. La zone C est manquée.
Figure 3.3 – Algorithme Zonemap : cas limite global. En vert les éléments de référence, en bleu les
éléments du système
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3.3 Choix de la méthode d’évaluation
La méthode Zonemap nous semble être la plus adaptée à notre travail, en termes d’entrées et sorties
mais aussi en termes de précision de la mesure. En eet, elle donne beaucoup d’indications sur les
surfaces des zones, erronées comme correctes. De plus, elle demande peu de calcul car il sut sim-
plement de calculer la force des liens et de les regrouper itérativement. Cette méthode permet aussi
de prendre en compte les erreurs de classication des zones. Nous avons conservé l’évaluation de la
classication dans cette méthode car elle ne posait pas de problèmes. Cependant, nous ne parlerons
pas de classication dans les évaluations car elles portent sur des systèmes faisant peu d’erreurs de
classications. Par exemple, un OCR ne confondra pas un mot avec une ligne car une ligne est un
ensemble de mots.
On se propose d’améliorer la méthode pour qu’elle prenne en compte les limites énoncées aupara-
vant.
3.3.1 Segmentation
Les limites de l’algorithme Zonemap nous permettent de dégager deux points importants :
1. Les intersections entre les zones de référence ne sont pas prises en compte dans la façon
d’évaluer les zones du système. Ces intersections interviennent, par exemple, quand un gra-
phique chevauche une région textuelle ou encore dans le cas d’un document incliné, lorsque
des régions textuelles se chevauchent.
2. Une zone est responsable d’une et d’une seule erreur alors qu’elle peut en provoquer plu-
sieurs.
Un nouvel algorithme Zonemap+ a été conçu à partir de ces deux remarques. On peut le trouver en
Annexe 6 et conserve la majorité des concepts de Zonemap.
Le principe est le suivant :
— On commence par eectuer le calcul des liens de force entre les zones ayant une intersection.
— Puis on trie ces liens toujours dans l’ordre décroissant. C’est à ce moment que le nouvel
algorithme dière de l’ancien.
— Pour chaque lien, on trouve 3 grandes conditions :
1. Le polygone système est associé à au moins un élément de référence. Dans ce cas, on
mémorise la fusion (le polygone système est associé à au moins un polygone de référence)
et on retire les zones déjà comparées du polygone du système.
2. Le polygone référence a été associé à au moins un élément du système. Dans ce cas, on
mémorise la sur-segmentation (le polygone vérité est associé à au moins un polygone du
système) et on retire les zones déjà comparées du polygone de vérité.
3. L’intersection de la surface disponible du système avec celle du polygone de référence est
susamment grande. On marque le lien entre les deux polygones avec la cardinalité de la
relation (c’est-à-dire le nombre d’éléments système et vérité pour cette relation).
Nous avons introduit un nouveau groupe “Multiple” qui caractérise une zone ayant subi plusieurs
opérations (ssion ET fusion). Ce cas est assez rare en pratique, mais il est possible de le rencontrer
et la méthode le traite correctement. Nous allons maintenant dérouler Zonemap+ sur le cas limite
global représenté par la gure 3.4
26
Figure 3.4 – Algorithme Zonemap+ : cas regroupant toutes les limites identiées de l’algorithme
Zonemap. En vert les éléments de référence, en bleu les éléments du système
Exemple
Avant de commencer l’algorithme, nous allons avoir besoin de données pour eectuer les calculs.
Ces données sont présentées dans le tableau 3.1. On y retrouve les diérents rectangles avec leur
taille et position ainsi que la surface en pixel
2
. Ces données nous seront utiles pour calculer la force
des liens.
Rectangle Gauche (x) Haut (y) Largeur Hauteur Surface
A 110 160 100 100 10 000
B 190 140 200 140 28 000
C 370 160 100 100 10 000
1 100 130 320 90 28 800
2 90 200 320 90 28 800
Table 3.1 – Algorithme Zonemap+ : données des rectangles du cas limite global
La première étape est donc de calculer la force des liens entres les rectangles de la vérité et ceux
du système. On rappelle que la formule pour calculer un lien entre deux rectangles rv vérité et rs
système est la suivante :
Lien(rv , rs ) = (
rv∩rs
rv
)2 + ( rv∩rsrs )
2
Nous allons détailler le calcul du premier lien A1. Il faut, dans un premier temps calculer le rectangle
d’intersection entre le rectangle A et le rectangle 1. Le résultat est le rectangle A1intersection de posi-
tion (110,160) et de dimension (100,60). Ce rectangle a une surface de 6000 pixel
2
. Nous disposons
maintenant de toutes les données pour calculer la force du lien. On pose le calcul :
Lien(A, 1) = (A1intersect ionA )
2 + (A1intersect ion
1
)2
L’application numérique nous donne la force suivante :
Lien(A, 1) = ( 6000
10000
)2 + ( 6000
28800
)2 = ( 6
10






= 0.36 + 0.0434 = 0.4034
Nous venons de voir comment calculer la force d’un lien. Cette étape est répétée pour chaque paire
de rectangles système et référence possédant une intersection non nulle. Les résultats sont reportés
dans le tableau 3.2
La seconde étape de l’algorithme consiste à trier les liens par ordre décroissant de leur force. D’après
le tableau 3.2, l’ordre des liens est le suivant :
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Table 3.2 – Algorithme Zonemap+ : matrice de la force des liens entre chaque paire d’éléments
systèmes et références
B1 > B2 > A1 > A2 > C1 > C2
La suite de l’algorithme est d’itérer sur ces liens triés.
Lien B1
Les rectangles B et 1 n’ont pas encore été associés à d’autres rectangles. Nous pouvons donc
les mettre ensemble sans aucun conit et la zone d’intersection entre les deux rectangles est
un “match”. On dit que cette zone est marquée par B et par 1 (ou zone de correspondance B1).
La gure 3.5 montre le résultat de la première itération.
Figure 3.5 – Algorithme Zonemap+ : résultat du traitement du lien B1
Lien B2
On peut remarquer que l’élément B à déjà été associé avec l’élément 1. Par conséquent, la
zone marquée précédemment ne peut pas être réutilisée. À cette étape, la zone disponible de
B correspond à B auquel on retranche toutes les zones marquées par B précédemment. Ici, on
a Bdisponible = B - B1intersection avec B1intersection la zone de correspondance B1 (Voir gure 3.6).
De plus, on dit que la zone est un “split” car la zone de référence (B) est coupée par au moins
deux éléments du système (1 et 2).
Figure 3.6 – Algorithme Zonemap+ : résultat du traitement du lien B2
Lien A1
La gure 3.7 représente le traitement de ce lien. Dans un premier temps, nous pouvons re-
marquer que l’élément A n’a pas encore été associé mais l’élement 1 l’est à B. On ne peut donc
pas utiliser les zones marquées par 1 pour comparer A et 1. Ici 1disponible = 1 - B1intersection et
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correspond à la zone en rose. Le résultat est donc l’intersection entre A et 1disponible représen-
tée en bleu sur la gure. Cette zone est considérée comme une fusion (merge en anglais) car
l’élément système (1) est associé à plusieurs éléments de référence (A B).
Figure 3.7 – Algorithme Zonemap+ : résultat du traitement du lien A1
Lien A2
Ce lien est intéressant car les deux éléments A et 2 ont tous les deux été associés. A a déjà
été associé à 1 et B à 2. Par cette explication, nous voyons que nous nous retrouvons dans
une situation d’association de plusieurs rectangles de la vérité à plusieurs rectangles du sys-
tème. Cette relation est classée comme étant le résultat de plusieurs erreurs de segmentation :
“Multiple”. De la même manière que précédement, nous calculons 2disponible et Adisponible en
retranchant respectivement des rectangles 2 et A, leurs précédentes zones marquées. An
d’obtenir les zones en orange, nous calculons l’intersection entre 2disponible et Adisponible . Il est
important de noter que l’intersection entre deux rectangles donne au maximum 1 rectangle.
Cependant, la diérence entre deux rectangles peut donner plusieurs rectangles. On calcule
donc ici des intersections entre des ensembles de rectangles. De plus, ces ensembles ont la
particularité de ne pas posséder d’intersection entre eux. L’avantage de cette propriété est
qu’elle permet de simplier les calculs.
Figure 3.8 – Algorithme Zonemap+ : résultat du traitement du lien A2
Lien C1
Il n’y a pas beaucoup de chose à dire de plus que pour le lien A1. Nous sommes exactement
dans le même cas car il y a une fusion. La diérence est que l’élément 1 a une fusion en plus
de A avec B.
Figure 3.9 – Algorithme Zonemap+ : résultat du traitement du lien C1
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Lien C2
Il est intéressant car il montre que l’association n’est pas systématique lorsqu’il y a eu associa-
tion par un des deux éléments. Il faut que le taux de recouvrement de la surface d’intersection
entre Cdisponible et 1disponible par rapport à la surface disponible de la vérité Cdisponible dépasse
un certain seuil an de pouvoir considérer qu’il y a une correspondance entre deux zones.
Ce seuil est calculé de la façon empirique et est xé à 20%. Ici le taux de recouvrement n’est
pas susant pour associer les zones. Si les zones 1 et C n’avaient pas été associées à d’autres
rectangles alors on aurait autorisé leur association.
Figure 3.10 – Algorithme Zonemap+ : résultat du traitement du lien C2
Lorsque tous les liens ont été traités, les zones de référence n’ayant pas d’associations sont marquées
comme étant des manqués (miss en anglais) et celles du système comme des fausses alarmes (false
alarm en anglais). Les résultats de l’exemple sont inscrits dans le tableau 3.3. On peut remarquer que
la méthode donne beaucoup de précision sur les erreurs commises par les zones. Chaque zone du
tableau correspond à une sous-zone des zones concernées.
Zones Référence Système Type
1 B 1 MATCH
2 B 1 2 SPLIT
3 A B 1 MERGE
4 A B 1 2 MULTIPLE
5 A B C 1 MERGE
6 A - MISS
7 C - MISS
8 - 1 FALSE ALARM
9 - 2 FALSE ALARM
Table 3.3 – Algorithme Zonemap+ : résultat du cas limite global
3.3.2 Reconnaissance de caractères
An d’évaluer la reconnaissance de caractères, nous nous aidons de l’algorithme Zonemap+ précé-
demment décrit. En eet, en plus de permettre de faire un alignement des zones, on peut aligner
les contenus. Pour ce faire, nous nous basons sur l’alignement des boîtes. Lorsque nous associons
deux zones entre elles, nous associons aussi les contenus. La seule diérence est que pour associer le
contenu d’une zone avec celui d’une autre, il faut au moins une zone n’ayant pas déjà été associée.
Nous avons appelé cette méthode “Zonemap+ Alignment”.
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Exemple
Reprenons l’exemple de la segmentation du cas limite global. Pour le premier lien B1, les deux conte-
nus vont être associés ensemble. Pour le lien B2, le contenu de 2 va être associé à B. Pour le lien A1,
le contenu de 1 ne sera pas associé à 2. Cette méthode est répétée jusqu’à ce qu’il n’y ait plus de lien
à traiter.
La raison principale derrière cette méthode est qu’on ne dispose pas d’information sur la position
exacte du contenu issu des boîtes. Par exemple, si nous disposons d’une zone d’une ligne, il nous
est impossible de découper le contenu de la même manière qu’une boîte. Si cette ligne est coupée
en deux, on ne peut pas diérencier précisément les mots appartenant à la première moitié de ceux
appartenant à la seconde.
3.4 Corpus
An d’évaluer la segmentation, nous allons utiliser un corpus de documents linéaires et un cor-
pus de documents non linéaires. Concernant l’évaluation de la reconnaissance de caractères, nous
utiliserons aussi 2 corpus avec un corpus de documents non linéaires plus réduit. En eet, corri-
ger une segmentation de façon semi-automatique est beaucoup plus rapide qu’une correction des
contenus extraits. Par soucis de temps, nous avons donc décidé de n’utiliser pour l’évaluation de la
reconnaissance, qu’un tiers des documents non linéaires destinés à l’évaluation de la segmentation.
Le tableau 3.4 décrit brièvement les corpus utilisés ainsi que les méthodes pour lesquelles ils seront
utilisés. Les documents sont composés d’une page.
Corpus Type de documents Nombre de documents Méthode(s) utilisée(s)
Corpus1 Linéaires 49 Segmentation / Reconnaissance
Corpus1bis Linéaires 49 Segmentation / Reconnaissance
Corpus2 Non linéaires 97 Segmentation
Corpus2bis Non linéaires 30 Reconnaissance
Table 3.4 – Description des corpus utilisés pour le cas XML/XML
Le corpus1 correspond au même corpus que celui utilisé dans la section Texte / Texte. Le corpus1bis
correspond au corpus1 auquel nous avons retiré des XMLs, les zones graphiques : les tableaux, les
gures, les logos... Les OCRs utilisent des statistiques sur les composantes de l’image comme des
espaces inter-mots ou taille de police an d’eectuer leurs traitements. Or, si nous modions l’image
en retirant ces zones graphiques, la sortie de l’OCR risque d’être modiée car les statistiques auront
changé. Dans l’objectif de comparer l’inuence de ces zones sur les performances anonncées, nous
avons modié uniquement la sortie de l’OCR.
Ce corpus va nous permettre de voir l’inuence de ces zones sur les résultats, à la fois au niveau de
la segmentation et de la reconnaissance du contenu.
Le corpus2 est une extension du corpus2 utilisé dans la section Texte / Texte. Il comporte des docu-
ments multi-colonnes avec des entêtes, des notes de bas de page et des références. Les documents ont
été soigneusement choisis pour ne pas comporter les zones graphiques que nous avons retirées du
corpus1bis . La structure physique de ces documents peut-être un mélange entre des parties linéaires




Inuence des zones graphiques
Les gures 3.11 et 3.12 ci-dessous montrent deux graphiques représentant les résultats de l’OCR
OCRopus sur les deux corpus corpus1 et corpus1bis . On peut noter une grande diérence entre les
deux courbes. La gure 3.11 montre des pics de score plus importants que sur la gure 3.12. Ces
diérences sont dues aux zones graphiques qui sont propices aux erreurs de segmentation. Il est en
eet dicile d’eectuer la vérité sur des éléments graphiques complexes en disposant uniquement
de boîtes. De plus, les OCR ne sont pas faits pour reconnaître ce type de zone. Si ces dernières
comportent du texte, il est fort probable que l’OCR tentera de reconnaître les caractères mais il
n’arrivera pas à restituer la structure de la zone graphique. An de correctement évaluer les OCR, il
est donc important d’écarter ce type de zones. On peut les écarter en employant deux méthodes :
1. Manuelle : en retirant les parties correspondant à une zone graphique de la sortie XML.
2. Automatique : par une méthode d’identication de ces zones qui nous permettra de rejeter
tout contenu extrait dans ces zones par l’OCR.
Figure 3.11 – Algorithme Zonemap+ - Résultat
d’OCRopus sur le corpus1
Figure 3.12 – Algorithme Zonemap+ - Résultat
d’OCRopus sur le corpus1bis
Evaluation des OCRs
Nous avons utilisé l’algorithme Zonemap+ sur les corpus : corpus1, corpus1bis et corpus2. Le tableau
3.5 nous donne les résultats de l’algorithme sur chaque corpus. D’un point de vue général, il apparait
évident que Tesseract extrait une meilleure segmentation que son rival OCRopus, et ce pour chaque
corpus. On peut remarquer que, comme énoncé précédemment, les zones graphiques perturbent
l’évaluation en incluant plus d’erreurs de segmentation. Pour Tesseract et OCRopus, il y a un gain
d’environ 7 points entre le corpus1 et le corpus1bis . Les résultats du corpus2 par rapport au corpus1bis ,
nous montrent que les structures non linéaires sont plus diciles à identier correctement. La pré-
sence de zones “Multiple” indique que la segmentation de l’OCR a subi de lourdes modications.
Elles sont toutes négligeables execpté pour OCRopus dans le corpus2, ce qui nous indique qu’il fait
beaucoup d’erreurs de segmentation. En eet, cette idée est confortée par la proportion de “Split” et
“Merge” qui est aussi plus importante que toutes les autres évaluations.
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100% 93,44% 0,25% 0,01% 5,81% 0,44% 0,02%
105 847 757 98 909 128 269 892 11 599 6 158 955 473 423 24 760
Ocropus
13.7744
100% 87,25% 0,43% 0,15% 4,55% 7,58% 0,03%




100% 98,71% 0,10% 0% 0,96% 0,21% 0%
100 903 181 99 611 312 102 822 0 975 991 213 056 0
Ocropus
8.58964
100% 91,43% 0,3% 0,01% 2,95% 5,31% 0%




100% 96,39% 0,29% 0% 3,04% 0,27% 0,01%
345 365 274 332 904 992 1 006 123 0 10 510 397 914 989 28 773
Ocropus
16.4732
100% 81,98% 5,44% 0,02% 5,85% 6,51% 0,2%
369 469 254 302 876 320 20 109 912 80 279 21 615 296 24 065 472 721 975
Table 3.5 – Algorithme Zonemap+ - Résultat de segmentation des OCRs OCRopus et Tesseract sur
plusieurs corpus
Les résultats des deux OCRs pour le corpus1bis sont présentés dans les gures 3.13 et 3.14. Concernant
OCRopus sur le corpus1bis , les erreurs de “Miss” et “FalseAlarm” sont dues à des diérences minimes
entre les zones de vérité et les zones système. Le cumul de ces diérences peut représenter une erreur
importante mais elle est bénigne car elle ne perturbera pas la reconnaissance. Aussi, le nombre de
Merges et Splits est faible. Concernant Tesseract, les résultats sont satisfaisants et très proches de
la vérité. Les rares cas d’erreurs sont des cas isolés ou des diérences entre la vérité et l’OCR. Ces
diérences ne sont pas obligatoirement des erreurs à proprement parler, mais peuvent correspondre
à une autre vérité. Dans notre cas, c’est un mélange de ces deux erreurs.
Figure 3.13 – Algorithme Zonemap+ - Résultat
d’OCRopus sur le corpus1bis
Figure 3.14 – Algorithme Zonemap+ - Résultat
de Tesseract sur le corpus1bis
Les résultats des deux OCRs pour le corpus2 sont inscrits dans les gures 3.15 et 3.16. La diérence
entre OCRopus et Tesseract sur ce corpus est agrante. D’un côté, nous avons une bonne segmen-
tation avec Tesseract. De l’autre, OCRopus commet beaucoup d’erreurs, notamment des erreurs de
“Merge” et “Split”. Le pic de “False Alarm” de Tesseract correspond à une zone englobant l’image
en entier. Cette erreur est causée par un contour noir sur les bords de l’image. Ce qu’on remarque,
c’est que les erreurs sont très dépendantes de l’image. En eet, les résulats ne sont pas stables (pour
OCRopus). On trouve des images correctement segmentées, mais aussi des images pauvrement seg-
mentées. Il apparait que ces erreurs interviennent sur les documents à dominance non linéaires.
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Figure 3.15 – Algorithme Zonemap+ - Résultat
d’OCRopus sur le corpus2
Figure 3.16 – Algorithme Zonemap+ - Résultat
de Tesseract sur le corpus2
3.5.2 Reconnaissance de caractères
Evaluation de la méthode
Nous allons maintenant évaluer la méthode d’alignement du contenu des zones. Pour ce faire, nous
allons comparer les alignements eectués, un par un. Un alignement est caractérisé par le type de
l’erreur ainsi que par le contenu de l’OCR et celui du système. Un alignement de référence a été
mis en place en corrigeant semi-automatiquement l’alignement du système. Un alignement système
est correct uniquement s’il possède une correspondance exacte avec un alignement de référence.
Nous avons évalué la méthode d’alignement sur l’ensemble des documents du corpus2bis avec l’OCR
OCRopus. Les résultats sont regroupés dans le tableau 3.6.
Méthode Valeur %
Rappel 2465 / 2477 99.5155
Precision 2465 / 2511 98.168
Table 3.6 – Algorithme Zonemap+ Alignment - Résultat de l’évaluation de la méthode sur le
corpus2bis avec l’OCR OCRopus
À part quelques erreurs, les performances de la méthode sont satisfaisantes. Concernant les erreurs,
elles proviennent de l’incapacité de la méthode à détecter les ssions verticales. En eet avec l’al-
gorithme Zonemap+, les ssions verticales ne sont pas détectés comme tel. La gure ?? montre un
exemple de résultat qui illustre le problème. Dans ce cas, si on ne considère que la ligne “Academic
Medical Centers”, on peut remarquer qu’il n’y a pas de zone classée comme étant une ssion. Ce
phénomène est un eet de bord de l’utilisation des rectangles :
On dispose d’un rectangle X et d’un rectangle Y. Sachant que X est contenu entièrement dans Y,
si on retire le contenu de Y à l’emplacement X, le rectangle Y sera inchangé. La conséquence de ce
phénomène est que les éléments de la ssion verticale seront classés comme étant des sur-détections.
Ces erreurs nous montrent une nouvelle limite de l’algorithme d’alignement.
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Evaluation des OCRs
La gure 3.7 regroupe les taux de reconnaissance des deux OCR pour chaque corpus. Le taux de
reconnaissance de Tesseract entre les corpus corpus1bis et corpus2 a augmenté alors que le score de
Zonemap+ a lui baissé. Ce phénomène peut s’expliquer par le faible nombre de caractères spéciaux
dans le corpus2 ainsi que la bonne qualité des images. On peut donc émettre l’hypothèse qu’Ocropus
aurait eu un meilleur taux de reconnaissance (correspondance des chaînes) s’il avait eu un score de
zonemap beaucoup moins important. Ocropus a tellement détruit la structure que la reconnaissance
a obligatoirement une baisse de performance. Il faut donc noter que les deux OCRs sont très proches
en termes de reconnaissance, même si OCRopus est toujours en dessous. On soulignera la très bonne
performance de Tesseract sur le corpus2bis avec un taux de reconnaissance de 99.37%.













L’algorithme Zonemap+ introduit une nouvelle classe d’erreur “Multiple”, qui correspond à une zone
responsable d’une erreur de segmentation de fusion et de ssion. Il s’avère que cette erreur en pra-
tique est faiblement représentée lorsque le système de segmentation est performant. À l’inverse,
moins le système est performant, plus les erreurs “Multiple” seront nombreuses. De plus, les zones
non linéaires des documents sont plus propices à ce genre d’erreurs car leur structure physique
est souvent plus complexe. Zonemap+ prend maintenant en compte des intersections entre les élé-
ments de la vérité. L’algorithme Zonemap+ est plus coûteux en calcul que Zonemap mais il ore
une meilleure précision.
L’algorithme d’alignement des contenus utilisant la méthode Zonemap+ s’est révélée être à la fois
simple et ecace. Simple, car elle consiste à utiliser les résultats de chaque itération de Zonemap+.
Elle est aussi ecace car elle permet un alignement proche des 99%.
Cette méthode d’alignement est donc able même lorsque les documents sont abîmés ou avec des
structures physiques détruites. De plus, elle bénécie des concepts d’alignement de la Zonemap
comme le calcul de la force des liens ainsi que de l’alignement itératif.
Les commentaires des résultats convergent tous vers la même idée : Tesseract segmente mieux les
images qu’OCRopus. L’écart entre les performances des deux OCR est assez important. De plus,
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OCRopus fait beaucoup d’erreurs sur les document non linéaires. Tesseract est, quand à lui, beaucoup
plus stable et prévisible que son concurrent.
La reconnaissance étant dépendante de la segmentation, OCRopus n’est pas avantagé. Cependant,
la segmentation comme la reconnaissance doivent être les meilleures possible dans le cadre d’un
OCR. Les conclusions sont les mêmes que pour la section Texte / Texte, avec OCRopus toujours en
dessous de Tesseract.
Améliorations
L’algorithme Zonemap+ pourrait être amélioré en allant encore plus loin dans l’identication des
erreurs. Au lieu d’avoir uniquement une classe “Fission/Split”, on pourrait la séparer en deux pour
faire la diérence entre une ssion verticale et une ssion horizontale. Il faudrait aussi conserver la
classe “Fission” car certains cas de ssion peuvent être dicilement mis dans une des deux nouvelles
classes. Il en va de même pour la fusion.
L’algorithme “Zonemap+ Alignment” pourrait être amélioré en détectant les erreurs de ssion ver-
ticales. Au vue des expériences menées, cette limite est la seule que nous avons détectée.
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4 Evaluation Texte / XML
4.1 Enoncé du problème
Le problème soulevé par ce cas est une combinaison des deux cas précédemment présentés. Il faut
aligner les contenus en utilisant à la fois la segmentation et le contenu lui-même. La tâche d’ali-
gnement est fonction de la segmentation donné par l’OCR qui elle est fonction de la structure du
document. L’objectif principal sera d’aligner correctement les contenus puis dans un second temps
il serait souhaitable d’identier précisément les erreurs de segmentation.
Nous verrons dans un premier temps l’état de l’art concernant ce problème, puis nous développerons
les choix conceptuels qui nous ont conduits à l’établissement d’une nouvelle méthode. Enn nous
analyserons les performances de la méthode résultante ainsi que les données qu’elles fournit sur les
corpus en utilisant les deux OCR : Ocropus et Tesseract.
4.2 Etat de l’art
L’état de l’art sur ce problème exact est quasiment inexistant.Cependant, nous pouvons nous référer
à l’état de l’art 2.2 pour avoir une idée des techniques employées pour eectuer un alignement texte à
texte. On peut aussi se référer à l’état de l’art de la partie précédente 3.2 pour eectuer un alignement
xml à xml (zone à zone).
4.3 Choix de la méthode
Comme il n’y a pas de méthode traitant exactement de ce problème, nous avons mis en place une nou-
velle méthode. Pour aligner, cette méthode doit être un mélange entre l’alignement par la segmen-
tation et un alignement par le contenu. Les problèmes principaux qui apparaissent dans ce contexte
sont la modication de l’ordre de lecture ainsi que la perturbation de la structure physique d’origine.
Il faut pouvoir corriger ces deux sources d’erreur an de pouvoir eectuer l’alignement.
L’algorithme 1 décrit les étapes principales de la méthode proposée. Soit l’ensemble des lignes de la
vérité : V = {v0,v1, ...,vi }, i ∈ N. Soit l’ensemble des lignes du système : S = {s0, s1, ..., sj }, j ∈ N.
Nous allons maintenant expliquer chaque étape plus en détails.
Marquage des chaînes uniques
On trouve des chaînes uniques dans le texte avec un paramètre n représentant un nombre de
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Algorithm 1: Text/Xml - Algorithme d’alignement
1 begin
2 MarquaдeDesChainesUniques (V , S )
3 DetectionEtCorrectionDesFusionsFissions (V , S )
4 Booleanmatched ←− true
5 while matched do
6 corriдerDerniersAliдnements
7 matched ←− aliдnerLesNouveauxElements
8 end
9 end
mots consécutifs. Par exemple pour n = 2, on va sélectionner toutes les combinaisons de 2 mots
consécutifs issus des textes et marquer celles qui sont uniques. On commence de n jusqu’à 1
car les chaînes uniques composées de 3 mots sont plus ables qu’un mot de 2 ou 3 lettres. Une
limite de ce marquage est la possibilité qu’un caractère d’un mot m1 soit substitué et qu’ils en
résulte un mot m2 existant dans le texte. Le mot m2 d’origine, est quand à lui modié en un
mot m3, ce qui a pour conséquence que le mot m1 (maintenant m2) représente un autre mot.
Il est donc possible d’eectuer un mauvais alignement car l’erreur de l’OCR est grave. Les
chaînes proviennent uniquement des lignes, c’est-à-dire qu’une chaîne donnée correspond à
une seule ligne. Cependant, une ligne peut avoir plusieurs chaînes uniques. Le but de cette
méthode est de trouver le plus de lignes ayant une chaîne unique. Suite au marquage des mots,
un alignement dit “naturel” se dégage. Lorsqu’on associe 2 chaînes ensemble, nous associons
aussi deux lignes. Ce premier traitement nous fournit un brouillon d’alignement qu’il faut
vérier et qui nous servira de base pour réaliser l’ensemble de l’alignement.
Traitement de l’alignement “naturel”
Il y a deux étapes pour le traitement de l’alignement correspondant aux deux congurations
possibles. Ces deux congurations sont les erreurs de fusions et de ssions que nous pouvons
détecter facilement. En eet, si une ligne du système est alignée avec au moins 2 lignes de la
vérité alors c’est une fusion. À l’inverse, si une ligne de la vérité est alignée avec au moins 2
lignes du système alors c’est une ssion. Ces deux cas sont traités dans l’algorithme 2.
— Dans le cas d’une fusion, nous devons couper et réaligner la ligne du système par les lignes
de la vérité avec lesquelles elle est alignée. Ce cas est plus complexe à traiter que la ssion
car il est toujours plus facile d’assembler que de couper. Pour rétablir la fusion, on itère
sur chacun des éléments vérité correspondant à l’élément système. On prend deux lignes
et on tente de faire correspondre les contenus en rejetant une extrémité. Si l’extrémité est
non nulle alors on fait correspondre les deux chaînes précédentes privées de l’extrémité
et on remplace la ligne du système par l’extrémité (qui est le reste). Si l’extrémité est nulle
alors tout le contenu est aligné et on s’arrête. Si, à la n, il reste une extrémité qui n’a pas
été alignée, alors on la place dans l’ensemble des lignes du système S. Il faut remarquer
que lorsqu’on coupe un élément du système, on eectue une estimation de l’emplacement
de la coupure en comptant le nombre de caractère à gauche et à droite. Cette méthode,
même si elle est peut précise car elle dépend de la police et de la taille des caractères, est
susante pour séparer les éléments fusionnés.
— Dans le cas d’une ssion, nous devons assembler les lignes du système associées à la ligne
de vérité concernée. Cette tâche est assez simple puisqu’il sut de fusionner les lignes du
système en utilisant leur positions. La ssion est une ssion horizontale car dans le cas
d’une ssion verticale, le texte n’est pas correctement reconnu étant donné que cette der-
nière modie les caractères. Comme la ssion est horizontale, il faut ordonner les lignes de
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gauche à droite et les fusionner. Avant de fusionner, il faut vérier que les lignes associées
ne soient pas dues à des eets de bord des chaînes uniques. Pour ce faire, nous regardons
si la taille total des lignes systèmes assemblé est proche de celle de la vérité. Le seuil de
proximité est xé à 20% de tolérance d’écart entre la taille totale des lignes du système en
caractère et celle de la vérité. Si le seuil est respecté alors nous fusionnons itérativement
les lignes de gauche à droite.
Algorithm 2: Text/Xml - Detection Et Correction Des Fusions / Fissions
1 begin
2 for vi ∈ V do
3 if |vi .matches | ≥ 1 then
4 Entier tailleVerite ←− дetCharNumber (vi )
5 Entier tailleMatches ←− дetCharNumber (vi .matches )
6 Entier distanceTaille ←− abs (tailleVerite−tailleMatches )min(tailleVerite,tailleMatches )
7 if distanceTaille < 0.2 then
8 Trier les matches de gauche à droite
9 for sk ∈ vi .matches , k ∈ [1; |vi .matches |] do





15 for sj ∈ S do
16 if |sj .matches | ≥ 1 then
17 Trier les matches de gauche à droite
18 formk ∈ sj .matches , k ∈ [0; |sj .matches |] do
19 Ligne restant ←−matchLiдnes (sj ,mk )
20 if !restant .empty then
21 associerLiдnes (sj ,mk )






Vérication des lignes alignées
Cette étape vérie qu’une ligne n’a subit aucune ssion ou fusion de la même manière que
précédemment à la seule diérence que nous ne savons pas quelles sont les lignes concernées.
Une relation de cardinalité 1-1 ne signie pas qu’il n’y a pas d’erreurs de segmentation. Il est
donc important de vérier chaque alignement que nous avons eectué. Cette méthode est
décrite dans l’algorithme 3.
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Algorithm 3: Text/Xml - Correction des derniers alignements
1 begin
2 for vi ∈ V do
3 if !vi .veri f ie then
4 Ligne restant formk ∈ vi .matches do
5 restant ←−matchLiдnes (vi ,mk )
6 if !restant .empty then
7 associerLiдnes (sj ,mk )
8 sj .valeur ←− restant
9 end
10 vi .veri f i ←− vrai
11 end
12 if !restant .empty then





Alignement des lignes non alignées
Cette étape est décrite dans l’algorithme 4. Suite aux corrections, de nouvelles lignes peuvent
apparaître et ont besoin d’être alignées. Nous itérons sur les lignes de la vérité en consti-
tuant des intervalles entre deux lignes matchés. Ces intervalles forment des listes de lignes
de vérité non alignées. Aussi, elle nous donne, grâce aux matches des deux lignes formant
l’intervalle, une zone de recherche. Cette zone correspond au rectangle formé entre les deux
matches. La zone ainsi dénie nous permet d’utiliser les positions des lignes du système an
de les sélectionner pour les aligner. Nous disposons de deux ensembles de lignes qu’il nous
faut comparer pour les associer entre elles. Cette dernière étape est réalisé par une méthode
récursive de recherche de meilleur correspondance entre les lignes. Cela nous permet de trou-
ver un alignement respectant l’ordre d’origine des lignes tout en rejetant si besoin certaines
lignes dont le contenu est trop éloigné.
Enn, tous les éléments qui ont été extrait des lignes du système lors d’une supposé fusion sont
remis à leur place dans leur ligne d’origine. Cette heuristique permet de recoller les morceaux qui
ont été mal découpé.
4.4 Corpus
Le corpus utilisé pour évaluer la méthode et les deux OCR est le corpus2bis décrit dans la table 3.4.
40
Algorithm 4: Text/Xml - Aligner les nouveaux éléménts
1 begin
Result: Boolean aliдne
2 Entier indexDebut ←− −1
3 Entier indexFin ←− 0
4 Entier indexMax ←− |V |
5 Boolean aliдne ←− f aux
6 Boolean init ←− f aux
7 for i ∈ [0;maxIndex] do
8 if |vi .matches | , 0 then
9 init ←− vrai
10 indexFin ←− i
11 if abs (indexFin − indexDebut ) > 1 then
12 if aliдneLineaireMatch(indexDebut , indexMax ) then
13 aliдne ←− vrai
14 end
15 end
16 indexDebut ←− i
17 end
18 end
19 if indexDebut , indexMax&init then
20 if aliдneLineaireMatch(indexDebut , indexMax ) then





4.5.1 Evaluation de la méthode
Nous évaluons, pour cette méthode, uniquement l’alignement des contenus car les erreurs de seg-
mentation sont diciles à obtenir dans cette conguration.
L’évaluation de l’alignement des lignes peut être parfois trompeuse car un alignement peut-être
“faux” mais ne pas générer de diérence lors de l’évaluation de la reconnaissance de caractères.
Cette évaluation nous donne une idée de la abilité de la méthode.
La gure 4.1 représente les performances de l’alignement de la méthode sur le corpus2bis . Les prin-
cipales erreurs surviennent lorsque la structure physique du document est particulière et que nous
ne trouvons plus les bons candidats à aligner.
An d’évaluer plus précisément l’impact des diérences d’alignements entre la méthode et la vérité,
on se propose de calculer les taux de reconnaissance de caractères en utilisant ces deux alignements.
La diérence des deux taux nous permettra de juger de l’importance des erreurs d’alignement. Les
résultats sont inscrits dans la table 4.2.
La diérence entre les deux taux de reconnaissance est très faible (0.37% d’écart). On peut donc dire
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- Alignments corrects %
Rappel 2540 / 2629 96.61
Precision 2540 / 2710 93.73
Table 4.1 – Texte / Xml - Rappel et précision de l’alignement de la sortie d’OCRopus sur le
corpus2bis
- Reconnaissance
Alignement - vérité 96,40 %
Alignement - méthode 96,03 %
Table 4.2 – Texte / Xml - Comparaison des taux de reconnaissance entre la vérité et la méthode sur
le corpus2bis avec l’OCR OCRopus
que les erreurs d’alignement produites par la méthode sont des erreurs faibles en conséquences sur
l’évaluation nale. Cependant, des diérences existent et elles peuvent être potentiellement ampli-
ées sur des documents diciles ou avec des systèmes peu performants.
4.5.2 Evaluation des OCR
La gure 4.3 montre les résultats de reconnaissance de caractères des OCR Ocropus et Tesseract sur
le corpus2bis . Ils ont été calculés à partir de la méthode et non de la vérité. En eet, par manque de
temps, nous disposons uniquement de l’alignement de vérité d’OCRopus. On distingue une dié-
rence de plus de 3% entre les deux OCRs. Comme énoncé précedemment, les résultats d’OCRopus









La méthode d’alignement nécessite un contenu et une segmentation d’une qualité minimum. En
eet, de part sa nature mixte, il va exister une interdépendance entre le contenu et la segmentation.
Si la segmentation est trop mauvaise, même si le contenu est parfaitement reconnu il sera parfois
dicile d’aligner. L’inverse est aussi vrai : si le contenu est trop mauvais, nous n’aurons pas de
points de repère dans le document et nous ne pourrons pas utiliser la segmentation. Cependant,
si ces erreurs sont ponctuelles et non généralisées alors la méthode permet de les compenser. Une
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limite de cette méthode est la détermination de la zone de recherche des candidats à l’alignement
par la position. Cette zone peut être entièrement erronnée de part la position des deux lignes la
dénissant. En eet, ne connaissant ni les blocs physique, ni l’ordre de lecture sur le document, il
est parfois dicile de trouver une zone satisfaisante. Une autre limite est l’utilisation des chaînes
uniques comme points de repères entre le texte de la vérité et les boites du système. Lorsqu’aucune
chaîne ou très peu sont trouvées, la méthode perd grandement en ecacité. Cette méthode n’est
donc pas adaptée aux documents diciles ou aux systèmes peu performants. Même si elle n’est
encore mature, les résultats qu’elle propose, par rapport à d’autres méthodes plus précises comme
dans la partie Xml/Xml, sont satisfaisants car très proches de la vérité.
4.6.2 Améliorations
Pour améliorer la méthode actuelle, il faudrait mettre en place un moyen permettant d’obtenir les
blocs physiques d’un document an de mieux cibler les lignes par leur position. De plus, une clas-
sication et une détection des erreurs de segmentation seraient possibles en utilisant la cardinalité
de chaque relation. Cependant, cette dernière amélioration serait très sensible car les erreurs d’in-




Dans ce rapport, nous avons proposé 3 méthodes visant à eectuer des évaluations de segmen-
tation et de reconnaissance de caractères sur des OCR. Nous avons évalué chaque méthode
en utilisant des corpus ayant des documents présentant des caractéristiques diérentes pour
montrer leur stabilité. Ces 3 méthodes ont le même objectif mais pas les mêmes contraintes.
Suivant la forme des entrées du système, une méthode sera employée plutot qu’une autre car
elle est plus adaptée. Nous allons maintenant résumer chacune des 3 méthodes, en commen-
çant de la moins précise à la plus précise :
1. Partie Texte / Texte
La méthode RETAS développé par [10] à été utilisé. Nous savons que les limites de la
méthode reposent dans la structure physique des documents des corpus utilisés. Lorsque la
structure est linéaire, la méthode fonctionne correctement. Cependant, lorsqu’elle devient
complexe et que des erreurs d’ordre de lecture ou des fusions inter-colonnes apparaissent,
l’alignement échoue.
2. Partie Texte / Xml : Nous avons créé une méthode pour ces contraintes particulières qui
est un compromis entre un texte et un texte avec sa représentation spatiale. La méthode
proposée fonctionne lorsque la segmentation et le contenu permettent de poser des repères
ables, dans le cas contraire, elle échouera.
3. Partie Xml / Xml : Nous avons modié la méthode Zonemap [6] tout en conservant ses
concepts de base. De plus, nous avons ajouté une nouvelle classe d’erreur de segmentation,
ainsi que mis en place une méthode permettant d’aligner le contenu. Cette méthode s’est
révélée être la plus précise. D’une part car elle permet d’évaluer la segmentation, ce que
les autres méthodes ne permettent pas ou dicilement. Et d’une autre part elle permet de
prendre en compte ces erreurs de segmentation dans l’alignement des contenus.
Sur les OCRs
Nous avons évaluer les performances de deux OCRs : OCRopus et Tesseract. De plus, nous les
avons comparés an de savoir lequel était meilleur que l’autre sur les deux critères suivants :
la segmentation et la reconnaissance de caractères. Concernant la conclusion nale sur les
résultats, nous utilisons la méthode la plus précise, à savoir Zonemap+ (partie Xml / Xml).
Les résultats concernant la segmentation sont inscrits dans le tableau 3.5 et ceux concernant
la reconnaissance sont répertoriés dans le tableau 3.7. Dans l’ensemble, indépendamment des
corpus utilisés, l’OCR Tesseract obtient de meilleurs résultats à la fois pour la segmentation
et pour la reconnaissance des caractères. Le second étant dépendant du premier, il serait in-
teressant d’observer la variation du taux de reconnaissance de caractères en leur donnant la
même segmentation. De plus, nous pouvons remarquer qu’OCRopus fait des erreurs de seg-
mentation modiant le contenu à reconnaître (fusion/ssion verticale), et donc que les taux
de reconnaissance subissent ces eets de bord. En conclusion, utilisés tels qu’ils sont donnés,
les OCRs OCRopus et Tesseract ont des performances proches mais susament éloignés pour
dire que Tesseract est meilleur qu’OCRopus. Il est important de noter qu’il n’y a eu aucun en-
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trainement de ces OCRs sur les corpus. Une suite à ce rapport serait de déterminer les taux
de reconnaissance indépendamment de la segmentation. De plus, on pourrait observer la va-
riation des performances en les entrainant sur les corpus. La moyenne pondérée (au nombre
de documents) du taux de reconnaissance de caractères de Tesseract sur les corpus corpus1,
corpus1bis et corpus2bis est de 97.91 %.
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Soit la liste des rectangles de la vérité : V = {V0,V1, ..,Vi }, i ∈ N
Soit la liste des rectangles du système : S = {S0, S1, .., Sj}, j ∈ N
Soit l’ensemble L des liens : {Si ,Vj }, i, j ∈ N
Soit l’ensemble L’ des liens validés : {Si ,Vj }, i, j ∈ N
Algorithm 5: Zonemap+ Algorithm
1 begin
2 Compute links
3 Sort links by descending order
4 for Lk ∈ L do
5 PolyдonS ←− Lk .S
6 PolyдonV ←− Lk .V
7 if {Lk .S,Vj } ∈ L′ then








10 Conf iд.Merдe ←− card (Vi ∈ Lk .S )
11 end
12 if {Si ,Lk .V } ∈ L′ then




14 Conf iд.Split ←− card (Si ∈ Lk .V )
15 end
16 if Area(PolyдonS ∩ PolyдonV ) > threshold then
17 if not Cong.Split & not Cong.Merge then
18 Conf iд.Math ←− 1
19 end
20 ComputeError(cong,PolygonS,PolygonT)
21 Lk ∈ L
′
22 Lk .S ←− Lk .S − Lk .S ∩ PolyдonS





7 SortieXMLde l’OCR “OCRopus” en formatHOCR
1 <? xml v e r s i o n = " 1 . 0 " encod ing = " UTF−8 " ?>
2 < ! DOCTYPE html PUBLIC " − / /W3C/ / DTD XHTML 1 . 0 T r a n s i t i o n a l / / EN"
3 " h t t p : / /www. w3 . org / TR / xhtml1 /DTD/ xhtml1− t r a n s i t i o n a l . d td " >
4 <html xmlns= " h t t p : / /www. w3 . org / 1 9 9 9 / xhtml " x m l : l a n g = " en " l a n g = " en " >
5 <head>
6 < t i t l e >OCR R e s u l t s < / t i t l e >
7 <meta ht tp −equ iv = " con ten t − type " c o n t e n t = " t e x t / html ; c h a r s e t = u t f −8 " / >
8 <meta name= " D e s c r i p t i o n " c o n t e n t = " OCRopus Output " / >
9 <meta name= " ocr−system " c o n t e n t = " ocropus −0 . 4 " / >
10 <meta name= " ocr− c a p a b i l i t i e s " c o n t e n t = " o c r _ l i n e ocr_page " / >
11 < / head>
12 <body>
13 < d i v c l a s s = ’ oc r_page ’ t i t l e = ’ f i l e r e s u l t s / temp / 0 0 0 1 . b in . png ’ >
14 <span c l a s s = ’ o c r _ l i n e ’ t i t l e = ’ bbox 755 2421 1023 2459 ’ >REVIEWS< / span >< br / >
15 <p / >
16 <span c l a s s = ’ o c r _ l i n e ’ t i t l e = ’ bbox 267 2325 1510 2367 ’ >TE Roan ro J u s r t c E .
By the Rr . Hos . Sm Aasasn DENNINa . < / span >< br / >
17 <span c l a s s = ’ o c r _ l i n e ’ t i t l e = ’ bbox 352 2283 1511 2326 ’ > [ London : S t e v e n s \&
amp ; Sons , L t . 1 9 5 5 . v i i i and 118 pp−< / span >< br / >
18 <span c l a s s = ’ o c r _ l i n e ’ t i t l e = ’ bbox 349 2243 594 2283 ’ >10 s . 6d . ne t . ] < / span ><
br / >
19 <span c l a s s = ’ o c r _ l i n e ’ t i t l e = ’ bbox 273 2168 1515 2202 ’ > I s the l a s t two y e a r s
Lord J u s t l c e Denning has d e l i v e r e d a number o f < / span >< br / >
20 < / d i v >
21 < / body>
22 < / html >
Listing 7.1 – Exemple de sortie XML de l’OCR “Ocropus” en format HOCR
52
8 Document n°7 du corpus1






10 Exemple de document complexe - Corpus2
Figure 10.1 – Exemple de document complexe du corpus2 avec à la fois une partie linéaire et une
partie non linéaire.
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