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The natural time scale of nuclear motion is the femtosecond time scale. In this dissertation a
route towards the measurement of structural dynamics with femtosecond time and atomic spatial
resolution is presented, in order to follow nuclear motion in real time. The method developed here
is time-resolved photoelectron diffraction.
Photoelectron diffraction is a method that probes the structure in the vicinity of the emitter
atom. When an electron is emitted through light irradiation, it follows an unscattered and a scat-
tered path through the crystal. Both paths have fixed phase relations in the detection plane and
therefore their amplitudes add to an angle dependent interference pattern that carries information
about the local crystal structure around the emitter. By selecting the scanned electron energy
emitters can be discriminated by their chemical nature.
With the combination of photoelectron diffraction with light pulses from higher harmonics gener-
ation (HHG), a pump-probe scheme becomes possible, in which the fundamental IR wavelength
acts as pump pulse and the higher harmonic pulses in the extreme ultraviolet (XUV) are used to
excite the photoelectrons.
In the first chapters apart from the methodology like photoelectron diffraction and pump-probe
measurements the technical setup of the experiments is outlined. In a following chapter routines
for the recording of photoelectron diffraction measurements with a wide angle lens (WAL) elec-
tron analyzer are presented. It is shown how the x-ray photoelectron diffraction (XPD) map of
a Bi 4f core level from a Bi(111) crystal is recorded with the 2-dimensional detector and how the
detector coordinates are projected on the spherical coordinates of the crystal system. Moreover
binning routines are presented that account for oversampling effects. The efficiency of the 2D
detection scheme and its routines are underlined by a comparison of measurement durations of
full XPD maps between the WAL detector and a conventional channeltron detector. It comes out
that recording times can be faster by a factor of ten, provided the same measurement geometry is
maintained. Additionally a Cu Fermi surface map is recorded with ultraviolet (uv) light and gives
proof that the recording procedures can also be applied to do angle-resolved photoelectronelectron
spectroscopy (ARPES).
In a next chapter the sensitivity of not only XPD but also ultraviolet photoelectron diffraction
(UPD) is demonstrated by measurements of the geometric structure of tin-phthalocyanine (SnPc)
molecules adsorbed on a Ag(111) surface. It is demonstrated that XPD and UPD are complemen-
tary methods. While structural parameters such as azimuthal rotation and flattening of the basket
shaped molecules upon adsorption can be identified with XPD, the mean bond distance between
the tin atom and the surface (dSn−Ag = 2.30 A˚) can be obtained from UPD measurements.
The ability of UPD to measure structural parameters with sub-A˚ngstrom resolution is a key re-
quirement to use the method for time-resolved experiments in the subsequent chapter: By intense
IR laser pulses a displacive excitation of coherent phonons (A1g mode) in Bi(111) is triggered.
In delay scans between IR pump and XUV probe pulses oscillations of electron density on the
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one hand and UPD signal on the other hand can be observed. At normal emission well known
cosine-like oscillations of the electronic density of states (DOS) around the Fermi energy are ob-
served. At a polar angle of θ = 50◦ in the Γ¯K¯ direction a part of the UPD map from the fully
integrated valence band is measured. The phase of the oscillation in the UPD signal is shifted by
pi with respect to the one observed at normal emission and thus directly follows the nuclear motion
of the lattice. Single scattering cluster (SSC) calculations reproduce the signal oscillation found
in this region of the Brillouin zone. Tight binding calculations of the phonon dependent DOS
alone cannot explain the magnitude of the oscillation at this angular position. This highlights
that transient structural effects measured via time-resolved UPD play an important role here.
In another measurement states close to the L and X point of the Brillouin zone are compared,
showing a change of phase again. The UPD signal might be dominating at locations where only
few electronic states are available.
In the final chapter a theory study of time-dependent XPD is shown, that also gives an outlook
to future perspectives of the method. A pump-probe experiment is simulated in which a 2 THz
pulse resonantly excites CO molecules adsorbed on a Pt(111) surface. The excitation results in a
coherent wagging motion of the molecules that can be probed by XPD. Excitation and coherent
movement are simulated with density functional theory (DFT) and molecular dynamics (MD) cal-
culations and the XPD measurement is simulated applying SSC calculations. Averaging over 50
different molecular trajectories shows that during excitation the CO molecules align azimuthally
and coherently oscillate with increasing amplitudes of the hindered translational mode. After the
pulse has passed, the molecules relax, what can be seen in an increasing azimuthal isotropy. This
way a molecular movie in real time is simulated.
Zusammenfassung
Die natu¨rliche Zeitskala, auf der sich Atomkerne in Festko¨rpern bewegen, ist die Femtosekunden-
zeitskala. Diese Dissertation handelt von der Umsetzung einer Messmethode, die das Ziel verfolgt
strukturelle Vera¨nderungen mit Femtosekundenzeit- und mit atomarer ra¨umlicher Auflo¨sung zu
messen. Somit kann die Bewegung von Atomru¨mpfen in Echtzeit verfolgt werden. Die dabei
verwendete Methode heißt zeitaufgelo¨ste Photoelektronendiffraktion.
Durch Photoelektronenbeugung ist es mo¨glich, die Struktur in der atomaren Umgebung des Pho-
toemitters zu messen. Dabei macht man sich zunutze, dass ein Elektron, das durch Photonenab-
sorption emittiert wird, mehrere Wege verfolgen kann, bevor es die Probe verla¨sst, um detektiert
zu werden. Das Elektron kann entweder direkt, ohne mit den Nachbaratomen zu streuen, in
den Detektor gelangen oder es wird an den Nachbaratomen gestreut. Da zwischen direkter und
gestreuter Elektronenwelle eine feste Phasenbeziehung erhalten ist, summieren sich die Amplituden
der Wellen entlang einzelner Pfade koha¨rent und in der Detektionsebene entsteht ein winkelab-
ha¨ngiges Interferenzmuster.
Indem man die Energie der detektierten Elektronen wa¨hlt, kann man bestimmen, welche Art von
Emitteratomen hinsichtlich ihrer atomaren Umgebung untersucht werden soll. Dies ist mo¨glich,
da das emittierende Atom abha¨ngig von der Elementart Elektronen mit charkteristischer Energie
entsendet.
Um die Methode zeitaufgelo¨st zu betreiben, verwendet man eine Pump-Abfrage Technik. In diesem
Fall wird das untersuchte System mit infrarotem (IR) Licht angeregt, also gepumpt, und mit ul-
traviolettem (UV) Licht abgefragt. Die UV-Laserpulse werden durch die Erzeugung ho¨herer har-
monischer Schwingungen der fundamentalen IR-Wellenla¨nge (HHG) erzeugt. Die Abfrage besteht
aus einer Messung des Elektronenbeugungssignals und wird mit variierender Verzo¨gerung zum
Pumppuls gemessen.
In den ersten Kapiteln werden neben einer methodischen Einfu¨hrung Aufbau und Durchfu¨hrung
des Experiments beschrieben. In einem darauffolgenden Kapitel werden Abla¨ufe beschrieben,
um mit einem zweidimensionalen Elektronenanalysator mit einer Weitwinkellinse Elektronen-
diffraktionsmuster zu messen. Als Beispiel dient die Aufnahme des Beugungsmusters eines Bi
4f Rumpfni-veaus von einem Bi(111)-Kristall. Es werden Formeln fu¨r eine Projektion der Detek-
torkoordinaten auf die Kugelkoordinaten des Kristallsystems entwickelt und daru¨berhinaus eine
Prozedur, um Werte von mehrfach detektierten Emissionsrichtungen zu mitteln. Das Ergebnis
zeigt, dass unter gleichbleibender Messgeometrie mit einem Weitwinkellinsenanalysator zehn mal
schneller gemessen werden kann, als mit einem konventionellen Channeltrondetektor. Weiterhin
wird demonstriert, dass sa¨mtliche Prozeduren auch fu¨r winkelaufgelo¨ste Elektronenspektroskopie
verwendet werden ko¨nnen, wie anhand der Aufnahme einer Cu-Fermifla¨che gezeigt wird.
Im anschließenden Kapitel wird Photoelektronenbeugung sowohl mit Ro¨ntgen- (XPD), als auch
mit ultravioletem (UPD) Licht verwendet, um speziell das Potential von UPD hinsichtlich der
Bestimmung von Strukturparametern zu testen; dazu werden Zinn-Phthalocyanine (SnPc) auf
v
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Ag(111) adsorbiert. In dem Kapitel wird gezeigt, dass die Kombination von XPD und UPD kom-
plementa¨re Ergebnisse liefert. Mit XPD kann die azimuthale Ausrichtung der Adsorbatmoleku¨le
sowie ein Abflachen der urspu¨nglich konvexen Moleku¨le beobachtet werden. UPD hingegen liefert
zusa¨tzlich den mittleren Bindungsabstand der Zinnatome vom Silbersubstrat (dSn−Ag = 2.30A˚).
Da mithilfe der UPD-Methode Strukturen mit sub-A˚ngstrom-Auflo¨sung bestimmt werden ko¨n-
nen, eignet sich diese, um im darauffolgenden Kapitel zur zeitaufgelo¨sten Methode erweitert zu
werden. Mit intensiven Infrarotpulsen werden in einem Bi(111)-Kristall koha¨rente Phononen (A1g-
Mode) durch Verschieben der Elektronendichte angeregt. Mit den ho¨herharmonischen UV-Pulsen
wird in Normalemission, in Abha¨ngigkeit der Verzo¨gerung zwischen IR und UV, die wohlbekannte
kosinusartige Oszillation der elektronischen Zustandsdichte (DOS) im Bereich der Fermienergie
beobachtet. Bei einem gro¨ßeren Polarwinkel θ = 50◦ kann in Γ¯K¯-Richtung eine Oszillation von
Teilen des UPD-Signals vom vollsta¨ndig integrierten Valenzband gemessen werden. Dabei zeigt
sich, dass die Phase der UPD-Signalschwingung um pi gegenu¨ber der Schwingung der elektronis-
chen Struktur bei Normalemission verschoben ist. Somit folgt die gemessene Schwingung direkt der
Auslenkung der einzelnen Gitteratome. Dieses Schwingungsverhalten des zeitaufgelo¨sten UPD-
Signals wird durch ”single scattering cluster”-Rechnungen (SSC) besta¨tigt. Weiterhin wird mittels
des ”tight binding”-Modells die DOS-Schwingung in Abha¨ngigkeit der Gitterauslenkung berech-
net, wobei sich zeigt, dass die Sta¨rke der Oszillation nicht allein durch ”tight binging”-Rechnungen
erkla¨rt werden kann. Daher spielen A¨nderungen der Gitterstruktur, wie sie mit zeitaufgelo¨stem
UPD gemessen werden, eine wichtige Rolle. Zusa¨tzlich werden in einer weiteren Messung Zusta¨nde
in der Na¨he des L- und X-Punktes der Brillouinzone gemessen. Ein Vergleich zeigt, dass dort,
wo wenige Zusta¨nde in der Bandstruktur verfu¨gbar sind, mo¨glicherweise wieder UPD-Effekte be-
merkbar sind.
Im letzten Kapitel wird schließlich eine Theoriebetrachtung zu zeitaufgelo¨stem XPD angestellt,
was zugleich als Ausblick fu¨r mo¨gliche Anwendungen gilt. Es wird ein Pump-Abfrage Experiment
simuliert, in dem ein 2 THz-Puls CO-Moleku¨le auf einer Pt(111)-Oberfla¨che zu koha¨renten Kipp-
schwingungen anregt. Mit XPD kann ein zeitlich variierendes Signal gemessen werden. Anregung
und koha¨rente Schwingung werden durch Rechnungen mittels der Dichtefunktionaltheorie (DFT)
und Molekulardynamik-Rechnungen (MD), die XPD-Messung durch SSC-Rechnungen simuliert.
Eine Mittelung u¨ber 50 verschiedene Moleku¨ltrajektorien zeigt, dass sich die Moleku¨le durch die
Anregung azimuthal ausrichten und mit zunehmender Amplitude der Kippschwingung koha¨rent
zu oszillieren beginnen. Nachdem der Puls voru¨ber ist, relaxieren die Moleku¨le, wobei die az-
imuthale Ordnung zunehmend verloren geht, also isotroper wird. Auf diese Weise wird der Film
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”If you want to understand function, study structure,” Francis Crick the co-discoverer of the DNA
structure has supposedly said [1]. This statement emphasizes the importance of structural anal-
ysis on atomic scales. However structural determination of smaller objects like cellular tissue,
molecular or even atomic structure demands the aid of technical devices. It has been achieved
to resolve single atoms using various methods like atomic force or scanning tunneling microscopy.
Moreover structural parameters of solids with sub-A˚ngstom resolution can also be found using
x-ray diffraction or electron diffraction.
But an important aspect the term ”function” implies, is dynamics. So in order to follow physical
and chemical processes on the atomic scale in real time, atomic resolution has to be combined with
femtosecond time-resolution, as the natural scale of nuclear motion is the femtosecond timescale.
In the 1980s through pioneering work by Zewail and others, the field of femtochemistry was de-
veloped and it became possible to follow structural dynamics like the dissociation of molecules
in real time, i. e. with femtosecond time-resolution [2]. In the nineties first works appeared, in
which structural dynamics were recorded in a very direct way using ultrafast electron diffraction
with a resolution of only a few picoseconds [3, 4]. In those measurements the structural changes of
molecules in the gas phase were recorded. The dynamics of the structural changes were followed
by using the well established pump-probe method, in which femtosecond laser pulses served as
pump and picosecond electron pulses as probe. Later, ultrafast electron diffraction was further
developed to resolve structural dynamics on the femtosecond scale [5].
Now a direct method existed to follow nuclear dynamics in real time and the generation of a
molecular movie came within reach. Such a powerful tool enables the observation of chemical pro-
cesses as they occur in real time. This makes the identification of key reactive modes in complex
reactions possible, thereby revealing insight into function of complex molecules [6].
However time resolution of ultrafast electron diffraction was limited by the temporal width of the
electron pulses. With the advent of pulsed x-rays for example by the use of slicing techniques
[7] the tools for time-resolved x-ray diffraction were existing. With femtosecond x-ray pulses as
probe, the time-resolution of measurements could further be improved but only at the cost of
lower scattering cross sections compared to electron diffraction. Still progress was soon reported
about ultrafast structural measurements with femtosecond time-resolution. Processes such as lat-
tice strain propagation and solid-liquid phase transitions were observed [8, 9].
The present dissertation about time-resolved photoelectron diffraction also pursues the goal to
show measurements of time-resolved structural dynamics on the femtosecond time scale. The
method joins advantages of both electron and x-ray diffraction. With the diffracted particles also
being electrons, large cross sections are combined with a time-resolution that is only limited by
the duration of few-femtoseconds laser pulses. Thus photoelectron diffraction, a method renowned
for its powerful abilities to resolve structure with atomic resolution [10–12], is extended to a time-
resolved method using a pump-probe setup. Instead of using pulsed x-rays, XUV laser pulses from
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higher harmonics generation (HHG) with durations of a few femtosecond are applied [13, 14].
The route towards the realization of the measurement is described stepwise. In a first step a new
chamber including a wide angle lens 2D electron analyzer had to be set up. Subsequently the
performance of the analyzer and its capability to measure angle resolved spectra is demonstrated.
Thereby the projection of the detector coordinates onto spherical coordinates of the crystal system
are derived.
In the next step the sensitivity of photoelectron diffraction in the ultraviolet (UPD) and in the
x-ray regime (XPD) is tested in experiments with SnPc adsorbed on a Ag(111) surface. Since
structural parameters of the system could be derived with sub-A˚ngstrom resolution, UPD is then
extended to time-resolved measurements.
The realization of a proof of principle measurement applying time-resolved UPD is shown. With
IR pulses as pump, coherent optical phonons (A1g) in a Bi(111) crystal are excited and the time-
dependent structural changes are probed with UPD using pulsed XUV light from HHG. Thus
nuclear motion can be followed in a very direct way and with femtosecond time-resolution.
Finally a theoretical study shows how the method can be further expanded into the x-ray regime
to follow the resonantly excited wagging motion of CO molecules adsorbed on Pt(111). The peri-
odic motion of the carbon atoms becomes visible as another version of a molecular movie. For a
realization of this study THz pump and x-ray probe pulses are required as they are soon available
at the Paul Scherrer Institute for example [15].
2 Methodology
2.1 Photoelectron Spectroscopy
One of the fundamental findings that demonstrated the limits of classical physics and paved
the way for modern quantum mechanics, was that of the particle-wave dualism of light. The
observation of the photo-electric effect by Heinrich Hertz in 1887 [16] and its explanation by
Albert Einstein in 1905 [17] established the view on light, to be either particle or wave, depending
on which experiment was conducted. In case of the photo-electric effect Einstein assumed that
light consists of discrete particles, namely photons, that are able to transfer enough energy to
electrons in order to emit them from solids. The equation
Ekin = hν − EB − Φ (2.1)
describes the residual kinetic energy Ekin of a photo-emitted electron after absorption of a photon
with energy Ep = hν and having overcome the binding energy EB and the work function Φ.
Commonly EB is taken with respect to the Fermi energy EF , i. e. EB = 0 eV, if it equals the
Fermi energy.
Three step model The process of photon absorption itself can be described in different ways.
First the semi-classical and intuitive three-step model for solids is outlined here [18]. The three
steps of the model include
1. Absorption of the photon hν that leads to an electronic transition from a bound initial state
|ψi〉 with binding energy EB to a final state |ψf 〉 with kinetic energy Ekin,s in the solid.
Ekin,s refers to its zero at the bottom of the valence band E0.
2. Transport of the electron as wave with wave vector k =
√
2mEkin,s/~2 through the solid.
Thereby the wave can scatter inelastically and is damped exponentially. The damping
constant is the inelastic mean free path (IMFP).
3. Transition from the solid into the vacuum. The wave has to overcome the surface potential
step V0 = Φ + (EF −E0), which causes a reduction of the k⊥ component of k and leaves the
k‖ component unchanged, resulting in a refraction at the surface. EF −E0 is the difference
between bottom of the valence band and the Fermi energy. Waves with too small k⊥ cannot
escape.
Finally the kinetic energy outside the crystal is Ekin,v = Ekin,s−V0. To relate the refracted angle

























Figure 2.1: Emission and refraction of electrons at the surface. (All vectors are displayed in bold
letters) Left : Electrons with k inside the solid lose part of the k⊥ component when leaving the
solid. k‖ is conserved. The thick lines indicate the escape cone inside and outside of the crystal,
where particles with k⊥ < k⊥,min cannot escape. Right : Snell’s law for electrons crossing the
surface. The figure is taken from [19]
is used to express Snell’s law for electrons on surfaces:














2m(Ekin,v + V0) cos θ
′ (2.3)
It becomes obvious that the inner potential V0 has to be known in order to measure the dispersion
relation E(k⊥). Figure 2.1 illustrates the electron transition into vacuum.
Quantum mechanical description Later in a quantum mechanical theory the light mat-
ter interaction was described by the Schro¨dinger equation applying an electric field with vector














ψ(r, t) = Hψ(r, t) (2.4)
Assuming weak electric fields (A2(r, t) ≈ 0) and taking advantage of the Coulomb gauge




+ V (r)− e
mc
A(r, t) · p(r) = H0 +Hint (2.5)
with




reflecting the oscillatory behavior of the electric field. Thus the wave functions are not stationary
anymore and electron transitions become possible. Due to the weak-field assumption perturbation
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theory can be applied and leads to Fermi’s golden rule, expressing the transition probability




| 〈ψf |Hint|ψi〉︸ ︷︷ ︸
Mif
|2 · δ(Ef − Ei − hν) (2.7)
The δ-function makes sure energy is conserved and Mif is the so-called transition matrix element.
In its explicit form it now reads:
Mif = − e
mc




−iωt〈 ψf | 1 · p(r) | ψi 〉 (2.9)
In equation (2.9) large enough wave lengths are assumed so that kr  1. Relevant distances r
are of the order of atomic dimensions [21]. Then only the first term of the Taylor expansion of
the exponential term eikr is used (dipole approximation). To express Mif in the typical dipole
form using the position operator r some mathematical transformations have to be done. First one
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Substituting eq. (2.10) into eq. (2.9) leads to














−iωt〈 ψf | r | ψi 〉 ,
(2.12)
which expresses Mif with the explicit dipole operator. Thus using eq. (2.12) in eq. (2.7)
gives
Wif ∝ A20 ωif |〈 ψf |  · r |ψi 〉|2 ∝ I , (2.13)
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with I being the intensity of the electromagnetic wave. To explicitly express the polarization
direction that is parallel to the vector field the unity vector  is introduced: A = A0
Dipole selection rules A symmetry consideration reveals one aspect of the transition ma-





d3x ψ∗i (r) r ψf (r). (2.14)
In order to have a non zero value, the integral must have an integrand that has even inversion
symmetry about the point of origin r = 0. Thus with r being an antisymmetric function, the
product of ψi and ψf must be antisymmetric, too [22]. Hence the parity of initial and final state
must be different. The parities p of the wave functions are defined by the l-quantum number
in their spherical harmonic part Yl,m and p = (−1)l. In combination with angular momentum
conservation in a photon absorption process (the quantum number of the angular momentum of
linearly polarized photons is l = ±1), this leads to the following transition selection rules in the
dipole approximation for electronic wave functions:
lf = li ± 1 (2.15)
Also for ∆m selection rules can be found. Assuming linearly polarized light in z-direction the













dr dθ r2 sin θ ψ∗i (r, θ) r cos(θ) ψf (r, θ) . (2.17)
(2.18)
The first integral in eq. (2.18) is only non zero if
∆ml = mf −mi = 0 . (2.19)
For circular polarized light it can be shown in a similar way that
∆mc = ±1 . (2.20)
2.2 Photoelectron Diffraction
Photoelectron diffraction is a powerful tool to resolve the structure of surfaces with sub-A˚ngstrom
resolution. Briefly, by absorption of photons with energies ranging from the ultraviolet (UPD)
to the x-ray (XPD) regime, photoelectrons are emitted. These electrons scatter coherently at
neighboring atoms and create an interference pattern with the unscattered direct electron wave [23,
24]. Thus by scanning the photoelectron intensity distribution I(θ, φ) over the whole hemisphere
above a single-crystalline sample, a diffraction pattern can be recorded that carries information
2.2. Photoelectron Diffraction 7







Figure 2.2: Photoelectron intensity distribution of Bi 4f emission, excited with photons of energy
hν = 1253.6 eV, plotted on the surface of the hemisphere that is scanned with the detector. Large
elevations from the spherical surface correspond to high intensities at the respective spherical
angles. Normal emission and an exemplary emission direction k¯ corresponding to the polar angle
θ is indicated. φ shows the azimuthal rotation sense.
about the structure around the emitter atoms. By selecting specific electron energies corresponding
to particular core levels one can choose the emitter by its chemical nature. Hence the method
is particularly interesting for investigating crystal structures, bonding geometries of atoms or
molecules adsorbed on surfaces and the local environment of impurity or dopant atoms inside
surfaces [11, 12, 25]. On the angular map created through such a measurement various maxima
and minima occur as demonstrated in the 3D representation in Fig. 2.2. An extensive introduction
to the method is given in [24].
2.2.1 Single Scattering Theory
A theory to understand and quantitatively predict photoelectron diffraction patterns is the single
scattering theory that will be outlined here. This formalism is used to calculate the angle de-
pendent photoelectron intensity I. The theory was developed for emission from core levels rather
than for lightly bound valence states, so first only core levels will be considered.
In principle the scattering problem is solved by calculating the intensity with Fermi’s golden rule,
which implies solving the transition matrix element:
I ∝ |〈 ψf (r,kf ) |  r | ψi,nlm(r) 〉|2 , (2.21)
with |ψi,nlm(r)〉 as bound initial state and |ψf (r)〉 as unbound time-reversed LEED final state
|ψf (r)〉 = φ0(r,kf ) +
∑
j
φlf ,j(r, kf ) . (2.22)
This final state consists of a plane wave and the sum over spherical waves incoming at each




















Figure 2.3: Illustration of spherical wave electron scattering. An electron is emitted by a x-ray
photon and propagates through the crystal as spherical wave as indicated by the black circles.
The wave being modulated by the scalar product mif ∝  ·k comes in at the blue scatterer, where
it is transformed to the scattered wave with amplitude fj(θ
′
j)e
i kf rj/rj . The red and blue lines
indicate the paths of the unscattered and scattered electron respectively. Both are refracted by
the surface potential step V0 and then detected in the analyzer.
Following the three step model, the electronic excitation is considered first: Due to the dipole
transition rules, the emitted electron wave function, also called source wave, can have two different
l-quantum numbers | li ± 1,m 〉. Since core levels are completely filled shells, they are isotropic
and one can assume that the light polarization is parallel to the z-axis of the wave functions, thus
the transition selection rule is ∆m = 0. As all l-orbitals are fully occupied in a core state, the
outgoing source waves will have quantum numbers m = −lf ,−lf + 1, ... , lf − 1, lf .
The outgoing l-waves will have different amplitudes proportional to the radial transition matrix
element Rli±1. R is proportional to the overlap integral between the radial part of | ψi 〉 and
| ψf 〉. Each of the l-waves also has a phase δli±1 that can be retrieved from the argument of the
transition matrix element. Amplitudes and phases are tabulated for various emission energies and
initial states [27].
Summarizing the matrix element of each source wave with quantum numbers l and m can be
described as [24, 28]
mif (kf ) = CRlf e
iδlf Ylf ,m(kf ) , (2.23)
where C is a Gaunt coefficient. One can see the proportionality mif (kf ) ∝ Ylf ,m(kf ). As a
consequence scatterer atoms will experience different wave amplitudes depending to their relative
position with respect to the light polarization.
The second step follows the propagation of the waves through the solid. Each wave is expressed
as the coherent sum of the direct wave emitted from a localized core level and all singly scattered
waves from all atoms surrounding the photoemitter. On their way to the detector the direct and
scattered waves have different pathways but a fixed phase relation, since elastic scattering is a
coherent process (Fig. 2.3). The single scattering expression gives the photoelectron intensity
2.2. Photoelectron Diffraction 9




















)∣∣∣2 + TDS . (2.24)
The waves are exponentially damped on their specific path ways L0 and Lj with λi, the inelastic
mean free path, as a damping constant. fj(θ
′
j) is the complex atomic scattering factor (containing
also the scattering phase shifts) depending on the scattering angle θ′j of the j-th scatterer and rj
is the vector to the j-th scatterer. The index j runs over all atoms in the solid, excluding the
photoemitter. ei kf rj(1−cos θ
′
j) displays the geometric phase shift between direct and scattered wave.
The Debye-Waller factor Wj and TDS (thermal diffuse scattering term) both describe effects due
to thermal disorder [30, 31]. The summations over m and l add up the waves emitted with differ-
ent quantum numbers. Equal m-quantum numbers are coherently summed.
Finally the third step treats the refraction at the surface potential step V0 using Snell’s law for
surface refraction as given in eq. (2.2) and the waves are detected under the refracted emission
angle outside the crystal θ.
All these steps are implemented in a single scattering cluster (SSC) program [28], that calculates
the above expressions for a finite cluster size of typically a few hundred atoms. The program was
used a lot during this dissertation and will play a role in many of the chapters.
2.2.2 Electron scattering at Coulomb potentials
A fundamental process in photoelectron diffraction is the electron scattering at atoms inside
the solid. The potential landscape at which the electrons scatter can be approximated by the
augmented plane wave method as first proposed by Slater [32]. This method assumes spherical
potential wells around the atom sites in the crystal. In the interstitial space between the spheres
the potential is constant with value E0, the inner potential. If this value is referenced to the
vacuum energy Evac, it will be called V0 in this work. The approximation is also often called
muffin-tin approximation [33] as the 3-dimensional plot of the potential in the xy-plane looks like
a muffin tin. Fig. 2.4 shows the radial dependence of the potential V (r). To determine how an
electron scatters at such a potential well inside the crystal the complex scattering amplitude f(θ)
is calculated. This can be done by a partial wave expansion, that expands the incoming wave
into waves with discrete angular momenta and each partial wave experiences a phase shift at the
potential. In this work phase shifts of all l-partial waves were generated using a muffin-tin code
[33, 34]. Assuming that incoming waves are plane waves (plane wave approximation) the rules to







(2l + 1)ei δl sin δl Pl(cos θ) = |f(θ)| eiφ(θ) (2.25)
k is the absolute value of the wave vector, |f(θ)| is the absolute value of the angle dependent
scattering amplitude, φ(θ) is the phase shift of the outgoing electron wave and Pl(cos θ) is the
angular dependent Legendre polynom. In the single scattering cluster program f(θ) is calculated










Figure 2.4: Muffin-tin potential V (r). The wells are located around the atomic cores, the in-
terstitial region has energy E0, i. e. the bottom of the valence band. The muffin-tin radius
rMT is defined as the distance from the core to the boundary where the spheres touch. The gray
shaded area shows the valence band reaching from E0 up to EF . The inner potential is defined
as V0 = Evac −E0. At the left border (dashed line) the crystal ends and the potential rises up to
the vacuum level Evac.
formalism [28, 29, 36–38].
2.2.3 Differences of XPD and UPD
As already mentioned the single scattering theory was developed mainly for core initial states,
which are usually strongly bound so the typical wave length to access those states are in the
x-ray regime. Diffraction patterns recorded with these light sources and kinetic energies above
Ekin = 100 eV are called x-ray photoelectron diffraction (XPD) patterns. On the contrary lightly
bound states like shallow core levels or valence states are better accessible with UV-light, due to
a larger interaction cross section. Diffraction measurements with electron energies Ekin < 50 eV
will be referred to as UV-light photoelectron diffraction (UPD). The physics in these two regimes
also differs in several aspects [23, 28]. First, the scattering amplitudes and phase shifts of electrons
that scatter off a potential in XPD and UPD are distinct as illustrated in Fig. 2.5. The curves
for high electron energies show large amplitudes only in the forward scattering direction (Fig. 2.5
(a)), i. e. at θ ≈ 0◦. Therefore the angular positions of the scatterers with respect to the emitter
are directly imprinted in the diffraction map. Also the phase shifts (calculated in the plane wave
approximation for simplicity reasons) for this region are small (Fig. 2.5 (b)) so that direct and
scattered wave show constructive interference. Thus the quality of simulations and the under-
standing of XPD experiments is very good. It becomes more complicated in the case of electrons
with lower energies. There the scattering amplitudes at larger angles are considerable, especially
the amplitude for backscattered electrons. So single scatterers will contribute to intensities at
various regions in the diffraction map. Additionally there will be various regions of constructive
and destructive interference, due to changes in the sign of the phase. This leads to far less intuitive
2.2. Photoelectron Diffraction 11
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Figure 2.5: Scattering characteristics of electrons in silver calculated in the plane wave approxi-
mation. (a) shows |f(θ)| for Ekin = 772 eV (red) and Ekin = 25 eV (dashed black). In (b) phase
shifts corresponding to the scattering amplitudes in (a) are presented.
diffraction maps in case of UPD. Even more important is the reliability of simulations. However
with more contributions from different angles, smaller amplitudes and stronger interference effects
UPD simulations suffer more from inaccuracies of input values. Additionally multiple scattering
will play a more important role than in XPD.
On the other hand the sensitivity of UPD simulations to input parameters also reflects the sensi-
tivity of UPD experiments to tiny structural parameters of the sample system for example. This
renders UPD a method with great potential for resolving minute structural changes on a sub-
A˚ngstrom scale.
2.2.4 Non isotropic initial states close to EF
Further complications with UPD analysis occur, if initial states are molecular orbitals or valence
states. In the case of core level emission where the atomic orbitals with the same l-quantum
number are completely filled with electrons, the spatial distribution of the initial state is isotropic.
The angular dependence of the emitted amplitude is modulated by the scalar product  r and the
mathematical description of photoemission is comparably uncomplicated for a system invariant
to rotations. Also the description of the outgoing li ± 1 waves is clear. Furthermore atomic core
states are per definition located around the cores inside the solid and thus spatially well confined
states. Therefore their emission and propagation through the solid is simple to describe.
Molecular orbitals and valence states, however are linear combinations of different l- and m-
quantum states (like sp-bands or sp2-hybridized orbitals for example). So first, the treatment
of angular momenta lf of the outgoing electrons will be more complicated. In case of sp2-
hybridization the summation for outgoing waves will cover quantum numbers lf = 0, 1 and 2
and their respective m-quantum numbers. Second, these states are non isotropic, which leads to
a more complicated calculation of the matrix element and third, valence states and often also
molecular states are not localized at a single ion core but rather spread out in space. Hence it is
impossible to define a localized position for the emitter as it is needed in SSC theory. In some
cases however assumptions can be made that partly overcome the named problems, so that SSC
calculations still give reasonable results.
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1. If a molecular orbital has sufficiently localized character, the emission from its different con-
tributing orbitals can be calculated taking their orientation into account. In the framework of
this work such calculations were done for single p-orbitals px, py or pz. In chapter 5 the HOMO-1
molecular orbital of tin-phthalocyanide will be approximated by a single pz orbital. The quantum
mechanical considerations are outlined here.
For the calculation of matrix elements it is most convenient to have the polarization direction
parallel to the quantization axis z, because then only one component of the dipole operator has
to be evaluated. Hence one defines the polarization axis of the incoming light as z-axis of the
quantum coordinate system. However, in order to record a full diffraction map in the experiment,
the sample is rotated at each angular step and with it the pz-orbitals spatial orientation of the ad-
sorbed molecules. Thus the rotating pz-orbital has to be expressed in the quantization coordinate
system at each step [39, 40]. (Note: This is not needed for isotropic core states since the z-axis of
the wave function can always be assumed to be parallel to , due to rotational invariance.) The
rotation of one coordinate system into another is described by Euler’s rotation matrices. It can
be shown that the relation
R(α, β, γ) = Rz(α)Ry(β)Rz(γ) (2.26)
describes a rotation around all three Euler angles α, β and γ by the non-commutative application
of 3 rotation matrices Ri [41]. The axes i are space-fixed axes in this case. In quantum mechanics
the generators of rotations are angular momenta, so the rotation of functions in Hilbert space H
is given by
D(α, β, γ) = e− i~Jzα e− i~Jyβ e− i~Jzγ , (2.27)
with φ = α, θ = β and φ′ = γ. Rotations of φ around the quantized z−axis are trivial and only lead
to a new quantum number m′. Only the rotation around the y-axis is not trivial because there is
no quantum number attributed to it and thus it mixes different m. The application of D on a wave
function Yl,m(θ, φ) = | l,m 〉 is nothing but a change of basis system:
D |l,m >= e− i~m′φ
∑
m′
|l,m′ >< l,m′|e− i~Lyβ|l,m > , (2.28)




′|e− i~Lyβ|l,m >. In the case of pz-orbitals l = 1 and after some transformations
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In other words d
(1)
m′,m(β) gives a list of coefficients that are used to represent any p-orbital from
one coordinate system in another system rotated by β. Such a transformation was implemented
in the existing SSC code and used in chapter 5. Further details will be mentioned there.
2. Another assumption that proved to yield good results for Cu valence states is that the emitted
electrons can be assumed to come from a localized emitter, if the whole energy band is integrated
[23]. In reality the states in the Cu valence band are delocalized of course. However it is argued
that all eigenstates in the energy band can be expanded over localized orbitals with the same l-
quantum number by the use of one energy independent radial wave function [26]. This assumption
will become important in chapter 6.
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2.3 Time-resolved Photoelectron Diffraction
After the strength of photoelectron diffraction was mentioned above, the idea to realize a time-
resolved XPD or UPD measurement is very intriguing. Since the natural time scale of nuclear
motion is the femtosecond scale, the combination of sub-A˚ngstrom resolved structures and fem-
tosecond time resolution is predestined to follow nuclear motion in real time.
For time-resolved UPD in principle the same quantities as in time-resolved angle-resolved photo-
electron spectroscopy (ARPES) are measured. Both experiments are conducted within a pump-
probe setup. However in order to integrate whole valence bands, with typical work functions of
φ = 4 − 5 eV larger photon energies than the often used 6 eV for ARPES are needed. So only
with pulsed XUV light from higher harmonics generation (HHG) [42] or pulsed x-rays [7, 43, 44],
it is possible to conduct time-resolved XPD or UPD experiments.
Time-resolved photoelectron diffraction is complementary to time-resolved ARPES measurements,
because instead of electronic states the lattice structure is probed. In the course of this work a
time-resolved UPD experiment was conducted using pulsed XUV light from HHG (chapter 6). The
light pulses were provided by the Attoline built by the Ultrafast Laser Physics group of U. Keller
at ETH Zurich [45] (see chapter 3.2). In the experiment a Bismuth(111) crystal was excited with
an intense femtosecond IR pulse and parts of the time dependent photoelectron diffraction signal
from the excited crystal were recorded with pulsed photons of mainly the energies of hν = 20.4
eV and 23.5 eV.
A time-resolved XPD was simulated for the system of carbon monoxide on a Pt(111) surface. In
the simulations the CO molecules were excited by pulsed THz-radiation and probed with pulsed
x-rays (chapter 7).
2.3.1 Time-resolved ARPES
Time- and angle-resolved photoelectron spectroscopy are realized in a pump-probe experiment.
Thereby a short laser pulse (usually IR) excites the system into a transient non-equilibrium state
by ”pumping” energy into the system under investigation. With a variable delay ∆t a UV pulse
probes the system in the non equilibrium state at chosen times.
Figure 2.6 illustrates the time evolution of a pump-probe experiment. Through the IR field at
time delay ∆t = 0 charge carriers are promoted to higher energies by creation of electron-hole
pairs. These states relax on a femto- to pico-second time scale by inelastic scattering processes like
electron-electron scattering or scattering with the lattice (electron-phonon coupling). After delay
∆t the transient non equilibrium electronic states are probed via UV photoelectron spectroscopy.
Through gradual changes of the delay ∆t and measurement of the angular and energy distribu-
tion of the electronic states at each time step, a 4-dimensional parameter space is sampled. The
measured quantity is the spectral function A(E, kx, ky,∆t).
Thus with time-resolved ARPES electronic phase transitions induced by intense infrared fields
can be measured. The method will be applied in chapter 6 to measure the response of Bi(111)
to intense IR fields. Moreover lifetimes of transient electronic states can be probed. The right
hand side of Fig. 2.6 shows how a system is thermalized first by exciting electrons to energetically
higher states followed by a heating of the system, when the electrons relax.
The mentioned relaxation processes are briefly listed here:
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Figure 4: Left-hand side: The electronic system of a solid state surface is excited by means of a
femtosecond infrared laser pulse at t = 0 fs. An UV pulse subsequently probes the transient non-
equilibrium occupied band structure for variable time delays  t after excitation. Right-hand side:
Schematic illustration of thermalized equilibrium distribution at t < 0 fs, with a temperature Tinit.
Excitation by an infrared laser pulse leads to a non-equilibrium hot electron population at zero
delay. Inelastic scattering processes on a femtosecond time scale thermalize the system, described
by a final temperature Tfinal > Tinitial.
decays by means of several elastic and inelastic scattering processes on a femto- and picosecond
time scale. Sec. 5.3.1 contains a detailed description of these scattering processes. The transient
dynamics of the occupied electronic structure and the excited hot electron population around EF
can then subsequently be probed for variable time delay  t by means of direct photoemission with
an UV femtosecond laser pulse at a photon energy h⌫2
4 larger than the sample surface workfunc-
tion  . The corresponding photoelectrons are measured in the four-dimensional parameter space
by varying the time delay  t between the pump and probe laser pulses, polar ✓ and azimuthal  
emission angles and kinetic energies of the photoelectrons, leading to an experimentally obtained
extended spectral function A(E, kx, ky, t).
2.1.4 Photoelectron detection
The photoemitted electrons were either analyzed in a hemispherical energy analyzer in a VG ES-
CALAB 220 [23] with its energy and angular resolution set to 50 meV and ±1 , respectively, or
in an elliptical display analyzer (EDA) in a separate vacuum chamber, both schematically shown
in Fig. 5. A detailed description of the non-commercial EDA detector will be given in chapter 3.
All spectra measured in the hemispherical analyzer with laser pulses at low photon energies (be-
tween 1.55 eV and 6 eV) were taken with a bias voltage between -3 V and of -10 V, applied to the
sample with respect to the analyzer in order to avoid the low-transmission regime of the analyzer
at low kinetic energies [24]. Consequently the released photoelectrons follow bended trajectories
4or with 2⇥h⌫2 for a direct 2PPE probing process with two photons from the same probe pulse
Figure 2.6: Pump-probe experiment. Left: At delay ∆t = 0 electron-hole pairs are created
promoting electrons to higher energies. These relax with a certain lifetime. After ∆t the electronic
structure is probed with pulsed UV photons. Right: Thermalization of the system. For t < 0 the
system is at a temperature Ti. Electrons from below EF are promoted above EF at t=0, they
relax for > 0 via inelastic scattering processes and heat the system to Tf > Ti, as can be seen
by the new shape of the Fermi edge. The figure was taken from [19]
Electron-electron scattering This is the most important process to establish an equilibrium
energy distribution among the ele trons around the Fermi edge in the first 100 fs after excitation
with the IR pulse [46]. In the Landau theory of Fermi liquids it is described that a hot electron
with wave vector k1 can inelastically scatter with a cold electron with k2, thereby exchanging
energy and momentum q = k′1 − k1 creating two quasi particles k′1 and k′2. The scattering rate
is given by [19, 47]





W 2(q) nk2,σ2(1− nk′2,σ2)(1− nk′1,σ1)
·δ(k1,σ1 − k′1,σ1 + k2,σ2 − k′2,σ2) . (2.30)
The δ-function ensures energy conservation, n is the occupation number andW 2(q) is the quadratic
Coulomb interaction depending on momentum exchange. It can be found that lifetimes in the
vicinity of the Fermi edge are strongly increased compared to those further away from EF . This
leads to a redistribution of energy and drives the electronic system to equilibrium [19, 47].
Electron phonon scattering Electron-phonon scattering becomes the dominant relaxation pro-
cess on the order of hundreds of femtoseconds up to a few picoseconds. To express the strength
of electron-phonon coupling one can introduce the mass enhancement factor λ. It adds to the
effective mass of electron m∗ = m0(1+λ) causing a flattening of the band dispersio in the ange
of EF ± ~ωD. m∗ and m0 are the electron effective masses with and without electron-phonon









α2F (ω) is the Eliashberg function and can be interpreted as a squared matrix element α2 multiplied
with the phonon density of states (DOS) F (ω). In a quasi elastic approximation the function can
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Figure 2.7: Higher harmonics generation process in a three steps model: The tunneling process
through the perturbed ion potential is indicated by the number 1. The tunnelled electron is
accelerated at number 2 and recombines at number three by emission of a higher harmonic photon.





|gq,νi,f |2 δ(ω − ωq,ν)δ(Eki − Ekf )) (2.32)
This describes the sum over all probabilities to scatter electrons that transfer the energy Ekf −Eki
and the momentum q = kf − ki to a phonon [49].
2.3.2 Electron diffraction with non monochromatic XUV pulses
from HHG
Pulsed XUV photons from HHG were used as probe for time-dependent UPD measurements. To
trigger a HHG process an intense laser field with pulse durations of a few femtoseconds is focussed
onto a gas target [13]. In a semiclassical model the HHG process itself is described in three steps
[14]:
1. The intense laser field bends the core potential of a gas atom, which enables electrons to
tunnel through the potential barrier.
2. Initially, the tunneled electron is classically accelerated away from the ion due to the IR
field. When the polarization of the IR vector potential changes, it is redirected to the ion.
On its way the electron absorbs multiple IR photons.
3. Electron and ion recombine by emission of a photon with multiple IR energy.
The process is illustrated by Fig. 2.7. At every half cycle of the IR vector potential bursts of
higher harmonics will be emitted. Thus the emission bursts happen with a frequency of twice the
driving field frequency. Applying Fourier theorems and symmetry considerations one finds that
only odd-order harmonics can be found [50].
In order to make the process efficient also the light polarization has to be considered: From a
16 2. Methodology
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Figure 2.8: (a) Photon spectrum of higher Harmonics generated in an Ar-gas jet is shown. The
fundamental IR wavelength is 793 nm. Higher harmonics 25, 27 and 29 are indicated. The pulse
duration is ∆t ≈ 8 fs. (b) Energy spectrum of shallow core levels Bi 5d3/2 and 5d5/2 excited with
He IIα. (c) A region from a photoemission spectrum from a Bi(111) crystal generated with the
photon spectrum in (a) is shown. The peak indicated by the dashed line stems from emission of
both Bi 5d3/2 and 5d5/2 core levels, the first of which is emitted by harmonic 27 and the second
by harmonic 25.
quantum mechanical point of view, recombination becomes most probable, if the electron returns
as close as possible to its parent ion to have a large overlap integral with the remaining part of the
wave packet inside the ion. Thus the highest efficiency is given by linearly polarized light, where
the electron only moves along one dimension. Using circularly polarized light makes a return of
the electron to its starting point impossible [14].
An exemplary energy spectrum showing harmonics of a 793 nm IR pulse generated in Ar gas
at the Attoline is presented in Fig. 2.8 (a). In the course of this work The presence of multiple
harmonics implies consequences on the photoemission spectrum from a crystal surface. Figure2.8
(b) shows a photoemission spectrum of the Bi(111) 5d core levels excited with the photon distri-
bution as seen in (a). With EB = 23.8 eV (5d3/2) and EB = 26.9 eV (5d5/2) the spacing of the
core levels is equal to that of two adjacent harmonics, so that electrons from both core levels will
appear in one peak in the signal of Fig. 2.8. In this case harmonics 25 and 27 result in a peak
at Ekin = 11.8 eV. The next pair of higher harmonics (27 and 29) should result in a peak shifted
to 3.1 eV higher Ekin. Still it is obvious that the spacing between the two peaks in the surface
spectrum is about ∆E = 4 eV. This effect is due to space charge effects, i. e. the compressed
intense IR pulse emits so many electrons in close vicinity to each other that they are repelled by
their coulomb forces and thus the spectrum is spread [51]. Inserting the measured work function
φ = 4.36 eV, EB of the respective electronic states and the energy position of the peak maximum
Ekin = 11.9 eV in eq. (2.1) gives the values hν25 = 40.16 eV and hν27 = 43.26 eV respectively. So
again due to space charge the spectrum is shifted and the values retrieved with eq. (2.1) are larger
than the actual photon energies. The photons with hν < 39 eV also generate photoelectrons from
the Bi crystal. This region is not shown in Fig. 2.8 (b) but from the strong increase at the left
side of the curve it can be seen that these photons generate a large inelastic electron background.
Additionally, compared to monochromatic light sources like the He Iα-line from a discharge lamp
or x-ray Kα-lines, the single harmonics are broad what leads to another broadening effect of the
photoemission spectrum.
Concluding the reader should bear in mind, that it is more difficult to disentangle effects induced
by the light source and those from the electronic initial states of the crystal, when light sources
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as shown here are used.
The laser pulses in this work have a repetition rate of 1 kHz, leading to low count rates compared
to light sources with continous waveforms (cw). The recording of full photoelectron diffraction
maps requires to scan the 2 pi solid angle on top of the sample with sufficient point density. There-
fore several thousand emission directions are scanned. With conventional channeltron analyzers
this is a time consuming measurement even with cw light sources. Thus time-resolved UPD in this
work is measured with a 2D wide angle lens analyzer with massive parallel detection capabilities.
Even then only small parts of a full 2pi electron diffraction maps can be recorded due to low count
rates and time limited laser stability.
2.4 Photoemission with a 2D hemispherical electron analyzer
To measure angle-dependent photoelectron intensities, like in the above mentioned sections, either
the sample or the analyzer have to be rotated, in case a conventional electron analyzer is used.
One main improvement of modern commercial hemispherical analyzers is their capability to record
a 2-dimensional picture of electrons with a large angular acceptance range. Usually one axis of
the 2D picture is the dispersive axis, being a function of electron energy, while perpendicular to it
there is an angular axis, where the emission angle is projected to. Thus a certain angular width
can be detected without moving the sample (see Fig. 2.9). Obviously this class of analyzers has
advantages for all kinds of angle resolved measurements. Still the features of such a detector imply
physics one should be aware of.
In this context only theoretical considerations are made, exact details on the detector used in
this work will be given in chapter 3.1.
The principle of a hemispherical analyzer is an energy filter realized by two hemispheres with differ-
ent radii and different potentials as shown in Fig. 2.10. Assuming electrons with a continuous en-
ergy distribution enter the analyzer through the entrance slit S1 in the distance R0 from the center
of the hemispheres, the electric field between the two hemispheres will filter the electrons depend-
ing on their energy. The electric field provides a centripetal force






so that only electrons with the right energy, called pass energy Ep, will follow the center trajectory.
Electrons with higher energy will arrive closer to the outer hemisphere and the ones with smaller
energy will be attracted to the inner hemisphere. That way a certain width of energy distribution
can be measured at once.
In order to count electrons with a certain initial kinetic energy, by applying a potential φ to S1
with reference to the sample, their energy is adjusted to Ep when entering the hemispheres. The




(Eini − Ep), (2.34)
with Eini as the initial electron energy, Ep as the pass energy, i. e. the energy at which electrons
follow an exact circle inside the hemispheres.
In the 3-dimensional setup of the detector the electric field has spherical symmetry. Thus a slit in









Figure 2.9: 2-dimensional picture recorded with a hemispherical detector. Bi 4f3/2 and 4f5/2
peaks were recorded. The energy distribution is displayed along the horizontal axis, the angular









Figure 2.10: Sketch of electron trajectories inside the analyzer. S1 and S2 denote entrance slit and
exit plane respectively. The red trajectory indicates electrons with Ep following an exact circle.
The blue traces show slower and faster electrons that describe shorter and longer trajectories,
respectively. The outer trajectories project longer lines on S2 than the inner ones. The ratio of
outer and inner hemisphere radii corresponds to the geometry of the analyzer used in this work.
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circles, with the radial position depending on the electron energy. In order to project a straight
line on the detector along the angular axis, the radius of S1 is R02 . This leads to a trapezoidal
picture in the exit plane S2, if the electrons have a finite energy distribution (see Fig. 2.10). If the
analyzer is operated in the scanned energy mode, the trapezoidal shape of the 2D picture must be
corrected for, otherwise electrons with the same emission direction and the same energy will be
detected at alternating positions on the angular axis in the course of the scan. Usually the width
of the slit S1 can be varied along the energy dispersive axis in order to increase the count rate.
This leads to a loss in resolution as now electrons can enter the hemisphere that have a velocity
vector with off-tangential direction and for them the projection shows aberrations.
Furthermore each 2D analyzer has a transmission function T (E,α) depending on the energy and
the detector angle. α is linked to the angle of emission from the surface of course. While the
energy transmission is comparably homogeneous, due to several lenses in front of the entrance slit
S1, the projection efficiency is not homogenous along the angular axis and ∂∂αT (E,α) is far from
0 in some regions. A more detailed study of T (E,α) and its corrections is done in chapter 4.
Another aspect of an energy scan with an electron analyzer is the intensity as a function of the
different energy scanning modes. One can either choose a fixed retarding ratio R = EkinEp where the
pass energy is changed with each energy step, or the fixed analyzer transmission, where Ep = const.
The overall intensity on the detector can be expressed as







∆EA is the energy width that is covered by the range of the exit plane S2 and A0 is the acceptance
area at S1. ∆EA is proportional to to the pass energy as with higher pass energy the energy window
accepted by S2 gets larger [52]. If one operates the analyzer in the ”fixed retarding ratio” mode,
Ep =
Ekin
R can be substituted in equation (2.35) and one sees that
I ∝ Ekin. (2.36)




Thus depending on the operation mode of the analyzer the spectra can look very different.
Referencing the measured kinetic energy For solid state measurements most of the time
it is relevant to know the electrons binding energy EB with respect to the Fermi level EF . The
measured value however is the kinetic energy after the electrons entered the detector Ekin,A. So
equation 2.1 must be written as follows:
Ekin = Ekin,A − ΦA = hν − EB − ΦS . (2.38)
It becomes obvious that the energy scale has to be calibrated with ΦA in order to determine
EB.
3 Setup of a wide angle lens analyzer and its
connection to the Attoline
3.1 Setup of WALku¨re chamber
One important part of this dissertation was the assembly of the WALku¨re apparatus as shown
in Fig. 3.1 (a). It is built as a mobile unit that can be moved to different laboratories and light
sources. To realize a compact setup the chambers are aligned vertically with the preparation
chamber (PC) on top of the analysis chamber (AC).
The PC comprises various surface preparation and characterization units (see Figure 3.1 (b)):
One is an argon sputter gun, for ion bombardment of the surface. At several flanges Knudsen-cell
evaporators can be attached to cover the sample surface with adsorbates. The chamber is also
linked to a gas tree via leak valves to dose different gases into the chamber. For the characterization
of various vapors from the gas tree, the Knudsen-cells or from the sample itself, a quadrupole mass
spectrometer (QMS) is mounted to the chamber. As means for surface characterization an OCI
Low Energy Electron Diffraction (LEED) unit with possibility for auger electron spectroscopy
exists. A hand valve connects a small entry lock chamber with a linear transfer to the PC in order
to move new samples into the PC. The samples can then be lifted up from the linear transfer with
a wobble stick.
Located on top of the PC is a modified VG Scienta Omniax manipulator. In order to move the
sample along the z-axis from PC to AC the manipulator is vertically aligned. The manipulator has
a transfer range of 400 mm in z-direction of 50 mm along the x- and y-axis each. Furthermore it is
equipped with a home build goniometer and a gear drive so that samples can be rotated by 360◦
around the vertical axis, i. e. changing the polar angle of the manipulator θMan. Furthermore
an arbitrary number of rotations around the sample normal, i. e. along the azimuthal angle φ is
possible[53]. The rotations around the two axes are fully automated via two computer-controlled
motors from Nanotec. The motors are equipped with an optical encoder and a feedback loop so
that the reproducibility of the sample orientation is better than 0.5◦. A planetary reduction gear
(9:1) ensures a good force transfer from the motors to the goniometer gear. The optical encoder
of the motors is able to find a zero position of the motor after each full rotation. That way it
is in principle possible to give an absolute angular position of the sample. However due to the
reduction drive the motor performs a full rotation, while the sample only rotates by a ninth of
360◦. Thus every 40◦ a zero position can be found. In the present state of the apparatus a specific
zero position of the θMan rotation is reached when the sample normal is parallel to the detector
axis.
By means of a cryostat inside the manipulator and a cooling finger connecting the cryostat and the
sample holder, the sample can be cooled down below 100 K. Via electric connections the sample
can also be heated resistively. At values above 623 K the temperature can be measured with a
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Figure 3.1: (a) The complete WALku¨re mobile unit. Manipulator and the two main chambers
are aligned vertically. (b) Preparation chamber and the various attachments. The coordinate










Figure 3.2: Geometry of the analysis chamber and the different light sources. The coordinates
x, y and z define the translation axes of the sample
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two color pyrometer (Maurer).
For photoelectron spectroscopy measurements the sample is lowered into the AC. Figure 3.2 shows
the geometry of the AC and the different light sources in the present state of the WALku¨re at the
Attoline at ETH Ho¨nggerberg. The various sources are the following:
• Twin anode XR3E2 x-ray source from Thermo VG Scientific pointing into the y-z-plane and
comprising two anodes:
Si Kα − hν = 1739.4 eV
Mg Kα − hν = 1253.4 eV
• Helium discharge lamp HIS 13 from OMICRON containing all different helium emission
lines. With proper settings of pressure and discharge current the two lines can be enhanced
or suppressed respectively [54]:
He Iα − hν = 21.2 eV
He IIα − hν = 40.8 eV
(The HIS 13 can be operated with various gases and thus also emit photons of different
energy.)
• Pulsed extreme ultra violet (XUV) light through higher harmonic generation (HHG) and
pulsed infrared (IR) light
XUV−∆hν ≈ 16− 70 eV
IR− hν ≈ 1.5 eV.
The core part of the machine is a hemispherical electron analyzer SPECS PHOIBOS 150 WAL.
It is equipped with a wide-angle lens offering an acceptance angle of α = ±30◦. As imprinted
in the model name trajectories for electrons with the pass energy are a half circle with radius
R0 = 150 mm. The analyzer records a 2-dimensional picture on which the photoelectron intensity
is projected. While the electrons as function of emission angle from the surface are projected along
the vertical axis, the horizontal axis is the energy dispersive axis, where the intensity as a function
of energy is recorded. Figure 3.3 shows the scanning geometry of the analyzer and a recorded
2D picture. To record the electron intensity the detector consists of two micro channel plates
(MCP) that enhance the electron signal by a factor of 107 − 108. After the MCP the multiplied
electrons are accelerated onto a phosphor screen and the picture of the screen is recorded by a
CCD camera (1392 x 1024 pixels). The ultimate angle and energy resolution of the detector were
measured to be 0.5◦ and 5 meV. The resolution depends on the entrance slit to the hemisphere
and on the pass energy (see chapter 2.4). One can select entrance slits with different widths along
the energy dispersive axis or apertures with different diameters [52]. The width of the energy
range that is projected on the detector is 12 % of the electron pass energy. Due to the WAL and
the 2D detector, many different emission angles and an extended energy range can be recorded
simultaneously what leads to shorter acquisition times for diffraction or ARPES measurements
compared to conventional channeltron analyzers. (see more on detector physics in theory part
2.4).
To reduce any disturbing magnetic fields the AC and the analyzer are both shielded by µ-metal
plates.
In order to reach ultra high vacuum (UHV) all chambers are pumped by a combination of two
pumps. In the first pumping level a membrane pump acts as roughing pump to create the pre-
vacuum for all turbo molecular pumps (TMPs). These TMPs are the second pumping level and
maintain the UHV. The AC and the analyzer are pumped by a PFEIFFER Hi Pace 700 TMP
and the PC and manipulator are pumped by a Hi Pace 300. The entry lock and some smaller
vacuum pipes, e. g. the connecting pipes to the Attoline, the gas tree and the He lamp capillary
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(a) (b)
Figure 3.3: (a) Illustration of the analyzer’s scanning axes: in the vertical direction the emission
angle α is mapped and along the horizontal axis the energy dispersion. (b) A raw image from the
CCD camera recording the angular and energy distribution of the Bismuth 4f core levels. At the
outer margins an integration over the whole corresponding axis is presented.
are pumped by a Hi Pace 80. The plasma chamber of the He discharge lamp has its own pumping
stage consisting of a membrane roughing pump and a drag TMP. Figure 3.4 shows a diagram of
the vacuum system. After a bake out of the chambers a base pressure of p < 1 · 10−10 mbar
can be reached. The pressures in AC and PC are measured by ion gauges, while the pressure
close to the multi purpose pump is measured with cold cathode and pirani combination. Another
cold cathode gauge detects the pressure after the drag pump that creates the vacuum for the He
discharge chamber. All prevacuum pressures are measured with pirani gauges.
To prevent damage from the various devices and the turbo pumps in case of vacuum accidents
or electrical power break downs, an interlock system was implemented. This system controls the
two pneumatic valves between the large TMPs and the chambers, another pneumatic valve that
can close the connection to the Attoline, the analyzer voltages and a valve between the roughing
pump and the TMPs. Once the rotation speed of a TMP is reduced below a given set point a
relay inside the electronic unit of the pump switches causing the pneumatic valve to close. The
pneumatic valve to the Attoline is controlled via the pressure in the AC (pac) and a pressure gauge
on the Attoline side located at the ”New Cross” chamber. If any of the two pressures exceed a
given value, a relay at the back of the PC pressure control unit switches and causes the valve
to close. The analyzer voltages are controlled via the pressure in the PC (ppc). If ppc exceeds
a certain set point, another relay at the back of the PC pressure control unit switches and the
analyzer voltages are set to 0 V to prevent the detector from destructive sparking. Note that ppc
instead of pac is the relevant parameter. This leaves the possibility to switch off the ion gauge that
measures pAC , if measurements are sensitive electrons emitted by the ion gauge filament. In case
the prevacuum pressure exceeds a certain value, yet another relay at the back of the PC pressure
control unit causes the valve between roughing pump and TMPs to close. A means to hinder the
pneumatic valves from reopening after an accident is not implemented, yet.
As another safety measure in the case of an electrical power break down an uninterrupted power
supply was installed. It is a large battery and can deliver the power supply for the two large TMP
pumps, the pressure gauges and the interlock system up to half an hour.













































































































































































































Figure 3.4: Diagram of the WALku¨re vacuum system, including all valves, pumps and gas lines.
Abbreviations EL and EV stand for entry lock and evaporator respectively.
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3.2 Survey of the Attoline
The Attoline [45] emits pulsed XUV light in the range of 20 eV - 70 eV to the sample inside the
WALku¨re apparatus. The pulses are generated by HHG from intense infrared laser pulses with
the wavelength of λ ≈ 800 nm and a repetition rate of 1 kHz. The source of the 800 nm pulses
is a Ti:Saphire laser. Figure 3.5 shows a schematic overview of the Attoline and the WALku¨re
chamber.
In the topmost chamber shown in Fig. 3.5 (a) the operator can choose between two IR beams with
different beam energy coming from T1 (Emax = 10 mJ) or T2 (Emax = 1.3 mJ) respectively. The
chosen beam can be compressed using two different mechanisms (filament or fiber compression) to
a minimum of 6 fs time duration per pulse. The maximum energy of such a compressed pulse is ≈
600 µJ. In the second chamber in (a) the beam is split: While 80% of the power are transmitted
by the beamsplitter (BS), 20% are reflected. The 80% are directed in the third chamber, where
the beam is focussed into a gas target (GT) to create higher harmonics [55]. To influence the
line shape of the HHG photon signal the iris I1 and the position of the gas target that is situated
on a xyz-stage can be adjusted in order to create ideal phase matching conditions. The filter
wheel (FW) in the third chamber contains different metallic filters to eliminate the residual IR
signal from the beam path and to cut certain undesired harmonics depending on the experimental
needs. In order to recombine the beam reflected by the beam splitter with the transmitted one,
a drilled mirror (DM) is used, where the XUV can pass through the hole and the IR is reflected.
A convex mirror (FM) adjusts the divergence of the IR and XUV beams. The two beams are
now aligned for pump-probe experiments. The delay of the two beams can be adjusted with a
stack of 2 translation stages (TS1) comprising a coarse drive and a piezo crystal for fine delays
adjustments. While the coarse drive covers a time delay of 167 ps with an accuracy of 2 fs, the
fine piezo stage makes time increments of 21 as possible.
In Fig. 3.5 (b) a gold coated toroidal mirror (TORO1) focusses the two collinear beams to the
same spot with an arm length of 1187 mm [45]. Another translation stage (TS2) can move either
a beam profiler or a photodiode into the beam path. The beam profiler consists of an MCP photo
screen assembly to visualize the spatial distribution of the XUV beam. Via a Keithley electrom-
eter the photocurrent from the diode can be measured. Outside of this chamber a silver mirror
can be inserted into the beam path to couple the beams out of the beamline and to adjust the
temporal and spatial overlap. Note that for this adjustment the residual IR that co-propagates
with the XUV as well as the IR used for HHG generation are used instead of the XUV pulse.
Figure 3.5 (c) shows a chamber comprising two gas targets to measure either transient absorption
or photoelectrons and photoions, respectively. For photoelectron spectroscopy a time of flight
(TOF) spectrometer is attached to this chamber. The gas phase measurements that are used for
normalization of the XUV intensity are preformed with this TOF. The target for photoelectron
spectroscopy is a gas jet that is inserted through a stainless steel needle. For transient absorption
measurements the gas is injected through a pulsed piezo valve that works with 1 kHz frequency
and is synchronized with the laser. Efficient differential pumping maintains a pressure of 5 · 10−8
mbar in the spectrometry chamber while the pressure in the generation chamber is 3 · 10−3 mbar.
The topmost chamber in (d) contains a mobile spherical mirror that projects the two co-propagating
beams into the XUV spectrometer which can measure photons up to 124 eV. Additional metal
filters block the IR beam to prevent damage from the spectrometer. With the spherical mirror
retracted, the beams are refocused by the second toroidal mirror (TORO2) with an arm length
of 1000 mm onto the sample in the AC of the WALku¨re apparatus. In that way pump-probe experi-
ments with pulsed IR and pulsed XUV can be conducted on a surface.
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Figure 3.5: Top view on the Attoline and the WALku¨re apparatus. (a) beam coupling and XUV
generation chamber, (b) chamber for beam analysis and beam focussing, (c) chamber for gas phase
measurements with a time of flight (TOF) spectrometer, (d) refocussing chamber for surface
experiments at the WALku¨re with the hemispherical analyzer and XUV photon spectrometer.
Picture taken from [45]
4 Diffraction measurements with a wide an-
gle lens 2D analyzer
In the following chapter large parts of the text and the figures are taken from the author’s work
published in [56]
After the assembly of the WALku¨re, in a next step routines for diffraction measurements with
the WAL analyzer had to be developed. These routines where implemented in the measurement
software, which controls not only the scanning parameters of the detector but also the motion of
the motors rotating the sample. Therefore in this chapter an efficient and fast way to measure
photoelectron diffraction data over the full 2pi angular range with high data point density is pre-
sented, taking advantage of the massive parallel detection capabilities of modern two-dimensional
electron detectors. Generic routines for data binning and for the mapping of the detector signal
onto emission angles are introduced. X-ray photoelectron diffraction patterns taken from Bi(111)
with the new detection scheme are compared to data sets taken with a conventional hemispher-
ical analyzer equipped with a channeltron detector. As a result, the data acquisition time can
be reduced by roughly a factor of ten while obtaining comparable if not superior data quality.
The sampling technique is extended to uv-excited angle-resolved photoelectron spectroscopy as
illustrated by a mapping of the Fermi surface of Cu(111).
4.1 Introduction
The quality of the structural information from XPD or UPD measurements depends on the angu-
lar resolution and sampling density, as well as the angular range covered by the measurement. A
conventional hemispherical analyzer using a channeltron detector typically needs to sample sev-
eral thousand points on the hemisphere, which translates into several thousand angle settings of
the sample manipulator [53]. As an alternative route, parallel detection techniques were devel-
oped in the past. One approach leads to so-called display analyzers [57, 58]: in such detection
schemes, the photoemission intensity distribution at a chosen electron kinetic energy is imaged
onto a two-dimensional (2D) detector. This way, the diffraction pattern inside a large solid angle
is measured in a parallel fashion. Despite recent improvements of the energy resolution (below 1%
of the bandpass energy) [59] and of the acceptance angle (up to 1 sr solid angle) [60, 61] the energy
scanning capabilities of such analyzers are limited. Another approach to parallel detection was the
development of toroidal angle-resolving electron spectrometers with an acceptance angle of ±90◦
in one direction [62]. In a modern generation a range of 8% of the electron pass energy can be
simultaneously recorded [63]. The mentioned analyzers are quite complex and not commercially
available.
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Here it is shown how the PHOIBOS 150 WAL from the WALku¨re apparatus is efficiently used
to record diffraction patterns. In the experiments presented here, a 40◦ long line on the hemi-
sphere above the sample is recorded for each angle setting rather than a single point, reducing the
necessary number of settings by more than a factor of ten compared to conventional channeltron
detectors (see below). Measurement times, typically of the order of a few hours for a full diffrac-
tion pattern with conventional instruments, can be reduced accordingly while maintaining similar
angular resolution and statistical accuracy. Shorter measurement times are important for several
reasons: on the one hand many samples are sensitive to contamination by the residual gas even
under ultra-high vacuum (UHV) conditions and their surfaces degrade on the time scale of hours.
On the other hand surfaces with molecular adsorbates, for instance, often suffer from radiation
damage from the light sources. The damage is caused by photochemistry or inelastic scattering
of secondary electrons. Thus a faster measurement means less damage to the sample.
Also in a possible time resolved diffraction measurement with pulsed XUV light by HHG as probe
beam short measurement times are of importance, as HHG light sources are often only stable over
a limited time span of a few hours. Finally, the parallel data acquisition over a line of angles
makes it possible to do pump-probe experiments on specific diffraction features -identified via first
taking a full diffraction pattern- without moving the sample orientation.
4.2 Reconstruction of complete diffraction patterns from single
detector images
Recording full 2pi photoelectron angular distributions with an energy dispersive analyzer equipped
with a 2D detector is different from using a conventional detector based on channeltrons. While
a channeltron detector in fixed energy mode measures the intensity at one single emission angle
at a time, the WAL analyzer captures a defined energy and angular range with a single snapshot
of the 2D multichannel plate (MCP) detector as shown in Fig. 4.1. The same figure illustrates
how the photoelectron signal is obtained by integration over the energy range of the peak. The
inelastic electron background can be interpolated using the flat areas in the spectrum (cf. left
and right marked areas in Fig. 4.1) and then be subtracted from the integral across the peak.
This procedure yields the intensity distribution as a function of the detector angle I(α) (Fig. 4.2).
Instead of single point measurements as in the case of a channeltron detector, the 2D detector
samples data simultaneously from emission angles corresponding to a line along a great circle on
the hemisphere as shown in Fig. 4.2. Such lines are recorded at different angular settings of the
sample goniometer.
Figure 4.3 illustrates the angle convention used for the mapping of detector angle α and goniometer
angles θMan and φMan onto the sample polar coordinates θSph and φSph describing the emission
direction. The relation is not trivial. At θMan = 0
◦ the line scan along the angle α coincides with
a scan along the polar angle θSph at fixed azimuthal angle φSph. The other extreme is reached
for θMan = 90
◦, where the line along α becomes an azimuthal scan at constant θSph = 90◦. For
all other lines the relation θMan = θSph only holds at the detector center (α = 0
◦). At detector
angles α 6= 0◦ the angle set (θSph,φSph) changes continuously. The transformation from the sample
manipulator settings θMan, φMan and detector angle α to the spherical emission angles θSph and
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Figure 4.1: Snapshot of the 2D detector with the energy dispersive axis lying in the horizontal
and the angular axis in vertical direction. The upper graph shows the angle-integrated energy
spectrum of the two Bi 4f peaks. In the right panel the angular distribution of the Bi 4f7/2 peak
integral is plotted. The integration borders are the two central dashed lines. The two lines on
the low energy side and the two on the high energy side mark the areas that can be used to fit a


















Figure 4.2: The Bi 4f peak on the MCP detector image is integrated and the resulting lines of
intensities I(α), measured at different polar angles θMan, are assembled to form a broad slice out
of the full 2pi intensity distribution.







angle range  
Figure 4.3: Overview of the characteristic angles describing the photoelectron distribution in our
experimental geometry. The goniometer angles of the manipulator θMan, φMan and the detector
angle α are converted to the spherical angles θSph and φSph. The thick blue arc indicates a single
line recorded in one shot by the detector, which corresponds to a part of a great circle on the
hemisphere above the sample.
φSph is given in the following two equations:






Sign(α) + φMan (4.2)
To sample the angular distribution over the full 2pi hemisphere, the following procedure is ap-
plied: first the polar manipulator angle θMan is rotated in small steps (typically 1
◦ or 2◦) from
large manipulator angles (θMan ≤ 90◦) to normal emission (θMan = 0◦) in order to record a slice
of intensities on the hemisphere (Fig. 4.2). Due to low analyzer transmission at large detector
angles α, signals for |α| > 20◦ are discarded. When the first intensity slice is completed, the
sample is rotated around its azimuthal angle φMan by 40
◦ before taking a second slice. Repeating
this procedure nine times covers the whole range of 360◦ of azimuthal angles and thus the whole
hemisphere. For a step size of θman = 2
◦ this yields a total of 405 angle settings of the goniometer.
The minimum acquisition time for a complete angular distribution is given by the time that the
instrument needs to move the manipulator to the correct positions and to communicate with the
detector. By performing a 2 pi scan with 405 angle settings with the dwell time of the data acqui-
sition set to t = 1 ms, the total time lag of a full scan is determined to be 13 minutes. This is the
fastest possible full 2pi scan with the current setup.
For the reconstruction of the diffraction pattern it must be considered that for every energy ana-
lyzer the recorded photoelectron intensity is proportional to a device specific transmission function
that will also depend on the particular mode of operation [65]. Due to the two dispersive axes
(angle and energy) the transmission function of the WAL detector depends on energy and detector
angle, and therefore I(E,α) ∝ T (E,α). As the diffractogram is recorded at a fixed energy, the
dependence on α is of concern here. The energy dependence must be taken into account for cases
in which signals at different energies are compared, like in background measurements. However,
the energy dependence of T is weak in this region and energy dependent changes negligible in
most cases. Since the transmission function does not depend on the orientation of the sample, a
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convenient way to find an approximate function for T (α) is to take the mean angular distribution
on the detector averaged over all different sample orientations. This averaging leads to a smearing
out of the diffraction pattern and reduces to the device specific transmission function T (α). This
function is then used to normalize the measured signal I(α).
For graphical representation the photoelectron intensity distribution is finally projected onto a
plane as shown in Fig. 4.4. To maintain an azimuthal conformal mapping the stereographic projec-
tion is used for the conversion of spherical angles to polar angles on a plane where r(θSph) is the ra-










In Fig. 4.4 the stereographic projection of a slice and the combination of slices to a full pattern
is illustrated. While the left part of Fig. 4.4 shows only the positions of the measurement points,
the right part displays the points with a color code corresponding to the intensities of a measured
photoelectron diffraction pattern from a Bi(111) surface. The electrons were emitted from the
Bi 4f core levels after excitation with Mg Kα photons of energy hν = 1253.6 eV. An angular
step size of ∆θMan = 2
◦ was chosen, as this is sufficient to resolve the typical electron diffraction
patterns. Along the detector angle α the minimum step size depends on the pixel density of the
CCD camera. In order to reduce storage space, right at the data acquisition the pixels of the
CCD raw images are binned so that α = 40◦ correspond to 64 angle channels, which results in an
angular sampling density of 0.63◦ per angle channel. These angular scanning parameters lead to
the grid of measurement points shown in Figs. 4.4 (a) and (b).
In Fig. 4.4 (b) it can be seen that for angular settings close to normal emission, i. e. close to
the center of the diffraction pattern, individual slices overlap strongly. In order to have a uniform
solid angle sampling density across the entire hemisphere, a data binning routine is applied where
the overall point density is reduced and overlapping data points are averaged into a single data
point. The optimized grid with the positions of the binned data points is presented in Fig. 4.4
(c). Matching the step size of the polar manipulator angle θMan, the grid points are spaced by
∆θSph = 2
◦ and the step size in azimuthal angle at θSph = 90◦ is ∆φSph = 2◦ and increasing for
lower polar angles. The grid in Fig. 4.4 (c) has a constant sampling density, i. e. each point
covers the same solid angle. The right panel of figure 4.4 (c) shows the binned data set of the Bi
4f XPD pattern from a Bi(111) surface. A three-fold symmetric diffraction pattern with distinct
maxima is clearly visible.
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Figure 4.4: Reconstruction of an XPD pattern (Bi 4f7/2, hν = 1253.6 eV) in stereographic
projection. The polar angle covers a range of ∆θSph = 0
◦ − 80◦. The left panels show the grid
points and the right panels the data points plotted in the corresponding color scale. (a) A single
slice recorded with the WAL detector, scanning the goniometer angle θMan at fixed φMan. (b)
Full XPD scan covering an azimuthal range of 360◦, composed of 9 slices spaced at ∆φMan = 40◦.
(c) Same data but with intensities binned to a grid of constant solid-angle density.
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4.3 Results
First XPD data collected with the WAL analyzer, using two different data acquisition speeds, are
compared with corresponding data acquired with a conventional channeltron-based instrument
[53]. In order to compensate for the weak signal at large polar angles, the XPD patterns are
normalized with a fitted Gaussian function along the polar direction. As the sample has a three-
fold rotational symmetry a three-fold rotational averaging is also applied. The results are shown in
Figs. 4.5 (a) - (c), together with a corresponding simulation using multiple scattering and single
scattering cluster theory (Fig. 4.5 (d)). All experimental patterns show the same diffraction
features, which are furthermore well reproduced in the MSC simulation. While SSC calculations
reproduce the main forward scattering peaks, the MSC has sharper features and a much richer
fine structure becomes visible [66]. In the case of SSC calculations the code after Friedman was
used. [28] and for MSC calculations the EDAC code was employed [67].
Although the main features of the diffractogram are already visible after a total measurement time
of only 15 min (a) and with a wide entrance slit (3.0 mm along the energy dispersive axis) of the
analyzer, the signal is clearer after 105 min (b) where a narrow entrance slit (0.5 mm along the
energy dispersive axis) of the analyzer was used. This becomes more obvious in the lower part of
Fig. 4.5 where the anisotropies in the corresponding diffraction maps are shown for an azimuthal
cut at a fixed polar angle. The anisotropy is a measure for the angular modulation depth of the





where I(φ) is the azimuthal angle dependent intensity, Imin the minimum and Imax the maximum
intensity along the azimuthal cut. The noise is markedly reduced when the measuring time with
the WAL analyzer is increased, i.e. in going from Fig. 4.5 (a) to (b), and the anisotropy amplitude
for a circular scan at θSph = 54
◦ becomes larger. For comparison Fig. 4.5 (c) shows the same mea-
surement with a conventional energy analyzer with a channeltron detector [53], where the overall
measurement time exceeded 300 minutes. The maps in (b) and (c) look similar but the features
in (b) are slightly more distinct than in (c). This is corroborated by the anisotropy curves. They
show larger anisotropies and sharper features in (b) compared to the channeltron measurement in
(c). This also indicates that, for the chosen analyzer settings, the angular resolution of the WAL
analyzer is superior.
While for the measurements performed with the channeltron detector the x-ray gun can be moved
very close to the sample [53], this is not the case in the vacuum chamber with the WAL analyzer,
which results in a lower photon flux. This can be quantified by measuring the photocurrent of the
sample, which is proportional to the photon flux. The photocurrent during the WAL measure-
ments (IWal = 21 nA) shown in Figs. 4.5 (a) and (b) was smaller than during those of Fig. 4.5
(c) (IChan = 67 nA) by a factor of 3.2. Hence with comparable photon flux, data of the quality
shown in Fig. 4.5 (b) could be measured in half an hour.
The described mapping technique works well also for lower-energy electrons emitted by uv light,
in particular in angle-resolved photoelectron spectroscopy (ARPES) experiments. Fig. 4.6 shows
a Fermi surface map of Cu(111) recorded with He Iα photons (hν = 21.2 eV) [68]. The sp-band
crossing the Fermi level and the Shockley surface state are well visible. The mirror symmetry with
respect to the M¯ Γ¯M¯ ′ plane is lifted due to photoemission matrix element effects. The asymmetry
occurs because the plane of incidence of the light does not coincide with the mirror plane of the
crystal in these measurements. As a consequence, the light polarization is different for measure-
ments on the two sides of the mirror plane.
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Figure 4.5: Comparison of different XPD measurements from Bi(111) (all data shown are taken
on Bi 4f7/2 with hν = 1253.6 eV) (a) Fast XPD scan recorded with the WAL analyzer with a total
measurement duration of 15 minutes. A wide entrance slit was used. (b) XPD pattern recorded
with the WAL detector with narrow entrance slit and a measurement duration of 105 min. (c)
XPD pattern recorded with a channeltron detector and a measurement duration of 300 min. All
diffraction patterns were taken for polar angles θ = 0◦ − 80◦. Rotational averaging owing to the
three-fold symmetry was applied and the data were normalized with a polar Gaussian function
in order to reduce purely instrumental effects on the anisotropies. Below the three experimental
patterns (a) through (c) the quantitative anisotropies of the corresponding data are shown vs.
azimuthal angles φSph for a circular scan at a polar angle θSph = 54
◦ as indicated by the dashed
circle in (a). (d) Multiple scattering (MSC) and single scattering cluster (SSC) calculation of the
Bi 4f XPD pattern.
The fact that the matrix elements are sensitive to the angle αk between the light polarization
and the electron emission direction, and that even for unpolarized light the polarization is con-
fined within the transversal plane perpendicular to the propagation direction, raises an issue for
the data acquisition mode described in this work. In a channeltron-based instrument where one
emission angle at a time is measured, αk is fixed for all data points. In the WAL analyzer, the
detector spans a range of emission angles for a fixed goniometer position, which means that each
detector angle α corresponds to a different angle αk. For a quantitative theoretical description
this variation of αk along the detector has to be taken into account.
The data in Fig. 4.6 are projected on the parallel momentum plane (k||-plane) of the photoelec-
trons for a conformal representation of k||. The relation between spherical and planar polar angles










where r(θSph) is the radial coordinate, φpol is the angle coordinate on the plane and r0 is a scaling
factor.
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Figure 4.6: Fermi surface map of Cu(111) recorded with He Iα (hν = 21.2 eV). The white hexagon
indicates the borders of the first surface Brillouin zone (SBZ) with the high symmetry points K¯, M¯
and M¯’ indicated. The contours crossing the SBZ boundaries correspond to sections through the
bulk Fermi surface while the bright circular contour near the center shows the Shockley surface
state [68].
4.4 Summary
Using a 2D detector in combination with a wide-angle lens for photoelectron diffraction measure-
ments enables us to reduce the measurement time of diffraction maps by nearly a factor of ten
in comparison with conventional instruments, while improving the data quality. The fact that
for one sample orientation a wide range in angle can be covered, demands a new way to map
the photoelectron intensity distribution over the 2pi hemisphere above the sample. This mapping
procedure is described and it is shown that the procedure works for both, high-energy (XPD) and
low-energy electrons (UPD or ARPES).
The significant reduction of measurement times makes the mapping of diffraction patterns or
ARPES data possible even if sample surfaces are sensitive to contamination by residual gas or to
radiation damage, which both limit the sample life time. The time factor is also important when
light sources, such as complex laser systems like the Attoline [45], have a limited stability over
time.
5 XPD and UPD of SnPc adsorbed on Ag(111)
- A sensitivity study
In the following chapter large parts of the text and the figures are taken from the publication ”M.
Greif et al., Physical Review B 87 (2013) 085429” [11]
On the route towards time-dependent diffraction measurements the following chapter acts as
sensitivity study. The information gained by XPD and UPD, if applied to molecular monolayers
on surfaces, are compared. Especially the sensitivity of UPD to molecular adlayers is tested:
The bonding geometry of tin-phthalocyanine (SnPc) on Ag(111) has been studied using XPD and
UPD, respectively. Experimental diffraction patterns were compared to single-scattering-cluster
calculations. XPD data could be well reproduced by the simulations and allowed for the determi-
nation of several structural parameters. At a coverage of 0.9 ML all molecules are in a ”tin-down”
configuration and the non-planar shuttlecock-shaped SnPc molecule undergoes flattening upon
absorption on Ag(111). UPD data from the second highest occupied molecular orbital (HOMO-1)
turn out to be highly sensitive to minor structural changes, including also the vertical distance
between tin atoms of the SnPc and the surface layer of the substrate, which is found to be 2.3 A˚.
Thus it is demonstrated how UPD can complement the well-established XPD method and remain-
ing challenges in the theoretical description of photoelectron diffraction from molecular orbitals
at low energies are discussed. The UPD method is particularly attractive in view of pump-probe
experiments using XUV pulses from HHG as probe. This sort of experiment would combine high
structural sensitivity with ultra short time resolution.
5.1 Introduction
While the mechanisms of core-level photoemission and final state scattering and diffraction ex-
ploited in XPD are largely understood [69], the means to analyze diffraction patterns of pho-
toelectrons with much lower kinetic energies, such as UPD, are much less explored. Enhanced
backscattering in UPD leads to stronger contributions of additional scattering pathways, thereby
promising to deliver even more information than XPD. This comes at the cost of more complex
diffraction patterns which are further complicated by dominating interference effects, while in
XPD the presence of strong forward scattering enhancements often provides a direct fingerprint
of the arrangement of atoms in the near-neighbor shells of a photoemitter [70]. The currently
largest obstacle to overcome, however, comes from the fact that UV-excited photoelectron spectra
are typically restricted to emission from valence states and molecular orbitals, where an accu-
rate theoretical description of the photoemission process and the final state scattering is only just
emerging [71]. A combination of photoelectron diffraction with newly available pulsed light sources
36
5.1. Introduction 37
in the UV-XUV regime, e. g. via high harmonics generation (HHG) [55], could lead to a powerful
method to study structural dynamics at the atomic scale with femtosecond temporal resolution.
In this chapter it is demonstrated that UPD can indeed be used to retrieve structural parameters
of a complex molecular adsorbate system and that the interference patterns are sensitive to even
very small structural changes.
The interpretation XPD and UPD patterns is based on scattering-cluster calculations [30]. Such
calculations proved their value in modeling XPD patterns of core level emission of adsorbates [10]
and of pristine metal surfaces [70], even at the single-scattering level. The SSC formalism was
also successfully applied to the modeling of d-band integrated UPD measurements of Cu valence
states [23], where the scattering approach was further validated by multiple scattering methods
[26].
Instead of interpreting a UPD map as a diffraction pattern, recently the same mapping technique
was used to perform orbital tomography of organic molecules on surfaces [72–74]. In these studies
the spatial distribution of the electronic wave function is calculated via a 3-D Fourier transforma-
tion of the measured photoelectron intensity distribution.
Tin-phthalocyanine (SnPc) adsorbed on Ag(111) was chosen as a model system to demonstrate the
sensitivity of a combined XPD/UPD study to structural parameters and potentially to structural
dynamics. It represents a sufficiently complex system that has been studied extensively by other
methods in the last few years. Comprehensive work by Stadler et al. [75, 76] using photoelectron
spectroscopy, x-ray standing wave (XSW) measurements as well as LEED studies shows that SnPc
adsorbs in the monolayer with the molecules lying flat on the Ag(111) surface. At sub-monolayer
coverage the ad-layer has different structural phases, which are associated with a conformational
change of the SnPc molecule. Conformations with the Sn atom on top of the molecular plane (”tin-
up”) or with the Sn atom beneath the molecular plane (”tin-down”) were identified. The different
geometrical phases can be tuned via temperature and coverage. The mechanisms driving those
phase transitions are intermolecular attraction and repulsion due to charge transfer between the
chemisorbed molecular monolayer and the silver substrate [75]. While DFT calculations for the
molecule in the gas phase predict a non-planar, shuttlecock-shaped structure, XSW measurements
as well as density functional theory (DFT) calculations [77] show that the molecules undergo a
flattening upon adsorption. Additional photoelectron spectroscopy studies yielded insights into
the electronic structure of the system [78]. Other experiments employing scanning tunneling mi-
croscopy (STM)[79, 80] added further geometrical information about this system, such as the
rotational orientation of the molecules with respect to the substrate surface. A recent DFT study
investigated how the highest occupied molecular orbitals (HOMO) are involved in the bonding
mechanism of the SnPc to the metal substrate [77]. It was found that the second highest occupied
molecular orbital (HOMO-1) plays an important role in the chemical bonding of molecules and
substrate.
In the first part of this chapter XPD measurements of core levels of the molecular tin atom are pre-
sented. Geometrical parameters obtained from these measurements and further parameters drawn
from literature serve as a reference to analyze and interpret the more complex UPD patterns in
the second part of this chapter. In the UPD measurements emission from the HOMO-1 orbital of
SnPc was recorded. This study shall demonstrate the high sensitivity of UPD to electronic and
structural parameters.






















Figure 5.1: Sketch of the measurement geometry in the experimental XPD/UPD setup. The
incident light has a fixed direction with respect to the detection direction. The sample can be
rotated about the polar rotation axis and the azimuthal rotation axis, as indicated by the curved
arrows.
5.2 Experimental
All experiments in this chapter were carried out in the modified VG ESCAlab 220 photoemission
spectrometer and not at the WALku¨re as it was not ready for these kind of measurements at this
time. In the ESCAlab was a base pressure of p = 1 · 10−10 mbar [53]. As light sources the He Iα
(photon energy hν = 21.21 eV) and the Mg Kα (hν = 1253.6 eV) lines were used. All measure-
ments were performed at room temperature. Fig. 5.1 illustrates the geometry of the experimental
setup.
The Ag(111) substrate was cleaned with several sputtering and annealing cycles to prepare a
clean and well ordered surface. The surface quality was then checked by XPS, UPS, and LEED.
SnPc films were prepared at room temperature from resublimed SnPc powder evaporated from
a self-made Knudsen cell. The pressure during the preparation was below 1 · 10−8 mbar. After
evaporation the sample was annealed for five minutes at a temperature of 150◦C. As indication for
sufficient annealing one needed to make sure that the adsorbate superstructure was homogeneous
over the sample by taking LEED pictures from different sample spots. As the superstructure
homogeneity was also a crucial criterion in the annealing recipe in Stadler’s work, [75] the dis-
appearance of multiple superstructures through annealing was taken as a sign that the molecules
had gained enough thermal energy to move over terrace steps of the sample and that the sample
was sufficiently annealed.
The evaporation rate was calibrated via the phase transition of SnPc at 0.9 ML from the dif-
fuse to the incommensurate superstructure at room temperature, which can be verified by LEED
measurements [75]. Additional XPS measurements confirmed the found evaporation rate. This
resulted in an accuracy in the SnPc coverage of ±0.05 ML.
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Figure 5.2: LEED pattern of 0.9 ML SnPc on Ag(111) recorded at an electron kinetic energy
of Ekin = 23 eV. An incommensurate superstructure of the SnPc molecules with six domains is
visible. Note that the substrate 1x1 spots are far outside the presented image frame.
As known from the LEED analysis by Stadler et al. [75], SnPc on Ag(111) has three phases with
different superstructures in the single-layer regime. In this chapter the focus is on the incommen-
surate phase found at 0.9 ML coverage at room temperature, where all molecules are adsorbed
in the ”tin-down” conformation. Figure 5.2 presents the LEED data from a representative sample
at this particular coverage. The spot pattern consists of six domains: three rotational domains
multiplied by two because of an additional mirror symmetry. The superstructure matrix [81] of





5.3 Structural parameters from XPD
In this section the results of XPD measurements are presented and it is demonstrated how they
provide information about the structure of SnPc adsorbed on Ag(111). All XPD measurements
were performed with Mg Kα light. The Sn 3d5/2 core level of the central Sn atom in the SnPc
molecule was chosen as emitter, i. e. the inelastic background subtracted Sn 3d5/2 photoemission
intensity distribution is measured as a function of emission angles at constant kinetic energy of
the electrons [24]. To account for the mostly instrumental polar intensity background, a Gaussian
shaped polar background profile was subtracted from every pattern. In Fig. 5.3 (f) the XPD
pattern of 0.9 ML SnPc on Ag(111) is shown: 12 equidistant maxima centered at a polar angle of
θ = 74◦ are visible (label α). The four-fold symmetry of the individual molecules is not directly
reflected in these data. Due to the three-fold rotational symmetry of the substrate the molecules
adsorb in three equivalent orientations, leading to this 12-fold arrangement of maxima (see discus-
sion below). Hence the data can be three-fold averaged in order to increase the statistical accuracy
of the data. No further symmetrizing was applied. The averaged pattern is shown in Fig. 5.3 (g).
Small variations in the intensities of the 12 maxima remain after the averaging process, hinting
at the possibility that the three orientational domains might not be equally populated. This may
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Figure 5.3: XPD measurements and corresponding SSC calculations from SnPc/Ag(111). (a)
SSC of a non planar free SnPc molecule (molecule shown in the inset below). (b) SSC pattern
of an adsorbed molecule in a flattened geometry as taken from Stadler et al.[75] (c) three-fold
averaged SSC pattern of (b). The experimental pictures show in (e) an XPD pattern of the Ag
3d5/2 state of the clean Ag(111) substrate, in (f) the inelastic background-subtracted pattern of
a 0.9 ML thick film of SnPc on Ag(111) and in (g) the three-fold averaged pattern of (f). All
diffraction patterns show a polar range reaching from normal emission in the center of each picture
to θmax = 82
◦ at the outer border. All patterns were Gaussian background subtracted. With the
excepion of (e), the emitter is always the Sn 3d5/2 core state. Labels α through ε mark selected
spots that are referred to in the text. (d) SnPc molecule and its orientation with respect to the
Ag-substrate, as it was used in the SSC simulation in (b) and (c). (h) Experimental rotational
orientation of the SnPc molecules with respect to the Ag(111) substrate. The diagonal vertical
mirror plane σdv of SnPc aligns with the direction of the rows of Ag atoms, and the orientation is
thus rotated by 15◦ with respect to the molecule in (d).
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Figure 5.4: Illustration of the adsorption geometry of the flattened SnPc on Ag(111) in an
arbitrary adsorption site.
occur due to a slight miscut of the crystal surface, leading to steps running along preferential di-
rections. More to the center of the three-fold averaged XPD pattern [Fig. 5.3(g)] weaker features
are visible that show a clear three-fold symmetry. The three weak spots at θ = 55◦ that are labeled
with β are exactly at the positions where the substrate XPD pattern of Ag 3d5/2 (Fig. 5.3(e))
shows pronounced maxima along the next-nearest-neighbor directions [001], [100], and [010]. They
might not be intrinsic to the Sn 3d5/2 XPD pattern but result from the incomplete subtraction
of the spectral background which has imprinted a three-fold diffraction pattern from inelastically
scattered photoelectrons from the substrate. The broader signals at similar polar angles are not
completely understood and will not be discussed further.
To show how the experimental result can be interpreted a series of SSC simulations is presented
in Figs. 5.3 (a) to (c) that demonstrate the evolution of the pattern as the cluster is more and
more adjusted to match the actual bonding geometry of the SnPc molecules. Figure 5.3(a) shows
the SSC result for a cluster with the atoms of a single free-standing SnPc molecule in the ”tin
down” conformation, i.e. the solid angle covers the hemisphere for positive values of the z co-
ordinate and the Sn-atom is located below the molecular plane in the negative z-direction. The
coordinates of the atoms in the cluster are taken from a DFT calculation for a free SnPc molecule.
The calculations were performed with TURBOMOLE [82] using the basis set def2-TZVPP and an
effective core potential for Sn. The exchange correlation functional was PBE0 [83]. In the figure
one can see a four-fold symmetric pattern where each of the four pairs of bright maxima at a polar
angle of θ = 68◦ (label γ) is the result of forward scattering at the two nearest carbon atoms in
the pyrrol-like ring (see model of molecular structure in Fig. 5.3 (d)) . Next to each pair, at a
slightly lower polar angle, one can see a local intensity maximum resulting from a nearest-neighbor
nitrogen atom (label δ). Rotated by an angle of 45◦ in azimuth are weak structures labeled with
ε, each caused by one of the four other nitrogen atoms.
The next step in the series is the simulation with a cluster where the molecule is adsorbed on the
Ag(111) substrate [Fig. 5.3 (b)]. The cluster includes the first two atomic layers of Ag atoms
underneath the molecule. XSW data [75] showed that the molecules undergo a conformational
change upon adsorption on Ag(111): The slightly shuttlecock-shaped phthalocyanine backbone is
flattened and the Sn atom in the center moves closer to the molecular plane. As result an Ag-Sn
distance along the z-axis of dSn−Ag = 2.25 A˚ and a Ag-C distance along the z-axis of dC−Ag = 3.05
A˚ was measured. An illustration of the adsorption geometry is shown in Fig. 5.4.
In the second simulation [Fig. 5.3 (b)] the molecular geometry is adjusted to these parameters.
As expected, by flattening the molecule the brightest features move towards higher polar angles
(θ = 76◦), which is close to those found in the experimental data (θ = 74◦). This is seen more
clearly in Fig. 5.5, where polar intensity distributions averaged over all azimuthal angles are pre-
sented. The measured data are compared to the simulations of the flattened molecule and of the
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Figure 5.5: φ-averaged polar intensity distribution of the results from Fig. 5.3. The measured
XPD pattern (red filled circles), the SSC patterns from a molecule in the adsorbed (flat) geometry
(blue open circles) and in the free (shuttlecock) geometry (black open diamonds) are shown. For
the sake of clarity a vertical offset was added to each spectrum.
free molecule. The polar position of the experimental maxima is much closer to the simulation
performed with the flattened molecule, thus confirming the XSW result.
Since the superstructure of the adsorbate is incommensurate with the substrate periodicity, there
is not only a single well-defined adsorption site on the Ag(111) unit cell. The molecules occupy
a continuous range of adsorption sites on the surface. To account for this in the calculations,
the substrate unit cell was discretized into a grid with 20 equidistant adsorption sites and the
calculation was repeated as many times, each time with a single molecule adsorbed on a different
site. Afterwards the outcome of all 20 SSC calculations was averaged. The azimuthal orientation
of the SnPc molecules with respect to the Ag-substrate in the cluster was chosen as shown in
Fig. 5.3 (d): the vertical molecular mirror plane σsv is aligned with the unit cell vector of the
Ag(111) substrate, i.e. along rows of Ag atoms in the surface. As already mentioned in the theory
part, for electrons from the Sn 3d core levels with kinetic energies of 772 eV, there are nearly no
contributions to the pattern from electrons backscattered off Ag atoms. This can also be seen in
Fig. 5.3 (b): The Sn emitter located below the molecular plane but on top of the substrate gives
no signal that can be attributed to the substrate structure. Calculating a scattering pattern for
a cluster with the molecule in the flattened adsorption geometry but without the Ag substrate
confirms this finding (not shown).
The three-fold symmetry of the substrate surface leads to the coexistence of three different az-
imuthal orientations of the adsorbed molecules, rotated by ∆φ = 120◦ with respect to each other.
Accordingly, to obtain the pattern shown in Fig. 5.3 (c), the result from Fig. 5.3 (b) was rotated
twice by ∆φ = 120◦ and the average of all three orientations was plotted. This reproduces the
12 main maxima found in the XPD measurements. Comparison of the experimental patterns in
Figs. 5.3 (f) and (g) with the SSC simulation in Fig. 5.3 (c) reveals an azimuthal offset of φ = 15◦
for the 12 outer maxima between experiment and simulation. A rotation of the molecule in the
cluster of ∆φ = 15◦ relative to the Ag(111) surface, as illustrated in Fig. 5.3 (g), reveals that the
molecules preferentially align the diagonal vertical molecular mirror plane σdv (see Fig. 5.3 (g))
along the dense rows of Ag atoms. Taking this rotation into account, the 12 main maxima appear
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at the same azimuthal and polar region as in the measurement. A similar rotational orientation
was proposed by Stadler [84] and was also found in STM experiments [79].





between the experimental and the simulated data, as a measure for the diffraction contrast. Here,
Imax is the intensity on a diffraction peak and Imin the minimum along the azimuthal cut at a fixed
polar angle. I(φ) is the intensity of the investigated angle. For the peak labelled α at θ = 74◦
in Fig. 5.3 (f) A = 0.17 was calculated. For each of the maxima in Fig. 5.3 (c) the anisotropy
is A=0.47. The reasons for the smaller value in the experiment are as follows: (i) incomplete
subtraction of the inelastic electron background from the experimental data can easily reduce the
anisotropy; (ii) due to uncertainties in the treatment of thermal vibrations of the scatterers relative
to the emitter, the SSC calculations tend to show larger anisotropies [25]; (iii) in the experiment
some molecules might not be perfectly aligned in the geometry as shown in Fig. 5.3 (h), which
also reduces the experimental anisotropy.
Summarizing, in this section it is shown that with XPD the geometry of the system SnPc/Ag(111)
can be characterized, leading to structural conclusions that are consistent with the existing liter-
ature. The polar position of the dominant scattering features in the intensity distribution shows
that the molecular backbone of SnPc is flattened upon adsorption and that the Sn atom moves
closer to the molecular plane. The distance between Sn-atom and molecular plane was determined
to be 0.84 A˚. The distance between the Sn atom and the Ag surface could not be found with XPD
due to the lack of backscattering features. From the azimuthal position of the intensity maxima
the azimuthal orientation of the molecules with respect to the Ag surface could be found: The
diagonal vertical mirror plane σdv of SnPc, is aligned with the direction of dense atomic rows of
Ag atoms.
5.4 Structural parameters from UPD
For the same system of 0.9 ML SnPc on Ag(111) also UPD measurements were performed. The
goal was to demonstrate the sensitivity of low kinetic energy photoelectron diffraction patterns
to molecular adsorbate structures, and the potential power of such measurements with respect
to structural changes. Due to a much higher probability for backscattering, not only azimuthal
orientation and conformational structure of the molecule, but also the molecule-substrate distance
and bond lengths can potentially be extracted. However, the interpretation of UPD patterns is
much less straightforward than in the case of XPD. The higher complexity of the initial states
and of the scattering processes producing the UPD patterns demand a more elaborate theoretical
treatment. Molecular orbital initial states in the valence region are more complex than spherically
symmetric core states. Moreover, the muffin tin approximation becomes less accurate for slow
electrons, and the surrounding potential in which the photoelectrons move is more difficult to
compute compared to the XPD case.
To excite the HOMO-1 molecular orbital in the UPD measurement, He Iα radiation (hν = 21.2
eV) was used. In Fig. 5.6 the valence region of the system SnPc/Ag(111) as well as of the clean
Ag(111) substrate is shown. The spectrum of SnPc/Ag(111) shows three peaks that correspond to
molecular orbitals. The extra intensity observed right at the Fermi edge indicates emission from
the LUMO. Due to charge transfer from the surface to the molecule this state is partially occupied
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Figure 5.6: UPS spectra near EF excited with He I radiation (hν = 21.2 eV) of pristine Ag(111)
(black open circles) and of 0.9 ML SnPc/Ag(111) (red diamonds) showing the highest occupied
molecular states (see text for labeling of states). The latter spectrum was recorded at normal
emission, while the clean surface spectrum was measured ∆θ = 5◦ away from normal in order to
avoid the surface state appearing close to EF . [85]
when the molecule is adsorbed on an Ag(111) surface [78]. There appears to be another weak
feature at EB = 0.41 eV, slightly down-shifted from the LUMO, which might be attributed to an
interface state created by the adsorption of the SnPc molecules on Ag(111). Such interface states
have been reported for other systems with organic molecules adsorbed on metal surfaces [86, 87].
However it was not seen in earlier works [88] and therefore could also be noise in the data. The
two peaks at binding energies of 1.35 eV and 2.2 eV correspond to emission from the HOMO and
HOMO-1, respectively. A DFT calculation with TURBOMOLE (cf. section 5.3 ) of the spatial
distribution of these two orbitals in a free molecule is shown in Fig. 5.7 . The HOMO-1 has a
pronounced s- and pz-like character and is mainly localized around the Sn-atom of the molecule.
In order to have a relatively simple molecular initial state that could be reasonably approximated
by a single atomic orbital (a pz orbital localized on the Sn atom), the HOMO-1 state was chosen
as emitter. It provides also the strongest signal-to-background ratio in the spectrum.
Figure 5.8 (b) shows the experimental UPD pattern of the HOMO-1 of SnPc/Ag(111) after sub-
traction of the substrate-related background, which has been measured at the same binding energy
on pristine Ag(111) (see Fig. 5.8(a)). The sharp contours in this background arise due to the
strongly dispersing sp band of Ag moving through the binding energy window. They represent
a section through a constant energy surface in the band structure of silver [89]. Due to their
sharpness, and due to the dependence of the precise momentum mapping on the work function
of the surface, some features persist in the background subtracted HOMO-1 UPD pattern, where
they can be easily recognized. Due to the sensitivity of the molecules to radiation damage, UPD
patterns were recorded only up to polar angles of θ = 60◦. This region includes the features with
the highest anisotropy and thus the main information can be gained from this limited solid angle.
As in the XPD measurement a ring of 12 intensity maxima is observed, which are significantly
broader and appear at a smaller polar angle of θ = 50◦ (see label α in Fig. 5.8(b)). Again, the
12 maxima can be rationalized in terms of the four-fold rotational symmetry of SnPc placed on a
three-fold symmetric substrate. But in contrast to the XPD data, a distinct three-fold symmetric






Figure 5.7: The upper two pictures show a top view of the ”tin-down” conformation of SnPc for
the HOMO in (a) and the HOMO-1 in (b). (c) shows a cut through the HOMO-1 (”tin-down”) in
the vertical plane indicated by the dashed line in (b). The prominent Sn pz-contribution to the
HOMO-1 can be seen. The negative part of the pz-orbital above the Sn-atom is missing due to
the hybridization with the s-orbital localized on the same atom.
modulation is superimposed on the 12 maxima. At lower polar angles (θ = 25◦) (label β) three
bright maxima appear, partly intersected by a sharp ring-like artifact from the incomplete back-
ground subtraction. At normal emission a pronounced peak appears.
Figure 5.8(c) shows the best fit that could be achieved with SSC simulations for emission from
the HOMO-1, excited with He Iα radiation. Due to the large Sn pz contribution to the HOMO-
1, the emitter is approximated by a pz-orbital centered at the Sn atom. Later this fact will be
discussed in more detail (see chapter 5.6). In the resulting SSC pattern the maximum in normal
emission as well as the three bright maxima at θ = 25◦ (label δ) are well reproduced. Moreover,
the figure shows that the three-fold symmetry of the substrate clearly dominates over the 12-fold
symmetry expected from intramolecular scattering from a four-fold symmetric molecule adsorbed
in three coexisting orientations. This is in clear contrast to the XPD case. An SSC simulation of a
SnPc molecule without substrate is shown in Fig. 5.8(d), yielding 12 equally intense maxima after
three-fold averaging. The superimposed three-fold symmetry in Fig. 5.8 (c) can thus be attributed
to backscattering of photoelectrons from substrate atoms in the vicinity of the molecule, which
is more pronounced for low-kinetic energy electrons. (cf. Fig. 2.5). It is remarkable that this
three-fold symmetry persists even after averaging over 20 inequivalent adsorbate positions within
the Ag(111) surface unit cell.
Comparing the experimental UPD pattern and the SSC simulation in Figs. 5.8 (b) and (c), re-
spectively, reveals that the simulations slightly overestimate the amount of backscattering as the
relative intensity of the bright inner features vs. the 12 outer maxima is higher in the simulated
pattern. This is also confirmed by a comparison of the anisotropy for the outer (label α) and
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Figure 5.8: UPD measurements and corresponding SSC calculations. (a) Experimental angular
intensity map for the energy region EB = 2.3 V from a clean Ag(111) substrate, servi g as
reference for the anisotropies in the spectral background; (b) UPD measurement of the HOMO-
1 of a 0.9 ML film of SnPc on Ag(111), with the background anisotropy removed as much as
possible. Additionally a Gaussian shaped background was subtracted. (c) Average pattern of 20
three-fold symmetrized SSC simulations of a cluster containing the atoms of the SnPc molecule
and 2 layers of Ag(111). Each of the 20 simulations result from a cluster where the molecule is
adsorbed on a different lateral adsorption site (see text). (d) SSC simulation of a SnPc molecule
in the adsorbed geometry without the Ag substrate. All plots cover a polar angle range going
from normal emission (θ = 0◦, center of the plot) to θmax = 60◦ (outer rim).
inner (label β) maxima in the measured UPD pattern and in the simulated UPD (label γ vs.
δ), respectively. Table 5.1 shows that the ratio between the anisotropies of the outer and inner
maxima is smaller for the calculated than for the measured data.
Experimental Calculated
Outer max. A(α)=0.13 A(γ)=0.07
Inner max. A(β)=0.15 A(δ)=0.13
Table 5.1: Anisotropies for selected outer and inner maxima (cf. labels in Fig. 5.8) in the
experimental and in the calculated UPD pattern, respectively.
The 12 outer maxima, which are due to intramolecular scattering in the SnPc backbone, appear
at similar polar angles in both simulation (θ = 54◦, labeled δ) and experiment (θ = 50◦, labeled
β). This slight inward shift of the experimental pattern with respect to the SSC simulation for the
flat SnPc backbone is consistent with the result from the XPD analysis and might indicate that
a slight bending of the molecule into a shuttlecock conformation persists in the adsorbed state.
Having clearly established the contribution of backscattering to the formation of the UPD pattern,
one would like to explore its sensitivity to the bond distance of the molecule from the substrate.
This was realized by including the first two layers of Ag atoms in the cluster and varying the
vertical distance between molecule and top Ag layer. The best fit [Fig. 5.8 (c)] was achieved
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Figure 5.9: SSC simulations of the HOMO-1 UPD pattern using a pz-type emitter for differ-
ent molecule-substrate distances with distance offsets ∆dSn-Ag referenced to the best fit distance
dSn-Ag = 2.30 A˚. The polar angle range goes fro θ = 0
◦(center of plots) to θmax = 60◦ (outer
border of plots).
with very similar structural parameters (dSn-Ag = 2.30 A˚, dC-Ag = 3.09 A˚) as used in the XPD
simulations.
To account for the incommensurate superstructure, the same grid with 20 different adsorption
sites of the SnPc molecules on the Ag unit cell was used as already mentioned in section 5.3. A
three-fold average was carried out to account for the three rotational Ag(111) domains.
Figure 5.9 shows a series of SSC patterns for the HOMO-1 emission in which the distance be-
tween molecules and substrate dSn-Ag was varied. In Fig. 5.9 (a) the distance between SnPc and
substrate is the smallest, three additional spots appear in-between the three inner maxima (label
ε). These spots gradually vanish as the molecule is moved further away from the Ag surface (see
Figs. 5.9 (b) through (d)). In the case of the best fit with dSn-Ag = 2.30 A˚ (see Fig. 5.8 (c))
both, the three maxima at θ = 25◦ and the additionally appearing maximum at normal emission
are strong. Upon further increasing the molecule-substrate distance the three-fold symmetric fin-
gerprint of the substrate declines while the emission normal to the surface becomes stronger. On
a scale of sub-angstrom distance variations the UPD pattern changes significantly, which makes
such measurements a very sensitive probe for structural changes. The molecule-substrate distance
determined from the best fit is in good agreement with the XSW measurements by Stadler et
al.[75]
Simulating UPD patterns is generally more challenging than the XPD case for mainly three rea-
sons: (i) the non-spherical and hybridized character of the initial state wave functions, (ii) the
non-local character of molecular orbital states leading to coherent photoemission from multiple
atoms within the same molecule, and (iii) the lack of an accurate description of the scattering
potentials as well as the inner potential V0 within molecular layers. These issues complicate the
calculation of photoemission matrix elements and scattering phase shifts for the photoelectrons.
Only just recently have these issues been addressed in the literature [71]. In this chapter issues
(i) and (iii) were tackled partly.
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It is obvious that the approximation of the HOMO-1 as a pz orbital localized on the Sn atom is
a crude one. A next better approximation would be an sp-hybridized orbital, and then the full
molecular orbital as depicted in Fig. 5.7. Moreover, the HOMO-1 likely plays an important role
in the chemisorption process between the first monolayer of molecules and the silver substrate
[75, 77]. Charge donation and back-donation can lead to a change in the spatial distribution
of the HOMO-1, as it was recently suggested based on DFT calculations with a semi-empirical
dispersion correction [77]. The good agreement of the single scattering calculations assuming a
pz-emission with the experimental data (Figs. 5.8 (b) and (c)) suggests that the pz-orbital char-
acter of the HOMO-1 remains dominant and largely unchanged upon adsorption. This statement
is also supported by performed DFT calculations using the TORBOMOLE code [82].
With a work function of φ = 4.4 eV [88], the kinetic energy of photoelectrons from the HOMO-1
in vacuum is Ekin = 14.6 eV when excited with He Iα radiation. Due to calculations with the
self-consistent LMTO approach the inner potential, which is required for the calculation of phase
shifts for scattering inside the solid, was assumed to be V0 = 8.7 eV for SnPc/Ag(111) [90]. In the
present case V eff0 is introduced instead of V0. It is used as a fitting parameter as electrons from
the top-most molecular layer do not experience the same inner potential as those inside the solid.
The best fit of the SSC results to the experimental UPD pattern was achieved with V eff0 = 6.0
eV. This procedure even enlarged the parameter space that had to be converged, which was al-
ready spanned by the geometrical degrees of freedom such as substrate-molecule distance and the
molecule geometry itself. The analyzed XPD measurements and XSW data from the literature,
however, provided a good starting point for the structural parameters.
In consideration of the discussed difficulties the presented SSC result in Fig. 5.8 (c) shows a
remarkably good agreement with the measured pattern.
5.5 Summary
The system SnPc/Ag(111) with a coverage of 0.9 ML of SnPc was examined with XPD and UPD
measurements. From the XPD analysis, supported by SSC calculations, the conformation of the
SnPc molecules on Ag(111) could be determined. The slightly shuttlecock shaped molecule ex-
periences a flattening, while the Sn atom sticking out beneath the molecular plane moves a little
closer. Furthermore, comparing SSC calculations and experimental data for both, Sn 3d5/2 and
Ag 3d5/2, it is found that the diagonal vertical mirror plane σ
d
v of SnPc aligns with the Ag(111)
unit cell vector, i.e. with dense rows of Ag atoms. These results confirm earlier findings [79, 84].
This knowledge was taken into account for the analysis of the UPD data from the same system. To
simulate emission from a molecular state, i. e. the HOMO-1, the SSC code was adapted so that it
can calculate photoelectron diffraction patterns also from non-spherically symmetric states, such
as a pz-state. Although the processes involved in forming a UPD pattern are far more complex
than in the XPD case, a good agreement between SSC simulations and the recorded UPD data
could be obtained for a molecule-substrate distance of dSn−Ag = 2.30 A˚ and dC−Ag = 3.09 A˚,
again in good agreement with XSW data [75]. With a series of SSC calculations where the
molecule-substrate distance was varied, it could be shown that UPD is a powerful method to
detect structural changes of surfaces on a sub-A˚ngstrom scale. The sensitivity of the analysis to
the parameter dSn−Ag results from strong backscattering contributions from Ag atoms which are
essentially absent in the XPD case.
As photoelectrons emitted from a molecular monolayer experience another inner potential com-
pared to those propagating in the bulk, also the inner potential was adjusted. A best fit was found
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at a value of V eff0 = 6.0 eV. The uncertainties of the inner potential, as well as the sensitivity of
the calculated UPD patterns to even small changes in scattering phase shifts and photoemission
matrix elements, demand an increased theoretical effort in the future, also including a multiple
scattering treatment [26, 71].
The findings of this work are particularly encouraging in view of the increasing availability of
ultrashort XUV laser pulses from HHG sources [55]. A pump-probe scheme becomes feasible
where a molecular layer is excited by a strong infrared pump pulse and a subsequent XUV pulse
is used for recording a UPD pattern to follow the structural evolution of the system as a func-
tion of the pump-probe delay, i.e. in the femtosecond regime. Processes involved in reversible
molecular switches or in molecular desorption may become directly accessible to stroboscopic
measurements.
5.6 SSC calculations for non isotropic initial states
The simulation of UPD patterns required a modification of the already existing SSC code to ac-
count at least partly for the molecular orbital character of the initial states. The code was extended
so that it can calculate not only diffraction patterns for emission from completely filled core states
with spherical symmetry, but also from anisotropic states with defined angular momentum and
magnetic quantum numbers, e. g., a pz-orbital. As previously mentioned, the latter was used as
emitter for the simulation of the UPD pattern in Fig. 5.8 (c). Calculations with emission from an
s-state were also performed, but could not reproduce the features observed in the experimental
data.
To show the validity of the extended code for scattering from non-isotropic emitters, a case with
a simple emitter-scatterer configuration is presented in Fig. 5.10. The cluster consists of a Sn
photoemitter and three carbon scatterers, one along each of the three Cartesian axes, as sketched
in Fig. 5.10 (c). Diffraction patterns for emission from three orthogonal p-states (px, py and pz)
were then calculated. In Fig. 5.10 (a) the kinetic energy of the electrons was chosen as in the
XPD experiment. In Fig. 5.10 (b) Ekin is assumed to be the same as in the UPD experiment.
The experimental geometry, i.e. the direction of incident light and detection axis, were assumed
to be the same as in the real UPD experiment for both examples in (a) and (b). The incident
light is partially polarized and has contributions from s and p polarization.
In Fig. 5.10 (a) the higher kinetic electron energy facilitates the direct interpretation of the diffrac-
tion pattern. As expected the symmetry of the initial state greatly determines the outcome of the
scattering: emission from a pz-initial state shows a pronounced emission and forward scattering
along the z-axis, i. e. in the normal emission direction (the center of the picture). Likewise
emission from a px initial state shows a pronounced emission and forward scattering in the x-axis
direction. It is thus demonstrated that the modified SSC code also accounts for non-spherically-
symmetric emitters. Figure 5.10 (b) illustrates that an intuitive interpretation of UPD patterns is
not possible. Due to large phase shifts and a complicated scattering character of the low-energy
electrons the diffraction pattern depicts the scatterer and the initial state geometry only very
vaguely.
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Figure 5.10: (a) SSC simulation of intensity patterns for emission from three orthogonal p-orbitals
(Ekin = 772 eV in the solid). From top to bottom: px, py and pz for the simple three-scatterer
geometry depicted in (c). (b) SSC simulation as in (a) but with Ekin = 25 eV in the solid. The
polar angle ranges from θ = 0◦ (center of the plots) to θmax = 86◦ (outer border of plots). (c) The
corresponding three carbon scatterer geometry shown in a cartesian coordinate system. Situated
in the coordinate origin is a Sn-emitter. The blue arrow indicates the direction of light incidence
with s- and p-polarizations.
6 Time-resolved UPD on Bi(111) - A proof
of principle study
In the previous chapter was shown, that UPD is a suitable method to resolve minute changes
of the surface geometry. In the following we will present a proof of principle experiment for
time-resolved UPD. In a pump-probe experiment coherent phonons were displacively excited in a
Bi(111) crystal using intense IR pulses. With pulsed XUV photons oscillations in the electronic
structure and oscillations in parts of a full UPD map were probed. Delay-dependent changes in the
UPD signal could be assigned to a measurement of structural dynamics, which was underlined by
SSC calculations. Changes of the electronic structure alone, as calculated with the tight binding
model, could not explain the observed oscillation amplitudes. It is observed that the slower
responding nuclear oscillation has a phase shift of pi compared to the fast electronic response to
IR excitation.
6.1 The system Bi(111)
The system of choice for such an experiment was a bismuth (111) crystal, the crystal structure of
which has rhombohedral symmetry [91]. This symmetry is caused by a Peierls distortion along
the [111] direction of a formerly cubic crystal lattice in order to minimize its energy [92]. The
rhombohedral unit cell has a two-atomic basis as shown in Fig. 6.1. Its body diagonal is identical
with the trigonal axis of the hexagonal unit cell with c = 11.7967A˚. Due to the distortion the
distances d1 and d2 are not equal but d1 = 0.467 c and d2 = 0.533 c. This leads to a bilayer system
in the [111] direction of the crystal (Fig. 6.1 (b)).
However the Peierls phase can easily be destabilized by photo-induced excitation of valence elec-
trons into the conduction band, thereby creating a displacive excitation of coherent phonons (A1g
mode) along the [111] direction [93] (see Fig. 6.2 (a)). In that model hot electrons are created by
absorption of IR photons and due to an anharmonic crystal potential, the altered charge distribu-
tion makes the rhombohedral crystal phase less favorable. As a consequence the lattice starts to
oscillate around a new quasi equilibrium closer to the cubic lattice phase (Fig. 6.2 (b)). During
the first few picoseconds after excitation the energy is largely stored in the electronic excitation
and the A1g mode [94, 95].
By x-ray diffraction measurements combined with DFT calculations, it was quantitatively demon-
strated, how lattice spacing and frequency of the phonons depend on the fluence of the IR pulse
[94]. The authors of that work define a normalized equilibrium coordinate x = 0.5 + δ around
which the phonon amplitude oscillates. In the non excited state x = 0.467 (Fig. 6.1), for x = 0.5
the equilibrium of the oscillation would be the cubic phase. The value of x increases with higher
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(a) (b)
Figure 6.1: Bulk structure of Bi. (a) rhombohedral unit cell (dashed green lines) together with
the hexagonal unit cell (dashed pink lines). Not all the atoms are shown. Blue and red colors
mark the two atoms in the rhombohedral unit cell. The solid green and pink lines are the vectors
spanning the rhombohedral and hexagonal lattice, respectively. The three orthogonal axes are:
bisectrix (C1, y), binary (C2, x) and trigonal axis (C3, z). The distance d1 can be expressed by the
equilibrium coordinate x (non excited: x = 0.467). (b) Illustration of the pseudocubic character
of the structure together with the rhombohedral unit cell. The [111] direction is indicated. A
bilayer system becomes visible. Each bilayer consists of one layer with red and one with blue
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Figure 6.2: (a) Direction of the A1g amplitude. (b) Cut through the potential surface of Bi(111):
Before excitation the potential surface is described by the dashed red curve. After excitation the
potential is shifted to a new quasi-equilibrium (dashed blue curve). The solid black curve indicates
the estimated amplitude of the lattice oscillation. The x values of the excited state give an upper
limit estimated after [94] assuming a fluence of F = 1.4 mJ
cm2
.
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fluence and a phonon softening occurs, i. e. the A1g frequency is reduced. Additionally both ef-
fects can be derived by a comprehensive model applying the Landau expansion of the free energy
of the lattice. Solving the equation of motion and deriving the corresponding frequency shows
that the displacement as well as the phonon softening depend linearly on the amount of electrons
promoted to the conduction band, in case of low excitation densities [95]. The linear frequency
dependence was also found in reflectivity experiments [96]. At strong IR fields (F = 6.7 mJ
cm2
) a low
frequency of ν = 2.12 THz can be reached, while the unperturbed crystal oscillates at ν = 2.92
THz [9].
Reflectivity measurements furthermore show cosine-like oscillations due to phonon excitation, i.
e. the oscillations start close to the maximum reflectivity at delay ∆t = 0 ps [97]. The change
in reflectivity is mainly caused by an electronic response, therefore it was suggested that the elec-
tronic displacement is sudden. It was also found that the phonon frequency is chirped and goes
to larger values as the excitation relaxes and the oscillation amplitude becomes smaller [98].
With intense enough exciting fields (F = 20 mJ
cm2
) displacements of more then 10% of the ground
state lattice spacing could be reached [9]. This is just where the crystal is fully driven into the
cubic phase. In this regime the Lindeman criterion is reached, which postulates a solid-to-liquid
phase transition at so strong displacements. Indeed indications for lattice melting could be ob-
served.
A detailed view on the consequences of the phonon oscillation for the valence band structure, was
obtained in two color pump-probe experiments [99, 100]: After an initial shift to larger binding
energies of both the bulk and the surface states, only the energy position of the bulk states as well
as their intensity oscillate cosine-like, while the surface states do not oscillate.
At the Attoline beamline at ETH Zurich, it was also possible to do a pump-probe experiment
using intense IR pulses as pump and pulsed XUV light as probe pulses. As the energy of the XUV
pulses can be tuned up to 70 eV it is not only possible to probe the valence states of bismuth, but
also its shallow 5d core levels that are located at EB = 23.8 eV and 26.9 eV, respectively. In that
way it becomes feasible to excite the coherent phonons with the IR light and, changing the delay
between the two pulses, to record time-resolved diffraction patterns either from the valence band
or from the 5d core levels.
6.2 Experimental preparations
The preparation procedure for the Bi(111) crystal was repeated on a daily routine. Two cycles of
sputtering with Ar ions of Ekin = 550 eV for 30 min were each followed by annealing for 5 min
at T = 150◦ C. To check the cleanliness of the crystal, XPS survey spectra as well as Bi Fermi
surface maps were recorded.
On the laser side the photon spectrum had to be tailored every day. First the energy spectrum
was adjusted by the means explained in chapter 3.2: Pressure inside the gas target, position of
the gas target and iris settings were optimized to always reproduce the same spectrum. Once the
XUV spectrum recorded with the XUV spectrometer showed the right characteristics, the light
was sent to the surface. As it was possible that the beam path of the laser pulses slightly changed
from day to day, the proper sample position of the crystal had to be found by recording a series
of energy dispersion curves.
Prior to starting the experiment, spectra with excitation from both IR and XUV pulses combined
were recorded. In that way too strong space charge effects or above threshold photoemission could
be avoided.
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provides first indications that the electronic structure close
to the Fermi level is dramatically different from the well-
established band structure. We performed experiments to
determine the FS in the highly localized region near the T
point of Bi(111). The momentum resolution was experi-
mentally verified to be Dk # 0.023 Å21. The spectrome-
ter parameters were set such that the energy resolution
(determined from Au Fermi level measurements) was
25 meV for band structure maps and 40 meV for Fermi
surface maps (FSM). Clean sample surfaces were ob-
tained by cleaving samples of single crystal Bi in situ. The
sample orientation was done using standard Laue tech-
niques and confirmed by FSM’s of the extended zone
scheme displaying multiple G points. The base pressure
was 1028 Pa. Sample cleanliness was monitored indi-
rectly through surface features whose emission intensities
did not change noticably over the course of a day. In or-
der to minimize phonon-related broadening to the photo-
emission spectra the sample was cooled to 50 K which is
significantly below the Debye temperature of Bi (QD 
120 K). Contours of the FS as a function of the parallel
electron momentum components can be obtained by mea-
suring the photoemission intensity at the Fermi level and
scanning the electron analyzer along the polar and azi-
muthal directions relative to the sample normal. The FSM
shown in Fig. 1 was measured with hn  18 eV photon
energy. The image displays raw data normalized to the
beam current of the storage ring. The image is not sym-
metrized or averaged, but was acquired by scanning the
FIG. 1 (color). Intensity map at the Fermi level of Bi(111)
measured at hn  18 eV. The angular steps were 0.25±. kx and
ky are the parallel components of the electron momentum along
the GM and the GK direction, respectively.
electron analyzer over the entire momentum range as
indicated in the figure.
The FSM displays a narrow ring centered on the crystal
normal (trigonal axis) surrounded radially by lobes, which
are 60± apart from each other. As will be shown later, the
features displayed in this FSM are of a two-dimensional
nature. The center ring encloses electron states, whereas
the six lobes enclose hole states. To visualize the size and
orientation of the Fermi surface we have superimposed an
outline of the FSM from Fig. 1 onto the BZ, as shown in
Fig. 2. One clearly sees that the Fermi surface contours
enclose only a very small fraction of the Brillouin zone.
For rhombohedral systems bulk features are expected
to show a threefold symmetry around the trigonal axis;
however, the rotational symmetry of the ovals around the
trigonal axis is sixfold indicating two-dimensional nature.
This sixfold pattern is oriented in k space such that the
ovals point to the center of the hexagonal face of the sur-
face Brillouin zone (SBZ), i.e., they are located along GM.
From the energy dispersion of the band associated with the
lobes it will become clear that they indeed cross the Fermi
surface (see Fig. 4 below).
From the intensity map in Fig. 1 it is not possible to
identify whether these features are associated with hole-
like or electronlike bands. To further clarify the character
of the FS pockets we used angular resolved energy dis-
tribution curves (EDC’s) to determine the band dispersion
Ekk along a lobe direction. Figure 3 shows the EDC’s
measured from 23.25± to 12.75± in 0.5± steps along GM.
The indicated peak positions were determined by fitting
independent Lorentzians and an inelastic background mul-
tiplied by the Fermi distribution function to the EDC’s.
From the momentum dependence of fitted peak positions
















FIG. 2. Projection of the bulk Brillouin zone (solid lines) onto
the (111)-surface Brillouin zone (dashed lines). The trigonal





















Figure 6.3: (a) Fermi surface map of Bi(111) recorded with He Iα at T = 300 K. The first
Brillouin zone and its high symmetry points are marked in red, with a distance of 0.80 A˚−1
between Γ¯ and M¯. By the dashed line the Γ¯M¯ direction of the reciprocal lattice is shown, which
was parallel to the angular axis of the detector. (b) Fermi surface map from literature, recorded
with hν = 18 eV at T = 50K [101].
6.3 Coherent phonons with pulsed XUV light
Since the oscillations of electronic structure caused by the phonon oscillations were not yet observed
with HHG light, a pump-probe measurement at normal emission was conducted, recording the
time evolution of the valence band as a first step. With the WAL detector energy, polar angle and
time delay were scanned. In order to align the crystal properly the bismuth Fermi surface map
was recorded using the He Iα line as shown in Fig. 6.3 (a). The crystal was azimuthally oriented
so that the angular axis of the detector was parallel to the Γ¯M¯ direction of the Brillouin zone.
The observed features of the Fermi surface map are relatively broad compared to measurements
known from literature (Fig. 6.3 (b)). With a very low surface Debye temperature of θD = 48 K,
a significant broadening of the features is expected, if the measurement is conducted at room
temperature as it was the case here. Furthermore the line width of the light source and the
angular resolution in the present measurement lead to broader features compared to the work in
[101]. Still the six lobes spaced by φ = 60◦ are visible, which is sufficient to properly align the
sample.
For the delay scan the XUV photon signal shown in Fig. 6.4 (a) was used. While it would have
been desirable to generate a monochromatic spectrum, it was only possible to reduce the spectrum
to the minimum of two dominant harmonics in the Attoline setup. The duration of the XUV pulse
trains was ∆t ≈ 11 fs, while the IR pulse was ∆t ≈ 22 fs.
Note that there is a filter in the beam path before the XUV pulses are detected in the photon
spectrometer. This filter has a transmission function T (E), that is not exactly known but it
changes the ratio between higher harmonics 13 and 15 at E = 20.4 eV and E = 23.5 eV such that
the one with lower photon energy appears less intense than it is in reality. This is also evident in
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Figure 6.4: (a) Photon spectrum of the XUV pulse from the Attoline. The spectrum is not
corrected for the unknown transmission function of the filter in front of the spectrometer. Higher
harmonic (HH) 13 at hν = 20.4 eV is therefore underestimated compared to HH 15 at hν = 23.5
eV. The peaks on the right corresponding to HH 17 and 19 are weak and have nearly no influence
on the spectra from the surface. The pulse duration of the XUV pulse is ∆t ≈ 11 fs. (b) Valence
band from Bi(111) recorded with the XUV spectrum from the Attoline (red curve). A polar angle
range of ±27◦ was integrated. The three peaks mainly stem from a superposition of two replica
from the valence band due to the two harmonics, as indicated by the blue and green curves as
guides to the eye. The bright blue curve shows an estimated exponential background. (c) Valence
band recorded with He Iα at normal emission (black) and ±27◦ angle integrated (red). The solid
lines denote bulk states and the dashed lines surface derived states.
the valence band spectrum of Bi(111) in Fig. 6.4 (b). which shows the spectrum recorded with
XUV pulses. Space charge effects lead to a broadening of the spectrum and to higher energies of
the fastest electrons, so that the Fermi edge corresponding to electrons excited by harmonic 15
appears at Ekin = 20.6 eV. Figure 6.4 (c) shows the angle integrated valence band spectrum and
the one at normal emission resulting from excitation with He Iα emission. In the angle integrated
spectrum the bulk states (solid lines) are more prominent compared to the spectrum at normal
emission, where the surface state (dashed line) at 0.3 eV is dominant. The state at 2.5 eV has
contributions from both bulk and surface resonance states [102, 103].
In the delay scan the valence band was then recorded in the range of Ekin = 18 eV - 24.5 eV.
With the wide angle lens an angular range of θ = ±27◦ was recorded but to show the behavior
at normal emission, only polar angles of ∆θ = ±5◦ around normal emission were integrated for
better signal statistics. (The full angular range will be considered later in chapter 6.7.)
Figures 6.5 (a) and (b) show the result of the delay scan: At negative delays, where the XUV
pulses arrive prior to the IR, there is no oscillation visible. At delay ∆t = 0 fs, when the pulses
overlap, a strong increase in intensity is visible. This increase can be attributed to the excitation
of hot electrons. For positive delays the intensity oscillates with a cosine-like character, as known
from literature [48]. The oscillations becomes better visible in Fig. 6.5 (b) that shows the energy
integrated signal of (a) inside the red bars. The curve is normalized by the Ar-gas phase signal
shown in Fig. 6.5 (d). The gas phase signal was simultaneously recorded using the same XUV
pulse as for the emission from the Bi crystal. That way laser fluctuations are partially compensated
for.
To determine the frequency of the phonon oscillation the signal of Fig. 6.5 (b) was fitted with an
exponentially damped harmonic oscillation. The resulting frequency from the fit is ν = (2.71 ±
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Figure 6.5: (a) Delay scan of the Bi(111) valence band. A polar range of ±5◦ around normal
emission was integrated. The photon signal from Fig. 6.4 (a) was used. For positive delays the
intensity oscillations are visible. (b) The energy integrated delay scan (red) normalized by the
Ar-gas scan in (d). The integration range is indicated by the red bars in (a) from 18.5 eV to 24
eV. An exponentially damped cosine function is fitted to the data (black curve) with frequency
ν = (2.71 ± 0.06) THz. (c) shows the calculated change of the signal that is probed at normal
emission depending on the lattice distortion as expressed by the coordinate x(t). The curves were
generated using tight binding calculations. (d) Energy integrated photoemission yield from an
argon gas-jet recorded at the corresponding delay. This scan was simultaneously recorded with
the same XUV spectrum and was used to normalize the data in (b) in order to correct for the
XUV fluctuations.
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Figure 6.6: (a) Band structure calculation and DOS around EF . Left: Within the tight binding
model the various energy bands E(k) of Bi(111) were calculated from the Γ point along the [111]
direction in the valence regime. Blue indicates the dispersion for minimum amplitude of the
oscillation which is equivalent to the unexcited lattice structure. Red indicates the dispersion
of the maximum amplitude. Right: The energy dependent partial DOS in the valence regime is
plotted for the maximum and the minimum amplitude. Additionally the measured valence band
structure with He Iα excitation at normal emission (solid black) and a Fermi-Dirac distribution
function at T = 2000 K (dashed black) are plotted in the graph. (b) View on the Brillouin zones
in the reciprocal space. A cut along the ΓT - Γ¯M¯ plane is presented. The blue diamond and
square indicate the k-vector of the final state electrons emitted by the respective light source with
hν = 23.5 eV or hν = 20.4 eV.
0.06) THz corresponding to a time period of T = (369 ± 8) fs. The IR fluence during the delay
scan was F = (1.26±0.25) mJ
cm2
. The error of the fluence results mainly from the uncertainty of the
beam area on the sample. The phonon frequency from fluence-dependent studies in [94] (ν ≈ 2.74
THz) is within the range of the error bar of the determined frequency from the cosine-fit. The
life time of the excited electrons determined by the decay of an exponential function fitted to the
oscillation in Fig. 6.5 (b) gives τ = (1.03 ± 0.44) ps, which is short compared to values in [99].
Reasons might on the one hand be the use of lower fluences in [99] compared to the present work
and on the other hand the normalization of the measured signal with the Ar-gas phase, that is
done here, cannot correct for fluctuations from both light sources IR and XUV. This can lead
to faster decays of the signal. It is important to note that measured fluctuations in the XUV
spectrum imply fluctuations in the IR pulses, too, since the XUV is generated from the IR. The
HHG-process is not a linear process and the IR pulses could not be measured with the TOF signal
but they contribute to the strength of the background signal from the surface. Furthermore it
is not clear whether the detector linearity with respect to the electron intensity is of the same
quality for TOF and WAL analyzer. Thus not all artifacts due to intensity fluctuations of the
light source could be corrected for by normalization with the gas phase signal.
The cosine-like shape of the oscillation is explained as follows: The electronic states respond very
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fast to the excitation by the IR and hot electrons are almost immediately excited. The altered
charge distribution kick starts coherent phonon oscillations. In turn the electronic structure,
represented by the density of states (DOS) depends on the electric field generated by the atomic
cores inside the crystal. Hence the DOS changes with the positions of the atoms. Thus an
interplay between atomic positions and electron density is established. When the lattice symmetry
approaches the cubic phase, the DOS around EF is reduced in the region close to normal emission.
Therefore largest intensities occur at smallest distortion amplitudes, when the lattice is closest to
the unexcited state [96, 98, 99].
As shown in Fig. 6.5 (c), these findings are underlined by simulating the distortion dependent
intensity of the electronic states around EF with band structure calculations (for details see below).
No damping or relaxation was included in the delay dependent calculation. It can be observed
that the oscillation amplitude of experiment and calculation are 8% and 7.5%, respectively, with
respect to the total signal and therefore agree well. This agreement poses a good validity check
regarding the quality of the used parameters for the calculation. The model was a tight binding
approach after Liu and Allen [104].
In a first step the band structure of the Bi(111) crystal was calculated over the full height of the
Brillouin zone along the ΓT direction. Second, a partial DOS D(k) was generated from the band
dispersion using the relation
D(k) ∝ (∇kE(k))−1. (6.1)
The results for the two extremes of minimum and maximum phonon amplitude are shown in Fig.
6.6 (a). The left graph shows the band dispersion and the right shows the dispersion derived
partial DOS around EF . Since the measurement probed states at normal emission, (∇kE(k))−1
was only evaluated at each calculated point along the ΓT direction of the Brillouin zone. The
contributions over the full height of the Brillouin zone were summed up to generate the partial
DOS at Γ¯.
For simplicity reasons the term ”partial” will be dropped from here on. The reader should bear
in mind that the DOS is always only evaluated along the [111] direction, i. e. the direction along
which k is integrated, due to energy integration. Fig. 6.6 (b) presents an overview on the bulk
Brillouin zones of the Bi crystal lattice.
One can see that the lattice at minimal phonon amplitude, which is equivalent to the non excited
Bi crystal, has a larger DOS around EF than in case of maximum amplitude. To generate an
estimate of the electron intensity as used in Fig. 6.5 (c) the DOS is summed up over the same range
around EF as the measured signal and then multiplied with a Fermi-Dirac distribution assuming
an electronic temperature of T = 2000 K as was found in a work under similar conditions [19]. The
integration range for the measured data was Ekin = 18.5 eV to Ekin = 24 eV, which corresponds
to a range of E − EF = −2.5 eV to 3 eV.
For comparison the experimental data of the Bi(111) valence band at normal emission from Fig.
6.4 (c) that were recorded with He Iα are also plotted in the right part of Fig. 6.6 (a). It shows
that the calculation reproduces the energy positions of the bulk states with good accuracy. For
the states measured at E − EF = −2.7 eV, a hybridization of bulk states and surface resonance
obscures the exact position of the bulk states. The main contributions to the calculated DOS
originate from near the Γ point. Since the measured states have similar energy position mainly
electrons near Γ are probed in the experiment.
Summarizing the delay scan measurement at normal emission demonstrated that the IR power
was sufficient to excite the coherent phonon oscillations and that they could be resolved with the
HHG pulses. Their origin can be understood by applying the model of displacive excitation of
coherent phonons and density of states calculations.
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Figure 6.7: Comparison between measured UPD maps and maps calculated with SSC. In (a) a
map of electrons from the 5d3/2 core level excited with He IIα radiation is shown. (b) shows the
simulation of (a) with SSC. Specific features like the highest intensity (α) or the strong intensity
at large polar angles (β) are marked. The UPD map for valence band emission integrated over
the whole energy region of the band is presented in (c) Also the two high symmetry directions of
the surface Brillouin zone Γ¯K¯ and Γ¯M¯ are indicated. The used light source was He Iα. Again the
measurement is compared to SSC simulations (d). Also here the region with highest intensity (δ)
and the ”finger-like” features (ε) are marked.
6.4 UPD from Bi(111) in equilibrium
Prior to a time-resolved UPD experiment, diffraction maps of the crystal lattice in equilibrium
were recorded with the He discharge lamp in the ESCA laboratory at University of Zurich (see
chapter 5.2). These measurements serve as a reference to check the quality of the SSC simulations.
The simulations can then be extended to calculate UPD patterns in the WALku¨re geometry. The
photon energies at the Attoline, as they are used for a time-resolved experiment, are slightly
different compared to the He emission lines. Also the line widths of the respective harmonics are
broader than the He lines. But as well for valence band as for 5d core level emission, harmonics
can be found with an energy close to that of the He Iα or the He IIα line respectively. So the final
states and the scattering behavior should be comparable for both light sources. Another difference
between UPD measurements at the ESCA laboratory and at the Attoline is the incidence angle
of the beam, which leads to different intensity distributions due to matrix element effects. This
can be accounted for in the scattering simulations, however. The UPD map of the bismuth 5d3/2
core level recorded with He IIα (hν = 40.8 eV) is presented in Fig. 6.7 (a) and the corresponding
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Figure 6.8: Azimuthal cut of the valence band UPD at θ = 50◦. The anisotropy (for definition
see chapter 5) of the cut through the measured diffractogram (a) and through the simulated one
(b) are shown.
SSC simulation is shown in (b).
In the case of electrons with low kinetic energies Ekin < 50 eV high accuracy of scattering phase
shifts and amplitudes is required, due to the complex scattering behavior. Thus SSC calculations in
that energy regime are less precise as those for faster electrons. In that light the similarity between
experiment and SSC calculation in (a) and (b) is acceptable. Moreover many main features of the
maps are qualitatively reproduced, such as the strongest intensities at about θ = 50◦ that appear
every 120◦ (annotated as α). Also the ”finger-like” features γ that run out from the high intensity
areas to larger polar angles, the outer left of which is strongest in intensity (β), appear in both
experiment and simulation. Alas the shape of the main maximum in α is not well reproduced.
The simulations clearly show a local minimum that does not appear in the experiment.
In Fig. 6.7 (c), the complete valence band was probed and was integrated from EB = 5 eV to
EF at each point on the hemisphere, using He Iα (hν = 21.2 eV) photons. When simulating
UPD maps of valence states there is one additional difficulty at hand: Since valence states are
not localized the emitter can not be described easily (see chapter 2.2.4). However in the case of
copper valence states it was shown that for a full integration of the valence band the assumption
of emitters localized at atomic sites can result in a very precise reproduction of the measured UPD
pattern [23, 26]. The same approach is also used here for the SSC simulation of the Bi(111) UPD
map from valence states (Fig. 6.7 (d)). SSC calculations for four equally spaced different binding
energies in the valence band were added up. Indeed the quality of the simulation compared to the
measurement is about the same as in the shallow core case. Also here the features (ε) at large
polar angles are well reproduced. Compared to the core level UPD, the maxima in the valence
band measurement coincide less well with the simulations, that show an even more pronounced
local minimum (δ).
It is notable that the measurements from the 5d level and from the p-dominated valence band show
a strong similarity. The kinetic energy of electrons excited with hν = 40.8 eV (He IIα) from the
5d3/2 states is approximately Ekin,s = 25 eV inside the solid. Ekin,s of electrons from the valence
band with a mean EB = 2.5 eV are 1.7 eV faster, if probed with 21.2 eV (He Iα). Assuming final
state scattering effects are dominant, the close values of the final state kinetic energy in the two
experiments might be the reason for the similar UPD results.
In Fig. 6.8 azimuthal cuts at θ = 50◦ extracted from measurement and simulation are compared.
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It can be seen that there are substantial differences in the both curves. Especially the three main
maxima in Fig. 6.8 (a) appear as double peaks in (b). Furthermore the measurements in (a) do
not show the small local maxima at φ = 0◦, 120◦, 240◦ that appear in the simulations (b).
MSC calculations using the EDAC code [67] were also tested. The results did not give results
with better similarity to the experiments than those obtained with the SSC approach. Diffraction
maps of electrons emitted from the 6p valence band of Bi could not be calculated using the EDAC
code at all.
6.5 Time-resolved UPD
For the time-dependent measurements the focus was on the valence band, first as the overall
anisotropy is larger and second no time dependent changes could be seen in the core state mea-
surements. All time-resolved figures shown here were taken with the WAL in the Attoline-setup.
In order to maximize the coherent phonon oscillation the IR fluence was increased to F =
(1.4± 0.2) mJ
cm2
and the corresponding frequency was evaluated to be νPh = (2.66± 0.13) THz. A
stronger increase leading to larger amplitudes was not possible due to space charge effects. From
the work by Fritz et al. [94] the quasi-equilibrium coordinate at these values is estimated to be
x = 0.4705 and the maximum amplitude of the lattice oscillation to be ∆x = 0.0035. Expressed
in absolute distances the maximum amplitude is ∆dmax = ±0.04 A˚, corresponding to 2.5 % of the
nearest neighbor distance along the [111] direction. Using the different estimated lattice distor-
tions as input to SSC calculations, the magnitude of the expected changes in the time-dependent
diffraction signal could be simulated. For this purpose the geometric parameters of the WALku¨re
chamber, the light polarization (p-polarization) and the different final state energy due to different
photon energies were adjusted in the SSC calculation. For valence band emission the same photon
spectrum as already used for the normal emission experiment in section 6.3 was applied.
Figure 6.9 (a) shows the SSC calculated UPD pattern for the quasi equilibrium state of the lattice.
A measured XPD pattern in order to determine the crystal orientation is given in Fig. 6.9 (b). For
maximum and minimum phonon amplitudes the full maps are not presented, as the differences
compared to the map shown here are very small and can hardly be seen by eye. More instructive
are the azimuthal cuts at θ = 50◦ in Fig. 6.10 (b). The cuts were taken from UPD simulations
for 3 different lattice spacings: The quasi-equilibrium (intra-bilayer distance dBi = 1.62 A˚), the
minimum (dBi = 1.58 A˚) and the maximum (dBi = 1.66 A˚) spacing of the bilayer of a Bi(111)
crystal. For the maximum amplitude, i. e. the largest intra-bilayer spacing, when the crystal is
closest to the cubic phase, the intensities have a maximum nearly every where, while they have
the minimum for the smallest intra-bilayer distance.
In chapter 4 it was demonstrated that recording diffraction maps with the WAL is about 10 times
faster than with a conventional channeltron detector. However with the repetition rate of the
Attoline of 1 kHz the photon flux compared to a constant light source like an x-ray gun or a He
lamp is dramatically lower, which makes integration times much longer. This can only partially
be compensated for by increasing the power of the laser up to the space charge limit. Another
issue complicating the data acquisition were the fluctuations of the laser power. The day-to-day
differences of the laser performance were large. Also during a single measurement, the fluctuations
of the laser were significant and limited the duration of delay scans, again. Figure 6.11 (a) shows
an energy integrated argon gas phase spectrum recorded with the TOF. It was used to normalize
the time dependent angle scan and in that way minimize the effect of the fluctuating laser. Besides
a drift to lower intensities the fluctuations on that day were relatively small. As mentioned in
section 6.3 due to IR fluctuations and uncertainties of detector linearities not all fluctuations can
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Figure 6.9: (a) SSC sim lation of a UPD pattern from valence band electrons emitted with
hν = 23.5 eV. The pattern is calculated for an excited lattice with a spacing given by the quasi-
equilibrium coordinate x = 0.4705. The blue circle marks the azimuthal ring at a polar angle of
θ = 50◦ and the white arc shows the azimuthal range which was recorded in the time-resolved
scan. It crosses the Γ¯K¯ direction of the reciprocal lattice. Additionally Γ¯M¯ and Γ¯M¯’ directions are
indicated. (b) Measured XPD map of the Bi 4f5/2 peak excited with 1253.6 eV. The hexagonal
axes C1 and C2 denote the crystal orientation. C2 is directed along the mirror plane of the crystal.
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Figure 6.10: Azimuthal cut of valence band UPD in the WAL geometry with a photon energy
hν = 23.5 eV. The measured azimuthal cut with HHG photons (a) and the corresponding SSC
simulations (b) are shown. In (b) the azimuthal cuts of 3 different lattice spacings are simulated.
Blue and red curve are very similar, so that the red curve mostly hides the blue curve. The
dashed lines in both (a) and (b) indicate the azimuthal range that was recorded in the time
resolved measurement.

























































Figure 6.11: (a) Energy integrated photoemission yield from an argon gas-jet recorded at the
corresponding delay. The photon signal shown in Fig. 6.4 (a) was used. (b) Angle-integrated
(upper) and -angle-resolved (lower) energy spectrum at polar angle θ = 50◦. The red curve on top
shows the angle integrated energy spectrum, the bottom 2D graph the angle resolved spectrum.
The area between the red dashed lines is the energy integrated range used in the delay scan. The
two Fermi edges belonging to the two higher harmonics HH 13 and HH 15 are indicated. Due to
space charge effects they appear at larger Ekin than expected.
be compensated for.
Taking the small expected changes in signal, the low photon flux and the time limited laser stabil-
ity into account, it was necessary to limit the scanned angular range to a minimum. The azimuthal
range of interest for the time-resolved measurements is indicated by the white arc in the simulated
UPD map for the WAlku¨re geometry (Fig. 6.9 (a)) and by the dashed blue lines in Fig. 6.10. The
center of the angular axis of the detector crosses the Γ¯K¯ direction of the reciprocal lattice. The
polar angle of this region is θ = 50◦ and the full angular range of the detector was used in the
±18◦-mode. Hence the indicated azimuthal range could be recorded without moving the sample.
According to the projection rules of the detector angle onto spherical coordinates given in chapter
4, at each detector angle α 6= 0◦ both spherical angles θ and φ change. At α = ±18◦ the probed
polar angle is θ = 52.3◦ while θ = 50◦ for α = 0◦. The azimuthal range is ∆φ = 127◦ − 174◦.
To record the time-resolved UPD, a full energy spectrum was recorded at each delay step in the
experiment. The angle resolved energy spectrum is shown in the lower part of Fig. 6.11 (b). The
upper part shows the angle integrated spectrum. For the delay scan experiment only the middle
peak, as indicated by the dashed lines from 15.8 eV to 19.2 eV, was integrated and plotted in the
delay scan. In this peak electrons from the whole valence band are present as it consists of the
contributions from two harmonics (see Fig. 6.4). Thus at the lower integration border electrons
with binding energies EB = −4.7 eV are recorded, since EF corresponding to HH 15 is located at
Ekin = 20.5 eV. The upper integration border is 1.2 eV above EF corresponding to HH13, which
is just above the fastest electrons emitted through HH 13. This way an averaging over the full
valence band was performed. Note that space charge effects broaden the spectrum thus the Fermi
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edges appear at larger energies than expected.
Figure 6.12 (a) shows the experimental result of the angle-resolved delay scan in the described
area of the UPD pattern. The scan was normalized by the gas phase spectrum from Fig. 6.11.
Although the changes in signal are small, an oscillation is visible for positive delays. Due to the
low photon flux and the fluctuating light source, the data quality is limited. Still it can be seen
that the amplitude has the largest magnitude in the area between φ = 136◦ and 146◦, in the outer
azimuthal regions the oscillation is weakest. The scan is divided in equally broad slices, each of
which is angle integrated and plotted in Fig. 6.12 (b). The single spectra are fitted with an ex-
ponentially damped harmonic oscillation function. From the fitting function a phonon frequency
of ν = (2.66 ± 0.13) THz is retrieved. In Fig. 6.12 (b) it becomes more obvious that the range
between φ = 136◦ and 146◦ exhibits strongest oscillations and that the oscillations in the outer
parts are strongly damped.
A comparison between the phase of the oscillation in measurement (Fig. 6.12) and simulated az-
imuthal cuts (Fig. 6.10) corroborates the finding that changes of the UPD signal, i.e. structural
changes are observed, since both predict the same phase of the oscillation: Applying the model
of displacive phonons, after excitation the lattice starts from the unexcited lattice configuration
to move towards the cubic crystal phase, i. e. towards larger values of the lattice coordinate
x. The simulations show an intensity increase for larger values of the coordinate x in the probed
area. So the increasing intensity in the measurement right after excitation, when the lattice moves
towards the cubic phase, goes in line with SSC calculations. Judging from the low similarity of the
calculated azimuthal cuts with the measured one, besides the general trend of increasing intensity
with increasing x, it would be highly speculative to draw any further conclusions based on the
SSC results.


















































Figure 6.12: Time-resolved UPD: A delay scan at sample position (θMan, φMan) = (50
◦, 150◦)
is shown in (a). The spectrum is normalized by the Ar gas phase scan that was simultaneously
recorded to compensate for laser fluctuations. Electrons from the valence band as initial state are
excited with two photon energies (hν = 23.5 and 20.4 eV) and are probed and projected on the
spherical emission angle φSph. The red curves in (b) show the angle integrated delay scans of the
various areas in (a) marked with dashed lines. The different curves are fitted with exponentially
damped harmonic oscillations (black curves), which are plotted in addition.
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Figure 6.13: Position of measurements in Brillouin zones. (a) Top view on the (111) plane with
the surface Brillouin zones. The distance Γ¯M¯ = 0.80 A˚
−1
and Γ¯K¯ = 0.92 A˚−1. The dashed
curves show the projection of the final state k-vector to k‖ in the measurement of the electronic
structure and in the UPD measurement. The measurement at θ = 50◦ corresponds to a mean
k‖ = 1.58A˚
−1
The high symmetry points Γ¯, K¯, M¯, M¯’ are indicated. (b) Side view on the bulk
Brillouin zones. The curves of full and empty diamonds indicate the value of the final state k-vector
in the electronic structure measurement. Full diamonds correspond to excitation by hν = 23.5 eV
and empty diamonds to excitation by 20.4 eV. E0 is assumed to be 13.5 eV and a prominent peak
is at EB = 3 eV. The red ellipses denote the regions of interest.
In the following, it has to be carefully checked that the intensity oscillations at θ = 50◦ can really
be attributed to changes in the UPD signal. Figure 6.13 illustrates again, where the two measure-
ments, the one probing the electronic structure and the one probing UPD, were taken in reciprocal
space. Again only normal emission of the electronic structure measurement is considered in this
chapter.
In Fig. 6.14 an interesting observation is made by comparing the phase of the oscillation recorded
in the delay scan at θ = 50◦ and that of the oscillation recorded at normal emission, where the
electronic structure was probed. First of all the very fast response that is commonly attributed
to the creation of hot electrons, is only visible in the normal emission scan. Furthermore a phase
shift of pi between the two oscillations is observed, so that the signal recorded at θ = 50◦ exhibits
a maximum at delays where the DOS at normal emission has its minimum and vice versa. This
goes in line with the findings from the previous sections: At normal emission maxima in electronic
structure occur when the crystal lattice is closest to the unexcited phase. The modulation depth
of the measured oscillation at θ = 50◦ is smaller than that of the normal emission experiment. It
is about 5%.
Note that the two functions in Fig. 6.14 have slightly different frequencies, as the experiment at
θ = 50◦ was conducted with a higher fluence, in order to increase the oscillation amplitude. Hence
the phase difference between the two curves is slowly increasing.
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Figure 6.14: Comparison of two delay scans: The left axis refers to the delay scan at normal
emission (red), the right axis to the azimuthally integrated delay scan at θ = 50◦ (black). The
scan at normal emission oscillates with a phonon frequency ν = (2.71± 0.06) THz, the UPD scan
at θ = 50◦ has an initial phase shift of pi and shows a frequency of ν = (2.66 ± 0.13) THz. Both
oscillations are fitted with a damped harmonic oscillation function.
To rule out that the oscillatory behavior of the measurement at θ = 50◦ stems only from changes
in the electronic structure, band structure calculations for different lattice distortions were also
conducted for the Γ¯K¯ direction at θ = 50◦ and hν = 23.5 eV. As in section 6.3 the band structure
was generated over the full height of the Brillouin zone along k⊥. In this case however E(k) was
generated perpendicular to k‖ = 1.58A˚
−1
along the Γ¯K¯ direction, corresponding to experimental
values of k‖. The calculations were repeated for several azimuthal angles around the Γ¯K¯ direction,
covering the angular range of the experiment. Furthermore for all angles the DOS was calculated
by integration over the full Brillouin zone height, giving an estimate for the expected magnitude
of changes in intensity. The results of the calculations for the Γ¯K¯ direction are given in Fig. 6.15
(a). First it becomes clear that only few states are available in the considered energy range and
none of them are close to EF , which explains why no fast cosine-like electronic response in the first
few femtoseconds after excitation is seen. Consequently also the calculated DOS at the respective
k‖ is small (compare to numbers of the DOS at Γ¯). For comparison the valence band excited with
He Iα and measured at the emission angle θ = 50
◦ along Γ¯K¯ is plotted in Fig. 6.15 (a). Except
for the prominent calculated peak at E − EF = −4 eV , that is not present in the valence band
measurement, the spectra agree well.
Also the distortion dependent changes of the DOS presented in Fig. 6.15 (b) are small except of
the one at (θ, φ) = (50◦, 170◦). The transient signal calculated by integration of the DOS multi-
plied with the Fermi-Dirac distribution for T = 2000 K (cf. section 6.3) is shown in dependence
of the distortion x(t). The integration range was again adapted to the one in the experiment (Fig.
6.4), which corresponds to E − EF = −4.7 eV up to 1.2 eV. Taking the states at −4 eV that do
not appear in the measurement into account or not does not change the curves qualitatively. It
becomes clear that the distortion dependent changes have opposite phase at different azimuthal
angles, which is not observed in the experiment. A contradiction between tight binding derived
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Figure 6.15: (a) left : Band structure along k⊥ at k‖ = 1.58A˚
−1
with tight binding calculations.
right : DOS at k‖ = 1.58A˚
−1
in the direction Γ¯K¯ corresponding to (θ, φ) = (50◦, 150◦). For com-
parison the valence band measurement with He Iα excitation at the same position in reciprocal
space is plotted and the Fermi-Dirac distribution function at T = 2000 K. Band structure and
DOS are both plotted for maximum (red) and minimum (blue) lattice distortions. (b) Upper
part : Lattice oscillation given by the coordinate x(t). Lower part : Calculated intensity oscillation
depending on the lattice distortion at θ = 50◦ and at several azimuthal angles around Γ¯K¯ corre-
sponding to the region of the experiment. For comparison the calculated intensity oscillation at
normal emission (green curve) is included. No damping of the signal is considered.
phase and measured phase exists in the region (θ, φ) = (50◦, 160◦).
Nevertheless, even where the simulated oscillation of the electronic structure shows the same phase
as the measurement, Fig. 6.15 (b) shows that the simulated changes in amplitude at θ = 50◦ are
very small (around 2%) compared to those calculated for normal emission (7.5%). In the normal
emission case the calculation proved to be precise, thus for θ = 50◦ no larger modulation than
2% of the maximum intensity should be expected according to the tight binding results. Still a
modulation of 5% is observed, hence the major contribution to the observed signal oscillation can
be attributed to a time-dependent oscillation of the UPD signal.
Summarizing for photoemission at θ = 50◦ around the Γ¯K¯ direction, UPD effects are observed,
which are underlined by SSC calculations, since they predict the observed oscillatory behavior at
this angular region. Tight binding calculations alone cannot explain the observed oscillation as
they could for normal emission. With the slow response time and the first maximum at ∆t = 185
fs the oscillation of the UPD signal directly records nuclear motion in the Bi(111) crystal and
hence structural dynamics.
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6.7 Time-resolved ARPES
In this section the delay scan with the sample at normal emission is discussed under another aspect
as compared to chapter 6.3. As mentioned earlier an angular width of θ = ±27◦ was recorded.
So far only the small part around θ = 0◦ was considered. In Fig. 6.16 (a) cuts at 3 different
angles θ = 0◦,−24◦ and 24◦ are extracted and energy integrated over the full range Ekin = 18 eV
- 24.5 eV. The position of these points in reciprocal space can be found in Fig. 6.16 (b). One can
identify the well known fast response around normal emission and at θ = −24◦ close the M¯’ point.
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Figure 6.16: (a) Delay scan with sample in normal emission. Three different emission angles are
extracted. θ = 24 and θ = −24 are close to the M¯ and the M¯’ point respectively. All scans are
fitted with a exponentially damped harmonic oscillation function. The frequency of the oscillation
is ν = (2.71 ± 0.06) THz. The scan along θ = 24◦ is phase shifted by pi with respect to the
other two scans. The dashed lines are guides to the eye. (b) Side view on the bulk Brillouin
zones. The curves of full and empty diamonds indicate the value of the final state k-vector in
the electronic structure measurement. Full diamonds correspond to excitation by hν = 23.5 and
empty diamonds to excitation by 20.4 eV. E0 is assumed to be 13.5 eV and a prominent peak is
at EB = 3 eV. The high symmetry points of the Brillouin zone are indicated. The red ellipses
denote the three directions of k that are compared in this section.
Also this is a phase shift of pi and the question of its origin arises. UPD simulations using SSC
calculations are not presented here, since one important fact has to be considered: In the present
measurement no full valence band was integrated, therefore simulations assuming localized initial
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Figure 6.17: left The results of tight binding derived energy dispersion E(k⊥) at k‖ corresponding
to M¯. L and X points are marked. Right : By integration along the full height of the Brillouin
zone the DOS is generated. Additionally the Fermi-Dirac distribution function at T = 2000K is
shown.
states as it is done in SSC, are not reliable. However as in the chapters before, simulations of the
electronic structure using the tight binding model will be shown in Fig. 6.17.
The band structure along k⊥ is shown at k‖ = 0.84A˚−1, i. e. close to the M¯ point of the surface
Brillouin zone. The band structure perpendicular to the M¯’ point is not presented here, since it
can be derived by simply reversing the k⊥ axis in Fig. 6.17 and the DOS integrated over the full
height of the Brillouin zone would thus give exactly the same result. From Fig. 6.16 (b) one sees
that the measurement at the M¯ point probes the vicinity of the X point in the bulk Brillouin zone
and the one at M¯’ a point close to the L point. The calculated DOS over the full Brillouin zone
height shows again only few states (compare to numbers of the DOS at Γ¯). The few available
states only originate from bands around the L point except of the top most and the lowest peaks
in the DOS. So the excitation of hot electrons is only to be expected at measurements close to the
L point, i. e. with the here used photon energies at the M¯’ point. This explains why the creation
of hot electrons is only seen in the curve extracted at θ = −24◦. Furthermore the cosine-shaped
oscillation is explained by the distortion dependent integrated DOS in Fig. 6.18. The integration
boundaries correspond to the measured energy range (Ekin = 18 eV to 24.5 eV): E − EF = −3
eV to 2 eV. Again each value was multiplied by the energy dependent Fermi-Dirac distribution
function for an electronic temperature of T = 2000 K.
With a low surface Debye temperature of θD = 48 K and a low melting point at T = 271
◦ C [105]
inelastically scattered states will contribute considerably at room temperature measurements.
Thus even so no energy bands are available in the probed region at the X point, electron inten-
sities can be measured. However with no electronic structure being present, no fast electronic
excitation is expected, which is seen in the topmost graph of Fig. 6.16. An explanation for the pi
phase shift over the whole duration of the delay scan can only be guessed but it might be that in





























 θ = 0°
 θ = 24°
Figure 6.18: Distortion dependent signal modulation. For larger lattice distortions x(t) towards
the cubic crystal lattice, the electronic structure at θ = 24◦ (M¯) decreases (green). For comparison
the calculated change of signal at Γ¯ is plotted (red).
the absence of large electron densities structural changes of the lattice and thus UPD effects are
dominant and show the respective phase in their oscillation. For an exact calculations of these
effects scattering calculations for electrons from delocalized initial states would be required.
The findings of this section considering the two points M¯’ and M¯ together with the results at
θ = 50◦ leave an intuitive picture: If electronic states are scarce, no fast electronic response is to
be expected but UPD effects can become important that directly follow the motion of nuclei.
Concluding, this whole chapter 6 showed a proof of principle measurement of time-resolved UPD.
Due to very low count rates and limited laser stability the measured region at θ = 50◦ covers
only a part of the full 2pi hemisphere on top of the sample. Since tight binding calculations alone
could not explain the modulation strength of the measured signal and SSC calculations predicted
the measured oscillatory phase, a major contribution of the measured signal was attributed to
time-resolved UPD effects. Two regions in reciprocal phase were found where the measured signal
directly followed the time evolution of nuclear motion giving direct access to structural dynamics
measurements.
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Figure 6.19: (a) The same delay scan as shown before in section 6.5 at (θ, φ) = (50◦, 155◦)
recorded in the energy scanning mode. The red curve shows the time integrated angle dependent
signal. (b) Delay scan at the same sample position as in (a) but in the fixed energy mode. Again
the red curve shows the time integrated angular distribution.
Apart from a normalization using the TOF signal from the Ar gas-phase measurement, no more
corrections were made in the delay scan graph in Fig. 6.12. As discussed in chapter 4 the detector
shows a pronounced angle-dependent transmission function T(E,α). In the framework of this work
only for a fixed kinetic electron energy Ekin = 16.3 eV a function T(α) was recorded but not for
the integrated energy window used for the delay scan. Thus a normalization of the delay scan was
not possible.
Figure 6.19 (a) shows the discussed delay scan and its time integrated signal. The time integrated
signal is a superposition of the slope in the azimuthal scan of the UPD signal (see Fig. 6.10) and
the transmission function. Delay scans were not only conducted using the energy scanning mode
of the analyzer, but also using the fixed energy mode, resulting in worse signal to noise ratios
but otherwise the same results (Fig. 6.19 (b)). Also here the time integrated signal is presented.
Both delay scans were recorded at the same sample positions. For fixed energy measurements a
normalization with the transmission function is possible. Figure 6.20 (b) shows how the correctly
normalized fixed energy scan leads to a linear increase of the signal, as expected from the azimuthal
scan. In (a) it becomes obvious that using the same function for normalization of the energy scan
induces a misleading non-physical maximum. As this normalization procedure only changes the
signal along the angular axis, all delay dependent findings are not affected and thus the data can
be presented non-normalized as in the previous sections.























































































(a) (b)Delay scan with scanned energy
Azimuth φ Azimuth φ
Azimuth φ 
Figure 6.20: (a) The time-integrated angle-resolved signal of the delay scan in scanning energy
mode (red) and the transmission function (black) at fixed Ekin = 16.6 eV are both shown in the
upper panel. The black curve was multiplied in order to coincide with the red curve at small
angles. In the lower part the normalized angle resolved signal of the delay scan is plotted. In
(b) in the upper panel the time-integrated angle-resolved signal of the fixed energy delay scan is
plotted in red. In black the transmission function is given. In the lower panel the normalized
angle-resolved signal of the fixed energy delay scan is given.
7 Time-resolved XPD of CO on Pt(111) - A
theoretical study
As an outlook on potential applications of the ”time-resolved photoelectron diffraction”-method
a time-resolved XPD measurement for a molecular case is simulated. The experiment could be
performed in a THz-pump - x-ray-probe setup. With a combination of DFT and molecular dy-
namics calculations the vibrations of carbon monoxide (CO) molecules on a platinum (111) surface
excited by a laser pulse with a frequency of 2 THz are computed. The resulting cluster coordi-
nates for different time steps are then used in SSC calculations to mimic a real time-dependent
XPD measurement using the C1s core level as emitter. By averaging over 50 trajectories, which
all start at different thermal excitation states, a molecular movie is created. The movie fol-
lows the angular position of the oxygen scatterer with atomic resolution. Before excitation the
averaging over many molecules leads to high intensity at the center of the diffraction map at
θ = 0◦. After excitation by the 2 THz pulse, the molecular dipoles start to align azimuthally in
the strong electric field and a coherent wagging motion of the molecules following the oscillation
of the electric field becomes visible. After the pulse has passed azimuthal disordering can be
observed.
7.1 The system
With platinum being a heterogeneous catalyst for the reactions of carbon monoxide, the system
has been of great interest to technology for a long time. Thus there have also been many studies
examining the system CO on Pt(111) for many years and with different experimental methods.
From LEED and desorption experiments, the CO adsorption behavior is well known. For a cov-
erage θ < 0.17, the molecules adsorb exclusively on energetically favored ”on top”-sites of the
platinum surface. For a coverage of θ > 0.17 the carbon monoxide also adsorbs on the ”bridging”-
site until at T = 300 K the coverage is saturated at θ = 0.5, i. e. there are half as many molecules
as Pt-atoms on the surface. At this coverage 50% of the molecules are adsorbed on the ”bridging”
and 50% on the ”on top”-site [106–108]. With increasing coverage the change in work function
of the CO/Pt(111) system shows a peculiar behavior: Until the coverage reaches θ = 0.17 the
work function is constantly lowered but for larger coverages rises again until at θ = 0.5 it has
nearly the same value as the pristine metal. This behavior could be explained by different dipole
moments of CO due to the two different adsorption sites [106]. Later calculations showed that the
dipole moment of CO has opposite sign, when adsorbed on the ”bridging”-site compared to the
”on top”-site [109].
The molecules are chemisorbed mainly by a hybridization of the molecular 5σ-bond and the sp-
band of the platinum [106, 110]. The 5σ molecular orbital is located in large part at the carbon
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atom of the CO. Thus the carbon is close to the surface, while the oxygen atom points upwards
away from the surface [15, 108]. This model was corroborated in an XPD analysis of the system by
Wesner et al. [111]. The C1s forward scattering peak was located at normal emission. Moreover a
width analysis showed that, assuming an isotropic azimuthal distribution, the mean tilting angle
of the molecules goes up to θ = 10◦.
In order to characterize the diffusion, desorption and dissociation characteristics of the molecules,
the system was also examined with vibrational spectroscopy. Thereby one of the normal modes
discovered in a helium scattering experiment was attributed to a hindered or frustrated transla-
tional mode of the CO on Pt(111) leading to a wagging motion of the molecule. The corresponding
vibrational frequency at a saturated coverage was measured to be ν = 1.79 THz [112]. The normal
mode shows no dispersion, meaning that the interaction of the molecules amongst each other is
only weak. With the advent of very intense THz pulses it was suggested that the wagging of
the polar carbon monoxide could be enhanced by laser pulses of resonant frequency so that the
molecules tilt down close enough to the surface to initiate surface catalytic reactions [15]. The
idea of this chapter, however, deals with a regime where the THz pulse does not tilt the molecules
entirely down to the surface, but rather makes them oscillate. That way it is possible to follow
the molecular motion with a time-resolved XPD experiment using a pump-probe setup. In such
a measurement, the THz pulse acts as the pump pulse to excite the molecular mode, while a
synchronized pulsed x-ray beam, like from a free electron laser (FEL) acts as the probe pulse.
Using the C1s state as emitter, a diffraction pattern with atomic resolution can be recorded that
changes with the time delay between the two pulses. Thus a molecular movie becomes possible.
7.2 Computational work
To simulate such an experiment, first the motion of atoms has to be calculated. An established
method for that are molecular dynamics (MD) calculations [113, 114], where harmonic forces be-
tween the bonded atoms are assumed, whose parameters are determined from electronic structure
calculations or experiments. Solving the mechanical equation of motion of such a system not
only gives vibrational frequencies, but also reveals the energy flow inside the system and makes
it possible to follow molecular motion. The coupling to the 6 · 108 V/m strong electric field was
modeled via point charges on the atoms of the polar CO molecule and the system was thermalized
to T = 298 K. To calculate the molecular motion a simple cosine pulse with ν = 2 THz and a
pulse duration of 5 ps was assumed. The calculations of the molecular motion were performed by
collaborators from the Markus Meuwly Group in the Chemistry Department of the University of
Basel [115].
The output of the MD calculations gave time-dependent coordinates of atoms in a cluster con-
sisting of two layers of Pt atoms with an adsorbed CO molecule on top. Figure 7.1 shows a
representative cluster used for calculations. The CO is adsorbed at the ”on-top” site with its
dipole moment pointing away from the surface along the molecular axis [106, 109]. For each time
step of 5 fs a new cluster file was created and served as input to SSC calculations to simulate
time-dependent XPD patterns.
In the SSC calculations a photon energy of E = 1000 eV was assumed and the C1s core level was
chosen as emitter. Since the spatial resolution of the electron detector is usually on a macroscopic
scale, the electron signal is averaged over large parts of the light spot, i. e. integrated over the
signals from many molecules. To mimic this, the results from SSC calculations of 50 different
molecular trajectories were summed up for each time step. Each trajectory started at a different
76 7. Time-resolved XPD of CO on Pt(111) - A theoretical study
ν=2 THz
Figure 7.1: Sketch of the pump-probe experiment to record time-resolved XPD. The red 2 THz
pulse acts as pump and the CO molecule on top of the Pt(111) surface follows the laser oscilla-
tions. With the blue x-ray pulse the molecular position is probed by recording an XPD pattern.
Depending on the delay between blue and red pulse the position of the CO atoms vary.
initial point on the reaction coordinate, due to thermal motion.
One has to consider that a time-resolved XPD experiment will only reveal molecular oscillations,
if most of the molecules undergo a coherent motion.
7.3 Results
As the electrons of the C 1s core level are excited with hν = 1000 eV photons, they are strongly
forward focussed when they scatter at the potential well of the oxygen atom. The position in
the diffractogram where the highest intensities appear can therefore clearly be attributed to the
angular position of the oxygen atom and hence the tilting angle of the molecule [111]. It turns out
that the position of the main maximum gives the tilting angle θ as well as the azimuthal angle φ
very precisely, as can be proven by simply comparing with atomic coordinates of the input cluster.
In order to distinguish the behavior of single molecules from that of the averaged ensemble, the
oscillation of the polar angle from only a single molecular trajectory is plotted in Fig. 7.2 (a).
These data were taken from the coordinate files coming from the MD simulation directly. The
polar angle of molecules with azimuthal angles 90◦ < φ < 270◦ were multiplied by a factor of −1,
in order to encode the correct oscillatory behavior of the wagging motion. The figure shows that
even before the excitation by the pump pulse, the molecule has a significant hindered translational
wagging motion. This is due to thermal activation at T = 298 K and it has already been esti-
mated that this mode is active at room temperature [116, 117]. Although the mean tilting angle
should be around θ = 10◦, single molecules can have larger amplitudes, due to a statistical energy
distribution. When excited by the pump pulse, more energy is transferred into the frustrated
translational mode and the angular amplitude of the wagging increases. After the pump pulse





























Figure 7.2: (a) Time evolution of the wagging motion of a CO molecule on a Pt(111) surface for
a single trajectory. For delays between the dashed lines the pump pulse is present At two points
the full XPD maps are extracted and shown in (b) and (c). Both points are marked. (b) XPD
map of the single trajectory at delay t = 2150 fs. (c) XPD map of the single trajectory at delay
t = 2385 fs.
(b) and (c) show XPD maps of the single molecule trajectory at two different time steps. The
angular position that can be drawn from the intensity maximum of the XPD maps nicely fits to
the angular position calculated from the input clusters. Around the intensity maximum appear
interference fringes between scattered and unscattered wave.
A real XPD experiment however can only be mimicked by averaging over an ensemble of molecules.
With the SSC calculations averaged over 50 trajectories a molecular movie was created that shows
the time-resolved structural changes of the full ensemble. In Fig. 7.3 parts of the movie are pre-
sented. It shows a delay scan of 25 ps, where the 5 ps long pump pulse is present from 0 to 5 ps.
Before and after these delays the system is unperturbed, when the probe beam arrives. In (a)
the average polar angle of the CO is plotted, which was determined by extracting the emission
maximum of the averaged SSC calculated diffraction maps. The averaging was carried out over
all 50 trajectories at each time step.
One sees that the molecules have an average polar angle around 0 before excitation. Although
single molecules show an activated hindered translational mode, first their isotropic azimuthal
ordering and second the incoherent phases of their oscillations lead to an averaging out of the
polar angle that is extracted from the averaged XPD maps. At the instance when the pump pulse
arrives the molecules start to align in azimuthal orientation and coherent hindered translational
oscillation begins. This can be understood by the picture of a dipole in an electrical field: The
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rotational frequency of CO on Pt(111) is ν = 12.33 THz [108]. Hence the rotational movement of
a CO molecule is about one order of magnitude faster then its wagging motion. As a consequence
within a half cycle of the 2 THz pulse, during which the electrical field has a constant sign, the
molecules have enough time to align their tilting motion parallel to the laser field. Thus in Fig.
7.3 (a) a coherent oscillation with ν = 2 THz starts for delays ∆t > 0 fs. While the pump pulse
is present the amplitude of the oscillation increases constantly to approximately θ = 20◦ as more
and more energy is deposited in the tilting modes of the molecules. Fig. 7.3 (b) and (c) show
snapshots from the created molecular movie of such averaged diffraction maps. It can be seen that
a distinct maximum is visible, due to the coherent molecular movement. The clear interference
fringes that are visible in the snapshots from the single trajectory are less pronounced due to the




























Average over all 50 trajectories
Figure 7.3: Simulation of a pump-probe XPD measurement. In (a) the time-dependent polar
angle of maximum emission from the averaged diffraction maps is plotted. It represents the
ensemble-averaged orientation of the CO molecules on Pt(111). For positive delays an oscillation
with ν = 2.0 THz is visible. At delays between the dashed lines the pump pulse is present. (b)
(c) and (d) show the full averaged diffraction maps that were calculated with SSC simulations.
No normalization was applied. The delay times of all three patterns are marked with black circles
in (a). Each diffraction map is ensemble averaged over calculations from 50 different cluster files.
The red points in the middle of the maps show the normal emission direction.
amplitude. This suggests that energy from the substrate or other excited modes is transferred














Δ t = -1125 fs
Δ t = 4150 fs
Δ t = 24960 fs
Figure 7.4: Angular order of the CO molecules: At 3 different time steps the angular position
(θ, φ) of the oxygen atom respective to the carbon emitter is plotted for each of the 50 trajectories.
Dots from the same color belong to the same delay step.
excitation the high intensity spot is broadened, showing that the azimuthal alignment is partially
lifted. This is expected as no aligning field is present anymore. The temporal evolution of the
azimuthal ordering is illustrated in Fig. 7.4, in which the polar positions of the oxygen atoms
with respect to the carbon emitters are plotted.
While the azimuthal distribution of the 50 different molecular trajectories at delay ∆t = −1125 fs
is isotropic, at the end of the pump period, i. e. at ∆t = 4150 fs the molecules have the highest
azimuthal order. At long delays after the pump pulse like at ∆t = 24960 fs the azimuthal order
is partially lost. At both, ∆t = 4150 and ∆t = 24960 fs the wagging oscillation is at extremal
amplitudes.
From the given arguments one can conclude that the increase of the polar amplitude as seen in
Fig. 7.3 stems from two effects: First the amplitudes of the single molecules increase due to the
energy deposited into the frustrated translational mode by the pump pulse, second the azimuthal
ordering of the CO particles is important otherwise an isotropic ordering would cancel out to zero
polar angle. One thing that seems puzzling in Fig. 7.3 (a) as well as in Fig. 7.2 is the fact that
the excited hindered translational mode shows very long lifetimes. The computed lifetime of the
wagging mode with only electronic relaxation is τ = 29.4 ps [118]. In the simulations of the present
work higher levels were excited by the THz pump pulse than in [118], making a comparison of
lifetimes more difficult. However the observation of very long life times can be rationalized by
the fact that electronic excitations of the surface are not considered in the MD calculations. In
the method used here the only way to dissipate energy into the Pt(111) cluster is by coupling
of vibrational excitations. Accordingly the lifetime of the hindered translational excitations is
overestimated here.
Summarizing this simulation shows how time-resolved XPD can visualize structural dynamics tak-
ing advantage of coherent motion. An example of a molecular movie was presented in this chapter,
in which molecular motion can in fact be followed in real time and with atomic resolution. However
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a special treatment of relaxation processes like the introduction of so-called ”electronic friction”
[119] in the MD calculations might improve the results. Due to different adsorption regimes and
accordingly opposite dipole orientations, a coverage of θ = 0.17 should not be exceeded in a real
experiment. Another experimental limit might be desorption of the CO due to the uptake of
too much vibrational energy from too intense pump pulses. Excited with IR photons the CO
desorption rate depends on both the pulse duration and fluence. It was shown that desorption is
negligible for pulse durations larger than 500 fs but up to a fluence of F = 5 mJ
cm2
only [120]. In the
calculations of this chapter with a field strength of E = 6 · 108 Vm and the pulse duration of t = 5
ps a comparably large fluence of F = 239 mJ
cm2
was applied. The mechanisms of thermal desorption
in the THz regime will most likely be different from those in the IR regime. A discussion of these
mechanisms and the limits of field strength is out of the scope of this work. The same applies to
the ability of the substrate to screen the electrical field and thus to influence the strength of the
wagging motion of CO.
A digital version of the molecular movie from CO on Pt(111) is on the media CD of this work.
8 Summary
In this dissertation a route towards the measurement of femtosecond resolved structural dynamics,
using photoelectron diffraction, was presented. The advantages of this method are large scattering
cross sections compared to x-ray diffraction measurements and high time-resolution compared to
electron diffraction experiments.
In the beginning of the thesis the setup of a new apparatus including a hemispherical electron
analyzer, featuring a wide angle lens (WAL), was an integral part of the work. The analyzer
was characterized and its ability to swiftly record large parts of the 2pi hemispherical electron
distribution was proven in chapter 4. Difficulties in the measurements of diffraction maps arose
from the strong gradients of the angle dependent transmission function at low energies. Although
in the presented data the angular dependence from the transmission function could be averaged
out by normalization procedures, the problems cannot be completely solved for signals with low
anisotropy. Currently the manufacturer is working on new lens modes that should result in more
isotropic transmission functions along the angular axis at the cost of smaller angular ranges,
however. One prototype of such a lens mode with range ∆α = ±18◦ was already used to record
the delay scan shown in Fig. 6.12 and gave improved results.
In parallel to the setup of the new chamber with the WAL detector and its characterization, the
UPD method was applied to SnPc molecules adsorbed on Ag(111) in order to test the sensitivity
and structural resolution of the method (chapter 5). It came out that UPD is perfectly suited to
resolve structural parameters like bonding distances with sub-A˚ngstrom resolution and therefore
is an ideal candidate for structural dynamics measurements. For the UPD simulations of SnPc the
already existing SSC code was modified in order to calculate emission from non isotropic orbitals.
In case this code shall be further modified, a next step could be the implementation to calculate
not only single l-type states but also mixed states like sp-dominated orbitals for example.
Only by combining a modern 2D hemispherical analyzer and a laser beamline being able to create
pulsed XUV photons from HHG, it became possible to realize the measurement of structural
dynamics on a femtosecond time scale (chapter 6). A remarkable feature of this setup was the
fact that the experiment could be conducted in a table top laboratory environment.
As the system of choice a Bi(111) crystal was used, since coherent optical phonons (A1g) of
the crystal lattice can be excited with IR pulses. It was shown that apart from the electronic
response caused by the phonons, structural changes of the Bi(111) lattice could be accessed by
the measurement of photoelectron diffraction effects, giving similar results as x-ray diffraction
experiments. Not the whole UPD pattern but specific parts of it were examined and time- and
angle-dependent changes were observed. Tight binding calculations alone could not explain the
strength of the oscillating signal. However SSC calculations predicted the observed oscillatory
behavior, giving rise to the statement that structural changes of the lattice contribute to the
measured signal. Furthermore two regions are compared, showing that UPD effects might become
dominating, if only few states in the band structure are available.
81
82 8. Summary
For future experiments the data quality of the time-resolved measurements has to be increased.
Therefore higher photon fluxes or longer integration times are needed. The factor that hindered
the use of larger photon fluxes was clearly the occurrence of space charge effects at too high laser
intensities. A measure to increase the photon flux without increasing the laser intensity would
hence be the use of higher pulse repetition rates. In order to increase the possible measurement
times the laser stability needs to be improved or better means to normalize fluctuations applying
shutter techniques are required.
In the last chapter of the thesis a theoretical study about the possibility to expand time-resolved
photoelectron diffraction towards the XPD regime was presented. It could be shown that by
the emission from the C 1s state a distinct forward scattering signal of the oxygen atom in an
oscillating CO molecule on Pt(111) can be expected, when CO molecules are coherently excited
by strong THz fields. In this way a molecular movie becomes feasible that images moving atoms
of a molecule in a very direct manner. For a realization of this experiment a 2 THz source would
need to be synchronized with a pulsed x-ray source like a free electron laser.
Finally time-resolved XPD is a promising method to directly follow adsorbed molecules in real
time, if they exhibit a coherent motion. Time-resolved UPD gives another possibility to measure
structural dynamics on ultrafast timescales. As it can be used in combination with HHG light
pulses that are generated in more and more laboratories, UPD is a great alternative method
compared to those that require pulsed x-rays, like x-ray diffraction.
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