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ABSTRACT 
3-D technology is a commonplace in today’s world. They are used in many different 
aspects of life. Researchers have been keen on 3-D shape measurement and 3-D 
reconstruction techniques in past decades as a result of inspirations from different 
applications ranging from manufacturing, medicine to entertainment. The techniques can be 
broadly divided into contact and non-contact techniques. The contact techniques like 
coordinate measuring machine 
(CMM) dates way back to 1950s. It has been used extensively in the industries since then. It 
becomes predominant in industrial inspections owing to its high accuracy in the order of 
µm. As we know that quality control is an important part of modern industries hence the 
technology is enjoying great popularity. However, the main disadvantage of this method is 
its slow speeds due to its requirement of point-by-point touch. Also, since this is a contact 
process, it might deform a soft object while performing measurements. 
Such limitations led the researchers to explore non-contact measurement technologies 
(optical metrology techniques). There are a variety of optical techniques developed till now. 
Some of the well-known technologies include laser scanners, stereo vision, and structured 
light systems. The main limitation of laser scanners is its limited speed due to its point-
bypoint or line-by-line scanning process. The stereo vision uses two cameras which take 
pictures of the object at two different angles. Then epipolar geometry is used to determine 
the 3-D coordinates of points in real-world. Such technology imitates human vision, but it 
had a few limitations too like the difficulty of correspondence detection for uniform or 
periodic textures. Hence structured light systems were introduced which addresses the 
aforementioned limitations. There are various techniques developed including 2-D pseudo-
random codification, binary codification, N-ary codification and digital fringe projection 
x 
(DFP). The limitation of 2-D pseudo-random codification technique is its inability to achieve 
high spatial resolution since any uniquely generated and projected feature requires a span 
of several projector pixels. The binary codification techniques reduces the requirement of 2-
D features to 1-D ones. However, since there are only two intensities, it is difficult to 
differentiate between the individual pixels within each black or white stripe. The other 
disadvantage is that n patterns are required to encode 2n pixels, meaning that the 
measurement speeds will be severely affected if a scene is to be coded with high-resolution. 
Differently, DFP uses continuous sinusoidal patterns. The usage of continuous patterns 
addresses the main disadvantage of binary codification (i.e. the inability of this technique to 
differentiate between pixels was resolved by using sinusoid patterns). Thus, the spatial 
resolution is increased up to camera-pixel-level. On the other hand, since the DFP technique 
used 8-bit sinusoid patterns, the speed of measurement is limited to the maximum refreshing 
rate of 8-bit images for many video projectors (e.g. 120 Hz). This made it inapplicable for 
measurements of highly dynamic scenes. In order to overcome this speed limitation, the 
binary defocussing technique was proposed which uses 1-bit patterns to produce sinusoidal 
profile by projector defocusing. Although this technique has significantly boosted the 
measurement speed up to kHz-level, if the patterns are not properly defocused (nearly 
focused or overly defocused), increased phase noise or harmonic errors will deteriorate the 
reconstructed surface quality. 
In this thesis research, two techniques are proposed to overcome the limitations of both 
DFP and binary defocusing technique: binarized dual phase shifting (BDPS) technique and 
Hilbert binarized dual phase shifting technique (HBDPS). Both techniques were able achieve 
high quality 3-D shape measurements even when the projector is not sufficiently defocused. 
The harmonic error was reduced by 47% by the BDPS method, and 74% by the HBDPS 
method. Moreover, both methods use binary patterns which preserve the speed advantage 
xi 
of the binary technology, hence it is potentially applicable to simultaneous high-speed and 
high-accuracy 3D shape measurements. 
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 CHAPTER 1. INTRODUCTION 
 1.1 Motivations 
The three-dimensional (3-D) optical metrology has been studied extensively with 
potential applications in the field of manufacturing, entertainment and biomedical sciences. 
There has been more attentions regarding high density 3-D scanning performed at realtime 
or faster. In the past, it has been difficult to obtain the required hardware to realize such 
technology let alone to deploy the actual system. Nowadays with the advancement of 
innovative technical approaches, along with the advancements in hardware and software 
development, it has become possible to make these technologies commercially available. 
To realize dense 3-D shape measurement at real-time or faster, it is worth investigating 
optical 3-D scanning techniques given their non-contact nature. Over the years, there has 
been a tendency toward getting higher data acquisition rate and higher measurement 
accuracies. A few associated current and potential applications are mentioned below: 
Manufacturing and industrial applications. Metrology plays a big part in the industries. 
Accurate measurements are imperative nowadays. In general, micrometer level accuracy is 
needed in some industries such as aerospace, automotive industries, etc. Nowadays, with 
high competitiveness on market, the companies are striving to achieve higher production 
ability without compromising the quality of the products. There are methods like coordinate 
measuring machines (CMM) (to be discussed Section 1.2.1) can achieve a very high level of 
accuracy (Pfeifer and Effenkammer, 2000) which satisfies the industrial standard. However, 
this technique is typically slow given the fact that it is a contact technique, which may be 
inappropriate if a quick in-line inspection is required to reject some obviously bad parts. 
Hence the non-contact methods were developed to accommodate the needs. These 
2 
technologies can be used in various applications, which include surface roughness 
measurement, high-speed dimensional measurements, displacement measurements 
(Pettigrew, 1988), etc. The high speed optical measurement techniques can be useful in oil 
transportation and refining industry as well. Nowadays, with the level of advancement, the 
engineers are able to clearly trace and document changes over time in oil transportation 
vessels and the influence of additives and other techniques to prevent corrosion in the 
system using high-resolution 3D analysis (McGovern et al., 2002). 
Bio-medical applications. 3-D imaging techniques are widely used in medical field for 
diagnostic purposes (Sansoni et al., 2009; Bitte et al., 2001). Some widely used techniques 
include CT scans and magnetic resonance imaging (MRI) which are able to conduct an 
accurate scanning of internal structures of human body. There are also medical applications 
where the surface topology information is tested to assist disease diagnosis. Associated 
technologies include facial anthropometry (Bush and Antonyshyn, 1996), 3D endoscopy 
imaging (Armbruster and Scheffler, 1998), etc. The facial anthropometry (Ferrario et al., 
1998) is a technique which uses 3-D imaging to capture facial expressions. This could be used 
for cosmetic surgery or for detection of diseases like facial paralysis. Scientists have been 
trying to use structured light system for more than a decade to reconstruct the 3-D image of 
the face (Bhatia et al., 1994). These 3-D data from various frames of facial expressions can be 
used for diagnostic purposes (Mehta et al., 2008). A researcher has proposed anthropometric 
and anthroposcopic findings for primary lip and palate repair (Farkas et al., 1993). Olesen et 
al. (2012) (Olesen et al., 2012) were able to incorporate structured light system into a PET 
scanner for 3-D head motion tracking. 3D endoscopy imaging is another application where 
structured light can be incorporated. Endoscopy is the technique that is extensively used for 
diagnosis as well as surgical purposes. Scientist are trying to realize 3-D imaging capabilities 
(Armbruster and Scheffler, 1998) using the structured light system. This will allow the 
3 
doctors to be able to visually see the 3-D image of the infected area for better diagnosis. Both 
aforementioned applications require high-accuracy as well as high-speed. High-accuracy can 
improve the effectiveness of disease diagnosis given that the detected surface features of the 
moving subject (e.g. face, organs) can be better matched to some known patterns of diseases. 
Moreover, high-speed is also quite necessary. For instance, in the case of facial 
anthropometry, the dynamic facial expression is captured. So the technique should be able 
to capture subtle changes in real-time to improve effectiveness. Similarly, in the case of 3-D 
endoscopy, high-speed is crucial during a surgical process for real-time surveillance inside 
the body. 
Entertainment industry and virtual reality. Nowadays, 3-D imaging techniques are pretty 
widespread in entertainment industries. There are not only 3-D movies, but also games being 
designed which are three-dimensional. The advancement in 3-D imaging techniques helped 
reduce the cost of production of such movies and games, enhance the user experience and 
increase the popularities. Moreoever, there are other applications of 3-D imaging like virtual 
classrooms, where students can access various courses (Menna et al., 2011; Gonzalez-Jorge 
et al., 2013, 2015; Pagliari et al., 2014). 
Although optics is one of the earliest branches of physics, the use of optics in some of the 
applications (e.g. quality control and metrology) has a comparatively shorter history of 
several decades. In past decades, there has been an upsurge in research and development in 
a number of 3-D shape measurement techniques. The next section will provide a brief 
overview of existing 3-D shape measurement techniques. 
 1.2 3-D Shape Measurement Techniques 
The 3-D shape measurement techniques can be broadly divided into contact techniques 
and non-contact techniques. The detailed descriptions of which are discussed below: 
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1.2.1 Contact Techniques 
A coordinate measuring machine or CMM (McMurtry, 1982; Pettersson, 2009) is one of 
the most widely used contact techniques in the field of metrology. Here the object is subjected 
to physical touch by resting the object on a precision flat surface plate, and the 3-D coordinate 
of a certain point is determined by the physical location of the touch under the machine’s 
coordinate system. The CMMs are used in manufacturing application for precision scanning. 
The CMMs are highly accurate given that they can achieve a measurement precision of 0.1 
µm (Vermeulen et al., 1998). However, there are also various disadvantages of CMMs: 
• The scanning procedure might deform the object surface being scanned as CMMs 
require physical contact with the object to be scanned. 
• The scanning process is relatively slow due to its nature of point-by-point physical 
contact, which could take hours to scan a part with large surface area. 
Given the aforementioned limitations of a CMM, it is not quite suitable if a quick decision 
needs to be made on some parts with obvious defects. Therefore, it is worth investigating 
non-contact optical techniques for 3-D shape measurements. 
1.2.2 Non-Contact Techniques 
Some major non-contact 3-D shape measurement techniques are reviewed as follows: 
 1.2.2.1 Laser Scanning 
Based on different principles of scanning and 3D reconstruction, the laser scanning 
techniques can be divided into two broad categories: 
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a. Time-of-flight (TOF) laser scanner. 
In this method, the laser pulse is emitted onto the object. Then a laser range finder 
is used to detect the reflected light from the object. The distance is estimated by the 
laser range finder based on the round-trip time taken by the emitted pulse to return 
after reflection from the object. Hence, if we consider that speed of light is c which is 
known and time taken by the laser for the round trip is t, then the depth information d 
is computed by 
 d = c × t/2 (1.1) 
The laser scanners mostly modulate the light source at constant frequency and then 
measure the depth by determining the phase difference before and after the reflection 
of light. These scanners scan the entire field of view one point at a time by changing the 
direction of view of the range finder. The view direction of the range finder can be 
changed by rotating the range finder itself or by introduction of a system of rotating 
mirrors. A TOF scanner can measure a distance of 10,000 to 100,000 points per second. 
The main advantage of using these scanners is that they are very compact as the laser 
source and the receiver share the same viewing angle. However, there are 
shortcomings of this technology as well. The major limitation lies in its limited spatial 
and depth resolution. For instance, if a sub-millimeter depth resolution is to be 
achieved, a sensor resolution of less than 3.3 picoseconds needs to be reached. 
b. Triangulation-based 3D laser scanner. 
In this case, the system consists of a lens which is used to focus the laser beam on the 
object, an emitter and a detector (a camera). Here the emitter shines the laser beam on 
the object, which is then received by a camera which looks like either a dot or a line. 
The laser dots or lines are to be swept across the entire surface to get the surface 
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profile. This method is called triangulation given that the emitter, receiver and the laser 
dot/line form a triangle. The depth information can be calculated by examining the 
triangulation relationship. A major limitation of this method is that its measurement 
speed is constrained by the speed of dot or line scanning, and thus is not quite suitable 
for measuring a moving object. 
 1.2.2.2 Depth from Defocus (DFD) 
It is a proven fact that the image captured by an optical system remains in focus till a 
certain distance from the optical axis after which the image gets out of focus (Subbarao, 
1994). In real life cases, the images contain varied amount of blurring throughout the image. 
The surface profile of the object being captured can be determined by quantifying the extent 
of defocusing and then by relating it to depth information. In order to determine the depth 
from defocus, various images are captured at varied focus and aperture settings (Favaro and 
Soatto, 2005; Watanabe and Nayar, 1998; Favaro et al., 2008; Rajan and Chaudhuri, 2003; 
Rajagopalan and Chaudhuri, 1999). Hence, the points will have varied amount of blurring. So, 
if the blurring can be quantified, then the depth information can be recovered (Subbarao, 
1994). Some scientists have used other sophisticated techniques (Levin et al., 2007; 
Namboodiri and Chaudhuri, 2008; Chen and Chen, 2011; Lin et al., 2013) to successfully 
create the 3-D image. The advantage of this method is its simple system setup as a single 
camera will be sufficient for image acquisition and 3-D reconstruction. However, there are 
also disadvantages associated with this method: 
• More than one images with varied defocusing level is required for unique 
reconstruction of the scene (Favaro and Soatto, 2005). 
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• The sensitivity is usually not very high, as this technique requires strong texture 
information for analysis of the blurring effect (Schechner and Kiryati, 2000). 
 1.2.2.3 Stereo Vision 
Stereo vision or stereopsis is a passive triangulation technique which requires ambient 
illumination (Dhond and Aggarwal, 1989). Stereo vision achieves the reconstruction of 3D 
structure or perception of depth based on visual information with normally developed 
binocular vision. Here, there are two cameras which captures 2-D images of the object from 
two different angles. The geometrical relationship between the 3-D points and the 2-D 
images is called epipolar geometry (Li, 2014; Scharstein and Szeliski, 2002). Figure 1.1 
demonstrates the schematic diagram of a stereo vision system. As shown in Fig. 1.1, the image 
point P (PL) in the 3-D world along with the focal point of two lenses OL and OR form the 
epipolar plane. The line intersecting this plane with the right-hand camera is called the 
epipolar line. Here, if a correspondence can be found between the two images points PL and 
PR, then the 3-D reconstruction can be achieved by triangulation, provided that the position 
of projection centers, the effective focal length, and the orientation of axes is known. 
According to the constraint of epipolar geometry, all corresponding possible points for PL on 
right hand camera should lie on the epipolar line. Hence the point correspondence searching 
problem becomes 1-D, this allows better accuracy as well more efficiency for the 
3-D reconstruction process. 
The stereo vision has a few merits which include: 
• The setup is simple. 
• This method can achieve high speed measurements given that cameras with high image 
acquisitions rates are available. 
However, there are some weaknesses associated with this process as well. 
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• This method is computationally expensive (mainly for finding the correspondence). 
 
 Figure 1.1 Illustration of principle of Stereo Vision system 
• The correspondence detection might fail in cases where there are regions of uniform 
or repetitive textures. 
 1.2.2.4 Structured Light 
The structured light technique is similar to stereo vision technique, except for the fact 
that there is only one camera involved while the other camera is replaced by a projector. This 
method is used to ease the correspondence problem in stereo vision technique (Salvi et al., 
2004). In this case the projector projects preloaded patterns on the object rather than relying 
on natural texture (Geng, 2011). 
Figure 1.2 illustrates the principle of the structured light technique. Figure 1.2(a) shows 
a schematic diagram of the structured light technique. Here A represents a projector pixel, D 
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represents a camera pixel and the B is the object point being imaged. The projector projects 
various fringe patterns (which are preloaded) on the object. Since the object usu- 
 
 (a) (b) 
Figure 1.2 Concept of structured light technique. (a) Schematic diagram explaining 
the principle of structured light technique; (b) correspondence 
determination by finding the intersection point between phase line and 
epipolar line. 
ally has curved surfaces; the projected fringe patterns will get distorted by the surface which 
is then captured by the camera. While Fig. 1.2(b) illustrates the determination of the 
correspondence between camera and projector points with the constraints of epipolar 
geometry and phase lines. Given that the method also uses epipolar geometry to compute the 
3-D world coordinate through triangulation, it requires at least 1-D correspondence which 
can be achieved by various ways like: 
a. 2D pseudorandom codifications 
In this technique, a unique pattern is required with variations in both u and v 
directions. This can be done by generating a pseudorandom pattern or directly using 
the natural speckle pattern of a laser source (Payeur and Desjardins, 2009; Song and 
Chung, 2008). In this case, a n1 ×n2 array is encoded using a pseudorandom sequence 
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so that any k1 × k2 kernel is unique within the array. The polynomial modulo n2 method 
is used in order to encode the array. 
This model can be illustrated as (Bell et al., 2016): 
2n − 1 = 2k1k2 − 1 (1.2)
n1 = 2k1 − 1 (1.3)
  (1.4) 
An example of generated pseudo random pattern is shown in Fig. 1.3. This is a simple 
model which is easy to implement but on the other hand: 
• It could be sensitive to noise. 
• It is difficult to achieve a high spatial resolution given that each unique feature 
coding takes many projector pixels. 
However, given the aforementioned epipolar geometry constraints as shown in Fig. 
1.2(b), only 1-D correspondence is needed. Therefore, the patterns can be designed 
which vary in one direction only (Pages et al., 2004, 2005). 
 
 Figure 1.3 An example of pseudo random pattern. 
b. Binary coding method 
This is one of the simplest method for 1-D correspondence detection as it uses only two 
binary intensity stripes with each unit assigned to a value (either 0 or 1). Here, basically 
a sequence of black and white patterns are projected by the projector on the object to 
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be scanned and the camera captures the pictures of the distorted patterns. Once the 
images are captured, then the camera gray scale images are also binarized resulting 
into each pixel having a codeword of either 0 or 1. Figure 1.4 shows an example of a 
sequentially projected binary patterns and the associated assigned codeword. This 
codeword will serve as cues for 1-D correspondence detection. The 3-D coordinates 
can then be recovered by triangulation between the projector stripes, camera points 
and the scanned object point. 
 
Figure 1.4 An example set of patterns and associated codifications of the binary coding 
method. 
There are various advantages of using binary coding method. First of all, it is very 
simple and robust as only two states (i.e. only 0 and 1) are used at any given point. 
Conversely, the limitations of this method are: 
• The individual pixels within each black or white stripe cannot be differentiated. 
• n patterns are required to encode 2n pixels, meaning that the number of patterns 
required can be quite big if a high-resolution scene is to be coded. 
c. N-ary codification method 
The N-ary codification method (Chazan and Kiryati, 1995) is similar to binary 
codification method. This method uses multiple intensity values instead of binary 
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intensities to encode the scene. N-ary codification method uses any subset of intensities 
from 0 to 255. The intensity ratio calculation is used to estimate the codeword of the 
pixel in this case. Figure 1.5(a) - 1.5(b) show an example N-ary pattern and an 
associated cross-section demonstrating multiple gray levels. The advantage of this 
method is that by increasing the number of gray levels, the number of patterns needed 
is reduced compared to the binary codification method. Therefore, the potential 
sensing speed is increased. But in doing so, the robustness is compromised. This 
method is less robust towards noise than the binary codification method as accuracy 
on intensity acquisition becomes critical. The other disadvantage of this process being 
that, it is very sensitive to focus level of the camera and the projector. 
 
 (a) (b) 
Figure 1.5 Concept of N-ary codification. (a) An example N-ary pattern; (b) a cross– 
section of (a) showing multiple gray levels. 
d. Digital fringe projection (DFP) 
In the DFP technique, the sinusoid projections are used to address the shortcomings of 
the binary and N-ary codification methods. This means that continuously varying 
patterns are projected on the object rather than binary or multi-gray-level patterns. 
This is another form of structured light method like binary and N-ary codification 
technique discussed in the previous sections. In fact, the idea of DFP came from the fact 
that many pattern projections (e.g. binary stripes, N-array) will look like sinusoidal if 
sufficiently blurred by the defocusing. Figure 1.6(a) - 1.6(b) show the corresponding 
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pattern and cross-section of Fig. 1.5(a) - 1.5(b) after sufficient amount of defocusing. 
One can clearly see that sinusoidal profiles are produced once the pattern is defocused, 
which is then taken advantage of by the DFP technique. The DFP technique uses phase 
instead of intensity for coding the object. This technique is superior than the structured 
light techniques mentioned above in various ways: 
 
 (a) (b) 
Figure 1.6 Concept of sinusoidal codification. (a) A example sinusoidal pattern; (b) a 
cross-section of (a) showing the sinusoidal profile. 
• Since the intensity varies from one point to another throughout the image, 
pixellevel resolution is possible. Hence the determination of correspondence 
between the camera and the projector can be made more precisely. 
• This method is comparatively more robust to geometric and surface texture 
variation as this method uses phase instead of intensity. 
There are various methods to generate sinusoidal fringe patterns. The laser 
interference can be used to generate these patterns, but laser usually tends to have 
some speckle noise. This can degrade the accuracy of the measurement. The DFP 
technique uses computer generated digital sinusoidal fringe patterns. Some popular 
methods such as the Fourier transform profilometry (FTP) (Takeda and Mutoh, 1983) 
or the phaseshifting techniques (Srinivasan et al., 1984; Huang and Zhang, 2006; 
Malacara, 2007) can be used for phase recovery. 
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As mentioned above, there are various advantages of using DFP, hence it is extensively 
used (Geng, 2011). However, there are a couple of drawbacks of the technique that 
cannot be ignored: 
• First of all, the measurement speed has a bottleneck (e.g. 120 Hz). This is because 
the sinusoidal patterns are in 8-bit form, so the measurement speed is restricted 
to 8-bit refreshing speed of the projector. 
• The non-linear gamma effect is very evident in the commercial projectors which 
was designed to accommodate human vision. This leads to error in calculated 
phase map. 
 1.2.2.5 Binary defocusing technique 
As mentioned in the above section, the major limitation of DFP technique is its speed 
constraint as it uses 8-bit fringe patterns. Hence it is not suitable for high speed applications. 
This led to the introduction of binary defocusing method proposed by Lei and Zhang (Lei and 
Zhang, 2009). This method allows faster 3-D imaging rate as it uses 1-bit patterns, since using 
1-bit patterns rather than 8-bit patterns allows faster image transfer rate. This method is 
used along with the digital light processing (DLP) technique for high speed applications. The 
DLP platform produced by Texas Instruments allowed the rate at which the binary images 
can be switched with a rate about tens of kHz (Hornbeck, 1999). 
The working principle of DLP technique is illustrated in Fig. 1.8. The DLP technique uses 
digital micro-mirror device (DMD) to modulate light digitally with an array of micro mirrors 
which in turn corresponds to pixels in projected image. There are micro-mirrors which are 
either tilted towards or away from the light source with the help of a tiny electrode beneath 
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the DMD cell. As shown in Fig. 1.7, the signal forces the mirror to switch ’ON’ (i.e. +θL) or ’OFF’ 
(i.e. −θL). Here the brightness of a pixel is controlled by the amount of time that the 
 
 Figure 1.7 Working principle of Digital Light Processing method 
mirror is switched on as the DLP projector produces grayscale values by time integration 
(Hornbeck, 1997). Hence, a gray scale value will be 255 if the mirror is switched on all the 
time. Conversely, if the mirror is turned off all the time, the corresponding value will be 0. 
Therefore, the whole projection cycle is not required if the projector is supplied with either 
0 or 255 grayscale values only (working as solid states). That is why, this technology is 
suitable for high speed applications. 
As discussed in the earlier sections, if the binary patterns are sufficiently defocused, then 
the resultant pattern will be similar to sinusoidal patterns. However, one has to keep in mind 
that the defocusing should be properly controlled. As can be seen in Fig. 1.8, if the pattern is 
not defocused enough, the pattern will be basically retain a binary structure (see the first 
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image in Fig. 1.8), but too much defocussing will lead to diminished patterns (i.e. low fringe 
quality) which corresponds to the last image in Fig. 1.8. Therefore, neither too focused nor 
too defocused patterns are desirable as they could introduce periodical phase errors or have 
low signal-to-noise ratio. 
 
 Figure 1.8 Binary Projection at different defocusing levels with the first image being 
in-focus. The sinusoidal structures appear in the mid-level of defocusing. 
 1.3 Objective 
Although using binary patterns has the constraint of proper defocusing control, it still has 
many advantages over sinusoidal patterns. First and foremost, they are 1 bit patterns, hence 
it is more suitable for high speed applications. Moreover, since the patterns only include two 
grayscale values (0 and 255), the nonlinear gamma problem associated with 8-bit patterns 
becomes trivial. This thesis research aims at addressing the aforementioned limitation of the 
binary defocusing method. Specifically, we propose a binarized dual phase shifting (BDPS) 
method and a Hilbert binarized dual phase shifting (HBDPS) method to tackle the phase 
errors of the binary defocusing method when the projector is not sufficiently defocused. The 
detailed discussion on both methods is provided in Chapter 3 of this thesis. 
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 1.4 Organization 
The organization of the thesis is illustrated as follows: 
• Chapter 2 introduces the basic principle of the DFP technique along with three-step 
phase shifting algorithm. Then, the principles of binary defocusing, system calibration 
and 3-D reconstruction will also be discussed in this chapter. 
• Chapter 3 introduces the details of proposed BDPS and HBDPS methods for highquality 
3D shape measurement. 
• Finally, Chapter 4 summarizes the thesis and some future scope of work. 
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 CHAPTER 2. BASIS OF 3-D SHAPE MEASUREMENT 
In the previous chapter, we introduced the motivation of this thesis study, an overview of 
3-D shape measurement technologies, and the organization of this thesis. In this chapter, the 
fundamentals of 3-D shape measurement using the digital fringe projection (DFP) will be 
introduced, including the basics of DFP technique, the theory of phase shifting technique, the 
details of pinhole model and system calibration, as well as 3-D reconstruction. 
 2.1 Digital Fringe Projection (DFP) 
In the DFP technique, sinusoidal patterns are projected by the projector as opposed to 
binary or N-ary codification techniques discussed in the previous chapter. In fact, many 
different types of patterns (e.g. binary stripes, N-array) will look like sinusoidal patterns 
when sufficiently blurred. 
The DFP technique uses phase instead of intensity for coding the measured scene. For 
phase retrieval, phase shifting (Srinivasan et al., 1984; Huang and Zhang, 2006; Malacara, 
2007) is one of the most widely used approach. For a generic N-step phase shifting, the n-th 
(n = 1,2,3, 4,....,N) fringe pattern can be represented as 
In(x,y) = I0(x,y) + I”(x,y)cos(φ + 2nπ/N) 
Simultaneously solving all n equations, we can retrieve the average intensity: 
(2.1)
 ; (2.2) 
The intensity modulation is: 
 ; (2.3) 
The wrapped phase is given by: 
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 . (2.4) 
Figure 2.1(a) - 2.1(c) show an example of phase shifted patterns when the number of 
steps N = 3, and Fig. 2.1(d) shows the wrapped phase map obtained from Eq. 2.4. As can be 
seen in Eq. 2.4, the φ is in an arctangent form which varies between −π to π. therefore, there 
is a phase jump of 2π which can be seen in Fig. 2.1(d). So, in order to get a continuous phase 
map, the phase needs to be unwrapped using a phase unwrapping algorithm. The phase 
unwrapping can be done using a spatial (Judge and Bryanston-Cross, 1994; Trouve et al., 
1998; Costantini, 1998; Ghiglia and Pritt, 1998) or temporal (Wang and Zhang, 2012a; Ding 
et al., 2015; Zhang, 2012; Ding et al., 2011) phase unwrapping algorithm. The working 
principle of such algorithm is to detect the 2π phase jump and then add or subtract the 
integer multiples of 2π to compensate for it. 
 Φ(x,y) = φ(x,y) ± k(x,y) × 2π (2.5) 
Figure 2.1(e) shows the unwrapped phase map. Once the phase is unwrapped and 
continuous, the 3D geometry can be reconstructed based on calibration, which will be 
introduced in the next section. 
 2.2 Calibration 
The calibration of all the devices involved (i.e. a camera and a projector) is a key step in 
order to achieve highly accurate measurement which turns the phase map into 3D geometry. 
There has been extensive research going on over the years to study calibration of the camera. 
The calibration of camera for high precision measurement using 3-D targets dates back to 
1970s (Duane, 1971; Sobel, 1974). Since then, there has been considerable contributions by 
various scientists in this field of research. Some later research (Tsai, 1987; Zhang, 2000) 
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 (a) (b) (c) (d) (e) (f) 
Figure 2.1 An example procedure for the DFP technique. (a) - (c) Three-step phase 
shifted patterns; (d) wrapped phase; (e) unwrapped phase; (f) 3D 
reconstructed geometry. 
showed that 2-D calibration targets can be achieved without the requirement of complex 3-
D calibration. The recent advancement in the field of calibration techniques has allowed 
achievement of higher flexibility and accuracy (Lavest et al., 1998; Albarelli et al., 2009; 
Strobl and Hirzinger, 2011; Huang et al., 2013). 
The calibration of structured light system is more complicated as it involves a projector 
along with a camera. Scientists have proposed various methods to calibrate a structured light 
system by determination of exact parameters of the system (Hu et al., 2003; Mao et al., 2007). 
Though successful, the process of finding the exact system parameters can be tedious and 
time consuming. So in order to save effort and increase flexibility, new calibration methods 
like reference-plane-based method (Guo et al., 2006; Vo et al., 2012) and “projector as an 
inverse camera method” (Legarda-Sa´enz et al., 2004; Zhang and Huang, 2006; Li et al., 2008; 
Yin et al., 2012) were introduced. In this research, we adopted the “projector as an inverse 
camera method” and the related basic concepts and detailed procedures are introduced 
below. 
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2.2.1 Pinhole Model of the Structured Light System 
Pinhole model establishes the geometric relationship between the coordinates of a point 
in 3-D world space with its projection on image planes. Figure 2.2 (Li and Zhang, 2014) 
demonstrates a pinhole model of the structured light system. 
 
 Figure 2.2 Illustration of Pinhole camera model. 
The world coordinate system is represented by (ow,xw,yw,zw) while the (oc,xc,yc,zc) and 
(op,xp,yp,zp) denote the camera and the projector coordinate systems, respectively. The fc and 
fp are the focal lengths of camera and projector. 
The mathematical model can be described as follows: 
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(ow,xw,yw,zw) - The world coordinate system . 
[Rc,tc]- Camera extrinsic matrices for rotation and translation respectively. 
[Rp,tp]- Projector extrinsic matrices for rotation and translation respectively. 
Ac- Intrinsic matrices of camera which is given by: 
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Ap- Intrinsic matrices of projector which is given by: 
 

















                                                         (2.9)
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Here, αc, αp, βc and βp signifies the focal lengths along uc, up, vc, vp axes respectively. While γc 
and γp are the skew factors of uc, vc, up, vp respectively. The fc and fp are the focal lengths of 
camera and projector. 
Ideally, the linear relationship described above is sufficient to describe the pinhole lens 
model. In reality, the camera and the projector can also have nonlinear lens distortion which 
is given by: 
  (2.10) 
For correction of radial distortion, the following equation can be used:  
u0 = u(1 + k1r2 + k2r4 + k3r6) (2.11)
v0 = v(1 + k1r2 + k2r4 + k3r6) (2.12)
where, 
(u,v) and (u0,v0) are the camera or projector pixel point coordinate before and after correc- 
tion. r = 2 2u v   is the tangential distortion can be corrected by: 
u0 = u + [2p1uv + p2(r2 + 2u2)] (2.13)
v0 = v + [2p2uv + p1(r2 + 2v2)] (2.14)
Furthermore, a simplified model of the structured light system can be obtained by coinciding 
the world coordinate system with camera coordinate system which is given by: 
 R3 = E3, tc = 0 (2.15) 
 Rp = R, tp= t (2.16) 
Here, E3 is the 3 × 3 identity matrix. R and t are the affine transformation parameters that 
describe the transformation from the camera lens coordinate system to projector lens 
coordinate system. 
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2.2.2 Calibration Procedure 
The system (i.e. the camera and the projector) is calibrated in order to determine the 
intrinsic and the extrinsic parameters discussed above. The camera can be calibrated using 
the OpenCV camera calibration toolbox. Figure 2.3 illustrates a sample calibration board for 
camera calibration. Here the circles are extracted as feature points. The projector calibration 
is usually done by one-to-one phase mapping between the camera and the projector sensor. 
 
 Figure 2.3 An example of calibration board. 
The detailed procedures are as follows: 
• Step 1: Image capture - In order to calibrate the system, both an actual image of the 
target as well as the fringe images are required. A sequence of horizontal and vertical 
phase shifting fringe patterns are projected and captured for absolute phase recovery. 
• Step 2: Intrinsic calibration of camera - The OpenCV camera calibration tool is used 
to find the circle centers, intrinsic parameters and the lens distortion parameters of the 
camera. This step needs to use the actual image of the target at different poses and is 
done by the OpenCV function cv:calibrateCamera. 
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• Step 3: Circle center determination for the projector - Once the pixel coordinate 
(uc,vc) of the circle center points for the camera target images are determined, then the 
projector circle centers can be determined as well. To start with, one needs to get the 
absolute horizontal and vertical phase maps Φha and Φva using the phase shifting 
algorithm. Then, the circle centers for the projector (uc,vc) can be determined by a 
linear 2-D mapping: 
  (2.17) 
  (2.18) 
where, up,vp= mapping points for the 
projector. uc,vc= mapping points for 
camera. 
T = Fringe period for the narrowest fringe pattern. 
Φcha= Absolute horizontal gradient phase map. 
Φcva= Absolute vertical gradient phase map. 
• Step 4: Intrinsic Calibration of projector - Once the pixel coordinate (up,vp) of the 
circle center points for the projector target images are determined, then the OpenCV 
toolbox can also be used to determine the intrinsic parameters of the projector. This step 
is also done by using the OpenCV function cv:calibrateCamera. 
• Step 5: Extrinsic Calibration - The extrinsic calibration can be done once the intrinsic 
parameters are known. The OpenCV stereo calibration toolbox (cv:stereoCalibrate) can 
be used to determine the extrinsic matrix (i.e. [R,t]). 
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 2.3 3-D Reconstruction 
After calibration, we have obtained the previously unknown parameters in the system 
pinhole model. 
In the simplified pinhole model, we have made R3 = E3, tc = 0 and Rp = R, tp = t. 
By simplifying both the camera and projector projection matrices, we get: 
 Mc = Ac[E3,0] (2.19) 
 Mp = Ap[R,t] (2.20) 
Where, 
Mc- The combined camera projection matrix. 
Mp- The combined projector projection matrix. 
Ac- The intrinsic matrix of camera. 
Ap- The intrinsic matrix of projector. 
[R,t] - The translation and rotation from the camera coordinate system to the projector 
coordinate system. 
The matrices can be determined after the calibration of the system. Therefore, from Eq. 2.6 - 






mci,j - The camera matrix element at ith. row and jth. column. mpi,j - 
The projector matrix element at ith. row and jth. column. 
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Eq 2.21 basically describes the 3-D reconstruction using the calibration parameters. Using 
this equation, each camera pixel (uc,vc) will result in a 3-D coordinate (xw,yw,zw). 
2.3.1 Summary 
This chapter introduced the DFP technique along with the concept of phase shifting 
algorithm and phase recovery. Then basic concepts of pinhole model, the detailed procedures 
for system calibration as well as 3-D reconstruction are also introduced. The next chapter 
will introduce the proposed binarized dual phase shifting (BDPS) method and Hilbert 
binarized dual phase shifting (HBDPS) method that are used to perform high-quality 3-D 
shape measurement while preserving the high-speed advantage of binary patterns. 
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CHAPTER 3.    BINARIZED DUAL PHASE-SHIFTING METHOD FOR HIGH        
QUALITY 3D SHAPE MEASUREMENT 
 3.1 Introduction 
Three-dimensional (3D) shape measurement plays a significant role in many areas 
ranging from manufacturing to medicine. Numerous techniques have been developed 
including Moire, holography, and fringe projection. Among these methods, the digital fringe 
projection technique has been extensively studied and widely applied due to its simple setup, 
automatic data processing, high-speed and high-resolution measurement capabilities (Gorthi 
and Rastogi, 2010) 
For high-speed and high-accuracy 3D shape measurement, it has been demonstrated that 
using 1-bit binary patterns is advantageous over 8-bit sinusoidal phase-shifted fringe 
patterns especially on the digital-light-processing (DLP) projection platform (Zhang et al., 
2010). By properly defocusing the projector for specific square binary patterns (Lei and 
Zhang, 2009), researchers have achieved the speed breakthroughs for high-accuracy 3D 
shape measurement. However, such a method requires the projector to be properly 
defocused in order to suppress the high-order harmonics, thus its measurement depth range 
is severely limited. In the last few years, lots of research have been conducted to alleviate this 
problem. Several different pulse width modulation (PWM) techniques are introduced to shift 
or eliminate the undesired high-order harmonics (Ayubi et al., 2010; Wang and Zhang, 2010; 
Zuo et al., 2012), and thus the phase quality can be effectively improved. However, due to 
their one-dimensional (1D) modulation nature, such methods work well only when the fringe 
period is relatively narrow. To further improve this, 2D modulation methods such as area-
modulation and dithering techniques are proposed for better approximation of sinusoidal 
patterns (Lohry and Zhang, 2012; Wang and Zhang, 2012b). Such methods generally require 
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a time-consuming optimization process to find the best binarized patterns (Dai et al., 2014; 
Dai and Zhang, 2013). 
Another kind of approach is to utilize the characteristics of the phase distribution for 
error compensation. Xu et al. (Xu et al., 2011) established a mathematical phase error 
function in terms of the wrapped phase and depth z, and used the model to compensate the 
phase error in the calibration volume. This method requires careful and accurate calibration 
in order to achieve high-accuracy measurement. Instead, Zhang (Zhang, 2011) proposed a 
simple and effective error compensation strategy called dual phase-shifting algorithm (DPS). 
Given that the phase error has an obvious 6× periodicity, this method projects an additional 
set of fringe patterns with a shift of 1/12 period (or π/6) compared to the original patterns, 
and performs error reduction by averaging the two-phase maps. However, as introduced, the 
DPS method requires two sets of phase shifted fringe patterns, which is not desirable in high-
speed applications. 
In this paper, a binarized dual phase-shifting algorithm (BDPS) is proposed to generate 
high-quality phase using just three phase-shifted binary patterns. By combining the two sets 
of π/6 shifted square binary patterns, a single set of phase shifted patterns with three gray 
levels is obtained, which is further binarized by utilizing 2D modulation to preserve the 
speed advantage of using binary patterns. Besides, to further reduce the phase error, Hilbert 
binarized dual phase-shifting algorithm (HBDPS) is proposed by applying the Hilbert 
transform for error compensation. Both simulations and experiments are conducted to verify 
the effectiveness of the proposed methods. 
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 3.2 Principle 
3.2.1 Single Phase-shifting algorithm (SPS) 
Phase-shifting methods are widely used in optical metrology because of their speed and 
accuracy (Malacara, 2007). If a multi-step phase-shifting algorithm with a phase shift of δn is 
adopted, the intensity distributions for the ideal sinusoidal fringes can be described as 
 In(x,y) = A(x,y) + B(x,y)cos(Φ + δn),(n = 1,2,3,...,N), (3.1) 
where A(x,y) is the average intensity, B(x,y) the intensity modulation, and Φ(x,y) the phase to 
be solved for. The wrapped phase can be calculated from the following least-square 
algorithm, 
  . (3.2) 
The arctangent function will produce a value ranging [−π, +π) with 2π discontinuities. In 
order to remove the 2π discontinuities and obtain the absolute phase map, spatial or 
temporal phase unwrapping algorithms are generally required. In this research, we used an 
enhanced two-wavelength phase shifting method (Hyun and Zhang, 2016) for temporal 
phase unwrapping. However, if the phase shifting technique is adopted with binary patterns, 
a crucial limitation is that the fringe patterns will not be ideally sinusoidal when the projector 
is not properly defocused, which is actually very common considering the measurement 
range. 
Therefore, the unsuppressed high order harmonics would introduce phase error. 
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3.2.2 Dual phase-shifting algorithm (DPS) 
With undesired high-order harmonics, the square binary fringe patterns can be described 
as 
  (3.3) 
The phase error due to the undesired harmonics for a N-step phase shifting method is as 
follows: 
  . (3.4) 
Generally, a three-step phase-shifting algorithm, which requires the least steps of phase 
shifts, is preferred when requiring high measurement speeds. Thus, in this paper, all analysis 
is based on the three-step phase-shifting algorithm while the technology should also be 
adaptable for multi-step algorithms. For a square binary pattern, it is well known that only 
(2k + 1)th order harmonics exist. A simulation similar to Ref. (Zhang, 2011) was conducted to 
demonstrate the phase errors induced by different harmonics. 
 
 Figure 3.1 Phase errors induced by (2k + 1)th (k = 1,2,3...) order harmonics. 
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Figure 3.1 shows the phase errors from different harmonics if a three-step phase-shifting 
algorithm is utilized. It shows that the third (k = 1, 2k +1 = 3), ninth (k = 4, 2k +1 = 9), and 
fifteenth (k = 7, 2k + 1 = 15) order harmonics will not bring phase error because an equal 
phase-shift of 2π/3 is utilized between patterns. It also indicates that the low frequency 
harmonics (i.e. less than eleventh (k = 5) order) introduces 6× phase error, which is 
consistent with the theoretical analysis. As introduced by Zhang (Zhang, 2011), if another 
phase map with a phase-shift of 1/12 period (or π/6) is obtained, it can be used to 
compensate for this error by averaging it with the original phase map. Given the fact that two 
sets of fringe patterns are used in such technique, it is called the dual three-step phase-
shifting (DPS) method. 
3.2.3 Binarized dual phase-shifting algorithm (BDPS) 
For the DPS method, in order to compensate for the dominant 6× phase error, two sets of 
phase shifted patterns are required and thus the measurement speed would be much slower. 
For example, for a binary three-step phase-shifting algorithm, the DPS method needs at least 
six fringe patterns plus additional patterns for temporal phase unwrapping as reported in 
Ref. (Zhang, 2011). In this paper, a binarized dual three-step phase-shifting algorithm (BDPS) 
is proposed to overcome this problem. The basic idea is to incorporate the two sets of square 
binary phase-shifting patterns into one pattern set with three gray levels, which is further 
binarized by utilizing 2D modulation. Therefore, the BDPS method can realize the error 
compensation for binary defocusing technique while not increasing the total number of 
patterns or the total number of bits. 
Figure 3.2 shows the principle of BDPS method. Figure 3.2(a) shows the cross sections of 
the original square binary pattern with a fringe period of T = 36 pixels and the shifted square 
pattern with a shift of 1/12 period (or 3 pixels). By averaging the two square binary patterns, 
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a new structure with three gray levels is obtained as shown in Fig. 3.2(b). The original square 
binary pattern is shown in Fig. 3.2(c). To generate the introduced middle gray level as shown 
in Fig. 3.2(b) with only 1-bit binary (0 or 255) intensities, a binary 2D modulation method is 
employed. As shown in Fig. 3.2(d), the supposed middle gray level pixels are approximated 
with evenly distributed black-white structures. 
Considering the characters of the 2D modulation, a slight defocusing effect could make the 
BDPS pattern close to the designed three-gray-level structure, and thus finally realizes the 
error reduction. 
 
 (a) (b) 
 
 (c) (d) 
Figure 3.2 Steps to generate a BDPS pattern. (a) An overlay of the cross-sections of 
the original and the π/6 shifted square binary pattern; (b) the average of 
the pattern cross-sections in (a) exhibiting three gray levels; (c) - (d) the 
original square binary pattern and the BDPS pattern, the BDPS pattern is 
generated by binarizing the middle gray level shown in (b). 
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3.2.4 Hilbert binarized dual phase-shifting algorithm (HBDPS) 
For further error reduction, we also propose a Hilbert binarized dual phase-shifting 
algorithm (HBDPS). The theoretical foundation is explained as follows: by applying the 
Hilbert transform, a phase shift of π/2 will be applied to all the phase shifted fringe patterns. 
 . (3.5) 
Based on the Hilbert transformed phase-shifting patterns, an additional Hilbert phase can 
be obtained as 
  . (3.6) 
Due to the additional phase shift of π/2, the phase errors of the original phase φ(x,y) and 
the Hilbert phase φH(x,y) have opposite distributional tendencies (Cai et al., 2015). By 
averaging the two phases, the final phase map can be calculated and the phase errors can be 
further reduced. 
 φf(x,y) = φ(x,y)/2 + φH(x,y)/2. (3.7) 
To compare the performances of SPS, BDPS and HBDPS methods, we applied n × n 
pixel Gaussian filters with a standard deviation of n/3, here n = 3,5,7,...,15,17,19. These filter 
sizes essentially emulates the varying amounts of defocusing levels. By employing a three-
step phase-shifting algorithm, we computed the phase root-mean-square (rms) error under 
each filter size. Figure 3.3(a) shows the cross sections of the phase error maps for all three 
methods when the filter size is n = 3. For a more extensive testing, we also plotted the phase 
rms error as a function of filter size, which is shown in Fig 3.3(b). It is observed that the BDPS 
method can effectively reduce the dominant phase errors especially when the amount of 
defocusing is small, while the HBDPS is even slightly better than the BDPS under such 
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scenario. The difference between the three methods will be reduced when a sufficient 
amount of defocusing is applied. 
 3.3 Experiments 
Apart from the simulation, we also evaluated the performance of our proposed methods 
through experiments. The experimental system includes a CMOS camera (model: FLIR 
Grasshopper3 GS3-U3-41C6C-C) that is attached with a 12 mm focal length lens (model: 
Computar M1214-MP2), and a projector with DLP development kit (model: Texas Instru- 
 
 (a) (b) 
Figure 3.3 A simulation conducted to compare the performance of SPS, BDPS and 
HBDPS methods under different sizes of Gaussian smoothing filters (to 
emulate different projector defocusing levels). (a) The comparison of a 
cross section of the phase error maps when a small (3×3) Gaussian filter 
is applied; (b) a more thorough evaluation by comparing the rms errors 
at different sizes of Gaussian smoothing filters. 
ment Lightcrafter 4500). The camera resolution was set as 1280 × 960 pixels and the DLP 
projector has a 912 × 1140 pixels native resolution. 
























A flat white paper was first measured to conduct quantitative evaluation. To perform the 
comparison between all three methods, we captured six binary patterns with a fringe period 
of T = 36 pixels, including a set of three-step phase shifted square binary patterns and BDPS 
patterns, respectively. We compared the measured phase quality by taking the difference 
between the measured phase Φ and a reference phase Φr. The reference phase map Φr was 
generated by employing a set of 18-step phase-shifted fringe patterns with a fringe period of 
Tr = 18 pixels, and then smoothed out by a Gaussian filter with a size of 
21 × 21 pixels. To compute the phase error, we took the difference between the measured 
phase map Φ (fringe period T) and the reference phase map Φr (fringe period Tr) as 








 (d) (e) (f) 
Figure 3.4 Phase error evaluation through measurement of a white planar surface. (a) 
- (c) Fringe images corresponding different projector defocusing degrees 
(in-focus, slightly defocused, significantly defocused); (e) - (h) 
corresponding phase errors plots. The RMS errors of (e) are 0.172 rad 
(SPS), 0.092 rad (BDPS) and 0.046 rad (HBDPS), respectively; the RMS 
errors of (f), the RMS errors are 0.088 rad (SPS), 0.031 rad (BDPS) and 
0.019 rad (HBDPS), respectively; the RMS errors of (g), the RMS errors 
are 0.030 rad (SPS), 0.026 rad (BDPS) and 0.018 rad (HBDPS), 
respectively. 
To verify our simulation results, we tested the performance of SPS, BDPS and HBDPS 
under three different defocusing levels. Figure 3.4(a) - 3.4(c) show a representative captured 
fringe image when the projector is in-focus, slightly defocused and sufficiently defocused, 
respectively. Figure 3.4(d) - 3.4(f) show the corresponding comparison of phase errors for 
all three methods under the three defocusing levels. From the results, we can see that when 
the projector is in-focus, the phase error of SPS is approximately two times the BDPS phase 
error, and four times the HBDPS phase error. When the projector is slightly defocused, the 
difference between BDPS and HBDPS decreases, yet both of them still have an apparent 
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better performance than the conventional SPS. When the projector is sufficiently defocused, 
the performance of all three methods become similar since the projector defocusing itself 
will suppress most of the high order harmonics, yet BDPS and HBDPS still slightly outperform 
the conventional SPS. This experimental result agrees well with the simulation result shown 
in Fig. 3.3, which further proves the effectiveness of our proposed BDPS and HBDPS methods. 
To qualitatively demonstrate the performance enhancement of our proposed BDPS and 
HBDPS over the conventional SPS method, we also conducted a similar experiment by 
measuring the 3D shape of a sculpture surface with geometric variations. The results of 3D 
reconstruction are shown in Fig. 3.5. The first column shows a representative captured fringe 
image with the aforementioned three increasing levels of projector defocusing. The second 
to the last column respectively show the 3D reconstructed geometries using the SPS, BDPS 
and HBDPS methods correspondingly under the three different projector defocusing levels. 
Again, the results show that when the projector is in-focus or slightly defocused, the 
harmonic errors are quite evident on the SPS results, yet such errors are less apparent on the 
BDPS results and is further alleviated on the HBDPS results. When the projector is 
significantly out-of-focus, the performance difference between all three methods are 
significantly reduced, while BDPS and HBDPS still have a slightly better performance than 
SPS. This qualitative experimental evaluation agrees well with both the simulation and the 
previous quantitative experimental results, which again validates the success of our 
proposed BDPS and HBDPS methods. 
 3.4 Summary 
In this research, we propose a binarized dual phase-shifting method for high-quality 3D 
shape measurement with only three 1-bit binary patterns. Inspired by the dual phaseshifting 
method which compensates the harmonic phase errors with an additional set of three square 
binary patterns, we merge the two sets of patterns in dual phase-shifting method into a single 
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set of three-gray-level patterns. To preserve the speed advantage, we avoided introducing 
additional bits by binarizing the three-gray-level patterns with 2D modulation. Our 
simulation, quantitative experiment and qualitative experiment all demonstrate the 
performance enhancement of our proposed method especially when the projector is not 
sufficiently defocused.  
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 (a) (b) (c) (d) 
 
 (e) (f) (g) (h) 
 
 (i) (j) (k) (l) 
Figure 3.5 3D shape measurement of a sculpture head for visual comparison. (a) - (d) 
Figures showing the fringe image, the SPS result, the BDPS result and the 
HBDPS result when the projector is in-focus; (e) - (h) corresponding 
results when the projector is slightly defocused; (i) - (l) corresponding 







CHAPTER 4.         SUMMARY AND FUTURE SCOPE OF WORK 
In the previous chapter, we introduced our proposed binary dual phase shifting (BDPS) 
and Hilbert binary dual phase shifting (HBDPS) method for high-speed and high-quality 3-D 
shape measurements. This chapter summarizes the contribution of the research and 
provides discussions on some future scope of work. 
 4.1 Research Achievements 
As both introduced in Chapter 1 and demonstrated in Chapter 3, we know that the level 
of defocus is a very important parameter for using binary patterns in 3-D measurement and 
reconstruction. It can be seen from the results demonstrated in Chapter 3 that when the 
projector is sufficiently defocused, the results are good even if we directly use the square 
binary patterns with the conventional single phase shifting method. However, if the projector 
is in-focus or slightly defocused, the phase error will be very high which leads to low quality 
measurement. 
This thesis proposed BDPS and HBDPS methods the deal with such issue of using binary 
patterns with projector defocusing. In this research, simulations and experiments were 
conducted to compare the proposed methods to the more traditional techniques like single 
phase shifting method. Then, the experiments were conducted at three different levels of 
defocusing to determine the effectiveness the method proposed by us over the conventional 
single phase shifting method. Overall, the quality of the measurements for all aforementioned 
methods increase with the level of defocusing as expected, but the BDPS and HBDPS method 
are able to achieve higher quality than the conventional single phase shifting method even 
when the projector is not sufficiently defocused. Specifically, when the projector is in-focus, 
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the BDPS method reduces the harmonic errors by 47% and the HBDPS method reduces the 
harmonic errors by 74%. 
Our proposed BDPS and HBDPS methods have several advantages compared to existing 
technologies. First of all, as aforementioned, it significantly enhanced the phase quality of the 
approach which directly uses square binary patterns with single phase shifting, especially 
when the projector is not sufficiently defocused. This leads to an increased effective range 
for projector defocusing when performing 3-D shape measurement with binary patterns. 
Moreover, our method still uses 1-bit binary structures in pattern design and did not increase 
the total number (i.e. 3) of patterns for phase retrieval. Therefore, the high-speed advantage 
of the binary technology is preserved. In a nutshell, our proposed BDPS and HBDPS methods 
have made contributions to promoting simultaneous high-speed and high-accuracy 3-D 
shape measurements. 
 4.2 Future scope of work 
There are many areas where BDPS may be implemented. Here, we suggest a few per 
spective applications: 
• Face Recognition. Face recognition and 3-D face reconstruction is common nowadays 
given that even phones and laptops having face recognition passwords. Researchers 
have tried using various techniques for high quality face recognition (Nagamine et al., 
1992), (Lee and Yi, 2003),(Russ et al., 2004), etc. Although this a very popular topic for 
research, there are a few limitations (Bowyer et al., 2006) of the current technologies: 
1. Techniques are dependent upon ambient lighting. 
2. The person in question should be motionless and at a relative precise distance. 
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3. Limited ability to deliver good results for a variety of pose, expressions, even with 
minor changes like glasses, jewelries, etc. 
We can try to overcome these limitations by using high-quality and high-speed 3D 
shape measurement and reconstruction. The requirement of the subject’s to be 
motionless can solved by using a high-speed technique for real-time measurement and 
reconstruction. Since our technique does not require the projector to be sufficiently 
defocused, these techniques may be used to overcome the requirement of relatively 
precise distance of the subject. In the recent decade, there are research 
(Papatheodorou and Rueckert, 2004) going on to attempt to achieve 4-D face 
recognition. Our proposed method could be applicable to improving its efficiency and 
robustness by realizing simultaneous high-speed and high-quality 3D measurement. 
• Gaming and entertainment. Gaming and entertainment industry is another field where 
3-D imaging and reconstruction has potential applications. The technologies that are 
available nowadays like kinect and other real-time image acquisition and 
reconstruction techniques may lack enough accuracy which could lead to a non-
veridical experience (Howarth, 2011). That is why games available nowadays usually 
uses a cartoon equivalent of the player. The next level of gaming could be actual real-
life representation of the character in the virtual world. This requires a technique that 
are not only high speed, but also highly accurate as well. We can try to implement BDPS 
and HBDPS techniques to obtain data in the real world as they are able to achieve high-
speed and high-quality 3-D shape measurements. Although for real life experience, 
more research is required, but utilization of these techniques for such applications 
could be a good stepping stone. 
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• Optical Metrology for high speed in-line measurements. Although the coordinate 
measuring machine (CMM) has been able to achieve very high accuracy in the order of 
µm level, but there are limitations of this method too. One of the major limitations is its 
slow processing speed. Hence this process is not applicable for making a quick decision. 
So, we need a technique which would be able to measure the parameters like surface 
roughness, dimensions of parts, etc., using non-contact techniques to make some quick 
decisions on the initial inspection. Although these measurements might not be able to 
reach an accuracy like CMM, but these techniques can be used to determine the 
disproportionate pieces for primary inspection. This will reduce the time of inspection 
greatly as in that case, only the parts that are meeting a minimum quality requirement 
need to be analyzed using CMM. The use of optical techniques here requires the 
technique to be able to achieve high accuracy; and for real time applications, it needs 
to be able to perform high-speed measurement along with high accuracy. Hence BDPS 
and HBDPS methods may have an opportunity for such applications. As can be seen in 
the previous chapter, phase error is very low in both proposed techniques even when 
the projector is in-focus. The fact that both techniques use 1-bit patterns will make 
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