Driver distraction is a leading cause of motor vehicle crashes. As more in-vehicle systems are developed, they represent increasing potential for distraction. Designers of these systems require a quantitative way to assess their distraction potential that does not involve time-consuming test track or simulator testing. A critical contribution to driver distraction concerns the search time for items in an in-vehicle system display. This study tests the saliency map's ability to predict search time, and proposes a potential application of the saliency map in assessing driver distraction. Empirical data for search tasks were collected and used to test a modified driver model based on the saliency map. The results show that the modified saliency map can predict search time, and suggest that the driver model could be used to understand how design features influence the bottom-up visual search process. More broadly, such a model can complement guidelines and user testing to help designers to incorporate human factors considerations earlier in the design process.
INTRODUCTION
Distraction represents a substantial driving safety challenge. The 100-Car study (Dingus et al., 2006) found that "almost 80% of all crashes and 65% of all near-crashes involved the driver looking away from the forward roadway just prior to the onset of the conflict" (p. 162). Regan, Young, and Lee (2009) defined driver distraction as "the diversion of attention away from activities critical for safe driving toward a competing activity" (p. 7). Given this definition, there are a growing number of potential distractions in vehicles today, including in-vehicle navigation, collision warning system, and traveler information. These systems promise substantial benefits for driving comfort, efficiency and safety, but they might also distract. This study presents an approach to tool to aid the design of interfaces for such systems to minimize their distraction potential.
Interactions with driver-vehicle interfaces (DVIs) often involve search tasks, such as finding a location on a map, choosing between options on a menu, or selecting from a list of options. Therefore, estimating how visual features of DVIs influence search time can be a first step to assess and reduce distraction potential. The Alliance of Automobile Manufacturers (2003) proposed guidelines for designing advanced in-vehicle information and communication systems in an effort to limit potential distractions. One guideline that can be directly applied to DVIs is "single glance durations generally should not exceed 2 seconds; and task completion should require no more than 20 seconds of total glance time to task display(s) and controls" (Alliance of Automobile Manufacturers, 2003, p. 38) . These guidelines require data collection, which might not be feasible given the aggressive development process many designers work under.
Some guidelines specify interface features, such as font size, contrast ratio, and display location. These guidelines specify how designers can develop less distracting device. However, they often take a reductionist approach that may not capture problems that emerge from an interaction of features, and may offer little to no guidance for new systems that deviate in significant ways from the concepts for which the guidelines were developed (Lee, Lee, & Salvucci, 2012) . These limitations force DVI designers to rely on their intuition.
Designers' intuition may contain vague ideas on the qualitative influence of color, contrast, or layout in a design. Computational models can complement these intuitions, and can estimate the precise quantitative effect of the design in terms of search times. In particular, repeated application of the models (e.g., Monte-Carlo simulation) can indicate the relative effect of each design parameter, their interactions, and the likely variability associated with drivers' performance with the design. In this way, computational models can confirm and extend designers' intuitions. For example, designers may use salient color combinations for critical information. This could promote faster search and reaction times, because drivers could have expectations for specific types of information after learning this color scheme. However, if the visual salience of the display runs counter to these expectations, drivers will need more time to be guided to the correct information.
There are few computational models well suited for modeling search time for items in a visual display by accounting low-level visual features. The saliency map is a promising approach to assess how features of a scene influence visual attention. It represents visual saliency of a scene by modeling the factors that influence attention in a bottom-up fashion (Koch & Ullman, 1985) . Koch and Ullman (1985) introduced the concept of a saliency map to predict preattentive selection by encoding the saliency of the objects in the visual environment. The saliency map has been validated to predict sequential attention to objects in a complex scene by using three low-level visual features-color, intensity, and orientation-that attract visual attention (e.g., Walther & Koch, 2006) . The saliency map builds on a series of computations that reflect the neurological processes associated with visual attention (Itti, Koch, & Niebur, 1998 is computed by applying a Gabor filter (a linear filter for edge detection) to the images. These features are summed by center-surround mechanisms that compare the average value of a center region to the average value of a surrounding region, and normalized. The resulting feature maps are combined into feature dependent maps, conspicuity maps-one for color, one for intensity, and one for orientation. Finally, the conspicuity maps are combined into a single saliency map that represents saliency as a scalar quantity at every location in the scene. In the saliency map, the predicted focus of attention is estimated using a Winner-Take-All neural network that selects the most active location and suppresses the other locations.
The Saliency Map
The saliency map computes the influence of low-level visual features of a display that attract the driver's attention. If these salient features do not correspond to areas with areas of interest they might draw the driver's attention away from the area of display that contains the information of interest to the driver, extending the search time. Predicting the salience of display features can be central to estimating distraction potential because it determines how likely an object is to attract or distract drivers' visual attention, and consequently, how many fixations might be required to find the desired information. If important information is highly salient relative to the background, it will be detected easily with a few fixations. However, misplaced salience-situations in which highly salient display features do not correspond to drivers' information needs-might lead to many fixations and long glances away from the road. The saliency map can identify instances of misplaced salience, which could help designers reduce the distraction potential of DVIs.
Purpose of the Research
Previous research (Lee, et al., 2012) proposed a model that accounts for both top-down and bottom-up attentional processes by integrating a cognitive architecture, ACT-R, and a saliency-based model, the saliency map to evaluate distraction potential on DVIs. The main role of the saliency map in the proposed model is to estimate search time for predefined targets. The saliency map has been validated for predicting gaze locations (e.g., Harel, Koch, & Perona, 2006; Peters, Iyer, Itti, & Koch, 2005) : however, its ability to predict search time has not been extensively validated (e.g., Itti & Koch, 2000) . Moreover, the saliency map does not account variability of human performance, which can be critical in identifying the likelihood of long glances. The objectives of this study are to implement a Monte-Carlo technique using the saliency map that accounts for glance duration variability and to validate the saliency map's ability to predict search time before integrating it with ACT-R.
METHODS
Data were collected at National Advanced Driving Simulator. Participants were instructed to search for target icons on a map display and press a button to indicate when they found the targets. Participants were seated in a driving simulator, but they did not drive. In the experiment, two independent variables (set size and salience condition) were investigated to assess whether these factors affect participants' search performance, search time, and whether the saliency map can predict those effects.
Experiment
Participants. The study included 30 participants from four age groups: 8 between 18-24 years, 8 between 25-39 years, 7 between 40-54 years, and 7 between 55-75 years. Participants were balanced across gender with 15 females and 15 males. Participants were required to be in good health, and were screened using a telephone script that included study inclusion/exclusion criteria.
Icons. The map icons used in the experiment were taken from the Maki project (MapBox, 2013) . Twenty-seven icons were selected from the icon pool. The icons were approximately the same size, and icon colors were the same (Figure 1) . Each search task defined one target icon, and other icons were distractors.
Background Maps. Stimuli consisted of two layers: one layer contained a map as a background and the other layer contained icons. To select nine background maps, 21 maps (600 x 800 pixels) were initially captured from Google Maps, and previously embedded icons (e.g., bus-stop signs) were removed using Adobe Illustrator, retaining only street names and road shapes. After this process, the feature congestion level for each map was measured to control visual clutter for background maps (Rosenholtz, Li, & Nakano, 2007) . Nine of 21 maps with feature congestion estimates close to the median feature congestion level were selected (the median congestion level for the final nine maps was 3.85 and standard deviation was 0.05). The remaining analyses assume this selection process controlled for the clutter of the background maps.
Color Manipulation. Google Maps uses several colors for its map icons. From these colors, three were chosen and each color 's RGB values [red (151, 52, 52), yellow (151, 127, 0) , and blue (48, 123, 191) ] were extracted and used to color icons (e.g., targets and distractors). Target Placement. Eighty-one full-color images of map displays were presented to participants. A target icon was placed on one of nine cells on a virtual 3 x 3 grid. The order of target placement was random, but the icons were evenly distributed so each cell had the same number of icons.
Design. Three icon set sizes (9, 18, and 27) were manipulated to assess how cluttered displays with many icons affect search time. Three salience conditions (i.e., highlighting conditions) were also manipulated: (1) low-salience target condition, (2) high-salience target condition, and (3) misplaced salience condition. Low salience condition represents a display that has low target-distractor discriminability (e.g., all icons have the same color) and high salience condition represents a case of correct highlighting, a display that has high discriminability (e.g., only target icon is uniquely colored). Misplaced salience represents a case of incorrect highlighting, a situation where a non-target icon is highlighted with a unique color. Therefore, a 3 (set size = 9, 18, and 27) x 3 (salience condition = low saliency, high saliency, and misplaced saliency) repeated measures analysis was employed.
There were nine possible target locations (from cell 1 to cell 9 on the virtual grid), and all locations were presented to participants during each condition. A total of 81 (e.g., 3 x 3 x 9) screen images were available, and all images were presented to each participant on a plasma display (42" diagonal measurement, 130 o horizontal and 24 o vertical field of view at 48" viewing distance).
Procedure. Informed consent was obtained from each participant and then they completed a demographic survey. Participants were seated in the simulator and given instruction. The practice session consisted of five task instances and participants were allowed to repeat the practice session if they desired. A target icon was presented for one second in the upper left portion of the forward screen, and then a map display was presented on the center of the screen until the participant pressed the space bar to indicate detection. Following this, a 3 x 3 grid was presented and participants were asked to verbally report the target icon's location on the grid. The experimenter recorded the target location (i.e., cell number on the grid) after participants' verbal reports.
Data Reduction. MATLAB (R2011b) and R 2.14.1 (R Development Core Team, 2011) were used for the data reduction and analysis. Consistent with previous research (Fleetwood & Byrne, 2006) , incorrect response (e.g., when participants did not correctly identify the target icon) were removed. In addition, outliers that were more than three standard deviations from the mean of the participants were also removed. Removed data were replaced with the individual participant's overall mean.
Model Development
A previous study (Itti & Koch, 2000) compared model reaction time to human reaction time based on the relation between an average of 40 ms per model shift (e.g., shifts to the next most salient location) and an average of three shifts of attention per second for humans. The saliency map simulates "integrate and fire neurons" and the parameters of the neurons have been roughly adjusted to match real neurons. The previous research scaled the model's simulated time to real time and added 1.5 seconds to account for latency of human motor response.
The previous research (Itti & Koch, 2000) found a poor correlation between human and model search times: the saliency map outperformed humans in search tasks. One explanation for the superior performance of the model was that top-down influences might play a significant role in guiding attention, in a way that the model fails to consider. The model used in this study also does not consider any topdown influences. However, minor modifications in parameter setting and a Monte-Carlo simulation are implemented to address variance of human performance.
In this study, MATLAB SaliencyToobox (Walther & Koch, 2006) was used, and a Monte-Carlo simulation was conducted using the saliency map to predict search times for targets. The Monte-Carlo analysis used repeated random sampling to generate a distribution of glances for each of 81 images. To replicate the perceptual noise that influences visual attention, random variance was introduced into the model (Sheridan, 1974) . The keystroke-level model (Card, Moran, & Newell, 1980) estimated specific time for low-level operations (e.g., button press from best typist: 0.08 seconds, button press from average skilled typist: 0.2 seconds, and button press from worst typist: 1.2 seconds). The model was modified to generate data for a distribution of virtual participants based on keystroke-level data to model motor responses and the saliency map to estimate search time.
The main difference between the previous study and our approach is the implementation of Monte-Carlo simulation. Assumptions for the modified model include:
1. When the "focus of attention" region covers the target, it is considered detected. 2. When the model did not find the target within 30 second of scaled time, simulation terminated. 3. Inhibition of return (IOR) suppressed the fixated locations until the simulation ended.
Prediction of Search Times
An important consideration in comparing the model performance to the empirical data concerns the degree to which the participants' data are predictable. If there is little regularity in the data, then the model will inevitably perform poorly. To evaluate the predictability of search times, between-subject variability was calculated.
Split sample validation uses two samples from the available data: one sample for calibrating the model, and another one for testing predictability of the model (Pedhazur, 1982) . Similarly, previous research (3M Commercial Graphics Division, 2010) that compared a saliency-based model and human data applied a split-data design to measure the between subject variability. This between-subject variability provides an upper-theoretical boundary of model predictions: search time predictability. This study applied a similar approach based on the idea of the split sample technique to find upper boundary. Figure 2 shows the mean reaction time from the experiment. As expected, set size increased reaction time [F (2, 58) = 107, p < .001], and highlighting reduced reaction time [F (2, 58) = 5.43, p < .01]. Post hoc analyses using a paired t-test indicated that reaction time in the high salience condition was faster than other two salience conditions (low and misplaced) [t (29) = -3.57, p < .01, and t (29) = -2.34, p < .05), but there was no significant difference between the low salience condition and the misplaced salience condition. A detrimental effect of misplaced was expected, but the difference between the low salience condition and the misplaced salience condition failed to reach statistical significance. The interaction effect was significant [F (2, 58) = 7.09, p < .01], indicating that the effect of highlighting increased with increasing set size.
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RESULTS
Reaction Time Data
Number of trials correctly highlighting target icons (e.g., valid cue) and number of trials incorrectly highlighting target icons (e.g., invalid cue) were the same in the experiment, and trials were presented in random order. In a within-subject design, it is possible that participants ignored the colored icon after recognizing that the colored icon also had a chance to be a distractor icon as well (the probability was 50%), and this could have diminished the effect of salience. Post hoc analyses using a paired t-test indicated that reaction time in the high salience condition was faster than other two conditions (low and misplaced) [t (29) = -28.76, p < .001, and t (29) = -28.82, p < .001), but there was no significant difference between the low salience condition and the misplaced salience condition. The interaction effect was significant [F (4, 116) = 9.18, p < .001]. More specifically, the high salience condition led to relatively shorter reaction times with lower variance across all set sizes.
Reaction Time Comparison
Previous research (Salvucci, 2009 ) calculated root-meansquared error (RMSE) to measure a difference between model predictions and actual observations. The same technique was applied here. To find the upper-theoretical boundary, the first half of participants predicted the second half of participants, and RMSE between those two groups was 3.57. The RMSE between the data from the experiment and the modified model was 3.48, which was close to between-participants error.
The original (Itti & Koch, 2000) and modified models were also compared to the participants' data using the Kolmogorov-Smirnov test. The test rejected null hypotheses for the both models (p < .001). However, the modified model had a smaller distance (e.g., maximum distance between two cumulative probability curves) from the empirical data (D = 0.15 for the empirical data and the modified model, and D = 0.34 for the empirical data and the original model) (Figure 4) .
DISCUSSION
An important contributor to driver distraction associated with complex in-vehicle displays is the search time required to find objects of interest in a cluttered display. Selecting interface elements that minimize this search time is a critical part of designing DVIs. This study applied a model using the saliency map to predict search times given a set of design parameters. The results showed that the saliency map could be applied to predict search time to a level comparable to between-subject variability-the theoretical limit of prediction. Specifically, the model describes how design features influence search time in terms of a bottom-up visual process. The model predicted effects of set size on search time, which is one component of visual clutter.
The model captured the effect of set size as the empirical data did, but was more sensitive to the effect of color (as established by salience condition) than the empirical data. However, the within-subject design of this experiment may have led participants to ignore the effect of color as it was used equally as a distractor and indicator. Top-down effects that influence reliance on imperfect cues seem to moderate the bottom-up cues modeled by the saliency map (Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003; Yeh & Wickens, 2001) .
The features tested by the model could substantially affect driver performance, but they are not well addressed by current guidelines. For example, modern vehicles can communicate with roadside infrastructures and other vehicles using the wireless communication system, and the interface in the system often displays a large amount of information from multiple sources. Highlighting can prioritize information based on a situation, and can be an efficient way to deal with the potential complex displays that might lead to long glances away from the road.
This study focused on the bottom-up features of interface design. Follow-up studies will address top-down features (e.g., drivers' expectations) along with the bottom-up features tested in here to provide more accurate and reliable predictions. Future studies will also include driving performance measures (e.g., lane deviation, brake response, etc.) as dependent variables, and will be compared with predicted driving performances by the proposed model (Lee, et al., 2012) .
