The main goal of this paper is to define a computational measure for quantifying the visual distinctness of targets in complex natural scenes, using a single-channel vision model. The basic features incorporated in the defined target distinctness measure are: (i) an adaptive contrast sensitivity function; (ii) an estimation of image contrast masking and (iii) an estimation of a set of interest points in the image. Several experiments are performed to determine the relative contribution of each of these factors to the measure, using the correlation with human performance data as the evaluation function.
Introduction
Visual target acquisition is a complex process, and many factors involved are not yet fully understood. In fact, targets which are similar to their background or to many structures in other parts of the scene are harder to detect than targets which are highly dissimilar to these structures. Also, the visual distinctness of a target decreases when increasing the variability of the scene. Visual distinctness measures are used to compare and evaluate target visibility, and to quantify the complexity of a scene. Several studies show that simple quantitative image measures do not give good predictive results when are applied to the distinctness of targets in complex background scenes. For example, Saghri et al. (1989) and Daly (1993) show the severe failure of a common error metric: the mean square error (MSE). Another common quantitative metric is the root mean square error (RMSE) . Although RMSE has a good physical and theoretical basis, it is often found to correlate very poorly with subjective ratings. A demonstration of this last fact can be found in Garcia et al. (2001) so as in some examples shown in this paper.
In order to avoid these drawbacks, some distinctness measures incorporating perceptual features have been developed. Some of these measures are based on single-channel models (Mannos and Sakrison, 1974; Saghri et al., 1989; Ahumada and Beard, 1998) and others on multichannel models (Rodriguez-Sanchez et al., 1999; Fdez-Vidal et al., 2000a; Garcia et al., 2001) .
Recent studies (Rohaly et al., 1997; Ahumada and Beard, 1998) have shown that measures based on single-channel models achieve good performance in target distinctness. These measures have the advantage that are computationally less expensive in comparison with other measures based on more complex models.
Here, the optimal definition of a distinctness measure based on a single-channel model is estimated maximizing the degree of correlation with the visual target distinctness measured by human observers. We show that the derived optimal measure incorporates simple adaptive filtering, contrast masking and an error summation calculated only over a subset of points of the image (named interest points).
The approach is as follows. First, a psychophysical experiment is performed in which observers estimate the visual distinctness of targets in a database (Section 2). This subjective ranking induced by the psychophysical experiment is adopted as the reference rank order. Second, a computational distinctness measure is derived involving several factors, and applied to quantify the visual distinctness of the targets (Section 3). Several experiments are then performed to investigate the relation between the computational measure output and the psychophysical results (Section 4). Finally, the main conclusions are summarized in Section 5.
Psychophysical target distinctness
The images used in the psychophysical experiment are slides made during the distributed interactive simulation, search and target acquisition fidelity (DISSTAF) field test (Toet et al., 2001 ). These slides depict 44 different scenes. Each scene represents a military vehicle in a complex background ( Fig. 1 shows some examples of targets). The visibility of the targets varies throughout the entire stimulus set. This is mainly due to variations in the structure of the local background, the viewing distance, the luminance distribution over the target support (shadows), the orientation of the targets, and the degree of occlusion of the targets by vegetation.
In the psychophysical experiment observers estimate the visual distinctness of the target. A total of 64 observers participated in the visual search experiment. Human observer experiments designed to quantify visual target distinctness usually involve search and detection tasks or contrast detection tasks. Here search times and cumulative detection probabilities were measured for the different targets. The procedure of the search experiment is described in (Toet et al., 2001; Fdez-Vidal et al., 2000b) .
Search performance is usually expressed as the cumulative detection probability as a function of time, and it can be approximated by Waldman et al. (1991) and Toet et al. (2001) :
where P d ðtÞ is the fraction of correct detections at time t, t 0 is the minimum time required to response, and q is a time constant. Fig. 2 shows some examples of the cumulative distribution functions corresponding to the search times measured for the target scenes used in the experiments. The overall difference between two of these functions can be measured by substracting the area beneath their graphs. This operation corresponds to a Kolmogorov-Smirnov (K-S) test. To compare the relative distinctness of the targets in the different scenes, the curves are rank ordered according to the results of the K-S test. These rank orders are adopted as the standard reference for the evaluation of the computational measure.
Targets that give rise to closely spaced cumulative detection curves which are similar in accordance with a K-S test, have similar visual distinctness. A total of 36 images from the 44 original slides made during the DISSTAF field test were clustered into four groupings of targets with comparable visual distinctness. Rank order permutations of elements of the same cluster are not very significant, whereas rank order permutations of elements of different clusters are significant.
Computational target distinctness
The computational measure predicts the target distinctness by measuring the difference between the target-and-background and the backgroundwith-no-target scenes. Let tðx; yÞ be the image containing the target and eðx; yÞ the image without target.
The measure may be described in terms of three different stages: (1) first, a non-linear function is applied to the luminance values, (2) then, both images (t and e) are analyzed by a simple filter, and (3) finally, the target distinctness measure is computed by quick pooling of the difference between both (target and non-target) filtered images ( shows a schematic overview of all steps involved in the measure). Next, each stage is described in detail.
Luminance adaptation
Here we have into account one of the major characteristics of the human visual system (HVS): its sensitivity to the background illumination level. This sensitivity results from the fact that the eye is known to be more sensitive to small variations in dark surrounds that in light ones (Lowery and DePalma, 1961; Wandell, 1995) . This characteristic, also denominated luminance adaptation, has been extensively incorporated into vision models and perceptual measures (Saghri et al., 1989; Rohaly et al., 1997) . It warrants the incorporation of the non-linearities of the HVS into the measure. Luminance adaptation is modelled by sending the image through a compressive point non-linearity, typically using a logarithmic, cube root or square root function. In this work we apply a cube root function commonly used in the literature (Saghri et al., 1989; Daly, 1993) . This function is applied to both (target and non-target) images obtaining t nl ðx; yÞ ¼ tðx; yÞ 0:33 and e nl ðx; yÞ ¼ eðx; yÞ 0:33 .
Adaptive simple filtering
In this stage, an adaptive contrast sensitivity function is used to filter both images, t nl and e nl .
Contrast sensitivity functions, CSF, are usually used in psycophysical studies to summarize the sensitivity of the HVS to harmonic functions in a range of spatial frequencies. The shape of the curve is similar to a band-pass filter and suggests that the human visual system is most sensitive to mid frequencies and less sensitive to high frequencies. There are several models of contrast sensitivity curves in the literature (Mannos and Sakrison, 1974; Barten, 1993) . We use the Mannos and SakrisonÕs CSF formula, which models the sensitivity S as function of the spatial frequency q:
where q is the radial spatial frequency in cycles per degree (cpd), q 0 determines the maximum sensitivity frequency, c is the value for the frequency zero and k 1 and k 2 are related with the falling of the exponential at high frequencies. An important point now is to determine the bandwidth and the peak sensitivity of the CSF. In other works the parameters are estimated experimentally using human observers for best results. For example, the particular set of parameter values selected by Mannos and Sakrison (1974) was A ¼ 2:6, c ¼ 0:0192, q 0 ¼ 8:77, k 1 ¼ 1 and k 2 ¼ 1:1. For these values the peak sensitivity was at frequency 8 cycles/degree. Once the parameters are established, the same function is used to filter any image. We propose a filtering process in which the CSF is not fixed for all images, but it is an adaptive CSF to the content of each particular scene. Both images (t nl and e nl ) are filtered with the sensitivity function that best tune with the target image. So, the non-target image is analyzed from the point of view of the most significant frequencies of the target image.
At this point, we propose different ways to estimate the CSF. We consider three possibilities varying a different free parameter in each case (and leaving the rest of parameters with the values selected by Mannos and Sakrison): (1) the distance at which the observer is positioned from the image (varying the frequency mapping from cycles per degree to cycles per pixel); (2) the maximum sensitivity frequency q 0 ; (3) the maximum sensitivity frequency and the bandwidth (using the parameters k 1 and k 2 ). For each of above possibilities, we generate a set of contrast sensitivity functions. All these functions satisfy that the peak sensitivity is between the values of 3 and 8 cycles/degree reported by Mannos and Sakrison and the sensitivity at Nyquist frequency is zero. Fig. 4 is a plot of the spatial frequency curve varying q 0 (and therefore the bandwidth and peak sensitivity of the curve). For each possibility we use two different criteria for fitting the CSF to the data:
(1) Select the CSF that minimizes the difference between the original image and the corresponding filtered image. The MSE E between both images is used for this purpose:
ðt nl ðx; yÞ À t s ðx; yÞÞ
where N Â M is the size of the images.
(2) Select that function that maximizes the contrast of the filtered image. The next definition of contrast C is used:
with V max and V min being the maximum (respective minimum) gray levels of the filtered image.
So, we have six fitting possibilities. We note S i;j the particular CSF that fits to an image, where i 2 f1; 2; 3g indicates the free parameter (1: the distance; 2: the maximum sensitivity frequency; 3: the maximum sensitivity and the bandwidth) and j 2 fE; Cg indicates the fit criterion. Experimental results will indicate us which is the optimal selection.
The integration stage
Finally, the computational measure is calculated as a summation of errors using a spatial Minkowski integration with exponent b. We note the measure as U i;j ðt; eÞ if a global integration (over all image points) is carried out: Fig. 4 . Variability of the CSF changing the value of the parameter q 0 .
jt si;j ðx; yÞ À e si;j ðx; yÞj
where subscripts i and j correspond to the estimated CSF S i;j and b is the integration parameter. By varying b from one to infinity, we can vary from the average to the maximum of the distortion image as the relevant distance measure. In our experiments b ranges between 2 and 5. f m is a masking factor. This factor f m is calculated using an estimation of the non-target image contrast (Ahumada, 1996) . In our experiments, we calculate the values of the measure with and without the masking factor for each summation exponent b.
In order to explain the use of f m , we can argue that the visibility of the target depends of the background surrounding it, so the target could be masked for this background, leading to a reduction of its visibility. This phenomenon whereby a signal can be masked, i.e., its visibility reduced, by the presence of another signal is the constrast masking and has been analyzed in depth in psychophysical experiments (Foley, 1994) . To account for general contrast masking effects, the U i;j predictions (Eq. 7) are multiplied by the correction factor f m .
On the other hand, different works (e.g. Garcia et al., 2001 ) indicate that we can improve the results of the target distinctness measures if we apply the spatial integration in a local way, only over interest points. This refers to detect the points that contain the most meaningful information of the image, so we can constrain further processing only on these points. In this paper, we use a set of interest points in the image calculated as the edges of objects through the use of the Canny algorithm for edge detection, (Canny, 1986) . Nevertheless, the estimation of interest points is an open problem, so we could think in a more sophisticated ways of calculate them (Garcia et al., 2001) .
We note the computational measure as U 
with P being the set of interest points in the target image and Card½P the number of points. In our experiments, we will check the advantage of using or not interest points in the measure.
Experimental results
The images used in the computational experiments are those used in the psychophysical experiment. They are subsampled to 256 Â 256 pixels. For each scene containing a target, a corresponding empty scene is created. The empty scene is everywhere equal to the target scene, except at the location of the target, where the target support is filled with the local background. This replacement is done by hand, using the rubber stamp tool in Photoshop 3.05. The result is judged by eye and is accepted if the variation in the background over the target support area does not appear to have an appreciable contrast with the natural variation in the local background. Therefore, we use 36 complex natural images containing a single target and the corresponding 36 empty images with the same backgrounds without target ( Fig. 1 shows several image pairs) . These images were clustered into four groupings (clusters) of comparable visual distinctness (i.e., targets that give rise to closely spaced cumulative detection curves which are similar in accordance with a K-S test, as described before). All images and details of the databases can be found in (Toet et al., 2001) and were provided by the TNO Human Factors Research Institute in the Netherlands.
To study the relationship between the computational measure and the visual target distinctness as measured by human observers, we use an evaluation function P CC defined as the fraction of correctly classified targets by the computational measure with respect to the reference rank order (given by the psychophysical experiment):
number of correctly classified targets number of targets ð9Þ
The rank order permutations of targets of the same cluster are insignificant (i.e., they are correctly classified by the measure) whereas rank order permutations of elements of different clusters are significant (the targets are incorrectly classified).
A first experiment was performed to investigate the behavior of each particular parameter in the computational measure. In particular we want to analyze the particular contribution of: (a) the best criterion to adapt the CSF to the image, (b) the masking factor, (c) the integration parameter, (d) the use or not of interest points.
Firstly, fifty datasets of ten image pairs (target and non-target images) are derived from the database of 36 clustered image pairs. This selection was carried out using a pseudo-random number generator. Table 1 shows the mean of the evaluation function P CC , noted as MeanfP CC g and its variance, noted as VarfP CC g, across the 50 datasets. Data for the computational measure are obtained varying the CSF fitting, with masking and global. The highest value of the mean of P CC is obtained for U 1;C and b ¼ 4. The mean of the measure if a fixed CSF (i.e., a CSF with the same parameters for all images) is used yields a relatively low value ð0:64 AE 0:0163Þ. The fixed CSF used in this experiment has its parameters set to the values proposed by Mannos and Sakrison. With respect to the masking and the use of interest points, in all cases, the values decrease when masking was not used and they increase when we use interest points. For example, the value of the mean for U 1;C without masking decreases from 0.75 to 0:71 AE 0:0199. Using interest points and masking, the mean of P CC for U A 1;C increases to 0:79 AE 0:0138.
All errors were computed based on the variance of P CC across the 50 datasets: ðMeanfP CC g À VarfP CC g; MeanfP CC g þ VarfP CC gÞ. According to the theory of large samples, the accuracy of the mean of P CC increases as the number of datasets increases, so the scatter of possible values of MeanfP CC g about the true value becomes smaller, so in order to study the scatter of MeanfP CC g (about the corresponding true value as the number of datasets increases), the mean was calculated across n datasets of 10 image pairs, with n set at 50, 100, 200, 300, 400, 500. Fig. 5 shows the values of mean of P CC across n datasets for U A 1;C , U 1;C and RMSE. We use the RMSE measure as a reference for comparison purposes and it is defined as:
ðtðx; yÞ À eðx; yÞÞ 2 ! 12 ð10Þ where tðx; yÞ represents the target-and-background scene (N pixels wide and M pixels high) and eðx; yÞ represents the background without target.
As illustrates in Fig. 5 , the mean of the fraction of correctly classified targets by the RMSE measure across the n datasets (for each n) yields a relatively low value (about 0.4) in comparison with In the previous experiments the dataset size was set to ten image pairs. Hence it seems necessary to consider a new experiment where the dataset size varies. Fifty datasets of k image pairs were drawn, with k set at 10, 15, 20, 25, 30. Fig. 6 shows the mean value of P CC across fifty datasets of k image pairs for the same measures. As k decreases, the value of the mean for RMSE also decreases. On the other hand, the value of meanfP CC g for U 1;C or U A 1;C does not become smaller in any significant way, as k decreases.
In all experiments, values obtained for U A 1;C are always higher than those obtained for U 1;C , which indicates that an optimal measure for predicting target distinctness should be calculated over a set of interest points.
In a final experiment we try to know how accurate are our previous data summaries. For this, we use a bootstrap sampling for making statistical inference. The bootstrap is a data-based simulation method for assessing statistical accuracy (Efron and Tibshirani, 1993) .
The only assumption is that the original sample R is representative of the population. Then we can treat our sample R of size 36 as if it is the population. And we can simulate the sampling by resampling from R, just as we would sample from a population.
Given the original sample R of size 36, to get a sampling distribution for P CC we simply run the following procedure (Garcia et al., 2001) .
Procedure: bootstrap sampling.
Repeat i ¼ 1; 2; . . . ; 1000 times:
• Draw a bootstrap pseudo-sample R i of size N from R by sampling with replacement (with N being equal to the size of the original sample R).
• Calculate and record the value of P CC for R i .
Once we have the bootstrap sampling distributions of P CC , these are used to automatically produce confidence intervals for P CC . The most advanced bootstrap intervals are the BC a intervals (Efron and Tibshirani, 1993) .
In Table 2 , the third column shows the 95% BC a confidence intervals for P CC obtained for U, U A (both using S 1;C ) and RMSE (other classical measures as the signal-to-noise ratio (SNR log and SNR peak ) or the mean absolute error (MAE), give similar results to RMSE).
From these results, statistical theory allows us to make the following inference: The true value of the fraction of correctly classified targets P CC for the measure U A lies in the interval: 0:64 < P CC < 0:92, with 95% confidence. It says that if we ran a much bigger experiment, the P CC of the U A measure probably would not be too much different than the value of 0.8 for the fraction of correctly classified targets of U A that was estimated on the dataset of 36 image pairs. From the BC a confidence intervals for P CC obtained we claim that: the hypothesis P CC > 0:5 is only accepted at 95% for U and U A ; and the hypothesis P CC > 0:64 is only accepted at 95% for U A . Summarizing, the bootstrap confidence intervals make it seem likely that the true value P CC of Fig. 6 . Mean value of P CC for the same metrics across fifty datasets of k image pairs, for each k ¼ 10, 15, 20, 25, 30. Table 2 For the database of 36 image pairs, the probability of correct classification P CC of different measures and the corresponding 95% BC a confidence intervals based on the bootstrap sampling distributions of P CC Measure P CC BC a intervals with 95% confidence 
Conclusions
The main conclusion drawn in this paper is that the derived computational measure U A 1;C induces a visual target distinctness rank ordering that agrees with human visual perception for a set of complex natural scenes. Hence, a perceptual measure constructed with an only frequency channel to predict human performance in target detection must incorporate the following basic characteristics: (i) an adaptive CSF which depends on image distance; (ii) an estimation of image contrast to capture some of the properties of contrast masking; (iii) a non-linear pooling of the differences between target scene and non-target scene over interest points that are likely to attract human attention. Bootstrap methods were used for generalizing these conclusions to any dataset and not only those used in the experiments.
