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3ABSTRACT
The instability properties of the bottom boundary layer (BBL) under a model
mode-1 internal tide in linearly stratified finite-depth water are studied, using
2-D fully nonlinear and non-hydrostatic direct numerical simulations (DNS)
based on a spectral multidomain penalty method model. Low-mode internal
tides are known to transport large amounts of energy throughout the oceans.
One possible mechanism, among others, through which the energy of the
particular tidal waves can be directly dissipated, without transfer to higher
modes, is through wave-BBL interactions, where strong near-bottom shear
layers develop, leading to localized instabilities and ultimately mixing. In the
model problem, the stability response of the time-dependent wave-induced
BBL is examined by introducing low-amplitude perturbations near the bed.
For the linear stage of instability evolution, the time-dependent perturbation
energy growth rates are computed by tracking the largest perturbation energy
density in the domain through the wave-modulated shear and stratification,
ultimately the formation of distinct localized near-bed Kelvin Helmholtz bil-
lows are observed. The average growth rate, σ, is then compared to the time,
Tw, that a parcel of fluid is subject to a local Richardson number less than
1/4, resulting in a nondimensional criterion for instability, σTw. A stabil-
ity boundary is then constructed as a function of the three non-dimensional
parameters that characterize the flow, the wave steepness, aspect ratio and
Reynolds number. It is shown that the nondimensional growth rate can be
written as a function of these parameter, σTw = F (Re, st, AR). Additionally
the minimum initial perturbation amplitude that is shown to cause over-
4turning of isodensity surfaces for each parameter set is also shown to be a
function of the wave parameters, Ac = F (Re, st, AR).
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Chapter 1
Introduction
1.1 Internal Gravity Waves
Gravity waves are waves that are generated when a fluid, displaced from equi-
librium, is acted on by restoring forces (i.e. buoyancy and/or gravity). Most
commonly gravity waves are thought of as a surface phenomena. Surface
gravity waves occur at the interface of two media, the ocean and atmosphere.
However gravity waves can also occur within a single stratified media and
are known as internal gravity waves[37]. Within a stratified fluid medium
in nature, density differences are relatively small. As a result internal grav-
ity waves are capable of having much larger amplitudes than surface waves,
often reaching several tens to hundreds of meters. The displaced fluid, in
both surface and internal gravity waves, generates currents as it oscillates
about its equilibrium position. The associated currents can have shear that
is strong enough to lead to instability and turbulence[32]. The frequency of
the oscillation is determined by the local density stratification and is known
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as the buoyancy frequency (Bru¨nt-Vaisala frequency), denoted as N.
N2 =
−g
ρo
∂ρ
∂z
(1.1)
Where g represents the force of gravity, ρ and ρ0 are the local density and
reference density respectively and z is the vertical coordinate. A full dis-
cussion on the derivation of the buoyancy frequency is given in Sutherland’s
Internal Gravity Waves [94]. The primary focus of this work is on internal
gravity waves, hereafter refereed to simply as internal waves.
Internal waves (IWs) can be further classified into two categories, waves
that propagate in a continuously stratified fluid or those that are confined to
density interfaces. In a continuously stratified fluid IWs have the interesting
property, that the wave phase, c, and group, cg, velocities are perpendicular
to one another. This is due to the fact that the vertical phase and group
velocities are always opposite, the effect being that IWs propagating their
phase upward will be propagating their energy downward. The dispersion
relation for IWs can be used to relate the frequency of the wave, ω, to the
direction of the wave propagation. The dispersion relation is given by
ω2 =
N2 × (k2 + l2)
k2 + l2 +m2
, (1.2)
where K = (k, l,m) is the wave number vector. Further discussion on the
dispersion relation can be found in chapter 8 of Fluid Mechanics by Kundu
et. al. [50]. A schematic of internal wave propagation is shown in figure 1.1.
Note that the wave vector K is in the same direction as the phase velocity,
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Figure 1.1: Schematic of internal wave propagation from Kundu et. al. Fluid
Mechanics.
while particle motions are aligned with the group velocity (perpendicular to
the phase velocity). Waves that are confined to density interfaces are known
as interfacial waves and have group and phase velocities that are in the same
direction. Density interfaces that can support interfacial waves are ubiqui-
tous in nature. In oceans[33] and lakes[43] there is typically a thermocline
where there are two different temperature fluids with a steep temperature
gradient between them. Within the lowest layer of the atmosphere (tropo-
sphere) there is an interface between the convective boundary layer and the
free atmosphere known as the entertainment zone which can support inter-
facial waves[25]. Above the entrainment zone there are interfaces between
the various layers of the atmosphere that can support interfacial waves such
as the tropopause, which is the interface between the troposphere and the
stratosphere. Interfacial waves can be further classified as either periodic or
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solitary, further discussion can be found in Sutherland’s textbook Internal
Gravity Waves [94].
This study is focused on a particular class of internal gravity waves known
as internal tides which are classified as periodic progressive waves that prop-
agate in a continuously stratified environment. Internal tides are generated
by the interaction of the barotropic tidal currents with topography. There-
fore these waves propagate with a tidal frequency and have amplitudes on
the order of the scale of the topography that generated them [103] [32] [31].
Unlike other internal waves, the tides are dominated by the lowest vertical
modes. As a result the internal tides propagate primarily horizontally [103].
1.2 Motivation
The forcing mechanism that generates the internal tidal field is the interac-
tion of the barotropic tidal motions, that are generated by the gravitational
forces on the earth caused by moon and sun, with topography. The tidal
constituents, or tidal frequencies, that make up the barotropic tidal currents
can be seen in the spectrum of sea level variation estimated from bottom
pressure in figure 1.2, which shows a variety of frequency peaks correspond-
ing to both diurnal (≈ 1/24hr−1) and semi-diurnal (≈ 1/12hr−1) frequencies.
The largest of these frequencies is the principal lunar tide, M2.
The total global rate of barotropic tidal energy dissipationin the Earth-
Moon-Sun system has been well determined [24]. The principal semidiur-
nal lunar tide dissipates 2.5 TW (figure 1.3), while all lunar tides dissipate
3.2 TW, in total 3.7 TW of energy are dissipated when including the solar
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tides. Of the tidal energy dissipated it is estimated that up to 1 TW is lost
from barotropic tides in the deep ocean and that nearly all of this energy
is converted to internal tides[24][23]. Of the estimated 2 TW of mixing en-
ergy required to maintain the abyssal global stratification of the ocean[63],
one-half could therefore be provided by the internal tides[23]. To gain an
understanding of how this energy is distributed throughout the ocean, we
will now look at some of the fundamental characteristics of the internal tidal
field.
Figure 1.2: Spectrum of sea level variations estimated from bottom pressure
on the New England Shelf by Shearman and Lentz [83]. Individual peaks at
diurnal ( K1, O1, P1) and semi-diurnal (M2, N2, S2) frequencies are labeled.
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1.2.1 Internal Tide Fundamentals
In order to understand the distribution of the energy in the internal tidal
field, we can examine where and how the energy is transferred to the in-
ternal tides and how the tides then transport that energy. Egbert & Ray,
show that the barotropic tidal energy is generally transferred to the internal
tides in regions associated with three types of topography; oceanic islands,
oceanic trenches, and midocean ridges [24] [90] (refer to figure 1.3). These
baroclinic, or internal, tides that are generated tend to have a rich verti-
cal structure causing dramatic vertical displacements of density surfaces and
induce horizontal currents that are typically comparable in strength to the
barotropic tidal currents that generated them. Due to their strong horizontal
currents and rich vertical structure, internal tides can have vertical shear that
is strong enough to lead to instability and turbulence [32]. When these wave
break, or go unstable, energy is dissipated locally at the breaking site. How-
ever, low mode components are typically more stable and tend to propagate
away from the generation site without much dissipation.
At large-scale bathymetry most of the outward radiated energy flux is as-
sociated with low mode components, characterized by long horizontal wave-
lengths which propagate nearly horizontally [32]. Only a small fraction is
generated at smaller spatial scales, which dissipate locally due to higher
shear and faster wave-wave interactions[52]. This is evident at the Hawai-
ian Ridge where Carter et. al.[12] shows in a model that 1.7 GW of the
baroclinic tidal energy is radiated away, while 0.45 GW is dissipated close to
the generation region. The large-scale motions associated with the radiated
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Figure 1.3: Estimated rate of the loss of energy from the barotropic M2 tide.
It has been shown by Egbert and Ray (2001) that most of the dissipation
is occurring near oceanic islands, trenches, and midocean ridges, where this
energy is converted to the internal tidal field [24] [32]
internal tide typically have Richardson numbers (refer to section 2.0.2) ex-
ceeding unity, meaning that a direct shear instability mechanism is not the
dominant mechanism for energy transfer to smaller scales [90]. Additionally,
the low modes are not significantly influenced by nonlinear processes, such
as harmonic generation [22], and can therefore transport energy over very
large distances before they are dissipated. Internal tides generated at the
Hawaiian Ridge [71] and Aleutian Ridge [16] have been observed to prop-
agate over 1000 km, indicating that low-mode internal tides contribute to
mixing at locations far away from their generation sites (remotely).
The mechanisms by which the energy in the low mode internal tidal field
is transferred to smaller scales and ultimately dissipated is poorly understood
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and thus must be studied in greater detail[51]. It is important to understand
how this energy is dissipated so that it can be accurately parameterized in
general circulation models (GCM). Additionally, knowledge of the mechanism
by which the energy is ultimately dissipated can improve the understanding
of how ecological systems may be affected through redistribution of sediment
and nutrients caused by near bottom turbulence linked to internal tide dissi-
pation. To guide us in understanding the possible mechanisms through which
the radiated energy in low mode internal tides is dissipated we turn to some
previous work.
1.2.2 Dissipation Mechanisms
As it is not clearly understood where and how internal tide energy is ulti-
mately transferred to smaller-scales or dissipated at the smallest scales by
turbulence. It is important to know the spatial structure and temporal evo-
lution of the internal wave field that is generated through the internal tide
generation process [51] in order to understand which dissipation mechanisms
are dominant. The structure of the internal wave field coupled with back-
ground flow characteristics and the geometry of the boundaries will primary
determine the dissipation mechanism and spatial distribution of that dissipa-
tion. The possible candidates for the dissipation of internal waves in general
are
• local mixing near generation sites
• wave–wave interactions in the deep ocean
• scattering by sea-floor topography [68][47] [2][53]
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Figure 1.4: Internal wave driven mixing cartoon from MacKinnon et. al.
(2017).
• scattering by mesoscale features[70]
• reflection at continental shelves [14]
• shoaling on sloping continental shelves [51]
• intensified boundary flows at near-critical slopes [35]
• parametric subharmonic instability (PSI)[55] [106] although recent ob-
servations suggest that PSI is not relevant for mode-1 diurnal tides[108]
Determining the role of each of these candidates requires that the struc-
ture of the radiated internal tides is well known. In addition to knowing the
exact structure of the radiated internal tides, we must also know the con-
ditions for a specific dissipation mechanism to be active. Finally, for each
dissipation mechanism we must also know the amount of energy that will be
dissipated for a given set of the flow characteristics, such as the velocity and
density fields. It is plausible that no single dissipation mechanism is globally
22 CHAPTER 1. INTRODUCTION
dominant, but instead that the relative importance of different mechanisms
varies geographically and seasonally[105].
The primary candidates for the dissipation of the radiated energy in low
mode internal tides as stated by Echeverri et. al. [22] are transfer to smaller-
scale internal waves in the ocean interior [55] [90], scattering by sea-floor
topography or mesoscale features in the ocean and reflection at continen-
tal shelves. However, long internal solitary waves which are used to help
guide our understanding of internal wave dissipation are shown to have dif-
ferent dissipation mechanisms. Internal solitary waves tend to have smaller
wavelengths, shorter time scales and are typically more prone to nonlinear
effects then internal tides which is why there are differences in the dissipation
mechanisms. Helfrich & Melville [39] noted that the most significant types
of internal wave dissipation are radiation damping, boundary shear, wave
breaking/shoaling and shear instability. Additionally, internal solitary waves
have been shown by Diamessis & Redekopp to generate bottom boundary
layer vortex shedding causes intensified shear stress and drag on the wave
[19]. Since the structure of the boundary layer under a solitary wave has
some similar characteristics to the boundary layer under a low mode internal
tide, it is proposed that the BBL under a low mode internal tide can also
create intensified shear stress that may lead to instability and ultimately
dissipation.
The dissipation mechanism of interest in this study is that driven by
bottom shear caused by the interaction of low mode internal tides with a
horizontal boundary. It is shown by Ansong et. al.[1] that open ocean wave
drag of the low mode internal tides is required to achieve agreement between
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modeled and observed baroclinic tides[84][9]. It is proposed that if low mode
waves can form bottom boundary layer structures that are unstable and
can lead to dissipation, over very large distances the cumulative amount of
energy dissipated may be significant. Since these low mode waves are known
to propagate over very large distances this mechanism may even be dominant,
atleast in regions where other mechanisms are less favorable.
1.2.3 Parameterization in GCMs
An accurate description of the dissipation of energy in the radiated low mode
internal tides is a prerequisite for the correct parameterization in general
circulation models[13]. General circulation models are a class of computer-
driven models used for forecasting weather and climate as well as for studying
how various processes may affect climate, where they are commonly called
global climate models. A global climate model (GCM) aims to describe
climate behavior by integrating a variety of fluid-dynamical, chemical, and
biological equations that are either derived directly from physical laws or
constructed using empirical observations. Simulations must be designed so
they can be completed and analyzed in a timely manner, however even the
worlds most powerful computers have computational limitations. Due to
the computational limitations approximations and parameterizations must
be employed.
Climate processes operate on time scales ranging from several hours to
millennia and on spatial scales ranging from a few centimeters to thousands
of kilometers, due to the vast range of scales that affect climate parameter-
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izations of sub-grid scale phenomena are required. Current GCMs operate
with horizontal resolution O(50 - 100 km), vertical resolution O(200 m), and
temporal resolution O(30 mins) [80], much too coarse to resolve internal tides
and the mechanisms by which they dissipate their energy.
Since internal tides contain large amounts of energy and are capable of
transporting this energy over large distances it is important to have accurate
parameterization of these processes. Understanding how and where waves are
generated, as well as dissipated, is the first step in adequately parameterizing
the energy transport and dissipation.
It has been observed through numerical modeling studies that the ocean
state is particularly sensitive to the spatial distribution of mixing. The verti-
cal distribution of mixing[77] and specifically vertical mixing associated with
gravity waves [61] seems to have a greater impact on the global state than
the corresponding horizontal distribution. However, the horizontal distri-
bution of mixing still plays a significant role, [87] suggesting that spatially
varying bottom intensified mixing is an essential component of the balances
required for the maintenance of the ocean’s abyssal stratification. Thus the
global mixing patterns and amplitudes caused by internal wave generation,
propagation and breaking [61] must be understood in order to adequately
account for the IW field dissipation in GCMs. Understanding the physical
mechanisms responsible for this mixing will allow for more accurate param-
eterizations in numerical ocean modeling and will further our understanding
of how the abyssal stratification is maintained [63] and in general how the
ocean works[23].
In order to demonstrate that the choice in parameterization scheme can
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affect the result of a GCM, Melet et. al. [61] performed a series of cli-
mate simulations using the GFDL-ESM2G, a global coupled carbon–climate
Earth system model (coupled ocean–ice–atmosphere– land–biogeochemistry
coupled model). The ocean model used was the Generalized Ocean Layer Dy-
namics (GOLD) isopycnal model. The impact of remote and local internal-
tide dissipation on the ocean state was determined by meridional overturning
and the oceanic heat budget. In the numerical study three different verti-
cal profiles of mechanical energy dissipation were used to compare how the
choice of parameterization can affect the global state of the ocean. The first
parameterization chosen was that of St. Laurent et. al.[90] in which the in-
ternal tidal dissipation scales as an exponential decrease above the seafloor.
This profile is motivated by the bottom-intensified dissipation simulated at
critical slopes [53]. Two additional parameterizations used were chosen such
that the internal tidal dissipation scales with N and N2 respectively. Scaling
with N is suggested by Gargett et.al.[29], with physical justification from
catastrophic breaking of low-mode waves. The scaling with N2 is supported
by wave–wave interaction theory [102]. The stratification dependence of the
dissipation means that the remote energy dissipation of internal tides will be
stronger in the thermocline when scaling with N and even more so with N2,
where as the first scaling has stronger dissipation at the sea floor. Addition-
ally, the remote dissipation of the internal-tide energy was also paramaterized
to occur with some horizontal distribution such that it would be focused on
continental slopes (S) , continental shelves (C), or in the ocean basins (B).
In figure 1.5, it can be seen that te parameterizations of the internal
tide energy dissipation can have a drastic effect on the global state of the
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ocean. The globally averaged ocean temperature is plotted as a function
of time for various internal tide parameterizations. These internal tide pa-
rameterizations are a combination of the different horizontal distributions,
combined with the three different scalings for the vertical distribution of the
dissipation.From these GCM simulations it can be seen that thechoice in pa-
rameterization drastically effects the globally averaged ocean temperature,
more precisely how the spatial distribution of the parameterization effects
the results.
Figure 1.5: The globally averaged ocean temperature (C) for all GCM results
as a function of simulation time. Increasing the mixing generally warms the
ocean, as does shifting the mixing energy into more stratified waters (Melet
et al. (2016)). The horizontal distribution on the dissipation is denoted by S
, C, and B, representing dissipation on continental slopes, continental shelves
and ocean basins respectively. The vertical distribution of the dissipation is
represented by exp, N, and N2.n.
Internal waves dissipation is known to be the main source of diapycnal
mixing in the ocean [90]. Given that each dissipation mechanism has its own
spatial distribution, understanding the relative importance of each dissipa-
tion mechanism will allow for more accurate parameterizations. Since the
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parameterized energy loss due to wave drag in current GCM formulations is
based soly on topographic scattering [90], additional mechanisms for wave
drag dissipation in the open ocean must be studied in order to understand
the damping of radiated internal tides.
The main focus of this work is on understanding the interaction of internal
tides with a horizontal sea floor. The wave induced bottom boundary layer
structure induced by this interaction may be prone to instabilities. The insta-
bilities may lead to turbulence and dissipation that has a spatial distribution
that may be important to understand. The correct spatial distribution of
the dissipation may lead to more accurate parameterization for internal tide
wave drag in the ocean.
1.2.4 Drivers of Benthic Mixing and Particulate Trans-
port
Internal tide interaction with the sea floor is not only important in regard
to ocean structure and circulation but also to ecological systems, sediment
resuspension and transport. The interaction of a wave with solid surfaces are
known to induce boundary layer profiles with strong shear. It is generally
assumed that high bottom shear stresses associated with breaking waves
dislodge particulate matter, such as sediment or nutrients from the seafloor,
injecting it into suspension in the water column [58]. The resuspension of
particulate and further transport by the wave-induced currents can have
important ecological effects and may impact the transport of sediment[15].
The turbulence and mixing created by the internal tides interaction with
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the bed is known to drive vertical fluxes. The vertical fluxes through the
benthic zone are capable of transporting nutrients that are necessary for
maintaining ecological systems [78][31]. In the coastal oceans ecological sys-
tems rely on nutrients supplied from the deep ocean [85]. On the southern
continental shelf of Monterrey Bay, California bottom material was mobilized
into the bottom boundary layer (BBL) by intense near-bed vertical velocities
associated with the internal tidal currents. The suspended particulate mat-
ter was then advected by the onshore phase[15][81]. Vertical mixing is also
required in the open ocean to replenish nutrients in the euphotic zone[78].
From measurements taken on the Scotian Shelf off Nova Scotia it was con-
cluded that mixing by large amplitude internal tides were sufficient to supply
the required nutrients to the euphotic zone[78]. Mixing due to the breaking
of internal tides is thus crucial to the maintenance of ecological system [78] as
well as having the capability to detach, resuspend and disperse sediment[58].
1.3 Literature Review
In the following sections we will review some of the literature focused on a
variety of unsteady shear flows which exhibited instability. In section 2, the
fundamentals of shear flow instabilities is presented for the purpose of review-
ing work on instabilities in steady shear flows needed to study the unsteady
problem presented here. The specific base flows include both periodic and
solitary interfacial wave instabilities, in addition to solitary wave boundary
layers and oscillatory boundary layers. Both the periodic and solitary inter-
facial wave instability problem gives insight into how our problem should be
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investigated. For example, developing an instability criterion that is based on
the average growth rate over a given window in time and that whether that
instability criterion is met is a function of the Richardson number. Then
we will bring our focus to boundary layer instabilities, although all of the
boundary layer problems omit stratification at the bed, which reveal some
boundary layer characteristics that are crucial in understanding where the
preferential locations for instability may exist. The primary purpose of this
review is to expose the reader to unsteady shear flow instabilities observed
in the literature. These will then guide us in understanding how the insta-
bilities may develop in the BBL under a mode-1 internal wave, a model for
the mode-1 internal tide.
1.3.1 Progressive Interfacial Waves
Periodic Interfacial Waves
Breaking of progressive, periodic, internal interfacial waves have been studied
in laboratory experiments by Troy & Koseff [98] and in numerical simulations
by Fringer & Street [26]. The waves under consideration by Troy & Koseff
were long relative to the thickness of the density interface ( kδ > 0.56 ) and
Fringer & Street studied moderate length waves ( 0.31 < kδ < 0.56 ) where
k is the horizontal wavelength and δ is the interface thickness. It is stated
by Fringer & Street [26] that this class of waves can be fully characterized
by the set of parameters (a, k, δ , ν , κ , g), where the dispersion relation
sets the wave frequency ω, and the wave induced velocities are determined
by the entire parameter set, a is the wave amplitude, ν is the fluid kinematic
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viscosity and κ is the diffusivity of the stratifying scalar.
Figure 1.6: Row of Kelvin–Helmholtz billows observed by Troy & Koseff [98]
in a progressive periodic wave trough for kδ = 0.048 at time t/T = 0.625.
The direction of wave propagation is left to right.
Troy and Koseff [98] state that regardless of the instability mechanism,
the critical wave steepness kac at which progressive interfacial waves break
can be identified as having the functional dependence,
kac = F (kδ,Re, Sc). (1.3)
Equivalently the same criterion can be written in terms of a critical wave
induced Richardson number,
Ric = F (kδ,Re, Sc), (1.4)
since the parameters ka and kδ fully determine Ri, where
Ri ≈ kδ
5.3(ka)2
. (1.5)
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This approximation is made for periodic lowest-mode internal waves in a
hyperbolic-tangent (two-layer) density profile and is shown to hold well for
low values of kδ and kakδ [26].
The initial two dimensional instability that affects finite amplitude pe-
riodic interfacial waves consists of three different regimes. For waves with
kδ < 0.56, it was observed that the wave breaking most closely resembled
a Kelvin-Helmholtz shear instability that originated in the wave crest and
trough regions where there is high shear, an example of this can be seen in
figure 1.6 where a row of billow have rolled up and began to break down.
The critical wave steepness at which the wave breaking occurred was wave
number dependent for all waves [98]. In the second regime, further increas-
ing the interface thickness produces waves with energetic Kelvin–Helmholtz
billows that induce a convective instability. In the last regime, waves hav-
ing a non-dimensional interface thickness that is greater than kδ = 2.33 are
limited in amplitude by a weak two-dimensional convective instability that
results when the maximum Froude number is greater than one,Frmax > 1
[26], where the maximum Froude number is given in equation (1.7).
A stable interfacial wave was then defined in terms of the minimum
Richardson number within the wave and the maximum Froude number. It
was shown that these two values could be defined in terms of the wave steep-
ness, ka, and the interface thickness, kδ. The minimum Richardson number
is given by
Rimin =
N2
(∂u/∂z)2
≈ 1
8
kδ
(ka)2
, (1.6)
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and the maximum Froude number is
Frmax =
umax
c
≈ ka, (1.7)
where umax is the maximum velocity induced by the wave and c is the phase
speed. The minimum Richardson number is then considered the bulk wave
Richardson number (i.e. Riw = Rimin).
For all ranges of kδ tested, it was observed that the critical wave Richard-
son number, Riw, that resulted in overturning was well below the canonical
value of Ri = 0.25. In addition it was shown that the critical Riw decreased
with decreasing nondimensional wavelength. This relationship is due to the
fact that the growth rate increases with decreasing Riw and that the amount
of time that a perturbation is in a region of appreciable shear decreases with
decreasing kδ. Shorter wavelengths the require higher growth rates for there
to be overturning. To state this requirement more precisely, oscillatory mo-
tions that generate shear must have growth rates that are large enough so
that the perturbation can grow to a significant amplitude within the time
scale of the wave[98].
For the case of the periodic progressive interfacial wave, where the in-
terface is described by a hyperbolic tangent density profile, it is stated by
Troy & Koseff [98] that the time that the Richardson number will locally fall
below 1/4 is given by
Tw =
2
ω
arccos (2Ri1/2w ), (1.8)
which is found from theory. The time varying amplitude of the growing
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perturbation is then assumed to behave as
dai
dt
= aiσi, (1.9)
over a time Tw, the perturbation will then grow to amplitude
aiw = ai0 exp (σiTw). (1.10)
Where σi is the average growth rate over time Tw and ai0 is the initial per-
turbation amplitude. Instability will then occur only if aiw/ai0 >> 1, or
σiTw >> 0. (1.11)
In addition, it was found that the perturbation growth rate σi increased
nearly linearly with decreasing Riw.
The instability criterion (1.11) can be rephrased in terms of a constant c
as σiTw > c and solved numerically for different values of c, where c is the
value for which the flow is unstable. In general, the value of c depends on the
definition of instability since it is directly related to the maximum amplitude
of the perturbations [98]. In both studies the value of the constant c = 5 was
chosen to give good agreement with the data[98] [26].
The critical wave steepness is plotted as a function of the non-dimensional
wavelength for both simulations and experiments in figures 1.7 and 1.8 re-
spectively. In both figures it can be seen that the critical wave steepness and
therefore the critical wave Richardson number increase with increasing non-
dimensional wavelength. In figure 1.8, above kδ the critical wave steepness
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becomes about constant. The constant critical wave steepness is just above
1. In this regime it is now the Fr condition that is causing the wave to break
and the instability mechanism is purely convective.
Figure 1.7: The critical wave steepness is plotted against the nondimensional
wave length for the simulations of progressive interfacial waves conducted by
Troy & Koseff over the range of kδ > 0.56 [98].
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Figure 1.8: The critical wave steepness is plotted against the nondimensional
wave length for the experiments of progressive interfacial waves conducted
by Fringer & Street who studied moderate length waves, 0.31 < kδ < 0.56
[26].
Internal Solitary Waves
The stability properties of interfacial internal solitary waves were studied in
numerical simulations conducted by Barad & Fringer [3]. In the simulations,
a block structured adaptive mesh refinement (AMR) method was used. This
method was chosen to overcome computational limitations that are inherent
in wave instability problems that involve a broad range of scales [3]. AMR
methods are useful in this regard because resolution can be focused in active
regions of the flow field.
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To determine the stability of the flow Barad & Fringer focus again on
a Richardson number of the flow. Barad & Fringer state that the Richard-
son number can be written as a function of the three nondimensional wave
parameters the characterize the flow. These parameters are the ratio of the
upper layer depth to the lower layer H1/H2, the interface thickness non-
dimensionalized by the upper layer depth δ0/H1, and the nondimensional
wave amplitude α/H1.
Ri = Ri(
H1
H2
,
δ0
H1
,
α
H1
) (1.12)
A critical Richardson number can then be found for a given set of background
conditions based on the critical amplitude of the wave.
Ric = Ri(
H1
H2
,
δ0
H1
,
αc
H1
) (1.13)
In the particular study, the ratio H1/H2 is held constant, while the effects
of the non-dimensional interface thickness on the critical wave amplitude are
assessed. It is seen that if there is a critical Richardson number then for a
given set of H1/H2 and δ0/H1 then there is a critical wave amplitude that
results in the critical Richardson number. An approximate value of the bulk
Richardson number can be expressed in terms of the wave parameters as
Ri ≈ g
′δ0
(∆U)2
. (1.14)
in which the velocity difference across the layers is approximated using as
∆U ≈ α(H1 +H2)c
(H1 − α)(H2 − α) , (1.15)
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where c is the solitary internal wave phase speed, g′ = g∆ρ/ρ0 is the reduced
gravity, and ∆ρ is the density difference between the layers. For long, small-
amplitude waves in a deep lower layer, α << H1 << H2 , Bogucki & Garrett
[5] showed that the critical amplitude at which Ri = 1/4 is given by αc =
2(δ0H1)
1/2.
A key feature of internal solitary waves is that the vertical gradient in
density changes because of vertical strain which acts to decrease the buoy-
ancy frequency at the wave trough. The reduction of the buoyancy frequency
coupled with the strong vertical shear within the wave leads to drastic de-
crease in Ri that was always a minimum at the wave troughs. In each of the
simulations that were run, the minimum measured Richardson number was
always below 0.25, however there were cases that did not lead to the forma-
tion of billows. It was shown that the computed growth rates along different
locations upstream of the wave trough where Ri < 1/4 were always positive.
However, unless the instabilities had sufficient time to grow into billows, then
they were simply advected past the wave trough (in a frame moving with the
waves) and appeared as small perturbations in the isopycnals. An example of
a simulation where billow were able to form is shown in figure 1.9, in the first
subplot the entire subdomain is shown and successive subplots show zoomed
in versions of the domain focusing on the region directly behind the trough.
In the study conducted by Barad & Fringer, the growth rate was measured
using the amplitude of the perturbations as
dai
dt
= σiai, (1.16)
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which can be converted to a spatially varying equation in a wave-following
coordinate system with xL = (x− ct)/L. Applying the coordinate transform
and integrating yields
log(
ai
ai0
) = σiTw, (1.17)
where ai0 is the initial amplitude of the perturbation and is assumed to be
equal to ai0/H1 = 5 × 10−8 due to numerical noise associated with the low
order method where spatial and temporal discretization errors are O(∆x2).
The instabilities are excited by the numerical errors and subsequently grow
because of physical mechanisms. The average growth rate within the region
where Ri < 1/4 is given by
σi =
L
Lw
∫ Lw/L
0
σi(xL)dxL (1.18)
where Lw is related to the width of the pocket of possible instability(i.e.
where Ri < 1/4), the possible time for growth is then given by Tw = LwT/λ.
Where λ, the internal solitary wave wavelength, is defined as twice the dis-
tance from the trough of the wave to the point where the ρ0 isopycnal is
displaced by 5% relative to the maximum displacement in the trough. In all
simulations λ = 500m.
Calculating an average growth rate of the instabilities within the pocket
of instability showed that instability only occurred when σTw > 5. While
the criteria for instability based on σTw is sufficient, a more attractive crite-
rion is based on the minimum Richardson number within the wave because
instability can be assessed via a single pointwise value of Ri rather than via
quantities that require information about the distribution of Ri within the
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wave. There results indicate that the minimum Richardson number required
for instabilities to arise was much lower than the canonical value for paral-
lel shear flow. It was reported that shear instabilities developed only after
the Richardson number feel below 0.1 . In addition to the two dimensional
simulation a three dimensional simulation was run and indicates that the
primary instability is indeed two-dimensional, which then lead to secondary
three-dimensional instabilities.
Carr et. al [10] studied the interaction of internal solitary waves, of both
depression and elevation, with a corrugated bed, using both numerical and
experimental studies. In the study, the amplitude and the wavelength of
the corrugated bed, together with the ISW amplitude and wave speed were
varied. The internal solitary wave induced current, for both the elevation
and depression waves, over the corrugated bed was observed to cause flow
separation and vortices were formed. The vortices did not develop fully until
after the wave passed. These vortices were capable of deforming the pycno-
cline and causing significant vertical mixing. It was found that the strength
of the instability was dependent on both the amplitude and wavelength of
the bottom topography. In the case of an ISW of depression, the genera-
tion of upward-propagating vortices is seen to result in entrainment of fluid
from a bottom boundary.Large waves of elevation that were stable before
the corrugations begin to exhibit evidence of a spatio-temporally developing
shear instabilities as they interact with the bottom corrugation. The shear
instability takes the form of billows that have a vertical extent that can reach
50% of the wave amplitude.
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Figure 1.9: Detailed plot of the shear instability that has formed in simulation
by Barad & Fringer at t/T = 12 in the leading wave for wave with δ0/H1 =
0.2, α/H1 = 1.18, and H1/H2 = 0.25. Contours depict density in kgm
−3 ,
and each plot is a zoomed-in view of the previous plot [3].
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1.3.2 Boundary Layers
In the following section, two distinct boundary layer flows are examined, both
of which consider homogeneous flows (ρ = 0). This simplification removes
the stabilizing affects of the stratification as well as the discussion of the
Ri criterion. However, the unsteady aspect of the boundary flow can give
insight as to where and how the instabilities might develop in the case of a
mode-1 internal tide.
The first scenario we will examine is the boundary layer induced by soli-
tary waves. These flows are non periodic, however the unsteady nature of the
boundary layer may still give some insight about the periodic case. The flow
structure of a solitary wave can be compared at least in a rough qualitative
sense to either the crest (solitary wave of elevation) or trough (solitary wave
of depression) regions of a periodic wave. The solitary wave boundary layers
may then be able to guide us in understanding the structure of the mode-1
internal tide boundary layer and in assessing which regions of the BL may
most susceptible to instability. We then will turn our attention to oscillatory
boundary flows in order to understand how the periodic nature of the BBL
may affect the stability.
Solitary Wave Boundary Layers
A stability analysis was performed by Sadek et. al. [76] of the bottom
boundary layer flow induced by a soliton-like wave using a fully nonlinear
two dimensional simulation. The boundary layer was driven by a soliton-like
wave induced pressure gradient using, an approximation to a BBL under
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a surface solitary wave which mimics the U-tube experiments of Sumer et.
al [93]. Figure 1.10, shows an example of vortex tubes generated in the
BBL under a solitary wave in the U-tube experiments. The benefit to this
approximation is that the waves are assumed to be so long that there is no
horizontal dependence, which greatly simplifies the problem.
Figure 1.10: In experiment by Sumer et. al. vortex tubes generated in
the BBL under a solitary wave ωt = 105.7◦ . With a maximum velocity of
U0m = 43.9cms
−1 , and period of T = 9.2s, and Re = 2.8× 105 [93].
Sadek has shown that the BBL could become unstable depending on the
value of the BBL based Reynolds number and the amplitude and insertion
time of the perturbations. In the study it was found that the boundary layer
could be ”stable”, ”conditionally unstable”, or ”unconditionally unstable”
depending on the time of the perturbation insertion as well as the amplitude
of the perturbation. Two distinct modes of instability were shown to exist.
Which one of these modes was dominate was dependent on the Reynolds
number of the flow. The instability mode are described as one that grows
pre-flow reversal and one that appears after the reversal. At a moderate value
of the Reynold number, both modes are observed during the deceleration
phase. For relatively low Re the post flow reversal mode was observed to
dominate. Finally, for Re above a threshold value of the base flow in the
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unconditionally unstable regime, the pre-flow reversal mode, which is longer
in wavelength than its post-reversal counterpart, is dominant. In figure 1.11,
the left column shows the post-reversal mode dominates where Re = 4000
while in the right column the pre-reversal mode dominates at Re = 8000.
The first row in the figure is the result of a linear stability analysis while the
second and third rows are results of a DNS at two different phases of the
wave.
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Figure 1.11: Sadek et. al., visualization of the perturbation vorticity field
(normalized by the corresponding maximum value) for Re = 4000 (left col-
umn) and Re = 8000 (right column) at different wave phases ωt. First row:
linear stability analysis. Second and third rows: DNS results. In the DNS
results, only a portion of the computational domain is shown. In the left
column, the post-reversal mode is the dominant instability mode. In the
right column, the pre-reversal mode dominates. The horizontal and vertical
coordinates in each panel are normalized by the boundary layer thickness δ
[76].
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Sumer et. al. [93] reported the boundary layer under a solitary wave
has three flow regimes based on the Reynolds number. For low Reynolds
number there is a laminar regime, as the Reynolds number is increase the
laminar regime begins to form a regular array of vortex tubes near the bed
over short periods of time during the deceleration stage, and at moderately
high Reynolds number the transitional regime is characterized by turbulent
spots that caused spikes in the bed shear stress.
Diamessis & Redekopp [19] examined time-dependent boundary layers
induced by weakly nonlinear solitary internal waves, of depression and ele-
vation, in shallow water using high order direct numerical simulations. It
was seen for waves exceeding a critical amplitude, global instabilities oc-
curred in regions near the bottom boundary leading to the periodic shedding
of coherent vortical structures that ascend high into the water column. The
accompanying strong bottom shear stress suggests that solitary waves can in-
duce unstable bottom boundary layers that can lead to benthic turbulence,
mixing and sediment resuspension. Additionally, it was observed that the
critical wave amplitude was diminished as the Reynolds number of the flow
was increased. For ISWs typical of the open ocean and lakes, this would be
a typical phenomena.
In numerical simulations by Rivera et. al. a detailed study of bed failure
due adverse pressure gradients induced by the passing of an ISW of depression
was perfromed. It was shown that the adverse pressure gradient imposed
by the wave made resuspension of particles easier by reducing the specific
weight of the bed [74]. This further suggest that ISWs are capable of lifting
sediments and nutrients from the bed, high into the water column especially
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when instability is coupled with the affect of the adverse pressure gradient.
Oscillatory Boundary Layers
In an experimental study by Carstensen, Sumer & Fredsoe [11] instabilities
in the boundary layer of an oscillatory flow were observed to generate vortex
tubes. The vortex tubes were described as being a result of the culmination
of vorticity generated by Kelvin-Helmholtz instability in the shear layer. This
culmination occurred after the near bed flow reversal (i.e. ωt > 135◦, where
ωt = 90◦ is defined u∞(ωt) = max(u) and u∞ is the free stream velocity).
This type of instability was only observed for flows with Re > 7× 104.
The laminar oscillatory flow velocity profile is given by Batchelor [4],
details of which can also be found in Johnsson et. al. [46], which also
considers turbulent oscillatory boundary layers.
u(z, t)
U0m
= sin(ωt)− exp(−z
δ
)sin(ωt− z
δ
) (1.19)
where it can be seen that the flow experiences an inflection point for ωt >
135◦. Here δ is the stokes boundary layer thickness, given by
δ =
√
2ν
ω
. (1.20)
The instability is shown to be active after the flow reversal which can be
explained by Rayleigh’s inflection point theorem that states that the base
flow must have an inflection point in order for there to be a shear instability.
Since there is only an inflection point after the flow reversal it makes sense
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that this is where instabilities would be more active. It is important to note
that the bed shear stress in the laminar oscillatory flow leads the free stream
velocity by 45 degrees [65] [46]. If this statement can be extended to the
mode-1 internal tide in a spatial sense this may be helpful in determining a
preferential location for instabilities.
In addition to the vortex tubes it was also observed that arrow head
shaped turbulent bursts, typical of laminar to turbulent transitional regimes,
appeared for Recr = 1.5× 105. In experiments run with both the oscillatory
flow and a background current, it was seen that the Re range for which vortex
tubes were observed was unchanged and for turbulent bursts Recr = 3.5×104.
The magnitude of spikes in the shear bed shear stress due to instabilities in
the flow were much larger than the maximum bed shear stress associated with
the maximum free stream flow velocity. The spikes in the shear stress can
have a significant implication for sediment ressupension and transport[11].
The PIV experiments conducted by Mujal et. al.[62], oscillatory flows over
smooth and rough boundaries were examined. It was shown that smooth bed
flow is populated by vortex-tube structures that are formed due to the Kelvin-
Helmholtz instability, similar to the experiments conducted by Carstensen.
The rough wall experiments were populated by three types of coherent struc-
tures, vortices randomly distributed in space, turbulent bursts and shear lay-
ers of vortices originating due to flow separation at the bed. It was observed
that instabilities were typically generated near the flow reversal close to the
wall before the free-stream flow reversal. The evolution of the instability can
be seen in figure 1.12. Vortex tubes are marked with ellipse and turbulent
burst are marked with rectangles. During the second half cycle, where an-
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other near-wall flow reversal occurs, vortices present from the previous half
cycle were able to merge and migrate upwards while new structures were
formed near the wall. The migration of the instability is an important char-
acteristic of the oscillatory boundary layer instability which is not found in
the solitary wave boundary layer.
Figure 1.12: Phase evolution of the position of a vortex (ellipse), and a
turbulent burst (rectangle) for PIV experiments conducted by Mujal-Colilles
et. al. The backgound variable is the nondimensional turbulent kinetic
energy and the contour variable is the nondimensional swirling strength,
T 2λ2ci.
1.3.3 Objectives
The primary objective of this study is to understand how the bulk wave
parameters impact the instability properties of the bottom boundary layer
under a model mode-1 internal wave propagating in a horizontal wave guide.
To formally describe the instability properties the following objective are set:
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• Describe the structure of the boundary layer base flow and identify any
regions that may be prone to instabilities.
• Perturb the boundary layer with varying initial perturbation ampli-
tudes to identify the critical perturbation amplitude, Ac, required for
instability for a given set of wave parameters.
• Describe qualitatively the initial instability by examining the spatial
structure and evolution of that instability.
• Calculate the average perturbation energy growth rates for each set of
wave parameters.
• Determine a stability criterion as a function of the wave parameters.
The remainder of the thesis is laid out as follows. A discussion of shear
instability fundamentals is given in chapter 2. In chapter 3 the governing
equations, wave parameters and nondimensional parameters are discussed.
In addition the simulation description is also given, outlining the process of
forcing the wave field to generate the mode-1 waves as well as the method used
to insert perturbations into the boundary layer. A short discussion on the
numerical method is then given in chapter 4. The results are then presented
in chapter 5 where a detailed discussion of the boundary layer structure is
give. The instability structure and evolution as well as the linear growth
rates are then discussed and finally a stability boundary constructed. Lastly,
the discussion and conclusions are given in chapters 6 and 7 respectively.
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Chapter 2
Shear Instabilities:
Fundamentals
Strong shear is a dominant characteristic of the bottom boundary layer
(BBL) induced by the interaction of the low mode internal tide flow field
with the no slip boundary condition at the bed. It is therefore important
to understand the effect of shear on the subsequent evolution of the BBL.
Shear flows are ubiquitous in nature and can occur on a large range of scales,
from blood flow through veins O[0.1-1 mm][41] to atmospheric and oceanic
boundary layers O[10-100km] to accretion disks O[10-100 ly]. Shear, defined
as the amplitude of the local velocity gradient in the direction perpendicular
to the motion, can be represented in Einstein notation as
Sij =
∂ui
∂xj
, for i 6= j. (2.1)
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The process of extracting energy from the background flow as a source for
perturbation energy growth is known as an instability, in particular an insta-
bility that is due entirely to the spatial variation in the velocity, or shear, is
known as a shear instability. Shear is a well known driver of instability and
can be thought of as a reservoir of kinetic energy, which under the correct
circumstances can be tapped into [28]. The question is what are the circum-
stances that are required to extract energy from this reservoir, especially in
complex flows. To start to understand how we might answer this question
let us first look at some simplified cases.
2.0.1 Parallel Shear Flows: Method of Normal Modes
The simplest class of shear flows that generate shear instabilities are parallel
shear flows, defined as a flow whose velocity changes only in the direction
perpendicular to the motion. This class of shear flows consists of wakes, jets,
boundary layers and shear layers.
If we assume that the flow is inviscid (ν = 0), homogeneous (ρ = ρ0)
and the Coriolis effects are negligible (f = 0) then the equations of motion
become
∇ · u = 0, (2.2)
and
Du
Dt
= −∇p, (2.3)
where u = (u, v, w) is the velocity vector and p is the pressure. Then,
by assuming that the velocity field consists of a steady parallel shear flow
u = U(z)eˆk plus a perturbation, where a prime denotes a perturbation, as
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u = U(z)ek + u′, (2.4)
p = P + p′. (2.5)
It can be shown that a single equation for w′ can be written as (details
can be found in [89]):
∂
∂t
∇2w′ + U ∂
∂x
∇2w′ = Uzz ∂w
′
∂x
. (2.6)
The normal mode solution of equation (2.6) can be written as
w′ = wˆ(z)exp{i(kx+ ly − ωt)}. (2.7)
The normal mode solution can alternatively be rewritten in terms of either
the growth rate σ = iω or the streamwise phase speed c = ω/k. Substituting
the normal mode solution into equation (2.6), we obtain Rayleigh’s equation,
the second order ordinary differential equation for wˆ(z),
σ∇2wˆ = −ikU∇2wˆ + ikd
2U
dz2
wˆ, (2.8)
where
∇2 = d
2
dz2
− k˜ (2.9)
and k˜ =
√
k2 + l2.
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We can then see that equation (2.8) admits both wave like solutions, when
σ is imaginary, and exponentially growing (σr > 0)) and decaying (σr < 0)
solutions when σ is real.
Perturbation Energy Growth
From the perturbation momentum equation given by
Du′
Dt
= −∇p′, (2.10)
we can obtain the perturbation energy equation, per unit mass, by dotting
with u′. Horizontally averaging the equation results in the horizontally av-
eraged perturbation kinetic energy equation
∂K
∂t
= SP − ∂
∂z
EF (2.11)
where
K = u′2 (2.12)
and
SP = −∂U
∂z
u′w′ (2.13)
represents the shear production, the rate at which kinetic energy is trans-
ferred from the mean flow to the disturbance and the overbar denotes a
horizontal average. The vertical kinetic energy flux is given by
EF = w′p′. (2.14)
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The flux strictly transports the perturbation kinetic energy in the vertical.
The convergence or divergence of the energy flux causes energy to either
accumulate or be depleted at that height.
Alternatively, the time evolution of the horizontally averaged perturba-
tion kinetic energy for a normal mode instability (2.7) can also be written in
terms of the growth rate as
∂K
∂t
= σrK (2.15)
Figure 2.1: The perturbation kinetic energy (K) for the instability of a hy-
perbolic tangent shear layer. The kinetic energy (a) is the sum of the energy
being produced via shear production (b) and then transported by the energy
flux (c) in the vertical. The convergence or divergence of the energy flux
causes energy to either accumulate or be depleted at that height. Chapter 3
of Smyths notes [89].
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Necessary Conditions for Instability
It can be shown that there exists four necessary conditions for instability in
a invisid parallel shear flow, for more details refer to Smyth’s Notes [89]:
• The mean velocity profile must have an inflection point (Rayleigh In-
flection Point Theorem section 2.0.1)
• The inflection point must represent a maximum (not a minimum) of
the absolute shear
• The mode must have a critical layer,U(z) − cr = 0 (a corollary of
Howard’s semicircle theorem [44], more detail is section 2.0.2)
• The phase lines of w′ must tilt against the mean shear. Schematic in
figure 2.2.
Figure 2.2: Schematic of a vertical velocity field showing how phase lines
(black) tilt against the sheared background flow (blue). Schematic found in
Smyths notes [89].
There also exist three ”rules of thumb” that apply to the fastest growing
instability of every parallel shear flow:
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• The fastest growing mode is two dimensional, i.e. the wave vector is
parallel to the mean flow (l = 0).
• The growth rate is proportional to U0/h, where h is the thickness of
the shear layer and U0 is a velocity scale characteristic of the mean flow
U(z)
• the wavelength is proportional to h
Rayleigh’s Inflection Point Theorem Instability requires that the net
shear production be positive since the only term that can generate pertur-
bation energy in equation (2.11) is the shear production term,
∫
SPdz > 0. (2.16)
Since the shear production must be positive for some z, but must go to zero
at the boundaries due to the no slip condition, then there must be a local
maximum somewhere in the interior of the flow. The vertical derivative of
the SP can be written as:
SPz = UzUzz(
SP
U2z
+ | wˆ
U − c |
2 σr
2k2
) (2.17)
There are three factors in this expression and at least one of them must
be zero. For a solution with a positive maximum of SP, Uz cannot be zero
otherwise SP = 0 (2.13). The term in brackets is positive definite since SP >
0 and σr > 0. This leaves Uzz = 0, which is the result of Rayleigh’s inflection
point theorem [79], which states for an inviscid, homogeneous parallel shear
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flow, a necessary condition for instability is that there exists an inflection
point somewhere in the flow. Additionally, it can be shown that this inflection
point must be a shear maximum in order for the flow to be unstable.
2.0.2 Stratified Shear Flows: Method of Normal Modes
For gravity waves to be supported in either the ocean or atmosphere there
must be a density stratification. It then follows that we should consider how
stratification affects shear instabilities. Stratification can effectively suppress
instabilities by causing growing perturbations to do additional work against
gravity. The competition between the shear, causing instabilities to grow,
and stratification can be quantified using the local Richardson number,
Ri =
N2
(∂U/∂z)2
. (2.18)
The value of the Richardson number that is required for instabilities to
grow can depend on many details of the flow. However in general we can
make arguments about the limiting cases, when the Richardson number is
small (Ri << 1) than shear dominates, if it is large (Ri >> 1) stratification
dominates[27].
Additionally, a bulk Richardson number can be defined that characterizes
the shear flow using bulk parameters,
Rib =
N20
U20/h
2
(2.19)
where N0, U0, and h are quantities representative of the stratification,
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velocity, and length scales respectively of the background flow. This is typ-
ically done for convenience since it is much simpler to report one number
based on bulk parameters of the background flow than a quantity that may
depend non trivially on both space and time.
Linear Stability
To derive the perturbation theory, we start with the Boussinesq equations for
an inviscid, non diffusive, inhomogeneous fluid, ignoring planetary rotation.
The main consequence of the Boussinesq approximation is that the affects
of the density differences is only important when it is multiplied by gravity.
In order for the Boussinesq equation to hold the density differences must be
small relative to the background density, that is
ρ = ρ0 + ρ+ ρ
′, (2.20)
and
ρ0 >> ρ >> ρ
′. (2.21)
The governing equations are then similar to the equations used for parallel
shear flows with the addition of the gravity force and the density equation.
∇ · u = 0, (2.22)
Du
Dt
= − 1
ρ0
∇p+ Fg, (2.23)
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Dρ′
Dt
= 0, (2.24)
where the gravity force acts only in the vertical:
Fg = −g ρ
′
ρ0
kˆ.
In order to find solutions to the perturbation equations we follow a similar
approach to that of the parallel shear flow. Assume that the velocity field
consists of a steady parallel shear flow plus a perturbation. However, now
also include a perturbation to the density field. It can then be shown that
two equations can be found with two unknowns, w′ and ρ′, and can be written
as (details can be found in [89]):
(
∂
∂t
+ U
∂
∂x
)ρ′ +
∂ρ′
∂z
w′ = 0, (2.25)
and
(
∂
∂t
+ U
∂
∂x
)∇2w′ − Uzz ∂w
′
∂x
= ∇2Hρ′. (2.26)
Then substitute the normal mode forms of w′ and ρ′ into the equations
above, where the normal mode forms are given by
w′ = wˆ(z) exp i(kx+ ly − ωt), (2.27)
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and
ρ′ = ρˆ(z) exp i(kx+ ly − ωt), (2.28)
and the result is a set of ordinary differential equations:
(σ + ikU)∇2wˆ − ikd
2U
dz2
wˆ = −k˜ρˆ, (2.29)
and
(σ + ikU)ρˆ+
∂ρ
∂z
wˆ = 0, (2.30)
and k˜ =
√
k2 + l2.
As a result, it can be shown that a normal mode perturbation in a shear
flow is effected only by the component of the background flow that is parallel
to the perturbation wave vector. A detailed discussion of these results can
be found in Smyth’s notes [89]. It then follows that the fastest growing mode
will be two dimensional and will have a wave vector that is parallel to the
background flow. If we restrict our attention to the two dimensional modes
parallel to the background flow then we can simply replace k˜ with k. Solving
equation (2.30), for the eigenfunction ρˆ(z) and substituting into equation
(2.29), at the same time replacing σ with −ikc and rearranging, results in
the Taylor-Goldstein equation:
wˆzz + (
∂ρ
∂z
1
(U − c)2 +
∂2U
∂z2
1
U − c + k
2)wˆ = 0. (2.31)
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The Taylor-Goldstein equation describes a wide array of instabilities, and
wavelike phenomena in stratified flows.
The Miles-Howard theorem
The Miles-Howard theorem states that although different flows may have
different critical values of the Richardson number, Ric which defines the
boundary between an unstable and stable flow, it is at most 1/4. More
precisely a necessary condition for instability in an inviscid, non diffusive,
stratified, parallel shear flow is that Ri < 1/4 somewhere in the flow[44][89].
The semicircle theorem: In an inviscid, stably stratified, parallel shear
flow, if the background velocity U(z) is bounded by Umin and Umax, then any
unstable normal mode must have a phase speed located within the semicircle
centered at cr = (Umax+Umin)/2, ci = 0 with a radius, r = (Umax−Umin)/2).
The result of the semicircle theorem then states that every unstable mode
must have a critical level, U(z) = cr for some value of z[44] [89].
Perturbation Kinetic Energy
To analyze the perturbation kinetic energy, we again multiply the momentum
equation (2.23) by u′ and horizontally average. The result is similar to the
non-stratified case with the addition of a term associated with the buoyancy
∂K
∂t
= SP − EFz +BF, (2.32)
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where the buoyancy flux is given by
BF = −w′ρ′g/ρ0. (2.33)
When buoyant fluid rises and dense fluid sinks, BF > 0. The BF term is then
able to produce kinetic energy. In contrast, when BF < 0 the instability need
to do work against gravity in order to grow, meaning it must lift dense fluid
and depress buoyant fluid. When the stratification is stable (∂ρ/∂z < 0),
a positive vertical velocity perturbation, w′ > 0, will tend to move heavier
fluid into lighter background fluid, ρ′ > 0 and a negative vertical velocity
perturbation, w′ < 0, will tend to move lighter fluid into heavier background
fluid, ρ′ < 0. In a stable stratification it is thus more typical for the buoyancy
flux term to be negative.
To make an analogy with the Richardson number criterion using ener-
getic arguments, we can manipulate the perturbation kinetic energy evolu-
tion equation. Integrating the equation in the vertical, the energy flux term
becomes zero because it it is purely a transport term (EF = 0), then equation
can be rewritten as
∂K
∂t
= SP (1 +BF/SP ). (2.34)
Since BF < 0 in a stably stratified fluid and we are interested in the case
where the shear production is positive, it can be clearly seen that if the
magnitude of the buoyancy flux is greater then the shear production the
perturbation energy will decay.
Lastly, if we also include diffusion and dissipation the evolution of the
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kinetic energy has two additional terms.
∂K
∂t
= SP − EFz +BF + νKzz −  (2.35)
where νKzz is the convergence of kinetic energy flux due to viscosity[89] and
 is the dissipation rate
 =
ν
2
(uˆ2z + vˆ
2
z + wˆ
2
z + 4k˜
2K). (2.36)
Since the dissipation rate − is a negative definite quantity it always acts as
a sink for perturbation kinetic energy.
Recall that each of the perturbation kinetic energy equations described
thus far consider a purely parallel shear flow that does not vary in the hor-
izontal direction or time. This means that the flux terms only act in the
vertical. However, in flows that are spatially and temporally varying the
steady normal mode analysis no longer applies. For the non steady case ad-
ditional complications arise such as the flux of energy in the horizontal. Also
each term can vary in time due to the temporal nature of the background
flow and not only of the perturbations. Now a global instability analysis
must be performed [79].
2.0.3 Time Dependent Shear Flows
In an unsteady flow, the background state varies with time as such a normal
mode instability analysis no longer holds. More complicated analysis will
need to be preformed for these types of flows, such as transient analysis, or
65
floquet. However, these types of formal mathematical analysis are beyond
the scope of this research. Instead an empirical approach is considered.
Let us again consider how the steady parallel shear flow perturbation
kinetic energy evolves. Recall equation (2.15), in which the perturbation
kinetic energy is written in terms of the growth rate.
∂K
∂t
= σrK (2.37)
Here, it is clear that if σr > 0 then the flow will be unstable. However,
now consider that the growth rate is a function of time, σr = σr(t). It is no
longer simple to say that if the growth rate is positive then the flow will be
unstable, instead we must now specify that if σr > 0 for all time then the
flow will be unstable. However, for different flow configurations requiring the
growth rate to be positive for all time may be to strict. Instead there may be
some way to relax our requirement for instability by considering the average
growth rate that an instability is subjected to over a window of time when
the growth rate is positive. The temporally averaged growth rate at a given
can then be written as
σr =
∫ tf
ti
σr(t)dt (2.38)
where ti and tf are the initial and final time that the instability is subject to
a positive growth rate. We can then rewrite the evolution of the perturbation
kinetic energy as
∂K
∂t
= σrK (2.39)
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rearranging and integrating the equation results in the equation
ln(
Kf
Ki
) = σrTw (2.40)
where Kf = K(tf ) and Ki = K(ti) are the final and initial amplitude of the
perturbation and Tw = tf − ti is the total time that the instability is subject
to a positive growth rate. Practically instability will only occur if sufficient
instability growth can occur within the time scale of appreciable shear (i.e.
where the shear is strong enough to cause positive growth rates)[98]. It
then stands to reason that if a given flow requires some known amount of
perturbation energy for the flow to be unstable, then we can define a stability
criterion based on the expression in equation (2.40). There are some caveats
here, the amount of perturbation energy required for the flow to be unstable
can depend on both the flow and the exact definition of unstable that is used.
Additionally, it can bee seen from equation (2.40) that the stability is also
determined by the initial perturbation energy in the flow.
Chapter 3
Setup and Problem Geometry
In this thesis we will examine a model internal tide, with the primary objec-
tive of explaining the instability properties of the resulting bottom boundary
layer. The model internal tide is studied by generating a mode-1 internal
wave in a 2-D periodic domain with a horizontal free-slip top boundary and
a no-slip bottom boundary. A schematic of the domain is shown in figure
3.1. A constant stratification is used. To generate the wave, the domain
will be forced using “virtual paddles” which are essentially forcing functions
added to the momentum equations. The forcing functions are determined
using linear theory, a full discussion of which can be found in appendix A.
3.1 Governing Equations
The governing equations for the problem are the two-dimensional incompress-
ible Navier-Stokes equations under the Boussinesq approximation (equations
(3.1), (3.2), (3.3). The Boussinesq approximation states that density fluc-
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Figure 3.1: The mode-1 internal tide is generated in a 2D domain with
periodic horizontal boundary conditions and a free slip top and no slip bottom
boundary. Only a few isopycnals are shown in the domain for clarity but in
reality the isopycnals extend all the way from the top to the bottom of the
domain.
tuations are negligible except insofar as they affect buoyancy forces. This
approximation can be invoked if the background density of the stratified
fluid varies weakly over the depth of the fluid, a condition which holds for in-
ternal waves in the ocean where the density varies by only a few percent[94].
The full set of equations is
∂u
∂t
+ u · ∇u = − 1
ρ0
∇p+ Fg + ν∇2u + Fu, (3.1)
∂ρ′
∂t
+ u · ∇(ρ′ + ρ¯(z)) = κ∇2ρ′ + Fρ, (3.2)
∇ · u = 0, (3.3)
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where the gravity force acts only in the vertical:
Fg = −g ρ
′
ρ0
kˆ.
Here u = (u,w) is the two-dimensional velocity vector on the xz-plane, and
ρ′ and p denote the perturbation to the hydrostatic density and pressure
respectively. Recall that according to the Boussinesq approximation, the
instantaneous density is decomposed as
ρ(x, z, t) = ρ0 + ρ(z) + ρ
′(x, z, t) , (3.4)
where
ρ0 >> ρ(z) >> ρ
′(x, z, t). (3.5)
Here ρ0 is a reference density (refer to figure 3.1), ρ(z) is the background
density and is chosen as a linear function of depth. The wave forcing terms
are given by Fu and Fρ which are defined in equation (3.7). The kinematic
viscosity and mass diffusivity are denoted by ν and κ, respectively. In this
study the Schmidt number Sc = ν/κ is always taken to be 1. Homogeneous
Neumann boundary conditions (i.e. no-flux) for ρ′ are applied at the top
and bottom boundaries, while a no-slip bottom boundary and free-slip top
boundary are applied for the velocity fields.
Wave Equations and Forcing
From linear theory, the method of vertical modes can be used to obtain equa-
tions for internal waves propagating in a horizontal wave guide. The ocean’s
70 CHAPTER 3. SETUP AND PROBLEM GEOMETRY
boundaries, sea floor and surface, act as a waveguide naturally confining the
propagation of internal waves. Internal waves that propagate in such a wave
guide have the character of a standing wave in the vertical, while it prop-
agates in the horizontal. These properties are exploited in the method of
vertical modes, which requires boundaries to be horizontal so that the solu-
tion can be obtained by a separation of the horizontal and vertical variables
[37].
The solution to the linearized Navier-Stokes equations for a mode-1 wave
propagating in a horizontal wave guide is written as follow (see appendix A
for detailed derivation)
u(x, z, t) = −am
k
cos (mz) sin (kx− ωt),
w(x, z, t) = a sin (mz) cos (kx− ωt),
ρ′(x, z, t) = − a
ω
N20
ρ0
g
sin (mz) sin (kx− ωt).
(3.6)
The forcing functions are then specified using similar relations to the wave
solution, e.g.
Fu = afω
m
k
cos (mz) cos (kx− ωt)
Fw = −afω sin (mz) sin (kx− ωt)
Fρ′ = afN
2
0
ρ0
g
sin (mz) cos (kx− ωt)
. (3.7)
A similar method was employed by Slinn & Riley [88] to generate a planar
internal wave incident on a slope. The strength of the forcing is set by
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varying the amplitude parameter, af , as a piecewise time dependent forcing
amplitude af (t),
af (t) =

af if t < Tf
0 if t > Tf
,
Where Tf is the time when the forcing is stopped and the wave reaches it
target amplitude. A discussion of the forcing time can be found in section
3.3.1. A typical value of the wave forcing amplitude is
af
U0
= 0.01. (3.8)
The value of the forcing amplitude is chosen to be small in order to reduce
nonlinear affects during the forcing phase of the simulation. Despite the
forcing amplitude being small, if Tf is large enough then large amplitude
waves can be generated.
In the model both the velocity and density fields are globally forced (ex-
cluding the bottom boundary) in a manner that generates a mode-1 wave
with specified frequency and wavenumber. This method offers several advan-
tages such as allowing for the wave to developed a boundary layer in a way
that is similar to a laboratory experiment [68]. Although the wave forcing
terms are derived using linear theory, all waves generated were observed to
have phase speeds that were consistent with linear theory. Additionally, no
instability or significant wave dissipation was observed for waves that were
allowed to propagate freely (i.e. without forcing), the wave form remained
robust.
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3.2 Wave Parameters
The results presented here address the relevant non-dimensional parameters
that will ultimately determine the stability of the bottom boundary layer of
a model mode-1 internal wave. In a linearly stratified finite depth horizontal
waveguide, the model internal wave boundary layer is fully characterized by
the set of parameters {k, m, N0, Aζ , g, ρ0, ν}. Here k and m are the horizon-
tal and vertical wavenumbers, refer to figure 3.1. The buoyancy frequency,
N0, of the base state is constant for a linear stratification, equation (3.10).
The wave amplitude is denoted as Aζ which is further defined in section
3.2.1. The remaining parameters are the acceleration due to gravity g, the
reference density ρ0, and the kinematic viscosity ν. The dispersion relation,
given in equation (3.11), then sets the wave frequency, ω, and the wave in-
duced velocities and density perturbation, for a free-slip bottom, are readily
determined by the entire parameter set (excluding ν). From the set of dimen-
sional parameters, we will construct the set of non-dimensional parameters
that characterize the flow.
3.2.1 Dimensional Parameters
In this section we will discuss the dimensional parameters that have not yet
been fully defined. These parameters include the wave amplitude, the charac-
teristic velocity, the wave frequency, wave numbers, and base state buoyancy
frequency. In order to define the relationship between the wave numbers and
the wave frequency, we will write the dispersion relation for a model mode-1
internal wave explicitly. Once these parameters are defined,they will be used
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to construct the non-dimensional wave parameters.
Dispersion Relation
The dispersion relation for a mode one internal wave coupled with the height
of the water column and the base state buoyancy frequency, N0, determines
the relationship between the frequency, ω and the vertical wave number [37],
k = m
√
ω2
N20 − ω2
. (3.9)
Wherem = pi/H and k = 2pi/L are the vertical and horizontal wave numbers.
The domain height and length are given by H and L respectively and the
base state buoyancy frequency is
N20 =
−g
ρo
∂ρ
∂z
. (3.10)
The wave is set by fixing the domain depth and the buoyancy frequency while
varying the domain length. Therefore, the free parameter is ω which leads
to
ω2 =
N20k
2
k2 +m2
. (3.11)
Wave Amplitude
The displacement of a density surfaces from the reference density is given by
ζ(x, z, t) =
a
ω
sin (m(z − ζ)) sin (kz − ωt), (3.12)
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a detailed derivation can be found in appendix A. It then follows that a sim-
ple definition for that amplitude of such a wave be described as the maximum
isopycnal displacement induced by that wave, which is given by
max ζ =
a
ω
,
Aζ =
a
ω
.
(3.13)
Where a is a free parameter with units of [m/s], which is ultimately deter-
mined by the forcing amplitude, af , and time, Tf .
Characteristic Velocity
The characteristic velocity of the internal wave field is the maximum horizon-
tal wave induced velocity within the domain. From the method of vertical
modes, the horizontal velocity field induced by an internal wave propagat-
ing in a horizontal wave guide is given by equation (3.6). The maximum
horizontal wave induced velocity is then given by
U0 = a
m
k
. (3.14)
3.2.2 Non-Dimensional Parameters
Aspect Ratio
A useful non dimensional parameter to describe a given wave is the aspect
ratio, defined as the ratio of the length to the height of the domain,
AR =
L
H
, (3.15)
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equivalently since a mode-1 wave has half a vertical wavelength, m = pi/H,
the aspect ratio written in terms of the wavenumbers is
AR =
2m
k
. (3.16)
The range of aspect ratios tested in this study were {1,4,8,16}. However
there was not significant instability observed for AR = {1, 4}. Therefore the
remainder of the study focuses on the higher range of aspect ratio, AR =
{8, 16}.
Steepness
The steepness of a wave is a measure of how close the wave is to inducing a
static instability. Static instability occurs when the local buoyancy frequency,
N , given by
N2 = N20 −
g
ρ0
∂ρ′
∂z
(3.17)
becomes negative. Given that the linear solution for the perturbation density
field found using the method of vertical modes (appendix A) is
ρ′ = − a
ω
N20
ρ0
g
sin (mz). (3.18)
It can be show that static instability occurs when Aζm > 1, by substituting
equation (3.18) into equation (3.17).
N2 = N20 (1− Aζm cos (mz) sin (kx− ωt)) (3.19)
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This parameter is defined as the steepness, st = Aζm[95].
An alternative way of writing the steepness is that it is the ratio between
the maximum velocity induced by the wave, U0, and the horizontal phase
speed, C, of the model mode-1 internal wave. The steepness can then be
rewritten as
st =
am
k
k
ω
=
U0
C
, (3.20)
where U0 = am/k and C = ω/k. This parameter is comparable to the Froude
number defined by Fringer & Street, who observed that two-dimensional con-
vective instabilities occurred when Frmax > 1 [26], where Frmax = umax/c ≈
ka (section 1.3.1). As the steepness parameter approaches one, then the wave
becomes more convectively unstable.
In the open ocean, where wave drag induced by the bed may be the
dominate dissipation mechanism, it is unlikely that the low-mode internal
wave become convectively unstable. In order for convective instability to
occur (i.e. st > 1) the amplitude of the wave would need to be approximately
1/3 of the water depth (Aζ = H/pi ≈ H/3), which is unlikely in the open
ocean. For the current study, the range of steepness parameters tested are
between 0.1 and 0.5.
3.2.3 Isopycnal Slope
In addition to the steepness parameter, defined simply using bulk wave pa-
rameters, the directly related isopycnal slope can also be examined. The
isopycnal slope, α, is computed by differentiating the isopycnal displacement,
equation (3.12), with respect to the horizontal. The isopycnal slope depend
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on the vertical and horizontal position since the isopycnal displacement due
to the mode-1 wave is. A full discussion on the location and magnitude of
the maximum isopycnal slope can be found in appendix B. In the discussion
it is shown that the location and magnitude of the maximum isopycanl slope
strongly depend on the steepness parameter. For st << 1 the amplitude of
the maximum isopycanl slope is α ≈ Aζk, and is approximately located at
mid-water depth. For st→ 1,
α =
Aζk
1− st, (3.21)
and the location of the maximum slope is pushed towards the bed. Since
the local isopycnal slope directly relates to the local buoyancy frequency, it
can be seen that as the steepness is increased, the local buoyancy frequency
near the bed is decreased, essentially reducing the local Richardson number
in that region of the flow.
Reynolds number
The definition of the Reynolds number is chosen so that it is completely
independent of the other two nondimensional parameters, and can therefore
be varied independently. The Reynolds number is given by
Re =
N0
νm2
. (3.22)
This definition of the Reynolds number is for limiting linear long waves and
does not account for non-linearity of the wave. In the long wave limit (i.e.
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k << m) the Reynolds number is given by
Re =
CH
νpi
=
AR
δ2m2
. (3.23)
Two Reynolds numbers are considered in this study and they are Re =
5× 104, 2× 105. These values of Re were chosen in order to capture a large
range of Reλ, which range from 7.76 × 104 to 6.21 × 105. Computational
limitation set an upper bound on the Re, whereas the lower bound was
determined by whether or not instabilities were observed in the simulations.
Lower Re were tested however instabilities were not observed and therefore
our focus is on the Re range where instabilities were present. In the ocean,
typical Reynolds numbers are much higher than tested here, O(106 − 108).
3.3 Simulation Description
In the following section a description of the simulations conducted is pre-
sented. Each simulation consists of a sequence of steps that create the wave
and boundary layer. After the wave has been forced for sufficient time, so
that the wave has reached a specified amplitude, the wave forcing is turned
off. Perturbations are then inserted in the boundary layer to trigger any
instabilities. This process is then repeated for each set of non-dimensional
wave parameters. The set of wave parameters examined are given in table
3.1.
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Table 3.1: Set of Wave Parameters Examined
Simulation AR st Re
AR8st2Re5 8 0.2 5× 104
AR8st3Re5 8 0.3 5× 104
AR8st4Re5 8 0.4 5× 104
AR8st5Re5 8 0.5 5× 104
AR8st1Re20 8 0.1 2× 105
AR8st2Re20 8 0.2 2× 105
AR8st3Re20 8 0.3 2× 105
AR8st4Re20 8 0.4 2× 105
AR16st1Re5 16 0.1 5× 104
AR16st2Re5 16 0.2 5× 104
AR16st3Re5 16 0.3 5× 104
AR16st4Re5 16 0.4 5× 104
AR16st5Re5 16 0.5 5× 104
3.3.1 Forcing Time
The steepness is measured at regular intervals by locating the maximum
isopycnal displacement in the flow field as
Aζ =
max[ρ′]g
N20ρ0
. (3.24)
After the desired steepness is reached the forcing is stopped and the pertur-
bations are added to the BBL and the simulation is allowed to run without
forcing.
3.3.2 Perturbation Field
In order for instabilities to arise, it is necessary to input perturbations into
the BBL. A perturbation is required since the stability and accuracy of the
high-order numerical method does not drive any numerical noise that could
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cause the flow to go unstable. In numerical simulations conducted by Fringer
& Street [26] it was assumed that the numerical noise in the method was of
O(10−8). In the current study the numerical method is spectrally accurate
and any numerical noise is expected to be O(). Therefore the addition of
perturbations are required for instability to be possible.
The perturbations that are inserted are divergence-free and have a red-
noise spectra. The perturbation field is generate by first generating a pseudo-
random white noise field on a uniformly spaced two dimensional grid. The
two dimensional Fourier transform of that noise is computed and the Fourier
coefficients are then scaled by k−1.
The perturbations are then windowed in the BBL using a Gaussian win-
dow, as to not disturb the entire flow field. This is done so that any in-
stabilities that may arise outside of the boundary layer are not excited, and
therefore cannot affect the BL dynamics. The Gaussian window is centered
at the oscillatory boundary layer height given by
δl = 5δ, (3.25)
and the standard deviation is set equal to the stokes boundary layer thickness
δ =
√
2ν
ω
. (3.26)
The Gaussian window can then be written as follows
g(z) = A0 exp[−1
2
(
x− δl
δ
)2] (3.27)
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where
A0 =
max[up]
U0
(3.28)
is the initial amplitude parameter, defined as the maximum horizontal ve-
locity perturbation, up, normalized by the maximum wave induced velocity.
An example of the horizontal velocity spectra, at the center of the Gaussian
window, of a typical initial noise field is shown in figure 3.2. Whether or not
Figure 3.2: The spectrum of the initial noise field.
the simulation experiences overturning, is strongly dependent on the initial
amplitude of the perturbation. Therefore, for each set of wave parameters,
multiple values of A0 are used in order to find the critical amplitude, Ac, that
for A0 < Ac does not overturn and A0 > Ac does produce overturning. Due
to limitations in time and resources, Ac is identified to within one order of
magnitude. If the simulation with Ai = 10
i overturned and simulation Ai−1
did not overturn this was sufficient to report Ai = Ac, further discussion can
be seen in results.
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3.3.3 Isolating the Perturbation Field
To calculate the amount of energy in the perturbation field requires isolat-
ing the perturbations from the background flow, which consists of both the
internal wave and boundary layer components. In the study of internal soli-
tary wave boundary layer instability conducted by Diamessis & Redekopp
[19], all wave fields were kept stationary in the wave-fixed reference frame
employed. However in this study, the wave field is not stationary and under-
goes non-negligible dissipation over a single wave period.Thus, it is required
that the background flow is computed under the same conditions as the flow
that consists of the perturbation field. To isolate the background flow, the
simulations are run without the insertion of perturbations. These runs are
referred to as the unperturbed run and are reference using the subscript (up)
where as the perturbed runs have the subscript (p). Both the perturbed and
unperturbed simulations are run with the same fixed time-step to allow for
exact and direct comparison at any time of interest. The difference between
the perturbed and unperturbed simulations is the perturbation field,
−→
U ′(x, z, t) =
−→
U p(x, z, t)−−→U up(x, z, t). (3.29)
The energy growth in the perturbation field is then calculated at each point
in space. The maximum perturbation energy within the flow field at each
time, Em(t) = max[E(t)], is found and used to calculate the perturbation
energy growth rate. The growth rate is defined as
σ(t) =
1
Em
dEm
dt
, (3.30)
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which comes from rearranging equation (2.15). Integrating this equation over
the window of time, Tw, where σ(t) > 0 yields
∫
Tw
σ(t)dt =
∫
Tw
1
Em
dEm
σTw = log
(
Em,f
Em,0
)
,
(3.31)
where σ is the time averaged maximum perturbation energy growth rate.
ρ′(x, z, t) (3.32)
The total perturbation energy is calculated as the sum of both the kinetic
and available potential energy
E = K + P, (3.33)
where K = K(x, z, t) is the total kinetic energy given by
K =
1
2
(ρu′
2
+ ρw′
2
), (3.34)
and P = P (x, z, t) is the available potential energy given by
P =
ρ′
2
g2
2ρ0N2
. (3.35)
The perturbation energy growth rate is then calculated by using a least
squares fit to the natural log of the energy as a function of time, where the
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model is
E(t) = E0 expσt. (3.36)
The linear fit is then given by
ln(Em,f ) = σT · t+ ln(Em,0). (3.37)
The computed slope over the initial linear growth region, is then regarded as
the time averaged energy growth rate σ.
Chapter 4
Method
4.1 Numerical Method
The numerical method used is a spectral multidomain penalty method for
the simulation of high Reynolds number incompressible flows in vertically
finite and horizontally periodic domains. A full discussion of the numerical
scheme and its validation (through comparison of simulations of stratified
turbulent wakes with non-zero net momentum with corresponding labora-
tory data) may be found in Diamessis et. al. Diamessis et al. [20]. Only a
brief overview of the method is provided here.
The temporal discretization of the governing equations combines third-
order stiﬄy-stable and backward-differentiation schemes with a dynamic
high-order boundary condition for the pressure [49]. Thus, maximum tem-
poral accuracy is attained and splitting errors at the vertical boundaries are
minimized, as O(∆t2) accuracy is achieved in both velocity and pressure. In
the periodic horizontal direction, Fourier spectral discretization is used with
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Nˆx Fourier modes. In the vertical direction, the computational domain is
partitioned into M subdomains of variable height Hk and order of polyno-
mial approximation Nˆk (k = 1, ... M) (figure 4.1). The total number of
vertical grid points is Nˆz = M(Nˆ + 1) + 1. Within each subdomain, a Leg-
endre spectral discretization [6] is used and, for the specific problem under
consideration, Nˆk is fixed and equal to a fixed Nˆ in all subdomains. Subdo-
mains communicate with their neighbors via a simple patching condition [6].
Among others, the primary advantage of the multidomain discretization [40]
is flexibility in local resolution which allows positioning of sufficient number
of grid points in the boundary layer combined with minimal resolution of the
less active ambient fluid outside the boundary region.
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Figure 4.1: Section of the numerical grid employed in this study a) the low
Reynolds number runs, where the vertical red and blue lines represent the
height of the laminar boundary layer (δL = 5
√
2ν/ω) for AR = 8 and AR =
16 respectively, b) is a section of the grid used for the high Re runs and the
red line represent the height of the laminar boundary layer for AR = 8. The
horizontal direction employs a spectral Fourier discretization and a uniform
grid. In the vertical a Legendre spectral multidomain discretization is used
with a) M = 14 and b) M = 18 subdomains with the polynomial order Nˆ = 25
and a local Gauss–Lobatto–Legendre grid. Shown is the vertical grid point
distribution for both level of Re. Subdomain origins are at z/H = 0 , 0.005,
0.012, 0.022, 0.04, 0.07, 0.12, 0.22, 0.37, 0.52, 0.67, 0.82, 0.92, 0.97 and z/H
= 0, 0.0025, 0.006, 0.011, 0.02, 0.031, 0.49, 0.069, 0.089, 0.119, 0.16, 0.24,
0.37, 0.52, 0.67, 0.82, 0.92, 0.97
The resolution is chosen as to capture all relevant phenomena, especially
focusing on the dynamics of the instabilities. Spectral filtering is applied
to ensure that no numerical instabilities or subsequent aliasing effects de-
velop due to lack of sufficient interpolating polynomial modes. Testing to
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determine whether the grid configuration was sufficient to fully resolve the
instabilities was accomplished by visual inspection of the horizontal spectra
for all instabilities. If the wavenumber of the instability was not affected by
the filter (see figure 4.2) then it was determined that the grid was sufficient to
fully resolve the relevant physics. In the vertical direction, as long as there
were at least 12 point across the amplitude of the isopycnal displacement
induced by the instability it was determined that the resolution was suffi-
cient. In addition, grid independence tests were done in which the resolution
in both directions was increased; since there was no visible difference in the
structural characteristics of the instability it was determined that the grid
was sufficient to resolve the scales of the instabilities. Typical instability
wavelength are O(0.05) which is approximately 25 horizontal grid points.
The grid that was used in the low Reynolds number simulations were Nˆx×
Nˆz = 4096×350, where nx and nz are the total number of points in both the
horizontal and vertical directions respectively. For the high Reynolds number
simulations a grid with increased vertical resolution, specifically increasing
the resolution in the boundary layer, was used where Nˆx× Nˆz = 4096× 450.
The arrangement of the vertical subdomains can be seen in figure 4.1, where
the subdomains concentrated in the boundary layer are visible.
To ensure stability of the numerical solution, while preserving its spectral
accuracy, penalty techniques [40] are used in the vertical direction along
with strong adaptive interfacial averaging [21]. As a final safeguard against
numerical instability, explicit spectral filtering is used in all spatial directions
[54]. The filtered solution can be expressed in terms of the modes of the
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numerical solution as
fF (zi) =
Nk−1∑
j=0
σ(kj)f˜jPj(zi) (4.1)
where kj is the jth discrete Legendre mode. The exponential filter function
used is
σ(kj) = exp[−α( k
N
)p] (4.2)
where p is the filter order and α = −ln)M with M being the machine
precision. Application of the filter function (4.2) is equivalent to introducing
a pth-order hyperviscous operator in the governing equations [6][40] [19]. The
advantage of the explicit application of a filter is that it avoids the additional
stiffness and subsequent time step limitations of a hypervisous term[19]. An
analogous filtering procedure is applied in Fourier space. The exact filter
functions used in both directions is shown if figure 4.2.
Figure 4.2: Exponential filter functions σ(k/Nˆ) for different filter orders p.
The mode number and total number of available modes (over the full domain
in Fourier space and over a single subdomain in Legendre space) are denoted
by k and Nˆ , respectively.
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In regards to the flow under consideration, the above numerical scheme
provides two distinct advantages. First, the temporal discretization, when
combined with a spectral spatial discretization, provides maximum temporal
accuracy at the boundaries [38] and the solution is not contaminated by the
formation of splitting-induced spurious numerical boundary layers [6]. Sec-
ond, the penalty scheme allows the simulation of the “inviscid” physics of
the wave-induced boundary layer (provided sufficient grid points are inserted
therein) without requiring resolution of the thin viscous sublayer, which
would require a prohibitively high number of grid points. Thus, the internal
(internal with regards to the viscous sublayer) inviscid high Reynolds num-
ber physics of the flow are captured with spectral accuracy without having
to worry about under-resolution-driven numerical instabilities. No enhanced
numerical viscosities, which will bias the internal flow dynamics when using
a spectral scheme [7], are required. In addition, the excessive artificial dis-
sipation of a low-order finite difference scheme, which can damp features at
the smallest resolved scales essential to the instability is not an issue.
Chapter 5
Results
5.1 Boundary Layer Structure
The structure of the boundary layer under a mode-1 internal wave has many
key features that are similar over the range of wave parameters tested.
A key feature of baroclinic oscillatory boundary layers that is present in
the barotropic case is, the maximum wall shear is ahead of the maximum
wave induced velocity (i.e. the crests and troughs)[11][46]. For the laminar
barotropic oscillatory boundary layer it can be shown that the phase shift of
the shear stress over the velocity is pi/4 and that the boundary layer profile is
anti symmetric in the sense that U(x, z, t) = −U(x+pik−1, z, t)[4][97]. Upon
inspection of the boundary layer under the model mode-1 internal wave it
is shown that the anti symmetry is broken (figure 5.1). However, the phase
lead of the maximum shear over the velocity is approximately the same as
the barotropic wave.
In figure 5.1, the velocity vector field is plotted along the entire length
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of the boundary layer for the bottom 4% of the water column. Notice that
underneath the crests (rightward pointing velocity) and the trough (leftward
pointing velocity) the vertical velocity profile looks similar to a flat plate
boundary layer, whereas at the pi/2 phase shifts (from the crest and trough)
there is a region with a strong flow reversal similar to the observations of the
barotropic oscillatory boundary layer by Mujal-Colilles et. al. [62] discussed
in section 1.3.2. The flow reversals are inflection points in the vertical profile
of the horizontal velocity and these inflection points are local maximums
of vertical shear, these region therefore satisfy Rayleigh’s inflection point
theorem for parallel shear flow instabilities.
The breaking of the anti symmetry of the bottom boundary layer under
the mode-1 internal wave indicates that a given region may be more suscep-
tible to instabilities than its half wave period counter part (i.e. phase shifted
±pi). The breaking of the anti symmetry of the boundary layer is evident by
the difference in length of the flow reversal regions ahead of both the crest
and the trough of the wave. By visual inspection it appears that the length of
the flow reversal ahead of the crest of the wave is about 1.5 times longer than
the flow reversal region ahead of the trough, for the AR16st5Re5 simulation
in figure 5.1. This is important because the length of the strong shear region
is directly related to the amount of time that instabilities developing in that
region will be subject to low Ri as the wave propagates past. Therefore the
non anti-symmetry of the wave BBL indicates that the region characterized
by a relatively long region of strong flow reversals and high shear ahead of
the crest may be a preferential region for instability.
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Figure 5.1: Velocity vectors in the BBL under a model mode 1 internal tide
for the AR16st5Re5 simulation. Boxed regions correspond to the high shear
regions, where inflection points in the flow are easily visible. In a) and c) the
boxed inflection points corresponds to the regions ahead of the trough and
crest of the wave respectively. The crest and trough are marked by vertical
blue lines in b) and d) respectively. The wave is moving from left to right
and the domain is periodic.
Figure 5.2 shows contour plots of both the horizontal and vertical velocity
fields as well as the density field for simulation AR16st5Re5. In the contour
of the horizontal velocity it can be seen that the effects of the boundary layer
extend high into the water column, between 5% and 6% of the water depth.
In the free-slip case the horizontal velocity field defined in equation (3.6)
has anti symmetry. Recall, the horizontal velocity is given by u(x, z, t) =
−am
k
cos (mz) sin (kx− ωt). Here there are no flow reversals near the bed,
in addition there is very little vertical shear near the bed since ∂u/∂z ∝
sin (mz). Therefore, it is the interaction with the bed that breaks the anti
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symmetry and induces both the shear and the flow reversal regions.
In the region of the BBL ahead of the crest of the wave the isopycnals
are lifted and the vertical separation between isopycnals is progressively in-
creased (spread) from their equilibrium levels. This spreading of the isopyc-
nals decreases the local stratification which in turn decreases the associated
stabilizing effect. At the crest of the wave where the isopycnal spreading is
at its maximum, the local buoyancy frequency is minimum. Since the max-
imum shear and flow reversal regions are ahead of the crest of the wave, as
the wave propagates any instabilities that may be generated in that high
shear region will eventually be overcome by the wave crest (see discussion
on instability phase speed in section 5.2). Therefore instabilities generated
in the region where the destabilizing effects of shear are at a maximum will
eventually move into a region where the stabilizing effect of the stratification
are at a minimum. These two effects determine the region where instabilities
can grow and thus the life time of those instabilities.
From the equation of the isopycnal displacement, equation (3.12), it can
be seen that steepness of the wave is directly related to how much the isopy-
nals are lifted and spread. The spreading of the isopycnals decreases the local
buoyancy frequency. As the steepness of the wave is increased the length of
the region where the shear is capable of overcoming the stratification is then
also increased. This competition between the effects of the stratification and
the shear can be fully described by the local Richardson number.
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Figure 5.2: For a mode-1 internal wave with AR = 16 , st = 0.5, and
Re = 5× 104, (a) the horizontal velocity field U/U0, (b) the vertical velocity
field W/U0, and (c) density field ρ/ρ0 contour maps are plotted. The crest of
the wave is located where the horizontal velocity is positive while the trough
of the wave is located where the horizontal velocity is negative.
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5.1.1 Length of High Shear Region
It is important to quantify the length of the high shear region since it is this
length along with the horizontal phase speed of the background wave that
determines the amount of time that an instability will have to grow. The
length of the high shear region is defined as the length of the line that tracks
the inflection point in the horizontal velocity profile, that is within a region
where the Ri is below 1/4. A discussion of the Richardson number criterion
is given in the following section. The contour lines that track the inflection
point are defined as
∂2U(x, z)
∂z2
= 0. (5.1)
The line that tracks the inflection point is chosen since it is the maximum of
the squared shear for the given vertical profile. Additionally, from parallel
shear flow theory, in order for a flow to be unstable there must be an inflection
point within the flow. Thus it is possible for instabilities to exist in the region
where an inflection point exists.
Figure 5.3 shows both the contour line of the inflection point that exists
within the region where Ri < 1/4 as well as the contour line for Ri = 1/4. It
is seen that the length of this region is typically longer in the region in front
of the crest than in the region infront of the trough. This indicates that the
region infront of the crest is more likely to produce instabilities because any
instabilities growing in this region will have more time to grow. However,
it is not only the length of this region that determines if instability will be
present it is also the magnitude of the Richardson number.
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Figure 5.3: The blue lines mark inflection points in the horizontal velocity
(i.e. ∂2u/∂z2 = 0). The black contour lines are where the Richardson number
equals 1/4. This figure is for the AR8st5Re5 run, however the picture looks
qualitatively similar across the simulations.
The magnitude of the Richardson number will greatly impact the growth
rate of the instability. Further discussion on the growth rates of the insta-
bilities are found in section 5.3. The Richardson number along the inflection
point line is plotted for the crest and trough separately in figure 5.4. It can
be seen that the magnitude of the Richardson number along the line that
tracks the inflection point that is in front of the crest has a much smaller
magnitude then the line that tracks the inflection point that is in front of
the trough. In order to account for the difference in the magnitude of the
Richardson number along the line we can use a normalized ( or weighted )
length,
Ln = RiLw, (5.2)
where the non dimensional length of the low Richardson number region is
given by
Lw =
1
H
∫
Ri<Ric
I(x, z)dxdz, (5.3)
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Figure 5.4: The Richardson number is plotted against the length of the line
that tracks the inflection point curve, where r is the distance along that line
starting from the point closest to the bed. The line tracking the inflection
point in the region infront of the crest is in blue and for the region infront of
the trough is in red.
and Ric is the critical Richardson number threshold and
I(x, z) ≡ Uzz(x, z) = 0 (5.4)
is the line that tracks the inflection point. Finally, the normalization Richard-
son number (or the Richardson number weighting) is given by
Ri =
1
RicLw
∫
Lw
(Ric −Ri(x, z))dLw. (5.5)
The normalization Richardson number is defined in such a way that ifRi(x, z) =
0 over the extent of the line then Ri = 1 and if Ri(x, z) = 0.25 over the extent
of the line then Ri = 0. This weighting can be used to further show that the
region in front of the crest is more prone to instability then the region infront
of the trough. Table 5.1 has the values of the lengths, Lw, as well as the nor-
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malization Richardson number, Ri, listed for all of the simulations run. In
general, as the steepness is increased for a set of wave parameters the length
of the high shear regions, infront of both the crest and the trough, increases.
Additionally, it is most instructive to compare the normalization Richardson
number between the high shear regions in a particular simulation. The value
Ri is almost always greater in the region infront of the crest. Finally, the
weighted length of the high shear regions are plotted in figure 5.5 .
Table 5.1: Length of the high shear regions.
Crest Crest Trough Trough
Simulation Lw Ri Lw Ri
AR8st2Re5 2.658 0.763 2.191 0.761
AR8st3Re5 3.290 0.822 2.614 0.785
AR8st4Re5 3.681 0.866 2.968 0.7805
AR8st5Re5 3.958 0.897 3.456 0.742
AR8st1Re20 2.328 0.765 2.125 0.767
AR8st2Re20 3.375 0.841 3.040 0.802
AR8st3Re20 3.853 0.8828 3.8476 0.774
AR8st4Re20 4.140 0.9049 6.494 0.649
AR16st1Re5 3.012 0.6915 3.121 0.703
AR16st2Re5 4.483 0.7361 3.941 0.759
AR16st3Re5 5.760 0.784 4.545 0.786
AR16st4Re5 6.566 0.828 4.760 0.786
AR16st5Re5 7.218 0.867 5.100 0.782
It is interesting to note that the value of the weighted length is larger in
the region infront of the trough for the AR8st4Re20 simulation. However,
the region in front of the crest is still the region that has instabilities (section
sec:ISE). To give insight into why this occurs the Richardson number plot
along the inflection point curves are plotted in figure 5.6. It can be seen that
the magnitude of the Ri for the region infront of the crest is much lower up
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Figure 5.5: The weighted length of the high shear region infront of both
the crest and the troughs are plotted against steepness for each set of wave
parameters. The crest are marked with closed diamond and the troughs are
marked with open circles while each set of AR and Re are as follows AR8Re5
blue, AR8Re20 red, and AR16Re5 black.
to about r/H = 4 where the Richardson number at the trough begins to
plateau at Ri ≈ 0.1. The reason that crest is still more prone to instability
may be because the initial growth may be more important then the long time
growth, or that the 0.1 < Ri < 0.25 is not small enough to cause significant
growth.
5.1.2 Richardson number
The gradient Richardson number is a measure of how strong the local sta-
bilizing effect of the stratification is compared to the destabilizing shear,
recall from equation (2.18) Ri = N2/(∂U/∂z)2,where N = N(x, z, t) and
U = U(x, z, t) are the local quantities and
N2 = N20 −
g
ρ0
∂ρ′(x, z, t)
∂z
, (5.6)
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Figure 5.6: The Richardson number is plotted against the length of the line
that tracks the inflection point curve, where r is the distance along that line
starting from the point closest to the bed. The line tracking the inflection
point in the region infront of the crest is in blue and for the region infront of
the trough is in red.
where N0 is defined in equation (3.10).
In figure 5.7, contours of subcritical gradient Richardson number (Ri ≤
0.25) are plotted over the horizontal velocity which is used as a reference
to identify the relative location. The maximum contour line plotted, cor-
responds to Ricr = 0.25, is used to delineate regions where instabilities are
possible. It is seen that the low Ri region extends higher into the water
column in the region ahead of the wave crest than in the region ahead of the
trough. The difference in the height of the low Ri regions is mostly attributed
to the separation and compression of the isopycnals at the crest and trough
respectively. Additionally, the low Ri region is elongated in the horizontal
direction in the region ahead of the crest compared to the region leading the
trough which is much narrower. The difference in the length of the regions
is attributed to the difference in length of the high shear regions as well as
the reduced buoyancy frequency at the crest of the wave (see section 5.1.1).
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Figure 5.7: The Ri = {0.01, 0.04, 0.1, 0.25} contours are plotted for the un-
perturbed state of AR16st5Re5, over the horizontal velocity U/U0.
Wave Parameter Effect on Gradient Richardson Number Structure
It is also important to consider how the non-dimensional parameters of the
wave affect the structure of the low Ri region. In figure 5.8, the Ri = 0.25
contour is plotted for various steepness values for each of the aspect ratios
and Reynolds numbers considered. When comparing the two aspect ratios
at a fixed Reynolds number, (figure 5.8 a and b) it is seen that the region
where Ri < 0.25 for AR = 16 is about twice the length of the region where
Ri < 0.25 for AR = 8. For the two Reynolds numbers considered for AR = 8
(figure 5.8 b and c) the low Ri number region is slightly longer for high Re,
this is due to the increased shear associated with higher Reynolds numbers.
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Figure 5.8: The Ricr = 0.25 contour line is plotted for various steepness levels
for the fixed parameter values of; a) AR = 16, Re = 5 × 104 b) AR = 8,
Re = 5 × 104 c) AR = 8, Re = 2 × 105. The aspect ratio of subplot a) is
twice that of b) and c).
Local Density Gradient Neglecting boundary layer effects in the density
field, the local Brunt–Vaisala frequency can be calculated simply by substi-
tuting the equation for the density perturbation field into equation (5.6).
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Recall the density perturbation due to the background wave is
ρ′(x, z, t) = − a
ω
N20
ρ0
g
sin(mz) sin (kx− ωt). (5.7)
It then follow that
N2(x, z, t) = N20 (1 +
am
ω
cos(mz) sin (kx− ωt)). (5.8)
Near the bed cos(mz) = 1, and we can say the minimum value of N2 ≈
N20 (1− amω ), where am/ω = st defined in equation (3.20). The local buoyancy
frequency near the bed decreases with increasing steepness. The minimum
buoyancy frequency written in terms of steepness is given by
min{N2} = N20 (1− st). (5.9)
Near Bed Vertical Shear Recall that the horizontal velocity associated
with the wave has very little shear near the bed, i.e. ∂u/∂z ∝ sin(mz)
(section sec:LwRi). The vertical shear near the bed is then determined by
the velocity deficit created by the interaction of the oscillatory flow with the
no slip condition at the bed. The velocity deficit approximation derived from
the linearized horizontal momentum equation and neglecting the vertical
derivative of pressure is given by
Ud = U0 sin(kx− ωt+ δ−1z)exp(−δ−1z). (5.10)
5.1. BOUNDARY LAYER STRUCTURE 105
The derivation can be found in appendix C. It then follows that the vertical
shear of the horizontal velocity deficit induced by the interaction of the base
flow with the no-slip boundary at the bed is given by
∂Ud
∂z
= −U0
δ
exp(−δ−1z)(sin(kx−ωt+ δ−1z)− cos(kx−ωt+ δ−1z)), (5.11)
and
max
{
∂U
∂z
}
∝ U0
δ
. (5.12)
From equation (5.11), it can be seen that the maximum shear is phase
shifted by φx(z) = −δ−1z from the maximum velocity. Note that the hori-
zontal phase shift is a function of height. In figure 5.9, velocity profiles are
plotted for various horizontal location. It can be seen that the vertical shear
at the bed is larger at the pi/4 phase shift then at the crest of the wave. At the
pi/2 phase shift there is a strong flow reversal that is a maximum of squared
shear (i.e. there is an inflection point). Additionally it can be shown that, to
leading order, the magnitude of the shear scales with U0/δ = am/(kδ). To
see how the non dimensional parameters effect the shear magnitude, U0/δ is
rewritten in terms of the non dimensional parameters. Recall, from equation
(3.23), 1/δ = m
√
Re/AR.
am
k
1
δ
=
Aζmω
k
1
δ
(5.13)
= st · C ·m
√
Re
AR
(5.14)
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Figure 5.9: For the AR8st4Re5 case the profile of the horizontal velocity
plotted for various locations phase shifted from the location of maximum
velocity, U0 = U(x0, z0). From left to right the vertical velocity profiles are
plotted at φx = pi, 2pi/3, pi/2, pi/4, 0
Bulk Richardson number
The bulk Richardson number follows a similar and predictable trend to the
minimum Richardson number computed in the flow field, therefore the bulk
Richardson number defined here can be used to characterize the flow. The
bulk Richardson number has the advantage that it can be computed using
only bulk wave parameters, whereas the gradient Richardson number requires
knowledge of the full flow field.
From the equation for the density perturbations from the method of ver-
tical modes (3.6) and from the equation for the horizontal velocity deficit
(5.10) (derivation can be found in appendix C) we can examine how chang-
ing the non dimensional parameters changes the structure of the isodensity
surfaces and the magnitude of the vertical shear respectively. Note that the
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equation for the density perturbations does not in anyway incorporate affects
due to a no slip boundary and the equation for the horizontal velocity deficit
is a boundary layer approximation that neglects the nonlinear terms. These
equations are used simply to examine at the lowest order how changing the
non dimensional parameters will affect the structure of the low Ri region. A
Richardson number defined using the minimum value of the buoyancy fre-
quency from equation (5.9) and U0/δ, given in equation (5.13), to represent
the characteristic shear can then be written as
Ria =
N20 (1− st)
(U0/δ)2
=
N20 (1− st)
(st · C ·m√Re/AR)2
=
(
N0
C ·m
)2
(1− st)
st2
AR
Re
,
(5.15)
where Ria is an approximation for the minimum Richardson number within
the flow. In the long wave limit,i.e. k << m, C = N0/m and becomes
Ria ≈ (1− st)
st2
AR
Re
. (5.16)
The long wave limit is justified for waves with large AR. For an AR = 8, the
approximation for the horizontal phase speed has an error of less than 3%.
For this approximation an error of 3% is acceptable.
The bulk Richardson number, equation (5.16), is defined using only bulk
wave parameters is plotted against the minimum Richardson number, Rim,
computed in the wave field for each set of wave parameters in figure 5.10.
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The value of Rim and Ria are listed in table 5.2.
Figure 5.10: The BBL minimum Richardson number computed from the
unperturbed wave field for each set of wave parameters plotted versus the
corresponding approximated bulk Richardson number Ria defined using a
BBL approximation. Rim = Ri
0.9126
a × 10−0.3957 , and R2 = 0.999.
Table 5.2: Richardson number approximation
Simulation Reλ Ria Rim
AR8st2Re5 7.76× 104 1.60× 10−3 1.88× 10−3
AR8st3Re5 1.16× 105 6.22× 10−4 8.16× 10−4
AR8st4Re5 1.55× 105 3.00× 10−4 4.13× 10−4
AR8st5Re5 1.94× 105 1.60× 10−4 2.67× 10−4
AR8st2Re20 1.55× 105 1.80× 10−3 1.93× 10−3
AR8st3Re20 3.10× 105 4.00× 10−4 4.71× 10−4
AR8st4Re20 4.66× 105 1.56× 10−4 2.03× 10−4
AR8st5Re20 6.21× 105 7.50× 10−5 1.09× 10−5
AR16st1Re5 7.94× 104 1.44× 10−2 1.44× 10−2
AR16st2Re5 1.59× 105 3.20× 10−3 3.54× 10−3
AR16st3Re5 2.38× 105 1.20× 10−3 1.51× 10−3
AR16st4Re5 3.18× 105 6.00× 10−4 8.11× 10−4
AR16st5Re5 3.97× 105 3.20× 10−4 6.67× 10−4
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5.2 Instability Structure and Evolution
After the insertion of the perturbation in the BBL, instabilities begin to
grow in the region of low Ri ahead of the crest of the wave. This is consistent
across all simulations that produce instabilities with some visible growth.The
instabilities An example of an instability packet evolution is shown in figure
5.11, where successive snapshots of the Kelvin-Helmholtz-like instability for
AR16st5Re5 is shown using the contour plot of the density field with the
Ri = 0.25 contour plotted for reference. The location of the maximum per-
turbation energy, Em, is marked in each snapshot and the initial perturbation
amplitude was A0 = 10
−4. The value of the initial perturbation amplitude
was strong enough to lead to overturning as is evident at t/T = 0.182. To
put the spatial scale of these instabilities in perspective, the vertical scale of
figure 5.11 is the same as for figure 5.8, however the ratio of the horizontal
scale is 1:8.
Instability Packets
The observed instability packets do appear to interact with one another as
they overlap in space (figure 5.12). However, it is seen that the location of the
maximum perturbation energy does not simply track a particular instability
packet, instead it “jumps” (i.e. the location of the maximum perturbation
energy does not track smoothly through space) from one packet to another
predominantly in the direction of the large-scale mode-1 wave propagation.
The packets appear to be overlapping because there are distinct peaks of the
packets and certain packets begin to grow before others. The newly growing
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Figure 5.11: Successive snapshots of the Kelvin-Helmoholtz like instability
that evolves in the BBL under a model mode 1 internal tide for AR16st5Re5
with A0 = 10
−4. The blue dot in the figure marks the location where the
perturbation energy is at a maximum in the domain, and the black line marks
the contour Ri = 0.25 contour line.
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Figure 5.12: Snapshots of the Kelvin-Helmoholtz-like instability that develop
in distinct wave packets for AR16st5Re5 with A0 = 10
−4, a zoomed in frame
from figure fig:insta. The blue circles indicate two overlapping wave packets.
wave packets begin to overlap with previously existing wave packets. The
jumping indicates that the growth rate of the initially largest amplitude wave
packet must have become less than the growth rate of the currently largest
amplitude packet at some time t < tf , where tf is the time that the “jump”
occurred.
In figure 5.13, the Hovmo¨ller diagram of the contours of the perturbation
energy is plotted. The vertical location of the Hovmo¨ller diagram is chosen
so that it cross through the center of the first overturning billow in the
AR16st5Re5 simulation. The location of the maximum perturbation energy
as a function of time for the given height, z/H = 0.112, is marked. It can
be seen that the slope on the Hovmo¨ller diagram of the “jumping” pattern
follows the phase speed of the background wave. This slope is the general
pattern that the jumping of the maximum perturbation energy within the
flow follow on the time verse horizontal position diagram. The speed of
the maximum perturbation energy within a wave packet (i.e. tracks the
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wave packet) is much slower. Both the lines equal to the phase speed and
to the maximum velocity, U0, are plotted for reference in addition to the
Ri = {0.1, 0.25} contours.
Figure 5.13: The Hovmo¨ller diagram of the perturbation energy contour
is plotted at z/H = 0.0112 for AR16st5Re5 with A0 = 10
−4, the same
simulation as in figure 5.11. The dashed red line is the line with slope c = ω/k
and the solid line red line has slope U0 = stω/k. The red circles indicate
the maximum perturbation energy as a function of time at the given height.
Note only half of the horizontal domain is shown.
From Miles-Howard semi-circle theorem for unstable normal mode insta-
bilities of a homogeneous, inviscid, parallel shear flow, the instability phase
speed, c, is required to be within the range of the background flow [89]. These
are local instability arguments that can be used to give insight atleast locally,
as to how the instability will evolve. That is, if the background velocity U(z)
is bounded by Umin and Umax, then any unstable normal mode must have a
phase speed located within the semicircle centered at c = (Umax + Umin)/2,
ci = 0 with a radius, r = (Umax−Umin)/2)[44] (refer to section 2.0.2). There-
fore, a bound on the phase speed of the instability can be given as |c| < U0.
Wave that satisfy U0/C < 1, where C is the phase speed of the background
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wave, will then always have phase speed of the background wave that is
larger then the phase speed of the instability. Therefore, the instabilities will
always eventually be overcome by the background wave and will longer be in
a region where the Ri < 0.25. Recall that
U0
c0
=
stω
k
k
ω
= st, (5.17)
it can then be seen that if the steepness parameter is less than one then
the phase speed of the wave will always be greater then that of the shear
instabilities. Therefore, when the steepness of a wave increases the amount
of time that an instability can exist inside the region of low Ri also increases,
in addition to the increased shear and isopycnal spreading.
Instability time scale, Tw
To obtain an approximate time that the instability is in the low Richardson
number, we can start by using the approximation to the length of the low
Richardson number region given in section 5.1.1 coupled with the phase speed
of the background wave. The time that the instability is subject to low
Richardson numbers is then given by
Tw =
H · Lw
C
(5.18)
This is the amount of time that an instability that is not moving (i.e. c = 0)
and originated at the right most point of the low Richardson number region
will be subject to Richardson numbers below 1/4. Since the phase speed of
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the instabilities is not zero, the time that the instability has to grow may be
large than Tw. However, since the phase speed of the instabilities is typically
small compared to the phase speed of the background wave it is assumed
that Tw is a good approximation for the amount of time that the instability
will have to grow.
5.2.1 Spatial Structure of Instability Packet
Figure 5.14 shows an exploded view of the isodensity contours at time t/T =
0.182 in the region where the Kelvin-Helmholtz-like instabilities have over-
turned. It is observed that the isodensity contours have overturned to the
left in the direction of the shear at that height, which is consistent with the
picture of the horizontal velocity profile in figure 5.15. Closer to the bed the
isopycnal are tilting to the right, consistent with the picture that the sign of
the vertical shear at the bed is pointing in the opposite direction.
Figure 5.14: The isodensity contours are plotted for AR16st5Re5, A0 = 10
−4.
This snapshot corresponds to figure 5.11. The vertical line corresponds to
the horizontal velocity profile in figure 5.15.
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Figure 5.15: The unperturbed horizontal velocity profile is plotted at x/H =
3.6 for AR16st5Re5, at the time t/T = 0.182 , corresponding to the vertical
line in figure 5.14.
Spectra The horizontal velocity spectra is plotted in figure 5.16 at various
times to see how the changing background state affects the highest amplitude
wavelength. It is noted that there is not strictly one mode that grows, instead
there is a band of wave numbers with high growth rates. As time goes on not
only does the amplitude of the spectral peak increase, so does the spectral
width of the band, as it extends to higher and higher wave numbers. At
the same time the peak of the band also shifts to higher wave numbers.
Additionally it appears that resonant modes of the peak are also excited at
later times. The peak of the horizontal velocity spectra 15 < H/λ < 20,
matches well to the wavelength of the Kelvin-Helmhotz-like instability in
figure 5.14.
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Figure 5.16: Spectra of the horizontal perturbations are plotted at various
times for the AR16st5Re5 simulation. The black line is drawn in to indicate
how the peak of the spectral amplitude shifts to higher wave numbers as time
passes. At time t/T = 0.1263 resonant modes of the peak are excited.
Figure 5.17: Spectra of the horizontal perturbations are plotted at later times
then in figure 5.16 for the AR16st5Re5 simulation. At time t/T = 0.1500
most of the resonant modes become coalesced, by time t/T = 0.1974 all of
the peaks have coalesced including the largest initial peak.
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5.3 Linear Growth Rates
The perturbation energy growth rate is an important quantity to know, as
it determines how fast the perturbation will grow during the time that the
instability is in the region with low Ri. The growth rates will also allow for
comparison with future theoretical analysis. Consequently, the growth rate
will determine the absolute magnitude of the instability at the time, tf , given
an initial perturbation amplitude, E0. The perturbation energy growth rate,
σ, is defined as
Ep(t) = E0 exp (σt) (5.19)
where the growth rate and perturbation energy are both functions of time and
space (i.e. σ = σ(x, z, t)). Since we are interested in the most unstable part of
the wave field we can instead seek the growth rate of the largest amplitude
perturbation energy. This is done by tracking the instability packet that
has the largest perturbation energy within the time of the simulation. To
calculate the growth rate of the instability wave packet, the linear growth
phase just after the initial transient perturbation energy decay is computed.
The exponential least squares fit to E(t) is taken over a range that is most
linear and which is just after the initial energy decay and before the non-
linear phase. This choice is made to be most consistent across simulations.
The growth rates for a single set of parameters is calculated for varying
levels of the initial perturbation amplitude, A0. It is observed that the initial
amplitude of the perturbation does not significantly affect the growth rate,
at least in the initial linear growth phase. Therefore, the mean of the growth
rates computed for varying amplitudes can be used to represent the growth
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rate for a given set of wave parameters.
In figures 5.18, 5.19 ,5.20, 5.21 the maximum perturbation energy is plot-
ted as function of time for cases AR8st4Re5, AR8st5Re5, AR16st4Re5, and
AR8st4Re20 respectively. Note that the growth rate curves are normalized
by the period of the wave, T , and not the time, Tw, for which an instability
is subject to a Ri < 1/4. This was chosen since the relationship between
Tw and the period T is a simple linear relation, Tw = T · Lw/AR and this
scaling allows for a more direct comparison of the growth rate across steep-
ness parameters. The effect of Tw is taken into consideration in the next
section. In each of the perturbation energy time-series, there is only one
E(t) curves. However, more values of, A0, were tested. The values of A0
shown here represent the lowest initial amplitude perturbation that resulted
in overturning.
]
Figure 5.18: The energy growth as a function of nondimensional time at low
Re for AR = 8, st = 0.4. The non-dimensional growth rate is found by fitting
a line to the linear region of the perturbation energy curve. The growth rate
σT = 48.74.
Varying the steepness for the given set of parameters (i.e. AR = 8 and
Re = 5×104), figure 5.18 and 5.19, it is observed that increasing the steepness
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Figure 5.19: The energy growth as a function of nondimensional time at low
Re for AR = 8, st = 0.5. The non-dimensional growth rate is found by fitting
a line to the linear region of the perturbation energy curve. The growth rate
σT = 61.04.
results in an increase in the non-dimensional growth rate. Comparing figures
5.18 and 5.20, it is observed that for the same value of steepness and Reynolds
number that the non-dimensional growth rate increases when you double the
AR. Note that the period of the wave T increases when the AR increases.
Therefore, the non dimensional growth rates normalized by T for AR = 8 and
AR = 16 effects the non-dimensional growth rate. However this difference
in the normalization is taken care of in the follow section where the period
of the wave T is replaced by the time, Tw, that the instabilities are subject
to low Richardson numbers.Lastly, when varying the Reynolds number while
keeping the AR and st fixed by comparing figures 5.18 and 5.21. It can
be seen that when increasing the Re the non-dimensional growth rate also
increases.A summary of all of the parameter sets that were tested along with
the corresponding growth rates are shown in table 5.3.
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Figure 5.20: The energy growth as a function of nondimensional time at
low Re for AR = 16, st = 0.4. The non-dimensional growth rate is found
by fitting a line to the linear region of the perturbation energy curve. The
growth rate σT = 61.04.
Table 5.3: Growth Rates
Simulation σT σTw Ac
AR8st2Re5 8.93 2.97 No overturn
AR8st3Re5 19.45 8.00 No overturn
AR8st4Re5 48.74 22.43 4.4× 10−6
AR8st5Re5 61.04 30.20 1.1× 10−7
AR8st1Re20 1.50 0.44 No Overturn
AR8st2Re20 34.27 14.46 No Overturn
AR8st3Re20 52.12 25.10 6.5× 10−8
AR8st4Re20 123.56 63.94 5.85× 10−10
AR16st1Re5 6.54 1.23 No Overturn
AR16st2Re5 13.18 3.69 No Overturn
AR16st3Re5 45.72 16.46 2.6× 10−3
AR16st4Re5 66.12 27.13 1.1× 10−5
AR16st5Re5 95.16 42.93 5.5× 10−8
5.4 Stability Boundary
Similar to the discussion of instabilities in internal solitary waves dicussed by
Barad & Fringer and progressive interfacial waves discussed by Troy & Koseff
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Figure 5.21: The energy growth as a function of nondimensional time at
high Re for AR = 8, st = 0.4. The non-dimensional growth rate is found
by fitting a line to the linear region of the perturbation energy curve. The
growth rate σT = 123.56.
in sections 1.3.1 and 1.3.1respectively, it is assumed that the non-dimensional
growth rate is a function of the non-dimensional parameters that describe the
problem,
σTw = F (AR, st, Re). (5.20)
Since, the bulk Richardson number, given in equation (5.16), can be ex-
pressed in terms of the other three parameters and is linearly proportional
to both the AR and Re, we can replace the st in the functional dependence
with the Richardson number as
σTw = F (AR,Ri,Re). (5.21)
A model to describe the growth rate as a function of the bulk wave parameters
can be determine. In order to determine how the non-dimensional growth
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Figure 5.22: Non-dimensional perturbation growth rate as a function of the
bulk Richardson number is plotted while keeping the Reynolds number and
aspect ratios constant. The average of these slopes is used to find the expo-
nent of the model. It is found that σTw ∝ Ri−1a .
rate scales with respect to each non-dimensional parameter we model
σTw ∝ Rin0 ,
σTw ∝ ARn1 ,
σTw ∝ Ren2 ,
(5.22)
where n0, n1 and n2 are each constant scaling exponents over the range of
parameters. This model is chosen since when the data is plotted on a log-
log plot, the data lines up approximately linearly. The scaling exponents
are then found by varying the parameter for which the exponent is to be
found, while fixing the other parameters and observing how the growth rate
is effected. It was found that
σTw ∝ Ri−1a , (5.23)
which can be seen in figure 5.22.
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Figure 5.23: Non-dimensional perturbation growth rate as a function of the
bulk aspect ratio is plotted while keeping the Reynolds number and the
steepness constant. The average of these slopes is used to find the exponent
of the model. It is found that σTw ∝ AR0.6.
When varying the AR (figure 5.23) while keeping the other parameters
the same, it was found that
σTw ∝ AR0.6. (5.24)
Similarly it was found that
σTw ∝ Re0.92, (5.25)
as can be seen in figure 5.24. It then follows that to leading order
σTw ∝ Ri−1a AR1.6Re−0.08 = (1− st)st−2AR0.6Re0.92. (5.26)
In figure 5.25 the non-dimensional growth rate is plotted as a function of the
non-dimensional wave parameters as described in equation (5.26). The best
fit line, with R2 = 0.9763, is then plotted. The model for the data is given as
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Figure 5.24: Non-dimensional perturbation growth rate as a function of the
bulk Reynolds number is plotted while keeping the steepness and the aspect
ratios constant. The average of these slopes is used to find the exponent of
the model. It is found that σTw ∝ Re0.92. The horizontal black line marks
the location where σTw = 15, all simulations that had growth rates above
this value produced overturning for some value of A0 while all simulations
with growth rates below this value did not produce any overturing.
σTw = 4.76·10−4 ·Ri−1a AR1.6Re−0.08+0.29. The model written in terms of the
steepness parameter is given as σTw = 4.76 · 10−4 · (1− st)st−2AR0.6Re0.92 +
0.29.
Wave with non-dimensional growth rates less than σTw = 15 are shown to
not exhibit isopycnal overturning for any value of A0 tested. This indicates
that these waves are stable. Above σTw = 15, instabilities are able to grow
to a point where instability is possible for atleast some initial perturbation
amplitude. Therefore, there exist a stability boundary at σTw = 15, this
value is marked by a horizontal black line in figure 5.25. This result does not
match the exact results of Troy & Koeseff[98] who studied long internal inter-
facial waves, and Fringer & Street[26] who studies moderate length internal
interfacial waves,and Sadek[76] who studies the boundary layer instabilities
under a long solitary wave.In each of these studies, it was shown that in order
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Figure 5.25: Non-dimensional perturbation growth rate as a function of the
non-dimensional parameters of the wave, σTw ∝ Ri−1AR1.6Re−0.08, using the
bulk Richardson number computed in the wave field. The model for the data
is given as σTw = 4.76 · 10−4 ·Ri−1a AR1.6Re−0.08 + 0.29. The horizontal black
line marks the location where σTw = 15, above this valye the simulations
produced overturning while simulations with growth rates below this value
did not.
for the unsteady shear flow under investigation to become unstable σTw > 5.
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Chapter 6
Discussion
The results presented in this thesis are for an idealized model mode-1 internal
wave propagating in a horizontal wave guide. In the ocean, however, this
is never the case; there are always many additional complications such as
sloping bottoms and roughness at the bed, in addition to abyssal hills and
larger scale topography. There are also non-negligible background turbulence
levels, higher mode waves, and background currents that may distort this
picture. However, these results may be able to guide further research by
indicating the wave phase where near-bottom instabilities are most likely to
occur under a mode-1 wave. The bulk wave parameters can also be used to
determine if there is potential for instability due to the interaction of the
mode-1 internal wave with the bed. The Reynolds numbers in the ocean
are typically larger than those computationally accessible. Therefore, low
mode internal waves with lower steepness may be more prone to instability.
Additionally, the aspect ratio of low mode internal waves in the ocean is also
much larger than was tested here. For example, low mode internal wave with
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aspect ratios larger than 30 are typically generated at the Aleutian ridge[16].
The larger aspect ratios are also more unstable since the amount of time that
instabilities can develop near the bed in the along wave direction is extended.
Therefore, in the open ocean, lower steepness internal wave may be more
unstable due to higher Reynolds numbers and increased aspect ratios. When
the low mode waves propagate into shallow seas the steepness level can be
much higher, at the north east shelf edge of New Zealand, Sharples et. al [82]
measured internal tides having mid-water column peak-to-trough amplitude
typically 40 m, reaching as much as 70 m, almost 50% of the local water
depth. Since, it has been shown that low mode internal waves have higher
isopycnal displacements closer to the bed as the steepness is increased, these
wave may have even higher steepness then were tested in this study.
In the past work on stability of internal solitary wave induced BBL, there
are several key differences from the boundary layer of the mode-1 internal
waves. That is the the internal solitary wave boundary layers, as discussed
by Diamessis & Redekopp [19] creates a separation bubble that proceeds to
destabilize. The instability is characterized by elevated levels of bottom shear
stress and a periodic shedding of coherent vortex structures. This shedding
process leaves a vortex wake behind the wave, in a wave following reference
frame, where there is no interaction with the BBL of a trailing wave. Con-
versely, in the problem of the mode-1 wave BBL, any instability is constantly
effected by the wave induced BBL. Additionally, there is no stratification at
the bed to suppress instabilities that may be generated there so this type
of wave BBL may be more susceptible to instability. The instabilities that
develop in the boundary layer of a mode-1 internal wave have much different
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characteristics. There is no creation of a separation bubble in the BBL of
the mode-1 internal wave, the boundary layer may separate but does not
re-attach. The instability triggered by finite amplitude perturbations gener-
ates instability packets that evolve into a train of billows that progressively
moves away from the bed as they develop. The instability packets are con-
tinuously influenced by the background wave, changing both the phase speed
of the instability as well as the growth rate. At some point the instability
is suppressed by the existence of increased stratification due to compressed
isodensity surfaces induced by the wave at the trough. The internal soli-
tary wave has a two layer stratification, therefore the bottom boundary in
unstratified and there is no stratification to suppress instabilities.
Since the mode-1 wave is periodic, residual perturbation energy left af-
ter a full wave period, may be larger than the initial perturbation which
may then be able to lead to additional instability. Additionally, the picture
may be changed if the simulations were continuously perturbed. Continu-
ous perturbation of the boundary layer may actually be more realistic in the
ocean where roughness elements are continuously affecting the flow. This
continuous perturbation may additionally lower the threshold of the critical
perturbation amplitude and potentially even modify the stability criterion.
Three dimensional simulations of this instability mechanism may addi-
tionally be able to further elucidate the correct parameterization of the low
mode internal waves bottom drag. Here it has been shown that boundary
shear instability is a probable mechanism for low mode internal wave dissi-
pation in the ocean. Further studies to quantify the amount of dissipation
caused by these instabilities and turbulence are required. Additionally, it has
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been shown that there is a spatial intermittency of the instability and that
the instabilities, at least in the two dimensional case, propagate away from
the bed. Since it has been shown that the spatial distribution in vertical
direction, as well as the horizontal, of the dissipation is important in the
parameterization of the low mode energy dissipation in GCMs[61], further
research is required to correctly parameterize distribution of the dissipation
caused by the non-trivial evolution of this instability.
Internal wave packets are generated by the instabilities outside of the
low Richardson number region where the instability packets can no longer
grow. The low Richardson number region essentially acts as an instability
wave-guide, a region in space where instabilities can grow and propagate.
The instabilities are able to freely propagate in the low Ri region, however as
the move into a region where Ri is above the critical value, Ri > 0.25, then
instabilities cannot exist there and wave packets are generated and propagate
away from the BBL.
Further investigation is required to examine that amount of energy that
is radiated away from the boundary as high mode internal wave packets.
These wave packets can then dissipate energy further away from the bound-
ary. This energy radiation may also be important to parameterize in GCMs.
Additionally, internal wave packets are generated even before overturning oc-
curs so energy can be radiated away from the bottom and dissipated without
overturning billows.
Shear stress at the bottom may be able to resuspend and lift sediment
[91]. It was observed by Cheriton et. al. [15] that near-bed vertical ve-
locities capable of lifting particulates high into the water column and that
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once suspended, particulate matter was transported shoreward. Therefore it
is also necessary to compute the shear stress that is generated at the bed.
If the shear stress generated by the instabilities is strong enough to lead to
resuspension, the internal tidal currents can then transport the suspended
particulate. The instabilities observed in the study occur at the leading edge
of the crest of the wave. The currents that suspended particulate would be
exposed to would then be in the direction of the wave propagation. Therefore
internal waves propagating towards the coast will carry particulate toward
the coast. This can have significant impact on shelf development and ecolog-
ical systems that may rely on nutrients supplied from the deep ocean.
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Chapter 7
Conclusions
The structure of the bottom boundary layer under a model mode-1 internal
wave in a horizontal wave guide is described. The non-dimensional param-
eters that fully characterize the wave are the steepness, aspect ratio, and
the Reynolds number. It is shown that the region of maximum shear (i.e.
inflection point of the vertical derivative of the horizontal velocity) is off set
from the crest and troughs of the wave and that the horizontal phase shift
of the maximum shear is a function of vertical position. Additionally, it is
shown that the region of low Richardson number ahead of both the crest and
trough have significantly different lengths. The length of these regions are
defined as the length of the line that tracks the inflection point, of the in
the vertical profiles of the horizontal velocity field, that is within a region
where the Richardson number is below the critical vale of Ricr = 0.25. The
difference in the length of the high shear region is attributed to the break-
ing of the asymmetry of the boundary layer by the difference in the vertical
pressure gradient at the two location. The region of high shear ahead of the
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crest of the wave is shown to be significantly longer than the region ahead of
the trough. The difference in length is significant because the length of this
high shear region is directly related to the amount of time that an instability
will be in a region where the Ri < 1/4.
In addition to the longer region of high shear ahead of the crest, the
crest of the wave also creates lifted and separated isopycnals. The spreading
of the isopycnals essentially decreases the local stratification, reducing the
stabilizing effect of that stratification locally. The reduced stratification and
the high shear conspire to create a long region of low Ri that extends high
into the water column. The region of low Ri acts as an instability wave-guide
where the instabilities are able to grow and propagate.
It was found that the magnitude of the Richardson number in these re-
gions was also significantly different. The magnitude of the Richardson num-
ber in the region ahead of the crest was much lower that the Richardson
number in the region ahead of the trough. This was quantified using the
normalization Richardson number defined in section 5.1.1. The magnitude
of the growth rate is directly related to the magnitude of the Richardson
number, therefore the region infront of the crest was much more prone to
instability due to the lower value of Ri.
The instabilities exist as individual instability wave packets. As time
passes the instability packet with the largest perturbation energy is not the
same. The manner in which one instability packet begins to have higher
perturbation energy then the previously highest perturbation energy packet
is attributed to the fact that the background wave phase speed is larger
than the phase speed of the packet. The difference in the phase speed of
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the highest growth rate region compared to the phase speed of the wave
causes the region a maximum perturbation energy to “jump” from one wave
packet to another in the direction of the phase speed. The growth rate at the
center of each wave packets is different due to to the spatially and temporally
varying nature of the background flow.In order to calculate the growth rate
of the instability packet that has the largest perturbation amplitude within
the time of the simulation, that packet is tracked through time to calculate
the time series of the perturbation energy at the center of that packet.
A bulk Richardson number for a model mode-1 internal wave propagating
in a horizontal wave guide has been defined. It is shown that the bulk
Richardson number can be written in terms of the three non-dimensional
parameters that describe the flow; steepness, aspect ratio, and Reynolds
number. The bulk Richardson number is then used to collapse the non-
dimensional growth rates of all of the simulations. It is thus shown that
the non-dimensional growth rate can be written as a function of the non-
dimensional wave parameters. The stability boundary is shown to exist at
σTw = 15, below this value no overturning is observed regardless of the initial
perturbation amplitude. Where σ is the growth rate of the instability and Tw
is the time that the instability is subject to Richardson numbers below the
1/4. Above the stability boundary it is shown that there exists some critical
perturbation amplitude that causes overturning in the boundary layer, while
below this level there is no initial perturbation that causes overturning.
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7.1 Future Work
The mode-1 internal wave BBL has been studied over a range of the non-
dimensional parameters. However, it would be instructive to test additionally
values of the parameters in order to see if the model for the non-dimensional
growth rate hold. Additionally, it would be beneficial to see if the value of
the critical non-dimensional growth rate also holds over a larger range of
wave parameters.
The windowing function used in order to focus the initial perturbation
near the bed is Gaussian in the vertical. Different windowing functions for
the initial noise field should be tested in order to see if the windowing func-
tion affects the results. Initial tests have shown that the structure of the
windowing function does not qualitatively affect the structure of the insta-
bilities that develop. However, the shape of the windowing function may
change the amplitude of the initial perturbation that is subject to the largest
growth rates in the flow.
Wave packets are observed to radiate away from the bed. The energy
that is radiate away as high mode wave packets may be capable of trans-
porting a non negligible amount of perturbation energy high into the water
column where it will eventually be dissipated. Since the vertical distribution
of dissipation is important for GCMs, it may be important to quantify the
amount of energy transported away as wave packets.
Lastly, we will allow the instabilities to evolve in three dimensions. In
a two dimension simulation, the instabilities are confined, however when
allowed to develop in three dimensions, additional instability modes may
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cause the billows that develop to break down to turbulence. This may change
how the billows evolve as they propagate upwards away from the bed.
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Appendix A
Theory: Method of Vertical
Modes
Waves in the ocean are naturally confined in the vertical by its’ boundaries,
the sea floor acts as an impermeable no slip boundary and the oceans surface
is a deform able free slip boundary. These boundaries can be thought of
as a wave-guide, restricting the wave motions in the vertical, causing the
internal waves to have the characteristic of a standing wave in the vertical
and propagating in the horizontal. If we approximate the sea surface as a
free- slip rigid lid and the sea floor as a free-slip flat plate then we can us
the method of vertical modes. The method of vertical modes requires the
vertical boundaries to be horizontal, to find internal wave solutions to the
Navier-Stokes equations. From the Navier-Stokes equations we can derive a
single equation with one unknown, which is shown in Gerekema’s notes [37].
∂2
∂t2
∇2w + (−→f · ∇)2w +N2∇hw = 0 (A.1)
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Where
−→
f = (0, f , f) is the Coriolis parameter which we assume to be zero
in this study. This assumption renders the horizontal plane isotropic, in the
sense that the direction of wave propagation becomes immaterial and their
is no Coriolis force on the wave. We then seek solutions of the form
w = W (z)exp{i(kx− ωt)} (A.2)
We take ω to be positive and substitute our solution into equation (A.1),
resulting in an ordinary differential equation for W.
W
′′
+ k2
N2(z)− ω2
ω2
W = 0 (A.3)
Since k in the equation appears only as a squared quantity, solutions can
exist with either a positive or negative k indicating a leftward or rightward
propagating wave respectively. Without losing generality, we can than as-
sume k to be a positive quantity. The boundary conditions we consider as
described previously are a rigid lid and a horizontal bottom boundary which
can be expressed mathematically as follows:
W = 0 at z = 0, H (A.4)
Where z = 0 and z = H are the bottom and top boundaries respec-
tively. Equation (A.3) together with the boundary conditions form a Sturm-
Liouville problem, which for a fixed frequency ω, has an infinite number of
solutions Wn, which are the eigenfunctions or vertical modes, with corre-
sponding eigenvalues kn. From the solutions Wn it is then possible to find
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the solutions for the horizontal velocity and density perturbation field given
an initial arbitrary stratification. For a two dimensional field we can simply
solve for the horizontal velocity field using the continuity equation and the
density field through the density equation.
The general solution of w consists of the superposition
w =
∑
n
Wn(z)[a
±
n exp[i(k
±
n x− ωt)]], (A.5)
where an is an arbitrary complex constant. The dispersion relation for these
waves can be expressed as
m2(z) = k2
N2(z)− ω2
ω2 − f 2 . (A.6)
Solutions can exhibit two types of behavior depending on the sign of m2.
Oscillatory in those parts of the water column where m is real, i.e. m2(z) ≥ 0
and exponential-like decay when, m2(z) < 0, where the wave amplitude
decreases rapidly outside of the wave-guide. It then follows that for internal
waves of a give frequency to exist, one of the inequalities in equation (A.7)
must be satisfied inside the wave-guide and will decay exponentially outside
of this region.
N(z) ≤ ω ≤ |f | or |f | ≤ ω ≤ N(z) (A.7)
Since internal tides are generated at frequencies identical to those of the
barotropic tides (M2, S2, O1, K1, etc.), internal tides of diurnal frequency can
only propagate freely equatorward of about±30 deg latitude, but semidiurnal
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tides can propagate freely throughout most of the ocean, as ωM2 = ‖f‖ at
±74.5 deg latitude [90] and ω is typically much less than N2.
For low mode internal tides which inherently have low-frequencies, the
hydrostatic approximation is often appropriate, meaning that the vertical
acceleration of ∂w/∂t can be neglected. This amounts to assuming that
N >> ω, meaning that we can rewrite the Sturm-Liouville problem equation
(A.3) as
W ′′ + k
2
N2(z)W = 0 (A.8)
with k = k/(ω2 − f 2)1/2. The hydrostatic approximation thus brings about
a considerable simplification, that the vertical structure of the modes Wn no
longer depends on the wave frequency ω. Making an additional simplification,
that the stratification is uniform i.e. N = constant. Now in order to solve for
our wave field we must resolve the eigenvalues kn and the vertical structure
of the modes Wn. we can now write equation (A.3) as
W ′′ +m2W = 0, (A.9)
where m, defined in the dispersion relation is now independent of z and real
since we are looking for wave-like solutions. The general solutions can then
we written as
W = C1 sinmz + C2 cosmz (A.10)
applying the boundary conditions it can be shown that C1 = an is an arbi-
143
trary constant, C2 = 0, and sinmz = 0. The solution is then given by
mn = ±npi
H
for n = 1, 2, 3, ...
From the dispersion relation, we can then write the eigenvalues as
kn = mn(
ω2 − f 2
N2 − ω2 )
1/2 for n = 1, 2, 3, ...
For a given frequency ω, there are then an infinite number of eigenvalues kn,
which are the horizontal wave numbers. Thus, if we set the wave number k
and mode number n as the independent variables we can rewrite the disper-
sion relation to express the frequency as a function of known and independent
variables.
ω2 =
N2k2 + f 2m2
k2 +m2
(A.11)
The horizontal group velocity can then be found by differentiating, cg =
dω/dk,
cg = ± 1
m
(ω2 − f 2)1/2(N2 − ω2)3/2
ω(N2 − f 2) . (A.12)
If k is positive we have a rightward propagating wave and when k is negative
there is a leftward propagating wave. The group velocity cg indicates how
fast the wave energy travels and the phase horizontal phase speed c, how
fast the wave’s crests and troughs travel, where c = ω/k. If f = 0 as
in this experiment, long waves become dispersionless, having a group and
phase speed c0 = N/m. Finally writing down the wave field for an arbitrary
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number of modes
Un = −
∑
n
an
mn
kn
cos (mnz) sin (knx− ωnt),
Wn =
∑
n
an sin (mnz) cos (knx− ωnt),
ρ′n = −
∑
n
an
ωn
N20
ρ0
g
sin (mnz) sin (knx− ωnt),
Pn = −
∑
n
ρ0anωn
mn
k2n
cos (mnz) sin (knx− ωnt).
Finally, it is important to consider how the isopycnals are displaced by the
wave. By letting the isopycnals that lie at depth z0 at a state of rest be
described by
z = z0 + ζ(x, z0, t). (A.13)
Then
w(x, z, t) =
∂ζ
∂t
(x, z0, t) + u(x, z, t)
∂ζ
∂t
. (A.14)
Making a Taylor expansion about z = z0 and neglecting the nonlinear terms
gives
w(x, z0, t) =
∂ζ
∂t
(x, z0, t). (A.15)
Therefore the solution for ζ is
ζ(x, z, t) = −
∑
n
an
ωn
sin(m(z − ζ))sin(knx− ωt). (A.16)
Appendix B
Isopycnal Slope
In addition to the steepness parameter, defined simply using the bulk wave
parameters, the directly related quantity of isopycnal slope can also be ex-
amined. The isopycnal slope is computed by differentiating equation (3.12),
with respect to the horizontal,
∂ζ
∂x
= −Aζk sin (m(z − ζ)) cos (kx− ωt)−Aζm∂ζ
∂x
cos (m(z − ζ)) sin (kx− ωt),
(B.1)
substituting for compactness
u = m(z − ζ),
v = kx− ωt,
(B.2)
and solving for the slope, the partial differential equation (B.1) becomes
∂ζ
∂x
= − Aζk cos v sinu
1 + Aζm sin v cosu
. (B.3)
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The maximum wave slope, α = max[∂ζ/∂x], can then be found by comput-
ing the gradient of the wave slope in equation (B.3) and setting it to zero.
Although, it is a non-trivial task to compute the gradient of this function
there are a few things that can be learned about the location and magnitude
of the maximum slope.
The maximum slope will occur if Aζm = 1; this will cause the denomina-
tor to be zero at a point meaning that there is an infinite slope (i.e. a region
of static instability). It can also be seen that if Aζm is small the numerator
will dictate the magnitude of the maximum slope, α ≈ Aζk, and will be
located at approximately mid depth, x = H/2.
For the range of steepness that are of interest, 0.1 ≤ st ≤ 0.5, the maxi-
mum slope is a balance between minimizing the denominator and maximizing
the numerator. If we rewrite the slope of the wave as
∂ζ
∂x
= −st2/AR cos v sinu
1 + st sin v cosu
, (B.4)
it can be seen that for small aspect ratios the numerator is dominant, whereas
for large steepness level the denominator becomes more important. Looking
at the vertical location of the maximum slope it can be seen that increasing
the value of the steepness parameter causes the location of the maximum
slope to approach the boundaries. Since the local isopycnal slope directly
relates to the local buoyancy frequency it can be seen that as the steepness is
increased the local buoyancy frequency near the bed is decreased, essentially
reducing the local Richardson number near the bed. The decreased stratifi-
cation near the bed coupled with high shear created by the boundary layer
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structure is a likely indicator for the potential of instability.
In order to examine more quantitatively how the magnitude and structure
of this function change with wave parameters we will choose a horizontal
location to examine. For simplicity, let us choose a horizontal location, xk =
3pi/4. This location is chosen because it is the region of maximum wall shear
stress found from the linear boundary layer approximation for oscillatory
laminar boundary layers[11].The equation for the isopycnal slope at the given
horizontal location is then given by,
g = −
√
2stAR sinu
1 +
√
2
2
st cosu
. (B.5)
Differentiating g with respect to z and setting it equal zero to find the
maximum slope at the given horizontal location:
∂g
∂z
= −stk cos (mz) + 1/2st2k cos2 (mz) + 1/2st2k sin2 (mz), (B.6)
simplifying the equation, it becomes
0 = − cos (mz) + 1/2st. (B.7)
From this it it can be seen that as the steepness is increased the location of
the maximum slope is pushed towards the bed. The vertical location of the
maximum slope is at z = 1/m cos−1(1/2st).
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Appendix C
Boundary Layer Approximation
The bottom boundary layer under a mode 1 wave propagating in a horizontal
wave guide has the interesting characteristic that regions of maximum shear
do not correspond to the crests and troughs of the wave (i.e. regions of
maximum velocity). This is similar to the oscillatory boundary layers, which
do not have horizontal dependence [48][65] [11], with a free stream velocity
that is sinusoidal in time. It is observed that the maximum velocity lags 45◦
behind the max wall shear stress and to the oscillatory boundary layer that
is sinusoidal in space and time [96]. To show why this occurs, the laminar
boundary layer approximation can be found for the mode-1 wave.
The boundary layer approximation for a mode-1 wave propagating in a
horizontal wave guide is derived using the linearized momentum equations
and the continuity equation.Recall the mode-1 internal wave solution for a
wave propagating in a horizontal wave guide is given in equation (C.1). In
this derivation the full velocity field will be denoted using U = (U,W ), which
is assumed to be composed of the background velocity field u = (u,w) and
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a velocity deficit, Ud = (Ud,Wd), which is induced by the nonslip boundary
condition at the bed. The boundary layer approximation applied here as-
sumes that the density perturbation near the bed, i.e. z < 5δ, is negligible.
Therefore when solving for Ud, the density equation is not considered and
the force of gravity is neglected.
u(x, z, t) = −am
k
cos (mz) sin (kx− ωt)
w(x, z, t) = a sin (mz) cos (kx− ωt)
ρ′(x, z, t) = − a
ω
N20
ρ0
g
sin (mz) sin (kx− ωt)
(C.1)
The equations of motion are
∂U
∂t
= − 1
ρ0
∇p+ ν∇2U, (C.2)
∇ ·U = 0, (C.3)
where p is the pressure, ν is the viscosity, and ρ0 is the reference density.
The horizontal momentum equation is then given as
∂U
∂t
= − 1
ρ0
∂p
∂x
+ ν
∂2U
∂z2
+ ν
∂2U
∂x2
. (C.4)
The term ν ∂
2U
∂x2
is O(νk2U) which is small compared to the other terms and
can therefor be neglected. Additionally, far away from the boundary the
velocity deficit goes to zero and the viscous terms become negligible and the
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equation becomes
∂u
∂t
= − 1
ρ0
∂p
∂x
. (C.5)
The pressure term can then be eliminated in equation (C.4)
∂U
∂t
=
∂u
∂t
+ ν
∂2U
∂z2
, (C.6)
equivalently
∂
∂t
(U − u) = ν ∂
2
∂z2
(u− Ud). (C.7)
Since the viscous term is negligible for the wave component u, the equation
can then be simplified to an equation in only the velocity deficit,
∂Ud
∂t
= ν
∂2Ud
∂z2
. (C.8)
The boundary conditions are
Ud =

−u = −U0 cos (mz) sin (kx− ωt) for z = 0
0 for z →∞
,
where U0 = −am/k. Conversely the boundary conditions can be written in
terms of U as
U =

0 for z = 0
u = U0 cos (mz) sin (kx− ωt) for z →∞
.
152 APPENDIX C. BOUNDARY LAYER APPROXIMATION
The solution to the partial differential equation is then
Ud = −U0 exp (−δ−1z) sin (kx− ωt− δ−1z). (C.9)
Where δ is the stokes boundary layer thickness
δ =
√
2ν
ω
. (C.10)
The horizontal velocity field, U , is then written as
U = U0[cos (mz) sin (kx− ωt)− exp (−δ−1z) sin (kx− ωt− δ−1z)]. (C.11)
From the continuity equation, the vertical velocity deficit can then be ob-
tained,
∂Ud
∂x
− ∂Wd
∂z
= 0. (C.12)
The vertical velocity deficit is then given by
Wd = U0k
δ
2
exp (−δ−1z)(sin (kx− ωt− δ−1z)− cos (kx− ωt− δ−1z)),
(C.13)
and the total vertical velocity is
W = a[sin (mz) cos (kx− ωt)+
mδ
2
exp (−δ−1z)(sin (kx− ωt− δ−1z)− cos (kx− ωt− δ−1z))]. (C.14)
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Figure C.1: An example of the BBL structure using the horizontal velocity
field from the simulation for AR = 8 , st = 0.3, Re = 5× 104
Figure C.2: An example of the flow field using the approximate velocity
deficit to find the structure of the BBL for an AR = 8 , st = 0.3, Re = 5×104
This is a simple approximation that neglects the non-linear terms as well
as the effect of the density perturbations, and therefore does not fully cap-
ture all of the aspects of the true boundary layer that develops in the two
dimensional fully non-linear non-hydrostatic problem.However, it does give
a pretty accurate approximation that gives insight as to how the bound-
ary layer develops this particular structure. Particularly that the maximum
shear is phase shifted from the maximum velocity. In order to compare qual-
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itatively how well the boundary layer approximation approximates the BBL
under the mode-1 internal wave, both the velocity and shear are plotted for
both the approximation and the true simulated boundary layer in figures .
Figure C.3: An example of the BBL structure using the vertical derivative
of the horizontal velocity field from the simulation for AR = 8 , st = 0.3,
Re = 5× 104
Figure C.4: An example of the flow field using the vertical derivative of
the horizontal velocity from the approximate velocity field for an AR = 8 ,
st = 0.3, Re = 5× 104
Appendix D
Noise Generation
The noise is generated by building a random noise field over a uniform grid
in both direction. Then the two-dimensional Fourier transform of the field is
scaled by k−1. Then inverse Fourier transform of the field is then taken and
a Gaussian window is used in the vertical so that the noise is focused near
the bed. The Gaussian window is given by
g(z) = A× exp[−(z − 2δ)
2
1
2
δ2
], (D.1)
where δ is the boundary layer thickness of oscillatory flow defined as
δ = 2pi
√
2ν
ω
. (D.2)
This window is chosen so that the maximum perturbation is at the height of
the boundary layer and that it goes to zero at the boundaries. This allows for
the perturbation to be compatible with the boundary conditions as well as be
focused in the high shear regions where instabilities are likely while minimally
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affecting the rest of the background flow. Once the noise is windowed near
the bed, the noise is projected onto a divergence free basis. This makes the
noise divergence free so that the noise is compatible with the method.
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