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Re´sume´ – L’approximation line´aire des signaux est d’usage courant et le meilleur exemple est celui des de´veloppements de
Fourier. Toutefois la meilleure approximation d’un signal en fonction d’autres signaux n’a aucune raison d’eˆtre line´aire. Utilisant
le crite`re de l’erreur quadratique on pose le proble`me et on en donne la solution ge´ne´rale. L’examen de quelques exemples permet
d’e´valuer l’avantage de la me´thode par rapport a` celle line´aire. Ces re´sultats sont applique´s dans le cas de signaux complexes et
l’on retrouve dans le contexte de´terministe les concepts de circularite´ introduits pour les variables ale´atoires complexes.
Abstract – Linear approximation of signals is commonly used in Signal Processing and the best example is the Fourier
expansion. However there is no reason for the approximation of a signal in terms of other signals to be linear. By using the
criterion of mean square error the problem is stated and solved. The advantage of the non-linear procedure with respect to the
linear one is analyzed by calculating the approximation error. Some extensions to the case of complex signals are presented,
which introduces in a deterministic context the ideas of circularity known for random signals.
1 Introduction
L’approximation line´aire de signaux de´terministes est
courante en traitement du signal et le meilleur exemple
est celui des se´ries de Fourier. Soit un signal y(t) et une
suite de N signaux xn(t) tous a` support borne´ sur un
intervalle ∆T que l’on peut prendre sans restreindre la
ge´ne´ralite´ e´gal a` [0, 1]. Il est courant de remplacer y(t)
par une approximation du type yˆ(t) =
∑N
n=1 cnxn(t), les
coeﬃcients cn e´tant de´termine´s en minimisant une cer-
taine erreur. L’inte´reˆt principal de ce de´veloppement est
de remplacer un signal a` temps continu y(t) par une suite
de nombres cn fournissant approximativement la meˆme in-
formation. Cela permet d’appliquer aux signaux toutes les
me´thodes bien connues d’alge`bre line´aire et ce de´veloppe-
ment est encore plus inte´ressant quand les xn(t) sont fonc-
tions propres de certains ope´rateurs line´aires particulie`re-
ment importants. C’est le cas des se´ries de Fourier utilisant
les fonctions propres du ﬁltrage line´aire.
Toutefois il n’y a en principe aucune raison de se li-
miter a` une approximation line´aire. On peut alors poser
le proble`me sous la forme suivante. Soit S l’ensemble des
signaux pouvant se mettre sous la forme s(t) = S[x(t)],
ou` S repre´sente l’action d’un syste`me soumis simplement
a` quelques conditions d’existence et x(t) le vecteur de
composantes xk(t). Il s’agit alors de trouver au moins un
e´le´ment de S de´nomme´ yˆ(t) et minimisant un crite`re d’er-










Il n’y a e´videmment aucune raison pour que la solution,
si elle existe, soit line´aire et le but de cet expose´ consiste
a` re´soudre ce proble`me et a` en tirer un certain nombre de
conse´quences.
2 The´orie ge´ne´rale
Il est diﬃcile d’obtenir directement une expression ex-
plicite du re´sultat. Toutefois on peut eˆtre guide´ dans cette
taˆche par une analogie avec le proble`me similaire de l’es-
timation en moyenne quadratique (EMQ) rencontre´ en
traitement statistique du signal et consistant a` estimer
une variable ale´atoire (VA) Y (ω) re´elle en fonction de N
autres VA Xn(ω). Il s’agit alors de trouver une VA Yˆ fonc-
tion des Xn(ω) minimisant l’erreur quadratique E[(Y −
Yˆ )2]. La solution est connue et l’expression explicite de
Yˆ est l’espe´rance conditionnelle EY [Y |{xn}] e´galement
de´nomme´e re´gression r({xn}). Celle-ci n’a aucune raison
d’eˆtre line´aire par rapport aux xn et se de´duit de la dis-
tribution de probabilite´ conjointe des Xn et de Y [1].
Partant de cette analogie on peut obtenir l’expression
explicite de la solution du proble`me pose´. Soit en eﬀet
T une VA uniforme´ment re´partie dans [0, 1]. On peut
alors introduire les VA Xn = xn(T ) et Y = y(T ) et
l’erreur (1) est alors la valeur moyenne E[y(T ) − yˆ(T )]2.
On est donc ramene´ au proble`me de l’EMQ dont la solu-
tion est alors l’espe´rance conditionnelle. Pour la calculer il
faut connaˆıtre la distribution de probabilite´ conjointe de
Xn = xn(T ) et Y = y(T ) qui se de´duit e´videmment de
la distribution uniforme de T . Pour eﬀectuer le calcul le
plus simple consiste a` utiliser la fonction caracte´ristique




exp{j[uTx(t) + vy(t)]}dt. (2)
Par une transformation de Fourier qui peut eˆtre plus ou
moins complique´e selon les cas on obtient la densite´ de
probabilite´ (ddp) conjointe p(x, y) qui permet d’obtenir
l’espe´rance conditionnelle qui vaut EY [Y |x] =
∫
yp(y|x)dy,
avec p(y|x) = p(x, y)/pX(x) et pX(x) =
∫
p(x, y)dy. Il en
re´sulte que la meilleure approximation au sens de l’erreur
quadratique (1) de y(t) en fonction de x(t) vaut





Cette expression n’a aucune raison d’eˆtre line´aire en x(t).
Notons par ailleurs que son de´nominateur est la ddp pX(x)
du vecteur ale´atoire x(T ).
L’erreur (1) peut eˆtre conside´re´e comme une distance, ce
qui introduit une interpre´tation ge´ome´trique du proble`me :
yˆ(t) est la projection orthogonale de y(t) sur le sous-espace
S ou` le produit scalaire de deux signaux est de´ﬁni par
l’inte´grale de leur produit. L’erreur (1) est alors le carre´
scalaire de l’innovation y˜(t) = y(t) − yˆ(t) qui se calcule
aise´ment a` l’aide du the´ore`me de Pythagore, soit 
2 =
Ey − Eyˆ, ou` Es est l’e´nergie du signal s(t), c’est a` dire
l’inte´grale de son carre´.
Si l’on impose la contrainte de line´arite´ on est conduit a`
projeter y(t) sur le sous-espace des combinaisons line´aires
de xn(t) et l’on retrouve alors la the´orie classique avec une
erreur 
2L e´videmment supe´rieure ou e´gale a` 

2.
La mise en œuvre de (3) ne´cessite des pre´cautions lie´es
aux proble`mes de redondance apparaissant quand certai-
nes composantes du vecteur X peuvent se de´duire des
autres. Ce proble`me qui existe aussi pour l’EMQ se ren-
contre beaucoup plus fre´quemment ici car toutes les VA
Xn se de´duisent d’une seule T . S’il y a redondance, il faut
commencer par re´duire la dimension du vecteur X par des
proce´dures ne pre´sentant pas de diﬃculte´s de principe. Par
ailleurs la formule s’e´tend aise´ment au cas ou` il y a des dis-
tributions discre`tes pour le vecteur ale´atoire X interdisant
l’usage d’une ddp au de´nominateur de (3).
3 Exemples
3.1 Approximation nulle
Dans le cas ale´atoire cette situation se produit en parti-
culier quand X et Y sont des VA inde´pendantes. Dans ce
cas l’espe´rance conditionnelle E[Y |x] se re´duit a` E(Y ) =
my. L’erreur (1) est alors simplement la variance de Y .
La situation d’inde´pendance est impossible ici, sauf si
l’un des deux signaux x(t) ou y(t) est constant, car (2) ne
peut se factoriser en un produit d’une fonction de u par
une autre de v.
Cela ne signiﬁe pas que la situation d’approximation
nulle soit impossible. On en a un exemple tre`s simple
quand les signaux x(t) et y(t) ont des supports temporels
disjoints. Bien que (2) ne se factorise pas, on retrouve le
meˆme re´sultat que si ces VA e´taient inde´pendantes.
3.2 Approximation line´aire
Une des grandes questions dans le cas de l’EMQ est
de savoir quand la meilleure estimation devient line´aire.
On sait que ceci se produit en particulier dans le cas des
signaux normaux ou autore´gressifs.
Il est impossible de trouver des signaux de´terministes
x(t) et y(t) tels que (2) ait la forme normale. Par contre
on peut construire des signaux de´terministes qui, pour le
proble`me de l’approximation, se comportent comme des
signaux ale´atoires autore´gressifs. L’exemple le plus simple
est le suivant. Supposons que y(t) s’e´crive cTx(t) + n(t)
et que les supports temporels de x(t) et de n(t) soient dis-
joints. On trouve alors aise´ment que la meilleure approxi-
mation de y(t) a` l’aide de x(t) est simplement yˆ(t) =
cTx(t).
3.3 Signaux xi(t) disjoints
En communications on utilise souvent des signaux a`
supports temporels disjoints, ce que l’on rencontre par
exemple dans le multiplexage temporel. Supposons donc
que l’intervalle [0, 1] soit partitionne´ en N intervalles dis-
joints ∆Tk et que xk(t), 1 ≤ k ≤ N , soit nul en dehors de
l’intervalle ∆Tk. L’erreur 
2 donne´e par (1) peut alors se





de {y(t) − S[x(t)]}2 sur ∆Tk. Soit yk(t) les signal e´gal a`
y(t) pour t ∈ ∆Tk et 0 dans le cas contraire. De meˆme
pour t ∈ ∆Tk on peut e´crire S[x(t)] = Sk[xk(t)] puisque









2 revient a` minimiser chacune des er-
reurs 
2k inde´pendamment les unes des autres, et ce proble`-
me est le meˆme que celui de de´part, sauf qu’il ne fait in-
tervenir que deux signaux xk(t) et yk(t). Ceci conduit a`
e´tudier plus en de´tail l’approximation d’un signal y(t) a`
l’aide d’un autre x(t).
4 Approximation a` deux signaux
4.1 Situation extreˆme
Par cette expression nous entendons une situation ou`
l’approximation line´aire est nulle alors que la non-line´aire
est parfaite. C’est donc le cas le plus e´vident de l’avantage
de la me´thode non-line´aire par rapport a` la line´aire en
ge´ne´ral utilise´e.
Donnons un exemple d’une telle situation. Supposons
que x(t) et y(t) soient limite´s a` l’intervalle [−1/2, +1/2],
que x(t) soit une fonction strictement monotone et im-
paire, alors que y(t) est une fonction paire. Il re´sulte de
ces hypothe`ses que les VA x(T ) et y(T ) sont de´corre´le´es,
ce qui entraˆıne que l’approximation line´aire est nulle. Par
contre l’hypothe`se de monotonie entraˆıne que x(t) peut
s’inverser ce qui permet une approximation non-line´aire
parfaite.
4.2 Signal x(t) triangulaire
Pour analyser la me´thode a` l’aide de calculs pouvant
eˆtre eﬀectue´s explicitement, conside´rons le proble`me de
l’approximation du signal y(t) = tn a` l’aide du signal
triangulaire repre´sente´ sur la Figure 1 et valant 2t pour
0 ≤ t ≤ 1/2 et −2t + 2 pour 1/2 ≤ t ≤ 1.
La fonction de re´partition de la VA x(T ) vaut x et sa
ddp apparaissant au de´nominateur de (3) est e´gale a` 1.
Comme y(t) est inversible par t = y1/n, la ddp condi-
tionnelle p(x|y) vaut δ(x − 2y1/n) pour 0 ≤ y ≤ 2−n et
δ(x− 2 + 2y1/n) pour 2−n ≤ y ≤ 1. De plus la ddp pY (y)
de y(T ) vaut (1/n)y(1−n)/n. On en de´duit que p(x, y) ap-






n δ(x− 2y1/n) (5)
pour y < 2−n et pour 2−n < y < 1 il suﬃt de remplacer
le terme ﬁnal par δ(x− 2 + 2y1/n).













Fig. 1. Signal x(t) et signaux y(t) = tn, n = 2, 4, 6.
Il en re´sulte que la re´gression r(x) vaut
r(x) = E[Y |x] = 1
2(n+1)
[xn + (2− x)n]. (6)
Ainsi l’application de (3) montre que la meilleure approxi-
mation yˆ(x) de y(t) = tn en fonction des x(t) repre´sente´s




{xn(t) + [2− x(t)]n}. (7)
Il est clair que cette approximation n’est pas line´aire en
x(t). Il est inte´ressant de donner l’expression explicite de
yˆ(t) en fonction de t qui vaut
yˆ(t) = (1/2)[tn + (1− t)n]. (8)
Cette approximation est repre´sente´e sur la Figure 2 pour
n = 5. Sur cette ﬁgure on a e´galement trace´ la meilleure
approximation aﬃne de y(t) qui s’e´crit yˆL(t) = a + bx(t),
le calcul des coeﬃcients a et b n’e´tant pas reproduit ici.











Fig. 2. Signal y = t5 (1), approximation optimale (2) et
aﬃne (3).
Aﬁn d’e´valuer l’inte´reˆt de la me´thode, et en particulier
son avantage par rapport aux proce´dures line´aires, il con-
vient de calculer l’erreur d’approximation. Comme la vari-
ance σ2y de y(t) de´pend de n, on utilise l’erreur normalise´e
η2 = 
2/σ2y. Par des calculs non-reproduits ici on trouve












On constate que η21 = 1, ce qui caracte´rise l’approximation
nulle puisque dans ce cas l’erreur d’approximation 
2 est
e´gale a` la variance du signal a` approximer. On retrouve
e´videmment ce fait sur (8) qui donne yˆ(t) = 1/2 = my. Par
ailleurs on voit que η2n tend vers 1/2 quand n devient tre`s
grand. L’e´volution de η2n en fonction de n est repre´sente´e
sur les ﬁgures 3 et 4. On y a e´galement repre´sente´ l’erreur
normalise´e provenant de l’approximation aﬃne valant
η2L,n = 1− 3
2n + 1
[n(n + 2)]2
[n− 2 + 2−(n−1)]2. (10)












Fig. 3. Erreurs normalise´es : optimale (1), aﬃne (2),
1 ≤ n ≤ 10.














Fig. 4. Erreurs normalise´es : optimale (1), aﬃne (2),
n < 100.
On constate que pour n < 5 les deux proce´dures d’ap-
proximation donnent des re´sultats tre`s proches. Par contre
ils diﬀe`rent fortement pour les valeurs supe´rieures de n, et
on voit en particulier que η2L,n tend vers 1 si n → ∞,
ce qui signiﬁe que l’approximation line´aire tend a` devenir
l’approximation nulle. Ceci montre bien l’inte´reˆt de faire
une estimation non-line´aire plutoˆt que line´aire.
5 Approximation line´aire au sens
large et circularite´
Supposons maintenant que les signaux xn(t) et y(t)
soient complexes, comme dans le cas des de´veloppements
de Fourier. L’approximation line´aire s’e´crit dans ce cas
yˆ(t) = uHx(t) ou` u est un vecteur complexe minimisant
l’erreur quadratique (1) ou` le carre´ est remplace´ par le
carre´ du module.
On a montre´ dans le cas de l’EMQ l’inte´reˆt de l’appro-
ximation line´aire au sens large [2]. Celle-ci s’e´crit
yˆ(t) = uHx(t) + vHx∗(t). (11)
Elle n’est pas line´aire car la multiplication de x par un
facteur complexe λ ne multiplie pas yˆ(t) par ce facteur. Il
s’agit maintenant de trouver les vecteurs u et v minimi-
sant l’erreur quadratique.
Pour ceci il suﬃt d’appliquer le principe d’orthogonalite´
en disant que y(t) − yˆ(t) est orthogonal a` x(t) et x∗(t).
Il convient ici de noter que le produit scalaire de deux
signaux a(t) et b(t) est maintenant de´ﬁni par I[a(t)b∗(t)]
ou` I[.] signiﬁe une inte´gration par rapport a` t de 0 a` 1.
Ceci permet d’introduire les matrices Γ = I[x(t)x(t)H ] et
C = I[x(t)x(t)T ] et les vecteurs r = I[x(t)y∗(t)] et s =
I[x(t)y(t)]. Supposons, comme on le fait presque toujours,
que les signaux xn(t) soient orthonorme´s, ce qui entraˆıne
que la matrice Γ soit la matrice unite´. Les deux relations
d’orthogonalite´ s’e´crivent alors
u + Cv = r et C∗u + v = s∗. (12)
Ce syste`me line´aire se re´soud aise´ment, ce qui donne
u = [I−CC∗]−1(r−Cs∗),v = [I−C∗C]−1(s∗ −C∗r).
(13)
En utilisant le the´ore`me de Pythagore l’erreur quadra-
tique prend la forme

2 = Ey − (uHr + vHs∗) (14)
ou` u et v sont donne´s par les expressions pre´ce´dentes.
Pour comparer cette me´thode avec celle strictement line´-





2L e´tant l’erreur obtenue avec l’approximation
line´aire. Apre`s quelques calculs, cette diﬀe´rence des er-
reurs peut se mettre sous la forme
δ
2 = [s∗ −C∗r]H [I−C∗C]−1[s∗ −C∗r]. (15)
Cette quantite´ est toujours non-ne´gative car la matrice
entre crochets est de´ﬁnie non-ne´gative. On admet dans
la suite qu’elle n’a aucune valeur propre nulle. Les deux
me´thodes sont identiques quand δ
2 = 0 et ceci se produit
dans les trois cas suivants. Le plus e´vident apparaˆıt si
r = s = 0. On obtient alors une approximation nulle quelle
que soit la me´thode line´aire utilise´e. On peut e´galement
avoir des signaux particuliers tels que s = Cr∗. Il s’agit
d’un cas tre`s particulier sans grand inte´reˆt. Le cas le plus
inte´ressant se produit lorsque C = 0 et s = 0, ce qui
caracte´rise ce qu’on appelle la circularite´ totale [3] [4].
L’interpre´tation de ce terme est la suivante. Supposons
que le couple x(t), y(t) satisfasse cette condition. Con-
side´rons alors le couple x′(t), y′(t) avec x′(t) = e[jφ(t)]x(t)
et y′(t) = e[jφ(t)]y(t). Dans cette transformation la matrice
Γ et le vecteur r sont inchange´s a` cause du complexe con-
jugue´ supprimant le facteur de phase exp[jφ(t)]. Mais la
matrice C et le vecteur s sont aussi inchange´s car ces quan-
tite´s sont nulles. En conse´quence les deux e´quation (12)
sont inchange´es et il en est de meˆme pour leur solution qui
prend d’ailleurs la forme u = r et v = 0, ce qui caracte´rise
un syste`me line´aire au sens strict. Le terme de circularite´
est associe´ a` l’ide´e d’une invariance du proble`me par une
rotation de phase instantane´e exp[jφ(t)]. On voit ainsi que
dans le cas des signaux circulaires l’approximation line´aire
au sens strict est optimale et il est inutile de chercher une
solution line´aire au sens large du type (11).
Examinons pour terminer quelques exemples simples
d’application des re´sultats qui pre´ce`dent.
Supposons tout d’abord que les signaux xn(t) soient
circulaires sans que y(t) le soit. Ceci se traduit par C = 0
et r = 0. On de´duit imme´diatement de (13) que le syste`me
optimal est line´aire au sens large et de´ﬁni par u = r et
v = s∗. L’ame´lioration par rapport au syste`me line´aire
caracte´rise´ par u = r et v = 0 est donne´e par (15) qui
devient ici δ
2 = sHs. C’est donc l’existence d’un vecteur
s non nul qui entraˆıne l’inte´reˆt de la me´thode. Par ailleurs
si s = 0, on se retrouve dans la situation pre´ce´dente de
circularite´ totale.
Supposons maintenant que y(t) soit re´el. Ceci se traduit
par r = s. On voit alors que v = u∗, de sorte que le
syste`me (11) calcule maintenant yˆ(t) = 2Re[uHx(t)].
Venons-en pour terminer au cas e´voque´ au de´but des
se´ries de Fourier ou` xn(t) = exp(j2πnt) et n va de −N a`
+N , ce qui entraˆıne la circularite´ des xn(t).
Mais nous allons voir que meˆme pour un signal non-
circulaire l’approximation de type (11) ne s’impose pas.
En eﬀet les xn(t) ont une proprie´te´ beaucoup plus forte
que la circularite´ provenant du fait que le vecteur x∗(t)
n’est autre que le vecteur x(t) dont on a change´ l’ordre
des composantes. Ainsi ce vecteur n’apporte aucune infor-
mation nouvelle et on peut alors montrer qu’il n’y a aucun
inte´reˆt en matie`re d’approximation a` utiliser un syste`me
line´aire au sens large. Mais cette proprie´te´ est spe´ciﬁque
des exponentielles complexes et n’a aucune raison de se
retrouver pour un autre syste`me de signaux propres.
Par contre si l’on se limite aux signaux xn(t) = e(j2πnt)
pour 1 ≤ n ≤ N , la me´thode au sens large consiste pre´cise´-
ment a` faire intervenir les complexes conjugue´s, c’est a` dire
a` retrouver les se´ries de Fourier traditionnelles.
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