Abstract-Neural networks are often used to approximate functions defined over high-dimensional data spaces (e.g. text data, genomic data, multi-sensor data). Such approximation tasks are usually difficult due to the curse of dimensionality and improved methods are needed to deal with them effectively and efficiently. Since the data generally resides on a lower dimensional manifold various methods have been proposed to project the data first into a lower dimension and then build the neural network approximation over this lower dimensional projection data space. Here we follow this approach and combine it with the idea of weak learning through the use of random projections of the data. We show that random projection of the data works well and the approximation errors are smaller than in the case of approximation of the functions in the original data space. We explore the random projections with the aim to optimize this approach.
I. INTRODUCTION
Approximation of functions is a general task in the context of applications of neural networks to complex engineering or data analytics problems (e.g. analysis of multi-sensor data in complex engines [1] , assessing the relevance of pieces of text for a certain topic [2] , calculating the risk associated with complex investment portfolios [3] , etc.). Often the data that the problem involves is very high dimensional (10s / 100s / 1000s of dimensions), which makes solving the problem difficult.
The 'curse of dimensionality' [4] applies often to these function approximation problems, which means that as the dimensionality of the data grows the solution of the problem gets harder. The reason is that as the dimensionality of the data space grows, the sample of the data gets more sparse within the data space, providing less information about how the function behaves over this space. One common way of dealing with this problem is to impose regularisation constraints on the solution (e.g. smoothness, limited variation between points with known function values) [5] , however, this approach may limit considerably the correctness of the approximation (i.e. if the space of allowed approximations that conform with the imposed constraints is far from the actual real function). An alternative approach relies on the feature of the data that this usually lays on a manifold within the data space such that the effective dimensionality of this manifold is much lower than the dimensionality of the data space [6] . In such cases the function may be approximated over this lower dimensional manifold, reducing the problem of data sparsity.
Previously, there have been proposals that utilise the assumption about the existence of a low-dimensional data manifold within the high-dimensional data space by projecting the data first into a low-dimensional space and then training a neural network over this projection space instead of training it over the original data space. One approach uses topologypreserving self-organising maps [7] to project the data into a low dimensional space [6] , while another uses local linear embedding (LLE) [8] to implement this projection [9] .
Recently, there has been considerable interest in using 'weak learners' as an ensemble approach to develop relatively simple solutions to complex machine learning problems [10, 11] . One such approach is to use a set of random linear projections of the data into a lower dimensional space to reduce the difficulty of the learning step and then combine the resulting 'weak learners' into a more robust solution [12] .
Here we propose to combine the last two approaches in the context of approximation of functions defined over highdimensional data. Assuming that the data relies on a lowdimensional manifold we use random linear projections into a low-dimensional space and then use a neural network to learn the approximation of the function over the projection space. Combining a set of such neural networks provides a robust combination of 'weak learners', which are based on random projections of the data space into the low dimensional space. The novelty of this approach is that it does not require to have a topology preserving mapping of the high-dimensional data onto the low-dimensional space, which was required for related methods proposed in earlier papers [6, 9, 23] . We investigate options to choose optimally the projection vectors and matrices, however we find that none of the intuitive ideas about optimal choice really works. The results show that the combination of multiple neural networks based on different random projections indeed reduces the variance of the function approximation performance, although it does not improve the approximation performance itself.
The rest of the paper is structured as follows. First we review briefly the related other works. Next we describe in detail the proposed combination of random projections with neural networks for the approximation of high-dimensional functions. Then we present a set of application examples. Finally the paper is closed by the conclusions section.
II. RELATED WORKS
The theoretical approximation properties of neural networks have been established over 20 years ago [13] [14] [15] . It is known that neural networks with a single hidden layer of neurons with certain nonlinear activation functions (e.g. sigmoidal, Gaussian) have the property of universal approximation of all continuous functions and all functions that can be approximated arbitrarily correctly by continuous functions [13] [14] [15] .
Approximation error bounds have been also derived for a range of neural network approximations [16, 17] . In general, the approximation bounds get tighter as the number of neurons in the single hidden layer grows, i.e. the approximation bound is proportional to the inverse of the square root of the number of neurons [16] . However, it has also been shown that in many cases the multiplicative constants in the approximation error expressions grow exponentially with the dimensionality of the data [17] . The latter reflects the 'curse of dimensionality', i.e. that as the sparseness of the data grows with the dimensionality, there is more room for error in the approximation of the function.
Given that often the high-dimensional data relies on a much lower dimensional manifold embedded into the highdimensional space, the idea of learning function approximation over the lower dimensional manifold or some transformation of this has considered by various researchers [6, 18] . One approach is to project the manifold into a low-dimensional space of appropriate dimension and then approximate the function over this low-dimensional projection space. Previously, self-organising maps (SOM) [7] and local linear embedding (LLE) [8] have been demonstrated to work well for the projection step [6, 9] . The underlying idea of these approaches is that the projection preserves the topological organisation of the data over the manifold, which is expected to help the correct approximation of the target function. However, in order to achieve this topology preserving mapping, both of these approaches involve considerable computational effort to calculate the low dimensional projections. The error bounds for such combined projection neural network approximations have also been established and show that the projection based function approximations are better than the neural network function approximations over the original high-dimensional space [9, 18] .
The concept of 'weak learners' has been used in various ways over the last 30 years [19, 20] , generally meaning the combination of not-very-good learning machines (in our context variants of function approximation machines, such as neural networks) such that the combination achieves a much better learning performance than the 'weak' components. For example, random forests with shallow trees in the context of classification [21, 22] , various 'bagging' and 'ensemble' learning approaches [19, 20] , feeding the output of 'weaker' learning engines into a 'stronger' learning engine [10] , and so on. In general, the assumption is that each 'weak learner' performs a relatively imprecise approximation of the target function, but combining of these imprecise approximations improves the overall approximation as approximation errors cancel out through the combination.
One approach to 'weak learning' in the context of highdimensional data is to use random linear projections of the data into a low-dimensional space and then perform the learning task over the projection space [12, 28] . A big advantage of this approach is that it does not require computationally expensive data processing to achieve the low-dimensional projection, since it relies on using randomly picked matrices to generate the random linear projections. It has been shown that in the context of linear classification of high-dimensional data the random linear projections work well [12] . Error bounds have been derived demonstrating that the performance of the random projection approach is better than the classification over the high-dimensional original data space [12] .
III. RANDOM PROJECTION NEURAL NETWORKS
We assume that the function approximation task is specified as a set of data points and associated function values, {x
It is also assumed that the data points reside on a manifold
The approximation of the target function f is performed using neural networks with a single hidden layer, having neurons with a nonlinear activation function (e.g. Gaussian or sigmoidal).
The core idea of projection based neural network function approximation is that if we know d' the dimensionality of M then we can project the data points, for which the target function f has given values, onto a d' dimensional space and perform the approximation of the target function over this space [6] . The expectation is that, given the reduced dimensionality of the space over which we approximate the function, the approximation will be more precise. The reason for this expectation is that the approximation error bounds for approximation over a low-dimensional space are tighter than for neural network approximation over a high-dimensional space [17] . Earlier papers confirm that this expectation is valid and indeed the neural network function approximations over the projection space are significantly better than the neural network approximations over the original data space [6, 9, 23] .
The intrinsic dimensionality of M can be determined with a variety of dimensionality estimation methods. For example we can use the box counting method [24] . For this, we count the number of boxes or balls of decreasing size, required for full coverage of the known part of the manifold (given by the points x i , i = 1,...,n). Then calculate the exponent in the exponential relationship between the box side or ball radius and the number of required boxes or balls. The integer part of this exponent gives the estimated intrinsic dimensionality of the manifold.
Previously used projection based neural network approximations of high-dimensional functions assumed that the preservation of the topological structure of the data space through the projection into the lower dimensional space is required for the good approximation performance [6, 9, 23] . To achieve the preservation of the topological structure of the data manifold these methods rely on computationally expensive projections (e.g. self-organising maps or local linear embedding) [7, 8] .
However, the idea of 'weak learners' [10, 12] suggests that similarly good approximation performance may be achieved by combining a set of neural network approximations over the projection space, where each of these approximations use a much simpler projection, which is computationally cheap. Such simple projections can be generated by picking randomly a projection matrix and performing a linear projection of the data space using the projection matrix. Formally this is written as follows.
Let a kl be projection vectors with randomly set components,
where p is the number of random projection matrices that we use. Then a projection matrix is a d' × d matrix:
The corresponding projection of data manifold is given by
. The neural networks then learn the approximation of the functions defined as
Let us denote by g
the function implemented by the neural network that learned to approximate the function f *,k . Then the combined neural network approximation is given as
Let us denote by g the function implemented by the neural network that learned to approximate the function f over the original data space, and let us define
In all these cases above the neural network approximation of the target functions is a linear combination of nonlinear basis functions, which act as the activation functions of the neurons in the hidden layer of the neural network. The learning process happens by adjusting the summation weights of the nonlinear basis functions using some form of gradient descent (or related) learning algorithm. We note that in principle other parameters of the activation functions of neurons can be adjusted as well, however, to keep the learning process simple, we assume here the basic learning process involving only the adjustment of summation weights.
Following the learning over the projection space and the original data space we expect that the approximation error of the high-dimensional neural network approximation will be larger than the approximation error of the averaged lowdimensional neural network approximation. Formally this is stated as:
Generally, the approximation error over the projection space will be proportional to r d' , while the approximation over the original data space will be proportional to r d , where r > 1 is an appropriate constant that depends on the activation functions used in the neurons of the hidden layer of the neural networks [17] . Assuming that we use the same kind of activation functions in the hidden layer neurons and that the number of neurons in the hidden layer is the same, this implies that the approximation error due to the projection distortion should be less than α⋅(r
) for some appropriate α > 0 in order for equation (6) to be satisfied.
While none of the linear projections through the projection matrices A k is likely to satisfy the topological mapping requirement that was used in previous works to show the tighter approximation for the low-dimensional case, it is reasonable to expect that each A k will preserve the topological structure of M for some of its parts,
)| is sufficiently large, i.e. if p is sufficiently large, it is reasonable to expect that the approximation errors due to randomly set projection matrices A k , k∈{1,...,p} -K(M'), will cancel out together when summed up. For all projection matrices A k , k∈K(M') we can use the previous neural network approximation error results [9] that show that when the topological structure of the data manifold is preserved through the projection the above stated condition for the validity of the inequality in equation (6) is satisfied over M'.
Thus, if for M we can find a coverage C(M)
we have that K(M') ≠ ∅, then the combined neural network approximation using the set of random linear projections will approximate the target function better than the neural network approximation trained using the original data in the high-dimensional space over the whole manifold M. This condition is likely to be satisfied if the number of random linear projections is sufficiently large.
We note that the proposed approximation of the target function is valid only on and around the manifold on which the data points reside. In fact the target function is expected to be defined only on the manifold. Consequently, extending the approximation well outside of the data manifold is meaningless and it should not be considered, even if purely technically the projection matrices work everywhere in the full original data space, including well outside of the data manifold.
We also note that while the above argument applies to the case of a sufficiently large set of random linear projection matrices, A k , k = 1,...,p, in principle it is also possible that even for a single random linear projection the neural network approximation over the projection space works better than the neural network approximation over the original highdimensional data space. This can be the case if the largest M' ⊂ M such that K(M') = {1} (note that there is only one linear projection matrix in this case, i.e. p = 1), is sufficiently large, implying that the improved approximation applies for most of M and the potentially larger errors apply only to a small part of M. In this case the overall approximation performance of the neural network trained over the projection space is likely to be better than the approximation performance of the neural network trained over the high-dimensional original data space.
Considering the last note, it might be interesting to try to optimize the projection matrix such that the corresponding largest M' is maximal, while at the same time the computational cost of the optimization is kept low. In principle, the optimization objective is to keep the function over the projection space similar to the function over the original data space, which would be approximately achieved if the mapping would preserve the topological organisation of the data manifold. Given that the projection space is typically multidimensional itself, the direct measurement of the match between the original and projected function is computationally very expensive. Thus we could consider proxy optimization objective that apply to the component projection vectors of the projection matrices. 
where Naturally the fkl functions are not likely to be very close to the target function, however we may find features of these projection functions that make them better than other projection functions for the purpose of faithful approximation of f over the projection space.
One option is to consider the variance of the values of fkl. In principle if this variance is small, it means that the projection function is close to constant, which may imply that the projection by the corresponding projection vector is not very discriminative in terms of the values of the projection function and may not contribute very much to the faithful approximation of f. Thus, one criterion for the selection of projection vectors is to maximise the variance of the values of the corresponding projection function. Formally, let us define
Then the mean (expectation) and variance of fkl(u) values is given as
Then the optimisation aims to maximise V(fkl) corresponding to the projection vector a kl .
Another optimization idea for the projection vectors comes from the consideration of independent component analysis (ICA) [25] , i.e. each projection vector and corresponding projection function may perform good approximation over some particular part of the data manifold, which may be projected to some particular part of the projection line corresponding to this projection vector, elsewhere on the projection line the projection function values may average to some constant (e.g. 0 or 1). In such case the target function would be approximated as a linear combination of the projection functions. To find projection vectors with this property we look for vectors for which the kurtosis of the projection function values is maximal, i.e. the expectation is that the projection function approximates the target function in some particular value range of the target function. Formally,
and we aim to optimise the projection vector a kl by maximising kurt(fkl).
Finally, a third optimisation idea is to look for projection vectors for which the Kullback-Leibler distance [26] of the distributions of the values of the target function f and of the values of fkl is minimal, i.e. projection vectors for which the two value distributions are similar. In principle, similar value distributions may indicate similar level of discrimination between values corresponding to different function arguments, thus the projection function may help to construct a good approximation of the target function over the projection space. Formally, Again, ε = 0 would be the best choice in principle, but in practice may not work well. Then we aim for projection vectors for which Dkl is minimal.
Unfortunately, none of the above ideas about optimising the projection vectors yields a straightforward way for the optimisation process, i.e. the optimized quantity is not a sufficiently direct function of the projection vector to allow the effective optimisation of the projection vector. Consequently the practical application of these methods relies on searching for the best vectors among a set of randomly generated vectors. We note that in principle various heuristic optimisation methods (e.g. particle swarm optimisation [27] ) may be used for more efficient search, however, all these come with considerably increased computational costs and for this reason such methods are not considered here.
IV. APPLICATION EXAMPLES
To test the proposed random linear projection neural network approximation of functions defined over highdimensional data we used a set of functions reported for similar purposes in earlier papers [6, 9, 23] . We built neural networks with 20 hidden neurons, each with a Gaussian activation function. The neural network architecture was the same for both high-dimensional and low-dimensional approximations.
We generated the high-dimensional data by mapping 5-dimensional random vectors into a 60-dimensional space, following previous papers [6, 9, 23] . The mapping used a deformed multiple Swiss roll manifold to calculate the 60-dimensional vectors. The relationship between the 5-dimensional z vectors and 60-dimensional x vectors is given by the following equations: (18) x3⋅(j-1) ⋅(10-j)+6⋅(i-j-1)+6=λ3⋅(j-1) ⋅(10-j)+6⋅(i-j-1)+6⋅μ⋅zi⋅sin(zi) where j<i, j=1,5, and i=j+1,5,
and λj = 10 for j = 1,...,5, λj = 0.1 for j = 6,...,10 and λj = 1 for j > 10.
In practice this means that, for any two components zi, zj of the 5-dimensional vector, with j<i, we have six components of the x vector using the deformed Swiss roll equations (18) . There are ten such combinations of two components zi, zj of the 5-dimensional vector, with j<i, so in total we get a 60-dimensional x vector. The indices of the components of the vector x corresponding to the pair of components zi, zj of the 5-dimensional vector are 3⋅(j-1)⋅(10-j)+6⋅(i-j-1)+t, where t goes from 1 to 6.
The ten functions that we used for the purpose of functions approximation are adopted from previous papers [6, 9, 23] with minor variations. The functions are: 1) Squared modulus:
2) Second degree polynomial:
2 ⋅zj+1 (21) 3) Exponential square sum:
4) Exponential-sinusoid sum:
5) Polynomial-sinusoid sum:
6) Inverse exponential square sum:
7) Sigmoidal:
8) Gaussian:
9) Linear:
10) Constant:
To evaluate the neural network approximations we generated 20 different data sets for each function. We also generated 20 additional data sets to assess the effectiveness of the considered projection vector optimisation methods. Each data set consisted of 5000 randomly chosen training data points and 400 randomly chosen test data points. The 5-dimensional vectors for the training and testing sets were selected using uniform sampling of [-10,10] 
5
. The 60-dimensional data vectors were generated as described above.
First, we compared neural networks trained using highdimensional data with ensembles of 20 neural networks trained with low-dimensional data using 20 different random linear projection matrices and with neural networks trained with lowdimensional data generated by a single random linear projection matrix. For the comparison we calculated the average squared error for the approximations and then averaged these errors over the 20 different data sets. The approximation performance evaluation results are presented in Table I .
The results show that the performance of the neural networks trained with low-dimensional data is statistically significantly (p-value < 0.05 calculated for a t-test for the comparison of mean values) better than the performance of the neural networks trained with high-dimensional data for eight functions (f 1, f2, f3, f6, f7, f8, f9, f10 ) and comparable (not statistically significantly different) to the performance of the neural networks trained with high-dimensional data for the remaining two functions (f4, f5). This applies both to a single neural network trained over the projection space and to an ensemble of neural networks trained over the projection spaces.
These results confirm our expectations and theoretical reasoning in the previous section about the benefits of projecting the high-dimensional data into an appropriate lower dimension. Interestingly, these results also show that improved approximation performance can be achieved for the majority of the considered functions through a simple random projection of the high-dimensional data into the low-dimensional projection space. We note that the performance improvement is achieved for all functions if the projection is performed using a mapping that preserves the topological structure of the data manifold, as reported in earlier papers [9, 23] . This means that topology preservation may be important for some, sufficiently complicated, functions, but in many cases of less complicated functions simple randomly chosen linear projections may work sufficiently well to achieve significant improvement of the neural network approximation performance.
The results on the comparison of single linear projection based neural network approximation and the approximations with the ensemble of neural networks based on a set of random does not make the approximation performance better on average. This implies that the benefits of averaging over a number of neural network approximations calculated with a set of random linear projections are limited and in most cases a single random projection can achieve as much as the ensemble approach in terms of improvement of the average squared approximation error.
Next, we considered the three approaches to optimise the choice of the projection vector components of the projection matrices. We had 20 different runs for each approach (variance maximisation, kurtosis maximisation, Kullback-Leibler distance minimisation), selecting the best combination of 5 projection vectors from 2000 randomly generated projection vectors. For the performance comparison we calculated the average squared error for each run and then averaged these over the 20 runs. The results of approximation performances for optimized projection matrices are presented in Table II . The corresponding approximation performance data for the randomly picked projection matrix case are shown in Table I .
The results show that in most cases the average performances of the neural networks working with lowdimensional data generated using optimized matrices is numerically better than the performance of neural networks using data projected with a randomly selected projection matrix (an exception is function f 7, for which only one of the three optimized projections leads to a better approximation performance), however the differences in most cases are not statistically significant. The most significantly better than random projection based performances are found for the projection matrices optimized for maximum standard deviation (in the case of functions f5, f7, f8, f9, f10) -there is only one other case, for projection matrices optimized for maximal kurtosis for function f8.
The results imply that picking projection vectors that maximize the standard deviation of the projection function values may give better projection matrices than the ones that can be picked randomly. However, the other two optimization approaches (kurtosis maximisation and Kullback-Leibler distance minimisation) seem to be less effective in improving the performance of the neural network approximations using projected low-dimensional data.
V. CONCLUSIONS
In this paper we introduced the use of random linear projections in combination with neural network approximation for improved approximation of functions defined over highdimensional data. We assumed that the data resides on a lower dimensional manifold and then projected it using a random linear matrix into a low-dimensional space that matches the dimensionality of the data manifold. We have shown that such linear projections work well and in most of the cases of the considered function examples the neural networks using the projected data led to better approximation performance then neural networks that were trained with high-dimensional data.
Somewhat surprisingly we found that single projection matrices worked similarly well as ensembles of projection matrices with their corresponding combination of neural network approximations. We assessed three heuristics for optimizing the projection matrices and we found that the maximisation of the variance of the values of projection functions corresponding to projection vectors (components of projection matrices) lead in some of the cases to improved performance compared to random picking of the projection matrix.
The results reported here are important since they show that computationally inexpensive, linear projections of the highdimensional data space into a low-dimensional space work often comparably well as computationally expensive projection methods (e.g. self-organising maps [7] , local linear embedding [8] ) for neural network approximation of functions defined over high-dimensional data. This opens up an interesting research avenue on exploring the use of random linear projections into low-dimensional spaces of high-dimensional data for a variety of data analytics tasks, including function approximation.
Future work will include the more theoretical analysis of the approximation error for the proposed linear projection based neural network function approximation methodology. Better understanding of the nature of and contributions to the approximation error may unveil more efficient ways of computationally inexpensive optimisation of projection matrices.
