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In this paper, we quantify the time-varying coordination of articulator motion for two speakers engaged in two face-
to-face speaking tasks: repetition of simultaneously produced words (and word-pairs) and conversation.
Correlation map analysis is used to compute the time-varying, correlation between pairs of signals for all
possible pairings of signal values. The resulting two-dimensional map of correlation values captures the
ﬂuctuations that occur naturally in the coordination within and between speakers, regardless of whether the
behaviors are intentionally synchronized or merely entrained (as in conversation). This not only provides a more
accurate picture of the correlation between signals, but also underlines the importance of treating ﬂuctuations as
potentially important components of biological behavior, rather than discounting them simply as noise.
& 2014 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-SA license.1. Overview
In this paper, we describe and demonstrate the utility of a method for assessing the time-varying coordination between behavioral events. In the
context of this paper, the method – Correlation Map Analysis (CMA) – computes the time-varying, continuous correlation between pairs of signals
measured during speech production, such as acoustic amplitude and the motions of the tongue, lips, and jaw. The CMA algorithm operates across a
user-deﬁnable range of temporal offsets between the two signals resulting in a two-dimensional (time×temporal offset) map of correlation that makes
it possible to analyze the ﬂuctuations in correspondence that we believe to be ubiquitous in biological coordination. CMA provides a more accurate
picture of the correlation between signals than classical techniques that average correlation over large windows (such as the entire signal), and paves
the way for subsequent analysis of ﬂuctuations, which may prove to be as important in understanding speech behavior as they are in other domains of
biological behavior, rather than discounting them simply as noise.
When the detailed mathematical description of CMA was published (Barbosa, Déchaine, Vatikiotis-Bateson, & Yehia, 2012), only a brief description
of its application to speech production data was provided. In this paper, we apply CMA to vocal tract data collected simultaneously for two speakers
interacting face-to-face in the same room. Sponsored by and recorded at the MARCS Institute (Sydney, Australia), the dueling EMAs study was a
landmark experiment that demonstrated the viability of using two electromagnetic (EMA) devices in close – face-to-face – proximity, as described in
greater detail in Section 4 and in Tiede et al. (2012).
More important than its novelty, the study was designed, in part, to provide the test of CMA described in this paper. Speciﬁcally, the dueling EMAs
data set affords examination of both inter- and intra-speaker coordination of vocal tract articulators performing two very different speaking
tasks: simultaneous repetitive production of simple words (e.g., top, cop) and word pairs (e.g., topper–copper), and unscripted conversations. The
word repetition task is known to be difﬁcult and error prone (e.g., Goldstein, Pouplier, Chen, Saltzman, & Byrd, 2007; Pouplier, 2007) and therefore
ideal for examining coordination during intentional synchronization. On the other hand, the unscripted conversations, being communicatively and
linguistically intact, are exactly the kind of speech we would like to study.
In what follows, we brieﬂy discuss coordination and how it can be and has been assessed computationally via classical correlation and other
techniques. Then, we provide a short formal introduction to computing instantaneous correlation and using CMA to track ﬂuctuations, followed by its
application to assessing inter- and intra-speaker articulator coordination.td.
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Biological systems exhibit coordination at every level of observation from the molecular to large structures such as limbs and vocal tracts, both
within an organism and across populations of individuals such as orchestral performance, schooling ﬁsh, and rock concerts. Indeed, coordination is so
ubiquitous that it cannot be tested in a standard experimental paradigm because uncoordinated behavior does not naturally occur.
Coordination includes what we term ephemeral and persistent synchrony. Ephemeral synchrony entails the tendency for phase-locked behavioral
patterns to occur when appropriate environmental conditions are met such as proximity. It is generally involuntary and spontaneous. For example, two
people walking down the street together will fall into step. In healthy skilled behavior, persistent synchronization tends to be intentional and requires
work to maintain. Entrainment, while more readily associated with ephemeral synchrony, can be necessary for establishing persistent synchrony and
reducing the work load of maintaining it over time. Entrainment plays this role in military marching and ensemble music performance (Clayton, Sager,
& Will, 2005). In both cases, close inspection reveals spatiotemporal ﬂuctuations and, therefore, departures from perfect synchrony. This is inevitable.
The phase-timing of two people walking in step is highly variable and they will eventually fall out of the step until they entrain again and fall back into
the step.
Anyone who has engaged in intentional synchrony, such as military marching or slalom skiing (a dangerous form of synchronizing one's actions
to environmentally dictated constraints on timing), knows that it takes great effort to suppress, for long periods of time, the ﬂuctuations that occur
naturally during more casual forms of synchronization such as falling into step with a fellow walker or choosing one's own trajectory down a ski slope
(for comprehensive overviews of sensorimotor synchronization studies (SMS), see Repp, 2005; Repp & Su, 2013). There is no question that
synchronization has desirable, positive effects in systems not immediately prone to synchronize such as armies, churches, and other organizations
(e.g., Cummins, 2003; Wiltermuth & Heath, 2009). However, in all systems, even those such as music wherein synchronization is of paramount
importance, some deviation from perfect synchrony is inevitable (Hennig et al., 2011). Indeed, systematic ﬂuctuations in timing may enhance the
aesthetic appeal of a piece of music which, if true, would corroborate the criticism from musically trained listeners that ‘music performed too perfectly in
its timing displays great virtuosity, but sounds mechanical or lacks soul.’ Prophetically, perhaps, there are natural occurrences of sustained synchrony
that are overwhelmingly pathological. Examples include stuttering, Parkinson's disease, epilepsy, and the ﬁbrillated heart (Ho et al., 1997).
The inevitable and even desirable presence of ﬂuctuations has several important implications for research on spatiotemporal behavior. Importantly,
it means that we cannot simply disregard measured variability as irrelevant noise, as has been done so often in psychological and linguistic research,
because variance conﬂates notions of noise and error with mandatory, healthy ﬂuctuations in patterned behavior. Implicitly, then, the behavior of
the system must be examined dynamically as it unfolds through time – certainly, snap shot, magic moment measures will not sufﬁce. That is, the
correspondences between elements within a structure (vocal tract articulators) and between structures (two speakers) vary through time both in their
strength (e.g., correlation coefﬁcient) and their relative timing (phase ﬂuctuations).3. Assessing coordination
Many methods are now available for assessing different aspects of coordination in time-varying behavior. Some of the better known methods are
cross recurrence quantiﬁcation (Shockley, Butwill, Zbilut, & Webber, 2002), functional data analysis (Ramsay, 1982), mutual information (Holzapfel &
Stylianou, 2011; Nilsson & Kleijn, 2007), and coupling strength (Goldstein, Nam, Saltzman, & Chitoran, 2009). Stemming from our earlier use
of classical correlation applied statically to time-varying physiological data (Vatikiotis-Bateson, Munhall, Hirayama, Kasahara, & Yehia, 1996; Yehia,
Kuratate, & Vatikiotis-Bateson, 2002; Yehia, Rubin, & Vatikiotis-Bateson, 1998), we have developed a tool that computes instantaneous correlation, at
any temporal offset, between pairs of behavioral signals.
Since the method is extensively described in Barbosa et al. (2012), it is discussed in less detail here. The algorithm for computing the
instantaneous correlation is implemented in terms of a linear, ﬁrst-order IIR (inﬁnite impulse response) ﬁlter applied to a pair of time-series signals.
It calculates a continuous correlation signal by running the product of the two input signals through the linear ﬁlter which computes the correlation
recursively. Lagged correlations are computed by shifting the input signals relative to each other before computing the signal product. The sensitivity of
the ﬁlter is controlled by a single parameter, η. Higher values of η focus the effects of the ﬁlter more locally than lower values. The result is a correlation
map, a two-dimensional array where the correlation coefﬁcient is deﬁned as a function of both time and the temporal offset (lag) between the input
signals. We call this method Correlation Map Analysis (CMA).
The idea behind correlation maps is not novel. Others have characterized the correlation between signals as a function of both time and the time
offset between the signals. The simplest way of doing this is to split the input signals into windows and then compute the classical correlation
coefﬁcient between every pair of windows (or at least between windows whose distance is within the lag range of interest). Splitting the input signals
into overlapping windows will result in a higher resolution of the correlation map. Boker, McArdle, and Neale (2002) used this approach to calculate the
time-varying cross-correlation between pairs of dancers.
In Barbosa et al. (2012), we present a consistent mathematical formulation for the computation of correlation maps over a continuous range of
signal offsets, characterizing their frequency response and providing an efﬁcient computational implementation. Because CMA uses recursion,
it processes signals much more quickly than windowed methods. CMA can be applied uni- or bi-directionally; in the latter case, the ﬁlter makes a
second pass in the opposite direction. We use the bi-directional method throughout this paper because it better ﬁts our understanding that any
instance of a skilled behavior is related to both past and future instances. Since the algorithm computes correlations sample-by-sample, through time,
it can capture time-domain ﬂuctuations that are missed by classic, windowed correlation tools, such as those used earlier to ﬁnd correspondences
within and between the face, head, vocal tract, and vocal acoustics (e.g., Yehia, Kuratate, & Vatikiotis-Bateson, 1999; Yehia et al., 2002, 1998).
Through a lack of resources rather than lack of interest, we have not compared CMA extensively to other time-series analysis methods such as
functional data analysis (e.g., Lucero, Munhall, Gracco, & Ramsay, 1997; Vines, Nuzzo, & Levitin, 2005). However, experienced users of these other
methods have recognized the potential advantage of computing time-varying correlation between signals across changes in their relative timing,
and have begun to use CMA in their domains – e.g., Richardson and colleagues for studies of socially guided tasks (Malone, Castillo, Kloos, Holden, &
Richardson, 2014).
When visualized (see Fig. 5), CMA provides an immediate, qualitative assessment of the coordination between signal pairs. However, even when
aided by interactive tools for changing the sensitivity of the algorithm (analogous to changing ﬁlter cutoff frequency), which changes the granularity
of the correlation map, clear patterns of correspondence may not be readily discernible. This is especially true when the behavior is only partially
Fig. 1. Classical correlation computed for two very different pairs of signals – top: phase shifted sine waves, bottom: random number sequences.
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combined with methods, such as ﬂuctuation analysis (e.g., Bassingthwaighte, Liebovitch, & West, 1994; Hausdorff et al., 1996), that can make use of
ﬁne-grained correlation analysis to quantify coordination in time-varying signals. As exempliﬁed in Section 4, we have focused on computing
meaningful patterns in the correlation map that can inform us of important aspects of the coordination, and that can be later compared with the results
of other analyses.
In the following sub-sections, we provide a brief review of how computing instantaneous correlation overcomes two problematic limitations
of classical correlation. Then, we describe a preliminary tracking technique for optimizing CMA by computing the path of maximum correlation, or
maxcorr path, within a user-deﬁned range of temporal offsets.
3.1. Classical correlation
In earlier research, we made extensive use of classical correlation techniques to determine correspondences between different measures of vocal
tract behavior. Speciﬁcally, correlation coefﬁcients were computed as global averages and used to assess the extent to which one signal type – for
example, spectral acoustic parameters – could be predicted from others such as vocal tract articulator or face and head motion (Yehia et al., 1999,
2002, 1998). Although these analyses allowed us, for example, to synthesize linguistically valid talking head data from vocal tract kinematics or
acoustics (Kuratate, Vatikiotis-Bateson, & Yehia, 2005; Munhall, Jones, Callan, Kuratate, & Vatikiotis-Bateson, 2004), the temporal domain over which
these computed coefﬁcients were robust was limited to roughly sentence length phrases, even when calculated over longer, paragraph-length
passages (Vatikiotis-Bateson & Yehia, 2002). That is, classical correlation analysis is static and provides no information about how the relation
between signals evolves over time, and it is certainly insensitive to temporal ﬂuctuations.
Fig. 1 illustrates a major problem with classical correlation. As shown in the top panel of the ﬁgure, the classical correlation of two sine waves
depends entirely on their relative phase. This is because all that is being considered in the calculation is the aggregate of value pairs sample-by-
sample. The relative ordering of the value pairs in a temporal sequence does not matter. If instead of being roughly 451 out of phase as shown here,
they were 01 or 901 out of phase, their correlation would be 1 and 0, respectively. On the other hand, two signals generated as a series of random
numbers may, accidentally, be quite highly correlated, as shown in the lower panel of Fig. 1.
3.2. Instantaneous correlation in one dimension (1D)
As we have shown previously (Barbosa, Yehia, & Vatikiotis-Bateson, 2008), the instantaneous correlation coefﬁcient between x(k) and y(k) is
deﬁned in a similar way to the classical correlation coefﬁcient
ρðkÞ ¼ Sxy ðkÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SxxðkÞSyy ðkÞ
p , ð1Þ
Sxy ðkÞ ¼ ∑
∞
l ¼ 0
ce−ηlðxðk−lÞ−xðkÞÞðyðk−lÞ−y ðkÞÞ, ð2Þ
where the constant c is a normalization factor obtained by imposing the constraint that the sum of all weights is unity, and x ðkÞ and y ðkÞ are the
instantaneous means of x(k) and y(k), given by
x ðkÞ ¼ ∑
∞
l ¼ 0
ce−ηlxðk−lÞ, ð3Þ
y ðkÞ ¼ ∑
∞
l ¼ 0
ce−ηlyðk−lÞ: ð4Þ
Eq. (2) can be expressed in convolution terms as
Sxy ðkÞ ¼ huðkÞ  ½xðkÞyðkÞ−xðkÞy ðkÞ, ð5Þ
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huðkÞ ¼ ce−ηkuðkÞ ð6Þ
is a ﬁrst-order, linear, inﬁnite impulse response (IIR) ﬁlter whose z-transform is
HuðzÞ ¼
1−a
1−az−1
, z >a:jj ð7Þ
The associated difference equation is
sðkÞ ¼ asðk−1Þ+ ð1−aÞr ðkÞ, ð8Þ
where r(k) and s(k) are the ﬁlter's input and output, respectively.
Instantaneous correlation trivially solves the problem illustrated by Fig. 1 by taking time-series structure into account. This is shown in the top two
panels of Fig. 2 in which the instantaneous correlation for two sine waves oscillates between +1 and −1. In addition, as shown in the lower two panels,
the algorithm correctly computes the oscillating correlation between two non-linearly related sine waves.
This implementation of the instantaneous correlation algorithm characterizes the correlation as a function of time but, in order to be able to look at
spatio-temporal ﬂuctuations, we need to compute and examine the correlation across a range of time offsets between the input signals.
3.3. The (2D) correlation map
In order to include temporal ﬂuctuations in the assessment of coordination, we compute instantaneous correlation across a range of temporal
offsets, creating a two-dimensional correlation map
ρðk,dÞ ¼ Sxy ðk,dÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Sxxðk,dÞSyy ðk,dÞ
p , ð9Þ
where
Sxy ðk,dÞ ¼ Sðxðk−d=2Þ,yðk+d=2ÞÞ: ð10Þ0 1 2 3 4 5
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Fig. 2. Instantaneous correlation results for two identical, but phase-shifted sine waves (1st panel) and two non-linearly related sine waves (3rd panel). In both cases, correlation, ρðtÞ,
oscillates between −1 and +1 (2nd and 4th panels).
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Fig. 3. Schematic depiction of correlation computation at different temporal offsets: t1−t2 ¼ 0 at zero offset and n−m¼ 1 at an offset of 1.
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around zero offset. Thus, in Fig. 3, the main diagonal (t2−t1 ¼ 0) represents zero offset. Other offsets, such as n−m¼ 1, are represented by lines
parallel to the main diagonal.
In order to visualize the resulting correlation map so that the temporal progression of correlation is compatible with other time-series represen-
tations (e.g., the source data signals), the 2D correlation is rotated 451 as shown in Fig. 4. The resulting visualization in Fig. 5 shows the rotated
correlation map of time-varying tongue position as a function of time (x-axis) and temporal offset (y-axis) for one speaker (S1) repeatedly saying
top while another speaker (S2) repeatedly says cop. The position time-series analyzed and displayed throughout this paper are Euclidean 3D
(d¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx2 +y2 +z2Þ
p
). Further details for these data, including the stylized placement of position sensors on articulators, are described in Section 4,
speciﬁcally Section 4.2. In color visualizations, correlation values range from dark blue (−1) to dark red (+1); yellow-green represents low correlation.
In gray scale, higher correlations are darker than low correlation; positive correlation is gray and negative correlation is dark gray. The semi-parallel
bands of correspondence (alternating between high positive and high negative value) indicate the spatiotemporal consistency of successive
repetitions. That is, one instance of top is similarly correlated with both earlier and later instances of cop.
The 2D visualization shows that the correlation between signals does not follow a straight path through time; rather the correlation ﬂuctuates,
indicative of shifts in temporal offset between the signal values that have the highest correlation. This immediately points up the limitation of 1D
correlation, which is calculated for a ﬁxed offset between the two signals – the offset is zero in the case of Fig. 5. Unless the relative timing of the mostt
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Fig. 4. The correlation map rotated 451 for visualization purposes. t corresponds to a temporal location of the instantaneous correlation function.
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Fig. 5. Data and results for Trial 1. Top two panels: time series plots of tongue tip (TT) for talker S1 and tongue dorsum (TR) position for talker S2 during simultaneous production of top
(talker S1) and cop (talker S2). Third panel: instantaneous correlation in one dimension (1D) is compared for zero temporal offset (black line) and the time-varying maxcorr path (red/gray
line). Correlation value is indicated on the vertical axis. Bottom panel: 2D correlation across a ±600 ms range of temporal offsets is indicated by color: red/gray for positive, blue/dark gray
for negative. The black line overlaid on the positive correlation band closest to zero offset marks the maxcorr path (see Section 3.4). Due to EMA signal error, the ﬁrst 13 s of the 60 s trial
are omitted from the plots and analysis. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this paper.)
Previous search widow’s highest value
Starting from the center of the last highest
correlation value, the search window looks
for the next highest correlation value. 
Fig. 6. Tracking the maxcorr path via an iterative search for the highest correlation value within a user-determined range of temporal offsets. At each time step, the search window starts
from the temporal offset for the highest correlation in the previous time step and searches for the next highest correlation within the deﬁned range of offsets (usually set small to keep the
tracker from wandering too far in the case of breaks in correlation).
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and persistence of the correlation between two signals. In the next section, we present a (too) simple method for computing 1D correlation that tracks
changes in temporal offset.
3.4. Computing the path of maximum coordination
In a task where two speakers try to synchronize their simultaneous productions, we expect the two signals to be coordinated near zero offset. This
is borne out by the correlation map shown in Fig. 5. However, ‘near’ zero offset is not the same as zero offset and variation by as little as 20–30 ms in
the timing of the two signals is enough to greatly reduce a 1D correlation computed at zero offset, as shown in Fig. 5. One way to track the ﬂuctuating
coordination of events is to ﬁnd the time-varying path that maximizes the correspondence between the two signals.
Fig. 6 depicts a method for iteratively tracking maximum correlation within a range of temporal offsets between the two signals. For highly repetitive
productions, a priori information about the approximate temporal offset between the two signals helps initialize the tracker. Once initialized the tracker
uses a simple search to ﬁnd the highest correlation value within a range of temporal offsets (the vertical bars) centered around the last determined
highest correlation value (the small black rectangles).
The size of the search window is a constant set by the user and its center value is deﬁned sample-by-sample according to the offset of the last
found highest correlation value. The user also sets whether the maximum correlation should be positive or negative, depending on the expected
phasing of the coordinated behavior and initializes the tracker's initial temporal offset. Where there are breaks in the continuous correlation due to
pauses or signal errors, the tracker will not assign a value for however many samples it takes for one to come into range.
Results of the tracking algorithm are shown in the 1D and 2D panels of Fig. 5. Simple visual inspection shows the following:• The tracker navigates the ﬂuctuations in temporal offset of maximum correlation.
• The tracker stops tracking when there is a break in the continuous correlation (at 34 s) and starts again (after 2 s) when a sample ﬁts the
search range.• The 1D correlation is stronger on average for the tracked maxcorr path than for the ﬁxed, zero-offset correlation.
• In this instance, the tracker perhaps should be set to track negative correlation because there is a strong negative correlation close to zero- offset.
Further demonstration of the beneﬁts of tracking continuous correlation along a temporally ﬂuctuating maxcorr path is shown in Figs. 9 and 11.4. Vocal tract coordination within and between speakers
In this section, we illustrate the correlation map analysis – both its utility and some current limitations – with data from a unique speech production
experiment in which vocal tract articulation measures were made for two talkers speaking face-to-face.
While a major goal of the study was to demonstrate that two electromagnetometers (EMA), differing in their electromagnetic ﬁeld transmission
characteristics, could be used in the close proximity needed for face-face interaction, the study was designed speciﬁcally to provide data suitable for
coupled-oscillator (Tiede et al., 2012) and correlation map analysis (CMA, Barbosa et al., 2012) approaches. In Sections 4.2 and 4.3, we provide basic
results for the articulator coordination within and between the two talkers.
4.1. Methods
Two talkers – a male and female in their late 50s and both noted for their ability to talk a lot – sat facing each other approximately 2 m apart.
Position and orientation data for the male talker were recorded using the NDI WAVE device; data for the female talker were recorded using a Carstens
AG500. Both devices record ﬁve dimensions (5D) of position and orientation of small transducers glued to the surfaces of the tongue, lips, jaw,
and head. The WAVE device can also record 6D position and orientation by means of a ﬁxed assembly of two 5D transducers. For example, gluing
a 6D assembly to the bridge of the nose enables coordinate system transformation for all the markers to the head; this obviates the need for
post-processing to reorient the transducer coordinates and provides valuable feedback during recording. The approximate placement of position
transducers is schematized in Fig. 7.
The experiment consisted of two quite different speaking tasks. The ﬁrst nine trials involved simultaneously produced repetitions of minimally
contrastive word-pairs, such as top, cop, and derivatives such as topper, copper, with one talker saying one word of the pair (e.g., top) and the other
talker its minimal contrast (cop). In one case, Trial 7, the talkers produced the same pair (topper–copper) in unison. No particular instruction was given
for talkers to synchronize their productions, and they were free to change speaking rate, loudness, etc., and did so as they pleased and occasionally
with the intent (Trial 5) of trying to throw one another off. Details of the content, duration, and trial-speciﬁc speaking tasks are given in the Appendix
(see Table A1).
The second half of the experiment (Trials 10–16) consisted of unscripted conversations, recorded more or less continuously as a succession of
120 s trials. In Trial 11, the talkers were asked to speak in parallel – i.e., ignoring content and turn-taking – a natural tendency for these two talkers.
150 mm
150 mm
TR
TB
TT
UI
LI
UL
LL
Nose
Fig. 7. Schematic cross section showing relative position of electromagnetic transducers attached to the tongue, lips, and jaw (LI), as well as two reference transducers on the nose bridge
and upper incisor (UI).
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Fig. 8. Data and results for Trial 2. Top panels: time series plots of tongue dorsum (TR) position for talker S1 and tongue tip (TT) position for talker S2 during simultaneous production of
cop (S1) and top (S2). Lower panels: instantaneous correlation in one dimension (1D), compared for zero temporal offset (black line) and for the maxcorr path (red/gray line), and in two
dimensions (2D) for a temporal offset range of ±600 ms. Correlation value is indicated on the vertical axis for the 1D correlation and by color or gray level (gray for positive, dark gray for
negative) for the 2D correlation. In the bottom panel, the maxcorr path is indicated by the black line overlaid on the positive correlation band closest to zero offset. (For interpretation of the
references to color in this ﬁgure caption, the reader is referred to the web version of this paper.)
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no discernible difference in the correlation analysis that would indicate anything special about this conversation compared to the others.
In the following sub-sections, the data from these two very different speaking tasks are used to highlight different issues for analysis. The nonsense
repetition and attempted synchronization of words and word-couplets help demonstrate the strengths of CMA and the utility of its visualization for
examining intrusive speech errors and ﬂuctuations in the articulator coordination within (intraspeaker) and between (interspeaker) the two talkers.
Results of tracking the maxcorr path are examined in greater detail and further demonstrate the importance of including ﬂuctuations in the analysis of
coordinated behavior. The unscripted conversational data, on the other hand, demonstrate the equally important need to develop a more sophisticated
method for quantifying the coordination during conversation where the instantaneous correlation patterns are much less pronounced.
4.2. Interspeaker coordination
In this section, we present CMA results for the inter-articulator coordination between talkers during the scripted word tasks and the unscripted
conversations. The dueling word tasks (Trials 1–9) generated highly coordinated motions of the articulator measures thought to be most relevant to the
talker's assigned word tasks. That is, in computing CMA for the tongue motion of the two talkers, the tongue dorsum (TR) transducer was deemed
most relevant for measuring production of the velar stop, /k/, of cop and its derivative forms; the tongue tip (TT) transducer was used for the /t/ of top
and its derivatives. Fig. 5 shows the position signals and the 1D and 2D correlation results for Trial 1. Fig. 8 shows results for Trial 2 in which talkers
swapped word assignments: talker S1 – top to cop; talker S2 – cop to top. Talkers intentionally varied their speaking rates in both trials, indexed by the
E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181174changes in the separation between bands in the 2D representations. In the case of Trial 2, in addition to smooth changes in speaking rate, talkers
made abrupt shifts in rate: substantially slowing down at 15 s, and then radically speeding up at 20 s.
The results for these and indeed all nine scripted trials show strong continuous correlation between the signal pairs. Of particular interest, the
continuity of correlation is preserved in part by ﬂuctuations in the temporal offset (phase) at which the signals are maximally correlated. Fluctuations in
the 2D correlation maps similar to those shown for Trials 1 and 2 were found for each of the nine scripted trials. Another feature common to all nine
trials is that the correlation between talkers does not necessarily occur at zero offset; this is true of both positive and negative correlation. This is
conﬁrmed computationally by tracking the path of maximum (positive) correlation as a function of temporal offset between the two signals over the time
course of the two signals. The correlation values along the maxcorr path are displayed as a highly positive time-series (red or gray line) in the 1D
correlation panel and as the black line overlaid on the positive correlation band closest to zero offset in the 2D correlation panel. [NB. Choosing to
track positive rather than negative correlation for the maxcorr path is based on the similarity of the behaviors being correlated, but could just as easily
be computed for the path of maximum negative correlation.]−1 −0.5 0 0.5 1
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Fig. 9. Histograms for Trials 1 (left) and 2 (right). Top: Instantaneous correlations along zero lag. Middle: Correlations along maxcorr path. Bottom: Temporal offset of maxcorr lag. See the
text for discussion of histogram means and variances.
Table 1
Means (and variances) for correlations at zero lag (r) and maxcorr lag (max r), and for temporal offsets in ms at maxcorr lag.
Trial r at zero-lag max r at maxcorr lag time offset of max r
1 −0.18 (0.17) 0.67 (0.06) 129 (6)
2 0.22 (0.25) 0.73 (0.03) −54 (8)
E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181 175The histograms in Fig. 9 further demonstrate the importance of tracking correlation across ﬂuctuations in temporal offset. The histograms show the
number of samples (hits) in Trials 1 (left) and 2 (right) where the instantaneous correlation value, ρ(k), accounts for at least 25% of the variance
(ρðkÞ≥0:5). In each case, the mean correlation for the trial, r, is substantially higher and the variance (var) correspondingly lower for the correlations
provided by the tracker (middle panels) than for those computed at zero offset (top panels). The bottom panels show the distribution of temporal
offsets for the tracked maxcorr values. As listed in Table 1, the size of the mean temporal lag (offset) between signals depends on the word-talker
assignment. For example, when talker S1 said top and S2 said cop, the lag was 129 ms, but it was only 54 ms when the word-assignment order was
reversed. Fig. 11 provides similar results plotted for all trials.
There is a long history of evidence that talkers entrain at many levels of linguistic description during conversation: convergence of vowel acoustics,
word choice, grammatical phrasing, accent, etc. (e.g., Fais, 1994; Nilsenova & Swerts, 2012). Shockley, Baker, Richardson, and Fowler (2007)
and Shockley, Santana, and Fowler (2003) have used cross recurrence quantiﬁcation to show that talkers also display low levels of inter-postural
coordination during conversation. One of our aims in this study, therefore, was to examine the extent to which the weaker entrainment between
speakers during conversation can be characterized using CMA.0
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Fig. 10. One-dimension (1D) instantaneous correlation and two dimensional correlation map results for Trial 10. Upper panel: 1D correlation calculated at zero offset and along the
maxcorr path (red/gray line). Lower panel: 2D correlation map for a ±600 ms temporal offset range. Correlation value is indicated on the vertical axis of the 1D correlation and by color/gray-
level for the 2D correlation. The black line indicates the positive maxcorr path closest to zero offset. (For interpretation of the references to color in this ﬁgure caption, the reader is referred
to the web version of this paper.)
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Fig. 11. Interspeaker coordination for 16 trials. Trials 1–9 are scripted repetitions of simple word forms such as top and cop, produced simultaneously by the two talkers. Trials 10–16 are
unscripted “conversations”. See Appendix A for further trial speciﬁcs. Top: tongue (tip and dorsum). Bottom: vertical jaw (LI) motion. Left: correlation means and variance for zero-lag and
(positive) maxcorr-lag instantaneous correlation. Right: average time offset for the maxcorr-lag path.
E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181176Fig. 10 shows the signals and instantaneous correlation results for the talkers' jaw motion, measured at the lower incisor (LI) during the ﬁrst
conversation trial (Trial 10). During this 120 s trial, the talkers discussed the relative merits of the two EMA devices. Because of the greater range of
temporal variation needed by the tracker to ﬁnd the maxcorr path during conversation, the offset range (vertical axis of 2D representation) is expanded
to ±6 s. Twice, the tracker drifts to a 2 s offset between speakers and then returns to near zero offset, at 30 s and again at 60 s. There is some
indication that this would have happened a third time except for an error in S2's jaw signal at about 105 s. Although such a short signal duration makes
identiﬁcation of long latency correspondence between the signals unreliable, Fourier analysis for this 120 s trial shows a peak in the power density
function at 0.032 Hz (approx. 30 s period).
For all trials, the tracked, maximum lag correlation was higher on average and varied less than the zero-lag correlation. As shown for the word
repetition trials (1–9) in the top left panel of Fig. 11, mean maximum interspeaker tongue correlations ranged between 0.51 (Trial 9) and 0.73 (Trial 2).
Compare these values to a highest zero-lag correlation of 0.22 for Trial 6. As shown in the bottom left panel of Fig. 11, mean maximum lag correlations
for the jaw (LI) were slightly higher than those for the tongue for these same trials; although some of the zero-lag jaw means were also higher than
corresponding means for the tongue (Trials 1–4, 8). Means were uniformly smaller for the conversation trials (10–16), though still distinctly higher for
the maximum lag (maxcorr) correlations.
Mean temporal offsets of the maximum (positive) correlation of interspeaker tongue and jaw positions for the 16 trials are shown in the right hand
panels of Fig. 11. The mean offsets for interspeaker tongue were calculated for the tongue tips of the two speakers. Positive offsets indicate that
talker S1 led S2. For the word repetition trials, the maxcorr lag offset between signals stayed close to zero for the single word tasks, but was offset
300–400 ms for the multiword trials (7–9) and for Trial 5, where talkers changed speaking rate often attempting to throw each other out of sync
(science can be fun).
Predictably, offset variances for word-repetition trials are small for both tongue and jaw correlations between the two talkers. Tongue and jaw
offsets are not the same, but are quite close in value for the word repetition trials. The intraspeaker correlations between tongue and jaw bear this out
(see Section 4.3). As already shown for one trial in Fig. 10, the maxcorr paths for conversations (Trials 10–16) were highly variable and mean offsets
could be as much as 3 s.
The maxcorr results for the highly synchronized word-repetition trials (1–9) are reliable and useful for capturing and quantifying the time (and
phase) varying nature of coordination. They are certainly useful for spotting, unexpected alignments that may occur at longer latencies, such as the
30 s periods found for Trial 10. However, overall, the tracking results for the conversational trials remain tentative until we can either corroborate them
with another method for estimating the maxcorr time series, or construct a tracker that is robust when instances of high correlation are less frequent as
is typical in conversational interaction (Shockley et al., 2003).
There are certainly other ways to bolster, quantitatively, the qualitative evidence that ﬂuctuations in the timing of the correlation between signals
strengthen the overall coordination. Riley, Bonnette, Kuznetsov, Wallot, and Gao (2012) do this by combining cross recurrence quantiﬁcation analysis
(CRQA) and subsequent ﬂuctuation analysis – fractal analysis, or detrended ﬂuctuation analysis (Hardstone et al., 2012). Instead of CRQA, Malone
et al. (2014) have used the CMA algorithm in conjunction with fractal analysis to examine joint-action effects on coordination in a perception task.
We plan to do this ourselves, but have, so far, been focused more on improving the tracker, which has the immediate beneﬁt of visualizing the
computed maxcorr path. At present, we are conﬁguring the tracker to exploit CMA's parameter control of ﬁlter cut-off frequency to set the granularity of
the instantaneous correlation. This can be done iteratively. For example, using the distribution density of ﬁne-grained correlations to establish a
sequence of candidate moments of high correlation for the tracker, a coarser-grained (smoother) setting of the algorithm might then be used to ﬁnd a
smoother, more continuous path through those moments.
4.3. Intraspeaker coordination
Intraspeaker coordination has been examined extensively under various rubrics, including coarticulation (Fowler, 1977; Ohman, 1967), interarticu-
lator timing (Lofqvist & Gracco, 1999; Munhall, Löfqvist, & Kelso, 1994), inter-gestural timing (Saltzman, Lofqvist, Kay, Kinsella-Shaw, & Rubin, 1998),
and so on. More recently, Goldstein et al. (2007, 2009) and Pouplier (2007) have modeled the time-varying interaction of articulatory measures within
the same speaker in terms of functionally coupled oscillators. Indeed, extending the coupled-oscillator approach to examine interspeaker coordination
was another rationale for the current study (for details, see Tiede et al., 2012). Our goal here is to characterize intraspeaker coordination from the
perspective of correlation map analysis and qualitatively juxtapose these within-speaker coordination patterns with the coordination between speakers
described above in Section 4.2. To this end, we present one visualization of an intrusive speech error in Section 4.3.1. Then, in Section 4.3.2,
we discuss correlation results for the intraspeaker relations between tongue tip and dorsum. The much needed and, in our opinion, potentially more
interesting quantitative integration of intra- and inter-speaker coordination patterns will have to wait until a larger and more rigorously constrained data
set is acquired.
4.3.1. Visualization of intrusive speech errors
Goldstein et al. (2007) and Pouplier (2007) have used repeated sequences of words such as cop and top to induce articulation errors. These
“intrusive speech errors”, which may or may not be perceptible to listeners, are attributed to shifts in oscillator coupling, whereby the repetition rate of
gestures associated with the ﬁnal /p/ of cop and top, spoken in a sequence, is twice that of the initial /t/ and /k/ of these forms. Forced repetition
induces both potential initial stops to be co-produced, thus matching the higher frequency of ﬁnal /p/ production – that is, a shift from a 1:2 rate of
production to a 2:2 rate (Goldstein et al., 2009).
Fig. 12 shows an example of this in talker S1's repetitions of cop–top in Trial 4. By auto-correlating the tongue dorsum (TR) signal for talker (S1)
with itself, the correlation map analysis reveals an intrusive error that appears about 13 s into the trial and persists for about 10 s. The longer
persistence of this episode of co-production is likely due to the added complexity of the two-talker synchronization task, but cannot be deﬁnitively
evaluated with this data set. Other singleton instances of correlation in this sub-band within the same trial probably indicate momentary intrusive errors
occurring when TR raised in unison with TT during production of cop (talker S1's assigned word).
4.3.2. Interarticulator coordination
Correlation map analysis of the spatiotemporal correspondence between articulators within the same talker reveals interesting differences between
the two talkers and helps rationalize what is seen in the interspeaker coordination discussed in Section 4.2 above.
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E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181 177Fig. 13 shows 1D and 2D correlation map results for the coordination of tongue tip and tongue dorsum for talkers S1 and S2. As noted earlier, due
to a signal processing problem with her EMA data, the ﬁrst 13 s of S1's data cannot be used, hence the apparent difference in trial duration for the
two talkers. Otherwise, both talkers show strong correlation between the two tongue markers, although the temporal offset of high positive correlation
differs for the two speakers. This has to do with the utterances being produced. Talker S1 is producing top in which the entire tongue surface raises for
the alveolar /t/ and then lowers for the /a/. In this situation the tongue tip and dorsum should be highly correlated roughly at zero offset, as shown.
Talker S2, however, is under a different constraint to produce cop. For him, the tongue dorsum must be raised to produce the constriction for /k/,
while the tongue tip actually lowers somewhat in anticipation of the upcoming /a/. This results in the strong negative correlation along zero offset that
appears as a rather sudden phase shift beginning about 8 s into the trial (S2 panels of Fig. 13). Production of /p/ is incidental for both word targets; the
tongue will raise somewhat as the jaw raises for bilabial closure, and is consistent with the necessary raising of the tongue for either the /t/ or /k/ that
follows in the repetition sequence.
Overall, the intraspeaker correlation between tongue tip and jaw motion is quite similar for the two talkers, as shown in Fig. 14. This conﬁrms that
the tongue tip largely does what the jaw does in these productions; namely, raise for the stops – /t, k/ and /p/ – and lower for the vowel /a/. The
correlation map for talker S1 indicates that the phasing of tongue tip and jaw motion shifts slightly away from zero offset for the ﬁrst 35 s of the trial as a
slight delay appears in initiating tongue tip lowering after /t/ for the upcoming /a/ vowel in top. No such offset or variation is observed for talker S2. This
means that the maxcorr path and zero-offset 1D correlations are almost identical and are therefore not presented for the jaw results in Fig. 14.
Subtle differences in the coordination occur in Trial 2 when speakers swap their assigned words. As shown in Fig. 15, the intraspeaker correlation
of tongue tip and dorsum for talker S1 shows a smaller, but consistent temporal offset from zero for production of cop than did talker S2 in Trial 1
(Fig. 13, lower panels). Similar to talker S1's productions in Trial 1, talker S2's tongue tip and dorsum motions for top productions are tightly synced at
zero offset (so, as with Fig. 14, the 1D correlations are not shown for talker S2). Tongue-jaw coordination is tightly coupled at effectively zero offset for
both talkers, but especially so for talker S2 (see Fig. 17, right panel).
Tracking the maxcorr path between each talker's tongue tip and dorsum during conversation trials (10–16) was substantially easier and more
reliable than tracking between talkers. Fig. 16 shows results for the ﬁrst conversational trial (Trial 10). There is, of course, ﬂuctuation in the tracked
maxcorr path due to interruptions in the continuous correlation, but nothing like the variability seen in the interspeaker results (see Fig. 10).
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Fig. 15. Intraspeaker correlations of tongue tip and dorsum for Trial 2. Top: 1D and 2D correlations for talker S1 producing top. Bottom: 2D correlations for talker S2 producing cop. The
black line indicates the tracked (positive) maxcorr path closest to zero offset.
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Fig. 17. Intraspeaker mean correlations and variance of tongue tip and dorsum computed for all trials at zero lag and maxcorr lag – left: talker S1; right: talker S2.
E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181 179Intraspeaker correspondence results for all 16 trials are given in Fig. 17. Unlike the interspeaker correspondence results, where the maxcorr lag
means were substantially higher for the scripted word repetitions than for the conversations, the correlations for conversational data here are only
slightly smaller, if at all. It is also interesting that the mean correlations computed at zero temporal offset are consistently high for the conversational
trials, although somewhat smaller than the means computed for maxcorr lag. Talker S2's zero-lag correlations for Trials 1 and 5 are weak and highly
variable because the tongue tip and dorsum changed their relative phasing during the course of each trial, as shown for Trial 1 in the lower panel
of Fig. 13.5. Summary and discussion
Correlation map analysis provides a fast method for assessing spatiotemporal coordination as the time-varying correlation between pairs of signals.
By computing the correlation between each value in one signal and all the values of the other, the method captures what we believe to be an extremely
important feature of biological coordination; namely, that the variable timing of the correlation between signals contributes to the stability of their
coordination. The cause and possible interpretations of these ﬂuctuations are of great interest, but not of immediate concern for this paper;
for now it is enough to recognize that, when the ﬂuctuations are not discounted as noise, the computed correlations are much stronger. This is easy
to see, both qualitatively and quantitatively, when the two behaviors being correlated are closely coupled, as when two speakers intentionally synchronize
repetitive production of closely matched words. Pretty bands of strong negative and positive correlation emerge. When considered across a range of
temporal offsets, these correlation patterns tell us about both the immediate correspondence of signals and the long-term structure of the behavior.
We conﬁrmed the advantage of incorporating the variable timing of the correlations in assessing the overall coordination by computing the paths of
maximum correlation between the two talkers' productions using a simple tracking method that does sample-by-sample search for the highest
correlation value within a small range of temporal offsets. The method did not work so well with conversational data where the coordination between
the signals of two talkers was weaker and more intermittent than in the word-pair repetitions. However, it did well enough to establish the value of the
paradigm and did surprisingly well at tracking the coordination between articulator measures of the tongue and jaw within each speaker.
In the current paper, our modest aim was to walk the reader through the structure and potential application of correlation map analysis for both fast
visualization and computation of the coordination between time-varying events, in this case, preliminary analyses of interspeaker and intraspeaker
correlation patterning between vocal tract articulators. Since the data discussed here were taken from an experiment designed more as a proof of
experimental method – face-to-face EMA recording – than as a rigorous experiment designed to test hypotheses, the interpretation of the analyses
are presented as demonstrative, rather than deﬁnitive. Hopefully, now that several laboratories are equipped to run the dueling EMAs paradigm,
more rigorous versions of this study can be run and larger data sets obtained, especially for longer stretches of conversational speech that can
sustain reliable assessment of the much slower rhythmic cycles we believe to play a role in the coordination between talkers. Of particular interest,
once appropriate data are available, will be to quantify the effects of interspeaker coordination on intraspeaker (e.g., inter-articulator) coordination. By
extension, this might then help distinguish speaker-speciﬁc from task-speciﬁc differences in articulatory coordination, a question that arises when we
consider the different within-speaker correspondences given in Fig. 17.
Comparison and integration with other time-series analysis methods such as functional data analysis (Lucero et al., 1997; Ramsay, 1982) is
essential, and underway. Malone et al. (2014) have already begun this process by combining the correlation map analysis method with fractal analysis
(e.g., Hausdorff et al., 1996) and traditional analysis of means variance to assess the effects of a co-actor on reaction time in a go/no go Simon task.
Finally, application of correlation map analysis in other domains of skilled behavior such as musical performance may also help us distinguish those
aspects of coordination that are skill speciﬁc from those common to all skilled behavior (for discussion, see Sharon, Fais, & Vatiktiotis-Bateson, 2014).Acknowledgments
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Table A1
Speaking task details.
Trial Talker S1 Talker S2 Description Duration (s)
1 top cop Two speeds: slow then faster 60
2 cop top Variable speed 30
3 top–cop cop–top 30
4 cop–top top–cop 30
5 topper copper Disruptive variable speed 30
6 copper topper 30
7 topper–copper topper–copper In unison 30
8 topper–copper copper–topper 30
9 copper–topper topper–copper 30
10 Conversation improv: WAVE vs. EMA 120
11 improv: parallel monologues 120
12 improv: discussing grants 120
13 improv: how your visit went 120
14 ⋯ 120
15 ⋯ 120
16 ⋯ 120
E. Vatikiotis-Bateson et al. / Journal of Phonetics 44 (2014) 167–181180Appendix A. Experimental tasks
The dueling EMA study was recorded in April 2010 at the MARCS Institute (Sydney, Australia). The experimenters were Virginie Attina, Catherine Best,
Rikke Bundgaard-Nielsen, Guillaume Gibert, Christian Kroos, Mark Tiede, and Eric Vatikiotis-Bateson. The experiment consisted of 16 trials divided between
simultaneous repeated production of top, cop, and derivative forms (Trials 1–9) and spontaneous conversation (Trials 10–16). Table A1 gives the talker-word
assignments, brief descriptions of trials, and duration in seconds.Appendix B. Supplementary materials
Supplementary data associated with this article can be found in the online version of http://dx.doi.org/10.1016/j.wocn.2013.12.001.
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