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Determinants in Plane Partition Enumeration
GEORGE E. ANDREWS† AND DENNIS W. STANTON‡
In this paper we provide a new and concise evaluation of
det

i j C

x C i C j
j

05i; j5n−1
:
This determinant arose in the enumeration of certain set of plane partitions. Its previous evaluation
was lengthy and complicated.
c© 1998 Academic Press Limited
1. INTRODUCTION
Our central objective in this paper is to prove the following result:
THEOREM 1 ([11]). Let 10.x/ D 2, and for j > 0
12 j .x/ D .x C 2 j C 2/ j .x=2C 2 j C 3=2/ j−1
. j/ j .x=2C j C 3=2/ j−1 ; (1.1)
12 j−1.x/ D .x C 2 j/ j−1.x=2C 2 j C 1=2/ j
. j/ j .x=2C j C 1=2/ j−1 ; (1.2)
then
det

i j C

x C i C j
j

05 i; j5n−1
D
n−1Y
kD0
1k.x/; (1.3)
where
.A/ j D A.A C 1/    .A C j − 1/:
Using the work of Mills et al. [11], it is possible to show that Theorem 1 follows from the
next two theorems:
THEOREM 2 ([11]).
det

x C i C j
2i − j

05 i; jn−1
D 2−n
n−1Y
kD0
12k.2x/: (1.4)
THEOREM 3 ([4]).
det

i C j C x C 1
2i − j C 1

C

i C j C x
2i − j

05 i; j5n−1
D
nY
kD1
12k−1.2x − 1/: (1.5)
In Section 2, we describe how Theorem 1 follows from Theorems 2 and 3.
The proofs of Theorems 2 and 3 rely primarily on two hypergeometric series identities
respectively:
5 F4
−2i − 1; x C 2i C 2; x − z C 1=2; x C i C 1; z C i C 1I 1
1C x=2; .1C x/=2; 2z C 2i C 2; 2x − 2z C 1

D 0; (1.6)
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and
6 F5
−2i − 1; x C 2i C 1; x − z C 1=2; x C i C 1=2; z C i C 1=2; 2.x C i C 2/=3I 1
1C x=2; .1C x/=2; 2z C 2i C 1; 2x − 2z C 1; .2x C 2i C 1/=3

D 0:
(1.7)
In [2], identity (1.6) was first proved using an elementary method due to Pfaff. Once (1.6)
was proved, Section 7 of [2] was devoted to deriving Theorem 2 directly therefrom.
In [2], identity (1.7) was stated (originally as a conjecture), and it was pointed out there that
the author was unable to prove it using Pfaff’s method.
At the June, 1994 Ann Arbor Conference on Algebra and Combinatorics, Andrews (the first
author) listed (1.7) as a conjecture. Stanton (the second author) saw that (1.7) is a special
case of work he did jointly with Gessel [8], and he was able to see how the same methods
imply (1.6). At the meeting Doron Zeilberger proved (1.7) (and subsequently (1.6)) using the
WZ method. Since these methods are radically distinct from Pfaff’s method and much more
concise, it seems appropriate to record them here in the context of providing a new proof of
Theorem 1.
Section 2 will be devoted to showing how Theorem 1 follows from Theorems 2 and 3.
In Section 3 we prove (1.6) and (1.7). Section 4 then contains a proof of Theorem 3 and
exactly parallels Section 7 of [2]. In Section 5 we present variations and extensions of our
work in Section 3. Finally in Section 6 we discuss results concerning possible q-analogs of
Theorems 1, 2 and 3. We conclude with some general observations.
Further, simpler proofs of Theorem 2 and its extensions (cf. [4]) have been found. By an
interchange of the roles played by several variables in the WZ method, Petkovsek and Wilf
[12] were able to find a genuinely short WZ proof of Theorem 2. Inspired by their approach,
Andrews [3] found a genuinely short proof using Pfaff’s method. In addition, Krattenthaler
[10] has adapted his own methods to prove a large number of determinant identities including
Theorem 2. Finally Zeilberger and his anthropomorphic computer, Ekhad, [7] have outlined a
method for applying the WZ method even when the constraints of computer memory cause it
to fail in direct application.
2. THEOREMS 2 AND 3 IMPLY THEOREM 1
Nothing in this section is new, and we therefore present a telegraphed account. All the work
in this section occurred in [4, 11].
We shall use the notation of [1, 4, 11] slightly modified:
Zn.x/ D det

i j C

i C j C x
j

05 i; j5n−1
; (2.1)
Tn.x/ D det

i C j C x
2 j − i

05 i; j5n−1
(2.2)
Rn.x/ D det

i C j C x
2i − j

C 2

i C j C x C 2
2i − j C 1

05 i; j5n−1
(2.3)
Wn.x/ D det

i C j C x C 1
2i − j C 1

C

i C j C x
2i − j

05 i; j5n−1
: (2.4)
The first step in the proof of equivalence is an immediate consequence of Theorem 5 in [11].
Namely
Z2n.2x/ D Tn.x/Rn.x/; (2.5)
Z2nC1.2x/ D 2TnC1.x/Rn.x/: (2.6)
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Indeed in Theorem 5 of [11]; with the x there set D 1 and  replaced by x we have exactly
these equations except the factor Rn.x/ is instead
det
2n−1X
tD0

i C x
2i C 1C x − t

C

i C 1C x
2i C 1C x − t
 j
2 j C 1− t

C
 j C 1
2 j C 1− t

05 i; j5n−1
D det

i C j C x
2i − j C x

C

i C j C x C 1
2i − j C x

C

i C j C x C 1
2i − j C x C 1

C

i C j C x C 2
2i − j C x C 1

05 i; j5n−1
(by the Chu–Vandermonde summation [5, p. 3])
D det

i C j C x
2i − j

C 2

i C j C x C 2
2i − j C 1

0i; jn−1
(where the matrix has been transposed and the second and third
binomial coefficients have been combined by the Pascal rule)
D Rn.x/:
The Tn.x/ and Zn.x/ factors are simplified similarly using the Chu–Vandermonde summation.
Next as shown in [4, p. 12] it is possible to show that
Sn Wn.x/ D Rn.x − 1=2/; (2.7)
where
Sn D det

.− 12 /i− j .−1/i− j
22i−2 j−1.i − j/!

05 i; j5n−1
: (2.8)
In fact (2.7) follows immediately once the two determinants on the left are multiplied together
and the Pfaff–Saalschutz summation is applied [6, p. 9, Section 2.2, Eqn (1)].
Also
Sn D 2n; (2.9)
because Sn is lower triangular with 2 s on the main diagonal.
Hence with 1 D b n2 c, 2 D b nC12 c we may combine the above observations as follows
Zn.x/ D 22−1 T2.x/R1.x/ (by (2.6) and (2.7))
D 22−1 T2.x/21 W1

x C 1
2

(by (2.7) and (2.9))
D 22−12−2
2−1Y
kD0
12k.2x/

21
1Y
kD1
12k−1.2x/
(by Theorems 2 and 3)
D
n−1Y
kD0
1k.2x/;
(2.10)
which is Theorem 1.
276 G. E. Andrews and D. W. Stanton
3. PROOFS OF (1.6) AND (1.7)
In [8, p. 296, Eqn (1.8), first line], it was proved that for n odd
7 F6

a; b; a C 1=2− b; 1C 2a=3; 1− 2d; 2a C 2d C n;−nI 1
2a C 1− 2b; 2b; 2a=3; a C d C 1=2; 1− d − n=2; 1C a C n=2

D 0: (3.1)
If we set n D 2i C 1, a D x C i C 1=2, b D z C i C 1=2, d D −i − x=2, we obtain (1.7).
The proof of (1.6) requires two cubic transformations following the pattern of [8, Section 5].
First is one of Bailey’s other cubic transformations [5, Eqn (4.06)]
3 F2

a; b; a − b C 1=2I 4x
2b; 2a − 2b C 1

D .1− x/−a 3 F2

a=3; .a C 1/=3; .a C 2/=3 I 27x24.1−x/3
b C 1=2; a − b C 1

: (3.2)
If in (3.2), we set a D D − 1, b D D=2
.1− x/1−D 3 F2

.D − 1/=3; D=3; .D C 1/=3I 27x24.1−x/3
D=2; .D C 1/=2

D 2 F1

D=2; .D − 1/=2I 4x
D

D .1− 4x/1=2 2 F1

D=2; .D C 1/=2I 4x
D

(by [6, p. 2, Eqn (2)]). (3.3)
We rewrite (3.3) as
2 F1

D=2; .D C 1/=2I 4x
D

D .1− x/1−D 3 F2

.D − 1/=3; D=3; .D C 1/=3I 27x24.1−x/3
D=2; .D C 1/=2

.1− 4x/−1=2: (3.4)
Now we multiply Equations (3.2) and (3.4) together, and we find that the coefficient of xn
on the left-hand side is
.D=2/n..D C 1/=2/n4n
n!.D/n
5 F4

a; b; a − b C 1=2;−n; 1− n − DI 1
2b; 2a − 2b C 1; 1− n − D=2; 1=2− n − D=2

: (3.5)
On the other hand the coefficient of xn on the right-hand side is
Res
x

.1− x/−aC1−D 3 F2

a=3; .a C 1/=3; .a C 2/=3I 27x24.1−x/3
b C 1=2; a − b C 1

3 F2

.D − 1/=3; D=3; .D C 1/=3I 27x24.1−x/3
D=2; .D C 1/=2

.1− 4x/−1=2
xnC1

D Res
y

3 F2

a=3; .a C 1/=3; .a C 2/=3I 27y24
b C 1=2; a − b C 1

3 F2

.D − 1/=3; D=3; .D C 1/=3I 27y24
D=2; .D C 1/=2

y−n−1
 .1− 4x/
−1=2
1C x=2 .1− x/
−aC1−D−3.nC1/=2C5=2

(3.6)
where we have made the substitution y D x.1−x/−3=2 (so that dx D .1−x/5=2.1Cx=2/−1dy).
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Now clearly each of these 3 F2s has no odd powers of y. Hence identifying (3.5) and (3.6)
and setting n D 2i C 1, D D −a − 3i − 1, we find
..−a − 3i − 1/=2/2iC1..−a − 3i/=2/2iC142iC1
.2i C 1/!.−a − 3i − 1/2iC1
5 F4

a; b; a − b C 1=2;−2i − 1; a C i C 1I 1
2b; 2a − 2b C 1; .a − i C 1/=2; .a − i/=2

D Res
y

3 F2

a=3; .a C 1/=3; .a C 2/=3I 27y24
b C 1=2; a − b C 1

3 F2

.−a − 3i − 2/=3; .−a − 3i − 1/=3; .−a − 3i/=3I 27y24
.−a − 3i − 1/=2; .−a − 3i/=2



1− 27
4
y2
−1=2
y−2i−2

D 0 (3.7)
because the penultimate expression is clearly an even function of y.
Equation (3.7) reduces to (1.6) by setting a D x C i C 1, b D z C i C 1.
4. PROOF OF THEOREMS 2 AND 3
As noted in the introduction, Section 7 of [2] shows how Theorem 2 follows from (1.6).
The proof proceeds by proving the identity
Mn.x/En.x/ D Ln.x/; (4.1)
where
Mn.x/ D

x C i C j
2i − j

05 i; j5n−1
(4.2)
(note Mn.x/ is the transpose of Tn.x/ given in (2.2)),
En.x/ D .ei; j .x//05 i; j5n−1; (4.3)
ei; j .x/ D
8<:0; if i > j.−1/ j−i .i/2 j−2i .2xC2 jCiC2/ j−i
4 j−i . j−i/!.xCiC1/ j−i .xC jCiC1=2/ j−i ; otherwise:
(4.4)
and where the matrix Ln.x/ is lower triangular with 1212.2x/;
1
214.2x/; : : : ;
1
212n−2.2x/ on
the main diagonal. Theorem 2 is immediate when one takes determinants in (4.1). Identity (1.6)
is the key to evaluating the diagonal of Ln.x/ and to showing that it is lower triangular.
Precisely the same sort of argument applies for Theorem 3. In this case, we display the
details. Here we prove
Wn.x/Gn.x/ D Kn.x/; (4.5)
where
Wn.x/ D

i C j C x C 1
2i − j C 1

C

i C j C x
2i − j

05 i; j5n−1
D

i C j C x C 1
2i − j C 1

x C 3i C 2
i C j C x C 1

05 i; j5n−1
; (4.6)
Gn.x/ D .gi j .x//05 i; j5n−1 (4.7)
gi j .x/ D
8<:0; if i > j.−1/ j−i .iC1/2 j−2i .2xCiC2 jC2/ j−i .2xC3iC1/
4 j−i . j−i/!.xCiC jC1/ j−i .xCiC1=2/ j−i .2xC3 jC1/ ; otherwise;
(4.8)
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and where the matrix Kn.x/ is lower triangular with 11.2x−1/;13.2x−1/; : : : ; 12n−1.2x−1/
on the main diagonal. Theorem 3 is immediate from (4.5) merely by taking determinants.
So what we must prove is that Kn.x/ D .ki j .x//05 i; j5n−1 is indeed lower triangular with
the stated main diagonal.
Now for 0 5 i 5 j , we have
ki j .x/ D
jX
hD0

i C h C x C 1
2i − h C 1

C

i C h C x
2i − h

ghj .x/
D
jX
hD0
.i C h C x/!.x C 3i C 2/
.2i − h C 1/!.2h − i C x/! 
.−1/ j .2 j/!.2x C 2 j C 2/ j−1
4 j j!.x C j C 1/ j .x C 1=2/ j :
 .−1/
h.− j/h.x C j C 1/h.x C 1=2/h.2x C 3h C 1/
4−h.−2 j/hh!.2x C 2 j C 2/h
D .i C x/!.x C 3i C 2/.2x C 1/.−1/
j .2 j/!.2x C 2 j C 2/ j−1
.2i C 1/!.x − i/!4 j j!.x C j C 1/ j .x C 1=2/ j
6 F5
 −2i − 1; i C x C 1;− j; x C j C 1; x C 1=2; .2x C 4/=3I 1
.x − i C 1/=2; .x − i C 2/=2;−2 j; 2x C 2 j C 2; .2x C 1/=3

(valid for i < j , for i D j see next paragraph)
D 0 (4.9)
for i < j by (1.7) wherein we have replaced x by x − i and z by −i − j − 1=2.
If i D j , then the −2 j among the lower parameters of the 6 F5 means that a non-zero term
in the above sum is ignored in the passage from
P j
hD0 to
P2iC1
hD0 . Consequently
k j j .x/ D
jX
hD0
 j C h C x C 1
2 j − h C 1

C
 j C h C x
2 j − h

ghj .x/
D . j C x/!.x C 3 j C 2/.2x C 1/.−1/
j .2 j/!.2x C 2 j C 2/ j−1
.2 j C 1/!.x − j/!4 j j!.x C j C 1/ j .x C 1=2/ j


6 F5
 −2i − 1; i C x C 1;− j; x C j C 1; x C 1=2; .2x C 4/=3I 1
.x − i C 1/=2; .x − i C 2/=2;−2 j; 2x C 2 j C 2; .2x C 1/=3

− .−2 j − 1/2 jC1. j C x C 1/
2
2 jC1.2x C 6 j C 4/.x C 1=2/2 jC1
.2 j C 1/! 4−2 j−1.x − j C 1/4 jC2.2x C 2 j C 2/2 jC1.2x C 1/
 lim
y! j
.−y/2 jC1
.−2y/2 jC1

D . j C x/!.x C 3 j C 2/
2.−1/ j .2x C 2 j C 2/ j−1
.2 j C 1/.x − j/! 4− j−1 j!.x C j C 1/ j .x C 1=2/ j
 . j C x C 1/
2
2 jC1.x C 1=2/2 jC1
.x − j C 1/4 jC2.2x C 2 j C 2/2 jC1
.−1/ j j!2
.2 j/!
D .2x C 2 j C 1/ j .x C 2 j C 2/ jC1
. j C 1/ jC1.x C j C 1/ j D 12 jC1.2x − 1/: (4.10)
Thus Kn.x/ has the desired properties and Theorem 3 is proved.
5. FURTHER HYPERGEOMETRIC IDENTITIES
The results in Section 3 can be deduced from substantially more general hypergeometric
identities.
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THEOREM 4. If p is a non-negative integer,
.a/p 5 F4

x C 1; z C 1; x − z C 1=2;−p; 1− aI 1
2z C 2; 2x − 2z C 1; .1− a − p/=2; .2− a − p/=2

D .a C x C 1/p 5 F4

x C 1; x − 2z; 1− x C 2z;−p=2; .1− p/=2I 1
z C 3=2; x − z C 1;−a − p − x; x C a C 1

(5.1)
PROOF. Bailey [6, Eqns (4.05) and (4.06)] has proved that
.1− w/xC1 3 F2

x C 1; x − 2z; 1− x C 2zIw=4
z C 3=2; x − z C 1

D 3 F2
 xC1
3 ;
xC2
3 ;
xC3
3 I −27w4.1−w/3
z C 3=2; x − z C 1

(5.2)
.1− v/xC1 3 F2

x C 1; z C 1; x − z C 1=2I 4v
2z C 2; 2x − 2z C 1

D 3 F2
 xC1
3 ;
xC2
3 ;
xC3
3 I −27v
2
4.1−v/3
z C 3=2; x − z C 1

: (5.3)
If w D −y2=.1 − y/ and v D y.1 − y/, then the right-hand sides of (5.2) and (5.3) are
identical; so
.1− y/−x−1 3 F2

x C 1; x − 2z; 1− x C 2zI− −y24.1−y/
z C 3=2; x − z C 1

D 3 F2

x C 1; z C 1; x − z C 1=2I 4y.1− y/
2z C 2; 2x − 2z C 1

(5.4)
If we multiply (5.4) by .1− y/−a and equate coefficients of y p, we obtain (5.1). 2
The choices w D −y2=.1− y/ and v D y=.1C y/2 also make the right-hand sides of (5.2)
and (5.3) identical; so
.1C y/xC1 3 F2

x C 1; x − 2z; 1− x C 2zI −y24.1Cy/
z C 3=2; x − z C 1

D 3 F2

x C 1; z C 1; x − z C 1=2I 4y
.1Cy/2
2z C 2; 2x − 2z C 1

; (5.5)
and a result equivalent to (5.1) may be obtained from (5.5).
COROLLARY 1. Identity (1.6) is valid.
PROOF. Replace x and z by xC i and zC i , respectively, in Theorem 4. Then set p D 2iC1
and a D −1− x − 2i . 2
If we replace y by −y in (5.5) and compare with (5.4), we obtain the following result.
THEOREM 5.
.1− y/xC1 3 F2

x C 1; z C 1; x − z C 1=2I 4y.1− y/
2z C 2; 2x − 2z C 1

D .1− y/−x−1 3 F2

x C 1; z C 1; x − z C 1=2I −4y
.1−y/2
2z C 2; 2x − 2z C 1

: (5.6)
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If we now multiply both sides of (5.6) by .1 − y/−a and equate the coefficients of y p we
find (in analogy with Theorem 4):
.a C x C 1/p 5 F4

x C 1; z C 1; x − z C 1=2;−p; a C x C 1C pI 1
2z C 2; 2x − 2z C 1; .a C x C 1/=2; .a C x C 2/=2

D .a − x − 1/p 5 F4

x C 1; z C 1; x − z C 1=2;−p; z − a C xI 1
2z C 2; 2x − 2z C 1; .2− a C x − p/=2; .3− a C x − p/=2

:
(5.7)
As with Theorem 4, Equation (5.7) also implies Corollary 1.
We may also treat 6 F5 hypergeometric series by using 4 F3 cubic transformations [6, Eqns (5.4),
(5.7)]. The analogs of (5.4) and (5.5) are
.1− y/−x−1.1− y=2/4 F3

x C 1; x − 2z; 1− x C 2z; .x C 4/=3I −y24.1−y/
z C 3=2; x − z C 1; .x C 1/=3

D .1− 2y/ 4 F3

x C 1; z C 1; x − z C 1=2; .2x C 5/=3I 4y.1− y/
2z C 2; 2x − 2z C 1; .2x C 2/=3

; (5.8)
and
.1C y/xC1.1C y=2/ 4 F3

x C 1; x − 2z; 1− x C 2z; .x C 4/=3I −y24.1Cy/
z C 3=2; x − z C 1; .x C 1/=3

D .1− y/ 4 F3

x C 1; z C 1; x − z C 1=2; .2x C 5/=3I 4y
.1Cy/2
2z C 2; 2x − 2z C 1; .2x C 2/=3

: (5.9)
As (5.1) followed from (5.4) and (5.5), so does the following result follow from (5.8) and
(5.9):
THEOREM 6. If p is a non-negative integer,
.a/p−1.a C 2p − 1/ 6 F5

x C 1; z C 1; x − z C 1=2; .2x C 5/=3;−p; a C p − 1I 1
2z C 2; 2x − 2z C 1=2; .2x C 2/=3; a=2; .1C a/=2

D .a − x − 1/p−1.a − x − 2C p=2/
6 F5

x C 1; x − 2z; 1− x C 2z; .x C 4/=3;−p=2; .1− p/=2I 1
z C 3=2; x − z C 1; .x C 1/=3; a − x − 1; 3− a C x − p

: (5.10)
COROLLARY 2. Identity (1.7) is valid.
PROOF. In Theorem 6, replace x and z by x C i − 1=2 and z C i − 1=2, respectively. Then
set p D 2i C 1, a D x C 1. 2
The 6 F5 hypergeometric analogs of Theorem 5 and Equation (5.7) are
.1− 2y/.1− y/xC1 4 F3

x C 1; z C 1; x − z C 1=2; .2x C 5/=3I 4y.1− y/
2z C 2; 2x − 2z C 1; .2x C 2/=3

D .1C y/.1− y/−x−1 4 F3

x C 1; z C 1; x − z C 1=2; .2x C 5/=3I −4y
.1−y/2
2z C 2; 2x − 2z C 1; .2x C 2/=3

(5.11)
and
.a C x C 1/p−1.a C x C 2p/
6 F5

x C 1; z C 1; x − z C 1=2; .2x C 5/=3;−p; a C x C pI 1
2z C 2; 2x − 2z C 1; .2x C 2/=3; aCxC12 ; aCxC22

D .a − x − 1/p−1.a − x − 2− p/
6 F5

x C 1; z C 1; x − z C 1=2; .2x C 5/=3;−p; 2− a C xI 1
2z C 2; 2x − 2z C 1; .2x C 2/=3; 3−aCx−p2 ; 4−aCx−p2

: (5.12)
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6. GENERALIZED DETERMINANTS AND q -ANALOGS
The methods developed in the foregoing sections may be extended using the more general
results of [8] and [9].
For example, if instead of (1.7) we base our work on [8, p. 296, Eqn (1.8)]:
7 F6

a; b; a − b C 1=2; 1C 2a=3; 1− 2d; 2a C 2d C n;−nI 1
2a C 1− 2b; 2b; 2a=3; a C d C 1=2; 1− d − n=2; 1C a C n=2

D 0 (6.1)
in full generality, we may in the manner of Section 4 prove:
THEOREM 7. If
Wi j D .E − x=2− i=2/i− j .1=2− x=2− E − i=2/i− j .−1− x − 2i/i− j
.2i C 1− j/!.−x − 2E − 2i/i− j .−1− x C 2E − 2i/i− j (6.2)
then
det.Wi j /05 i; jn−1
D
n−1Y
jD0
.2x C 2 j C 1/ j j! 22 j ..2C x C 2E C j/=2/ j ..3C x − 2E C j/=2/ j
.x C j C 1/ j .2 j C 1/!.1C x C 2E C j/ j .2C x − 2E C j/ j : (6.3)
Now instead of using (6.1), we begin with the q-analog of (6.1), namely [9, Eqn (6.14)]
nX
kD0
.q−n=2I q1=2/k.q A=FI q1=2/k.Fq.n−1/=2I q1=2/k.AI q/k.q A=BI q/k.Bq−1=2I q/k
.Aq1Cn=2I q/k.FI q/k.Aq.3−n/=2=FI q/k.q1=2I q1=2/k.Bq−1=2I q1=2/k.q A=BI q1=2/k
 .1− Aq
3k=2/
1− A q
k=2 D 0 (6.4)
provided n is a positive, odd integer.
From (6.4), we may deduce
THEOREM 8. If
Vi j D .q
2E−x−i I q2/i− j .q1−x−2E−i I q2/i− j .q−2−2x−4i I q2/i− j
.qI q/2iC1− j .q−x−2E−2i I q/i− j .q−1−xC2E−2i I q/i− j ; (6.5)
then
det.Vi j /05 i; jn−1 (6.6)
D
n−1Y
jD0
.q2xC2 jC1I q/ j .q3Cx−2EC j I q2/ j .q2CxC2EC j I q2/ j
.q2xC2 jC2I q2/ j .qI q2/ jC1.q1CxC2EC j I q/ j .q2Cx−2EC j I q/ j : (6.7)
where we are using the standard notation
.AI q/n D
n−1Y
jD0
.1− Aq j /: (6.8)
COROLLARY 3. If
Ui j D

x C i C j C 1
2i − j C 1

q−2i.1C jCx/
.1− qxCiC jC1/.−qxC2I q/iC j ; (6.9)
then
det.Ui j /05 i; j5n−1 D
n−1Y
jD0
.q2xC2 jC1I q/ j .qxC2 jC2I q/ j q−2 j .1C jCx/
.q2xC2 jC2I q2/ j .qI q2/ jC1.−qxC2I q/2 j (6.10)
where 
A
B

D .qI q/A
.qI q/B.qI q/A−B : (6.11)
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7. CONCLUSION
There are a number of mysteries left unresolved by our analysis. Perhaps the greatest surprise
is the fact that we have no q-analog of Theorem 2 (and consequently none of Theorem 1).
This was particularly noteworthy because Corollary 3 of Theorem 8 is, in fact, a q-analog
of Theorem 3. Indeed this discrepancy arises because of the fact that we do know (6.4), the
q-analog of (1.7), while we most emphatically do not know a q-analog of (1.6).
Since Theorems 1 and 2 have arisen in significant plane partition problems we would expect
that Theorem 3 might as well. If such connections for Theorem 3 are found, then Corollary 3
of Theorem 8 might well provide a further tie.
Also attention should again be drawn to the marvellous proof of Theorem 1 by Petkovsek
and Wilf [12] which draws some of its inspiration from the WZ-method. Presumably their
methods will apply to other determinant problems and may well help to answer some of the
questions raised above.
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