This paper addresses a n experimental system simulating a free-flying space robot, which has been constructed to study autonomous space robots. 
Introduction
Space robots are necessary for future space projects to construct, repair and maintain satellites and space structures in orbits. A space robot consists of manipulators and a satellite base, which can fly freely in an orbit. This type of space robots is called free-flying space robot (this paper calls it just a space robot).
Lots of new complicated dynamic problems have been raised, e.g., an interaction between the manipulators and satellite, a structural flexibility caused by lightweight requirements, etc. There exist many researches focused on the dynamic problems [1]- [5] .
Some studies using hardware equipments on the ground have been reported to examine the control and identification methods [5] - [12] . Moreover, studies of autonomous systems, e.g., utilization of the force and vision information, planning and reasoning, etc., are necessary to realize the autonomous space robots that can achieve their mission commanded by human operators [13] . There have been some projects emphasize the present point [11]- [16] . Because all of them are huge projects, simple testbeds on the ground are requested for the research and development of autonomous space robots.
Hence, this study has developed a ground experimental system simulating a free-flying space robot under micro-gravity condition in orbit (Fig. 1) . In this study, the space robot model assembles a truss structure automatically. Repeating the sequence enables us to construct large structures. But, the space robot may fail in a task planned in advance because of uncertainties and variations of the work site. To accomplish the task, the robot must modify the task-sequence suitable for the real environment. For the purpose, the robot re-plans the task-sequence by using reinforcement learning. It then achieves the new task-sequence experimentally.
The rest of this paper is organized as follows. The experimental system is introduced in the next section. The third section explains fundamental techniques realizing the assembly, e.g., the stereo image measurement, the visual servoing, the positioning control of free-floating space robot, path planning of arms avoiding collision with the environment, the force controls considering contact with the environment, etc. In section 4, the automatic truss structure assembly is experimentally demonstrated by synthesizing the tech-0-7 803-6348-5/00/$10.00 02000 IEEE.
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Figure 1: Photograph of space robot model and truss niques. Section 5 illustrates the method using reinforcement learning t o plan task-sequence appropriately for the real environment when the robot fails in the task planned in advance. Some concluding remarks are given in the final section.
Experimental System
Outline of Experimental System
Fig. 1 is a photograph of the space robot model and a truss structure under assembling. Fig. 2 shows a schematic diagram of the experimental system constructed in this study. The experimental system simulates a free-flying space robot in orbit while motion of the robot model is restricted in a two-dimensional plane. The experimental system consists of four subsystems: (a) space robot model, (b) frictionless table system, (c) computer and 1/0 system, and (d) vision sensor system. The robot model is supported on the horizontal table without frictions by using air-pads. Its micro-gravity condition was assessed by the average translation acceleration during motion, which was estimated below 1.0 x 10W4g where g is the unit of the gravitational acceleration [lo] . For reference, the average acceleration of the orbital space shuttle is approximately 1.0 x 10-4g.
Information from the robot model is put into the computer system placed beside the table. In the vision sensor system, the stereo images are taken by the CCD cameras and sent to an image-processing unit. After appropriate process in the image-processing unit, the visual information is sent to the computer system. The computer system processes the sensing data and computes control commands to the robot model. See reference [17] for details of the experimental system. Table 1 , where ai and ii indicate the position of mass center and the mass moment of inertia of link i about its mass center, respectively. The links and joints are numbered from the base to the tip of the manipulators, where link 0 and link 3, respectively, are the satellite vehicle and a manipulator hand. The both manipulators have the same specifications. All joints are driven by DC servomotors with "harmonic drive" reduction gears. The satellite vehicle has a position/attitude control system with thrusters and a control momentum gyro [18] . where objects in the environment, e.g., truss under assembly, are regarded as obstacles.
Specifications of Experimental System
(e) Force Control Contacting with Environment
For the assembly, the space robot applies some force to the truss, e.g., pushing a truss component into a connector, and receives its reaction. Consequently, the space robot works after fixing the satellite vehicle t o the task site. In the situation, the space robot is similar to the base-fixed robot on the ground. On the other hand, force control is needed considering constraints due to contact with the environment. This study uses 
Truss Assembly Experiment
The robot performs several tasks in the truss assembly, e.g., the manipulator berthing, the component manipulation, the arm trajectory control avoiding collision, the assembly considering contact with the environment, etc. This section illustrates parts of them. An experimental result of the manipulator berthing is shown in Fig, 3 , where the visual servoing with the sensory feedback control for space robots is used. The right manipulator hand is controlled well and the manipulator berthing is successful, whereas the satellite vehicle is moved by the reaction of the arm motion and the disturbance of cables suspended from above. Fig. 4 shows an experimental result of truss assembly. In the sequence, manipulating a truss component and connecting it to a node proceed the assembly process. The component is installed in the planned position and direction because the connector at the node has a notch to insert the component. The installed component would not be detached since the connector has a latch mechanism. By using above method, the arm path is planned and the manipulator is controlled to track the obtained path. The component installation is performed well by the SP-DF control. Fig. 1  corresponds to Step 3. 
Task Error Recovery by Learning
In the previous section, the robot has successfully achieved the truss structure assembly by the tasksequence planned in advance. However, the space robot may sometimes fail in the task by the sequence because of uncertainties and variations of the work site. To recover from the error and accomplish the task, the robot must re-plan the task-sequence suitable for the real environment. For the purpose, reinforcement learning with trial and error is applied.
Reinforcement Learning
For the re-planning, one of typical reinforcement learning algorithm, Q-learning [22] , is used. The reinforcement learning is used because the robot learns how to do suitably for the real environment so as to maximize a numerical reward signal T that is given by the designer to describe what to do.
The Q-learning estimates the optimal action-value function Q ( s , a ) , which gives the best action a for the state s, through interactions between the learner and the environment with trial-and-error processes. It has been shown that the estimated action-value function Q converges with probability one to the optimal if the problem is a finite Markovian decision process. This study uses the following algorithm. In Eq. (5), the learning rate is Q (0 < Q 5 1) and the discount rate is y (0 < y 5 1). This study uses +greedy policy [22] t o choose action through learning.
Example Problem
Consider the situation that the diagonal element is luck after Step 3 during the truss structure assembly sequence of Fig. 4 . In this situation, the robot .cannot assemble the diagonal element into the truss structure by the sequence planned in advance because the element attached in Step 3 becomes a new obstacle.
It is difficult to plan the path to the goal avoiding obstacles by the artificial potential method [20] when the work site is complicated like this situation. The artificial potential method defines a potential field in the state space, makes the potential minimum at the desired state, and plans the path by using a non-linear programming. This method requires that the defined potential field have only one global minimum t o solve the problem. Because the environment is complicated, it is not easy to make the potential field without local minimum. In the meantime, the reinforcement learning can overcome the problem.
Experimental Result and Discussion
A discrete state space with 153 = 3375 states is made for the reinforcement learning, where each coordinate of hand position (2, y) and orientation 0 is discretized in 15. The x and y coordinates are quantized every 0.05m and 0 every l0deg. Each state has 2 x 3 = 6 actions that are one-step movements of discrete coordinates t o the neighbor. Parameters in Eq. (5) for updating Q are Q = 0.1, y = 0.6, and T = 10. For the €-greedy policy, E = 10 is initially used and reduced gradually to be the policy deterministic. action-value function Q for all states that derives a policy t o choose the best action. Therefore, the robot can make the best action at any state in the environment after the optimal Q is estimated.
Concluding Remarks
This study has demonstrated the automatic truss structure assembly by the experimental autonomous space robot system. The fundamental techniques have been developed and synthesized for the assembly, i.e., the stereo image measurement, the visual servoing, the positioning control of free-floating space robot, the arm path planning, and the force control considering contact with the environment. The robot has successfully achieved the automatic truss structure assembly. Furthermore, the robot has re-planned the tasksequence by using reinforcement learning and achieved it even if the robot failed in the task-sequence planned in advance. As a result, this study has shown a possibility of the automatic truss structure construction and the usefulness of space robots.
There remain some subjects for real space robots. The truss assembly has been accomplished by the se-quential control whereas it is not robust enough against uncertainties in the work site. The intelligence or autonomy is the biggest subject to realize a useful space robot although this study has approached by the reinforcement learning. A real-time stereovision is also a subject, especially it must work in bad lighting environments. Some difficulties may arise to realize robots with 3-dimensional motion, but they will be solved by existing technologies.
