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Abstract
We study a model of rumor propagation in discrete time where each site in
the graph has initially a distinct information; we are interested in the number
of “conversations” before the entire graph knows all informations. This prob-
lem can be described as a flooding time problem with multiple liquids. For
the complete graph we compare the ratio between the expected propagation
time for all informations and the corresponding time for a single information,
obtaining the asymptotic ratio 3/2 between them.
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1 Introduction and results
The well-known and well-studied model of First-passage percolation is a random
process on a graph G = (V,E), introduced by Hammersley and Welsh in [1]. It can
be described in the following way: Consider a sequence of i.i.d. random variables Te
indexed by the edges of the graph, and call Te the passage time of edge e. For a path
γ we define the passage time of γ as the sum of the passage times of the edges of
γ. Then the passage time from site a to site b is the minimum of the path’s passage
times over all possible paths from a to b. Usually one is interested in questions related
to the passage time of extremal sites of the graph or geodesics with respect to the
metric induced by the process.
The notion of flooding time arises from the same process, but we are interested
in the time until all sites are reached from the initial site by paths. So if we de-
note the passage time from a to b by L(a, b), then the flooding time from site v0
1
ar
X
iv
:1
60
1.
07
16
4v
1 
 [m
ath
.PR
]  
26
 Ja
n 2
01
6
is supv∈E L(v0, v). The usual way to describe the flooding time is that there exists
some initial site v0 with some spreading property, for example an infection source
(for infection models) or a water source (justifying the name flooding time). Here
we will consider a rumor model in a network scenario, where the site is spreading a
particular information it knows. We will assume the passage times along edges to be
exponentially distributed with parameter 1, so we can work only with the skeleton
discrete process. A more detailed discussion of flooding times can be found in [8].
The initial works about rumors are by Daley and Kendall in [2] and Maki and
Thompson in [7], these classical models are considered in a continuous time case
similarly to the classical flooding time situation. In these models we usually have
three kinds of individuals: ignorants (those that are yet to discover the rumor),
spreaders (those that know the rumor and are spreading it) and stiflers (those that
know the rumor, but do not spread it). These models and their variations are already
well studied, see for example [4, 3, 5, 6, 9]. Differently from the Daley and Kendall or
Maki and Thompson models, here we study the propagation of the rumor in discrete
time and with no stiflers, so each individual will always propagate the information
over time if possible.
Our main question is how long does it take to propagate all informations in com-
parison to the corresponding time for just one information, in particular, in the
complete graph with n sites, denoted by Kn. Its symmetry allows us to obtain the
result that the ratio of the expected time to propagate n informations to the expected
time for just one information is asymptotically 3/2.
Let G = (V,E) be a graph with site set V and edge set E, we refer to an edge that
connects site x to site y as exy. If |V | = n we denote by In = {1, 2, . . . , n} the set of
all n informations and by ix(t) ⊂ In the set of informations known by site x at time
t. We can construct a vector of subsets of In that describes the configuration of the
informations among the sites at time t. Let us denote by It = It(V ) this information
vector, so if V = {x1, x2, . . . , xn}, then It = (ixk(t), k = 1, 2, . . . , n).
Now consider a graph G = (V,E) with |V | = n and a initial configuration of
informations I0 to construct our discrete time rumor process in the following way.
1. At time t, select an edge from E uniformly at random, say exy was selected.
2. Then the sites that are connected by the selected edge share their informations,
so ix(t + 1) = iy(t + 1) = ix(t) ∪ iy(t), and all other sites stay unchanged, that
is, iz(t+ 1) = iz(t) for z 6= x, y.
We are mostly interested in the expectation of the following two random variables:
the first is the time until some specific information k ∈ In becomes known to the entire
graph and the second is the time until all informations of In are known by the all
the sites of the graph. So let us define the propagation time of a set of informations
H ⊂ In:
τH := inf{t : H ⊂ ix(t) for all x in V }, (1.1)
and we also denote by τV := τI|V | the total propagation time (i.e., the propagation
time for all informations of all sites).
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For convenience, we will use τk instead of τ{k}. On transitive graphs it holds
that τk and τm have the same distribution for all k,m ∈ In.
Our first result is a bound of the total propagation time on general graphs.
Theorem 1.1. Consider a graph G = (V,E) with the propagation process starting
from the configuration where each site knows a different information, then for any x
in V the total propagation time τV satisfies
E[τV ] ≤ 2E[τx]. (1.2)
This result motivates a definition about the ratio of the total propagation time
and the propagation time of one information.
Definition 1.2 (Propagation ratio). Consider a propagation process graph G =
(V,E) with the with the initial configuration where each site knows a different in-
formation. We define the Propagation ratio of G as value
R(G) = EτV
min
x∈V
Eτx
.
By definition we have R(G) ≥ 1 for any graph. A example of family of graphs
that have propagation ratio asymptotically 1 is the ring graph. Indeed, we have
Proposition 1.3. Let Rn be the graph with vertex set {1, . . . , n} and edge set {(1, 2), . . . , (n−
1, n), (n, 1)}. We have EτV /Eτ1 → 1 as n→∞.
By Theorem 1.1 we have that for any graph G we have R(G) ≤ 2, so a natural
question arises from this: does the total propagation ratio goes to 2 for some graph
family? The following proposition answers this question.
Proposition 1.4. Consider a star graph Sn = (Vn, En),with Vn = {0, 1, . . . , n},
En = {(0, x), x = 1, 2, . . . , n} and the propagation process starting from the configu-
ration where each site knows a different information, then for any x in V the total
propagation time τV satisfies
lim
n→∞
R(Sn) = 2 (1.3)
This proposition shows us that the supremum of possible propagation ratios over
all graphs is indeed 2, but it leaves open some interesting problems.
Open Problem 1.5. For any α ∈ (1, 2), does there exist a family of graphs Gα,n for
which the propagation ratio converges to α as n→∞?
Open Problem 1.6. What is the supremum of the propagation ratios over the class
of transitive graphs? (Observe that the star graph is not transitive.)
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Also, although we do not have the exact answer for Open Problem 1.6, the main
result in this work gives a lower bound for this value.
Now, consider the complete graph Kn with n sites denoted by {x1, x2, . . . , xn}.
Let us consider the following two initial scenarios for the distribution of informations.
Consider the initial scenario I10 : Each of the n sites knows a different information
(ixk(0) = {k}, for k = 1, 2, . . . , n). In the complete graph, we have by the symmetry
that the expected propagation time of a set of informations is a function of the number
of individuals that initially know these informations (for the total propagation time
this number coincides with the number of informations).
We define the quantity Mn by
Mn(k) = EI10 τ{1,2,...,k}, for k = 1, 2, . . . , n. (1.4)
So, Mn(k) is the expected time for a certain set of k informations to be known by the
entire system, given the initial scenario of each site knowing a different information.
Now consider a slightly different initial scenario I20 that will play an important
role in our results: This time, for the n sites of the complete graph, we have only n−1
informations. The first information is known by two sites and the others are known
each by a different site, so i1(0) = i2(0) = {1} and ix(0) = {x−1} for x = 3, 4, . . . , n.
Then with the described scenario define the quantity An by
An(k) = EI20 τ{1,2,...,k−1}, for k = 2, 3, . . . , n. (1.5)
Before stating our main results, we recall a result about the propagation time for
one information (of course, it is a quite simple fact):
Proposition 1.7. On the complete graph with n sites, the expected time for one
specific information to propagate is
Mn(1) = (n− 1)
n−1∑
k=1
1
k
∼ n lnn. (1.6)
Then, our main theorem is
Theorem 1.8. On the complete graph Kn, the expected total propagation time Mn(n)
satisfies
lim
n→∞
Mn(n)
Mn(1)
=
3
2
. (1.7)
So, using this result and Proposition 1.7, we obtain as a corollary the asymptotic
behavior of Mn(n):
Mn(n) ∼ 3
2
n lnn. (1.8)
As a consequence, we obtain that being T the class of transitive graphs, we have
sup
G∈T
R(G) ≥ 3
2
.
We conclude the introduction by transcribing (1.8) into the flooding time version
(i.e., in continuous time).
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Corollary 1.9. Let τ
(G)
flood be the maximum of all the flooding times in graph G =
(V,E) from all possible distinct sources, i.e. τ
(G)
flood = max
v∈V
τ vflood. Then we have
E
[
τ
(Kn)
flood
]
∼ 3
n
lnn.
2 Preliminary results
As a warm-up, we first prove the three propositions from the previous section.
Proof of Proposition 1.3. The proof is standard, so we give only a sketch. This follows
from the usual concentration argument: since τ1 is a sum of i.i.d. (Geometric) random
variables, it deviates from its mean by a linear amount with exponentially small
probability. Therefore, the maximum of n identically distributed propagation times
has essentially the same asymptotic behaviour as one propagation time.
Proof of Proposition 1.4. From now on, we denote the harmonic sum by H(m) =∑m
j=1 j
−1. We first focus on the informations reaching the central site of the star
graph (site 0). As each edge from the graph must be chosen at least once, then this is
a coupon collector problem with n coupons and so this expected time will be nH(n).
So, after all informations reach 0, the last information will be known only by two
sites and needs to be propagated by the central site. Also, all other informations will
be propagated together, as the central site knows all of them. Then we again fall into
a coupon collector problem, but as now initially we have one site besides the central
one knowing the last information, then we already have one coupon and must collect
other n− 1. So, for any x 6= 0 we have:
EτV = nH(n) + (nH(n)− 1) = 2nH(n)− 1
As in the star graph the minimal propagation time is from the central site infor-
mation, we have again a coupon collector problem with Eτ0 = nH(n) and so:
R(Sn) = EτVEτ0 = 2−
1
nH(n)
→ 2, as n→∞
which concludes the proof.
Proof of Proposition 1.7. Let us focus on a specific information x in our graph. Sup-
pose we have exactly k sites knowing x. Then, selecting an edge that connects a site
that knows x to a site that do not know x will lead to a situation where k + 1 sites
know x, and there k(n− k) edges with this property; otherwise, the number of sites
that know x remains unchanged. So, we change the system from k sites knowing x
to k + 1 sites knowing x with probability k(n−k)
(n2)
= 2k(n−k)
n(n−1) at each attempt. Now
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we use the representation τx =
∑n−1
k=1 ∆k, where ∆k is the time, with k sites know-
ing x, for the information be shared with a new site that does not know x. Since
∆k ∼ Geometric
(
2k(n−k)
n(n−1)
)
, we write
Mn(1) = E[τx] =
n−1∑
k=1
E [∆k] (2.1)
=
n−1∑
k=1
n(n− 1)
2k(n− k)
=
(n− 1)
2
n−1∑
k=1
[
1
k
+
1
n− k
]
= (n− 1)H(n− 1) ∼ n lnn,
and this concludes the proof.
Now we present here some lemmas that we need in order to prove our two main
results: Theorems 1.1 and 1.8.
By (1.4) and (1.5) we can use a simple coupling argument to obtain monotonicity
of Mn and An:
Mn(1) ≤Mn(2) ≤Mn(3) ≤ . . . ≤Mn(n− 1) ≤Mn(n) (2.2)
and
An(2) ≤ An(3) ≤ An(4) ≤ . . . ≤ An(n− 1) ≤ An(n). (2.3)
Now we study the situation where each site starts with one different information.
First we will consider the complete graph with the quantities An and Mn defined in
(1.5) and (1.4). The next lemmas will help us put both An and Mn in order.
Lemma 2.1. For k = 1, 2, . . . , n− 1 we have
An(k + 1) ≤Mn(k)
and for k = 1, 2, . . . , n− 2 we have
Mn(k) ≤ An(k + 2).
Proof. Let us consider the complete graph Kn with two simultaneous propagation
processes coupled by using the same edges choices. Process 1 and process 2 will
have the initial scenarios I10 and I20 respectively. Because of our coupling, we can
state that the propagation of {2, 3, . . . , k+ 1} in process 1 implies the propagation of
informations {1, 2, . . . , k} in process 2. So we have
τ
I10
{2,3,...,k+1} ≥ τI
2
0
{1,2,...,k}.
Taking expectations in both sides gives the first result.
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For the second result we just need to observe that since {2, 3, . . . , k + 1} ⊂
{1, 2, . . . , k + 1}, we have
τ
I20
{2,3,...,k+1} ≤ τI
2
0
{1,2,...,k+1}
Again taking expectation in both sides we obtain the second result.
The above lemma implies that
An(2) ≤Mn(1) ≤ An(3) ≤Mn(2) ≤ . . . An(n) ≤Mn(n− 1) ≤Mn(n). (2.4)
Now we state our main tool for the proofs of our asymptotic result.
Lemma 2.2. For 2 ≤ k ≤ n− 1 it holds that
(2n− k − 1)k
2
Mn(k) =
(
n
2
)
+ k(n− k)An(k + 1) +
(
k
2
)
An(k).
Proof. Let us, similarly to the proof of Proposition 1.7, analyze the different out-
comes in the choice of the first edge of the propagation process. Consider the initial
scenario I10 and let us look only at the first k informations, that is, in the beginning
of the process we have k different informations in k distinct sites, and no other infor-
mations of interest in any remaining sites. So when we choose one of the
(
n
2
)
edges,
there are three possible outcomes:
• We can choose an edge that links two sites with no informations of interest.
In this case the configuration of the informations do not alter. We have
(
n−k
2
)
edges of this kind. Because the informations remain the same, we have the
same expectation Mn(k) of the remaining time as before the choice.
• We can choose an edge that links a site with a information of interest to a site
with no informations. In this case we will have a specific information known
by two sites. We have k(n− k) edges of this kind. After the choice, we have a
information known by two sites and k− 1 informations known by just one site,
then our remaining time until all sites know all informations is An(k + 1).
• We can choose a edge that link two sites with informations of interest. In this
case they will share their informations and know both informations. We have(
k
2
)
edges of this kind. The trick here is that since only those two sites will know
these informations, they will propagate always together and so we can consider
both as just one information, so the expected remaining time until everyone
knows all informations is An(k).
With this we can derive the following relation between An and Mn:
Mn(k) = 1 +
(
n−k
2
)(
n
2
) Mn(k) + k(n− k)(n
2
) An(k + 1) + (k2)(n
2
)An(k),
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which can be rewritten as
(2n− k − 1)k
2
Mn(k) =
(
n
2
)
+ k(n− k)An(k + 1) +
(
k
2
)
An(k).
This concludes the proof of Lemma 2.2.
Lemma 2.2 allows us to associate the quantities Mn and An, and is a key element
for working with Mn(n). The last lemma needed in order to prove Theorem 1.8 is
presented now. The decomposition of the total propagation time used in its proof is
also the key to proving Theorem 1.1.
Lemma 2.3. Consider the rumor propagation process on a graph G = (V,E) with
initial configuration I10 and for xk in V with initial information k define the stopping
time
Yk = inf {t > 0 : ixk(t) = {1, 2, . . . , |V |}} .
So Yk is the time until site xk knows all informations. Then we have
Yk
law
= τk,
and then as a consequence, in the complete graph Kn:
E[Yk] = Mn(1). (2.5)
Proof. Let us denote by Γk the set of finite sequences of edges γ = (e1, e2, . . . , ej) of
arbitrary size with the following property denoted by Property 1 : If the propagation
process follows this edges order, then information k (initially known only by site xk)
becomes propagated among all sites. This property can be rigorously defined as:
γ ∈ Γk if and only if for each y 6= xk in V there exist a subsequence γy of γ forming
a path from xk to y.
Since we choose our edges uniformly in the process, we can say that the probability
of a certain sequence γ ∈ Γx of length `(γ) is
P[γ] =
(
1
|E|
)`(γ)
,
which only depends on the length of the sequence and the number of edges.
We define the property of a sequence γ taking all informations to xk and denote
it by Property 2 : for all y 6= xk in V there exist a subsequence γ∗y forming a path
from y to xk.
Then, for any γ = e1e2 . . . e`(γ) ∈ Γk, if we revert the order of our choices, i.e.,
create the sequence γ′ = el(γ)el(γ)−1 . . . e1, then all paths from xk to y formed by
subsequences becomes paths from y to xk, then, if reverted, a sequence with Property
1 becomes a sequence with Property 2.
As the sequence probability only depends on the sequence size, we can get the
following equivalence:
P[τ1 ≤ k] =
∑
γ∈Γ,|γ|=k
P[γ] =
∑
γ∈Γ,|γ|=k
P[γ′] = P[Yx ≤ k].
This concludes the proof of the equality in distribution.
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Figure 1: In the left a sequence of edges with Property 1 and in the right the reverse
sequence of edges with Property 2. Only the edges choices that really propagates the
information are labeled by their choice order.
3 Proofs of the main results
3.1 Proof of Theorem 1.8
We prove Theorem 1.8 by obtaining an upper and a lower bound for Mn(n) that have
the same asymptotic behavior.
Lemma 3.1. For n ≥ 4 we have
Mn(n) ≥ 3
2
Mn(1)− 3
4
(n− 1).
Proof. From Lemma 2.2 we have
(2n− k − 1)k
2
Mn(k) =
(
n
2
)
+ k(n− k)An(k + 1) +
(
k
2
)
An(k).
We can rewrite this as
n(n− 1)
k
= 2(n− k) [Mn(k)− An(k + 1)] + (k − 1) [Mn(k)− An(k)] .
By (2.4) we have An(k + 1) ≥Mn(k − 1) and An(k) ≥Mn(k − 2), then
n(n− 1)
k
≤2(n− k) [Mn(k)−Mn(k − 1)] + (k − 1) [Mn(k)−Mn(k − 2)]
= 2(n− k) [Mn(k)−Mn(k − 1)] + (k − 1) [Mn(k)−Mn(k − 1)]
+ (k − 1) [Mn(k − 1)−Mn(k − 2)]
= (2n− 1) [Mn(k)−Mn(k − 1)]− k [Mn(k)−Mn(k − 1)]
+ (k − 1) [Mn(k − 1)−Mn(k − 2)] . (3.1)
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Now denote bk = k [Mn(k)−Mn(k − 1)], so we can rewrite (3.1) as
n(n− 1)
k
≤ (2n− 1) [Mn(k)−Mn(k − 1)]− bk + bk−1. (3.2)
Summing (3.2) in k from 3 to n− 1 we have:
n(n− 1)
(
H(n− 1)− 3
2
)
≤ (2n− 1) [Mn(n− 1)−Mn(2)]− bn−1 + b2
= nMn(n− 1) + (n− 1)Mn(n− 2)− (2n− 3)Mn(2)− 2Mn(1)
≤ (2n− 1) [Mn(n)−Mn(1)]
≤ 2n [Mn(n)−Mn(1)] .
But n(n−1)H(n−1) = nMn(1), using this in the above inequality and dividing by n
we have
(n− 1)H(n− 1)− 3
2
(n− 1) = Mn(1)− 3
2
(n− 1)
≤ 2 [Mn(n)−Mn(1)] ,
and then
Mn(n) ≥ 3
2
Mn(1)− 3
4
(n− 1).
This concludes the proof of the lower bound.
Lemma 3.1 gives us a lower bound to the ratio Mn(n)/Mn(1), which shows us that
this ratio is asymptotically greater than or equal to 3/2. We want to get a asymptotic
equality for this ratio, so we need a upper bound for Mn(n)/Mn(1) that converges
to 3/2.
Lemma 3.2. We have
Mn(n) ≤ 3
2
Mn(1).
Proof. We begin by creating a random ordering of the sites of the complete graph
depending on the edges sequence of the propagation process with initial configuration
I10 . To define the ordering we will use the random variable N(t) = |{x ∈ V | ix(t) =
In}|, i.e. the number of sites that know all informations in time t. We wanted to
construct our ordering σ according to the time the sites come to know all informations,
but it does not work so easily since typically a lot of pairs of sites discover their last
information at the same time; so we would have pairs of sites x 6= y with σ(x) = σ(y).
To avoid this problems when this happens we just toss a coin to uniformly select
between them.
We now define σ formally. For this we recall from Lemma 2.3 that Yx = inf{t ≥
1 | ix(t) = In} is the first time x knows all informations and consider a sequence
10
{Bx}x∈V of i.i.d. Bernoulli random variables with parameter p = 1/2. Then
Lx =

0, if N(Yx)−N(Yx − 1) = 1,
Bα, if N(Yx)−N(Yx − 1) = 2 and x = α = inf{y : N(Yy) = N(Yx)},
1−Bα, if N(Yx)−N(Yx − 1) = 2 and x 6= α = inf{y : N(Yy) = N(Yx)}.
Then, we define
σ(x) = N(Yx)− Lx. (3.3)
The random variable Lx works as an ordering correction here: it does nothing
when x learn his last information alone, but when a pair of sites learn their last
informations together, then it subtracts 1 from the rank of one of these sites.
The main reason for this construction is that, by symmetry, each site has the
same chance to be in any position. So we have a uniform distribution on the set of
possibles permutations of sites, i.e., P[σ(x) = k] = 1
n
for any x ∈ V and k ∈ [1, n]∩N.
Now we represent the total propagation time as τV = Yx+Sx, where Sx represents
the remaining time until every site learn every information after the time Yx. From
Lemma 2.3 we know the expectation of Yx, let us then focus on Sx. By using our
ordering and some fixed x we have (remembering that E[Sx | σ(x) = n] = 0):
E[Sx] =
n∑
k=1
E[Sx | σ(x) = k] · P[σ(x) = k]
=
1
n
n−1∑
k=1
E[Sx | σ(x) = k] (3.4)
Observe also that when σx = k we have at least k sites that know all informations,
so if we remove all informations from all other sites except those, we would have k sites
with all informations and each other site with no information. As all informations now
propagate together as one, we can couple this situation to the propagation process of
one information at a time when k sites know a particular information.
Since we erased some informations from some sites but did not reduce the number
of informations (because the k unaltered sites have all informations), it will take longer
for them to propagate and so we can majorize E[Sx | σx = k] by the expected time
in this altered situation and using the decomposition (2.1):
E[Sx | σ(x) = k] ≤
n−1∑
j=k
E [∆j]
=
n− 1
2
n−1∑
j=k
[
1
j
+
1
n− j
]
=
n− 1
2
(H(n− 1)−H(k − 1) +H(n− k))
=
Mn(1)
2
+
n− 1
2
(H(n− k)−H(k − 1)) .
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Then, turning back to (3.4), and using the fact that H(0) = 0 we get
E[Sx] ≤ 1
n
n−1∑
k=1
[
Mn(1)
2
+
n− 1
2
(H(n− k)−H(k − 1))
]
=
(n− 1)Mn(1)
2n
+
n− 1
2n
( n−1∑
k=1
H(k)−
n−1∑
k=1
H(k − 1)
)
=
(n− 1)Mn(1)
2n
+
n− 1
2n
H(n− 1)
=
Mn(1)
2
.
Finally, together with Lemma 2.3 we get:
Mn(n) =EFx + ESx
≤Mn(1) + Mn(1)
2
=
3
2
Mn(1),
and so we have the upper bound.
Now we can conclude the proof of the main result. It comes easily by the previously
stated lemmas.
Proof of Theorem 1.8. Lemmas 3.1 and 3.2 give that
3
2
Mn(1)− 3
4
(n− 1) ≤Mn(n) ≤ 3
2
Mn(1).
Dividing both sides by Mn(1) we have
3
2
− 3(n− 1)
4Mn(1)
≤ Mn(n)
Mn(1)
≤ 3
2
,
and by Proposition 1.7
3(n− 1)
4Mn(1)
=
3
4H(n− 1) ∼
3
4 lnn
→ 0, as n→∞,
which concludes the proof.
3.2 Proof of Theorem 1.1
Proof of Theorem 1.1. Similarly to the proof of Lemma 3.2, we can represent the
total propagation time as τV = Yx+Sx, where Yx = inf{t ≥ 1 | ix(t) = In} is the first
time when x knows all informations, and Sx represents the remaining time after tx
until every other site knows all informations. By Lemma 2.3 we have E[tx] = E[τx] .
Now observe that after time Yx the site x knows all informations (together with
another site, but we will not use this site), so if we consider all these informations
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together as one and ignore other informations in other sites, the time it takes for
the propagation of them together is the same in law as τx. As these alterations can
only delay more the propagation, then if we couple the original propagation to this
alteration we have
E[Sx] ≤ E[τx];
taking expectations we obtain
E[τV ] = E[Fx] + E[Sx]
≤ E[τx] + E[τx]
= 2E[τx],
which concludes the proof.
Theorem 1.1 together with Proposition 1.4 shows that we have a tight upper
bound of 2 for the propagation ratio of general graphs.
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