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Abstract
This paper studies 0nitary modal logics, interpreted over coalgebras for an endofunctor, and
establishes soundness, completeness and decidability results. The logics are studied within the
abstract framework of coalgebraic modal logic, which can be instantiated with arbitrary endo-
functors on the category of sets. This is achieved through the use of predicate liftings, which
generalise atomic propositions and modal operators from Kripke models to arbitrary coalgebras.
Predicate liftings also allow us to use induction along the terminal sequence of the underlying
endofunctor as a proof principle. This induction principle is systematically exploited to establish
soundness, completeness and decidability of the logics. We believe that this induction principle
also opens new ways for reasoning about modal logics: Our proof of completeness does not
rely on a canonical model construction, and the proof of the 0nite model property does not use
0ltrations.
c© 2003 Elsevier B.V. All rights reserved.
1. Introduction
This paper introduces the framework of coalgebraic modal logic and proves sound-
ness, completeness and decidability results. Coalgebraic modal logic is a generalisation
of basic propositional modal logic (i.e. of the “basic logic” in the terminology of [3])
and allows us to reason about states of coalgebras for an endofunctor on the category
of sets.
Coalgebras for an endofunctor on the category of sets provide a uniform framework
for modelling state based systems (see [14] for an overview). The class of systems, that
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can be modelled coalgebraically contains labelled transition systems, Kripke models and
frames, Moore and Mealy automata and deterministic automata, to name but a few.
The use of modal logic as a language for reasoning about coalgebras was 0rst
suggested by Moss [10]. The construction of his coalgebraic logic can be carried out
for a large (semantically de0ned) class of endofunctors. This generality does not come
for free: the language of coalgebraic logic is non-standard in the sense that it does
not have modal operators and instead uses functor application to construct formulas. It
also lacks a complete axiomatisation.
Other approaches, including [5,8,12,13], restrict attention to a syntactically de0ned
class of endofunctors. This restriction allows the use of a standard language and is
amenable to a complete axiomatisation.
The present article aims at bridging the gap between both approaches by investigating
the underlying semantical structures that facilitate the interpretation of modal logics on
coalgebras. This obviates the need to restrict the class of (signature) functors a priori
whilst retaining (multi-) modal logic as the speci0cation language. We exhibit predicate
liftings, that is, natural mappings P(X )→P(TX ), where T denotes an endofunctor
and X is a set, as the underlying structures, which admit the interpretation of modal
operators on coalgebras. We demonstrate by means of an example, that this generalises
the interpretation of both modal operators and atomic propositions (as known from
Kripke models) to coalgebras for arbitrary endofunctors.
The interpretation of modal operators by means of predicate liftings also allows
us to use induction along the so-called terminal sequence of the endofunctor as a
proof principle: The n-th object, Tn1, 1 of the terminal sequence of the endofunctor
T contains precisely those behaviours which can be observed in at most n transi-
tion steps. The application of a modal operator therefore corresponds to moving from
n-step behaviours (represented by Tn1) to n + 1 step behaviours (which correspond
to elements of Tn+11). Semantically, this is achieved through predicate liftings, which
map properties observable in n steps (subsets of Tn1) to properties observable in n+1
steps (subsets of Tn+11).
We can therefore interpret a formula , whose rank (maximal nesting depth of modal
operators) is at most n, as the set dn()⊆Tn1 of those n-step behaviours that satisfy
. The main result of this interpretation (Theorem 4.9) is that, for formulas ;  of
rank at most n, it allows us to replace semantical validity  |=  (which is quanti0ed
over all models) by set theoretic inclusion dn()⊆dn( ).
Since the entailment relation  of coalgebraic modal logic arises as the union 
=
⋃
n∈! n of relations, n, between formulas of rank at most n, we can use induction
on n to prove soundness and completeness. Soundness, for example, can then be es-
tablished by showing that n  ⇒dn()⊆dn( ) for all n∈! and all formulas ;  
of rank at most n.
The same reasoning is used to establish the 0nite model property and the decidability
of coalgebraic modal logic. Assuming a sound and complete axiomatisation of the logic,
we argue that   ⇔  |=  ⇔ dn()⊆dn( ) for formulas of rank at most n. Since
1 i.e. the n-fold application of T to the one element set 1= {0}.
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the rank of a modal formula is eGectively computable, we can decide   whenever
the sets Tn1 are 0nite, that is, whenever T maps 0nite sets to 0nite sets.
From the point of view of modal logic, we obtain new methods for proving com-
pleteness and decidability of modal logics: our proof of completeness uses induction
along the terminal sequence (Tn1)n∈! of the endofunctor rather than a canonical model
construction. Decidability and the 0nite model property do not rely on 0ltration meth-
ods, but on models arising directly from objects Tn1 of the terminal sequence.
We 0nally remark that, since coalgebraic modal logic does not presuppose any in-
formation about the endofunctor T , de0ning the precise shape of the systems, the
presentation of coalgebraic modal logic needs to be parametric in a set of extralogi-
cal axiom schemes. The purpose of these axioms is to encode information about the
structure of T .
2. Preliminaries and notation
For the remainder of the paper we assume that T : Set→Set is an endofunctor,
which is non-trivial (i.e. there exists a set X such that TX = ∅).
Denition 2.1. A T -coalgebra is a pair (C; 
) where C is a set and 
 : C→TC is a
function. A morphism f : (C; 
)→ (D; ) between two T -coalgebras (C; 
) and (D; )
is a function f : C→D such that  ◦f=Tf ◦ 
.
Given a T -coalgebra (C; 
), we think of C as the state space of the system and
sometimes refer to 
 as its transition structure. The category of all T -coalgebras, to-
gether with their morphisms, is denoted by CoAlg(T ). We often call T the signature
or signature functor of a T -coalgebra.
Much of the development of coalgebraic modal logic derives from the fact that
Kripke models [3] over a set A of atomic propositions are particular instances of the
more general notion of T -coalgebra. In the following, P denotes the covariant powerset
functor.
Example 2.2. Consider TX =P(X )×P(A), where A is a set (of atomic propositions).
If C is a set, we denote the projections by 1 : TC→P(C) and 2 : TC→P(A),
respectively.
Clearly, every T -coalgebra (C; 
 : C→P(C)×P(A)) gives rise to a Kripke model
K(C; 
)= (C; R; V ), where C is the carrier (the set of worlds) of the model, R is the
accessibility relation, de0ned by
(c; c′) ∈ R ⇔ c′ ∈ 1 ◦ 
(c)
and V is the valuation of the propositional variables, given by
V (a) = {c ∈ C | a ∈ 2 ◦ 
(c)}:
180 D. Pattinson / Theoretical Computer Science 309 (2003) 177–193
Since this construction can be reversed, T -coalgebras can be seen to be in one-to-one
correspondence with Kripke models for TX =P(X )×P(A).
The parametricity in the underlying endofunctor T allows us to model a wide range
of structurally diGerent systems using coalgebras, including labelled transition systems,
deterministic systems, Moore and Mealy automata. We refer to [14] for an elaboration
of this issue.
3. Predicate liftings
This section introduces the concept of predicate liftings and shows how predicate
liftings give rise to modal languages, interpreted over coalgebras.
Predicate liftings were 0rst considered by Jacobs and Hermida [6] in the context of
co-induction principles and later by RKoLiger [12] and Jacobs [5] in the context of modal
logic. There, predicate liftings appear as syntactically de0ned entities, and naturality
is a derived property. The notion of predicate lifting used in the present exposition is
more general, and takes naturality as the de0ning property.
Denition 3.1. A predicate lifting for T is a natural transformation  : 2→ 2 ◦T (where
2 denotes the contravariant powerset functor) such that (C) is order-preserving for
all sets C, that is
c ⊆ c′ ⇒ (C)(c) ⊆ (C)(c′)
for all subsets c; c′⊆C of C.
Informally, a predicate lifting  maps predicates over a set C to predicates over the
type of observations TC, as de0ned by T . Naturality (see [9]) is customarily expressed
diagrammatically by requiring
P(Y )
(Y )−−→ P(TY )
f−1





 (Tf)−1
P(X ) −−→
(X )
P(TX )
to commute for all functions f : X →Y (where P is the object part of the contravariant
powerset functor). Informally, this can be regarded as requiring a “canonical” de0nition
of the functions P(X )→P(TX ), which works “in the same way” for all sets X .
Remark 3.2. In category-theoretic parlance, the requirement that predicate lifting pre-
serve the inclusion ordering is reMected in the fact that every predicate lifting de0nes
a 0bred functor when considering subsets 0bred over sets.
From the point of view of logic, predicate lifting allows us reason about the state
of a system after a transition has been performed. Order preservation thus allows us
to infer formulas involving successor states only from the corresponding judgements,
interpreted in the current state. This corresponds to the rule   ⇒   of modal
logic.
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Note that not all natural transformations  : 2→ 2 ◦T are order preserving: take e.g.
T = Id and  to be negation, i.e. (X )(x)=X \x.
Before going into concrete examples of predicate liftings, we present two methods
for constructing predicate liftings. Again, P is the covariant powerset functor.
Lemma 3.3. Suppose  : T →P is a natural transformation. Then the operations
∀(C)(c ⊆ C) = {c ∈ TC | c ⊆ (C)(c)}
∃(C)(c ⊆ C) = {c ∈ TC | c ∩ (C)(c) = ∅}
de4ne predicate liftings ∀ and ∃.
In the next lemma, we write !A for the uniquely de0ned function A→ 1, where
1= {0} and A is a set.
Lemma 3.4. Suppose a⊆T (1). Then the operation
a(C)(c ⊆ C) = (T !C)−1(a)
de4nes a (constant) predicate lifting a.
The proofs of the previous two lemmas are easy calculations, and are therefore
omitted. The lemmas put us in the position of treating atomic propositions and modal
operators uniformly via the concept of predicate lifting. This is demonstrated in the
next example, which uses the standard de0nition of the modal operator (see e.g.
[4,15]).
Example 3.5. Suppose A is a set (of atomic propositions) and consider TX =P(X )×
P(A) as in Example 2.2. Let 
 : C→TC. The 0rst projection 1(X ) : TX =P(X )×P
(A)→P(X ) gives rise to a predicate lifting =∀1 by Lemma 3.3. Given any sub-
set c⊆C, which we think of as the denotation of a modal formula , we obtain
(C)(c)= {c∈C | ∀c′ ∈ c:c′ ∈ 1 ◦ 
(c)⇒ c′ ∈ c}. Under the correspondence outlined in
Example 2.2, 
−1 ◦ (C)(c) corresponds to the (interpretation of the) modal formula
. Now suppose a∈A and let a be the predicate lifting corresponding to the subset
{(1; a) | a∈ a}⊆P(1)×P(A). Given an arbitrary subset c⊆C, we obtain a(C)(c)=
{c∈C | a∈ 2 ◦ 
(C)}. Again under the above correspondence, 
−1 ◦ a(C)(c) gives us
the set of worlds validating the atomic proposition a.
4. Coalgebraic modal logic
The considerations of the previous section lead us to consider propositional logic,
enriched with (possibly constant) operators, that are interpreted by predicate liftings.
The present section makes this idea precise and presents the language and semantics
of coalgebraic modal logic.
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For the remainder of this section we 0x a set  of predicate liftings for T and
denote logical falsehood by ff .
Denition 4.1. The language L=L() associated with  is given by the grammar
 ::= G | →  | [] ( ∈ ):
Given (C; 
)∈CoAlg(T ), the interpretation <=
⊆C is de0ned inductively by
• <ff =
 = ∅
• <→  =
 =(C\<=
) ∪ < =

• <[]=
 = 
−1 ◦ (C)(<=
)
for all ∈L(). We sometimes write c |=
  for c∈ <=
 and take the remaining
propositional connectives to be de0ned as usual.
Remark 4.2. Suppose (C; 
) and (D; ) are T -coalgebras. Following Kurz [7], we call
a pair of states (c; d)∈C ×D behaviourally equivalent (which we denote by c∼d), if
there exists a T -coalgebra (E; ) and a pair of coalgebra homomorphisms f : (C; 
)→
(E; ) and g : (D; )→ (E; ) such that f(c)= g(d). Using the naturality of predicate
liftings, one can then show that
c ∼ d ⇒ ∀ ∈L:(c |=
  ⇔ d |= ):
That is, behavioural equivalence implies logical equivalence.
We now turn to the semantical consequence relation we are going to investigate. In
the context of modal logic, one distinguishes between two diGerent such relations: If
 and  are modal formulas, one calls  a global consequence of , if
(∀c ∈ C:c |=
 )⇒ (∀c ∈ C:c |=
  )
for all (C; 
)∈CoAlg(T ). That is, the class of models, which globally satisfy  is a
subclass of the models of  . We will be concerned with local consequence:
Denition 4.3 (Local consequence). Let ;  ∈L(). We say that  is a local con-
sequence of , if
∀c ∈ C:(c |=
  ⇒ c |=
  )
for all (C; 
)∈CoAlg(T ). If  is a local consequence of , we write  |=  .
The nature of the local consequence relation allows to prove
Lemma 4.4. Let ;  ; ∈L(). Then ∧  |=  i7  |=  → .
The proof is straightforward, and therefore omitted.
Remark 4.5. The previous lemma opens two ways of 0nding appropriate proof systems
for coalgebraic modal logic. We can either axiomatise the set of tautologies of the logic
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or the local consequence relation. We work with local consequence, since this notion
allows us to express directly the fact that predicate liftings preserve order by means of
a logical rule.
We now start analysing the inductive de0nition that gives rise to L(). The road
map is as follows: We consider a set L, which we think of as a set of formulas
(and assume to be closed under propositional connectives), together with a function
d : L→P(C), which assigns to every formula ∈L the set of states d()⊆C which
satisfy . Formally, if PL denotes the category of algebras for the signature of proposi-
tional logic (without requiring any equations to hold), the triple (L; C; d) is an object of
the comma category Id ↓ 2, where 2 : Setop→ PL is the contravariant powerset functor
(which propositional connectives interpreted as usual) and Id : PL→ PL is the iden-
tity. Given an object (L; C; d)∈ Id ↓ 2, we construct a set Lift(L), which contains all
formulas of the form [] (for ∈L and ∈) and is closed under propositional con-
nectives. To the map d : L→P(C) we associate a function Lift(d) : Lift(L)→P(TC)
by inductively extending the assignment [] → (C)(d()) to the whole of Lift(L).
This construction de0nes (the object part of) an endofunctor Lift on Id ↓ 2 by mapping
(L; C; d) to (Lift(L); TC; Lift(d)). Starting with the initial object (L0; 1; d0) of Id ↓ 2
(where L0 is the set of propositional formulas over the empty set of atoms, 1 is any
one element set and d0 : L0→P(1) is the canonical mapping), we obtain a sequence
of objects (Ln; T n1; dn)= Liftn(L0; 1; d0) by repeatedly applying Lift to (L0; 1; d0).
This construction allows us to view L as the strati0cation L=
⋃
n∈!L
n, where Ln
contains all ∈L with rank() 6 n. Furthermore, we show how to reconstruct the
semantics <=
 of ∈Ln with respect to an arbitrary model (C; 
) from dn(). This
enables us to reduce local consequence  |=  to set-theoretic inclusion dn()⊆dn( ).
We begin with the de0nition of Lift on sets, which we think of as sets of formulas.
Denition 4.6. Suppose L is a set (of formulas). We denote the set of propositional
formulas with the elements of L as atoms by Prop(L). Furthermore, let
Up(L) = {[] |  ∈ ; ∈ L}
Lift(L) = Prop ◦ Up(L)
and L0 = Prop(∅), Ln+1 = Lift(Ln).
Note that an application of Lift to a set of modal formulas with rank 6 n produces
modal formulas with rank 6 n+ 1, where the rank of a formula is given inductively
by rank(ff )= 0, rank(→  )= max{rank(); rank( )} and rank([])= 1+ rank().
We obtain the whole of L by iteration:
Lemma 4.7. Ln = {∈L | rank()6 n}. In particular, L= ⋃n∈!Ln.
Proof. By induction on n, one shows that ∈Ln has rank at most n. For the other
inclusion, use induction on the structure of ∈L.
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Alternatively, one can show that Lift is monotone and characterise L as the least
0xed point of Lift. Either way we obtain an alternative inductive de0nition of the
language L of coalgebraic modal logic. The next step is to synchronise the (inductive)
de0nition of the semantics of L with the de0nition obtained as the least 0xed point
of Lift. This is taken care of by
Denition 4.8. Suppose L is a set (of formulas) and C is a set. Given a (denotation)
function d : L→P(C) we denote the extension 2 of d to Prop(L) by Prop(d) : Prop(L)
→P(C). We also de0ne functions Up(d) : Up(L)→P(TC) and Lift(d) : Lift(L)→
P(TC) by
Up(d)([]) = (C)(d()) and
Lift(d)() = Prop(Up(d))();
respectively. We denote the function L0→P(1) given by  → 1 iG  is a tautology
(and  → ∅ otherwise) by d0. Finally, let dn+1 = Lift(dn) : Ln+1→P(Tn+11) and write
 |=n  if dn()⊆dn( ) (and ;  ∈Ln).
We sometimes call dn the n-step denotation function, since it interprets formulas,
which incorporate information about at most n transition steps. The next theorem shows,
that—for formulas of rank 6 n—the semantic consequence relation can be recon-
structed from the n-step denotations:
Theorem 4.9. Suppose ;  ∈Ln. Then  |=  i7  |=n  .
Note that Theorem 4.9 allows us to replace semantical consequence (which is quan-
ti0ed over all models) by set-theoretic containment. For the proof, we introduce some
auxiliary notation. If f : C→TC is a function, we inductively de0ne a sequence of
mappings (fn)n∈! by
f0 =!C : C → T 01 = 1
fn+1 = Tfn ◦ f : C → Tn+11;
where !C : C→ 1 is the uniquely de0ned surjection. Given the de0nition of fn, the next
lemma establishes a relation between the n-step denotation dn() and the semantics
<= for formulas ∈L.
Lemma 4.10. Suppose ∈Ln and (C; 
)∈CoAlg(T ). Then <=
 = 
−1n ◦dn().
Proof. By induction on n using the naturality of predicate liftings.
2 This extension is de0ned inductively by Prop(d)()= d() for ∈ L, Prop(d)(ff ) = ∅ and
Prop(d)(→  )= (C\Prop(d)()) ∪ Prop(d)( ).
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We continue by noting that, since T is assumed to be non-trivial, the canonical
map e0 : T1→ 1 is a surjection, and has a right inverse f0 : 1→T1 with e0 ◦f0 = id1.
Letting en =Tne0 and fn =Tnf0, we obtain en ◦fn = idTn1 by the functoriality of
T . Note that fn : Tn1→Tn+11 quali0es as a coalgebra structure. We need one little
technical lemma before we are ready to embark on the proof of Theorem 4.9.
Lemma 4.11. For all k 6 n : fnk =T
k(!Tn−k1). In particular, fnn = idTn1.
Proof. Fix an arbitrary n∈! and proceed by induction on k. For k =0 we have
fn0 = !Tn1 =T
0(!Tn1). To get from k to k+1 assume that the equation is valid for k (and
that k+16 n). Unravelling the de0nitions, we obtain fnk+1 =T (f
n
k ) ◦fn=T (Tk(!Tn−k1)
◦Tk+1fn−k−1)=Tk+1(!Tn−k1 ◦fn−k−1)=Tk+1(!Tn−(k+1)1), as claimed.
We are now ready for the
Proof of Theorem 4.9. Let ;  ∈Ln. First assume that dn()⊆dn( ). If (C; 
)∈
CoAlg(T ) is any T -coalgebra, we obtain <=
 = 
−1n ◦dn()⊆ 
−1n ◦dn( )= < =
 by two
applications of Lemma 4.10 (and the fact that inverse images preserve inclusion). Hence
 |=  . Now assume  |=  . Taking (C; 
)= (Tn1; fn), we have <=fn ⊆ < =fn by the
de0nition of the semantical consequence relation |=. Since fnn = idTn1 (which was estab-
lished in Lemma 4.11), we obtain dn()= (fnn)
−1 ◦dn()= <=fn ⊆ < =fn =(fnn)−1 ◦dn
( )=dn( ), again by applying Lemma 4.10 twice.
This theorem characterises local consequence in terms of the so-called terminal se-
quence (Tn1)n∈! of the underlying endofunctor T . The terminal sequence (iterated
through the class of all ordinal numbers) is frequently used to construct 0nal coalge-
bras (see [2,1,16]). Since we are working with 0nitary logic, there is no need to iterate
the construction further than !.
Using Theorem 4.9, we can determine validity  |=  by just looking at one model:
it suSces to determine the rank of  and  and check, whether the n-step denotation
dn() of  is a subset of the n-step denotation dn( ) of  . This fact will be exploited
twice in the sequel. In the next section, we construct a logical consequence relation
⊆L×L which can be seen to arise as the union of relations n⊆Ln×Ln. Theo-
rem 4.9 then allows us to prove local soundness and completeness results by induction
on n. The second place where Theorem 4.9 will be important is the decidability of :
if T is 0nite, that is, the approximants Tn1 are 0nite sets, the problem dn()⊆dn( )
is decidable for ;  ∈Ln.
For readers interested in the theory of coalgebras, we note that the proof of the
above theorem does not depend on the existence of a 0nal coalgebra.
5. Proof systems for coalgebraic modal logic
This section introduces proof systems for coalgebraic modal logic and establishes
soundness and completeness. The results are obtained inductively by representing the
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entailment relation ⊆L×L by a union of relations n ⊆Ln×Ln. Throughout
this section we 0x a set  of predicate liftings for T . As in the preceding section
we abbreviate L() by L. Furthermore, we 0x a denumerable set X= {x1; x2; : : : ; }
(of formulas) and a set Ax⊆ Lift ◦ Prop(X)× Lift ◦ Prop(X) (of axiom schemes). The
role of Ax is to encode information about the structure of T , i.e. it provides us with
additional information which is needed to obtain a complete axiomatisation of |=. If
;  ∈ Lift ◦ Prop(X), we write   ∈Ax, instead of (;  )∈Ax. We illustrate the role
of Ax by means of a small example.
Example 5.1. In the case of (standard) modal logic, we need axioms to express dis-
tributivity of over conjunctions. That is, If TX =P(X )×P(A) as in Example 2.2
and denotes the lifting  in Example 3.5, an axiomatisation of local consequence
needs the axiom
x1 ∧ x2  (x1 ∧ x2);
formalising that distributes over conjunctions. This can be accommodated in the
above de0nition of axiom: the expressions x1 ∧ x2, x1 and x2 are elements of Prop(X),
hence both (x1 ∧ x2) and x1 ∧ x2 are elements of Lift ◦ Prop(X). Thus x1 ∧ x2 
(x1 ∧ x2) is a possible axiom.
Note that axiom schemes are required to be of a rather special form, that is, they
are not allowed to contain nested modal operators. Assuming axioms of this form,
substitution instances with formulas of rank 6 n have rank 6 n+ 1. This enables us
to de0ne n-step consequence relations n ⊆Ln×Ln such that the union of all n’s
equals the logical consequence relation. The synchronism of the construction of L
with both the n-step consequence relations n and the n-step denotation functions dn
will then allow us to use induction on n to prove soundness and completeness results
for coalgebraic modal logic.
Since we do not restrict our attention to a speci0c endofunctor T , we do not consider
a concrete set of axioms that we work with. Instead, we state what we understand
by the term “axiom scheme” (that is, an element of Lift ◦ Prop(X)× Lift ◦ Prop(X))
and investigate conditions on (sets of) axioms schemes, which ensure soundness and
completeness of the logic arising through the set  of liftings.
An example of the general theory, where we instantiate the theorems with the case
of Kripke models (Example 2.2), is given at the end of this section. We now introduce
the logical consequence relation of coalgebraic modal logic.
Denition 5.2. We de0ne  ⊆L×L to be the least relation which
• is closed under propositional entailment
• is closed under the rule
(op)
   
[]  [] ( ∈ )
• contains all substitution instances of axioms   ∈Ax.
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The relation  will be the object of study for the remainder of this section. As in
the previous section, we show that  arises as the union of relations n ⊆Ln×Ln.
By exploiting Lemma 4.9, we show soundness and completeness by arguing that, for
;  ∈Ln, we have   iG n  iG  |=n  iG  |=  . We begin by introducing the
operators used in the de0nition of the approximating relations n.
In order to facilitate our presentation, we assume that every relation comes with
its carrier set, i.e. we consider relations as pairs (E;E) where E is a set and E
⊆E×E. We write x˜=(x0; : : : ; xn) and "˜=("0; : : : ; "n) for 0nite sequences of variables
(or formulas) and denote the substitution of xi by "i in a formula  by [˜x=˜" ], where
we implicitly assume that both sequences are of equal length.
Denition 5.3. Suppose E is a set (of formulas) equipped with a relation E ⊆E×E.
We denote the least relation on Prop(E), which contains E and is closed under the
rules and axioms of propositional logic by (Prop(E);Prop(E)). Furthermore, let
Up(E;) = (Up(E); {[]  [] |  ∈ ; E  })
Ax(E;) = (Lift(E); {["˜=x˜]   ["˜=x˜] |(x˜)   (x˜) ∈ Ax; "˜ ∈ E˜})
Lift(E;) = Prop(Ax(E;E) ∪ Up(E;E))
where (E;E) ∪ (F;F)= (E ∪ F;E ∪ F). By abuse of notation, we write (Lift(E);
Lift(E)) for Lift(E;).
Finally, we de0ne (L0;0)= Prop(∅; ∅) and (Ln+1;n+1)= Lift(Ln;n).
We proceed as in the previous section and show that Lift allows us to construct the
entailment relation  ⊆L×L of coalgebraic modal logic. Note that Lift “lifts” an
(entailment) relation E ⊆E×E to the set Lift(E) of formulas containing one more
modality than the formulas in E.
As with the n-step denotations, there is a close relationship between formulas ∈Ln
of rank 6 n and the entailment relation n ⊆Ln×Ln, providing a syntactic coun-
terpart to Theorem 4.9:
Lemma 5.4. Suppose ;  ∈Ln. Then   i7  n  .
Proof. We use induction on n. For n=0, the claim holds trivially. For n ¿ 0, one
uses induction on the derivation of n  . If n  was derived by propositional
reasoning, the claim follows, since n is closed under propositional reasoning. If (op)
was used, we have that = []0,  = [] 0 for 0;  0 ∈Ln−1 (otherwise ;  =∈Ln)
with 0 n−1  0 and hence n  by induction hypothesis. If   is a substitution
instance of an axiom, we have n  since n is closed under substitution instances of
axioms. Note that, if = '(0; : : : ; k) with ' the right (or left) side of a substitution
instance of an axiom, we can always assume that every j ∈Ln−1 if ∈Ln by
de0nition of axioms.
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So far, the only restriction on axiom schemes was their syntactic form, which allowed
us to construct the entailment relation of coalgebraic modal logic as union of all n-step
consequence relations. This does not exclude axiom schemes which are not sound: for
example, tt  ff (where tt denotes logical truth) quali0es as axiom scheme. We now
restrict ourselves to admissible axioms, which guarantees soundness of coalgebraic
modal logic.
Denition 5.5. We call an axiom scheme   ∈Ax admissible, if Lift(d)()⊆ Lift(d)
( ) for all functions d : X→P(C).
That is, admissibility of axiom schemes means that interpreting every variable x∈X
as a subset of some set C, the (interpretation of the) left side is a subset of (the
interpretation of) the right hand side.
Example 5.6. Consider the signature functor TX =P(X )×P(A) from Example 2.2
along with the set = {} ∪ {a | a∈A} of predicate liftings from Example 3.5. The
axioms
tt  []tt [] ∧ []  []( ∧  ) [a]  [a] 
where a ranges over the elements of A, are admissible. Note that the last axiom
expresses that the liftings a are constant.
Assuming admissibility of axiom schemes, soundness of coalgebraic modal logic is
immediate: We argue that n  implies that  |=n  and use Theorem 4.9 and Lemma
5.4. Since all n’s are preorders and we construct n+1 from n by applying Lift, it is
handy to consider the lifting of arbitrary preorders 0rst.
Theorem 5.7 (Soundness). Suppose Ax is a set of admissible axioms.
1. If (E;E) is a preorder and d : E→P(C) preserves order, then so does Lift(d) :
Lift(E)→P(TC).
2. For all ;  ∈L, we have  |=  whenever   .
Proof. 1. Suppose (E;) is a preorder and d : E→P(C) preserves order. It follows
by induction on the judgement Lift(E)  that Lift(d) preserves order: The case of
axioms holds by assumption, propositional entailment is sound, and applications of the
rule (op) are sound since predicate liftings preserve order.
2. We 0rst show that n  ⇒ |=n  for all n∈! and all ;  ∈Ln. For n=0, the
claim follows from the soundness of propositional reasoning (recall that L0 is the set
of propositional formulas over the empty set of atoms). Now suppose that ;  ∈Ln+1
with n+1  . By (1), we have that dn+1 = Lift(dn) preserves order, and the claim
follows.
Now suppose that   . Since L= ⋃n∈!Ln, there exists n∈! such that ;  ∈
Ln. By Lemma 5.4 we have n  and by the above we conclude that  |=n  .
Soundness follows by Theorem 4.9.
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Hence the axioms schemes presented in Example 5.6 only allow to derive valid
judgements. In category-theoretic terms, admissibility allows us to consider Lift as an
endofunctor on the category of preorders (and order-preserving functions).
Having dealt with soundness, we now investigate conditions, under which we also
obtain a completeness theorem. The line of reasoning is the same as in the proof of
soundness: We isolate a property (reMexivity) of a set of axiom schemes, show that—
for reMexive sets of axiom schemes—Lift(d) is order-reMecting whenever d is, and
conclude that n  , whenever  |=n  . We start with the de0nition of reMexivity:
Denition 5.8. We say that Ax is re;exive, if
∧
)Lift(E)
∨
* whenever (E;E)
is a preorder reMected by a map d : E→P(C) and );*⊆Up(E) are 0nite with
Lift(d)(
∧
))⊆ Lift(d)(∨*).
ReMexivity of Ax clearly holds in all cases where Lift(d) is order-reMecting whenever
d reMects order. As we shall see later, reMexivity is actually equivalent to the fact
that Lift(d) reMects order whenever d does. However, reMexivity is much easier to
check, since it does not involve closure under the operations of propositional logic.
We illustrate the concept of reMexivity by showing that the axiom schemes presented
in Example 5.6 are also reMexive.
Example 5.9. The set of axiom schemes in Example 5.6
tt  []tt [] ∧ []  []( ∧  ) [a]  [a] 
is reMexive. To see this, we show that
Lift(d) (
∧
)) ⊆ Lift(d) (∨*)⇒ ∧) Lift(E)
∨
*
for all 0nite );*⊆Up(E), whenever (E;E) is a preorder, which is reMected by
d : E→P(C). So suppose
∧
) =
∧
i∈I
[]i ∧
∧
j∈J
[aj ]j and
∨
* =
∨
k∈K
[] k ∨
∨
l∈L
[al ] l;
where i; j;  k ;  l ∈E and the aj, ak ∈A. Consider (c0; a0)= (
⋂
i∈I d(i); {aj | j∈ J})∈
Lift(d)()). We have (c0; a0)∈ Lift(d)(
∨
*) and consider two cases.
Case 1: ∃k ∈K:c0⊆d( k). Hence
∧
i∈I  i E  k . Using (op) and distributivity of con-
junctions over [], we obtain
∧
i∈I [] i Lift(E) [] k , and
∧
)Lift(E)
∨
* by propo-
sitional entailment.
Case 2: ∃l∈L:al ∈ a0. By the de0nition of a0, there exists j∈ J such that aj = al.
By axiom [a]'  [a]/, we obtain [aj ]j Lift(E) [al ] l and
∧
)Lift(E)
∨
* follows
by propositional entailment.
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We now show that reMexivity is in fact suScient to obtain a complete axiomatisation
of local consequence.
Theorem 5.10 (Completeness). Suppose Ax is a re;exive set of axioms.
1. If (E;E) is a preorder and d : E→P(C) re;ects order, then so does Lift(d) :
Lift(E)→P(TC).
2. For all ;  ∈L, we have   whenever  |=  .
Proof. 1. By passing from arbitrary formulas to their conjunctive and disjunctive nor-
mal form. Negative literals are treated using the equivalences ∧¬   iG   ∨ 
and ∨¬ iG ∧  .
2. Using (1), we obtain that n  whenever  |=n  , for all n∈!. The claim
follows as in the proof of Theorem 5.7.
This shows that reMexivity is actually equivalent to the fact that Lift(d) reMects
order whenever d does. Turning back to Example 5.9, the preceding theorem shows
that the axiom schemes given in the example constitute a complete axiomatisation of
local consequence in the case of Kripke models. In essence, the completeness proof
was done by induction on the rank of formulas. In particular, no canonical model
construction has been used.
6. Finite models and decidability
This section shows how to use the tools developed in the previous sections to
show that—under additional assumptions on the endofunctor under consideration—
coalgebraic modal logic has the 0nite model property, and local consequence is de-
cidable. We proceed as in (standard) modal logic and 0rst establish the 0nite model
property. Decidability then follows from the 0nite model property, if we can show,
that 0nite models can be eGectively constructed. For the whole section, we 0x a set
Ax of axiom schemes which we assume to be admissible and reMexive (in which case
coalgebraic modal logic is sound and complete, cf. Theorems 5.7 and 5.10). The 0-
nite model property states that every formula , which is satis0able (i.e. there exists
(C; 
)∈CoAlg(T ) with <=
 = ∅), is satis0able in a 4nite model (that is, for some
(C; 
) with 0nite carrier C, we have <=
 = ∅). We show that every formula, which
is satis0able, is satis0able in a model with carrier Tn1, where n is the rank of the
formula. Hence the 0nite model property follows, if Tn1 is a 0nite set. This motivates
the following:
Denition 6.1. We call T 4nite, if TX is 0nite for 0nite sets X .
Now consider, as in Lemma 4.11, a right inverse f0 : T1→ 1 of the unique surjection
e0 : T1→ 1 and let fn =Tnf.
Proposition 6.2. Suppose ∈Ln is satis4able. Then  is satis4able in (Tn1; fn).
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Proof. Since  is satis0able, there exists a model (C; 
) with <=
 = ∅. By Lemma
4.10, we have dn() = ∅ and <=fn =fnn−1 ◦dn(). Since fnn = idTn1 by Lemma 4.11,
we have <=fn = ∅.
Assuming that T is 0nite, we obtain the 0nite model property for coalgebraic modal
logic:
Theorem 6.3 (Finite Model Property). Suppose T is 4nite. Then every satis4able for-
mula is satis4able in a 4nite model.
Proof. Suppose ∈L is satis0able. By the previous proposition (using the same
notation),  is satis0able in (Tn1; fn), where n= rank(). Finiteness of Tn1 follows
by induction using 0niteness of T .
For propositional modal logic, we obtain
Example 6.4. Let TX =P(X )×P(A) for some 4nite set A of atomic propositions
and consider the liftings introduced in Example 3.5. We have that T is 0nite, hence
L has the 0nite model property. If A were in0nite, we could (in this example)
still establish the 0nite model property by arguing that a formula  only contains
0nitely many liftings a for a∈A, and can hence be interpreted over coalgebras for
T ′X =P(X )×P(A′), where A′= {a∈A | a occurs in }.
From the 0nite model property, one usually concludes decidability by showing that
0nite models can be eGectively constructed. In the context of coalgebras for arbitrary
endofunctors, eGectivity has to be explicitly required: We call T e7ective, if TX (for
sets X ) and Tf (for functions f) can be eGectively computed from X and f, respec-
tively. We call a predicate lifting  e7ective, if (X )(x) can be eGectively obtained
from X and x.
We leave it to the reader to formulate a precise de0nition of eGectiveness in terms
of natural number codings. For eGective and 0nite functors T we obtain decidability
of local consequence from the 0nite model property:
Theorem 6.5. Suppose T is 4nite and e7ective and all ∈ are e7ective. Then the
problem   , where  and  range over formulas in L, is decidable.
Proof. Clearly    iG ∧¬ is satis0able. By Proposition 6.2, ∧¬ is satis0-
able in (Tn1; fn), where n is the rank of ∧¬ (which can be eSciently computed
from  and  ). Since T is 0nite, the set Tn1 is 0nite, and can be eGectively ob-
tained by assumption. Since all ∈ are eGective, we can compute the semantics
<∧¬ =fn ⊆Tn1. Since Tn1 is 0nite, we can decide, whether <∧¬ =fn is empty,
that is, whether ∧¬ is satis0able in Tn1.
Going back to Example 6.4, we thus 0nd that local consequence is decidable for
standard modal logic.
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7. Conclusions and related work
We have introduced the framework of coalgebraic modal logic and have established
soundness, completeness and decidability in the 0nitary case by induction along the
terminal sequence of the underlying endofunctor. A similar argument has been used in
[11] in order to establish an expressivity theorem (albeit in a slightly diGerent context).
To our knowledge, the use of induction along the terminal sequence is a novel
approach to soundness, completeness and decidability proofs in modal logic. Although
we have instantiated the presented framework only to Kripke models we remark that
the framework can be instantiated with arbitrary signature functors, obtaining logics
for a large class of state based systems (see [14] for examples).
Several approaches, including those taken in [5,8,13] use a canonical model construc-
tion in order to obtain results akin to the ones presented. The approach taken there
applies to an inductively de0ned class of signature functors and adapts the canonical
model construction accordingly. Our approach is diGerent in that (a) it does not restrict
us to an inductively de0ned class of signature functors and (b) it uses induction rather
than canonical models as the main proof principle.
The only other approach to generalising modal logic to coalgebras of arbitrary (not
syntactically de0ned) signature functors the author is aware of, is the paper of Moss
[10]. Given an endofunctor, the syntax of his coalgebraic logic is obtained via an
initial algebra construction. Consequently, Moss’s approach applies to a large class of
endofunctors T , but at the expense of an abstract syntax, which in particular lacks
the notion of modal operators. Also, the paper of Moss does not contain a complete
axiomatisation. Finally, we remark that, although we have just studied the one sorted
case, the theory generalises in a straight forward way to multi-sorted modal logic, that
is, to coalgebras for endofunctors T : Setn→Setn.
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