A perspective distortion modelling for monocular view that is based on the fundamentals of perspective projection is presented in this work. Perspective projection is considered to be the most ideal and realistic model among others, which depicts image formation in monocular vision. There are many approaches trying to model and estimate the perspective effects in images. Some approaches try to learn and model the distortion parameters from a set of training data that work only for a predefined structure. None of the existing methods provide deep understanding of the nature of perspective problems. Perspective distortions, in fact, can be described by three different perspective effects. These effects are pose, distance and foreshortening. They are the cause of the aberrant appearance of object shapes in images. Understanding these phenomena have long been an interesting topic for artists, designers and scientists. In many cases, this problem has to be necessarily taken into consideration when dealing with image diagnostics, high and accurate image measurement, as well as accurate pose estimation from images. In this work, a perspective distortion model for every effect is developed while elaborating the nature of perspective effects. A distortion factor for every effect is derived, then followed by proposed methods, which allows extracting the true target pose and distance, and correcting image measurements.
I. INTRODUCTION
In perspective view everything changes like proportions, size, shapes, the angles that we see and even overlapped objects in the scene start to appear [1] , [2] . The implication, out of perspective nature, results in the proposition of the perspective projection properties [3] .
There are two types of distortions that can affect object shapes and sizes in a scene when projected into an image plane, which could lead to wrong image measurements [1] , [4] (these two types of distortions are optical [5] , [6] ). The former is related to the design of the optical lenses [7] , which plays an important role in bringing more light into the camera sensor. Lenses are way more complex [8] - [10] and the complexity of the lenses is beyond the scope of this paper. In this work, we focus on the latter type of distortion which has an important role in photography, image reconstruction, and image measurements.
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Perspective distortion refers to a state of spatial perception, where the state strictly depends on the position of the view-point with respect to the target objects within the scene. There are many sorts of perspective effects causing this aberrant appearance of the targets in the scene. Understanding these phenomena has long been an interesting topic for artists, designers and researchers, and various cases have to be taken into consideration; for example, in image diagnostic [11] , monitoring [12] , photogrammetry, object reconstruction [13] , character reconstruction [14] , [15] and pose estimation [16] - [18] . According to Aloimonos in [19] , there are three different independent effects which describe perspective distortion. These effects refer to distance, position, and foreshortening. Because of distance effects, objects appear smaller as they move further away from the centre of projection. Position effects affect object shapes since angles are not preserved, but in fact they depend on the pose of the object. Finally, the foreshortening effect creates a shape distortion that depends on the angle formed by the line of sight from the centre of the object and the normal of the image plane [19] .
All these facts and effects could lead to an eccentric error of the projected centre of the target in the image [20] , [21] . This eccentricity is defined by the disparity of the true target centre projection onto the image and the centre of the projection in the image [22] , [23] . Figure 1 illustrates the three forms of distortions of a target in the image. Existing methods tried to model the perspective effect [24] , some methods are based on the hypothesis constraints by the scene [25] , like the position of the vanishing points within the image [26] , or benefit from the stereo setup for adding up depth constraints to improve the model for measurements [27] . On the contrary, many other methods are based on learning patterns from a set of image data [13] like face recognition, ball tracking [28] and learning depth [29] - [31] . For every unique structure, a new data set is required and new training data are generated [13] . Existing methods for correcting the perspective effect from 2-Dimensional projective transformation using a popular geo-referencing techniques are being used worldwide [32] . All these methods do not provide any basic understanding of the nature of perspective problem. In this paper, we demonstrate novel models for every effect generated by perspective distortion, and provide clear understanding of the nature of the problem from a mathematical perspective, based on John Y. Aloimonos descriptions in [19] . Correction methods are then proposed and derived for different purposes. These models will serve as basic blocks for understanding the nature of perspective effects, extracting the true target pose and distance from its projected image data and correcting image measurements.
The second Section covers and studies the distortion effects on centred segments in space, providing mathematical derivation of the pose and distance factor. The third Section covers a foreshortening factor, which appears when segments are not centred. A mathematical derivation is depicted on the total distortion factor along with the derivation of the projective rotation model in 2D and 3D, and a mathematical derivation and analysis of finding the true centre on a line segment from its corresponding projected image. The fourth and fifth Sections cover proposed correction methods for image measurements. Finally, a summary, analysis and conclusion of the results achieved are discussed in Section six.
II. DISTORTION ON CENTRED TARGETS
For better understanding of the nature of these distortions, we extracted factors that model every distortion effect on segments since line segments form the basic blocks of any structure.
A line segment in an image is represented by its two end
and of length l.
Let O(0, 0, 0) represent the COP of the view-point with focal distance f . For simplicity and good comprehension in this case, the segment is considered to be in a 2D space (XY ) and thus the perspective plane, where the image is formed, is foreshortened to a line located at the focal distance F from the perspective view-point.
If the segment is placed to be coincident at its mid-point C that is perpendicular to the image plane and is tilted by an angle from this plane, the oblique projections of A and B towards the COP can be calculated from similarity and perspective projection that results (1) and (2) . The projection of A and B are represented here by A = [x A , y A ] T and B = [x B , y B ] T , simultaneously, and the tilted angle of the segment from the image plane is denoted by α.
For this particular case, where C is a midpoint and is coincident and perpendicular to the image plane, x C = (x A + x B )/2, x C becomes equivalent to the distance of the target from the COP. This leads to (3) .
A. DISTORTION FACTOR Equations (1) and (2) show that the projection of any centred segment is dependent only on the segment distance x C from the COP and the tilted angle α. We define our distortion factor to be the ratio of the projected length over the real length of the segment. We denote this factor by the small mu and is belonging to [0, 1]. Since the segment [AB] is centred with respect to the COP we can write (5) .
B. POSE AND DISTANCE FACTORS
Replacing (1) and (2) in (5) yields to the following equation:
The right hand side of (5) can be split into two factors where the right factor was named Distance Distortion factor (DDF) as µ 1 , and the left factor was named Pose Distortion Factor (PDF) as µ 2 . These two factors hold separate and independent information on how distance and pose affects our measurements in the image. It is clearly shown here that when α = 0, meaning that the line lies in parallel to the image plane, the PDF is equal to one. In contrast, when X C is equal to F, meaning that the target is located at the image plane, the DDF is equal to one. This yields to say that our µ factor is equal to one when no distortion is implied, and can be written as function of both distortions. However, since the segment [AB] is centred, foreshortening distortion has no effect on the projection of [A B ]:
In fact, as the centre of the segment moves away from the normal to the perspective plane, the foreshortening distortion starts appearing and provoking the projected length [A B ] of the segment [AB] to change non-linearly. In this case, µ has to hold for other factors due to the added foreshortening distortion to [A B ], which we will see in the next section.
III. DISTORTION ON NON-CENTRED TARGETS
Considering a new segment represented by the points A and B, and of a mid-point C, to be placed anywhere in space. Since the centre of the target object, in this case the line segment, does not coincide with the focal axis, the projected image of the target is subject to additional distortion induced by the foreshortening effect. Modelling this effect requires to rotate the original segment back to the centre as shown in Figure 4 . Within this context, this kind of rotation will be called projective rotation throughout the work, as we are rotating around the COP using only projected points as input. 
A. PROJECTIVE ROTATION IN 2D
Projective rotation provides direct relationship between the projected points before and after rotation. Let A , B represent the projection of the target segment bounded by A and B, and C the projection of its mid-point C on the image plane. Let D , E represent the projection of the target segment bounded by D and E, and G represent the projection of its mid-point G on the image plane. After rotation, the centre C of the real segment should be coincident with focal axis, and its projection is coincident with the centre the of image.
Since after rotation the angles between the three projected points do not change, the new projections after rotation can be derived after calculating the angles between the vectors OA , OC and OB . If we let α A C to be the angle ( OA , OC ) and α B C to represent the angle ( OB , OC ), since these angles remain the same after rotation, the new projections y D and y E are derived in (8) and (9) where E , G and D are the new projected points respectively, and after rotation.
We note here that y D and y E can also be written as in (10) and (11):
This gives the following:
Like before, we define the distortion factor to be the ratio of the projected length over the real length of the segment and we denote this factor by the small µ as in (12) , but this time we append the letter T to distinguish between the total distortion factor and what we calculated before. Noting here that µ T belongs to [0, 1].
C. FORESHORTENING DISTORTION FACTOR
Since the segment is not centred with respect to the focal axis, an additional factor is being added to µ T . Let |y A − y B to be the projected length of the segment. The projected distance can also be written as a function of the projected length |y D − y E after applying a projective rotation as in equation (13). This leads to the equation (14) where µ T can be written in terms of pose and distance factor, and an additional factor that we call here foreshortening distortion factor (FDP).
We denote the last factor by µ 3 . Finally, we can put all the distortion factors in one equation, as in (15) .
µ T total distortion factor = µ pose and distance factor
foreshortening distortion factor (14) µ T
Proof: From (10) and (11), y D − y E can be written as follows:
Equation (14) tells us that if the segment is centred with respect to the focal axis, y C is equal to 0 and the foreshortening factor becomes equal to 1.
In this section, we presented a detailed analysis of how distortion is being propagated and come up with a model of the total distortion on distances between two points when projected into the image plane. Since a line-segment form is the basis of every structure, it was very important to understand and model these distortions before proceeding in building the concept.
D. PROJECTIVE ROTATION IN 3D
Performing a 2D projective rotation to a projected point in the (XY ) plane, has a direct impact on the coordinate of that projected point in the (ZX ) plane. The unusual change in the Z-coordinates of the projected point after rotation is hard to be visualized from one plane. Figure 5 (a) depicts the rotation in the (XY ) plane, while in Figure 5 (b) we show its impact from the (ZX ) perspective. We point out at the points A and B, after rotation, by the points D and E respectively. We show here that when we rotate in one plane (XY ), the corresponding z-coordinate of the projected point, after rotation, decreases as we rotate towards the centre. This is because the z-coordinate of the points A and B, does not change after rotation around the Z-axis. Only the X and Y -coordinates change. VOLUME 8, 2020 To calculate the z-coordinate of the projected point, after rotation, we use an intermediate point denoted D 1 , as shown in figure 6 . D 1 is the rotation of A around the Z-axis. Since we are dealing with perspective projection, the Z-coordinate of the projection of the point D 1 is the same as the Z-coordinate of the projection of D, as in figure 6 . Furthermore, we already calculated the Y-coordinate of D from (10). The 2D coordinates of D 1 are written below as in (16) .
The vector representation and derivation of D is shown in (17) , and the Z-coordinate of D can be obtained from (18) where we showed its derivation after rotation in (17) .
By deriving (10), (11) and (18), we have established a relationship between the projections of the points in space before and after rotation. These are fundamental equations to perform any projective rotation.
From these equations as well, we can derive the distance to the segment centre prior and after rotation by substituting (8) and (9) in (1) and (2) respectively. Knowing that x center = (x D +x E )/2, x center can be treated as the distance to the centre of the segment in case the rotation is with respect to the centre. Its derivation is depicted in (19) .
The tilted angle α can also be calculated from (4) and by adding to it the angle of rotation α c it yields to (20) .
IV. FORSHORETENING CORRECTION
Understanding and modelling perspective distortion is essential to eliminate this kind of distortion in image measurements for the distance between two points in space. The first step is to eliminate the foreshortening error, which is required to perform projective rotation to the segment relative to its centre. This will make the segment appear as if, in reality, it stands in the middle of the image and at the middle of the field of view. Performing a projective rotation requires the knowledge of the coordinates of a projected third point, which is ideally the projection of the mid-point of the line segment.
Since the projection of the centre of the target in most cases is not known, a distinction between different rotation processes is considered in order to select the proper rotation starting point. These processes are depicted below: (1) 1) Rotation from the target centre. This requires that the mid-point of the target to be known.
2) Rotation from the mid-point of the projected target.
3) Rotation from the mid-arc of the projection.
In all of the above three cases listed, the rotation is considered to happen around the Z − axis when working in the (XY ) plane, and around the Y − axis when working in the (XZ ) plane. Furthermore, cases (2) and (3) can be seen as complementary cases since they solve the same issue but one can have preferences in some occasions, as we will explore in the next section.
A. TARGET CENTRE LOCATION
It is important to picture where that centre could be, in order to perform a proper rotation that could totally eliminate the foreshortening distortion.
Considering a line segment [AB] of a length L, Figure 7 shows that for any particular projection [A B ], different position of the same segment [AB] can be originated. All the segments in this figure are of the same length l but what can be noticed is that every possible unique position has a different tilted angle α. α is the angle formed by the segment and its projection, which lies on the image plane. This unique position of every segment depends on the angle α.
Finally, we rendered a plot, shown in Figure 7 , of the position of all the centres of the segments' location curve. The centre location curve has the shape of a parabola and has the line of sight as the axes of symmetry. What we noticed are some very notable features. There are two remarkable and important features, depicted in Figure 9 , that can be extracted from this pattern. In this context, these remarkable features are referred to as aspect (1) and aspect (2). 1) Aspect (1):The first distinctive feature is at the maximum of the centre location curve. This centre corresponds to the farthest possible segment from the centre of projection. This segment represented by [AB] is perpendicular to the mid-arc line of projection and it is the only segment at which its mid-point is coincident with the mid-arc line, as it is shown by the centres location curve in the Figure 9 . This implies that the projection of its centre is also coincident with mid-arc line.
2) Aspect (2):Another remarkable aspect is in the segment that is parallel to the image plane, with α equal to zero. This segment [AB] has its mid-point coincident with the axis that intersects with the mid-point of the projected segment [A B ] and the COP.
These are two important observations that represent how circular and spherical targets are projected into the image plane and can be used to establishing the concept of eccentricity elimination. Circular and spherical targets are not covered in this paper.
B. CENTRE LOCATION CURVE
When mid-arc rotation towards the centre is performed, the function of the centre location curve becomes centred and can be expressed by two parametric equations (21) and (22), with the angle α as the intermediate parameter. We plot these parametric equations, as shown in Figure 10 . Proof: looking at Figure 10 , let x centre = (x D + x E )/2, and let G, which is not necessarily aligned with the focal axis, to represent the point of intersection of the segment [DE] with the centre line of projection, then x D and x E can be expressed as follows,
where y D and y E are the Y-coordinates of the corresponding projections of y D and y E on the projective plane. Since the rotation is a mid-arc rotation y D = y E , this yields to the X-coordinate of the centre of the segment as in (21) . The same can be applied to determine the Y-coordinate of the centre. Let y centre = (y D + y E )/2, substituting with y D and y E from the equations x D and x E which yields to (22) .
x centre and y centre here represent the coordinates of the centre where α is the angle formed by the perspective plane and the line-segment [AB] .
If now the rotation happens starting from the mid-point of the projection, the x-coordinate of the centre, derived from the location curve can be expressed by Equation (23).
C. LOCATING THE CENTRE FROM THREE POINTS
We have shown in the previous section that two points are not enough to locate the centre of the segment. In this section, we will show the derivation of the full pose from three points. We have derived previously the parametric equations that define the centres location. Since the tilted angle α is not known, a third point is required to add one more constraint on the centre location curve parametric equations. This equation is depicted in (25) .
Proof: Considering a third point D located at distance d from the centre C on the line segment, which derived by performing a mid-arc rotation as shown in Figure 11 . The equations that relate the point D to the centre are illustrated below.
However, we can write the equation of the projected line from the point D as follows:
This leads to the additional constraint equation:
The system of equations become as in (25)
From these equations we can extract the angle by replacing equation one and two into the third one in order to get Equation (26) . Using (26) we can recalculate the coordinates of the centre x c and y c .
D. ELIMINATING THE FORESHORTENING ERROR
We have shown previously that the projective rotation requires the knowledge of the centre. Knowing the centre allows to perform a rotation towards the centre and to eliminate the eccentric error. After rotation from the centre, y c becomes equal to 0. This makes the FDF to become equal to 1, meaning that its effect has no impact on the projected distance, regardless of the distance and pose of the segment. On the other hand, when the centre is not known, the foreshortening effect can never be fully recovered but at a certain extent, depending on the pose of the segment.
V. POSE AND DISTANCE CORRECTION
The pose and distance factor depend on the angle formed by the segment and its projection into the image plane, and of the distance of the target with respect to the COP. These two parameters are fundamental in correcting image measurements from the distorted projection of the target in the image.
Compensating for the pose effect and evaluating the pose factor requires that the tilted angle α to be cognised or calculated. In most cases, the derivation of the angle α requires the knowledge of a third point as we showed previously. While knowing the real length l of the segment, constraints on the distance estimation equations can be imposed, reducing the number of solutions into close form solution. This type of constraints are know as geometric constraints and are used in various applications in photogrammetry and Marker-Based pose estimation.
VI. CONCLUSION
In this paper, we modeled perspective distortion in all of its forms. We elaborated on the importance of understanding how shapes are projected into the image in order to improve image measurements. We went deeply into every aspect of perspective distortion by deriving all the equations that form the basic building blocks of distance measurements. The resulted equations showed an analogy of how shapes appear distorted in images. Furthermore, we provided ways for evaluating and correcting image measurements induced by these kinds of distortions. We were also able to show how these distortions could be eliminated, based on the cases and the number of points known, as discussed.
In some cases, the reversed problem matters where the interest is to locate the segment in space and only the projected distances onto the perspective plane or image plane are known. It is then relevant to clear out the distortions which makes it possible; for example, to calculate accurately the position and orientation of the target object with respect to the COP. This same approach can be extended to evaluate the distortion on different target shapes for the purpose of improving image measurements of the object within the scene, by knowing only the projected geometry onto the perspective plane.
The work can be extended to different geometry models. Since line-segments form the basis of every structure, it was very important to elaborate and model these distortions on a simple geometry before proceeding to studying more complex forms. Although line segments can be useful for the demonstrations and evaluations, it is very likely in real life to fall into a singularity. This is the case where both edges of the segment are coincident with the focal axis. This is due to a major fact provided by the natural property, which is co-linearity of points located on the line. Co-linearity provokes the system to lose a degree of freedom. Because of this, more geometric constraints are needed, like non co-linear target geometry in order to avoid for the system to return into infinite solutions. Fortunately, circular and spherical targets have similar properties when it comes to projection into the image plane.
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