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a b s t r a c t
In this paper, a novel meshless technique termed the random integral quadrature (RIQ)
method is developed for the numerical solution of the second kind of the Volterra integral
equations. The RIQmethod is based on the generalized integral quadrature (GIQ) technique,
and associated with the Kriging interpolation function, such that it is regarded as an
extension of the GIQ technique. In the GIQ method, the regular computational domain is
required, in which the field nodes are scattered along straight lines. In the RIQ method
however, the field nodes can be distributed either uniformly or randomly. This is achieved
by discretizing the governing integral equation with the GIQ method over a set of virtual
nodes that lies along straight lines, and then interpolating the function values at the virtual
nodes over all the field nodes which are scattered either randomly or uniformly. In such
a way, the governing integral equation is converted approximately into a system of linear
algebraic equations, which can be easily solved.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The Volterra integral equation has wide applications in science and engineering, such as fluid dynamics and population
theory. As such, it is quite required to seek approaches to this type of integral equation. For some of the Volterra integral
equations, the exact solutions may be obtained by the Laplace transform. However, there is no way for others to find an
analytical solution. Therefore, a number of numerical techniques were developed to achieve an approximate solution. For
example, Babolian et al. [1] used the Chebyshev collocation method to solve the first- and second-kinds of the functional
integral equation by transforming the integral equation into a system of linear algebraic equations. A formula for calculation
of Taylor coefficients of solutions for the Volterra integral equations was derived for both linear and nonlinear systems [2].
Brunner et al. [3] employed the collocation and iterated collocationmethods based on themixed interpolation techniques to
solve the Volterra integral equations. Conte and Prete [4] developed a fast discrete collocation method for the Hammerstein
type of Volterra integral equations, in which the Laplace transform of the kernel is known a priori. After that, they applied
themultistep collocationmethod for the Volterra integral equations [5]. Maleknejad et al. [6] studied the numerical solution
of the first kind of Volterra integral equations with thewavelet basis, in which the collocationmethod is used as a projection
approach to convert the integral equation to the system of linear equations. Mckee et al. [7] developed an Euler typemethod
for solving the first kind of two-dimensional Volterra integral equations. A version of the trapezoidal direct quadrature
method was proposed to solve the Volterra integral equations with the discontinuous kernel by Messina et al. [8]. Oja and
Saveljeva [9] studied the cubic spline collocation for the Volterra integral equations.
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Themeshless methods are a kind of excellent numerical technique and have achieved great progress over the past years.
Various meshless methods may be generally categorized into the two types, weak-form and strong-form. One of the well-
known meshless strong-form methods is called the finite point method (FPM) [10], in which, the weighted least squares
interpolation and a point collocation technique are combined together with a residual stabilization technique, where the
fixed least square interpolation combinedwith a point collocation technique is a very promising approach. Anothermeshless
strong-form method is termed the Hermite cloud method (HCM) [11], in which the Hermite interpolation function is
combinedwith a point collocationmethod to discretize governing differential equations, based on a fixed reproducing kernel
particle method, in order to directly calculate field variables and the corresponding first-order derivatives. This method
can solve a local high gradient problem well since the first-order derivative is calculated by directly solving a system of
equations. Liu et al. [12] proposed the gradient smoothing method (GSM), which is based on a gradient smoothing with a
directional derivative technique to develop the first- and second-order derivative approximations for an interested node. It
is coupledwith the collocationmethod to solve the governing partial differential equations in the strong form. In general, the
meshless strong-form methods have some attractive advantages, for example, simple algorithm, computational efficiency,
and no background mesh is required. However, usually the meshless strong-form methods are less accurate, especially for
the problems with derivative boundary conditions.
In general, weak-form methods can work more stably compared with strong-form methods. The first meshless weak-
formmethod was proposed by Lucy [13] and Gingold and Monaghan [14], called the smooth particle hydrodynamics (SPH),
for simulation of large astro-physics problems, such as exploding stars and dust clouds. The basic idea of thismethod consists
of two parts. The first is ‘‘the integral representation’’ or ‘‘the kernel approximation’’ of the field function, in which the
multiplication of the field and kernel functions is represented in the form of integration over a local domain. The second is
‘‘the particle approximation’’, in which the integral representation is approximated by summation over the local domain.
It is called as the smooth particle since this method is involved in smoothing of a function by integration over the local
domain using particle approximation. After SPH, numerous meshless weak-form methods were developed, especially after
the early 1990s. Several well-known works were published, for example, the diffuse element method (DEM) by Nayroles
et al. [15], and the element-free Galerkin (EFG) method by Belytschko et al. [16]. Since that, great achievement has made
in development of the meshless methods based on the Galerkin weak form. In order to overcome the limitations of FEM,
Nayroles et al. [15] proposed DEM, where the FEM interpolation function was replaced by the local weighted least square
(WLS) interpolation function that is valid for a local domain surrounding the interest node and vanishes outside of the local
domain. Due to this property, the nature in the local domain is reserved. Based on DEM, Belytschko et al. [16] developed
the EFGmethod, in which the moving least squares (MLS) interpolation function is used with the Galerkin method. The EFG
method is similar to the DEM as it is a refined form of DEM, but the implementation is different since the Galerkin global
weak form is used over the entire domain. Usually the EFG method is accurate and stable for numerical analysis [17,16].
Braun and Sambridge [18] proposed the nature element method (NEM) for solving partial differential equations in which
the geometrical concept of ‘‘natural neighbors’’ is used. The method works well for large deformation problem, solid–fluid
interaction on a deformation mesh, and high order partial differential equation, even with highly irregular mesh. Another
widely used meshless method is the reproducing kernel particle method (RPKM) developed by Liu and his co-workers
in 1995 [19]. The main idea of RPKM is to improve the SPH approximation to satisfy the consistency requirement via a
correction function, where a smooth shape function is presented for higher solution accuracy of large deformation problems.
The point interpolationmethod (PIM)was proposed by Liu and his team, and based on the Galerkinweak form [20], inwhich
the shape functions are constructed over a number of scatted nodes located in the support domain. There are two types of
PIMs using the polynomial basis and radial basis functions respectively. The moment matrix in the polynomial PIM may
be singular, whereas the radial basis PIM is stable and robust for arbitrary nodal distributions. Melenk and Babuska [21]
proposed the partition of unity finite element method (PUFEM) for improvement of FEM in a rough or oscillatory solution,
when the classical polynomial based FEM fails. The basic idea is to construct the conforming subspaces, and the standard
finite element spaces are augmented by adding special functions, such that high-order function approximation is achieved.
Atluri and Zhu [22] developed themeshless local Petrov–Galerkin (MLPG)method,whereMLS approximation is employed to
construct the shape functions. In the Galerkin-based FEM and EFGM, the Gakerkinweak form is used over thewhole domain,
while it is used in a local sub-domain in the MLFG method. By choosing the trial functions from different spaces, the local
integration can be simplified. Li et al. [23] proposed the Local Kriging (LoKring)method. Aswell known, theKriging technique
is a generalized linear regression approach for formulation of an optimal estimator in sense of aminimummean square error.
In the LoKring method, Kriging interpolation is used to construct a function approximation, and then the weighted residual
method is used to derive the local weak form of partial differential equations.
All the meshless methods mentioned above are applied mainly for partial differential equations. In this paper however,
a novel meshless technique is developed to solve the second kind of Volterra integral equation, termed the random integral
quadrature (RIQ)method. By the RIQmethod, theVolterra integral equation is discretized directly by the generalized integral
quadrature (GIQ) method over a set of virtual nodes, and then the function values at the virtual nodes are interpolated
over the field nodes scattered randomly or uniformly in the entire domain. Through this approach the integral governing
equation is converted into a system of linear algebraic equations. The approximate function value is finally obtained by
solving the linear system. The paper is organized as follows. In Section 2 the RIQ method is formulated in detail. The
numerical experiment and the convergence study of this method are considered in Section 3, and the conclusion is drawn in
Section 4.
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2. Random Integral Quadrature (RIQ) method
In this section a detailed formulation of the RIQ method is presented. The RIQ method is developed to overcome the
drawback of the generalized integral quadrature (GIQ)method, in which a regular computational domain is always required
and the field nodes are also required to lie along straight lines. In the RIQ method however, the field nodes are allowed to
be distributed either randomly or uniformly. This is achieved by discretizing the governing integral equation with the GIQ
technique over a set of virtual nodes, and then by interpolating the function values at the virtual nodes over all the field nodes
scattered in the entire domain via the Kriging interpolation technique. Before the RIQ method is used to solve the Volterra
integral equation, the Volterra integral equation is discussed in general and usually it is categorized into two groups, the
first and the second kinds. In this paper, the second kind of Volterra integral equation is studied, where its general form is
given as,
u (x) = f (x)+ λ
 x
a
K (x, y) u (y) dy (1)
where x is the independent variable, K (x, y) the kernel function, λ a constant parameter, and f (x) a known function.
2.1. Discretization of the integral governing equation
As mentioned above, the main idea of the RIQ method for solving the governing integral equations is to convert the
equation into a system of linear equations. Let us consider a computational domain Ω discretized by the field nodes
xi (i = 1, 2, . . . ,N), where N the number of total field nodes, and the field nodes may be distributed either randomly or
uniformly. As such, Eq. (1) is discretized as
u (xi) = f (xi)+ λ
 xi
a
K (x, y) u (y) dy (2)
where the integral term is written further in the form of xi
a
K (x, y) u (y) dy =
Ni
j=1
N
k=1
W ijkK

xi, yj

u (yk) (3)
where Ni is the number of the field nodes in the domain [a, xi], and it is a function of xi.W ijk is the weighting coefficient of
the RIQ method for the Volterra integral equation, which is related to both the coordinates xi and yk. K (xi, yk) is the kernel
functionwhich can be easily obtained by filling in the coordinates of the field nodes. u (yk) is the approximate function value
at the kth field node.
2.2. Computation of the weighting coefficients
One of the challenges here is to compute the weighting coefficients of the RIQ method. It is mentioned that the RIQ
method combines the GIQ technique and the Kriging interpolation function together, such that the weighting coefficients
W ijk of the RIQ method are related to the weighting coefficients w
i
j of the GIQ technique and the shape functions φjk of the
Kriging interpolation function, as given as
W ijk = wijφjk (4)
wherewij is the weighting coefficient for the GIQ technique, and φjk is the shape function for the Kriging interpolation.
The GIQ technique was developed by Shu et al. [24], following a similar concept to the partial differential quadrature
(PDQ). If a function is continuously smooth in the whole domain, it can be approximated by a high-order polynomial that
would involve all the functional values in the whole domain. Then the integral of the function over a part of the domain can
be computed by integrating the approximated high-order polynomial. Since the GIQ technique can be used only over the
nodes along straight lines, a set of background virtual nodes are employed here, which are scattered by uniform distribution
or non-uniform distribution. In this paper the distribution of the virtual nodes follows a cosine patten. Let us take one-
dimensional domain [c, d] as an example, the virtual nodes are scattered as
xl = c + d− c
2

1− cos

l− 1
M − 1π

(5)
whereM is the number of virtual nodes in thewhole domain, and l = 1, 2, . . . ,M . However, in the case ofmulti-dimensional
domain, the coordinates of the virtual nodes are obtained in the sameway, by discretizing thedomain in eachdirection. Using
the GIQ technique [25], the integral of a function over a part of the whole domain is approximated by a linear combination
of all the function values in the entire domain, given in the form of xj
xi
u (x) dx =
M
l=1
w
ij
l u

xl

(6)
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where xi and xj are the coordinates of the virtual nodes which can be altered, wijl is the weighting coefficients of the GIQ
technique, and u

xl

is the function value at the lth virtual node. If the Lagrange interpolation polynomials rl (x), are chosen
as the basis polynomials,wijl can be determined by
w
ij
l =
 xj
xi
rl (x) dx. (7)
It is difficult to calculatewijl directly from Eq. (7). However,w
ij
l could be determined by the weighting coefficients of the
first-order derivative in PDQ as [25],
w
ij
l = wIjl − wIil (8)
wherewIjl andw
I
il are the elements of the matrixW
I , and

WI
 = [A]−1. The formulation of the matrix A is given as follows,
aij = x
i − e
xj − e ×
1
xj − xi
M
l=1,l≠i,j

xi − xl
xj − xl

aii = −
M
j=1,j≠i
1
xj − xi
M
l=1,l≠i,j

xi − xl
xj − xl

+ 1
xi − e
(9)
where xi, xj and xl are the coordinates of the virtual nodes, and e is a constant excluding the coordinates of the virtual nodes.
In the two-dimensional case, if the domain is defined as a ≤ x ≤ b, c ≤ y ≤ d and discretized withMX virtual nodes in
the x-direction andMYvirtual nodes in the y-direction, the formulation of the two-dimensional integral of u (x, y) over the
sub-domain, xi ≤ x ≤ xj, yl ≤ y ≤ ym, is given as xj
xi
 ym
yl
u (x, y) dxdy =
MX
n=1
MY
k=1
wijnw
lm
k u (xn, yk) (10)
wherewijn andwlmk are the weighting coefficients of the one-dimensional integral in the x- and y-directions respectively, and
are given by
wijn =
 xj
xi
rn (x) dx i, j, n = 1, 2, . . . ,MX
wlmk =
 ym
yl
sk (y) dy l,m, k = 1, 2, . . . ,MY
(11)
where rn (x) and sk (y) are the Lagrange interpolation polynomials in the x- and y-directions. Therefore, the weighting
coefficients for the two-dimensional integral can be determined in a similar way to those in the one-dimensional case.
Obviously it is quite easy to extend the formulation to the three-dimensional cases in the same way.
In order to approximate the functional values at the virtual nodes, the Kriging interpolation function is used over the
field nodes scattered in the whole computational domain. This domain including all the field nodes is taken as the influence
(or interpolation) domain, such that the approximation of the function value at the lth virtual node is constructed as per the
Kriging interpolation function [23],
ug

xl
 = N
i=1
φiu (xi) (12)
where u (xi) is the function value at the ith field node, (i = 1, 2, . . . ,N), and N is the number of field nodes in the
interpolation domain. φi is the weighting coefficient assigned to the field node. By minimization of the squared variance
of the estimation error E

[u (x)− ug (x)]2, φi is determined and thus Eq. (12) is written as [23],
ug

xl
 = Φ (x)u (13)
where u = u (x1) u (x2) · · · u (xN)T ,Φ (x) is defined as the shape function matrix, and written as
Φ (x) = γT xl S+ pT xlQ; (14)
where
γT

xl
 = γ xl, x1 , γ xl, x2 , . . . , γ xl, xN (15)
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and γ is the Gaussian semivariogram model,
γ (t) = c0

1− e−3

t
a0
2
(16)
where t is the Euclidean distance between the two nodes, c0 is the sill representing the average variance of points at such a
distance away from the point considered, where there is no influence between the points. a0 is the range representing the
distance in which there is no longer a correlation between the points and it is taken as
a0 = α · β · dmin (17)
where α is a coefficient, β is a scaling parameter, and dmin is the shortest distance between the interpolation point and the
neighboring points.
p in Eq. (14) is the basis function, and the linear basis in the one-dimensional domain is given by
pT (x) = [1 x] , s = 2 (18)
and in two-dimensional case is given as
pT (x) = [1 x y] , s = 3. (19)
The matrices S and Q in Eq. (14) are computed by
S = R−1 (I− PQ) ; Q = PTR−1P−1 PTR−1 (20)
where I is the identity matrix,
P =

p1 (x1) p2 (x1) · · · ps (x1)
p1 (x2) · · · · · ·
...
...
...
... ps (xN−1)
p1 (xN) . . . ps−1 (xN) ps (xN)
 (21)
and
R =

γ (x1, x1) γ (x1, x2) · · · γ (x1, xN)
γ (x2, x1) · · · · · ·
...
...
...
... γ (xN−1, xN)
γ (xN , x1) · · · γ (xN , xN−1) γ (xN , xN)
 . (22)
2.3. Solution of the final algebraic system
After the weighting coefficients are computed, the integral term is written as a summation of the function values at the
field nodes. Eq. (2) thus becomes
u (xi) = f (xi)+ λ
Ni
j=1
N
k=1
W ijkK

xi, yj

u (yk) . (23)
Imposing Eq. (23) on all the field nodes results in a set of algebraic equations. Since the number of the virtual nodes is
not equal to that of the field nodes, the final coefficient matrix is not a N×N square matrix, but aM×N rectangular matrix,
where N is the number of the field nodes, and M is the number of the virtual nodes. In order to solve the system of the
algebraic equations, various techniques can be used, such as the Least-squares-error solution, and the iterative method.
3. Numerical experiment and convergence study
For validation of the RIQ method, the second kind of the Volterra integral equation is examined and given as
u (x) = f (x)+ λ
 b(x)
a
K (x, y) u (y) dy (24)
where b(x) varies with the independent variable x, f (x) is a known function, K (x, y) is the kernel function, and λ is a
parameter. The convergence rate is computed using the global error [26],
ε = 1|u|max
 1
N
N
i=1

ui − ugi
2 (25)
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Fig. 1. Comparison between the numerical and analytical solutions via (a) the 15 uniformly distributed field nodes, and (b) the 15 randomly distributed
field nodes.
Fig. 2. Convergence rates for the randomly and uniformly distributed field nodes.
where ε is defined as the global error of the numerical solution, N is the number of the field nodes. ui and u
g
i are the exact
and the numerical solutions at the ith field node respectively, and |u|max is the maximum absolute value of the function u.
In order to do the convergence study, each numerical example is solved with increasing numbers of field nodes, both for
the uniformly and randomly distributed field nodes. The convergence rate of the relative error norm is defined as [27]
R = ln

εj+1/εj

ln

hj+1/hj
 (26)
where j and j + 1 represent the different node distributions with different numbers of field nodes. εj+1 and εj, and hj+1
and hj are the global errors defined in Eq. (25) and nodal spacings for two kinds of node distributions, respectively. For the
uniformly distributed field nodes, h is the nodal spacing between any two nodes. For the randomly distributed field nodes,
h is the average nodal spacing for all the field nodes.
Let us consider a case study of the second kind of Volterra integral equation in a one-dimensional domain as follows,
u (x) = 1+
 x
0
u (ξ) dξ (27)
where 0 < x ≤ 2. The analytical solution for this problem is u (x) = ex.
Eq. (27) is solved by the RIQ method via the linear basis used as the polynomial basis to construct the shape function.
Both the uniformly and randomly distributed field nodes are scattered in the domain with the virtual nodes scattered by the
cosine distribution in the form of Eq. (5). Fig. 1 shows the comparison between the analytical and numerical solutions via 15
uniformly and randomly distributed field nodes respectively with 100 virtual nodes. It is observed that the RIQ method can
achieve high computational accuracy for both of the uniform and random distribution of the field nodes, where the global
errors are equal to 2.2501E−3 and 2.4841E−3 respectively for the 15 uniformly and randomly distributed field nodes. Fig. 2
demonstrates the convergence curves for the two kinds of distributions by 10, 15 and 70 field nodes. Obviously, as the
number of the field nodes increases, the global errors become smaller and smaller for both the uniformly and randomly
distributed field nodes. In other words, the numerical solution converges to the analytical solution as the nodal spacing
decreases. The convergence rates are equal to 0.6597 and 0.6731 respectively for the field nodes distributed uniformly and
randomly. In this case study, the global error for the randomly distributed field nodes is slightly larger than that for the
uniformly distributed field nodes. However, the convergence rate for the field nodes distributed randomly is slightly larger
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Fig. 3. Convergence rates for the uniformly and randomly distributed field nodes.
Fig. 4. Convergence rates for the uniformly and randomly distributed field nodes.
than that for the field nodes distributed uniformly. It is thus concluded that the RIQ method can handle well the field nodes
distributed uniformly and randomly.
The second one-dimensional case study is more complicated and given as,
u (x) = 1
4
x cos (2x)+ sin (x)− 1
2
x+
 x
0
x cos (ξ) u (ξ) dξ (28)
where 0 < x ≤ π , and the exact solution is a triangular function u (x) = sin (x).
In order to solve this problem, the linear basis is used as the polynomial basis, with the uniformly and randomly
distributed field nodes respectively. Totally 100 virtual nodes with 5, 10, 40 and 70 field nodes respectively are used to solve
this equation. The convergence curves are plotted in Fig. 3 for both the uniformly and randomly distributed field nodes.
It is observed from Fig. 3 that the global errors for both uniformly and randomly field nodes are small even if a few field
nodes are employed. They are equal to 1.6462E−3 and 2.4302E−3 in the case of 5 field nodes distributed uniformly and
randomly respectively. As the number of the field nodes increases, the global errors reduce slightly at first, and then they
reduce rapidly. The convergence rates are equal to 0.6033 and 0.2606 respectively for the field nodes distributed randomly
and uniformly.
The last case study is for a second kind of the Volterra integral equation defined in a two-dimensional domain, given as,
u (x, y) = −1+ ex + ey +
 x
0
 y
0
u (s, t) dsdt (29)
where 0 < x, y < 2 and the exact solution is a 2-D exponential function u (x, y) = ex+y.
The present case study is to see how the approximate results converge with the 2D linear basis employed as the
polynomial basis for constructing the shape functions. The two kinds of distributions of the field nodes are employed to
solve this equation, namely the randomly and uniformly distributed field nodes. The numbers of filed nodes are given as
3× 3, 6× 6, 9× 9, 12× 12 and 15× 15, while the number of virtual nodes is fixed at 20× 20. The convergence rates for
both uniformly and randomly distributed field nodes are plotted in Fig. 4, where the convergence rate is equal to 1.0424 for
the randomly distributed field nodes, and it is larger than that being 0.3271 for the uniformly distributed field nodes.
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Fig. 5. Comparison between the numerical and analytical solutions via (a) the 15 ∗ 15 uniformly distributed field nodes, and (b) the 15 ∗ 15 randomly
distributed field nodes.
Fig. 5 illustrates the comparison between the numerical and analytical solutions by the 15× 15 field nodes distributed
uniformly and randomly respectively. It is found that the numerical solution coincides well with the analytical one.
4. Conclusion
A novel meshless technique termed the random integral quadrature (RIQ) method has been developed in this paper, in
order to numerically solve the integral equations via either randomly or uniformlydistributed field nodes. In order to validate
this RIQmethod, the second kind of Volterra integral equations are solved in one- and two-dimensional domains by the RIQ
method, through both the randomly and uniformly distributed field nodes. Based on the discussion of the numerical results
obtained, it is concluded that the RIQ method can handle this kind of the integral equation well in the multi-dimensional
domain, discretized by the randomly and uniformly distributed field nodes.
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