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HODGE INTEGRALS, HURWITZ NUMBERS, AND SYMMETRIC
GROUPS
JIAN ZHOU
Abstract. We prove some combinatorial results related to a formula on Hodge
integrals conjectured by Marin˜o and Vafa. These results play important roles
in the proof and applications of this formula by the author jointly with Chiu-
Chu Melissa Liu and Kefeng Liu. We also compare with some related results
on Hurwitz numbers and obtain some closed expressions for the generating
series of Hurwitz numbers and the related Hodge integrals.
1. Introduction
In this paper we study some combinatorial problems related to the conjecture
of Marin˜o-Vafa on Hodge integrals, recently proved in joint work with Liu and Liu
[18, 19]. Some of the results proved here are used in the proof. We also study the
closely related Hurwitz numbers. In both cases, one has formulas expressing some
special types of Hodge integrals in terms of the characters of the symmetric groups.
The latter are closely related to other branches of mathematics, e.g., symmetric
functions, representations of Lie algebras of type A etc. Hence understanding the
relationship between the Hodge integrals and symmetric groups is an important
step towards establishing connections of the moduli spaces of Riemann surfaces
with these mathematical branches. Some of the results have been announced in
[26]. See also [18].
Hodge integrals are integrals on Deligne-Mumford moduli space of curves of the
following form: ∫
Mg,n
n∏
i=1
ψmii
g∏
j=1
λ
nj
j .
Their explicit evaluations are difficult problems important to both algebraic geom-
etry and mathematical physics. It is well known that the Hodge integrals can be
reduced to integrals of the form ∫
Mg,n
n∏
i=1
ψmii
which appear in two dimensional quantum gravity, whose evaluations are given
by the famous Witten’s conjecture/Kontsevich’s theorem [25, 15]. See [4] for the
description of a Maple program which in principle can be used to compute any
Hodge integral.
In this work we will focus on some Hodge integrals that appear in the calculations
of Gromov-Witten invariants by localization techniques [16, 10] in the positive
genus case. More precisely, we will be concerned with the following Hodge integrals
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appearing in the formal calculations of some open Gromov-Witten invariants by
localization method [14]:
(τ(τ + 1))l(µ)−1 ·
l(µ)∏
i=1
∏µi−1
j=1 (j + µiτ)
(µi − 1)! ·
∫
Mg,l(µ)
Λ∨g (1)Λ
∨
g (−τ − 1)Λ∨g (τ)∏l(µ)
i=1 (1− µiψi)
.(1)
We will refer to such Hodge integrals as conifold Hodge integrals. In [22], Marin˜o
and Vafa derived a closed formula for a generating function of certain open Gromov-
Witten invariants by duality with Chern-Simon theory. This leads to a conjectural
formula of Hodge integrals by comparing with calculations in [14]. See §3 for the
precise formulation. Note the two sides of the conjectured formula of Marin˜o and
Vafa are both mathematically well understood. As mentioned above, this formula
has recently been proved in joint work with Liu and Liu [18, 19]. In this work we
will prove some combinatorial results that will be used in that proof.
A key result in this work is that the right-hand side of the Marin˜o-Vafa formula
satisfies the cut-and-join equations. This is motivated by similar results for Hurwitz
numbers, for which there are two previous proofs: by combinatorial method [9] and
by geometric method [17, 13]. Combinatorial method is used in this paper to
prove the cut-and-join equation for the combinatorial expressions that appear on
the right-hand side of the Marin˜o-Vafa formula, and geometric method is used in
[18, 19] to show the conifold Hodge integrals on the left-hand side of the formula
satisfy the same equation. The exact match between the geometry of the moduli
space and the combinatorics involved is a salient feature of the proof presented in
[18, 19]. The ELSV formula [3, 11] shows that the Hurwitz numbers are related to
Hodge integrals similar to the conifold Hodge integrals. See [20] for a proof of this
formula along the same lines.
To make the analogies between the Hurwitz numbers and the conifold Hodge
integrals more close, we derive a formula similar to the Marin˜o-Vafa formula for
the Hurwitz numbers by the Burnside formula. It is clear that Marin˜o-Vafa formula
is much more general than the ELSV formula, and it by no means follows easily
from the latter. As remarked by Marin˜o and Vafa, it is in principle possible to
derive all Hodge integrals containing up to three λ classes from this formula, but
it is not clear how to do so from the latter. See [20] for some examples. We also
show how to obtain closed formulas for generating series of Hurwitz numbers by
the cut-and-join equations. This not only serves as the prototype for the proof in
[18, 19], but also has its own independent interest.
This paper is a revised version of a preprint which was limitedly circulated since
November 2002. An earlier version is available from my homepage since June 2003.
2. Preliminaries
In this section we recall some basic facts from the combinatorics of symmetric
groups, including a technical result used to establish the cut-and-join equations.
2.1. Partitions. A partition of a positive integer d is a sequence of integers µ1 ≥
µ2 ≥ · · · ≥ µl > 0 such that
µ1 + · · ·+ µl = d.
We write
|µ| = d, l(µ) = l.
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Denote by mj(µ) the number of j’s among µ1, . . . , µl. The automorphism group
Aut(µ) of µ consists of possible permutations among the µi’s, hence its order is
given by
|Aut(µ)| =
∏
j
mj(µ)!.
We will also need the following number associated to a partition:
n(µ) =
∑
i
(i− 1)µi.(2)
The following number for a partition will be used in the Marin˜o-Vafa formula:
κµ =
l(µ)∑
i=1
µi(µi − 2i+ 1).
Each partition µ of d corresponds to a conjugacy class C(µ) of the symmetric
group Sd. For simplicity of notations, we denote by C(2) the conjugacy class of
transpositions. The number of elements in C(µ) is given by
|C(µ)| = d!
zµ
,
where
zµ =
∏
j
mj(µ)!j
mj(µ).
Denote by (−1)g the sign of an element in Sd. It is easy to see that
(−1)g = (−1)|µ|−l(µ),
for g ∈ C(µ).
The Young diagram of µ has mj(µ) rows of squares of length j. The partition
corresponding to the transpose of the Young diagram of µ will be denoted by µ′.
Denote by h(e) the hook length of a square e ∈ µ. We will need the following
identity ([21, (1.6)]):
n(µ) =
∑
i
(
µ′i
2
)
.(3)
2.2. Representations of symmetric groups. Each partition ν corresponds to
an irreducible representation Rν of Sd. The value of the character χRν on the con-
jugacy class C(µ) is denoted by χν(C(µ)). They can be calculated using symmetric
functions by the following formula [21]:
sν =
∑
|µ|=|ν|
χν(C(µ))
zµ
pµ.
For example, χ(d) corresponds to the trivial representation, χ(1d) corresponds to
the sign representation.
Set
cµ =
∑
g∈C(µ)
g.
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Since cµ lies in the center of the group algebra CSd, it acts as an scalar fν(µ) on
any irreducible representation Rν . Now
dimRν · fν(µ) = tr |Rν cµ =
∑
g∈C(µ)
tr |Rνg = |C(µ)|χν(µ),
hence
fν(µ) = |C(µ)| χν(µ)
dimRν
=
d!
dimRν
· χν(C(µ))
zµ
.
We summarize the properties of these numbers in the following:
Proposition 2.1. Each fν(µ) is an integer. Furthermore, one has
fνt(µ) = (−1)|µ|−l(µ)fν(µ),(4)
fν(2) =
1
2
κν .(5)
Proof. For a proof of the first statement, see e.g. [21], p. 126, Example 16, where
fν(µ) is written as ω
ν
µ. For (4), recall
χνt = χνχ(d),
hence
χνt(µ) = (−1)|µ|−l(µ)χν(µ).
See e.g. [21], p. 116, Example 2. Hence we have
dimRνt = χνt(1
|νt|) = χν(1|ν|) = dimRν ,
fνt(µ) = |C(µ)| χν
t(µ)
dimRνt
= (−1)|µ|−l(µ)|C(µ)| χν(µ)
dimRν
= (−1)|µ|−l(µ)fν(µ).
By [21], p. 118, Example 7,
fν(2) = |C(2)|χν(C(2))
dimRν
= n(ν′)− n(ν)
=
l(ν)∑
i=1
(
νi
2
)
−
l(ν)∑
i=1
(i− 1)νi
=
1
2
l(ν)∑
i=1
(ν2i − 2iνi + νi) =
1
2
κν .
In the above we have used (2) and (3). 
2.3. Cut-and-join analysis. Suppose µ is a partition containing i and j, the
partition ν obtained from µ by replacing i, j with i + j is called a (i, j)-join of µ,
and µ is called an (i, j)-cut of ν. We will write ν ∈ Ji,j(µ) and µ ∈ Ci,j(ν). It is
easy to see that
mi+j(ν)∏
kmk(ν)!
=
{
mi(µ)mj(µ)∏
kmk(µ)!
, i 6= j,
mi(µ)(mi(µ)−1)∏
k
mk(µ)!
, i = j.
(6)
Denote by [s1, . . . , sk] a k-cycle. Then
[s, t] · [s, s2, . . . , si, t, t2, . . . , tj] = [s, s2, . . . , si][t, t2, . . . , tj ],
i.e., an i+ j-cycle is cut into an i-cycle and a j-cycle. Conversely,
[s, t] · [s, s2, . . . , si][t, t2, . . . , tj ] = [s, s2, . . . , si, t, t2, . . . , tj ],
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i.e., an i-cycle and a j-cycle is joined to an i+ j-cycle. To summarize, the cuts and
joins can be realized by multiplications by transpositions.
Lemma 2.1. Suppose h ∈ Sd has cycle type µ. The product C(2) · h is a sum of
elements of Sd whose type is either a cut or a join of µ. More precisely, there are
ijmi(µ)mj(µ) (when i < j) or i
2mi(µ)(mi(µ)−1)/2 (when i = j) elements obtained
from h by joining an i-cycle in h to a j-cycle in h, and there are (i + j)mi+j(µ)
(when i < j) or im2i(µ) (when i = j) elements obtained from h by cutting an
(i+ j)-cycle into an i-cycle and a j-cycle.
Proof. For a permutation h of type µ, c(2) ·h is a sum of all elements obtained from
h by either a cut or a join. Fix a pair of i-cycle and j-cycle of h, there are i · j
different ways to join them to an (i + j)-cycle. Taking into the account of mi(µ)
choices of i-cycles, and mj(µ) choices of j-cycles, we get the number of different
ways to obtain an element from h by joining an i-cycle in h to a j-cycle in h is
{
ijmi(µ)mj(µ), i < j
i2mi(µ)(mi(µ)− 1)/2, i = j.
Similarly, fix an (i + j)-cycle of h, there are i + j different ways to cut it into an
i-cycle and a disjoint j-cycle in h. And taking into account the number of (i + j)-
cycles in h, we get the number of different ways to obtain an element from h by
cutting an (i+ j)-cycle into an i-cycle and a j-cycle is
{
(i+ j)mi+j(µ), i < j,
im2i(µ), i = j.

The following result will be used to establish the cut-and-join equations.
Proposition 2.2. For any partition ν of d, one has
fν(2) ·
∑
µ
χν(µ)
zµ
pµ =
1
2
∑
i,j
(
(i+ j)pipj
∂
∂pi+j
+ ijpi+j
∂
∂pi
∂
∂pj
)∑
η
χν(η)
zη
pη.
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Proof. For any h ∈ Sd of cycle type µ we have∑
µ
fν(2)
χν(µ)
zµ
pµ
=
∑
µ
tr[fν(2) id ·ρν(h)] ·
∏
i
p
mi(µ)
i
imi(µ)mi(µ)!
=
∑
µ
tr[
∑
g∈C(2)
ρν(g) · ρν(h)] ·
∏
i
p
mi(µ)
i
imi(µ)mi(µ)!
=
∑
µ
tr ρν(
∑
g∈C(2)
g · h) ·
∏
i
p
mi(µ)
i
imi(µ)mi(µ)!
=
∑
µ

∑
i<j

 ∑
η∈Ji,j(µ)
ijmi(µ)mj(µ)χν(η) +
∑
η∈Ci,j(µ)
(i+ j)mi+j(µ)χν(η)


+
∑
i

 ∑
η∈Ji,i(µ)
1
2
i2mi(µ)(mi(µ)− 1)χν(η) +
∑
η∈Ci,i(µ)
im2i(µ)χν(η)




·
∏
i
p
mi(µ)
i
imi(µ)mi(µ)!
=
1
2
∑
i,j
(
(i+ j)pipj
∂
∂pi+j
+ ijpi+j
∂
∂pi
∂
∂pj
)∑
η
χν(η)
zη
pη.
In the last equality we have used (6). 
Remark 2.1. The differential operator in the preceding Proposition first appeared
[7], proved by similar argument using the characteristic map. See also [6].
3. Marin˜o-Vafa Formula and Some Related Combinatorial Problems
In this section we give the precise formulation of the Marin˜o-Vafa formula, and
prove some combinatorial results related to it.
3.1. Marin˜o-Vafa formula. For a partition µ define
Cg,µ(τ) = −
√−1|µ|+l(µ)
|Aut(µ)| [τ(τ + 1)]
l(µ)−1
l(µ)∏
i=1
∏µi−1
a=1 (µiτ + a)
(µi − 1)!
·
∫
Mg,l(µ)
Λ∨g (1)Λ
∨
g (−τ − 1)Λ∨g (τ)∏l(µ)
i=1 (1 − µiψi)
,
Cµ(λ; τ) =
∑
g≥0
λ2g−2+l(µ)Cg,µ(τ)
Note that∫
M0,l(µ)
Λ∨0 (1)Λ
∨
0 (−τ − 1)Λ∨0 (τ)∏l(µ)
i=1 (1− µiψi)
=
∫
M0,l(µ)
1∏l(µ)
i=1 (1− µiψi)
= |µ|l(µ)−3
for l(µ) ≥ 3, and we use this expression to extend the definition to the case l(µ) < 3.
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Introduce formal variables p = (p1, p2, . . . , pn, . . .), and define
pµ = pµ1 · · · pµl(µ)
for a partition µ = (µ1 ≥ · · · ≥ µl(µ) > 0). Define generating functions
C(λ; τ ; p) =
∑
|µ|≥1
Cµ(λ; τ)pµ,
C(λ; τ ; p)• = eC(λ;τ ;p).
As pointed out in [22], by comparing physical computations in [22] with local-
ization computations in [14], one obtains a conjectural formula for Cµ(τ). This
formula can be explicitly written down as follows:
(7)
C(λ; τ ; p) =
∑
n≥1
(−1)n−1
n
∑
µ

 ∑
∪n
i=1µ
i=µ
n∏
i=1
∑
|νi|=|µi|
χνi(C(µ
i))
zµi
e
√−1(τ+ 12 )κνiλ/2Vνi(λ)

 pµ,
(8) C(λ; τ ; p)• =
∑
|µ|≥0

 ∑
|ν|=|µ|
χν(C(µ))
zµ
e
√−1(τ+ 12 )κνλ/2Vν(λ)

 pµ,
where
Vν(λ) =
∏
1≤a<b≤l(ν)
sin [(νa − νb + b− a)λ/2]
sin [(b− a)λ/2]
· 1∏l(ν)
i=1
∏νi
v=1 2 sin [(v − i+ l(ν))λ/2]
.
(9)
3.2. A simple expression for Vν(λ). By writing down some low degree examples
we discover a simple expression which we now come to. Let us recall some notations
for partitions. The hook length of ν at the square x located at the i-th row and
j-th column is defined to be:
h(x) = νi + ν
′
j − i− j + 1.
Then one has the following two identities ([21], p.p. 10 - 11):
∏
x∈ν
(1− th(x)) =
∏l(ν)
i=1
∏νi−i+l(ν)
j=1 (1 − tj)∏
i<j(1− tνi−νj−i+j)
,(10)
∑
x∈ν
h(x) = n(ν) + n(ν′) + |ν|.(11)
With these preparations we can now prove the following result announced in [26,
Theorem 1]:
Theorem 3.1. We have
Vν(λ) =
1
2l
∏
x∈ν sin[h(x)λ/2]
.(12)
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Proof. We begin by rewriting the right-hand side of (10) as follows.
RHS
=
∏l(ν)
i=1
∏−i+l(ν)
j=1 (1− tj)∏
i<j(1− tνi−νj−i+j)
·
l(ν)∏
i=1
νi−i+l(ν)∏
j=1−i+l(ν)
(1− tj)
=
∏
i<j(1− tj−i)∏
i<j(1 − tνi−νj−i+j)
·
l(ν)∏
i=1
νi∏
j=1
(1− tj−i+l(ν))
= t
(∑
i<j(j−i)−
∑
i<j(νi−νj−i+j)+
∑ l(ν)
i=1
∑νi
j=1(j−i+l(ν))
)
/2
·
∏
i<j(t
−(j−i)/2 − t(j−i)/2)∏
i<j(t
−(νi−νj−i+j)/2 − t(νi−νj−i+j)/2)
l(ν)∏
i=1
νi∏
j=1
(t−(j−i+l(ν))/2 − t(j−i+l(ν))/2).
Now
∑
i<j
(j − i)−
∑
i<j
(νi − νj − i+ j) +
l(ν)∑
i=1
νi∑
j=1
(j − i+ l(ν))
= −
∑
i<j
νi +
∑
i<j
νj +
l(ν)∑
i=1
νi∑
j=1
j −
l(ν)∑
i=1
νi∑
j=1
i+
l(ν)∑
i=1
νi∑
j=1
l(ν)
= −
l(ν)∑
i=1
(l(ν)− i)νi +
l(ν)∑
j=1
(j − 1)νj +
l(ν)∑
i=1
νi(νi + 1)
2
−
l(ν)∑
i=1
iνi + |ν|l(ν)
= −|ν|l(ν) +
l(ν)∑
i=1
iνi +
l(ν)∑
j=1
(j − 1)νj +
l(ν)∑
i=1
νi(νi − 1)
2
+ |ν| −
l(ν)∑
i=1
iνi + |ν|l(ν)
=
l(ν)∑
j=1
(j − 1)νj +
l(ν)∑
i=1
νi(νi − 1)
2
+ |ν|
= n(ν) + n(ν′) + |ν|
=
∑
x∈ν
h(x).
Comparing with the left-hand side, one then gets:∏
x∈ν
(t−h(x)/2 − th(x)/2)
=
∏
i<j(t
−(j−i)/2 − t(j−i)/2)∏
i<j(t
−(νi−νj−i+j)/2 − t(νi−νj−i+j)/2)
l(ν)∏
i=1
νi∏
j=1
(t−(j−i+l(ν))/2 − t(j−i+l(ν))/2).
The proof is completed by taking t = e−
√−1λ. 
3.3. The cut-and-join equation.
Theorem 3.2. Denote by the right-hand sides of (7) and (8) by R(λ; τ ; p) and
R(λ; τ ; p)• respectively. Then the following two equivalent cut-and-join equations
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are satisfied:
∂R
∂τ
=
√−1λ
2
∑
i,j≥1
(
ijpi+j
∂2R
∂pi∂pj
+ ijpi+j
∂R
∂pi
∂R
∂pj
+ (i + j)pipj
∂R
∂pi+j
)
,(13)
∂R•
∂τ
=
√−1λ
2
∑
i,j≥1
(
ijpi+j
∂2R•
∂pi∂pj
+ (i+ j)pipj
∂R•
∂pi+j
)
.(14)
Proof. We have by Proposition 2.2
∂R(λ; τ ; p)•
∂τ
=
√−1λ
∑
µ,ν
(
fν(2)
χν(C(µ))
zµ
pµ
)
e
√−1(τ+ 12 )κνλ/2Vν(λ)
=
√−1λ
2
∑
i,j
(
ijpi+j
∂
∂pi
∂
∂pj
+ (i + j)pipj
∂
∂pi+j
)∑
η
χν(η)
zη
pηe
√−1(τ+ 12 )κνλ/2Vν(λ)
=
√−1λ
2
∑
i,j≥1
(
ijpi+j
∂2R(λ; τ ; p)•
∂pi∂pj
+ (i+ j)pipj
∂R(λ; τ ; p)•
∂pi+j
)
.
(13) follows easily from (14). 
3.4. The initial values. It is possible to compute the initial values C•(λ; 0; p) and
R(λ; 0; p). Indeed, by Mumfords’ relations:
Λ∨g (1)Λ
∨
g (−1) = (−1)g,
one has
C(0, λ, p) = −
∑
d>0
√−1d+1pd
∑
g≥0
λ2g−1
∫
Mg,1
Λ∨g (1)Λ
∨
g (−1)Λ∨g (0)
1− dψ1
= −
∑
d>0
√−1d+1pd
∑
g≥0
(dλ)2g−1
∫
Mg,1
λgψ
2g−2
1
= −
∑
d>0
√−1d+1pd
2d sin(dλ/2)
.
Here in the last equality we have used a result in [5, 24]. Therefore,
C(λ; 0; p)• = exp
(
−
∑
d>0
√−1d+1pd
2d sin(dλ/2)
)
.(15)
Theorem 3.3. We have the following identity:
log

∑
n≥0
∑
|ρ|=n
e
1
4
κρ
√−1λ∏
e∈ρ 2 sin(h(e)λ/2)
χρ(η)
zη
pη

 = −∑
d≥1
√−1d+1pd
2d sin(dλ/2)
.(16)
To prove this result, we need some preliminary results.
Lemma 3.1. Introduce formal variables x1, . . . , xn, . . . such that
pi(x1, . . . , xn, . . . ) = x
i
1 + · · ·+ xin + · · · .
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Then for for any positive integer n, we have
∑
n≥0
tn
∑
|ρ|=n
qn(ρ)∏
e∈ρ(1− qh(e))
χρ(η)
zρ
pη =
1∏
i,j(1 − txiqj−1)
.(17)
Proof. Recall the following facts about Schur polynomials:
sρ(x) =
∑
η
χρ(η)
zη
pη(x),(18)
sρ(1, q, q
2, . . . ) =
qn(ρ)∏
e∈ρ(1− qh(e))
,(19)
∑
n≥0
tn
∑
|ρ|=n
sρ(x)sρ(y) =
1∏
i,j(1− txiyj)
.(20)
Combining the last two identities, one gets:
∑
n≥0
tn
∑
|ρ|=n
qn(ρ)∏
e∈ρ(1− qh(e))
sρ(x) =
1∏
i,j(1 − txiqj−1)
.
The proof is completed by (18). 
Lemma 3.2. For any partition ρ we have
1
2
∑
e∈ρ
h(e)− n(ρ) = 1
4
κρ +
1
2
|ρ|.(21)
Proof.
1
2
∑
e∈ρ
h(e)− n(ρ) = 1
2
(n(ρ′)− n(ρ) + |ρ|)
=
1
2
(
∑
i
(
ρi
2
)
−
∑
i
(i − 1)ρi + |ρ|)
=
1
4
(
∑
i
ρi(ρi − 1)− 2
∑
i
iρi + 4|ρ|)
=
1
4
κρ +
1
2
|ρ|.

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We now come to the proof of Theorem 3.3. Let q = e−
√−1λ, and t =
√−1q1/2,
then we have
∑
n≥0
tn
∑
|ρ|=n
qn(ρ)∏
e∈ρ(1− qh(e))
χρ(η)
zρ
pη
=
∑
n≥0
√−1nqn/2
∑
|ρ|=n
qn(ρ)−
1
2
∑
e∈ρ h(e)∏
e∈ρ(q−h(e)/2 − qh(e)/2)
χρ(η)
zρ
pη
=
∑
n≥0
√−1nqn/2
∑
|ρ|=n
q−
1
4κρ− 12n∏
e∈ρ(q−h(e)/2 − qh(e)/2)
χρ(η)
zρ
pη
=
∑
n≥0
∑
|ρ|=n
e
1
4κρ
√−1λ∏
e∈ρ 2 sin(h(e)λ/2)
χρ(η)
zρ
pη
=
∑
n≥0
∑
|ρ|=n
χρ(η)
zη
e
1
4κρλVρpη.
Hence by (17),
R(λ; 0; p) = log

∑
n≥0
∑
|ρ|=n
χρ(η)
zη
e
1
4κρλVρpη


= log

∑
n≥0
tn
∑
|ρ|=n
qn(ρ)∏
e∈ρ(1− qh(e))
χρ(η)
zρ
pη


= log
1∏
i,j(1− txiqj−1)
=
∑
i,j≥1
∑
d≥1
1
d
tdqd(j−1)xdi
=
∑
j≥1
∑
d≥1
1
d
tdqd(j−1)pd =
∑
d≥1
pd
d
td
1− qd
= −
∑
d≥0
√−1d+1pd
2d sin(dλ/2)
.
As a corollary we prove the following result announced in [26, Theorem 3]. It
provides some evidence for Conjecture 2 and Conjecture 4 there.
Theorem 3.4. For any positive integer n and any partition ρ of n we have
∑
|η|=n
χη(ρ)e
√−1κηλ/4∏
x∈η 2 sin(h(x)λ/2)
=
√−1n−l(ρ)
2l(ρ)
∏
k sin
mk(ρ)(kλ/2)
.(22)
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Proof. By (16) we have
R(λ; 0; p) =
∑
n≥0
∑
|ρ|=n
e
1
4κρ
√−1λ∏
e∈ρ 2 sin(h(e)λ/2)
χρ(η)
zη
pη
= exp

∑
k≥1
√−1k−1pk
2k sin(kλ/2)

 = ∏
k≥1
∑
mk≥0
( √−1k−1pk
2k sin(kλ/2)
)mk
=
∑
m1,...,mn≥0
√−1
∑
k(k−1)mk
2
∑
k
mk
∏
k sin
mk(kλ/2)
·
∏
k
pmkk
kmkmk!
= 1 +
∑
n≥1
∑
|ρ|=n
√−1|ρ|−l(ρ)
2l(ρ)
∏
k sin
mk(ρ)(kλ/2)
pρ
zρ
.
The Theorem is proved by comparing the coefficients. 
3.5. Low degree examples. To illustrate the idea, we consider some low degree
examples. By (15) we have
C(λ; 0; p)• = exp
(
−
∑
n>0
√−1n+1pn
2n sin(nλ/2)
)
= 1 +
p1
2 sin(λ/2)
+
√−1p2
4 sinλ
+
p21
8 sin2(λ/2)
+ · · ·
The degree 1 case of (37) is
∂C(1)(λ; τ)•
∂λ
= 0.
By the initial value:
C(1)(λ; 0; p) =
1
2 sin(λ/2)
,
we get
C(1)(λ; τ)• =
1
2 sin(λ/2)
.
This matches with the results in [26]. The degree 2 case of (37) is
∂C(2)(λ; τ)•
∂τ
=
√−1λC(12)(λ; τ)•,
∂C(12)(λ; τ)•
∂τ
=
√−1λC(2)(λ; τ)•.
By the initial values
C(2)(λ; 0)• =
√−1
4 sinλ
, C(12)(λ; 0)• =
1
8 sin2(λ/2)
one finds
C(2)(λ; τ)• =
√−1 cos(τλ)
4 sinλ
+
√−1 sin(τλ)
8 sin2(λ/2)
=
√−1 sin[(τ + 12 )λ]
4 sin(λ/2) sinλ
,
C(12)(λ; τ)• = −
sin(τλ)
4 sinλ
+
cos(τλ)
8 sin2(λ/2)
=
cos[(τ + 12 )λ]
4 sin(λ/2) sinλ
.
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Hence we have
C(λ; τ, p)
= log
(
1 +
p1
2 sin(λ/2)
+ p2
√−1 sin[(τ + 12 )λ]
4 sin(λ/2) sinλ
+ p21
cos[(τ + 12 )λ]
4 sin(λ/2) sinλ
+ · · ·
)
= 1 +
p1
2 sin(λ/2)
+ p2
√−1 sin[(τ + 12 )λ]
4 sin(λ/2) sinλ
+ p21
(
cos[(τ + 12 )λ]
4 sin(λ/2) sinλ
− 1
8 sin2(λ/2)
)
+ · · ·
= 1 +
p1
2 sin(λ/2)
+ p2
√−1 sin[(τ + 12 )λ]
4 sin(λ/2) sinλ
− p21
sin(τλ/2) sin[(τ + 1)λ/2]
4 sin(λ/2) sinλ
+ · · · .
This matches with the results proved in [26].
3.6. Some consequence of the cut-and-join equation. The following result is
announced in [26, Theorem 4]. It leads to a simple proof of the λg conjecture. See
[20].
Theorem 3.5. One has for partition µ of d,
lim
τ→0
λ2−l(µ) · 1
(τ(τ + 1))l(µ)−1
·
l(µ)∏
i=1
µi · µi!∏µi−1
j=1 (j + µiτ)
·
∏
jmj(µ)!√−1|µ|+l(µ)
·
∑
n≥1
(−1)n
n
∑
∪n
i=1µ
i=µ
∑
|νi|=|µi|
n∏
i=1
χνi(C(µ
i))
zµi
· e
√−1(τ+ 12 )κνiλ/2 · Vνi(λ)
=
l(µ)∏
i=1
µ2i · dl(µ)−3 ·
dλ/2
sin(dλ/2)
.
(23)
Proof. Write
R(λ; τ ; p) =
∑
µ
Rµ(λ; τ)pµ.
By (16) we have
Rµ(λ; 0) = δl(µ),1
√−1|µ|−1
2|µ| sin(|µ|λ/2) .(24)
Since
lim
τ→0
λ2−l(µ) · 1
(τ + 1)l(µ)−1
·
l(µ)∏
i=1
µi · µi!∏µi−1
j=1 (j + µiτ)
·
∏
jmj(µ)!√−1|µ|+l(µ)
= λ2−l(µ) ·
l(µ)∏
i=1
µ2i ·
∏
jmj(µ)!√−1|µ|+l(µ)
,
it suffices to prove
lim
τ→0
Rµ(λ; τ)
τ l(µ)−1
= −
√−1|µ|+l(µ)∏
jmj(µ)!
λl(µ)−1
|µ|l(µ)−2
2 sin(2|µ|λ/2) .(25)
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When l(µ) = 1, (25) is just (24). When l(µ) > 1 we will prove (25) by L’Hospital’s
rule. We will use the following notations:
CF =
1
2
∑
i,j
(i+ j)pipj
∂F
∂pi+j
,
JF =
1
2
∑
i,j
ijpi+j
∂2F
∂pi∂pj
.
Then by (14) and (24),
∂k
∂τk
R(λ; τ ; p)
∣∣∣∣
τ=0
= (
√−1λ)kCkR(λ; 0; p) + · · ·
= (
√−1λ)kCk
∑
d≥1
√−1d−1pd
2d sin(dλ/2)
+ · · · ,
where · · · stands for terms that involve the join operator J at least once. Note
the right-hand side can be written as a linear combination of pν with l(ν) ≤ k+ 1.
Furthermore those terms with l(ν) = k + 1 are all obtained from cuts for k times.
Hence by comparing the coefficients of pµ for l(µ) = l on both sides, one sees that
for k < l − 1, one has
∂k
∂τk
Rµ(λ; τ)
∣∣∣∣
τ=0
= 0,
and by Lemma 3.3 below,
∑
l(µ)=l
∂l−1
∂τ l−1
Rµ(λ; τ)
∣∣∣∣
τ=0
pµ = (
√−1λ)l−1Cl−1
∑
d≥1
√−1d−1pd
2d sin(dλ/2)
= λl−1
∑
d≥1
√−1l+d−2 C
l−1pd
2d sin(dλ/2)
= λl−1
∑
d≥1
√−1l+d−2 1
2d sin(dλ/2)
∑
|µ|=d,l(µ)=l
(l − 1)!dl−1∏
jmj(µ)!
pµ
=
∑
l(µ)=l
λl−1
√−1l+|µ|−2 1
2|µ| sin(|µ|λ/2)
(l − 1)!|µ|l−1∏
jmj(µ)!
pµ.
Therefore, (25) follows by L’Hospital’s rule. 
Lemma 3.3. For l ≥ 1 we have
Cl−1pd =
∑
|µ|=d,l(µ)=l
(l − 1)!dl−1∏
jmj(µ)!
pµ(26)
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Proof. We prove (26) by induction on l. When l = 1, it is trivial. Suppose it holds
for l = k. Then we have
Ckpd =
∑
|µ|=d,l(µ)=k
(k − 1)!dk−1∏
jmj(µ)!
Cpµ
=
∑
|µ|=d,l(µ)=k
(k − 1)!dk−1∏
jmj(µ)!
1
2
∑
i,j
(i+ j)mi+j(µ)pν (ν ∈ Ci,j(µ))pν
=
∑
|ν|=d,l(ν)=k+1
(k − 1)!dk−1
2
∏
jmj(ν)!

∑
i6=j
mi(ν)mj(ν)(i + j) +
∑
i
mi(ν)(mi(ν)− 1) · 2i


=
∑
|ν|=d,l(ν)=k+1
(k − 1)!dk−1∏
jmj(ν)!

∑
i,j
mi(ν)mj(ν)(i + j)−
∑
i
mi(ν) · i

 pν
=
∑
|ν|=d,l(ν)=k+1
(k − 1)!dk−1∏
jmj(ν)!
∑
i
mi(ν)i

∑
j
mj(ν)− 1

 pν
=
∑
|ν|=d,l(ν)=k+1
k!dk∏
jmj(ν)!
pν .
This finishes the proof. 
4. Related Results for Hurwitz Numbers
In this section we present some results for Hurwitz numbers analogous to the
above results for conifold Hodge integrals. We also get some closed formulas for
some generating series for Hurwitz numbers and related Hodge integrals by the
cut-and-join equations.
4.1. Hurwitz numbers and Hodge integrals. Let X be a Riemann surface
of genus h. Given n partitions η1, . . . , ηn of d, denote by HXd (η
1, . . . , ηn)• and
HXd (η
1, . . . , ηn)◦ the weight counts of possibly disconnected and connected Hur-
witz covers of type (η1, . . . , ηn) respectively. We will use the following formula for
Hurwitz numbers (see e.g. [2]):
HXd (η
1, . . . , ηn)• =
∑
ρ⊢d
(
dimRρ
d!
)2−2h n∏
i=1
|Cηi |
χρ(η
i)
dimRρ
.(27)
It is sometimes referred to the Burnside formula.
Given a partition η of length l and genus g, let
r = 2g − 2 + d+ l − 2dh.
Then by Riemann-Hurwitz formula, an almost simple Hurwitz cover of degree d
with ramification type η at the possibly nonsimple ramification point and r other
simple ramification points should have genus g. Given a partition η, denote
Hg,dh (η)
◦ = HXd (η
1, . . . , ηr+1)◦,
Hg,dh (η)
• = HXd (η
1, . . . , ηr+1)•,
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for η1 = · · · = ηr = (2). We have by (27):
Hgh(η)
• =
∑
|ρ|=d
(
dimRρ
d!
)2−2h
· fρ(2)2g−2+d+l(η)−2|η|h · fρ(η).(28)
The ELSV formula [3, 11] provides a deep connection between Hurwitz numbers
and Hodge integrals:
Hg0 (η)
◦ =
(2g − 2 + |η|+ l(η))!
|Aut(η)|
l(η)∏
i=1
ηηii
ηi!
∫
Mg,l(η)
Λ∨g (1)∏l(η)
i=1(1 − ηiψi)
,(29)
where
|Aut(η)| =
∏
j
mj(η)!.
One can use this formula to transfer the results on Hurwitz numbers below to results
on Hodge integrals.
4.2. Generating functions of almost simple Hurwitz numbers. Consider
Φηh(λ)
◦ =
∑
g≥0
Hgh(η)
◦ λ
2g−2+|η|+l(η)−2|η|h
(2g − 2 + |η|+ l(η)− 2|η|h)! ,
Φηh(λ)
• =
∑
g≥0
Hgh(η)
• λ
2g−2+|η|+l(η)−2|η|h
(2g − 2 + |η|+ l(η)− 2|η|h)! ,
Φh(λ, p)
◦ =
∑
η
Φηh(λ)
◦ · pη,
Φh(λ, p)
• = 1 +
∑
η
Φηh(λ)
• · pη.
The usual relationship between connected and disconnected Hurwitz numbers is
(see e.g. [8]):
Φh(λ, p)
◦ = logΦh(λ, p)•.(30)
Theorem 4.1. We have
Φh(λ, p)
• = 1 +
∑
d≥1
∑
|η|=d
Uηh (λ) · pη,(31)
Φh(λ, p)
◦ =
∑
n≥1
(−1)n−1
n
∑
η
∑
∪n
j=1ηj=η
n∏
j=1
U
ηj
h · pη,(32)
where
Uηh (λ) =
∑
|ρ|=|η|
(
dimRρ
|η|!
)2−2h
· exp [fρ(2)λ] · fρ(η).(33)
Proof. The first identity is an easy consequence of (27). The second identity is from
the first identity by taking logarithm. 
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Remark 4.1. By Proposition 2.1, one has
Uηh (λ)
=
1
2
∑
|ρ|=|η|
[(
dimRρ
|η|!
)2−2h
· efρ(2)λ · fρ(η) +
(
dimRρt
|η|!
)2−2h
· efρt (2)λ · fρt(η)
]
=
∑
|ρ|=|η|
(
dimRρ
|η|!
)2−2h
· e
fρ(2)λ + (−1)|η|−l(η)efρ(2)λ
2
· fρ(η).
Hence depending on the parity of |η| − l(η), Uηh (λ) is a linear combination of cosh
or sinh functions.
4.3. Generating functions of simple Hurwitz numbers. We now consider the
case of simple Hurwitz numbers. Introduce
Φh(λ, q)
◦
s =
∑
d>0,g≥0
Hgh(1
d)◦ · λ
2g−2+2d−2dh
(2g − 2 + 2d− 2dh)! · q
d,
Φh(λ, q)
•
s = 1 +
∑
d>0,g≥0
Hgh(1
d)• · λ
2g−2+2d−2dh
(2g − 2 + 2d− 2dh)! · q
d.
They are obtained from Φh(λ, p)
◦ and Φh(λ, p)•, respectively, by taking p1 = q,
p2 = · · · = pn = · · · = 0. By noting
fρ(1
d) = 1,
fρ(1
d−22) =
(
d
2
)
χρ(2)
dimRρ
.
one easily gets
Φ(λ, q)◦s = logΦ(λ, q)
•
s ,
and
Theorem 4.2. We have
Φh(λ, q)
•
s = 1 +
∑
d≥1
∑
|ρ|=d
(
dimRρ
d!
)2−2h
· exp
[(
d
2
)
χρ(2)
dimRρ
λ
]
· qd(34)
Φh(λ, q)
◦
s =
∑
n≥1
(−1)n−1
n
∑
d>0
qd
∑
∑
n
j=1 |ρj |=d
n∏
j=1
(
dimRρj
|ρj |!
)2−2h
(35)
· exp
[(|ρj |
2
)
χρj (2)
dimRρj
λ
]
.
Remark 4.2. Since Φh(λ, q)
• is an even function of λ, one easily gets
Φh(λ, q)
•
s = 1 +
∑
d≥1
∑
|ρ|=d
(
dimRρ
d!
)2−2h
· cosh
[(
d
2
)
χρ(2)
dimRρ
λ
]
· qd.
This is proved in [23] by a different method.
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4.4. Low degree examples in genus 0. Using the character tables one easily
gets
Φ0(λ, p)
•
= 1 + p1 +
1
4
(et − e−t)p2 + 1
4
(et + e−t)p21
+
1
36
(2e3λ − 4 + 2e−3λ)p3 + 1
36
(3e3λ − 3e−3λ)p1p2 + 1
36
(e3λ + 4+ e−3λ)p31
+
1
576
(6e6λ + 18e2λ + 18e−2λ − 6e−6λ)p4 + 1
576
(8e6λ − 16 + 8e−6λ)p1p3
+
1
576
(3e6λ − 9e2λ + 12 + 9e−2λ + 3e−6λ)p22
+
1
576
(6e6λ + 18e2λ − 18e−2λ − 6e−6λ)p21p2
+
1
576
(e6λ + 9e2λ + 4 + 9e−2λ + e−6λ)p41 + · · ·
= 1 + p1 +
1
2
p2 sinhλ+
1
2
p21 coshλ+
1
9
p3(cosh(3λ)− 1)
+
1
6
p1p2 sinh(3λ) +
1
18
p31(cosh(3λ) + 2)
+
1
48
(sinh(6λ)− 3 sin(2λ))p4 + 1
36
(cosh(6λ)− 1)p1p3
+
1
96
(cosh(6λ)− 3 cosh(2λ) + 2)p22 +
1
48
(sinh(6λ) + 3 sinh(2λ))p21p2
+
1
288
(cosh(6λ) + 9 cosh(2λ) + 2)p41 + · · ·
After taking logarithm and some simple algebraic manipulations, one gets
Φ0(λ, p)
◦
= p1 +
1
2
p2 sinhλ+ p
2
1 sinh
2(λ/2) +
2
9
p3 sinh
2(3λ/2)
+ p1p2
(
1
6
sinh(3λ)− 1
2
sinhλ
)
+ p31
(
1
9
sinh2(3λ/2)− sinh2(λ/2)
)
+ · · ·
4.5. Low degree examples in genus 1. Similarly one has
Φ1(λ, p)
•
= 1 + p1 + (e
t − e−t)p2 + 1
4
(et + e−t)p21 + (e
3λ − 1 + e−3λ)p3
+ (3e3λ − 3e−3λ)p1p2 + (e3λ + 1 + e−3λ)p31 + · · ·
= 1 + p1 + 2p2 sinhλ+ 2p
2
1 coshλ+ p3(4 cosh(3λ)− 1) + 6p1p2 sinh(3λ)
+ p31(2 cosh(3λ) + 1) + · · ·
Taking logarithm, one gets
Φ1(λ, p)
◦
= p1 + 2p2 sinhλ+ p
2
1(2 coshλ−
1
2
) + p3(4 sinh(3λ)− 1)
+ p1p2 (6 sinh(3λ)− 2 sinhλ) + p31
(
2 cosh(3λ)− 2 coshλ+ 4
3
)
+ · · ·
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4.6. The cut-and-join equations for Hurwtiz numbers. By combining The-
orem 4.1 and Proposition 2.2, one easily obtains the following:
Proposition 4.1. We have the following equations:
∂Φ•h
∂λ
=
1
2
∑
i,j≥1
(
ijpi+j
∂2Φ•h
∂pi∂pj
+ (i+ j)pipj
∂Φ•h
∂pi+j
)
,(36)
∂Φ◦h
∂λ
=
1
2
∑
i,j≥1
(
ijpi+j
∂2Φ◦h
∂pi∂pj
+ ijpi+j
∂Φ◦h
∂pi
∂Φ◦h
∂pj
+ (i+ j)pipj
∂Φ◦h
∂pi+j
)
.(37)
Remark 4.3. Equation (37) was proved in [9] by combinatorial method for h = 0,
and in [17] by symplectic method for general h, where the original forms of the
equations has extra variables z and x. The present form of the equation is obtained
by taking z = x = 1. Equation (36) can be obtained from (37) by (30).
Again, by writing (36) as a sequence of systems of ODEs, one sees that {Φηh(λ)• :
|η| = d} is determined by the initial values {Φηh(0)• : |η| = d}.
In the above we have used (31) and (32) to prove the Hurwitz numbers satisfy
the cut-and-join equations. We can actually reverse the procedure to show Hurwitz
numbers satisfy (31) and (32) as follows. This inspires the approach to the proof of
Marin˜o-Vafa formula described in last section. The right-hand side of (31) satisfies
(36) by our combinatorial result Proposition 2.2; the left-hand side satisfies the
same equation by the geometric approach of [17]. Hence it suffices to check that
both sides have the same initial values. On the one hand, it is easy to see that
Φη0(0)
• =
{
0, η 6= (1|η|),
1
|η|! , η = (1
|η|),
(38)
i.e.,
Φ0(0, p)
• = ep1 .
On the other hand, by taking λ = 0 on the right-hand side of (31), one gets:
∑
|ρ|=|η|
( |η|!
dimRρ
)−2
fρ(η) =
∑
|ρ|=|η|
|Cη|dimRρ · χρ(η)
(|η|!)2
=
|Cη|
|η|! χL(g) =
|Cη|
(|η|!)2 |η|!δη,(1|η|) =
1
|η|!δη,(1|η|),
where L is the left regular representation. This matches with (38). Hence by
Proposition 4.1 Φ0(λ, p)
• is given by (31). In genus h, (31) predicts
Φηh(0)
• = Uηh (0) =
∑
|ρ|=|η|
(
dimRρ
|η|!
)2−2h
· fρ(η).(39)
If one can establish this directly, then one recovers (31) by Proposition 4.1.
By the method of [19] one can show that the Hodge integrals on the right-hand
side of the ELSV formula satisfies the cut-and-join equation, and it is also easy to
see that both sides have the same initial values. This leads to a proof of the ELSV
formula in the same fashion of the proof of the Marin˜o-Vafa formula presented in
[18, 19]. See [20] for details.
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4.7. Low degree examples in genus 0. The degree 1 case of (36) is
∂Φ
(1)
h (λ)
•
∂λ
= 0.
This is compatible with the fact that
µgh(1)
• = δg,h.
The degree 2 case of (36) is
∂Φ
(2)
h (λ)
•
∂λ
= Φ
(11)
h (λ)
•,
∂Φ
(12)
h (λ)
•
∂λ
= Φ
(2)
h (λ)
•.
By the initial values
Φ
(2)
0 (0)
• = 0, Φ(1
2)
0 (0)
• =
1
2
,
one finds
Φ
(2)
0 (λ)
• =
1
2
sinhλ, Φ
(12)
0 (λ)
• =
1
2
coshλ.
The degree 3 case of (36) is
∂Φ
(3)
h (λ)
•
∂λ
= 2Φ
(12)
h (λ)
•,
∂Φ
(12)
h (λ)
•
∂λ
= 3Φ
(3)
h (λ)
• + 3Φ(1
3)(λ)•,
∂Φ
(13)
h (λ)
•
∂λ
= Φ
(12)
h (λ)
•.
By the initial values
Φ
(3)
0 (0)
• = 0, Φ(12)0 (0)
• = 0, Φ(1
3)
0 (0)
• =
1
6
,
one finds
Φ
(3)
0 (λ)
• =
1
9
(cosh(3λ)− 1), Φ(12)0 (λ)• =
1
6
sinh(3λ), Φ
(13)
0 (λ)
• =
1
18
(cosh(3λ) + 2).
The degree 4 case of (36) is
∂Φ
(4)
h (λ)
•
∂λ
= 3Φ
(13)
h (λ)
• + 4Φ(2
2)
h (λ)
•,
∂Φ
(13)
h (λ)
•
∂λ
= 4Φ
(4)
h (λ)
• + 4Φ(1
22)(λ)•,
∂Φ
(22)
h (λ)
•
∂λ
= 2Φ
(4)
h (λ)
• +Φ(1
22)
h (λ)
•,
∂Φ
(122)
h (λ)
•
∂λ
= 2Φ
(22)
h (λ)
• + 3Φ(13)h (λ)
• + 6Φ(1
4)
h (λ)
•,
∂Φ
(14)
h (λ)
•
∂λ
= Φ
(122)
h (λ)
•.
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By the initial values (38) one finds
Φ
(4)
0 (λ)
• =
1
48
(sinh(6λ)− 3 sin(2λ)),
Φ
(13)
0 (λ)
• =
1
36
(cosh(6λ)− 1),
Φ
(22)
0 (λ)
• =
1
96
(cosh(6λ)− 3 cosh(2λ) + 2),
Φ
(122)
0 (λ)
• =
1
48
(sinh(6λ) + 3 sinh(2λ)),
Φ
(14)
0 (λ)
• =
1
288
(cosh(6λ) + 9 cosh(2λ) + 2).
These results match with calculations in §4.4.
4.8. Low degree examples in genus 1. Note Φη1(λ)
• satisfy the same equations
as Φη0(λ)
•, but their initial values differ. By (39) one has
Φ1(0, p)
• = 1 + p1 + 2p21 + 3p3 + 3p
3
1 + · · · ,
hence by solving the systems of ODE’s as in the genus zero case,
Φ1(λ, p)
• = 1 + p1 + 2p2 sinhλ+ 2p21 coshλ
+p3(4 cosh(3λ)− 1) + 6p1p2 sinh(3λ) + p31(2 coshλ+ 1) + · · · .
This matches with the results from §4.5.
4.9. Transfer to results on Hodge integrals. As mentioned above, one can
transfer the above results to Hodge integrals by the ELSV formula. This is rather
straightforward so we will leave the detailed formulations to the reader.
Example 4.1. Taking ηi = 1 one get
∑
g≥0
1
l!
l∏
i=1
∫
Mg,l
Λ∨g (1)∏l
i=1(1− ψi)
· λ2g−2+2l
=
∑
n≥1
(−1)n−1
n
∑
η
∑
k1+···+kn=l
k1,...,kn>0
n∏
j=1
U
(1kj )
0 .
Now
U
(1m)
0 =
∑
|ρ|=m
dimRρ
m!
exp
[(
m
2
)
χρ(1
m−22)
dimRρ
λ
]
.
By changing exp to cosh, one recovers (4.36) in [23].
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The results in §4.4 can be transferred to the following closed formulas for Hodge
integrals:
∑
g≥0
λ2g
∫
Mg,1
Λ∨g (1)
1− ψ1 = 1,
∑
g≥0
22
2!
∫
Mg,l
Λ∨g (1)
1− 2ψ1 · λ
2g−2+2+1 =
1
2
sinhλ,
1
2
∑
g≥0
∫
Mg,2
Λ∨g (1)
(1− ψ1)(1− ψ2) · λ
2g−2+2+2 = sinh2(λ/2),
∑
g≥0
33
3!
∫
Mg,l
Λ∨g (1)
1− 3ψi · λ
2g−2+3+1 =
2
9
sinh2(3λ/2)
22
2!
∑
g≥0
∫
Mg,2
Λ∨g (1)
(1 − ψ1)(1− 2ψ2) · λ
2g−2+3+2 =
1
6
sinh(3λ)− 1
2
sinhλ,
1
3!
∑
g≥0
∫
Mg,3
Λ∨g (1)∏3
j=1(1− ψj)
· λ2g−2+3+3 = 1
9
sinh2(3λ/2)− sinh2(λ/2).
By simple algebraic manipulations, they are equivalent to
∑
g≥0
λ2g
∫
Mg,1
Λ∨g (1)
1− ψ1 = 1,
∑
g≥0
∫
Mg,l
Λ∨g (1)
1
2 (
1
2 − ψi)
· λ2g = S(2λ),
∑
g≥0
∫
Mg,2
Λ∨g (1)
(1− ψ1)(1− ψ2) · λ
2g =
1
2
S(λ)2,
∑
g≥0
∫
Mg,l
Λ∨g (1)
1
3 (
1
3 − ψ1)
· λ2g = S(3λ)2
∑
g≥0
∫
Mg,2
Λ∨g (1)
(1− ψ1) · 12 (12 − ψ2)
· λ2g = 4
3
S(2λ)3,
∑
g≥0
∫
Mg,3
Λ∨g (1)∏3
j=1(1 − ψj)
· λ2g = 1
2
(S(λ)3S(3λ) + S(λ)4),
where
S(λ) = sinh(λ/2)
λ/2
.
Note the first four identities are known by other methods. See e.g. [5, 24]. The
last identity matches with the identity
G3(t,−1) = (2 + cos t)
3
(
sin(t/2)
t/2
)4
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in [23]. The second to last identity seems to be new. In higher degrees, our method
produces many more closed formulas for
∑
g≥0
∫
Mg,l(µ)
Λ∨g (1)∏l(µ)
j=1
1
µj
( 1µj − ψj)
· λ2g.
We conjecture they all are polynomials in S(λ), . . . ,S(nλ), . . . , for all partitions of
d.
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