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 ABSTRACT 
Low-dimensional Material: Structure-property Relationship and Applications in Energy and 
Environmental Engineering 
Hang Xiao 
In the past several decades, low-dimensional materials (0D materials, 1D materials and 2D 
materials) have attracted much interest from both the experimental and theoretical points of view. 
Because of the quantum confinement effect, low-dimensional materials have exhibited a 
kaleidoscope of fascinating phenomena and unusual physical and chemical properties, shedding 
light on many novel applications. Despite the enormous success has been achieved in the research 
of low-dimensional materials, there are three fundamental challenges of research in low-
dimensional materials:  
1) Develop new computational tools to accurately describe the properties of low-
dimensional materials with low computational cost. 
2)  Predict and synthesize new low-dimensional materials with novel properties. 
3)  Reveal new phenomenon induced by the interaction between low-dimensional materials 
and the surrounding environment.  
In this thesis, atomistic modelling tools have been applied to address these challenges. We 
first developed ReaxFF parameters for phosphorus and hydrogen to give an accurate description 
of the chemical and mechanical properties of pristine and defected black phosphorene. ReaxFF for 
P/H is transferable to a wide range of phosphorus and hydrogen containing systems including bulk 
black phosphorus, blue phosphorene, edge-hydrogenated phosphorene, phosphorus clusters and 
phosphorus hydride molecules. The potential parameters were obtained by conducting global 
optimization with respect to a set of reference data generated by extensive ab initio calculations. 
 We extended ReaxFF by adding a 60° correction term which significantly improved the description 
of phosphorus clusters. Emphasis was placed on the mechanical response of black phosphorene 
with different types of defects. Compared to the nonreactive SW potential of phosphorene, ReaxFF 
for P/H systems provides a significant improvement in describing the mechanical properties of the 
pristine and defected black phosphorene, as well as the thermal stability of phosphorene nanotubes. 
A counterintuitive phenomenon was observed that single vacancies weaken the black phosphorene 
more than double vacancies with higher formation energy. Our results also showed that the 
mechanical response of black phosphorene is more sensitive to defects in the zigzag direction than 
that in the armchair direction. Since ReaxFF allows straightforward extensions to the 
heterogeneous systems, such as oxides, nitrides, the proposed ReaxFF parameters for P/H systems 
also underpinned the reactive force field description of heterogeneous P systems, including P-
containing 2D van der Waals heterostructures, oxides, etc.  
Based on the evolutionary algorithm driven structural search, we proposed a new stable 
trisulfur dinitride (S3N2) 2D crystal that is a covalent network composed solely of S-N σ bonds. 
S3N2 crystal is dynamically, thermally and chemically stable as confirmed by the computed 
phonon spectrum and ab initio molecular dynamics simulations. GW calculations showed that the 
2D S3N2 crystal is a wide, direct band-gap (3.92 eV) semiconductor with a small hole effective 
mass. The anisotropic optical response of 2D S3N2 crystal was revealed by GW-BSE calculations. 
Our result not only marked the prediction of the first 2D crystal composed of nitrogen and sulfur, 
but also underpinned potential innovations in 2D electronics, optoelectronics, etc. 
Inspired by the discovery of S3N2 2D crystal, we proposed a new 2D crystal, diphosphorus 
trisulfide (P2S3), based on the extensive evolutionary algorithm driven structural search. The 2D 
P2S3 crystal was confirmed to be dynamically, thermally and chemically stable by the computed 
 phonon spectrum and ab initio molecular dynamics simulations. This 2D crystalline phase of P2S3 
corresponds to the global minimum in the Born-Oppenheimer surface of the phosphorus sulfide 
monolayers with 2:3 stoichiometry. It is a wide band gap (4.55 eV) semiconductor with P-S σ 
bonds. The electronic properties of P2S3 structure can be tuned by stacking into multilayer P2S3 
structures, forming P2S3 nanoribbons or rolling into P2S3 nanotubes, expanding its potential 
applications for the emerging field of 2D electronics. 
Then we showed that the hydrolysis reaction is strongly affected by relative humidity. The 
hydrolysis of CO32- with n = 1-8 water molecules was investigated by ab initio method. For n = 1-
5 water molecules, all the reactants follow a stepwise pathway to the transition state. For n = 6-8 
water molecules, all the reactants undergo a direct proton transfer to the transition state with overall 
lower activation free energy. The activation free energy of the reaction is dramatically reduced 
from 10.4 to 2.4 kcal/mol as the number of water molecules increases from 1 to 6. Meanwhile, the 
degree of the hydrolysis of CO32- is significantly increased compared to the bulk water solution 
scenario. The incomplete hydration shells facilitate the hydrolysis of CO32- with few water 
molecules to be not only thermodynamically favorable but also kinetically favorable. We showed 
that the chemical kinetics is not likely to constrain the speed of CO2 air capture driven by the 
humidity-swing. Instead, the pore-diffusion of ions is expected to be the time-limiting step in the 
humidity driven CO2 air capture. The effect of humidity on the speed of CO2 air capture was 
studied by conducting CO2 absorption experiment using IER with a high ratio of CO32- to H2O 
molecules. Our result is able to provide valuable insights to designing efficient CO2 air-capture 
sorbents. 
Lastly, the self-assembly mechanism of one-end-open carbon nanotubes (CNTs) 
suspended in an aqueous solution was studied by molecular dynamics simulations. It was shown 
 that two one-end-open CNTs with different diameters can coaxially self-assemble into a 
nanocapsule. The nanocapsules formed were stable in aqueous solution under ambient conditions, 
and the pressure inside the nanocapsule was much higher than the ambient pressure due to the van 
der Waals interactions between two parts of the nanocapsule. The effects of the normalized radius 
difference, normalized inter-tube distance and aspect ratio of the CNT pairs were systematically 
explored. The electric field response of nanocapsules was studied with ab initio molecular 
dynamics simulations, which showed that nanocapsules can be opened by applying an external 
electric field, due to the polarization of carbon atoms. This discovery not only shed light on a 
simple yet robust nanocapsule self-assembly mechanism, but also underpinned potential 
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Chapter 1 Introduction and Motivation 
1.1 Why study low-dimensional materials? 
In the past several decades, low-dimensional materials have attracted much interest 
from both the experimental and theoretical viewpoints. They refer to those materials in which at 
least one of the three physical dimensions constrained to the nanometer scale. Owing to the 
quantum confinement effect, low-dimensional materials have exhibited a kaleidoscope of 
fascinating phenomena and unusual physical and chemical properties, underpinning many novel 
applications. Typical examples of low-dimensional materials (see Figure 1.1) are zero-dimensional 
(0D) fullerenes, one-dimensional (1D) nanotubes, and two-dimensional (2D) nanosheets, which 
will be briefly introduced in the following sections.  
 
Figure 1.1 Schematic illustration of the 0D fullerene, 1D carbon nanotube and 2D graphene. 
1.1.1 Zero-dimensional materials 
The discovery of 0D fullerene1 (C60) in 1985 started the era of carbon nanomaterials. C60 




Fullerene C60 has had a profound impact throughout science. For example, the fabrication of a 
single-molecule transistor made from C602 and the discovery of superconductivity in a single-C60 
transistor.3 However, C60 has not enjoyed a great deal of success in practical applications, partly 
due to the high cost. The discovery of 0D fullerene directly led to the research in 1D carbon 
nanotubes. 
1.1.2 One-dimensional materials 
1D carbon nanotubes (CNTs) were discovered in 1991 by Sumio Iijima.4 They are hollow 
cylindrical forms of fullerenes, with either closed or open tips. Perfect CNTs composed of carbon 
atoms bonded in a hexagonal lattice except at their tips. The exceptional mechanical, electrical and 
thermal properties of CNTs make them ideal candidates for many different applications. For 
example, semiconducting CNTs have been used in field-effect transistors based chemical sensors,5 
metallic CNTs have been used as electrodes for electrocatalysis6 and CNTs have found their way 
into bulk composite materials with improved mechanical performance.7 Nanocapsules self-
assembled by CNTs can be ideal vehicles for drug delivery, since CNTs are non-immunogenic8 
and can be functionalized.9–12 In Chapter 6, we show that one-end-open carbon nanotubes with 
proper radius difference can coaxially self-assemble into a stable nanocapsule, underpinning 
potential applications in nano-reactors, drug-delivery, etc. 
1.1.3 Two-dimensional materials 
In 2004, the isolation of graphene,13 a single layer of graphite, opened the field of two-
dimensional materials. Graphene is composed of a single layer of carbon atoms densely packed in 
a 2D honeycomb lattice. Electrons travelling inside graphene behave like massless relativistic 




absence of localization effects.15 Many remarkable properties of graphene, such as high electron 
mobility at ambient temperature (200,000 cm2/V·s),16,17 exceptional mechanical properties 
including Young’s modulus of 1 TPa18 and superior thermal conductivity (5000 W/(m·K))19 have 
been reported.  Owing to its remarkable properties, the potential applications of graphene include 
high-speed electronics,20 optical devices,21 chemical sensors,22 energy harvesting and storage21,23,24 
and composite structural materials,25 etc. The success of graphene has inspired the exploration of 
a whole family of 2D materials including the 2D insulator boron nitride (BN),26–28 2D 
semiconductor molybdenum disulfide (MoS2)26,29,30 and recently, phosphorus monolayer, i.e. 
phosphorene.31,32 Owing to its tunable band gap and high carrier mobility, phosphorene holds great 
potential in electronic and optoelectronic applications.31,33–36  
Although ab initio methods can accurately describe the electronic structure of phosphorene, 
they are limited to small systems (several hundreds of atoms) with short time scales (picoseconds). 
On the other hand, molecular dynamics simulations powered by non-reactive force fields are able 
to reach much larger scale with much longer time, but they are not suitable to describe states far 
from equilibrium and unable to model chemical reactions. A computational tool that can bridge 
this gap is therefore highly desirable. In Chapter 2, we develop a parameter set of ReaxFF for P/H, 
which provides an accurate description of the chemical and mechanical properties of pristine and 
defected black phosphorene.  
Despite tremendous success has been achieved in the study of 2D materials, their practical 
applications are still very limited. Graphene, with an excellent carrier mobility, has zero band gap, 
which limits its further electronic and optoelectronic applications. The MoS2 has sizeable band gap, 
but lower carrier mobility. Recently isolated phosphorene combines a sizeable and tunable band 




materials with novel properties are still highly desirable. In this thesis, we propose two new stable 
2D crystals, S3N2 and P2S3, underpinning potential applications in 2D electronics and 
optoelectronics.  
1.1.4 Applications of low-dimensional materials in energy and environmental 
engineering 
Although the production of graphene with few defects by mechanical exfoliation has led 
to the rapid development of graphene research, this method is not applicable to the majority of 
applications which require larger quantities of graphene. Meanwhile, the issues of poor dispersion, 
sheet defects, restacking and multilayer thickness hinder the full realization of graphene’s potential, 
including electronic and high surface area properties.37 Recently, graphene aerogel, a 3D porous 
material formed by the assembly of 2D graphene flakes have been extensively studied. Graphene 
aerogels exhibits high conductivity and reliable long range order as well as high surface area and 
accessible pore volume at extremely low density. As a result, graphene aerogels hold promise for 
many applications in catalysis,38–40 gas adsorption41 and energy storage.42,43 
To fight the climate change in the 21st century, carbon neutrality is far from being enough. 
The development of carbon negative technologies, e.g. direct air capture of CO2, is urgent.44 The 
major challenge of developing an efficient absorbent for air capture of CO2 is not how to absorb 
CO2, but how to release it with very low energy cost. This essentially requires a reversible chemical 
reaction that can be triggered by a simple environmental variable. Lackner et al.45 discovered that 
an anionic exchange resin (IER) washed by carbonate solution can efficiently absorb CO2 from 





Figure 1.2 Humidity swing sorbent for CO2 capture directly from ambient air.46 
Graphene aerogel, with extremely high specific surface area and accessible pore volume at 
extremely low density, can be an ideal sorbent for CO2 air capture driven by humidity swing. 
Designing efficient sorbent for CO2 air capture requires a detailed understanding of both 
thermodynamic and kinetic characteristics of the hydrolysis of CO32- in nanoscale hydrated 
clusters, which is introduced in Chapter 5.   
1.2 Fundamental challenges of research in low-dimensional 
materials 
Three fundamental challenges of research in low-dimensional materials are:  
1)    Develop new computational tools to accurately describe the properties of low-
dimensional materials with low computational cost. 




3)    Reveal new phenomenon induced by the interaction between low-dimensional 
materials and the surrounding environment.  
In this thesis, atomistic modelling methods have been applied to address these challenges 
(schematically illustrated in Figure 1.3).  
 
Figure 1.3 A schematic illustration of the motives and progresses of this thesis.  
A number of discoveries and advances have been produced: 
1) The parameterization and validation of a reactive force field for P/H systems, 
which provides an accurate description of the chemical and mechanical 
properties of pristine and defected black phosphorene. 
2) The discovery of the first 2D crystal composed of N and S atoms, S3N2 for 
optoelectronic applications. 
3) The discovery of the first 2D crystal composed of P and S atoms, P2S3 for 




4) Revealing the catalytic effect of water in basic hydrolysis of CO32- in hydrated 
clusters, providing valuable insights to designing efficient CO2 air-capture 
sorbents. 
5) One-end-open carbon nanotubes with proper radius difference can coaxially 
self-assemble into a nanocapsule with very high internal pressure (on the order 
of 1 GPa), underpinning potential applications in nano-reactors, drug-delivery, 
etc. 
1.3 Atomistic modelling 
Owing to the phenomenal increase in computational power of computers — as well as the 
development of efficient algorithms for theoretical predictions, computer simulation with 
atomistic detail is now a very prominent tool in material sciences, chemistry, physics and biology. 
In these fields, atomistic simulations have yielded unprecedented insight needed to predict material 
properties, can be used to design new materials and drugs, or to interpret experimental data.  
The world we live in is composed of microscopic atoms in continual vibrational motion. 
Different atoms and their electronic interactions bring about everything in the material world. 
Therefore, the computational investigation of material properties and chemical reactions requires 
the description of atoms and the interactions between them. In a computational point of view, the 
electronic interactions between atoms can be treated either explicitly or implicitly. Ab initio 
methods provide accurate predictions over a wide range of systems by treating electronic 
interactions explicitly. Nonetheless, they are limited to small systems (several hundreds of atoms) 
with short time scales (picoseconds), since they are fairly computational intensive. For force field 




efficiency. In this section, ab initio methods, force field methods and molecular dynamics will be 
reviewed in brief.   
1.3.1 Ab initio methods 
According to the Born-Oppenheimer approximation,47 the movements of the electrons and 
the much heavier nuclei can be separated. Therefore, ab initio methods are based on solving the 
Schrödinger equation for the electrons of a system. The time-dependent Schrödinger equation has 
the form 
 𝑯ψ = 𝐸ψ (1.1) 
where 𝑯 is the electronic Hamiltonian, ψ is the many electron wave function and 𝐸 is the total 
electron energy of the system.  
The density functional theory (DFT) is one of the most successful ab initio methods for 
calculations of the electronic structure of atoms, molecules, and the condensed phases. The DFT 
is based on two theorems introduced by Hohenberg and Kohn in 1964,48 and later extended by 
Kohn and Sham in 1965.49  
First, the ground-state energy 𝐸 of an atomic system is shown to be a unique functional of 
the electron density 𝑛(𝒓), 
 
𝐸[𝑛] =  ∫ 𝑣(𝒓)𝑛(𝒓)𝑑𝒓 + 𝐹[𝑛] (1.2) 
where 𝑣(𝒓) is the external potential, and 𝐹[𝑛] is the functional containing the interactions of the 
electrons and the kinetic energy. According to the Hohenberg and Kohn theory, 𝐹[𝑛] can be 
separated into two terms 
 
𝐹[𝑛] =  ∫ ∫
𝑛(𝒓)𝑛(𝒓′)
|𝒓 − 𝒓′|




The first term on the right is the electron-electron Coulomb contribution and the second term 𝐺[𝑛] 
is a functional of the electron density. According to the Kohn and Sham theory,  𝐺[𝑛] has the form 
 𝐺[𝑛] =  𝑇[𝑛] + 𝐸𝑥𝑐[𝑛] (1.4) 
where 𝑇[𝑛] is the kinetic energy of a non-interacting electron gas with density 𝑛(𝒓), and 𝐸𝑥𝑐 is the 
exchange-correlation energy. Its exact form is only known for the simplest case, i.e. the uniform 
electron gas. Suitable approximations have to be found for non-uniform electron densities. The 
simplest approximation of 𝐸𝑥𝑐 is the local density approximation (LDA), 
 
𝐸𝑥𝑐
LDA[𝑛] =  ∫ 𝑛(𝒓)𝜀𝑥𝑐[𝑛(𝒓)]𝑑𝒓 (1.5) 
where 𝜀𝑥𝑐 is the exchange and correlation energy per particle of the uniform electron gas. The next 
step in approximating 𝐸𝑥𝑐 is to include the dependency of the gradient of the electron density at 𝒓, 
leading to the generalized gradient approximation (GGA),  
 
𝐸𝑥𝑐
GGA[𝑛] =  ∫ 𝑛(𝒓)𝜀𝑥𝑐[𝑛(𝒓), ∇𝑛(𝒓)]𝑑𝒓 (1.6) 
1.3.2 Force field methods 
Compared to ab initio methods, the force field methods are faster by several orders of 
magnitude, allowing the treatment of larger systems with longer time scales. In force field 
approaches, electrons are treated implicitly. The electronic interactions between atoms are taken 
into account by a force field, which includes energy terms to describe the interactions between 
atoms. Force fields can be broadly classified into two categories, namely non-reactive force fields 
and reactive force fields.  
The potential functions of non-reactive force fields are relatively simple and are 
computationally inexpensive as compared to reactive force fields. A simple example of a non-




and Coulomb’s law for electrostatic interactions described by point charges and the Lennard-Jones 
(L-J) potential for van der Waals interactions. A typical non-reactive force field according to this 
scheme has the form, 









𝑡𝑜𝑟𝑠𝑖𝑜𝑛[1 + cos(𝑛𝑖𝜙𝑖 + 𝛿𝑖)]
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠


















Owing to the simple form of potential functions, non-reactive force fields are easy to 
parameterize. They are able to represent the equilibrium structures of the atomistic systems with 
good accuracy, but they are not suitable to describe states far from equilibrium. In addition, they 
are unable to model chemical reactions, due to the requirement of breaking and forming bonds.   
 Unlike non-reactive force fields, reactive force fields include connection-dependent terms 
and hence are able to describe breaking and forming bonds. Some of the widely used reactive 
potentials are ReaxFF,50 AIREBO51 and Tersoff.52 In our research we will be using the ReaxFF to 
study the chemical and mechanical properties of phosphorene. 
ReaxFF adopts a bond order formulism to ensure smooth transition of bond dissociation 
and bond formation. The bond order 𝐵𝑂𝑖𝑗 between a pair of atoms can be directly calculated from 
the interatomic distance 𝑟𝑖𝑗  as given in Eq. 1.8 and shown illustratively for a phosphorus-
phosphorus bond in Figure 1.4. 



























𝜎 are bond radii for single, double and triple bonds between particles i and j, 𝑝𝑏𝑜1, 
𝑝𝑏𝑜2 ,  𝑝𝑏𝑜3 , 𝑝𝑏𝑜4 ,  𝑝𝑏𝑜5 , 𝑝𝑏𝑜6  are bond order parameters. The effects of over-coordination and 
under-coordination are incorporated in ReaxFF by a bond order correction scheme, enabling 
ReaxFF to correctly adapts to the instantaneous configurations in the system.  
 
Figure 1.4 Interatomic distance dependency of the phosphorus-phosphorus bond order. 
For a typical ReaxFF, the bond energies (𝑈𝑏𝑜𝑛𝑑) are corrected with over-coordination 
penalty energies (𝑈𝑜𝑣𝑒𝑟) and under-coordination penalty energies (𝑈𝑢𝑛𝑑𝑒𝑟). Energy contributions 
from valence angle (𝑈𝑣𝑎𝑙) and torsion angle (𝑈𝑡𝑜𝑟) are incorporated. Dispersion interactions are 
represented by the van der Waals term (𝑈𝑣𝑑𝑊). Energy contribution from Coulomb interactions 
(𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏) are taken into account between all atom pairs, where the atomic charges are calculated 
based on instantaneous configurations using the Electron Equilibration Method (EEM).53 All 
energy terms except the last two are bond-order dependent and a detailed description of them can 




 𝑈𝑠𝑦𝑠𝑡𝑒𝑚 = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑜𝑣𝑒𝑟 + 𝑈𝑢𝑛𝑑𝑒𝑟 + 𝑈𝑣𝑎𝑙 + 𝑈𝑡𝑜𝑟𝑠 + 𝑈𝑣𝑑𝑊 + 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 (1.9) 
 The time and length scales accessible to ReaxFF is schematically represented by Figure 
1.5. ReaxFF bridges the gap between ab initio treatments of atomic systems and the non-reactive 
force field traditionally used in atomistic simulations. Owing to the complicated potential 
functions, ReaxFF is around 10-50 times slower than non-reactive force fields. Nevertheless, 
ReaxFF is still much faster than ab initio methods, enabling the simulation of reactive systems 
larger than 106 atoms at nanosecond time scales. 
 
Figure 1.5 Hierarchy of computational methods on a time vs length scale. 
1.3.3 Molecular dynamics 
Molecular dynamics (MD) is a computer simulation approach for studying the time 




and Wainwright in the late 1950's to study the interactions of hard spheres.56 MD simulations are 
widely applied today in chemical physics, molecular biology and material science.  






=  −∇𝑈(𝒓) (1.10) 
where 𝑚  is the mass of a particle and 𝑈(𝒓) is the potential energy function. With molecular 
dynamics simulations, both thermodynamic properties and time dependent (kinetic) phenomenon 
can be studied. 
 In classical molecular dynamics, the potential energy function is represented by the force 
field (non-reactive or reactive). Ab initio molecular dynamics (AIMD) uses forces obtained from 
ab initio calculations, allowing chemical processes to be studied in an accurate and unbiased 
manner. However, AIMD is limited to smaller systems and shorter time scales, due to high 
computational cost. Details of MD simulations can be found elsewhere.57–59 
1.4 Outline of dissertation 
This PhD thesis contains 7 chapters, including Chapter 1 as an introduction of motivation 
and computational methods used throughout the thesis. In Chapter 2, the parameterization and 
validation of a ReaxFF for P and H is introduced. In Chapter 3, the discovery of a new S3N2 2D 
material for optoelectronic applications is reported. Inspired by the discovery of S3N2, Chapter 4 
presents the discovery of a new P2S3 2D material for electronic applications. In Chapter 5, the 
catalytic effect of water in the hydrolysis of CO32- in hydrated clusters is explored. Chapter 6 


























Chapter 2 Development of a Transferable Reactive Force 
Field of P/H Systems: Application to the Chemical and 
Mechanical Properties of Phosphorene 
2.1 Introduction 
In recent years, two-dimensional (2D) materials have attracted much interest because of 
their fascinating electronic,60,61 mechanical,18 optoelectronic,62,63 and chemical64,65 properties. The 
epic discovery of graphene opened up the possibility of isolating and studying the intriguing 
properties of a whole family of 2D materials including the 2D insulator boron nitride (BN),26–28 
2D semiconductor molybdenum disulfide26,29,30 and recently, 2D phosphorus, i.e. phosphorene.31,32 
Single layer black phosphorus, i.e. phosphorene, was obtained in experiments in 2014.32 Because 
of its tunable band gap and a small hole effective mass, phosphorene holds great potential in 
electronic and optoelectronic applications. 
Over the past decade, tremendous success has been achieved in the synthesis of 2D 
materials. However, the cycles of synthesis, characterization and test for 2D materials are slow 
and costly, which inspired the development of computational tools to design new 2D materials 66–
68 and to provide guidance for the fabrication of 2D devices.69–72 Although ab initio methods (such 
as density functional theory, DFT) provide accurate description of the electronic structure of 2D 
crystals, they are limited to small systems (several hundreds of atoms) with short time scales 
(picoseconds). To the contrary, molecular dynamics simulations powered by force fields are able 
to reach much larger scale with much longer time. To date, several force fields have been 




A valence force field (VFF) for black phosphorus was first proposed in 1982 and used to 
study the elastic properties in black phosphorus.73 More recently, Jiang et al.74 developed a 
Stillinger-Weber (SW) potential for phosphorene based on the VFF model by fitting parameters to 
experimental phonon spectrum. In the SW potential, the energy parameters were taken from the 
VFF model, and geometrical parameters were derived analytically from the equilibrium state of 
individual potential terms. While both VFF model and SW potential have been used to describe 
phonons and elastic deformations, they are not suitable to describe states far from equilibrium.75 
Moreover, the SW potential strongly underestimated the Young’s modulus of black phosphorene 
in the zigzag direction.76 Due to its nonreactive nature, SW potential also has difficulty describing 
phosphorene with defects. An improved force field which balances accuracy and computational 
efficiency is therefore highly desirable. In 2001, van Duin et al. developed a reactive force field 
(ReaxFF) for hydrocarbons.50 ReaxFF is a bond order interaction model, capable of handling bond 
breaking and forming with associated changes in atomic hybridization. Since its development, 
ReaxFF model has been applied to a wide range of systems.54,55,77–81 To the best of our knowledge, 
a ReaxFF model for phosphorene system is still lacking. 
In this chapter, we develop a ReaxFF parameter set for P and H to describe the chemical 
and mechanical properties of the pristine and defected black phosphorene. ReaxFF for P/H is 
transferable to a wide range of phosphorus and hydrogen containing systems including bulk black 
phosphorus, blue phosphorene, hydrogenated phosphorene, phosphorus clusters and phosphorus 
hydride molecules. The ReaxFF parameters for P/H were fitted to a set of reference data generated 
by extensive ab initio calculations. The proposed ReaxFF for P/H provides a distinctive 
improvement in describing the thermomechanical properties the pristine and defected black 




ReaxFF parameters for P/H presented here provide a first step in the development of a reactive 
force field description for the heterogeneous P systems.  
2.2 Methodology  
2.2.1 DFT calculations  
The fitting data used for P/H systems was obtained from DFT calculations performed with 
the Cambridge series of total-energy package (CASTEP).82,83 For these calculations, ultrasoft 
pseudopotentials were used to describe the core electrons and the electron exchange-correlation 
effects were described by the Perdew–Burke–Ernzerhof (PBE)84 generalized gradient 
approximation. In this work, the empirical dispersion correction scheme proposed by Grimme 
(D2)85 was used in combination with the PBE functional. In computing the energies of phosphorus 
clusters, phosphorus hydride molecules and phosphorene with defects and adatoms, spin 
polarization was used to account for the energy contributions from magnetization. Periodic 
boundary conditions were used for all the calculations, with monolayer structures represented by 
a periodic array of slabs separated by a 15 Å thick vacuum region. A large 5 × 7 supercell of black 
phosphorene was adopted to study the effect of defects and adatoms. A plane wave cutoff of 520 
eV was used to determine the self-consistent charge density. For condensed phases, the Brillouin 
zone integrations were performed with Monkhorst-Pack86 mesh with 0.02 Å-1 k-point spacing. For 
cluster calculations, a cubic supercell of 20 Å (to ensure the interactions between clusters in 
adjacent cells is negligible) was used with the clusters or molecules placed at the center of the cell 
with the Brillouin zone sampled at the Γ point. All geometries were optimized by CASTEP using 
the conjugate gradient method (CG) with convergence tolerances of a total energy within 5.0 × 




displacement within 5.0 × 10−5 Å, and maximum stress within 0.01 GPa. For black phosphorene, 
the stress-strain responses in the armchair and zigzag directions were calculated using the method 
described in the references87,88 with CASTEP. The CASTEP calculations showed good agreement 
with previous theoretical values for a variety of phosphorene properties: lattice constants,32 
Young’s moduli and Poisson’s ratios in the armchair and zigzag directions,89 formation energies 
of defects90 and binding energies of adatoms.91 And the calculated lattice constants of bulk black 
phosphorus agreed well with experimental values.92  
2.2.2 ReaxFF 
The ReaxFF model50,54,77 is a bond order interaction model. For ReaxFF, the interatomic 
potential describes chemical reactions through a bond order framework, in which the bond order 
is directly calculated from interatomic distances. Within the bond order framework, the electronic 
interactions (i.e. the driving force of the chemical bonding) are treated implicitly, allowing the 
method to simulate chemical reactions without expensive quantum chemical calculations. Typical 
empirical force field (EFF) potentials adopt empirical equations to describe the bond stretching, 
bond bending, and bond torsion events, with additional expressions to handle the van der Waals 
(vdW) and Coulomb interactions. These EFF potentials require a user-specified connectivity table, 
while ReaxFF is able to calculate the atom connectivity on the fly, which distinguishes ReaxFF 
from conventional EFF potentials since the breaking and forming of bonds can be captured during 
MD simulations. 
For a ReaxFF description of P/H systems, the bond energies (𝑈𝑏𝑜𝑛𝑑) are corrected with 
over-coordination penalty energies (𝑈𝑜𝑣𝑒𝑟). Energy contributions from valence angle (𝑈𝑣𝑎𝑙) and 
torsion angle (𝑈𝑡𝑜𝑟) are included. Dispersion interactions are described by the combination of the 
original van der Waals term (𝑈𝑣𝑑𝑊) and low-gradient vdW correction term (𝑈𝑙𝑔𝑣𝑑𝑊).




contribution from Coulomb interactions (𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏) is taken into account between all atom pairs, 
where the atomic charges are calculated based on connectivity and geometry using the Electron 
Equilibration Method (EEM).53 All energy terms except the last three are bond order dependent 
and a detailed description of them (except 𝑈60𝑐𝑜𝑟) can be found in Refs. 
50,54,55. The total energy 
is the summation of these energy pieces, shown by 
 𝑈𝑠𝑦𝑠𝑡𝑒𝑚 = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑜𝑣𝑒𝑟 + 𝑈𝑣𝑎𝑙 + 𝑈60𝑐𝑜𝑟 + 𝑈𝑡𝑜𝑟𝑠 + 𝑈𝑣𝑑𝑊 + 𝑈𝑙𝑔𝑣𝑑𝑊 + 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 (2.1) 
The stability of P4 cluster and the instability of larger phosphorus clusters has been an 
ongoing puzzle for several decades.93 Phosphorus is often expected to favor valence angles near 
101°.94 If this is true, the strain energy of bonds in P4 cluster (with 60° valence angles) should 
make it unstable. In QM calculations, this problem was resolved by including the effect of d-
orbitals.95 In order to address the stability of the P4 cluster (and other phosphorus clusters with 
valence angles near 60°), we added a 60° angle correction term to Eq. 2.1.*     
 𝑈60𝑐𝑜𝑟 = −𝑝cor1 ∙ 𝑓1(𝐵𝑂𝑖𝑗) ∙ 𝑓2(𝐵𝑂𝑗𝑘) ∙ exp [−𝑝cor2 ∗ (𝛩60 − 𝛩𝑖𝑗𝑘)
2
] (2.2a) 
 𝑓1(𝐵𝑂𝑖𝑗) = 1 − exp(−𝑝𝑣𝑎𝑙3 ∙ 𝐵𝑂𝑖𝑗
𝑝𝑐𝑜𝑟3) (2.2b) 
 𝑓2(𝐵𝑂𝑗𝑘) = 1 − exp(−𝑝𝑣𝑎𝑙3 ∙ 𝐵𝑂𝑗𝑘
𝑝𝑐𝑜𝑟3) (2.2c) 
In section 3.2.2, it is demonstrated that the accuracy of cluster formation energies was significantly 
improved by the addition of the 60° angle correction term.  
                                                 
*
 Note that, for the simulation of P/H systems with the 60° angle correction, one needs to use the force field file with 
60° angle correction and recompile the LAMMPS package with our modified source file, reaxc_valence_angles.cpp. 
We verified that the 60° angle correction term would only affect the properties of P/H systems with valence angles 
near 60°. Therefore, for the simulation of condensed phases (either pristine or defected) and phosphorus hydride 
molecules, the original software of LAMMPS package can be used with the force field file without 60° angle 
correction. Because the lgvdW term is included in the ReaxFF, the “pair_style” command in the input file of LAMMPS 




The LAMMPS code96 was used to perform MD calculations for the tensile behavior for the 
black phosphorene of dimension 27.5 × 25.8 Å at 1.0 K and 300.0 K. Periodic boundary conditions 
were employed in both the zigzag and armchair directions. The equation of motion was solved 
with a velocity Verlet algorithm, using a time step of 1.0 fs, which led to stable dynamics 
trajectories. The system was thermalized to steady state with the NPT (constant number of particles, 
constant pressure, and constant temperature) ensemble for 50 ps by the Nosé-Hoover 
thermostat.97,98 Subsequently, the black phosphorene was stretched in zigzag or armchair direction 
at a strain rate of 109 s-1, and the stress in the lateral direction was fully relaxed. In computing the 
stress, the inter-layer spacing of 5.24 Å was used as the thickness of the black phosphorene. 
Young’s modulus and Poisson’s ratio were calculated from the stress-strain curve in the strain 
range [0, 0.01]. Following the same procedure of calculating the stress-strain curve for the defect-
free black phosphorene, the MD calculations for defected phosphorene under tensile strain were 
conducted for the black phosphorene of dimension 27.5 × 25.8 Å at 1.0 K with one defect (in the 
form of single vacancy, double vacancy or Stone-Wales defect). For the stability analysis of PNTs, 
each PNT with the length of 10 supercells is equilibrated to a thermally stable state under NPT 
ensemble at a given temperature (from 0-800 K).  
2.3 DFT training of force field 
The ReaxFF parameters for P/H systems were optimized using a modified version of the 
evolutionary algorithms (EA) software suite OGOLEM,99,100 which is able to globally optimize 
ReaxFF parameter sets with high parallel efficiency. Based on DFT calculations for bulk black 
phosphorus, pristine and defected black phosphorene, blue phosphorene, phosphorus hydride 




energies, P-P-P, H-P-P and H-P-H valence angle energies and for H-P-P-P and H-P-P-H torsion 
energies.  
The parametrization of ReaxFF for P/H systems consisted of following steps: 
(i) The training set of DFT data points was built for crystals, clusters and phosphorus 
hydride molecules. For crystal phases, the energy-volume relationship of the black 
phosphorus crystal and the energy-area relationship of both black and blue phosphorene 
were deduced. The bond dissociation profiles of P-P bonds in the P2H4 and P2H2 
molecules, and of P-H bonds in the PH3 molecules were included. Energy profiles for 
angle distortion of P-P-P in the P3H5 molecule, of H-P-P in the P2H4 molecule, and of 
H-P-H in the PH3 molecule were added. In these energy profiles, only the lowest-
energy states (singlet, triplet or quintet depending on geometry) were included. The 
Mulliken charges for the phosphorus hydride molecules were added to the training set. 
A minimum number of terms in Eq. 2.1 were selected (starting with 
𝑈𝑏𝑜𝑛𝑑 , 𝑈𝑜𝑣𝑒𝑟 , 𝑈𝑣𝑎𝑙 , 𝑈𝑣𝑑𝑊, 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 ). The parameters were fitted to the training set 
using OGOLEM.99,100  
(ii) The torsion angle term (𝑈𝑡𝑜𝑟), low gradient correction term (𝑈𝑙𝑔𝑣𝑑𝑊), and 60° angle 
correction term (𝑈60𝑐𝑜𝑟) were added to the total energy function to obtain a refined fit 
to the training set. Energy profiles for torsion distortion of H-P-P-H in the P2H4 
molecule and of H-P-P-P in the P4H2 molecule were included. Energies and geometries 
of phosphorene with different types of defects were added to the training set. 
(iii) The global optimized parameters were validated by the comparison of properties 




2.4 Parameterization and validation of ReaxFF 
Our final fitted, global optimized ReaxFF for P/H systems is given in Tables 2.1-2.7. The 
potential form is given in Eq. 2.1 (a detailed description of all terms can be found in Refs. 50,54,55). 
Unless otherwise stated, all ReaxFF results in the following discussion refer to our global 
optimized ReaxFF parameter set.  
Table 2.1 




Coulomb parameters Bond order correction Valence Angle 
𝑟𝜎 (Å) 𝑟𝜋 (Å) 𝑟𝜋𝜋 (Å) 𝜂 (eV) 𝜒 (eV) 𝛾 (Å) 𝑝𝑏𝑜𝑐3 𝑝𝑏𝑜𝑐4 𝑝𝑏𝑜𝑐5 𝑝𝑣𝑎𝑙3 𝑝𝑣𝑎𝑙5 
P 2.1199 1.9507 1.8354 -2.0858 8.5658 6.3467 0.4060 15.5783 11.8556 2.8491 4.8954 1.6350 
H 0.7853     -15.7683 7.4366 5.3200 1.0206 3.3517 1.9771 0.7571 2.1488 2.8793 
For H, parameters from Ref. 101 were used. Definitions of the individual ReaxFF parameters in 
this table and Tables 2.2-2.6 can be found in Refs. 50,54,55. 
 
Table 2.2 
VdW parameters and low-gradient vdW correction parameters for P and H  
 

















P 2.3355 0.0887 9.5120 7.6148 2.6552 0.0743 15.5028 2.1233 5066.5788 
H 1.5904 0.0419 9.3557 5.0518 2.0000 0.0000 1.0000 1.9593 101.0453 
For H, parameters from Ref. 101 were used. 
 
Table 2.3 













P-H 1.4319 1.5940 0.1064 10.3773 
 
Table 2.4 











𝑝𝑏𝑒1 𝑝𝑏𝑒2 𝑝𝑜𝑣𝑢𝑛1 𝑝𝑏𝑜1 𝑝𝑏𝑜2 𝑝𝑏𝑜3 𝑝𝑏𝑜4 𝑝𝑏𝑜5 𝑝𝑏𝑜6 
P-P 52.2711 23.4911 20.0346 0.4917 1.4218 0.7412 -0.2457 7.5884 -0.2226 13.6705 -0.2395 17.8190 
P-H 124.0512 
 
-0.3732 5.9712 0.5862 -0.1003 5.6515 
 
H-H 156.0973 -0.1377 2.9907 0.8240 -0.0593 4.8358 
For the H-H bond, parameters from Ref. 101 were used. 
 
Table 2.5 










P-P-P 81.1291 81.4496 0.5055 0.1993 1.0534 
H-P-P 87.7897 48.0234 1.1576  2.4234 1.6028 
H-P-H 91.5071 16.1001 2.6120 0.5531 1.0740 
 
Table 2.6 











P-P-P  60 16.6700 150.0000 1.0534 
The parameters of 60° angle correction for P-P-P are designed to improve the description of 











𝑉1 𝑉2 𝑉3 𝑝𝑡𝑜𝑟1 
𝑝𝑡𝑜𝑟2 9.6260 
𝑝𝑡𝑜𝑟3 9.7452 H-P-P-P -0.0137 46.5023 0.7269 -3.2753 
𝑝𝑡𝑜𝑟4 4.1021 H-P-P-H  -0.1595 49.6094 0.5875 -2.0714 
 
2.4.1 Relative stabilities of bulk black phosphorus, black and blue 
phosphorene 
For ReaxFF to accurately describe phosphorus in the condensed phase, descriptions for 
different crystalline phases should be included in the DFT training set. Relative stabilities of the 
black phosphorus crystal as a function of unit cell volumes and relative stabilities of the both black 
and blue phosphorene as a function of unit cell in-plane areas were calculated. In general, the 
ReaxFF model gives a good description of lattice parameters of all three crystal phases (see Table 





Figure 2.1 Crystal structures of bulk black phosphorus, black phosphorene and blue phosphorene 
calculated by DFT and ReaxFF. 
Table 2.8 
DFT results and ReaxFF results (at 0 K) of bulk black phosphorus, black phosphorene and blue 












𝑎 3.30 3.46 3.31  
𝑏 4.40 4.29 4.38  
𝑐 10.43 10.43 10.48 
Black 
phosphorene 
𝑎 3.28 3.46  
𝑏 4.56 4.31  
Blue 
phosphorene 
𝑎 3.26 3.43  
𝑏 5.65 5.96  
 
In particular, the DFT and ReaxFF results of cohesive energies are compared to SW results 




the fitting procedure was the experimental data102 of -3.26 eV rather than the value computed from 
DFT (-3.43 eV). ReaxFF predicts a black phosphorus cohesive energy of -2.91 eV. The cohesive 
energy of black phosphorene calculated by ReaxFF is -2.84 eV, which slightly underestimates the 
DFT result of -3.35 eV. Still, ReaxFF provides a much better prediction of cohesive energy of 
phosphorene than that of SW potential, which underestimates the cohesive energy of phosphorene 
by an order of magnitude. ReaxFF are able to correctly reproduce the relative order of stability of 
three crystal phases (shown in Table 2.9). In Figure 2.2(a) and Figure 2.2(b), the results from 
ReaxFF correctly describe the relative stabilities of bulk black phosphorus for a broad range of 
cell volume, as well as that of black phosphorene for a broad range of cell area. In the training set, 
not all the data can be fitted equally well. For blue phosphorene (Figure 2.2(c)), ReaxFF slightly 
overestimates the in-plane area of the unit cell, leading to a small offset of the energy profile of 
the relative stability. Given that no existing force field can describe the properties of blue 
phosphorene, the present ReaxFF may represent a major step forward. 
Table 2.9 
DFT results versus ReaxFF results of cohesive energies compared to SW results and 
experimental data 
Structure Property DFT ReaxFF SW74 Experiment102 
Bulk black phosphorus 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(bulk)/eV -3.43 -2.91  -3.26  
Black phosphorene 
𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(black)/eV -3.35 -2.84 -0.54   
𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(black) - 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(bulk) 
/(kcal/mol) 
1.94 1.58   
Blue phosphorene 
𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(blue) - 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(bulk) 
/(kcal/mol) 
3.00 2.15   
𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(bulk), 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(black) and 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(blue) are the cohesive energies of bulk black 






Figure 2.2 Relative stabilities of (a) bulk black phosphorus for a broad range of unit cell volume, 
(b) black phosphorene for a broad range of in-plane unit cell area, (c) blue phosphorene for a broad 
range of in-plane unit cell area. 
2.4.2 Relative stabilities of phosphorus clusters 
For ReaxFF to provide accurate description of phosphorus in clusters, the geometries and 
formation energies of P clusters of sizes 4,5,6 and 8 atoms are included in the training set. The 
formation energies per atom of clusters, 𝐸𝑐𝑓, defined by 




where 𝐸𝑐  is the energy of the relaxed phosphorus cluster with n atoms, 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒 (bulk) is the 
cohesive energy of the bulk black phosphorus. As can be seen from Figure 2.3, ReaxFF is capable 
of providing a very good description of the geometries of P clusters. Table 2.10 shows that the 
cluster formation energies per atom calculated by ReaxFF with 60° correction agree well with the 
DFT results. It is intriguing that a simple 60° angle correction term is able to provide such a notable 
improvement in terms of cluster formation energies.  
 
Figure 2.3 Structures of phosphorus clusters from DFT and ReaxFF with the 60° correction. 
Table 2.10 
Formation energy per atom of phosphorus clusters calculated by ReaxFF (with or without 60° 
correction) compared to DFT results.  
Cluster 





P4 7.6 56.9 7.6 
P5 14.3 30.7 13.1 
P6 11.3 25.1 9.7 
P8
𝑎 8.2 18.5 6.2 
P8





2.4.3 Potential energy curves for phosphorus hydride molecules 
Data for selected phosphorus hydride molecules was also included in the training set to 
train the P-H interactions and to enhance the transferability of the ReaxFF for P/H systems. To 
include DFT data for P-H, P-H bonds, dissociation profiles were determined from DFT 
calculations for phosphine, P2H2 and P2H4 molecules. The bond dissociation profiles were 
generated from the equilibrium geometries of these molecules by changing the bond length from 
the equilibrium value while allowing other structural parameters to relax, which are shown in 
Figure 2.4(a-c). Only the lowest-energy states (singlet, triplet or quintet depending on geometry) 






Figure 2.4 DFT and ReaxFF potential energy curves for: (a) dissociation of a P-H bond in 
phosphine, (b) dissociation of a P-P bond in the P2H4 molecule, (c) dissociation of a P-P bond in 
the P2H2 molecule, (d) angle distortion of H-P-H in phosphine, (e) angle distortion of P-P-P in the 
P3H5 molecule, (f) angle distortion of H-P-P in the P2H2 molecule, (g) torsion distortion of H-P-P-
H in the P2H4 molecule and of H-P-P-P in the P4H2 molecule.  
To include DFT data for P-P-P, H-P-P and H-P-H valence angles, P3H5, P2H2 and 
phosphine molecules were used, respectively. Following the same procedure of constructing the 
bond dissociation profiles, P3H5, P2H2 and phosphine molecules were geometry optimized to create 
reference states. Afterwards the valence angles were modified while other structural parameters 




Energy profiles for torsion distortion of H-P-P-H in the P2H4 molecule and of H-P-P-P in 
the P4H2 molecule were also included in the training set. The torsion distortion curves were 
generated from the equilibrium geometries of these molecules by changing the relevant torsion 
angle from the equilibrium value while allowing other structural parameters to relax, which are 
shown in Figure 2.4(g-h).  
In Figure 2.4(a, d, f, g, h), it is visible that the interactions between phosphorus and 
hydrogen atoms in phosphorus hydride molecules are well reproduced with ReaxFF. For the 
interactions between phosphorus atoms in phosphorus hydride molecules (see Figure 2.4(b, c, e)), 
agreement between the ReaxFF and DFT results is not perfect, because the crystal phases of 
phosphorus were prioritized over the phosphorus hydride molecules in ReaxFF. The depth of the 
ReaxFF potential well in Figure 2.4(b) is shallow, in order to offset the errors in cohesive energy 
for bulk black phosphorus (cf. Table 2.9) and the ultimate strength of black phosphorene in zigzag 
direction (cf. Figure 2.7).   
2.4.4 Defects for black phosphorene 
Properties and applications of 2D materials are strongly affected by defects,103 which are 
generally induced by irradiations of ion or electron.104 Defect engineering has emerged as an 
important approach to modulate the properties of 2D materials. Thus the accurate description of 
behavior of different types of defects in phosphorene is critical for ReaxFF of P/H systems. The 
structures and formation energies of single vacancy (SV), double vacancy (DV) and Stone-Wales 
(SW) defects are included in the training set. The defect formation energy, 𝐸𝑑𝑓, defined by 
 𝐸𝑑𝑓 = 𝐸𝑑 − 𝐸𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒(black) ∙ 𝑛 (2.4) 
where 𝐸𝑑  is the energy of the defected phosphorene (geometry optimized) with n phosphorus 




ReaxFF performs very well in predicting defects geometries of all three types with respect to DFT 
calculations, whereas SW potential fails to predict the structure of all three type of defects. From 
Table 2.11, ReaxFF provides a good description of the defect formation energy of single vacancy 
and double vacancy in phosphorene, as well as the relative stability between single vacancy and 
double vacancy. The formation energy of Stone-Wales defect is overestimated by 36% by ReaxFF. 
By comparison, for SW potential, the formation energies of single and double vacancy are 
seriously underestimated (see Table 2.11) and the Stone-Wales defect is unstable (see Figure 2.5), 
leading to an erroneous 0 eV formation energy. Compared to SW potential, ReaxFF provides a 
significant improvement in describing different types of defects in phosphorene.  
 






DFT results versus ReaxFF results of formation energies of SV, DV and SW defects in black 
phosphorene compared to SW results. 
Defect 
Defect formation energy (eV) 
DFT ReaxFF SW74 
SV 1.66 1.80 0.54 
DV 1.95 2.29 0.73 
SW 1.42 1.94 0.00 
 
2.4.5 Adatoms for black phosphorene: a transferability test 
Due to its 2D nature, the large surface area to volume ratio of a black phosphorene 
nanosheet leads to a high chemical activity to foreign atoms. Thus the accurate description of 
surface adatoms in phosphorene is an important objective for ReaxFF. Structures and formation 
energies of phosphorus and hydrogen adatoms for black phosphorene were withheld from the 
training set, to serve as the validation data. The adsorption energy of adatoms on phosphorene, 
𝐸𝑎𝑑, defined by 
 𝐸𝑎𝑑 = 𝐸𝑎𝑑𝑠𝑜𝑟𝑝 − 𝐸𝑝𝑠ℎ𝑒𝑒𝑡 − 𝐸𝑎𝑡𝑜𝑚 (2.5) 
where 𝐸𝑎𝑑𝑠𝑜𝑟𝑝/𝐸𝑝𝑠ℎ𝑒𝑒𝑡 is the total energy of phosphorene with/without adatoms and 𝐸𝑎𝑡𝑜𝑚 is the 
energy of the isolated atom. Figure 2.6 shows that ReaxFF agrees very well with DFT calculations 
for predicting the adsorption structures of P and H adatoms. By contrast, the SW potential 
overestimates the bond length between P adatom and upper P atoms in black phosphorene. Without 
P-H interactions, SW potential is not capable to describe the H adatoms for black phosphorene. In 
Table 2.12, it can be seen that ReaxFF provides a good description of the binding energy of P 
adatom and slightly overestimates the binding energy of H adatom. However, the SW potential 




provides a good description of P and H adatoms on black phosphorene. Since the structures and 
formation energies of P and H adatoms for black phosphorene were not included in the training 
set, these results indicate a good transferability of the ReaxFF for P/H systems.  
 
Figure 2.6 Adsorption structures of P and H adatoms on black phosphorene calculated with DFT 
and ReaxFF compared to SW results (only for P adatom). 
Table 2.12 
DFT results versus ReaxFF results of binding energies of phosphorus and hydrogen adatoms in 
black phosphorene compared to SW result (only for P). 
Atom 
Adatom binding energy (eV) 
DFT ReaxFF SW74 
P -1.67 -1.60 -0.28 
H -1.34 -1.54  
 
2.4.6 Mechanical property of black phosphorene predicted by ReaxFF 
In Table 2.13, the Young’s moduli and Poisson’s ratios of black phosphorene in armchair 




ReaxFF performs fairly well in reproducing the Young’s moduli and Poisson’s ratios of black 
phosphorene in both directions. However, SW potential underestimates the Young’s moduli of 
black phosphorene in both directions, and the Poisson’s ratios calculated by SW potential are an 
order of magnitude smaller than DFT results. Figure 2.7(a) shows the stress-strain curves of black 
phosphorene in zigzag and armchair directions calculated with DFT, ReaxFF and SW potential. 
For zigzag direction, ReaxFF is able to capture the modulus change as the strain increases, 
providing a reasonable agreement in ultimate strength and failure strain. However, the SW 
potential severely underestimates the ultimate strength and failure strain in the zigzag direction. 
For armchair direction, ReaxFF overpredicts the failure strain while SW potential underpredicts it. 
The ultimate strength of black phosphorene in the armchair direction is slightly overestimated by 
ReaxFF, while it is severely underestimated by SW potential. ReaxFF yields a smaller failure strain 
at 300 K than 1.0 K for both the zigzag and armchair directions (see Figure 2.7(b)). Generally, 
ReaxFF gives a much better representation of the mechanical response of pristine black 
phosphorene over the SW potential.   
Table 2.13 
DFT results versus ReaxFF results of Young’s modulus and Poisson ratios of black phosphorene 
in armchair and zigzag directions compared to SW results. 
  DFT ReaxFF SW74 
Earm (GPa) 37.8 38.4 33.5 
Ezig (GPa) 160.4 145.9 105.5 
Ezig / Earm 4.24 3.81 3.15 
𝜈𝑎𝑟𝑚 0.18 0.20 0.013 






Figure 2.7 (a) Stress-strain responses of black phosphorene along the armchair direction and 
zigzag direction calculated by ReaxFF and SW potential at 1 K compared to DFT results. (b) 
Stress-strain responses of black phosphorene along the armchair direction and zigzag direction 
calculated by ReaxFF at 1K and 300 K. 
2.4.7 Effect of defects on the mechanical response of black phosphorene 
Stress-strain curves of defected black phosphorene in the armchair and zigzag directions 
calculated with ReaxFF at 1 K are shown in Figure 2.8(a) and Figure 2.8(b), respectively. For 
armchair direction, black phosphorene with single vacancies shows a larger reduction in the failure 
strain than black phosphorene with double vacancies (keeping defect density the same), even 
though the double vacancy has a higher formation energy than the single vacancy. The reduction 
in the failure strain induced by Stone-Wales defect is in between that of single and double vacancy. 
The Young’s modulus in the armchair direction is more or less unaffected by all three types of 
defects. For zigzag direction, all three types of defects reduce the failure strain by about 50%. Only 




defects. Thus, the mechanical response of black phosphorene in the zigzag direction is more 
sensitive to defects than that for the armchair direction. 
 
Figure 2.8 Stress-strain responses of defected and defect-free black phosphorene along the 
armchair direction (a) and the zigzag direction (b) calculated by ReaxFF at 1K. 
To understand these phenomenon, the structural deformation and stress distribution of 
defected black phosphorene under tension (ε = 0.13) in the armchair (Figure 2.9(a-c)) and zigzag 
(Figure 2.9(d-f)) directions were analyzed. For armchair direction (Figure 2.9(a-c)), stress at the 
single vacancy is more concentrated than that of double vacancy and Stone-Wales defect, due to 
the unsymmetrical defect geometry of single vacancy (double vacancy and Stone-Wales defect has 
central symmetry). Thus, the black phosphorene with single vacancies shows a larger reduction in 
the failure strain along the armchair direction than black phosphorene with double vacancies and 
Stone-Wales defects. Intriguingly, the structure of black phosphorene with single vacancy 
undergoes an unsymmetric-to-antisymmetric transition induced by tension in the zigzag direction 
(Figure 2.9(d)). Consequently, three types of defects have similar influence on the mechanical 





Figure 2.9 Structure deformation and stress distribution of black phosphorene with single vacancy 
(a), double vacancy (b) and Stone-Wales defect (c) at εarmchair = 0.13. Structure deformation and 
stress distribution of black phosphorene with single vacancy (d), double vacancy (e) and Stone-
Wales defect (f) at εzigzag = 0.13. Colors show the stress distribution. 
Hao et al.105 conducted first-principles study of the effect of single and double vacancies 
on the mechanical response of black phosphorene. The effect of single and double vacancies on 
the mechanical response of black phosphorene in both armchair and zigzag directions predicted 
by ReaxFF agrees fairly well with DFT results.105 This clearly shows that ReaxFF for P/H systems 
provides a robust tool to study the effect of defects on the mechanical response of black 




2.4.8 Thermal stability of phosphorene nanotubes 
Similar to carbon nanotubes, the electrical and optical properties of the one-dimensional 
phosphorus nanotube (PNT) are chirality dependent and can be tuned by strain and size,106–111 
shedding light on its potential applications in transistors, strain sensors and photodetectors. Thus 
the accurate description of the properties of PNTs is important for ReaxFF. Two types of PNTs 
were designed by wrapping up a phosphorene sheet along the zigzag and armchair directions, i.e. 
(m, 0) zigzag PNTs and (0, n) armchair PNTs.109,112 Figure 2.10 shows that compared to SW 
potential, ReaxFF provides a more accurate description of the cohesive energies change of the 
zigzag PNTs and armchair PNTs with respect to their sizes. SW potential underpredicts the 
cohesive energies of PNTs by an order of magnitude, indicating that SW potential could seriously 
underestimate the thermal stability of PNTs.113 The phase diagrams for thermal stability of the 
zigzag PNTs and the armchair PNTs with varying temperatures and wrapping vectors of the 
nanotube are shown in Figure 2.10(c) and Figure 2.10(d), respectively. It is seen that SW potential 
strongly underpredicts the thermal stability of PNTs, compared to ReaxFF. Guan et al.108 reported 
highly stable faceted PNTs can be constructed by laterally joining nanoribbons of different 
phosphorene phases. Intriguingly enough, ReaxFF for P/H is able to predict the phase transition 
of armchair and zigzag PNTs into faceted PNTs with higher thermal stability at elevated 
temperature, as shown in the inset figure. This discovery sheds light on the possible fabrication 
strategy of faceted PNTs. In short, ReaxFF is more reliable in describing the thermal stability of 





Figure 2.10 Cohesive energies of the (m, 0) zigzag PNT (a) and (0, n) armchair PNT (b). The 
phase diagrams for thermal stability of the (m, 0) zigzag PNTs (c) and the (0, n) armchair PNTs 
(d) with varying temperatures and wrapping vectors of the nanotube. Stable and unstable PNT 
structures are shown. 
2.5 Concluding remarks 
We present a reactive force field (ReaxFF) for phosphorus and hydrogen, which gives an 
accurate description of the chemical and mechanical properties of pristine and defected black 
phosphorene. A 60° correction term is added which significantly improves the description of 




black phosphorus, blue phosphorene, phosphorus clusters and phosphorus hydride molecules. 
Emphasis has been placed on obtaining a good description of mechanical response of black 
phosphorene with different types of defects. Compared to SW potential, ReaxFF for P/H systems 
provides a notable improvement in describing the cohesive energy, mechanical response of pristine 
and defected black phosphorene and the thermal stability of phosphorene nanotubes. We observe 
a counterintuitive phenomenon that single vacancies weaken the black phosphorene more than 
relatively more unstable double vacancies. It was shown that the mechanical response of black 
phosphorene is more sensitive to defects in the zigzag direction than the armchair direction. 
Straightforward extensions to the heterogeneous systems, including oxides, nitrides, etc., enable 
the ReaxFF parameters for P/H systems to build a solid foundation for the simulation of a wide 











Chapter 3 Prediction of a Two-dimensional S3N2 Solid 
for Optoelectronic Applications 
3.1 Introduction 
The epic discovery of graphene13 has inspired the exploration of a whole family of 2D 
materials, including the 2D insulator boron nitride (BN),26–28 graphene analogues of group IV 
elements, i.e. semimetallic silicene, germanene, and stanine,114–120 2D transition-metal 
dichalcogenides,121–125 such as molybdenum disulfide26,29,30 and tungsten disulfide,126  and very 
recently, 2D phosphorus, i.e. phosphorene,31 which extend the 2D material family into the group 
V. These 2D free-standing crystals exhibit unique and fascinating physical and chemical properties 
that differ from those of their 3D counterparts,127,128 opening up possibilities for numerous 
advanced applications. For example, MoS2, MoSe2, and WS2 are able to achieve one order of 
magnitude higher sunlight absorption than traditional photovoltaic materials such as GaAs and 
Si.129 Two-dimensional materials offer novel opportunities for fundamental studies of unique 
physical and chemical phenomena in 2D systems.130,131 
Over the past decade, tremendous progress has been made in the synthesis of 2D materials. 
Nonetheless, the cycles of synthesis, characterization and testing for 2D materials are slow and 
costly, which inspired the development of computational tools to design or predict new 2D 
materials, such as the evolutionary crystal structure search132,133,67 and particle swarm optimization 
(PSO) techniques.68  
In this chapter, based on the evolutionary algorithm driven structural search, we proposed 
a new S3N2 2D crystal that is dynamically, thermally and chemically stable as confirmed by the 




calculations showed that 2D S3N2 crystal is a semiconductor with wide, direct band gap of 3.92 
eV and a low hole effective mass. Anisotropic optical response of 2D S3N2 crystal was revealed 
by GW-BSE calculations. These fascinating properties could pave the way for potential 
innovations in 2D electronics, optoelectronics, etc. 
3.2 Computational methods 
The ground state structure of S3N2 was obtained using the evolutionary algorithm driven 
structural search code USPEX.132,133,67 The S3N2 structures were further geometry optimized with 
density functional calculations with Perdew–Burke–Ernzerhof (PBE)84 exchange-correlation 
functional using the ab initio code Quantum Espresso.134 Ultrasoft pseudopotentials are used to 
describe electron-ion interactions, and a plane-wave cutoff energy of 40 Ry is used, and 
Monkhorst-Pack86 meshes with 0.02 Å-1 k-point spacing were used. The convergence test of cutoff 
energy and k-point mesh was conducted. All structure optimizations were conducted without 
imposing any symmetry constraints. The conjugate gradient method (CG) was used to optimize 
the atomic positions until the change in total energy was less than 5 ×10-6 eV/atom, and the 
maximum displacement of atoms was less than 5 ×10-5 Å. Since the band gaps may be dramatically 
underestimated by the GGA level DFT,135,136 the quasiparticle GW calculation137 of the band 
structure was carried out using YAMBO software package.138 The Green function and Coulomb 
screening were constructed from the PBE84 results, and the plasmon-pole model was used for 
computing the screening. The G0W0 approximation was adopted in carrying out the GW 
approximation, since it gives very good results for many materials without d electrons.139 Optical 
spectra of S3N2 in [100] and [010] directions were calculated using the Bethe-Salpeter-equation 




with the 2D crystal was considered in studying the optical spectra, due to the depolarization 
effect.142,143 
3.3 Results and discussion 
We theoretically searched for 2D materials in an unexplored territory: 2D crystals 
composed of nitrogen and sulfur. A new two-dimensional trisulfur dinitride (S3N2) crystal with 3 
polymorphs: α-S3N2 (Figure 3.1(a)), β-S3N2 (Figure 3.1(b)) and γ-S3N2 (Figure 3.1(c))) were 
proposed, based on the evolutionary algorithm driven structural search using USPEX.132,133,67 The 
geometry optimized S3N2 crystals are shown in Figure 3.1. These S3N2 polymorphs are 2D 
covalent networks composed solely of σ bonds (bonding is depicted by isosurfaces of the electron 
density). For α-S3N2 (space group Pmn21), the unit cell (see Figure 3.1(a)) consists of ten atoms 
with lattice constants a = 4.24 Å, b = 8.89 Å, S-N bonds with bond lengths d1 = 1.81 Å, d2 = 1.72 
Å, d3 = 1.66 Å, and bond angles θ1 = 116.8°, θ2 = 119.3°, θ3 = 119.2°, θ4 = 106.1° and θ5 = 103.7° 
(see Figure 3.1(a)). The unit cell of β-S3N2 (space group Pba2) consists of ten atoms with lattice 
constants a = 5.22 Å, b = 7.73 Å, S-N bonds with bond lengths d1 = 1.68 Å, d2 = 1.70 Å, d3 = 1.82 
Å and bond angles θ1 = 103.6°, θ2 = 123.9°, θ3 = 126.3°, θ4 = 110.0° and θ5 = 109.8° (see Figure 
3.1(b)). The unit cell of γ-S3N2 (space group P31m) consists of five atoms with lattice constants a1 
= a2 = 5.08 Å, S-N bonds with bond length d1 = 1.80 Å, and bond angles θ1 = 98.3° and θ2 = 109.3° 
(see Figure 3.1(c)). The Brillouin zone with the relevant high-symmetry k-points is depicted in the 
inset figure for each S3N2 polymorph in Figure 3.2(a-c). The cohesive energies of α-S3N2, β-S3N2 






Figure 3.1 2D crystalline structures of α-S3N2 (a), β-S3N2 (b) and γ-S3N2 (c). Bonding is depicted 
by an isosurface of the electron density. 
By conducting phonon dispersion calculation of the free-standing S3N2 polymorphs, we 
verified that all phonon frequencies of the most stable polymorph, α-S3N2, are real (Figure 3.2(a)), 
confirming its dynamic stability. However, β-S3N2 and γ-S3N2 are not stable in the local minimum, 
since they have imaginary phonon frequencies (Figure 3.2(b-c)). In the following discussions, we 





Figure 3.2 The phonon dispersion relations of α-S3N2 (a), β-S3N2 (b) and γ-S3N2 (c). The Brillouin 
zone of each polymorph, with the relevant high-symmetry k-points indicated, is shown in the inset 
figure. 
Even though all phonon frequencies of the α-S3N2 ensure dynamic stability, the optimized 
structure may correspond to a shallow local minimum and therefore may be unstable at a finite 
temperature. To verify the stability of α-S3N2 at finite temperature, ab initio molecular dynamics 
(MD) simulations (shown in Figure 3.3) were performed at the PBE84/GTH-DZVP144 level in the 
NPT ensemble of the CP2K145 code. The simulations were run for 10 ps under 1 atm pressure at 
temperatures T= 800 K and 1000K, respectively. The stability of α-S3N2 structure was maintained 
at 800 K for 10 ps. However, the crystalline structure dissociated into multiple S-N chains and 
clusters at 1000 K. These MD calculations verified that the stability of α-S3N2 structure holds at 




 The concepts of dynamic stability and thermal stability are related and confusing, so we 
will provide a detailed introduction of the concepts of them. If the potential energy of a crystal 
always increases against any combinations of small atomic displacements, the crystal is 
dynamically stable. Under the harmonic approximation, this is equivalent to the situation that all 
phonon frequencies are real and positive. Meanwhile, the thermal stability represents the ability of 
a crystal to resist chemical change (e.g. decomposition) at a certain temperature. Thus, the dynamic 
stability is the prerequisite for the thermal stability. That is, if a crystal is dynamically unstable, it 
is definitely thermally unstable, even at very low temperatures (when the atomic displacements 
induced by thermal fluctuations are small).    
 
Figure 3.3 Ab initio MD snapshots of the α-S3N2 supercell structures at temperatures (a) T = 800 
K (b) T = 1000 K under ambient pressure at 10 ps.  
To further testify the chemical stability of the structure in air, ab initio MD of α-S3N2 
crystal exposed to very high pressure gases (O2, N2, H2O and H2) at temperatures T= 800 K were 




1025 m-3. Such a high gas pressure were also used to study oxidation of graphene146 and 
phosphorene147 in MD simulations. The α-S3N2 structure remained intact under these very high 
gas pressure for 10 ps (Figure 3.4), indicating its chemical stability in air at least above the room 
temperature.  
 
Figure 3.4 Ab initio MD snapshots of the α-S3N2 supercell structures exposed to the high pressure 
(a) oxygen gas, (b) water vapour, (c) nitrogen gas and (d) hydrogen gas at temperatures T = 800 
K.  
The quasiparticle and DFT band structures and density of states of the 2D α-S3N2 crystal 
are shown in Figure 3.5. Calculations carried out using GW method showed that the α-S3N2 
structure is a semiconductor with a wide, direct band gap of 3.92 eV (calculations carried out using 
PBE functional would underestimate the band gap by 1.90 eV). This is a well-sought characteristic, 
since most 2D semiconductors reported thus far exhibit band gaps that are smaller than 2 eV. Both 
the valence band maximum (VBM) and the conduction band minimum (CBM) are composed of 




of the electrons and holes (shown in Figure 3.5) for the α-S3N2 structure at the Г point along the 
Г-X and the Г–Y directions. The effective electron masses were found to be  𝑚𝑒
 ГX =
0.83 𝑚𝑜 and 𝑚𝑒
 ГY = 1.08 𝑚𝑜 , where 𝑚𝑜  is the free-electron mass. The effective hole masses 
were obtained to be 𝑚ℎ
 ГX = 0.66 𝑚𝑜 and 𝑚ℎ
 ГY = 1.00 𝑚𝑜. The effective mass of carriers along 
the Г–X direction is lighter than that along the Г-Y direction, showing an anisotropic transport 
property. Contrary to the common scenario where the effective mass of hole is greater than electron, 
the hole effective mass in the present α-S3N2 crystal is lighter than its electron counterpart. In short, 
2D α-S3N2 crystal has a small hole effective mass.  
 
Figure 3.5 Calculated band structure (left) obtained with the PBE functional (blue lines) and the 
GW method (red dash lines) for the α-S3N2 solid. The DOS (right) is obtained with the PBE 
functional. The effective mass of electrons and holes at the Г point along the Г -X and the Г -Y 




The optical absorption spectra for the α-S3N2 crystal for the incident light polarized along 
the [100] and [010] directions are presented in Figure 3.6. Anisotropic optical responses of α-S3N2 
is observed. A huge exciton binding energy Eb = 1.19 eV clearly shows that the optical spectra of 
α-S3N2 is largely affected by the excitonic effects. The optical band gap of the α-S3N2 crystal is 
2.73 eV.  
 
Figure 3.6 G0W0 +BSE absorption spectra for the α-S3N2 crystal for the incident light polarized 
along the [100] and [010] directions. The black vertical dashed line marks electronic band gap 
calculated at the level of G0W0. 
As a 2D material with a wide, direct band gap, combined with a small hole effective mass, 
the α-S3N2 crystal may be an ideal candidate for optoelectronic applications such as ultra-violet 
light-emitting diodes and semiconductor lasers. Furthermore, the band gap of α-S3N2 structure can 
be tuned by stacking into multilayer α-S3N2 crystals, cutting into α-S3N2 nanoribbons or rolling up 




3.4 Concluding remarks 
In conclusion, we predicted a new two-dimensional S3N2 crystal with distinctive structures 
and outstanding properties. Band structures calculated using the GW method indicate that 2D S3N2 
crystal is a wide, direct band-gap (3.92 eV) semiconductor with a small hole effective mass. The 
anisotropic optical response of 2D S3N2 crystal was revealed by GW-BSE calculations. These 
fascinating properties could pave the way for its optoelectronic applications such as blue or ultra-




















Chapter 4 Predicting a Two-dimensional P2S3 
Monolayer: A Global Minimum Structure 
4.1 Introduction 
Graphene,13 the first two-dimensional (2D) material discovered in experiments, has paved 
the way for the synthesis of many other 2D materials, including the 2D insulator boron nitride 
(BN),26–28 graphene-like group IV 2D materials, i.e. semimetallic silicene, germanene, and 
stanine,114–120 2D transition-metal dichalcogenides,121–125 such as molybdenum disulfide26,29,30 and 
tungsten disulfide,126 and recently, 2D phosphorus, i.e. phosphorene,31 which holds great promise 
for applications in electronics and optoelectronics.  
Owing to the reduced dimensionality and symmetry, 2D materials have unique electronic, 
optical and mechanical properties that differ from their bulk counterparts,127,128 offering 
possibilities for numerous advanced applications. For instance, transistors made of single layer 
MoS2 present room-temperature current on/off ratios of 108.30 Two-dimensional materials also 
provide new opportunities for fundamental studies of unique physical and chemical phenomena in 
2D systems.130,131 More interestingly, stacking different 2D crystals into hetero-structures (often 
referred to as ‘van der Waals’) has recently been  investigated, which leads to new phenomena and 
novel properties.148 
Over the past decade, a number of experimental methods have been developed to produce 
monolayer nanosheets by exfoliating layered materials with oxidation, ion intercalation/exchange, 
or surface passivation induced by solvents.149,150 Theoretical approach is perhaps more efficient to 
search new two-dimensional materials, including evolutionary crystal structure search132,133,67 and 




monolayer, with each carbon atom binding to six Be atoms to form a quasi-planar hexacoordinate 
carbon moiety. In Chapter 3, we proposed a novel light-emitting 2D crystal with a wide direct 
band gap, namely S3N2 monolayer, by using the evolutionary crystal structure search method. The 
amazing properties of the S3N2 2D crystal inspired us to explore the possibility of other group V-
VI 2D crystals.  
In this chapter, based on the evolutionary algorithm driven structural search, we proposed 
a new P2S3 2D crystal that is dynamically, thermally and chemically stable as confirmed by the 
computed phonon spectrum and ab initio molecular dynamics simulations. Quasi-particle band 
structure calculations showed that the P2S3 monolayer is a semiconductor with wide band gap of 
4.55 eV. The electronic properties of P2S3 structure can be modulated by stacking into multilayer 
P2S3 structures, forming P2S3 nanoribbons or rolling into P2S3 nanotubes, expanding its potential 
applications for the emerging field of 2D electronics. 
4.2 Computational methods 
The ground state structure of three P2S3 polymorphs (α-P2S3 (Figure 4.1(a)), β-P2S3 (Figure 
4.1(b)) and γ-P2S3 (Figure 4.1(c))) were obtained using the evolutionary algorithm driven structural 
search code USPEX.132,133,67 The three P2S3 polymorphs were further geometry optimized by 
density functional calculations with Perdew–Burke–Ernzerhof (PBE)84 exchange-correlation 
functional using the Cambridge series of total-energy package (CASTEP).82,83 A plane-wave 
cutoff energy of 700 eV was used, and Monkhorst-Pack86 meshes with 0.02 Å-1 k-point spacing 
were adopted, which meet the convergence criteria. To calculate the binding energy of bilayer α-
P2S3, the empirical dispersion correction schemes proposed by Grimme (D2)85 was used in 
combination with PBE functional to properly describe the van der Waals (vdW) interactions 




level,135,136 the quasiparticle GW calculation137 was conducted to obtain the band structure using 
YAMBO software package.138 The Green function and Coulomb screening were constructed based 
on the PBE results from Quantum Espresso134, and the plasmon-pole model was employed for 
computing the screening. The G0W0 approximation was adopted in carrying out the GW 
approximation, since it gives accurate results for many materials without d electrons139. All 
structure optimizations were conducted without any imposed symmetry constraints. The conjugate 
gradient method (CG) was used to optimize the atomic positions until the change in total energy 
was less than 5 ×10-6 eV/atom, maximum stress within 0.01 GPa and the maximum displacement 





Figure 4.1 2D crystalline structures of α-P2S3 (a), β-P2S3 (b) and γ-P2S3 (c). The Brillouin zone of 
each polymorph, with the relevant high-symmetry k-points indicated, is depicted in the inset figure. 
Bonding is depicted by an isosurface of the electron density. 
4.3 Results and discussion 
Figure 4.1 shows the fully relaxed P2S3 polymorphs. Regarding these P2S3 polymorphs, P 
and S are covalently connected in terms of σ bonds (bonding is depicted by isosurfaces of the 
electron density). For α-P2S3 (space group Pmn21), the unit cell (see Figure 4.1(a)) consists of ten 
atoms with lattice constants a = 4.71 Å, b = 10.62 Å, P-S bonds with bond lengths d1 = 2.14 Å, d2 
= 2.12 Å, d3 = 2.15 Å, and bond angles θ1 = 103.8°, θ2 = 105.7°, θ3 = 96.2°, θ4 = 94.4° and θ5 = 
107.4°. The unit cell of β-P2S3 (space group Cmm2) consists of five atoms with lattice constants 
a1 = a2 = 5.35 Å, the angle between unit vector a1 and a2, γ=108.8°, P-S bonds with bond lengths 
d1 = 2.14 Å, d2 = 2.15 Å, and bond angles θ1 = 93.0°, θ2 = 111.4°, θ3 = 132.4° and θ4 = 94.1° (see 
Figure 4.1(b)). The unit cell of γ-P2S3 (space group P31m) is comprised of five atoms with lattice 
constants a1 = a2 = 5.92 Å, P-S bonds with bond length d1 = 2.16 Å, and bond angles θ1 = 95.1° 
and θ2 = 104.9° (see Figure 4.1(c)). For these polymorphs, the Brillouin zones with the relevant 
high-symmetry k-points are illustrated in the inset in Figure 4.1. The cohesive energies of α-P2S3, 
β-P2S3 and γ-P2S3 are -3.64 eV, -3.59 eV and -3.60 eV, respectively. Thus the most energetically 
favorable polymorph is α-P2S3.  
Further, we perform other calculations to assure these polymorphs are stable in the local 
minimum and can remain stable above the room temperature, despite the aforementioned results 
that indicate the stability of these free standing P2S3 polymorphs by structure optimizations using 
CG method, First, by conducting phonon dispersion calculation of the free-standing P2S3 




confirms the dynamic stability of this structure. However, β-P2S3 and γ-P2S3 are not dynamically 
stable, since they have imaginary phonon frequencies (Figure 4.2(b-c)). Thus, the following will 
be focused on the properties of the dynamically stable α-P2S3.  
 
Figure 4.2 The phonon dispersion relations of α-P2S3 (a), β-P2S3 (b) and γ-P2S3 (c). 
For α-P2S3, the enthalpy of formation ΔH from the elements 
 α-P2S3 = 2 P (s) + 3 S (s) (4.1) 
calculated by CASTEP at T=0 K is -14.2 kcal/mol. The enthalpies of formation of the most stable 
phase of P (black phosphorus) and S (α-sulfur) are used in this calculation. This means α-P2S3 is 
an energetically favorable composition relative to phosphorus and sulfur in their solid states.  
To evaluate the stability of the structure at finite temperature, ab initio molecular 
dynamics (MD) simulations (shown in Figure 4.3) were performed at the PBE84/GTH-DZVP144 




atm pressure with temperature T= 1000 K and no breaking of the bonds was found, indicating 
the stability of α-P2S3 structure holds at least above the room temperature.  
 
Figure 4.3 Ab initio MD snapshots of the α-P2S3 supercell structures at temperature T = 1000 K 
under ambient pressure at time t = 0 ps (a) and t = 10 ps (b). 
To further verify the chemical stability of the structure in air, ab initio MD simulations of 
α-P2S3 crystal exposed to very high pressure gases (O2, N2, H2O and H2) at temperature T= 1000 
K were conducted (Figure 4.4). In our MD simulations, the number density of gas molecules was 
57.5 × 1025 m-3. Such a high gas pressure was also used to study oxidation of graphene146 and 
phosphorene147 with MD simulations. The pristine α-P2S3 structure was preserved under these very 






Figure 4.4 Ab initio MD snapshots of the α-P2S3 supercell structures exposed to the high pressure 
oxygen gas (a), water vapour (b), hydrogen gas (c), and nitrogen gas (d) at temperatures T = 1000 
K. 
In Figure 4.5, it shows the quasiparticle and DFT band structures and density of states of 
the 2D α-P2S3 crystal. By using the GW method, the calculations showed that the α-P2S3 structure 
is a semiconductor with a wide indirect band gap of 4.55 eV (PBE functional based calculations 
underestimate the band gap by 2.05 eV). The valence band maximum (VBM) is composed of 
mainly the orbitals of sulfur atoms, while the conduction band minimum (CBM) is more or less 





Figure 4.5 Calculated band structure (left) obtained with the PBE functional (blue lines) and the 
GW method (black dash lines) for the α-P2S3 solid. The DOS (right) is obtained with the PBE 
functional. 
Our analysis demonstrates that not only single-layer α-P2S3, but also bilayer and its 3D 
phase constructed by the stacking of α-P2S3 monolayers, were stable. The minimum energy 
stacking for the bilayer and 3D phase are shown in inset figures in Figure 4.6. The binding energy 
between layers was weak, 0.13 J/m2, which was predominantly vdW attraction energy. The DFT 
band gaps were reduced by 0.14 eV by just stacking P2S3 into a bilayer. By stacking P2S3 into 3D 
P2S3 crystal, the DFT band gap was further reduced to 2.18 eV. In addition to stacking presented 




nanoribbons or rolling up to form P2S3 nanotubes, or by applying strain field, expanding its 
potential applications in 2D electronics.  
 
Figure 4.6 The electronic band structures of the α-P2S3 monolayer (a), α-P2S3 bilayer (b) and α-
P2S3 3D crystal, obtained with the PBE functional. Monolayer, bilayer and 3D crystal structures 
of α-P2S3 are shown in inset figures.  
4.4 Concluding remarks 
In conclusion, we predicted a novel two-dimensional trisulfur dinitride (P2S3) crystal with 
the robust stability above room temperature and under chemical environments through ab initio 
simulations. Band structures calculated using the GW method indicate that 2D P2S3 crystal is a 
semiconductor with a wide indirect band gap of 4.55 eV. As the first 2D crystal composed of 




structures. These structures with tunable band structures shed light on the applications for the 

























Chapter 5 The Catalytic Effect of H2O on the Hydrolysis 
of CO32- in Hydrated Clusters and Its Implication to the 
Humidity-driven CO2 Air Capture 
5.1 Introduction 
The ability of an “inert” solvent to affect the kinetics and thermodynamics of a chemical 
reaction has been known for over 150 years.152 Considerable efforts have been devoted to 
understand the role of solvents in bulk solutions.153–155 Recently, the solvent effect in nanometer 
sized clusters or in nanoscale confinement has attracted increasing interest,156–160 due to its 
ubiquity and importance in varies biological and chemical processes.161–164 Unlike the ion 
hydration in the bulk solution, the high ratio of ions to water molecules in nanoscale clusters and 
cavities could render the hydration shells incomplete. The hydrolysis of ions with these incomplete 
hydration shells could be significantly different from that in bulk water.  
On the other hand, the development of efficient absorbents that can easily switch between 
absorption and desorption, has been of paramount importance for many processes. For example, 
direct air capture of CO2 represents a promising carbon negative technology, and the major 
challenge of developing an efficient absorbent is not how to absorb CO2, but how to release it with 
very low energy cost. This essentially requires a reversible chemical reaction that can be triggered 
by a simple environmental variable. Lackner et al.45 discovered that an anionic exchange resin 
(IER) washed by carbonate solution can efficiently capture CO2 from ambient air when it is dry, 
while release CO2 when it is wet, as shown in Figure 5.1. A better understanding of the hydrolysis 
of CO32- in hydrated clusters is of great importance for understanding of such a novel humidity-






Figure 5.1 Humidity driven CO2 absorption/desorption on IER. Empty-Fresh state: dry sorbent 
with only a few water molecules neighboring each carbonate ion. Empty-Dry state: OH- ion and 
HCO3- ion are formed by the hydrolysis of CO32- in the dry condition. Full-Dry state: the full-
loaded sorbent in the dry condition. OH- formation and chemical absorption of CO2 (Eqs. 5.1-5.2) 
represent the absorption process. Empty-Wet state: CO2 regeneration in the wet condition (Eq. 5.3), 
which represents the physical desorption of CO2. 
The absorption process (Eqs. 5.1-5.2, dry) and desorption process (Eq. 5.3, wet) are: 
CO3
2− +  𝑛 H2O ⇔ HCO3
− + OH− + ( 𝑛 − 1) H2O 








 Our recent atomistic study165,166 showed that the free energy of CO32- hydrolysis (Eq. 5.1) 




the chemical reaction shifts to the right hand side (which is against the mass action law) when only 
a few water molecules surround each carbonate ion, rendering the material ready for CO2 
absorption through Eq. 5.2. With a large number of water molecules presenting, Eq. 5.1 swings to 
the left hand side like that in a bulk environment. When the fully loaded absorbent (after Eqs. 5.1-
5.2) is subsequently placed in a wet environment, Eq. 5.3 releases CO2 in gas phase, completing 
the absorption-desorption cycle and direct air capture of carbon dioxide. 
While the thermodynamic characteristics of this sorbent have been investigated,165,166 the 
kinetic counterpart still remains to be clarified for such a humidity-swing process. The kinetic 
information of a chemical reaction (e.g. activation free energy) is particularly important, since only 
chemical reactions with low activation free energy are able to proceed at a reasonable rate. 
Therefore, the activation free energy of the hydrolysis of CO32- in hydrated clusters of different 
sizes needs to be investigated using quantum chemical calculations.  
In this chapter, the reaction pathways of the hydrolysis of CO32- with n = 1-8 water 
molecules (Eq. 5.1) are investigated theoretically. We elucidate how water molecules modulate 
the reaction pathways of CO32- hydrolysis and its underlying mechanism. It is found that the 
activation free energy of the CO32- hydrolysis reaction varies with the number of water molecules, 
which was qualitatively validated by experiments. In addition, nano-confinement is perhaps not a 
necessity for the humidity driven CO2 air capture. It was shown that chemical kinetics is not a 
speed limiting factor in CO2 air capture driven by the humidity-swing. Instead, the pore-diffusion 
of ions is expected to be the time-limiting step. The effect of humidity on the speed of CO2 air 
capture was investigated by performing CO2 absorption experiment using IER with a high ratio of 
CO32- to H2O molecules. Our theoretical and experimental results will pave the way for designing 




5.2 Computational methods 
Global-minimum structural searches for stable reactants and products for the reaction in 
Eq. 5.1 were carried out using the Minima Hopping algorithm167 implemented in CP2K145 at the 
PBE-D3/DZVP level.84,144,168 Subsequently, the stable reactants and products were fully optimized 
at the B3LYP /6-311+G(2d,2p) level169 with D3 version of Grimme’s dispersion correction with 
Becke-Johnson damping,170 using the Gaussian 09 package.144 Geometries of all transition states 
and intermediates were fully optimized at the same level. To account for the effects of the aqueous 
environment, the activation free energy and reaction free energy in bulk water are calculated with 
8 explicit H2O molecules in a water dielectric using the SMD continuum solvation model.171 The 
reaction free energy in bulk water calculated is 4.0 kcal/mol, which agrees well with the 
experimental value (5.0 kcal/mol) at the ambient condition.172 Frequency calculations have been 
carried out to check for the nature of the various stationary points and transition states, which were 
also used for the computation of zero-point, thermal and entropy contributions to free energy at 
298 K. The correlation between the stable structures and the transition states is further verified by 
the intrinsic reaction coordinate calculations.  
5.3 Results and discussion 
5.3.1 Hydrolysis reaction with n = 1-5 
Herein, the hydrolysis of CO32- with different number of water molecules (n = 1-5 in Eq. 
5.1) are compared. The optimized structures and the corresponding relative free energy profiles of 
reaction pathways are presented in Figure 5.2(a) and in Figure 5.2(b), respectively. In order to 




Note that only the most promising reaction pathways (with lowest activation free energy) are 
presented, due to the increasing number of possible reaction pathways as n increases.  
For the reaction with only 1 water molecule, the reaction follows a two-stage route to the 
product: (1) the H2O molecule migrates to a position where the proton transfer to the neighbor 
oxygen atom is energetically favorable, forming the intermediates denoted as I-1a. (2) followed 
by the proton transfer through the transition state TS-1 to the product P-1.  
For the reaction with 2-5 H2O molecules, a three-step route to the product is likely. The 
first step is the same with the reaction with 1 H2O molecule. However, through the transition states 
(TS-2, TS-3, TS-4 and TS-5), the proton transfer reactions leads to intermediates (I-2b, I-3b, I-4b 
and I-5b), followed by the migration of ions and H2O molecules to form the final product. One 
notes that the migrations of H2O molecules and ions proceed with little or no barrier, due to the 





Figure 5.2 (a) Reactants, intermediates, products and transition states for the reaction in Eq. 5.1 
(n =1-5). (b) Relative free energy profiles (in kcal/mol) for the hydration of CO32- with 1-5 water 
molecules. For transition states and intermediate states, the sodium ions, carbonate ions, 
bicarbonate ions, hydroxyl ions and the water molecules directly involved in reaction are 
visualized with the ball-and-stick model, while the water molecules do not directly take part in the 
reaction are visualized with the tube model. For reactants and products, all species are visualized 
with the ball-and-stick model. The same visualization protocol is adopted in Figure 5.4. 
The activation free energy decreases as n grows from 1 to 5, as shown in Figure 5.3. The 
reaction free energy increases by 2.5 kcal/mol as n grows from 1 to 2. However, the reaction free 





Figure 5.3 The activation free energy (in black) of Eq. 5.1 as a function of the number of H2O 
molecules; the reaction free energy (in red) of Eq. 5.1 as a function of the number of H2O molecules. 
The activation free energy and reaction free energy in bulk water are calculated with 8 explicit 
H2O molecules using the SMD continuum solvation model.171 
5.3.2 Hydrolysis reaction with n = 6-8 
Here, we consider the hydrolysis of CO32- with n = 6-8 water molecules for comparison. 
The optimized structures of species involved in the hydrolysis reactions and the corresponding 






Figure 5.4 (a) Reactants, intermediates, products and transition states for the reaction in Eq. 5.1 
(n = 6-8). (b) Relative free energy profiles (in kcal/mol) for the hydration of CO32- with 6-8 water 
molecules. 
For n = 1-5 water molecules, all the reactants follow a stepwise pathway to the transition 
state through the intermediates (I-1a, I-2a, I-3a, I-4a and I-5a). However, for the reactions with 6-
8 H2O molecules, the reactants (R-6, R-7 and R-8) undergo a proton transfer directly leading to 
the transition state, with overall lower activation free energy, as shown in Figure 5.3.  
For the reactions with n = 6 and n = 7, the single proton transfer occurs, i.e. only one water 
molecule is involved in the proton transfer reaction. While for n = 5 and n = 8, the water mediated 
double proton transfer is observed. Counterintuitively, the single proton transfers with n = 6 and n 
= 7 have a much lower activation free energy than the water-mediated proton transfers with n = 5 
and n = 8, since water-mediated proton transfer is known to lower the energy barrier of proton 




5.3.3 Comparison with the hydrolysis reaction in the bulk water (n >> 1) 
Without losing generality, the activation free energy and reaction free energy in bulk water 
(n >> 1) are calculated with 8 explicit H2O molecules in a water dielectric using the SMD 
continuum solvation model,171 as shown in Figure 5.3. Meanwhile, the reaction free energy in bulk 
water is deduced as 4.0 kcal/mol, a good agreement with the experimental value (5.0 kcal/mol) at 
the ambient condition.172 The activation free energy in bulk water is slightly higher than the barrier 
in reaction with 8 water molecules.  
5.3.4 The driving force of the change in activation free energy. 
To understand the driving force of the change in activation free energy with different 
number of water molecules, we decompose the activation free energy into enthalpic and entropic 
components, as shown in Figure 5.5(a). Clearly, the change of activation free energy is dominated 
by the change in its enthalpic component, which is discussed in detail in the following. The binding 
enthalpy of adding one H2O to reactants, transition states and products of the reactions with n water 
molecules can be calculated by  𝛥𝐻𝑛 = 𝐻𝑋𝑛+1 − 𝐻𝑋𝑛 − 𝐻𝐻2𝑂, shown in Figure 5.5(b). For n = 1-
5, the binding enthalpy of an extra H2O to transition states are generally lower than that of reactants. 
That is, water molecules adding to the system tend to stabilize the transition state structure more 
than the reactants, resulting in the drop of activation free barrier for n =1-6. For n = 7, the binding 
enthalpy of an extra H2O to transition state is much higher than that of reactant, which means that 
the extra H2O molecule tends to stabilize the reactant more than it does to the transition state. As 





Figure 5.5 (a) The enthalpic (in red) and entropic (in purple) components of the activation free 
energy of Eq. 5.1 as a function of the number of H2O molecules. (b) Binding enthalpy of adding 
one H2O to reactants (in black), transition states (in red) and products (in purple) of the reactions 
with n water molecules.  
5.3.5 Implication to the humidity driven CO2 air capture. 
 The binding enthalpy of adding one H2O to reactants generally increases as the cluster size 
increases, as shown in Figure 5.5(b). That is, water molecules bind more firmly with smaller ion 
clusters. As a result, for two different scenarios of the adsorption of H2O on CO32- anchored on the 
surface of a porous material at low humidity (Figure 5.6), the uniformly adsorption case is 
enthalpically favorable. Obviously, the uniformly adsorption case is entropically favored as well. 
Hence the water molecules tend to be more or less uniformly clustered around CO32- ions anchored 
on the surface of a material at low humidity – although such a reaction system is nanometer-sized, 
it does not require nano-confinement. In these nanometer-sized hydrated clusters, the CO32- 
hydrolysis reactions are able to spontaneously generate OH- ions that are ready to capture CO2 
from air at room temperature at low humidity. The employment of a nanoporous material helps to 




of CO2 (as long as the carbonate ions are anchored uniformly and firmly), but the confinement 
from nanopores may not be a required condition for the humidity-swing hydrolysis reaction, 
contrary to the former proposal165 and could extend practical applications. 
 
 
Figure 5.6 Two different scenarios of the adsorption of H2O on CO32- anchored on the surface of 
a porous material at low humidity. 
Despite the strong catalytic effect of water in basic hydrolysis of CO32- was theoretically 
uncovered, the overall small activation free energies (less than 11 kcal/mol) indicate that the 
chemical kinetics is not likely to constrain the speed of CO2 air capture driven by the humidity-
swing at room temperature. Instead, the pore-diffusion should be the time-limiting step in the 
humidity driven CO2 air capture. In practice, the diffusivity of ions in the ion exchange resin (IER) 
is related to the humidity. To study the effect of humidity on the speed of CO2 air capture using 





An experimental device† (Figure 5.7(a)) with humidity control was set up to determine the 
CO2 kinetic properties under different humidity conditions. The weight of IER was measured at 
each humidity condition. The weight change of the sample accounts for the amount of water 
molecules adsorbed on the surface of the sample. Then the overall ratio of H2O to CO32- was 
calculated by the weight change. With the known ratio of H2O to CO32-, the time to absorb 10 ppm 
CO2 was recorded under each humidity conditions (see Figure 5.7(b)). The minimum absorption 
time was observed when the ratio of H2O to CO32- is about 3:1 to 4:1.  
 
Figure 5.7 (a) Schematic of experimental device. (b) The time to absorb 10 ppm CO2 as a 
function of the ratio of H2O to CO32-. 
                                                 
† The total amount of carbon dioxide on the sample and in the gas volume is constant. We can track the absorption 
and desorption of carbon dioxide by measuring the carbon dioxide content of the gas. The device can control the water 
vapor level in the closed gas circulation system. We can determine and characterize the process of CO2 
absorption/desorption by sorbent in the test sample chamber. In the sample chamber, ion exchange resin beads were 
trapped by two metallic meshes with a well-fitted grid, preventing the beads in between the meshes from moving. All 
beads can be considered as independent when air went through. The partial pressure of H2O and CO2 in the device 




Two factors may contribute to this phenomenon. (i) The amount of produced OH- reduces 
rapidly when the ratio of H2O to CO32- is higher than 6, which has been proved by the reaction free 
energy change shown in Fig. 3. The IER takes a longer time to absorb 10 PPM of CO2 because of 
the presence of less OH- on the solid surface. CO2 spends more time in spreading to the inside of 
the IER to react with OH- to produce HCO3-. The amount of OH- is the determining factor of the 
absorption time when the ratio of H2O to CO32- is relatively large. (ii) When the ratio of H2O to 
CO32- is less than 3, the diffusion rates of ion species (HCO3- , CO32-, OH-, H2O,) are lower than 
those of H2O to CO32- is 3 or more than 3. The reduction in the number of water molecules will 
reduce the rate of ion diffusion and the lower ion diffusion rate may lead to a lower CO2 absorption 
rate.22 The IER needs a longer time to absorb 10 PPM of CO2 because the diffusion rate of ions is 
the determining factor when the ratio of H2O to CO32- is relatively small.  
Our result is able to provide valuable insights to designing efficient CO2 air-capture 
sorbents for applications in environment with different humidity (e.g. designing CO32- anchored 
nanoporous materials that facilitate the formation of incomplete hydration shell of CO32- within a 
specific range of humidity that corresponds to, roughly, 3:1-4:1 ratio of water molecules vs. 
carbonate ion in practice). 
5.4 Concluding remarks 
The reaction free energy determines the equilibrium point of a chemical reaction, while the 
activation free energy determines the reaction kinetics. As n increases, the activation free energy 
of CO32- hydrolysis firstly monotonically decreases from 10.4 kcal/mol (n = 1) to the minimum 
value 2.4 kcal/mol (n = 6 and n = 7), then increases again to 7.4 kcal/mol (n >> 1), as shown in 
Figure 5.3. The incomplete hydration shells involved in reactions with n = 6 and n = 7 render the 




8 water molecules are actually negative, indicating that the incomplete hydration shells also render 
the CO32- hydrolysis (Eq. 5.1) thermodynamically favorable.  
We showed that chemical kinetics is not likely to constrain the speed of CO2 air capture 
driven by the humidity-swing at room temperature. Instead, the pore-diffusion should be the time-
limiting step in the humidity driven CO2 air capture. CO2 absorption experiment using IER with a 
high ratio of CO32- to H2O molecules was conducted to study the effect of humidity on the speed 
of CO2 air capture. Our result is able to provide valuable insights to designing efficient CO2 air-
capture sorbents. In addition, the catalytic effect of water molecules is not limited to the hydrolysis 
of CO32- with incomplete hydration shells. It is expected that incomplete hydration shells will have 
similar effects on the hydrolysis of different types of salts: as remarked in recently in the 
thermodynamics study our work166 the hydrolysis reactions of several other basic salts are also 
affected by humidity, and their kinetics may also be studied using the framework proposed in this 














Chapter 6 Self-assembled Nanocapsules in Water: A 
Molecular Mechanism Study 
6.1 Introduction 
Micro- and nano-scale capsules are of great interest due to their potential applications in 
many fields, including drug delivery, adsorbents, nano-reactors, to name a few. The polymer-based 
nanocapsules has been extensively studied for drug delivery in the pharmaceutical field.176–181 The 
protective coating in these nanocapsules is usually pyrophoric and easily oxidized, to release the 
therapeutic substance confined inside181. Substances confined within nanoscale space may exhibit 
unique physical and chemical properties. Giovambattista et al182 studied the nanoconfinement 
induced phase transitions in liquid water. Shi et al165 investigated the unconventional reversible 
chemical reaction driven by nanoconfined ion hydration. The nanoconfined space and pressure 
provided by a nanocapsule enable its potential application as nano-reactor.  
Carbon nanotubes (CNTs) are cylindrical forms of graphene layers with either open or 
close ends.183,184 Their outstanding electrical and thermal conductivity, and superior strength-to-
density and stiffness-to-density ratios have stimulated increasing interests.185–189 Nanocapsules 
self-assembled by CNTs can be ideal vehicles for drug delivery, since CNTs are non-
immunogenic8 and can be functionalized.9–12  
Herein, we study the self-assembly of one-end-open CNTs into nanocapsules in water, 
showing that two one-end-open CNTs with different diameters, can coaxially self-assemble into a 
nanocapsule that is stable in water under ambient conditions. The effect of the normalized radius 
difference, normalized inter-tube distance, aspect ratio of the CNT pairs are systematically studied. 




dynamics (AIMD) simulations, showing that nanocapsules can be disassembled by applying an 
external electric field. This discovery not only reveals a simple yet robust nanocapsule self-
assembly mechanism, but also sheds light on the potential applications in drug delivery, nano-
reactors, etc.   
6.2 Model and method 
Molecular dynamics (MD) calculations were performed using the LAMMPS code,96 for 
the self-assembly of one-end-open CNTs into nanocapsules in an orthorhombic water box under 
ambient temperature (T = 300 K) and pressure (P = 1 bar). The straight part of the one-end-open 
CNT was described by Morse bonds, harmonic valence angles, harmonic torsion angles and 
Lennard-Jones (L-J) 12-6 pair interactions.190 The cap of the one-end-open CNT was fixed rigid, 
since its deformation during the self-assembly process was negligible. Water molecules were 
modeled by the TIP3P-ew model191 and the long range electrostatic interactions were calculated 
using the PPPM algorithm.192 Following Hummer et al.,193 the interactions between CNTs and 
water molecules were described by a L-J potential between oxygen and carbon. The equation of 
motion was solved with a velocity Verlet algorithm, using a time step of 1.0 fs, which led to stable 
dynamics trajectories.  
A pair of one-end-open CNTs were initially coaxially aligned (constrained) with their 
open-end facing each other (see Figure 6.1). The initial constrained distance between the open 
ends of two CNTs was 2 Å. The system with constrained CNTs in water was first equilibrated at 
300 K and 1 atmospheric pressure with the NPT (constant number of particles, constant pressure 
and constant temperature) ensemble for 500 ps. Constraints on CNTs were removed after the 





Figure 6.1 Snapshots of the self-assembly process of the nanocapsule from one-end-open (8,8) 
and (13,13) CNTs. In A, B, C, D and E, nanocapsules are sliced in half to show the water molecules 
inside. The rigid caps (A, B, C, D, E) are marked in cyan, and the straight regions described by the 
Morse bond model are marked in green. While in a, b, c, d and e, one-end-open CNTs are marked 
in grey and water molecules are not displayed for clarity. 
To study the effect of electric field on the structure of nanocapsules, ab initio molecular 
dynamics simulations (cf. Figure 6.8) were performed at the PBE84 /GTH-DZVP144 level in the 
NVT (constant number of particles, constant volume and constant temperature) ensemble of the 
CP2K145 code. The empirical dispersion correction schemes proposed by Grimme (D3)170 was 
used in combination with PBE functional to account for the van der Waals interactions. The 




nanocapsule was not considered in ab initio molecular dynamics simulations, due to its negligible 
effect on the electric field response of the nanocapsule.     
6.3 Results and discussions 
The self-assembly process of the nanocapsule by one-end-open (8, 8) and (13, 13) CNTs 
is shown in Figure 6.1. After the equilibration step mentioned in section 2, the CNTs were fully 
solvated (see Figure 6.1(A)). Once the constraints on CNTs were removed, the smaller tube 
gradually found its way into the larger tube, forming a stable nanocapsule. The self-assembly 
process was roughly comprised of 3 steps: (1) Two tubes came close to each other, due to inter-
tube vdW attractions (Figure 6.1(a-b)). (2) Excessive water molecules were discharged through 
the opening formed by the rotation of tubes (Figure 6.1(b-d)). (3) Two tubes became coaxially 
aligned and the smaller tube was partially inserted into the larger counterpart (Figure 6.1(d-e)). In 
Figure 6.2, it shows the center-of-mass (COM) distance and the vdW interaction energy between 
two CNTs as a function of time. The three steps of self-assembly process can be clearly identified 
in Figure 6.2: (1) the COM distance between two CNTs decreased rapidly in the first 15 ps; (2) 
the COM distance between two CNTs remained more or less the same during the second step; (3) 
the huge reduction of the COM distance between two CNTs indicates the quick insertion process. 
The magnitude of inter-tube vdW interaction energy increased as the inter-tube COM distance 
decreased, confirming that the vdW interaction is the driving force of the nanocapsule self-





Figure 6.2 The center-of-mass distance (in black) and the interaction energy (in red) between one-
end-open (8,8) and (13,13) nanotubes as a function of time. The nanocapsule is formed at around 
400 ps. 
6.3.1 Effect of normalized radius difference ΔR/rm 
The self-assembly process is expected to be strongly dependent on the inter-tube spacing 
in the radial direction, since the driving force of the self-assembly is the inter-tube vdW interaction. 
The inter-tube spacing is characterized by normalized radius difference, denoted as Δ𝑅/𝑟𝑚, where 
Δ𝑅 is the difference of the radius of the two CNTs; 𝑟𝑚 is the distance at which the carbon-carbon 
L-J potential reaches its minimum (𝑟𝑚 = 3.81 Å)). The nanocapsule self-assembly processes with 
different Δ𝑅/𝑟𝑚 are shown in Figure 6.3, which can be divided into three categories: (1) When 
Δ𝑅/𝑟𝑚 was close to 1 (Δ𝑅/𝑟𝑚= 0.89, 0.92 and 1.06), nanocapsules were successfully assembled. 
(2) When Δ𝑅/𝑟𝑚  was relatively large (Δ𝑅/𝑟𝑚= 1.24), a nanocapsule with less solvent trapped 
inside was assembled. The solvent escaped from the tubes during the self-assembly process due to 
large inter-tube spacing. (3) When Δ𝑅/𝑟𝑚 was fairly large (Δ𝑅/𝑟𝑚 = 1.42) or too small (Δ𝑅/𝑟𝑚 =




weak inter-tube attraction. For Δ𝑅/𝑟𝑚 = 0.71, small inter-tube spacing rendered the nanocapsule 
self-assembly energetically unfavorable.  
 
Figure 6.3 Time evolution of the nanocapsule self-assembly by one-end-open CNT pairs with 




For Δ𝑅/𝑟𝑚 = 0.92 and Δ𝑅/𝑟𝑚 = 0.89, nanocapsules were self-assembled by zigzag and 
armchair CNT pairs, respectively. Nanocapsules with similar structures were self-assembled 
following the aforementioned 3-step route, indicating that the effect of chirality on the assembly 
process is negligible.   
6.3.2 Effect of normalized inter-tube distance D/rm 
Similarly, the initial inter-tube distance is expected to strongly affect the self-assembly of 
nanocapsules. The normalized inter-tube distance is defined as 𝐷/𝑟𝑚, where 𝐷 is the initial axial 
distance of the open-ends of CNTs. The time evolution of nanocapsule self-assembly by one-end-
open (8, 8) and (13, 13) CNTs with different 𝐷/𝑟𝑚 are shown in Figure 6.4. When the inter-tube 
distance was relatively small (𝐷/𝑟𝑚 ≤ 1.31), nanocapsules were successfully self-assembled, due 
to the relatively strong inter-tube vdW attractions. The self-assembly failed when the inter-tube 





Figure 6.4 Time evolution of the nanocapsule self-assembly by one-end-open CNT pairs (ΔR/rm 
= 1.06) with varying normalized inter-tube distances (D/rm). 
6.3.3 Effect of temperature 
Figure 6.5 shows the nanocapsule self-assembly map as both 𝐷/𝑟𝑚 and Δ𝑅/𝑟𝑚 are varied. 
The cases when the nanocapsule was assembled or not at 300 K and 350 K are separated by the 
solid red line and the dashed red line, respectively. The effect of temperature on the nanocapsule 




that distinguishes the successful self-assembly and failed ones. The dividing line shifts left as 
temperature rises, indicating that the nanocapsule self-assembly was not favored at relatively high 
temperature, due to the strong thermal fluctuations.    
 
Figure 6.5 The nanocapsule self-assembly map as both normalized inter-tube distance (D/rm) 
and normalized radius difference (ΔR/rm) are varied. Snapshots of systems at time t=500 ps are 
shown. The cases when the nanocapsule is assembled or not at 300 K are separated by the solid 
red line. The scenarios when the nanocapsule is assembled or not at 350 K are separated by the 
dashed red line (the systems at 350 K are not shown). 
6.3.4 Effect of aspect ratio l/d 
The role of aspect ratio of CNT pairs is investigated by comparing the self-assembly of 




length of the two CNTs in a nanocapsule (before assembly); 𝑑 is the average diameter of the CNTs. 
In Figure 6.6, it shows that it took much less time for systems with large aspect ratios (𝑙/𝑑= 6.3 & 
5.2) to form the nanocapsule than the systems with small aspect ratios ((𝑙/𝑑= 2.5 & 3.8)). When 
𝑙/𝑑= 2.5 & 3.8, the small CNT rotated during the insertion process, prolonging the self-assembly 
process. On the contrary, an extremely fast insertion of the small tube into the large tube without 
perceptible rotation was observed when 𝑙/𝑑= 6.3 & 5.2, since the longer tubes were more resistant 
to rotation in water. 
 
Figure 6.6 Time evolution of the nanocapsule self-assembly by one-end-open CNT pairs (ΔR/rm 




Owing to the inter-tube vdW interaction, the pressure of water solvent inside the 
nanocapsule is expected to be higher than that of the solvent outside. Figure 6.7(a) shows that both 
the pressure inside the nanocapsule and the magnitude of inter-tube interaction energy increased 
with increasing 𝑙/𝑑. The structure of water inside the nanocapsule with 𝑙/𝑑 = 5.2 before and after 
the formation of the nanocapsule are shown in Figure 6.7(b) and Figure 6.7(c), respectively. The 
pressure inside the nanocapsule was on the order of 1 GPa. Such a high pressure triggered the 
formation of square ice inside the small tube with strong nano-confinement, as shown in Figure 
6.7(c). The square ice crystal formed in the nanocapsule is similar to the square ice structures 
formed in graphene nanocapillaries.194 Recently, Vasu et al.195 reported the vdW pressure formed 
between graphene layers (on the order of 1 GPa) is able to induce chemical reactions of the trapped 
interlayer molecules. Therefore, the vdW pressure inside the nano-confined space of nanocapsule 
sheds light on its potential applications as nano-reactors.  
 
Figure 6.7 (a) The van der Waals pressure inside the nanocapsule and the interaction energy 
between two CNTs as a function of the aspect ratio, l/d. Comparison of water structure in the CNTs 
before (b) and after (c) the nanocapsule is formed. Square ice structure is formed in the smaller 





It should be noted that in all simulations presented herein, the open ends of the two CNTs 
were in close proximity and aligned in the beginning of assembly process. If the two open ends 
were not aligned coaxially but they are still close to each other, with the aid of thermal fluctuation, 
the CNTs could still self-assembly into a nanocapsule although it takes a longer time. However, if 
the two CNTs were initially placed far away from each other, it would become difficult for them 
to attract to each other and assemble. Therefore, in practice, if one randomly places CNTs in a 
solution, the yield ratio of assembled nanocapsules may be low and depend on the relative density 
of CNTs. It is known that CNTs in solutions can be effectively aligned with an moderate external 
electric field, due to the electronic polarization.196–198 Therefore, the yield ratio of nanocapsule 
self-assembly could be increased by applying a moderate external electric field. 
6.3.5 Open the nanocapsule by an external electric field 
Once the nanocapsule is self-assembled, the structural stability of the nanocapsule is 
maintained by the inter-tube vdW interaction energy. Therefore, controllable opening and closing 
of the nanocapsule can be achieved by manipulating the inter-tube interaction energy. The 
polarization of carbon atoms in CNTs can be triggered by an external electric field. Consequently, 
the inter-tube interaction can be controlled. For instance, it is shown that the opening and closing 
of the carbon nanoscrolls can be controlled by an electric field, due to polarization-induced change 
of surface adhesion.199 Zhu et al.200 revealed that an external electric field can effectively tune the 
morphology of graphene nanocages, owing to the polarization of the carbon atoms.  
The electric field response of the nanocapsule when the electric field intensity, E=0.25 V/Å 
and E=0.75 V/Å were studied with AIMD simulations. Time evolution of the morphology of 




Figure 6.8. Stronger polarization was observed in the nanocapsule under the electric field with 
E=0.75 V/Å, compared to the scenario with E=0.25 V/Å. While the relatively weak polarization 
induced by the electric field with E=0.25 V/Å was not able to open the nanocapsule, the 
nanocapsule was opened under E=0.75 V/Å in less than 1 ps. Our results show that an external 
electric field can reduce the inter-tube adhesion in the nanocapsule, enabling facile control of the 
nanocapsule morphology by tuning the external electric field. Owing to its non-immunogenic 
nature, chemical tunability via functionalization and electric-field controlled morphology, 
nanocapsules self-assembled by one-end-open CNTs can be ideal vehicles for drug delivery. 
 
Figure 6.8 The electric field response of the nanocapsule when E=0.25 V/Å and E=0.75 V/Å. The 
electrostatic potential (ESP) maps and the structures of the nanocapsule at t=0.2 ps, 0.6 ps and 1 




6.4 Concluding remarks 
In summary, molecular dynamics simulations showed that one-end-open CNTs pairs with 
proper radius difference can coaxially self-assemble into a nanocapsule. The nanocapsules formed 
are stable in aqueous solution in ambient conditions and the pressure inside the nanocapsule is 
much higher than the pressure in the aqueous solution, due to the vdW attractions between the 
CNT pairs. The effect of the normalized radius difference, normalized inter-tube distance and 
aspect ratio of the CNT pairs were systematically explored. AIMD simulations showed that 
nanocapsules can be opened by applying an external electric field, due to the polarization of the 
CNT pairs. Our results have general implications on fabricating nanocapsules with various 
building blocks such as nanotubes (e.g. open-ended CNTs), nano-bowls (e.g. C50H10 fullerene 
bowls), etc. In addition, the nanocapsules can be opened via external electric field, which sheds 














Chapter 7 Conclusions and Future Work 
7.1 Concluding remarks 
In this thesis, atomistic modelling methods have been applied to address the 
aforementioned challenges of research in low-dimensional materials. The discoveries and 
advances are summarized as follows: 
We present a reactive force field (ReaxFF) for phosphorus and hydrogen, which provides 
an accurate description of the chemical and mechanical properties of pristine and defected black 
phosphorene. A 60° angle correction term is added which significantly improves the description 
of phosphorus clusters. ReaxFF for P/H is transferable to a wide range of P/H systems including 
bulk black phosphorus, blue phosphorene, phosphorus clusters, phosphorus hydride molecules, 
hydrogenated phosphorene nanoribbons and phosphorene nanotubes. Emphasis has been placed 
on acquiring a good description of mechanical response of black phosphorene with different types 
of defects. Compared to the SW potential for phosphorene, ReaxFF for P/H systems provides a 
notable improvement in the description of the cohesive energy, mechanical response of pristine 
and defected black phosphorene and the thermal stability of phosphorene nanotubes. A 
counterintuitive phenomenon was observed that single vacancies weaken the black phosphorene 
more than relatively more unstable double vacancies. It was shown that the mechanical response 
of black phosphorene is more sensitive to defects in the zigzag direction than the armchair direction. 
Straightforward extensions to the heterogeneous systems, including oxides, nitrides, etc., enable 
the ReaxFF parameters for P/H systems to build a solid foundation for the simulation of a wide 




A new two-dimensional S3N2 crystal with distinctive structures and outstanding properties 
was proposed. Band structures calculated using the GW method indicate that 2D S3N2 crystal is a 
wide, direct band-gap (3.92 eV) semiconductor with a small hole effective mass. The anisotropic 
optical response of 2D S3N2 crystal was revealed by GW-BSE calculations. S3N2 is the first 2D 
crystal composed of nitrogen and sulphur. Its fascinating properties could pave the way for 
optoelectronic applications such as blue or ultra-violet light-emitting diodes (LEDs) and 
photodetectors. 
Inspired by the discovery of S3N2, we predicted a novel P2S3 2D crystal with high stability 
through ab initio simulations. Band structures calculated using the GW method indicate that P2S3 
monolayer is a semiconductor with a wide indirect band gap of 4.55 eV. As the first 2D crystal 
composed of phosphorus and sulfur, the P2S3 solid can also form stable bilayer, 3D layered solid 
and nanoribbon structures. These structures with tunable band structures shed light on the 
applications for the emerging field of 2D electronics. 
We showed that the hydrolysis reaction is strongly affected by relative humidity. The 
hydrolysis of CO32- with n = 1-8 water molecules was studied by ab initio method. For n = 1-5 
water molecules, all the reactants follow a stepwise pathway to the transition state. For n = 6-8 
water molecules, all the reactants undergo a direct proton transfer to the transition state with overall 
lower activation free energy. The activation free energy of the reaction is dramatically reduced 
from 10.4 to 2.4 kcal/mol as the number of water molecules varies from 1 to 6. Meanwhile, the 
degree of the hydrolysis of CO32- is significantly increased compared to the bulk water solution 
scenario. The incomplete hydration shells facilitate the hydrolysis of CO32- with few water 
molecules (especially for n = 6) to be both thermodynamically and kinetically favorable. We 




CO2 air capture. The pore-diffusion of ions should be the time-limiting step in the CO2 air capture 
driven by humidity-swing. By conducting CO2 absorption experiment using IER with a high ratio 
of CO32- to H2O molecules, the effect of humidity on the speed of CO2 air capture was investigated. 
Our result can provide valuable insights for designing efficient CO2 air-capture sorbents. 
MD simulations showed that one-end-open CNTs pairs with proper radius difference can 
coaxially self-assemble into a nanocapsule. The nanocapsules formed are stable in aqueous 
solution in ambient conditions and the inner pressure of the nanocapsule is much higher than the 
pressure in the aqueous solution. The effect of the normalized radius difference, normalized inter-
tube distance and aspect ratio of the CNT pairs were systematically studied. AIMD simulations 
showed that nanocapsules can be disassembled by applying an external electric field. Our results 
shed light on fabricating nanocapsules with various building blocks such as nanotubes, nano-bowls 
(e.g. C50H10 fullerene bowls), etc. In addition, the nanocapsules can be opened via external electric 
field, which underpinned their potential applications in drug-delivery, nano-reactors, etc.  
7.2 Future work 
 Structure-property relationship of low-dimensional materials 
o The development of efficient computational tools to provide guidance for the design 
and fabrication of low-dimensional devices 
 The ReaxFF for P/H developed in this thesis will be applied to investigate the 
interplay between structure and property for various P/H systems. For example, 
the effect of defects on the mechanical and thermal properties of phosphorene 
nanotubes; the mechanical and thermal properties of faceted phosphorene 




 Extension of the ReaxFF for P/H. For example, ReaxFF for P/H/O will be 
developed to study the corrosion of phosphorene by oxygen gas and water 
molecules using reactive molecular dynamics simulations. 
 
 Applications of low-dimensional materials in energy and environmental engineering 
o Discovery and design of new low-dimensional materials for applications in energy and 
environmental engineering 
 Computational screening of low-dimensional materials for catalysis 
 Design chemical routes for synthesizing S3N2 and P2S3 2D materials 
 Systematic study of the effects of strain, curvature, defects and doping on the 
electronic, optical and chemical properties of S3N2 and P2S3 
o Green chemistry by nano-catalysis  
 Build a more comprehensive model which incorporates quaternary ammonium 
ions and polystyrene backbones for the study of the effect of humidity on the 
hydrolysis of CO32- in CO2 air capture sorbent. 
 The catalytic effect of water in other acid-base reactions in nanoscale hydrated 
clusters 
 Self-assembly of high pressure nano-reactors from low-dimensional 
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