In this paper we present an accelerated system for diagnosing skin lesions based on digitized dermatoscopic color images. This system is composed mainly of three levels : lesion detection, lesion description (features selection) and decision. The lesion detection level consists in the preprocessing of the lesion image in order to remove the undesired objects from the original image. Then, the extraction of the lesion is done by separating it from the healthy surrounding skin. The lesion description level is based on the extraction of a set of features modeling clinical signs of malignancy. The decision level is based on the produced vector of features scores, which is used as input to a multi-layer perceptron classifier in order to assign the lesion to the class of benign lesions or to the one of malignant melanomas. We focus particularly in this paper on the critical step of the features selection allowing to select a reasonable reduced number of useful features while removing redundant information and approximating the properties of melanoma recognition. This permits to reduce the dimension of the lesion's vector, and consequently the computing time, without a significant loss of information. In fact, a large set of features was investigated by the application of relevant features selection techniques. Then, the number of features for classification was optimised and only five well-selected features were used to cover the discriminatory information about lesions malignancy. With this approach, for reasonably balanced training/test sets, we record a good classification rate of 77:7% in a very promising CPU time.
Introduction
The incidence of skin cancer is rapidly increasing through-out the world and it becomes one of the deadliest form of cancers specially in whitepopulation countries. Malignant melanoma is the third most frequent type of skin cancer and one of the most malignant tumors 3]. It is the least common but the most deadly skin cancer, accounting for only about 4% of all cases but 79% of skin cancer deaths 1]. Two main types of factors risk has been identified for the malignant melanoma: individual factors (numerous naevus, atypical naevus, reached antecedents) and a behavior factor which is the abused exhibition to the sun and to the artificial ultraviolets.
Their incidence is on the order of 10 ; 12 per 100 000 persons in Europe, 18;20 per 100 000 persons in the United States of America and 30 ; 40 per 100 000 persons in Australia 29] .
Fortunately, if detected early, even malignant melanoma may be treated successfully. Many studies have clearly shown that the prognosis of malignant melanoma is directly depending on an early diagnosis followed by an appropriate surgical excision. However, the recognition of malignant melanoma is a difficult task, even for the trained dermatologists, since other skin lesions can have similar physical characteristics. A study at Karolinske hospital of Stockholm (Sweden), has shown that newly educated dermatologists with less than 1 year of experience Campus Universitaire, 1060 Tunis, Tunisia. y Campus Universitaire de La Manouba, Tunisia detect only 31% of the melanoma cases they are presented with, while dermatologists with more than 10 years of experience are able to detect just 63% 15] of the melanoma cases they are presented with.
Thus, seen the gravity of the melanoma presence and the doubt that reigns about its visual diagnosis, many dermatologists perform a medical procedure (called biopsy), which consists in appropriating a part of patient lesion, in order to ascertain whether the skin lesion is benign or malignant. The problem is that only 10% of these procedures reveal a cancerous pathology. It means that 90 % people undergo a useless surgical intervention 34]. However, this operation which aims to avoid mistakes of diagnosis and it is no valid in most cases, involves some expenses and morbidity. It has some human effects, psychologic and physical (anesthesia), on the patients, particulary for those with multiple lesions, since it could cause unnecessary surgery. Besides, it has some material effects since it is necessary to pay for operations and hospitalization expenses.
For all these reasons, in recent years there has been a rising interest in the development of quantitative diagnosis support methods, with computer-aided diagnosis tools. In fact, the computer tool has one certain advantage on the human eye: a bigger perception of colors. Indeed, the human melanoma diagnosis is always done according to several criteria such as the color. However, human eye distinguishes two to three dozens of nuances of gray and about one thousand colors. The utilization of the digitized image in true colors permits the distinction of more than sixteen million colors and this number can progress very quickly with the fast evolution of the computer material. Thus, a computer uses other information that human eye cannot provide. Besides, with the automated data processing, it is possible to perform more deepened geometric and colormetric analyses of the lesion, subject of the diagnosis. It remains to note that the computer tool, that provides precious help to the clinicians, does not pretend to replace the physician. In fact, every doubt must be taken seriously into account, considering the gravity of the melanoma pathology.
Thus, over the last few years, much work has been done, producing useful computer-aided diagnosis systems for malignant melanoma recognition. The main objective of such systems is to assist dermatologists in different analysis steps, such as detection of the lesion boundary, quantification of diagnostic features, classification into different lesions types, visualization, etc 29]. In the following section, we will present an overview of the literature of computer-aided melanoma diagnosis systems based on image processing techniques. We also present an accelerated system for melanoma diagnosis. In section 3, we present the architecture of our system (Figure 1 ) while retailing the lesion detection, the lesion description and the decision levels. The lesion detection level consists of preprocessing the lesion image followed by the extraction of the lesion by separating it from the healthy surrounding skin. The lesion description level is based on the feature extraction process and on a subset feature selection technique. This permits to define a pertinent descriptor vector relatively to the lesion. This lesion's vector will be then the raw input to a multi-layer perceptron classifier (decision level) in order to assign the lesion to the malignant melanoma class or to the benign nevi class. In section 4, we will discuss the relevance of our proposed system by analysing results of the experiments in terms of true-positive and true-negative rates, hence permitting to evaluate the global classification accuracy of our diagnosis system. Finally, conclusion and suggestions for future work are given in section 5.
Overview of the Literature
This section presents a review of the existing literature on computer-aided diagnosis systems for melanoma recognition. A classic system of melanoma diagnosis is principally composed of three stages. First, after the acquisition and the preprocessing of the dermatoscopic image, the segmentation process aims to extract the lesion L from the Healthy Surrounding Skin (HSS). Then, the lesion is described by a set of photometric and geometric attributes, modeling clinical signs on the lesion malignancy. Finally, classification is performed in order to determine the type of the lesion, relatively to the determined attributes set. In the following we present existing computer-aided melanoma diagnosis systems.
In a previous work 34], we presented a prelimary approach for the automated recognition of malignant melanoma. In order to localize suspicious lesion regions, we introduced an automated approach to segmentation by region growing, after a preliminary step based on fuzzy sets. Then, relatively to every detected skin lesion, we measured a series of attributes modeling the clinical malignancy symptoms. Finally, the selected attributes were supplied to an artificial neural network in order to differentiate melanomas from benign lesions. This approach allowed us to obtain 79:1% of correct classification of malignant and benign lesions on a test set consisting of 200 real skin lesions images.
In 15], Hintz-Madsen developed an efficient system for diagnosing skin lesions images. He used an optimal thresholding technique to determine two thresholds separating the light skin background from the dark skin lesion. In the case that the segmentation produces several skin lesion candidates, due to other small non-lesion objects, the largest object is selected as the skin lesion. To realize the lesion classification, a neural network in a probabilistic framework was designed and it allowed to detect 73:2% of benign skin lesions and 75% of malignant skin lesions on a test set of 200 images.
In 30], the authors have introduced a knowledgebased system for supporting the early diagnosis of melanoma. It detects the lesion using a thresholding technique applied on the blue and on the saturation images. Then, the system, called MEDS (MElanoma Diagnosis System), extracts a set of colorimetric and geometric features. It then yields a diagnosis based on a voting schema integrating the results produced by three different classifiers: k-nearest neighbors (KNN), discriminant analysis and decision tree. The system is trained and validated on a set of 152 skin images. The average sensitivity and specificity of the designed system were 82% and 71% respectively.
In 29], the authors presented a preliminary computer-aided diagnosis system for pigmented skin lesions, with solutions for lesion boundary detection and for the quantification of the asymmetry degree. To detect the lesion boundary, they used a segmentation technique based on the clustering of a two dimensional color space. To perform the clustering, a modified Fuzzy CMeans (FCM) technique (called OrientationSensitive FCM: OS-FCM) was introduced. Lesions detection results were validated by expert dermatologists, who also provided hand-drawn boundaries of the lesions. The authors showed that dermatologists were not able to reproduce their results. In particular, the boundaries of any expert taken alone showed higher divergence from those of remaining experts as well as from the developed automatic techniques. In this paper feature extraction is restricted to the quantification of degree of symmetry by a sixdimensional vector, which was used to classify, with a linear classifier, pigmented skin lesions as being benign or malignant. This classifier achieved a sensitivity of 60% and a specificity of 70% on a test set of 100 skin lesion images.
Vannoorenberghe et al 33] proposed a color image segmentation method based on the DempsterShafer theory. The tristimuli Red, Green and Blue are considered as three independent information sources, imprecise and uncertain, permitting separation of the pigmented lesion from the healthy surrounding skin by computing a threshold obtained by means of the Maximum Entropy Principle (MEP). Then, the three relative decisions are combined by the DempsterShafer theory technique. In the second step, features concerning the lesion are extracted using color information and all these primitives are considered as uncertain information sources on the lesion malignancy. Then, these informations are combined using Dempster-Shafer theory to bring out a particular behavior for the malignant melanoma. This classification procedure was applied on a set of 120 skin lesion images with a general success rate of 63%.
In 22], the authors proposed a similar classification method based on the Dempster-Shafer theory and information criteria. In fact, after an original basic belief assignment with probability densities obtained by learning, an attenuation factor based on the dissimilarity between probability densities is introduced. The proposed method allows to obtain 81:1% of good classifications. However, the major drawback of this method resultes in increased CPU time.
Ercal et al 7] presented a neural network approach for the automated separation of melanoma from three benign categories of tumors, which exhibit melanoma-like characteristics. The approach uses discriminant features, based on tumor shape and relative tumor color, that are supplied to an artificial neural network for classification. This approach permitted to obtain above 80% correct classification of malignant and benign tumors on real skin tumor images.
Ganster et al 12] developed a system to enhance an early recognition of malignant melanoma. As an initial step, the binary mask of the skin lesion is determined by several basic segmentation algorithms, which are combined together with a fusion strategy. A set of 122 features containing shape and radiometric features, as well as local and global parameters, was calculated to describe the malignancy of a lesion. Using statistical feature subset selection methods, 21 significant features were selected from this set. Finally, a k-nearest neighbors classifier is used for the classification with a sensitivity of 81%.
Some other non-complete systems were also introduced. For example, in 8], the authors used color-based segmentation approach applied on the Karhunen-Loève transform of the rgb color vectors to separate pigmented lesions from the skin and proceed with histogram equalisation and greyscale morphology to enhance and filter the pigmented lesions. They demonstrated that this approach allows to enhance pigmented skin lesions visually, and make them accessible to further analysis and classification tasks.
In 28], the authors introduced a region-based approach to segment lesion images into areas of different colors. Initially, the process divided the dermatoscopic image into rectangular regions, small enough to be considered as having only a single color. This is followed by conservative merging, where adjacent regions whose colors are very similar are coalesced. The segmentation is then completed by an iterative optimal merging process, the two most similar regions being merged at each step until the stopping condition is reached.
In 1995, Lee et al. 20] presented an algorithm to identify skin lesions from the digitized color images. After the application of a multi-stage median filter on the original image, in order to suppress the noise, the algorithm consists of the computation of threshold values for the lesions and the background normal skin. Then, the application of a rule-based system permits identification of the lesions.
In 14], the authors defined an approach by adaptive thresholding for the automated segmentation of color skin lesion images. This approach combines six different thresholding techniques which are applied on the principal component of the Karhunen-Loève transform, on the rgb space and on the spherical coordinates.
Finally, we can conclude that many existing systems produced high rates of malignant melanoma recognition. But, their major inconvenience is too high computing time. The use of more than one algorithm for segmentation and/or classification to be combined, and the use of a large set of features, is the main cause of the non-realistic computing time. In many works 34] 29], it was confirmed that the task of detection of a specific pattern in dermatoscopic images is both, the most interesting and very difficult. In other words, computing the features that model the clinical signs of malignancy is the step with the largest CPU time consumption in a computeraided melanoma diagnosis system. In fact, a fundamental problem of automated melanoma recognition is the complexity of the classification scheme, because a large number of features can be found in the feature design process. In order to keep the complexity low, a reasonable number of useful features, that remove redundant information and approximate properties of the melanoma diagnosis task, should be selected. A general theory for the design of such features does not exist 11]. However, reduction of the feature set dimension is very important and must be addressed in the right way. On the one hand, smaller feature set reduces the cost of the measurements. On the other hand, reduction in the number of features may lead to a loss of the discriminatory power of the classification and consequently may reduce the accuracy of the resulting system. Roß et al. 27] performed selection of features by application of the "sequential forward selection algorithm" that reduced the set of features, starting with 87 features, to five features. In 15], the authors achieved feature selection with a neural network by application of node pruning. This approach allowed to reduce the set size from 21 lesion features to only six. However, Ganster et al. 12] started with 122 features and used three statistic approaches to reduce the number of the selected features. These approaches are: Sequential Floating Forward Selection (SFFS), Sequential Floating Backward Selection (SFBS) and Leave-One-Out (LOO).
Finally, a subset size of 21 is chosen for further classification experiments.
The Proposed System
In this section we will establish the scheme of our proposed computer-aided diagnosis system for skin lesions recognition. This system is presented in Figure. 1 and is composed mainly of a lesion detection, a lesion description and a decision levels. The input to our system are color images (rgb) which are digitized photographic slides of dermatoscopic images 34]. The lesion detection level consists of the realization of two steps. The first step concerns the preprocessing of the lesion image in order to eliminate the noise and the undesired objects in the original image. The second step consists of the extraction of the lesion by separating it from the healthy surrounding skin. This step produces a binary image (lesion vs. healthy surrounding skin) which will be treated by the border extraction process, in order to define a polygon representing an approximation of the lesion boundary. The lesion description level is based on the realisation of two steps. The first step is the features extraction process producing numerical features which designate clinical symptoms of malignancy. Then, in order to remove redundant information and approximate the properties of melanoma recognition, selection of features allows to select a reasonably reduced number of useful features, that permits to reduce the dimension of the lesion's vector, and consequently the computing time, without significant loss of information. Finally, the decision level consists of the presentation of this lesion's vector as an input to a multi-layer perceptron classifier in order to assign the lesion either to the class of malignant melanoma or to the class of benign lesions.
Finally, let's note that the proposed system represents an extension of the system presented in 34]. Indeed, here our interest will be focused on the step of features selection which represents the main amelioration in our system. This step will allow to reduce considerably the computing time of our computer-aided diagnosis system without significant loss of the classification performance. 
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Lesion Detection Level
The first step of the lesion detection level is the preprocessing of the dermatoscopic original image aiming to ameliorate the image quality for ulterior tasks. The second step is based on the preprocessed image and it aims to define the lesion by a region of interest (ROI) and to extract the correspondent boundary.
The Original Image Preprocessing
The original image preprocessing consists of the removal of everything that might corrupt the image and hence the ulterior segmentation steps results. One of the most undesired objects that are always present in dermatoscopic color images are impulsive-like artifacts. These artifacts can be considered as impulsive noise and may thus be reduced using a median filter 13] while preserving edges. The median filter is very effective in removing noise spikes that only cover a few pixels compared to the kernel neighborhood size. Thus, it can remove blond hairs and small air bubbles from skin images (Figure 2.c) . Besides, as we were working with color images, we applied the median filter to all three color components (r, g, b) separately.
The next preprocessing step aims to facilitate the segmentation process by enhancing the edges in the image. For this purpose, we applied the Karhunen-Loève (KL) transform 23] on the resulting filtered images in order to enhance the edges which permits eventually to ease the separation between the lesion and the surrounding healthy skin. The Karhunen-Loève transform is a linear transform that correlates the input variables by employing an orthonormal basis. This basis is found by an eigenvalue decomposition of the sample covariance matrix of the input variables. The covariance matrix Cov is computed with a vector V enclosing all three color vectors of the image. In fact, we use projections of the color vectors onto the eigenvectors of the covariance matrix that models the variation of the color components. Due to the decreasing ordering of the eigenvalues and the corresponding eigenvectors, the first principal component will contain the maximum variance 34]. Thus, since most variations occur at the edges between the lesion and surrounding skin, the first principal component is a natural choice for further segmentation (Figure 2.d) .
Besides, some skin images contain dark hairs with similar color hue to the lesion, which may occlude the lesion and mislead the segmentation process. In fact, while blond hairs can be left without problem with the median filter, this filter is insufficient for dark hairs suppression and can even intensify some undesired dark hairs (Figure 3. ). To remove these dark hairs from the dermatoscopic image, we implemented the program solution called "DULLRAZOR" 21] proposed by Lee et al. This solution consists of identifying the dark hair locations by applying a generalized morphological closing operation to the three color bands separately, and replacing the determined hair pixels with the nearby no-hair pixels 34] ( Figure 2 .b). 
The Lesion Boundary Extraction
The lesion boundary extraction is a difficult task in dermatoscopic images since the transition between the lesions and the surrounding healthy skin is often smooth and ill-defined. Indeed, most skin lesions possess fuzzy boundaries with slow and extended transition from the dense core region to the surrounding tissues. In the literature, various region-based segmentation methods are applied for the skin lesion detection and the most commonly used technique has been color and grayscale thresholding 18]. However, the majority of these methods are unable to define the criterion to precisely separate pigmented lesion from the surrounding healthy skin.
To accomplish detection of the skin lesion, we used our automated approach of segmentation, introduced in 34]. It consisted of performing a region growing algorithm after the preliminary step, which is based on fuzzy sets. This preliminary step allows generation of a fuzzy image which is based on gray level mapping into a fuzzy plane, using a membership transformation function. The goal is to generate an image of higher contrast than the input image (the first principal component of the median filtered dermatoscopic image) by giving a larger weight to the gray levels that are closer to the lesion representative gray level than to those that are farther from the lesion representative gray level.
In fact, after a succession of intensity histogram equalizations, we obtained a bimodal curve characterized by two peaks p 1 and p 2 and their corresponding gray levels g 1 and g 2 assumed to be representative of the gray levels of the lesion and the surrounding healthy skin. Then, as the lesion is always darker than the surrounding skin, its gray level g L shall be the minimum of g 1 and g 2 . Given the lesion gray level g L , a pixel whose gray level is similar to g L could be assigned a high intensity in the resulting fuzzy image. To perform the enhancement of this fuzzy image an appropriate membership transformation function, that evaluates the similarity between the gray level gl(pix) of the pixel pix being considered and the representative gray level (g L ) of the lesion, may be achieved. This function must be symmetric, it decreases monotonically from 1 to 0 and assigns a membership degree equal to 1 to those pixels that possess the same gray level as the lesion (g L ). We have considered two functions, =1 (eq. 1) and =2 (eq. 2), verifying these properties.
=1(pix)
;1 : (1) =2(pix) = 1 ; β j gl(pix) ; g L j: (2) We deduce that better results are obtained with a normalized combination, = (eq. 3), of these two functions =1 and =2 (Figure 4.) . Finally, the resulting fuzzy matrix could be used as a scale factor to obtain gray levels and display the resulting fuzzy image I f uzzy (eq. 4).
I f uzzy (pix) = =(pix): max p2= gl(p) (4) Value β defines opening of the membership function. For large β the opening is narrow and the function behavior is strict. However, for small β the opening is wide, and the function presents a more permissible behavior ( Figure  5 ., Figure 6 .).
To perform the region growing algorithm, a representative seed pixel must be defined inside the skin lesion. This seed pixel g is defined by the pixel having g L as intensity while being the center of a homogeneous neighborhood V(g) (eq.5). Finally, starting from the determined seed pixel, a classic region growing algorithm 13] is applied on the resulting fuzzy matrix and it permits to define precisely the lesion as a re- gion of interest (ROI). The output of the region growing procedure is the so-called binary plane ( Figure 5 .), i.e. 1-bit image that separates lesion (1) from the healthy surrounding skin (0). The resulting binary image (lesion vs. healthy surrounding skin) is then treated by an algorithm of follow-up applied on the border pixels of the lesion which are characterized by a local maximum of gradient. This allows the definition of a closed boundary relating to the lesion ( Figure  7. ).
jgl(p) ; gl(q)j : (5) where, ξ = fp 2 = =gl(p) = g L g.
Lesion Description Level
The first step of the lesion description level is based on the binary plane defining the skin lesion by a region of interest and on the corresponding boundary of the lesion which is produced by the lesion detection level. This step consists of the extraction of a set of numerical features modeling clinical signs on the lesion malignancy. Then, in order to remove redundant information and to approximate the properties of melanoma recognition, a features subset selection step allows to select a reduced number of features. This step allows to reduce the dimension of the lesion's vector without losing information about the lesion malignancy.
Lesion Features Extraction
The objective of the lesion features extraction step is to quantify clinical signs used by a dermatologist for the melanoma diagnosis by a set of m numerical features. Thus, given its definition by a region of interest (ROI) and by a closed boundary, every lesion will be described by a mdimensional feature vector. The extraction of these features is based on the so-called ABCD rule of dermatoscopy. This rule, originally introduced by Friedman et al. 9] , is a very useful tool in facilitating the malignant melanoma diagnosis. It analyses four clinical characteristics to identify a malignant melanoma. These characteristics are the lesion Asymmetry, the lesion Border irregularity, the Color variation inside the lesion and, finally, the lesion Diameter.
In the literature, many attributes were used to describe characteristics of the lesions malignancy relatively to the ABCD rule. However, as it was always proved 29], a unique attribute is not sufficient to diagnose precisely melanoma cancer. Combination of different criteria is the key to an early detection of malignant melanoma. In this sense, we carried out a study of many significant attributes, according to the surface of the lesion. The means of these parameters per interval of lesions surfaces were calculated on randomly selected images of malignant and benign lesions (Figure 8 ). We deduced an important correlation between most Fig. 8 . Distribution of some attributes relatively to malignant '-' and benign ' ; ' lesions.
of the attributes and the melanoma diagnosis. The two types of lesions differ slightly in their characteristics relatively to these attributes. For example, consider the color homogeneity attribute (Figure 8.a.) . The value of this attribute is normally more elevated for the benign lesions that for the malignant ones. However, it is often possible to encounter malignant lesions of which the value of the color homogeneity attribute is more elevated than the ones recorded with some benign lesions and the same behavior can be deduced with other attributes (Figure  8 .). Thus, we can conclude that it is impossible to separate linearly the two types of lesions using every attribute separately. From there, it is necessary to perform a combination of a set of suitable attributes in order to obtain precise classification of the lesion.
As the next step, we will perform feature selection by choosing to use a relatively large set of possible attributes. After literature overview of the more used attributes to quantify the ABCD rule and after many discussions with trained dermatologists, we selected 14 attributes modeling the lesion malignancy symptoms used by experts in clinical practice. These attributes are 34] 7] the asymmetry index, the lesion diameter, the lengthening index, the compactness index, the mean square error between the image and its reflected version, the fractal dimension, the edge abruptness, the mean and the variance of the gradient magnitude along the lesion boundary, the color homogeneity, the relative chromaticity of the red, green and blue components and finally the index of correlation between geometry and photometry.
Features Subset Selection
The goal of this step is, given the lesions set described by m (m = 14) attributes, to find the minimum number n (n << 14) of relevant attributes which describe the lesions malignancy as well as the original set of attributes do 19]. In fact, there is often a need to minimize the number of attributes actually used for classification, since each used attribute increases the running time of the computer-aided diagnosis system. At the same time, there is a need to achieve high recognition rates. This has led to the development of a solution for finding an "optimal" subset of features from a larger set of possible features. The produced subset of features would achieve high melanoma recognition rates, while at the same time it decreases cost and running time of the computer-aided diagnosis system.
In the literature, two main categories of features selection are used 32]. The first approach selects features independently of their effect on the classification performance. However, mere evaluation of the discriminatory power of the initial m features individually is not sufficient, but all subsets must be considered to find the best combination 5]. Thus, the second approach, called subset features selection, selects directly a subset of the available m features, without significant decrease of the recognition performance. Several algorithms are used for the realization of the second approach and as the complexity of the algorithm grows exponentially with m 26], it is not possible to derive the optimal performance by exhaustive search and all these algorithms are sub-optimal. Besides, we note that the feature selection process is always followed by a measure of the discriminatory power of subsets given a separability criterion, which measures the discriminatory power of the subset under consideration.
Given the dimension of the desired subset of features, probably the most effective feature selection techniques are the sequential floating search methods (SFSM) 16] 25]. There are two main categories of floating search methods: forward and backward. In the case of sequential floating forward search (SFFS), the algorithm starts with a null feature set and, for each step, the best feature satisfying some criterion function is included with the current feature set. Besides, at every step, the worst feature concerning the criterion is eliminated from the set. Therefore, the SFFS proceeds dynamically, increasing and decreasing the number of features, until the desired set dimension is reached. The backward search (sequential floating backward search: SFBS) works analogously, but starting with the full feature set and performing the search until the desired dimension is reached. These algorithms have been improved, leading to the adaptive floating search methods (AFSM) 31]. The main difference is in the number of desired features that can be determined dynamically. In 4], the authors proved that the performance of AFSM was very similar to the performance of SFSM. However, the AFSM needed much more computing time.
In this work, we perform an automatic subset features selection technique where subsets of the initial set of 14 attributes are investigated in order to derive a combination of a reduced set of pertinent attributes modeling the ABCD rule. To do this, we applied two sequential search techniques: Sequential Floating Forward Selection (SFFS) and Sequential Floating Backward Selection (SFBS). These algorithms use stepwise inclusions and exclusions of features into/from the subset of consideration. As separability criterion, we used the performance of a multi-layer perceptron classifier using the selected features. We performed the SFFS and SFBS techniques with various size of the designed features subset. Our experiments showed that the best performance is recorded with a subset of five features determined by the SFFS technique and the correspondence between the selected features and the clinical criteria is clearly shown (Figure 9 ). 
Decision Level
The final level of our melanoma computeraided diagnosis system is the lesion screening decision, looking for the association between the studied skin lesion and the malignant melanomas class, or the benign lesions class. This level is based on the supplying of the lesion's vector, produced by the previous level, to a multi-layer perceptron classifier. 
where, m j is the mean value of the t samples for the feature j and σ j is the correspondant mean absolute deviation.
The perceptron architecture is formed of only one hidden layer 34], whose number of units is determined manually, by evaluating the classification performance (Table. 1.). The output layer consists of one linear output unit producing a binary result (1 for a malignant lesion and 0 for a benign lesion) which corresponds to the target class. The defined perceptron is trained with supervision, given a training set of dermatoscopic images, using the standard backpropagation algorithm 10]. At the end, we can conclude that the step of features selection with the SFFS technique allows us to reduce the number of features to five. This step allows to reduce considerably the dimension of the lesion's vector without significant loss of information about the lesion malignancy. In fact, the system with only five features permits to obtain a correct classification rate of 77:7% (with true-positive rate of 74:8% and true-negative rate of 80:6%) in a very acceptable CPU time (less than one minute for both steps of feature calculation and of the lesion screening). The recorded correct classification rates are very comparable with the detection rates recorded with 9 features (79:1% of correct classification rate with true-positive rate of 75:1% and true-negative rate of 83:1%) and also with 14 features (82:4% of correct classification rate with true-positive rate of 71:3% and truenegative rate of 93:5%). However, the relative reduction of the number of features describing the lesion malignancy reduces the CPU time of a complete diagnosis of a lesion for about 50% (198 seconds with 14 features vs. 99 seconds with 5 features) and reduces the training time of the multi-layer perceptron for about 65% (3028 seconds with 14 features v.s 1059 seconds with 5 features).
Tests and Results

Conclusion and Future Work
Different sections of this paper proposed solutions to specific problems related to computeraided diagnosis of pigmented skin lesions. Thus, an accelerated system for melanoma diagnosis was presented. In this study, we focus particularly on the important step of feature selection by modeling the clinical signs of lesions malignancy to enable the classification into either benign or malignant lesions class. Indeed, a large set of features was investigated by the application of feature selection techniques. The number of features relevant for classification was optimised and five well-selected features were sufficient to cover the major of discriminatory information about lesions malignancy.
Results on real data proved the effectiveness of the proposed system by recording a good classification rate of 77:7% in a very encouraging computing time.
However, while the lesion detection problem is practically resolved, there is still much to do with regard to the extraction of diagnosis features. For example, we think to use a larger set of features as the input set for the subset feature selection techniques. This will probably permit to deduce more generalized descriptors for the lesion malignancy. Besides, we plan to use the genetic algorithms (GA) techniques for the subset feature selection with larger range of possible dimensions for the subset of features. Genetic algorithms can be used to explore the space of all possible subsets of features, so as to obtain, in the minimum of computing time, a set of features which optimise predicitive accuracy for the melanoma diagnosis.
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