Software Defined Networking (SDN) provides flexibility and programmability for network management by using a layered structure composed of data plane, control plane, and application plane. A key enabling technique for the sustainability of SDN-based network infrastructure is the modeling of power consumed by SDN control planes. However, power modeling of control planes is not extensively investigated yet, and no generic methods have been developed for performance and power comparison of sustainable SDN control planes. In this paper, we propose analytical performance and power models for different network controllers by using queuing theory, and design a generic framework for performance and power evaluation of different sustainable SDN control planes. Extensive simulation results show that the proposed solution can precisely model the power and performance of the concerned SDN control planes such that different control planes can be benchmarked under a general framework, which enables the identification of suitable control planes for various SDN network applications.
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INTRODUCTION
A traditional network device has a control plane that provides information to build a forwarding table. It also includes a data plane with a forwarding table that is used by a network device to make decisions on where incoming frames or packets are to be sent. Both planes jointly support the fundamental operations of networking devices. Software Defined Networking (SDN) [1] is a novel approach that decouples the network control and forwarding functions. It enables the programmability of network control and abstraction of underlying infrastructures for various network services and applications such as the defense of distributed denial-of-service (DDoS) attacks [2] .
The OpenFlow [3] protocol is a fundamental element for building SDN solutions. It is designed based on the concept of flow, and is the most popular protocol for the communication between control plane and data plane in SDN. Each OpenFlow switch has a flow table that conducts packet lookup and forwarding. When a packet arrives at a switch, the packet is first matched against flow entries of flow table. If there is a match, the instruction set included in that flow entry is executed. Otherwise, the packets may be dropped, passed to another table or sent to a controller over the control channel via packet-in messages. If they are sent to a controller, the controller will determine how to process these packets and install forwarding rules in all switches on the routing path of packets.
As the OpenFlow-based network scales up and the number of switches increases, the OpenFlow-based network becomes even more complex, and a single controller cannot effectively manage the entire network. To tackle this problem, various types of control planes are designed in the literature [4] , [5] , [6] , [7] , [8] , [9] . In this paper, as shown in Table 1 , we study control planes of 6 categories: single-threaded single controllers (STSCs) [4] , multithreading single controllers (MTSCs) [5] , cluster controllers (CLUCs) [6] , two categories of flat structures (FSs) [7, [8] and hierarchical structures (HSs) [9] . STSC is a single controller with only one thread and processes only one packet at a time. MTSC is also a single controller but runs multiple threads and processes multiple packets at a time. CLUC is logically a single controller but consists of multiple physical controllers, and has a middle box for connecting the multiple controllers and switches. FS is a distributed control plane with multiple controllers of the same level. It can be further divided from aspects of local and global view. In a local view strategy of flat structure (LVFS), a controller has a local view of the network, while in a global view strategy of flat structure (GVFS), each controller has a global view of the network. HS has two levels of controllers, that is, it has one root controller with multiple leaf controllers.
As an important component of SDN, the control plane of an SDN network device processes a large number of packets. Therefore, the performance of the control plane, which specifically refers to the average time that the control plane takes to process a packet, needs to be evaluated. The performance of the control plane was evaluated via simulations or real-world experiments in the literature [10] , [11] . Tootoonchian et al. [10] presented a single-controller microbenchmark, which is an initial step towards the understanding of performance implications of SDN. Vishwasrao et al. [11] proposed a parallel algorithm for clustering and parallel processing of continuous position-based queries (CPQs). The algorithm can recognize solid clusters in the wireless search space area, and was validated by using simulation experiments. Although it is more reliable and realistic to study the control plane through experiments, experimentbased strategy of performance evaluation requires a prior construction of the concerned control plane, or a comprehensive simulation platform, which is prohibitive and timeconsuming.
Mathematical modeling of control planes is an alternative approach for their performance evaluation. Analytical modeling of single-threaded single control planes has been investigated in [12] , [13] , [14] . Research efforts have also been made to the investigation of flat and hierarchical structures in [15] , [16] , [17] . However, no analytical models have been established for complex control planes such as multithreading single controllers. In addition, no generic evaluation methods have been designed for comparing different types of control planes in terms of performance.
Power consumption is a central research and engineering topic for green SDN networks. It has been shown that control plane [18] and data plane [19] , [20] consume a large amount of power of SDN networks. The control plane serves as the operating system of the SDN network. It is a more crucial part of an SDN network compared to data plane. Thus, the evaluation of power consumption for control planes is a pressing research topic for SDN community [21] , [22] .
To the best of our knowledge, no existing works [22] , [23] , [24] , [25] , [26] , [27] , [28] analytically model the power consumption of SDN control planes excluding STSCs. As a result, it is difficult to find a suitable control plane for a data plane from the point view of power consumption. In this paper, we propose a queueing theoretical framework to jointly model the performance and power consumption of SDN control planes. The proposed approach investigates the modeling of power and performance of various SDN control planes followed by the benchmarking of the concerned SDN control planes under an unified evaluation and comparison framework. The main contributions of this paper are summarized as follows:
We propose analytical models for multithreading controllers and cluster controllers, and improve existing analytical models of flat structures and hierarchical structures. We design a comparison framework for sustainable SDN control planes based on the proposed analytical models. The proposed framework is capable of analyzing and benchmarking both performance and power of sustainable SDN control planes. We conduct extensive simulation experiments to verify the effectiveness of the proposed approach. Our proposed queueing theoretic approach can precisely model the power and performance of the concerned SDN control planes. The rest of this paper is organized as follows. Section 2 overviews preliminary knowledge of this work. Section 3 describes the proposed framework for control plane performance and energy modeling. The effectiveness of the proposed scheme is verified by simulation in Section 4, related works are discussed in Section 5, and concluding remarks are given in Section 6.
PRELIMINARIES
Flow Table Installation
In OpenFlow-based SDN, each switch contains a flow table designed for flow matching. As shown in Fig. 1 , a packet-in event occurs and a new flow is formed when a packet arrives at a switch and no flow entry matches the packet. In this case, the switch sends all packets of the new flow to the controller, which in turn calculates the forwarding path of the packets and installs the corresponding flow table entries in all switches on the path. When a subsequent packet of the same type arrives at the switch, instead of being sent to the controller, it checks the flow table to find its forwarding path.
Data Plane and Control Plane
We consider using a data plane as a common benchmark to compare the 6 types of control planes. Similar to the work in [13] , we use open Jackson network to approximate the data plane in this paper, which leads to a number of subsequent assumptions. We assume that the arrival rate of external packets to any switches follows a Poisson distribution of the probability and all service times are exponentially distributed. All queues of switches adopt the first-come-first-served (FCFS) policy. We also assume that the traffic intensities of all queues, that is, the ratios of the packet arrival rates to the service rates, are less than 1, and the probability of switches forwarding packets to a controller is greater than 0. An SDN network of these characteristics is an open Jackson network [29] . In this paper we aim to present analytical models for OpenFlow-based SDNs with more than one switch in the data plane. The assumed data plane contains C data plane domains, and each domain has S c ðc ¼ 1; 2; . . . ; CÞ switches. The average external packet arrival rate of a switch is subject to the Poisson distribution with parameter c;s ðc ¼ 1; 2; . . . ; C; s ¼ 1; 2; . . . ; S c Þ, where c;s is the average number of external packet arrivals. Let PR fail c;s denote the probability that external packets fail to match the flow table. The service rate of a switch or controller is assumed to be higher than its average packet arrival rate so that the system is maintained in a steady state. As a result, the rate of packets output from the assumed data plane to the control plane is given by X C c¼1 X Sc s¼1 c;s Á PR fail c;s . The 6 types of control planes are assumed to have the same total service rate and total capacity. The total service rate is the sum of the average number of data packets that can be processed per unit time in a control plane, and the total capacity is the total number of packets that the control plane can accommodate. Specifically, assume that control plane LVFS and GVFS have the same number of controllers, which is denoted by C. Each controller in these control planes manages a domain indexed by c ðc ¼ 1; 2; . . . ; CÞ, and each domain contains S c switches. The capacity and service rate of each controller in control plane LVFS and GVFS is assumed to be K and m, respectively. Given these parameters, the total service rate and capacity of control plane LVFS and GVFS are calculated as C Á m and C Á K, respectively. The number of controllers of control plane CLUC is assumed to be C. The capacity and service rate of each controller in CLUC is assumed to be 1 and m, respectively, and the capacity of the middle box, which is introduced to connect multiple controllers and switches in CLUC, is C Á K À C. Thus, the total capacity of controllers and middle box is C Á K. Since there is only one controller in plane STSC and MTSC, the service rate of the controller is given by C Á m and the capacity is given by C Á K. This controller manages C domains of X C c¼1 S c switches. We also assume that the control plane HS has one root controller (RCHS) and C leaf controllers (LCHSs). As a result, the total service rate and capacity of these ðC þ 1Þ controller is C Á m and C Á K, respectively. Fig. 2 illustrates the framework of an SDN network. It consists of a control plane of total service rate C Á m and the capacity C Á K, and a data plane of X C c¼1 S c switches. The control plane is composed of a set of controllers and communication links between controllers. For the case of control plane CLUC, it is logically a single controller but consists of multiple physical controllers, and has a middle box for connecting the multiple controllers and switches.
Power Consumption Model
The power consumption of a controller consisting of two major components is given by [30] P ¼ P stat þ P dyn ;
where P stat is the static power consumption and P dyn is the dynamic power consumption. The static power consumption P stat mainly depends on CMOS technology, and is assumed to be a constant determined by hardware. The dynamic power consumption, denoted by P dyn , can be expressed as
x Sðr x Þð0 < g 1Þ;
where m x is the service rate of the forwarding engine, N x is a constant determined by hardware and g is a parameter in the range of ð0 < g 1Þ. The Sðr x Þ in the above equation is defined as
where x denotes the packet arrival rate and a is a constant. The power consumption of a controller turns out to be
The power consumption given in Equation (4) is derived by using queueing models, and can be utilized to model the power of different types of control planes. However, the Equation (4) only applies to a single-threaded controller, thus, we convert the multithreading single controller and cluster controller to single-threaded single controller in Section 3.1. In this way, the power consumption of various control planes can be derived by using this power model.
PROPOSED FRAMEWORK FOR CONTROL PLANE PERFORMANCE AND ENERGY MODELING
In this section, we first present the proposed queueing theoretic modeling framework, then detail the modeling of different types of control planes. Table 1 and definitions of main notations are given in Table 2 . As shown in Fig. 3 , we first set up these control planes so that they have the same data plane, the total service rate and capacity. Then we propose analytical models for single thread single controller (STSC), multithreading single controller (MTSC) and cluster controller (CLUC), after which, the control plane of flat and hierarchical structure is modeled. Finally, we compare these control planes in terms of average processing time and power consumption.
As far as we know, no analytical modeling for multithreading single controller and cluster controller has been conducted in the literature. In this paper, we analytically model the performance of these two types of control planes. We also improve the performance model of control planes of local view strategy and hierarchical structure. In particular, this is the first attempt to analytically model the power consumption of the 6 types of control planes in addition to their performance.
Modeling Single-Threaded Single Controller (STSC)
The single-threaded single controller (STSC) is the simplest control plane structure with only one controller. The capacity of the controller is C Á K, where C is the number of data plane domains and K is the capacity of a controller of flat structure.
Since the average packet arrival rate is subject to Poisson distribution and the service time follows exponential distribution, the controller can be modeled as a M=M=1=C Á K queue, where the first M indicates that the average packet arrival rate is subject to Poisson distribution and the second M shows that the service time of STSC follows exponential distribution. The queue has one controller, the capacity of which is given by C Á K. The average packet arrival rate stsc of STSC is given by
where c;s is the average external packet arrival rate of switch ðc; sÞ, PR fail c;s is the probability of external packets that mismatch the flow table entries and S c is the number of switches of domain c. The service rate is given by m stsc ¼ C Á m, where m is the service rate of a controller of flat structure. Therefore, the traffic intensity r stsc of STSC is given by 
According to queueing theory [31] , the steady-state distribution of the controller is
Then we obtain the packet loss rate PR loss stsc of STSC
Hence, the mean total number L stsc of packets of STSC is
Using Little's Law, we get the average processing time W sÀstsc of a packet of STSC, which is given by
The Little's Law is the queueing approach where the average processing time equals the ratio of the average number of packets in the queue to the average packet arrival rate [31] . According to Equation (4), the power consumption P tÀstsc of STSC is expressed as
where N stsc denotes the constant determined by the hardware of the STSC controller, and P statÀstsc incidates the static power consumption of the control plane.
Modeling Multithreading Single Controller (MTSC)
A multithreading single controller (MTSC) simultaneously runs multiple threads to calculate routing paths of packets. It can be modeled by using M=M r =1=C Á K queue, indicting that the service time of the MTSC controller is subject to exponential distribution and the MTSC controller processes rð1 r C Á K À 1Þ packets per service. C is the number of data plane domains, K is the capacity of a controller of flat structure, and C Á K is the capacity of the MTSC controller. Packets will not be processed until the number of packets in the MTSC controller reaches r. Before analyzing the M=M r =1=C Á K queue, we consider M=M r =1=1. The average packet arrival rate mtsc of the queue is given by
and its service rate is m mtsc ¼ C Á m, where c;s is the average external packet arrival rate of switch ðc; sÞ, PR fail c;s is the probability of external packets that mismatch flow table entries, S c is the number of switches of domain c and m is the service rate of a controller of flat structure. Given these, the traffic intensity r mtsc of MTSC is given by
According to queueing theory [31] , the steady-state distribution of the number of packets in the controller is
where u 0 is the unique solution of Equation (11) that is greater than 1. The equation is given by
and u 0 is given by
The value of u 0 is determined by variable r. For each value of r, u 0 has a unique value corresponding to it. Thus, u 0 ðrÞ is a sequence of r. Substituting u 0 in (11), Equation (11) becomes equivalent to Equation (12) . As r approaches þ1, u 0 ðrÞ approximates to 1 þ 1
u 0 ðrÞ is a monotonic increasing sequence with limit of 1 þ 1 r mtsc . Considering the fact that u 0 ð1Þ ¼ 1 r mtsc , we can get the minimum and supremum of the sequence. We then extend the definition domain of u 0 ðrÞ to ½1; þ1Þ, such that u 0 ðrÞ becomes a continuous function. According to intermediate value theorem, each item of the sequence can be expressed as
For simplicity, we take " ¼ 1 2 . Therefore, the value of u 0 is 1 2 þ 1 r mtsc and the value of r 0 is log u 0 2 r mtsc . We take these values to represent the average number of packets processed by each controller in a batch.
Next we analyze the M=M r =1=C Á K model. When the upper bound on k is C Á K, according to queueing theory [31] , the steady-state distribution of the number of packets in the controller is
Thus, the mean total number L sÀmtsc of packets of MTSC is
Using Little's Law [31] , the average processing time W sÀmtsc of a packet of MTSC is calculated as
MTSC controller has r 0 synchronous processors and a queue, and a processor can be approximated by a singlethreaded controller. Consequently, using Equation (4), the total power consumption (P tÀmtsc ) of MTSC is calculated as
where N mtsc denotes the hardware dependent constant and P statÀmtsc indicates the static power consumption of each thread of the control plane MTSC.
Modeling Cluster Controller (CLUC)
The cluster controller is logically a centralized cluster but physically consists of multiple controllers. In this structure [6] , incoming packets first converge and queue in the middle box such as a load balancer, then are forwarded to idle controllers. A controller in the cluster has no queue. When one or more controllers in the cluster are idle, the first packet dequeues for one of idle controllers. Otherwise, no controllers are idle and all packets queue in the load balancer. Thus we adopt a M=M=C=C Á K queue to model the system that includes a load balancer and multiple controllers, where C represents the number of controllers and C Á K gives the capacity of the control plane.
Given the number C of CLUC controllers in a cluster, the average packet arrival rate cluc of the cluster is represented by
where c;s is the average external packet arrival rate of a switch ðc; sÞ, PR fail c;s is the probability of external packets mismatching flow table entries and S c is the number of switches of domain c. The service rate of the control plane is m cluc ¼ C Á m and the capacity of middle box is C Á K, where m and K is the service rate and capacity of a controller of flat structure, respectively. The traffic intensity r cluc of CLUC is thus given by
According to queueing theory [31] , the steady-state distribution of the number of packets in the middle box is
(18) Since P CÁK k¼0 p k = 1, p 0 is given by
Then we obtain the packet loss rate PR loss cluc of CLUC
and the mean total number L sÀcluc of packets in the control plane
Using Little's Law [31] , the average processing time W sÀcluc of a packet of CLUC control plane is given by
CLUC control plane has multiple mutually independent controllers that share a queue. We regard the CLUC control plane as multiple STSCs, calculate the sum of their power consumptions, and take it as the total power consumption P tÀcluc of CLUC, that is
where N cluc and P statÀcluc is the hardware-dependent constant and the static power consumption of a controller of CLUC control plane, respectively.
Modeling Flat Structure
Flat structures have two strategies: local view strategy (LVFS) and global view strategy (GVFS). At the LVFS control plane, controllers communicate with each other and generate packets, which are different from those forwarded by data plane. On the contrary, GVFS control plane does not generate packets.
Local View Strategy of Flat Structure (LVFS). Under the LVFS control strategy, each controller is modeled as a M=M=1=K queue, where K represents the capacity of each controller. Each controller has only local information and can only process local flows. When a global flow is forwarded to a controller, the controller will split it into a local flow and a global flow, which is forwarded to one of its neighboring controllers [17] . When the global flow arrives at the neighboring controller, the controller also splits the global flow into new local and global flows. This process repeats until no global flows remain. If the average hops between controllers is d, the original global flow will eventually produce d þ 1 local flows. Because the topology of controllers is unknown, for the sake of simplicity, we take d ¼ Cþ1 6 , which is half of the average number of hops in the linear topology. The linear topology is the topology with the longest average hop counts.
Assume that the probabilities of sending packets between switches are equal, then we can get the probabilities of whether an external flow is global or not. Let PR glb c be the probability that a new flow arriving at domain c is global and PR nglb c be the probability that the flow is local. Then the two probabilities are calculated as
where A denotes the number of permutation, C is the number of controllers, S c is the number of switches of domain c, and CecpðcÞ ¼ X C m¼1;m6 ¼c S m . When a new packet arrives at a switch, if the packet belongs to a global flow, it will be forwarded to one or several controllers. The probability that a packet arriving at a switch belongs to a global flow is PR glb c , and the probability that a packet does not belongs to a global flow is PR nglb c . Thus, when a new packet arrives at a switch, the mean total number of packets all controllers will generate is
Given these, the average packet arrival rate lvfsÀc of each controller in this structure is calculated as Using Little's Law [31] , we obtain the processing time W sÀlvfs of a packet and the mean total number L sÀlvfs of packets of LVFS control plane, that is
W sÀlvfs ¼ L sÀlvfs P C c¼1 lvfsÀc Á ð1 À PR loss lvfsÀc Þ ;
where C is the number of controllers, which is equal to the number of data plane domains, and K is the capacity of each controller in this structure. Thus, the power consumption P tÀlvfs of the control plane is calculated as
where N lvfs and P lvfs denotes the hardware-dependent constant and the static power consumption of a LVFS controller, respectively. Global View Strategy of Flat Structure. In GVFS strategy, each controller has global information and does not need to split any global flows. Similar to LVFS, a GVFS controller is also modeled by using M=M=1=K queue, where K represents the capacity of the controller. Under global view strategy, the average packet arrival rate gvfsÀc of the controller c is Using Little's Law [31] , we derive the average processing time W sÀgvfsÀc of a packet and the mean total number L sÀgvfsÀc of packets of GVFS as follows:
where C is the number of controllers and K is the capacity of each controller in this structure. Given these, the power consumption P tÀgvfs of controllers of this structure is derived as
where N gvfs and P gvfs denotes the hardware-dependent constant and the static power consumption of a controller of GVFS, respectively.
Modeling Hierarchical Structure
The hierarchical structure can be classified into root controller of hierarchical structure (RCHS) and leaf controller of hierarchical structure (LCHS). The RCHS is modeled as M=M=1= CÁK 2 queue [31] and the LCHS is modeled as C M=M=1= K 2 queue. LCHS controller cannot process global flows. When a global flow arrives, it is first forwarded to the RCHS controller, then is forwarded to relevant LCHS controllers for processing. Under LVFS control strategy, the arrival rates of RCHS ( lchsÀc ) and LCHS ( rchs ) are given by
where c;s is the average external packet arrival rate of switch ðc; sÞ, d is average hops between controllers, PR f ail c;s is the probability of external packets mismatching flow table entries of switch ðc; sÞ, S c is the number of switches the leaf controller c manages and PR glb c indicates the probability that a new flow is a global flow. Then we derive service intensities of LCHS (r lchs ) and RCHS controllers (r rchs ), that is Using Little's Law [31] , we obtain the mean total number L sÀlchsÀc of packets and average processing time W sÀlchsÀc of a packet of a LCHS controller as follows:
where PR loss lchsÀc is the packet loss rate of a controller of the LCHS control plane and K is the capacity of a controller of flat structure.
Furthermore, we obtain the mean total number L sÀrchs of packets and average processing time W sÀrchs of a packet of a LCHS controller as follows:
(38) where PR loss rchs is the packet loss rate of the rchs controller. Subsequently, we derive the mean total number L sÀhs of packets and average processing time W sÀhs of a packet of HS control plane as follows:
The power consumption P tÀhs of the HS control plane is thus calculated as
where N lchs denotes the hardware-dependent constant of a leaf controller, N rchs denotes that of the root controller, P statÀlchs is the static power consumption of a leaf controller, and P statÀrchs is that of the root controller.
SIMULATION-BASED EVALUATION
In this section, we present simulation results for 6 control planes including single-threaded single controllers (STSCs), multithreading single controllers (MTSCs), cluster controllers (CLUCs), local strategy of flat structures (LVFSs), global strategy of flat structures (GVFSs) and hierarchical structures (HSs). We compare the processing time and power consumption of these control planes by assuming a common data plane, the same total capacity and service rate. The total capacity is the total number of packets that a control plane can accommodate, and the total service rate is the sum of the average number of packets that can be processed by controllers per unit time. To conduct a fair comparison of the 6 control planes, we use the same number for packets each controller of LVFS, GVFS, CLUC, and HS structure needs to process. In other words, the number of switches per domain of the data plane is equal, the packet arrival rate of each switch is equal, and the probability of external packets mismatching flow table entries of each switch is also equal in the simulation. Specifically, we set
We use Simulink of MATLAB to simulate the process of packets queueing and subsequent processing in controllers, and obtain the simulation results of packet processing time. Simulink defines how each control plane processes packets. It also initializes the number of controllers, the packet arrival rate, and the capacity and service rate of controllers. Once these parameters are determined, simulation is conducted, and simulation results of packet processing time are compared with analytical results of the 6 types of control planes. We use NS-3 [32] to simulate the power consumption of the 6 types of control planes. NS-3 provides controller and power consumption modules compatible with OpenFlow protocol. As a node in the network, the controller uses the power consumption module to simulate the power consumed by the controller under different traffic intensities. In NS-3, we first define the number of controllers, the average packet arrival rate, and the capacity and service rate of each controller. After these parameters are determined, the power consumption of each controller can be obtained by running NS-3. The power consumption of a control plane is the sum of power consumptions of all controllers in the control plane.
The 6 control planes are also analytically compared with respect to processing time and power consumption. Two aspects are considered. We first study how processing time and power consumption of control planes change with the average packet arrival rate of a switch, we then investigate how processing time and power consumption vary with the number of data plane domains C. Note that C is the key characteristic that defines a data plane. We varies the value of C such that the 6 control planes can be benchmarked under different data planes. Table 3 shows the parameters used in the experiment. The probability that external packets mismatching flow table entries is PR 1 = 0.04 [16] . The typical maximal capacity of control plane STSC and MTSC is C Á K = 512 [33] . Considering the fact that the maximum number of data plane domains is C ¼ 20, the capacity of a controller of flat structure is thus calculated as K ¼ 26. The number of switches that a controller can support depends on the SDN use cases that are being supported. In our simulation settings, the number of switches of each data plane domain is set to 3, that is, S ¼ 3. This is in fact an empirical value obtained in experiments and is widely used in the literature [34] . Similarly, the typical value of service rate of a controller of control plane CLUC, GVFS and LVFS is 2, that is, m ¼ 2 (packets/ms) [12] . Thus the probabilities that a global flow arrives at all domains are equal. As a result, the probability that a new flow arriving at domain c is global can be derived according to Equation (24) . The probability is denoted by PR glb c and is given by
Simulation Settings
In local view strategy (LVFS) and the hierarchical structure (HS), controllers communicate with each other and generate additional packets. Since each queueing system maintains a steady state, for LVFS and HS structures, the traffic intensity of a controller in the LVFS is also less than 1 (i.e., r lvfs < 1), the traffic intensity of each leaf controller in the HS is less than 1 (i.e., r lchs < 1). We then derive the range of in packets/ms
Similarly, for control plane STSC, MTSC, CLUC, and GVFS, the (packets/ms) is less than m PR 1 ÁS . Similar to the work in [34] , we use the exponential power model to estimate the power consumption of control planes, and set the exponent a ¼ 2, where a is a constant in Equation (4), which is re-written as below
We assume 90-65 nm technology for processors of the 6 different types of control planes. Since the static power consumption accounts for about 42-50 percent of the total power in 90-65 nm processors [30] , the ratio of static power consumption to the total power consumption is given by
where P statÀx denotes the static power consumption of the controller x, N x denotes the hardware-dependent constant of the controller, x denotes the average packet arrival rate of the controller, m x denotes the service rate of the controller, and h falls in the range of ½0:42; 0:50. Considering the fact that dynamic power is maximized when x ¼ m x , that is, the static power approximately accounts for 42 percent of the total power in this case, the total power consumption is then estimated and given by
Since control planes are assumed to adopt the same technology, their hardware dependent constants are equal to each other, that is,
For the sake of easy presentation, we normalize the 6 constants with respect to N 0 , then the power consumption of control plane P tÀx is calculated as 
Performance Comparison and Analysis
The Figs. 4, 5, 6 and 7 give the processing time of different control planes. The solid lines represent the processing time derived using analytical equations, while the dashed lines (X-SIM in legends) indicate the processing time obtained using Simulink simulator. The proposed modeling is based on queuing theory and is verified by simulations. The 95 percent confidence interval is given for the simulation results. It can be seen from Fig. 4 that the average processing time of control planes increase as increases. The average processing time of the hierarchical structure (HS) is far greater than that of other 5 control planes. This is because the leaf controllers in the HS structure need to handle at least 2 times the packets the controllers of GVFS and LVFS structures need to process while it has only half the service rate of these controllers. Moreover, packets in the HS structure may be processed by leaf controllers multiple times. For example, when a global packet arrives at a leaf controller (i.e., local controller), the leaf controller cannot process the packet, hence needs to send the packet to the root controller, which in turn sends the packet to relevant leaf controllers. This process incurs significant amount of time overheads. In addition to this, due to higher packet arrival rate, the processing time of the local view strategy of flat structure (HS) is always longer than that of control plane GVFS and LVFS. The processing time of control plane GVFS and LVFS are almost constant, since the range of their packet input rates is small. Fig. 5 demonstrates the difference in the averagte processing time of control plane STSC, MTSC, CLUC and GVFS.
The processing time of the global view strategy of flat structure (GVFS) is the longest in the 4 control planes. In addition, when increases, the processing time of CLUC controller is close to the processing time of the STSC controller. This is because the number of idle controllers in the CLUC structure decreases. It can also be seen from the figure that MTSC controller spends the minimal time when processing a packet.
As shown in Fig. 6 , when C increases, the average processing time of HS and LVFS structure increases. As compared to processing time of other control planes, the processing time of HS is longer due to the increased number of global packets generated by the HS structure. As shown in Fig. 7 , regardless of what value C takes, the average processing time of GVFS is constant. This is because when C changes, the parameters of each controller remain unchanged. However, the processing time of control plane STSC, MTSC and CLUC decreases. The average processing time of CLUC is longer than that of STSC, which is in turn longer than that of MTSC.
Power Consumption Comparison and Analysis
The Figs. 8, 9, 10 and 11 give the power consumptions of different control planes. The solid lines represent the power consumption derived using analytical equations, while the dashed lines (X-SIM in legends) indicate the power consumptions obtained using NS-3 simulator. It can be seen from these figures that the analytical results generated using the proposed models are consistent with the simulation results produced by NS-3. The 95 percent confidence intervals are used in the comparison. We then compare the power consumptions of different control planes. Fig. 8 shows the impact of average packet arrival rate on power consumption of control planes. It can be seen from Fig. 8 that the power consumptions of the 6 control planes increase with , and the MTSC control planes consumes the most power as compared to other control planes. This is because MTSC has more than one processors. It can also be seen from Fig. 8 that the power consumption of the HS control plane increases faster than that of CLUC, GVFS, LVFS, and STSC. The reason is that inter-controller communication overhead increases with the increase of C. Fig. 9 shows that the power consumptions of control plane STSC, MTSC, CLUC and GVFS increase with . Since these 4 control planes have the same traffic intensity while MTSC has a higher service rate, MTSC consumes the most power. CLUC and GVFS consume approximately the same power since they have the same traffic intensity and service rate. Finally, STSC consumes slightly more power as compared to CLUC and GVFS as C increases. Fig. 10 illustrates changes of power consumptions as C increases. It can be seen that power consumptions of all control planes increase with C. Since the inter-controller communication overhead increases with the increase of C, the power consumption of HS control planes increases faster than that of MTSC, STST, CLUC, GVFS and LVFS control plane. The power consumptions of the CLUC, GVFS and LVFS are close to each other when ¼ 0:32=ms. This is because CLUC, GVFS and LVFS have the same service rate, and GVFS has near zero inter-controller communication overheads. As shown in Fig. 11 , the power consumption of MTSC is higher than that of STSC, CLUC and GVFS, and the differences between MTSC and STSC grow as increases. This is because MTSC has higher dynamic power consumption when increases.
RELATED WORKS
Extensive research efforts have been made to the investigation of analytical modeling of control planes for their performance evaluation. Queueing theory is a popular approach to modeling different types of control planes. As for STSC control plane, Goto et al. [12] developed a queueing model of an OpenFlow-based SDN that takes into account the processing of packets arriving at a switch. Miao et al. [13] presented a new analytical model to investigate the performance of SDN. A priority queue system has been adopted to model the SDN data plane to capture the multiqueue nature of forwarding devices. Yao et al. [14] modeled the flow setup requests from switches to a controller as a batch arrival process M k =M=1. The controller performance is analyzed and the average flow service time is derived by using queuing theory. However, these works are not suited to the performance modeling of multi-controller structures.
As the OpenFlow-based network scales up, a single controller cannot effectively manage the entire network, thus, multi-controller models also have been studied in the literature [15] , [16] , [17] by using the queueing theory. Fu et al. [15] presented a flexible dormant multi-controller model. However, the model is only applicable to the particular dormant multi-controller. Wang et al. [16] modeled the controller of hierarchical structure and analyzed the controller's performance. Hu et al. [17] proposed a metric of scalability for SDN control planes, and studied performance of 4 types of SDN control planes including STSC, LVFS, GVFS and HS. However, the above two works ignore the probability that the arrival flow is directly processed by leaf controller of hierarchical structure. In addition, power consumption is not considered in these performance analytical models and performance benchmarking among different types of control planes is also not investigated.
The problem of modeling the power consumption of SDN control planes deployed in data centers has been investigated from different perspectives in the literature [22] , [23] , [24] , [25] , [26] , [27] , [28] . Carlinet et al. [22] presented a mixed integer linear programming formulation to compute the optimal requests assignment to data centers and demonstrated how SDN allows saving energy in a network of data centers. Kuap et al. [23] introduced a power measurement framework and developed a plugin for the Floodlight OpenFlow controller, and derived a power model that allows for an estimation of the power consumption. However, the model only captures the power consumption of network configuration and network traffic. Faraci et al. [24] defined an analytical model to evaluate performance of a green SDN and network function virtualization node. However, the model is only applicable to this particular node. Celenlioglu et al. [25] proposed an energy-aware routing and resource management model for Multi-Protocol Label Switching (MPLS) networks using SDN based approach, however, this model can only be used in pre-established multi-paths (PMPs) strategy. Kaidan et al. [26] developed a model to determine the cost of electricity between any nodes that will enable SDN controller to find the most power efficient route. The suggested approach can reduce the energy consumption of telecommunication networks. Kaup et al. [27] modeled the power consumption of an OpenFlow-based hardware switch (NEC PF 5240) and an Open vSwitch, however, the power consumption of control planes is not considered in this work. The work in [28] introduced R-Sync, a powerful time synchronization scheme for Industrial Internet of Things (IIoT). Compared to the existing time synchronization algorithms, R-Sync synchronizes all nodes for better performance in terms of accuracy and power consumption. However, it does not model the power consumption of SDN control planes. All the above analytical models lack a comprehensive consideration of both performance and power consumption of control planes. In addition, no evaluation framework is established for a fair and fast benchmarking of different types of control planes in terms of performance and power consumption.
CONCLUSION
In this paper, we propose analytical performance and power models for sustainable SDN control planes including STSC, MTSC, CLUC, LVFS, GVFS, and HS, and design a generic framework for performance and power evaluation of these control planes. The proposed modeling framework is validated with respect to the processing time and power consumption of SDN control planes. Extensive simulation results show that the proposed solution can precisely model the power and performance of the concerned SDN control planes, and the proposed framework can efficiently benchmark different SDN control planes. Of the concerned control planes, the MTSC controller consumes the most power of up to 2 17 units and STSC controller incurs the least processing time of 0.1 ms when the number of data domains is 8. This approach is in particular useful to identify suitable control planes for various sustainable SDN network applications. As a part of future work, this work can be extended to model the power consumption and precessing time of new control planes.
