INTRODUCTION
============

Performance of cognitive tasks requires reallocation of resources within and among cortical networks ([@R1]). Understanding the molecular mechanisms that govern such network dynamics is a longstanding goal of cognitive neuroscience. A well-studied example is the modulatory role of prefrontal dopamine signaling in working memory, a key component of executive function. Stimulation of prefrontal dopamine D~1~ receptors facilitates working memory by potentiating responsiveness of pyramidal neurons to task-relevant stimuli and suppressing response to extraneous ones ([@R2]--[@R7]). These processes may contribute to activation of the dorsolateral prefrontal cortex (dlPFC), which is a key node in the frontoparietal control network (FPCN), during functional magnetic resonance imaging (fMRI) studies of working memory performance ([@R8], [@R9]). Cortical (specifically, dlPFC) D~1~ density ([@R10]) and dopamine release ([@R11]) have previously been related to activation in frontoparietal regions during working memory in sequential positron emission tomography (PET) and fMRI scans.

As with other cognitive tasks, working memory is also associated with deactivation of the default network (DN), which manages internal (and, hence, task-irrelevant) stimuli. Key DN nodes include medial prefrontal cortex (mPFC) and posterior cingulate cortex (pCing), which are regions that receive dense D~1~ innervation through mesocorticolimbic projections ([@R12]), demonstrate robust coupling to the ventral tegmental area with resting-state fMRI ([@R13]), and exhibit enhanced deactivation following administration of a D~1~/D~2~ agonist ([@R14]).

Dopamine, thus, appears well positioned to modulate cortical networks that either dampen extraneous stimuli or amplify relevant ones, analogous to its roles in prefrontal microcircuits. Furthermore, indirect evidence suggests that dopamine may exert a unified, higher-order coordination of task-relevant and task-irrelevant networks. fMRI studies of catecholamine-releasing drugs ([@R15]), dopamine antagonists ([@R16]), and common polymorphisms in genes that regulate dopamine signaling ([@R17], [@R18]) have implicated dopamine in the decoupling of FPCN and DN during working memory. However, mechanistic links between dopamine's modulatory effects on cellular physiology and working memory--associated network changes remain obscure. This partially reflects a longstanding technical limitation---that is, the inability to simultaneously measure indices of dopamine signaling and network function---but more fundamentally reflects a limited understanding of how dopaminergic projections map anatomically and functionally to cortical networks.

We used a novel PET-MRI platform ([@R19]) to study the distribution of cortical D~1~ receptor binding potential (density) across network territories and to evaluate the relationship between D~1~ signaling and functional connectivity (FC; coupling) of working memory--related networks.

RESULTS
=======

Uncoupling of cortical networks during working memory
-----------------------------------------------------

To define connectivity endpoints for the PET-MRI analysis, we first studied 100 healthy individuals using conventional fMRI. Immediately following a resting-state fMRI sequence, participants underwent task-based fMRI while performing a version of the Sternberg Item Recognition Paradigm (SIRP). Participants viewed one, three, five, or seven items (consonants) and then responded to a series of probes, indicating whether the presented letter was, or was not, a member of the memorized set (fig. S1 and table S1). Item load (that is, the number of memorized consonants) was linearly related to activation in dlPFC, intraparietal sulcus (iPS), anterior insula, and dorsal anterior cingulate ([Fig. 1A](#F1){ref-type="fig"}). These regions overlap robustly and specifically with FPCN ([Fig. 1B](#F1){ref-type="fig"}), as previously defined using resting-state fMRI data in 1000 non-overlapping individuals ([@R20]). Item load was also linearly related to deactivation in the mPFC, pCing, and inferior parietal lobule, which are regions that correspond to DN.

![Working memory reflects changes in cortical network dynamics.\
(**A**) Working memory performance robustly activates "task-positive" regions, including dlPFC (peaks at points A and C) and iPS (points B and D), and deactivates "task-negative" regions, including mPFC (points E and G) and pCing (points F and H). Maps are thresholded at the false discovery rate (FDR) (*q* = 0.05). (**B**) Activated regions correspond closely with FPCN, as previously defined ([@R20]) using resting-state data from 1000 healthy individuals (orange network), whereas deactivated regions fall largely within DN (red network). (**C**) Correlations of blood oxygen level--dependent (BOLD) signal time courses between seed pairs (for example, A→B represents left dlPFC to left iPS) indicates robust decoupling of FPCN and DN as subjects shift from rest to task condition (main effect of condition: *F* = 55.7, *P* = 3.7 × 10^−11^; main effect of within-/between-network: *F* = 876, *P* = 2.3 × 10^−50^; condition × within-/between-network interaction: *F* = 56.3, *P* = 3.0 × 10^−11^). (**D**) A similar pattern is seen using average BOLD signal time courses within FPCN ($\overline{\text{AB}}$ and $\overline{\text{CD}}$) and DN ($\overline{\text{EF}}$ and $\overline{\text{GH}}$) (main effect of condition: *F* = 57.7, *P* = 1.9 × 10^−11^; main effect of within-/between-network: *F* = 928, *P* = 1.8 × 10^−51^; condition × within-/between-network interaction: *F* = 58.8, *P* = 1.4 × 10^−11^). Bars indicate SE.](1501672-F1){#F1}

We then defined eight nodes within FPCN and DN around peak vertices of load-dependent activation or deactivation in the group map (table S2) for analyses of FC. Connectivity of between-network node pairs (that is, FPCN to DN) dropped precipitously as subjects moved from rest to task conditions and changed substantially more than the connectivity of within-network node pairs did (for example, FPCN to FPCN; condition × within-/between-network interaction, *P* \< 10^−10^) ([Fig. 1](#F1){ref-type="fig"}, C and D). Although seeds for connectivity analysis were localized on the basis of the group map of task-related activation, the independence of these measures is indicated by the lack of meaningful correlation between local activation and connectivity (−0.26 \< *R* \< 0.27), either at rest or during the task (table S3).

Distribution of D~1~ receptors among cortical networks
------------------------------------------------------

A non-overlapping sample of 29 healthy individuals underwent simultaneous multimodal imaging with PET-MRI. The PET ligand was \[^11^C\] NNC112, which has high selectivity for striatal D~1~ receptors and has been associated with reliable cortical and subcortical signal in previous studies ([@R21], [@R22]). When considering variability in NNC112 cortical signal across individuals, lower receptor density is usually interpreted as reflecting chronic exposure to higher synaptic dopamine concentrations ([@R23]). Because approximately 20 to 25% of cortical NNC112 signal represents binding to 5HT2a receptors ([@R24]), participants took 2 mg of oral risperidone 90 min before scanning, following previously published methods ([@R25]). Risperidone blocks 5HT2a receptors but has no affinity for D~1~; accordingly, risperidone pretreatment markedly improves the specificity of cortical NNC112 signal for D~1~.

PET data from two subjects were excluded because of early scan termination, leaving 27 subjects with usable PET data sets. As a measure of D~1~ receptor density, we used the binding potential relative to the nondisplaceable compartment (BP[nd]{.smallcaps}) obtained from analysis of the dynamic PET data (see Materials and Methods and fig. S2). We examined variation in D~1~ receptor density across seven cortical networks using the parcellation previously derived by Yeo *et al.* ([@R20]). Mean D~1~ density varied among individuals by approximately fourfold and also among network territories: highest density occurred in DN, followed by other association networks and then by primary sensory/motor networks ([Fig. 2](#F2){ref-type="fig"}, A and B, and table S4A). However, D~1~ densities across networks were tightly correlated; for example, individuals with high density in DN also exhibited high density in FPCN, despite the significant difference in mean density between these networks ([Fig. 2C](#F2){ref-type="fig"} and table S4B). Accordingly, to reduce dimensionality for PET-MRI analyses, a single mean cortical D~1~ density value was calculated for each subject. Mean cortical D~1~ correlated weakly with mean striatal D~1~ (*R* = 0.36, *P* = 0.064) ([Fig. 2](#F2){ref-type="fig"}, D and E), consistent with the findings of Fujiwara *et al.* ([@R26]). Striatal D~1~ correlated inversely with age (*R* = −0.42, *P* = 0.03), consistent with previous reports ([@R27], [@R28]), but cortical D~1~ was unrelated to age in this relatively young sample (*R* = −0.08, *P* = 0.70).

![D~1~ receptor density in cortical networks and striatum.\
(**A**) Group average surface maps indicate mean density of D~1~ receptors across the cortical mantle. (**B**) D~1~ receptor density within seven cortical networks (circles are individual subjects, and bars are mean values), indicating a fourfold difference among individuals. Density within DN was higher than every other network (*P* \< 0.001). (**C**) D~1~ receptor density in DN correlated strongly with every other cortical network. (**D**) Coronal and horizontal views of group average volume map indicate striatal D~1~ density. (**E**) Mean striatal D~1~ density correlated weakly with mean cortical D~1~ density (*R* = 0.36, *P* = 0.064).](1501672-F2){#F2}

Effects of D~1~ receptor density on dynamic network connectivity
----------------------------------------------------------------

Immediately following NNC112 injection and during PET dynamic imaging, subjects underwent a resting-state fMRI scan and then task-based fMRI during SIRP performance (table S5), as in the *n* = 100 sample. fMRI data were excluded from one subject because of unacceptable head motion, leaving *n* = 26 for the PET-MRI analysis. Nodes in FPCN and DN were defined on the basis of peak vertices of activation or deactivation in the group map of working memory load-dependent activation, as before (fig. S3A and table S6). Substantial reductions in connectivity between FPCN and DN were again observed when subjects moved from rest to task conditions (*P* \< 10^−5^) (fig. S3B).

To assess the effects of risperidone administration on working memory and connectivity indices, 17 participants received medication-free conventional fMRI scans either before or after the PET-MRI session using the same MRI magnet (but without the PET insert). Compared to the conventional fMRI scans, working memory accuracy declined slightly and response time increased slightly during the PET-fMRI scan (fig. S4). However, no significant differences between scans were observed for resting- or task state connectivity (fig. S5).

We then determined whether variation in D~1~ density predicted connectivity within and between FPCN and DN ([Fig. 3](#F3){ref-type="fig"} and table S7). Cortical D~1~ was unrelated to connectivity within FPCN or DN during rest or task, but it predicted the degree of between-network decoupling between resting and task states ([Fig. 3](#F3){ref-type="fig"}, A and B). The relationship between cortical D~1~ density and network transitions from resting to task state was further evaluated by correlating D~1~ with task minus rest connectivity, resulting in a pattern similar to the task state analysis. In contrast, striatal D~1~ density showed an inverse correlation with resting-state connectivity within DN (left to right mPFC) ([Fig. 3](#F3){ref-type="fig"}, C and D) but no relationship to FPCN or between-network connectivity. During task performance, striatal D~1~ density correlated positively with connectivity within FPCN (right dlPFC to iPS) ([Fig. 3E](#F3){ref-type="fig"}), consistent with previous work ([@R28]), but it did not predict DN or between-network connectivity. Neither cortical (*R* = 0.07, *P* = .74) nor striatal (*R* = −0.14, *P* = .49) D~1~ density correlated with task accuracy across load conditions, consistent with previous studies of young, healthy individuals ([@R23], [@R29]). Connectivity measures that were correlated significantly with D~1~ density did not correlate significantly with task accuracy across load conditions (−0.31 ≤ *R* ≤ 0.08, *P* \> .10).

![Contributions of cortical and striatal D~1~ density to within- and between-network connectivity underlying working memory.\
(**A**) Correlation matrices indicate the relationship between seed-to-seed (for example, A→B represents left dlPFC to left iPS) or network-to-network (for example, $\left. \overline{\text{AB}}\rightarrow\overline{\text{CD}} \right.$ represents left FPCN to right FPCN) FC and cortical D~1~ density. Between-network correlations are located inside the black lines, and within-network measurements are outside the black lines. (**B**) Lower cortical D~1~ density predicted a greater decline in right FPCN to right DN connectivity between resting and task states. (**C**) Correlations of FC and striatal D~1~ density, as in (A). (**D**) At rest, reduced striatal D~1~ density predicted enhanced connectivity within DN (left mPFC to right mPFC). (**E**) During task, higher striatal D~1~ density predicted stronger connectivity within FPCN (right dlPFC to right iPS). All analyses were adjusted for mean global signal and head motion. \**P* \< .05, FDR-corrected; \*\**P* \< .05, familywise error (FWE)--corrected.](1501672-F3){#F3}

Connectivity markers that showed significant relationships with either cortical or striatal D~1~ density were further evaluated by partialing out effects of striatal or cortical D~1~, respectively; for striatal correlations, effects of age were also partialed out (tables S8 and S9). These analyses demonstrated that cortical D~1~ correlations were neither substantially influenced by effects of striatal D~1~ or vice versa nor was age a confounding factor. As an additional control for network specificity of D~1~ effects, we also evaluated whether D~1~ density influenced coupling to the visual network, which was also differentially engaged between resting and task states (with subjects focusing, respectively, on a central fixation cross versus both central and peripheral targets). No relationship was found between cortical or striatal D~1~ and decoupling of either FPCN or DN to the visual network (table S10).

DISCUSSION
==========

The dynamic interaction of task-negative networks such as DN and task-positive networks such as FPCN is thought to be critical for directing attentional resources away from internal stimuli and toward task engagement. Here, we directly associate crosstalk in working memory--related networks to cortical dopamine signaling in real time through the use of simultaneous PET and MRI scans. The key result is that low cortical D~1~ density predicts stronger decoupling of FPCN and DN during working memory. The present findings also establish that dopaminergic modulation of working memory networks is pathway-specific because we observed divergent effects of D~1~ receptors downstream of mesocorticolimbic versus nigrostriatal projections on within- and between-network interactions.

The observed effects of cortical D~1~ signaling on network-level tuning are reminiscent of its established microcircuit-level effects during working memory ([@R2]--[@R4]). In studies of nonhuman primates, optimal levels of D~1~ receptor stimulation suppress task-irrelevant inputs onto dendritic spines through a variety of mechanisms, including excitation of fast-spiking interneurons ([@R6]) and cyclic AMP (adenosine 5′-monophosphate)--mediated effects on hyperpolarization-activated cyclic nucleotide--gated cation channels ([@R5], [@R7]). These cellular mechanisms potentially underlie D~1~-mediated decoupling of DN and FPCN during working memory. That said, although the present results relate an index of cortical dopamine signaling to network dynamics, understanding the cellular physiology of this relationship requires additional study. Previous work has reported lower cortical D~1~ density among individuals with putatively higher synaptic dopamine availability, such as those who carry the *COMT* 158Met allele ([@R22]). However, whether between-subject variation in D~1~ receptor density reflects a compensatory response to chronic dopamine levels, polymorphisms in the *DRD1* gene ([@R30]), or a balance of these and other factors remains uncertain.

Consistent with previous studies of healthy individuals ([@R23], [@R29]), we did not observe a significant relationship between D~1~ receptor density and working memory performance; variation in performance was also unrelated to network decoupling. Normal variation in D~1~ density and network decoupling thus appears insufficient to influence performance over the range of task difficulty that was tested. This pattern likely reflects the near-ceiling level of performance in most participants (even under the most difficult task conditions) and the normal range of cortical D~1~ receptor density in this young, healthy cohort. However, studies of individuals with cortical D~1~ receptor densities that are higher ([@R23]) or lower ([@R27]) than those in healthy young individuals demonstrate linear relationships between D~1~ receptor variation and performance measures. Similarly, studies that pharmacologically manipulate synaptic dopamine levels have demonstrated an inverted U relationship between cortical dopamine signaling and both local circuit function and working memory performance ([@R31]). It will be important to extend the present approach to study subjects who have a wider range of cortical D~1~ density and to examine effects of acute manipulation of dopamine signaling. This work may determine whether performance deficits reflect effects of abnormal D~1~ density and/or suboptimal synaptic dopamine concentrations on cortical network dynamics.

Following previously published methods ([@R25]), study participants were pretreated with risperidone to block NNC112 signal related to 5HT2a receptors. Whereas risperidone does not bind D~1~ receptors, it is a D~2~ receptor antagonist and may indirectly influence D~1~ signaling through pre- and postsynaptic mechanisms. Notably, following risperidone administration, performance (accuracy and response time) was mildly impaired, but dynamic connectivity patterns were preserved. Whereas this pattern could suggest a dissociation between D~1~ effects on connectivity and performance, it may also be the case that altered performance after risperidone treatment reflected independent mechanisms (most likely its direct antagonism of α2 adrenergic and histaminergic receptors, causing mild drowsiness) ([@R32]).

The present results raise questions about the regulation of D~1~ receptor expression across cortical network territories. We observed a pattern of D~1~ density differences between networks that was consistent across participants (that is, DN \> other association networks \> primary somatosensory networks); however, network D~1~ density means were also interlinked to a surprising degree. These findings intimate both network-specific and cortex-wide mechanisms regulating D~1~ expression. Such complex topographic regulation likely reflects the interplay of specific genes, experience-dependent plasticity ([@R33]), and neurodevelopment ([@R34]). Given the degree of interrelatedness of D~1~ receptor density across the cortex, it is difficult to ascribe regulation of network connectivity to any regionally specific patterns of D~1~ signaling. Regional variation in cortical dopamine release may reflect important functional differences. For example, D~1~ receptors in the mPFC are potentially more likely to process signal from value-oriented dopamine neurons that project preferentially to this region, whereas those in the dlPFC may be more likely to process signal from salience-oriented dopamine neurons ([@R35]). Such functional variation cannot be captured using D~1~ PET ligands, which provide static measures of D~1~ receptor density ([@R36]). Additional PET studies of dopamine synthesis, uptake, and release conducted in conjunction with fMRI could provide complementary mechanistic insights.

In summary, the present findings provide a foundation to explore how local and global changes in dopamine receptor expression scale to influence cortical network dynamics and, ultimately, cognitive performance. Furthermore, although the present study involved healthy individuals with intact working memory performance, this work may inform studies of how regionally specific disruptions in dopamine signaling impact cortical networks in schizophrenia ([@R11]) and other neuropsychiatric conditions characterized by working memory impairment.

MATERIALS AND METHODS
=====================

Study participants
------------------

Participants were healthy adult volunteers recruited through community advertisement. Two cohorts were enrolled: one group for conventional fMRI scans only (*n* = 100; age range, 17 to 34 years; mean age, 24.2 years; 57 females and 43 males; 91 are right-handed) and a second, non-overlapping group for PET-MRI scans (*n* = 29; age range, 20 to 51 years; mean age, 30.6 years; 11 females and 16 males; all are right-handed). Exclusion criteria for both studies included current Axis I psychiatric diagnosis \[assessed through the Structured Clinical Diagnostic Interview for DSM-IV-TR (*Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision)*, nonpatient version\], current use of psychotropic medications, previous history of psychotic symptoms, current pregnancy, significant medical or neurological condition, or contraindication for MRI scanning (metallic implants and claustrophobia). In addition, PET-MRI participants were required to be right-handed, to have a normal physical and laboratory exam, and to have a negative serum pregnancy test on the day of scanning. PET-MRI participants also could not be actively nursing. Study procedures were approved by the Human Research Committee of Partners HealthCare, and all participants provided written informed consent.

Working memory test
-------------------

During the scan, participants underwent a modified version of the SIRP ([@R37]), a working memory test that focuses primarily on online maintenance of information (fig. S1). Repeated administration of the SIRP has not been associated with significant learning effects ([@R38]). E-Prime software was used to present stimuli to participants and to collect their responses. Each test block began with an encoding phase, consisting of presentation of one, three, five, or seven consonants (6 s). Following a brief delay epoch (2 s), subjects were asked to respond to 14 probes (consonants), each presented for 1.1 s and separated by a "jittered" intertrial interval of 0.6 to 2.5 s. Subjects were asked to indicate whether each probe was a target (one of the letters presented during the encoding phase; 50% of probes) or a foil (not presented during encoding; 50% of probes) by pressing the corresponding key on a button box being held in their dominant hand. Subjects underwent three runs of the task, each lasting 7 min 20 s and consisting of eight blocks (two blocks at each load level). Subjects practiced the task before scanning and were required to demonstrate above-chance performance.

MRI acquisition
---------------

Participants in the conventional fMRI sample (*n* = 100) were scanned using a Siemens 3T Skyra magnet and a 32-channel head coil. A high-resolution T1 image (repetition time/echo time/flip angle = 2530 ms/1.92 ms/7°) with an isotropic voxel size of 0.8 × 0.8 × 0.8 mm^3^ was acquired. Next, an interleaved multislice resting-state functional scan was collected using the following scan parameters: repetition time/echo time/flip angle = 1150 ms/30 ms/75°; in-plane resolution = 3 mm × 3 mm; slice thickness = 3 mm. Participants were instructed to keep their eyes open and remain still during the scan. Next, during the working memory task, a functional echo planar imaging (EPI) sequence was used with the following parameters: repetition time/echo time/flip angle = 2 s/30 ms/90°; in-plane resolution = 3.6 mm × 3.6 mm; slice thickness = 4 mm.

Participants in the PET-MRI cohort (*n* = 29) were scanned using a Siemens 3T TIM Trio magnet equipped with a BrainPET insert and a PET-compatible circularly polarized transmit coil/eight-channel receive array coil. Ninety minutes before scanning, participants received 2 mg of oral risperidone to block nonspecific binding of NNC112 to 5HT2a receptors, consistent with previously published methods ([@R25]). A high-resolution T1 image (repetition time/echo time/flip angle = 2200 ms/1.54 ms/7°) with an isotropic voxel size of 1.2 × 1.2 × 1.2 mm^3^ was acquired. Next, a resting-state functional scan was collected using the following scan parameters: repetition time/echo time/flip angle = 3000 ms/30 ms/85°; in-plane resolution = 3 mm × 3 mm; slice thickness = 3 mm. Participants were instructed to keep their eyes open and remain still during the scan. Next, during the working memory task, a functional EPI sequence was used with the following parameters: repetition time/echo time/flip angle = 2 s/30 ms/90°; in-plane resolution = 3.6 mm × 3.6 mm; slice thickness = 3 mm.

Of the 29 PET-MRI participants, 17 also completed an optional second scan on a different day, using the same Siemens 3T TIM Trio magnet and the same scan sequence as the PET-MRI scan. This scan differed from the PET-MRI scan in that (i) participants were not pretreated with risperidone; (ii) the BrainPET insert was not positioned in the magnet; (iii) a standard 12-channel quadrature head coil was used; and (iv) the SIRP task used a different set of stimuli. Of these 17 participants, 11 first received the PET-MRI scan, and 6 first received the conventional fMRI scan.

Anatomical MRI analysis
-----------------------

The T1 anatomical MRIs were analyzed in FreeSurfer (FS) version 5.3 ([surfer.nmr.mgh.harvard.edu](surfer.nmr.mgh.harvard.edu)). FS performs a whole-brain segmentation of the T1 image including subcortical structures, such as hippocampus, amygdala, putamen, pallidum, caudate, nucleus accumbens, ventricles, and white matter ([@R39]). In addition, FS creates a mesh model of the cortical surfaces ([@R40], [@R41]) as well as gyral labeling of cortex ([@R42]). FS also provides surface-based intersubject analysis ([@R43]). The FS anatomical analysis provided a substrate upon which the rest of the multimodal analysis is performed.

fMRI analysis
-------------

All fMRI analysis was performed in the FS Functional Analysis Stream. The method was developed in the conventional fMRI cohort (*n* = 100) and then repeated in the PET-MRI cohort (*n* = 29). The fMRI analysis was divided into two parts. In the first part, the task-based data were analyzed to provide seed points for the individual analysis. In the second part, fMRI waveforms were extracted from the seeds; connectivity was quantified as the correlation coefficient between the waveforms. For the task-based analysis, the fMRI was motion-corrected, registered to the anatomical image ([@R44]), and resampled to the cortical surface where it was surface-smoothed by 5 mm ([@R45]). Runs where net head displacement was ≥0.1 mm per repetition time (TR; averaged over all volumes) were excluded; one subject in the PET-MRI cohort was excluded because the net head displacement was ≥0.1 mm per TR for all three working memory (SIRP) runs, leaving 28 subjects with usable task-based fMRI data (two of whom were subsequently excluded from the PET-MRI analysis because of premature PET scan termination). Time series analysis focused on blocks of the probe response phase, during which participants mentally scanned the memorized set, determined whether the letter probe belonged to the set, and executed a motor response. The individual time series analysis was performed using a parametric modulation technique in which the linear slope of the probe activation versus working memory load was estimated at each vertex for each subject. At the group level, the group mean slope was tested for a difference from zero at each vertex in the surface-based common space (analogous to Montreal Neurological Institute volume space) to yield the statistical maps shown in [Fig. 1A](#F1){ref-type="fig"} and fig. S3A.

Seed placement
--------------

Peak vertices of working memory load-dependent task activation or deactivation within FPCN and DN were used to localize seeds for FC analysis. FPCN peaks included left dlPFC (seed "A"), left iPS (seed "B"), right dlPFC (seed "C"), and right iPS (seed "D"); and DN peaks included left mPFC (seed "E"), left pCing (seed "F"), right mPFC (seed "G"), and right pCing (seed "H"). For each peak vertex, a seed region was created on the surface by dilating a disc centered on the peak vertex to a radius of approximately 6 mm, using smoothing and binarization that were applied in the same way for each seed. This seed region was then mapped to each individual subject through the surface-based intersubject registration ([@R43]). The region was then mapped to the fMRI space of the individual through the anatomical-functional registration to identify voxels in the fMRI volume that belong to the seed. Thus, seeds represented semi-individualized regions composed of only gray matter. Eight such seeds centered on peak vertices within FPCN and DN from the task-related analysis (tables S2 and S6) were then generated for the connectivity analysis. For the PET-MRI cohort, the process was repeated for four additional seeds within the visual network adapted from the study of Yeo *et al.* ([@R20]), corresponding to left V1p (seed "W"), left V1c (seed "X"), right V1p (seed "Y"), and right V1c (seed "Z"), for control analyses.

FC analysis
-----------

FC analysis was performed in an identical manner for both task and resting-state fMRI. The first of the three task blocks was used for FC analysis because it immediately followed the resting-state scan and facilitated comparisons of resting-to-task state transitions. To further minimize movement-related artifacts, we determined whether any time points exhibited head motion of ≥1.5 mm in any direction. No such time points were found in the *n* = 100 conventional fMRI sample. For the PET-MRI cohort, one subject exhibited motion of ≥1.5 mm during three of the last four time points of their SIRP run; the last four time points were therefore subsequently removed from the analysis. A time series waveform for each seed was generated by averaging the time series of the voxels in the seed from the motion-corrected fMRI volume. For both rest and task runs, pairwise seed-to-seed connectivity for each subject was computed as the Pearson's *R* between the time series of the two seeds. For example, the connectivity of the A→B pair (left dlPFC to left iPS) during the rest scan was determined by calculating the Pearson coefficient for the time series extracted from the "A" and "B" seeds. To better assess connectivity within and between networks, mean time courses were calculated for each subject for the following pairs:

"A" and "B" ("$\overline{\text{AB}}$," corresponding to left FPCN)

"C" and "D" ("$\overline{\text{CD}}$," corresponding to right FPCN)

"E" and "F" ("$\overline{\text{EF}}$," corresponding to left DN)

"G" and "H" ("$\overline{\text{GH}}$," corresponding to right DN)

"W" and "X" ("$\overline{\text{WX}}$," corresponding to left visual network, in PET-MRI scans)

"Y" and "Z" ("$\overline{\text{YZ}}$," corresponding to right visual network, in PET-MRI scans)

Within-network connectivity values (for example, $\left. \overline{\text{AB}}\rightarrow\overline{\text{CD}} \right.$, corresponding to left FPCN to right FPCN) and between-network connectivity values (for example, $\left. \overline{\text{AB}}\rightarrow\overline{\text{EF}} \right.$, corresponding to left FPCN to left DN) were computed by correlating the respective mean network time courses using Pearson's *R*.

Radiotracer synthesis
---------------------

NNC112 was prepared by *N*-methylation of the precursor using \[^11^C\]methyl iodide, analogous to that previously described by Halldin *et al.* ([@R46]). Radiotracer use was approved by the Massachusetts General Hospital Radioactive Drug Research Committee.

PET acquisition, processing, and image reconstruction
-----------------------------------------------------

PET data were acquired using the Siemens BrainPET scanner ([@R47]). This prototype device is a head-only PET insert that fits in the bore of the 3T TIM Trio MRI scanner. The BrainPET detector module consists of a 12 × 12 array of 2.5 × 2.5 × 20--mm^3^ lutetium oxyorthosilicate crystals readout by a 3 × 3 array of magnetic field--insensitive avalanche photodiodes. Emission data were acquired in list-mode format for 90 min following the intravenous administration of 9.59 ± 1.65 mCi (range, 5.07 to 11.96 mCi) of NNC112. For each coincidence event, the line of response joining the two crystals in which the two 511-keV photons were detected was rebinned into sinogram space using nearest neighbor approximation and axial compression (span, 9; maximum ring difference, 67). Each sinogram consisted of 192 angular projections and 256 radial elements. The calculation of random coincidences was performed by sorting the delayed coincidences into delayed single maps, from which the total singles rate as well as the variance reduced randoms were estimated ([@R48]). The sensitivity data were acquired with a plane source scanned in 16 positions (with a 22.5° angular step), 4 hours per position, and the normalization sinogram was derived from these data. The head attenuation map was generated from the MRI data ([@R49]). The scatter coincidence sinogram was obtained using a calculated method based on the single scatter estimation method ([@R50]).

To correct for head motion over the duration of the scan, head motion estimates were derived offline from the MRI data for all of the EPI-based acquisitions. When MRI data were unavailable (for example, for non--EPI-based acquisitions), a PET-based method was used to derive motion estimates with a temporal resolution of 60 s during the first 40 min, and 120 s for the remainder of the scan. The combined motion estimates were used to correct the dynamic PET frames before image reconstruction ([@R51]). For this purpose, the list-mode data set was first divided into frames of variable duration according to the pharmacokinetic protocol (that is, 8 × 10, 3 × 20, 2 × 30, 1 × 60, 1 × 120, 1 × 180, 8 × 300, and 4 × 600 s). Motion correction was subsequently applied separately to each of these frames. The head attenuation and scatter correction sinograms were estimated only in the reference frame. The motion-corrected PET volumes corresponding to each of the frames were reconstructed using the standard Ordinary Poisson Ordered Subset Expectation Maximization three-dimensional (3D) algorithm from motion-corrected prompt and random coincidences, normalization, attenuation, and scatter coincidence sinograms using 16 subsets and six iterations. The implementation has been revisited for improving the speed, allowing a full 3D calculation ([@R52]). The reconstructed volume consisted of 153 slices with 256 × 256 pixels (1.25 × 1.25 × 1.25 mm^3^).

Arterial input function measurement
-----------------------------------

Arterial sampling was successfully performed in 25 of the 27 subjects. For two subjects, arterial canulation was unsuccessful after several efforts. A licensed anesthesiologist placed a catheter in the radial artery proximal to the wrist under local anesthesia, and samples were drawn from an 8-inch extension tube by an experienced research nurse using a vacutainer system into heparinized evacuated blood collection tubes. Samples (2 ml) were drawn by hand every 10 s for the first 3 min postinjection. Subsequently, 6-ml samples were drawn (after a 6-ml discard) at 5, 10, 20, 30, 60, and 90 min postinjection. For NNC112 blood analysis, a 300-μl sample of whole blood was pipetted from each collection tube, and the activity was counted using a γ counter (Wizard^2^ 2480, PerkinElmer). The parent fraction was also measured from the last six samples using a method described previously ([@R21]). The whole-blood and parent fraction curves were modeled using a piecewise linear and three and two exponential functions, respectively. All counts were decay-corrected to the time of injection.

PET image processing
--------------------

Post-reconstruction partial volume effects correction was applied to the motion-corrected PET images using a region-based voxelwise method ([@R53]) and modeling the spatially variant point spread function through the convolution of a spatially invariant 3-mm full width at half maximum (FWHM) Gaussian kernel and a radial motion blurring function (with a motion blur parameter of 16) ([@R45]). The regions of interest (ROIs) used for partial volume effects correction were obtained by combining regions derived from the FS segmentation and those derived from the analysis of the fMRI data collected using the same contrast (working memory load-dependent activation during the SIRP) in a different group of 50 subjects. The cortical ribbon was smoothed with a 10-mm FWHM Gaussian kernel using a surface-based method ([@R46]). For this purpose, the corresponding voxels were mapped to the surface using FS, smoothing was performed on the surface, and the inverse mapping was applied to move the voxels in the original PET space. Volumetric smoothing with a 3-mm FWHM Gaussian kernel was applied to the subcortical regions.

The BP[nd]{.smallcaps} ([@R54]) was the primary outcome measure in this study. Regional and pixelwise analyses were performed using PMOD (PMOD Technologies Ltd.). BP[nd]{.smallcaps} was estimated in two ways: using the Logan reference tissue model ([@R55]) and using the Logan plot and the measured arterial input function (AIF) ([@R56]). The reference tissue model was implemented and validated so that all 27 subjects, including those for whom arterial blood sampling was not performed, could be included. The cerebellar cortex, which is devoid of D~1~ receptors ([@R57]), was used as the reference region ([@R55]). For the AIF method, regional distribution volumes (*V*~T~) were first derived for 18 regions of interest by graphical analysis using the time-activity curves obtained by taking the mean of each of the regions and the measured AIF ([@R56]). In addition to bilateral cerebellar cortex, caudate, and putamen, the following bilateral cortical regions were defined on the basis of the MRI data: dorsolateral prefrontal, dorsal cingulate, temporal, pCing, iPS, and insula. The BP[nd]{.smallcaps} for each ROI was estimated as \[*V*~T~ (ROI)/*V*~T~ (cerebellum) − 1\] ([@R58]). Among the 16 noncerebellar ROIs, correlation coefficients for AIF versus reference tissue models consistently indicated a strong relationship (0.82 ≤ *R*^2^ ≤ 0.99; mean *R*^2^ across 16 regions = 0.96) (see fig. S2). Finally, pixelwise parametric maps of the BP[nd]{.smallcaps} were generated from the surface/volumetric smoothed PET data of all 27 subjects using the Logan reference model ([@R55]) with the cerebellar cortex as the reference.

Statistical analysis
--------------------

### Within- versus between-network connectivity

For each condition (rest and task), mean within- and between-network connectivity was calculated for each subject by averaging the seed-to-seed pairwise time course correlations (that is, within-network correlations included A→B, A→C, A→D, B→C, B→D, C→D, E→F, E→G, E→H, F→G, F→H, and G→H; between-network correlations included A→E, A→F, A→G, A→H, B→E, B→F, B→G, B→H, C→E, C→F, C→G, C→H, D→E, D→F, D→G, and D→H). Then, repeated-measures analysis of variance (ANOVA) was used to assess the main effects of condition (rest versus task), network category (within versus between), and their interaction, covarying for *z*-transformed mean global signal and head motion (defined as mean net displacement per TR). The analysis was repeated using averaged time courses within networks (that is, within-network correlations included $\left. \overline{\text{AB}}\rightarrow\overline{\text{CD}} \right.$ and $\left. \overline{\text{EF}}\rightarrow\overline{\text{GH}} \right.$; between-network correlations included $\left. \overline{\text{AB}}\rightarrow\overline{\text{EF}} \right.$, $\overline{\text{AB}}\rightarrow\overline{\text{GH}}$, $\overline{\text{CD}}\rightarrow\overline{\text{EF}}$, and $\left. \overline{\text{CD}}\rightarrow\overline{\text{GH}} \right.$).

### D~1~ density--connectivity correlations

Each seed-to-seed and network-to-network connectivity measure was correlated with striatal D~1~ density for rest and task scans, as well as for task minus rest (34 D~1~ density--connectivity comparisons per condition), partialing out condition-specific *z*-transformed mean global signal and head motion, as above. Significant (*P* \< 0.05, corrected) correlations were identified after FWE was used to control for multiple comparisons within each condition. Because of the lack of independence of many connectivity measures, correction using FDR (*q* = 0.05) was also attempted to reduce the risk of type II error. The process was repeated for cortical D~1~ density correlations. Significant D~1~ density--connectivity relationships were further evaluated with additional partial correlations to control for the correlation of striatal and cortical D~1~ densities and for the correlation of striatal D~1~ density with age.

### Effects of risperidone on working memory performance and connectivity

For the 17 PET-MRI participants who also underwent a second conventional fMRI scan without risperidone pretreatment, effects of risperidone on SIRP performance were evaluated using repeated-measures ANOVA, with medication status (on versus off risperidone) and accuracy (% correct at one, three, five, and seven items) as within-subject factors and scan order (PET-MRI scan first versus conventional fMRI scan first) as a between-subjects factor. The analysis was repeated for SIRP response time. An analogous analysis was used to determine whether there were effects of risperidone on connectivity measures. Repeated-measures ANOVA evaluated medication status (on versus off risperidone), condition (rest versus task), and each connectivity measurement as within-subject factors, scan order as a between-subject factor, and scan-specific *z*-transformed mean global signal and motion as covariates.
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