Here we define 0 (
. Note that for a most generic investigation, we can take into account a Zeeman term in the form = ( , , )
x y z m m m m , which represents the perturbations that may affect the symmetry of the Hamiltonian. It can be seen that the gauge transformatioin effectively reverses the sign of the spin-coserved hopping for spin down states, making spin-conserved hopping to become effectively spindependent. This is the essential difference from the 1D SO coupling with equal Rashba and Dresselhaus amplitudes realized in the previous experiments, and make the current system to be topologically nontrivial. We then have 01 ( ) = 2 cos( ) 2 sin( ) 2 cos( )
Apart from the z m term, which is controlled by the two-photon detuning, the 
which induce only on-site spin flipping due to the symmetry of 0 sin( ) kx with respect to each lattice site. Thus we have
3 Symmetries: Before we solve the end states of the system, we analyze the symmetries of the Hamiltonian (S12). We study in the following two different situations.
First, we consider the case that the lattice potential is spin-independent, = [16]. It is well known that this Hamiltonian belongs to the 1D AIII class in the AZ classification [22] , with the topology being characterized by the 1D winding number [16, 9] .
More generically, as studied in the present work, we consider the spin-dependent lattice and then tt   , which gives a nonzero unity matrix term with 1 0 t  in the Hamiltonian (S12). In this case the usual locally defined chiral symmetry is explicitly broken.
Nevertheless, the novel hidden symmetries make the Hamiltonian be nontrivial. 
. Here
x R denotes the spatial reflection along x axis. On the other hand, the Hamiltonian also satisfies a nonlocal chiral symmetry defined as
Tk is a 0 k -momentum translation, giving that
. It is important that the above nonlocal chiral symmetry is fundamentally different from the usual locally defined counterpart, and it merely cannot protect nontrivial topology of the system. In the present generic case, the magnetic group symmetry is also necessary to reach the nontrivial topology phase. 
The in-gap states induced by hard-wall boundary are exponentially localized around = 0, xL with the wavefunctions taking the form of ansatz
where  is a complex number, is the normalization factor, and L/R |  are twocomponent spinors. Since the above wavefunctions decay (or increase) with j x when | |< 1  (or | |> 1  ), the in-gap state localized on the left (right) boundary corresponds to a solution with | |< 1  (| |> 1  ). From TB | = | HE   , it follows that
which gives the energies 1 2 1 2 2 1 2 10 
and
In the regime with the valid s-band approximation, the original 1D Raman lattice boundary condition is constructed in the way that at the end of lattice two finite barriers are added (see fig. S2 ). One can also construct the boundary by adding a large Zeeman term along y axis at the end of the lattice. Furthermore, one can also examine the effect of the Zeeman perturbation field m   by tuning the two-photon detuning  to induce z m or adding on-site Raman couplings to generate , xy m , as given in Eq. (S13) and discussed below.
A. Effect of y  -type perturbation
We further consider the effect of yy m  term on the edge states. Supposing the ansatz in Eq. (S20) is still applicable, we have the following eigenvalue equation
given in Eq. (S19 
Thus we have the following two equations ( /   )
which lead to
It is obvious that =0 E is the valid solution. Therefore, we have demonstrated that perturbation like yy m  do not change the zero energy of the two edge states and preserve both the mirror symmetry and nonlocal chiral symmetry. On the other hand, from the solutions (S25) and (S26) one can see that the end states are both polarized to z 
while the right side is
Since 01 > tt , it is obvious that Eq. (S38) is satisfied only when <0  , i.e. 0 <2 z mt . Therefore, we have the conclusion that in the presence of 
and 22 2 2 2 2 2 2 2 2 01 1,2 0 1 0 0 2 2 2 2 2 0 0 1
In the critical regime 0 2 z mt and under the restriction 01 , so t t t , we have 1,2 >0 P and then 12 / > 0 QQ . The requirement for the same spinor state is
of which the left-hand side is
and the right-hand side
t m t t t t t P m E t t P m E m t t t m t t t (S46)
Again, from the above results we have straightforwardly that 0 <2 z mt is the necessary condition for the existence of end states, completing the proof. In fig. S2 (B) and (C) we numerically confirm the existence of the end states before gap closing and the wave functions of the end states, respectively. quench, we deal with the time-dependent density matrix () t  and the master equation of the so-called Lindblad form [Eq. (2) in the main text]. The master equation takes into account the dissipations that exist in cold atom experiments which can be caused by laser noise or unstable magnetic field.
A. Unitary dynamics
Regardless of the dissipation, the time evolution is unitary †
where the evolution operator [ ( ) ] ( ) = There are two mechanisms governing the quench dynamics: (1) Nonequilibrium population after a quench causes interband oscillations at individual momenta in the first Briliouin zone (FBZ), which can be regarded as the precessional motion for each momentum-linked spin.
(2) The external trapping potential induces intraband coupling between Bloch states at different momenta. To be specific, we first consider the sudden quench from trivial to topological regime. To capture the key physics in the theory, we assume that the dynamics are dominated by quantum states of the lowest two subbands before and after the quench (note that the numerical simulation is however based on full band study). One can then approximate the effective Hamiltonian for quench dynamics as
where the quantum number 0 n labels the lowest band and , ()
x z x Bq are the components of the effective momentum-dependent magnetic field. The spin texture (e.g. the third row in (Fig. 2B in the main text) and the one due to a converse quench process (Fig.   S3C ).
In our calculations, the initial state is given by (0) . At finite temperature, for comparison, we set the same chemical potential  as at =0 T . It can be shown that temperature tends to smooth down the oscillations (fig. S3B ), but at low enough T , the dynamical behaviors still have similar characteristics to the zero-temperature case . where the interaction constant is assumed spin-independent. It is difficult to work out the accurate expression of interaction contribution. However, we aim to figure out the primary mechanism and accordingly build a phenomenological model. After the quench from trivial to topological regime, one can see that the states in the lowest band are quickly occupied ( Fig. 2A in the main text) . Due to the Pauli exclusion principle, we suppose the elastic scattering [ = nn  and = mm  in Eq. (S50)] takes the major role. The scattering then describes a process that an atom in state | n is scattered According to the initial occupation and Fermi statistics, we assume (1) only the interband scattering is crucial and (2) atoms are first scattered into the next lower band if several energy bands needs to be considered. Since each band is highly polarized in the trivial regime (Fig. 1C) , we label different bands by the spin polarization, and write Based on above analyses, dephasing and decay are, respectively, considered in the quench dynamics from trivial to topological regime and the other way round. In the latter case, spin polarizations can approach gradually the post-quench spin texture by relaxation at different rates that depend on the environment (Fig. 3D ). In the diagram of energy levels shown in fig. S4 , due to the single photon detuning of the light in the same order of the hyperfine splitting of related 173 Yb excited states, the potentials are taken into account all the three transitions from | = 5 / 2 F  to | = 3 / 2 F  , | = 5 / 2 F  , and | = 7 / 2 F  in 2 6s hyperfine levels away by AC Stark shifts. However, the existence of redundant states will more or less modify the observations. Hence, we consider a three-level system with one more level | = 5 / 2, =1/ 2 F Fm and expect the calculations to be more agreeable with experimental measurements. By calculating the Clebsch-Gordan (CG) coefficients, we have the three-level Hamiltonian Fig. 4) . The implied topological regime agrees with the experimental measurements in Fig. 4 of the main text. Next the depth of the optical lattice is independently calibrated by means of the in-situ amplitude-modulation spectroscopy that probes the energy gap between the first and the third lowest-energy bands. To avoid spin-dependent lattice effect and the interaction- After evaporative cooling, we first inearly ramp up lift beam within 3 ms and adiabatically load atoms into the Raman lattice within 10 ms followed by 2 ms hold. In the stage of manipulation, we carry out three measurements via controlling the two photon detuning  (or ) z m , including (I) the measurement of the 2 invariants, (II) adiabatic control of band topology, (IV) the far-from-equilibrium spin dynamics after quench between topologically distinct phases. The adiabaticity of the sweep as shown in the inset of Fig. 4E is investigated with the sequence (III). A blast pulse is applied before the time-of-flight expansion, followed by the absorption imaging. 
B. Dissipative dynamics

1D Optical lattice and periodic Raman coupling potential:
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