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Abstract
The existence and best L2-bounds for the Wiener type integrals
∫ 1
0 f (s) dXs , where X ranges through a
wide class of Bessel-like centered processes, and f belongs to L2([0, 1]), are discussed in terms of Fourier
transforms associated with some characteristics of X , thus providing some unification of previous results
on this topic obtained by the authors [T. Funaki, Y. Hariya, M. Yor, Wiener integrals for centered powers
of Bessel processes, I, Markov Processes and their Related Fields (2006) (in press), T. Funaki, Y. Hariya,
F. Hirsch, M. Yor, On the construction of Wiener integrals with respect to certain pseudo-Bessel processes,
Stochastic Processes and their Applications (2006) (in press)] as well as yielding new results.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and notation
1.1
Consider (Rt , t ≥ 0) a three-dimensional Bessel process, starting from 0, i.e. the solution to
the equation
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Rt = Bt +
∫ t
0
ds
Rs
, t ≥ 0
with Rt ≥ 0 and (Bt , t ≥ 0) a one-dimensional Brownian motion starting from 0. It has been
shown in [1,2] that, although it is not possible to define
∫ 1
0 f (s) dRs , for every f ∈ L2([0, 1]),
in a reasonable manner, nonetheless, this is possible when one replaces (Rs) by the centered
process (Rs):
Rs = Rs − E(Rs).
Moreover, the following inequality holds:
E
(∫ 1
0
f (s) dRs
)2 ≤ C ∫ 1
0
f 2(s) ds
for some constant C ; in fact, it is even possible to show that C = 1 is the best possible constant
which may be featured in the above inequality.
1.2
1.2.1
Motivated by these results and some of the arguments in their proofs, we have studied the
same question in the wider framework of a larger class of stochastic processes, which we called
pseudo-Bessel processes in [3], where they are defined as follows:
X Ft = Bt +
∫ t
0
F(B(s))√
s
ds, t ≤ 1
where F ∈ L2(B1) with B1 = σ(Bu, u ≤ 1), E(F) = 0, and B(s)u = 1√s Bsu , u ≤ 1.
It is easily shown that, for any f ∈ D(]0, 1[) (see Section 1.4.2), one has:
E
(∫ 1
0
f (s) dX Fs
)2 = ∫ 1
0
f 2(s) ds − Jφ( f )
where
Jφ( f ) =
∫ 1
0
f (s) ds
∫ 1
0
f (su)φ(u) du
and
φ(u) = −2E[Φu(B)] − 2 E[F(B)F(B
(u))]√
u
.
Here, {Φu(B)} denotes Itoˆ’s predictable integrand for F(B), i.e. Φ satisfies:
F(B) =
∫ 1
0
Φu(B) dBu, and E
[∫ 1
0
Φ2u(B) du
]
< +∞.
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1.2.2
In order to extend the result mentioned in Section 1.1, we are interested in the characterization
of functions φ such that:
Jφ( f ) ≥ 0 for all f ∈ D(]0, 1[);
more generally, we are interested in finding the best constants C and c – when they exist – such
that:
c‖ f ‖2L2([0,1]) ≤ Jφ( f ) ≤ C‖ f ‖2L2([0,1]).
1.2.3
The results obtained may be used in the proof of Theorems 1.1 and 1.3 of [1] (see Section 2.4
hereafter). They also allow us to give explicit bounds for Wiener integrals related to pseudo-
Bessel processes, notably Gaussian pseudo-Bessel processes, which are of interest and were not
considered in [3] (see Sections 4 and 5 below). Moreover, we can treat general processes which
only satisfy a weak scaling property (see Section 6 of this paper); this unifies many previous
results and extends the scope of the method.
1.3
It turns out that the best constants c and C defined in Section 1.2.2 are best expressed in terms
of Fourier transforms – possibly in the sense of distributions – associated with φ.
In what follows, if T is a tempered distribution on R (T ∈ S ′ in L. Schwartz’s notation), we
denote by T̂ its Fourier transform in the sense of distributions. This transform is normalized here
so that it extends the transform
f ∈ L1(R)→ f̂
defined by:
f̂ (y) =
∫ +∞
−∞
eixy f (x) dx, y ∈ R.
When T or T̂ is an absolutely continuous measure, we identify, as usual, the measure and its
density.
With the above chosen normalization of the Fourier transform, the map
h → 1√
2pi
ĥ
realizes a Hilbert space isomorphism from L2(R) onto L2(R) (Plancherel’s formula).
1.4
We now introduce some further notation.
1.4.1
If f : [0, 1] → R, we denote for x ∈ R,
f˜0(x) = e− x2 f (e−x )1(x>0) and f˜ (x) = 12e
− |x |2 f (e−|x |).
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Clearly the conditions f ∈ L2([0, 1]), f˜0 ∈ L2(R), f˜ ∈ L2(R) are equivalent, and
‖ f ‖L2([0,1]) = ‖ f˜0‖L2(R) =
√
2‖ f˜ ‖L2(R).
Likewise, the conditions f˜0 ∈ L1(R), f˜ ∈ L1(R) and
∫ 1
0
| f (s)|√
s
ds <∞ are equivalent, and
‖ f˜0‖L1(R) = ‖ f˜ ‖L1(R) =
∫ 1
0
| f (s)|√
s
ds.
If φ ∈ L1`oc(]0, 1]) and φ˜ ∈ S ′ (or, equivalently, φ˜0 ∈ S ′), we denote by φ] (resp. φ•) the Fourier
transform of φ˜0 (resp. φ˜). Then
φ• = Reφ].
1.4.2
If I is an open interval, we denote by D(I ) the set of real-valued C∞ functions with compact
support in I . If I ⊂ I ′, we shall identify the space D(I ) with the set of functions in D(I ′) whose
support is contained in I . We remark that, if f ∈ D(]0, 1[), then f˜0 ∈ D(]0,∞[). More precisely,
the map f → f˜0 realizes an isomorphism from D(]0, 1[) onto D(]0,∞[).
1.5
The remainder of the paper is organized as follows:
• in Section 2, we discuss optimal bounds for the quadratic form Jφ , associated with a general
function φ ∈ L1`oc(]0, 1]);• in Section 3, we focus on continuity properties of the operator Tφ defined on D(]0, 1[) by:
Tφ f (s) =
∫ 1
0
f (su)φ(u) du.
This generalizes the classical Hardy inequality (which corresponds to the case φ ≡ 1);
• in Section 4, we consider particular cases of the processes X F introduced above, where
F(B) =
∫ 1
0
ψ(u) dBu, for some ψ ∈ L2([0, 1])
(in particular, X F is a Gaussian process); we then extend this study to general Brownian
functionals F(B);
• in Section 5, we are interested in particular cases of Gaussian processes X F discussed in
Section 4, which are defined from non-canonical transforms of the Brownian motion, a
terminology due to P. Le´vy;
• Section 6 presents a general discussion, starting from a process (X t ) with “minimal”
assumptions.
2. Optimal bounds for the quadratic forms Jφ
2.1
In general, we are interested in quadratic forms J , defined onD(I ), where I is an open interval
of R. Such a form J is said to be upper bounded (resp. lower bounded) if there exists C ∈ R
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(resp. c ∈ R) such that
∀ f ∈ D(I ), J ( f ) ≤ C‖ f ‖2L2(I ),
resp. ∀ f ∈ D(I ), J ( f ) ≥ c‖ f ‖2L2(I ).
The best constant C (resp. c) in the above inequality will be denoted by u(J ) (resp. l(J )).
The quadratic form J is said to be bounded if it is upper and lower bounded or, equivalently,
if there exists C ∈ R such that
∀ f ∈ D(I ), |J ( f )| ≤ C‖ f ‖2L2(I ).
In this case, the best constant C will be denoted by b(J ).
Thus, b(J ) = max(|u(J )|, |l(J )|).
Obviously, J is bounded if and only if J is continuous on D(I ) equipped with the L2-norm.
It can then be continuously extended to L2(I ).
2.2
In what follows, we consider φ ∈ L1`oc(]0, 1]), φ is real-valued, and the quadratic form Jφ is
defined on D(]0, 1[) by
Jφ( f ) =
∫ 1
0
∫ 1
0
f (s) f (us)φ(u) du ds.
We also consider the quadratic form Kφ on D(R) defined by
Kφ( f ) =
∫ ∫
R2
f (x) f (y)φ˜(x − y) dx dy
=
∫
R
f ∗ f ∨(x)φ˜(x) dx,
where f ∨(x) = f (−x) and ∗ denotes the convolution. The following lemma relates Jφ and Kφ .
Lemma 2.1. For any f ∈ D(]0, 1[),
Jφ( f ) = Kφ( f˜0).
Proof of Lemma 2.1. Let f ∈ D(]0, 1[). By a change of variables,
Jφ( f ) = 2
∫ ∫
R2+
f˜0(x + y) f˜0(y)φ˜(x) dx dy
= 2
∫ ∫
0≤y≤x
f˜0(x) f˜0(y)φ˜(x − y) dx dy.
By the symmetry of φ˜, we then get:
Jφ( f ) =
∫ ∫
R2+
f˜0(x) f˜0(y)φ˜(x − y) dx dy
and the result follows from the fact that f˜0(x) = 0 for x < 0. 
Concerning the optimal bounds of Jφ and Kφ we have the following result.
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Lemma 2.2. The quadratic forms Jφ and Kφ have the same bounds.
Proof of Lemma 2.2. On one hand, as seen in Section 1.4, the map f → f˜0 realizes an
isomorphism from D(]0, 1[) onto D(]0,+∞[), which is an isometry with respect to the L2-
norms.
On the other hand, if h ∈ D(R) and a < min (support h), the function ha : x ∈ R→ h(x+a)
belongs to D(]0,∞[) and obviously
Kφ(h) = Kφ(ha) and ‖h‖L2(R) = ‖ha‖L2(R).
The result then follows from Lemma 2.1. 
2.3
We now state the main result of this section.
Theorem 2.3. The quadratic form Jφ is upper bounded (resp. lower bounded) if and only if
φ˜ ∈ S ′ and there exists C ∈ R (resp. c ∈ R) such that the distribution C dy−φ• (resp. φ•−c dy)
is a positive measure.
If this holds, the best constant C (resp. c) which satisfies the above property is u(Jφ)
(resp. l(Jφ)).
Proof of Theorem 2.3. We recall ([6, Chapitre VII, Section 9]) that a (real) distribution T is said
to be of positive type if T is symmetric and, for any f ∈ D(R), 〈T, f ∗ f ∨〉 ≥ 0, where we denote
by brackets the duality D′(R) − D(R). Now, if δ denotes the Dirac measure at 0, we have, for
f ∈ D(R),
〈δ, f ∗ f ∨〉 = ‖ f ‖2L2(R) and 〈φ˜, f ∗ f ∨〉 = Kφ( f ).
Then, as a consequence of Lemma 2.2, we see that
Jφ is upper bounded and u(Jφ) ≤ C,
if and only if
C δ − φ˜ is a distribution of positive type.
Therefore, by the Schwartz–Bochner theorem [6, Chapitre VII, The´ore`me XVIII], this is also
equivalent to
φ˜ ∈ S ′ and the distribution C dy − φ• is a positive measure.
The proof for the lower bound is similar. 
Corollary 2.4. The quadratic form Jφ is non-negative if and only if φ˜ ∈ S ′ and φ• is a positive
measure.
Remark. It is a consequence of the classical Bochner theorem that, if φ is continuous on ]0, 1]
and Jφ is non-negative, then the positive measure φ• is finite.
Corollary 2.5. Suppose that φ˜ ∈ S ′ and φ• is an absolutely continuous measure. Then, the
quadratic form Jφ is upper bounded (resp. lower bounded) if and only if φ• is essentially upper
bounded (resp. essentially lower bounded), and then
u(Jφ) = ess sup(φ•), resp. l(Jφ) = ess inf(φ•).
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Remark. As a consequence of the previous corollary, we see that, if for example φ ∈ L2([0, 1]),
as φ• ∈ L2(R) we have necessarily
u(Jφ) ≥ 0 and l(Jφ) ≤ 0.
Corollary 2.6. The quadratic form Jφ is bounded if and only if φ˜ ∈ S ′ and φ• ∈ L∞(R), and
then
b(Jφ) = ‖φ•‖L∞(R).
Corollary 2.7. Assume φ ≥ 0. Then Jφ is upper bounded if and only if
∫ 1
0
φ(s)√
s
ds < +∞, and
then Jφ is bounded and
u(Jφ) = b(Jφ) =
∫ 1
0
φ(s)√
s
ds.
In the general case, we only have that, if∫ 1
0
|φ(s)|√
s
ds < +∞,
then, Jφ is bounded and
b(Jφ) ≤
∫ 1
0
|φ(s)|√
s
ds.
Proof of Corollary 2.7. Denote by χ the function χ(x) = e− x22 . Then χ̂ = √2pi χ . We also
denote by brackets the duality S −S ′. Assume φ ≥ 0 and Jφ is upper bounded. Then, for n ≥ 1,〈
χ
( x
n
)
, φ˜
〉
= 1√
2pi
〈
χ̂
( x
n
)
, φ˜
〉
= 1√
2pi
〈nχ(nx), φ•〉.
Therefore〈
χ
( x
n
)
, φ˜
〉
≤ 1√
2pi
u(Jφ)
∫
χ(x) dx = u(Jφ).
Letting n tend to infinity, we obtain∫
φ˜(x) dx ≤ u(Jφ),
and consequently,∫ 1
0
φ(s)√
s
ds ≤ u(Jφ).
In the general case, if φ˜ ∈ L1(R), then φ• ∈ L∞(R) and ‖φ•‖L∞(R) ≤ ‖φ˜‖L1(R). It now suffices
to use Corollary 2.6. 
We note that the above corollary can also be proved directly, i.e. without any use of a Fourier
transform.
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2.4
To illustrate some aspects of the previous discussion, consider a pseudo-Bessel process
(X t , t ≤ 1) as described in Section 1.2, and the associated function φ. Since, for any f ∈
D(]0, 1[),
E
(∫ 1
0
f (s) dXs
)2 = ∫ 1
0
f 2(s) ds − Jφ( f ),
we see that the quadratic form Jφ is necessarily upper bounded and u(Jφ) ≤ 1.
Now, there exists a constant C such that
E
(∫ 1
0
f (s) dXs
)2 ≤ C ∫ 1
0
f 2(s) ds
if and only if Jφ is lower bounded and l(Jφ) ≥ 1 − C . Moreover, the best constant C is then
1− l(Jφ).
An interesting particular case (which in fact motivated this study) is when the process X is a
centered Bessel process (Rt , t ≤ 1) of dimension d > 2.
It is proved in [1] that the associated function φ has the following form:
φ(t) =
∞∑
n=0
bn t
n+ 12
with bn > 0 for any n ≥ 0.
In particular, φ is non-negative and therefore
u(Jφ) =
∫ 1
0
φ(s)√
s
ds =
∞∑
n=0
bn
n + 1 ≤ 1.
Besides,
φ˜(x) = 1
2
∞∑
n=0
bn e−(n+1)|x |,
and therefore
φ•(y) =
∞∑
n=0
bn
n + 1
(n + 1)2 + y2 .
We obtain again ess supφ• = u(Jφ) = ∑∞n=0 bnn+1 and, moreover, ess infφ• = 0. In particular,
Jφ is non-negative and for any f ∈ D(]0, 1[),
E
(∫ 1
0
f (s) dRs
)2 ≤ ∫ 1
0
f 2(s) ds.
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3. A Hardy type inequality
In this section, we assume, for simplicity, that φ ∈ L2([0, 1]) and we associate with φ the
operator Tφ on D(]0, 1[) defined by:
Tφ f (s) =
∫ 1
0
f (us)φ(u) du, 0 ≤ s ≤ 1.
Obviously, Tφ f ∈ C∞([0, 1]) and support (Tφ f ) ⊂]0, 1]; moreover for f ∈ D(]0, 1[),
Jφ( f ) = ( f, Tφ f )L2([0,1]). We are interested in finding conditions for extending Tφ as an
operator from L2([0, 1]) into L2([0, 1]) and in calculating then the operator norm of the
extension. (The classical Hardy inequality is for φ(u) = 1, and then the norm of Tφ is equal
to 2.) This study will not be used in the sequel; however it seems of some interest to compare the
norm of Tφ with the bounds of Jφ given in the previous section.
Actually, Theorem 3.1 below completes Proposition 2.1 in [1], which is our Corollary 3.2.
We recall that φ] denotes the Fourier transform of φ˜0. As φ is assumed to belong to L2([0, 1]),
this transform also is the Fourier transform in the sense of Plancherel.
Theorem 3.1. Tφ is bounded, i.e. there exists C ∈ R such that
∀ f ∈ D(]0, 1[), ‖Tφ f ‖L2([0,1]) ≤ C‖ f ‖L2([0,1]),
if and only if φ] ∈ L∞(R).
In this case, the best constant C, denoted by |||Tφ |||, is equal to ‖φ]‖L∞(R).
Proof of Theorem 3.1. Suppose first that Tφ is bounded. As φ ∈ L2([0, 1]), the continuous
extension of Tφ is still given by
Tφ f (s) =
∫ 1
0
f (us)φ(u) du, 0 ≤ s ≤ 1
for f ∈ L2([0, 1]). If α ∈ C and Reα > − 12 , denoting by ψα the function ψα(s) = sα ,
0 < s < 1, we have Tφ ψα = ψα
∫ 1
0 u
αφ(u) du and therefore∣∣∣∣∣
∫ 1
0
uαφ(u) du
∣∣∣∣∣ ≤ |||Tφ |||.
Consequently, by a change of variable, if Reα > − 12 ,∣∣∣∣∫R e−
(
α+ 12
)
x
φ˜0(x) dx
∣∣∣∣ ≤ |||Tφ |||.
In particular, for n ≥ 1,∥∥∥∥ê− 1n x φ˜0∥∥∥∥
L∞(R)
≤ |||Tφ |||.
Letting n tend to +∞, we obtain φ] ∈ L∞(R) and
‖φ]‖L∞(R) ≤ |||Tφ |||.
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Conversely, for f and g in D(]0, 1[),
(Tφ f, g)L2([0,1]) =
∫ ∫
R2
f˜0(x + y)g˜0(y)φ˜0(x) dx dy
= ( f˜0, g˜0 ∗ φ˜0)L2(R).
Therefore, by Plancherel’s formula
(Tφ f, g)L2([0,1]) =
1
2pi
( f ], g] φ])L2(R)
which implies, if φ] ∈ L∞(R),
|(Tφ f, g)|L2([0,1]) ≤ ‖φ]‖L∞(R)‖ f ‖L2([0,1])‖g‖L2([0,1]).
We deduce therefrom that Tφ is bounded and |||Tφ ||| ≤ ‖φ]‖L∞(R). 
The same proof as for Corollary 2.7 yields:
Corollary 3.2. Assume φ ≥ 0. Then Tφ is bounded if and only if
∫ 1
0
φ(s)√
s
ds < +∞, and then
|||Tφ ||| =
∫ 1
0
φ(s)√
s
ds = b(Jφ).
In the general case, we only have that, if
∫ 1
0
|φ(s)|√
s
ds < +∞, then Tφ is bounded and
b(Jφ) ≤ |||Tφ ||| ≤
∫ 1
0
|φ(s)|√
s
ds.
We notice that, here again, this corollary can be obtained directly (see [1, Proposition 2.1]).
4. On some Wiener integrals
4.1
In this subsection, we consider particular pseudo-Bessel processes, namely processes
(X t , t ≤ 1) of the form
X t = Bt +
∫ t
0
xs ds
where (Bt , t ≤ 1) is a standard Brownian motion, and
xs = 1s
∫ s
0
ψ
(u
s
)
dBu, with ψ ∈ L2([0, 1]).
Lemma 4.1. X is a Gaussian process. More precisely, if we set
Ψ(u) =
∫ 1
u
ψ(v)
v
dv,
then
Ψ ∈ L2([0, 1]) and X t = Bt +
∫ t
0
Ψ
(u
t
)
dBu .
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Proof of Lemma 4.1. Since
ψ →
∫ 1
u
ψ(v)
v
dv, 0 < u ≤ 1
is the adjoint of the classical Hardy operator
H : ψ → 1
u
∫ u
0
ψ(v) dv, 0 < u ≤ 1,
then Ψ ∈ L2([0, 1]) and ‖Ψ‖L2([0,1]) ≤ 2‖ψ‖L2([0,1]).
On the other hand, we have∫ t
0
xs ds =
∫ t
0
dBu
[∫ t
u
1
s
ψ
(u
s
)
ds
]
and, by the change of variable v = us in the deterministic integral, we obtain∫ t
0
xs ds =
∫ t
0
Ψ
(u
t
)
dBu . 
We remark that the process X is the pseudo-Bessel process X F with
F(B) =
∫ 1
0
ψ(u) dBu .
Proposition 4.2. For every f ∈ D(]0, 1[),
E
(∫ 1
0
f (u) dXu
)2 = ∫ 1
0
f 2(u) du − Jφ( f )
where
φ(s) = −2
{
ψ(s)+
∫ 1
0
ψ(sh)ψ(h) dh
}
.
Proof of Proposition 4.2. We have, for f ∈ D(]0, 1[),
E
(∫ 1
0
f (u) dXu
)2 = ∫ 1
0
f 2(u) du + 2E
[∫ 1
0
(∫ u
0
f (s) dXs
)
f (u)xudu
]
.
The result then follows from an easy calculation. 
Proposition 4.3. The following identity holds:
φ˜ = −{2ψ˜ + ψ˜0 ∗ ψ˜∨0 }.
Proof of Proposition 4.3. By the changes of variables: s = e−x and h = e−y , in the expression
of φ in the statement of Proposition 4.2, we see that the identity holds on {x ≥ 0}. As ψ˜0 ∗ ψ˜∨0 is
an even function on R, the identity holds on R. 
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Theorem 4.4. The quadratic form Jφ is lower bounded if and only if ψ] ∈ L∞(R). In this case
l(Jφ) = 1− ‖1+ ψ]‖2L∞(R).
Proof of Theorem 4.4. By Proposition 4.3, φ˜ ∈ S ′ and, since the Fourier transform of ψ˜ is
Reψ] (see Section 1.4.1),
φ• = −{2Reψ] + |ψ]|2}
= 1− |1+ ψ]|2.
It now suffices to apply Corollary 2.5. 
Corollary 4.5. There exists a constant C such that
∀ f ∈ D(]0, 1[), E
(∫ 1
0
f (s) dXs
)2 ≤ C ∫ 1
0
f 2(s) ds
if and only if ψ] ∈ L∞(R). In this case, the best constant C∗ is equal to ‖1+ ψ]‖2L∞(R), and∫ 1
0 f (u) dXu can be defined by continuous extension for any f ∈ L2([0, 1]) so that, for every
f ∈ L2([0, 1]),
E
(∫ 1
0
f (s) dXs
)2 ≤ ‖1+ ψ]‖2L∞(R) ∫ 1
0
f 2(s) ds.
Since ψ] ∈ L2(R), it is clear that the above constant C∗ satisfies the condition: C∗ ≥ 1. On
the other hand, we note, following Corollary 3.2, that the condition
∫ 1
0
|ψ(s)|√
s
ds < +∞ implies
ψ] ∈ L∞(R), and that this condition is also necessary for ψ] to belong to L∞(R) if ψ ≥ 0 or
ψ ≤ 0.
4.2
In this subsection, we shall extend the previous discussion to general pseudo-Bessel processes
X Ft = Bt +
∫ t
0
F(B(s))√
s
ds.
Unfortunately, the results obtained do not seem to be explicit enough to be really useful. We
denote by {Φu(B)} the Itoˆ predictable integrand for F(B):
F(B) =
∫ 1
0
Φu(B) dBu, E
[∫ 1
0
Φ2u(B) du
]
< +∞.
Proposition 4.6. For every f ∈ D(]0, 1[),
E
(∫ 1
0
f (u) dX Fu
)2 = ∫ 1
0
f 2(u) du − Jφ( f )
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where
φ(s) = −2
{
E(Φs(B))+
∫ 1
0
E(Φsh(B)Φh(B(s))) dh
}
.
Proof of Proposition 4.6. We have, for f ∈ D(]0, 1[),
E
(∫ 1
0
f (u) dX Fu
)2 = ∫ 1
0
f 2(u) du
+ 2E
[∫ 1
0
(∫ u
0
f (s) dX Fs
)
f (u)F(B(u))√
u
du
]
.
Now,
F(B(s)) = 1√
s
∫ s
0
Φ u
s
(B(s)) dBu .
The rest of the proof then follows from a standard calculation. 
Defining
ψ(t) = E[Φt (B)] and Φt (B) = Φt (B)− E[Φt (B)],
we obtain:
φ(s) = −2
{
ψ(s)+
∫ 1
0
ψ(sh)ψ(h) dh +
∫ 1
0
E
(
Φsh(B)Φh(B(s))
)
dh
}
.
Finally, we set
σ(s) =
∫ 1
0
E
(
Φsh(B)Φh(B(s))
)
dh.
Lemma 4.7. Let
G(B) =
∫ 1
0
Φs(B) dBs .
Then, for f ∈ D(]0, 1[),
E
(∫ 1
0
f (s)
G(B(s))√
s
ds
)2 = 2Jσ ( f ).
In particular, σ˜ ∈ S ′ and σ • is a positive measure.
Proof of Lemma 4.7. The first part of the statement is proved as Proposition 4.6. The second
part is a direct consequence of Corollary 2.4. 
Now, we can state the following extension of Theorem 4.4.
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Theorem 4.8. The quadratic form Jφ is lower bounded if and only if ψ] ∈ L∞(R) and
σ • ∈ L∞(R). In this case,
l(Jφ) = 1− ‖|1+ ψ]|2 + 2σ •‖L∞(R).
Proof of Theorem 4.8. Reasoning as in the previous subsection, we see that φ˜ ∈ S ′ and
φ• = 1− (|1+ ψ]|2 + 2σ •).
The result then follows from Theorem 2.3 and Lemma 4.7. 
5. Brownian motion preserving functions
5.1
In this section, we shall consider some examples of the Gaussian processes studied in
Section 4.1. They are defined from Brownian motion preserving functions (BMP functions, for
short). This topic was introduced by Le´vy and has been discussed for example in [4]. In particular,
our aim here is to relate the above discussion on quadratic forms Jφ to some of the results of [4].
5.2
Let L : [1,∞] → R be a measurable function such that∫ 1
0
L2
(
1
t
)
dt < +∞. (1)
This function is, by definition, a BMP function if
BLt :=
∫ t
0
L
(
t
s
)
dBs, t ≥ 0
is still a Brownian motion.
This condition is obviously equivalent to
∀ T ≥ 1,
∫ 1
0
L
(
1
t
)
L
(
T
t
)
dt = 1. (2)
We set, for x ≥ 0, L(x) = L(ex ).
Then condition (1) becomes∫ ∞
0
e−xL2(x) dx < +∞ (3)
and condition (2) becomes
∀ A ≥ 0
∫ ∞
0
e−xL(x)L(x + A) dx = 1. (4)
Suppose now that L is absolutely continuous on [1,∞[ (or equivalently L is absolutely
continuous on [0,∞[) and
L(1) = L(0) = 1 (5)∫ 1
0
1
t2
L ′2
(
1
t
)
dt =
∫ ∞
0
e−xL′2(x) dx < +∞. (6)
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We set M(v) = L ′(v)v = L′(log v). Then
BLt = Bt +
∫ t
0
[∫ t
s
1
L ′(u) du
]
dBs
= Bt +
∫ t
0
[
1
s
∫ t
s
L ′
(v
s
)
dv
]
dBs
or
BLt = Bt +
∫ t
0
dv
v
[∫ v
0
M
(v
s
)
dBs
]
.
5.3
In this subsection, we assume that L is a BMP function which is absolutely continuous on
[1,+∞[ and satisfies conditions (5) and (6).
We consider the Gaussian process (X t , t ≤ 1) defined by:
X t = Bt + 12
∫ t
0
dv
v
[∫ v
0
M
(v
s
)
dBs
]
.
It is a process of the type introduced in Section 4.1 with
ψ(s) = 1
2
M
(
1
s
)
.
Proposition 5.1. If β is a Brownian motion independent of B, the process (Ct , t ≤ 1) defined
by
Ct = X t − 12
∫ t
0
dv
v
[∫ v
0
M
(v
s
)
dβs
]
is a Brownian motion.
Proof of Proposition 5.1. We set β ′t = 1√2 (βt − Bt ) and B ′t =
1√
2
(βt + Bt ).
Then (β ′, B ′) is a pair of independent Brownian motions and
Ct = 1√
2
(B ′t − β ′t )−
1√
2
∫ t
0
dv
v
[∫ v
0
M
(v
s
)
dβ ′s
]
= 1√
2
{
B ′t − β ′Lt
}
.
As B ′ and β ′L are independent Brownian motions, the result follows. 
We set
Yt = 12
∫ t
0
dv
v
[∫ v
0
M
(v
s
)
dβs
]
.
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Corollary 5.2. For every f ∈ D(]0, 1[)
E
(∫ 1
0
f (s) dXs
)2 = ∫ 1
0
f 2(s) ds − E
(∫ 1
0
f (s) dYs
)2
and, in particular,
E
(∫ 1
0
f (s) dXs
)2 ≤ ∫ 1
0
f 2(s) ds.
Proof of Corollary 5.2. It follows directly from Proposition 5.1, taking in account the fact that
X and Y are independent processes. 
Proposition 5.3. We have, for every f ∈ D(]0, 1[),
E
(∫ 1
0
f (s) dXs
)2 = ∫ 1
0
f 2(s) ds − Jφ( f )
with
φ(s) = −1
2
M
(
1
s
)
= −1
2
L′(− log s).
Proof of Proposition 5.3. By Proposition 4.2,
φ(s) = −M
(
1
s
)
− 1
2
∫ 1
0
M
(
1
sh
)
M
(
1
h
)
dh.
On the other hand, by Corollary 5.2,
Jφ( f ) = E
(∫ 1
0
f (s) dYs
)2 ,
which yields easily
φ(s) = 1
2
∫ 1
0
M
(
1
sh
)
M
(
1
h
)
dh.
Therefore∫ 1
0
M
(
1
sh
)
M
(
1
h
)
dh = −M
(
1
s
)
. 
Remark. The previous proof yields the identity:
For a.e. t ≥ 0,
∫ ∞
0
e−xL′(x)L′(x + t) dx = −L′(t),
which could be proved directly from (4).
Finally, we remark as a consequence of the foregoing, that the quadratic form Jφ with
φ(s) = − 12L′(− log s) is non-negative and u(Jφ) ≤ 1. In the following subsection, this result
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will be obtained again by using the results of [4] and the expressions for the optimal bounds
given in Section 2.
5.4
We suppose in this subsection that L : [0,+∞)→ R is an absolutely continuous function on
[0,+∞) such that
L(0) = 1 and
∫ ∞
0
e−xL2(x) dx < +∞.
We set, for 0 < s < 1, φ(s) = − 12L′(− log s)whereL′ denotes the almost everywhere derivative
of L.
Proposition 5.4. We have
φ˜ ∈ S ′ and φ•(y) = 1
2
[
1− Re
((
1
2
− iy
)
η(y)
)]
where η denotes the Fourier–Plancherel transform of L0 which is defined as
L0(x) = 1(0,+∞)(x)e− x2L(x).
Proof of Proposition 5.4. From the definition of φ, it holds that
φ˜0(x) = −121(0,+∞)(x)e
− x2L′(x).
The derivative in the sense of distributions of L0, denoted by L′0, satisfies
L′0 = −2φ˜0 −
1
2
L0 + δ.
In particular φ˜0 (and therefore φ˜) belongs to S ′ and
−iy η(y) = −2φ](y)− 1
2
η(y)+ 1
or
φ](y) = 1
2
(
1−
(
1
2
− iy
)
η(y)
)
.
Since, as noted in Section 1.4.1, φ• = Reφ], the result follows. 
We set L(x) = L(log x), x ≥ 1. Then a result of Jeulin and Yor ([4], Lemme 1, p. 55) asserts
that: L is a BMP function if and only if∣∣∣∣(12 − iy
)
η(y)
∣∣∣∣ = 1 a.e.
Using this result and Proposition 5.4, we find again, if L is a BMP function, that:
u(Jφ) = ess supφ• ≤ 1 and l(Jφ) = ess infφ• ≥ 0.
We remark that here, it is not necessary to assume condition (6) in Section 5.2.
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5.5
We end this section with an explicit example. It was noticed in [5] (see also [7, Chapter 1])
that Ln(x) = Ln(log x), x ≥ 1, where Ln denotes the nth Laguerre polynomial:
Ln(u) =
n∑
k=0
(n
k
) 1
k! (−u)
k,
is a BMP function.
Let φn(s) = − 12L′n(− log s).
A direct calculation yields:
φ]n(y) = −
1
2
n∑
k=1
(n
k
)(
iy − 1
2
)−k
= 1
2
[
1−
(
2iy + 1
2iy − 1
)n]
and therefore
φ•n(y) =
1
2
[
1− Re
{(
2iy + 1
2iy − 1
)n}]
.
Moreover, since φn is a continuous function, φ•n is integrable and for every x ∈ R,
−e− |x |2 L′n(|x |) =
1
pi
∫ +∞
−∞
dy eixy
[
1− Re
{(
2iy + 1
2iy − 1
)n}]
.
6. A general discussion
6.1
We now consider a general continuous process (X t , t ≤ 1) such that
E(X2t ) < +∞, t ≤ 1.
If f ∈ D(]0, 1[), we can define the stochastic (Wiener type) integral∫ 1
0
f (s) dXs
as
−
∫ 1
0
Xs f
′(s) ds.
We are interested in finding some “minimal” assumptions to extend this integral continuously to
functions f ∈ L2([0, 1]).
We make the following assumptions:
(H1) (Weak scaling property)
There exists ρ :]0, 1] → R such that
∀ 0 < s ≤ u ≤ 1 E[Xs Xu] = uρ
( s
u
)
.
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(H2) (Regularity)
ρ is of class C1 on ]0, 1] and ρ′ is absolutely continuous on ]0, 1].
We set, for 0 < t ≤ 1, σ(t) = 1t ρ(t).
Lemma 6.1. The quadratic form Jσ is non-negative.
Proof of Lemma 6.1. For any f ∈ D(]0, 1[), one has:
Jσ ( f ) = 12 E
(∫ 1
0
f (u)
u
Xu du
)2 . 
As a consequence of Corollary 2.4 and the fact that σ is continuous, σ˜ ∈ S ′ and σ • is a positive
finite symmetric measure.
We set
φ(s) = 2sρ′′(s)
where ρ′′ denotes the a.e. second derivative of ρ.
Proposition 6.2. We have, for f ∈ D(]0, 1[)
E
(∫ 1
0
f (t) dX t
)2 = [2ρ′(1)− ρ(1)] ∫ 1
0
f 2(u) du − Jφ( f ).
Proof of Proposition 6.2.
E
(∫ 1
0
f (t) dX t
)2 = 2 ∫ 1
0
f ′(u)u
(∫ u
0
f ′(s)ρ
( s
u
)
ds
)
du,
and the result follows by integrations by parts. 
Proposition 6.3. We have φ˜ ∈ S ′ and
φ• = [2ρ′(1)− ρ(1)] dy − 2
(
1
4
+ y2
)
σ •.
Proof of Proposition 6.3. We have
φ˜0(x) = 2 1(0,∞)(x) e− 3x2 ρ′′(e−x ).
Set
ρ0(x) = 1(0,∞)(x) e x2 ρ(e−x ).
Taking the second derivative of ρ0 in the sense of distributions, we get:
ρ′′0 =
[
−ρ′(1)+ 1
2
ρ(1)
]
δ + ρ(1)δ′ + 1
4
ρ0 + 12 φ˜0.
On the other hand, ρ0 = σ˜0.
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Therefore φ˜0 ∈ S ′ and
φ] = (2ρ′(1)− ρ(1)) dy + 2iρ(1)y − 2
(
1
4
+ y2
)
σ ].
Since, as noted in Section 1.4.1, φ• = Reφ], the result follows. 
We can then apply Theorem 2.3 to obtain:
Theorem 6.4. There exists a constant C ∈ R+ such that
∀ f ∈ D(]0, 1[) E
(∫ 1
0
f (t) dX t
)2 ≤ C ∫ 1
0
f 2(t) dt (7)
if and only if σ • is absolutely continuous and(
1
2
+ 2y2
)
σ •(y) ≤ C.
In this case, the best constant C∗ one may obtain in (7) is
C∗ = ess sup
(
1
2
+ 2y2
)
σ •(y).
6.2
If we consider, as a particular case, a Gaussian process X as defined in Section 4.1, we have,
for 0 < s ≤ t ≤ 1,
E[XsX t ] =
∫ s
0
(
1+Ψ
(u
s
)) (
1+Ψ
(u
t
))
du
(with the notation of Section 4.1).
Thus,
ρ(t) = t
∫ 1
0
(1+Ψ(u))(1+Ψ(tu)) du
and it is easy to verify that assumptions (H1) and (H2) are satisfied. Moreover, a direct calculation
shows that 2sρ′′(s) is equal to the function φ given in Proposition 4.2, and 2ρ′(1)− ρ(1) = 1.
6.3
We now consider another example. Let X be the process defined in Subsection 4.4 of [3]
whose notation we keep. We have
X t =
√
t l
(
Rt√
t
)
,
where R is a Bessel process of dimension d > 0 starting from 0 and l satisfies some regularity
and integrability properties. Then, using some arguments in the proof of Theorem 4.4 of [3], we
see that there exists a sequence (αn) such that:
ρ(s) =
∞∑
n=1
α2n s
1
2+n .
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We deduce therefrom that
φ(s) = 2sρ′′(s) = 2
∞∑
n=1
(n2 − 1/4)α2n sn−
1
2
and
2ρ′(1)− ρ(1) = 2
∞∑
n=1
n α2n .
On the other hand
φ•(y) = 2
∞∑
n=1
(n2 − 1/4)α2n
n
n2 + y2
and therefore
ess sup(φ•) = 2
∞∑
n=1
(n − 1/4n)α2n and ess inf(φ•) = 0.
Thus, as a consequence of Corollary 2.5 and Proposition 6.2, we have
∀ f ∈ D(]0, 1[) a ‖ f ‖2L2([0,1]) ≤ E
(∫ 1
0
f (t) dX t
)2 ≤ b ‖ f ‖2L2([0,1])
with the best constants
a = 1
2
∞∑
n=1
1
n
α2n and b = 2
∞∑
n=1
n α2n .
An interesting particular case is the case: X = (Rt ), the centered Bessel process of dimension
d > 2, starting from 0. Then we have easily b = 1 (see [1–3]). In fact, the method employed
in [2] is quite different. It is based on the so-called Brascamp–Lieb inequality, which works
powerfully for d ≥ 3 as well as for other processes which do not satisfy any scaling property.
6.4
We may consider likewise, X the process defined in Subsection 3.2 of [3] whose notation we
keep. We have
X t =
√
t g
(
Bt√
t
)
,
where g satisfies some regularity and integrability properties. Then, using some arguments in the
proof of Theorem 3.2 of [3], we see that there exists a sequence (cn) such that:
ρ(s) =
∞∑
n=1
c2n s
1+n
2 .
We deduce therefrom that
φ(s) = 2sρ′′(s) = 1
2
∞∑
n=1
(n2 − 1)c2n s
n−1
2
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and
2ρ′(1)− ρ(1) =
∞∑
n=1
n c2n .
On the other hand
φ•(y) =
∞∑
n=1
(n2 − 1)c2n
n
n2 + 4y2
and therefore
ess sup(φ•) =
∞∑
n=1
(n − 1/n)c2n and ess inf(φ•) = 0.
Thus, as a consequence of Corollary 2.5 and Proposition 6.2, we have
∀ f ∈ D(]0, 1[) a ‖ f ‖2L2([0,1]) ≤ E
(∫ 1
0
f (t) dX t
)2 ≤ b ‖ f ‖2L2([0,1])
with the best constants
a =
∞∑
n=1
1
n
c2n and b =
∞∑
n=1
n c2n .
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