1. Phylogenetic inference is the process of searching and reconstructing the best phylogenetic tree that explains the evolution of species from a given data set. It is considered as an NP-hard problem due to the computational complexity required to find the optimal phylogenetic trees in the space of all the possible topologies. 2. We have developed MO-Phylogenetics, a software tool to infer phylogenetic trees optimizing two reconstruction criteria simultaneously, integrating a framework for multi-objective optimization with two phylogenetic software packages. 3. As a result, researchers in life sciences have at their disposal a high-performance tool including a number of multi-objective metaheuristics that can be applied to phylogenetic inference using the maximum parsimony and maximum likelihood as objectives to be optimized at the same time.
Introduction
The evolutionary history of living and extinct species on earth is a question which has been preoccupying mankind for centuries, and the construction of a 'tree of life' comprising all of them has been a fascinating and challenging idea since the emergence of evolutionary theory. In our time, the inference of this 'tree of life' is one of the 'grand challenges' of Bioinformatics (Stamatakis 2004) . Typically, evolutionary relationships among organisms are represented by a tree and phylogenetic inference consists in finding out the evolutionary tree which best explains the genealogical relationships or evolutionary history of a set of species from a given data set (molecular sequences). Phylogenetic analyses are useful in many different fields, such as evolutionary biology, physiology, ecology, palaeontology, biomedicine, chemistry and others (Santander-Jim enez & Vega-Rodr ıguez 2013a).
There are some reconstruction criteria for inferring phylogenies, such as maximum parsimony and maximum likelihood (Felsenstein 2004 ). The first criterion searches for a phylogenetic tree that minimizes the number of character state changes (or evolutionary steps) needed to describe the evolutionary history among species while the second criterion attempts to find the tree which yields the highest probability of producing the observed data.
Commonly, the phylogenetic trees inferred by biologists are obtained by optimizing a single function or objective. The phylogenies obtained may be more or less different to the trees generated by other criteria, inferring discordant genealogical relationships leading to different approaches for the observed data. Multi-objective optimization, that is optimizing two or more functions at the same time, addresses this issue by searching for the set of optimal solutions, called the Pareto optimal set, which are characterized by the fact that none of the solutions improves the rest in any of the objectives. The representation of the Pareto optimal set in the objective space is called the Pareto front. The use of these techniques allows a set of phylogenetic trees to be obtained that represent trade-off solutions between parsimony and likelihood. This way, the biologist can choose among the different trees according to some criteria which, in general, will depend on some biological arguments; an alternative can be to construct a consensus tree, which would contain common elements between the trees.
Recently, several multi-objective approaches based on evolutionary computation have been proposed to deal with phylogenetic inference problems oriented to generating phylogenetic trees optimized under the reconstruction criteria maximum parsimony and maximum likelihood, such as MOABC With the aim of solving phylogenetic inference problems with the most popular and recent multi-objective techniques, we have developed MO-Phylogenetics, a phylogenetic inference optimization software integrating the multi-objective optimization techniques of jMetalCpp (L opez-Camacho et al. 2014) with the bioinformatics libraries of the framework BIO++ (Dutheil et al. 2006 ) and the optimized functions of the Phylogenetic Likelihood Library (PLL) (Flouri et al. 2015) .
To the best of our knowledge, our proposal is the first opensource software that provides a multi-objective optimization framework aimed at phylogenetic inference.
Components
MO-Phylogenetics includes some popular multi-objective evolutionary algorithms provided by jMetalCpp but adapted to the inference of phylogenetic trees, incorporating two classic algorithms, the aforementioned NSGA-II (Deb et al. 2002) and PAES (Knowles & Corne 1999) , and two modern techniques, MOEA/D (Zhang & Li 2007) and SMS-EMOA (Beume, Naujoks & Emmerich 2007) . These algorithms begin by initializing a set of possible solutions which is iteratively evolved by applying variation operators, such as crossover or mutation. To optimize phylogenetic inference problems, an evolutionary algorithm has to incorporate an adequate strategy to create the initial population and specific variations operators for the exploration of the tree space must be used to deal with the objectives of maximum parsimony and maximum likelihood. These issues are provided by BIO++ and PLL.
Bio++ is a set of C++ libraries for Bioinformatics including sequence analysis, phylogenetics, molecular evolution and population genetics. It provides several methods to read, store and manipulate phylogenetic trees and utilities to reconstruct phylogenies from sequence data using maximum parsimony, maximum likelihood and distance-based methods.
Phylogenetic likelihood library (PLL) is a highly optimized software library providing some features aiming at reducing the high memory requirements of the phylogenetic likelihood function (PLF) to allow the analysis of large data sets. We use its likelihood evaluation function with the GTR+ Γ evolutionary model to compute that objective, while the parsimony objective is computed by Bio++. PLL provides an optimized tree-space exploration technique focused on finding a phylogenetic tree with optimal likelihood score. This method is used in one of the two strategies that MO-Phylogenetics carries out when searching for the best bi-objective phylogenetic trees.
The initial population (phylogenetic trees) of the algorithms can be defined with three methods: random topologies with all branch lengths set to 0Á05, newick input trees specified by the user or creating starting parsimony trees by using the stepwise addition method. Random starting trees are often far from optimal values severely affecting the software's convergence, so we suggest starting with trees obtained through a bootstrap analysis (Felsenstein 2004 ) generated under parsimony and likelihood criteria. During the initialization of population, the parameters of the evolutionary model and branch lengths of each topology can be optimized using Newton-Raphson (Press et al. 1992) , gradient or Brent (Brent 1973) .
Many crossover operators are available in the literature (Lewis 1998; Congdon 2002) ; we have chosen Prune-Delete-Graft (PDG), because it has been successfully applied under different criteria. Three topological mutation operators are available: nearest neighbour interchange (NNI), tree bisection and reconnection (TBR) and subtree pruning and regrafting (SPR) (Felsenstein 2004) .
The results of MO-Phylogenetics are based on the jMe-talCpp output format, so that two files are generated after a metaheuristic execution: one containing the Pareto fronts' approximation and the other containing the optimized phylogenetic trees in newick format.
Examples of use
MO-Phylogenetics can be easily configured through a parameter file (see Fig. 1 ). The list of parameters is detailed in Table S1 in Appendix S1.
To execute MO-Phylogenetics, we have to create a plain text file with mandatory parameters (marked with * in Table S1 in Appendix S1) and other required parameters as needed. To run it, we have to execute the command:
$, MO-Phylogenetics param = parametersfile
We describe next three examples of how to configure MO-Phylogenetics to carry out experiments on three nucleotide data sets using different algorithms and optimization techniques.
Example 1. Parsimony-based strategy for a quicksearch of the tree space This example uses the MOEA/D algorithm configured taking into account the theoretical perspective of the strong relation between parsimony and likelihood (minimizing the parsimony score is equivalent to maximizing the likelihood under some assumptions Steel & Penny 2000) . This strategy is based on topological moves using the parametric progressive neighbourhood (PPN) technique (Goeffon). With the aim of improving the likelihood, all branch lengths affected by topological moves are optimized by using the numerical optimization methods Newton-Raphson and gradient. To carry out this experiment, we have to provide the parameter settings in Table 1 .
To illustrate the results of this configuration, we have carried out some experiments over the rbcL_55 data set (55 sequences of the rbcL chloroplast gene of 1314 nucleotides per sequence from species of green plants). Figure 2 shows a typical Pareto front approximation achieved after making 20 independent executions, where the biological results obtained from the extreme points suggest us an improvement as compared to other state-of-the-art results (Cancino & Delbem 2007 ; Santander-Jim enez & Vega-Rodr ıguez 2013a, 2014) in terms of a better likelihood score; concerning parsimony values, the results remain the same. These phylogenetic trees, along with the one in the middle of the front, are illustrated in the Supplementary figures in Appendix S1.
Example 2. Generating initial solutions to reach a fast multi-objective convergence (Stamatakis 2004) suggests starting the exploration of the 'tree space' with phylogenetic trees produced using the stepwise addition method for two reasons: firstly, parsimony is related to maximum likelihood under simple evolutionary models (Tuffley & Steel 1997 ) so that we can expect to obtain a starting tree with a relatively good likelihood and secondly because it is a non determinist method that obtains different starting topologies to each independent execution of algorithms (Zwickl 2006 ). An example of this configuration is included in the Table 2 .
We have chosen the SMS-EMOA algorithm, which is configured with the init.pop parameter for the stepwise value. With the aim of improving the likelihood of the initial trees, we can optimize all the branch lengths by setting the bl_opt_start Fig. 2 . Pareto front approximation generated by MO-Phylogenetics using the configuration of example 1 over the rbcL_55 data set. The extreme points represent the best inferred phylogenetic trees considering the parsimony and likelihood criteria.
parameter to true. We have carried out experiments using these parameters on a real nucleotide data set of the 16S ribosomal RNA gene (16S rRNA) from 19 different species of bacteria analysed in (Canchignia et al. 2015) . Figure 3 shows a typical Pareto front approximation. To compare the differences among different solutions, we include in Fig. 4 the extreme (best parsimony and likelihood scores) and medium trees of the front.
Example 3. Using a local search based on a Likelihood & Parsimony combined technique to improve the exploration of tree space
In this example, we describe how to configure the NSGA-II algorithm using a local search that combines two highly optimized techniques to explore the tree space, pllRear-rangeSearch (Flouri et al. 2015) and PPN (Go€ effon, Richer & Hao 2008) , to optimize the likelihood and parsimony objectives, respectively. This combined strategy allows evolutionary algorithms to find undiscovered regions during the exploration of the tree space, generating promising new phylogenetic trees. The parameter settings of this example are included in Table 3 . We applied MO-Phylogenetics with these settings to the RDPII_218 data set (218 sequences of the prokaryotic RNA of 4182 nucleotides per sequence). After having performed 20 independent runs, a typical Pareto front approximation is shown in Fig. 5 . We can observe that this front has a good spread out of solutions, leading to a wide set of alternative hypotheses that could be useful from a biological point of view.
Conclusions and future directions
MO-Phylogenetics can be very useful to the bioinformatics community interested in optimizing phylogenetic inference problems thanks to the inclusion of modern optimization techniques and to the advanced features provided by the Bio++ and PLL packages. Furthermore, researchers working on optimization algorithms can use MO-Phylogenetics as a tool for implementing new techniques to solve phylogenetic problems.
For future work, new multi-objective metaheuristics and parallel versions of the algorithms using the multithread features of PLL can be incorporated to MO-Phylogenetics. The algorithms included in our work have been configured with standard settings, so we plan to carry out a sensitivity analysis of the parameter settings to fine tune their performance. 
