Abstract. The Mars Pathfinder mission used a unique capability to rapidly generate and interactively display three-dimensional (3-D) photorealistic virtual reality (VR) models of the Martian surface. An interactive terrain visualization system creates and renders digital terrain models produced from stereo images taken by the Imager for Mars Pathfinder (IMP) camera. The stereo pipeline, an automated machine vision algorithm, correlates features between the left and right images to determine their disparity and computes the corresponding positions using the known camera geometry. These positions are connected to form a polygonal mesh upon which IMP images are overlaid as textures. During the Pathfinder mission, VR models were produced and displayed almost as fast as images were received. The VR models were viewed using MarsMap, an interface that allows the model to be viewed from any perspective driven by a standard three-button computer mouse. MarsMap incorporates graphical representations of the lander and rover and the sequence and spatial locations at which rover data were taken. Graphical models of the rover were placed in the model to indicate the rover position at the end of each day of the mission. Images taken by Sojourner cameras are projected into the model as 2-D "billboards" to show their proper perspective. Distance and angle measurements can be made on features viewed in the model using a mouse-driven 3-D cursor and a point-andclick interface. MarsMap was used to assist with archiving and planning Sojourner activities and to make detailed measurements of surface features such as wind streaks and rock size and orientation that are difficult to perform using 2-D images. Superresolution image processing is a computational method for improving image resolution by a factor of n 1/2 by combining n independent images. This technique was used on Pathfinder to obtain better resolved images of Martian surface features. We show results from superresolving IMP camera images of six targets including near-and far-field objects and discuss how the resolution improvement aids interpretation. Similar flood deposits can be seen on both of the Twin Peaks that cannot be resolved in raw images. Millimeter-sized pits are resolved on the rocks Wedge and Halfdome. Other rocks at the Pathfinder site exhibit fine-scale layering that is otherwise invisible. Use of the method resulted in the probable discovery of an artifact of intelligent life on Mars: a part of the Pathfinder spacecraft.
Introduction
Pathfinder was the first rover mission to Mars, but it will not be the last. Rover missions are able to perform many of the functions of a field geologist [Stoker, 1996 [Stoker, , 1998 ]. For example, a field geologist is able to look around, construct a mental three-dimensional (3-D) model of the nearby surroundings; perform measurements of nearby objects; determine slopes, strike, and dip of the distant terrain; and construct detailed maps of the region. The geologist also uses binoculars to get improved resolution of distant features, and a hand lens to get improved resolution of close features. In robotic missions, many of these capabilities can be simulated using the downlinked data from the rover and computers to reconstruct models of the terrain. Geologists can interact with these to accomplish many of the same things they would be able to do in the field.
Available technologies in the areas of image processing, computer graphics hardware and software, visualization, and human-computer interfaces have now reached a maturity level to offer unprecedented capabilities for real-time geographic information systems (GISs) [Jordan, 1996] . The concept of the "digital photo map" was introduced in the early 1970s as a method to augment topographic contour maps used for civil engineering design [Kamiya, 1972] . The advent of digital photogrammetry was quickly followed by developments in automatic stereo correlation algorithms to obtain altimetric data from aerial photographs [Kahn et al., 1977; Kelly et al., 1977] , distributed processing for the production of digital terrain data [Moellman and Meyer, 1976] , and computerized measurement systems and drawing aids to help humans extract geological features and analyses from stereo images [Morag, 1974; Real et al., 1974; Johnston and Rosenfeld, 1975] . As early as 1976, image processing techniques had also been developed to enable the reprojection of an aerial photograph with a corresponding elevation data set to produce a stereo mate for stereo visualization [Batson et al., 1976] .
The importance of 3-D reconstruction of a scene as an aid to surface mission operations has long been recognized. During the Viking mission, lander camera stereo pairs were displayed using a program called RANGER, which allowed a user to display and move an artificial 3-D cursor through the scene to measure surface features and produce vertical profiles [Liebes and Schwartz, 1977] . These profiles were used to produce a full-scale model of the surface in the vicinity of the lander, which was built in the atrium at the Jet Propulsion Laboratory (JPL, Pasadena, California), thus providing another useful visualization aid.
As computer technology became more powerful through the 1980s, continual improvements were made in the areas of stereo analysis algorithms [Claus, 1984; Herman and Kanade, 1986] and computer graphics [Coquillart and Gangnet, 1984; Kennie and McLaren, 1988 ] as applied to terrain modeling and visualization. Much of this technology was accelerated by government research and development for applications in flight simulators [McLanaghan, 1982; Weber, 1983] and mapping for military intelligence and defense purposes [Faintich, 1986] . More Also during the mid-1980s, new paradigms for humancomputer interaction were being explored [Fisher et al., 1987] that would allow scientists to visualize information with unprecedented ease and fidelity using the emerging technologies of VR. Recognizing that much of Mars' exploration would likely be done via remote control of planetary rovers [Stoker et al., 1990] , NASA established a program in "virtual planetary exploration" to develop and study the use of VR to improve the capabilities of scientists to understand information from robotic exploration vehicles by giving them user interface tools that provide a sense of presence in the remote environment [McGreevy, 1992 [McGreevy, , 1993 . Related work was also done to develop VR tools as part of the operator interface for controlling such rovers [Stoker et al., 1995; Piguet et al., 1995] . However, because of the necessity of real-time display update rates for VR interfaces [Liu et al., 1993] , such systems typically lacked enough fidelity in the terrain models utilized for display to be useful for scientific purposes.
With recent advances in the rendering power of modern graphics workstations, photorealistic VR interfaces for largescale GIS data sets have become a reality [Jacobson, 1994] However, these systems often rely upon the "two-and-a-half dimensional" representations (made by treating z as a single valued attribute of x, y) found in traditional GIS systems. This can represent a problem when trying to model the full dimensional complexity of the world [Raper, 1996] . For example, neither the underhang of a rock nor the ground surface under it can be represented.
For Mars Pathfinder we produced 3-D terrain models of the Martian surface using images from the Imager for Mars Pathfinder (IMP) camera [Smith et al., 1997a, b] . IMP images were draped onto the terrain models as textures so that the models looked photorealistic. These models formed the foundation of a powerful new tool for scientific data analysis. The IMP camera provided very attractive characteristics for producing 3-D models using automated stereo matching. The relevant IMP characteristics are described by Smith et . Immediately after landing, stereo images of the area surrounding the lander base petals were acquired to determine whether the ramps used for rover egress could be successfully deployed. Our first models were constructed using those images and were used to help determine which side of the lander to send the rover down. Beginning on sol 3, a complete panorama called the "monster pan" was obtained in stereo at 670 nm and downlinked over the next 4 sols. The monster pan formed the basis of 3-D models used during mission operations as discussed in this paper. IMP data were received as 12 bit images then scaled to 8 bits for ease of processing and display on standard monitors.
Kirk et al. [this issue
] describe procedures for the production of cartographic products including digital terrain models from IMP images. The advantage of our approach over theirs was that our 3-D models were produced much faster. For example, the monster pan was displayed in VR within 1 hour of receipt of the downlinked data. Another advantage is that the display system we developed is interactive and controllable by the user. Easy-to-use interactive mensuration features are also incorporated in the model. Thus the VR model provided a useful aid to mission operations that was more readily available and accessible than cartographic products produced using more conventional methods.
In the sections that follow, we first describe (section 2) the process for creating a photorealistic terrain model from IMP camera images. Three correlation passes, using different sized kernels, are used to improve both computational speed and accuracy. The same correlation algorithm, with different parameters, is used for all three passes. The first pass of the correlator is used to bound the disparity range of the image. It uses a small kernel and searches across the complete range of possible disparity values. For this first pass, a relatively low rate of correlations is found, but these are used to limit the search space of the disparity for the next pass. The second correlation pass uses a large kernel, which results in a high percentage of pixels being matched. However, because the disparity being assigned to each pixel is the average over the correlation window, the disparity resolution resulting from this pass is low. In the final (third) pass, a small kernel is again used for accuracy, and the disparity search is constrained to the neighborhood of the disparity calculated in the previous pass.
The correlation is followed by a filtering stage. This stage removes "outliers," disparity values much different than those in the nearby area. After this, gaps in the disparity map are filled. Gaps are places which had no match, inconsistent cross correlations, or outlier disparities. Some gaps are the result of real-world discontinuities in surface shape, such as the occluding boundaries of rocks in the terrain. In order to retain these boundaries in the map, gaps occurring at large discontinuities are filled with the minimum disparity value (corresponding to the point farthest from the camera) in the gap neighborhood. Gaps in regions with small disparity variance are more likely due to a smooth, texture free surface and are filled by averag-ing. Finally, a correction is applied to account for differences in the image scale between the left and right IMP images. Correction for image scale at this stage of the processing is possible because the image scale for IMP is only slightly different between the left and right eyes and the slight difference does not adversely affect the image correlation. It is desirable because it eliminates the need to resample the images, which would introduce error in the correlations.
The next processing stage derives a terrain mesh from the dense disparity map. For each disparity value, the coordinates of pixels found to be correlated between left and right images are projected through the camera's optical centerline into object space. This intersection point is the object coordinate. Then, using the camera pan and tilt angle, the object coordinates are rotated to the lander coordinate system. This computation is repeated for each pixel of the stereo pair to get a set of object points called the "dot cloud."
The next stage converts the dot cloud into a triangle mesh. Meshes of different resolution can be constructed by pairing every n th row and column position in the matrix to form adjacent triangles in a mesh. In practice for the Pathfinder mission, values of n = 4 and 8 were used for display. The meshing algorithm preserves discontinuities in the surface by limiting the depth range of a given triangle. In cases where the allowed depth range is exceeded, no triangle is formed between those points.
Finally, the original image is overlaid as a texture on top of the mesh. Each pixel is associated with a point in the dot cloud matrix. Thus the pixels associated with a triangle in the mesh are known, and the texturing algorithm overlays the pixels into the triangular mesh by stretching out the pixels to fit the mesh as necessary. The texture files are the original images used to make the 3-D model. In practice, only right camera images were used to make the texture files. Color textures for the model are produced by coregistering 440 and 530 nm images with the 670 nm right camera image from a stereo pair, and assigning these images to the blue, green, and red channels of a color composite. A significant aspect of the project was the rapid production and display of models using a distributed production team and fast data transfer. As images of Mars arrived at JPL through the Deep Space Network, they were automatically transferred to NASA Ames (Mountain View, California), where terrain models were produced. After processing, the models were transmitted back to a computer at JPL for display. The time to process a single pair of IMP stereo images into a 3-D terrain model was less than 25 s using a dual processor Silicon Graphics Octane computer with two 195 MHz RS10000 processors and 256 Mbytes RAM. The monster pan consisted of 98 stereo pairs. These data were displayed in the VR model at the mission operations center at JPL within 1 hour of downlink.
Terrain Model Accuracy
For the Mars Pathfinder IMP camera data sets the error in the 3-D position of an object point in the model comes from three main sources. The first source is the uncertainty in the azimuth and elevation of the camera. According to the IMP calibration report [Crowe et al., 1996] , the pointing error acts in a plane perpendicular to the camera optical axis. This error is a linear function of the camera-point distance and is within _+2.7% in azimuth and _+1.2% in elevation of the absolute position of the point (assuming a pan error of _+ 1.5 ø and a tilt error of _+0.65ø). These are worst case values due to backlash in the camera motors. The second uncertainty is in the computed camera-point distance. This uncertainty results from the disparity computation because, for a given pixel, the disparity is the average of the disparity for all the pixels in the kernel. The third source of uncertainty is the finite matching precision resulting from finite image resolution.
Of the uncertainty sources, the first is the largest, but the camera-pointing uncertainty affects all points from one stereo pair equally as a solid body. This source of error can be minimized by determining actual camera pointing after the fact by using tie points between stereo pairs. During the mission, we used the camera-pointing information provided by the spacecraft team in the image header files. Corrected camerapointing information was incorporated into the models once it was produced using the tie points [Kirk et al., this issue].
The stereo images of the monster pan were lossily compressed. We did not determine how varying amounts of data compression affected the model results. However, the stereo pipeline achieved high correlation rates even with the compressed data of the monster pan. Later in the mission, the superpan, a losslessly compressed stereo panorama, was obtained. We built stereo models from the superpan, but did not find that significantly higher correlation rates were achieved.
In order to get a meaningful estimate of the uncertainty of object positions within the terrain model, a data set was obtained using an engineering model of the IMP camera in the University of Arizona Mars Garden in Tucson. The Mars Garden was set up with a simulated Martian landscape with rocks, sand, and a variety of slopes and textures. Tags (small colored dots) were placed on 130 rocks of all sizes ranging from 2 to 10 m from the camera head. The tags and the camera head positions were precisely measured by surveyors (Hosack and Associates Inc., Tucson). We assumed that the uncertainties in the surveyed positions were insignificant compared to the uncertainties introduced by the terrain modeling procedure. We compared the positions of 51 of the tag points taken from the stereo terrain model with the same surveyed points. We found that 33% of the points were within 1% of the camera-tag distance, 89% were within 2%, and 98% were within 5%.
In principle, the model accuracy should decrease quadratically with the distance from the camera head. In practice, we created terrain models for Pathfinder out to a radius of 10 m from the lander. This was expected to be the range of rover operations, and we did not estimate the accuracy of the model outside of this range. The uncertainty is also related to the angle between the optical axis of the camera and the normal to the surface. This source of uncertainty dominates the errors in the camera-tag distance as measured from the model and the survey.
MarsMap VR Display Interface
MarsMap is a software package developed to display the Pathfinder VR models. Figure 4 shows an example of a measurement of the slope of the face of the rock named Yogi. Such measurements were made during the mission to determine which face of the rock could be measured with the alpha proton X ray (APX) instrument. Using the 3-D cursor controlled by the mouse and a point-and-click interface, a user specifies two points in the VR model, and the measurement is automatically calculated and displayed on the screen. Positions, distances from the lander, and angles can be measured in this way.
Map Markers
MarsMap provides capability to place icons (3-D overlays) in the model which can be toggled on/off using a pull-down menu.
.. MarsMap was a useful aid in planning targets for IMP imaging. The IMP multispectral capability was used to obtain spectra of many rocks, but to conserve data volume, the camera was pointed at small features (smaller than the image size), and subframe images were obtained. In order to capture the desired feature, these images had to be accurately pointed. MarsMap was one of the methods used to determine the correct pointing information.
MarsMap was also a useful aid to planning rover operations. The ability to place icons in the terrain was used to keep track of planned activities and the positions where rover experiments were performed. As things changed, the map could be updated almost instantly. Screen shots from MarsMap allowed immediate production of a printed plan which aided communication between the science and operational teams.
MarsMap was also used to aid the science team in planning rover traverses and APX instrument placements. In drive mode, a user could fly through the terrain at the height of the rover cameras and see things from this viewpoint to determine whether a particular traverse was possible without getting Superresolved image processing is an image analysis technique for producing improved image resolution by combining data from multiple independent, but essentially identical, lower resolution images. The theory behind the method is described in detail by Cheeseman [1996] . The superresolution algorithm takes advantage of the fact that each image is an independent sample of the same scene, and so the scene is oversampled. The pixels from each image do not exactly overlay each other, and thus they sample the scene differently. In the case of IMP, the pointing imprecision happens to be fairly large, of the order of 10 pixels, but even a motion of the order of 1 pixel would suffice. The key is for the range of possible fractional pixel motions to be sampled randomly. The automated superresolution algorithm first co-registers the independent images, which ideally differ only in the way the pixels are sampled, and then averages them. It then attempts to invert the point spread function introduced by the camera by using an iterative deconvolution process inspired by Bayesian theory. Finally, it reregisters the original inputs against the sharper result to attain a more precise registration, and repeats the whole process several times to converge on a final output. The theoretical improvement in resolution achievable by the method is a factor of rt 1/2, where n is the number of input images. Thus the cost in data volume is equivalent to imaging the same area through a zoom lens with this magnification power. Previously, the algorithm was applied only to historical data archives such as repeated images of the same area taken by the Viking orbiter for the purpose of imaging cloud motions, overlapping areas in Viking mosaics, and Galileo images of Gaspera. The Pathfinder mission was the first time the algorithm was used with images deliberately acquired for the purpose of improving resolution.
To evaluate the usefulness of superresolution methods on the Mars Pathfinder mission prior to landing on Mars, a set of test images were acquired using the IMP camera engineering model located in the University of Arizona Mars Garden. The superresolution algorithm was used on these test images and yielded promising results. On the basis of these preliminary results, the Geomorphology Science Operations Group (GeoSOG) on Pathfinder decided to use the technique on Mars to obtain improved resolution of interesting features seen in the IMP images.
Superresolution required special image sequences for optimal results. For the Pathfinder mission, our approach was to obtain a large number of images (normally, 25 images were acquired of each target) with the camera commanded to move between images. Using an analysis of premission tests of the method from the engineering model of the IMP, and taking into account the characteristics of the IMP drive motor, we found that the best results were obtained if the camera was moved in both azimuth and elevation and then commanded to return to a position one to two motor steps away from the previous position. This caused the target to appear on a different part of the CCD in each image. This not only assured motion between pointing, giving independent samples, it also had the benefit of averaging out any camera blemishes and CCD defects. Images were acquired uncompressed to eliminate any concern that data compression might alter subpixel information. To limit data volume, sequences were designed to acquire subframe images containing only the desired target.
While the full resolution of the IMP camera was 12 bits, the raw images were initially provided as 8 bit data, and only these were used to produce the superresolved images. In each sequence, a set of images was obtained in each of the color channels (red, green, blue) that would allow the superresolved images to be colorized after the superresolution processing was performed.
The superresolution process was almost entirely automated. The generation of a command to the spacecraft to point the camera and obtain images was a semiautomated process. The user filled out a questionnaire to provide image pointing and desired image time, from which a sequence was automatically created to send to the spacecraft. The program periodically checked to see whether the data were received, and upon receipt, all the steps for producing a superresolved result were performed without human oversight. The algorithm first coregistered the input images, averaged them, inverted the point spread function of the lens, reregistered the inputs against the result and iterated to a solution, then wrote the resulting image file to a Web page, where it could be viewed along with an example input image.
The processed images were consistently an improvement over the input images, often a dramatic one. In all, 19 superresolution sequences of nine targets were received and pro- can be studied that are at or just below the limit of resolution of ordinary imaging.
Recommendations for Future Work
During the course of the Pathfinder mission, many uses were found for MarsMap that were not foreseen by the developers. Rapidly correcting color to remove the diffuse illumination would be very valuable on future missions involving rovers. This would give science teams a better understanding of surface colors, enabling them to decide where to make in situ measurements and where to send the rover to obtain samples. The Pathfinder VR model was implemented only with images taken by the IMP camera. Therefore the model encompassed a limited area. An important advance will be to create a VR model that includes other relevant images. The model would have varying resolution, reflecting the available information. For example, the lowest resolution scale could be areas only covered by orbital imaging, the next higher resolution scale could be from the descent imaging, and the highest could be derived from the rover images where available. Producing digital terrain models and merging all this information together smoothly and accurately will be a major challenge for VR researchers. An important step in this direction would be to develop 3-D models from Sojourner images and merge them properly into the IMP-derived 3-D models. However, this task is complicated by the fact that the Sojourner cameras had considerable lens distortion that must be taken into account when producing 3-D models.
Future rover missions are planned for Mars that will be of much longer duration than expected for Mars Pathfinder. Cost constraints for these long missions dictate that team members must be able to interact effectively from their home institutions. Tools such as MarsMap need to be available on workstations at organizations that are geographically dispersed.
Superresolution is an important capability, but a detailed study of the method needs to be performed under controlled laboratory conditions to better characterize how much resolution improvement is really obtained, how it scales with number of images, and other factors that may affect image quality.
A number of additional superresolution tasks should be performed with the Pathfinder data set. For example, the superpan was a nearly complete panorama of the Martian surface taken in all 15 IMP filters (with eight in the left camera and seven in the right). These images could be combined using the superresolution algorithm to produce a superresolved stereo pair with a resolution improvement of more than a factor of 2. The results could also be produced in color, since the color channels could be applied to the superresolved results.
Golombek et al. [this issue]
show results from superresolved images of the superpan manually produced using Photoshop. The individual image planes were sharpened using an unsharp mask and then co-added after visual co-registration. The results were colorized as described above. While impressive images resulted, it is important to understand how they compare with results from the superresolution algorithm, which in addition to co-adding the images, is deconvolving the camera's point spread function.
Appendix: Transformations From IMP Camera to Mars Local Level Coordinate System
The 3-D models generated by the stereo pipeline for Mars Pathfinder were defined with respect to a coordinate system attached to the center of rotation of the IMP camera and aligned with the lander spacecraft. However, the primary surface-based coordinate system for Pathfinder mission opera- 
