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We show that every quantum computation can be described by Bayesian update of a probability
distribution on a finite state space. When applied to the model of quantum computation with magic
states, the size of this state space only depends on the number of magic states used in the quantum
computation, and not on the length of the gate and measurement sequence.
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It is often pointed out that the fundamental objects in
quantum mechanics are amplitudes, not probabilities [1],
[2]. This fact notwithstanding, here we construct a de-
scription of universal quantum computation—and hence
of all quantum mechanics in finite-dimensional Hilbert
spaces—in terms of Bayesian update of a probability dis-
tribution. In this formulation, quantum algorithms look
structurally akin to classical diffusion problems.
While this seems implausible, there exists a well-known
special instance of it: quantum computation with magic
states (QCM) [3] on a single qubit. Compounding two
standard one-qubit Wigner functions, a hidden variable
model can be constructed in which every one-qubit quan-
tum state is positively represented [4]. This represen-
tation is furthermore covariant under all 1-qubit Clif-
ford unitaries and positivity-preserving under all 1-qubit
Pauli measurements. The update under such operations
preserves the probabilistic character of the model, and
hence QCM on one qubit can be classically simulated by
Bayesian update of a probability function on eight ele-
ments; see Fig. 1 for illustration.
The prevailing view on the above one-qubit example is
that it is an exception, and for multiple qubits negativ-
ity will inevitably creep into any quasiprobability func-
tion of any computationally useful quantum state, ren-
dering classical simulation inefficient [5]. This hypothesis
is informed by the study of Wigner functions in finite-
dimensional state spaces, which establishes Wigner func-
tion negativity as a necessary computational resource,
i.e., there can be no quantum speedup without negativ-
ity, [8–15]. A quantum optics notion of quantumness—
negativity of Wigner functions—and a computational
notion—hardness of classical simulation—thus align.
The viewpoint just summarized requires correction. As
we show in this paper, the one-qubit case is not an excep-
tion; rather it is an example illustrating the general case.
Every quantum state on any number of qubits can be rep-
resented by a probability function, and the update of this
probability function under Pauli measurement proceeds
by Bayesian inference. This is the content of Theorem 1
below. In Theorem 2, we apply this to quantum compu-
tation with magic states, showing that universal quantum
computation can be classically simulated by the Bayesian
update of a probability distribution.
The process closely resembles classical simulation of
QCM by sampling from the Wigner function of the initial
magic state [8], [11]. That simulation method requires
the initial Wigner function to be positive, restricting the
range of applicability. In the present case, though, the
positivity condition is not constraining—it is satisfied for
every quantum state.
This looks all very classical, and therein lies a puzzle.
Specifically, from the statement of the result, two imme-
diate questions suggest themselves. (i) Is negativity of a
Wigner function really an indicator of quantumness?, and
(ii) Since we describe any quantum state on any number
of qubits by a corresponding probability distribution, is
our result at odds with Gleason’s theorem?
In short, the answers to these questions are (i) Negativ-
ity is an artifact of a particular choice of quasiprobability
function, and (ii) No. We will expand on these answers
below.
The remainder of this paper is organized as follows.
First, we define our setting and state our main results,
Theorems 1 and 2. Then we prove them, and thereafter
discuss the above two questions. We conclude by explain-
ing how the present results relate to earlier work on the
role of Wigner function negativity in quantum computa-
tion with magic states.
Result. We focus on systems of n qubits, for any
n ∈ N. The statement below applies to qudits in an
analogous manner. We denote the n-qubit Pauli opera-
tors by Ta = i
φ(a)X(aX)Z(aZ), ∀a ∈ Zn2 × Zn2 =: En,
with φ : En −→ Z4 such that all Ta are Hermitian. The
projectors onto the eigenspaces of Pauli observables are
Πa,s :=
I+(−1)sTa
2 . Further, we denote by O(2n) the set
of Hermitian operators on n-qubit Hilbert space H = C2n
with the property that Tr(X) = 1 for all X ∈ O(2n), and
by Sn the set of all n-qubit pure stabilizer states.
Then, we define the polytope Λn as
Λn := {X ∈ O(2n)|Tr(|σ〉〈σ|X) ≥ 0, ∀ |σ〉 ∈ Sn}. (1)
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FIG. 1. One-qubit model. (a) State space for the one-qubit
states ρ = (I + r~σ)/2. The physical states lie within or on
the Bloch sphere. The state space describable by probabilistic
mixtures of the eight phase point operators Ai is a cube with
corners (±1,±1,±1); also see [4]. It contains the Bloch ball.
(b) Update of the phase point operators Ai under measure-
ment of σz. For each of the eight phase point operators, each
red arrow represents a transition with probability of 1/2.
The elements X ∈ Λn are the “states” (though not neces-
sarily proper quantum states) that behave “well” under
all sequences of Pauli measurements; namely the prob-
abilities for the outcome sequences are all non-negative
and add up to unity.
Denote by An the set of vertices of Λn, and the indi-
vidual vertices (extreme points) by Aα ∈ An. (These are
our generalized phase point operators.) Vn is the corre-
sponding index set, α ∈ Vn ⇐⇒ Aα ∈ An. We now have
the following result.
Theorem 1 For all numbers of qubits n ∈ N, (i) each n-
qubit quantum state ρ can be represented by a probability
function pρ : Vn −→ R≥0,
ρ =
∑
α∈Vn
pρ(α)Aα. (2)
(ii) For the state update under Pauli measurements it
holds that
Πa,sAαΠa,s =
∑
β∈Vn
qα,a(β, s)Aβ . (3)
Therein, for all a ∈ En, α ∈ Vn, the qα,a : Vn × Z2 −→
R≥0 are probability functions,
(iii) Denote by Pρ,a(s) the probability of obtaining out-
come s for a measurement of Ta on the state ρ. Then,
the Born rule Pρ,a(s) = Tr(Πa,sρ) takes the form
Tr(Πa,sρ) =
∑
α∈Vn
pρ(α)Qa(s|α), (4)
where Qa(s|α) is given by
Qa(s|α) :=
∑
β∈Vn
qα,a(β, s). (5)
Hence 0 ≤ Qa(s|α) ≤ 1, for all a, s, α.
1. Sample from the probability distribution pρ. Ob-
tain a phase space point α0 ∈ Vn.
2. For all Pauli measurements Tat , at ∈ En, from
t = 1 to t = tmax, sample from qα,a=at to obtain
the new phase space point β ∈ Vn and measure-
ment outcome s. Output s as the outcome for the
measurement of Tat , update the phase space point
αt−1 → αt = β, and increment t→ t+ 1.
TABLE I. Classical procedure to simulate a single run of a
given QCM.
The above theorem describes a hidden variable model
(HVM). For any fixed number of qubits, any quantum
state—however strongly entangled—can be described by
a probability function p(n) with finitely many elements.
This property distinguishes it from the HVM of Beltram-
etti and Bugajski [16], which also applies to all quantum
states but requires an infinite state space. A further dis-
tinguishing property is the Bayesian state update under
a dynamical process, Pauli measurement.
Because of the latter, the above HVM has bearing on a
model of universal quantum computation, namely quan-
tum computation with magic states (QCM) [3]. QCM
consists of a sequence of Clifford unitaries interspersed
with Pauli measurements, applied to an initial magic
state (typically a tensor product of 1-qubit magic states).
However, the Clifford unitaries are redundant, and no
computational power is lost if we consider sequences of
Pauli measurements only. The reason is that the Clif-
ford unitaries may be propagated past all measurements,
thereby conjugating the Pauli measurements into (other)
Pauli measurements. After forward-propagation, the uni-
taries can be dropped, since they do not affect the statis-
tics of the (now earlier) measurements; see e.g. [9], [10].
With the Pauli measurements as the only essential dy-
namical element, QCM matches the setting described in
Theorem 1. This leads to the following result.
Theorem 2 For any n ∈ N and all n-qubit quantum
states ρ the classical algorithm of Table I for sampling
the outcomes of any sequence of Pauli measurements on
ρ agrees with the predictions of quantum mechanics.
Thus, the HVM of Theorem 1 describes all of univer-
sal quantum computation, and hence arbitrarily closely
approximates all quantum mechanical dynamics in finite-
dimensional Hilbert spaces.
Proofs. We now turn to the proofs of Theorems 1 and
2. The proof of Theorem 1 requires a lemma.
Lemma 1 The set Λn has the following properties.
1. Λn is convex, i.e., for all p ∈ [0, 1] it holds that
X,Y ∈ Λn =⇒ pX + (1− p)Y ∈ Λn.
32. Λn contains all n-qubit quantum states; i.e., for all
n-qubit density operators ρ it holds that ρ ∈ Λn.
3. Λn is closed under Pauli measurement; i.e., for all
Πa,s it holds that
X ∈ Λn ∧ Tr(Πa,sX) > 0 =⇒ Πa,sXΠa,s
Tr(Πa,sX)
∈ Λn.
Proof of Lemma 1. Property 1 follows directly from the
definition Eq. (1). Also, all quantum states ρ satisfy
the conditions Tr
(|σ〉〈σ|ρ) ≥ 0, for all n-qubit stabilizer
states |σ〉, and Tr(ρ) = 1; hence are in Λn.
Regarding Property 3, we observe that for all stabilizer
states |σ〉 ∈ Sn and all Pauli observables Ta it holds that
Πa,s|σ〉〈σ|Πa,s = c |σ′〉〈σ′|, where |σ′〉 ∈ Sn, c ≥ 0. (6)
Namely, c = 1 if (−1)sTa|σ〉 = |σ〉, c = 0 if (−1)sTa|σ〉 =
−|σ〉, and c = 1/2 otherwise. Then,
Tr(|σ〉〈σ|Πa,sXΠa,s) = Tr ((Πa,s|σ〉〈σ|Πa,s)X)
= cTr (|σ′〉〈σ′|X)
≥ 0.
Therein, in the second line we have used Eq. (6), and in
the third line the definition of Λn, Eq. (1). Therefore,
whenever Tr(Πa,sX) > 0, the post-measurement state
X ′a,s := Πa,sXΠa,s/Tr(Πa,sX) also has the property that
Tr(|σ〉〈σ|X ′a,s) ≥ 0, ∀a ∈ En, ∀s ∈ Z2, ∀|σ〉 ∈ Sn.
Furthermore, Tr(X ′a,s) = 1. Therefore, X
′
a,s ∈ Λn. 
Proof of Theorem 1. With Property 2 in Lemma 1,
any n-qubit quantum state ρ is in Λn. Hence it can be
expressed as a linear combination of the vertices Aα, as
in Eq. (2). Taking the trace of the above equation yields∑
α pρ(α) = 1, i.e., pρ is a probability function. This
proves the first statement of Theorem 1.
With Property 3 of Lemma 1, for all phase point op-
erators Aα and all projectors Πa,s with Tr(Πa,sAα) > 0
it holds that Πa,sAαΠa,s/Tr(Πa,sAα) ∈ Λn. Therefore,
Πa,sAαΠa,s =
∑
β
qα,a(β, s)Aβ ,
with qα,a(β, s) ≥ 0 for all β ∈ Vn, and s ∈ Z2. Now
fixing α, a and adding the corresponding equations for
s = 0 and s = 1, and then taking the trace, we find∑
s∈Z2
∑
β∈Vn
qα,a(β, s) = 1. (7)
Hence, qα,a : An × Z2 −→ R≥0 is a probability distribu-
tion, for all α ∈ Vn, a ∈ En. This demonstrates Eq. (3).
Regarding Qa(s|α) as defined in Eq. (5), since the
qα,a(β, s) are all positive, it holds that Qa(s|α) ≥ 0
for all a, s, α. Furthermore, with Eq. (7) it follows that
Qa(0|α) +Qa(1|α) = 1 for all a, α, and therefore
0 ≤ Qa(s|α) ≤ 1, ∀a, s, α.
Combining Eq. (2) and the already established Eq. (3),
Tr(Πa,sρ) =
∑
α pρ(α)Tr(Πa,sAα)
=
∑
α pρ(α)Tr(Πa,sAαΠa,s)
=
∑
α pρ(α)
∑
β qα,a(β, s)
=
∑
α pρ(α)Qa(s|α).
This proves the formulation Eq. (4) of the Born rule. 
Proof of Theorem 2. First, we will show that given
the input state ρ and a single Pauli measurement Ta,
the probability of obtaining the outcome s, Pρ,a(s), pre-
dicted by the classical simulation algorithm agrees with
the probability obtained via the Born rule. Using the
classical simulation algorithm, the conditional probabil-
ity of obtaining outcome s given the state α ∈ Vn is given
by Eq. (5). Therefore, the probability of obtaining out-
come s given a measurement of Ta on state ρ as predicted
by the classical simulation algorithm is
P (Sim)ρ,a (s) =
∑
α∈Vn
pρ(α)Qa(s|α). (8)
As shown above, the outcome probability predicted by
the Born rule is
P (QM)ρ,a (s) =Tr(Πa,sρ) =
∑
α∈Vn
pρ(α)Qa(s|α). (9)
Comparing eq. (8) and eq. (9), we see that the classical
simulation algorithm reproduces the outcome probabili-
ties predicted by the Born rule for a single Pauli mea-
surement.
Now we turn to the post-measurement state ρ′. The
post-measurement state predicted by quantum mechan-
ics is
ρ′(QM) =
Πa,sρΠa,s
Tr(Πa,sρ)
.
Here the numerator is
Πa,sρΠa,s =
∑
α pρ(α)Πa,sAαΠa,s
=
∑
α pρ(α)
∑
β qα,a(β, s)Aβ ,
and so
ρ′(QM) =
∑
α pρ(α)
∑
β qα,a(β, s)Aβ∑
α pρ(α)Qa(s|α)
. (10)
Using the classical simulation algorithm, the prob-
ability of obtaining outcome s and state β given
a measurement of Ta on state ρ is Pρ,a(β, s) =
Pρ,a(β|s)Pρ,a(s). But Pρ,a(β, s) =
∑
α pρ(α)Pa(β, s|α) =∑
α pρ(α)qα,a(β, s) and Pρ,a(β|s) = pρ′(β). Therefore,
4the post-measurement state according to the classical
simulation algorithm is
ρ′(Sim) =
∑
β pρ′(β)Aβ =
∑
β
Pρ,a(β,s)
Pρ,a(s)
Aβ
=
∑
β∈Vn
∑
α pρ(α)qα,a(β, s)∑
α pρ(α)Qa(s|α)
Aβ .
(11)
This agrees with Eq. (10) above. Therefore, the
classical simulation algorithm also reproduces the post-
measurement state predicted by quantum mechanics for
a single Pauli measurement.
Now let ρ(t) denote the state before the tth measure-
ment. Then the above shows that the classical sim-
ulation algorithm correctly reproduces the Born rule
probabilities Pρ,at(st|s1, s2, . . . , st−1) as well as the post-
measurement state ρ(t+ 1). Therefore, by induction the
simulation algorithm correctly reproduces the outcome
probabilities predicted by the Born rule for any sequence
of Pauli measurements. 
Discussion. We now return to the two questions posed
in the introduction.
(i) Wigner function negativity. The probability func-
tion p for density operators ρ satisfies the four criteria
of the Stratonovich-Weyl (SW) correspondence [21] (also
see [22]), namely (i) Reality, (ii) Standardization, (iii)
Covariance (under the Clifford group) and (iv) Tracial-
ity; see SM Section II for details. It is thus an object very
closely related to the Wigner function for multi-qudit sys-
tems in odd local dimension [6], and the original Wigner
function [23] for infinite-dimensional systems. From the
SW-perspective, the only difference is that the present p
function is non-unique whereas the Wigner functions [6]
and [23] are unique.
Negativity in a Wigner function is, from a quantum
optics perspective, considered a sign of genuine quan-
tumness. Complementing this, previous work on the role
of finite-dimensional Wigner functions in quantum com-
putation [8–15] has established positivity of the Wigner
function Wρ of the initial magic state ρ as an indicator
of classicality. That is, if the Wigner function is posi-
tive then there is no quantum computational speedup.
However, whether, from this computational perspective,
negativity of the Wigner function Wρ is an indicator of
quantumness is currently an open question [5], [12], [13].
The present work says the following in this regard.
The possibility that, for some finite-dimensional Wigner
functions, negativity is an indicator of quantum com-
putational speedup remains. However, negativity can-
not be an indicator of such quantumness for all multi-
qubit quasiprobability functions in the Stratonovich-
Weyl class. With the probability function p, we have
provided a counterexample.
For all previously known quasiprobability functions in
the SW class, the hardness of classical simulation stems
from the exponential blow-up of the corresponding 1-
norm [5]–[13]. For the present probability function p this
is not the case.
Theorem 2 does, however, not imply that the classi-
cal simulation algorithm of Table I is efficient. Indeed
it has previously been demonstrated that, given reason-
able complexity-theoretic assumptions, there are compu-
tationally hard sampling problems, such as boson sam-
pling [17] and instantaneous quantum computation [18],
[19]; also see [20] for a measurement-based version.
(ii) Gleason’s theorem. Gleason’s theorem [25] says
that in Hilbert spaces H of dimension 3 or greater, the
only way to assign probabilities p(h) to all subspaces of
h ⊂ H, represented by corresponding projectors Ph, is
via p(h) = Tr(Phρ), for some valid density matrix ρ.
That is, the only consistent way to assign probabili-
ties to measurement outcomes is the Born rule, involving
density matrices. Our Theorem 1 does not contradict
this; rather it reproduces the Born rule, cf. Eq. (4).
However, Gleason’s theorem is sometimes interpreted
as a mathematical proof that density operators are the
fundamental notion of state in quantum mechanics. In
short, density operators are for quantum mechanics,
probability distributions for classical statistical mechan-
ics. Theorem 1 escapes this interpretation. It shows that
every quantum state can be described by a probability
distribution, and yet the Born rule for measurement is
reproduced. This is possible because we have restricted
measurement to Pauli observables. Note though that this
restriction does not affect the universality of quantum
computation with magic states!
To conclude, we comment on the relation of the present
work to its direct precursors [8–12], which examine the
role of Wigner functions for quantum computation with
magic states. The earlier works establish that Wigner
function positivity is an indicator of classicality; and the
present work does not oppose this. In fact, the general-
ized phase point operators identified in the multi-qubit
setting of [11] are special cases of the phase point opera-
tors discussed here; see the Supplementary Material, Sec-
tion I. And thus, the present approach provides a broader
and yet conceptually simpler framework for the classical
simulation of quantum computation by sampling, sub-
suming the earlier ones as special cases.
An open question is whether the present hidden vari-
able model is contextual or non-contextual. Because
Mermin’s square and star [26] are contained as special
cases in the phenomenology described by it, the default
position is perhaps that the model is contextual. How-
ever, we note that neither the probability distribution
representing the initial magic state nor the state up-
date under individual Pauli measurements depend on any
measurement context. Mermin’s square & star argument
doesn’t apply because the value assignments in our model
are probabilistic rather than deterministic.
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Supplementary Material
I. Multi-qubit phase points from [11] are extremal
Recall from [11] a couple of definitions. We call a set
Ω ⊂ En closed under inference if for all a, b ∈ Ω with the
property that [a, b] = 0 it holds that a + b ∈ Ω. (Here
[a, b] := aXbZ + aZbX mod 2.) We call a set Ω ⊂ En
non-contextual if it supports a non-contextual value as-
signment. Sets Ω which are both closed under inference
and non-contextual are called “cnc”. Of particular inter-
est in [11] are maximal cnc sets, which are cnc sets that
are not strictly contained in any other cnc set. They give
rise to the following multi-qubit phase point operators
AγΩ =
1
2n
∑
a∈Ω
(−1)γ(a)Ta, (12)
where Ω is a maximal cnc set, and γ : Ω −→ Z2 is a
non-contextual value assignment.
Theorem 1 in [11] classifies the maximal cnc sets. For
the present purpose it may be rephrased as
Lemma 2 If a subset of En is closed under inference
and does not contain a Mermin square then it is non-
contextual.
Proof sketch for Lemma 2. Theorem 1 of [11] classifies
the subsets of En that are closed under inference and do
not contain a Mermin square. They all turn out to be
non-contextual. 
We now have the following result.
Lemma 3 For any number n of qubits, the phase point
operators AγΩ of Eq. (12) are vertices of Λn.
Proof of Lemma 3. Pick an n, any pair (Ω, γ). AγΩ has
unit trace, and, as shown in [11], satisfies Tr(|σ〉〈σ|AγΩ) ≥
0. Therefore, AγΩ ∈ Λn, and AγΩ has an expansion
AγΩ =
∑
β∈Vn
pΩ,γ(β)Aβ , (13)
where pΩ,γ(β) ≥ 0, ∀β, and
∑
β pΩ,γ(β) = 1. Thus, pΩ,β
is a probability distribution. Henceforth, we consider any
Aβ for which pΩ,γ(β) > 0.
Now pick an a ∈ Ω and consider Tr (TaAγΩ). With
Eq. (12), it holds that (−1)γ(a) = ∑β pΩ,γ(β)〈Ta〉β .
Since pΩ,β is a probability distribution and |〈Ta〉β | ≤ 1
for all β, it follows that
〈Ta〉β = (−1)γ(a), ∀β with pΩ,γ(β) > 0.
That is, every phase point operator that appears on the
rhs. of Eq. (13) with non-zero coefficient agrees with AγΩ
on the expectation values 〈Ta〉 for all a ∈ Ω.
6(a) (b)
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FIG. 2. Two possibilities for the set Ω ∩M , shown in color.
Now we turn to the expectation values for b 6∈ Ω. Any
set Ω˜ ⊂ En that is closed under inference and contains
both Ω and b is contextual, by the maximality of Ω. By
Lemma 2, any such Ω˜ contains a Mermin square M , and
furthermore b ∈M .
Since M is closed under inference, so is Ω ∩M . Also,
since Ω is maximal, Ω∩M is maximal in M . Up to per-
mutations of rows and columns, there are two possibilities
for Ω ∩M , which are displayed in Fig. 2.
Case (a). For any b there exists a triple {x, y, z} ⊂
M\b such that [x, y] = [x, z] = [b, y] = [b, z] = 0, [x, b] =
[y, z] 6= 0. We have the following Mermin square:
x+y+z+b
x y
z
x+y
x+z
b
y+b
z+b
Therein, Mermin’s contradiction to the existence of a
non-contextual HVM is encapsulated in the operator re-
lation (TxTy)(TzTb) = −(TxTz)(TyTb).
We chose the following phase conventions.
Tx+y = TxTy, Tz+b = TzTb,
Tx+z = TxTz, Ty+b = TyTb,
(14)
and
Tx+y+z+b = Tx+zTy+b,
Tx+y+z+b = −Tx+yTz+b. (15)
Recall that with the first part of the proof 〈Tj〉β =
(−1)γ(j), for j = x, y, z. Now assume that 〈Tb〉β = ν,
with −1 ≤ ν ≤ 1. Now, with Eq. (14)
〈Tx+y〉β = (−1)γ(x)+γ(y), 〈Tx+z〉β = (−1)γ(x)+γ(z),
〈Ty+b〉β = ν(−1)γ(y), 〈Tz+b〉β = ν(−1)γ(z).
Therefore, with Eq. (15),
〈Tx+y+z+b〉β = ν(−1)γ(x)+γ(y)+γ(z)
= −ν(−1)γ(x)+γ(y)+γ(z).
This is satisfiable only if ν = 0, and hence 〈Tb〉β = 0.
Case (b). The argument is analogous to case (a), and
we do not repeat it here.
By the above case distinction, for any b ∈ En\Ω either
case (a) or (b) applies, and each way the consequence
is that 〈Tb〉β = 0. Therefore, any phase point operator
Aβ that appears on the rhs of Eq. (13) with nonzero
pΩ,γ(β) agrees with A
γ
Ω on all expectation values of Pauli
observables; hence AγΩ = Aβ for all such β.
Now assume there exists no such Aβ . Taking the trace
of Eq. (13) yields 1 = 0; contradiction. Hence, there
must exist a β such that AγΩ = Aβ , for all (Ω, γ). 
II. Stratonovich-Weyl correspondence
In the field of quantum optics, the Stratonovich-Weyl
(SW) correspondence is a set of criteria that well-behaved
quasi-probability distributions over phase space have to
satisfy. Denote by F
(s)
A : X −→ C the quasiprobability
distribution corresponding to the (not necessarily Hermi-
tian) operator A, with X the phase space and s a real
parameter in the interval [−1, 1]. In the standard formal-
ism for infinite-dimensional Hilbert spaces, s = −1, 0, 1
correspond to the Glauber-Sudarshan P , Wigner, and
Husimi Q function, respectively. Then, the following set
of criteria is imposed on the F
(s)
A [21]; also see [22],
(0) Linearity: A −→ F (s)A is a one-to-one linear map.
(1) Reality:
F
(s)
A† (u) =
(
F
(s)
A (u)
)∗
,∀u ∈ X.
(2) Standardization:∫
X
dµ(u)F
(s)
A (u) = TrA.
(3) Covariance:
F
(s)
g·A(u) = F
(s)
A (g
−1u), g ∈ G,
with G the dynamical symmetry group.
(4) Traciality:∫
X
dµ(u)F
(s)
A (u)F
(−s)
B (u) = TrAB.
To investigate the SW criteria in the present setting, we
first extend the probability distributions pρ defined in
Eq. (2) for proper density matrices to a quasiprobability
function W defined for all operators A, via
A =
∑
α
WA(α)Aα. (16)
We note that W does not come with a parameter s; there
is only a single quasiprobability function W . This will
affect the formulation of traciality. Further, the present
7mapping A −→ WA is one-to-many. The mapping is
nonetheless linear, A+B can be represented as WA+WB .
The remaining SW conditions apply.
(1) Reality. All phase point operators Aα are Hermi-
tian by definition, cf. Eq. (1). Therefore A† can be repre-
sented by the quasiprobability distribution α 7→WA(α)∗.
(2) Standardization. By their definition Eq. (1), the
phase point operators satisfy TrAα = 1, for all α ∈ Vn.
Standardization,
TrA =
∑
α
WA(α), (17)
follows by taking the trace of Eq. (16).
(3) Covariance. Let Cln denote the n-qubit Clifford
group. We have the following result.
Lemma 4 For any operator A it holds that
WgAg†(α) = WA(g
−1α), ∀g ∈ Cln. (18)
Proof of Lemma 4. First we show that Λn is mapped into
itself under the action of the Clifford group. Namely, for
all stabilizer sates |σ〉 ∈ S,
Tr(gAαg
†|σ〉〈σ|) = Tr(Aα g†|σ〉〈σ|g)
= Tr(Aα |σ′〉〈σ′|)
≥ 0.
Furthermore, Tr(gAαg
†) = TrAα = 1. Hence, with the
definition Eq. (1) of Λn, it holds that gAαg
† ∈ Λn, for all
α ∈ Vn and all g ∈ Cln.
Now we show that for every α ∈ Vn and every g ∈ Cln
there is a unique β ∈ Vn such that
gAαg
† = Aβ . (19)
Let Sα be the subset of stabilizer states that specifies
Aα, i.e. Aα is the unique solution in Λn to the set of
constraints Tr(X|σ〉〈σ|) = 0 for all |σ〉 ∈ Sα. In fact,
we can choose the size of Sα to be equal to 22n − 1 [28,
Theorem 18.1]. Let g · Sα denote the set of stabilizers
g|σ〉〈σ|g† where |σ〉 ∈ Sα. Then the action of g gives a
one-to-one correspondence between the set of solutions
to the constraints specified by Sα and g† · Sα since if X
is a solution to the former then gXg† is a solution to
the latter and vice versa. Moreover, gXg† belongs to
the polytope Λn. Therefore gAαg
† specifies a vertex. In
other words, given α ∈ Vn and g ∈ Cln, Eq. (19) holds for
a suitable β ∈ Vn. We thus define gα := β, and Eq. (19)
becomes
gAαg
† = Agα. (20)
Therefore,∑
αWgAg†(α)Aα = gAg
†
=
∑
αWA(α) gAαg
†
=
∑
αWA(α)Agα
=
∑
αWA(g
−1α)Aα.
Thus, WgAg†(α) = WA(g
−1α)Aα. 
We remark that, for qubits, only non-unique quasi-
probability functions can be Clifford covariant. Namely,
if the phase point operators form an operator basis, i.e.,
are linearly independent, then the resulting quasiproba-
bility function cannot be Clifford covariant [27].
(4) Traciality. In the absence of a continuously varying
parameter s, we introduce a dual quasiprobability func-
tion W˜ in addition to W , to stand in for F (−s). Namely,
for all projectors Πa,s, corresponding to measurements of
Pauli observables Ta with outcome s, we define
W˜Πa,s(α) := Qa(s|α).
By linearity, this implies expressions for all W˜Ta(α).
Since the Pauli operators form an operator basis, again
by linearity one obtains W˜A for any operator A. Then,
TrAB =
∑
α
W˜A(α)WB(α)
follows from Eq. (4).
We thus satisfy the SW criteria (1) - (4).
To conclude, we emphasize that for the present purpose
of classically simulating QCM, a crucial property of W is
positivity preservation under Pauli measurement. This
property has no counterpart in the Stratonovich-Weyl
correspondence.
