Abstract. The paper introduces a methodology to compute strict upper and lower bounds for linear-functional outputs of the exact solutions of the advection-reaction-diffusion equation. The proposed approach is an alternative to the standard residual type estimators (hybrid-flux), circumventing the need of flux-equilibration following a fluxfree error estimation strategy. The presented estimator provides sharper estimates than the ones provided by both the standard hybrid-flux techniques and other flux-free techniques.
1. Introduction. A posteriori error estimation techniques for the advection-reactiondiffusion equation were first introduced in the 1980s [27, 33, 31] . These pioneering error estimates are global in nature, providing bounds of the approximation error in energy-type norms defined over the entire domain. It was not until the late 1990s when strategies to compute bounds for linear functional outputs of the solution where developed [19, 18, 26, 4, 10] . These methods, based on duality techniques provide error bounds of local quantities of interest, outputs here-in.
The strategies providing two-sided bounds of the error in a demanded output rely on estimating the error in global energy-type norms. The error estimate for the output is obtained combining energy estimates associated to the original problem and to an auxiliary adjoint problem. In particular, for the non-symmetric advection-diffusion-reaction model problem, the energy estimates are required for some symmetrized self-adjoint error problems (diffusion-reaction problems).
For advection dominated problems, the use of stabilized formulations [9] is of outmost importance. In the present paper we restrict ourselves to standard (non-stabilized) formulations. The use of similar techniques for stabilized methods is going to be presented in a forthcoming paper.
Any strategy providing energy error estimates for the symmetrized diffusion-reaction problems may be used to produce estimates for the output. A posteriori error estimates in global energy norms for the reaction-diffusion equation have been the subject of intense research activity, see for instance [35, 1, 37, 36, 28, 11] . Note, however, that not all the a posteriori estimates provide strict bounds. For instance, in some cases the expressions that bound the error involve continuity or interpolation constants which have to be approximated. Obviously, the cost of guaranteeing strict bounds is in general larger than the cost of the estimates such that their bounding properties depend on the proper evaluation of unknown constants.
In the present work, the energy error estimates for the diffusion-reaction problems are obtained using implicit residual error estimators. These estimators are based on approximating the error equation by solving local problems. The main ingredients for this kind of error estimators are the domain decomposition technique and the method to solve the local error problem. The domain decomposition pertains to the selection of the local subdomains where the error equation is solved and, eventually, to the local boundary conditions required to obtain well-posed local problems. Basically, two options are available for the domain decomposition: 1) the hybrid-flux techniques that use elements as subdomains and require obtaining equilibrated fluxes around the elements as boundary conditions for the local error problems and 2) the flux-free techniques where the subdomains are the patches of elements around every vertex node of the mesh.
The hybrid flux idea [13, 2] is the basis of the classical implicit residual estimates. Previous to solving the local problems the hybrid fluxes have to be computed using a fluxequilibration complex algorithm, strongly dependent on the element type and requiring a data structure that is not natural in a standard finite element code.
The flux-free approach is a promising alternative to standard implicit residual error estimators precluding the necessity of computing equilibrated hybrid fluxes [22, 6, 15, 16] . The size of the subdomains where the local problems have to be solved is larger than for the hybrid flux case, each patch (also called star) containing several elements of the computational mesh. However, the number of local problems to solve is much lower: recall that in a typical 3D tetrahedral mesh, the ratio elements/vertex nodes is equal to 6. Moreover, the main advantage of these strategies is precisely their flux-free character, that is the boundary conditions are natural and hence their implementation is straightforward. The domain decomposition is performed using a partition of unity strategy. The resulting estimates are hence much simpler from the implementation viewpoint, especially in the 3D cases, and provide upper bounds of the error (as well as the standard implicit residual estimators with equilibration of hybrid fluxes).
In the first papers introducing the flux-free idea, the local problems arising from the fluxfree domain decomposition strategy are solved using a finite element mesh inside each local subdomain. Consequently, the resulting estimates are said to be asymptotic error bounds, that is with respect to a reference solution associated with a finer reference mesh. This may be not satisfactory enough, specially if the computational mesh is coarse and the quality of the reference solution is not guaranteed to be accurate enough. The actual paradigm is to produce estimates providing bounds with respect to the exact solution, without any further assumption on a truth reference mesh.
Techniques to obtain exact bounds have been developed in the hybrid flux framework [29, 30, 21, 39, 23, 24] . The idea is simply solving the local problem using a dual formulation and to minimize the complementary energy. In the present paper this approach is extended to the flux-free technique presented in [22] . Thus, exact bounds are recovered without the need of computing local hybrid fluxes and precluding the annoying implementation of the equilibration techniques. In fact, the resulting estimates have similar features as their asymptotic version, while providing a guaranteed upper bound.
The strategy presented here is also applicable to different flux-free estimates, see for instance [6, 15, 16] . However, following the ideas presented in [22] the resulting estimates are much sharper in the asymptotic version and they are therefore preferred to be extended. This behavior is also observed in [32] , where the approach presented in [22] is also compared to other flux-free techniques in the context of the generalized finite element method. 
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The solution and test spaces are U := {v ∈ H 1 (Ω), v| Γ D = u D } and V := {v ∈ H 1 (Ω), v| ΓD = 0} respectively where H 1 is the standard Sobolev space of square integrable functions whose first derivative is also square integrable. The data is assumed to be smooth, that is,
is a non-negative real coefficient and the prescribed vector field α ∈ H(div; Ω). Additionally, the nonsymmetric bilinear form a(·, ·) is assumed to be continuous and coercive in V, and therefore it is assumed that σ − 1 2 ∇ · α ≥ 0 in Ω and also that the Dirichlet boundary contains the inflow boundaries, that is Γ − ⊂ Γ D for Γ − := {x ∈ ∂Ω, α · n < 0}. The goal of the vast majority of finite element simulations is to determine specific quantities (outputs) which depend on the solution of the partial differential equations governing the problem. In most cases, moreover, it is crucial to be able to certify the precision of the approximations of these outputs. Therefore the final goal of most simulations is to provide upper and lower bounds for the exact value of the quantity of interest, or equivalently, to provide a range where the exact value of the output lies.
Here, the quantities of interest are restricted to depend linearly on u and to be of the form
where 3. Energy reformulation: representation of the output bounds. Most existing techniques to obtain upper and lower bounds for a quantity of interest O (u) are based on the fact that bounds for the output may be obtained using available techniques for estimating the error measured in the energy norm, see for instance [19, 17, 2, 3] . The key point of these strategies is to recover an alternative representation for the output O (u) (or in the case of non-selfadjoint problems for its bounds) in terms of the energy norms of some continuous functions. This alternative representation does not directly yield a computable expression for the bounds of the output because the energy norms appearing in the expression are noncomputable. However, bounds may be easily recovered using existing strategies providing upper and lower bounds for the error measured in the energy norm.
This section is devoted to describe in detail the representation of bounds for O (u) in terms of energy norms for the case of the advection-reaction-diffusion equation which is non-selfadjoint, see [19] . That is, the key ingredients of the methods to obtain bounds for s = O (u) from upper bounds for the energy norm are briefly summarized. The non-computable expressions for the upper and lower bounds for O (u) are recovered in three steps. First, the finite element approximation of u, u h , is computed. This approximation is associated with a finite element mesh of the domain Ω and with a finite element interpolation space U h ⊂ U, that is u h ∈ U h . Second, an adjoint problem associated with the selected output is introduced, along with its finite element approximation, ψ h ∈ V h ⊂ V. Finally, the error equations for u h and ψ h are modified (symmetrizing the l.h.s.) such that bounds of s = O (u) are obtained from linear combinations of the resulting modified errors. Indeed, let U h ⊂ U and V h ⊂ V be the finite element interpolation spaces associated with a finite element mesh of characteristic size h and degree p for the complete polynomial base. Then, the bounding procedure may be sketched as:
1. Compute the finite element approximation of the primal problem:
2. Introduce the adjoint problem associated with the selected output: find ψ ∈ V such that
and compute its finite element approximation:
3. Recover the bounds for the output in the three following steps: 3.1. Consider the errors in the approximations u h and ψ h , e := u − u h ∈ V and ε := ψ − ψ h ∈ V, satisfying the residual equations
and 
and
(3.5) 3.3. Compute the upper and lower bounds for s as
where · is the energy norm induced by the bilinear form a 
Then, the following inequality holds for the exact values of e s and ε 
Proof. Taking v = e in (3.2) and using a(e, ψ h ) = 0 (Galerkin orthogonality) yields the following error representation
Similarly, taking v = e in equation (3.1) yields
The proof now follows from a simple algebraic manipulation. For any scalar κ = 0, we have that
where equations (3.3), (3.4), (3.7) and (3.8) have been used. Consequently,
The proof is concluded by noting that the + sign in the previous equality yields the expression for the upper bound of O (u), whereas the − sign yields the expression for the lower bound of O (u).
The next section introduces a methodology to obtain strict upper bounds for the energy norm. This approach is then used to compute κe
ub . Note that, in the following, the subscript ub in the norm is just a notation to denote an upper bound estimate: · ub is not intending to be an alternative norm different than · . Thus, for a concrete function v, v ub is an overestimated approximation of v .
Upper bounds for the energy norm: complementary energy relaxation. Consider the auxiliary function z ∈ V solution of
Note that for α = 1 and β = 0, R * (v) = R P (v) and problem (4.1) is the residual problem for e s . Therefore in this case z = e s . Analogously, the choice of α = 0 and β = 1, produces R * (v) = R D (v) and the residual problem for ε s is recovered yielding z = ε s . In particular, α = κ and β = ±1/κ will be used later to obtain the required upper bounds for κe s ± 1/κ ε s 2 . The purpose of this section is to establish a procedure to compute upper bounds of z 2 . Recently, much effort has been devoted to obtain exact bounds, that is bounds guaranteed with respect to the exact solution independently of any underlying mesh (see the series of references [29, 30, 21, 39, 23, 24] ). All these strategies recover strict bounds for z using the standard complementary energy approach. The key idea is to relax the continuous problem of finding z ∈ V fulfilling equation (4.1). The resulting problem is equivalent to the original one but expressed in terms of dual unknowns living in larger spaces with less regularity requirements. Other similar strategies providing bounds, also based on a dual formulation, have been used by other authors [7, 14, 28, 11, 38, 5] .
The relaxed problem consists in obtaining a pair of dual estimatesq
Any pair of dual estimatesq andr verifying the previous equation yield an upper bound for z . This is stated in the following theorem. In the remainder, for the sake of a simpler notation, the coefficient in the reaction term is denoted byσ,
Then, an upper bound for the energy norm of the solution z of (4.1) is computed as
Proof. The result follows after the following algebraic manipulation
where both equation ( 
REMARK 3. Note that the relaxed problem (4.2) admits at least a trivial solutionq
Here a triangulation of the computational domain Ω into n el triangles is considered where
2) may be found in [29, 30] . Note that if one choosesr = 0, the existence of a piecewise polynomial dual estimateq verifying
may be related to the decomposition of the space H(div, Ω k ) used in the context of mixed or hybrid elements, see [25] .
Hence, the computation of strict upper bounds for z is reduced to a discrete problem:
. At first sight, this problem is discrete (with finite number of d.o.f.) but global, that is, affecting the whole domain Ω. Thankfully, proper domain decomposition techniques allow decomposing the global discrete problem into local problems. That is, the piecewise polynomial fieldsq andr are to be computed solving local discrete problems.
In [30] , the dual estimatesq andr result of solving local independent problems in each element of the mesh. This requires the use of flux-equilibration techniques (hybrid-flux techniques) to properly set the boundary conditions for the local elementary problems. Following this approach, first, the equilibrated residual method is used to compute the equilibrated fluxes at the interelementary edges of the mesh. These fluxes are then used as local boundary conditions to compute the dual estimatesq andr in each triangle of the mesh.
The next section presents a new approach to compute the dual estimatesq andr. The idea is to avoid the use of flux-equilibration techniques and, instead, use the flux-free estimator proposed in [22] . This domain decomposition technique exploits the partition-of-unity property to reduce the problems from Ω to subdomains different than elements. The local problems for the dual estimatesq andr are posed over patches of elements. The advantage of this approach is that the local problems are naturally equilibrated and do not require enforcing equilibrium.
As mentioned before, the strategy presented here only provides strict bounds for problems where the input data are piecewise polynomial. However, using the strategies presented in [34, 12] this restriction on the fields f , g, f O and g O could be removed. This requires to consider non polynomial representations ofq andr in the triangles of the mesh, which is more complex and less natural to implement. Thus, in order to deal with non polynomial data, the local polynomial representation ofq andr is replaced by the local construction given in [34] , only in those elements where the source term or boundary conditions are non polynomial.
5. Local computation of the dual estimatesq andr using a flux-free approach. This section is devoted to detail the computation of the piecewise polynomial dual estimatesq andr using the flux-free approach proposed in [22] . After introducing some notation, the domain decomposition strategy used to localize the computation ofq andr is presented. The solvability of the local problems is discussed along with the verification that the dual estimatesq andr verify equation (4.2). Finally some computational aspects are discussed.
Domain decomposition. Let x
i i = 1, . . . , n np denote the vertices of the elements (triangles) in the computational mesh (thus linked to U h ) and φ i denote the corresponding linear shape functions, which are such that
and is called the star centered in/associated with vertex x i . It is important to recall that the linear shape functions based on the vertices are a partition of unity, namely
Let also V(ω i ) and P q (ω i ) denote the local restrictions of the spaces V and
is not defined on the whole domain Ω but only on the star ω i . However, here any v ∈ V(ω i ) or v ∈ P q (ω i ) is naturally extended to Ω by setting the values outside ω i to zero. Thus, functions in V(ω i ) are continuous in ω i but generally discontinuous across the boundary of the star ω i , whereas functions in P q (ω i ) are piecewise polynomial functions in the triangles contained in ω i vanishing on the elements outside ω i .
The dual estimatesq andr are decomposed aŝ
where the local estimatesq 
which follows from the orthogonality of the primal and adjoint residuals to the finite element space 
Proof. The dual estimatesq andr verify equation (4.2) and therefore theorem 5.1 is a straightforward particularization of theorem 4.1. Indeed, let v ∈ V, then using the definition of the dual estimates, equation (5.2) , and the local equations (5.
where in the final equalities the linearity of the residual R * (·), the partition-of-unity property, equation (5.1), and the definition of z, equation (4.1), have also been used.
Strong form of the local problems for the dual estimatesq
i andr i . This section is intended to provide a sketch of the computation of the piecewise polynomial dual estimateŝ
Actually, for ease of explanation, this section provides the strong form of the local error equation (5.3) . A more detailed construction of the dual estimates may be found in [25] .
The r.h.s. of equation (5.3), R * (φ i v), is rewritten as
where the following compact notation is introduced
Thus, equation (5.3) is modified into
introducing the new unknownq
h . The l.h.s. of equation (5.5) is rewritten, applying the divergence theorem, as
Therefore, substituting (5.5) into (5.6), an alternative form of equation (5.3) is: find q
and recoverq i =q i * −q i h . The strong form to compute the dual estimatesq
where n k and n l are the outward normal to the elements Ω k and Ω l respectively. REMARK 6. Any collection of pairsq i * ,r i i = 1, · · · , n np fulfilling these equations provides global estimatesq andr yielding upper bounds of z . Nevertheless, the previous equations do not uniquely determine the dual estimatesq 
Other alternative choices may be found in [25] .
6. Bounds for the quantity of interest s = O (u): an algorithmic summary. According to theorem 3.1, upper and lower bounds of s = O (u) are available once upper bounds of the energy norm z are obtained for the two combinations (α, β) = (κ, 1/κ) and (α, β) = (κ, −1/κ). The general strategy to obtain these upper bounds is described in the previous section. Due to the linearity of the problem, obtaining the estimates for the two values z = κe s ± 1/κε s is equivalent to obtain the estimates for z = e s and z = ε s , that is for the two combinations (α, β) = (1, 0) and (α, β) = (0, 1).
The main steps of the procedure to compute bounds for O (u) are the following: 1. Compute the primal and adjoint solutions u h and ψ h respectively. 2. For each star ω i (associated with the node x i of the mesh) compute the primal and adjoint dual estimatesq
respectively. 3 Recover the global estimateŝ
4 Compute the three scalar quantities 
Recover the bounds for the output s
lb ≤ s ≤ s ub as s lb := s h − 1 2 η P η D + 1 2 η P D ≤ s ≤ s h + 1 2 η P η D + 1 2 η P D =: s ub ,(6.κe s ± 1 κ ε s 2 ub = Ω ν(κq P ± 1 κq D ) · (κq P ± 1 κq D ) +σ(κr P ± 1 κr D ) 2 dΩ + 1 2 Γ N α · n(κr P ± 1 κr D ) 2 dΓ.
Finally the expressions for the bounds are obtained expanding the previous expression, taking
κ 2 = η D /η P and
rearranging terms. REMARK 9. The local dual problems to determineq
i P ,q i D ∈ [ P q (ω i )] 2 andr i P ,r i D ∈ P q (ω i ) can
be solved in the same manner as the local problems given in equation (5.3) -see for instance section (5.2) where the strong form of the local problems is given. Also the details on the implementation of the local problems may be found in [25]. The important point is that once the finite element approximations u h and ψ h have been computed, the exact bounds for the output can be computed with asymptotically linear cost in the number of vertices of the finite element discretization. Moreover the local dual subproblems computation may be parallelized.
7. Numerical examples. In the following, the bound average s ave := (s ub + s lb )/2 is taken as a new approximation of the quantity of interest and the half bound gap ∆ = (s ub − s lb )/2 is seen as an error indicator. The relative counterpart of the bound gap ∆ rel = ∆/s ave is also used in the presentation. The meshes are adapted to reduce the half bound gap ∆. In the examples a simple adaptive strategy is used based on the decomposition of ∆ into local positive contributions from the elements:
where the element contribution to the bound gap ∆ k is
Note that this decomposition is valid because
The remeshing strategy consists in subdividing the elements with the larger values of ∆ k at each step of the adaptive procedure. The behavior of the bounds introduced in the present work is compared with the three different strategies presented in [22, 19, 30] . The strategy presented in [22] also solves local problems in subdomains (therefore avoiding the computation of equilibrated fluxes), but the local problems are solved using a local fine submesh. This yields bounds which are only guaranteed in the asymptotic regime. The strategy presented in [19] is a classical hybrid flux method where first the (linear) equilibrated fluxes are computed and then the local elementary problems are solved using a local fine submesh. Finally the results are compared to the strategy presented in [30] which also provides strict bounds for the output and differs from [19] in the solution of the local elementary problems. Instead of using a local submesh, dual estimates are computed to recover strict bounds for the output.
The bounds computed using the strategies presented in [22] , [19] and [30] will be denoted in the following as asymptotic flux-free bounds, asymptotic equilibrated bounds and strict equilibrated bounds respectively. The quantity of interest is an average of the solution, (2.2). In this case, the solution ψ of the adjoint problem coincides with the primal solution, ψ = u. It is well known that in this case, the finite element approximation of the output is a lower bound for s,
The present methodology, as well as the strategies presented in [22, 30, 19] , yields s lb = O (u h ). Linear triangular elements, p = 1, are used for the computation of the primal and adjoint finite element approximations, and the local dual approximationsq
are piecewise third order polynomials, i.e. q = 3. The convergence of the bounds is analyzed for a uniform mesh refinement in a series of structured meshes. The initial mesh is composed of 8 triangular elements (half squares) and in each refinement step every triangle is divided into four similar triangles. The results are displayed in tables 7.1 and in figure 7.1. Since for this particular case all the methodologies yield s lb = s h = O (u h ), only the upper bounds are compared. For this problem the exact solution s = 0.3514425 is known, and the effectiveness of the bounds are computed as
where the symbol * stands for ub, lb or ave. Note that θ measures the quality of the estimator: the lower values of θ correspond to the sharper estimates. This effectivity index is only available for this example and the next one (examples 1 and 2) because in the following the exact solution is not known. As expected, the upper bounds provided by the asymptotic strategies are lower, and hence sharper, than the corresponding upper bounds obtained using strict strategies. However, this is not always a positive feature: for the first three meshes (the coarsest) and for the mesh of 2048 elements the asymptotic upper bound is not an actual upper bound of the exact solution. Since the asymptotic upper bound estimates are only guaranteed to overestimate the reference values, for some meshes (not necessarily the coarsest ones) they do underestimate the exact value s. 
FIG. 7.1. Example 1: series of uniformly h-refined linear triangular meshes. Bounds (left) and their convergence (right).
The evolution of the strict bounds (both for the equilibrated and for the flux-free strategies) shows the optimal finite element asymptotic convergence rate of O(h 2 ), see figure 7.1. Moreover, the bounds obtained by the flux-free strategy provide much better effectivities, that is much lower and sharper upper bounds. Note that using flux-free instead of the equilibrated fluxes approach, the effectivity index θ is reduced in approximately two orders of magnitude. Also in this example the upper bounds provided by the flux-free strategy provide better effectivities than the finite element approximations (the index θ is reduced in approximately one order of magnitude). This increment in the bound gap does not correspond to the actual error increment and therefore it has to be concluded that the efficiency of the computed error bounds deteriorate if the advection parameter is large. This very same phenomenon is observed with asymptotic estimates. The fact of obtaining the exact bounds is not introducing any further degradation of significant improvement in the influence of the advection parameter in the results. Tables 7.3 and 7 .4 summarize the influence of the Peclet number α on the effectivity of the bounds in the context of the simple adaptive method with a tolerance of ∆ tol = 0.001s and for σ = 10. Although the method is valid for nonnegative α, the sharpness of the bound degrades significantly with increasing Peclet number, but the bounding property is retained. Since we know the exact output for this example, we can calculate the effectiveness of the bounds as an indicator of the error in the finite element solution using Again in this example, the flux-free strategy yields much better effectivities that the classical equilibrated fluxes estimates. The parameter describing the space discretization is p = 1 and also in this example the dual estimates are third order polynomials q = 3. A series of adapted meshes is produced by subdividing at each remeshing step 10% of the elements, those with the larger contributions to the bound gap, until ∆ < 0.00005. The adaptive procedure is guided by the indicators (local half bound gap) provided by the strategy proposed in this work. However, in each step, the bounds provided by the strict equilibrated strategy are also computed to compare the results. 0) . The boundary conditions are all Dirichlet homogeneous and the source term is f = 1. The exact solution of the problem is not known analytically. However, the solution possesses a regular boundary layer at the outflow boundary x = 1 and two parabolic boundary layers at y = 0 and y = 1.
The quantity of interest is an overall average of the solution, that is
which corresponds to f O = 1. For this particular case, ψ(1 − x, y) = u(x, y), since the only difference between the primal and adjoint problem is the advection velocity α -the advection velocity associated with the adjoint problem is (−1, 0) instead of (1, 0) . Therefore, the adjoint problem presents the same parabolic boundary layers at y = 0 and y = 1, whereas the regular boundary layer is located at x = 0.
In this example, the adaptive procedure is stopped when a final tolerance ∆ tol = 0.001 is reached. At each level of refinement, the elements for which ∆ k ≥ ∆/n el are refined, where ∆ and n el are the half bound gap and number of elements at that level. The primal and adjoint solutions obtained for the final mesh are displayed in figure 7.7. In figure 7.8 the resulting bounds and their convergence are displayed. The initial mesh of 322 elements certifies a wide interval for the quantity of interest s = 0.42728 ± 0.86897 = 0.42728 ± 203.00%, while after remeshing the bounds associated with the final mesh of 31708 elements set a much narrower interval s = 0.43051 ± 0.00076 = 0.43051 ± 0.17%. For the final mesh, also the bounds provided by the equilibrated approach are computed. The guaranteed range for the quantity of interest using this strategy are s = 0.43062 ± 0.01861 = 0.43062 ± 4.32%. Note that although in 2D the flux-free strategy is computationally more expensive, the bounds that it provides for a given mesh are far more sharp. Figure 7 .9 shows the intermediate meshes verifying that ∆ < 0.2, ∆ < 0.05, ∆ < 0.005 and ∆ < 0.001 respectively, along with their associated primal solutions. It is worth noting that the bounds are guaranteed for all the levels of refinement, even for the meshes where the finite element approximation presents large oscillations. In the initial meshes, the adaptive procedure refines the areas where the primal and adjoint problem present exponential layers to smooth the oscillations of the solutions. However, in order to get tight bounds for the output also the adaptive procedure has to refine the areas where the solutions present the parabolic layers, as can be seen in the final mesh. The results of the adaptive procedure both for ν = 10 −2 and ν = 10 −3 are shown in figure 7 .11, where at each level of refinement, the elements for which ∆ k ≥ ∆/n el are refined, where ∆ and n el are the half bound gap and number of elements at that level. The initial mesh in both cases contains 672 elements. For the value of the diffusion parameter ν = 10 −2 , the initial mesh certifies that s = 0.09765±0.02910 = 0.09765±29.80% whereas after remeshing the bounds for a final mesh of 36285 elements set a much narrower interval s = 0.097694 ± 0.000108 = 0.097694 ± 0.11%. For the final mesh also the bounds resulting using the equilibration strategy are computed which yield s = 0.097689 ± 0.003242 = 0.097689 ± 3.32%. Therefore, although the flux-free strategy is more expensive, in order to achieve ∆ ≈ 0.0001 in the equilibrated strategy, a much more fine mesh would be required, which is far more costly. The results for the smaller diffusion parameter ν = 10 −3 , certify wider intervals for the quantity of interest, as expected since the problem is more convectivedominated and the primal and adjoint solutions require finer meshes to avoid the appearance of oscillatory phenomena. For the initial mesh s = 0.17898±0.26463 = 0.17898±147.86%, while for the final mesh of 37807 elements s = 0.098175 ± 0.000381 = 0.098175 ± 0.38%. Again, the equilibrated strategy provides wider intervals, indeed, s = 0.098182±0.007960 = 0.098182 ± 8.11% for the final mesh.
Figures 7.12 and 7.13 show some intermediate levels of the adaptive procedure for ν = 10 −2 and ν = 10 −3 respectively. In the case ν = 10 −2 , the levels with ∆ < 0.01, ∆ < 0.001, ∆ < 0.0005 along with the initial and final levels are shown. In the case ν = 10 −3 , the initial and final level are shown along with the levels ∆ < 0.1, ∆ < 0.01 and ∆ < 0.001. As the diffusion coefficient ν is decreased, and therefore, the problem becomes more advection dominated, the inner and boundary layers are more stiff and therefore the adaptive strategy requires more steps in order to smooth out the oscillations appearing in the primal and adjoint solutions. However, even for non converged solutions, the resulting bounds are guaranteed.
8. Concluding remarks. This paper introduces a new technique to compute strict upper and lower bounds for functional outputs. The bounds are guaranteed regardless of the size of the underlying coarse discretization and do not involve uncertain ingredients (in some cases, the bounds may depend on continuity or interpolation constants which are non-computable and have to be approximated, or they may depend on the evaluation of integrals involving analytic functions which have to be numerically integrated ... ).
The proposed strategy is an extension of the flux-free technique presented in [22] . In [22] , the resulting estimates yield upper bounds of a reference solution associated with a finer reference mesh. This bounds are only strict provided that the error associated to the reference solution is negligible in front of the error associated with the coarse solution. In the present work, this assumption is removed, and the bounds are strict without any further assumption.
The observed accuracy of the flux-free approach is much better than in the hybrid-flux methods. Also, the new flux-free technique yield much sharper bounds than other previously proposed flux-free techniques.
It is worth noting that although the strategy may be applied to advection-dominated problems, the effectivities of the bounds deteriorate as the advection term becomes dominant. This phenomenon is due to the expression of the bounds of the output given in theorem 3.1, and is also observed in all the previous works which compute strict or asymptotic bounds for quantities of interest for the advection-reaction-diffusion equation. Sharper bounds which partially overcome this behavior may be obtained using the approach proposed in [20] together with the strategy presented in [8] . Moreover, the generalization of this technique to stabilized methods [9] is also expected to alleviate this problem.
Finally, the distribution of the local contributions to the error are well suited to guide goal-oriented adaptive procedures.
