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Abstract—The generation of a correlation matrix from a
large set of long gene sequences is a common requirement in
many bioinformatics problems such as phylogenetic analysis. The
generation is not only computationally intensive but also requires
significant memory resources as, typically, few gene sequences
can be simultaneously stored in primary memory. The standard
practice in such computation is to use frequent input/output
(I/O) operations. Therefore, minimizing the number of these
operations will yield much faster run-times. This paper develops
an approach for the faster and scalable computing of large-size
correlation matrices through the full use of available memory and
a reduced number of I/O operations. The approach is scalable in
the sense that the same algorithms can be executed on different
computing platforms with different amounts of memory and can
be applied to different problems with different correlation matrix
sizes. The significant performance improvement of the approach
over the existing approaches is demonstrated through benchmark
examples.
Index Terms—Correlation matrix, bioinformatics computing,
scalable computing, memory management, phylogenetic analysis
I. INTRODUCTION
This paper will develop memory management strategies for
correlation matrix calculation. In bioinformatics, correlation
matrix calculation among gene sequences of different species
is a frequent problem. Many such problems [1]–[3] are impor-
tant in bioinformatics. Phylogeny tree generation and Multiple
Sequence Alignment (MSA) are two good example for those.
MSA is essential for protein structure and function prediction,
phylogeny inference and other common tasks in sequence
analysis [4].
A correlation matrix is calculated by performing pair-wise
all-versus-all comparison on a group of items. Every value in
a correlation matrix is an indication of the similarity between
a pair of items. When calculating a correlation matrix, if
all items cannot be loaded into the memory at once due to
memory size limitation, multiple loads of each item are needed
to complete the calculation. Our focus is on optimizing the
number of loads and effectively utilizing all available memory
resources. By doing so, the time spent on I/O can be reduced,
leading to a reduction in calculation time.
To calculate a correlation matrix for gene sequences, Com-
position Vector method (CV method) has become popular [5],
[6]. Algorithm 1 shows the process of correlation matrix
calculation using the CV method. In the algorithm CV [i]
represents a composition vector (CV), which is generated
based on the gene sequence Gi. In the CV method, these CVs
are used to calculate correlation between gene sequences. It
should be noted from Algorithm 1, that a CV can be reused
for multiple comparisons once generated.
The CVs can be written to the disk once generated and read
back into the memory when needed. This method is useful
in the situation where reading a CV from the disk is faster
than generating a CV by reading a gene sequence from disk
and then pre-processing (line 3 and 4 in Algorithm 1). To
avoid confusions, we use “LOAD” in algorithms and future
references to indicate that a CV is brought into the memory
either by reading the disk or generating it from scratch.
Generation of CV is a computationally intensive process as
seen from the profiling data in Table I. But the time spent on
CV generation can be saved if a CV can be kept in memory
for later use as done in Algorithm 1. However, due to the
size of CVs (typically around 100MB each), memory is not
always large enough to hold all of them, specially when the
number of gene sequences, N in a data set is large. In this
situation, multiple loads of each CV is required to complete
the correlation matrix. Our aim is to minimize these loads
when memory is insufficient for all CVs but two or more CVs
Algorithm 1 Correlation matrix calculation using CV method.
Nomenclature used in this algorithm is described in Table II.
1: procedure CVMETHOD
2: for i = 0→ N − 1 do
3: Gi = READFROMDISK (Gi)
4: CV [i] = PRE-PROCESS (Gi)
5: for i = 0→ N − 1 do
6: for j = i+ 1→ N − 1 do
7: C[i][j] =CORRELATION(CV [i], CV [j])
8: C[j][i] = C[i][j]
TABLE I
PROFILING DATA OF THE TWO BENCHMARK PROGRAMS FOR 20 GENE
SEQUENCE COMPARISON
Program Generating CVs including I/O Comparing
Yu et al. [1] 89.8 % 9.8 %
CVTree [2], [7] 87.0 % 12.88 %
TABLE II
NOTATIONS USED IN THE PAPER.
A,B : Two gene sequence sets described in algorithm development
C[i, j]: Correlation matrix, i, j ∈ [0, N)
Gi: gene sequence data set, i ∈ [0, N)
GA: Set of gene sequence in the range A
L: Number of loads
M : Max number of gene sequences loadable due to limited memory
N : Number of gene sequences to be compared
α, β : Size of the two sliding sets (i. e., α = |A|;β = |B|;)
can be held in the memory. For this, we developed an efficient
paging algorithm which scales in different computer platforms
with different configurations. The techniques proposed in this
paper can be generally applied to any similar correlation
matrix calculation, where a pre-processing of items such as
composition vector generation is conducted in the process of
calculating correlation matrix. One example is a file similarity
search in a group of files, where the pre-processing stage is
creating file signatures before the comparisons.
The main contributions of this paper are as follows;
1) A scalable memory management algorithm which min-
imizes the number of loads for the calculation of a
correlation matrix in single core systems.
2) Analysis of different possible algorithms and proving
optimum parameters for the proposed algorithm.
To facilitate further developments, nomenclature used in this
paper is summarized in Table II. It is assumed in this paper
that for a given computation problem, M and N are constant.
This paper is organized as follows. Section II discusses
the related work. Section III describes the problem of min-
imizing loads of gene sequences in the calculation of the
correlation matrix. Section IV describes the algorithm and
Section V proves optimized parameters in the algorithms and
the theorems related to the algorithm. Section VI proposes
a new scalable memory management algorithm based on the
results from Section V, which is experimentally validated in
Section VII. Finally, Section VIII conclude the paper.
II. RELATED WORK
Attempts have been made to improve similar kinds of I/O
intensive correlation matrix calculation. The most common
approach is to prune unnecessary comparisons, thereby reduc-
ing the number of I/O operations [8]–[10]. This is done by
predicting uncorrelated pairs utilizing a certain threshold, by
using special pre-calculations before calculating the accurate
correlation. While this kind of predictions works well for
correlation based similarity searches, its general application
is not always possible.
Mueen et al. [9] have proposed another pruning approach.
They also propose a caching algorithm called “Optimal Base-
line Caching Algorithm” which is used when pruning is
not possible. This algorithm is depicted in Algorithm 2 [9].
Compared to this recently proposed algorithm, our algorithm
achieves less number of I/O operations as shown in Section V.
Algorithm 2 Memory management algorithm proposed by
Mueen et al. [9]. Nomenclature used in this algorithm is
described in Table II.
1: procedure MUEENMETHOD
2: for i = 0→ N − 1 step M − 1 do
3: A = [i,Min(i+M − 1, N))
4: LOAD (GA)
5: for j = i+M − 1→ N − 1 do
6: LOAD (GA)
7: COMPAREALL (A ∪Gj)
8: UNLOAD (Gj)
9: UNLOAD (GA)
In addition, we are proposing an algorithm to manage memory
efficiently when the sizes of gene sequences are not similar,
which is described in Section VI.
The Composition Vector (CV) method has become a popular
approach for phylogenetic tree generation which is evident due
to the many different approaches proposed for this method (
[11]–[14]). Since we target an optimization for one of the
common basic step in CV method, many of the applications
written for different CV method based approaches will benefit
from it.
In this paper we consider two programs written for the cal-
culation of correlation matrix using CV method to implement
and experiment with our algorithms. One was written by Yu
et al. [1] for their own method and the other is available on
the CVTree website [2], written for the method developed by
Qi et al. [11].
The program written by Yu et al. [1] does not particularly
make an attempt to manage memory. Thus, it simply loads
two gene sequences into the main memory at a time, compare
them, then goes to the next pair and does the same for all
comparisons. As a result, only two gene sequences are kept in
the memory at a time, even when more memory is available to
hold more gene sequences. Consequently, the number of loads
increases, causing an increase in the computation time. Our
proposed algorithm overcome this problem, by minimizing the
number of loads and utilizing the available memory.
In CVTree [2] application, the CV’s of the gene sequences
are generated first and then written into disk. This avoids
repeated calculation of CVs for each comparison. They use
an algorithm more similar to Mueen et al.’s algorithm [9] to
load gene sequences into the memory. However their algorithm
deals with different sized CV’s. Our algorithm requires fewer
loads than their algorithm. Compared to their memory man-
agement algorithm, our memory management algorithm uses
a more reliable approach to prevent the use of memory over
a specified limit, together with improvements such as sorting
gene sequences.
To overcome the problem of limited memory, several ap-
proaches have been proposed in the direction of reducing
the amount of memory required to store the CV or gene
sequence. Wang [5] proposed such a method in which the
memory required to store a CV is O(n), where n is the
length of the gene sequence. He used a sparse data structure
called tables, which stores the index and frequency in columns.
Since a typical CV mostly contains zeros, this method reduces
the size of a CV by saving memory allocated for zeros. We
used a similar kind of sparse data structure to improve Yu
et al.’s original program [1], [12], which will be discussed
in details in Section VII-A. Steinbiss and Kurtz [15] proposed
another memory optimization which can be used to store gene
sequences and independent of programming languages. They
propose a space-efficient data structure (GtEncseq) optimized
for specific properties of gene sequences. The attempts to
reduce the amount of memory required to store a CV help
to minimize the loads by storing more CVs in the memory,
but the problem of fitting a large set of CVs in memory at
once still remains.
III. PROBLEM ABSTRACTION
A correlation matrix is denoted by C[x, y], and has the
properties C[x, y] = C[y, x], C[x, x] = 0 [12]. Because of
these properties only N(N − 1)/2 comparisons are required
to complete a correlation matrix which is a triangular region
of pair-wise distances, as shown in the Figure 1. To solve the
problem of insufficient memory to load all gene sequences
at once, simple strategies such as partitioning a correlation
matrix into sub-matrices such that it fit into the memory size
will result in redundant loads.
There is a condition in order to complete a correlation
matrix calculation: for all i, j ∈ [0, N); i < j, Gi and Gj must
be present in the memory together, at least once throughout
the calculation. Following this condition, we propose a greedy
approach which is described in the following procedure.
1) Memory is filled with M arbitrary gene sequences.
2) All uncompleted comparisons available between the
loaded gene sequences set will be completed.
3) Then, one or more gene sequences in the memory are
unloaded and one or more other gene sequences are
loaded to introduce new comparisons.
4) Return to Step 2) until all comparisons are complete.
By using the above framework, algorithms will be devel-
oped in the next few sections for scalable computing with
efficient memory utilization.
IV. COMPUTING APPROACH AND ALGORITHM
According to the above framework, a heuristic approach
is developed for efficient memory management. Because we
need to load and unload gene sequences while keeping some
sequences in the memory to complete all comparisons, here we
consider two sets. One set remains in the memory for a long
time (Set A). and the other is frequently loaded and unloaded
(Set B). Set A and Set B has size of α and β respectively.
The algorithm is depicted in Algorithm 3. The comparisons
completed in each iteration in the loop at line 8 are shown in
Figure 1.
The last Set B of the iteration i (loop at line 8) is kept in
the memory and reused by iteration i+ 1 (bringing forward).
Algorithm 3 General algorithm to calculate all comparisons
1: procedure COMPAREALL(N,M,α, β)
2: initialize global matrix[N ][N ] with −1;
3: B = [0, β)
4: LOAD GB
5: forward = true
6: q = 0
7: A = {}
8: for p = 0→ N − β − α step α do
9: UNLOAD GA
10: A = [p, p+ α)
11: if forward then
12: A′ = A−B
13: LOAD GA′
14: for i = p+ α→ N − 1 step β do
15: B = [Min(i,N − β),Min(i+ β,N))
16: if i > p+ α then
17: B′ = [i− β,Min(i,N − β))
18: UNLOAD GB′
19: B′′ = [Max(i, p+ β),Min(i+ β,N))
20: LOAD GB′′
21: COMPAREALL (GA, GB)
22: else
23: LOAD (GA)
24: for i = N → p+ α+ 1 step β do
25: if i < N then
26: B = [Max(i − β, p + α),Max(i, p +
α+ β))
27: B′ = [Max(i, p+ α+ β), i+ β)
28: UNLOAD GB′
29: B′′ = [Max(i− β, p+ α), i)
30: LOAD GB′′
31: COMPAREALL (GA, GB)
32: forward =!forward
33: q = p
34: endfor
35: UNLOAD GA
36: A = [q,N)
37: if forward then
38: A′ = [q + β,N)
39: else
40: A′ = [q,N − β)
41: LOAD GA′
42: COMPAREALL (GA, GB)
43: procedure COMPAREALL(A,B)
44: COMPARE (i, j) ∀i, j where i, j ∈ A ∪B
45: procedure COMPARE(i, j)
46: if matrix[i][j] == −1 then
47: matrix[i][j] = matrix[j][i] = CORR (i, j)
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Fig. 1. The comparisons in each iteration in Algorithm 3. The number at
each value shows the iteration number. This depiction shows a comparison of
14 gene sequences assuming that, maximum of 5 gene sequences can be held
in the memory. The sizes of the sliding sets A and B are α = 3 and β = 2
respectively.
To achieve this ’bringing forward’, Set B is moved forward
and backward and the direction is managed using variable
forward. In line 9, previous Set A is unloaded from the mem-
ory. Note that the Set A is empty in the first iteration. Lines
13 or 23 then loads the next Set A. However, if the previous
iteration moved Set B backwards (i. e. forward = true), a
partial or full next Set A is already in the memory, because of
the bringing forward of Set B. Therefore, to load Set A, only
a subset of Set A, A′ gene sequences which were not brought
forward are loaded in line 13.
The ‘loops’ at lines 14 and 24 moves the Set B forward and
backwards respectively. Within these loops, lines 18 and 28
unload the previous Set B. Furthermore, lines 20 and 30 load
the next Set B. If Set B cannot be stepped fully by β (size
of Set B) because it is near a boundary (N − 1 when moving
Set B forward or the end of Set A (p + α) when it is moved
backward), then it will be slid to the boundary. This preserves
a full Set B for the next iteration. To conduct this sliding, when
Set B is at a boundary, only a subset of previous Set B, B′ is
unloaded at lines 18 and 28. Also, when this sliding happens
only a subset of Set B, B′′ is loaded at lines 20 and 30.
Algorithm 3 does fewer loads compared to the algorithm
proposed by Mueen et al. [9]. The main improvement in
our approach is bringing forward Set B from one iteration
to another thus saving some loads of the next iteration.
As M represents the maximum number of gene sequences
that the memory can hold at a time, it should be noted that
the following condition must hold:
2 ≤ α+ β ≤M. (1)
However, for the full utilization of memory at any given time,
we use the following condition in Section V.
2 ≤ α+ β =M. (2)
V. THEORETICAL RESULTS
Theorem 1: When α and β are set such that the condition
in Equation (1) is met, the number of loads L of Algorithm 3
is:
L = N(t′ + 2)− β(t′ + 1)− 1
2
α(t′ + 1)(t′ + 2), (3)
where
t′ =
⌊
N − α− β
α
⌋
. (4)
Proof: According to the proposed algorithm (Algo-
rithm 3) in Section IV, the following series can be identified
to count the number of loads. There are t′+1 iterations in the
algorithm in the loop at line 8.
• Loads at line 4 is β.
• The iterator variable p marks the start of current Set A
and its values are {0, α, 2α, . . . , t′α}.
• When Set B is stepped forward within the loop at line 14
or when it is stepped backward within the loop at line 24,
N − p − α gene sequences are loaded. In each iteration
a new Set A is loaded which is α more loads at lines 13
or 23. A brought forward Set B sized β is skipped either
at line 13 or in the loop at line 24, thus the number of
loads in an iteration is,
(N − p− α)︸ ︷︷ ︸
While Moving Set B
+ α︸︷︷︸
For Set A
− β︸︷︷︸
Brought Forward
= N − p− β
• After t′ + 1 iterations, if there is any remainder of the
gene sequences, it is insufficient for a normal iteration.
Therefore, the remaining gene sequences are used to fill
the current Set A partially at line 41. Depending on
the position of the last Set B of previous iteration, the
remaining gene sequences are loaded to Set A at lines
38 and 40. Thus, the number of loads of this stage is
[N − β − t′α)].
Therefore, we have
L = β +
t′∑
i=0
(N − i× α− β) + [N − β − t′α]
= N(t′ + 2)− β(t′ + 1)− 1
2
α(t′ + 1) (t′ + 2) .
Theorem 2: When β is set such that the condition in
Equation (2) is met, the number of loads L of Algorithm 3 is:
L = N(t+ 2)− β(t+ 1)− 1
2
(M − β)(t+ 1)(t+ 2), (5)
where
t =
⌊
N −M
M − β
⌋
. (6)
Proof: From Equation (2), we have
α =M − β. (7)
1Fig. 2. This figure shows the behaviour of L versus β, when N = 100 and
M = 40. It can be seen that L reaches minimum at β = 1.
Substituting Equation (7) into Equations (3) and (4) gives
Equations (5) and (6), respectively.
Theorem 3: When α and β are set such that the condition
in Equation (2) is met, the number of loads L of Algorithm 3
is bound by a lower-bound L and an upper-bound L, i. e.:
L ≤ L ≤ L
L = N +
(
N −M
2
)(
N − β
M − β
)
L = N +
(
N −M
2
)(
N − β
M − β
)
+
1
8
(M − β) (8)
Proof: From Equation (6):
t =
(
N −M
M − β
)
−  ; where 0 ≤  < 1 (9)
Substituting Equation (9) to Equation (5):
L = N +
(
N −M
2
)(
N − β
M − β
)
+
1
2
(M − β)(− 2)︸ ︷︷ ︸
error =E
(10)
E =
1
2
(M − β)(− 2)
0 ≤ E ≤ 1
8
(M − β) because 0 ≤ − 2 ≤ 1
4
(11)
By applying the bounds in Equation (11) on Equation (10),
the lower and upper bounds of L in Equation (8), can be
formulated.
By using heuristic approaches, we have found that min (L)
is at β = 1. Fig. 2 and Fig. 3 shows two critical behaviours
of L versus β. They show that min (L) is at smallest β value
which is β = 1.
By using a brute-force method that tries all possible combi-
nations of load patterns, we have proven that the proposed
algorithms with β = 1 is one of the combinations with
minimum number of loads. Any other combination could not
produce better results than the proposed algorithms up to
1
Fig. 3. This figure shows the behaviour of L versus β, when N = 100 and
M = 85. It can be seen that still L reaches minimum at β = 1.
N = 9 with all possible M values. Since the number of
combinations grows exponentially with N , we only ran this
test up to N = 9.
We developed another greedy algorithm. In this algorithm,
every time a new sequence needs to be brought in, one
sequence is unloaded and one new sequence is loaded such that
the swap brings the most possible uncompleted comparisons.
This algorithm also could not beat the number of loads
achieved by the algorithm proposed in Section IV when β = 1
is used. We ran this up to N = 85.
VI. SCALABLE MEMORY MANAGEMENT ALGORITHM
The theoretical results in Section V assumes that the max-
imum number of gene sequences can be loaded into the
memory, with M as a constant. This is reasonable for a set
of items which are similar in size, loaded into a fixed size
memory. However, the gene sequence data that we consider
produces composition vectors (CVs) of different sizes after
pre-processing. In addition, the free memory of a computer
system may vary over time due to other background processes
in the system. Therefore, practically the number of CVs that
can be fit into memory at a time (M ) varies throughout the
computation.
As influenced by the results in Section V, we infer that
β = 1 gives better results even when M is not a constant.
But we have not found theoretical evidence, due to the
unpredictable random behavior of M in the run-time of a
program. We have developed an algorithm which solves new
challenges introduced by variable M which is depicted in
Algorithm 4. Apart from the Algorithm 3 with β = 1, we
made few significant changes in this algorithm.
Algorithm 4 has a variable size for Set A which is filled
until the remaining free memory is only sufficient for the
largest item to be loaded to Set B, in the loop starting at
line 18. It only utilizes 90% of the free memory to ensure
there is sufficient margin for other programs. The items are
sorted by size in descending order at line 4. This sorting
helps to quickly calculate the amount of memory required for
the largest upcoming genome sequence for Set B at line 23.
This sorting also improves the performance as described in
Section VII. This algorithm calculates and records the sizes
of CVs before starting comparisons.
VII. EXPERIMENTAL VALIDATION
A. Benchmark Examples
For the experiments, we used two different datasets which
were found in the literature [1], [16].
• Data Set 1 - 109 prokaryotes and eukaryotes which are
used in [16]. These gene sequences are relatively long.
As a result, the size of the CV generated by these gene
sequences are relatively large and range from 2.4MB to
482.8MB (averaging 214.5MB) in the memory.
• Data Set 2 - 124 large dsDNA viruses used in [1]. These
gene sequences are relatively short. As a result, the size
of the CVs generated by these gene sequences are small,
and range from 3.0MB to 110.7MB (averaging 17.03MB)
in the memory.
We used two benchmark applications which are Yu. et
al. [1]and CVTree [2] which have been described in Section II,
to apply our algorithm and experiment.
B. Experimental Settings
The following settings were used for the experiments.
Platform: Linux (Ubuntu 10.04)
Processor: Core
TM
2 Duo (E8400)
CPU Single Core Speed: 3.00 GHz
Number of Cores: 2
Cache: 6MB
FSB Speed: 1333 MHz
RAM: 4GB
Hyper Threading: Disabled
HDD Average Read Speed: 62.2 MB/s
Programming Languages Used: C/C++
C. Experimental Design
The following aspects are validated in the experiments.
1) Evaluating the performance of our proposed memory
management algorithm versus the virtual memory man-
agement by the operating system.
2) Comparing the performance of the proposed algorithm
in the two benchmark applications versus the original
benchmark applications.
3) Evaluating the influence of sorting gene sequences by
size of their CV on the performance of the algorithm.
4) Evaluating the scalability of the proposed solution.
We improved Yu et al.’s [1] original program and re-wrote
most of the sections before applying our memory management
algorithm. We call it “Yu et al. refined by us” application.
However, we kept its memory management algorithm un-
changed. Then, we applied our memory management algo-
rithm to this program to improve its performance by allowing
it to utilize the available physical memory. We call this “Yu
et al. this work”. For the CVTree application, we obtained the
Algorithm 4 Scalable computing of correlation matrix.
1: procedure COMPAREALL(N )
2: for i = 0→ N − 1 do
3: cv size[i] = CALCCVSIZE (Gi);
4: Sort cv[i] by cv size[i] descending order;
5: p = 0;
6: forward = true;
7: LOAD CV [0]
8: while p < N − 1 do
9: for i = p− step→ p− 1 do
10: UNLOAD (CV [i]);
11: if forward then
12: q = p+ 1
13: max A = N ;
14: else
15: q = p
16: max A = N − 1;
17: step = 0;
18: while q < max A do
19: mem next = cv size[q]
20: if q < N − 1 then
21: mem next = mem next+cv size[q+1]
22: f mem = FREEMEM() - TOTALMEM() ∗0.1
23: if mem next > f mem then
24: break
25: LOAD (CV [q]);
26: step++;
27: q ++;
28: if forward = true then
29: for i = p+ step→ N − 1 do
30: if i 6= p+ step then
31: LOAD (CV [i]);
32: for j = p→ step+ p− 1 do
33: COMPARE (i, j, CV );
34: if i 6= N − 1 then
35: UNLOAD (CV [i]);
36: else
37: for i = N − 1→ p+ step do
38: if i 6= N − 1 then
39: LOAD (CV [i]);
40: for j = p→ step+ p− 1 do
41: COMPARE (i, j, CV );
42: if i 6= p+ step then
43: UNLOAD (CV [i]);
44: for i = p→Min(step+ p,N)− 1 do
45: for j = i+ 1→Min(step+ p,N)− 1 do
46: COMPARE (i, j, CV );
47: i = i+ step;
48: forward =!forward;
49: procedure COMPARE(i, j, CV )
50: matrix[i][j] = matrix[j][i] = CORR (CV [i], CV [j])
TABLE III
COMPARISON BETWEEN VIRTUAL MEMORY MANAGED BY THE OPERATING
SYSTEM AND PROGRAM ITSELF
Memory management Execution time (S)
Case I Using virtual memory 36,346
Case II Applying the proposed algorithm 339
code from the authors and applied our memory management
algorithm to their program to test the performance.
D. Experimental Results
1) Virtual Memory: The best performance of the program
can be expected when all gene sequences can be loaded into
the physical memory at once and kept until all comparisons
are completed. However, in this case, if the program exceeds
the main memory capacity, the operating system allocates part
of the virtual memory to the program. Since our memory man-
agement algorithm is developed to manage the memory usage
within the available main memory, the following experiment
is designed to prove that it is reasonable to refrain from using
virtual memory.
Experiment: A data set of 24 large gene sequences, which
produced CVs totaling 7.7GB, was used (Physical Memory:
4GB). In Case I, all gene sequences were loaded at once,
forcing the operating system to manage the memory usage
over the physical memory by using virtual memory. In Case
II, the loading process of gene sequences was managed by our
proposed algorithm to prevent memory from entering into the
virtual memory.
Results: As shown in Table III, managing memory using
our algorithm is extremely faster than utilizing virtual memory
(in this case 107 times faster than using virtual memory).
2) Performance of the Algorithm: To validate the perfor-
mance of our memory management algorithm, we applied it
to Yu. et al. [1] and CVTree [7] and tested it with different
data sets.
Experiment: The versions of the Yu. et al. application
which are described in Section VII-A are executed with
Data Set 1 and Data Set 2. For each run, the execution time
is recorded for comparison of performance.
Results: Table IV shows the execution times for different
data sets and versions of the application with the physical
memory limit imposed. As shown in the results, our algorithm
has achieved a dramatic speed-up over the original program
(Data Set 1 - 6.5 and Data Set 2 - 130.5). Compared to the “Yu
et al. refined by us” program, by applying our memory man-
agement algorithm we have also achieved significant speed-up
(Data Set 1 - 2.2 and Data Set 2 - 31.9).
Experiment: The modified CVTree application with our
memory management algorithm and the original CVTree ap-
plication are executed with the Data Set 1 and Data Set 2.
For each run, the execution time is recorded for comparison
of performance.
Results: Table V shows the results of the experiment. For
the CVTree program we specified the memory limit of 1GB
TABLE IV
ANALYSING PERFORMANCE OF OUR ALGORITHM WITH THE PROGRAM BY
YU et al. [1]
Data Program Memory limit (GB) Exec. time (S)
Set 1 Yu et al. original – 27,968
Yu et al. refined by us – 9434
This work 1.0 5672
2.0 4264
Set 2 Yu et al. original – 29,764
Yu et al. refined by us – 7,272
This work 1.0 235
2.0 228
TABLE V
COMPARING OUR ALGORITHM WITH CVTREE PROGRAM’S ALGORITHM
Program Data Imposed Memory Execution Max Memory
Set Limit (GB) Time (S) Used (GB)
CVTree ori. Set 1 1 957 1.35
This work Set 1 1 972 0.98
Set 1 1.35 893 1.30
CVTree ori. Set 2 0.5 12.6 0.52
This work Set 2 0.5 10.7 0.45
with Data Set 1, and it used a peak memory of 1.35GB at
runtime. After applying our algorithm to their program, it
always stayed within the specified memory limit. Then, we
tested the CVTree application with our algorithm, applying a
1.35GB memory limit which was the actual peak memory used
by the original CVTree program. From the results it is evident
that, our algorithm has significantly reduced the execution time
of the program, while staying within the specified memory
limit (7.2% faster with the 1.35GB memory limit specified in
our program for Data Set 1 and 17.8% faster for Data Set 2).
3) Sorting the gene sequences by the size of their CVs:
Sorting the gene sequences by the size of their CVs affects
the execution time. To experiment with the effect of sorting on
the execution time, we tested the Yu et al. program with our
memory management algorithm, with different sorting orders.
Experiment: Different version of the memory management
algorithm are written with sorting order ascending, descending
and without re-ordering. These algorithms are applied to the
Yu et al. program and each version tested with Data Set 1
and Data Set 2. The execution times are recorded to compare
performance.
Results: Table VI shows the effect of different sorting
orders. As shown in the results, when the generated CVs are
larger, sorting in descending order improves the performance.
Sorting brings forward bigger CVs which take longer to load.
As a result, they are loaded fewer times than when they
are at the end of the list. Also, the space reserved for the
upcoming CV (Set B) is getting smaller and smaller when
proceeding forward in the list. So, the memory available for
the bigger set (Set A), increases and more CVs can be held in
the memory. However, when the CVs are smaller, there is no
significant variation in the time to load gene sequences into
TABLE VI
EFFECT OF ORDERING GENE SEQUENCES BY SIZE OF THEIR CVS
Data Set Memory (GB) Sorting method Execution time (S)
Set 1 1.4 Ascending 9,679
Unsorted 7,715
Descending 5,807
Set 2 0.5 Ascending 231
Unsorted 233
Descending 231
memory, regardless of their size. So, the sorting order does not
make much difference in this situation. It is worth mentioning
that the time taken to sort the gene sequences is negligible
compared to the execution time of the program.
4) Performance with different memory sizes: The pro-
posed algorithm expected to utilize all available physical
memory to make the computation faster. So, the execution time
should decrease when the available physical memory grows
larger thus the solution scale well in different platforms. To
validate this we conducted following experiment.
Experiment: Execution times for the same data set
(Data Set 1) in different available physical memory sizes are
recorded.
Results: Figure 4 shows how the execution times changes
versus the available memory when our algorithm is applied to
the program (Data Set 1 was used with “Yu et al. this work”
application in this case). The results shows that, when the
available memory grows larger, the execution time decreases
significantly.
E. Further Discussions
The results shown above confirm that the proposed al-
gorithm can make the computation faster by utilizing the
available physical memory for this specific problem. They
also demonstrate that the algorithm is a scalable solution
with efficient memory management. The results indicate that
our algorithm is faster than the current algorithms for the
problem and provides more accurate and efficient memory
management.
In addition, we analysed how the sorting order of gene
sequences before the calculation affects the speed of calcu-
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Fig. 4. Execution time of the application vs. the available physical memory
in “Yu et al. refined by us” application
lations. It is seen from the experiments that, when the gene
sequences are large in size, ordering them in descending order
makes the calculation significantly faster.
VIII. CONCLUSION
An algorithm for the efficient and scalable management
of available physical memory has been developed to fasten
the calculation of correlation matrix. The algorithm has been
applied to two state-of-the-art programs by Yu et al. [1]
and one obtained from the CVTree [2] website. Significant
performance improvement has been achieved in the execution
time of both applications by managing the memory using the
proposed algorithm.
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