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Biological organisms have to cope with stochastic variations in both the external environment
and the internal population dynamics. Theoretical studies and laboratory experiments suggest that
population diversification could be an effective bet-hedging strategy for adaptation to varying en-
vironments. Here we show that bet-hedging can also be effective against demographic fluctuations
that pose a trade-off between growth and survival for populations even in a constant environment. A
species can maximize its overall abundance in the long term by diversifying into coexisting subpopu-
lations of both “fast-growing” and “better-surviving” individuals. Our model generalizes statistical
physics models of birth-death processes to incorporate dispersal, during which new populations are
founded, and can further incorporate variations of local environments. In this way we unify differ-
ent bet-hedging strategies against demographic and environmental variations as a general means of
adaptation to both types of uncertainties in population growth.
Growth of biological populations is a stochastic pro-
cess subject to various types of uncertainties. In partic-
ular, environmental variations change the growth rate of
a population by affecting the physical condition of indi-
vidual organisms, whereas demographic variations cause
the population size to fluctuate due to intrinsic noise in
birth and death processes. Such processes have been vig-
orously studied using statistical physics models [1, 2].
When considering the evolutionary success of a species,
it is often assumed that a faster growth rate on average
would help a species to achieve greater abundance in the
long term. Thus, for example, in a fluctuating environ-
ment, a population that has the largest long-term average
growth rate is supposed to be the most favored by natu-
ral selection. Under some circumstances, the maximum
long-term growth rate of a population can be achieved
by diversifying into subpopulations of different pheno-
types, a mixed strategy known as “bet-hedging” [3, 4].
Many studies have focused on bet-hedging in temporally
or spatially varying environments [5–9] or under stochas-
tic ecological interactions [10].
Another factor in population dynamics which has been
less studied is the extinction risk of local populations. If
all individuals in a population happen to die before pro-
ducing new offspring, the population will go extinct and
never recover. The probability that such an extinction
event happens can be significant for small populations.
This extinction risk is uniquely caused by demographic
fluctuations, which exists even in the absence of environ-
mental variations.
The growth rate and the extinction risk of a population
may depend differently on the phenotype of individuals.
Consider an asexual population whose individuals have
a birth rate β and a death rate δ. The growth rate of
the population is given by r = β−δ, while the extinction
risk is associated with the factor q = δ/β (it is the prob-
ability that a population founded by one individual goes
extinct [1]; see [24]). Apparently, a large growth rate r
does not guarantee a low extinction risk q. Intuitively,
the growth rate represents the mean of population size
change, while the extinction risk is due to fluctuations
around that mean. Since it is common to have a trade-
off between maximizing the mean and minimizing the
fluctuations, one may expect a similar trade-off between
growth and survival. Such trade-offs have been studied
in many fields including ecology [11–16], economics [17],
and engineering [18].
What consequences may this kind of trade-off have on
biological populations? One situation where the trade-off
between growth and survival will be important is during
biological dispersal [11–16]. Indeed, natural resources are
often limited in a local environment, which can only sup-
port a finite population size. A successful species would
gain abundance by spreading to more locations. During
range expansion, new colonies are typically founded by a
small number of individuals. In such circumstances, the
survival of new populations may be a more important fac-
tor than the growth of already established populations.
For example, microbes can be dispersed through inter-
actions between their hosts, and may infect new hosts if
they successfully establish large growing populations.
Here, we quantitatively analyze the trade-off between
growth and survival using a simple statistical physics
model. In this model, individuals can grow within lo-
cal “patches”, or disperse to new patches. We show that,
depending on the dispersal rate, natural selection may
favor either a fast growth rate or a low extinction risk
of local populations. More importantly, we find that a
bet-hedging strategy that generates coexisting subpopu-
lations of fast-growing and better-surviving phenotypes
may help a species achieve the maximum abundance in
the long term. The emergence of the optimal bet-hedging
strategy is solely a consequence of demographic fluctua-
tions. This contrasts with the results of previous studies
that considered bet-hedging as a strategy for maximizing
long-term growth in varying environments.
Our model is illustrated in Fig. 1. We consider a bi-
ological species whose individuals may give birth to a
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FIG. 1. Schematic illustration of the birth, death, and dispersal processes. Each patch is represented by a grid, and has a finite
capacity represented by the number of cells in the grid; an empty cell represents a vacant site, and a colored cell represents an
individual, whose phenotype is indicated by its color. The cells highlighted by thick borders are being updated: a cell with a
“+” sign means an individual appears, either being born to another individual (sharing a thick border) or having immigrated
from another patch (dashed arrow); a cell with a “−” sign means an individual disappears, either due to death (isolated thick
border) or emigration (dashed arrow). Individuals can move freely within a patch, or disperse to any other patch.
new individual, die, or disperse to another patch. For
simplicity, we assume that the patches are equally well
connected and have the same carrying capacity K. Indi-
viduals may express different phenotypes, characterized
by different pairs of birth and death rates; dispersal hap-
pens passively with a predetermined dispersal rate [19].
For simplicity, consider two phenotypes, A and B, which
satisfy rA >rB and qA >qB, hence phenotype A is fast-
growing and phenotype B is better-surviving. To allow
for bet-hedging strategies, we assume that each individ-
ual randomly expresses one of the phenotypes with prob-
ability piA = ρ and piB = 1−ρ respectively (0 ≤ ρ ≤ 1),
regardless of its parent’s phenotype [28]; the phenotype
does not change over the lifetime.
A typical time course of the total population size is
shown in Fig. 2 (inset). The simulation starts with one
patch filled with individuals, whose phenotypes are ran-
domly chosen. After an initial phase with relatively large
demographic fluctuations, the total population size and
the number of occupied patches start to grow at a steady
rate. When many patches are available, the species will
asymptotically expand at this rate and simultaneously
colonize more and more patches. We use this “asymp-
totic expansion rate”, W , to measure the evolutionary
success of the species.
The value of W , calculated using Methods below, de-
pends on the phenotype distribution ρ. Let ρ∗ be the
value of ρ that maximizes W . If ρ∗=1 or 0, then a pure
strategy with a single phenotype A or B is evolutionarily
most successful. However, if the maximum W is reached
at an intermediate value 0 < ρ∗ < 1, as in Fig. 2, then
a mixed (bet-hedging) strategy, by which a population
constantly diversifies into subpopulations of both pheno-
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FIG. 2. Asymptotic expansion rate W as a function of phe-
notype distribution ρ. The birth, death, and dispersal rates
are βA = 2, δA = 1, βB = 0.5, δB = 0.1, µ = 0.002, and the
carrying capacity is K = 100. Inset: time course of the total
population size N and the number of occupied patches M ,
simulated using Gillespie algorithm. The slope of the curves
determines the value of W for a given ρ.
types, is more successful in the long term.
Those strategies are shown in Fig. 3, where ρ∗ is plot-
ted as a function of the dispersal rate µ. We find ρ∗ = 0
for µ below a threshold value, µL, and ρ
∗ = 1 above
another threshold, µR. In these two regimes, a pure
strategy of having a single phenotype is thus favored.
The fact that each regime favors a different phenotype
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FIG. 3. Optimal phenotype distribution ρ∗ as a function of
dispersal rate µ, where one phenotype has a faster growth
rate and the other has a lower extinction risk. The birth and
death rates of each phenotype are βA = 2, δA = 1, βB = 0.5,
δB = 0.1; the carrying capacity of each patch is K = 100. For
dispersal rates between µL and µR, a mixed strategy offers
the maximum asymptotic expansion rate for the species.
demonstrates the trade-off between growth and survival.
More interestingly, for values of µ between µL and µR,
we find a new regime where 0 < ρ∗ < 1. In this case,
a bet-hedging strategy that produces mixed populations
consisting of both phenotypes is evolutionarily favorable.
Such a favorable bet-hedging strategy arises only because
of intrinsic uncertainties in demographic fluctuations.
So far we have assumed a constant environment for all
patches, in contrast to previous studies of bet-hedging
that assume a large population in a varying environment
[20]. In the latter case, bet-hedging results from a trade-
off between phenotypes that are favorable for different en-
vironmental conditions, whereas in our case the trade-off
between growth and survival is solely due to demographic
fluctuations. These two scenarios can be unified in our
model by introducing environmental variations that oc-
cur independently for different patches.
For simplicity, assume that there are two possible envi-
ronmental conditions, X and Y, where X is the “normal”
environment considered above, and Y is a “hostile” envi-
ronment such that the fast-growing phenotype A in envi-
ronment X becomes unfavorable in Y, while the better-
surviving phenotype B is unaffected. A good example
is bacterial populations that produce both normal cells
which thrive in growth media but die under antibiotic
treatment and persister cells which are slow-growing but
tolerant to antibiotics [21]. Thus, the birth and death
rates of the two phenotypes satisfy β
(X)
A > β
(Y)
A = 0,
δ
(Y)
A  δ(X)A , β(Y)B = β(X)B , and δ(Y)B = δ(X)B . Each patch
switches randomly between the two environmental condi-
tions, with switching rates αX (Y→ X) and αY (X→ Y).
Hence, the stationary distribution of the environment is
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FIG. 4. Optimal phenotype distribution ρ∗ for different values
of the dispersal rate µ and the environment distribution .
Shaded region marks a 0 < ρ∗ < 1 phase in which a mixed
strategy offers the maximum asymptotic expansion rate. The
birth and death rates are β
(X)
A =2, δ
(X)
A =1, β
(Y)
A =0, δ
(Y)
A =10,
β
(X)
B = β
(Y)
B = 0.5, δ
(X)
B = δ
(Y)
B = 0.1. Each patch has carrying
capacity K=100 and environment switching rates α=0.1.
pX =αX/(αX +αY) ≡  and pY = 1−. We assume that
the carrying capacity K and the dispersal rate µ do not
depend on the local environment.
To see the effect of local environmental variations,
we vary the environment distribution  while keeping
α≡ αX +αY fixed. The optimal phenotype distribution
ρ∗ that maximizes W now depends on both µ and .
This can be characterized by a “phase diagram” shown
in Fig. 4 [26]. Again, there are three regimes correspond-
ing to pure strategies ρ∗= 0 or 1, and a mixed strategy
0<ρ∗< 1. The top edge (= 1) corresponds to the case
where the environment is X at all times, the same as in
Fig. 3, with a 0<ρ∗< 1 phase in between the threshold
values µL and µR. This mixed phase extends to smaller
values of , until reaching a point (µT , T ), where it dis-
appears and is replaced by a sharp boundary between the
pure phases ρ∗=0 and 1.
The topology of the phase diagram can be largely in-
ferred from the behavior of ρ∗ near the edges of the di-
agram, i.e., in the limits  → 0 or 1 and µ → 0 or ∞,
which can be found analytically [25]. Intuitively, near the
bottom edge (→ 0), ρ∗ = 0 since phenotype A is unfit
for a constantly hostile environment Y. On the far left
(µ<µL), ρ
∗= 0 for all  because phenotype A is disad-
vantageous even if the environment is always favorable
(= 1). On the far right (µ µR), there is a threshold
value C , above which ρ
∗ = 1 and below which ρ∗ = 0
[25]. By smoothly interpolating the phases of ρ∗ from
the edges to the middle of the diagram, we recover the
shape of Fig. 4.
The phase diagram shows that different bet-hedging
strategies against demographic and environmental vari-
4ations are special cases of a general adaptation strat-
egy against both types of uncertainties. The shape of
the diagram changes depending on the phenotypes and
the environments [27]. In extreme cases, bet-hedging
could arise mainly because of demographic fluctuations,
such as when phenotype A is fast-growing and pheno-
type B is better-surviving in both environments X and
Y (Fig. S3a). Alternatively, bet-hedging may be optimal
mainly due to environmental variations, such as when
phenotype A is both fast-growing and better-surviving
in environment X, whereas phenotype B is fast-growing
and better-surviving in Y (Fig. S3b).
Our results indicate the generality of bet-hedging as
a means of coping with various types of uncertainties
encountered by biological populations. In reality, organ-
isms live in much more complex environments and in-
teract with many other species — their habitats may be
spatially structured, and their dispersal may be affected
by ecological conditions [11–15]. Nevertheless, our sim-
ple model, which shows that organisms can bet-hedge
even against purely stochastic demographic fluctuations,
clearly suggests a broader perspective for understanding
the advantage of bet-hedging behavior widely observed
in nature.
The trade-off between growth and survival exists in
many situations and is not particular to the simple dis-
persal process considered in our model. The idea that
bet-hedging can be effective against stochastic fluctua-
tions due to small numbers is applicable to other fields,
such as financial investment and information processing.
Methods.— Here we briefly describe methods for calcu-
lating the asymptotic expansion rate W and the optimal
phenotype distribution ρ∗ for the basic model with con-
stant environment; technical details and generalization
to locally fluctuating environments are given in [25].
For a given dispersal rate µ, W is calculated by consid-
ering the following “patch dynamics” [25]. Let a patch
be labeled by the type Pnl if it has n individuals, l of
which have phenotype A and n− l phenotype B, sat-
isfying 0 ≤ n ≤ K and 0 ≤ l ≤ n. Let mnl be the
number of such patches, then the number of occupied
patches is M =
∑
n,lmnl, and the total population size
is N =
∑
n,l nmnl. The birth, death, and dispersal pro-
cesses can be described in terms of the patches as:
Pn,l
ρ βnl−−−−−−→ Pn+1,l+1 , (1)
Pn,l
(1−ρ)βnl−−−−−−→ Pn+1,l , (2)
Pn,l
γnl−−−−−−→ Pn−1,l−1 , (3)
Pn,l
δnl−−−−−−→ Pn−1,l , (4)
Pn,l
µl−−−−−−→ Pn−1,l−1 + P1,1 , (5)
Pn,l
µn−l−−−−−−→ Pn−1,l + P1,0 , (6)
where the rate constants are βnl =
(
βAl+βB(n− l)
)
(1−
n/K), γnl = δA l (1−n/K), δnl = δB (n− l) (1−n/K),
and µn = µn. For (5, 6), we have assumed that there
is a large supply of available patches, so that a dispersed
individual would always end up in an empty patch. The
deterministic dynamics of the patch numbers is given by
m˙n,l = ρ βn−1,l−1mn−1,l−1 + (1− ρ)βn−1,lmn−1,l
+ (γn+1,l+1+µl+1)mn+1,l+1 + (δn+1,l+µn−l+1)mn+1,l
− (βn,l + γn,l + δn,l + µn)mn,l
+ δn,1
∑K
n′=1
∑n′
l′=0(δl,1 µl′ + δl,0 µn′−l′)mn′,l′ . (7)
This equation can be cast in a matrix form (with compos-
ite indices), m˙nl =
∑
n′l′ Hnl,n′l′ mn′l′ . The largest real
eigenvalue of the matrix H yields W , which can then be
numerically maximized over ρ to find ρ∗ [26].
Approximate expressions of W can be obtained in the
limit where the dispersal rate µ is large or small [25].
For µ  βa and δa, where a=A or B, we find W ≈ rm,
where rm(ρ) is the growth rate of a mixed population
with phenotype distribution ρ. Intuitively, when the dis-
persal rate is high, individuals move freely between the
patches, so the whole species behaves as one large popu-
lation, and hence W is given by rm. Now, rm(ρ) increases
with ρ, since the higher the percentage of phenotype A
is, the faster the population grows. Therefore, in this
regime, maximizing W yields ρ∗ = 1, which means the
fast-growing phenotype A is favored.
On the other hand, for µ βa/K and δa/K, we find
W ≈ µK(1−qm), where qm(ρ) is the probability that a
mixed population founded by one individual goes extinct
before reaching the carrying capacity [25]. Intuitively,
when the dispersal rate is low, the occupied patches are
mostly full, hence the overall rate of dispersal to new
patches is proportional to µK; among those colonization
attempts, only a fraction escapes local extinction, hence
the factor (1−qm). But qm(ρ) increases with ρ because
the larger the proportion of phenotype B, the lower the
extinction risk. Hence, in this regime, W is maximized
by ρ∗=0, favoring the better-surviving phenotype B.
The value of ρ∗ increases continuously from 0 to 1 as µ
varies between two thresholds µL and µR. The values of
µL and µR depend on the parameters (βa, δa). For a wide
range of parameters that satisfy rA>rB and qA>qB, the
0<ρ∗<1 regime exists [26], where a bet-hedging strategy
is most favorable.
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I. EXTINCTION PROBABILITY Q
Here we derive the probability that a local population
founded by a small number of individuals goes extinct
before reaching the carrying capacity. We first treat the
case of a single phenotype, and then generalize to the
case of a mixed strategy with two phenotypes.
A. single phenotype
For a single phenotype, the birth and death processes
can be described by
I+ ∅ β/K−−−→ 2 I, (S1)
I+ ∅ δ/K−−−→ 2 ∅, (S2)
where I represents an individual and ∅ represents a va-
cancy in a local patch with carrying capacity K. The rate
constants are scaled such that, under mass-action kinet-
ics, the birth and death rates per capita are β and δ when
the population size is small (n  K). Eq. (S1) means
an individual has to find a vacancy within the patch in
order to reproduce, which ensures that the local popula-
tion size does not exceed the carrying capacity. Eq. (S2)
is analogous to a continuous time Moran process — an
individual dies by being replaced by a vacancy, which
ensures that a fully occupied patch is stable.
This last assumption simplifies the analysis while keep-
ing the main features of the birth-death processes. In-
deed, compare that to an alternative death process de-
scribed by I δ−→ ∅, where the death rate per capita does
not depend on the population size. The latter pro-
cess, together with Eq. (S1), would lead to a deter-
ministic dynamics of the population size given by n˙ =
β n(1−n/K)−δ n. This is equivalent to n˙ = r n(1−n/K˜),
where r = β − δ is the growth rate, and K˜ = Kr/δ is
the effective carrying capacity. Therefore, at the level
of deterministic dynamics, the latter death process sim-
ply amounts to redefining the carrying capacity K. On
the stochastic level, however, the latter process allows
the population size to fluctuate even after reaching the
carrying capacity, which results in a nonzero rate of ex-
tinction due to large fluctuations [22]. Nevertheless, this
rate of extinction is exponentially small in K, which is
well beyond the timescale of local extinction during range
expansion considered in this paper (see below). There-
fore, neglecting such instability of fully occupied patches
allows us to use Eq. (S2) without affecting the results.
Let Pn(t) be the probability that the population size
is n at time t, where 0 ≤ n ≤ K. Then Pn(t) obeys the
master equation:
dPn
dt
= β (n− 1) (1− (n− 1)/K)Pn−1
+ δ (n+ 1)
(
1− (n+ 1)/K)Pn+1
− (β + δ)n (1− n/K)Pn. (S3)
It can be solved by using the generating function [23]
Φ(z, t) ≡
K∑
n=0
Pn(t) zn, (S4)
which obeys the equation
∂Φ
∂t
= (1− z)(δ − βz) ∂
∂z
(
Φ− z
K
∂Φ
∂z
)
. (S5)
It can be seen that ∂Φ∂t = 0 for z = 1 and z = q ≡ δ/β
(we assume 0 < δ < β, so 0 < q < 1), hence, for all t ≥ 0,
Φ(1, t) = const = 1, (S6)
Φ(q, t) = const = Φ(q, 0). (S7)
Suppose initially there are n0 individuals (n0  K),
so that Φ(z, 0) is given by
Φ(z, 0) = zn0 . (S8)
For a finite K, the population size will eventually reach a
stationary distribution, and Φ(z, t) converges to a func-
tion Φs(z) satisfying
d
dz
(
Φs − z
K
dΦs
dz
)
= 0. (S9)
The solution given by boundary conditions (S6, S7) is
Φs(z) =
qn0 − qK
1− qK +
1− qn0
1− qK z
K . (S10)
Finally, the probability of extinction is given by
Q = P0(t→∞) = Φ(0, t→∞) = Φs(0)
=
qn0 − qK
1− qK ≈ q
n0 , for K  n0 ≥ 1. (S11)
In particular, q = δ/β is the extinction risk of a local pop-
ulation founded by one individual. Note that Φ(z, t) con-
verges to Φs(z) almost exponentially fast over a timescale
∼ 1/(β− δ), hence extinction happens most likely within
a few generations’ time, long before the population ap-
proaches the carrying capacity.
7B. mixed population
Now consider the case of a mixed population with two
phenotypes {A,B}, and a constant phenotype distribu-
tion ρ. The birth and death processes are described by
Ia + ∅ pib βa/K−−−−−−→ Ia + Ib, (S12)
Ia + ∅ δa/K−−−−−−→ 2 ∅, (S13)
where βa and δa are the birth and death rates for each
phenotype Ia, where a = A,B, and piA = ρ, piB = 1− ρ.
Let Pm,n(t) be the probability that there are m indi-
viduals with phenotype A and n with phenotype B at
time t, where 0 ≤ m,n ≤ K and 0 ≤ m + n ≤ K. Simi-
larly to the single phenotype case, we define a generating
function
Φ(x, y, t) ≡
K∑
m=0
K−m∑
n=0
Pm,n(t)xm yn, (S14)
which obeys the equation
∂Φ
∂t
=
[(
(1− x)(δA − ρβAx)− (1− y)(1− ρ)βAx) ∂
∂x
+
(
(1− y)(δB − (1− ρ)βBy)− (1− x)ρβBy) ∂
∂y
]
(
Φ− x
K
∂Φ
∂x
− y
K
∂Φ
∂y
)
. (S15)
There are three fixed points where ∂Φ∂t = 0, given by the
set of equations{
(1− x)(δA − ρβAx)− (1− y)(1− ρ)βAx = 0,
(1− x)ρβBy − (1− y)
(
δB − (1− ρ)βBy
)
= 0.
(S16)
Besides the trivial solution (x, y) = (1, 1) which implies
normalization, Φ(1, 1, t) = 1, the other two are xs =
2qA
(1+qA−qB)+
√
(1−qA+qB)2+4(1−ρ)(qA−qB)
,
ys =
2qB
(1−qA+qB)+
√
(1−qA+qB)2+4(1−ρ)(qA−qB)
;
(S17)
 xl =
(1+qA−qB)+
√
(1−qA+qB)2+4(1−ρ)(qA−qB)
2ρ(qA−qB)/qA ,
yl =
(1−qA+qB)+
√
(1−qA+qB)2+4(1−ρ)(qA−qB)
2(1−ρ)(qA−qB)/qB ,
(S18)
where qA ≡ δA/βA and qB ≡ δB/βB. It follows that
Φ(xs, ys, t) = Φ(xs, ys, 0) = x
m0
s y
n0
s , (S19)
and similarly for (xl, yl), where m0, n0 are the initial
numbers of individuals with phenotype A and B respec-
tively. Note that 0 < xs, ys < 1 < xl, yl, which will be
useful later.
Since the population will eventually either go extinct or
reach full capacity, the generating function Φs(x, y) that
corresponds to the stationary distribution Pm,n(t → ∞)
should be of the form
Φs(x, y) = Q+ (1−Q)
K∑
`=0
C` x
` yK−`, (S20)
where the constants {C`} satisfy
∑K
`=0 C` = 1, and Q
is the extinction probability, Q = Φs(0, 0) = P0,0(t →
∞). We have already used the normalization condition
Φs(1, 1) = 1. Since there are not enough conserved quan-
tities like Eq. (S19), we cannot fix all constants {C`}
without actually solving the equation (S15) from initial
conditions. However, an approximation of Q can be ob-
tained using Eq. (S19), which implies
Q+ (1−Q)
K∑
`=0
C` x
`
s y
K−`
s = x
m0
s y
n0
s . (S21)
Notice that all terms involving {C`} are K-th order in
xs and ys, while the last term is of order m0 + n0; since
0 < xs, ys < 1, for K  m0 + n0 ≥ 1 we obtain
Q ≈ xm0s yn0s . (S22)
In particular, Q ≈ xs if (m0, n0) = (1, 0), and ys if
(m0, n0) = (0, 1). Therefore, xs is the extinction proba-
bility of a local population founded by an individual of
phenotype A, and ys is that for phenotype B. Note that,
for qA > qB, one finds xs > ys for all ρ, since, intuitively,
phenotype A is more prone to demographic fluctuation
that may cause extinction. For the same reason, both xs
and ys increases monotonically with ρ, which is obvious
from Eq. (S17). In the limit ρ → 1 we have xs → qA as
it should be, whereas ys → qB in the limit ρ→ 0.
II. ASYMPTOTIC EXPANSION RATE W
Here we show how the asymptotic expansion rate W is
calculated. We start from the patch dynamics and derive
the matrix H whose largest real eigenvalue gives W . We
then obtain approximate expressions for W in the limit
of small and large dispersal rate µ. We first illustrate the
method by treating the simple case of a single phenotype,
and then generalize to the case of a mixed strategy and
of locally fluctuating environments.
A. single phenotype
For a single phenotype, each local population can be
labeled by its patch type Pn, where n is the population
size. Then the birth, death, and dispersal processes can
be described by the patch dynamics
Pn
βn−−−−→ Pn+1, (S23)
Pn
δn−−−−→ Pn−1, (S24)
Pn + Pn′
µnn′−−−−→ Pn−1 + Pn′+1, (S25)
8where n = 1, · · · ,K; n′ = 0, · · · ,K − 1; and n′ 6= n −
1. The rate constants are βn = β n(1 − n/K), δn =
δ n(1 − n/K), and µnn′ = µn(1 − n′/K)/L. Let mn be
the number of patches Pn, and L =
∑K
n=0mn the total
number of available patches. If there is an unlimited
supply of patches, L → ∞, then the dispersal process
(S25) reduces to
Pn
µn−−−−→ Pn−1 + P1, (S26)
where n = 2, · · · ,K, and µn = µn. This is because with
probability 1 a migrating individual would end up in an
empty new patch. In this limit, the overall abundance
of the species will asymptotically expand at a constant
rate W , and the patch numbers will approach a steady
distribution.
The deterministic dynamics of the patch numbers for
processes (S23, S24) and (S26) is given by
m˙n = βn−1mn−1 + (δn+1 + µn+1)mn+1
− (βn + δn + µn)mn + δn,1
K∑
n′=1
µn′ mn′ , (S27)
for n = 1, · · · ,K, where mK+1 ≡ 0. This can be writ-
ten in a matrix form as m˙ = H · m, where m ≡
(m1, · · · ,mK)T and
H ≡ (S28)
−β1−δ1 δ2+2µ2 µ3 · · · µK
β1 −β2−δ2−µ2 δ3+µ3
. . .
. . .
. . .
. . .
. . . δK+µK
βK−1 −βK−δK−µK
.
The asymptotic expansion rate, W , is given by the
largest real eigenvalue λ(1) of the matrix H, and the
steady patch number distribution is given by the cor-
responding right eigenvector ξ(1), normalized such that∑K
n=1 ξ
(1)
n = 1.
Analytic expressions of W can be obtained in the lim-
its where the dispersal rate µ is large or small. Notice
that the matrix H can be separated into two parts, one
independent of µ and the other proportional to µ,
H =

−β1−δ1 δ2
β1 −β2−δ2 δ3
. . .
. . .
. . .
. . .
. . . δK
βK−1 −βK−δK

+

0 2µ2 µ3 · · · µK
−µ2 µ3
. . .
. . .
. . . µK
−µK
 ≡H
βδ +Hµ.
(S29)
When µ β, δ, one can treat Hµ as the dominant part
and Hβδ as a perturbation. The largest real eigenvalue
of Hµ is λµ = 0, and its right and left eigenvectors are
ξµ = (1, 0, · · · , 0)T and ηµ = (1, 2, · · · ,K)T . The first-
order perturbation of the eigenvalue is given by
∆λ(1) = ηµT ·Hβδ · ξµ = (β − δ) (1− 1/K). (S30)
Therefore, assuming K  1, the asymptotic expansion
rate is approximately given by
W ≈ r. (S31)
When µ  β/K, δ/K, one can instead treat Hβδ as
the dominant part and Hµ as a perturbation. Since
βK = δK = 0, the largest real eigenvalue of H
βδ is
also zero, λβδ = 0, and its eigenvectors are ξβδ =
(0, · · · , 0, 1)T and ηβδ = {(1 − qn)/(1 − qK), n =
1, · · · ,K}. Hence the first-order perturbation of the
eigenvalue is
∆λ(1) = ηβδ
T ·Hµ ·ξβδ = µK(1−q) (1− q
K−1)
(1− qK) . (S32)
Therefore, assuming K  1, one finds
W ≈ µK(1− q). (S33)
B. mixed population
We will use the same method as above to treat the
case of mixed populations with two phenotypes. The
patch dynamics is given in the main text by Eqs. (1-6),
and the deterministic equation of the patch numbers is
given by Eq. (7), i.e.,
m˙n,l = ρ βn−1,l−1mn−1,l−1 + (1− ρ)βn−1,lmn−1,l
+ (γn+1,l+1 + µl+1)mn+1,l+1 + (δn+1,l + µn−l+1)mn+1,l
− (βn,l + γn,l + δn,l + µn)mn,l
+ δn,1
K∑
n′=1
n′∑
l′=0
(δl,1 µl′ + δl,0 µn′−l′)mn′,l′ , (S34)
where n = 1, · · · ,K and l = 0, · · · , n; the rate constants
are βnl =
(
βAl + βB(n − l)
)
(1 − n/K), γnl = δA l (1 −
n/K), and δnl = δB (n−l) (1−n/K). Note thatmn,l is set
to 0 for n = 0,K+1 and for l < 0 or l > n. This equation
can also be cast in a matrix form for a vector m with
composite indices (nl), i.e., m˙nl =
∑
n′l′ Hnl,n′l′ mn′l′ .
The elements of the matrix H are
Hnl,n′l′ = ρ βn′,l′ δn′,n−1 δl′,l−1 + (1− ρ)βn′,l′ δn′,n−1 δl′,l
+ (γn′,l′ + µl′)δn′,n+1 δl′,l+1 + (δn′,l′ + µn′−l′)δn′,n+1 δl′,l
− (βn′,l′ + γn′,l′ + δn′,l′ + µn′) δn′,n δl′,l
+ δn,1(δl,1 µl′ + δl,0 µn′−l′). (S35)
The asymptotic expansion rate W is given by the largest
real eigenvalue of this matrix H.
9Like for Eq. (S29), H can be decomposed as H =
Hβδ +Hµ, where
Hβδnl,n′l′ = ρ βn′,l′ δn′,n−1 δl′,l−1 + (1−ρ)βn′,l′ δn′,n−1 δl′,l
+ γn′,l′ δn′,n+1 δl′,l+1 + δn′,l′ δn′,n+1 δl′,l
− (βn′,l′ + γn′,l′ + δn′,l′) δn′,n δl′,l, (S36)
Hµnl,n′l′ = µl′ δn′,n+1 δl′,l+1 + µn′−l′ δn′,n+1 δl′,l (S37)
− µn′ δn′,n δl′,l + δn,1(δl,1 µl′ + δl,0 µn′−l′).
Thus, Hβδ is independent of µ, and Hµ is proportional
to µ. In the limit of large or small µ, the largest real
eigenvalue of H can be calculated as follows.
For large µ, we again treat Hµ as the dominant part
andHβδ as a perturbation. The largest real eigenvalue of
Hµ is 0, which turns out to be degenerate with degree 2.
The right eigenvectors corresponding to this eigenvalue
are ξ
(1)
nl = δn,1δl,1 and ξ
(2)
nl = δn,1δl,0. Since the leading
eigenvector ofH represents the steady patch number dis-
tribution, it means that the leading contribution to the
steady distribution comes from patches that are occupied
by just one individual, n = 1. This agrees with our intu-
ition that, in the limit of frequent dispersal, individuals
are scattered out over many patches.
The left eigenvectors that are orthonormal to ξ(1) and
ξ(2) are η
(1)
nl = l and η
(2)
nl = n − l. Therefore, the
first-order perturbation of the degenerate eigenvalues are
given by the 2× 2 matrix
∆Hµ =
(
η(1)
T
η(2)
T
)
·Hβδ · ( ξ(1) ξ(2) ) (S38)
=
(
1− 1
K
) (
ρ βA − δA, ρ βB
(1− ρ)βA, (1− ρ)βB − δB
)
.
It may be recognized that, for K →∞, this is exactly the
growth matrix that governs the deterministic dynamics
of a single mixed population (see Eqs. (S12,S13)),
n˙A = (ρ βA − δA)nA + ρ βB nB, (S39)
n˙B = (1− ρ)βA nA + ((1− ρ)βB − δB)nB. (S40)
The growth rate of this mixed population is given by the
larger eigenvalue of the growth matrix,
rm(ρ) =
1
2
[(
ρ βA − δA + (1− ρ)βB − δB
)
(S41)
+
√(
ρβA−δA−(1−ρ)βB+δB
)2
+ 4ρ(1− ρ)βAβB
]
.
Therefore, similar to Eq. (S31), we recover the relation
W ≈ rm(ρ), as quoted in the main text.
One can easily check that rm(0) = rB and rm(1) = rA,
where ra ≡ βa − δa for each phenotype a = A,B. For
0 < ρ < 1, the value of rm(ρ) lies in between rB and
rA. Indeed, for rA > rB, one finds that rm(ρ) increases
monotonically with ρ, since
r′m(ρ) =
(rA − rB)rm + (rm − rB)δA + (rA − rm)δB√(
ρβA−δA−(1−ρ)βB+δB
)2
+ 4ρ(1− ρ)βAβB
> 0. (S42)
For small µ, Hβδ becomes the dominant part of H,
and Hµ the perturbation. Since βK,l = δK,l = 0 for
all l = 0, · · · ,K, the largest real eigenvalue of Hβδ,
λ(1) = 0, is (K + 1)-degree degenerate. The correspond-
ing right eigenvectors are simply ξ
(s)
nl = δn,Kδl,s, where
s = 0, · · · ,K. Unfortunately, not all left eigenvectors
can be found analytically (there is one, ηnl ∝ 1−xls yn−ls ,
where xs, ys are given in Sec. I B). Therefore, we will
resort to a different method based on the following ap-
proximation.
As shown by the eigenvectors ξ
(s)
nl , in the limit of rare
dispersal, most occupied patches are full, n = K. Since
the timescale of birth and death processes within a patch
is much shorter than the dispersal timescale, in terms of
the latter, newly occupied patches either go extinct im-
mediately or quickly grow to full capacity. Therefore, we
may ignore the partially filled patches and consider only
the full patches. For K  1, the phenotype composition
of a full patch is approximately given by the eigenvector
of the matrix (S38) corresponding to the eigenvalue rm,
ξ(1)m = (ξA, ξB)
T , where
ξA ≡ rm − rB
rA − rB , ξB ≡
rA − rm
rA − rB . (S43)
Therefore, for a given full patch, the rate of emigration
of an individual with phenotype A is µKξA, and that of
an individual with phenotype B is µKξB. Next we have
to take into account the chance of successful colonization
of a new patch by the emigrated individual. By the re-
sults from Sec. I B, the extinction probability of a local
population founded by an individual of phenotype A is
xs, and that for phenotype B is ys. Therefore, the rate
of successful colonization is
W ≈ µKξA(1−xs)+µKξB(1−ys) = µK(1−qm), (S44)
which has the same form as Eq. (S33), with an average
extinction probability
qm(ρ) ≡ rm − rB
rA − rB xs +
rA − rm
rA − rB ys. (S45)
One readily checks that qm(1) = qA and qm(0) = qB.
For rA > rB and qA > qB, qm(ρ) monotonically increases
with ρ, since
q′m(ρ) =
xs − ys
rA − rB r
′
m(ρ) +
rm − rB
rA − rB x
′
s(ρ) +
rA − rm
rA − rB y
′
s(ρ),
(S46)
where each term is positive.
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C. local environmental variations
We now consider the case where the local environment
of each patch can switch between two conditions X and
Y. Denote a patch with local environment ε = X or Y
by Pε, and classify the patches by their local population
size and composition as before, denoted by subscripts
(nl). Then the patch dynamics can be written as:
Pεn,l
ρ β
(ε)
nl−−−−−−−−→ Pεn+1,l+1 , (S47)
Pεn,l
(1−ρ)β(ε)nl−−−−−−−−→ Pεn+1,l , (S48)
Pεn,l
γ
(ε)
nl−−−−−−−−→ Pεn−1,l−1 , (S49)
Pεn,l
δ
(ε)
nl−−−−−−−−→ Pεn−1,l , (S50)
Pεn,l
pε′ µl−−−−−−−−→ Pεn−1,l−1 + Pε
′
1,1 , (S51)
Pεn,l
pε′ µn−l−−−−−−−−→ Pεn−1,l + Pε
′
1,0 , (S52)
PXn,l
αY−−−−−−−−→ PYn,l , (S53)
PYn,l
αX−−−−−−−−→ PXn,l , (S54)
where the rate constants are defined similarly to that in
the previous subsection except for the extra dependence
on the environment. The last two equations describe the
switching of local environment from Y to X and from X
to Y, with rates αX and αY respectively. We have again
assumed an unlimited number of available patches, L→
∞. A newly colonized patch will have local environment
X with probability pX = αX/(αX + αY) ≡ , and Y with
probability pY = (1−), which are used in Eqs. (S51,S52).
As before, the asymptotic expansion rate W of a
species in this patchy and fluctuating environment can
be obtained from the deterministic dynamics of the patch
numbers. Here we give some simplified derivations.
In the limit of a large dispersal rate µ, as argued in
Sec. II B, individuals are always scattered out over many
patches. Since the local environment of each patch fluctu-
ates randomly and independently, there is approximately
a fraction  of the patches having environment X and
(1 − ) of them having Y at any given time. Therefore,
the species acts as a large population in a “well mixed”
environment, with average birth and death rates
β¯a =  β
(X)
a + (1− )β(Y)a , (S55)
δ¯a =  δ
(X)
a + (1− ) δ(Y)a , (S56)
for each phenotype a = A,B. The problem then becomes
equivalent to the case of a uniform environment treated
in the previous subsection — in the limit of large µ, W
is given by the growth rate rm in Eq. (S41), calculated
from the average birth and death rates above.
In this limit, the optimal phenotype distribution ρ∗ can
be obtained easily — whichever phenotype that yields a
faster growth rate, r¯a = β¯a − δ¯a, is evolutionarily more
successful; i.e., ρ∗ = 0 if r¯A < r¯B, and 1 if r¯A > r¯B.
In the example used for Fig. 4 in the main text, we have
r¯A =  rA−(1−)sA and r¯B = rB, where rA = β(X)A −δ(X)A ,
sA = δ
(Y)
A −β(Y)A , and rB = β(X)B − δ(X)B . Hence, there is a
critical value C =
rB+sA
rA+sA
, above which ρ∗ = 1 and below
which ρ∗ = 0, as shown in Fig. 4.
In the limit of small µ, we use an approximation similar
to the one used in Sec. II B. Consider a special case where
phenotype A is both fast-growing and better-surviving in
environment X, whereas phenotype B is fast-growing and
better-surviving in Y, which will be discussed in Sec. IV.
Since most occupied patches are full in this limit, we may
consider only the full patches, which can have environ-
ment ε = X or Y, denoted by Pε. The phenotype com-
position of these two types of patches are approximately
given by the eigenvectors of the corresponding growth
matrices; let the fraction of phenotype B in a patch PX
be denoted by ζB, and the fraction of phenotype A in a
patch PY by ζA, satisfying ζa  1. We assume Kζa  1,
so that both phenotypes are generally present in each full
patch.
Under those conditions, the patch dynamics may be
reduced to the following processes:
PX
µK(1−ζB)(1−q˜A)−−−−−−−−−−−−−−−→ 2 PX , (S57)
PY
µKζA(1−q˜A)−−−−−−−−−−−−−−−→ PY + PX , (S58)
PX
µKζB(1−q˜B)(1−)−−−−−−−−−−−−−−−→ PX + PY , (S59)
PY
µK(1−ζA)(1−q˜B)(1−)−−−−−−−−−−−−−−−→ 2 PY , (S60)
PX
αY−−−−−−−−−−−−−−−→ PY , (S61)
PY
αX−−−−−−−−−−−−−−−→ PX . (S62)
The first two equations represent processes in which an
individual of phenotype A migrates to a patch of en-
vironment X and successfully establishes a colony; the
chance of unsuccessful colonization (local extinction) is
q˜A ≡ max{1, qA/ρ}, where qA ≡ δ(X)A /β(X)A . Similarly,
the second two equations represent an individual of phe-
notype B migrating to and successfully colonizing a patch
of environment Y, where q˜B ≡ max{1, qB/(1 − ρ)} and
qB ≡ δ(Y)B /β(Y)B . Migration of phenotype A to environ-
ment Y and phenotype B to environment X are assumed
to have negligible success rates. The last two equations
represent the switching of local environments; a colony
would likely survive the switch if both phenotypes are
present.
For the reduced processes, the deterministic dynamics
of the patch numbers mX and mY are given by
m˙X = µK(1− ζB)(1− q˜A)mX + µKζA(1− q˜A)mY
− αYmX + αXmY, (S63)
m˙Y = µKζB(1− q˜B)(1− )mX + µK(1− ζA)(1− q˜B)
× (1− )mY + αYmX − αXmY. (S64)
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This can be described by a growth matrix
H =
( −αY, αX
αY, −αX
)
(S65)
+ µK
(
(1− ζB)(1− q˜A), ζA(1− q˜A)
ζB(1− q˜B)(1− ), (1− ζA)(1− q˜B)(1− )
)
.
For small µ, the leading eigenvalue which gives the
asymptotic expansion rate W can be calculated by treat-
ing the second term as a perturbation. If we further
ignore small factors involving ζA and ζB, then W is ap-
proximately given by
W ≈ µK
[
2
ρ
R(ρ−qA)+ (1− )
2
(1− ρ) R(1−ρ−qB)
]
, (S66)
where R(x) is the ramp function, R(x) = max{0, x}. Fi-
nally, the optimal phenotype distribution ρ∗ can be ob-
tained by maximizing W with respect to ρ.
For simplicity, consider the symmetric case where qA =
qB ≡ q. For q > 13 , the maximum of W is reached at
ρ∗ = 0 for  < 12 , and ρ
∗ = 1 for  > 12 ; hence there is no
mixed strategy that is favorable. However, for q < 13 ,
ρ∗ =

0, 0 ≤  < 2q1+q ;
, 2q1+q <  <
1−q
1+q ;
1, 1−q1+q <  ≤ 1.
(S67)
In this case, there is a range of intermediate  values for
which a mixed strategy is optimal, as shown in Fig. S3(b).
Interestingly, the optimal phenotype distribution, ρ∗ = ,
being proportional to the environment distribution, is
reminiscent of the “proportional betting” solution found
for a single population in a uniformly fluctuating envi-
ronment (with a slightly different setting, see [2]).
III. OPTIMAL PHENOTYPE DISTRIBUTION ρ∗
Here we describe how the optimal phenotype distribu-
tion ρ∗ is calculated numerically, as for Figs. 3 and 4 in
the main text. We also explore the range of parameters
for which a bet-hedging strategy arises.
A. constant environment
Consider first the case where the environment is con-
stant and the same for all patches, as described in
Sec. II B. For a given phenotype distribution ρ, the
asymptotic expansion rate W is given by the largest real
eigenvalue of the matrix H in Eq. (S35). H is a sparse
D × D matrix, where D is the number of patch types
{Pnl}; since 1 ≤ n ≤ K and 0 ≤ l ≤ n, one finds
D = K(K + 3)/2. The eigenvalue of largest real part,
W , and its left and right eigenvectors, η and ξ, can be
found by efficient numerical routines (e.g., the shift-invert
method in ARPACK). It is checked that W , η, and ξ are
all real. Moreover, we may calculate the derivative of W
with respect to ρ, given by
W ′(ρ) = η> ·
(dH
dρ
)
· ξ, (S68)
where (dHdρ ) is the constant matrix given by(dH
dρ
)
nl,n′l′
= βn′,l′ δn′,n−1
(
δl′,l−1 − δl′,l
)
. (S69)
Using these methods for calculating W and its deriva-
tiveW ′(ρ), it is straight-forward to numerically maximize
W to find the value of ρ∗. Fig. S1(a) shows W (ρ) for dif-
ferent values of µ, using the same parameters (βa, δa) as
for the example shown in Fig. 3 of the main text. It can
be seen that, for a small µ, the derivative W ′(ρ) is neg-
ative throughout ρ = 0 to 1, hence we have ρ∗ = 0; for a
large µ, W ′(ρ) is positive at all ρ, hence ρ∗ = 1, consis-
tent with the perturbative analysis in Sec. II B. We may
define a threshold value µL by the condition W
′(0) = 0,
and another threshold µR by W
′(1) = 0. In this exam-
ple, we find µL < µR. For an intermediate value of µ
between µL and µR, we have W
′(0) > 0 and W ′(1) < 0.
Therefore, W (ρ) has a local maximum at 0 < ρ∗ < 1,
which can be obtained by numerically finding the root of
W ′(ρ) = 0. This is the procedure used to produce Fig. 3
in the main text.
The existence of the 0 < ρ∗ < 1 phase depends on the
values of the thresholds µL and µR. Figs. S2(a,b) show
how µL and µR vary with the parameters of the model,
i.e., the growth rate ra and the extinction risk qa for each
phenotype a = A,B. For a small range of parameters,
shown in Fig. S2(c), it happens that µL > µR. This
means that, for values of µ between µL and µR, W
′(0) <
0 and W ′(1) > 0; accordingly, W (ρ) develops a local
minimum instead of a maximum (similar to Fig. S1(b)).
In such cases, ρ∗ jumps discontinuously from 0 to 1 at a
particular value of µ where W (0) = W (1), missing the
0 < ρ∗ < 1 phase.
B. locally varying environment
Generalizing to the case of locally varying environ-
ments, W and W ′(ρ) can be numerically calculated the
same way as above, except that the number of patch
types, i.e., the dimension D of the matrix H, is dou-
bled to account for the two types of local environments.
In this case, the optimal value ρ∗ depends on both the
dispersal rate µ and the environment distribution .
Fig. S1(b) shows how W (ρ) changes with  for a given
µ. In particular, the parameters are the same as for
Fig. 4 in the main text, and µ is fixed to a large value,
µ > µT . It can be seen that W (ρ) is monotonic decreas-
ing (W ′(ρ) < 0) for a small , and becomes monotonic in-
creasing (W ′(ρ) > 0) for a large ; for some intermediate
values of , W (ρ) has a local minimum (W ′(0) < 0 and
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FIG. S1. Asymptotic expansion rate W as a function of phenotype distribution ρ. The birth and death rates of the fast-growing
phenotype A and the better-surviving phenotype B are the same as for Figs. 3 and 4 in the main text, i.e., β
(X)
A = 2, δ
(X)
A = 1,
β
(Y)
A = 0, δ
(Y)
A = 10, β
(X)
B = β
(Y)
B = 0.5, δ
(X)
B = δ
(Y)
B = 0.1. The carrying capacity of each local patch is K = 100; the sum of
the environmental switching rates is αX + αY = 0.1. (a) the dispersal rate µ varies, while the environment is X at all times,
 = 1, as in Fig. 3. (b,c) the environment distribution  varies, while µ is fixed at µ = 0.1 and 0.01 respectively.
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FIG. S2. (a,b) Thresholds µL and µR defined by W
′(0) = 0 and W ′(1) = 0 respectively. The growth rate and the extinction
risk of each phenotype A,B satisfy rA > rB and qA > qB; we set rA = 1 by rescaling time and fix the value qA = 0.5, then vary
the values of rB and qB. (c) Range of parameters for which µL < µR, indicating the existence of a bet-hedging regime.
W ′(1) > 0). In any case, the maximum of W is reached
at either ρ∗ = 0 or 1. Therefore, it suffices to compare
the values of W (0) and W (1) to determine ρ∗. This pro-
cedure is used to produce part of Fig. 4 for µ > µT , where
µT is determined below. Note that ρ
∗ transitions from
0 to 1 discontinuously at a threshold value C , as shown
in Fig. S3(a), which is consistent with the perturbative
analysis described in Sec. II C for a large µ.
A more intricate situation is shown in Fig. S1(c), where
W (ρ) can have multiple local maxima, one at an end of
the unit interval and one in the middle. This happens
for certain µ values between µL and µT in Fig. 4 — as 
increases from 0 to 1, a local maximum emerges at an in-
termediate value of ρ, even though W ′(0) and W ′(1) have
the same sign. In such situations, the numerical search
for ρ∗ is carried out as follows. In the example shown
in Fig. S1(c), when both W ′(0) < 0 and W ′(1) < 0,
the value of W (0) is noted. Then one randomly searches
for a value ρ0 where W
′(ρ0) > 0; if such a ρ0 is found,
then one locates the local maximum ρ∗1 within the range
ρ0 < ρ
∗
1 < 1 by finding the root of W
′(ρ) = 0. Fi-
nally, a comparison of W (0) and W (ρ∗1) picks out the
larger one and hence the true ρ∗. Such a procedure is
used to produce part of Fig. 4 for µL < µ < µT . Note
that, in this example, ρ∗ transitions discontinuously from
0 to a positive value ρ∗L at a certain value L, given by
W (0) = W (ρ∗1); yet, as  further increases, ρ
∗ increases
continuously and reaches 1 at another value R, as shown
in Fig. S3(a). In particular, the point (µT , T ) in Fig. 4
is determined by ρ∗L = 1, i.e., when W (0) = W (1) and
W ′(1) = 0. This completes the construction of Fig. 4 in
the main text.
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FIG. S3. Optimal phenotype distribution ρ∗ as a function of the environment distribution  for given values of the dispersal
rate µ. (a) The birth and death rates of each phenotype, the carrying capacity, and the sum of environmental switching rates
are the same as for Fig. S1; the curves correspond to vertical cross-sections of the phase diagram in Fig. 4 of the main text.
(b) The parameters are the same as for Fig. S4(b); the continuous line is the approximate result according to Eq. (S67), and
the dotted line is the exact result obtained by numerical calculations.
IV. PHASE DIAGRAMS
Here we consider the optimal bet-hedging strategy for
a species living in a patchy and locally fluctuating envi-
ronment, and give a few more distinctive examples of the
phase diagram.
Assume again two possible phenotypes, A and B, and
two potential environmental conditions, X and Y. The
birth and death rates of each phenotype in a given envi-
ronment are denoted by β
(ε)
a and δ
(ε)
a , where a = A,B,
and ε = X,Y. The dispersal rate is µ regardless of
the phenotype and the environment. The environment
switches from Y to X and from X to Y with rates αX and
αY respectively; thus the stationary distribution of the
environment is pX =  = αX/(αX + αY) and pY = 1− .
We assume that a newborn individual, regardless of its
parent’s phenotype, has probability ρ of having pheno-
type A, and (1− ρ) of having phenotype B.
A. driven by demographic fluctuation
As discussed in the main text, the topology of the
phase diagram for the optimal phenotype distribution ρ∗
can be largely determined by interpolating the behavior
of ρ∗ between the limits  → 0 and 1, i.e., the optimal
phenotype distribution in each environment alone. For a
fast-growing phenotype A and a better-surviving pheno-
type B (i.e., rA > rB and qA > qB), there is a range of
dispersal rates µ between two thresholds µL and µR for
which a bet-hedging strategy is optimal. As shown in the
previous section, the values of µL and µR tend to vary
smoothly with the parameters ra and qa. Therefore, we
expect the phase diagram to also transform smoothly as
the parameters change.
As an example, let us see how the phase diagram in
Fig. 4 of the main text can be transformed. Consider the
case where the fast-growing phenotype A in environment
X remains fast-growing in Y, and the better-surviving
phenotype B remains better-surviving. In this case, for
each environment X or Y ( → 1 or 0), ρ∗ as a function
of µ looks similar to Fig. 3 in the main text. By interpo-
lation, the phase diagram of ρ∗(µ, ) looks typically like
in Fig. S4(a). There is a 0 < ρ∗ < 1 phase that forms a
vertical band across the top ( = 1) and bottom ( = 0)
edges of the phase diagram. Hence, for any environment
distribution , there is a range of µ values that allow an
optimal bet-hedging strategy. Such optimal bet-hedging
strategies arise mainly as a result of demographic fluctu-
ations.
B. driven by environmental variation
Now, consider an opposite situation where the two phe-
notypes are each suited for a different environment. In
particular, each phenotype, A or B, grows normally in
one environment, X or Y respectively, yet dies quickly in
the other environment. Thus, phenotype A is both fast-
growing and better-surviving in environment X, whereas
phenotype B is fast-growing and better-surviving in Y.
For example, the birth and death rates are such that
δ
(Y)
A  β(X)A > δ(X)A > β(Y)A = 0, and similarly δ(X)B 
β
(Y)
B > δ
(Y)
B > β
(X)
B = 0. We will denote rA ≡ β(X)A −δ(X)A ,
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FIG. S4. Phase diagram of the optimal phenotype distribution ρ∗ with respect to the dispersal rate µ and the environment
distribution p. Shaded region marks a 0 < ρ∗ < 1 phase in which a bet-hedging strategy offers the maximum asymptotic
expansion rate for the species. The carrying capacity of each local patch is K = 100; the sum of the environmental switching
rates is αX + αY = 0.1. (a) phenotype A is fast-growing in both environments X and Y, and phenotype B is better-surviving
in both X and Y; the birth and death rates are β
(X)
A = 2, δ
(X)
A = 1, β
(Y)
A = 3, δ
(Y)
A = 1.8, β
(X)
B = β
(Y)
B = 0.5, δ
(X)
B = δ
(Y)
B = 0.1.
(b) phenotype A offers both a faster growth rate and a lower extinction risk in the environment X, and so does phenotype B
in the environment Y; the birth and death rates are β
(X)
A = β
(Y)
B = 5, δ
(X)
A = δ
(Y)
B = 1, β
(Y)
A = β
(X)
B = 0, δ
(Y)
A = δ
(X)
B = 50.
rB ≡ β(Y)B − δ(Y)B ; qA ≡ δ(X)A /β(X)A , qB ≡ δ(Y)B /β(Y)B ; and
sA ≡ δ(Y)A − β(Y)A , sB ≡ δ(X)B − β(X)B .
The phase diagram in this case can be determined
again by examining the limits  = 0, 1 and µ → 0,∞.
First, when the environment is X or Y at all times, only
individuals with the matching phenotype survive; hence
we have ρ∗ = 0 for  = 0, and ρ∗ = 1 for  = 1, valid for
all µ. Then, in the limit µ→∞ (see Sec. II C), the favor-
able phenotype is the one with a larger average growth
rate among
r¯A =  rA − (1− )sA, (S70)
r¯B = − sB + (1− )rB. (S71)
Therefore, ρ∗ = 1 for  > C , and ρ∗ = 0 for  < C ,
where C =
rB+sA
rA+rB+sA+sB
. Finally, in the limit µ → 0,
the asymptotic behavior of ρ∗ can be found using an ap-
proximation described in Sec. II C — when qA and qB
are small, there is a range of intermediate  values for
which a bet-hedging strategy with 0 < ρ∗ < 1 is optimal.
This means that, in the phase diagram of ρ∗(µ, ), the
far left region is horizontally divided into three phases,
ρ∗ = 0, 0 < ρ∗ < 1, and ρ∗ = 1, as shown in Fig. S4(b).
The phase boundaries represent discontinuous transitions
in ρ∗ (see Fig. S3(b)). As µ increases, the two bound-
aries extend smoothly to the right, and eventually join
at a point (µT , T ). Beyond this point, there is only one
boundary separating the ρ∗ = 0 and ρ∗ = 1 phases, which
becomes asymptotically horizontal as µ→∞.
This phase diagram has a different character as com-
pared to Fig. S4(a) (or Fig. 4 in the main text). There is
no phase transition on the edges of  = 0 or 1, since, for
a given environment, one phenotype is advantageous in
terms of both a faster growth rate and a lower extinction
risk. The existence of an optimal bet-hedging strategy
(the 0 < ρ∗ < 1 phase) is mainly due to environmen-
tal variations and the fact that different phenotypes are
favorable in different environments, just like for a single
population in a uniformly fluctuating environment. Note,
however, that in the latter case a favorable bet-hedging
strategy always exists for all , which is not true for the
patchy environment.
V. PARENT-DEPENDENT PHENOTYPIC
SWITCHING
Here we consider a generalization of our model pre-
sented in the main text, where an individual’s probabil-
ity of expressing a particular phenotype may depend on
the phenotype of its parent. Let a be the phenotype of
the parent, and piba be the probability that the offspring
has phenotype b. For two phenotypes A and B, we may
parametrize piba by the phenotypic switching probabili-
ties, piBA ≡ σA and piAB ≡ σB, hence piAA = 1− σA and
piBB = 1− σB, where 0 ≤ σa ≤ 1.
Instead of Eq. (S12), the birth process is now described
by:
Ia + ∅ piba βa/K−−−−−−→ Ia + Ib, (S72)
whereas the death and dispersal processes remain the
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FIG. S5. Generalized model with parent-dependent pheno-
type distribution. The birth and death rates of each pheno-
type are βA = 3, δA = 2, and βB = 1, δB = 0.25; the carrying
capacity of each local patch is K = 100. (a) Optimal phe-
notypic switching probabilities σ∗a (a = A,B) with respect to
the dispersal rate µ. For comparison, dashed lines show the
optimal phenotype distribution ρ∗ and (1− ρ∗) given by the
simple parent-independent model presented in the main text.
(b) Maximum asymptotic expansion rate W ∗ versus dispersal
rate µ in both the simple (dashed curve) and the generalized
(solid curve) models. For clear comparison, we subtracted
a same term W¯ (µ) ≡ µ′R−µ
µ′
R
−µ′
L
W ∗(µ′L) +
µ−µ′L
µ′
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−µ′
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W ∗(µ′R) from
each curve.
same. Accordingly, for the patch dynamics, Eqs. (1, 2)
are replaced by
Pn,l
ηnl−−→ Pn+1,l+1 , (S73)
Pn,l
θnl−−→ Pn+1,l , (S74)
where the new rate constants are ηnl = (1− σA)βAl(1−
n/K) + σBβB(n − l)(1 − n/K), and θnl = σAβAl(1 −
n/K) + (1 − σB)βB(n − l)(1 − n/K). The asymptotic
expansion rate W can be calculated in the same way as
in Sec. II B, by replacing ρ βnl with ηnl and replacing
(1− ρ)βnl with θnl.
In this generalized model, we maximize W with respect
to both σA and σB. Their optimal values, σ
∗
A and σ
∗
B, are
plotted as functions of the dispersal rate µ in Fig. S5(a).
There is a lower bound, µ′L, below which σ
∗
B = 0 and σ
∗
A
can take any values between 0 and 1. It means that, for
such very low dispersal rates, offspring of parental phe-
notype B never switch to phenotype A, and this “pure
B” subpopulation contributes the maximum asymptotic
expansion rate for the species; meanwhile, there may co-
exist a nonzero subpopulation of phenotype A if σA < 1,
yet their number would be subdominant and does not
affect the asymptotic expansion rate. Similarly, for dis-
persal rates above an upper bound, µ′R, the optimal phe-
notypic switching probabilities are σ∗A = 0 and σ
∗
B = any
value between 0 and 1. It means that, for sufficiently
high dispersal rates, the optimal strategy for the species
is to have a dominant “pure A” subpopulation that never
switch to phenotype B.
Note that the basic parent-independent model pre-
sented in the main text corresponds to σA = 1 − ρ and
σB = ρ, satisfying σA + σB = 1. The generalized model
relaxes the last constraint by letting σA and σB vary in-
dependently. It can be seen from Fig. S5(a) that their
optimal values do not satisfy the constraint. For compar-
ison, the optimal value ρ∗ obtained for the simple model
is also shown in the figure, which satisfies 0 < ρ∗ < 1
for µ between two bounds µL and µR. Since the general-
ized model is less constrained, one expects the maximum
asymptotic expansion rate W ∗ to be no less than that in
the simple model. This is indeed the case, as illustrated
in Fig. S5(b). The two curves coincide at values of the
dispersal rate below µ′L and above µ
′
R, because in those
cases only one phenotype, B and A respectively, com-
pletely dominates the population in both the simple and
the generalized models.
