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The Re´nyi complexity ratio is introduced for two density functions in three dimensional
and multidimensional spherical quantum system. Some definitions about the localization
property of several density functions are presented. Moreover, five theorems for near
continuous property of the Re´nyi complexity ratio are proved. As an example, the solutions
of pseudoharmonic oscillator and a family of isospectral potentials have been addressed.
The Re´nyi entropy, Re´nyi complexity ratio, generalized Re´nyi complexity and shape Re´nyi
complexity of integral order are found analytically. The properties of the Re´nyi complexity
ratio are verified for some physical and artificial values of the system parameters. It is an
extension of the generalized Re´nyi complexity.
Key words: Re´nyi entropy, Re´nyi complexity ratio, generalized Re´nyi complexity,
localization property, effective domain, near continuous
1
I. INTRODUCTION
Information entropy and statistical complexity is a growing interesting subject for studying the
behaviour of atomic structure in physics and quantum chemistry. Specially the Shannon entropy1
and the Re´nyi entropy2 are more usefull measurements for entropic uncertainty relations3,4, in atomic
system and statistical thermodynamics5,6. The Re´nyi entropy is important in quantum chemistry7,
mathematical physics8, quantum information & quantum computation9, statistical mechanics10, im-
age processing11, computer science12 and different fields of science. It is used as a generalization of
Shannon entropy. It has many applications in quantum information and many interesting physical
measurement can de defined by it4,13–18. The Re´nyi entropy in momentum space is defined in ref.19,
for shell structure of atoms.
A useful and important statistical complexity is Lo´pez-Ruiz-Mancini-Calbet (LMC) complexity20–23.
It is defined, as a product Shannon entropy and disequilibrium24. Another simple measure of com-
plexity is Shiner, Davison, Landsber (SDL), which is a product of order and disorder of a quantum
state25. The LMC is modified and known as shape LMC20,23,26–28, which is a product of power of
Shannon entropy and disequilibrium. The LMC and shape LMC complexities have been applied in
different fields of science26,29. Moreover, shape LMC is modified, so-called shape Re´nyi complexity
(SRC)30,31, where Shannon entropy is replaced by Re´nyi entropy. Again the shape Re´nyi complexity
is modified, so-called generalized Re´nyi complexity (GRC)32–37, where disequilibrium is replaced by
inverse of Re´nyi entropic power. The SRC is a one parameter family of complexity measure, whereas
GRC is a two parameter family complexity. The LMC, SRC and GRC have several properties and
applications in physics, mainly in quantum chemistry, for atomic structure. But there is an example
to prove the near continuous property of LMC, SRC, GRC and there is no analytical prove for
arbitrary density functions23,32,38.
Different types of complexities are investigated in the litarature, such as Fisher-Shannon39 for
ionization processes ans Fisher-Re´nyi for atomic density function40. All these complexities are defined
for a single density function.
In addition, some conditional or relative information such as (i) relative Shannon41, (ii) relative
Fisher42, (iii) relative Re´nyi43 and (iv) relative Tsallis44 have been defined between two density
functions. The relative Shannon41, relative Re´nyi43 are used in atomic system. The relative Fisher is
used for central potential. Using the definitions of the relative Shannon entropy and relative Re´nyi
entropy, a relative LMC type complexity is defined in ref.45,46 for atoms and a generalized relative
complexity is defined46 for Dicke model in ref.38,43. Recently complexity ratio has been introduced
in position and momentum spaces for radial pseudoharmonic oscillator potential47.
In this paper we will introduce the Re´ntu complexity ratio (RCR) between two density functions.
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The aim of this paper is to find the relation between RCR and GRC. To this aim, we will define
some definitions of localization property of several density functions and prove some theorems of near
continuous property of RCR in different dimensions. But our main focus is to analyze the Re´nyi
complexity ratio in three dimensional spherical quantum system for central potential.
The RCR is an extention of GRC and it is an interesting field of quantum chemistry. Our
definition can be applied directly to GRC, SRC and LMC for two identical density functions, as a
particular case of RCR. To verify the criteria, we will consider the solutions of the pseudoharmonic
oscillator47–60 and a family of isospectral potentials61. Moreove we will examine the effect of De
(dissociation energy of diatomic molecules), re (equilibrium intermolecular separation), mµ (reduced
mass of diatomic molecules) and λ (isospectral parameter) on Re´nyi entropy, RCR, GRC and SRC.
There is an interesting property, in the limiting case |λ| → ∞, RCR will be reduced to GRC or SRC
or LMC depends on the order of RCR.
This paper is divided into three sections. They are organized as follows. In Sec. II we will
introduce localization property of several density functions. Then we will recall some known results
of Re´nyi entropy. In Sec. III we will explain our main idea for Re´nyi complexity ratio which is an
extension of generalized Re´nyi complexity. Next we will present some theorems and properties of
RCR. In Sec. IV we will investigate the Re´nyi entropy, RCR, GRC and SRC of the solutions of
pseudoharmonic oscillator and a family of isospectral potentials. Beside this example, the method
will be worked for solutions of any potential. Finally we will give some conclusion in Sec. V.
II. PRELIMINARIES OF DENSITY FUNCTION AND THE RE´NYI ENTROPY
A. Localization property of density functions
In a three dimensional spherical coordinates all the density functions are bounded in a region
R
g = (0,∞)× (0, π)× (0, 2π). Let us assume that a joint density function ρ(r, θ, φ) can be expressed
as a product of three independent density functions f(r), g(θ) and h(φ). For the central potential
one of them h(φ) = 1
2pi
, φ ∈ (0, 2π) is a uniform distribution function of φ. Now for any radial density
function f(r) there exists a positive real number d such that∫ ∞
0
f(r)r2dr = 1 =
∫ d
0
f(r)r2dr,
∫ ∞
d
f(r)r2dr = 0 (1)
where the integrations are considered as a measure of Lebesgue integration. Now we define a partition
of the interval (0, d) by (0, d) = ∪Ni=1Ωi of disjoint intervals such that13,37
N∑
i=1
pi = 1, 0 ≤ pi ≤ 1,
pi =
∫
Ωi
f(r)r2dr.
(2)
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Now we consider the region Ω = ∪iΩi where pi 6= 0 then we have∫ ∞
0
f(r)r2dr = 1 =
∫
Ω
f(r)r2dr. (3)
Therefore for mathematical calculation Ω is the actual effective domain of f(r). Now let us denote
the Lebesgue measure of Ω by L(Ω). Using the definition of Lebesgue measure we can define several
definitions with respect to radial distance r, polar angle θ, azimuthal angle φ and r as follows.
Definition II.1 (Effective domain with respect to r). A region Ω ⊂ (0,∞) is called the effective
domain of the density function f(r), if
∫
Ω
f(r)r2dr = 1 and there exists no Ω1 ⊂ (0,∞) such that
L(Ω1) < L(Ω) where
∫
Ω1
f(r)r2dr = 1. On the other hand Ω is called the effective domain of f(r),
if
∫
Ω
f(r)r2dr = 1 and L(Ω) ≤ L(Ω1) for any Ω1 ∈
{
Ω1 ⊂ (0,∞) :
∫
Ω1
f(r)r2dr = 1
}
.
Definition II.2 (Localization with respect to r). Let f1(r) and f2(r) be two radial density functions,
Ω1 and Ω2 be the effective domains of f1 and f2 respectively with respect to r. Then f1 is called
localized than f2 with respect to r if L(Ω1) < L(Ω2).
Definition II.3 (Effective domain with respect to θ). A region Ω ⊂ (0, π) is called the effective
domain of the density function f(θ), if
∫
Ω
f(θ) sin θ dθ = 1 and there exists no Ω1 ⊂ (0, π) such that
L(Ω1) < L(Ω) where
∫
Ω1
f(θ) sin θ dθ = 1. Alternatively Ω is called the effective domain of f(θ), if∫
Ω
f(θ) sin θ dθ = 1 and L(Ω) ≤ L(Ω1) for any Ω1 ∈
{
Ω1 ⊂ (0, π) :
∫
Ω1
f(θ) sin θ dθ = 1
}
.
.
Definition II.4 (Localization with respect to θ). Let f1(θ) and f2(θ) be two rotational density func-
tions of the polar angle θ, Ω1 and Ω2 be the effective domains of f1 and f2 respectively with respect
to θ. Then f1 is called localized than f2 with respect to θ if L(Ω1) < L(Ω2).
Definition II.5 (Effective domain with respect to φ). A region Ω ⊂ (0, 2π) is called the effective
domain of the density function f(φ), if
∫
Ω
f(φ)dφ = 1 and there exists no Ω1 ⊂ (0, 2π) such that
L(Ω1) < L(Ω) where
∫
Ω1
f(φ)dφ = 1. Alternatively effective domain Ω of f(φ) can be defined as,∫
Ω
f(φ)dφ = 1 and L(Ω) ≤ L(Ω1) for any Ω1 ∈
{
Ω1 ⊂ (0, 2π) :
∫
Ω1
f(φ)dφ = 1
}
.
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.Definition II.6 (Localization with respect to φ). Let f1(φ) and f2(φ) be two density functions of
the azimuthal angle φ, Ω1 and Ω2 be the effective domain of f1 and f2 respectively with respect to φ.
Then f1 is called localized than f2 with respect to φ if L(Ω1) < L(Ω2).
Definition II.7 (Effective domian with respect to r). Let a joint density function ρ(r) = ρr(r)ρθ(θ)ρφ(φ)
be defined in Rg. If there exist Ω1 ⊂ (0,∞), Ω2 ⊂ (0, π), Ω3 ⊂ (0, 2π) such that
∫
Ω1×Ω2×Ω3
ρ(r)dr = 1,∫
Ω1
ρr(r)r
2dr =
∫
Ω2
ρθ(θ) sin θ dθ =
∫
Ω3
ρφ(φ)dφ = 1, and L(Ω1) ≤ L(Ω1), L(Ω2) ≤ L(Ω2),
L(Ω3) ≤ L(Ω3) for all Ω1 ∈
{
Ω ⊂ (0,∞) :
∫
Ω
ρr(r)r
2 dr
}
; Ω2 ∈
{
Ω ⊂ (0, π) :
∫
Ω
ρθ(θ) sin θ dθ = 1
}
;
and Ω3 ∈
{
Ω ⊂ (0, 2π) :
∫
Ω
ρφ(φ)dφ = 1
}
, then the region Ω1×Ω2×Ω3 is called the effective domain
of ρ(r).
In two dimensional system the effective domian is an area and in three dimensional system it is
a volume. In the similar manner the effective domain can be defined in RD, for a D dimensional
quantum system. In D-dimensional quantum system, the effective domian is a volume in dimensional
D. In this paper we will discuss about three dimensional quantum system for central potential. It
is difficult, to find the exact localized domain of a multi-dimensional non-separable quantum state.
But we can define the localization property, for multi-dimensional non-separable quantum system
with respect to the volume of the effective domain of known density functions.
B. Re´nyi entropy, Re´nyi length and Re´nyi volume
Let a density function ρ be defined on a D-dimensional space MD ⊂ RD. The one-parameter
(order α) Re´nyi entropy of ρ is defined by2
R(α)ρ =
1
1− α ln
[
I(α)
]
, α > 0, 6= 1. (4)
where I(α) is the entropic moments of the density function ρ and is defined by
I(α) =
∫
ΩD
ρα(r)dr, (5)
and ΩD ⊂ MD is the effective domain of the definition of ρ. The Re´nyi entropy (4) can be redefined
by
R(α)ρ = 11−α ln
∑
i
pαi L(Ωi), α > 0, 6= 1, (6)
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where ∑
i
piL(Ωi) = 1, 0 ≤ pi ≤ 1,L(Ωi) ≥ 0,
ρ(r) =
∑
i
pi χΩi(r),
χΩi(r) = 1, r ∈ Ωi,
= 0, r /∈ Ωi,
(7)
and ΩDρ = ∪iΩi. The sum (6) is a good approximation of (4), if the partition point set Ωi is sufficiently
small. If the density function be defined for a discrete distribution then we assumed L(Ωi) = 1 and∑
i
L(Ωi) = O(ΩDρ ), order of the set ΩDρ or size of the distributions. The Re´nyi entropy of a finite
dimensional discrete distribution is always positive, but (4) may be negative17. For sufficiently large
variations, (4) becomes negative. The Re´nyi entropy is a non-increasing function of α. The Tsallis
entropy is an another important family of generalized entropy. The Tsallis entropy of order α of ρ is
defined by62
T (α)ρ =
1
α− 1
(
1− I(α)) , α > 0, 6= 1. (8)
A relation between Re´nyi and Tsallis entropies is
T (α)ρ =
1
1− α
(
e(1−α)R
(α)
ρ − 1
)
, (9)
or
R(α)ρ =
1
1− α ln
[
1 + (1− α)T (α)ρ
]
(10)
Both are equal to zero if ρ is a delta function. In the limiting case, α → 1, the Re´nyi and Tsallis
entopies reduce to the Shannon entropy Sρ and it is defined by1
Sρ = −
∫
ρ(r) ln ρ(r) dr (11)
The quantity eR
(α)
ρ has dimension of length, area and volume if D = 1, 2 and 3 respectively24. In this
paper, we denoted the Re´nyi volume by V(α)ρ . Moreover the Re´nyi length (L(α)(ρ) ) of order α can be
defined for 3-dimensional space by a relation47,63
L(α)ρ =
(
3
4π
V(α)ρ
) 1
3
=
(
3
4π
)1
3
e
1
3
R(α)ρ , α > 0, 6= 1 (12)
For the special case α = 0, the Re´nyi entropy R(0)ρ is defined by lnL(ΩDρ ) for continuous distribu-
tion. If D = 1, 2 and 3, then R(0)ρ is a function of length, area and volume respectively. For discrete
random variable R(0)ρ is equal to5,6 lnO(ΩDρ ).
Moreover, α = 4
3
, 5
3
, 2 the Re´nyi entropy is related with some physical quantities, such as Thomas-
Fermi kinetic energy, the Dirac exchange energy and electron density. It has many applications in
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density functional theory for atoms and molecules14,15,17. The average density is called the disequi-
librium and it has dimension of inverse volume. It is inversly proportional to Re´nyi volume of order
2 and it is defined by20,24,64,65, Dρ = e−R
(2)
ρ . On the other hand R(1)ρ −R(1)ρ is defined the structural
entropy13 of ρ. Another special case is66
R(α)ρ → − ln ‖ ρ ‖∞, α→∞, (13)
where ‖ ρ ‖∞= sup
r
ρ(r). The Re´nyi entropy satisfies several properties4,13,16–18. We have written
some important inequalities which are relevant to this work5
∂
∂α
R(α)ρ ≤ 0,
∂
∂α
(
α−1
α
R(α)ρ
)
≥ 0,
R(1)ρ ≥ 2R(2)ρ −R(3)ρ .
(14)
III. THE RE´NYI COMPLEXITY RATIO
In this paper we will extensively define a Re´nyi complexity ratio of two density functions f and
g of a pair order (α, β) in terms of Re´nyi volumes as,
C
(α,β)
(f,g) =
V(α)f
V(β)g
= eR
(α)
f
−R(β)g . (15)
A. Some general properties of the Re´nyi complexity ratio
The Re´nyi complexity ratio of between two density functions f and g satisfies several properties.
• (i) C(α,β)(f,f) reduces to GRC31–36 of f with order (α, β).
• (ii) C(α,β)(f,g) C(α,β)(g,f) = C(α,β)(f,f) C(α,β)(g,g)
• (iii) C(α,β)(f,g) C(β,α)(g,f) = 1, C(α,β)(f,f) C(β,α)(f,f) = 1
• (iv) C(α,α)(f,f) = 1
• (v) C(α,β)(f,g) is a nonincreasing function of α for fixed β and g. It is an increasing function of β for
fixed α and f .
• (vi) As we known that the Re´nyi entropy R(α)f is a non-increasing function of α and using our
previous study37 we can write R(α)f > R(α)g if f is widely spread and g is narrowly confined in a same
domain of definition. Moreover, for two discrete distributions67 we have found, R(α)f > R(α)g if f < g.
Therefore we can write the nature of C
(α,β)
(f,g) in a tabular form (see the Table I)
• (vii) Upper bound of C(α,β)(f,g) = 1 can be defined, if f is narroly confined, g is widely spread in a
same domain of definition and α > β.
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f g C
(α,β)
(f,g)
α ≥ β narrowly confined widely spread ≤ 1
α > β widely spread narrowly confined ...
α ≤ β widely spread narrowly confined ≥ 1
α < β arrowly confined widely spread ...
TABLE I: Nature of C
(α,β)
(f,g) .
• (viii) The lower bound of C(α,β)(f,g) = 1 can be defined, if f is widely spread, g is narrowly confined in
a same domain of definition and α < β.
• (ix) In general the lower bound of C(α,β)(f,g) is zero and the upper bound can be defined using Re´nyi
entropic bound. As we know that R(β)g ≥ R(∞)g , β > 0. Now if f(r) and g(r) be two density functions
define in a D-dimensional central potential, then we can write68
C
(α,β)
(f,g) ≤‖ g ‖∞ eBD(α)
(
〈r2〉f
D
)D
2
(16)
where
‖ g ‖∞= sup
r
g(r),
〈
r2
〉
f
=
∫
MD
f(r)r2dr, (17)
and
BD(α) = D2 log
[
pi((2+D)α−D)
1−α
]
− α
1−α log
[
(2+D)α−D
2α
]
− log
[
Γ( α
1−α
)
Γ(
(2+D)α−D
2(1−α)
)
]
, D
D+2
< α < 1
= D
2
log(2πe), α = 1
= D
2
log
[
pi((2+D)α−D)
α−1
]
+ α
α−1 log
[
(2+D)α−D
2α
]
+ log
[
Γ( α
α−1
)
Γ(
(2+D)α−D
2(α−1)
)
]
, α > 1
(18)
So the upper bound depends on f , g and (α, β). Now using the inequalities (14), we can improve
the inequality (16) as
C
(α,β)
(f,g) ≤ min {Gg(β), ‖ g ‖∞}
[
BD(α) + D
2
ln
(
〈r2〉f
D
)]
(19)
where
Gg(β) = (‖ g ‖∞)
−β
1−β , β < 1
= (Dg)
2√
R(3)g
, β = 1
=‖ g ‖∞, β > 1
(20)
• (x) C(α,β)
(f¯ ,g¯)
=
(
c
a
)D
C
(α,β)
(f,g) , for f¯(r) = a
Df(a(r− b)), g¯(r) = cDg(c(r− d)), where D is the dimension
of the system.
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• (xi) C(α,β)
(f¯ ,g¯)
=
(
m
n
)D
2
−1
C
(α,β)
(f,g) , for f¯(r) =
n∑
i=0
fi(r), g¯(r) =
m∑
i=0
gi(r), where fi(r) = n
D
2
−1f(
√
n(r− ai)),
gi(r) = m
D
2
−1f(
√
m(r− bi)),
∫
fi(r)dr =
1
n
,
∫
gi(r)dr =
1
m
,
∫
f¯(r)dr =
∫
g¯(r)dr =
∫
f(r)dr =∫
g(r)dr = 1, D is the dimension of the system.
• (xii)
C
(α,β)
(f,g) →

eR
(α)
f ‖ g ‖∞, β →∞, α finite(
‖ f ‖∞ eR
(β)
g
)−1
, α→∞, β finite.
(21)
For infinite discretre or continuous unbounded domains of the distribution functions f and g, we can
write
C
(α,β)
(f,g) →
 0, β → 0, α finite∞, α→ 0, β finite. (22)
If lim
α→0
R(α)f = lnO(ΩDf ), or lnL(ΩDf ), and lim
β→0
R(β)g = lnO(ΩDg ), or lnL(ΩDg ) are exist for finite
discrete, or continuous bounded effective domians ΩDf and Ω
D
g respectively, then we can improve the
relation (22) as
C
(α,β)
(f,g) →

eR
(α)
f
O(ΩDg )
, β → 0, α finite
O(ΩDf )
eR
(β)
g
, α→ 0, β finite.
(23)
for discrete distributions, or
C
(α,β)
(f,g) →

eR
(α)
f
L(ΩDg )
, β → 0, α finite
L(ΩDf )
eR
(β)
g
, α→ 0, β finite.
(24)
for continuous distributions.
B. Main theorems for near continuous property of the Re´nyi complexity raio
Definition III.1 (δ-neighboring). Let f1 and f2 be two density functions defined on a set M
D
in D-dimensional space and δ be a positive real number. Then the functions f1 and f2 are called
the δ-neighboring functions on M if the Lebesgue measure (L(S)) is equal to zero, where S =
{r : |f1(r)− f2(r)| ≥ δ}.
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Definition III.2 (Near continuous). A functional T , of density functions is said to be near contin-
uous, if for any positive ǫ there exists a δ(ǫ) > 0, such that L ({r : |f1(r)− f2(r)| ≥ δ}) = 0 implies
|T (f1)− T (f2)| < ǫ.
Using definitions II.1, III.1 and III.2 we can define a theorem for near continuous property of Re´nyi
complexity ratio based on the radial density functions.
Theorem III.1 Let (f1, g1) and (f2, g2) be two pairs of radial density functions of r, defined on
(0,∞). If for a positive ǫ, there exists a positive δ(ǫ), such that L (S) = 0, then |C(α,β)(f1,g1)−C
(α,β)
(f2,g2)
| → 0
as δ → 0, where S =
{
r :
√
(f1(r)− f2(r))2 + (g1(r)− g2(r))2 ≥ δ
}
and α, β are positive integers.
Proof. Let F iα be the effective domain of the function fαi (r) with respect to r, for i = 1, 2. Since f1
and f2 are density functions then 0 < L(F iα) <∞, for i = 1, 2, α ∈ N.
Now
∫
|f1(r)−f2(r)|r2dr =
∫
S1
|f1(r)−f2(r)|r2dr+
∫
S′1
|f1(r)−f2(r)|r2dr, where S1 = (F 1 ∪ F 2)∩S,
S ′1 = (F
1 ∪ F 2)− S and F i = F i1, i = 1, 2.
Then
∫
|f1(r)− f2(r)|r2dr ≤ δ [supS ′1]2 L(S ′1) and
∫
|fα1 (r)− fα2 (r)|r2dr ≤ δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 , where
0 ≤ I(i)j =
∫
F jα−S
f ij(r) r
2dr <∞, for i = 0, 1, . . . , α, j = 1, 2.
Therefore,
∫
(fα2 (r)− fα1 (r)) r2dr → 0, as δ → 0, and
R(α)f2 −R
(α)
f1
≤ 1
1−α ln
(
δ
I
(α)
1
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 + 1
)
→ 0, as δ → 0.
Hence C
(α,α)
(f2,f1)
= CR
(α)
f2
−R(α)
f1 → 1, as δ → 0. Similarly we can proof that C(β,β)(g2,g1) = CR
(β)
g1
−R(β)g2 → 1, as
δ → 0.
Therefore,
∣∣∣C(α,β)(f1,g1) − C(α,β)(f2,g2)∣∣∣ = C(α,β)(f1,g1)
∣∣∣∣1− C(α,α)(f2,f1)C(β,β)
(g2,g1)
∣∣∣∣→ 0, as δ → 0.
Using definitions II.3, III.1 and III.2 we can define another theorem.
Theorem III.2 Let (f1, g1) and (f2, g2) be two pairs of density functions of θ, defined on (0, π). If
for a positive ǫ, there exists a positive δ(ǫ), such that L (S) = 0, then |C(α,β)(f1,g1) − C
(α,β)
(f2,g2)
| → 0 as
δ → 0, where S =
{
θ :
√
(f1(θ)− f2(θ))2 + (g1(θ)− g2(θ))2 ≥ δ
}
and α, β are positive integers.
Proof. Let F iα be the effective domian of the function fαi (θ) with respect to θ, for i = 1, 2. Since f1
and f2 are density functions then 0 < L(F iα) <∞, for i = 1, 2, α ∈ N.
Now
∫
|f1(θ) − f2(θ)| sin θdθ =
∫
S1
|f1(θ) − f2(θ)| sin θdθ +
∫
S′1
|f1(θ) − f2(θ)| sin θdθ, where S1 =
(F 1 ∪ F 2) ∩ S, S ′1 = (F 1 ∪ F 2)− S and F i = F i1, i = 1, 2.
Then
∫
|f1(θ) − f2(θ)| sin θ dθ ≤ 2δ and
∫
|fα1 (θ) − fα2 (θ)| sin θdθ ≤ δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 , where 0 ≤
10
I
(i)
j =
∫
F jα−S
f ij(θ) sin θdθ <∞, for i = 0, 1, . . . , α, j = 1, 2.
Therefore, δ → 0 implies
∫
(fα2 (θ)− fα1 (θ)) sin θ dθ → 0,
and R(α)f2 −R
(α)
f1
≤ 1
1−α ln
(
δ
I
(α)
1
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 + 1
)
→ 0, as δ → 0.
Hence C
(α,α)
(f2,f1)
= C
R(α)
f2
−R(α)
f1 → 1, as δ → 0. Similarly we can proof that C(β,β)(g2,g1) = CR
(β)
g2
−R(β)g1 → 1, as
δ → 0.
Therefore,
∣∣∣C(α,β)(f1,g1) − C(α,β)(f2,g2)∣∣∣ = C(α,β)(f1,g1)
∣∣∣∣1− C(α,α)(f2,f1)C(β,β)
(g2,g1)
∣∣∣∣→ 0, as δ → 0.
Similarly using the definitions II.5, III.1 and III.2, we can define a theorem for near continuous
property of Re´nyi complexity ratio of density functions of φ.
Theorem III.3 Let (f1, g1) and (f2, g2) be two pairs of rotational density functions of φ defined on
(0, 2π). If for a positive ǫ, there exists a positive δ(ǫ), such that L (S) = 0, then |C(α,β)(f1,g1)−C
(α,β)
(f2,g2)
| → 0
as δ → 0, where S =
{
φ :
√
(f1(φ)− f2(φ))2 + (g1(φ)− g2(φ))2 ≥ δ
}
and α, β are positive integers.
Proof. Let F iα be the effective domian of the function fαi (φ) with respect to φ, for i = 1, 2. Since f1
and f2 are density functions then 0 < L(F iα) <∞, for i = 1, 2, α ∈ N.
Now
∫
|f1(φ)− f2(φ)|dφ =
∫
S1
|f1(φ)− f2(φ)|dφ+
∫
S′1
|f1(φ)− f2(φ)|dφ, where S1 = (F 1 ∪ F 2) ∩ S,
S ′1 = (F
1 ∪ F 2)− S and F i = F i1, i = 1, 2.
Then
∫
|f1(φ) − f2(φ)| dφ ≤ 2πδ and
∫
|fα1 (φ) − fα2 (φ)| dφ ≤ δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 , where 0 ≤ I(i)j =∫
F jα−S
f ij(φ) dφ <∞, for i = 0, 1, . . . , α, j = 1, 2.
Therefore δ → 0 implies
∫
(fα2 (φ)− fα1 (φ)) dφ→ 0.
Now R(α)f2 −R
(α)
f1
≤ 1
1−α ln
(
δ
I
(α)
1
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 + 1
)
→ 0, as δ → 0.
Hence C
(α,α)
(f2,f1)
= CR
(α)
f2
−R(α)
f1 → 1, as δ → 0. Similarly we can proof that C(β,β)(g2,g1) = CR
(β)
g2
−R(β)g1 → 1 as
δ → 0.
Therefore,
∣∣∣C(α,β)(f1,g1) − C(α,β)(f2,g2)∣∣∣ = C(α,β)(f1,g1)
∣∣∣∣1− C(α,α)(f2,f1)C(β,β)
(g2,g1)
∣∣∣∣→ 0, as δ → 0.
Moreover using the definitions II.7, III.1 and III.2 we can define a theorem for near continuous
property of Re´nyi complexity ratio of the density functions in spherical coordinates system.
Theorem III.4 Let (f1, g1) and (f2, g2) be two pairs of joint density functions of r, defined on
R
g = (0,∞)× (0, π) × (0, 2π). If for a positive ǫ, there exists a positive δ(ǫ), such that L (S) = 0,
then |C(α,β)(f1,g1)−C
(α,β)
(f2,g2)
| → 0 as δ → 0, where S =
{
r :
√
(f1(r)− f2(r))2 + (g1(r)− g2(r))2 ≥ δ
}
and
α, β are positive integers.
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Proof. Let fi(r) = fir(r)fiθ(θ)fiφ(φ), be defined in R
g. Moreover F iαr , F
iα
θ and F
iα
φ be the effective
domains of fir, fiθ and fiφ with respect to r, θ and φ respectively, for i = 1, 2. Since f1 and f2 are
density functions then 0 < L(F iαr ),L(F iαθ ),L(F iαφ ) <∞, for i = 1, 2, α ∈ N. Then Fj = F jr ×F jθ ×F jφ
is the effective domain of fj , where F
j
r = F
j1
r , F
j
θ = F
j1
θ , F
j
φ = F
j1
φ , for j = 1, 2.
Now
∫
|f1(r) − f2(r)|dr =
∫
S1
|f1(r) − f2(r)|dr +
∫
S′1
|f1(r) − f2(r)|dr, where S1 = F1 ∪ F2 ∩ S,
S ′1 = F1 ∪ F2 − S.
Then
∫
|f1(r)−f2(r)| dr ≤ 4πδ
[
supF 1r ∪ F 2r
]2 L(F 1r ∪F 2r ) and ∫ |fα1 (r)−fα2 (r)| dr ≤ δ α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 ,
where 0 ≤ I(i)j =
∫
Fj−S
f ij(r) dr <∞, for i = 0, 1, . . . , α− 1, j = 1, 2.
Therefore, δ → 0 implies
∫
(fα2 (r)− fα1 (r)) dr→ 0,
and R(α)f2 −R
(α)
f1
≤ 1
1−α ln

δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2∫
fα1 (r) dr
+ 1
→ 0, as δ → 0.
Thus we can write, C
(α,α)
(f2,f1)
= C
R(α)
f2
−R(α)
f1 → 1, as δ → 0. Similarly we can proof that C(β,β)(g2,g1) =
CR
(β)
g1
−R(β)g2 → 1, as δ → 0.
Therefore,
∣∣∣C(α,β)(f1,g1) − C(α,β)(f2,g2)∣∣∣ = C(α,β)(f1,g1)
∣∣∣∣1− C(α,α)(f2,f1)C(β,β)
(g2,g1)
∣∣∣∣→ 0, as δ → 0.
In a similar manner we can extend the theorem III.4 for a D-dimensional quantum system.
Theorem III.5 Let (f1, g1) and (f2, g2) be two pairs of joint density functions of r defined on M
D,
a D-dimensional space. If for a positive ǫ, there exists a positive δ(ǫ), such that L (S) = 0, then
|C(α,β)(f1,g1)−C
(α,β)
(f2,g2)
| → 0 as δ → 0, where S =
{
r :
√
(f1(r)− f2(r))2 + (g1(r)− g2(r))2 ≥ δ
}
and α, β
are positive integers.
Proof. Let Fj be the D-dimensional effective domian of fj(r) with respect to r for j = 1, 2 defined in
MD. Since f1, f2 are density functions we have 0 <
∫
F1∪F2−S
dr <∞, and 0 ≤ I(i)j =
∫
Fj−S
f ij(r) dr <
∞, for i = 0, 1, . . . , α− 1, j = 1, 2.
Then
∫
|f1(r) − f2(r)| dr ≤ δV and
∫
|fα1 (r) − fα2 (r)| dr ≤ δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2 , where V is the
volume of the effective domain.
Therefore δ → 0 implies
∫
(fα2 (r)− fα1 (r)) dr→ 0,
and R(α)f2 −R
(α)
f1
≤ 1
1−α ln

δ
α−1∑
i=0
I
(i)
1 I
(α−1−i)
2∫
fα1 (r) dr
+ 1
→ 0, as δ → 0.
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Thus we can write, C
(α,α)
(f2,f1)
= CR
(α)
f2
−R(α)
f1 → 1, as δ → 0. Similarly we can write that C(β,β)(g2,g1) =
CR
(β)
g1
−R(β)g2 → 1, as δ → 0.
Therefore,
∣∣∣C(α,β)(f1,g1) − C(α,β)(f2,g2)∣∣∣ = C(α,β)(f1,g1) ∣∣∣∣1− C(α,α)(f2,f1)C(β,β)
(g2,g1)
∣∣∣∣→ 0, as δ → 0.
Using the definitions II.1, II.3, II.5, II.7, III.1, III.2 and the theorems III.1, III.2, III.3, III.4 and III.5
we can say that, the Re´nyi complexity ratio satisfies the near continuous property for α, β ∈ N.
It is difficult to proof these theorems for non integral values of α and β. For positive real values
of α and β, near continuous property can be verified by counter examples of density functions, such
as step function and uniform density function32–36,38 and so on.
Let us consider two pairs of (f1, g1) and (f2, g2) density functions defined on a D-dimensional space
by
f1(r) =

1−δ1
CD
, |r| < 1
δ1
CD(BD−1) , 1 < |r| < B
0, elsewhere,
(25)
g1(r) =

1−δ′1
CD
, |r| < 1
δ′1
CD(BD−1) , 1 < |r| < B
0, elsewhere,
(26)
and
f2(r) = g2(r) =

1
CD
, |r| < 1
0, elsewhere,
(27)
where CD =
2pi
D
2
DΓ(D
2
)
, B > 1, 0 < δ1, δ
′
1 < 1. Then (f1, f2) and (g1, g2) are pairs of neighboring
functions. Therefore, we have
R(α)f1 =
1
1− α ln
[
(1− δ1)α + δ
α
1
(BD − 1)α−1
]
+ lnCD, (28)
R(α)g1 =
1
1− α ln
[
(1− δ′1)α +
δ
′α
1
(BD − 1)α−1
]
+ lnCD, (29)
and
R(α)f2 = R(β)g2 = lnCD. (30)
Hence we can write
lim
δ1→0
R(α)f1 = R
(α)
f2
= lnCD, (31)
and
lim
δ′1→0
R(α)g1 = R(α)g2 = lnCD. (32)
Therefore,
lim
δ1→0
lim
δ′1→0
C
(α,β)
(f1,g1)
= lim
δ′1→0
lim
δ1→0
C
(α,β)
(f1,g1)
= C
(α,β)
(f2,g2)
= 1 (33)
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C. The extremal property of the Re´nyi complexity ratio
Let f and g be two density functions defined on ΩD such that
f(r) =
∑
i
pi χΩi , g(r) =
∑
i
pi χΩi ,∑
i
pimi = 1,
∑
i
qimi = 1
(34)
where mi = L(Ωi), i = 1, 2, ..., n. Then∫
ΩD
fαdr =
∑
i
pαi mi,
∫
ΩD
gβdr =
∑
i
qβi mi (35)
Let us assume that C˜
(α,β)
(f,g) = lnC
(α,β)
(f,g) . Then we have
C˜ =
1
1− α ln
(∑
i
pαi mi
)
− 1
1− β ln
(∑
i
qβi mi
)
(36)
Then the variation of C˜ with respect to mi we obtained
pαi
qβi
=
(1− α)
∑
i
pαi mi
(1− β)
∑
i
qβi mi
(37)
Similarly the variation of C˜ with respect to pi and qi we obtained α = 0, g is uniform and β = 0, f is
uniform respectively. For non zero values of α and β we have considered the second order variation
of C˜ with respect to pi and qi. Thus for the second order variation of C˜ we obtained
pαi mi =
α−1
α
∑
i
pαi mi
qβi mi =
β−1
β
∑
i
qβi mi
(38)
From Eqs.(37) and (38), it is to be noted that α, β > 1.
Therefore
(i) uniform f , arbitraru density g, α > 0 & β = 0,
(ii) uniform g, arbitrary density f , α = 0 & β > 0, and
(iii) uniform f , g and α = β =
L(ΩD)
L(ΩD − Ωi) , i = 1, 2, ..., n
are solutions of (37) and (38). Now if f and g be two uniform distributions, then C
(α,β)
(f,g) does not
depend on α and β, but it violet the extremality conditions. Finally we can say that C
(α,β)
(f,g) has
extremal values.
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D. Some other properties of the Re´nyi complexity ratio for isospectral distributions
If (ψ,E) and (ψ̂, Ê) be two pairs of eigen functions and eigen values of the HamiltoniansHA = A
†A
and HB = B
†B respectively, where A(B) and A†(B†) are the annihilation and creation operators,
AA† = BB† but A†A 6= B†B. Then for two isospectral61 density functions ρ = |ψ|2 and ρ̂(λ) =
|ψ̂(λ)|2 of HA and HB respectively, we can write
(i) C
(α,β)
(ρ̂,ρ̂) (λ), C
(α,β)
(ρ̂,ρ) (λ), C
(α,β)
(ρ,ρ̂) (λ)→ C(α,β)(ρ,ρ) as |λ| → ∞,
(ii) C
(α,α)
(ρ̂,ρ̂) (λ), C
(α,α)
(ρ̂,ρ) (λ), C
(α,α)
(ρ,ρ̂) (λ)→ 1 as |λ| → ∞.
where λ is the isospectral parameter. In this paper we will find C
(α,β)
(ρ̂,ρ̂) (λ), C
(α,β)
(ρ̂,ρ) (λ), C
(α,β)
(ρ,ρ̂) (λ)0&C
(α,β)
(ρ,ρ)
and discuss about these two properties.
E. Generalized Re´nyi complexity and shape Re´nyi complexity
For two identical density functions (ρ, ρ), the Re´nyi complexity ratio C
(α,β)
(ρ,ρ) reduces to generalized
Re´nyi complexity of ρ. It is denoted by C(α,β) and defined by32–36
C(α,β) = C
(α,β)
(ρ,ρ) = e
R(α)ρ −R(β)ρ , α, β > 0 (39)
From (15) we can define the shape Re´nyi complexity30,31 of the distribution ρ by
C(α) = C
(α,2)
(ρ,ρ) (40)
As we know that, in the limiting case α→ 1, Re´nyi entropy R(α)ρ reduces to Shannon entropy, so we
can define the modified or shape LMC complexity23,26,27, C
(1,2)
(ρ,ρ) . Therefore we can write
C
(α,β)
(f,g) =

GRC, if f = g,
SRC, if f = g, β = 2,
CLMC , if f = g, β = 2, α = 1.

. (41)
A special case is that, lnC
(1,2)
(f,f) represents the structural entropy of f .
IV. APPLICATION
In this section we will discuss about the Re´nyi entropy, Re´nyi complexity ratio, generalized Re´nyi
complexity and shape Re´nyi complexity. To do so we have considered pseudoharmonic oscillator
potential and a family of isospectral potentials.
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A. Solutions of pseudoharmonic oscillator and a family of isospectral potentials
Let us consider the pseudoharmonic oscillator potential47–60 of the form
V 3D(r) = De
(
r
re
− re
r
)2
(42)
where De = D0 +
~ωe
2
, D0 is the chemical dissociation energy, ωe is called harmonic vibrational
parameters, r is the internuclear distance between diatomic molecules. Then a family of isospectral
potentials of the pseudoharmonic oscillator in spherical coordinates is69
V̂ 3D(r) = De
(
r
re
− re
r
)2
− ~
2
µ
d2
dr2
[ln (λ+ I)] (43)
where
I = z
L+ 3
2
Γ(L+ 3
2
)
∞∑
j=0
(−z)j
j!(L+ 3
2
+ j)
, z = ar2,
L = −1
2
+
√
l(l + 1) +
1
4
+ a2r4e ,
a =
√
2µDe
~re
,
(44)
l is the angular momentum number. Therefore the wave solution and the ro-vibrational energy of
the Schro¨dinger equation for the pseudoharmonic oscillator potential (42) are respectively49,60
ψn,l,m(r) =
√
aNne
− 1
2
ar2 (
√
ar)LL
L+ 1
2
n
(
ar2
)
Yl,m(θ, φ), (45)
and
E3Dn,l,m = ~ωr(4n+ 2L+ 3)− 2De (46)
where L
L+ 1
2
n (ar2) is the associate Laguerre polynomial70 of degree n in ar2 with parameter L+
1
2
,
Nn =
√
n! 2
√
a
Γ(n+ L+ 3
2
)
(47)
is the normalization constants and ωr =
√
De
2µr2e
. The harmonic spherical function is defined by50
Yl,m(θ, φ) =
[
(2l + 1)(l − |m|)!
4π(l + |m|)!
] 1
2
P
|m|
l (cos θ) e
imφ (48)
where P
|m|
l (cos θ) is the associate Legendre polynomial
70 of degree l in cos θ and parameter m,
m = 0,±1,±2, . . . , l. On the other hand the wave solution and the ro-vibrational energy of a family
of isospectral potentials (43) are respectively37,69,71,72
ψ̂n,l,m(r, λ) = Ĉn
√
Ω(r, λ)Φn(r) Yl,m(θ, φ), (49)
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and
Ê3Dn,l,m = ~ωr(4n+ 2L+ 3)− 2De. (50)
where
Ω(r, λ) =
2a
3
2Γ(L+ 3
2
) (ar2)L e−ar
2(
(λ+ 1)Γ(L+ 3
2
)− Γ(L+ 3
2
, ar2)
)2
Φn(r) = 1, n = 0
=
[
λ+ 1− Γ
(
L+ 3
2
, ar2
)
Γ
(
L+ 3
2
) ]LL+ 12n (ar2)
− (
√
ar)2L+3e−ar
2
nΓ(L+ 32)
L
L+ 3
2
n−1 (ar
2) , n = 1, 2, · · · ,
(51)
are orthogonal functions and
Ĉ0 =
√
λ(λ+ 1), Ĉn =
√
n! Γ(L+ 3
2
)
Γ(n+ L+ 3
2
)
, n = 1, 2, . . . . (52)
are the normalization constants.
B. Re´nyi entropy
The nature of the density functions are important for finding the information theoretic measures.
Now the normalized density functions of the states (45) and (49) are defined by
ρn,l,m(r) = aN
2
n e
−ar2(ar2)L
[
L
L+ 1
2
n (ar2)
]2
|Yl,m(θ, φ)|2, (53)
and
ρ̂n,l,m(r, λ) =
2a
3
2 Γ(L+ 3
2
)Ĉ2n (ar
2)L e−ar
2
Φ2n(r)|Yl,m(θ,φ)|2
{(λ+1)Γ(L+ 32 )−Γ(L+ 32 ,ar2)}2 .
(54)
Therefore the Re´nyi entropy of (53) of positive integral order α is defined by
R(α)n,l,m = 11−α ln
[
C A0
(
µ¯1, 0, 2α, {n},
{
L+
1
2
}
,
{
1
α
})
J
(α)
2,(l,m)
]
,
n = 0, 1, 2, . . . ,
(55)
where
Ap (µ, β, 2α, {mi}, {ai} , {ti}) = (β + 1)µ
(
m1+a1
m1
)
. . .
(
m2α+a2α
a2α
)
F
(2α+1)
A
 µ + β + 1; 2α︷ ︸︸ ︷−m1, ...,−m2α, − p
a1 + 1, ..., a2α + 1
︸ ︷︷ ︸
2α
, β + 1
;
2α
︷ ︸︸ ︷
t1, ..., t2α, 1
,
(β+1)µ is the Pochhammer symbol,
(
m1+a1
m1
)
is the binomial term and α ∈ N. F (s)A

a :
s︷ ︸︸ ︷
a1, . . . , as
b1, . . . , bs︸ ︷︷ ︸
s
; x1, . . . , xs

is the Lauricella’s hypergeometric functions of s variables x1, . . . , xs and 2s+1 parameters a1, . . . , as, b1, . . . , bs, a
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and it is defined by73
F
(s)
A

a;
s︷ ︸︸ ︷
a1, . . . , as
b1, . . . , bs︸ ︷︷ ︸
s
; x1, . . . , xs
 =
∞∑
j1,...,js=0
aj1+...+js(a1)j1...(as)js
(b1)j1...(bs)js
xj11 ...x
js
s
j1!...js!
. (56)
J
(α)
2,(l,m) is the entropic moment of the rotational wave function Yl,m(θ, φ) and it is defined by
74
J
(α)
2,(l,m) =
∫ pi
θ=0
∫ 2pi
φ=0
|Yl,m(θ, φ)|2α sin θ dθ dφ
=
22α(2m−1)+2(2l + 1)αΓ(mα + 1)2
π(2α−1)Γ(2mα + 2)
[
Γ(m+ 1
2
)2Γ(m+ 1)2Γ(l −m+ 1)Γ(l +m+ 1)
Γ(2m+ 1)2Γ(l + 1)2
]α
B(α, l,m),
(57)
where
B(α, l,m) =
(
l
l −m
)2α l−m∑
j1,...,j2α=0
(mα + 1)j1+...+j2α
(2mα+ 2)j1+...+j2α
(m− l)j1(m+ l + 1)j1...(m− l)j2α(m+ l + 1)j2α
(m+ 1)j1...(m+ 1)j2α j1!...j2α!
,
(58)
µ¯1 = αL+
1
2
, and C = a
3α−1
2 2α−1(n!)α
aµ¯1+1[Γ(L+ 32 )]
α . Re´nyi entropy and information theoretic measure of Laguerre
polynomial is addressed in refs.47,75–77. Similarly the Re´nyi entropy of the density function (54) is
defined by
R̂(α)n,l,m(λ) = 11−α ln
(2a√a)α−1(λ+ 1)α[λΓ(L+ 3
2
)
]α ∞∑
j,p=0
k1+...+kj=p
(−1)j+p(2α+j−1
j
)
(Γ(µ¯2 + 1) J
(α)
2,(l,m))[
λΓ(L+ 3
2
)
]j
αµ¯2+1k1!...kj !(L+
3
2
+ k1)...(L+
3
2
+ kj)
 , n = 0,
(59)
R̂(α)n,l,m(λ) = 11−α ln
 (2a√a)α−1(n!)α[Γ(L+ 32 )]α
2α∑
i=0
∞∑
j,p=0
k1+...+kj=p
(−1)i+j+p(2α
i
)(
i+j−1
j
)
ni
[
λΓ(L+ 3
2
)
]i+j
×
A0
µ¯3, 0, 2α,

i︷ ︸︸ ︷
n− 1,
2α−i︷︸︸︷
n
 ,

i︷ ︸︸ ︷
L+
3
2
,
2α−i︷ ︸︸ ︷
L+
1
2
 ,

2α︷ ︸︸ ︷
1
α + i


(α + i)µ¯3+1k1!...kj!(L+
3
2
+ k1)...(L+
3
2
+ kj)
J
(α)
2,(l,m)

, n = 1, 2, . . . ,
(60)
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where
Ap
µ3, β, 2α,

i︷ ︸︸ ︷
n− 1,
2α−i︷︸︸︷
n
 ,

i︷ ︸︸ ︷
L+
3
2
,
2α−i︷ ︸︸ ︷
L+
1
2
 ,

2α︷ ︸︸ ︷
1
α + i

 = (β + 1)µ3(n + L+ 12n− 1
)i(
n + L+ 1
2
n
)2α−i
×F (2α+1)A

µ3 + β + 1;
i︷ ︸︸ ︷
−n+ 1, ...,−n+ 1,
2α−i︷ ︸︸ ︷−n, ...,−n,−p
L+
5
2
, ..., L+
5
2︸ ︷︷ ︸
i
, L+
3
2
, ..., L+
3
2︸ ︷︷ ︸
2α−i
, β + 1
;
2α︷ ︸︸ ︷
1
α + i
, ...,
1
α + i
, 1
 ,
(61)
and
µ¯2 = p+ (L+
3
2
)j + αL+ 1
2
µ¯3 = p+ (L+
3
2
)(i+ j) + αL+ 1
2
(62)
α ∈ N and λ ∈ (−∞,−2) ∪ (1,∞). In Fig. 1 we have plotted the Re´nyi entropy of ψ̂0,0,0(r, λ) with
respect to λ is for some diatomic molecules. Note that the Rn´yi entropies incrase and bounded as λ
increases. The molecular parameters such as De, re, µ are taken from refs.
56,78.
C. Re´nyi complexity ratio
The explicit form of exact value of the Re´nyi complexity ratio bewteen ρ̂n,l,m and ρn,l,m can be
defined for positive integral order of α, β, & λ ∈ (−∞,−2) ∪ (1,∞) and it is defined by
C
(α,β)
(ρ̂,ρ),n,l,m =

(
λ+1
λ
) α
1−α
(
2
√
a(2l+1)Γ(m+ 1
2
)2Γ(m+1)2Γ(l−m+1)Γ(l+m+1)
Γ(L+ 3
2
)Γ(2m+1)2Γ(l+1)2
) α
1−α
− 2β
1−β
× 2
α(4m−2)+1
1−α −
β(4m−2)+1
1−β β
µ¯′1+1
1−β
[A0(µ¯′1,0,2β,{n},{L+ 12},{ 1β})]
1
1−β
a
2α−3
2−2α−
2β−1
2−2β
pi
2α−1
1−α −
2β−1
1−β
[Γ(mα+1)]
2α
1−α
[Γ(mβ+1)]
2β
1−β
[Γ(2mβ + 2)]
1
1−β
[Γ(2mα + 2)]
1
1−α
[B(α, l,m)]
1
1−α
[B(β, l,m)]
1
1−β
×
 ∞∑
j,p=0
k1+...+kj=p
(−1)j+p(2α+j−1
j
)[
λΓ(L+ 3
2
)
]j Γ(µ¯2 + 1)αµ¯2+1k1!...kj !(L+ 32 + k1)...(L+ 32 + kj)

1
1−α

, n = 0,
(63)
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C
(α,β)
(ρ̂,ρ),n,l,m =

a
2α−3
2−2α
− 2β−1
2−2β
pi
2α−1
1−α
− 2β−1
1−β
(
2
√
a(n!)(2l + 1)Γ(m+ 12)
2Γ(m+ 1)2Γ(l −m+ 1)Γ(l +m+ 1)
Γ(n+ L+ 32)Γ(2m+ 1)
2Γ(l + 1)2
) α
1−α
− β
1−β
2
2α(2m−1)+1
1−α
− 2β(2m−1)+1
1−β[
1
β
µ¯′1+1
A0
(
µ¯′1, 0, 2β, {n},
{
L+ 12
}
,
{
1
β
})] 11−β [Γ(mα+ 1)]
2α
1−α
[Γ(mβ + 1)]
2β
1−β
[Γ(2mβ + 2)]
1
1−β
[Γ(2mα+ 2)]
1
1−α
[B(α, l,m)]
1
1−α
[B(β, l,m)]
1
1−β

∑2α
i=0
∞∑
j,p=0
k1+...+kj=p
(−1)i+j+p(2αi )(
i+j−1
j )
ni[λΓ(L+ 32 )]
i+j
A0

µ¯3,0,2α,


i
︷ ︸︸ ︷
n− 1,
2α−i
︷︸︸︷
n

,


i
︷ ︸︸ ︷
L+
3
2
,
2α−i
︷ ︸︸ ︷
L+
1
2


,


2α
︷ ︸︸ ︷
1
α+ i




(α+i)µ¯3+1k1!...kj!(L+
3
2
+k1)...(L+
3
2
+kj)

1
1−α

,
n = 1, 2, 3, . . .
(64)
where µ¯′1 = βL+
1
2
. Similarly we can find the exact value of C
(α,β)
(ρ,ρ̂),n,l,m. In Figs. 2 we have plotted
the RCR with respect to n. In Fig. 3 and 4 we have plotted the RCR with respect to De, re, mµ;
and λ respectively. The RCR is a monotone function of De, re, mµ and |λ|. The parameters for
Fig. 2 are as taken the original physical values for some diatomic molecules and for Figs. 3, 4 they
are artificial. We have found that, if C
(α,β)
(ρ,ρ̂),n,l,m increases, then C
(α,β)
(ρ̂,ρ),n,l,m decreases and vice-versa
but C
(α,β)
(ρ,ρ̂),n,l,m 6=
[
C
(α,β)
(ρ̂,ρ),n,l,m
]−1
. Moreove, we have found that, the Re´nyi entropy becomes negative
after some values of n for irrational value of L. From Fig. 2 we can see that, for physical values of
De, re, mµ, ~, the RCR goes to zero as n increases.
D. Generalized Re´nyi complexity and shape Re´nyi complexity
The explicit form of generalized Re´nyi complexity of the states ψn,l,m(r) and ψ̂n,l,m(r, λ) are
respectively defined by
C
(α,β)
n,l,m =
(
2
√
a(n!)
Γ(L+ 3
2
)
) α
1−α
− β
1−β β
µ¯′1+1
1−β
α
µ¯1+1
1−α
[√
a
2
A0
(
µ¯1, 0, 2α, {n},
{
L+ 1
2
}
,
{
1
α
})
J
(a)
2,(l,m)
] 1
1−α
[√
a
2
A0
(
µ¯′1, 0, 2β, {n},
{
L+ 1
2
}
,
{
1
β
})
J
(β)
2,(l,m)
] 1
1−β
, n = 0, 1, 2, . . . ,
(65)
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and
Ĉ
(α,β)
n,l,m(λ) =
(
2
√
a(λ+1)
λΓ(L+ 3
2
)
) α
1−α
− β
1−β
 ∞∑
j,p=0
k1+...+kj=p
(−1)j+p(2α+j−1
j
)
Γ(µ¯2 + 1) J
(α)
2,(l,m)[
λΓ(L+ 3
2
)
]j
αµ¯2+1k1!...kj !(L+
3
2
+ k1)...(L+
3
2
+ kj)

1
1−α
(
1
2
√
a
) 1
1−β
− 1
1−α
 ∞∑
j,p=0
k1+...+kj=p
(−1)j+p(2β+j−1
j
)
Γ(µ¯′2 + 1) J
(β)
2,(l,m)[
λΓ(L+ 3
2
)
]j
βµ¯
′
2+1k1!...kj !(L+
3
2
+ k1)...(L+
3
2
+ kj)

1
1−β
, n = 0,
(66)
Ĉ
(α,β)
n,l,m(λ) =
(
2
√
a(n!)
Γ(L+ 3
2
)
) α
1−α
− β
1−β J
(α)
2,(l,m)
J
(α)
2,(l,m)
×

2α∑
i=0
∞∑
j,p=0
k1+...+kj=p
(−1)i+j+p(2α
i
)(
i+j−1
j
)
2
√
a ni
[
λΓ(L+ 3
2
)
]i+j
A0
µ¯3, 0, 2α,
{
i
︷ ︸︸ ︷
n − 1,
2α−i
︷︸︸︷
n
}
,

i
︷ ︸︸ ︷
L+
3
2
,
2α−i
︷ ︸︸ ︷
L+
1
2
 ,

2α
︷ ︸︸ ︷
1
α+ i


(α + i)µ¯3+1k1!...kj!(L+
3
2
+ k1)...(L+
3
2
+ kj)

1
1−α

2β∑
i=0
∞∑
j,p=0
k1+...+kj=p
(−1)i+j+p(2β
i
)(
i+j−1
j
)
2
√
a ni
[
λΓ(L+ 3
2
)
]i+j
A0
µ¯′3, 0, 2β,
{
i
︷ ︸︸ ︷
n− 1,
2α−i
︷︸︸︷
n
}
,

i
︷ ︸︸ ︷
L+
3
2
,
2α−i
︷ ︸︸ ︷
L +
1
2
 ,

2α
︷ ︸︸ ︷
1
α+ i


(β + i)µ¯
′
3+1k1!...kj !(L+
3
2
+ k1)...(L+
3
2
+ kj)

1
1−β
, n = 1, 2, 3, . . .
(67)
where
µ¯′2 = p+ (L+
3
2
)j + βL+ 1
2
µ¯′3 = p+ (L+
3
2
)(i+ j) + βL+ 1
2
(68)
Similarly we can find the exact values of SRC of the states ψn,l,m(r) and ψ̂n,l,m(r, λ) from Eqs. (65),
(66) and (67), replacing β by two.
The RCR in Eqs. (63) and (64) reduce to GRC in Eq. (65) (see Fig. 4); GRC in Eqs. (66) and
(67) reduce to GRC in Eq. (65) (see Fig. 5) as |λ| increases. In Figs. 6 and 7 we have plotted
the GRC with respect to λ for some selected molecules. Similarly in Figs. 8 and 9 we have plotted
the SRC with respect to λ. The GRC and SRC are monotone and bounded functions of |λ| for all
admisible values of De, re, mµ, (n, l,m).
V. CONCLUSION
In conclusion, the connection between GRC and RCR has been established. RCR is the extension
of GRC and it might be explored the statistical complexity (SRC and LMC) as a particular case of
21
RCR, depending its order. It is an interesting field of quantum chemistry. It has been defined as a
product of two global informations of two density functions. Detailed mathematical characterization
of the properties of RCR have been presented.
The localization property of several density functions and some thorems for near continuous
property of RCR have been presented. These theorems would be helpful for understanding the
Re´nyi continuity bound. As an example, the solutions of pseudoharmonic oscillator and a family of
isospectral potentials was considered. The exact values of the Re´nyi entropy, RCR and GRC have
been obtained for positive integral order. For some non-integral order, all the measurable quantities
are calculated numerically. The effect of De, re, mµ and λ on the Re´nyi entropy, RCR, GRC and
SRC have been investigated. The Re´nyi entropy became negative for excited states with irrational
value of L. Due to negative Re´nyi entropy, the RCR became zero after some values of n (see Fig. 2),
for physical values of De, re, mµ, ~. In addition, we have found that, if C
(α,β)
(ρ,ρ̂) increases, then C
(α,β)
(ρ̂,ρ)
decreases and vice-versa but C
(α,β)
(ρ,ρ̂) 6=
[
C
(α,β)
(ρ̂,ρ)
]−1
. In the limiting case |λ| → ∞, the Re´nyi complexity
ratios C
(α,β)
(ρ,ρ̂) and C
(α,β)
(ρ̂,ρ) reduce to a generalized Re´nyi complexity C
(α,β)
(ρ,ρ) .
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FIG. 1: Plot of the Re´nyi entropies of some diatomic molecules of the state ψ̂0,0,0(r, λ) with respect
to λ for α = 2.5.
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FIG. 6: Plot of the generalized Re´nyi complexities of some diatomic molecules of the state ψ̂0,0,0(r, λ)
with respect to λ for (α, β) = (8.5, 3.5).
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with respect to λ for (α, β) = (2.25, 3.5).
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FIG. 8: Plot of the shape Re´nyi complexities of some diatomic molecules of the state ψ̂0,0,0(r, λ)
with respect to λ for α = 2.5.
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FIG. 9: Plot of the shape Re´nyi complexities of some diatomic molecules of the state ψ̂0,0,0(r, λ)
with respect to λ for α = 1.75.
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