Abstract: Real-time visualisation of large power systems, by tracking the system states, is a challenging task as it involves processing a large measurement set to obtain the system states. This study proposes a hierarchical parallel dynamic estimation algorithm to estimate the states of a large-scale interconnected power system. The power system is decomposed into smaller subsystems, which is processed in parallel to obtain a reduced order state estimate. This information is then transmitted to the central processor, which collates the individual reduced order estimates to obtain the global estimates. Each processor uses state matrix of smaller dimension, thereby reducing the computational burden. The low-level processors utilise only a fraction of the global measurements in the proposed approach, and there is no need for any information exchange from the central processor to the low level processors, which helps in reducing the communication requirements. Moreover, detection of anomalies can also be carried out at the local processors without the need for any separate bad data detection at the central processor. IEEE 30-and 118-bus systems are used as test beds to study the proposed approach.
Introduction
State estimator (SE) in a power system determines the system states at all the buses [1, 2] , and it is the primary tool used to monitor, protect, and control the operation of a power system. Generally, a weighted least squares (WLS)-based SE algorithm is utilised by system operators to obtain a snapshot of the system [3] . This approach is inherently static in nature, as it does not consider the correlation between the present and the previous states, while processing the latest set of measurements. The conventional measurement set typically consists of real and reactive power injection and flow measurements, voltage magnitude measurements, and current magnitude measurements. The supervisory control and data acquisition (SCADA) system collects the conventional measurements, which are then processed by the SE to obtain the most likely states of the power system.
Power system loads vary continuously over a day following a certain load pattern. These load changes and the subsequent generation adjustments are characteristically slow and smooth transitions. Hence, the power system can be considered to be a time evolving quasi-static system. However, the static SE does not consider any past history of the state variables and neglects transition of the system states altogether. The information extracted from the previous states can be utilised to obtain a predictive database, which can further improve the bad data detection analysis and security analysis functions. The predicted information can also be used as pseudo-measurements to improve data redundancy in metering applications that encounter low data redundancy issues [4] . Hence, to determine the behaviour of the power system with time, utilisation of an algorithm to estimate the system states dynamically is thoroughly justified [5] . Estimators which consider the temporal correlation between the states are commonly referred to as dynamic state estimators. However, this may lead to ambiguity, as dynamic states normally relate to time varying states such as rotor angle, flux linkages in power systems [6] . This paper uses the term dynamic estimator (DE) for power system states to refer to the estimator which considers the time evolution of the power system states and estimates the states dynamically.
Kalman filters [7] can be employed to estimate the states in DE. However, the standard Kalman filter can be applied only on linear systems. The conventional measurement set of the power system include real and reactive power injections and power flows, which are non-linear functions of the states and the line parameters of the power system. To address the non-linearities, extensions of the standard Kalman filter, namely the extended Kalman filter (EKF) and the unscented Kalman filter, have been developed [5, 8] . However, these techniques add to the computational complexity, and therefore, estimating the states of a very large power system to obtain a real time representation can be a very challenging task [9] .
Parallel state estimation (PSE) algorithms were proposed to address the computational complexity issue arising in large-scale systems [10] . In this approach, a large system is divided into smaller subsystems, and are processed in parallel. The local estimates of each processor are then collectively combined at a central processor to obtain the global estimates. A detailed review of various hierarchical algorithms is discussed in [10] . Apart from reducing the computational burden, hierarchical algorithms also help in improving the reliability of the estimator.
Several researchers have studied the solution of hierarchical algorithms considering different decomposition strategies, coordination schemes etc. as discussed in [10] . A two-level estimator, which uses synchrophasor measurements at the central level, was discussed in [11] . All these studies focus on implementing the PSE in the static sense. However, very little research has been carried out in implementing parallel DE for large-scale power systems. A hierarchical DE algorithm was proposed in [12] , which extends the hierarchical scheme proposed for the static SE in [13] . The work in [14] considers the hierarchical DE problem by utilising an artificial neural network (ANN)-based load prediction algorithm. An agent-based multi-area DE was proposed in [15] . These methods require transmitting the raw measurements directly to the central processor which increases the communication .requirements. A parallel programming method to speed up the execution time of an EKF-based DE implemented on graphic processing unit is discussed in [16] . A distributed pointbased Gaussian approximation filter to estimate the power system states dynamically is proposed in [17] . However, in this method each local processor considers the full state space model which results in higher communication and computational requirements.
The hierarchical parallel dynamic estimator (HPDE) algorithm proposed in this paper uses an interprocessor transformation matrix-based method to process a subset of the global measurement vector in parallel at the low-level processors and obtains a state estimation vector of reduced dimensionality. This information is then collated at a central processor using the same transformation matrix in order to obtain the global estimates, as discussed in [18] . The proposed approach results in globally optimal estimates if the global state vector can be decomposed into completely disjoint partitions. However, in power systems, as measurements belonging to one subsystem can affect the states of neighbouring subsystems to which it is connected, creating disjoint reduced order state vectors may not be possible. An extended subsystem configuration, which will be discussed in detail in Section 3, can ensure sufficient measurement redundancy, and maintain acceptable quality of the estimates. Optimal solution for this case can be achieved using bidirectional communication between the low-level processors and the central processor. However, this would lead to increased communication requirements and higher computation time. The sub-optimality of the proposed approach should be viewed as an acceptable trade-off for reduced interprocessor communication and improved system throughput.
The main contribution of this work is: (i) to develop a parallel DE using an interprocessor transformation matrix, for large-scale power systems, by implementing a bank of low-dimensional parallel DEs and a full-dimensional central DE to reduce the computational complexity inherent in a centralised estimator; (ii) to reduce the interprocessor communication requirements by limiting the data transferred between the processors; and (iii) to avoid checking for any bad data in the raw measurements at the central processor by not transmitting any measurement directly to the central processor.
The algorithm operates such that there is no need to transmit any raw measurement to the central processor. Angle referencing is carried out at the central processor using local estimates, as discussed in [19] . Since all the measurements are transmitted to the central processor, indirectly, estimates obtained centrally by collating the local information do not lose in estimation accuracy. The reduced order local processing slackens the computational burden that was shouldered by the monolithic central processor, thereby enhancing the reliability and robustness of the estimator. The effectiveness of the proposed method is tested using IEEE 30-and 118-bus systems. The results obtained are compared to an integrated state estimator (ISE) algorithm [5] .
This paper is organised as follows: Section 2 illustrates the extended Kalman and information filter algorithms for an integrated power system, Section 3 introduces decomposing the power system to extended subsystems, Section 4 describes the proposed HPDE algorithm, Section 5 discusses the implementation of the proposed algorithm on two test systems and analyses the results, Section 6 discusses anomaly detection, and Section 7 concludes the paper.
Integrated state estimator
In an ISE for power system, all the collected measurements are sent to a central estimator which processes the measurements to obtain the global state vector. The integrated power system and the measurement vector can be modelled [5] , respectively, as
where x k is the state vector, F k − 1 is the state transition matrix, g k − 1 is the trend setting vector, q k − 1 is the white Gaussian noise vector with zero mean and covariance Q k − 1 , n is the total number of timesteps, h is the vector of measurement functions, r k is the white Gaussian error vector with zero mean and covariance R k , G k − 1 is the noise model and is an identity matrix in this case The measurement equation, (2), can be rewritten in linear form [7] as
where H k = ∂h/∂x is the measurement Jacobian matrix, Δx k and Δz k are the incremental state vector and the measurement deviation vector around the point of linearisation. The most accepted and the widely used approach to determine the state transition matrix, F k , and the trend setting vector, g k , is the Holt's two-parameter linear exponential smoothing technique [5] , as given below
Here x k | k − 1 is the a priori estimate of the state vector at step k, a k − 1 and b k − 1 are the smoothed value of the time series and the estimate of the trend of the time series at time k − 1, respectively, and α k , β k are the parameters, whose values lie in the range of 0-1.
Kalman filter implementation

State prediction:
be the estimate of the state vector, and P k − 1 | k − 1 be the estimate of the error covariance matrix at step k − 1. Using these values, the a priori estimate of the state vector and the corresponding covariance matrix at step k are calculated as
Innovation analysis:
Once the new set of measurements at step k, z k , is available, a data validation can be implemented using the normalised innovation vector, ν k , to identify the presence of anomalous data [4] . The innovation vector is defined as
Once ν k is obtained, the normalised innovations are calculated as
where Y k (i, i) is the standard deviation of the ith innovation, and is defined as
State update:
After z k , is available, the a priori estimates is updated to obtain the estimates, x k | k , and its corresponding covariance matrix, P k | k , by minimising the objective function given as
The time index, k, was removed from the above equation to make it simpler. The value of x, which minimises the objective function, gives the best estimate of the system state at time k. Choosing the a priori estimate, x k | k − 1 , as the initial value and performing only a single iteration, the estimate of the state vector at step k is obtained as [5] 
where K k , the Kalman gain, is given as [7] 
The estimate of the state error covariance matrix is obtained as
where I represents an identity matrix.
Residual analysis:
The residual vector is defined as
Once ζ k is obtained, the normalised residuals are calculated as
where E k (i, i) is the standard deviation of the ith innovation, and is defined as
Extended information filter implementation
Information filter is an alternate form of the Kalman filter that propagates the inverse of the error covariance matrix, P, known as the information matrix. This form of Kalman filter helps in simplifying the fusion of the distributed local estimates at a central processor effectively. The state correction (12) and (14) can be rewritten in the information filter form as [7] 
Decomposition of large interconnected power system
The traditional SE utilises a centralised filter to process the measurements, which can result in severe computational burden due to the huge volume of data the filter has to handle. A PDE assuages this problem by dividing the huge power system network into relatively smaller subsystems. In this paper, it is assumed that the subsystem boundaries overlap partially to create an extended subsystem as shown in Fig. 1 [11, 19] . An extended subsystem includes all the internal buses and the boundary buses of the respective subsystem and all the boundary buses of the neighbouring subsystems which is directly connected to a boundary bus of the subsystem under consideration. This forms a partially overlapping extended subsystem, more commonly referred to as tie-line overlapping structure [10] , where two neighbouring areas share tie-lines and the corresponding boundary buses. As illustrated in Fig. 1 , the extended subsystem 1 includes bus 1-i1 and 1-i2, the internal buses of subsystem 1, bus 1-b1 and 1-b2, the boundary buses of subsystem 1, and buses 2-b1 and 3-b1, the boundary buses of subsystem 2 and 3, respectively, to which subsystem 1 is connected through tie-lines. The extended subsystem configuration is best suited for angle referencing among subsystems, as discussed in [19] , thereby prohibiting the need to transmit any raw measurements directly to the central processor.
The local processor of each of these extended subsystems then processes the available measurements to obtain the best estimates of the states belonging to that particular subsystem. The available measurements, at a local processor, include all the internal measurements together with the power injections at the boundary buses of the subsystem and the power flow in the tie-lines measured at the boundary bus side of the corresponding subsystem. The power injection measurements and the tie-line power flow measurements ensure the observability of boundary buses of neighbouring subsystems to which the subsystem under consideration is connected, thereby forming an extended subsystem. The estimates obtained by the local processor of each subsystem are then transmitted to the central estimator to obtain the global system estimate, as shown in Fig. 2 . On the contrary, the centralised estimator receives measurements from each subsystem before processing them collectively to obtain the system states.
Hierarchical parallel dynamic estimator
The integrated system in (1) can be partitioned into N extended subsystems. The superscript j is used to refer to the jth subsystem of the power system, where j = 1, …, N. The state vector corresponding to each subsystem, x k j , can be related to the global state vector, x k , through the following transformation:
where D k j is the interprocessor transformation matrix of subsystem
j.
The global measurement vector, z k , given in (2), is divided into N sub-vectors, corresponding to each subsystem. The measurement model matrix, H k , and the measurement noise vector, r k , are also partitioned into N sub-matrices and sub-vectors, respectively, as given below 
The partition H k j is the jth row block of H and is of dimension m j × n, where m j is the number of measurements to be processed by subsystem j and n is the number of states of the ISE.
Each subsystem has its own processor to estimate the local state vector using the measurements pertaining to that particular subsystem. The local information is then communicated to the central processor, which collates the local information to calculate the global estimates. In the proposed approach, there is no communication from the central processor to the low-level processors, which help in reducing the communication overhead. The execution of each low-level processor is not dependent on neighbouring processors or the central processor. This allows each subsystem to process its measurements in parallel, thereby reducing the computation time. However, as all the measurements related to a boundary bus are not available at the low-level processors, this method is sub-optimal. A bidirectional communication structure between low-level processors and central processor can tackle this issue. However, this would lead to increased communication requirements. Even though sub-optimal, the proposed method provides good estimates as a high degree of redundancy can be ensured using the available local measurements.
From (1), the dynamical model of each individual subsystem is given as
It is assumed that each individual subsystem has its own local Kalman filter that processes its own measurement set z k j , which, in incremental form is given as
where C k j is the measurement Jacobian matrix of subsystem j.
Using (22)-(24), the measurement sub-vector of subsystem j can be related to the global state vector, x k , as follows:
Using the transformation (21), (26) can be rewritten as
From (27) and (28), the measurement model partition, H k j , and the subsystem measurement model, C k j , can be related as
Low-level estimation
The state vector of subsystem j would contain all its interior states and the states of the boundary buses of the adjacent subsystems, to which it is connected. Any arbitrary bus can be chosen as the global slack bus. Each subsystem then executes its own Kalman filter to estimate the local states.
Step 1: State prediction:
be the estimate of the state vector, and
be the estimate of the error covariance matrix at step k − 1. The a priori estimate of the state vector and the corresponding covariance matrix at step k are calculated using the state prediction equations given by (6) and (7) using the system and measurement model given by (25) and (26).
Step
the estimates x k | k j and its corresponding covariance matrix P k | k j using state correction (12)- (14) .
The presence of bad data in the measurements processed by the low-level processors can be detected by using a combination of the predicted states and the filtered states. The predictive database of the DE helps in reducing the difficulties involved in detecting anomalies, while using a static SE [4] . This is discussed further in Section 6.
Communication to the central processor and angle referencing
Transmitting the local estimates and covariances to the central processor, let P j indicate the covariance matrix of the jth subsystem at time k in simplified form. Similarly, P j , x j , and x j are used to represent the predicted covariance matrix, the estimated states, and the predicted states of subsystem j at time k, respectively. The central coordinator then performs angle adjustments using estimates of the boundary buses provided by each subsystem, as discussed in [19] . The angle referencing is done based on the following equation:
where G indicates the global reference, b is the bus number, θ ( j, b) G is the angle of the boundary bus b of the extended subsystem j estimated by the subsystem where the global slack bus lies,
L is the angle of the boundary bus b estimated by subsystem j, and Δθ ( j, b) is the slack bus adjustment value used to adjust bus angles of the subsystem j with respect to the global slack.
Information assimilation
Once the angle referencing has been completed, the central processor moves on to assimilate the local information that has been made available to it by the low-level processors, as discussed in [18] .
Step 1: State prediction: The state predictions are carried out at the central processor based on the centralised Kalman filter (6) and (7), to obtain x and P.
Step 2: Parallel implementations for state correction: The central processor involves continuous summation of the data. In the information filter form, the assimilation of the local estimates is given as
Substituting (29) into (31) and (32), we get
Equations (33) and (34) can be rewritten using the local estimates and the covariances as
From (31)-(36), it can be noticed that all the measurements obtained at the low level processors are transmitted to the central processor indirectly. There is no need to communicate the subsystem topology to the central processor.
In the existing hierarchical estimators [11] , raw measurements are processed by the low-level processors as well as the central processor, and hence there is a need to include bad data detection algorithm at both levels of the hierarchy. In the proposed HPDE, the local-level processors can use its predictive database along with the filtered information to detect bad data in the measurements [4] . The raw measurements are not transmitted to the central processor, which eliminates the need for a data debugger at the central level.
The advantages obtained using the proposed algorithm are summarised below.
• Each local processor utilises only its own local measurements, and there is no information exchange from the central processor to the local processor, i.e. downwards in hierarchy, which reduces the data exchange overhead.
• Each subsystem processes in parallel the available measurements, thereby reducing the computational burden.
• There is no need to transmit any raw measurement to the central processor, which helps in reducing the communication requirements.
• If any one of the local processor fails, the remaining subsystems would have its own local estimates, leaving only a part of the larger system unobserved.
• Using this approach, there is no need for individual subsystems to exchange local topology information, which helps in preserving sensitive internal information.
• The proposed method can be used for any measurement configuration, conventional only, SCADA only, or hybrid measurement configuration.
• Since the central processor involves continuous summation to assimilate the local information, there is no need for the central processor to wait till all the local information is made available to it. As soon as a local information is available at the central processor, it can start processing the information, which helps in reducing the total estimation time.
• There is no need for any separate bad data detection at the central processor, as none of the raw measurements are transmitted to the central level.
Simulation cases
The HPDE, discussed in the previous section, was tested using IEEE 30-and 118-bus systems, by dividing them into two [19] and nine [11] extended subsystems, respectively. The quasi-static nature of the power system, i.e. the slow variation of the system loads, is simulated by varying the loads at some of the buses randomly within a range of ±10% of the base case value. The generator outputs are also changed to meet the load changes. The generations are varied based on their participation factors, which is set according to the ratio of their base case generations [20] . A Newton-Raphson load flow (NRLF) programme is run to obtain the true power system states, by varying the generations and loads, as discussed above. For the purpose of simulation, the measurements are generated by adding a random Gaussian noise with zero mean and variance, u i 2 , where u i is the standard uncertainty in the ith measurement. The standard uncertainties are calculated using the maximum measurement uncertainties as specified by the device manufacturers. It is assumed that all measurements except the phase angles are independent of each other. So the error covariance matrix, R, would contain only the diagonal elements corresponding to these measurements [20] .
The performance of the HPDE is evaluated by recording the deviations in the estimated states from the true states, as shown below
where η is the mean-squared error (MSE) in estimation, x k represents the estimated state, x k is the true state, M is the number of executions of the DE, and S is the total number of runs of the entire process, each considering M number of DE executions. In order to initialise the Holt's technique as explained in [8] , the first two samples of the state vectors are obtained using static WLS. The elements of the measurement error covariance matrix, R, obtained from the maximum measurement uncertainties specified by the device manufacturers, are kept constant for the entire simulation. The state estimation error covariance matrix, P, is initialised with its diagonal elements set to a very small value, namely 10 −6
. The diagonal elements of the matrix Q are also kept constant at 10 −6 for the entire process [8] . The proposed HPDE was implemented using MATLAB [21] , and tested on IEEE 30-and 118-bus test systems [22] . To obtain the predicted states, using Holt's method, the parameters α and β were set to 0.9 and 0.1, respectively. For the purpose of angle referencing, bus 1 of each system was considered to be the reference bus. The DE implemented in MATLAB was simulated on a computer using an Intel Core-i3 3.4 GHz processor and 4 GB RAM.
The simulation was performed for a total of 100 samples. The simulation was carried out under the assumption that the power system was in a quasi-static state. The loads at the various buses of the power system were varied within a small band to simulate the quasi-static behaviour of the system. The same measurement set was used for both the ISE and the HPDE. The redundancy of the measurement set is quantified as m/n, where m is the total number of measurements and n is the total number of states. The chosen measurement configuration yields a redundancy of 1.76 and 1.82 for the IEEE 30-and 118-bus systems, respectively, in the ISE configuration. For demonstration purpose, the values of the true states and the estimated states for the HPDE are plotted for both magnitude and angle, for buses with the lowest estimation accuracy, for IEEE 30-and 118-bus systems, as shown in Figs. 3 and 4, respectively. Table 1 compares the average of the mean-squared error and the maximum errors at all the buses for IEEE 30-and 118-bus test systems for the ISE and HPDE. From Table 1 , it can be observed that the estimation accuracy of the proposed HPDE is comparable to the ISE. Although the proposed method is sub-optimal, due to sharing of the boundary bus states by various subsystems, the available local measurements ensure good redundancy and result in accurate estimates. The sub-optimal results can affect the estimates of other states, as there exists a correlation between the states. However, the Holt's method, used in this paper, assumes that the state variables are uncorrelated and this assumption does not allow degradation of the estimator performance [5] . Table 2 lists the execution time required to process one measurement set for the integrated SE and HPDE. In this paper, it is assumed that the central processor of the HPDE starts fusing the local estimates only after it has received information from all the subsystems. However, in practical implementations, the central processor can start fusing the local estimates as and when it receives the information. The results given in Table 2 , therefore, illustrate the worst case operation scenario of the proposed HPDE.
Communication requirements
Let the power system be decomposed into N subsystems. Each subsystem has to communicate a state vector and a covariance matrix to adjacent processors or the central processor depending on the parallel architecture implemented. The HPDE proposed in this paper requires a total of N(n j 2 + n j ) elements to be communicated at every time step. Here n j is number of states at subsystem j. An equivalent of the ISE can be implemented in parallel using a bidirectional communication architecture as opposed to the unidirectional communication scheme used in the proposed HPDE. This would increase the communication requirement twofold to 2N(n j 2 + n j ). The distributed point-based Gaussian approximation filter (DPGAF), discussed in [17] , utilises a full-order model at each subsystem and the elements to be communicated at each time step, assuming one iteration at the consensus step, is 2(N − 1)(n 2 + n), where n is total number of states in the interconnected power system. The two-level architectures (HDSE) discussed in [12, 14] Table 3 .
From the results, it can be observed that the estimates of the proposed method and the ISE are of comparable accuracy and require low communication bandwidth as compared to other methods. This is because all the local measurement information is available at the central processor indirectly, which then collates this information. There is no need to transmit any raw measurements to the central processor, which helps in reducing the communication overhead. An equivalent of the ISE can be developed by implementing a bidirectional communication scheme. Although this ensures globally optimal results, there was a twofold increase in the communication requirements. Hence, the proposed method is best suited for situations where interprocessor communication could lead to bottlenecks. However, it can also be implemented for systems with high communication bandwidth as the estimates are of good accuracy. The estimation accuracy can be further improved for high bandwidth systems by using the optimal bidirectional communication scheme, if increased communication costs and reduced system throughput does not pose a barrier. From Table 2 , it can be observed that the time taken to obtain the global estimates is lower in the proposed approach.
Anomaly detection
The predicted database can be utilised to detect the presence of anomalies [23] by using a combination of innovation vector, ν k , and residual vector, ζ k , discussed in Section 2. In the proposed approach, the predicted database can be used to identify and eliminate all the bad data at the low-level processors. Unlike the two-level architectures proposed in [14, 16] , the proposed method leads to the elimination of any bad data processing for the raw 
measurements at the central processor, which in turn leads to saving in computational time. Also, there is no need to transmit any raw measurements to the central processor, which reduces the communication requirements.
Case 1: A bad data is added to the power injection measurement at bus number 15 of IEEE 30 bus system at time step, k = 65. Bus number 15 is a boundary bus of subsystem 1 and is an external boundary bus of extended subsystem 2. However, this measurement is part of subsystem 1 and is processed by its local processor. A random error is introduced into the power injection measurement to simulate the bad data scenario. The local processor of area 1 performs residual analysis and flags the measurements with high residuals as bad data. In this case, power injection measurement at bus 15 as well as all other measurements related to the erroneous measurement, due to bad data smearing, are flagged as bad data as shown in Fig. 5b . This cannot be used to eliminate the bad data, as it leads to the system becoming unobservable. Innovation analysis is not affected by the bad data smearing effect and flags only power injection at bus number 15 as erroneous, as seen in Fig. 5a . The bad data can be effectively replaced by their corresponding predictions. Thus the availability of a predictive database in the proposed HPDE helps in removing the bad data at the low-level processors by replacing the bad measurements using the predicted values, as shown in Fig. 5 . This, unlike the classic WLS approach, eliminates the need of a central bad data detector for identifying gross errors in the raw measurements as no measurements are transmitted to the central processor. Case 2: A sudden load change is simulated by suddenly disconnecting the load at bus 18 of IEEE 30-bus system. As can be observed from Fig. 6 , the normalised innovations of many measurements were flagged as erroneous, but no measurements were flagged as erroneous in the residual analysis. This is because the information relating to the sudden load change available in the latest measurements is incorporated into the estimates after the filtering step of the proposed HPDE. The performance of the SE during such sudden changes can be enhanced by increasing the variance of the corresponding states. This puts higher weights on the available measurements over the obtained predictions, thereby reducing the impact of the incorrect innovations on the final estimates.
Conclusion
An HPDE based on an interprocessor transformation matrix for power system states is proposed in this paper to reduce the computational complexity involved with large scale systems. The proposed algorithm works by dividing the power system into reduced order extended subsystems, which work independently to process a subset of the global measurements available at the processor. This information is then gathered at the central processor, which then collates all the information to compute the global estimates. The proposed method, although sub-optimal, provides estimates of high accuracy.
The effectiveness of the proposed method was tested using IEEE 30-and 118-bus systems. The estimates obtained using the proposed HPDE approach is compared to the estimates obtained using ISE. From the results, it can be observed that the estimates obtained using both methods are of comparable accuracy. This is because, the low-level processors processes the measurements and then transmits this information to the central processor. This ensures that all the measurements are indirectly available at the central processor, for it to obtain the global estimates. The lowlevel processors utilise reduced order models, which involves simpler local processing.
There is no need for any measurement to be sent to the central processor directly, which results in lesser communication requirements. The amount of data exchange involved in the proposed HPDE is compared to other parallel algorithms and it can be observed that the communication requirements of HPDE are two times lesser than its optimal implementation. The suboptimality of the proposed HPDE is the price one has to pay for the reduced communication bandwidth and improved system throughput.
Anomaly processing is also implemented in parallel without the need of any separate bad data detection algorithm for the raw measurements at the central processor, as none of the raw measurements are transmitted directly to the central processor. This leads to saving in computation time and reduced communication bandwidth.
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