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Abstract
The enhancement of quantum heat engines (QHEs) efficiency is of great interest for fundamental studies
and quantum technology developments, where collective many-body effects play an important role. In this
work we analyze the efficiency of two QHEs where the working substance exhibits second order quantum
phase transitions (QPT). One of these engines is defined by the working substance corresponding to the
anisotropic Lipkin-Meshkov-Glick (LMG) model and the other to the full Dicke model. We consider that,
working at thermal equilibrium, the heat engines realize a thermodynamic Stirling cycle type. For both
QHEs, a remarkable enhancement of efficiency is obtained when during the cycle the working substances
undergo a QPT, where eventually the efficiency reaches the Carnot bound. We also analyze the effect of
the degree of anisotropy in the interaction term of the LMG model and the unbalance between rotating
and counter-rotating terms in the full Dicke model. It is observed a better efficiency increase when the
interaction term in the LMG model is more anisotropic, and in the full Dicke model, when the rotating and
counter-rotating interaction terms are equally balanced. We discuss an equivalence between our Stirling cycle
and the Carnot cycle at some particular values of the model parameters, where maximum efficiencies are
attained. It is also analyzed how the ground state degeneracy in the QPT is associated to such maximum
efficiency. Finally, these behaviors are related to the symmetries of the models that break at the phase
transition.
1 INTRODUCTION
The thermodynamics survey of quantum systems have
been enriched and gained new perspectives by intro-
ducing the effects of quantum fluctuations, quantum
correlations as well as strong system-reservoir cou-
pling and non-Markovian dynamics into the thermo-
dynamic description of quantum systems. In this way,
concern about the validity and possible generalization
of thermodynamic laws in the quantum domain, have
lead to the formal development of quantum thermo-
dynamics [1–3]. Therefore, analysis related to this
field became relevant not only for fundamental re-
search but also for modern technological applications.
Remarkable results using quantum resources in
technology are well known, like the use of quantum
entanglement for quantum computation and quan-
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tum information [4]. In a similar way, thermal ma-
chines that use quantum systems as working sub-
stance have attracted the attention of the commu-
nity, these kind of machines are called quantum heat
engines (QHEs) [5, 6]. In order to study the heat
exchange and work production in such engines, the
concepts of heat, work and free energy need to be re-
viewed in the quantum realm, therefore one have to
refer to the prescriptions of quantum thermodynam-
ics. The principal advantage of QHEs over its clas-
sical counterpart, is that higher efficiencies could be
reached [7–14]. Some quantum resources that allow
such efficiency boost are the use of non-thermal reser-
voirs, as for example squeeze reservoirs and quantum-
coherent baths, where efficiency can even overcome
Carnot bound. Despite such results, is worth empha-
sizing that the second law of thermodynamics is not
violated, since the Carnot’s limit is valid when heat
engines use thermal reservoirs. All this interesting
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phenomenology motivated the experimental realiza-
tion of QHEs [15,16].
Efficiency increase also happens due to interaction
between different constituents of the working sub-
stance [17]. In addition, other resource allowing QHEs
to increase their efficiency and power are collective ef-
fects within many-body working substances [18–21].
A well known collective phenomena of matter is quan-
tum phase transition (QPT) [22]. Therefore, recent
works found connections of QPT with higher effi-
ciencies and power increase in QHEs [23–25]. Simi-
larly, other study [26] explore the effects of topolog-
ical phase transition in the work and efficiency of a
QHE. Two paradigmatic quantum critical models are
the Lipkin-Meshkov-Glick (LMG) model [27–29] and
the Dicke model [30]. The LMG model describes an
ensemble of two-level system with all-to-all interac-
tion, whereas the Dicke model is defined by an en-
semble of two-level system interacting with a common
bosonic mode inside an optical cavity. Both models
exhibit second order QPT [27, 31–34]. It has been
shown previously that such models reveal interesting
relations between QPT, maximum quantum entangle-
ment [35, 36] and quantum chaos [34, 37, 38]. More-
over, these models manifest a generalization of their
criticality called of excited state quantum phase tran-
sition, which is an active area of study [39–42]. There
exist experimental realizations of such models, where
their principal phenomenology was observed [43, 44].
A recent theoretical study [23] defines a QHE with
the isotropic LMG model as its working substance.
The authors proved that higher values of efficiency
are obtained (getting Carnot’s value at some cases)
when during the thermodynamic cycle the substance
undergoes a QPT. Another important issue of QHEs
with quantum critical working substance, is that they
are able to have finite values of power when Carnot’s
efficiency is achieved [24,25].
In this work we study two QHEs, with working
substances defined by models that exhibit QPT. For
the first engine, we choose the LMG model being
anisotropic, differently from the isotropic case of the
reference [23]. For the second engine the full Dicke
model is selected, where we refer by full because the
use of different coupling constants for the rotating
and counter-rotating interaction terms. The QHEs
follow a Stirling thermodynamic cycle, defined by
two isothermal processes (and changing coupling con-
stant) and two processes at fixed coupling constant
(and changing temperature). For both cases, higher
efficiency values are obtained when during the process
the system undergoes a QPT, and eventually Carnot
efficiency is achieved. Moreover, we analyze the ef-
fect of the anisotropy of the LMG model and of the
unbalance between the rotating and counter-rotating
terms in the full Dicke model. We show that the ef-
ficiency grows faster to higher values when the LMG
model is more anisotropic and in the full Dicke model
case when the rotating and counter-rotating terms are
equal balanced. It means, the presence of the counter-
rotating term helps to increase the efficiency. The
anisotropic LMG model was studied previously using
an Otto cycle [45], where the authors find conditions
for optimal efficiency, however this study was limited
for the case with two particles. Here we generalize
this behavior for a bigger number of particles, giving
a good understanding of what happens in the ther-
modynamic limit. The Dicke model, due to its collec-
tive behavior, already proved to be important in other
quantum technology set-ups [21, 46, 47]. Finally, our
use of the full Dicke model, as far as we know, is the
first attempt to exploit its non-trivial quantum prop-
erties into a QHE, therefore our results reveal once
again the importance of its rich collective quantum
behavior.
This paper is organized as follows. In Sec. 2 we
introduce the LMG and Dicke models and some per-
tinent properties. In Sec. 3 it is shown how to obtain
the thermodynamic quantities of the systems and is
defined the thermodynamic cycle to be studied. In
Sec. 4 we show the results and the analysis of this
work. In Sec. 5 we set our principal conclusions.
Finally, in Appendix A the criticality at finite tem-
perature of the models are studied, and in Appendix
B we analyze a relation between ground state double
degeneracy and efficiency increase of our QHEs. In
this paper, units with ~ = kB = 1 are used.
2 THE ANISOTROPIC LIPKIN-MESHKOV-
GLICK AND THE FULL DICKE MODELS
In this section we define the two models to be analyzed
and it is reviewed some pertinent critical properties
for our study. In this paper, the LMG model describes
an ensemble of two-level system with anisotropic all-
to-all interaction. The Dicke model is defined by an
ensemble of two-level systems interacting with a com-
mon bosonic mode inside an optical cavity.
The quantum Hamiltonian for LMG model is de-
fined by
HLMG = −ω0Jz − λ
N
(
J2x + γ J
2
y
)
, (1)
and the Hamiltonian for the full Dicke model reads
HD = ω a†a+ ω0Jz
+
λ(1 + γ)
2
√
N
(
aJ+ + a
†J−
)
+
λ(1− γ)
2
√
N
(
aJ− + a†J+
)
. (2)
For both cases, the angular momentum operators are
Jα ≡ 12
∑N
i=1 σ
(i)
α , where σ
(i)
α are the usual Pauli
matrices associated to the i-two level system, with
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Figure 1: Spectrum of the LMG model as function
of λ, for different values of γ. In panels (a), (b)
and (c) we have γ = 0, 0.5 and 1; respectively. In
all cases ω0 = 1, and the number of particles is
N = 20.
Figure 2: Spectrum of the Dicke model as function
of λ, for different values of γ. In panels (a), (b) and
(c) we have γ = 0, 0.5 and 1; respectively. In all
cases ω = ω0 = 1, and the number of particles is
N = 10.
α = x, y, z; J± ≡ Jx ± iJy; and the total angular mo-
mentum (Jx, Jy, Jz) represents collective transitions
in the set of N two-level atoms. In the Dicke model
Hamiltonian, a and a† correspond to the creation and
annihilation operators of the cavity bosonic mode.
The energy gap between the two levels in each atom
is ω0, the energy of the bosonic mode is ω, and the
adimensional parameter 0 ≤ γ ≤ 1 weights the X and
Y direction of interaction in the LMG model and al-
lows to weight the rotating term differently from the
counterrotating term in the Dicke model.
The QPT is defined in the thermodynamic limit
N → ∞, since nonanalyticities appear in an order
parameter at the transition. Both models exhibit a
second order QPT, in the LMG model there is a tran-
sition from paramagnetic phase (λ < λC = ω0) to
ferromagnetic phase (λ > λC = ω0) [31, 40], and
in the Dicke model there is a transition from nor-
mal phase (λ < λC =
√
ωω0) to superradiant phase
(λ > λC =
√
ωω0) [33, 34]. For the LMG and Dicke
models we define the number excitation operator as
NˆLMG = Jz + N/2 and NˆD = a
†a + Jz + N/2 re-
spectively. In both cases we define the parity oper-
ator as Π = eipiNˆ with the respective definition of
the operator Nˆ . Since for both models it is possible
to verify that [H,Π] = 0, they possess the discrete
parity symmetry. In the special cases where γ = 1
(isotropic LMG model and rotated wave approxima-
tion in Dicke model), they additionally possess the
continuous symmetry [eiθNˆ ,H] = 0 for any θ ∈ [0, 2pi),
since [H, Nˆ ] = 0. At the QPT, respective symmetries
are broken [34,40].
At finite values of N , the spectrum dependency
on the coupling parameter λ for the LMG and Dicke
models are respectively given in Figs. 1 and 2. An im-
portant characteristic in both models when γ = 1, is
the level crossing for the lower energetic levels, in the
ferromagnetic, and superradiant phases respectively.
Such behavior is associated to the continuous symme-
try of the models in the cases where γ = 1 [22,34].
By definition the QPT described above happens at
zero temperature. In the Appendix A we show that at
finite temperature the models exhibit the same phase
transitions, it means, the same no-analytic behav-
ior is found when the coupling parameter λ changes,
but no phase transition is observed when temperature
changes, it means that no thermal phase transition
is found. It is worth mentioning that this behavior
happens when the atoms in the model are indistin-
guishable, for example this fact is studied in a re-
stricted case of the Dicke model in Ref. [48]. On the
other hand, when the particles are distinguishable, it
is well known that there exists a thermal phase tran-
sition [33,49,50].
3 QUANTUM THERMODYNAMICS AND
QUANTUM HEAT ENGINES
In this section we review briefly the notions of quan-
tum thermodynamic in order to define our QHEs. We
have that in the quantum domain the definitions of
heat and work have to be revisited. In order to ac-
complish this we can use the standard approach to
distinguish the different kinds of energy exchanges of
the quantum system. Let us suppose that the system
state is given by the density operator ρ and that its
dynamics is governed by the Hamiltonian H. Hence,
the system mean energy is given by U = Tr (ρH) and
the energy exchange of the systems is
dU = Tr (dρH) + Tr (ρ dH) . (3)
In Eq. (3), we identify the first term on the right
hand side as the heat δ〈Q〉 absorbed by the system.
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This definition of heat is in agreement with the usual
notion of heat as the energy variation associated with
the change of the system internal state. Also, as we
will see, this definition is compatible with the interpre-
tation of heat as the energy variation related to an en-
tropy increase. On the other hand, the second term in
the right hand side of Eq. (3) is identified as the work
performed over the system, which is equivalent to the
negative of the work realized by the system −δ〈W 〉.
This definition relates work to the energy variation
caused by changes in the external parameters that
define the Hamiltonian of the system, as background
fields or cavity size for example. It is worth mention-
ing that, in general work is process dependent and is
not an observable, which probability distribution and
characteristic function should be properly defined by
a two-measurement protocol [51]. Therefore, we have
that the mean values of absorbed heat and work re-
alized by the quantum system in a thermodynamic
transformation are
〈Q〉 =
∫
Tr (dρH) ,
〈W 〉 = −
∫
Tr (ρ dH) , (4)
these quantities are path dependent and their values
depend on the way that the density state, or the
Hamiltonian, changes during the process. For our
case, we assume that the system is always in ther-
mal equilibrium with a thermal bath at temperature
β−1, and its density operator is a Gibbs state of the
form
ρ(β, λ) = e−βH(λ)/Z(β, λ), (5)
where Z(β, λ) = Tr(e−βH(λ)) is the partition function
and H(λ) is the system Hamiltonian parametrized by
a general external variable λ. In our study, we con-
sider for H the LMG and Dicke Hamiltonian, where
λ is the coupling constant, which drives the QPT in
each model. We also consider a quantum Stirling heat
engine, defined by two isothermals (i. e. constant β)
and two processes with fixed value of coupling con-
stant λ, see Fig. 3. For these processes we are able
to rewrite our formal expressions of mean quantum
heat and mean quantum work. By using the notions
of entropy and free energy
S = −Tr (ρ ln ρ) ,
F = − lnZ/β, (6)
one can show that if we are always on a Gibbs state
Eq. (5) and the processes are such that probabilities
are conserved, Tr(dρ) = 0, we have that
〈Q〉 =
∫
dS(β, λ)
β
,
〈W 〉 = −
∫
∂F (β, λ)
∂λ
dλ, (7)
here we need to put into evidence that the entropy and
free energy depend on both temperature β−1 and the
coupling constant λ. Hence, in general, the amount
of heat absorbed and work realized by the system in
a given process are path dependent. Nonetheless, the
first law of thermodynamics is always obeyed, since
for any infinitesimal process we have dU = δ〈Q〉 −
δ〈W 〉. Therefore, in a finite process we have
∆U = 〈Q〉 − 〈W 〉. (8)
For the Stirling QHE we have two kind of processes:
Isothermal transformation: In this process the tem-
perature β−1 of the system is kept constant by ex-
changing heat with a reservoir, and it realizes work
over the environment. In this transformation the pa-
rameter λ changes from some initial value λi to a fi-
nal one λf . Hence, from Eq. (7) we have that in
an isothermal process, the heat and work respectively
read
〈Q〉isoth = ∆S/β = (S(β, λf )− S(β, λi))/β,
〈W 〉isoth = −∆F = −F (β, λf ) + F (β, λi). (9)
λ-fixed transformation: In this process the external
parameter λ, that defines the Hamiltonian, is kept
constant while the temperature of the system β−1
changes. Through the process, the system does not
realizes any work, but it could exchange heat with the
reservoir. Since in this case λ remains constant and
the temperature changes from some initial value β−1i
to a final one β−1f , we have from Eqs. (7) and (8) that
in the λ-fixed process
〈Q〉λ−fixed = U(βf , λ)− U(βi, λ),
〈W 〉λ−fixed = 0. (10)
As we just saw above, the thermodynamic processes
depend on the internal energy U , entropy S and free
energy F , where they can be obtained from the par-
tition function Z. The computation of this parti-
tion function depends on the Hamiltonian and the
Hilbert space of the system, therefore it is important
to clearly define these two last physical aspects. In
this work, the QHEs are defined by the LMG Hamil-
tonian HLMG (see Eq. (1)) in one case, and the Dicke
Hamiltonian HD (see Eq. (2)) in the other. The an-
gular momentum operators in both models are collec-
tive operators defined by Jα ≡ 12
∑N
i=1 σ
(i)
α , with α =
x, y, z, and they are derived from a N two-level atoms
composition. The whole angular momentum Hilbert
space is spanned by the set of states {|j,m〉}, where
j = {0, 1, ..., N2 } for N even, or j = { 12 , 32 , ..., N2 } for
N odd, and m = {−j,−j + 1, ..., j − 1, j}. The trace
to be computed in the partition function of Eq. (5),
depends on the Hilbert space of the models, where
according to the nature of the experiment to realize
the models, two possibilities are identified. The first
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Figure 3: Stirling type cycle for the QHEs studied,
in a temperature × coupling constant phase diagram.
The vertical line over λC represents the QPT for each
model, and the white and gray shadow regions repre-
sent respectively the paramagnetic and ferromagnetic
phases for the LMG model, and the normal and su-
perradiant phases for the full Dicke model.
one considers distinguishable two-level atoms, in this
scenario the thermodynamics properties of the sys-
tems are well known [33, 49, 50]. The second possi-
bility considers indistinguishable two-level atoms, in
this situation the Hilbert space is restricted to the
totally symmetric states under particle permutation
operations. Indeed, instead of atoms, the physical re-
alization for this case uses a set of bosonic particles in
a collective two-level unique system. In the indistin-
guishable case, the Hilbert space is spanned by the set
{|j,m〉}, where j acquires the fixed maximum value
j = N2 whereas m = {−N2 ,−N2 + 1, ..., N2 − 1, N2 }.
For the thermodynamics in both models we have that
in the distinguishable case there are both quantum
and thermal phase transitions [33, 49, 50], while as
we show in the Appendix A, for the indistinguishable
case the thermal phase transition is absent. See also
the Ref. [48] for the Dicke model in the ultrastrong-
coupling limit case.
In the study of this paper we consider the indistin-
guishable case for both models. Moreover, the ther-
modynamic cycle of our QHEs is the Stirling cycle, it
is shown in Fig. 3 and defined by the following pro-
cesses:
Process A → B: Isothermal process at fixed tem-
perature β−1H . In this process the coupling constant
λ changes from λ1 to λ2, going through the critical
value λC when λ2 > λC . Here the absorbed heat of
the system is given by
〈Q〉AB = (SB − SA)/βH > 0 . (11)
Process B → C: Process at fixed coupling constant
λ2. Here, the temperature of the system diminishes
from β−1H to β
−1
C . The system does not realize work
but releases heat given by
〈Q〉BC = UC − UB < 0 . (12)
Process C → D: Isothermal process at fixed temper-
ature β−1C . In this transformation the coupling con-
stant λ goes back from λ2 to its initial value λ1, going
through the critical value λC when λ2 > λC . In this
process it releases heat given by
〈Q〉CD = (SD − SC)/βC < 0 . (13)
Process D → A: Process at fixed coupling constant
λ1. Here the temperature increases from β
−1
C to β
−1
H .
The system does not realize work but absorbs heat
given by
〈Q〉DA = UA − UD > 0 . (14)
For the whole cycle, the efficiency of the quantum
Stirling heat engine is define by
η =
〈W 〉
〈Q〉abs , (15)
where 〈W 〉 is the total work performed by the system
and 〈Q〉abs = 〈Q〉AB + 〈Q〉DA, is the amount of heat
absorbed by the system. Since we have a cyclic pro-
cess, and due to the first law of thermodynamics, we
have 〈W 〉 = 〈Q〉AB + 〈Q〉BC + 〈Q〉CD + 〈Q〉DA.
4 RESULTS AND ANALYSIS
In this section we show numerical results for the effi-
ciency of the QHEs defined in the last section. These
systems are always at thermal equilibrium, then their
states are defined by Gibbs states (see definition in
Eq. (5)). In such context, the thermodynamic quan-
tities are obtained from the partition function, which
is computed by numerical diagonalization of respec-
tive Hamiltonian, given in Eqs. (1) and (2). For the
full Dicke model case, this technique requires a cut-off
in the infinite Hilbert space of the bosonic mode. The
cut-off was set up demanding a good convergence of
the numerical results.
The principal results for the anisotropic LMG and
full Dicke models are shown in Figs. 4, 5, 6 and 7. In
the calculations we set the atoms energy gaps ω0 = 1
and the bosonic energy excitations ω = 1, with such
values the QPT occurs at λC = 1 for both models.
As defined in the last section, our QHEs follow a Stir-
ling cycle (see Fig. 3), where the coupling constant of
the initial state A is fixed at λ1 = 0.5, it means that
the system starts in the paramagnetic phase for the
LMG model, and in the normal phase for the Dicke
model. In Figs. 4 and 5, several results are displayed
when the coupling constant λ2 (of states B and C)
varies from some minimum value λ2 = 0.5 to some
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Figure 4: The QHE efficiency for the LMG model as function of λ2, is shown in panels (a) for the completely
anisotropic case γ = 0, (b) for the anisotropic case with γ = 0.5 and (c) for the isotropic case γ = 1. For
the three cases, the full, dashed, dot-dashed and dotted lines correspond to number of particles N = 20, 8, 4
and 2 respectively, and the gray upper line to the Carnot efficiency. The heat exchanged at each path of the
cyclic process, see Fig. 3, as function of λ2 are shown in panels (d) for the completely anisotropic case γ = 0,
(e) for the anisotropic case with γ = 0.5 and (f) for the isotropic case γ = 1; with N = 8. For all the panels:
ω0 = 1, β
−1
C = 1/30, β
−1
H = 1/15 and λ1 = 0.5.
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Figure 5: The QHE efficiency for the Dicke model as function of λ2 is shown in panels (a) for the case γ = 0
where rotating and counter-rotating terms are equally balanced, (b) for the unbalance case with γ = 0.5
and (c) for the case where the rotating-wave approximation is considered and γ = 1, for number of particles
N = 20, 8, 4 and 2 as indicated. The gray upper line correspond to the Carnot efficiency. The heat exchanged
at each path of the cyclic process, see Fig. 3, as function of λ2 are shown in panels (d) for the case γ = 0
where rotating and counter-rotating terms are equally balanced, (e) for the unbalance case with γ = 0.5 and
(f) for the case where the rotating-wave approximation is considered and γ = 1; with N = 4. For all the
panels: ω = ω0 = 1, β
−1
C = 1/30, β
−1
H = 1/15 and λ1 = 0.5.
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Figure 6: QHE efficiency for the LMG model as
function of the anisotropy parameter γ and coupling
constant λ2. The regions of high efficiency are find
for small values of γ, (more anisotropic model), and
high values of λ2. In the regions of small γ, (more
isotropic model), there appears regions of low effi-
ciency. We used values N = 8, ω0 = 1, β
−1
C = 15,
β−1H = 30 and λ1 = 0.5.
Figure 7: QHE efficiency for the Dicke model as
function of the parameter γ (that unbalances be-
tween rotating and counter-rotating terms) and cou-
pling constant λ2. The regions of high efficiency
are find for small values of γ and high values of λ2.
In the regions of small γ, (rotating-wave approxi-
mation implemented), there appears regions of low
efficiency. We used values N = 4, ω = ω0 = 1,
β−1C = 15, β
−1
H = 30 and λ1 = 0.5.
maximum, crossing in that interval the critical value
λ2 = λC = 1. The strict definition of phase transi-
tions occurs for the limit N → ∞ (see Appendix A),
however we can see in the Figs. 4 and 5 that when
the value of N increases from 2 to 20, a convergent
character of the efficiency is shown (a general analysis
of finite-N corrections for the studied models is found
in [31, 34]). This behavior is justified because the ef-
ficiency is a quotient of energies, which despite not
being analytical with λ, are continuous, and a discon-
tinuity only appears in their second order derivative.
So the cases of N being finite but with an enough
high value would provide a close approximation to
the thermodynamic limit.
In general, Carnot engines are reversible heat en-
gines, operating by two processes at constant temper-
ature (using a cold and hot thermal baths for each
one), and by two adiabatic processes (i. e. with no
heat exchange). The QHEs studied in this paper fol-
low a Stirling cycle type, defined by two isothermal
processes A → B (hot temperature) and C → D
(cold temperature), and by two processes where the
coupling constant λ is fixed, B → C and D → A,
see Fig. 3. From our results in panels (d), (e) and
(f) of Figs. 4 and 5, for the LMG and Dicke models
respectively, it is possible to note that Carnot bound
is achieved when the exchanged heat in processes BC
and DA, i. e. 〈Q〉BC and 〈Q〉DA, are zero (atten-
tion that panels (d), (e) and (f) correspond to the
N = 8 case). Therefore, for these particular cases,
the QHE with Stirling cycle agrees with the Carnot
engine definition, since heat exchange of the system
only happens in the isothermal processes AB and CD.
It is evident, from Figs. 4 and 5, that the efficiency
has lower values when λ2 satisfies λ1 < λ2 < λC , i. e.
the whole cycle remains in the paramagnetic phase for
the LMG model, or normal phase for the Dicke model.
When we allow the systems undergo a QPT during
the thermodynamic cycle, in such a way that points
B and C of the cycle are now in the ferromagnetic
phase for the LMG model and in the super-radiant
phase for the Dicke model, i. e. λ2 > λC , we obtain
a great enhancement of the cycle efficiency. Moreover
in last cases, the cycle efficiency eventually achieves
the Carnot bound. As was pointed out before, the
efficiency is close or equal to the Carnot bound value
when the heats 〈Q〉BC and 〈Q〉DA are close or equal
to zero respectively. Moreover, it is known that de-
generacies in the ground level energy appear when the
systems undergo a QPT, and in the Appendix B we
explore a relation between such degeneracies and high
QHE efficiency. It is important to mention that such
high efficiency values happen for low values of tem-
perature, when the quantum behavior is dominant,
in contrast with higher temperatures where the effi-
ciency falls.
The degree of anisotropy in the LMG model and of
unbalance between the rotating and counter-rotating
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terms in the full Dicke model, are controlled by the
value of the parameter γ in their respective Hamilto-
nians. The effect over the cycle efficiency due to the
different values of γ are shown in panels (a), (b) and
(c) of Figs. 4 and 5 for the LMG and Dicke models, re-
spectively. Setting the parameter γ = 0, we have the
most anisotropic coupling for the LMG model, and
equal balance between rotating and counter-rotating
terms for the full Dicke model. The results for this
case of γ = 0 is exhibited in panels (a), where we
observe that the efficiency converges to the Carnot
efficiency after λ2 exceeds the critical value λC . We
notice also that this convergence to maximum effi-
ciency is more rapidly obtained when compared to
cases of bigger values of γ (those showed in panels (b)
and (c)). In the cases where γ < 1 but close to 1 (the
case γ = 1 is exhibited in panel (c)), oscillatory val-
ues of efficiency appears as the coupling constant λ2
changes, where such behavior is suppressed for lower
values of γ. The Figs. 6 and 7, respectively corre-
spond to the LMG model and the full Dicke model,
where those figures show in contour plot graphics the
behavior of the QHE efficiency for different values of
the anisotropy parameter γ and coupling constant λ2.
We notice that for small values γ ≈ 0 (which cor-
responds to the more anisotropic case in the LMG
model and the equally balance between rotating and
counter-rotating terms in the Dicke model), the ef-
ficiency rapidly grows up to a maximum value, spe-
cially after λ2 overpass λC approximately. In the case
of γ . 1 (near the completely isotropic case of the
LMG model or when the rotating wave approxima-
tion is consider into the Dicke model), there appears
regions of small efficiencies and the efficiency oscil-
lates as we increase the values of λ2 for fixed γ. We
also found that as we increase the value of N , in that
sense approaching to the thermodynamics limit, both
the regions size of small efficiency and the amplitude
of the efficiency oscillations (found when λ2 changes
but γ is fixed) reduce.
The different dependence of efficiency with the pa-
rameter γ, indeed has its origin on the characteristics
of the spectrum of the model (Fig. 1 and Fig. 2), and
it is possible to see that as more level crossings there
are, more accentuated are the oscillations of efficiency.
In Appendix B we analyze in more detail the existence
of a relation between level crossings energies (those
close to the ground level) and high efficiency values.
The same efficiency oscillations for the isotropic LMG
model was reported in Ref. [23].
It is possible to extend the relation between the be-
havior of efficiency with the values of γ, to the sym-
metry of the models. In this case, as γ gets closer to
1, the continuous symmetry derived from [H, Nˆ ] = 0
(see section 2) becomes dominant, in other words
the respective interacting term with such symmetry
(J2x + J
2
y = J
2 − J2z for the anisotropic LMG and
the rotating term in the full Dicke model) gets dom-
inant. Consequently when this continuous symmetry
is broken at the phase transition there is an infinite
degenerate ground state and therefore more crossings
are expected to be present at the lower energetic lev-
els for the finite N model [22,34]. On the other hand,
when γ gets different from 1 (approaching to 0) the
continuous symmetric term becomes less relevant, and
the Hamiltonian loses such symmetry, but keeps a dis-
crete parity symmetric term. Consequently at the
phase transition this symmetry is broken and a dou-
ble degenerate ground state arise. In such situation,
for the finite N model the number of level crossings
decrease at the lower energetic levels.
5 CONCLUSIONS
The efficiency of two QHEs were computed, each en-
gine operates with different quantum critical systems,
corresponding to the anisotropic LMG model in one
case and the full Dicke model in the other, where
the thermodynamic cycles are of Stirling type. For
both models, we show numerical results for low tem-
peratures, where optimization of the efficiency value
(reaching the Carnot limit at some particular cases)
was observed, it happens when during the cycle pro-
cess the model undergoes a QPT.
A faster efficiency grow is obtained when the in-
teraction term in the LMG model is more anisotropic
than isotropic, and in the Dicke model when the inter-
action posses the rotating and counter-rotating terms
equally balanced. It means, the rotating wave ap-
proximation (i. e. when the counter-rotating term
is eliminated) is not appropriate to have a faster effi-
ciency grow.
Is observed that Carnot and our Stirling cycles are
equivalent at some particular values of the model pa-
rameters, where in such cases, there are heat trans-
ference only in the isothermal processes of the Stir-
ling cycles. In that cases efficiency maximum values
are attained and it is also noticed how the ground
state degeneracies due to the QPT are associated to
such maximum efficiencies. Such behavior is related
to symmetries of the models, since symmetries rule
the degeneracy of the ground state due to the QPT
and also rule the existence of level crossings in the
spectrum of the systems.
Is important to mention that the thermodynamics
of the models studied here, correspond to indistin-
guishable particles in a two level system. For this
situation, the Hilbert space of the set of N particles
is N−dimensional, and thermodynamic quantities are
not extensive. A different behavior is observed for
the distinguishable cases, which correspond to a set
of N two-level atoms. In such case the Hilbert space
is 2N− dimensional, and the thermodynamic quanti-
ties are extensive [52, 53]. In the last case thermal
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phase transitions are observed, nevertheless in the
indistinguishable cases do not, where only appears
QPT (see Appendix A and for the Dicke model in
the ultrastrong-coupling regime [48]). An interesting
extension of this work could be the analysis of QHEs
when the substance corresponds to the same models
studied in this work but in the distinguishable cases.
A Phase Transition at Finite
Temperature
In this appendix we prove that at finite temperature
the models exhibit a phase transition when changing
the λ coupling parameter, similar to the zero tem-
perature case which defines the QPT. However, no
phase transition appears when temperature is modi-
fied, such behavior is peculiar for the indistinguishable
particles cases.
In order to prove this, we start using the Jordan-
Schwinger map for the angular momentum Hilbert
space and operators. According to such map, the re-
lations for operators are the following,
Jz → 1
2
(b†1b1 − b†2b2) ,
J+ → b†1b2 ,
J− → b†2b1 , (16)
where b1 and b2 are bosonic operators, it means,
[bi, b
†
j ] = δij and [bi, bj ] = [b
†
i , b
†
j ] = 0. And there
is a one to one equivalence between the Hilbert space,
given by the following map
|jm〉 → |n1n2〉 , (17)
where n1 = j +m and n2 = j −m. Moreover {|jm〉}
is the standard basis for angular momentum Hilbert
space and {|n1n2〉} is a basis for the two bosons tensor
product Hilbert space, where b†1b1|n1〉 = n1|n1〉 and
b†2b2|n2〉 = n2|n2〉. Note that in general j has an upper
limit, and since j = (n1 + n2)/2, the sum n1 + n2
should have an upper limit too. Additionally, for the
models studied in this paper j = N/2, so the new
equivalent Hilbert space for particles is restricted to
the case where n1 + n2 = N , the total number of
particles.
A more natural interpretation for the physical sys-
tems arises from the two boson Hilbert space, where
the state |n1n2〉 is understood as n1 indistinguishable
particles being in one energetic level and n2 indistin-
guishable particles in other, and the total particles
number N = n1 + n2 is fixed. Since Jz |n1n2〉 =
1
2 (n1 − n2) |n1n2〉, the lower and higher energy of
the levels depends on the sign preceding the ω0 Jz
term in the Hamiltonian. For the LMG model we
have −ω0 Jz |n1n2〉 = 12 (−ω0n1 +ω0n2) |n1n2〉, which
means that n1 indistinguishable particles are in a
−ω0/2 energy level, and n2 indistinguishable particles
are in a ω0/2 energy level, therefore the second level
is more energetic than the first one. For the full Dicke
model we have ω0 Jz |n1n2〉 = 12 (ω0n1−ω0n2) |n1n2〉,
which means that n2 indistinguishable particles are in
a lower energy level −ω0/2, and n1 indistinguishable
particles are in a higher energy level ω0/2.
In order to study thermodynamic quantities, the
partition function should be computed. Using the
two boson Hilbert space representation of the mod-
els and the canonical ensemble, we have Z =
Tr
(
e−βH
(B)
δ(N −N)
)
, where H(B) is the respective
Hamiltonian for each model in terms of the bosonic
operators, and N = b†1b1 + b†2b2. An useful math-
ematical relation for the delta function is adopted,
δ(N − N) = ∫ dz e−iz(N−N), where since [H,N ] = 0
the partition function results
Z =
∫
dzTr
(
e−βH
(B)−iz(N−N)
)
. (18)
For computation of partition function given by Eq.
(18) we resort to functional integration technique [50,
54]. Therefore, the partition functions are written as
ZLMG =
∫
dz
∫
[dη(b1, b2)] e
SLMG[z,b1,b2] , (19)
ZD =
∫
dz
∫
[dη(a, b1, b2)] e
SD[z,a,b1,b2] , (20)
where [dη(b1, b2)] and [dη(a, b1, b2)] are the respec-
tive functional measures and SLMG[z, b1, b2] and
SD[z, a, b1, b2] are the Euclidean actions, given by
SLMG[z, b1, b2] =
∫ 1
0
dτ
[
b1(τ)∂τ b
∗
1(τ) + b2(τ)∂τ b
∗
2(τ)
−βHLMG
(
b1(τ),b2(τ)
)− i z(N (b1(τ), b2(τ))−N)]
(21)
SD[z, a, b1, b2] =
∫ 1
0
dτ
[
a(τ)∂τa
∗(τ) + b1(τ)∂τ b∗1(τ)
+b2(τ)∂τ b
∗
2(τ)− βHD
(
a(τ), b1(τ), b2(τ)
)
− i z
(
N (b1(τ), b2(τ))−N)] (22)
where HLMG
(
b1(τ), b2(τ)
)
; HD
(
a(τ), b1(τ), b2(τ)
)
andN (b1(τ), b2(τ)) are defined by the original Hamil-
tonians and the number operator respectively, such
that operators a, b1 and b2 were replaced by c-
functions a(τ), b1(τ) and b2(τ) in the same order.
Finally, applying the following scaling transformation
a(τ) → √N a(τ), b1(τ) →
√
N b1(τ) and b2(τ) →√
N b2(τ), we get
ZLMG =
∫
dz
∫
[dη(b1, b2)] e
N ΦLMG[z,b1,b2] , (23)
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ZD =
∫
dz
∫
[dη(a, b1, b2)] e
N ΦD[z,a,b1,b2] , (24)
where the functionals ΦLMG[z, b1, b2] and
ΦD[z, a, b1, b2] from equations above, reads
ΦLMG[z, b1, b2] =
∫ 1
0
dτ
{
b1(τ) ∂τ b
∗
1(τ) + b2(τ) ∂τ b
∗
2(τ) +
βω0
2
(
b∗1(τ)b1(τ)− b∗2(τ)b2(τ)
)
+
βλ
4
[(
b∗1(τ)b2(τ) + b
∗
2(τ)b1(τ)
)2
− γ
(
b∗1(τ)b2(τ)− b∗2(τ)b1(τ)
)2]
− i z
(
b∗1(τ)b1(τ) + b
∗
2(τ)b2(τ)− 1
)}
,
(25)
ΦD[z, a, b1, b2] =
∫ 1
0
dτ
{
a(τ)∂τa
∗(τ) + b1(τ) ∂τ b∗1(τ) + b2(τ) ∂τ b
∗
2(τ)− βωa∗(τ)a(τ)
− βω0
2
(
b∗1(τ)b1(τ)− b∗2(τ)b2(τ)
)
− βλ(1 + γ)
2
(
a(τ)b∗1(τ)b2(τ) + a
∗(τ)b∗2(τ)b1(τ)
)
− βλ(1− γ)
2
(
a(τ)b∗2(τ)b1(τ) + a
∗(τ)b∗1(τ)b2(τ)
)
− i z
(
b∗1(τ)b1(τ) + b
∗
2(τ)b2(τ)− 1
)}
. (26)
Since the functional integrals in Eqs. (23) and (24)
are not Gaussian, some approximation technique is
required. Asymptotic expressions for the partition
functions at thermodynamic limit (N → ∞) are
obtained from Eqs. (23) and (24), for this purpose
the steepest descent method is used [50, 54]. Ac-
cording to such method, the biggest contributions
come from the maximum value of ΦLMG[z, b1, b2]
and ΦD[z, a, b1, b2], for each case. Such maximums
values (and in general also minimum and saddle
points) happen at z value and a(τ), b1(τ) and b2(τ)
functions satisfying the equations: ∂ΦLMG∂z = 0;
δΦLMG
δb1(τ ′)
= δΦLMGδb∗1(τ ′)
= 0; δΦLMGδb2(τ ′) =
δΦLMG
δb∗2(τ ′)
= 0 for the
LMG model; and ∂ΦD∂z = 0;
δΦD
δa(τ ′) =
δΦD
δa∗(τ ′) = 0;
δΦD
δb1(τ ′)
= δΦDδb∗1(τ ′)
= 0; δΦDδb2(τ ′) =
δΦD
δb∗2(τ ′)
= 0 for the full
Dicke model. A simplifying fact is that solutions of
last maximization equations are constant functions,
i.e. a(τ) = a0 = r0 e
i θ0 , b1(τ) = b10 = r1 e
i θ1 ,
b2(τ) = b20 = r2 e
i θ2 and respective complex con-
jugates. After solving the last equations we obtain
maximum and saddle point solutions, where the
maximum solutions correspond to:
The LMG model:
For λ < ω0: z = − iβω02 ; b10 = 1 and b20 = 0.
For λ ≥ ω0: z = − iβλ2 ; r1 =
√
λ+ω0
2λ and r2 =√
λ−ω0
2λ ; where for the anisotropic case γ 6= 1 the dif-
ference of phases ∆θ = θ2 − θ1 has two possibilities
∆θ = {0, pi}; and for the isotropic case γ = 1 the
difference of phases is any value 0 ≤ ∆θ < 2pi.
Computing the energy according to ULMG =
−∂β lnZLMG, we have
ULMG
N
=
{ −ω02 se: λ < λc ,
− 14
(
λ+
ω20
λ
)
se: λ ≥ λc , (27)
where λc = ω0 is the critical coupling and entropy
SLMG = βULMG + lnZLMG = 0.
The full Dicke model:
For λ <
√
ωω0: z = − iβω02 ; a0 = b10 = 0 and b20 = 1.
For λ ≥ √ωω0: z = − iβλ
2
2ω ; r0 =
√
(λ2−ωω0)(λ2+ωω0)
4ω2λ2 ;
r1 =
√
λ2−ωω0
2λ2 and r2 =
√
λ2+ωω0
2λ2 ; where for the
anisotropic case γ 6= 1 the phase θ0 and differ-
ence of phases ∆θ have two possibilities (θ0,∆θ) =
{(0, pi); (pi, 0)} while for the isotropic case γ = 1, the
phase θ0 and the difference of phases ∆θ are any value
since θ0 + ∆θ = pi.
Computing the energy according to UD =
−∂β lnZD, we have
UD
N
=
{ −ω02 se: λ < λc ,
− λ24ω
(
1 +
ω2ω20
λ4
)
se: λ ≥ λc , (28)
where λc =
√
ωω0 is the critical coupling and entropy
SD = βUD + lnZD = 0.
From Eqs. (27) and (28) it is not difficult to prove
that d
2U
dλ2 is discontinuous at respective λc. In Fig. 8
we show the behavior of the specific energy and of its
second order derivative in λ for the LMG model. Due
to the similarity between Eqs. (27) and (28), for the
full Dicke model the last behavior described above is
quite similar to the LMG model. Such results prove
that the phase transition is of second order for both
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models, and no critical temperature β−1c was found,
which means that our models do not exhibit ther-
mal phase transition for the indistinguishable parti-
cles cases.
λ
U N
−0.5
λC = 1
1 N
d
2
U
d
λ
2
0
−0.5
Figure 8: Specific energy of the LMG model and its
second order derivative in λ. Here we can evidence
the second order phase transition of the model.
B Ground state double degen-
eracy and efficiency increase
in QHE
In this appendix we closely examine the relationship
between the efficiency increase of the QHEs and the
appearance of a double degeneracy in the ground en-
ergy level during the process. It is known that for
the models studied in this work, such behavior hap-
pens at the QPT. The appearance of a double de-
generacy is observed also in Figs. 1 and 2. In order
to do the examination aforementioned, we analyze a
simpler system (toy system). This system possess 4
energy levels dependent on some external parameter
λ, in such a way that by modifying its value we are
able to control the existence of the level crossings.
Let us set the four energy levels given by E1(λ) = 3λ,
E2(λ) = 1 + λ, E3(λ) = 5 − λ and E4(λ) = 12 − 3λ;
plotted in Fig.(9). There we can see that for values
of λ lower that 0.5, the ground state corresponds to
the first energy level E1(λ), but as λ is increased the
ground state changes |E1〉 → |E2〉 → |E3〉 → |E4〉.
We also identify three values of λ where the lower
energetic level crossings happen, at λ = {0.5, 2, 3.5} .
Similar as our study of the LMG and full Dicke model,
we calculate the partition function for this toy sys-
tem assuming thermal equilibrium with a reservoir at
Figure 9: Crossing energy levels of a toy system. Each
curve and respective energies function are: blue for
E1(λ) = 3λ, yellow for E2(λ) = 1 + λ, green for
E3(λ) = 5− λ and red for E4(λ) = 12− 3λ.
temperature β−1, it means, the partition function is:
Z(β, λ) = ∑i=4i=1 e−β Ei(λ). Moreover, the QHE cycle
is of the Stirling type, as defined in section 3, see Fig.
3.
Results for the QHE efficiency are shown in Fig. 10,
where some cycle parameter values are λ1 = 0 and λ2
varies from 0 to 4. So when λ2 goes through a level
crossings (at values λ2 = {0.5, 2, 3.5}) an increase of
efficiency happens. It is noticed also that such in-
crease is more accentuated at low temperatures.
According to the efficiency definition (see Eq. (15))
Figure 10: Graphs of efficiency function for the toy
system at thermal equilibrium in an Stirling cycle (see
Fig. 3). In whole the curves: λ1 = 0, hot reser-
voir temperature β−1H = 2 and λ2 varies from 0 to 4.
Temperature values of the cold reservoir are β−1C = 1
for the blue curve, β−1C = 0.5 for the yellow curve,
β−1C = 0.2 for the green curve and β
−1
C = 0.05 for the
red curve.
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Figure 11: Heats involved in the QHE process for
the toy system, according to the Stirling cycle (see
Fig. 3). Was set the values: cold and hot reservoirs
temperatures respectively are β−1C = 0.05 and β
−1
H =
2, λ1 = 0 and λ2 varies from 0 to 4. The blue line is
for 〈Q〉AB , yellow line for 〈Q〉BC , green line for 〈Q〉CD
and red line for 〈Q〉DA.
it is calculated by η = 1− |〈Q〉BC |+|〈Q〉CD|〈Q〉AB+〈Q〉DA . The heats
exchanged at each part of the cycle are shown in Fig.
11, and it is evident from it that higher efficiency val-
ues are attained principally because the absolute value
|〈Q〉BC | is lower at the level crossing points.
In Stirling cycle (see Fig. 3), |〈Q〉BC | represents one
part of the heat released by the QHE, therefore, if it is
lower then the work value increases, so increasing the
efficiency. From Eq. (12) we have 〈Q〉BC = UC −UB ,
where its absolute value is lower if the value of UC
is closer to UB . The difference between the energies
UC and UB is caused by their different temperatures
β−1C and β
−1
H respectively, then UC and UB will have
close values each other when the principal energy level
contributions to the mean energy U , i. e. the ground
and first excited levels, are closer between them; such
situation happens at λ2 values around the degeneracy
ground level points. In summary, the modification
of the energy level population at the process BC of
the cycle costs less heat when ground level crossings
occur.
Consequently, for low temperatures the ground
state degeneracy becomes relevant to the increase of
efficiency of our QHEs. Such degeneracies are char-
acteristic of QPT models, present respectively in the
ferromagnetic phase of the LMG model, and in the
superradiant phase of the full Dicke model.
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