We consider the problem of minimizing a finite sum of proper, convex, and lower semicontinuous functions subject to the set of minimizers of a convex differentiable function. In order to solve the problem, an algorithm combining the incremental proximal gradient method with smooth penalization technique is proposed. We show the convergence of the generated sequence of iterates to an optimal solution of the optimization problems, provided that a condition expressed via the Fenchel conjugate of the constraint function is fulfilled. Finally, the functionality of the method is illustrated by some numerical experiments addressing classical binary classification via support vector machines and image inpainting problems.
Introduction
Let F i : R n → R be a function of the form
for all i = 1, . . . , m, where f i : R n → R is a convex function and h i : R n → R is a convex differentiable function such that ∇h i is L i −Lipschitz continuous. Let g : R n → R be a convex differentiable function such that ∇g is L g −Lipschitz continuous. In this work, we focus on the problem minimize m i=1 F i (x) subject to x ∈ arg min g.
Let S denote the solution set of this problem and assume that S is nonempty. In addition, we may assume without loss of generality that min g = 0.
It is well known that the minimization of the sum of composite functions yields many applications to classification and regression models in machine learning. In these applications, a key feature is to deal with a very large number of component (typically, convex and Lipschitz continuous) loss functions where the evaluation of the proximal operators and/or gradients of the whole objective function seems very costly or even impossible; see [15, 16, 29] . Apart from the aforementioned classification and regression problems, the problems with additive structure also arise in sensor, wireless and peer-to-peer networks in which there is no central node that facilitates computation and communication. Moreover, the allocation of all the cost components F i at one node is sometimes not possible due to memory, computational power, or private information. For further discussion concerning sensor networks, see [9, 26] .
One of promising algorithms for performing this kind of problem structure is the so-called incremental type method. Its key idea is to take steps subsequently along the proximal operators and/or gradients of the component functions F i and to update the current iterate after processing each F i . Actually, let us recall the classical incremental gradient method (IGM) for solving the minimization problem, that is,
where f i : R n → R is a convex differentiable function, for all i = 1, . . . , m, and X ⊂ R n is a nonempty closed convex set. The method is given as follows: if x k is the vector obtained after k cycles, the vector x k+1 is updated by ϕ 1,k := x k , then computing
and finally generating x k+1 after one more cyclic m steps as
where α k is a positive scalar parameter, and proj X is the projection operator onto X. The advantage of IGM comparing with the classical gradient descent method, which have been analytically proved and even experimentally observed, is that it can attain a better asymptotic convergence to a solution of (2); see [7] for more details on this topic. Apart from the gradient based method, there are many situations in which the objective functions may not be smooth enough to apply IGM; in this case, we can consider the so-called incremental proximal method instead. Consider the (nonsmooth) minimization problem (2) where the component function f i : R n → R is convex, for all i = 1, . . . , m. The incremental proximal method, which was initially proposed by Bertsekas [6] , is given as follows: if x k is the vector obtained after k cycles, then the vector x k+1 is updated in a similar fashion to IGM, except that the gradient step (3) is replaced by the proximal step
For further discussion convergence result, see [6] [7] [8] .
On the other hand, the problem (2) involves the constraints which can be reformulated into the form (1) via a penalty function corresponding to the constraint so that the set of all minimizers of the constructed penalty function is the considered constraint. Attouch and Czarnecki [1] initially investigated a qualitative analysis of the optimal solutions of (1) from the perspective of a penaltybased dynamical system. This starting point stimulates huge interest among research community to design and develop numerical algorithms for solving the minimization problem (1), see [1-4, 11-14, 21-24] for more insights into this research topic. It is worth noting that the common key feature of these proposed iterative methods is the penalization strategy, that is, if the function g is smooth, then the penalization term is evaluated by its gradient [21, 23, 24] .
Motivated by all the results mentioned above, we proposed an iterative scheme, which combines the incremental proximal and gradient method with penalization strategy, for solving the constrained minimization problem (1) . To deal with the convergence result, we show that the generated sequence converges to an optimal solution of (1) by using the quasi-Fejér monotonicity technique and. To illustrate the theoretical results, we also present some numerical experiments addressing classical binary classification and image reconstruction problems.
Preliminaries
In this section, we recall some elementary results in convex analysis, present some notations to be used throughout this paper. The reader may consult [5, 10, 31] for further details.
For a function f : R n → R we denote by f * for the (Fenchel) conjugate function of f , that is, the function f
for all u ∈ R n . The subdifferential of f at x ∈ R n , is the set
The following proposition states two important facts used in the convergence proof.
Proposition 1 [5, Proposition 16 .17] For a convex function f : R n → R, the following properties hold: i) f is Lipschitz continuous relative to every bounded subset of R n , ii) ∂f maps every bounded subset of R n to a bounded set.
We also denote by min f := inf x∈R n f (x) the optimal objective value of the function f and by arg min f := {x ∈ R n : f (x) = min f } its set of global minima of f . For r > 0 and x ∈ R n , we denote by prox rf (x) the proximal point of parameter r of f at x, which is the unique optimal solution of the (strongly convex) optimization problem
Note that prox rf = (I + r∂f ) −1 and it is a single-valued operator. Let M ⊆ R n be a nonempty set. The indicator function of M is the function δ M : R n → (−∞, +∞], which takes the value 0 on M and +∞ otherwise. The subdifferential of the indicator function is the normal cone of M , that is, 
for all x, y ∈ R n .
We recall some useful results in convergence analysis. Let C be a nonempty subset of R n . We say that a sequence (x k ) k≥1 ⊂ R n is quasi-Fejér monotone relative to C if for each c ∈ C, there exist a sequence (δ k ) k≥1 ⊂ [0, +∞) with
The following proposition provides an essential property of a quasi-Fejér monotone sequence; see Combettes [17] for further information.
Proposition 3 [17, Theorem 3.11] Let (x k ) k≥1 be a quasi-Fejér monotone sequence relative to a nonempty subset C ⊂ R n . If at least one sequential cluster point of (x k ) k≥1 lies in C, then (x k ) k≥1 converges to a point in C.
The following proposition also plays an essential role in convergence analysis.
Then the sequence (a k ) k≥1 converges and
To prove the convergence of iterations, we need an additional key tool known as the SilvermanToeplitz theorem [18] .
Proposition 5 Let (α k ) k≥1 be a positive real sequence with
3 Incremental Proximal Gradient Method with Penalization and Convergence Results
In this section, we consider the convergence analysis of the incremental proximal gradient method with smooth penalty term for solving (1) . Firstly, we propose our main algorithm as shown in Algorithm 1.
Algorithm 1: IPGM with penalty term Initialization: The positive sequences (α k ) k≥1 , (β k ) k≥1 , and an arbitrary x 1 ∈ R n . Iterative Step: For a given current iterate x k ∈ R n (k ≥ 1), set
and define
and
Remark 6 Algorithm 1 is different from [22, Algorithm 3.1] . In fact, in our previous work, we consider the problem (1) in the sense that h = m i=1 h i and perform the gradient ∇h(x k ) at each iteration k. However, the iterative scheme proposed here allows us to perform the gradient ∇h i (ϕ i,k ) at each sub-iteration i. Moreover, it is worth noting that Algorithm 1 is very useful through its decentralized setting which appears in many situations, for instance, decentralized network system or support vector machine learning problems; see [20, 27] .
For the convergence results, the following hypotheses are assumed throughout this section:
Remark 7 (i) For the conditions which guarantee the exact subdifferential sum formulae in the condition (H1), the reader may consult the book of Bauschke and Combettes [5] .
(ii) Note that the hypothesis (H3) is a relaxation of Assumption 4.1 (S3) in [22] . In fact, the superior limit in [22] is bounded above by
, but in this work it can be extended to 2 Lg . This allows us to consider more larger parameters (α k ) k≥1 and (β k ) k≥1 . An example of the sequences (α k ) k≥1 and (β k ) k≥1 satisfying the conditions (H2) and (H3) is the real sequences
(iii) The condition (H4) was originated by Attouch and Czarnecki [1] . For example, for a function g : R n → R, it holds g ≤ δ arg min g and so g * ≥ (δ arg min g ) * = σ arg min g , which yields
Note that if the function g satisfies
where a > 0, we then have g
x 2 for all x ∈ R n . Thus, for every k ≥ 1, and p ∈ ran(N arg min g ), we have
Note that if
This inequality also holds for the sequences satisfying the hypotheses (H2) and (H3).
The following lemma provide a very useful tool for the convergence results.
Then for every k ≥ 1 and η > 0, we have
Proof. Let k ≥ 1 be fixed. For all i = 1, . . . , m, it follows from the definition of proximity
, the monotonicity of ∂f i implies that
or equivalently,
This implies that
Summing up the inequalities (4) for all i = 1, . . . , m, we obtain
Let us consider the first term in the right-hand side of (5) .
and so
For the second term of the right-hand side of (5), for each i = 1, . . . , m, we note that
Substituting (6) and (7) in (5), we obtain
Now, for the last term in the right-hand side of (8), we have
Now, for each i = 1, . . . , m, the triangle inequality yields
Summing up the above inequalities for all i = 1, . . . , m, we have
Multiplying this inequality by
, the inequality (9) becomes
and then
Hence (8) becomes
On the other hand, the definition of ϕ 1,k , we note that
Furthermore, since ∇g is 1 Lg -cocoercive and ∇g(u) = 0, we have
which implies that
Moreover, since g is convex and g(u) = 0, we have
Combining (14) and (15), we obtain
From this inequality, together with the inequality (13) and the definition of x k+1 , it follows that
Not least, since p ∈ argmin g, we have
Combining this relation and (16), the required inequality is finally obtained.
The following lemma is a collection of some convergence properties of the sequences involved in our analysis.
Lemma 9
The following statements hold:
(i) The sequence (x k ) k≥1 is quasi-Fejér monotone relative to S.
(ii) For each u ∈ S, the limit lim k→+∞ x k − u exists. Moreover,
(iv) Every sequential cluster point of the sequence (x k ) k≥1 lies in argmin g.
On the other hand, since α k → 0, there exists k 1 ∈ N such that
Let u ∈ S be given. For every k ≥ max{k 0 , k 1 }, we have
Since the right-hand side is summable and the last three terms of the left-hand side are nonnegative, the sequence (x k ) k≥1 is quasi-Fejér monotone relative to S.
(ii) Since the right-hand side of (17) is summable, the statement in (ii) follows immediately from Proposition 4.
(iii) By (ii), it is obvious that lim
Moreover, due to (H3), we also have lim k→+∞ ∇g(x k ) = lim k→+∞ g(x k ) = 0.
(iv) Let w be a sequential cluster point of (x k ) k≥1 and (x k j ) j≥1 be a subsequence of (x k ) k≥1 such that x k j → w. By the lower semicontinuity of g, we obtain that
and so w ∈ arg min g.
The following theorem describes the convergence of iterates.
Theorem 10
The sequence (x k ) k≥1 converges to a point in S.
Proof. Let u ∈ S and k ≥ 1 be fixed. For each i = 1, . . . , m, we have from the subdifferential inequality of f i that
and by the convexity of h i , we have
Note that
Combining this equality with (18), we obtain
Summing up this inequality for all i = 1, . . . , m, we have
Since (ϕ i,k ) k≥1 is bounded for all i = 1, . . . , m, there exists M > 0 such that
On the other hand, since ∂f i maps a bounded subset into a bounded nonempty subset of R n , we have from the definition of ∂f i that for each i = 1, . . . , m, there exists K i > 0 such that
Note that
Moreover, since m i=1 {ϕ i,k : k ≥ 1} is bounded and the functions f i and h i are Lipschitz continuous on all bounded set by Proposition 1, for all i = 1, . . . , m, there exist the Lipschitz constants c i > 0 such that
where c := max 1≤i≤m c i . This yields
Combining this relation with (20) , we obtain
Note that from the inequalities (13) and (14), we have
Using the last two inequalities and the assumption (H3), it follows that there exists k 0 ∈ N such that
Now, since (x k ) k≥1 is bounded, we let z ∈ R n be its sequential cluster point and a subsequence (x k j ) j≥1 of (x k ) k≥1 be such that x k j → z. By Lemma 9 (iii) and (iv), we have ϕ 1,k j → z and z ∈ argmin g. Thus, for every k j ≥ k 0 , we have
which yields
Consequently, by the assumption (H2) and Proposition 5, we obtain lim inf
The convexity of F together with Proposition 5 also yields
Since u ∈ S is arbitrary, we have z ∈ S. Therefore, by Proposition 3, the sequence (x k ) k≥1 converges to a point in S.
Some remarks are as follows
Remark 11 (i) One can obtain a similar convergence result as Theorem 10 in a general setting of a proper convex lower semicontinuous objective function f i : R n → (−∞, +∞], provided that the Lipschitz continuity relative to all bounded subset of the functions f i and h i , and the fact that the subdifferential of f i maps bounded subsets of R n into bounded nonempty subsets of R n are imposed. The properties that the functions f i , h i are Lipschitz continuous on all bounded subset of R n is typically assumed in order to guarantee the non-ergodic convergence of incremental proximal type schemes; see, for instance [6, 7] . In fact, there are several loss functions in machine learning satisfy the Lipschitz continuous property, for instance, the hinge, logistic, and Huber loss functions; see [28] for further discussion.
(ii) One can also obtain a weak ergodic convergence of the sequence (x k ) k≥1 in a general setting of real Hilbert space by slightly modifying the proofs of Theorem 3.1 and Corollary 4.1 in [22] .
Numerical Examples
In this section, we demonstrate the effectiveness of the proposed algorithm by applying to solve, in the first subsection, the binary classification via support vector machines for the handwritten digits data sets, and, in the second one, the image reconstruction problem addressing the image inpainting. All the experiments were performed under MATLAB 9.6 (R2019a) running on a MacBook Pro 13-inch, 2019 with a 2.4 GHz Intel Core i5 processor and 8 GB 2133 MHz LPDDR3 memory.
Binary classification via support vector machines
In this subsection we focus on the classical machine learning of binary classification based on the handwritten digits MNIST datasets (http://www.cs.nyu.edu/~roweis/data.html) containing 28 × 28 images on grey-scale pixels. We separate a set of training data into two classes, namely, the ith training image w i ∈ {0, 1, . . . , 255} 784 , for all i = 1, . . . , m, and the i-th label y i ∈ {−1, +1} of the ith training image. A classifier is trained to identify every new test image to one of the given classes by solving the optimization problem
where x 1 is the 1 -regularization term with parameter λ > 0. This term is typically imposed in order to obtain a sparse solution x which can be considered as a selection of the relevant pixels. Alternatively, the problem (21) can be formulated as the equivalent constrained optimization problem
where 1 denotes the vector whose all components are 1. For more discussion on these equivalent forms, see [19, problems (5) - (6)].
To incorporate this problem into our setting, we use the matrix
which leads the problem (22) into the form
where R
+
is the positive part of R 1568 . Note that this problem is equivalent to
This problem fits into the framework of (1) . Note that ∇g is A 2 -Lipschitz continuous.
To show the performance of the proposed method, we solve the optimization problem (23) with Algorithm 1. We use 6000 training images (3000 images in each class) representing the handwritten digits 4 and 5, labelled by −1 and +1, respectively. Note that due to numerical reasons, all the images are vectorized and normalized. The performance of the obtained classifier is evaluated by the relative change
where Table 1 : Number of iterations to reach the optimal tolerance for different choices of the step sizes α k and the penalization parameter β k .
In Table 1 , we present the number of iterations to reach the optimal tolerance 10 −5 for different combinations of step sizes α k and penalization parameters β k when the regularized parameter λ = 1. Note that the results for the combinations which do not satisfying the condition (H3) are not presented in the table. In this experiment, we observe that the lowest number of iterations of 3889 is obtained for the combination of α k = 0.1/k with β k = 1.9k/ A 2 . Moreover, one can see that the number of iterations to reach the optimal tolerance decreases whenever the penalization parameter β k increases, however, it increases whenever the step size α k increases. Table 2 : Misclassification rate in percentage for different choices of the 1 -regularized parameter λ > 0. Table 2 shows the misclassification rate in percentage for different choices of the 1 -regularized parameters λ when α k = 0.1/k and β k = 1.9k/ A 2 . We testify for 1874 test images from both classes, and an example of misclassified images is shown in Figure 1 . We observe that the lowest misclassification rate of 0.8004% is obtained for λ = 0.3 and 0.4. Moreover, for λ ≥ 0.5, the missclassification rate increases when the parameter λ increases.
Image inpainting
In this subsetion, we investigate the performance of the proposed method for solving the image reconstruction problem, namely image inpainting. Let n := 1 × 2 and X ∈ R 1 × 2 be an ideal complete image. Let x ∈ R n represent the one-dimensional vector which generated by vectorizing the two-dimensional image X. Let b ∈ R n be the marked image and B ∈ R n×n be the diagonal matrix where B i,i = 0 if the pixel i in the marked image b is missing (in our experiments, we set it to be black) and B i,i = 1 otherwise, for i = 1, . . . , n. Inpainting problem aims to reconstruct the clean image x from the marked image b by solving the nonsmooth convex constrained minimization problem minimize
where λ 1 , λ 2 > 0 are the penalization parameters, and W is the inverse discrete Haar wavelet transform. The term W x 1 is to deduce the sparsity of the image under the wavelet transformation, and the term x 2 is to deduce the uniqueness of the solution. Note that W W = W W = I and so W W = 1. For more details of wavelet-based inpainting, see [30] .
Note that the problem (24) fits into the setting of the problem (1) where m = 1,
2 , and g = 1 2
B · −b 2 . To show the performance of the proposed method, we solve the image inpainting problem (24) with Algorithm 1. We tested the method on 384×512 peppers image in Figure 2 (a) . In this case, we create the noisy images by randomly masking 60 percentages of chosen pixels to black in Figure 2 (b) . The quality of the reconstructed images is measured by means of the improvement in signal-to-noise ratio (ISNR) in decibel (dB), that is,
where x, b, and x k denote the original clean image, the noisy image with missing pixels, and the reconstructed image at iteration k, respectively. An example of the reconstructed image after 50 iterations with λ 1 = 0.01, λ 2 = 1, α k = 1/k, and β k = k is shown in Figure 2 (c) with ISNR of 16.5529 dB. In Figure 3 , we show the curves of ISNR and the absolute error of function values for the reconstructed image performed by Algorithm 1 after 50 iterations. The original 384×512 peppers image, the image with 60% randomly chosen missing pixels was set to pure black, and the reconstructed image performed by Algorithm 1 after 50 iterations. Next, we present the ISNR values for different combinations of parameters by testing the 384×512 peppers image, its noisy images obtained by masking 60% randomly chosen pixels to black. The algorithm for 20 iterations, and the results are presented in Tables 3 and 4 . Table 3 : ISNR values after 20 iterations for different choices of penalization parameters λ 1 and λ 2 with the step sizes α k = 1/k and the penalization parameter β k = k.
In Table 3 , we list the values of the ISNR after 20 iterations performed by Algorithm 1 for different choices of the penalization parameters λ 1 , λ 2 > 0. In this case, we put the step size sequence α k = 1/k and the penalization sequence β k = k. We observe that combining λ 1 = 1 with each parameter λ 2 ∈ (0, 10 −4 ] leads to large ISNR value of about 15.86 dB. Moreover, one can see that the behavior of ISNR values seems to decrease when λ 1 ∈ [0.1, 1] increases, whereas the behavior of ISNR values seems to decrease when λ 2 increases.
In Table 4 , we present the values of the ISNR after 20 iterations are performed by Algorithm 1 for different choices of the positive square summable step sizes sequence α k = a/k and the positive penalization sequence β k = bk, where a, b ∈ [0.5, 2]. Again, the results for the combinations which do not satisfy the condition (H3) are not presented in the table. Observe that combining α k = 1.1/k with β k = 1.8k leads to the largest ISNR values of 16.4981 dB. Note that the behavior of ISNR values seem to increase when both a and b increase.
Conclusions
We consider the splitting method called the incremental proximal gradient method with a penalty term for solving a minimization problem of the sum of a finite number of proper, convex, and lower semicontinuous functions subject to the set of minimizers of a convex differentiable function. The advantage of our method is that it allows us not only to compute the proximal operator or the gradient of each function separately but also to consider a general sense of the constrained set. Under some suitable assumptions, we show the convergence of iterates to an optimal solution. Finally, we propose some numerical experiments on the support vector machine learning and the image inpainting problem. .
