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Kapitel 1
Einleitung und Zusammenfassung
1.1 Die Aufgabenstellung
Die relativistische Quantenfeldtheorie ist das Ergebnis des Versuchs, die (spezielle) Relativita¨ts-
theorie mit den Prinzipien der Quantentheorie in Einklang zu bringen. Es zeigt sich na¨mlich, daß
die Quantentheorie unter Beru¨cksichtigung der relativistischen Raumzeitstruktur zwangsla¨ufig
eine Vielteilchentheorie ist. Außer in dem Fall wechselwirkungsfreier Teilchen ist die Teilchen-
zahl na¨mlich i.a. keine Erhaltungsgro¨ße. An die Stelle der Teilchenzahl treten als Erhaltungsgro¨-
ßen die verschiedenen Ladungsquantenzahlen (elektrische Ladung, Leptonenzahl, Baryonenzahl,
Strangeness usw.).
Aufgrund dieser Nichterhaltung der Teilchenzahl ist nicht nur ein Einteilchenbild unmo¨glich; man
ist bereits fu¨r einfache Probleme auf Na¨herungsmethoden angewiesen. Es kommt insbesondere
zu Problemen mit divergenten Integralen, die bei der
”
naiven“ Auswertung der Sto¨rungsreihe in
ho¨herer als der fu¨hrenden Ordnung auftreten. Die Integrale divergieren bei hohen Impulsen bzw.
kleinen Absta¨nden (UV–Divergenzen). Eng damit verknu¨pft ist die mathematische Schwierigkeit,
die Produkte von Feldoperatoren zum gleichen Raumzeitpunkt eindeutig zu definieren.
Diese Probleme werden durch die Renormierungstheorie gelo¨st, indem die Parameter der Theo-
rie, also die Massen der Teilchen und die Kopplungskonstanten der Wechselwirkungen, in je-
der Ordnung der Sto¨rungstheorie an die gemessenen Parameter angepaßt werden. Es zeigt sich
dabei, daß die Parameter von der Energieskala abha¨ngen, bei der ihre experimentellen Werte
bestimmt werden. Ein Beispiel fu¨r dieses
”
Gleiten der Kopplungskonstante“ stellt die Sommer-
feldsche Feinstrukturkonstante dar, die bei niedrigen Energien, wie sie sich z.B. durch Anpas-
sung an gemessene Atomspektren ergibt, den Wert von etwa 1/137 besitzt. Die Auswertung von
Streuexperimenten bei hohen Energien (meist wird als Energieskala die Masse der W–Bosonen
mW ≈ 80.4GeVc2 verwendet) ergibt Werte um etwa 1/128.
Es zeigt sich, daß eine bestimmte Klasse von Quantenfeldtheorien existiert, bei der endlich viele
Parameter ausreichen, um alle Divergenzen auf diese Weise zu physikalisch zu interpretieren und
zu beseitigen. Solche Theorien werden renormierbar genannt.
Ein wesentliches Konzept bei der Aufstellung konkreter Modelle sind die allgemeinen Symme-
trieprinzipien, die zum einen die Symmetrie von Raum und Zeit, zum anderen die Symmetrie der
Bewegungsgleichungen bei Transformationen der Felder untereinander betreffen. Da die Symme-
trien nach dem Noethertheorem Erhaltungssa¨tze zur Folge haben, la¨ßt sich aus experimentellen
Daten auf die dazugeho¨rige Symmetriegruppe schließen. Wird einem quantenfeldtheoretischen
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Modell eine Symmetrie zugrundegelegt, bedeutet dies zum einen eine Einschra¨nkung fu¨r mo¨g-
liche Wechselwirkungsterme, zum anderen aber auch fu¨r die sich mo¨glicherweise ergebenden
divergenten Terme, die bei der Auswertung der Sto¨rungsreihe auftreten. In vielen Fa¨llen kann
durch solche Restriktionen aufgrund einer Symmetrie eine oberfla¨chlich nicht renormierbare
Theorie renormierbar werden. Dies ist z.B. in der QED der Fall, wo die Streuamplitude fu¨r die
Delbru¨ckstreuung, also der Vierphotonenvertex, aufgrund der zugrundeliegenden Eichsymmetrie
konvergent ist.
Fu¨r die Behandlung von Vektormesonen erweist sich die Eichtheorie als das Mittel der Wahl. Die
Analyse der Poincare´symmetrie der Raumzeit zeigt, daß masselose Vektormesonen notwendig
Eichfelder sind. Das bedeutet, daß eine naive Behandlung des Vektorpotentials zur Propagation
unphysikalischer Freiheitsgrade fu¨hrt, die die Kausalita¨t und Unitarita¨t der S–Matrix verletzt,
da die unphysikalischen Freiheitsgrade bei der Quantisierung zu Zusta¨nden mit negativer
”
Norm“
fu¨hren. Wie aber unter anderem die Arbeiten von ’t Hooft und Veltman zeigen, lassen sich diese
Probleme dadurch vermeiden, daß Vektorteilchen als Eichbosonen einer abelschen oder nichta-
belschen Eichsymmetrie behandelt werden. Auch im Fall von massiven Vektorbosonen erfordert
die Renormierbarkeit der Theorie und die Forderung nach
”
Physikalita¨t“ ihrer Freiheitsgrade die
Behandlung als Eichboson.
Als einer der gro¨ßten Erfolge dieser quantenfeldtheoretischen Methoden kann die Entwicklung
des Standardmodells der Elementarteilchen angesehen werden. Zum einen gibt es bis heute keine
experimentellen Hinweise fu¨r eine Gu¨ltigkeitsgrenze des Standardmodells, zum anderen stellt es
mit dem einheitlichen Prinzip der Eichsymmetrien aller fundamentalen Wechselwirkungen ein in
sich konsistentes theoretisches Modell der Elementarteilchen und deren Wechselwirkungen dar.
Dieser Erfolg beruht aber nicht zuletzt auf der Entwicklung analytischer und numerischer Me-
thoden zur Berechnung von Feynmandiagrammen. Es seien beispielhaft nur die von ’t Hooft und
Veltman entwickelte dimensionale Regularisierung und die damit verbundene Vereinfachung bei
der Renormierung der nichtabelschen Eichtheorien erwa¨hnt.
Weitere interessante Aspekte treten in den Vordergrund, wenn man versucht, die Fragen der
Vielteilchendynamik der Teilchen mit Hilfe der Quantenfeldtheorie zu behandeln. Bei der Unter-
suchung von Schwerionensto¨ßen zeigt sich na¨mlich unter anderem, daß die Hadronen in Materie
eine Vera¨nderung ihrer Einteilcheneigenschaften (insbesondere ihrer Massen und Zerfallsbreiten)
gegenu¨ber ihren
”
Vakuumeigenschaften“ erfahren. Ein direkter Hinweis darauf ist z.B. die gemes-
sene Erho¨hung der Produktionsrate von Elektron–Positron–Paaren (
”
Dileptonen“) bezogen auf
die am Stoß beteiligten Nukleonen bei invarianten Paarmassen im Bereich von 300MeV bis
600MeV im Vergleich zu Sto¨ßen einzelner Nukleonen. Die Erkla¨rung dafu¨r wird unter anderem
in der Vera¨nderung der Massen und Breiten der Vektor–Mesonen gesucht. Diese ist im Rah-
men der Vektormesondominanzmodelle wiederum auf die Modifikation der Pioneneigenschaften
in Materie zuru¨ckzufu¨hren. Die Pionen koppeln stark an Baryonenresonanzen und erhalten da-
durch im Medium eine große Zerfallsbreite, die sich wiederum entscheidend auf die spektrale
Verteilung des ρ–Mesons auswirkt.
Fu¨r eine theoretische Beschreibung dieser Pha¨nomene ist also eine konsistente Behandlung von
breiten Resonanzen von entscheidender Bedeutung. Die Propagatoren der Sto¨rungstheorie sind
allerdings immer die freier Teilchen, die ein scharfes Massenspektrum besitzen. Wie das eben
angedeutete Beispiel des Pions zeigt, ko¨nnen im Vakuum stabile Teilchen in Materie aufgrund
von Streuprozessen, die durch starke Kopplungen unter den Teilchen hervorgerufen werden, alle
Charakteristika breiter Resonanzen aufweisen.
Bei der quantenfeldtheoretischen Behandlung der Mediummodifikationen von Teilcheneigen-
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schaften, die u¨brigens nicht nur die oben besprochenen Einteilchenparameter betreffen, son-
dern auch die Kopplungskonstanten der beteiligten Wechselwirkung, ist es entscheidend, daß
die Renormierung sa¨mtlicher in das Modell eingehender Parameter auf experimentelle Daten im
Vakuum erfolgt. Ihre Mediummodifikationen mu¨ssen dann ohne weitere Willku¨r aus der durch
die renormierte Lagrangedichte vorgegebenen Dynamik berechnet werden. Es ist na¨mlich phy-
sikalisch keineswegs klar, wie eventuelle Renormierungsbedingungen an Teilchenparameter im
Medium zu stellen wa¨ren.
Die sto¨rungstheoretische Analyse diese Problems zeigt, daß tatsa¨chlich in jeder Ordnung der
Sto¨rungstheorie die Renormierung der Vakuumdiagramme ausreicht. Die Modifikationen der
Parameter aufgrund der Vielteilchenprozesse in Materie ist ohne weitere Renormierung endlich,
so daß Voraussagen u¨ber diese A¨nderungen gegenu¨ber den
”
Vakuumeigenschaften“ der beteiligten
Teilchen ohne Willku¨r durch das zugrundeliegende Modell bestimmt sind.
Allerdings erfordert die Diskussion des Verhaltens breiter Resonanzen zumindest eine selbstkon-
sistente Behandlung im Sinne einer Dysonresummation des Propagators, da die Sto¨rungstheorie
mit Propagatoren freier Teilchen formuliert wird, die stets Teilchen mit scharf definierten Massen
beschreiben. Es ist nicht von vornherein klar, ob auch fu¨r solche u¨ber die Sto¨rungstheorie hin-
ausgehenden Na¨herungsverfahren eine Renormierung im Vakuum ausreicht. Diese Fragestellung,
insbesondere auch im Hinblick auf die Anwendung auf die Eigenschaften der Vektormesonen in
Materie, stellt die Hauptmotivation fu¨r diese Arbeit dar.
1.2 Zusammenfassung der Arbeit
Ziel dieser Arbeit ist es, aufbauend auf dem von Luttinger, Ward, Baym und Kadanoff ent-
wickelten sogenannten Φ–Funktionalformalismus, Konzepte zur theoretischen Behandlung sol-
cher Vielteilcheneffekte zu entwickeln.
Dazu werden in Kapitel 2 die beno¨tigten quantenfeldtheoretischen Grundlagen rekapituliert. Wir
verwenden die auf Schwinger und Keldysh zuru¨ckgehende Formulierung der Vielteilchenquan-
tenfeldtheorie, die auf der Einfu¨hrung einer geschlossenen Zeitkontur basiert. Diese Darstellung
weist im Fall des thermodynamischen Gleichgewichts, auf das wir uns in dieser Arbeit beschra¨n-
ken, gegenu¨ber dem auf Matsubara zuru¨ckgehenden Imagina¨rzeitformalismus den Vorteil auf,
daß er direkt zur Berechnung des retardierten Propagators fu¨hrt, ohne daß insbesondere bei
numerischen Rechnungen problematische analytische Fortsetzungen notwendig sind.
Es werden in diesem Kapitel die Pfadintegralmethoden unter Verwendung der Zeitkontur voll-
sta¨ndig entwickelt, wodurch eine elegante Formulierung der Φ–Funktionalmethode in Kapitel
3 vorbereitet wird. Diese Methoden werden anhand der wohlbekannten Thermodynamik rela-
tivistischer idealer Gase veranschaulicht. Insbesondere werden die fu¨r die thermodynamischen
Gro¨ßen wichtigen
”
Normierungsfaktoren“ der Pfadintegrale mit Hilfe einer einfachen Zeitgitte-
rungsrechnung systematisch behandelt.
Wir widmen weiter einen Abschnitt den Renormierungsmethoden, die in dieser Arbeit zur An-
wendung kommen. Es ist entscheidend fu¨r die Analyse der oben angedeuteten Fragestellung
bzgl. der Mediummodifikationen von Teilchen, daß die Renormierung vollsta¨ndig im Vakuum
erfolgt. Die renormierte Theorie wird also durch die Vakuumeigenschaften der beschriebenen
Teilchen vollsta¨ndig bestimmt. Im Fall einer renormierbaren Quantenfeldtheorie bedeutet die
Renormierung die Anpassung der Massen und Kopplungskonstanten der Teilchen im Vakuum,
wa¨hrend die Berechnung von Mediummodifikationen keinerlei zusa¨tzliche Willku¨r mehr erfor-
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dert: Die Gegenterme, die erforderlich sind, um fu¨r die Lagrangedichte in jeder Ordnung der
Sto¨rungstheorie einen wohldefinierten endlichen Ausdruck zu erhalten, sind also unabha¨ngig
von Temperatur und Dichte des Systems im Vakuum festgelegt. Wir fassen daher kurz die Er-
gebnisse des als BPHZ–Renormierung bekannten Verfahrens zusammen, weil dieses auch bei
dem in dieser Arbeit entwickelten Renormierungsverfahren der selbstkonsistenten Na¨herungen
und bei den numerischen Rechnungen zur Anwendung kommt.
In Kapitel 3 werden die Φ–Funktionalmethoden systematisch mit Hilfe des Konturpfadintegrals
begru¨ndet. Wie Baym gezeigt hat, ist die Herleitung selbstkonsistenter Na¨herungen aus einem
Variationsprinzip notwendig und hinreichend dafu¨r, daß die quantenstatistischen Erwartungs-
werte von Erhaltungsgro¨ßen den Erhaltungssa¨tzen genu¨gen, sofern sie sich aus einer linear auf
den Feldern operierenden Symmetriegruppe der klassischen Wirkung ergeben. Darunter fallen
auch die raumzeitlichen Erhaltungsgro¨ßen Energie, Impuls und Drehimpuls.
Das exakte Φ–Funktional ergibt dabei ein geschlossenes Integralgleichungssystem fu¨r das mitt-
lere Feld und die Zweipunktgreenfunktion der Theorie. Die Selbstenergien ergeben sich dabei
als Funktionale der exakten Greenfunktion im Sinne einer Skelettdiagrammentwicklung, was
einer Dysonresummation der Propagatorlinien der Sto¨rungstheorie entspricht. Da das exakte Φ–
Funktional Gleichungen fu¨r das mittlere Feld und die exakte Greenfunktion liefert, respektieren
diese Gro¨ßen somit die aus Symmetrien folgenden Ward–Takahashi–Identita¨ten.
Dies ist fu¨r Na¨herungen des Φ–Funktionals im allgemeinen aber nicht der Fall. Als ein Ergebnis
dieser Arbeit wird eine systematische Methode zur Symmetrieanalyse von Φ–Funktionalna¨he-
rungen vorgestellt. Es zeigt sich dabei, daß zwar die Divergenz der Erwartungswerte der lokalen
erhaltenen Stro¨me, auch fu¨r die Na¨herung verschwindet und somit der Erwartungswert der
dazugeho¨rigen Ladung eine Erhaltungsgro¨ße ist, aber die Ward–Takahashi–Identita¨ten fu¨r die
Korrelationsfunktionen dieser Gro¨ßen nicht erfu¨llt sind. Quantenstatistisch betrachtet bedeutet
dies, daß die mittleren Erhaltungsgro¨ßen zwar die Symmetrien respektieren, nicht aber ihre
Korrelationen.
Der Grund dafu¨r la¨ßt sich auch auf andere Weise verstehen: Die Zweipunktfunktion, die selbst-
konsistent behandelt wird, beschreibt den
”
Zerfall“ der Einteilchenzusta¨nde aufgrund von Wech-
selwirkungen des betrachteten Teilchens mit dem Medium, in dem es sich befindet. In Na¨he-
rungen des Φ–Funktionals wird jedoch der Fluß der Erhaltungsgro¨ße in andere Zusta¨nde nicht
vollsta¨ndig beru¨cksichtigt, da die Vertizes als punktfo¨rmig behandelt werden. Obwohl also an
jedem Punktvertex die Erhaltungssa¨tze respektiert werden, wird im allgemeinen die Symmetrie
fu¨r Korrelationsfunktionen (feldtheoretisch durch die eigentlichen Selbstenergie– und Vertex-
funktionen gegeben) verletzt.
Das bekannteste Beispiel fu¨r eine solche Verletzung der Symmetrie durch selbstkonsistente Na¨-
herungen stellt die Hartreena¨herung des linearen O(N)–Sigmamodells, das das einfachste chiral
symmetrische Modell fu¨r die Pionen und das
”
Sigmameson“ dar. Die chirale Symmetrie wird in
dieser Theorie spontan und schwach explizit gebrochen, und die Symmetriegruppe des Grund-
zustandes ist im chiralen Limes O(N − 1). Nach dem Goldstone–Theorem muß es im chiralen
Limes der spontan gebrochenen Phase demnach N − 1 masselose Teilchen (Nambu–Goldstone–
Bosonen) geben. Dies ist fu¨r die einfachste Φ–Funktional–Na¨herung, die der Hartree–Na¨herung
entspricht, nicht der Fall. Die
”
Pionen“ sind infolgedessen im Rahmen dieser Na¨herungen auch
im chiralen Limes nicht masselos, was die Verletzung der chiralen Symmetrie impliziert.
Ein wichtiges Resultat dieser Arbeit wird jedoch an diesem Beispiel bereits deutlich: Die auf der
Φ–Funktionalmethode beruhenden Na¨herungen lassen sich durch Subtraktion von temperatur–
und dichteunabha¨ngigen Gegentermen renormieren. Dies wird durch die Entwicklung einer von
10
1.2 · Zusammenfassung der Arbeit
der im Rahmen der Sto¨rungstheorie angewendeten BPHZ–Methode inspirierten Methode zur
Subtraktion der Subdivergenzen von Diagrammen ermo¨glicht. Wir zeigen, daß stets die Extrak-
tion der reinen Vakuumsubdiagramme und Subtraktion der in ihnen enthaltenen Divergenzen
ausreicht, um den endlichen Beitrag des gesamten selbstkonsistenten Diagramms eindeutig durch
Wahl der im Vakuum festzulegenden Renormierungsbedingungen zu bestimmen. Sto¨rungstheore-
tisch entspricht dies einer nichttrivialen Teilresummation der Gegenterme in beliebiger Ordnung.
Es zeigt sich, daß die innere Konsistenz dieser Gegenterme durch die Φ–Funktionalmethode si-
chergestellt wird.
Wir werden jedoch auch zeigen, daß es stets mo¨glich ist, eine effektive Wirkung aus dem ge-
na¨herten Φ–Funktional zu definieren, die die Erhaltungssa¨tze vollsta¨ndig respektiert. Allerdings
erzeugt dieses Funktional eine externe Selbstenergiefunktion, die im allgemeinen von der selbst-
konsistent berechneten Selbstenergie verschieden ist. Im Fall des linearen Sigmamodells in Har-
treena¨herung fu¨hrt diese Na¨herung des effektiven Potentials zur RPA–Resummation, von der in
der Literatur bereits bekannt ist, daß sie zur Wiederherstellung der chiralen Symmetrie fu¨hrt.
Unser Zugang liefert daru¨ber hinaus den Nachweis, daß dieses Verfahren zur
”
Restauration der
Symmetrie“ fu¨r alle Na¨herungen der betrachteten Art fu¨hrt. Diese Mo¨glichkeit, symmetrieerhal-
tende Na¨herungen auch fu¨r die Korrelationsfunktionen der Vielteilchentheorie zu konstruieren,
wurde bereits durch Kadanoff und Baym ohne Ru¨ckgriff auf die Φ–Funktionalmethode angege-
ben.
Wir schließen das Kapitel mit der detaillierten Untersuchung des Renormierungsproblems am
Beispiel der φ4–Theorie, die wir mit der entwickelten Methode bis zur 2. Ordnung der Φ–
Funktionalna¨herung behandeln, so daß die selbstkonsistente Na¨herung fu¨r die Selbstenergie
durch eine Summe aus
”
Tadpole–“ und
”
Sunsetdiagramm“ gegeben ist. Es zeigt sich, daß durch
die Φ–Funktionalmethode die Konsistenz der zur Renormierung der u¨berlappenden Divergenzen
notwendigen Gegenterme gesichert wird.
Anhand dieses Beispiels wird auch gezeigt, daß sich die selbstkonsistenten Na¨herungen unter
Verwendung dieses Renormierungsverfahrens numerisch auswerten lassen.
In Kapitel 4 wenden wir uns schließlich der Behandlung der Vektor–Mesonen zu, wobei wir
uns auf das einfachste abelsche Vektordominanzmodell beschra¨nken wollen (fu¨r eine mo¨gliche
nichtabelsche Erweiterung des Modells, das alle drei Vektormesonen beinhaltet, vgl. meine Di-
plomarbeit [Hee97]).
Wir rekapitulieren die Bedeutung der Ward–Takahashi–Identita¨ten fu¨r Eichtheorien, die hier
nicht nur Ausdruck des Zusammenhangs zwischen Symmetrien und Erhaltungssa¨tzen sind, son-
dern auch sicherstellen, daß keine unphysikalischen Freiheitsgrade die Konsistenz des Modells
zersto¨ren. Wie wir zeigen werden, gilt dies auch fu¨r die abelsche Theorie mit massiven Vek-
tormesonen, da eine renormierbare Theorie nur mo¨glich ist, wenn das massive Vektormeson
als Eichboson behandelt wird. Im Gegensatz zum nichtabelschen Fall beno¨tigen wir allerdings
keinen Higgsmechanismus zur Erzeugung der Masse. Es genu¨gt die Einfu¨hrung eines skalaren
Geistfeldes, das zusammen mit den Faddeev–Popov–Geistern die spuriosen Moden des Eichfel-
des kompensiert. Diese Geistfelder sind aber wegen der Kommutativita¨t der Eichgruppe wech-
selwirkungsfrei und treten daher nicht bei der Berechnung von Φ–Funktionalna¨herungen in Er-
scheinung, was das Problem der Verletzung der Eichinvarianz durch die Na¨herungen erheblich
vereinfacht.
Die Anwendung der Φ–Funktionalmethode auf Eichtheorien wird na¨mlich dadurch erheblich
erschwert, daß sie die Ward–Takahashi–Identita¨ten der Eichsymmetrie ab dem Zweipunktniveau
verletzen. Da diese Propagatoren in der selbstkonsistenten Rechnung selbst in die Gleichungen
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eingehen mu¨ssen, ergeben sich charakteristische Probleme mit den spuriosen Moden.
Wir ko¨nnen dieses Problem nicht grundsa¨tzlich lo¨sen, weil es fu¨r die selbstkonsistenten Na¨he-
rungen keinen Entwicklungsparameter gibt, der eine systematische Formulierung fu¨r symmetrie-
erhaltende Na¨herungen garantiert, wie es in der Sto¨rungstheorie die Anzahl der Schleifen der
beru¨cksichtigten Diagramme darstellt, was einer Entwicklung der sto¨rungstheoretischen eigent-
lichen Vertexfunktionen nach Potenzen von ~ entspricht.
Um die Verletzung der Eichsymmetrie durch die Na¨herung mo¨glichst klein zu halten, werden wir
zuna¨chst in der Wahl der Eichung eingeschra¨nkt. Wir ko¨nnen die Massen der spuriosen Moden
beliebig groß wa¨hlen, wie das Beispiel der Klasse der manifest renormierbaren ’t Hooftschen
Rξ–Eichungen zeigt, bei der die spuriosen Moden die Massenquadrate ξm
2
ρ besitzen. Fu¨r ξ →
∞ gehen die Rξ–Eichungen in die unita¨re Eichung u¨ber, in der keine spuriosen Moden mehr
vorkommen.
Die von Na¨herungen des Φ–Funktionals generierte Dysongleichung garantiert jedoch nicht, daß
der Fluß des zur Eichtheorie geho¨rigen erhaltenen Stromes vollsta¨ndig beru¨cksichtigt wird. Dies
a¨ußert sich darin, daß der Polarisationstensor fu¨r das ρ–Meson fu¨r diese Na¨herung nicht vierdi-
mensional transversal ist und somit die Ward–Takahashi–Identita¨t fu¨r den Polarisationstensor
verletzt wird. Es muß daher von Hand auf die vierdimensional transversalen Freiheitsgrade des
Polarisationstensors projiziert werden. Durch die Verletzung der Eichsymmetrie ergeben sich
dabei auch numerische Schwierigkeiten am Lichtkegel. Erfahrungen mit klassischen Transport-
na¨herungen (Fokker–Planck–Gleichung) zeigen aber, daß die Korrekturen des internen Polarisa-
tionstensors durch die Leitersummation fu¨r die rein ra¨umlichen Komponenten i.a. klein sind. Da-
her verwenden wir ausschließlich diese Komponenten des selbstkonsistenten Polarisationstensors
zur Definition der vierdimensional transversalen Komponenten, wodurch auch die numerischen
Probleme am Lichtkegel vermieden werden.
Um in einer mo¨glichst einfachen selbstkonsistenten Modellrechnung den Einfluß der Breite des
Pions im Medium auf die ρ–Mesonenparameter zu studieren, haben wir auf eine Ankopplung
der Baryonenresonanzen verzichtet. Die Breite der Pionen wird in dieser Modellrechnung durch
die Vierpionenkopplung generiert, die in einer bosonischen Eichtheorie ohnehin notwendig ist,
um die Renormierbarkeit des Modells zu gewa¨hrleisten.
Wie die numerische Auswertung des Modells zeigt, geht bei endlichen Temperaturen das scharfe
Schwellenverhalten des ρ–Mesonenpolarisationstensors erwartungsgema¨ß aufgrund der Pionen-
breite in Materie vollsta¨ndig verloren. Dies entspricht der physikalischen Situation, daß bei end-
lichen Temperaturen bei allen Energien reale Prozesse mo¨glich sind, die auf die Wechselwirkung
des durch den Propagator beschriebenen Teilchens an den u¨brigen Teilchen im
”
Wa¨rmebad“
zuru¨ckzufu¨hren sind.
Unter Annahme der Vektormesondominanz wurde aus dem selbstkonsistent berechneten ρ–
Mesonenpolarisationstensor das Dileptonenspektrum gewonnen (vgl. Anhang D). Durch Sortie-
ren der einzelnen Beitra¨ge des Schleifenintegrals zum Polarisationstensor nach dem Vorzeichen
der Energiekomponente der beteiligten Propagatoren lassen sich die einzelnen physikalischen
Prozesse auflo¨sen: Der Niederenergiebereich des Dileptonenspektrums wird von Bremsstrah-
lungsprozessen dominiert. Dieser Beitrag ist in der Sto¨rungsrechnung aufgrund des scharfen
Schwellenverhaltens vollsta¨ndig unterdru¨ckt, also eine direkte Folge der endlichen Pionenbreiten
im Medium. Der Vorteil der selbstkonsistenten Behandlung gegenu¨ber der Verwendung von
”
ef-
fektiven Propagatoren“ in einem quasi sto¨rungstheoretischen Zugang liegt dabei darin, daß diese
Bremsstrahlungsprozesse konsistent mit den Annihilationsprozessen behandelt werden. Dadurch
wird der Landau–Pomeranchuk–Migdal–Effekt beru¨cksichtigt. Diese Modellrechnung zeigt, daß
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eine signifikante Erho¨hung der Dileptonenrate im Bereich unterhalb von
√
s = 500MeV quali-
tativ durch die diskutierten Mediumeffekte erreicht werden kann.
Wie schon oben erwa¨hnt, la¨ßt sich zu jeder Φ–Funktionalna¨herung eine nichtperturbative Na¨-
herung Γeff fu¨r die effektive Wirkung angeben, die die Ward–Takahashi–Identita¨ten erfu¨llt,
vorausgesetzt man bestimmt das Φ–Funktional konsistent in einer bestimmten Schleifenord-
nung. Γeff wird durch die mittleren Felder und Propagatoren, die durch die Lo¨sungen der Φ–
Funktionalna¨herung bestimmt sind, ausgedru¨ckt. Die durch Γeff in der u¨blichen Weise durch Ab-
leitung nach den mittleren Feldern generierten Vertexfunktionen erfu¨llen die Ward–Takahashi–
Identita¨ten. Diese Vertexfunktionen bezeichnen wir als externe Gro¨ßen, weil der externe Propaga-
tor nicht selbstkonsistent aus einer Dysongleichung bestimmt wird. Vielmehr sind die inneren Li-
nien der externen Selbstenergiefunktionen durch die Lo¨sung der von der Φ–Funktionalna¨herung
bestimmten Dysongleichung gegeben, die wir in diesem Zusammenhang auch als interne Propa-
gatoren bezeichnen. Die Lo¨sung der zur Φ–Funktionalna¨herung geho¨rigen Feldgleichung ist per
constructionem hingegen auch stationa¨rer Punkt des Funktionals Γeff. Dies erkla¨rt, warum die
Mittelwerte der Noetherstro¨me erhalten sind, die Ward–Takahashi–Identita¨ten fu¨r die ho¨heren
Vertexfunktionen aber verletzt werden.
Die Berechnung des externen ρ–Polarisationstensors erfordert die Lo¨sung einer Bethe–Salpeter-
gleichung in Leiterna¨herung, die den zum selbstkonsistenten Propagator im Sinne der Ward–
Takahashi–Identita¨ten geho¨rigen Dreipunktvertex bestimmt. Es ist dabei entscheidend fu¨r diese
Konsistenz, daß der in die Bethe–Salpetergleichung eingehende Kern, seiner
”
Topologie“ nach ein
Vierervertex, seinerseits als zweite Ableitung des Φ–Funktionals definiert werden muß. Einzig
und allein dieser Kern stellt die Konsistenz des externen Propagators mit den Ward–Takahashi–
Identita¨ten sicher, und diese kann auch nur durch die Resummation aller Leiterdiagramme fu¨r
den Dreiervertex erreicht werden. Analoge Bemerkungen gelten natu¨rlich auch fu¨r die ho¨heren
Vertexfunktionen.
Selbst wenn die Leiterreihe numerisch aufsummiert werden ko¨nnte, erga¨be sich nun aber immer
noch ein Problem mit der thermodynamischen Konsistenz. Zwar ergibt sich durch Schließen
des externen Propagators mit einer Propagatorlinie eine unendliche Summe von zweiteilchenir-
reduziblen geschlossenen Diagrammen, die damit die geforderte Topologie der Φ–Funktional–
Diagramme besitzen, aber der externe Propagator erfu¨llt nicht die zu diesem Φ–Funktional
geho¨rige Dysongleichung, und die durch die geschlossenen Diagramme gegebene Na¨herung fu¨r
das thermodynamische Potential wird nicht am stationa¨ren Punkt der dynamischen Gro¨ßen be-
rechnet. Dies war zu erwarten, da ja Baym gezeigt hat, daß eine selbstkonsistente Na¨herung,
die gleichzeitig die Erhaltungssa¨tze fu¨r die Erwartungswerte der Stro¨me als auch die thermo-
dynamische Konsistenzforderung erfu¨llt, notwendig vom Typ einer Φ–Funktionalna¨herung sein
muß.
Bei der numerischen Bestimmung der Φ–Funktionalna¨herung bleibt auch das Problem mit den
unphysikalischen Moden ungelo¨st, die dazu fu¨hren ko¨nnen, daß numerische Instabilita¨ten auf-
treten. In diesem Fall ko¨nnte dann prinzipiell die Leitersumme nicht gebildet werden.
1.3 Ausblick
Die in dieser Arbeit bereitgestellten Mittel zur Formulierung und Lo¨sung selbstkonsistenter
Na¨herungen, die insbesondere die endliche Breite von Teilchen und Resonanzen in Materie be-
ru¨cksichtigt, lassen sich auf viele Problemstellungen der Vielteilchenphysik anwenden.
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So ist eine Anwendung auf realistische hadronische Modelle zur Dileptonenproduktion mo¨glich,
die neben weiteren mesonischen Freiheitsgraden (z.B. ω und φ) insbesondere auch die stark an die
Pionen koppelnden Baryonenresonanzen beru¨cksichtigen. Dabei stellt die Φ–Funktionalmethode
die konsistente Beru¨cksichtigung aller Effekte im Rahmen der Na¨herung sicher: Das Hinzufu¨gen
eines Feldfreiheitsgrades zum Modell modifiziert durch die Selbstkonsistenz der Na¨herung auch
alle anderen Freiheitsgrade, und zwar so, daß die thermodynamische Konsistenz sichergestellt
wird.
Wie die Betrachtung des O(N)–Modells gezeigt hat, ist die Methode insbesondere auch zur
Untersuchung von Phasenu¨berga¨ngen geeignet, so daß auch eine Anwendung auf chirale Modelle
interessant ist.
Die Erfahrungen mit dem abelschen Eichmodell fu¨r das pi–ρ–System ko¨nnen auf nichtabelsche
Eichmodelle erweitert werden, wobei insbesondere die Anwendung auf das Quark–Gluon–Plasma
und die Beschreibung von Pha¨nomenen wie
”
color–conductivity“ interessant sein du¨rfte.
Fu¨r die QCD gibt es seit langem viele Ansa¨tze, zu eichinvarianten selbstkonsistenten Na¨herungen
zu gelangen. Besonderen Erfolg versprach das
”
Hart Thermal Loop“–Verfahren, das auf einer
Trennung der Skalen in harte und weiche Freiheitsgrade beruht1. Die Anwendbarkeit dieser An-
sa¨tze ist jedoch auf das perturbative Regime der QCD beschra¨nkt, und alle Bemu¨hungen, u¨ber
eine Beschreibung der weichen Moden jenseits eines mittleren Feldes, d.h. einer klassischen Feld-
na¨herung, hinauszugehen, sind bislang erfolglos in der Aufgabe geblieben, die Stromerhaltung,
geschweige denn Eichkovarianz, auf dem Propagatorniveau zu gewa¨hrleisten. Das hier vorge-
schlagene Projektionsverfahren garantiert zumindest die Stromerhaltung des internen Polarisa-
tionstensors und ko¨nnte daher auch bei diesen Problemen zu weiteren Fortschritten verhelfen.
Hinsichtlich der numerischen Methoden setzt der hohe numerische Aufwand der Erweiterung auf
Na¨herungen, die u¨ber das Zweipunktniveau des Φ–Funktionals hinausgehen, allerdings Grenzen.
So ist schon die numerische Lo¨sung der Leitergleichungen, die zur Bestimmung des externen
Propagators mit dem in Anhang B beschriebenen Na¨herungsverfahren praktisch unmo¨glich.
Hier ist eine einfache Parametrisierung des dysonresummierten Propagators, der eine analytische
oder stark vereinfachte numerische Behandlung der Diagramme ermo¨glicht und Anwendung des
Rayleigh–Ritzschen Na¨herungsverfahrens denkbar.
Hinsichtlich einer Behandlung von Nichtgleichgewichtszusta¨nden stellt die Φ–Funktionalmethode
ein wichtiges Hilfsmittel zur Aufstellung von Transportgleichungen fu¨r breite Resonanzen dar,
deren Beschreibung eine u¨ber die u¨blichen Quasiteilchenna¨herungen hinausgehende Na¨herung
erfordert2.
1Von der umfangreichen Literatur seien fu¨r die Grundlagen nur [FT92], [BP92a, BP92b] und [JN93] zitiert. In
[BI93, BI94, BI95] wird der Zusammenhang mit klassischen Transportgleichungen (Fokker–Planck–Gleichungen)
hergestellt.
2vgl. [IKV99, IKV00, Leu00]
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Quantenfeldtheoretische Grundlagen
In diesem Kapitel sollen die allgemeinen Grundlagen der Quantenstatistik in der Formulierung
der relativistischen Quantenfeldtheorie zusammengestellt werden.
Obwohl sich die Resultate dieser Arbeit vor allem auf den Fall des thermodynamischen Gleich-
gewichts beziehen, wollen wir zuna¨chst den allgemeinen Formalismus der von Schwinger und
Keldysh in [Sch61, Kel64] eingefu¨hrten Realzeitkontur betrachten. Dieser Formalismus bietet
sich na¨mlich auch fu¨r die Behandlung des Gleichgewichtsfalls an, da er sowohl die Berechnung
dynamischer Eigenschaften von Teilchen in dichter, heißer Materie als auch der Zustandsgro¨ßen
im Falle des thermodynamischen Gleichgewichts erlaubt, und zwar auf Grundlage der n–Punkt–
Greenschen Funktionen auf der Zeitkontur.
2.1 Statistische Ensembles
Ein Vielteilchensystem erlaubt i.a. aufgrund seiner Komplexita¨t keine exakte quantentheore-
tische Behandlung. Vielmehr muß auf bestimmte fu¨r ein gegebenes Problem charakteristische
kollektive, makroskopische Gro¨ßen zuru¨ckgegriffen werden, die durch die Mittelwerte der entspre-
chenden mikroskopischen Gro¨ßen definiert sind. Dies geschieht durch die Einfu¨hrung geeigneter
Gibbsscher Ensembles des Vielteilchenproblems.
2.1.1 Zusta¨nde und Observable
Ein Quantensystem wird allgemein durch seinen Zustandsraum, also den projektiven Raum eines
separablen Hilbertraums und die durch ein System von Feldoperatoren erzeugte Operatoralgebra,
charakterisiert.
Ein Zustand ist durch einen positiv semidefiniten Operator R mit Spur 1, den statistischen Ope-
rator, definiert. Bezeichnet |ψ〉 einen beliebigen normierten Vektor, also den Repra¨sentanten eines
reinen Zustands, der einer vollsta¨ndigst mo¨glichen Charakterisierung des Systems entspricht, so
ist die Wahrscheinlichkeit, diesen bei Messung der entsprechenden Observable vorzufinden, durch
PR(ψ) = 〈ψ |R|ψ〉 (2.1)
gegeben. Wie man leicht durch Entwicklung nach einem beliebigen vollsta¨ndigen Orthonormal-
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system sieht, la¨ßt sich dies auch durch die Gleichung
PR(ψ) = Tr(R |ψ〉 〈ψ|) (2.2)
ausdru¨cken. Damit ordnet sich der Spezialfall des reinen Zustands vollsta¨ndig in den allgemeinen
Fall unter. Ein reiner Zustand liegt na¨mlich genau dann vor, wenn der statistische Operator ein
Projektionsoperator ist.
Betrachten wir nun eine beliebige Observable O, die durch den Operator O repra¨sentiert wird.
Ist ihre Spektraldarstellung
O =
∫
do o |o〉 〈o| , (2.3)
so ist offenbar der Erwartungswert derselben durch
〈O〉
R
=
∫
do oPR(|o〉) = Tr(OR) (2.4)
gegeben.
Die Dynamik des Systems wird durch eine nach unten beschra¨nkte Observable, den Hamilton-
operator charakterisiert. Die Zeitentwicklung ist dabei nur bis auf eine unita¨re Transformation
festgelegt. Die beobachtbaren Gro¨ßen, also quantenstatistische Mittelwerte von Observablen,
sind na¨mlich unita¨r a¨quivalent, d.h. invariant unter unita¨ren Transformationen. Fu¨r allgemeine
Betrachtungen bietet sich das Heisenbergbild an. Dieses wird dadurch definiert, daß die Zusta¨nde
zeitunabha¨ngig sind und die Observablen der Bewegungsgleichung
d
dt
O(φ, t) =
1
i
[O(φ, t),H]− + ∂tO(φ, t) (2.5)
genu¨gen. Dabei bezieht sich ∂t auf die explizite Zeitabha¨ngigkeit des Operators.
Fu¨r den statistischen Operator gilt im Heisenbergbild definitionsgema¨ß die von Neumann–
Gleichung
d
dt
R =
1
i
[H,R]− + ∂tR = 0. (2.6)
Speziell im thermodynamischen Gleichgewicht, wenn also keine explizite Zeitabha¨ngigkeit des
statistischen Operators vorliegt, vertauscht derselbe mit dem Hamiltonoperator. Er muß also in
diesem Fall ein Funktional der Erhaltungsgro¨ßen des Systems sein.
2.1.2 Das Wechselwirkungsbild
Aufgabe der Quantenstatistik ist es, aus einem gegebenen Anfangszustand die aufgrund des
Hamiltonoperators bestimmte Dynamik des Systems zu berechnen. Dies ist im allgemeinen Fall
einer Quantenfeldtheorie wechselwirkender Teilchen nicht in geschlossener Form mo¨glich, so
daß wir auf die Sto¨rungsrechnung als Ausgangspunkt angewiesen sind. Wir gehen daher zum
Wechselwirkungsbild u¨ber, das dadurch charakterisiert ist, daß sich die Feldoperatoren nach dem
”
ungesto¨rten“ Hamiltonoperator HI0 gema¨ß der Gleichung
φI(t, ~x) = AI(t, t0)φI(t0, ~x)A
†
I(t, t0) mit A(t, t0) = Tc exp
[
+i
∫ t
t0
dt′HI0(t
′)
]
(2.7)
und die statistischen Operatoren nach dem
”
Sto¨rhamiltonoperator“ HIS gema¨ß
RI [φI(t), t] = CI(t, t0)RI [φI(t0), t]C
†
I(t, t0) mit CI(t, t0) = Tc exp
[
−i
∫ t
t0
dt′HIS(t
′)
]
(2.8)
16
2.1 · Statistische Ensembles
 
+
 
−
t
t
tft0
Abbildung 2.1: Die Schwinger–Keldysh-Kontur, deren beide Zweige wir mit  − (chronologische
Zeitordnung) bzw.  + (antichronologische Zeitordnung) bezeichnen. Diese gerichtete Kurve ent-
lang der reellen Zeitachse legt die Zeitordnung der Operatoren in (2.10) fest, wenn man sich alle
Zeiten auf den beiden Zweigen entsprechend der Pfeile angeordnet denkt.
zeitlich entwickeln. Das Symbol Tc steht fu¨r die chronologische Zeitordnung der Operatoren, d.h.
bei der Entwicklung der Exponentialfunktion ist die Operatorordnung mit von rechts nach links
wachsenden Zeitargumenten unter dem Integral zu wa¨hlen. Bei fermionischen Feldoperatoren
schließt dieses Ordnungssymbol die Signatur der zu der Umordnung beno¨tigten Permutation
ein. Der gesamte Hamiltonoperator ist durch HI = HI0 + HIS gegeben.
Betrachten wir nun eine beliebige, von zuna¨chst nur einem Zeitargument abha¨ngige Observable
OI(t) (z.B. die fundamentalen Feldoperatoren). Dabei gehen wir davon aus, daß die Zeitentwick-
lungsgleichung (2.7) in analytischer Form lo¨sbar ist. Das ist fu¨r die relativistische Quantenfeld-
theorie der Fall, sofern man fu¨r HI0 den ”
wechselwirkungsfreien Hamiltonoperator“ zugrunde
legt. Im allgemeinen wird dann die Bewegungsgleichung (2.8) fu¨r den statistischen Operator
nicht geschlossen lo¨sbar sein. Daher sind wir auf die Anwendung sto¨rungstheoretischer Metho-
den angewiesen, die auf der Entwicklung in asymptotische Reihen nach Potenzen der im Sto¨r-
hamiltonoperator enthaltenen Kopplungskonstanten beruht (zeitabha¨ngige Sto¨rungstheorie).
Wir erweitern diese Methode auf die Berechnung von Erwartungswerten zeitabha¨ngiger Ope-
ratoren. Wegen (2.8) und der zyklischen Vertauschbarkeit von Operatoren unter der Spur gilt
〈O(t)〉
R
= Tr[RI(t)OI(t)] = Tr[RI0C
†
I(t, t0)OI(t)CI(t, t0)] mit RI0 = R[φI(t0), t]. (2.9)
Da sich bei der hermiteschen Konjugation in Operatorprodukten die Reihenfolge der Operatoren
umkehrt, folgt daraus sofort die Gleichung
〈O(t)〉 = Tr
[
RI0Ta
{
exp
[
+i
∫ t
t0
dt′HIS(t
′)
]}
OI(t)Tc
{
exp
[
−i
∫ t
t0
dt′HIS(t
′)
]}]
. (2.10)
Dabei bezeichnet Ta die antichronologische Zeitordnung, also die gegenu¨ber Tc umgekehrte An-
ordnung der Operatoren innerhalb des Produkts.
Nach einer von Schwinger[Sch61] und Keldysh[Kel64] eingefu¨hrten Technik la¨ßt sich dieser Aus-
druck insgesamt durch eine Operatorordnung beschreiben, die durch die Einfu¨hrung einer Zeit-
kontur gegeben ist. Diese Zeitkontur verla¨uft vom Anfangszeitpunkt t0 bis zu einer Zeit tf ≥ t
und wieder zuru¨ck zu t0 (s. Abb. 2.1).
Unter Verwendung dieser Kontur ko¨nnen wir (2.10) in der Form
〈O(t)〉
R
= Tr
{
RI0T 
[
exp
(
−i
∫

dt′HIS(t
′)
)]
OI(t)
}
(2.11)
schreiben, wobei das Integral als Wegintegral entlang der Kontur zu verstehen ist. Dadurch ergibt
sich auch fu¨r die antichronologisch geordnete Kontur aufgrund der entsprechend entgegengesetz-
ten Integrationsrichtung das korrekte Vorzeichen. Weiter bemerken wir, daß sich aufgrund der
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Zeitordnung die Beitra¨ge des Zeitintervalls [t, tf ] von den beiden Zweigen der Kontur jeweils
gegenseitig aufheben. Dabei sind aber noch keine Bedingungen an die Asymptotik der Felder
gestellt. Diese sind der physikalischen Situation des Anfangszustandes entsprechend zu wa¨hlen.
Der Fall der gewo¨hnlichen Quantenfeldtheorie im Vakuum ergibt sich fu¨r R = |0〉 〈0|. Das Ziel
ist die Berechnung von S–Matrixelementen. Die Randbedingungen an die Felder bestimmen
sich dabei aus der Forderung, daß die Felder fu¨r große Zeiten in asymptotisch freie Zusta¨n-
de, die freie Teilchen im Anfangs– bzw. Endzustand repra¨sentieren, u¨bergehen mu¨ssen. Fu¨r die
Berechnung von Greenschen Funktionen (n–Punkt–Funktionen) ist hingegen gema¨ß der LSZ–
Reduktionsformel (vgl. z.B. [IZ80, BL86]) das asymptotische Verschwinden der Felder zu ver-
langen. Wir kommen weiter unten auf die Frage der Randbedingungen fu¨r den Fall des thermo-
dynamischen Gleichgewichts zuru¨ck.
Die weitere Ausgestaltung des Formalismus folgt weitgehend dem Vorgehen in der Vakuumtheo-
rie: Die Exponentialfunktion in (2.11) wird formal nach Potenzen von HIS entwickelt. Dies
fu¨hrt in bekannter Weise zu Feynmanregeln, allerdings mit einigen wesentlichen Unterschie-
den. Zuna¨chst sind alle Greenschen Funktionen mit ihrem Zeitargument entlang der Kontur
definiert. Weiter ist nicht zu erwarten, daß das Wicktheorem in seiner einfachen Form wie im
Vakuum gilt. Im allgemeinen zerfallen Erwartungswerte fu¨r Feldoperatorprodukte na¨mlich nicht
in Summen aus Produkten von Zweipunktfunktionen, sondern der statistische Operator wird
Vielteilchenkorrelationen beliebiger Ordnung enthalten. Man kann zeigen, daß das Wicktheorem
genau dann in einer dem Vakuumfall entsprechenden Form gilt, wenn der statistische Operator
von der Form R = exp[−A] ist, wobei A ein beliebiger hermitescher Einteilchenoperator ist,
so daß R ein Operator mit Spur 1 ist. Dabei unterscheiden sich die Greenfunktionen von den
Feynmanpropagatoren des Vakuums [Dan84].
Weiter ist es offensichtlich, daß sich (2.11) auf beliebige Feldoperatorprodukte erweitern la¨ßt:
〈T  φ(x1) · · ·φ(xn)〉 = Tr
[
RI0T 
{
exp
[
−i
∫

dτHIS(τ)
]
φI(x1) · · ·φI(xn)
}]
. (2.12)
Da die Observablenalgebra durch die Feldoperatoren erzeugt wird, ko¨nnen wir die Erwartungs-
werte observabler Gro¨ßen aus den Erwartungswerten der Form (2.12) gewinnen. Diese ko¨nnen
wir aber durch Funktionalableitungen des erzeugenden Funktionals
Z  [R, J ] = Tr
{
RI0T  exp
[
i
∫

d2ωxJ(x)φI(x)
]}
(2.13)
berechnen. Dabei denken wir uns die Feldtheorie gleich in einer allgemeinen Raumzeitdimension
2ω im Sinne der dimensionalen Regularisierung formuliert, so daß wir es stets mit regularisierten
Ausdru¨cken zu tun haben.
2.1.3 Mehrpunktfunktionen auf der Kontur
Fu¨r die praktischen Anwendungen, u.a. auch fu¨r die Herleitung von Diagrammregeln, beno¨tigen
wir die Greenfunktionen bzgl. der reellen Zeitargumente, um Fouriertransformationen bzgl. der
Differenzen von Raum–Zeit–Argumenten bilden zu ko¨nnen. Dabei muß aber notiert werden, auf
welchem Zweig der Kontur die Konturkomponente jedes Elements liegt. Dies geschieht durch
Indizes − bzw. + an den jeweiligen Funktionen.
Fu¨r Einpunktfunktionen, also Erwartungswerte eines beliebigen lokalen Feldoperators F (x) =
〈A(x)〉 gilt
F+(x) = F−(x), (2.14)
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da sich die Beitra¨ge des Zeitintervalls (t, tf ) von den beiden Teilen der Kontur gegenseitig auf-
heben.
Wir werden es im folgenden hauptsa¨chlich mit Zweipunktfunktionen zu tun haben. Seien A(x)
und B(x) zwei beliebige lokale Operatoren. Dann ist eine Konturzweipunktfunktion F durch
iF (x, y) = 〈T  A(x)B(y)〉 (2.15)
definiert. Sie la¨ßt sich als eine 2× 2–Matrix aus Zweipunktfunktionen mit gewo¨hnlichen reellen
Zeitargumenten darstellen, indem man definiert
iFˆ (x, y) = i
(
F−−(x, y) F−+(x, y)
F+−(x, y) F++(x, y)
)
=
(〈TcA(x)B(y)〉 〈B(y)A(x)〉
〈A(x)B(y)〉 〈TaA(x)B(y)〉
)
. (2.16)
Dazu ist zu bemerken, daß wir hier die Regeln fu¨r bosonische lokale Operatoren angefu¨hrt haben.
Im Fall fermionischer Felder muß zusa¨tzlich dem Vorzeichen der durch den Zeitordnungsoperator
vorgeschriebenen Permutation des Produkts Rechnung getragen werden.
Aus der Matrixdarstellung wird deutlich, daß die Außerdiagonalelemente F −+ und F+− Erwar-
tungswerte von Produkten mit festliegender Operatorordnung sind. Wegen der Unitarita¨t der
Zeitentwicklung sind diese Funktionen analytisch in t ∈  und lassen sich zumindest in einer
Umgebung der reellen Achse analytisch nach komplexen t–Werten fortsetzen. Wir werden im
Fall des thermodynamischen Gleichgewichts die Anwendung dieser analytischen Eigenschaften
noch genauer ausfu¨hren. Auch im allgemeinen Fall lassen sich die Zweipunktfunktionen mit Hilfe
der vermo¨ge
Θ  (t1, t2) =
{
1 fu¨r t1 ≥  t2
0 fu¨r t2 <  t2
(2.17)
definierten Sprungfunktion durch die in t analytischen Außerdiagonalelemente ausdru¨cken:
F (x, y) = Θ  (x0, y0)F
+−(x, y) + Θ  (y0, x0)F
−+(x, y). (2.18)
In vielen Fa¨llen ist es aber bequemer, die Zweipunktfunktionen durch die retardierten und
avancierten Funktionen
FR(x, y) = F
−−(x, y)− F−+(x, y) = F+−(x, y)− F++(x, y) =
= Θ(x0 − y0)[F+−(x, y)− F−+(x, y)]
FA(x, y) = F
−−(x, y)− F+−(x, y) = F−+(x, y)− F++(x, y) =
= −Θ(y0 − x0)[F+−(x, y)− F−+(x, y)]
(2.19)
auszudru¨cken.
Fu¨r den Fall, daß B = A†, insbesondere also fu¨r die Greensche Funktion, fu¨r die A = φ ist,
gelten zusa¨tzlich die Symmetriebeziehungen
[iF±∓(x, y)]∗ = iF±∓(y, x), [iF±±(x, y)]∗ = iF∓∓(y, x)
[FR(x, y)]∗ = FA(y, x).
(2.20)
Wir ko¨nnen nun fu¨r die Matrixelemente der Zweipunktfunktion die sogenannte Wignertrans-
formierte einfu¨hren, d.h. die Fouriertransformation bzgl. der Relativkoordinaten ξ = x− y der
Zweipunktfunktion. Im allgemeinen wird die Funktion dann noch von X = (x+ y)/2 abha¨ngen:
F˜ ij(X, p) =
∫
d2ωξF ij(X + ξ/2, X − ξ/2) exp(ipξ), i, j ∈ {+,−}. (2.21)
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Ist der durch den statistischen Operator definierte Zustand des Systems translationsinvariant,
ha¨ngen die F˜ ij nur von p ab, denn die Zweipunktfunktionen F ij selbst ko¨nnen in diesem Fall
nur von den Relativkoordinaten ξ = x− y abha¨ngen.
Fu¨r den Fall B = A† folgt aus den Beziehungen (2.20) fu¨r die Wignertransformierten
iF˜±∓(X, p) ∈  , [iF˜±±(X, p)]∗ = iF˜∓∓(X, p)
[F˜R(X, p)]
∗ = F˜A(X, p).
(2.22)
Aus (2.19) folgt aus dem Faltungssatz fu¨r Fouriertransformationen
F˜R(X, p) = [Θ˜ ∗ (F˜+− − F˜−+)︸ ︷︷ ︸
−iFS
](X, p). (2.23)
Es ist klar, daß sich hierbei die Faltung nur auf die Komponenten p0 des Relativimpulses bezieht.
Die Linearkombination FS heißt die zur Zweipunktfunktion F geho¨rige Spektralfunktion und ist
wegen (2.22) reell. Die Fourierdarstellung der Sprungfunktion ist
Θ(t) =
∫
dp0
2pi
i
p0 + iη
exp(−ip0t). (2.24)
Damit ergibt sich die Spektraldarstellung der retardierten Zweipunktfunktion in Wignerdarstel-
lung:
F˜R(X, p) =
∫
dp′0
2pi
F˜S(X, p
′)
(p′0 − p0) + iη
, mit ~p′ = ~p. (2.25)
Aus der bekannten Formel
1
(p′0 − p0) + iη
= P 1
p′0 − p0
− ipiδ(p′0 − p0) (2.26)
folgt fu¨r die Spektralfunktion
F˜S(X, p) = −2 Im F˜R(X, p) (2.27)
und die Kramers–Kronig–Relation
Re F˜ (X, p) = −P
∫
dp′0
pi
Im F˜R(X, p
′)
p′0 − p0
. (2.28)
2.2 Feynmanregeln fu¨r das thermodynamische Gleichgewicht
Thermodynamische Gleichgewichtszusta¨nde werden durch nicht explizit zeitabha¨ngige statisti-
sche Operatoren beschrieben. Im Heisenbergbild muß aufgrund der von Neumanngleichung (2.6)
der statistische Operator fu¨r das Gleichgewicht u¨berhaupt zeitunabha¨ngig sein. Damit muß er
sich als Funktion der Erhaltungsgro¨ßen des Systems ausdru¨cken lassen.
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2.2.1 Das Entropieprinzip
Die Bestimmung des statistischen Operators zur Beschreibung einer bestimmten physikalischen
Situation erfolgt durch Wahl nach dem Jaynesschen Prinzip des geringsten Vorurteils der auf
Shannon zuru¨ckgehenden Informationstheorie. Dieses Prinzip besagt, daß bei gegebenen Erwar-
tungswerten  i von Observablen Oi der statistische Operator so zu bestimmen ist, daß die von
Neumann–Entropie
S = −〈ln(R)〉 = −Tr[R ln(R)] (2.29)
maximal wird[Kat67, Hob87]. Dabei wird die Entropie als ein Maß fu¨r die fehlende Information
u¨ber ein System angesehen. Fu¨r einen reinen Zustand R = |ψ〉 〈ψ| verschwindet die Entropie,
d.h. es liegt vollsta¨ndige Information u¨ber das System vor.
Die Maximierung der Entropie unter den gegebenen Nebenbedingungen verlangt die Stationari-
ta¨t des Funktionals
S[R, λi] = Tr
[
−R
(
ln(R)−
∑
i
λiOi
)]
(2.30)
bzgl. Variationen des statistischen Operators R, wobei die λi Lagrangeparameter zur Erfu¨l-
lung der Nebenbedingungen bezeichnen. Ausfu¨hrung der Variation ergibt fu¨r den statistischen
Operator schließlich die Form
R =
1
Z
exp
(
−
∑
i
λiOi
)
mit Z = Tr
[
exp
(
−
∑
i
λiOi
)]
. (2.31)
Die Lagrangeparameter λi sind dabei so festzulegen, daß
〈Oi〉 = Tr(OiR) !=  i (2.32)
ist.
2.2.2 Statistische Operatoren fu¨r das Gleichgewicht
Je nach Wahl der Erhaltungsgro¨ßen bei der Bestimmung des statistischen Operators aus dem
Entropieprinzip erha¨lt man die verschiedenen statistischen Operatoren. Wir beschra¨nken uns
hier auf die Behandlung des großkanonischen und des kanonischen Ensembles. Wa¨hrend beim
kanonischen Ensemble nur der Erwartungswert der Gesamtenergie des Systems festliegt, werden
beim großkanonischen Ensemble zusa¨tzlich noch Mittelwerte von Noetherladungen (elektrische
Ladung, Baryonen- oder Leptonenzahl etc.) vorgegeben. Wie wir gleich sehen werden, erweisen
sich die korrespondierenden Lagrangeparameter als inverse Temperatur und chemische Poten-
tiale.
Betrachten wir zuna¨chst den einfachsten Fall eines Gases von geladenen Spin–0–Teilchen. In der
relativistischen Quantenfeldtheorie steht dabei (im Gegensatz zum nichtrelativistischen Fall)
fest, daß es sich um Bosonen handelt [PB40]. Die klassische Lagrangedichte des Feldes lautet

= (∂µφ)
∗(∂µφ)−m2φ∗φ− V (φ∗φ) (2.33)
und die Hamiltondichte mit den kanonisch konjugierten Feldimpulsen
Π∗ =
∂

∂φ˙∗
= φ˙, Π =
∂

∂φ˙
= φ˙∗ (2.34)
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entsprechend

= φ˙Π∗ + φ˙∗Π−  = Π∗Π + (∇φ∗)(∇φ) +m2φ∗φ+ V (φ∗φ). (2.35)
Außer den Erhaltungssa¨tzen, die aus der Lorentzsymmetrie folgen (also Energie–, Impuls–,
Drehimpuls–, und Schwerpunktsatz), besitzt diese Lagrangedichte noch eine globale intrinsi-
sche Symmetrie unter U(1)–Transformationen des Feldes. Die dazugeho¨rige Noetherladung ist
die elektrische Ladung
Q =
∫
d2ωxφ∗(x)i
↔
∂ 0φ(x). (2.36)
Die kanonische Quantisierung erfolgt wie u¨blich, indem man die klassischen Felder durch Feld-
operatoren ersetzt und, entsprechend der bosonischen Natur der Felder, die Operatoralgebra
durch die kanonischen Kommutatorrelationen fu¨r Feldoperatoren zu gleichen Zeiten festlegt:
[φ(t, ~x),φ(t, ~y)]− = 0, [φ(t, ~x),Π(t, ~y)]− = iδ
(2ω−1)(~x− ~y). (2.37)
Dabei sind die kanonisch konjugierten Impulse durch
Π =
∂

∂φ˙
= φ˙
∗
, Π∗ =
∂

∂φ˙∗
= φ˙ (2.38)
definiert.
Bei der erhaltenen Ladung (2.36) stoßen wir auf charakteristische Operatorordnungsprobleme.
Da die Gesamtladung des Systems ohnehin renormiert werden muß, ist die Ordnung nur bis
auf beliebige feldunabha¨ngige Beitra¨ge bestimmt. Da wir unten die Pfadintegralmethode an-
wenden wollen, definieren wir die regularisierte Ladung durch die Weylordnung der kanonischen
Operatoren, d.h. alle Impulsoperatoren stehen links von allen Feldoperatoren:
Q = i
∫
d2ω−1~x(Π†φ† −Πφ). (2.39)
Daraus berechnet man unmittelbar
[Q,φ(x)]− = −φ(x). (2.40)
Dies ist das quantenfeldtheoretische Analogon zu der aus der klassischen Theorie bekannten
Tatsache, daß eine Noetherladung die ihr korrespondierende Symmetrieoperation erzeugt.
Entsprechend lautet der statistische Operator bei gegebener mittlerer Ladung  und Energie 
gema¨ß (2.31)
R =
1
Z
exp(−βH + αQ) mit Z = Tr[exp(−βH + αQ)]. (2.41)
Das chemische Potential µ bzgl. der erhaltenen Noetherladung Q ist durch α = βµ definiert.
2.2.3 Pfadintegrale
Wir werden im folgenden die Pfadintegralmethode benutzen, da diese fu¨r praktische Rechnun-
gen, insbesondere die Quantisierung von Eichtheorien, besonders bequem ist. Dazu fu¨hren wir
zuna¨chst verallgemeinerte Eigenzusta¨nde der Feldoperatoren im Heisenbergbild ein:
φ(x) |φ, t〉 = φ(x) |φ, t〉 , φ†(x) |φ, t〉 = φ∗(x) |φ, t〉 . (2.42)
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Da sich im Heisenbergbild die Feldoperatoren mit dem vollsta¨ndigen zeitunabha¨ngigen Hamil-
tonoperator zeitlich entwickeln, gilt
φ(x) = exp(iHt)φ(0, ~x) exp(−iHt), (2.43)
und damit folgt, daß sich die verallgemeinerten Eigenvektoren gema¨ß
|φ, t〉 = exp(iHt) |φ, 0〉 (2.44)
bewegen.
Wegen der Vertauschungsrelation (2.40) ist
exp(−αQ)φ(x) expαQ = exp(α)φ(x) (2.45)
und damit
exp(αQ) |φ〉 = |expαφ〉 , (2.46)
d.h. der links stehende Vektor ist verallgemeinerter Eigenvektor des Feldoperators zum Eigenwert
exp(α)φ. Entsprechend zeigt man, daß
φ† exp(αQ) |φ〉 = exp(−α)φ∗ |φ〉 (2.47)
ist.
Fu¨hren wir nun in Analogie dazu auch die verallgemeinerten Eigenvektoren fu¨r die kanonisch
konjugierten Impulse Π ein, so folgt aus den kanonischen Vertauschungsregeln (2.37) bis auf
eine willku¨rlich zu definierende Normierungskonstante
〈φ, 0|Π, 0〉 = exp
(
i
∫
d2ω−1~x [Π(0, ~x)φ(0, ~x) + Π∗(0, ~x)φ∗(0, ~x)]
)
. (2.48)
Mit dieser Normierung gelten die Beziehungen∫
DφDφ∗ |φ, 0〉 〈φ, 0| =
∫
DΠDΠ∗
(2pi)2
|Π, 0〉 〈Π, 0| = 1. (2.49)
Sei F(t) := F[φ, t] ein von einem Zeitargument abha¨ngiges Funktional der Feldoperatoren. Dann
ko¨nnen wir mit Hilfe der eben eingefu¨hrten Operatoren und Zusta¨nde eine Pfadintegralformu-
lierung fu¨r den Erwartungswert gewinnen. Es gilt na¨mlich wegen (2.49)
〈F(t)〉 = 1
Z
Tr{exp(−βH + αQ)F(t)} = 1
Z
∫
DφDφ∗ 〈φ, 0 |exp(−βH + αQ)F(t)|φ, 0〉 . (2.50)
Da H und Q voraussetzungsgema¨ß miteinander vertauschbar sind und wegen (2.46) sowie (2.44)
gilt
〈F(t)〉 = 1
Z
∫
DφDφ∗ 〈φ,−iβ |F(t)| exp(α)φ, 0〉 . (2.51)
Unter dem Funktionalintegral taucht dabei das U¨bergangsmatrixelement des Operators F(t) fu¨r
eine Zeitentwicklung des Zustands von exp(α) |φ〉 zur Zeit t = 0 zu einem Zustand |φ〉 zur Zeit
t = −iβ auf.
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Abbildung 2.2: Die modifizierte Schwinger–Keldysh–Kontur fu¨r das Gleichgewicht. In der Rech-
nung in diesem Abschnitt setzen wir ti = 0 und tf = t. Wegen der Zeitunabha¨ngigkeit des
Gleichgewichtszustandes ko¨nnen jedoch Anfangs– und Endpunkt des reellen Teils der Kontur
willku¨rlich gelegt werden.
Dies ist die klassische Situation, in der die Einfu¨hrung des Pfadintegrals von Vorteil ist. Da
aber t ∈  ist, mu¨ssen wir noch einen 1-Operator einfu¨gen und die Zyklizita¨t unter der Spur
ausnutzen:
〈F(t)〉 =
∫
DφDφ∗ 〈φ, 0 |exp(−βH) exp(itH)F(t) exp(−itH)| exp(α)φ, 0〉 . (2.52)
Diese Zeitentwicklung ko¨nnen wir uns entlang einer Zeitkontur in der komplexen Ebene vorstel-
len, die die allgemeine Schwinger–Keldysh–Kontur (vgl. Abb. 2.1) um ein vertikales Stu¨ck, das
von 0 bis −iβ la¨uft, erga¨nzt (s. Abb. 2.2).
Wir nehmen nun an, daß der Hamiltonoperator die spezielle Form (2.35) besitzt, d.h.
H = H1(Π,Π
†) + H2(Φ,Φ
†), (2.53)
wobei H2 von den Feldoperatoren und deren ra¨umlichen Ableitungen, nicht aber von den kano-
nisch konjugierten Feldimpulsen (also nicht von den zeitlichen Ableitungen des Feldes) abha¨ngt.
Wir teilen nun jeden der drei Abschnitte der modifizierten Schwinger–Keldysh–Kontur in Nj
(j = 1, 2, 3) Zeitabschnitte ∆τ ein. Wegen
exp[∆τ(H1 + H2)] = exp[∆τ(H1)] exp[∆τH2] +O(∆τ
2) (2.54)
ko¨nnen wir geeignete Impuls- bzw. Feldeigenvektorspektralzerlegungen des Einsoperators gema¨ß
24
2.2 · Feynmanregeln fu¨r das thermodynamische Gleichgewicht
· · ·
t10 t
1
1 · · · t1N1 = t20
t31
t2N2 = t
3
0
t3N3
...
t21 t
2
0
Abbildung 2.3: Zur Zeitgitterung entlang der modifizierten Schwinger–Keldysh-Kontur.
(2.49) in (2.52) einfu¨gen
〈F(t)〉 =
∫
Dφj∗k dφ
j
k
∫
DΠj∗k DΠ
j
k
(2pi)2
×
× 〈φ3N3 ∣∣exp [−i∆t3H1(t3N3)]∣∣Π3N3〉 〈Π3N3 ∣∣exp [−i∆t3H(t3N3)]∣∣φ3N3−1〉×
× 〈φ3N3−1 ∣∣exp [−i∆t3H1(t3N3−1)]∣∣Π3N3−1〉 〈Π3N3−1 ∣∣exp [−i∆t3H(t3N3)]∣∣φ3N3−2〉 . . .×
× 〈φ31 ∣∣exp [−i∆t3H1(t31)]∣∣Π31〉 〈Π31 ∣∣exp [−i∆t3H(t3N3)]∣∣φ30〉×
× 〈φ2N2 ∣∣exp [−i∆t2H1(t2N2)]∣∣Π2N2〉 〈Π2N2 ∣∣exp [−i∆t3H(t2N2)]∣∣φ2N2−1〉 . . .×
× 〈φ21 ∣∣exp [−i∆t2H1(t21)]∣∣Π21〉 〈Π21 ∣∣exp [−i∆t3H(t21)]∣∣φ20〉×
× 〈φ20 ∣∣F(t20)∣∣φ1N1〉
× 〈φ1N1 ∣∣exp [−i∆t1H1(t1N1)]∣∣Π1N1〉 〈Π1N1 ∣∣exp [−i∆t1H(t1N1)]∣∣φ1N1−1〉× . . .
× 〈φ11 ∣∣exp [−i∆t1H1(t11)]∣∣Π11〉 〈Π11 ∣∣exp [−i∆t3H(t11)]∣∣φ10〉
(2.55)
Dabei sind die eingeschobenen Vektoren immer an der Stelle τ jk des Zeitelements zu verstehen.
An den Randpunkten ist zu beachten, daß t10 = t
3
0 = t
2
N2
und t20 = t
1
N1
ist. Fu¨r die Endpunkte
der Kontur gilt wegen der Spurbildungsvorschrift (2.52) der modifizierten Schwinger–Keldysh–
Kontur die Randbedingung φ3N3 = exp(−αφ)φ10. Wegen der Spurbildung ist auch u¨ber φ0 zu
integrieren.
Nun gilt wegen (2.53) und (2.48)〈
φjk−1 |exp(λ∆τH1)|Πk
〉
= exp
[
λ∆τH1(Πk,Π
∗
k) + i
∫
d2ω−1~x(φk−1Πk) + cc.)
]
〈Πk |exp(λ∆τH2)|φk〉 = exp
[
λ∆τH2(φk, φ
∗
k)− i
∫
d2ω−1~x(φkΠk + cc.)
]
.
(2.56)
Setzt man dies in (2.55) ein und betrachtet das Argument der sich ergebenden Exponential-
funktion als Gitterna¨herung eines Wegintegrals entlang der modifizierten Schwinger–Keldysh–
Kontur, ergibt sich im Kontinuumslimes Nj →∞ (j = 1, 2, 3) die gesuchte Pfadintegraldarstel-
lung in der Hamiltonschen Form
〈F(t)〉 = 1
Z
∫ ∫
PP
DΦDΦ∗
DΠDΠ∗
(2pi)2
exp
[
−i
∫

d2ωx
 −Πφ˙−Π∗φ˙∗
]
F (t). (2.57)
Darin deutet PP an, daß u¨ber alle Feldkonfigurationen mit den
”
pseudoperiodischen Randbe-
dingungen“
φ(0, ~x) = φ0(~x), φ
∗(0, ~x) = φ∗0(~x),
φ(−iβ, ~x) = exp(−α)φ(0, ~x), φ∗(−iβ, ~x) = exp(α)φ∗(0, ~x) (2.58)
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zu integrieren ist. Bzgl. des kanonischen Impulses sind keinerlei Randbedingungen zu fordern.
U¨ber die Feldkonfiguration am Anfangszeitpunkt der Kontur ist unrestringiert zu integrieren,
was von der Spurbildung herru¨hrt.
Da weiter bei der speziellen Hamiltondichte (2.35) das Integral bzgl. der kanonischen Feldimpulse
ein Gaußintegral ist, la¨ßt sich diese Integration explizit ausfu¨hren. Dabei ko¨nnen wir die Regel
benutzen, daß das Gaußintegral bis auf einen Faktor, der nur vom Koeffizienten vor Π∗Π abha¨ngt,
das Argument am stationa¨ren Punkt des Funktionals unter der Exponentialfunktion ist. da
der besagte Koeffizient in unserem Falle unabha¨ngig von den Feldern ist, gilt schließlich die
Lagrangesche Formulierung des Pfadintegrals
〈F(t)〉 = 1
Z ′
∫
PP
DΦDΦ∗ exp{iS  [φ, φ∗]}F (t) mit S  [φ, φ∗] =
∫

d2ωx

. (2.59)
Dabei ist die Zustandssumme durch
Z ′ =
∫
PP
DφDφ∗ exp
[
i
∫

d2ωx

]
(2.60)
definiert.
Weiter ist aus der Herleitung unmittelbar klar, daß wir den Erwartungswert eines jeden kon-
turgeordneten Produkts von Feldoperatoren durch das Pfadintegral in der Lagrangeschen Form
ausdru¨cken ko¨nnen:
〈T  φ(x1) · · ·φ(xn)〉 = 1
Z ′
∫
PP
DφDφ∗φ(x1) · · · φ(xn) exp
[
i
∫

d2ωx

]
. (2.61)
Dieser Zusammenhang ist in der Literatur als Feynman–Kac–Formel bekannt. Insbesondere
ko¨nnen wir sie auch auf das erzeugende Funktional fu¨r solche Operatorprodukte anwenden:
Z[j, j∗] =
1
Z ′
∫
PP
DφDφ∗ exp
[
i
∫

d2ωx(

+ j∗φ+ jφ∗)
]
. (2.62)
2.2.4 Zweipunkt–Greenfunktion im Gleichgewicht
Wir ko¨nnen nun die in Abschnitt 2.1.3 gewonnenen Beziehungen fu¨r Zweipunktfunktionen ins-
besondere auf die exakten Greenschen Funktionen fu¨r das thermodynamische Gleichgewicht
anwenden. Die erste Vereinfachung ergibt sich daraus, daß der Gleichgewichtszustand trans-
lationsinvariant in Raum und Zeit ist, so daß die Greenschen Zweipunktfunktionen nur von
der Differenz ihrer Argumente abha¨ngen. Damit sind die entsprechenden Wignertransformierten
(2.21) Funktionen von p und unabha¨ngig von X.
Wir werden nun sehen, daß aufgrund der Periodizita¨tsbedingungen (2.58) die Zweipunkt–Green-
funktionen im Impulsraum vollsta¨ndig durch den Imagina¨rteil der retardierten Greenfunktion
(also die Spektralfunktion) bestimmt ist. Wir schreiben im folgenden der Einfachheit halber die
Matrixgreenfunktionen als Funktionen der Form Gij(ξ):
Z[0]G+−(ξ) =
∫
PP
DφDφ∗φ(ξ+)φ(0−)∗ exp(iS[φ])
=
∫
PP
exp(−µβ)φ(x)φ∗(−iβ) exp[iS[φ] = Z[0]G−+(ξ + iβ) exp(iS[φ]),
(2.63)
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wobei die Zeitargumente von ξ auf dem reellen Teil der Kontur liegen. Wir haben im letzten
Schritt benutzt, daß alle Zeiten auf dem vertikalen Teil der Kontur stets
”
nach“ allen Zeiten
auf dem reellen Teil im Sinne der Konturordnung stehen. Damit muß das Pfadintegral (bis
auf den explizit beru¨cksichtigten unbestimmten Faktor Z[0]) in der zweiten Zeile die analytische
Fortsetzung von G−+ sein. Diese analytische Fortsetzung ist zumindest im offenen Streifen −β <
Im ξ < 0 mo¨glich, weil die Außerdiagonalelemente der matrixwertigen Realzeitfunktionen entlang
der reellen Achse analytisch sind. Wir schreiben diese Beziehung in der Form
G+−(ξ − iβ) = exp(−µβ)G−+(ξ). (2.64)
Dies ist die KMS–Bedingung1, deren vierdimensionale Fouriertransformation
G˜+−(p) = exp[β(p0 − µ)]G˜−+(p) (2.65)
lautet. Nach (2.23) gilt dann
A(p) = −2 ImGR(p), iG−+(p) = A(p)fB(p0 − µ), iG−+(p) = A(p)[1 + fB(p0 − µ)], (2.66)
wobei wir die Bose–Einstein–Verteilung
fB(p0 − µ) = 1
exp[β(p0 − µ)]− 1 (2.67)
eingefu¨hrt haben. Zusammen mit der Spektraldarstellung (2.23) fu¨r die retardierte Greenfunk-
tion
iGR(p) =
∫
dp′0
2pi
A(p′0, ~p)
p′0 − p0 + iη
(2.68)
und den allgemeinen Beziehungen (2.19) und (2.22) sind damit alle vier Realzeitgreenfunktionen
durch die Spektralfunktion A bestimmt. In kompakter Schreibweise la¨ßt sich dies durch
iG  (x′, x) =
∫
d2ωp
(2pi)2ω
A(p) exp[−ip(x′ − x)][Θ  (t′, t) + fB(p0 − µ)] (2.69)
zusammenfassen.
Die Beziehungen (2.64)–(2.69) lassen sich auf beliebige Zweipunktfunktionen der Form (2.15)
bzw. (2.16) mit B = A† verallgemeinern, wobei fu¨r µ das zum Operator A geho¨rige chemische
Potential µA in die Bose–Einstein–Verteilung (2.67) einzusetzen ist. Es ist klar, daß Selbstener-
gien das gleiche µ wie den dazugeho¨rigen Greenfunktionen zugeordnet ist.
2.2.5 Die Diagrammregeln der Sto¨rungstheorie
Die Diagrammregeln lassen sich nun in vollsta¨ndiger Analogie zur Vakuumfeldtheorie entwickeln.
Dazu berechnen wir zuna¨chst das erzeugende Funktional fu¨r die freie Theorie
Z0[j, j
∗] = N
∫
Dφdφ∗ exp[−i{φ∗1( +m2)φ1}1 + i {j∗1φ1 + j1φ∗1}]. (2.70)
Durch Entwickeln um den stationa¨ren Punkt des Funktionals im Exponenten, der durch
−( +m2)φj = −j, −( +m2)φ∗j = −j∗,
φj(−iβ, ~x) = exp(−α)φj(0, ~x), φ∗j(−iβ, ~x) = exp(α)φ∗j (0, ~x)
(2.71)
1benannt nach Kubo, Martin und Schwinger
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gegeben ist, erhalten wir sofort
Z[j, j∗] = exp
[
−i
∫

d2ωxj∗(x)φj(x)
]
. (2.72)
Wir mu¨ssen also nur die Lo¨sung der Gleichungen (2.71) als Funktional von j angeben. Es ist
klar, daß diese Lo¨sung durch die freie Konturgreenfunktion gema¨ß
φj(x) =
∫
d2ωx′∆  (x, x′)j(x′) (2.73)
gegeben ist. Die Greenfunktion selbst bestimmt sich aus der Bewegungsgleichung
(∆ +m2)∆  = −δ  (x). (2.74)
Dabei ist die Kontur–δ–Distribution durch∫

f(t)δ  (t− t′) = f(t′) (2.75)
fu¨r alle C∞0 (  , 
 )–Funktionen f definiert
2.
Aus den allgemeinen Beziehungen des vorigen Abschnitts wissen wir aber, daß es bereits genu¨gt,
wenn wir die Spektralfunktion des Problems kennen. Betrachten wir die −−–Komponente der
Greenfunktion, ist es klar, daß die δ–Singularita¨t in (2.74) nur von der retardierten Funktion
verursacht sein kann. Diese muß also die Bewegungsgleichung
(∆ +m2)∆R(x) = −δ(2ω)(x) (2.76)
erfu¨llen. Zusammen mit den Randbedingungen, die sich aus ∆R(x) ∝ Θ(t) ergeben, folgt daraus
fu¨r die Fouriertransformierte sofort die Lo¨sung
∆˜R(p) =
1
p2 −m2 + iη sign(p0) (2.77)
und damit fu¨r die freie Spektralfunktion
A0(p) = −2 Im ∆˜R(p) = 2pi sign(p0)δ(p2 −m2). (2.78)
Wir lassen ab jetzt der Ku¨rze halber die Tilde fu¨r die Fouriertransformationen der Greenfunk-
tionen weg. Mit Hilfe der allgemeinen Beziehungen (2.19) und (2.66) ergeben sich damit sofort
die Greenfunktionen im Realzeitbereich.
∆−−(p) =
1
p2 −m2 + iησ(p0) − 2piiδ(p
2 −m2)σ(p0)fB(p0),
∆+−(p) = −2piiδ(p2 −m2)σ(p0)[1 + fB(p0)],
∆−+(p) = −2piiδ(p2 −m2)σ(p0)fB(p0),
∆++(p) = − 1
p2 −m2 − iησ(p0) − 2piiδ(p
2 −m2)σ(p0)fB(p0).
(2.79)
2Es ist wichtig zu bemerken, daß diese Distribution nur im Sinne reeller Parametrisierungen der Kontur definiert
sein kann, nicht aber als komplexe Funktion.
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Die Konturgreenfunktionen im Raumzeit–Bereich ergeben sich mit der Spektralfunktion A0 ge-
ma¨ß (2.69).
Wir notieren noch die Lo¨sung fu¨r das erzeugende Funktional der Greenfunktionen des freien
Feldes. Setzen wir (2.73) in (2.72) ein und normieren Z0 so, daß Z0[0, 0] = 1 ist, folgt
Z0[j, j
∗] = exp[i
∫
d2ωx1d
2ωx2j
∗(x1)∆  (x1, x2)j(x2). (2.80)
Aufgrund der Definition (2.62) ko¨nnen wir nun das erzeugende Funktional fu¨r die wechselwir-
kende Theorie in der Form
Z[j, j∗] =
∫
d2ωx exp
(
iSI
[
δ
iδj(x)
,
δ
iδj∗(x)
])
Z0[j, j
∗] (2.81)
schreiben, wobei SI der Wechselwirkungsanteil der klassischen Wirkung ist. Dieser entspricht
dem Teil der Lagrangedichte, der ein Polynom von mindestens drittem Grade in den Feldern
ist. Die Exponentialfunktion kann nun nach Potenzen des Wechselwirkungsanteils entwickelt
werden:
exp[iSI ] =
n∑
k=0
in
n!
SnI . (2.82)
Die Bildung der Ableitungen und Integrationen, die durch die Anwendung dieses Ausdrucks ent-
stehen, ko¨nnen in einem Diagrammformalismus zusammengefaßt werden, der genau den Feyn-
manschen Diagrammregeln im Vakuum entspricht. Wir stellen die Diagrammregeln fu¨r die Be-
rechnung von Greenfunktionen des Realzeitformalismus zusammen. Wir beschra¨nken uns dazu
exemplarisch auf die φ4–Theorie mit der Lagrangedichte

=
1
2
(∂µφ)(∂
µφ)− m
2
2
φ2− λ
4!
φ4︸ ︷︷ ︸

I
. (2.83)
Hier liegt ein reelles Skalarfeld vor, deren freie Greenfunktion durch (2.69) mit µ = 0 gegeben ist.
Wir haben hier natu¨rlich nur eine einzige a¨ußere Quelle, so daß das freie erzeugende Funktional
durch
Z0[j] = exp
[
i
2
∫

d2ωxd2ωx′j(x′)∆  (x′, x)j(x)
]
(2.84)
gegeben ist.
Berechnen wir nun den Beitrag der Sto¨rungsreihe zu G(n) zur k–ten Ordnung Sto¨rungstheorie
ist insgesamt der Ausdruck
iZ[0]G
(n)
k (x1, . . . , xn) =
δ
iδj(x1)
· · · δ
iδj(xn)
1
k!
∫
d2ωy1 · · · d2ωyk δ
4
i4δj(y1)4
· · · δ
4
i4δj(yk)4
Z0[j]
∣∣∣∣
j=0
(2.85)
zu bestimmen.
2.2.6 Feynmanregeln im Impulsraum
Wir haben bereits im vorigen Abschnitt die freien Greenfunktionen der Realzeitkontur im Im-
pulsraum berechnet. Aufgrund der Translationsinvarianz erweist es sich als vorteilhaft, die Feyn-
manregeln u¨berhaupt im Impulsraum zu formulieren. Genau wie im Fall eines allgemeinen sta-
tistischen Operators muß sich die Theorie auch fu¨r das thermodynamische Gleichgewicht allein
mit der Realzeitkontur formulieren lassen.
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Dazu stellen wir fest, daß aufgrund der Geschlossenheit des Realzeitzweiges der Kontur das
erzeugende Funktional (2.80) faktorisiert:
Z[j, j∗] = exp
[∫

d2ωx
∫

d2ωx′j∗(x)∆  (x, x′)j(x′)
]
×
× exp
[∫

v
d2ωx
∫

v
d2ωx′j∗(x)∆  (x, x′)j(x′)
]
,
(2.86)
denn bei dem Doppelintegral in (2.80) verschwindet der Realzeitanteil des einen Integrals, wenn
das Zeitargument im anderen Integral auf dem vertikalen Teil liegt. Dies ist u¨brigens nur dann
der Fall, wenn die Realzeitkontur fu¨r sich geschlossen ist, nicht bei anderen Konturen, die in der
Literatur diskutiert werden.
Diese Faktorisierung bedeutet, daß erwartungsgema¨ß die Realzeitgreenfunktionen in sich ge-
schlossene Feynmanregeln bilden. Analog gilt dies natu¨rlich auch fu¨r die Greenfunktionen des
vertikalen Teils. Die letzteren entsprechen der Imagina¨rzeit– oder Matsubaramethode.
Damit ko¨nnen wir bereits die Impulsraumfeynmanregeln fu¨r die Realzeitkontur zusammenstel-
len, die wie im Fall der Vakuumtheorie gegenu¨ber den Feynmanregeln in der Raumzeit eine
erhebliche Vereinfachung fu¨r praktische Rechnungen mit sich bringt.
Zu ihrer Herleitung mu¨ssen wir nur in einem gema¨ß der in Anhang B beschriebenen Diagramm-
regeln im Raumzeitbereich die Integration auf die Realzeitkontur beschra¨nken und die Fourier-
darstellungen der freien Greenfunktionen (2.79) fu¨r die einzelnen Zweige einsetzen. Da wie im
Vakuumformalismus die Raumzeitargumente der freien Greenfunktionen nur in der Differenz
auftreten, was die raumzeitliche Translationsinvarianz des Gleichgewichtszustandes wiederspie-
gelt gilt an jedem Vertex die Viererimpulserhaltung3, d.h. die Integration u¨ber einen inneren
Punkt ergibt einen Faktor (2pi)2ωδ(2ω)(
∑
i pi), wobei die pi die in einen Vertex einlaufenden Im-
pulse bezeichnen. Weiter ist zu beachten, daß bei der Integration u¨ber den antichronologischen
Zweig der Kontur, aufgrund der umgekehrten Integrationsrichtung ein Vorzeichenwechsel zu be-
achten ist. Wir mu¨ssen also auch die Vertizes mit einem Index j ∈ {+,−} versehen, je nachdem
ob dieser fu¨r die Integration u¨ber den chronologischen (−) oder antichronologischen (+) Zweig
der Zeitkontur steht. Ein −–Vertex besitzt dabei dieselbe Feynmanregel wie der entsprechende
Vakuumvertex, wa¨hrend der +–Vertex gegenu¨ber diesem das Vorzeichen wechselt. Ebenso tra-
gen auch die a¨ußeren Punkte des Diagramms ±–Indizes. Sie geben an, wo die Argumente des
zu berechnenden Beitrags der Sto¨rungsreihe zur n–Punktfunktion liegen, wenn man die Fou-
riertransformation ru¨ckga¨ngig macht. Die Greenfunktionen sind entgegen der Pfeilrichtung zu
lesen. Dies zeigt, daß im Realzeitformalismus im Impulsraum auch fu¨r die Greenfunktionen neu-
traler Teilchen eine Pfeilrichtung definiert sein muß, daß aber die Symmetriefaktoren (bzw. die
”
Multiplizita¨t“) eines Diagramms die gleichen wie im Vakuumformalismus sein mu¨ssen.
Fu¨r die φ4–Theorie ko¨nnen wir also die Feynmanregeln mit den in Abb. 2.4 gegebenen graphi-
schen Elementen zusammenfassen:
Fu¨r die φ4–Theorie wird jeder Beitrag der Sto¨rungsreihe zu G
(n)
k durch ein Diagramm mit k
Vertexpunkten und ohne geschlossene Teildiagramme gegebener Topologie repra¨sentiert. Der
Gesamtbeitrag in k–ter Ordnung Sto¨rungstheorie ist durch die Summe u¨ber alle mo¨glichen to-
pologisch voneinander verschiedenen Diagramme gegeben.
Ein Feynmandiagramm ist dabei wie folgt auszuwerten:
3Dies ist eine Folge des Noethertheorems, demzufolge die Impulserhaltung aus der Translationsinvarianz der
Wirkung folgt.
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± = ± iλ
4! = i∆
jk(p)
p
kj
Abbildung 2.4: Die Feynmanregeln fu¨r die φ4–Theorie im Realzeitformalismus.
(1) Man zeichne k Vertizes mit je vier amputierten Beinchen und n a¨ußere Punkte mit Linien.
Die a¨ußeren Punkte sind mit ±–Indizes zu versehen und die a¨ußeren Linien mit Impulsen
p1, . . . , pn.
(2) Es sind zuna¨chst die a¨ußeren Punkte untereinander bzw. mit den Vertizes zu verbinden,
wobei wie in Abschnitt B.1 angegeben der Multiplizita¨tsfaktor M zu bestimmen ist.
(3) Jede Linie, die einen Vertexpunkt mit einem a¨ußeren Punkt oder mit einem anderen oder
demselben Vertexpunkt verbindet, ist mit einem inneren Impuls qj zu versehen, dabei ist
der Impulserhaltung an jedem Vertex Rechnung zu tragen. Der dabei immer auftretende
Faktor (2pi)2ωδ(2ω)(
∑
i pi), der die Gesamtimpulserhaltung beschreibt, wird weggelassen,
wobei vorausgesetzt wird, daß die Summe der a¨ußeren Impulse 0 ist.
(4) Jeder Vertexpunkt wird entsprechend Abb. 2.4 durch ±iλ/4! ersetzt. Weiter wird ein Fak-
tor M/k! hinzugefu¨gt. Jede innere Linie mit Impuls p steht fu¨r einen Propagator, der
entsprechend der Pfeilrichtung gema¨ß Abb. 2.4 einzusetzen ist. Fu¨r die Verbindung zwei-
er a¨ußerer Punkte mit Impulsen p1 und p2 ist (2pi)
4δ(2ω)(p1 + p2)∆(p1) zu setzen. U¨ber
die durch die Impulserhaltung an den Vertizes und die Gesamtimpulserhaltung nicht fest-
gelegten inneren Impulse ist zu integrieren, u¨ber die inneren Vertexpunkte ist bzgl. ±
zu summieren. Dies entspricht der Integration u¨ber die beiden Zweige der Zeitkontur im
Raumzeitbereich.
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2.3 Thermodynamische Gro¨ßen
In diesem Abschnitt wollen wir den
”
imagina¨ren Teil“ der Zeitkontur na¨her betrachten. Es ist
klar, daß bei einer Kenntnis der Greenfunktionen entlang des reellen Teils der Kontur aufgrund
der im vorigen Abschnitt hergeleiteten analytischen Eigenschaften die Funktionen auch entlang
des imagina¨ren Teils bekannt sind.
2.3.1 Die Zustandsgro¨ßen
Zuna¨chst ist es bequem, auch fu¨r die thermodynamischen Zustandsgro¨ßen eine
”
erzeugende
Funktion“, na¨mlich die Zustandssumme zu definieren:
Z(β, α) = Tr exp(−βH + αQ) = exp[Ω(β, α)]. (2.87)
Dann folgt aus der Definition des statistischen Operators fu¨r das großkanonische Gleichgewichts-
ensemble (2.41)
E = Tr(RH) = − ∂
∂β
Ω(β, α), Q = Tr(RQ) =
∂
∂α
Ω(β, α). (2.88)
Fu¨r die von Neumannentropie gilt wegen (2.29)
S = −Tr(R lnR) = Ω + β 〈E〉 − α 〈Q〉 . (2.89)
Hieraus ist ersichtlich, daß Ω = lnZ eine Legendretransformierte der Entropie, also eine Mas-
sieufunktion ist. Wir fu¨hren nun die neuen Variablen T = 1/β (Temperatur) und µ = α/β
(chemisches Potential) ein. Dann folgt
S =
∂
∂T
[TΩ(T, µ)]µ=const. (2.90)
Durch Umschreiben von (2.88) ergibt sich
dE = TdS + µdQ, (2.91)
was zeigt, daß T die Temperatur und µ das chemische Potential im thermodynamischen Sinne
darstellen, also TdS die dem System bei der Zustandsa¨nderung zugefu¨hrte Wa¨rme und µdQ die
zur Zufu¨hrung der Ladung dQ zum System erforderliche chemische Energie ist.
Wir stellen noch einmal die immer wieder beno¨tigten Zusammenha¨nge zwischen den thermody-
namischen Gro¨ßen zusammen. Im folgenden betrachten wir alle thermodynamischen Zustands-
gro¨ßen als Funktionen von β und µ.
Z(β, µ) = Tr(exp(−βH + µβQ), Ω(β, µ) = lnZ(β, µ),
E = Tr(RH) = − ∂
∂β
Ω(β, α/β)
∣∣∣∣
α=µβ
,
Q = Tr(RQ) = − ∂
∂α
Ω(β, α/β)
∣∣∣∣
α=µβ
,
S =
∂
∂T
[TΩ(1/T, µ)|T=1/β , dE = TdS + µdQ.
(2.92)
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2.3.2 Das ideale geladene Bosegas
Zur Berechnung der Entropie als Funktion von β und µ und damit aller thermodynamischen
Zustandsgro¨ßen, genu¨gen unsere bisher durchgefu¨hrten formalen Manipulationen mit Pfadin-
tegralen nicht, denn wir beno¨tigen die Zustandssumme Z bis auf von β und µ unabha¨ngige
Faktoren, wa¨hrend fu¨r das erzeugende Funktional fu¨r Greenfunktionen von j und j∗ unabha¨n-
gige multiplikative Konstanten irrelevant waren, weil sie sich durch die Normierung ohnehin
wegheben.
Fu¨r die Berechnung der Zustandssumme bzw. des großkanonischen Potentials Ω = lnZ ist es aber
wesentlich, auch von β und µ abha¨ngige multiplikative Konstanten zu beru¨cksichtigen, wa¨hrend
von den Feldern unabha¨ngige Konstanten keine Rolle spielen. Wir mu¨ssen daher nochmals auf
die Hamiltonsche Formulierung (2.57) des Pfadintegrals zuru¨ckgreifen. Fu¨r F = 1 erhalten wir
Z(β, µ) =N
∫
pp
DφDφ∗
∫
DΠDΠ∗ exp
[
−i
∫

d2ωx(
 −Πφ˙−Π∗φ˙∗)
]
, (2.93)
wobei N einen von β und µ unabha¨ngigen Faktor bezeichnet.
Ferner mu¨ssen wir das Gas in ein endliches Volumen einschließen, damit die Ausdru¨cke einen
wohldefinierten Sinn erhalten. Dabei bedeutet der thermodynamische Limes, den wir hier aus-
schließlich betrachten wollen, daß Randeffekte vernachla¨ssigbar sein sollen, d.h. das Volumen soll
groß gegenu¨ber den charakteristischen La¨ngenskalen des Systems sein. Der Einfachheit halber
ko¨nnen wir dann einen Wu¨rfel der Kantenla¨nge l als Quantisierungsvolumen sowie periodische
Randbedingungen fu¨r die Felder wa¨hlen, d.h. wir verlangen
φ(t, ~x+ l~ei) = φ(t, ~x), φ
∗(t, ~x+ l~ei) = φ
∗(t, ~x), (2.94)
wobei ~ei fu¨r i = 1, . . . , 2ω − 1 die ra¨umlichen Koordinateneinheitsvektoren sind.
Es ist weiter klar, daß es hier genu¨gt, bzgl. des Zeitintegrals nur u¨ber  V zu integrieren, weil
sich die Beitra¨ge der beiden Zweige der geschlossene Realzeitkontur gegenseitig wegheben. Wir
fu¨hren also wieder die Parametrisierung t = −iτ mit τ ∈ (0, β) ein, wodurch sich ein euklidisches
Pfadintegral
Z0(β, µ) =
∫
pp
DΦDΦ∗
∫
DΠDΠ∗×
× exp
[
−
∫ β
0
dτ
∫
d2ω−1~x[Π∗Π + (∇φ)∗(∇φ)− iΠ∂τφ− iΠ∗∂τφ∗]
] (2.95)
ergibt, wobei wir jetzt freie Teilchen vorausgesetzt haben. Die Felder im Pfadintegral haben den
Randbedingungen
φ(τ = β, ~x) = φ(τ = 0, ~x) exp(−βµ), φ∗(β, ~x) = φ∗(0, ~x) exp(βµ) (2.96)
zu genu¨gen. Das bedeutet, daß die Felder implizit von β und µ abha¨ngen, so daß wir eine Zeit-
gitterung einfu¨hren mu¨ssen, um diese Abha¨ngigkeit zu beru¨cksichtigen, bevor wir das Impul-
sintegral explizit ausfu¨hren ko¨nnen. Eine Raumgitterung ist im Moment noch nicht notwendig.
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Wir teilen also das Intervall (0, β) in n Teile ein. Mit  = β/n gilt dann
Z0(β, µ) = lim
n→∞
∫
Dφ∗kDφk
∫
DΠ∗kDΠk
exp
[
− 
n∑
k=1
∫
d2ω−1~x
(
Π∗kΠk + (∇φ∗k)(∇φk) +m2φ∗kφk
− iΠφk − φk−1

− iΠ∗k
φ∗k − φ∗k−1

)]
,
(2.97)
wobei den pseudoperiodischen Randbedingungen (2.96) durch die Forderungen
φn = φ0 exp(−βµ) und φ∗n = φ∗0 exp(βµ) (2.98)
Rechnung zu tragen ist. Die Gaußintegrale u¨ber die kanonischen Impulse lassen sich nun ge-
schlossen ausfu¨hren:
Z0(β, µ) = N
′ lim
n→∞
1
n
∫
pp
Dφ∗kDφk exp
[
−
n∑
k=1
∫
d2ω−1~x
|φk − φk−1|2
2
+m2φ∗φ+ (∇φ∗)(∇φ)
]
.
(2.99)
Es ist klar, daß dies im Kontinuumslimes wieder in die bekannte Form des Lagrangeschen Pfa-
dintegrals u¨bergeht:
Z0(β, µ) = N
′
∫
pp
D˜φ∗D˜φ exp
[
−
∫ β
0
dτ
∫
d2ω−1~x

E
]
(2.100)
mit

E = (∂τφ
∗)(∂τφ) + (∇φ∗)(∇φ) +m2φ∗φ. (2.101)
Entscheidend fu¨r die Zustandssumme ist aber, daß wir hier durch die zeitgegitterte Form wissen,
wie das Pfadintegralmaß zu normieren ist (bis auf thermodynamisch irrelevante Faktoren, die von
β und µ unabha¨ngig sind). Man muß nur (2.100) durch die gegitterte Version (2.99) definieren.
Zur endgu¨ltigen Berechnung der großkanonischen Zustandssumme fu¨hren wir jedoch zuna¨chst
in der Kontinuumsform die Homogenisierung der zeitlichen Randbedingungen aus, indem wir die
Felder um den stationa¨ren Punkt des Wirkungsfunktionals, also die Lo¨sung des entsprechen-
den klassischen Systems entwickeln. Dies ist im Fall des freien Gases exakt mo¨glich, weil die
Lagrangedichte auch in den Feldern und deren Ableitungen quadratisch ist, also ein Gaußsches
Pfadintegral vorliegt.
Es ist hier aber von Vorteil, zuna¨chst in die Impulsdarstellung zu wechseln (die imagina¨re Zeit
bleibt hier untransformiert, weil wir ja die Gitterung bzgl. dieser Variablen ausgefu¨hrt haben).
Wir setzen also
φ(x) =
1
V
∑
~p
φ(τ, ~p) exp(i~p~x), φ∗(x) =
1
V
∑
~p
φ∗(τ, ~p) exp(−i~p~x). (2.102)
Dabei bezeichnet V = l2ω−1 das ra¨umliche Quantisierungsvolumen, und die Summen laufen
u¨ber die Werte ~p = 2pi(n1, . . . , n2ω−1)/l entsprechend den periodischen ra¨umlichen Randbedin-
gungen fu¨r die Felder. Fu¨r den thermodynamischne Limes halten wir fest, daß fu¨r große l die
Impulssummen durch die Ersetzungsregel∑
~p
→ V
(2pi)2ω−1
∫
d2ω−1~p (2.103)
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gena¨hert werden ko¨nnen.
Die euklidische Wirkung in dieser Parametrisierung ist durch
SE =
∫ β
0
dτ
1
V
∑
~p
[(∂τφ
∗)(∂τφ) + ω
2φ∗φ] mit ω2 = ~p2 +m2 (2.104)
gegeben. Zur Berechnung des Pfadintegrals definieren wir zuna¨chst fu¨r jedes festgehaltene ~p die
klassische Lo¨sung als den stationa¨ren Punkt des euklidischen Wirkungsfunktionals
SE(~p) = −
∫ β
0
dτ
[
(∂τφ
∗)(∂τφ) + ω
2φ∗φ
]
(2.105)
mit den pseudoperiodischen Randbedingungen des Pfadintegrals, d.h. durch
δSE
δφ
∣∣∣∣
φ=φcl
=
δSE
δφ∗
∣∣∣∣
φ=φcl
= 0,
φ(0, ~p) = φ0, φ(β, ~p) = exp(−βµ)φ0, φ∗(0) = φ∗0, φ∗(β) = exp(βµ)φ∗0.
(2.106)
Die Bewegungsgleichungen sind bis auf das durch die euklidische Form der Wirkung bedingte
Vorzeichen die eines harmonischen Oszillators der Masse 1 und der Frequenz ω. Die eindeutige
Lo¨sung lautet
φcl(τ) = φ0
[
cosh(ωτ) +
[exp(−βµ)− cosh(ωβ)]
sinh(ωβ)
]
,
φ∗cl(τ) = φ
∗
0
[
cosh(ωτ) +
[exp(βµ)− cosh(ωβ)]
sinh(ωβ)
]
.
(2.107)
Das allgemeine Feld im Pfadintegral ko¨nnen wir nun schreiben als
φ = φcl + φ
′ mit φ′(τ = 0) = φ′(τ = β) = 0. (2.108)
Wegen der Homogenita¨t der Randbedingungen von φ′ rechnen wir aufgrund der Gu¨ltigkeit der
Bewegungsgleichungen fu¨r φcl sofort nach, daß
SE[φ, ~p] = SE [φcl] + SE [φ
′] (2.109)
ist. Einsetzen der Lo¨sung (2.107) ergibt
SE[φcl, ~p] = 2ωφ
∗
0φ0
sinh[β(µ− ω)/2] sinh[β(µ+ ω)/2]
cosh(βω/2) sinh(βω/2)
(2.110)
Damit haben wir
Z(β, µ) =N
∏
~p
∫
d(φ∗0/
√
V )d(φ0/
√
V ) exp[SE [φcl]]×
×
∫ φ(τ=β)=0
φ(τ=0)=0
D(φ∗/
√
V )D(φ/
√
V ) exp[SE [φ]]︸ ︷︷ ︸
Zhom
.
(2.111)
Dabei haben wir beachtet, daß durch die Parametrisierung im Impulsraum das Pfadintegralmaß
mit 1/V zu skalieren ist. Zur Berechnung der Zustandssumme Zhom fu¨r Felder, die homogenen
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Randbedingungen genu¨gen, mu¨ssen wir wieder zur zeitgegitterten Form (2.99) u¨bergehen. Durch
die homogenen Randbedingungen ist es nun aber leicht, die gegitterte Wirkung in der Form
SlatE = −φ∗t
Mˆ

φ (2.112)
zu schreiben, wobei nun φ = (φ1, . . . , φn−1)
t den impulsabha¨ngigen Vektor der Felder an den
Zeitgitterpunkten bezeichnet. Die Matrix ist symmetrisch und tridiagonal:
Mˆ =


2 + ω22 −1 0 . . . 0
−1 2 + ω22 −1 . . . 0
0 −1 2 + ω22 −1 . . .
0 0 −1 . . . . . .

 (2.113)
Wir beno¨tigen die Determinante dieser Matrix, denn fu¨r eine beliebige hermitesche Matrix gilt∫
dnz∗dnz exp(−az†Aˆz) = 2pii
an det Aˆ
. (2.114)
Durch Entwicklung nach der ersten Zeile erhalten wir die Rekursionsformel
dn−1 = det Mˆ = (2 + ω
22)Dn−2 −Dn−3, D0 = 1, D−1 = 0. (2.115)
Diese zweigliedrige Rekursionsformel la¨ßt sich leicht lo¨sen indem man sie in der folgenden
Matrix–Vektorform schreibt:(
Dn
Dn−1
)
=
(
2 cosh u −1
1 0
)
︸ ︷︷ ︸
Aˆ
(
Dn−1
Dn−2
)
mit 2 cosh u = 2 + ω22. (2.116)
Damit folgt durch Iteration (
Dn
Dn−1
)
= Aˆn
(
1
0
)
. (2.117)
Beim Diagonalisieren, Potenzieren und Ru¨cktransformieren der Matrix Aˆ erweist sich die Para-
metrisierung mit u als vorteilhaft. Es folgt
Dn−1 =
2n2
ωβ
sinh
[
n arcosh
(
1 + ω
2
2n2
)]
√
4n2 + ω2β2
. (2.118)
Wir beno¨tigen diesen Ausdruck nur in fu¨hrender Ordnung fu¨r große n:
Dn−1 ∼=
n→∞
n
β
sinh(ωβ)
ω
=
1

sinh(ωβ)
ω
. (2.119)
Dies in die zeitgegitterte Form von (2.111) eingesetzt, ergibt unter Anwendung von (2.114) das
Resultat
N
∏
~p
ω
sinh(ωβ)
. (2.120)
Damit ergibt sich schließlich durch Einsetzen in (2.111) und Integration u¨ber φ∗0 und φ0:
Z(β, µ) = N
∏
~p
1
cosh(βω)− cosh(βµ) . (2.121)
36
2.3 · Thermodynamische Gro¨ßen
Nun bilden wir den Logarithmus und gehen mit Hilfe der Ersetzungsregel (2.103) zur Inte-
gralna¨herung fu¨r große Volumina u¨ber. Dabei ist zu beachten, daß die Nullmode ~p = 0, al-
so ω = m explizit zu addieren ist, weil sie durch den U¨bergang zum Integral wegen d3~p =
ω
√
ω2 −m2dωd(cos θ)dφ wegfa¨llt. Dies ergibt nach einigen Umformungen bis auf von β und µ
unabha¨ngige Konstanten das Resultat
Ω∞(β, µ) =− V
∫
d2ω−1~p
(2pi)2ω−1
{βω + ln[1− exp[−β(ω + µ)]] + ln[1− exp[−β(ω − µ)]]}−
− ln[1− exp(−β(m− µ))]− ln[1− exp(−β(m+ µ))].
(2.122)
Dieser Ausdruck ist wegen des Terms βω im Integranden nicht endlich. Berechnet man aber die
Entropie gema¨ß (2.90), fa¨llt dieser Term heraus. Bestimmen wir also das Potential Ω umgekehrt
durch das entsprechende Integral der Entropie, sehen wir, daß es sich um eine Renormierung des
Potentials bei T = 0 handelt. Im Operatorformalismus wird dieses Problem durch die Renormie-
rung des Vakuums mit Hilfe der Normalordnungsvorschrift fu¨r die Feldoperatoren behoben. Die
Divergenz ist also nur auf die fehlende Normalordnungsvorschrift im Pfadintegralformalismus
zuru¨ckzufu¨hren. Andererseits ist die Normalordnungsvorschrift jedoch fu¨r Eichtheorien proble-
matisch und eine Renormierung des Vakuums bei der Berechnung von Korrekturen im Rahmen
der Sto¨rungsreihe der wechselwirkenden Theorie ohnehin erforderlich. Wir erhalten also endgu¨l-
tig fu¨r die physikalische Raumzeitdimension 2ω = 4
Ω0(β, µ) =− V
∫
d3~p
(2pi)3
{ln[1− exp[−β(ω + µ)]] + ln[1− exp[−β(ω − µ)]]}−
− ln[1− exp(−β(m− µ))]− ln[1− exp(−β(m+ µ))].
(2.123)
Bilden wir nun die intensive Gro¨ße Ω0/V , finden wir im thermodynamischen Limes V →∞ fu¨r
µ 6= ±m:
1
V
Ω0(β, µ) ∼=
V→∞
−
∫
d3~p
(2pi)3
{ln[1− exp[−β(ω + µ)]] + ln[1− exp[−β(ω − µ)]]} := 1
V
Ω∗0(β, µ).
(2.124)
Das Sternchen deutet an, daß es sich hierbei um den Anteil der Teilchen außerhalb des Grund-
zustandes handelt. In dem Fall, daß die vorgegebene Ladungsdichte mit |µ| < m nicht erreicht
werden kann, muß µ = ±m gesetzt werden. Dabei ist zu beachten, daß dann der Beitrag der
Nullmode ~p = 0 ⇒ ω = m in der diskreten Summe divergiert, wa¨hrend er beim U¨bergang
zum Integral (2.124) durch den Faktor ~p2 in d3~p wegfa¨llt. Es ist klar, daß in diesem Fall eine
makroskopisch relevante Anzahl von Teilchen den Grundzustand besetzt. Dies bezeichnet man
als Bose–Einstein–Kondensation, wobei zu beachten ist, daß hierunter eine Kondensation im
Impulsraum zu verstehen ist. In diesem Kondensatzustand gibt (2.124) also nur den Anteil des
Gases korrekt wieder, der sich aus Teilchen konstituiert, die sich angeregten Zusta¨nden befinden.
Wir zeigen nun, wie man formal den kondensierten Zustand im thermodynamischen Limes zu
beru¨cksichtigen hat. Vor dem U¨bergang zum thermodynamischen Limes ist |µ| < m zu setzen.
Betrachten wir die Situation bei Anna¨herung µ → +m, so ist der Beitrag der Nullmode nicht
vernachla¨ssigbar klein:
Ωcond(β, µ) = − ln[1− exp(−β(m− µ))]. (2.125)
Der Beitrag dieses Kondensats zur Ladungsdichte des Systems berechnet sich zu
qcond(β, µ) =
1
V
[∂αΩcond(β, µ = α/β)]α=βµ =
1
V
1
1− exp[−β(m− µ)]
!
= q0 > 0. (2.126)
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Zum U¨bergang zum thermodynamischen Limes mu¨ssen wir die Limites µ→ m und V →∞ so
bilden, daß q0 = const, d.h. wir mu¨ssen bei der Limesbildung
V (β, µ) =
1
q0
1
1− exp[−β(m− µ)] (2.127)
setzen und µ→ m bilden. Fu¨r die Kondensatbeitra¨ge der einzelnen thermodynamischen Gro¨ßen
ergibt sich damit
0 = lim
µ→m−0
1
V (β, µ)
[∂βΩcond(β, α/β)]α=βµ = q0m
s0 = lim
µ→m−0
1
V (β, µ)
TΩcond(1/T, µ) = 0.
(2.128)
Das heißt in diesem Fall bilden Teilchen das Kondensat. Analog findet man fu¨r Antiteilchen im
Kondensat, also den entsprechenden U¨bergang µ→ −m:
q0 < 0, 0 = |q0|m, s0 = 0. (2.129)
Wir bemerken weiter, daß wir jetzt auch Zustandsa¨nderungen bei adiabatischen A¨nderungen des
Volumens betrachten ko¨nnen. Es genu¨gt, den ersten Hauptsatz der Thermodynamik anzuschrei-
ben, da daraus alle thermodynamischen Beziehungen hervorgehen. Da alle extensiven Gro¨ßen
im thermodynamischen Limes proportional zu V sind, gilt
dE = TdS + µdQ+
TΩ
V
dV. (2.130)
Dem entnehmen wir die physikalische Bedeutung, des großkanonischen thermodynamischen Po-
tentials
Ω =
PV
T
, (2.131)
wobei wir mit P den Druck bezeichnen.
2.3.3 Die Zustandssumme als Funktionaldeterminante
Wir haben gesehen, daß sich in
Z(β, µ) = N ′
∫
D˜φ∗D˜φ exp[−SE[φ∗, φ]] (2.132)
der β–abha¨ngige von der Impulsintegration herru¨hrende Faktor im Pfadintegralmaß D˜φ∗D˜φ
gegen einen entsprechenden Faktor im Pfadintegralmaß u¨ber die Felder weggehoben hat. Wir
ko¨nnen also statt (2.100) einfach das u¨bliche Pfadintegral in der Lagrangeschen Form benutzen
und den Normierungsfaktor trotzdem unabha¨ngig von β und µ annehmen.
Wir demonstrieren dies am Beispiel des ungeladenen idealen Bosegases. Die euklidische Lagran-
gedichte schreibt sich

E =
1
2
(∂Eµ φ)(∂
E
µ φ) +
m2
2
φ2 (2.133)
mit φ ∈  . Die Zustandssumme ist also nach den obigen Bemerkungen durch
Z0(β) = N
∫
p
Dφ exp
[
−
∫ β
0
dτ
∫
V
d3~x

E
]
(2.134)
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gegeben. Jetzt wenden wir direkt die Formel
lnN
∫
p
Dφ exp
[
−1
2
∫
d4x′
∫
d4xφ(x′)D(x, x′)φ(x)
]
= ln
N√
DetD
= lnN − 1
2
Tr ln(D) (2.135)
an, die als Grenzwert der entsprechenden diskretisierten Pfadintegralformel zu verstehen ist.
Schreiben wir die Felder im Viererimpulsraum, wobei wegen der periodischen Randbedingun-
gen der Felder die p0–Komponente die diskreten Matsubarafrequenzen ωn = 2pin mit n ∈ 
durchla¨uft
φ(x) =
√
β
V
∑
ωn
∫
d3~p exp(−ipx)|p0=ωnφ(p) mit φ(p) = φ(−p) ∈  , (2.136)
finden wir fu¨r den in Frage stehenden Operator in Impulsdarstellung
D(p, p′) = (p2 +m2)δ(4)(p− p′), (2.137)
so daß die Spur schließlich
lnZ0(β)=ˆ− V
2
∑
ωn
∫
d3~p
(2pi)3
ln[(2pin)2 + ω2β2] (2.138)
ergibt. Dabei bezeichnen wir mit =ˆ die Gleichheit bis auf von β unabha¨ngige Konstanten, die
i.a. unendliche Ausdru¨cke darstellen. Zur Berechnung der Summe benutzen wir
∞∑
n=−∞
ln[(2pin)2 + ω2β2]=ˆ
∞∑
n=−∞
∫ ω2β2
1
du
1
(2pin)2 + u
=
∫ ω2β2
1
du
coth(
√
u/2)
2
√
u
=ˆβω + 2 ln[1− exp(−βω)].
(2.139)
Der erste Term entspricht wieder der Nullpunktsenergie, die wir mit demselben Argument, wie
oben unmittelbar vor Gl. (2.123) besprochen, abziehen ko¨nnen. Die endgu¨ltige Gleichung fu¨r die
thermodynamische Zustandssumme des neutralen Bosegases lautet also
Ω0(β) = lnZ0 = −V
∫
d3~p
(2pi)3
ln[1− exp(−βω)]. (2.140)
Das entspricht in der Tat dem halbierten Resultat (2.123) fu¨r µ = 0. Der Faktor 1/2 ru¨hrt
daher, daß beim neutralen Bosegas nur 1 Feldfreiheitsgrad vorhanden ist, entsprechend der
Ununterscheidbarkeit von Teilchen und Antiteilchen.
Wir bemerken noch, daß sich hier kein Problem mit einem Kondensat ergibt. Das ist auch phy-
sikalisch versta¨ndlich, denn beim ladungsneutralen Gas gibt es keine der Ladung entsprechende
Erhaltungsgro¨ße, so daß sich die Teilchendichte beim U¨bergang ins thermodynamische Gleich-
gewicht entsprechend der Temperatur, d.h. der im Mittel zur Verfu¨gung stehenden Energie,
einstellt.
Bei masselosen Teilchen ist u¨brigens zwingend µ = 0, und es gilt eine entsprechende Bemer-
kung. Der Kondensatbeitrag der Nullmode zu Ω ist in diesem Fall vor dem U¨bergang von der
Impulssumme zum Integral im thermodynamischen Limes divergent. Da dies jedoch ein von β
unabha¨ngiger Beitrag ist, spielt dies keine Rolle, d.h. der Beitrag der Nullmode ist bei der ohne-
hin notwendigen Renormierung von Ω abzuziehen, so daß die Integrale im thermodynamischen
Limes auch in diesem Fall korrekt sind.
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2.3.4 Das freie Fermigas
Das freie Fermigas la¨ßt sich in vollsta¨ndiger Analogie zum freien Bosegas analytisch behandeln.
Abgesehen von den Komplikationen, die die Antikommutatorregeln und damit die Notwendigkeit
der Einfu¨hrung der  2–graduierten Grassmannalgebra mit sich bringen, weist das Fermigas sogar
einige Vereinfachungen gegenu¨ber dem Bosonengas auf.
Die Lagrangedichte freier Diracfermionen mit der Masse m ist durch

= ψ¯(i/∂ −m)ψ (2.141)
gegeben. Sie ist linear in ψ˙, und folglich ist
Π =
∂

∂ψ˙
= iψ¯γ0 = iψ†. (2.142)
Der erhaltene Strom bzw. die dazugeho¨rige Ladung aus der U(1)–Symmetrie ist durch
jµ = ψ¯γµψ, Q =
∫
d2ω−1~xψ†ψ (2.143)
gegeben, und wir ko¨nnen genau die Schritte nachvollziehen, die wir schon beim Bosegas ausge-
fu¨hrt haben, um zur Pfadintegralformel
Z(β, µ) = Tr exp(−βH + βµQ) = N
∫
DΠ
∫
pap
Dψ exp
[
i
∫

d2ωx

]
= N ′
∫
Dψ¯
∫
pap
Dψ exp
[
i
∫

d2ωx

] (2.144)
zu gelangen. Dabei haben wir die Formel (C.22) und det γ0 = 1 ausgenutzt. Wegen der Linearita¨t
von

in ψ˙ stimmen die Hamiltonsche und die Lagrangesche Form bis auf indefinite Faktoren
miteinander u¨berein. Wegen der Spurbildungsregel (C.37) ist aufgrund der Antikommutativita¨t
der Grassmannfelder an ψ die
”
pseudoantiperiodische“ Randbedingung
ψ(ti, ~x) = −ψ(tf , ~x) exp(βµ) (2.145)
zu stellen. Die kanonischen Impulse Π und folglich auch die Felder ψ¯ mu¨ssen keinerlei Rand-
bedingungen erfu¨llen. Im u¨brigen empfiehlt es sich hier, die Weylordnung der Lagrangedichte
so zu definieren, daß alle Feldoperatoren ψ¯ links von allen ψ zu stehen kommen, und es sind
bei der Herleitung von (2.144) im gegitterten Pfadintegral die Zerlegungen der Identita¨t nach
koha¨renten Zusta¨nden entsprechend dieser Ordnung einzuschieben.
Wir ko¨nnen jedoch auf die Berechnung des Pfadintegrals nach der Zeitgitterungsmethode ver-
zichten und direkt auf die im vorigen Abschnitt anhand des ungeladenen Bosegases exemplifi-
zierten Methode der Funktionaldeterminante zuru¨ckgreifen, weil die Hamiltonsche und die La-
grangesche Formulierung hier identisch sind. Wir ko¨nnen alle Ausfu¨hrungen von dort wo¨rtlich
u¨bernehmen. Die Felder mu¨ssen allerdings den gea¨nderten Randbedingungen (2.145) genu¨gen,
d.h. die Zerlegung nach Impulseigenzusta¨nden im euklidischen Zweig der Kontur ist fu¨r 2ω = 4
von der Form
ψ(x) =
∑
k∈ 
∫
d3~p
(2pi)3
exp(ikp)ψ(p)|p0=(2k+1) piβ +iµ . (2.146)
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Dabei verstehen wir alle Skalarprodukte fu¨r diese Rechnung als positiv definit euklidisch. Es
ist fu¨r die γ–Matrizen ebenfalls die entsprechende euklidische Form zu wa¨hlen: γE0 = γ
0 und
γEi = iγ
i. Ab jetzt schreiben fu¨r den Rest dieses Abschnitts /p = pjγ
E
j . Dies in die Wirkung
eingesetzt, ergibt
β
∑
ωF
∫
d3~p
2pi3
ψ¯(p)(i/p+m)ψ(p)|p0=ωF +iµ. (2.147)
Es ist also
Z = NDet[β(i/p+m)]. (2.148)
Hier empfiehlt es sich, zuerst die Determinante bzgl. der Diracindizes zu bilden und dann die
Spurformel zu benutzen:
Ω = lnZ=ˆ2V
∑
ωF
∫
d3~p
(2pi)3
ln{[(ωF + iµ)2 + ω2]β2}. (2.149)
Da die Summe u¨ber ωF symmetrisch ist, la¨ßt sich dies in den rein reellen Ausdruck
Ω=ˆV
∑
ωF
∫
d3~p
(2pi)3
{ln[β2(ω2F + (ω − µ)2)] + ln[β2(ω2F + (ω + µ)2)]} (2.150)
umformen, wobei u¨ber die fermionischen Matsubarafrequenzen ωF (k) = (2k + 1)pi/β fu¨r k ∈ 
summiert wird. Das weitere Vorgehen entspricht exakt dem im vorigen Abschnitt fu¨r das Bosegas.
Nach Abziehen unendlicher von β und µ unabha¨ngiger Konstanten und der Renormierung der
Nullpunktsenergie ergibt sich das thermodynamische Potential fu¨r Fermionen:
Ω = 2V
∫
d3~p
(2pi)3
{ln[1 + exp[−β(ω − µ)]] + ln[1 + exp[−β(ω + µ)]]}. (2.151)
Wir erhalten also wieder zwei Beitra¨ge, von denen einer von den Teilchen und der andere von
den dazugeho¨rigen Antiteilchen herru¨hrt. Der Faktor 2 tra¨gt den beiden Spinfreiheitsgrade der
Diracteilchen Rechnung.
Der einzige Unterschied zu Bosonen ist also das Vorzeichen vor der Exponentialfunktion, das von
der auf der fermionischen Natur beruhenden Antiperiodizita¨t der Felder beruht. Dies spiegelt
das Pauliprinzip wieder.
Es gibt keine Einschra¨nkung des Wertebereichs fu¨r µ, d.h. zu jeder Temperatur kann die La-
dungsdichte (also die Differenz der Anzahl von Teilchen und Antiteilchen) beliebig eingestellt
werden. Auch, daß es aufgrund des Pauliverbots keine Kondensation geben kann, wird durch
den Grenzu¨bergang β →∞ fu¨r die extensiven Zustandsgro¨ßen klar. So ergibt z.B. die Ableitung
nach β
E = 2V
∫
d3~p
(2pi)3
ω[f+F (ω) + f
−
F (ω)]|ω=√~p2+m2 (2.152)
mit der Fermi-Dirac–Verteilung
f±F (ω) =
1
1 + exp[β(ω ∓ µ)] . (2.153)
41
Kapitel 2 · Quantenfeldtheoretische Grundlagen
2.3.5 Zusammenfassung der Ergebnisse fu¨r ideale Gase
Bosonen
Die thermodynamischen Zustandsgro¨ßen fu¨r massive geladene Spin–0–Bosonen sind durch
P (β, µ) =
Ω(β, µ)
βV
= − 1
β
∫ ∞
m
dωω
√
ω2 −m2{ln[1− exp(−β(ω − µ))] + (µ→ −µ)},
E(β, µ) =
V
2pi2
∫ ∞
m
ω2
√
ω2 −m2[f+B (ω) + f−B (ω)],
Q(β, µ) =
V
2pi2
∫ ∞
m
dωω
√
ω2 −m2[f+B (ω)− f−B (ω)],
S(β, µ) = Ω + βE − βµQ.
(2.154)
Dabei haben wir die Boseverteilungsfunktionen fu¨r Teilchen und Antiteilchen eingefu¨hrt:
f±B (ω) =
1
exp[β(ω ± µ)]− 1 . (2.155)
Zu bemerken ist, daß durch die Feynman-Stu¨ckelberg-Interpretation der Moden negativer Fre-
quenz, die Teilchen und Antiteilchen positive Energie, aber entgegengesetzt gleiche Ladungen
besitzen, wie es sein muß. Diese Konstruktion ist fu¨r Teilchen mit ganzzahligem Spin nur mit
der Bosestatistik konsistent. Der Fall des Bose–Einstein–Kondensats wurde hierbei nicht beru¨ck-
sichtigt (s. Abschnitt 2.3.2).
Fermionen
Die thermodynamischen Zustandsgro¨ßen fu¨r massive geladene Spin–1/2–Fermionen sind durch
P (β, µ) =
Ω(β, µ)
βV
=
2
β
∫ ∞
m
dωω
√
ω2 −m2{ln[1 + exp(−β(ω − µ))] + (µ→ −µ)},
E(β, µ) =
2V
2pi2
∫ ∞
m
ω2
√
ω2 −m2[f+F (ω) + f−F (ω)],
Q(β, µ) =
2V
2pi2
∫ ∞
m
dωω
√
ω2 −m2[f+F (ω)− f−F (ω)],
S(β, µ) = Ω + βE − βµQ.
(2.156)
Dabei haben wir die Fermiverteilungsfunktionen fu¨r Teilchen und Antiteilchen eingefu¨hrt:
f±F (ω) =
1
exp[β(ω ± µ)] + 1 . (2.157)
2.3.6 Thermodynamik von Eichfeldern
Wie schon in der Quantenfeldtheorie im Vakuum ergeben sich auch bei endlichen Temperatu-
ren Probleme aus der Eichinvarianz. Wir behandeln der Einfachheit halber zuna¨chst eine reine
Yang-Mills-Theorie (vgl. [Hee97] fu¨r die hier verwendete Konvention, fu¨r eine U¨bersicht u¨ber
Eichtheorien [Tay76]). Die klassische Lagrangedichte ist durch

= −1
4
F aµνF
aµν = −1
2
tr(  µν 
µν) (2.158)
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gegeben. Dabei bezieht sich die Spur auf die Matrixstruktur der zur Eichgruppe geho¨rigen Lie-
algebra. Im einzelnen gilt
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν , (2.159)
wobei die fabc die total antisymmetrischen Strukturkonstanten der Liealgebra bezeichnen. Die
Theorie ist eichinvariant unter den nichtabelschen lokalen Transformationen, und das Eichfeld
stellt einen affinen Zusammenhang des Faserbu¨ndels dar.
Der kanonische Energie–Impulstensor ist hingegen durch den eichabha¨ngigen Ausdruck
Θµν =
1
4
gµνF aρσF
aρσ − F aµρ∂νAaρ (2.160)
gegeben. Er kann allerdings durch die Addition des Ausdrucks
F aµρ(DρA
ν)a
eom
= ∂ρ(F
aµρAaν) (2.161)
zu einem eichinvarianten, fu¨r die Lo¨sungen der Bewegungsgleichungen wegen der Antisymme-
trie von F aµρ unter Vertauschung von ρ und µ ebenfalls erhalten, symmetrischen Energie–
Impulstensor erga¨nzt werden4. Dabei steht das Zeichen
eom
= fu¨r eine Gleichheit, die fu¨r Felder
nur dann gu¨ltig ist, wenn sie die klassischen Bewegungsgleichungen erfu¨llen. Da es sich fu¨r solche
Felder, um eine totale Divergenz handelt, a¨ndert dies nichts daran, daß der Gesamtviererimpuls
des Systems
pν =
∫
d2ω−1~xΘ0ν (2.162)
eine Erhaltungsgro¨ße ist. Außerdem ist klar, daß jede Komponente dieses Gesamtviererimpulses
eichinvariant ist.
Bei der Quantisierung des Systems besteht das Problem darin, daß nicht die Felder selbst,
sondern der modulo Eichtransformationen genommene Quotientenraum den physikalischen Ein-
teilchenhilbertraum bilden:

phys =
{
Aaρ
∣∣∣∣ δSδAaµ = 0, A = A′ ⇔ ∃U ∈ G : A′ = AU
}
, (2.163)
wobei AU = UAU † − U∂µU† ist.
Es ist also bei der Spurbildung zur Berechnung der Zustandssumme
Z(β) = Tr exp(−βH) (2.164)
zu beachten, daß der physikalischen Hilbertraum ein Fockraum u¨ber die Klassen, die durch die
Orbits der Eichgruppe auf den Eichfeldern erzeugt wird, und nicht ein Fockraum u¨ber die Eichfel-
der selbst ist. Die Lo¨sung u¨ber den Operatorformalismus ist relativ kompliziert (vgl. [Kug97]).
Wir bedienen uns daher der in [Tay76, Wei96, Hee97] ausfu¨hrlich dargestellten Methode der
Faddeev-Popov-Quantisierung [FP67]. Wie wir bereits bei der Behandlung der skalaren Boso-
nen gesehen haben, ko¨nnen wir die Zustandssumme gleich in der Lagrangeschen Formulierung
des Pfadintegrals schreiben. Es sei nun
ga[A, x] = ca(x) (2.165)
4Im Rahmen der Allgemeinen Relativita¨tstheorie entsteht dieser Tensor durch Variation nach der Metrik gµν ,
und folglich ist dieser eichabha¨ngige Tensor der gravitativ wirksame Energie–Impulstensor.
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eine die Eichung festlegende Eichbedingung mit einem beliebigen Satz von Feldern ca. Ferner
bezeichne
∆g[A] = Det
(
δga
δχb
)
(2.166)
die Faddeev–Popov–Determinante, wobei χb die infinitesimalen Eichtransformationen parame-
trisieren, also
δga =
δga
δAcµ
(∂µδχc + gfabcδχaAbµ). (2.167)
Dann ko¨nnen wir die Zustandssumme als Pfadintegral der Form
Z(β) = N
∫
per
DAδ(g[A, x] − c(x))∆(g) exp(−SE [A]) (2.168)
schreiben. Dabei ist u¨ber alle periodischen Felder (A(τ + β, ~x = A(x)) zu integrieren. Durch
die funktionale δ–Distribution wird effektiv nur u¨ber eine Klasse, die durch die Eichbedingung
(2.165) definiert ist, integriert. Dieser Ausdruck ist daher eichinvariant und unabha¨ngig von den
Hilfsfeldern ca. Das ist schon deswegen offensichtlich, weil die Kombination aus Pfadintegralmaß,
funktionaler δ–Distribution und Faddeev-Popov-Determinante sowie die Wirkung eichinvariant
sind.
Zur praktischen Anwendung ist dieser Ausdruck jedoch noch nicht zu gebrauchen. Die funktio-
nale δ–Distribution la¨ßt sich beseitigen, indem wir die Unabha¨ngigkeit bzgl. der Hilfsfelder ca
beru¨cksichtigen. Eine mit einem beliebigen Gewicht ausgefu¨hrte Integration u¨ber diese Felder
ergibt lediglich einen Beitrag zu der Normierungskonstante N . Das Gewicht wird der Einfachheit
halber als Gaußfunktion gewa¨hlt. Das ergibt im Falle linearer Eichungen, also g[A, x] = OA,
wobei O ein geeigneter linearer Operator ist, einen Beitrag zum Propagator des Eichfeldes:
Z[β] = N
∫
per
DA∆g[A] exp
[
−SE[A]− 1
2ξ
gaga
]
. (2.169)
Es bleibt noch, die Faddeev–Popov–Determinante durch ein Pfadintegral auszudru¨cken. Da sie
im Za¨hler erscheint, ist dies nur durch Integration u¨ber Grassmannfelder zu bewerkstelligen. Da
es sich aber um eine Funktionaldeterminante im Raum der periodischen Funktionen handelt,
sind dies keine Fermionen im physikalischen Sinne. Es ergeben sich aufgrund der Periodizita¨t
na¨mlich bosonische statistische Eigenschaften.
Diese sogenannten Faddeev–Popov-Geister beschreiben auch keine physikalischen Teilchen. Sie
dienen vielmehr dazu, nichtphysikalische Freiheitsgrade, die in den Eichfeldern enthalten sind,
zu kompensieren. Dies ist aus der eben angedeuteten Herleitung auch vo¨llig klar: Die Faddeev–
Popov–Determinante erlaubte ja die eichinvariante Integration u¨ber die Eichgruppe. Das Pfad-
integral in der endgu¨ltigen Formulierung lautet folglich
Z[β] = N
∫
per
DADη∗Dη exp
[
−SE[A]− 1
2ξ
gagaSEgh[A, η∗, η]
]
(2.170)
mit der euklidischen Geistlagrangedichte

Egh =
∫
d2ωxd2ωyη∗a(x)
δga[Aχ, x]
δδχb(y)
ηb(y). (2.171)
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Dies ist ein in x lokaler Ausdruck, wenn g[A, x] lokal in x ist. Insgesamt haben wir also ein Feyn-
mansches Pfadintegral u¨ber periodische Eich- und Geistfelder erhalten, in dem die urspru¨ngli-
che eichunabha¨ngige Wirkung durch eine eichabha¨ngige effektive Wirkung ersetzt wurde. Die
unphysikalischen Geistfreiheitsgrade sorgen dafu¨r, daß mit diesem Pfadintegral berechnete Er-
wartungswerte eichinvarianter Gro¨ßen eichinvariant sind. Es ist auch klar, daß wir statt der
Matsubarazeitkontur die volle Schwinger–Keldysh–Gleichgewichtskontur einfu¨hren ko¨nnen.
Wa¨hlen wir nun ein lineares eichfixierendes lokales Funktional, ist die effektive Wirkung ebenfalls
quadratisch in den Eichfeldern und den Faddeev–Popov–Geistern. Wa¨hlen wir der Einfachheit
halber die Klasse der relativistisch kovarianten Rξ–Eichungen (entsprechend der Lorentzeichung
in der Elektrodynamik)
ga = ∂µA
µ, (2.172)
gilt fu¨r die Geistlagrangedichte:

gh = ∂µη
∗Dµη mit (Dµη)
a = ∂µη
a + gfabcAcµη
b. (2.173)
Zur Illustration berechnen wir das thermodynamische Potential des freien Photonengases. In
diesem Fall ist die Eichgruppe die abelsche U(1). Im Fall einer abelschen Eichgruppe ist die
eichinvariante Wirkung ein quadratisches Funktional der Eichfelder, und wegen f abc = 0 geht
die kovariante Ableitung in (2.173) in die partielle Ableitung u¨ber, so daß die Geistlagrangedichte
der eines freien skalaren masselosen Bosons wird.
Fu¨r diese Eichung ist also die effektive Lagrangedichte durch

eff = −1
4
FµνF
µν − 1
2ξ
(∂µA
µ)(∂νA
ν) + (∂µη
∗)(∂µη) (2.174)
gegeben.
Daraus liest man unmittelbar die inversen Propagatoren des Imagina¨rzeitformalismus ab:
D−1µν = p
2δµν −
(
1− 1
ξ
)
pµpν . (2.175)
Nach der in Abschnitt 2.3.3 und Abschnitt 2.3.4 besprochenen Methode finden wir unmittelbar
die Zustandssumme
ΩA = lnZA = −1
2
Tr lnD−1. (2.176)
Die Determinante u¨ber die euklidischen Raumzeitindizes und die Spur u¨ber die Impulse genom-
men ergibt dies nach Abzug indefiniter Faktoren und Renormierung des Vakuums
ΩA = −4V
∫
d3~p
(2pi)3
ln[1− exp(−βω)]ω=|~p|. (2.177)
Dieses Resultat ist offensichtlich nicht korrekt, denn das masselose Vektorfeld besitzt nur zwei
physikalische Freiheitsgrade. Die unphysikalischen Freiheitsgrade tragen jedoch genau wie die
physikalischen zur Zustandssumme bei. Allerdings haben wir noch die Geistlagrangedichte zu
beru¨cksichtigen. Diese ist ebenfalls die Lagrangedichte eines masselosen geladenen Bosonengases
(periodische Randbedingungen fu¨r die Felder!) jedoch mit grassmannwertigen Feldern. Das be-
deutet, daß wir genau dieselbe Funktionaldeterminante zu berechnen haben, diese gema¨ß (C.23)
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jedoch mit dem umgekehrten Vorzeichen zu Ω beitra¨gt. Dies eliminiert also gerade die unphysika-
lischen Freiheitsgrade, so daß wir die korrekte Zustandssumme eines freien masselosen Bosegases
mit zwei Freiheitsgraden erhalten:
Ωphys = −2V
∫
d3~p
(2pi)3
ln[1− exp(−βω)]|ω=|~p| =
V pi2
45β3
. (2.178)
Daß dieses Resultat unabha¨ngig von ξ ist, reflektiert die Eichinvarianz der Zustandssumme
fu¨r unsere spezielle Klasse von Eichungen. Die Bedeutung der Faddeev–Popov–Determinante,
die wir hier durch die Integration u¨ber die beiden Faddeev–Popov–Geistfelder beru¨cksichtigt
haben, besteht darin, daß sie die beiden unphysikalischen Freiheitsgrade der vier Eichfelder
kompensiert. Im Gegensatz zur Vakuumtheorie, mu¨ssen also auch in der abelschen Eichtheorie
die Faddeev–Popov–Geister beru¨cksichtigt werden. Da sie aber nicht an die Eichfelder koppeln,
tauchen sie auch bei endlichen Temperaturen nicht in den Feynmanregeln zur Berechnung von
zusammenha¨ngenden Greenfunktionen (bzw. einteilchenirreduziblen Vertexfunktionen) auf. Das
bedeutet, daß die Feynmanregeln bei endlichen Temperaturen bis auf die zusa¨tzliche Einfu¨hrung
der ±–Vertizes und der matrixwertigen Greenfunktionen keinerlei A¨nderungen gegenu¨ber der
Vakuumtheorie erfahren.
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2.4 Renormierung bei endlichen Temperaturen
In diesem Abschnitt sollen die Grundlagen der Renormierung der Sto¨rungstheorie bei endlichen
Temperaturen rekapituliert und an einigen Beispielen verdeutlicht werden. Da sich herausstellt,
daß sich die Renormierung der Theorie bei endlichen Temperaturen auf die Renormierung im
Vakuum reduziert, behandeln wir zuna¨chst die Renormierung im Vakuum.
2.4.1 Renormierung im Vakuum
Das Problem der Divergenzen in der Sto¨rungstheorie der relativistischen Quantenfeldtheorie ist
so alt wie diese selbst. Zum ersten Mal stellten Pauli und Heisenberg (1929) fest, daß die heute
Quantenelektrodynamik genannte Quantenfeldtheorie mit Diracfermionen und minimal gekop-
peltem U(1)–Eichfeld (Photonenfeld) divergente Integrale ergibt, wenn man u¨ber die fu¨hrende
Baumgraphenna¨herung hinausgeht und
”
Strahlungskorrekturen“ berechnen will.
Zum ersten Mal wurde dieses Problem anhand der Berechnungen der Lambshift (Weisskopf,
Bethe, Oppenheimer) durch Subtraktion unendlicher Ausdru¨cke gelo¨st. Die erste allgemeine
Lo¨sung wurde durch Schwinger und Tomonaga im Formalismus der Quantenfeldtheorie sowie
durch Feynman in seinem Diagrammformalismus angegeben und systematisch aus der Quanten-
feldtheorie hergeleitet durch Dyson. Allerdings hat sich spa¨ter herausgestellt, daß der Dysonsche
Zugang aufgrund einer ungenu¨genden Behandlung u¨berlappender Divergenzen nicht vollsta¨ndig
ist.
Die endgu¨ltige Lo¨sung ist die BPHZ–Renormierung, die von Bogoliubov, Parasiuk, Hepp und
Zimmermann unter Verwendung des Weinbergschen Konvergenztheorems [Wei60] entwickelt
worden ist. Fu¨r eine ausfu¨hrliche Behandlung dieser Methode sei auf [Zim69, Zim70], fu¨r den
Fall von Theorien mit masselosen Teilchen (insbesondere Nambu–Goldstone–Bosonen in Theo-
rien mit spontan gebrochener globaler Symmetrie) auf [LZ75] verwiesen. Wir beschra¨nken uns
darauf, die Methode an einigen Beispielen aus der renormierbaren Theorie des skalaren Feldes
zu demonstrieren.
Die Lagrangedichte ist durch

=
1
2
(∂µφ)(∂
µφ)− m
2
2
φ2 − g
3!
φ3 − g
4!
φ4 (2.179)
gegeben. So wird klar, daß wir uns auf die Behandlung zusammenha¨ngender einteilchenirre-
duzibler Diagramme beschra¨nken ko¨nnen. Ein allgemeines Diagramm ist na¨mlich offensichtlich
konvergent, wenn die einteilchenirreduziblen zusammenha¨ngenden Teildiagramme, aus denen es
zusammengesetzt ist, konvergent sind.
Zuna¨chst ist allerdings eine Regularisierungsvorschrift zu verwenden, damit die analytischen
Ausdru¨cke u¨berhaupt sinnvoll sind. Wir verwenden in dieser Arbeit die Methode der dimensio-
nalen Regularisierung [HV72] oder die
”
regularisierungsfreie“ BPHZ–Methode, die Vorschriften
definiert, ein Feynmanintegral direkt durch Subtraktionen des Integranden zu renormieren. Letz-
teres ist insbesondere nu¨tzlich, wenn die Resultate, wie die im na¨chsten Kapitel eingefu¨hrten
selbstkonsistenten Na¨herungen, nur numerisch zu gewinnen sind.
Als dritte Methode bietet sich die Berechnung des Imagina¨rteils eines Diagramms und die Ver-
wendung subtrahierter Dispersionsrelationen an. Sie ist ebenfalls fu¨r numerische Berechnun-
gen geeignet. Der Nachteil ist, daß die analytischen Eigenschaften fu¨r Diagramme mit wach-
sender Zahl an externen Punkten rasch kompliziert werden, so daß wieder die direkte BPHZ-
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Renormierung zu bevorzugen ist, insbesondere in der Theorie bei endlichen Temperaturen und
Dichten.
Die beno¨tigten Standardformeln der dimensionalen Regularisierung, die natu¨rlich auch zur Aus-
wertung der durch die BPHZ-Methode renormierten vierdimensionalen Integrale verwendbar
sind, werden in Anhang A zusammengefaßt. Eine ausfu¨hrliche Herleitung dieser Regeln ist auch
in [Hee97, Hee98] zusammengestellt.
Die Methode der dimensionalen Regularisierung weist gegenu¨ber a¨lteren Regularisierungsver-
fahren (z.B. der Cutoff–Regularisierung in den verschiedenen Varianten oder dem Pauli-Villars-
Verfahren) den Vorteil auf, daß sie eine Regularisierungsskala nur u¨ber die Umdefinition der
Kopplungskonstanten λ→ µ2λ einfu¨hrt. Dadurch lassen sich leicht massenunabha¨ngige Renor-
mierungschemata definieren (z.B. das
”
minimal subtraction scheme“ oder das
”
modified mini-
mal subtraction scheme“), was deutliche Vorteile bei der Behandlung von Theorien mit spontan
gebrochenen Symmetrien mit sich bringt. Außerdem respektiert das Verfahren sehr viele Sym-
metrien (am wichtigsten ist hier die lokale Eichsymmetrie von Yang–Mills–Eichtheorien). Durch
diese beiden Eigenschaften erweist es sich als besonders bequem zur Renormierung von Eichtheo-
rien, weil in jedem Schritt der Rechnung die Ward–akahashi–Identita¨ten erfu¨llt sind. Gegenu¨ber
der BPHZ–Renormierung weist es auch den Vorteil auf, daß keinerlei Probleme mit masselosen
Teilchen auftreten.
Andererseits zeigt die BPHZ–Vorschrift, daß die renormierten Feynmandiagramme von der Wahl
der Regularisierung unabha¨ngig sind. Dabei subtrahiert man die entsprechenden divergenten
Anteile stets direkt im Integranden des Feynmanintegrals. Diese Methode hat allerdings den
Nachteil, daß sie nur unter großen Schwierigkeiten auf Schleifendiagramme mit ausschließlich
masselosen Teilchen anwendbar ist, da dann nicht mehr bei p = 0 subtrahiert werden kann.
Fu¨r Symmetrien unter einer linear auf den Feldern operierenden Gruppe gilt weiter das Theorem
von Symanzik [IZ80, Kug97], demzufolge symmetriebrechende Terme mit einer Impulsordnung
≤ 3 in der Lagrangedichte nur Gegenterme erfordern, die von ho¨chstens derselben Impulsdimen-
sion, auf keinen Fall jedoch ho¨herer Dimension sind. Daher ist es erlaubt, auch fu¨r die masselosen
Felder Regulatormassen einzufu¨hren, die nach Anwendung eines massenunabha¨ngigen Renormie-
rungsschemas wieder zu 0 gesetzt werden du¨rfen.
Im Falle spontaner Symmetriebrechung einer globalen kontinuierlichen Symmetrie und den in
diesem Zusammenhang dabei auftretenden skalaren masselosen Nambu–Goldstone–Bosonen, ist
es stets mo¨glich, die Symmetrie der Theorie mit m2 > 0 durch einen Term cφ explizit zu brechen,
diese Theorie massenunabha¨ngig zu renormieren, sodann den Limesm2 → −µ2 auszufu¨hren (alle
Pseudogoldstonemoden sind aufgrund des schwachen symmetriebrechenden Terms massiv) und
dann durch c→ 0 zum spontan gebrochenen Goldstonemodus der Theorie u¨berzugehen. Es zeigt
sich damit, daß die spontan gebrochene Theorie durch dieselben die Symmetrie respektierenden
Gegenterme renormiert wird wie im Wigner–Weylmodus, also bei symmetrischem Grundzustand.
Schließlich kann man dieses Argument fu¨r lokale Eichsymmetrien in umgekehrter Richtung fu¨h-
ren: Hier ist es sinnvoll, zuna¨chst durch den Higgs–Kibble–Mechanismus alle Eichfelder massiv
zu machen und sodann zum Wigner–Weyl–Mode u¨berzugehen. Das hat den Vorteil, daß keinerlei
Infrarotprobleme auftreten, und damit auch die Theorie mit masselosen Eichfeldern eichinvariant
renormiert ist. Dies zeigt schließlich, daß auch hier die BPHZ–Methode zur Methode der dimen-
sionalen Regularisierung bis auf endliche Renormierungen a¨quivalent (also bei Wahl derselben
Eichbedingungen sogar identisch) ist.
Wir zeigen nun die Methode der dimensionalen Regularisierung und der BPHZ-Renormierung
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an drei einfachen Beispielen:
Primitiv divergente Diagramme
Als primitiv divergentes Diagramm bezeichnet man ein solches Feynmandiagramm, das einen
divergenten analytischen Ausdruck liefert und durch Zerschneiden einer beliebigen Linie zu einem
konvergenten Diagramm wird.
Das einfachste nichttriviale Beispiel ist in der Schreibweise der dimensionalen Regularisierung
durch das Einschleifendiagramm
Σ(p) = =
ig2
2
∫
d2ωl
(2pi)2ω
µ2
(m2 − l2 − iη)[m2 − (l + p)2 − iη] (2.180)
gegeben. Dabei verwenden wir die Konvention fu¨r die Dimension der Raumzeit d = 2(ω− ) mit
 > 0. Die Regulatoren der Minkowski-Greenfunktionen bezeichnen wir daher hier mit iη. Das
Resultat fu¨r dieses Diagramm ist gem. (A.30)
Σ(p) = − g
2
16pi2
[
1

+ 2− γ − ln
(
m2
4piµ2
)
− 2
√
1− 4m
2
s
artanh
(
s√
s(4m2 − s)
)]
mit s = p2.
(2.181)
mit s = p2. An diesem Beispiel wird bereits eine Eigenschaft der dimensionalen Regularisierung
deutlich: Die durch die Regularisierung eingebrachte Skala µ tritt nur in den endlichen logarith-
mischen Termen auf, nicht jedoch im divergenten Term. Der zur Renormierung des unendlichen
Teils notwendige Gegenterm ist unabha¨ngig von µ und m. Im minimal–subtraction scheme ist
dieser Gegenterm durch
δΣMS =
g2
16pi2
(2.182)
gegeben. Der Grund fu¨r diese Massenunabha¨ngigkeit des Gegenterms ist, daß im Formalismus
der dimensionalen Regularisierung die Regularisierungsskala nur implizit durch die Kopplungs-
konstanten wirksam wird.
Es ist klar, daß wir durch endliche Renormierungen eine A¨nderung des Renormierungsschemas
herbeifu¨hren ko¨nnen. Im vorliegenden Fall reicht wegen der nur logarithmischen Divergenz des
Diagramms zur Festlegung des Renormierungsschemas die Definition von Σ an einem Punkt
s = m2r aus. Dies entspricht einer Massenrenormierung. Es ist jedoch genauso mit der Renor-
mierbarkeit der Theorie vereinbar, auch eine Wellenfunktionenrenormierung durchzufu¨hren, die
in ho¨heren Ordnungen sowieso erforderlich wird. Wir ko¨nnen also verlangen
Σ(s = m2r) = m
2
r −m2, ∂sΣ(s)|s=m2r = 0. (2.183)
Es muß nur m2r < 4m
2 sein, damit der Gegenterm nicht komplex wird, was eine Nichtunitarita¨t
der S–Matrix bedeuten wu¨rde. Die physikalische Masse liegt dann bei mr. Insbesondere ist das
physikalische Renormierungsschema (
”
on–shell scheme“) durch mr = m definiert. Dann sind
nackte und renormierte Masse per definitionem in jeder Ordnung Sto¨rungstheorie identisch. In
diesem Schema lautet der Gegenterm
δΣphys =
g2
16pi2
[
1

+ 3− γ − ln
(
m2
4piµ2
)
+
s
m2
(
2
√
3pi
3
− 1
)]
. (2.184)
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U¨berlappende Divergenzen
Wir kommen nun zu einem einfachen Beispiel fu¨r u¨berlappende Divergenzen, na¨mlich das
”
Sun-
set–Diagramm“ der φ4–Theorie:
Γ =
p
l1 + l2
l1
l2 + p
p
, IΓ =
(−iλ)2
6
iG(l1)iG(l1 + l2)iG(l2 + p). (2.185)
Darin bezeichnen wir mit Γ das Diagramm und mit IΓ den unrenormierten Integranden, wie
er durch die Feynmanregeln gegeben ist. Nach dem Weinbergschen Powercountingtheorem ist
das Diagramm quadratisch divergent. Allerdings genu¨gt es hierbei scheinbar nicht, einfach ein
Polynom im a¨ußeren Impuls abzuziehen. Schon die Wahl der Impulse zeigt, daß das Diagramm
eine sog. Subdivergenz aufweist. Ha¨lt man na¨mlich l2 und p konstant, so ist das Integral u¨ber l1
mit dem Integranden G(l1)G(l1 + l2) logarithmisch divergent. Diagrammatisch ko¨nnen wir dies
dadurch andeuten, daß wir das entsprechende Subdiagramm wie folgt markieren:
(2.186)
Dieses Diagramm ist logarithmisch divergent und kann durch einen konstanten Gegenterm renor-
miert werden. Wie wir bereits anhand des vorigen Beispiels gesehen haben, kann dies im Sinne der
BPHZ–Renormierung einfach dadurch erfolgen, daß wir vom Integranden dieses Subdiagramms
seinen Wert bei l2 = 0 subtrahieren. Dies ergibt schon die erste Regel der BPHZ–Renormierung:
Eine Subdivergenz wird dadurch beseitigt, daß vom Integranden des entsprechenden Subdia-
gramms das Taylorpolynom bzgl. der a¨ußeren Impulse des Subdiagramms um den Renormie-
rungspunkt (in unserem Beispiel l2 = 0) bis zur Divergenzordnung (hier 0) subtrahiert wird.
Folglich la¨ßt sich der Gegentermbeitrag zu Γ, der notwendig ist, um diese Subdivergenz zu be-
seitigen, offensichtlich dadurch finden, daß wir statt des Integranden des Subdiagramms die
besprochene Taylorentwicklung einsetzen. Das so entstehende reduzierte Diagramm bezeichnen
wir mit tγ1Γ. In unserem Fall ist also der Integrand des reduzierten Diagramms durch
tγ1Γ =
iλ2
6
G2(l1)G(l2 + p) (2.187)
definiert. Betrachten wir aber den Integranden des nun vorliegenden subtrahierten Diagramms
(1− tγ1)Γ =
iλ2
6
[G(l1 + l2)−G(l1)]G(l1)G(l2 + p), (2.188)
ist klar, daß auch dieses Diagramm nicht nur nach wie vor quadratisch divergent ist, sondern auch
noch eine Subdivergenz fu¨r l1, p = const bzgl. der Integration u¨ber l2 entha¨lt. Das entsprechende
Subdiagramm bezeichnen wir mit γ2, und es ist ebenfalls logarithmisch divergent. Auch dieses
Diagramm mu¨ßten wir entsprechend der eben gefundenen Vorschrift abziehen. Allerdings ist das
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dazugeho¨rige reduzierte Diagramm in unserem Fall von p unabha¨ngig. Das gleiche gilt fu¨r das
dritte divergente Subdiagramm, das sich aus dem Unterraum l1 + l2 = const aus Γ ergibt.
Wir notieren aber der Vollsta¨ndigkeit halber, daß das durch Abziehen der entsprechenden redu-
zierten Diagramme von allen Subdivergenzen befreite Diagramm dem Integranden
R¯Γ =
iλ2
6
[G(l1 + l2)−G(l1)]G(l1)G(l2 + p)−G2(l2)[G(l1) +G(l1 + l2)] (2.189)
entspricht. Man versteht anschaulich, daß durch diese Prozedur das Diagramm keine Subdiver-
genzen mehr entha¨lt, weil ja durch die Subtraktionen der reduzierten Diagramme der Diver-
genzgrad jedes Subdiagramms negativ gemacht wurde. Diese Betrachtung zeigt eine wichtige
Erkenntnis der BPHZ–Theorie:
Zum einen sind die Gegenterme, die zur Lagrangedichte addiert werden mu¨ssen, um die Di-
vergenzen zu beseitigen, Polynome in den Feldern und den Impulsen (bzw. Ableitungen in den
Raumzeitkoordinaten), also immer lokale Terme. In unserem Fall tragen sie zur Renormierung
des Vierervertex (also zur Kopplungskonstante λ) bei. Es wird auch deutlich, daß aufgrund des
Powercountingtheorems Theorien, die nur Terme in den Feldern und Ableitungen der Impulsdi-
mension ≤ 4 enthalten, im Dysonschen Sinne renormierbar sind in dem Sinne, daß nur endlich
viele Typen von Gegentermen notwendig sind, um die Theorie in jeder Ordnung Sto¨rungstheorie
endlich zu machen.
Obwohl es in unserem Beispiel nicht vorkommt, daß bestimmte Subdivergenzen durch mehre-
re Ka¨stchen um Subdiagramme gekennzeichnet werden, kann man anschaulich verstehen, daß
man in komplizierteren Fa¨llen, in denen dies erforderlich ist, Mengen von Subdiagrammen, die
u¨berlappen, nicht beru¨cksichtigen muß. Die entsprechenden u¨berlappenden Divergenzen werden
aufgrund des eben schon angegebenen Arguments bereits vollsta¨ndig kompensiert, denn jeder
mo¨gliche Unterraum der Integrationsvariablen, der im Sinne des Powercountingtheorems einer
Divergenz entspricht, wurde beru¨cksichtigt, wenn man nur die Mengen disjunkter Subdiagramme
(also solche, die keine Linien oder Vertizes innerhalb des Gesamtdiagramms gemeinsam besit-
zen) sowie die verschachtelten Subdiagramme (also solche, von denen ein Subdiagramm eines
oder mehrere Subdiagramme seinerseits als Subdiagramm entha¨lt) nach dem oben beschriebenen
Schema behandelt.
Betrachten wir nun wieder R¯Γ, wird deutlich, daß das Integral noch die quadratische Divergenz
entha¨lt, die sich durch das Powercounting–Theorem ergibt, wenn beide Schleifenimpulse groß
werden. Diese Divergenzen ko¨nnen wir aber durch Abzug des entsprechenden Taylorpolynoms in
p bis zur entsprechenden Ordnung eliminieren. Dabei werden auch, wie bereits oben angedeutet,
die beiden von p unabha¨ngigen reduzierten Diagramme wieder abgezogen. Der Integrand fu¨r das
renormierte Diagramm ist also durch
RΓ = [1− tΓ]R¯Γ = iλ
6
G(l1)[G(l1 + l2)−G(l1)][1 − t2(p)]G(l2 + p) (2.190)
gegeben, wobei
t2(p)G(l2 + p) = G(l2) + p
µ[∂pµG(l2 + p)]|p=0 + p
µpν
2!
[∂pµ∂p
νG(l2 + p)]|p=0 (2.191)
ist.
Es ist klar, daß jedes beliebige Renormierungsschema aus diesem BPHZ-Schema durch eine
endliche Renormierung erreicht werden kann. Eventuell sind dazu auch Subtraktionen notwendig,
die u¨ber das reine Entfernen der Divergenzen hinausgehen (die sog.
”
oversubtraction“).
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2.4.2 Allgemeine Regeln der BPHZ–Renormierung
Anhand unserer Beispiele ko¨nnen wir nun die allgemeinen Regeln der BPHZ–Renormierung an-
geben. Zuna¨chst sind einige Definitionen notwendig. Gegeben sei ein zusammenha¨ngendes einteil-
chenirreduzibles (1PI) amputiertes Diagramm Γ. Wir bezeichnen diese Klasse von Diagrammen,
die in der Funktionalformulierung der Quantenfeldtheorie durch die effektive Wirkung erzeugt
werden, als eigentliche Vertexdiagramme. Der durch die auf Γ angewandten Feynmanregeln ge-
gebene Integrand werde mit IΓ bezeichnet.
Ein eigentliches Vertexdiagramm heißt Renormierungsteil, wenn es oberfla¨chlich divergent ist.
Eine Teilmenge von Vertizes und Linien von Γ definiert ein Subdiagramm von Γ, wenn es fu¨r sich
genommen wieder ein eigentliches Vertexdiagramm ist. Fu¨r ein solches Diagramm γ schreiben
wir γ ⊆ Γ.
Seien γ1 und γ2 zwei Subdiagramme von Γ. Sie heißen disjunkt γ1 ∩ γ2 = ∅, wenn sie keine
gemeinsamen Linien besitzen. Sie heißen verschachtelt, γ1 ⊆ γ2, wenn γ1 selbst ein Subdiagramm
von γ2 ist. Sie werden schließlich u¨berlappend, γ1 ◦ γ2, genannt, wenn sie weder disjunkt noch
verschachtelt sind. Sie besitzen dann zwar gemeinsame Vertizes und Linien. Es ist jedoch nicht
das eine Diagramm Subdiagramm des anderen.
Sei {γ1, γ2, . . . , γn} eine Menge von paarweise disjunkten Subdiagrammen von Γ. Dann bezeich-
nen wir den Integranden des Restdiagramms mit IΓ\{γ1 ,...,γn}. Offensichtlich gilt
IΓ = IΓ\{γ1,...,γn}
n∏
j=1
Iγj . (2.192)
In der urspru¨nglichen Formulierung von Bogoliubov und Parasiuk [BP57], werden nun rekursiv
die Subdivergenzen beseitigt. Ist das Diagramm Γ primitiv divergent, d.h. entha¨lt es keine diver-
genten Subdiagramme, ist selbst aber Renormierungsteil (wie bei unserem Einschleifenbeispiel),
dann ist der Integrand RΓ des renormierten Diagramms durch
RΓ = (1− tΓ)IΓ (2.193)
definiert. Sind Subdivergenzen vorhanden, mu¨ssen zuna¨chst die Subdivergenzen von Γ entfernt
werden. Den entsprechenden Integranden nennen wir R¯Γ. Dann ist
RΓ =
{
R¯Γ falls Γ kein Renormierungsteil
(1− tΓ)R¯Γ falls Γ Renormierungsteil
. (2.194)
Jedes divergente Subdiagramm wird bei der Berechnung von R¯Γ ebenfalls nach dieser Rekursi-
onsvorschrift behandelt. Es ist anschaulich klar, daß nach diesem sog. Bogoliubovschen R-Prozeß
der konvergente Integrand tatsa¨chlich gefunden ist, wenn auch der formale Beweis schwierig ist.
Hepp hat in dieser Hinsicht den Beweis von Bogoliubov und Parasiuk auch noch korrigiert: Er
hat gezeigt, daß im Impulsraum die Wickrotation ru¨ckga¨ngig gemacht werden kann und die
Beseitigung der iη–Regulatoren in den Propagatoren durch Bildung des schwachen Limes η → 0
auf wohldefinierte Distributionen fu¨r jedes Diagramm fu¨hrt.
Die Bedeutung des Zimmermannschen Beitrags (vgl. [Zim69] bzw. das Vorlesungsskript [Zim70])
besteht darin, daß er eine explizite Lo¨sung der Rekursionsvorschrift angegeben hat. Dadurch
la¨ßt sich aber auch die Rekursionsvorschrift selbst noch einfacher fassen. Dazu definiert Zim-
mermann den Begriff des
”
Forest“. Ein Forest ist eine beliebige Teilmenge von Subdiagrammen
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(die auch das vollsta¨ndige Diagramm selbst enthalten darf), die paarweise nicht u¨berlappend
sind. Sie mu¨ssen aber nicht zwingend disjunkt sein, d.h. sie ko¨nnen ineinander geschachtelt sein.
Diagrammatisch ist ein Forest durch das Diagramm mit Ka¨stchen, die die in ihm enthaltenen
Subdiagramme umranden, zu veranschaulichen. Zwei Ka¨stchen sind dabei entweder vollsta¨n-
dig ineinander enthalten, oder sie du¨rfen keine gemeinsamen Diagrammteile umschließen. Ein
restringierter Forest liegt vor, wenn alle in ihm enthaltenen Diagramme Renormierungsteile sind.
Jedem restringierten Forest entspricht nun ein diagrammatischer Ausdruck, der aus dem ur-
spru¨nglichen Diagramm dadurch entsteht, daß jedes ein Subdiagramm γ umschließende Ka¨st-
chen zu einem Punkt kontrahiert wird. Man spricht bei den dadurch entstehenden neuen Vertizes
von Kontraktionen. Jeder dieser Kontraktionen wird der Ausdruck −tγIγ zugeordnet. Die u¨bri-
gen nicht in einem Ka¨stchen enthaltenen Linien behalten ihre urspru¨ngliche Bedeutung bei. Bei
ineinander geschachtelten Ka¨stchen muß diese Prozedur natu¨rlich beginnend mit dem innersten
Diagramm von innen nach außen durchgefu¨hrt werden.
Ist F = {γ1, . . . , γn} ein beliebiger restringierter Forest, dann entspricht also dem zugeordneten
kontrahierten Diagramm der Ausdruck
Ω  =
∏˜
γ∈ 
(−tγ)IΓ. (2.195)
Dabei deutet die Tilde u¨ber dem Produkt an, daß im Falle von ineinander verschachtelten
Diagrammen stets die Tayloroperatoren so angeordnet sind, daß sie in der Reihenfolge von
innen nach außen angewendet werden. Fu¨r disjunkte Diagramme γ1, . . . , γn sind wegen
IΓ = IΓ\{γ1 ,...,γn}
n∏
j=1
Iγj (2.196)
die Tayloroperatoren tγj kommutativ, so daß die Reihenfolge beliebig ist.
Die Zimmermannsche Forestformel besagt dann, daß der renormierte Integrand des Diagramms
Γ
RΓ =
∑
 ∈FR(Γ)
Ω  , (2.197)
wobei FR(Γ) die Menge aller restringierten Forests des Diagramms Γ bezeichnet. Definitionsge-
ma¨ß entha¨lt FR(Γ) auch die leere Menge, den leeren Forest. Entsprechend der diagrammatischen
Bedeutung, daß der leere Forest das Diagramm Γ ohne Subdiagramme auszeichnende Ka¨stchen
entha¨lt, ist ihm einfach der zu Γ geho¨rige Integrand zugeordnet.
Daß diese Formel das gleiche Resultat wie der Bogoliubovsche R-Prozeß fu¨r das renormierte Dia-
gramm liefert, erkennt man wie folgt: Wir bezeichnen mit F¯R(Γ) die Menge aller restringierten
Forests von Γ, die Γ selbst nicht enthalten, die normalen Forests. Es ist klar, daß die Menge aller
restringierten Forests von Γ entweder mit F¯R(Γ) u¨bereinstimmt (na¨mlich dann, wenn Γ selbst
oberfla¨chliche konvergent ist) oder dadurch aus F¯R(Γ) entsteht, daß man zu jedem F ∈ F¯R(Γ)
auch F ∪ {Γ} zu F¯R(Γ) hinzufu¨gt. Offensichtlich ist dann
R¯Γ =
∑
 ∈F¯R(Γ)
Ω  , (2.198)
und die Forestformel schreibt dann vor, daß daraus RΓ gema¨ß dem R-Prozeß durch (2.194)
entsteht.
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Symmetrien und Renormierung
I.a. muß die Lagrangedichte einer renormierbaren lokalen Quantenfeldtheorie alle Terme ent-
halten, fu¨r die die Impulsdimension aller Monome in den Feldern und deren Ableitungen ≤ 4
ist. Das ist z.B. der Fall fu¨r die Lagrangedichte (2.179). Liegt allerdings eine globale linear auf
den Feldern operierende Symmetrie vor, reichen schon alle mit dieser Symmetrie vertra¨glichen
renormierbaren Terme aus, damit die Theorie renormierbar ist. Der Grund dafu¨r ist, daß bei
linearer Realisierung der Symmetrie nicht nur die klassische, sondern auch die effektive Wirkung
diese Symmetrie aufweisen [Wei96, Hee97].
Liegen symmetriebrechende Terme vor, deren Impulsdimension ≤ 3 ist (das entspricht Wech-
selwirkungstermen mit Kopplungskonstanten von der Impulsdimension ≥ 1), treten auch nur
symmetriebrechende Gegenterme von ho¨chstens derselben Impulsdimension auf, die also bereits
schon in der klassischen Lagrangedichte vorzusehen sind, damit die Theorie renormierbar ist.
Dies stellt aber sicher, daß fu¨r die Wechselwirkungsteile, die ho¨herer Impulsdimension in der
Lagrangedichte entsprechen, die symmetrischen Gegenterme zur Renormierung hinreichen. In
unserem Beispiel bedeutet dies, daß fu¨r die Renormierung primitiv divergenter Vierervertexdia-
gramme, also auch der Gesamtdivergenz eines solchen Vertex, d.h. die Divergenz die nach Abzug
aller Subdivergenzen u¨brig bleibt, die Gegenterme der φ4–Theorie hinreichend sind.
Ferner zeigt das Bogoliubovsche Rekursionsverfahren, daß das Resultat deshalb ein konvergentes
Integral sein muß, weil durch das Abziehen der endlichen Taylorentwicklungen der beim R–
Prozeß involvierten Diagramme die Divergenzordnung aller Teildiagramme und des Diagramms
selbst negativ gemacht wird, so daß das Integral nach dem Weinbergschen Konvergenztheorem
endlich ist.
BPHZ und dimensionale Regularisierung
Die BPHZ-Methode ist, wie schon weiter oben betont, unabha¨ngig von der Wahl der Regula-
risierungsmethode. Fu¨r praktische Rechnungen ist es aber meist bequemer, eine Regularisie-
rungsvorschrift wie die dimensionale Regularisierung zu benutzen. Die Methoden ko¨nnen auch
kombiniert werden, indem man die BPHZ-Methode zur Bestimmung der erforderlichen Gegen-
terme direkt aus den Diagrammen verwendet, aber die Bildungsvorschrift tγ fu¨r den Gegenterm
eines Diagramms γ entsprechend dem Regularisierungsschema verwendet. Im Falle der dimensio-
nalen Regularisierung kann man dafu¨r z.B. die Entfernung der Pole 1/(4− d)k definieren. Auch
hier sind entsprechend den Formeln in Anhang A die Gegenterme fu¨r jedes primitiv divergente
Diagramm Polynome in den a¨ußeren Impulsen.
Das BPHZ-Schema tra¨gt dabei der korrekten Subtraktion von Subdivergenzen Rechnung und
stellt aufgrund der Forest–Formel sicher, daß keine nichtlokalen Gegenterme (im Impulsraum von
der Art ln[p2/(4piµ2)]) erforderlich werden, die aufgrund von u¨berlappenden Divergenzen in den
regularisierten Ausdru¨cken auftreten. Das bedeutet, daß die renormierte Lagrangedichte lokal
bleibt, also ein Polynom der Felder und deren Ableitungen ist, wie die nackte Lagrangedichte.
Wie oben ausgefu¨hrt, ist der Grund dafu¨r, daß die u¨berlappenden Divergenzen bereits durch Sub-
traktion von Subdivergenzen identisch verschwinden. Im formalen Beweis des BPHZ-Theorems
ergibt sich dies u¨brigens auch daraus, daß fu¨r zwei u¨berlappende Subdiagramme γ1 und γ2 stets
(1 − tγ1∪γ2)tγ1tγ2 = (1 − tγ1∪γ2)tγ2 tγ1 = 0 ist. Daher genu¨gt die Summation u¨ber die Forests in
der Zimmermannschen Formel, um die Divergenzen zu beseitigen. Es ist klar, daß diese Aussage
auch fu¨r andere Subtraktionsvorschriften, wie z.B. die minimale Subtraktion der dimensionalen
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Regularisierung, gilt, da das renormierte Feynmanintegral von der Regularisierung unabha¨ngig
ist.
Ein weiterer Vorteil der dimensionalen Regularisierung gegenu¨ber dem BPHZ-Schema ist, daß
die Behandlung von Infrarotdivergenzen kein weiteres Problem darstellt, solange alle masselosen
Teilchen off-shell sind.
Subtrahierte Dispersionsrelationen
Eine weitere wichtige Methode der Renormierung ist die Verwendung von Dispersionsrelationen.
Die Idee dieser Methode besteht darin, zuna¨chst den endlichen Imagina¨rteil der Diagramme zu
berechnen. Dies kann durch die Cutkoskyregeln (vgl. [IZ80]) erfolgen. Im Falle der Selbstenergie
liefern die analytischen Eigenschaften der Schwinger-Keldysh-Greenfunktionen sofort
ImΣR =
Σ−+ − Σ+−
2i
. (2.199)
Im Vakuum gilt
Σ−−(p) = Θ(p0)ΣR(p) + Θ(−p0)ΣA(p), (2.200)
so daß mit dieser Methode der Imagina¨rteil vollsta¨ndig bestimmt ist. Im Vakuum nutzen wir
weiter die Lorentzinvarianz aus und schreiben Σ = Σ−− als Funktion der Invariante s = p2. Fu¨r
s /∈  ist die Funktion aufgrund der durch die Feynman-Stu¨ckelbergschen Randbedingungen
sichergestellten Kausalstruktur analytisch. Fu¨r den
”
euklidischen Bereich“ s < 0 ist Σ reell, so
daß nach dem Schwarzschen Spiegelungsprinzip Σ(s∗) = Σ∗(s) gilt. Entlang Teilen der positiv
reellen Achse weist die Selbstenergie einen Verzweigungsschnitt auf. Das physikalische Blatt
der dazugeho¨rigen Riemannschen Fla¨che ist durch Σ(s) ∈  fu¨r s < 0 eindeutig bestimmt.
Physikalisch beschreibt der Imagina¨rteil den Zerfall der Einteilchenzusta¨nde (entsprechend der
einlaufenden bzw. auslaufenden Linie des Selbstenergiediagramms) in die durch die inneren
Linien des Diagramms repra¨sentierten virtuellen Zwischenzusta¨nde. Die Schwelle, bei der der
Schnitt in der s-Ebene beginnt, ist demzufolge durch den Phasenraum dieses Zerfalls bestimmt.
Fu¨r das oben besprochene Sunsetdiagramm bedeutet dies, daß die Schwelle bei sthr = (3m)
2
liegt.
Zur Berechnung der vollsta¨ndigen Selbstenergiefunktion aus ihrem Imagina¨rteil nutzen wir nun
diese analytischen Eigenschaften aus. Dazu wenden wir das Cauchysche Integraltheorem an,
wobei wir den Integrationsweg wie in Abb. 2.5 wa¨hlen.
Die Selbstenergiefunktion verschwindet allerdings im Unendlichen i.a. nicht. Das Weinbergsche
Theorem besagt z.B., daß fu¨r das Sunsetdiagramm Σ(s)∼=s→∞O(s(ln s)β) ist. Ist nun sr < sthr,
ist Σ in einer Umgebung dieses Punktes analytisch, und wir ko¨nnen statt Σ die Funktion
f(z) =
Σ(z)
(z − sr)n (2.201)
betrachten. Da die Feynmanintegrale nach dem Weinbergschen Theorem bis auf Logarithmen
asymptotisch wie eine Potenz von s anwachsen, kann man n stets so groß wa¨hlen, daß f im
Unendlichen verschwindet. Wegen
1
(z − sr)n(z − s) =
1
(s− sr)n(z − s) −
n∑
k=1
1
(s− sr)k(z − sr)n−k+1 (2.202)
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sthr
Re z
Im z
s+ i0
C
Abbildung 2.5: Zur Herleitung der Dispersionsrelation: Die Selbstenergie soll an der Stelle s +
iη berechnet werden. Dazu wird die Integrationskontur C fu¨r den Cauchyschen Integralsatz
verwendet.
folgt dann aus dem auf f angewandten Cauchyschen Konvergenztheorem bei Wahl der Kon-
tur gema¨ß Abb. 2.5, wobei das Integral u¨ber den ins Unendliche verlegten Kreis aufgrund der
Asymptotik von f verschwindet, und wegen f(s+ iη)− f(s− iη) = 2i Im f(s+ iη)
Σ(s+ iη) =
n−1∑
k=0
(s− sr)kΣ(k)(sr)
k!
+
(s− sr)n
pi
∫ ∞
sthr
ImΣ(z + iη)
(z − sr)n(z − s+ iη) . (2.203)
Das bedeutet, daß wir neben dem Imagina¨rteil zur Berechnung der Selbstenergie auch noch
deren Ableitungen bis zur (n − 1)-ten Ordnung an der Stelle sr beno¨tigen. Fu¨r das Sunsetdia-
gramm beno¨tigen wir beispielsweise Σ(sr) und Σ
′(sr). Dies entspricht aber genau der Freiheit
der Wahl der Renormierungsbedingungen bei der Renormierung der Selbstenergie, d.h. die Re-
normierungsbedingungen fu¨r die Selbstenergie legen diesen Anteil eindeutig fest. Das bedeutet,
daß der oben eingefu¨hrte Subtraktionspunkt sr dem Renormierungspunkt entspricht, bei dem
die Renormierungsbedingungen festgelegt werden. Es ist klar, daß stets sr < sthr sein muß.
Im Fall der φ4–Theorie ko¨nnen wir z.B. die Wellenfunktionenrenormierungskonstante und den
Massengegenterm so wa¨hlen, daß
Σ(m2) = 0 und Σ′(m2) = 0 (2.204)
ist. Dies bedeutet, daß die exakte Greenfunktion in jeder Ordnung Sto¨rungstheorie an der Stelle
s = m2 einen Pol mit Residuum 1 aufweist, d.h. in der Na¨he dieses Pols der freien Greenfunk-
tion entspricht. Physikalisch bedeutet dies, daß das beschriebene Teilchen die Masse m besitzt
und die asymptotischen Wellenfunktionen stets auf 1 normiert sind, d.h. in a¨ußeren Linien
brauchen keine Selbstenergieeinschu¨be beru¨cksichtigt zu werden, und bei der Berechnung von
S-Matrixelementen ko¨nnen die auf 1 normierten freien Wellenfunktionen fu¨r die asymptotischen
Zusta¨nde eingesetzt werden.
2.4.3 Renormierung bei endlichen Temperaturen
Es ist nun physikalisch von entscheidender Bedeutung, daß zur Renormierung bei endlichen
Temperaturen und Dichten bereits die Renormierung der Vakuumbeitra¨ge hinreichend ist. Dies
stellt die Unabha¨ngigkeit der Gegenterme in der effektiven Wirkung vom Zustand des Systems
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sicher. Fu¨r das Hauptthema dieser Arbeit, na¨mlich die Untersuchung des Einflusses der Ma-
terie auf die Massen und Kopplungskonstanten, bedeutet dies, daß diese Parameter durch die
Vakuumeigenschaften allein festgelegt sind und die durch das umgebende Medium bedingten
A¨nderungen allein durch das zugrundeliegende Modell gegeben sind. Es ist also bei endlichen
Temperaturen keine u¨ber die Renormierung im Vakuum hinausgehende, willku¨rliche Wahl von
Gegentermen notwendig.
Es ist schon aus physikalischen Gru¨nden einleuchtend, daß die Renormierung der Vakuumteile
ausreichend ist, um auch fu¨r die entsprechenden Diagramme bei endlicher Temperatur ein endli-
ches Resultat zu erhalten: Die A¨nderung der Funktionen bei endlicher Temperatur verglichen mit
denen im Vakuum kann nur von den Teilen des Impulsintegrals herru¨hren, wo die Energien der
beteiligten Teilchen von ho¨chstens derselben Gro¨ßenordnung sind wie die Temperatur. Die Bei-
tra¨ge von ho¨heren Energien sind durch Bose–Einstein– bzw. Fermi–Dirac–Verteilungsfunktionen
unterdru¨ckt.
Formal erkennt man dies am einfachsten im Raum-Zeitbereich des Matsubaraformalismus. Im
Limes T → 0 geht die Matsubaragreenfunktionen in den Vakuumpropagator der euklidischen
Quantenfeldtheorie, aus der die Vakuumtheorie bei reeller Zeit durch analytische Fortsetzung
(Wickrotation der Zeitkoordinate) entsteht, u¨ber:
G(τ, ~x;T = 0) =
∫
d4k
(2pi)4
exp[i(k4τ + ~k~x)]
k44 + ω
2
~k
mit ω~k =
√
~k2 +m2. (2.205)
Betrachten wir nun die Funktion
G(τ, ~x;T ) =
∞∑
n=−∞
G(τ + nβ, ~x;T = 0), (2.206)
erkennen wir, daß diese genau mit der Matsubaragreenfunktion u¨bereinstimmt, denn offensicht-
lich erfu¨llt sie die Bewegungsgleichung der freien Greenfunktion und die Periodizita¨tsbedingung
(E +m
2)G(τ, ~x;T ) = δ(τ)δ(3)(~x), G(τ + β, ~x;T ) = G(τ, ~x;T ). (2.207)
Die UV–Divergenzen im Energie–Impulsbereich stellen sich im Raum–Zeitbereich als Singulari-
ta¨ten der Propagatoren bei x2 = τ2 + ~x2 = 0 dar. Diese Singularita¨t kann aber in der Summe
(2.206) nur im temperaturunabha¨ngigen Glied fu¨r n = 0 auftreten, also im Vakuumanteil des
Propagators, wa¨hrend der temperaturabha¨ngige Anteil eine analytische Funktion in τ und ~x ist.
Es ist klar, daß wir eine a¨hnliche Betrachtung auch direkt im Impulsraum anstellen ko¨nnen: Die
freien Greenfunktionen der Realzeitkontur (2.79) lassen sich wie folgt in freie und temperatur-
abha¨ngige Anteile zerlegen:
i∆−−(p) =
i
p2 −m2 + iη + 2piiδ(p
2 −m2)fB(|p0|),
i∆+−(p) = 2pi[Θ(p0) + fB(|p0|)]δ(p2 −m2),
i∆−+(p) = 2pi[Θ(−p0) + fB(|p0|)]δ(p2 −m2),
i∆++(p) = − i
p2 −m2 − iη + 2piiδ(p
2 −m2)fB(|p0|)
(2.208)
Zum einen wird klar, daß fu¨r T → 0 die Greenfunktionen in die entsprechenden Vakuumaus-
dru¨cke u¨bergehen, zum anderen, daß die Temperaturanteile ∼=p0→∞ exp(−β|p0|)δ(p2−m2) sind.
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Durch die δ-Distribution ergibt sich, daß die Temperaturanteile der Propagatorlinien on-shell-
Impulse tragen, und das bedeutet, daß nach Ausfu¨hrung der Integration u¨ber l0 des entspre-
chenden Schleifenimpulses die Integration u¨ber ~l exponentiell geda¨mpft ist, also ein endliches
Resultat ergibt. Das bedeutet, daß beim Boguliubovschen R-Prozeß alle Subdiagramme aus
den Forests entfernt werden ko¨nnen, die eine reine Temperaturlinie tragen. Das bedeutet, daß
temperaturabha¨ngige Renormierungsteile nicht auftreten, d.h. evtl. im Formalismus der dimen-
sionalen Regularisierung auftretende temperaturabha¨ngige Polterme in 1/(4 − d) werden allein
durch die Subtraktion von Vakuumsubdivergenzen entfernt. Die Gegenterme, die erforderlich
sind, um die einteilchenirreduziblen zusammenha¨ngenden Diagramme endlich zu machen, sind
also temperaturunabha¨ngig.
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Φ–Funktionalna¨herungen
Wir kommen in diesem Kapitel zum Hauptgegenstand dieser Arbeit, na¨mlich zur Behandlung
einer Klasse von Resummationstechniken, deren Entwicklung auf Luttinger und Ward [LW60]
sowie Baym und Kadanoff [BK61] zuru¨ckgeht. Baym zeigte, daß die selbstkonsistenten geschlos-
senen Gleichungen fu¨r die mittleren Felder und die Selbstenergie sich zwangsla¨ufig aus dem
von Luttinger und Ward angegebenen erzeugenden Funktional (im folgenden Φ–Funktional ge-
nannt) fu¨r diese Gro¨ßen herleiten lassen [Bay62], wenn die Erhaltungssa¨tze fu¨r die Mittelwerte
von Noetherladungen erfu¨llt sind.
Wie wir im Detail weiter unten sehen werden, ergibt sich die Selbstenergie dabei durch Variati-
on des Funktionals Φ nach der exakten Greenfunktion. Damit wird die Selbstenergie durch die
angezogenen Skelettdiagramme der Quantenfeldtheorie definiert, deren punktfo¨rmige Vertizes
durch den Wechselwirkungsanteil der klassischen Wirkung S[φ′ + ϕ] bzgl. φ′ definiert sind. Da
die Variation eines beliebigen diagrammatisch mit iG–Linien definierten Funktionals die Summe
aller amputierten Diagramme erzeugt, die durch O¨ffnen jeweils einer Linie entstehen, muß das
Φ–Funktional selbst zweiteilchenirreduzibel sein. Allerdings weisen die geschlossenen Diagram-
me gegenu¨ber Diagrammen mit externen Punkten einen zusa¨tzlichen kombinatorischen Faktor
1/V auf, wobei V die Anzahl der Vertizes im Diagramm bezeichnet. Daher sind zwar die Selbst-
energien diagrammatisch resummierbar, wodurch sich gerade die Darstellung der Selbstenergie
durch die angezogenen Skelettdiagramme ergibt, nicht aber das Φ–Funktional. In Abschnitt 3.1.1
sollen diese Aussagen systematisch hergeleitet werden.
Dabei bedienen wir uns der Pfadintegralformulierung der Methode durch Cornwall, Jackiw und
Tomboulis, die das Φ–Funktional im Rahmen der relativistischen Quantenfeldtheorie aufgegriffen
haben [CJT74]. In der Literatur wird die Methode aufgrund dieser Arbeiten oft auch als CJT–
Funktionalformalismus bezeichnet.
Diese Funktionalmethode gestattet zusammen mit diesen Diagrammregeln die systematische
Herleitung von selbstkonsistenten Na¨herungen, die die Erhaltungssa¨tze fu¨r die Mittelwerte der
Noetherstro¨me in mit der entsprechenden linear realisierten Symmetrie vertra¨glichen Na¨herun-
gen des Φ–Funktionals respektieren. Darunter fallen auch die aus der Poincare´–Symmetrie fol-
genden Erhaltungssa¨tze fu¨r die Erwartungswerte von Gesamtenergie, –impuls und –drehimpuls.
Wie wir in Abschnitt 3.1.1 herleiten werden, ergibt sich ein geschlossenes System von Bewe-
gungsgleichungen fu¨r die mittleren Felder und die Selbstenergie, die sich durch die Stationari-
ta¨tsforderung bzgl. Variationen nach dem mittleren Feld und der exakten Greenfunktion an das
erzeugende Funktional formulieren lassen.
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Angewandt auf die verallgemeinerte Schwinger–Keldysh–Kontur fu¨r das Gleichgewicht ist das
erzeugende Funktional IΓ fu¨r die Lo¨sungen dieser Bewegungsgleichungen gleichzeitig identisch
mit dem großkanonischen thermodynamischen Potential Ω = lnZ. Damit ermo¨glichen die Na¨-
herungen des Funktionals eine Behandlung der statistischen Gro¨ßen in Konsistenz mit den dy-
namischen Gro¨ßen, die durch den stationa¨ren Punkt des Funktionals bzgl. eben dieser Gro¨ßen
definiert sind. Diese Eigenschaft bezeichnen wir im folgenden kurz als thermodynamische Kon-
sistenz der Na¨herung.
Wie wir bei der Untersuchung der Symmetrieeigenschaften von Φ–Funktionalna¨herungen sehen
werden, ergeben sich jedoch auch charakteristische Probleme, die die Anwendung auf Theorien
mit Symmetrien erschweren: Zum einen sind die lokalen Ward–Takahashi–Identita¨ten der Sym-
metrien fu¨r Greenfunktionen jenseits des Einpunktniveaus verletzt und damit die Symmetrie der
Theorie, da der Propagator selbstkonsistent in die Gleichungen eingeht. Dies bedeutet fu¨r loka-
le Eichtheorien, daß unphysikalische Freiheitsgrade (insbesondere Zusta¨nde negativer Norm) in
den inneren Linien der Na¨herung propagiert werden. Damit wird ab dem Zweipunktniveau nicht
nur die Symmetrie der Theorie verletzt, sondern auch die Unitarita¨t der S–Matrix. Wir werden
in Kapitel 4 eine pragmatische Teillo¨sung dieses Problems angeben, die die Stromerhaltung auf
Korrelatorniveau restauriert und bei der keine unphysikalischen Moden auftreten.
Wir werden weiter zeigen, daß sich stets aus einer gegebenen Φ–Funktionalna¨herung eine exter-
ne Selbstenergie herleiten la¨ßt, die die Ward–Takahashi–Identita¨ten und damit die Symmetrien
respektiert. Dies erfordert jedoch i.a. die Lo¨sung von Vertexgleichungen vom Typ der
”
Leiter-
na¨herungen“ der Bethe–Salpeter–Gleichung, so daß eine numerische Umsetzung große Probleme
bereitet. Die entstehenden Gleichungen sind fu¨r das exakte Funktional naturgema¨ß identisch zu
der vollsta¨ndigen nicht abbrechenden Hierarchie der Schwinger–Dyson–Gleichungen (vgl. z.B.
[IZ80]). Aus Lo¨sungen der Na¨herungen des Funktionals ergeben sich aber Gleichungen fu¨r die
n–Punktfunktionen, die sich im Prinzip rekursiv aus den selbstkonsistent bestimmten Lo¨sun-
gen fu¨r das mittlere Feld und die Greenfunktion bestimmen lassen. Die so formal definierten
n–Punktfunktionen erfu¨llen auch die Ward–Takahashi–Identita¨ten, jedoch ist eine numerische
Lo¨sung außer in den einfachsten Fa¨llen (entsprechend einer RPA–Resummation fu¨r die Hartree–
Na¨herung, wie wir sie in Abschnitt 3.5.1 am Beispiel des linearen O(N)–Sigmamodells genauer
betrachten werden) aufgrund des großen Rechenaufwands praktisch nicht mo¨glich.
3.1 Die exakten Bewegungsgleichungen
In diesem Abschnitt leiten wir die Eigenschaften des exakten Φ–Funktionals her, das die Herlei-
tung eines Variationsprinzips fu¨r das exakte mittlere Feld und die Greenfunktion erlaubt.
3.1.1 Das erzeugende Funktional
Die Bewegungsgleichungen
Die Herleitung der selbstkonsistenten Bewegungsgleichungen erfolgt am elegantesten mit Hilfe
funktionaler Methoden unter Verwendung der im vorigen Kapitel zusammengestellten Pfadinte-
graltechniken.
Im folgenden verstehen wir bei Integralen u¨ber die Zeitkomponente von Funktionen der Raum-
zeitvariablen die Konturintegration entlang der Schwinger–Keldysh– bzw. der fu¨r das thermo-
dynamische Gleichgewicht erweiterten Schwinger–Keldysh–Kontur. Wir ku¨rzen in formalen Be-
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trachtungen die Funktionsargumente ab: f12... = f(x1, x2, . . .). Ferner schreiben wir fu¨r Integrale
u¨ber die Raum–Zeit–Koordinaten kurz∫

d2ωx1d
2ωx2 · · · f(x1, x2, . . .) = {f12...}12... . (3.1)
Der Einfachheit halber betrachten wir nun die Feldtheorie eines skalaren reellen Feldes und legen
eine beliebige Zeitkontur  zugrunde. Die Erweiterung zu mehrkomponentigen bosonischen oder
fermionischen Feldern zeigt keinerlei formale Komplikationen gegenu¨ber diesem einfachsten Fall.
Die Theorie sei durch das klassische Wirkungsfunktional S[φ] definiert. Als erstes fu¨hren wir das
erzeugende Funktional
Z[J,K] =
∫
Dφ exp
(
iS[φ] + i{J1φ1}1 + i
2
{K12φ1φ2}12
)
(3.2)
ein. Dann stellt W = −i lnZ bzgl. J das erzeugende Funktional der mit
SK [φ] = S[φ] + i/2 {K12φ1φ2}12 (3.3)
als klassischer Wirkung definierten Quantenfeldtheorie dar (vgl. Kapitel 16 in [Wei96]). Die
Ableitungen nach J ergeben aufgrund der Feynman–Kac–Formel die Erwartungswerte der kon-
turgeordneten Operatorprodukte, insbesondere das exakte mittlere Feld ϕ und die exakte Green-
funktion G dieser Theorie:
ϕ1 =
δW
δJ1
= 〈φ1〉J,K , G12 = −
δ2W
δJ1δJ2
= 〈T  φ1φ2〉J,K , (3.4)
wobei 〈· · ·〉J,K den quantenstatistischen Erwartungswert des Arguments in Anwesenheit der
Quellen J und K bezeichnet. Es ist klar, daß sich fu¨r J = K = 0 die entsprechenden exak-
ten Gro¨ßen der durch S[φ] definierten Quantenfeldtheorie ergeben.
Aus der Pfadintegraldarstellung (3.2) erhalten wir sofort die wichtige Beziehung
δW
δK12
=
1
2
(ϕ1ϕ2 + iG12). (3.5)
Es ist wichtig zu betonen, daß diese Gleichheit von G in (3.4) und (3.5) allein aus der Pfadinte-
graldarstellung fu¨r Z und der Feynman–Kac–Formel folgt. Dies bedeutet, daß diese Gleichheit
fu¨r Na¨herungen nicht zu gelten braucht. Wir werden dies weiter unten noch ausfu¨hrlich zu
betrachten haben, wenn wir die Symmetrieeigenschaften der Na¨herungen untersuchen.
Zuna¨chst ko¨nnen wir aber analog zum Vorgehen in der u¨blichen Formulierung der Quanten-
feldtheorie mit Hilfe von erzeugenden Funktionalen die externen Quellen J und K auch als
Funktionale der Gro¨ßen ϕ und G verstehen, die sich durch Auflo¨sen von (3.4) nach J und K er-
geben wu¨rden. Durch eine funktionale Doppellegendretransformation ergibt sich als
”
natu¨rliches
Funktional“ fu¨r diese Gro¨ßen
IΓ[ϕ,G] = W [J,K]− {ϕ1J1}1 −
1
2
{(ϕ1ϕ2 + iG12)K12}12 . (3.6)
Zur Unterscheidung von der u¨blicherweise betrachteten einfachen Legendretransformierten bzgl.
J , also der effektiven Wirkung Γ[ϕ], bezeichnen wir die Doppellegendretransformierte mit IΓ.
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Durch Funktionalableitung nach ϕ und G unter Beru¨cksichtung der impliziten Definition der
Funktionale J [ϕ,G] und K[ϕ,G] durch (3.4) sowie (3.5) erhalten wir die Beziehungen
δIΓ[ϕ,G]
δϕ1
= −J1, δIΓ[ϕ,G]
δG12
= − i
2
K12. (3.7)
Daraus folgt, daß die Bewegungsgleichungen bei verschwindenden a¨ußeren Quellen fu¨r das exakte
mittlere Feld und die exakte Greenfunktion durch die Variationsprinzipien
δIΓ[ϕ,G]
δϕ1
= 0,
δIΓ[ϕ,G]
δG12
= 0 (3.8)
bestimmt. Als na¨chstes beno¨tigen wir jedoch praktische Regeln, wie IΓ bzw. Na¨herungen von IΓ
zu berechnen sind.
Diagrammregeln
Im folgenden wollen wir unter Verwendung des Pfadintegrals Diagrammregeln zur Berechnung
des erzeugenden Funktionals IΓ herleiten, wobei als diagrammatische Elemente jedoch nicht wie
in der Sto¨rungstheorie die klassischen Felder und die freie Greenfunktion (d.h. die Baumgraphen-
na¨herungen) auftreten, sondern entsprechend der funktionalen Abha¨ngigkeit von IΓ die exakten
Gro¨ßen ϕ und G.
Dazu substituieren wir in (3.2) φ′ = φ − ϕ, wobei ϕ zuna¨chst ein beliebig gewa¨hltes Feld be-
zeichnen soll. Wegen der Translationsinvarianz des Pfadintegrals ergibt sich daraus
Z[J,K] = exp
(
iS[ϕ] + i {J1ϕ1}1 +
i
2
{K12ϕ1ϕ2}12
)
Z1[J
′
1,K]. (3.9)
Dabei ist das Funktional Z1 durch
Z1[j,K] =
∫
Dφ′ exp
(
i
2
{
(  −112 +K12)φ
′
1φ
′
2
}
12
+ iSI [φ, ϕ] + i {j1φ1}
)
(3.10)
definiert, wobei wir zur Abku¨rzung die folgenden Bezeichnungen eingefu¨hrt haben:

−1
12 =
δ2S[ϕ]
δϕ1δϕ2
,
SI [φ
′, ϕ] = S[ϕ]−
{
δS[ϕ]
δϕ1
φ′1
}
1
− 1
2
{

−1
12 φ
′
1φ
′
2
}
12
,
J ′1 =
δS[ϕ]
δϕ1
+ {K12ϕ2}2 .
(3.11)
Damit ist  der vom Hilfsfeld ϕ abha¨ngige Propagator des Feldes φ′ in der Wirkung S[ϕ+ φ′].
Weiterhin ist SI [φ
′, ϕ] bzgl. φ′ der
”
Wechselwirkungsanteil“ der durch Z1 definierten Quantenfeld-
theorie, denn SI beginnt in der funktionalen Entwicklung nach φ
′ mindestens mit der Ordnung
O(φ′3).
Wir zeigen nun, daß der Erwartungswert des Feldes φ′ der durch Z1 definierten Quantenfeld-
theorie verschwinden muß, wenn
ϕ1 =
δW
δJ1
(3.12)
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gelten soll. Dazu leiten wir (3.9) nach J ab, wobei zu beachten ist, daß in Z1[j,K] das Feld ϕ
noch kein Funktional von j und K darstellt:
δZ[J,K]
δJ1
= iϕ1Z +
{
δZ1[j,K]
δj1′
∣∣∣∣
j=J ′
δJ ′1′
δJ1
}
1′
exp
(
iS[ϕ] + i {J1ϕ1}1 +
i
2
{K12φ1φ2}12
)
. (3.13)
Aus der Definition von J ′ ergibt sich daraus sofort
δZ[J,K]
δJ1
= iϕ1Z + i
〈
φ′1
〉
J ′1
Z. (3.14)
Dabei bezeichnet 〈· · ·〉j1 den Mittelwert des Arguments bzgl. der durch Z1 definierten Quan-
tenfeldtheorie unter Einfluß der externen Quelle j. Da aber fu¨r j = J ′ (3.12) gelten soll, muß
〈φ1〉J ′1 = 0 (3.15)
sein. Damit ist aber die Berechnung von W [J,K] bzw. IΓ[ϕ,G] auf die Berechnung von Z1[j,K]
zuru¨ckgefu¨hrt, wobei der Strom j so zu wa¨hlen ist, daß das mittlere Feld der dadurch definierten
Theorie verschwindet. Wir ko¨nnen in Z1 die bilokale Quelle K zugunsten von G einfach dadurch
eliminieren, daß wir verlangen
K = G−1 −  −1. (3.16)
Es ist zu beachten, daß damit K als Funktional von ϕ und G festgelegt ist. Dies ist aber genau
die Situation, die wir beno¨tigen, um IΓ[ϕ,G] zu bestimmen.
Wir ko¨nnen also definieren
Z1[j,K[G]] ≡ Z1[j,G] =
∫
Dφ′ exp
(
i
2
{
G−112 φ
′
1φ
′
2
}
12
)
exp
(
iSI [φ
′, ϕ] + i
{
j1φ
′
1
}
1
)
. (3.17)
Dies ist aber die Quantenfeldtheorie, die durch die Wechselwirkungsterme SI [φ
′, ϕ] und einen
”
perturbativen“ Propagator G definiert ist. Entwickeln wir die zweite Exponentialfunktion nach
ihrem Argument in ihre Potenzreihe, erkennen wir, daß
exp(iW1[j,G]) = Z1[j,G] = exp
[
1
2
Tr ln(iG) + iW2[j,G])
]
(3.18)
ist. Die Spur ist dabei in dem in Kapitel 2 bei der Berechnung des thermodynamischen Potentials
bereits benutzten funktionalen Sinne zu verstehen. Das Funktional W2 ist die Summe aller ge-
schlossenen zusammenha¨ngenden Diagramme mit mindestens 2 Schleifen, die mit durch SI [φ
′, ϕ]
definierten Vertizes und Linien, die iG repra¨sentieren, gebildet werden ko¨nnen. Definieren wir
weiter
ϕ′1 =
δiW1[j,G]
δj1
und Γ1[ϕ
′
1, G] = W1[j,G] −
{
ϕ′1j1
}
1
, (3.19)
dann ist nach bekannten Sa¨tzen Γ1 bzgl. ϕ
′ das erzeugende Funktional fu¨r die einteilchenirredu-
ziblen amputierten Greenfunktionen (vgl. [Wei96] und den Rekursionsbeweis in [Hee98]). Setzen
wir nun jedoch j = J ′, so wissen wir aus (3.15), daß dann ϕ′ = 0 ist, so daß also W1 fu¨r diesen
Wert des Stromes einteilchenirreduzibel ist.
Nun fassen wir aber die urspru¨nglichen externen Quellen J und K als Funktionale von ϕ und
G auf, so daß wir schließlich (3.9) und (3.18) in (3.6) einsetzen ko¨nnen:
iIΓ[ϕ,G] = iS[ϕ]− 1
2
{

−1
12 (G12 −  12)
}
12
+
1
2
Tr ln(iG) + i IΓ2[ϕ,G]︸ ︷︷ ︸
≡W2[J ′[ϕ,G],G]
. (3.20)
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Dieses Funktional wurde zum ersten Mal von Luttinger und Ward [LW60] fu¨r die Herleitung
des thermodynamischen Potentials mit diagrammatischen Methoden hergeleitet, jedoch ohne
Beru¨cksichtigung der Beitra¨ge des mittleren Feldes.
Wir wissen bereits, daß iIΓ2 durch einteilchenirreduzible Diagramme mit mindestens zwei Schlei-
fen dargestellt wird, deren Vertizes durch iSI [φ, ϕ] (bzgl. φ) bestimmt sind und in denen Linien
die Greenfunktion iG repra¨sentieren.
Wir werden jedoch nun zeigen, daß IΓ2 fu¨r die Lo¨sungen der Bewegungsgleichungen (3.8) genau
durch die Summe aller zweiteilchenirreduziblen geschlossenen Diagramme mit mindestens zwei
Schleifen dargestellt wird. Haben wir dies gezeigt, ist damit das Funktional IΓ durch einfache
analytische Ausdru¨cke und Diagrammregeln fu¨r IΓ2 hinreichend bestimmt. Wir mu¨ssen dazu nur
(3.20) in (3.8) einsetzen. Dann ergibt sich die Dyson–Gleichung
−i(  −112 −G−112 ) = 2
δiIΓ2[ϕ,G]
δiG12
:= −iΣ′12. (3.21)
Es ist zu beachten, daß hier die einteilchenirreduzible Selbstenergie Σ durch Diagramme mit
angezogenen Linien, die iG bedeuten, repra¨sentiert wird und der vom mittleren Feld abha¨n-
gige Propagator  als
”
freier Propagator“ angesehen wird. Sa¨mtliche Linien in Σ ko¨nnen also
keine Selbstenergieeinschu¨be mehr enthalten, d.h. es la¨ßt sich kein Diagrammteil von −iΣ ab-
trennen, indem man zwei Linien durchschneidet, es sei denn man trennt damit die externen
Punkte x1 und x2 voneinander. Da die Selbstenergie einteilchenirreduzibel ist, mu¨ssen jedoch
die Diagrammteile, die jeweils einen der beiden externen Punkte beinhalten, durch wenigstens
zwei Linien miteinander verbunden sein. Nun bedeutet die Ableitung eines Ausdrucks nach iG
diagrammatisch das O¨ffnen einer vollen Linie, wobei ein bei den beiden die Argumente von G
repra¨sentierenden a¨ußeren Punkten amputiertes Diagramm resultiert. Damit muß aber IΓ2 selbst
zweiteilchenirreduzibel sein, womit die Behauptung bewiesen ist.
Im folgenden verwenden wir neben IΓ2 auch das urspru¨ngliche Baymsche Φ–Funktional, das
durch
IΓ[ϕ,G] = S0[ϕ] +
1
2
Tr ln(iG) +
i
2
〈
D−112 (G12 −D12)
〉
12
+ Φ[ϕ,G] (3.22)
definiert wird. S0 ist hierbei der wechselwirkungsfreie Anteil der klassischen Wirkung, entha¨lt al-
so Feldpolynome bis zur Ordnung ϕ2. D bezeichnet den sto¨rungstheoretischen freien Propagator:
D−112 =
δ2S[φ]
δφ1δφ2
∣∣∣∣
φ=0
. (3.23)
Das Φ–Funktional ha¨ngt dann mit IΓ2 durch
Φ[ϕ,G] = SI [ϕ]︸ ︷︷ ︸
0 Schleifen
+
i
2
{
(  −112 −D−112 )G12
}
12︸ ︷︷ ︸
1 Schleife
+ IΓ2[ϕ,G]︸ ︷︷ ︸
≥2 Schleifen
(3.24)
zusammen. Damit ist Φ aus allen zweiteilchenirreduziblen geschlossenen Diagrammen der Theo-
rie aufgebaut. Dazu ist zu bemerken, daß SI [ϕ] ein lokales Funktional des mittleren Feldes ist und
damit keine iG-Linien beinhaltet. Der Einschleifenbeitrag ist vom Tadpoletyp und kann somit
ebenfalls durch Durchschneiden der einen iG–Linie nicht in zwei Teile zerfallen. Die Bewegungs-
gleichung fu¨r das mittlere Feld (3.8) zeigt dann, daß dies eine systematische Schleifenentwicklung
der Quellterme fu¨r das mittlere Feld darstellt. Definieren wir die Selbstenergie Σ′ bzgl. D als
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freiem Propagator, dann gilt aufgrund der Bewegungsgleichung fu¨r G (3.8)
− i( +m2)ϕ1 := ij1 = −δiΦ
δϕ
,
− i(D−112 −G−112 ) := −iΣ12 =
δiΦ
δiG21
×


2 fu¨r reelle Bosonenfelder
1 fu¨r komplexe Bosonenfelder
−1 fu¨r Fermionen
,
(3.25)
wobei sich die hier der Vollsta¨ndigkeit halber angegebenen Fa¨lle von komplexen Bosonenfeldern
und Fermionenfeldern in vollsta¨ndiger Analogie zu dem hier behandelten reellen Skalarfeld her-
leiten lassen. Damit ist die Kopplung des mittleren Feldes, die im Propagator  enthalten ist,
in die Selbstenergie Σ verschoben worden. Dies ist konsistent mit der Tatsache, daß Σ einteil-
chenirreduzibel sein muß, genau wie Σ′, da es sich bei der Differenz effektiv um einen lokalen
Selbstenergiebeitrag des mittleren Feldes ohne iG–Linien handelt.
Im Operatorformalismus sind diese Gro¨ßen in schematischer Form also durch
iΦ =
〈
T  exp
(
i
∫

SI [φ, ϕ]
)〉
2PI
,
−ij(x) =
〈
T  δ
δφ(x)
exp
(
i
∫

SI [φ, ϕ]
)〉
2PI
,
−iΣ(x, y) =
〈
T  δ
2
δφ(x)δφ(y)
exp
(
i
∫

SI [φ, ϕ]
)〉
2PI
(3.26)
gegeben. Dabei sind die Erwartungswerte in der u¨blichen Weise diagrammatisch auszuwerten:
Die Exponentialfunktion ist in ihre Potenzreihe zu entwickeln und die Erwartungswerte zeitge-
ordneter Produkte von Feldoperatoren durch die Kontraktion von Paaren von Feldoperatoren
und Mittelwerte von einzelnen Feldern zu ermitteln. Dabei stehen die Kontraktionen fu¨r volle
Greenfunktionen
iG(x, y) = 〈T  φ(x)φ(y)〉 , (3.27)
und die mittleren Felder sind durch
ϕ(x) = 〈φ(x)〉 (3.28)
zu beru¨cksichtigen. Jeder Beitrag einer bestimmten Kontraktion la¨ßt sich in der u¨blichen Weise
diagrammatisch darstellen (vgl. Anhang B). Die 2PI–Vorschrift besagt, daß von allen mo¨glichen
Kontraktionen nur solche zu beru¨cksichtigen sind, die zweiteilchenirreduziblen Diagrammen ent-
sprechen.
3.1.2 Anwendung auf die φ4–Theorie
Wir wollen zur Illustration die im vorigen Abschnitt auf abstrakte Weise hergeleiteten Dia-
grammregeln zur Bestimmung von IΓ auf die φ4–Theorie anwenden. Die Lagrangedichte ist durch

=
1
2
(∂µφ)(∂
µφ)− m
2
2
φ2 − λ
4!
φ4 (3.29)
gegeben. Der erste Schritt zur diagrammatischen Berechnung des Φ–Funktionals ist die Bestim-
mung des Wechselwirkungsanteils unter Einfluß des mittleren Feldes ϕ:
SI [φ
′, ϕ] = −
{
λ
3!
ϕ1φ
′
1
3 +
λ
4!
φ′1
4
}
1
. (3.30)
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Stellen wir das mittlere Feld durch ein Beinchen mit einem Kreuz dar, ergeben sich fu¨r Φ und
mit den Bewegungsgleichungen (3.25) fu¨r ϕ und Σ′ die Diagramme
iΦ = + + +
1
2
+
1
2
+
1
3
· · · (3.31)
−ij = + + + · · · (3.32)
−iΣ = + + + + · · · (3.33)
In der obersten Zeile werden alle zweiteilchenirreduziblen geschlossenen Diagramme, die zu iΦ bis
zur zweiten Vertexordnung beitragen, dargestellt. Die Faktoren 1/2 vor den beiden letzten Dia-
grammen deuten die gegenu¨ber den u¨blicherweise in Lehrbu¨chern angegebenen Feynmanregeln
zu beru¨cksichtigenden Zusatzfaktoren 1/V (V = Zahl der Vertizes) fu¨r geschlossene Diagramme
an. Die korrekten Za¨hlfaktoren ergeben sich ohne Zusatzregeln auch aus den in Abschnitt B.1
angegebenen Abza¨hlregeln.
Die zweite Zeile gibt die Quellterme der Klein–Gordon–Gleichung gema¨ß der Definition in (3.25)
an. Die Ableitung von iΦ nach ϕ entspricht der Entfernung eines Beinchens mit Kreuzchen in
den Diagrammen. Die Za¨hlfaktoren entsprechen den fu¨r Feynmandiagramme u¨blichen Bestim-
mungsregeln fu¨r den Symmetriefaktor, da der Zusatzfaktor 1/V aufgrund der Anzahl der Vertizes
kompensiert wird. Der entstehende amputierte a¨ußere Punkt des Diagramms ist dick gezeichnet.
Entsprechend verha¨lt es sich in der dritten Zeile fu¨r die Selbstenergie. Der zusa¨tzliche Faktor
2 in der Definition von Σ′ in (3.25) tra¨gt dabei der besonderen Tatsache Rechnung, daß wir
hier ein reelles Feld betrachten. Die zusa¨tzlichen Faktoren ergeben sich daraus, daß es sich um
strikt neutrale Teilchen handelt, fu¨r die die Teilchen und die Antiteilchen identisch sind. Dies
entspricht genau der analogen Situation in der Sto¨rungstheorie.
3.2 Thermodynamische Zustandsgro¨ßen und Φ–Funktional
Ein Blick auf die Definition (3.2) des erzeugenden Funktionals Z(J,K) zeigt, daß der Wert des
Funktionals iIΓ[ϕ,G] fu¨r die Lo¨sungen der Bewegungsgleichungen, d.h. verschwindende a¨ußere
Quellen J und K gleich dem thermodynamischen Potential
Ω(β) = iIΓ[ϕ,G] (3.34)
ist. Dabei ist zu beachten, daß der reelle Teil der Zeitkontur  zu Ω nicht beitra¨gt, da dieser
in sich geschlossen ist. Andererseits haben wir in Kapitel 2 gesehen, daß die Matsubaragreen-
funktion und die retardierte Greenfunktion vermo¨ge der KMS–Bedingung durch eine analytische
Fortsetzung miteinander verknu¨pft sind. Fu¨r eine allgemeine komplexe Variable z definieren wir
daher die analytische Fortsetzung der retardierten Greenfunktion mit Hilfe der Spektraldarstel-
lung (2.68)
Gc(z, ~p) =
∫
dz′
2pi
A(z′, ~p)
z′ − z mit A(z, ~p) = −2 ImGR(z, ~p) fu¨r z ∈  . (3.35)
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Imx
Rex
Abbildung 3.1: Die Kontur zur Herleitung der
reellen Darstellung fu¨r die Matsubarasummen-
formel (3.38).
Fu¨r reelle z = p0 gilt aufgrund der allgemeinen analytischen Eigenschaften der Wignertransfor-
mierten von retardierter und avancierter Greenfunktion:
GR/A(p0, ~p) = Gc(p0 ± iη, ~p) fu¨r p0 ∈  . (3.36)
Die Matsubaragreenfunktion ist hingegen durch die imagina¨ren Werte des Zeitarguments der
analytischen Greenfunktion
GM (ωk, ~p) = Gc(iωk, ~p) mit ωk =
2pik
β
∣∣∣∣
k∈ 
(3.37)
gegeben. Die ωk sind die bosonischen Matsubarafrequenzen, die den periodische Randbedingun-
gen der Felder im bosonischen Pfadintegral (2.58) fu¨r µ = 0 entsprechen.
Im Matsubaraformalismus gilt die folgende Summenformel
1
β
∑
k∈ 
F (iωk) =
1
2pii
∫ i∞+η
−∞+η
dp0[F (p0) + F (−p0)]
[
1
2
+ fB(p0)
]
, (3.38)
wobei wir die Boseverteilungsfunktion
fB(p0) =
1
exp(βp0)− 1 (3.39)
verwendet haben. Diese Formel gilt fu¨r im Unendlichen hinreichend schnell fallende Funktionen
F , die in einem offenen Streifen um die imagina¨re Achse analytisch sind. Betrachten wir nun die
Kontur in Abb. 3.1 und nehmen an, die Funktion ist u¨berall analytisch, ausgenommen entlang
der reellen Achse, so folgt aus dem Residuensatz
1
β
∑
k∈ 
F (iωk) =
1
2pii
∫ ∞
−∞
dp0
1
2
[F (p0 − iησ(p0))− F (p0 + iησ(p0))]+
1
2pii
∫ ∞
−∞
dp0n(p0)[F (p0 − iησ(p0))− F (p0 + iησ(p0))]
mit nB(p0) = fB(|p0|).
(3.40)
Wir wenden diese Summenformel nun zur Berechnung der Entropiedichte an, wobei wir auf die
Gl. (2.92) zuru¨ckgreifen
s = ∂T
IΓ[ϕ,G]
βV
. (3.41)
Da ϕ und G in dieser Formel die stationa¨ren Punkte des Funktionals IΓ bezeichnen, genu¨gt
die partielle Ableitung nach der Temperatur, d.h. es sind nur die in den Diagrammregeln
67
Kapitel 3 · Φ–Funktionalna¨herungen
zur Berechnung von Φ auftretenden expliziten Temperaturabha¨ngigkeiten der Bose–Einstein–
Verteilungsfunktionen fB zu differenzieren.
Wir denken uns nun IΓ in der Impulsdarstellung berechnet und wenden die Summenformel (3.40)
auf die letzte verbleibende Matsubarasumme an. U¨ber die ra¨umlichen Impulse ist gema¨ß den
Matsubara–Feynmanregeln zu integrieren. In der Impulsdarstellung entha¨lt nun jedes geschlos-
sene Diagramm, das zu Φ beitra¨gt, formal den Faktor
”
δ(4)(0)“, der durch die Quantisierung
in einem endlichen Volumen mit ra¨umlich periodischen Randbedingungen und Beru¨cksichti-
gung der durch die KMS–Bedingung gegebenen zeitlichen Periodizita¨t der Felder als −iβV zu
interpretieren ist. Damit ergibt eine Anwendung der Matsubarasummenformel (3.40) fu¨r die
Entropiedichte
s = −2
∫
p0>0
d4p
(2pi)4
∂Tn(p0)
{
Im ln[−G−1R (p)] + Im[ΣR(p)GR(p)] + i
δΦ[ϕ,G]
δn(p)
∣∣∣∣
GR,ϕ=const
}
.
(3.42)
Die Funktionalableitung von Φ nach der Verteilungsfunktion n ist dabei bei konstant gehaltenem
GR und ϕ zu nehmen.
Entha¨lt das Φ–Funktional nur Diagramme mit maximal zwei internen Punkten, la¨ßt sich die-
se Formel noch wesentlich vereinfachen. Zuna¨chst ist klar, daß die Tadpolebeitra¨ge, die allein
zur impulsunabha¨ngigen Modifikation der Teilchenmassen im Medium beitragen, bereits im
Im ln(−G−1R )–Anteil des Integrals beru¨cksichtigt sind. Dru¨ckt man die verbleibenden Zweipunkt-
beitra¨ge zu Φ (die vollsta¨ndig in IΓ2 enthalten sind) durch Schließen der Selbstenergie mit einer
Propagatorlinie aus und beru¨cksichtigt die dabei auftretenden Za¨hlfaktoren, vereinfacht sich
nach einiger Rechnung der Ausdruck fu¨r die Entropiedichte fu¨r diese Klasse von Diagrammen
zu (vgl. [Rie68, CP75]):
s = −2
∫
p0>0
d4p
(2pi)4
∂Tn(p0)
{
Im ln[−G−1R (p)] + (Im ΣR)(ReGR)
}
. (3.43)
Fu¨r eine ausfu¨hrliche Herleitung und Diskussion dieser Gleichung s. auch [Wei98].
3.3 Symmetrien
In diesem Abschnitt leiten wir die Symmetrieeigenschaften der Greenfunktionen her. Fu¨r die
hier betrachteten exakten Funktionale und Propagatoren folgt aus der Feynman–Kac–Formel die
schon oben verwendete Beziehung (3.5). Es sei bereits hier betont, daß dieser Zusammenhang
allein aus der Pfadintegralformulierung der exakten Quantenfeldtheorie folgt. Es ist klar, daß sich
diese Beziehung auch aus dem Operatorformalismus im Heisenbergbild gewinnen la¨ßt. Wesentlich
fu¨r den hier diskutierten Punkt ist es, im Auge zu behalten, daß sie sich im Formalismus exakter
Lo¨sungen der betrachteten Quantenfeldtheorie handelt ergibt. Dies bedeutet, daß sie fu¨r eine
Na¨herung nicht mehr notwendigerweise gu¨ltig sind.
Wir definieren nun eine vom mittleren Feld ϕ abha¨ngige effektive Greenfunktion vermo¨ge
δIΓ[ϕ,G]
δG12
∣∣∣∣
G=Geff[ϕ]
= K12
!
= 0 (3.44)
und ein effektives Wirkungsfunktional gema¨ß
Γeff[ϕ] := IΓ[ϕ,Geff[ϕ]]. (3.45)
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Da fu¨r K = 0 das Funktional IΓ mit der effektiven Wirkung u¨bereinstimmt, gilt
Γeff[ϕ]
ex
= Γ[ϕ], (3.46)
wobei wir die gewo¨hnliche effektive Wirkung, also die einfache Legendretransformierte von
W [J,K = 0] bzgl. J mit Γ bezeichnen. Wir betonen mit dem Zeichen
ex
=, daß zur Herleitung einer
solchen Gleichung die Feynman–Kacformel benutzt wurde, deren Gu¨ltigkeit die Pfadintegralfor-
mel fu¨r Z voraussetzt, so daß die durch sie ausgedru¨ckte funktionale Beziehung fu¨r Na¨herungen
nicht notwendigerweise gelten muß. Insbesondere folgt aus (3.46) noch die wichtige Beziehung
δ2Γ
δϕ1δϕ2
ex
= (G−1)12 = 
−1 − Σ12, (3.47)
wobei Σ12 die aus den Bewegungsgleichungen (3.8) folgende Selbstenergie bezeichnet. Gleichung
(3.47) besagt also, daß sie fu¨r das exakte Φ–Funktional mit der exakten Selbstenergie u¨berein-
stimmt.
Wir leiten nun die Beziehungen ab, die sich aus globalen, linear auf den Feldern operierenden
Symmetrien der klassischen Wirkung ergeben. Wir bezeichnen diese Beziehungen als Ward–
Takahashi–Identita¨ten (WTIn), obwohl dieser Name in der Literatur eher fu¨r die entsprechenden
aus einer lokalen Eichinvarianz folgenden Beziehungen reserviert ist.
Wegen der eben aus IΓ hergeleiteten Identita¨t der selbstkonsistenten Greenfunktion mit der
exakten Greenfunktion der betrachteten Quantenfeldtheorie genu¨gt es hier, die Symmetriebe-
trachtungen mit der gewo¨hnlichen effektiven Wirkung Γ auszufu¨hren. Im na¨chsten Abschnitt
werden wir die analogen Betrachtungen fu¨r das Funktional IΓ und fu¨r das effektive Funktional
Γeff zu wiederholen haben, weil dann die exakten Beziehungen zwischen den Greenfunktionen
aus den oben erla¨uterten Gru¨nden ihre Gu¨ltigkeit verlieren.
Um einen konkreten Fall vor Augen zu haben, behandeln wir im folgenden das lineare O(N)–
Sigmamodell in seiner einfachsten fermionenfreien Form. Sei also ~φ ein Spaltenvektor aus N
reellen Feldern. Die allgemeinste unter der Transformation ~φ→ Tˆ φ fu¨r alle Tˆ ∈ O(N) invariante
oberfla¨chlich renormierbare Lagrangedichte lautet

=
1
2
(∂µ~φ)(∂
µ~φ)− m
2
2
~φ2 − λ
8
(~φ2)2. (3.48)
Hierbei ist insbesondere der Fall der spontanen Symmetriebrechung, also m2 = −m˜2 < 0, inter-
essant. Wir betrachten also im folgenden m2 als Parameter, der auch negative Werte annehmen
kann.
Globale Form der Ward–Takahashi–Identita¨ten
Unter der globalen Form der WTIn verstehen wir die Tatsache, daß im Falle linear realisierter
Symmetrien der klassischen Wirkung auch die effektive Wirkung unter dieser Symmetrie invari-
ant ist. Unter der Voraussetzung, daß ein die Symmetrie respektierendes Regularisierungsschema
existiert, d.h. keine Anomalien vorliegen, ist also eine Theorie, deren Lagrangedichte das allge-
meinst mo¨gliche unter der Symmetrie invariante Polynom bis zur Impulsdimension 4 entha¨lt,
perturbativ renormierbar.
In unserem Fall des linearen Sigmamodells respektiert die dimensionale Regularisierung die
Symmetrie. In Anlehnung an die Pauli-Villars-Regularisierung ist auch die Einfu¨hrung ho¨herer
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Ableitungen in den kinetischen Term denkbar (vgl. [IZ80]), z.B.
−1
2
∫
d4x~φφ→ −1
2
∫
d4x~φ
(
 + a1

2
Λ2
+ a2

3
Λ4
)
~φ. (3.49)
Dann ist der Propagator von der Dimension −6, so daß die ho¨chste vorkommende quadratische
Divergenz der eigentlichen Selbstenergiediagramme regularisiert ist. Da aber hier keinerlei Pro-
bleme mit der dimensionalen Regularisierung zu befu¨rchten sind, verwenden wir diese aufgrund
der einfacheren Handhabbarkeit.
Die klassische Wirkung (3.48) ist unter allen linearen Transformation ~φ′(x) = Tˆ ~φ mit Tˆ ∈ O(N)
invariant. Um daraus eine Aussage u¨ber die effektive Wirkung zu erhalten, bemerken wir, daß
das Pfadintegralmaß ebenfalls invariant unter der Transformation ist. Durch Substitution von
~φ′ im Pfadintegral fu¨r Z ergibt dies
Z[ ~J ] = N
∫
D(Tˆ ~φ) exp
[
iS[Tˆ ~φ
]
+ i
{
~J1Tˆ ~φ1
}
1
=
= N
∫
D~φ exp
[
iS[~φ] + i
{
(Tˆ t ~J1)~φ1
}
1
]
= Z[Tˆ t ~J ].
(3.50)
Das bedeutet, daß das erzeugende Funktional fu¨r zeitgeordnete Erwartungswerte invariant ist,
wenn die Stro¨me mit beliebigen O(N)–Matrizen transformiert werden. Das selbe trifft dann auch
auf das erzeugende Funktional fu¨r zusammenha¨ngende Greenfunktionen W [ ~J ] zu.
Parametrisieren wir nun die O(N)–Gruppe gema¨ß
Tˆ (χ) = exp(iχitˆ
i), i = 1, . . . , N(N − 1)/2, (3.51)
so stellen die itˆi eine Basis der Liealgebra o(N) = LO(N) dar. In unserem Fall liegt die reelle
Fundamentaldarstellung der o(N) vor, d.h. die itˆi sind reell und antisymmetrisch. Ableiten der
Invarianzbeziehung W [ ~J ] = W [Tˆ t(χ) ~J ] nach χj und anschließendes Nullsetzen von χ ergibt
dann {
~J1 tˆ
j δZ
δ ~J1
}
1
= 0 fu¨r alle j = 1, . . . , N(N − 1)/2. (3.52)
Fu¨r die effektive Wirkung Γ folgt daraus{
δΓ
δ~ϕ1
tˆj ~ϕ1
}
1
= 0. (3.53)
Sie ist also wie die klassische Wirkung invariant unter O(N)–Transformationen.
Damit ist aber auch bereits die Renormierbarkeit mit symmetrischen Gegentermen erwiesen:
Angenommen die Theorie sei bis zur L–Schleifenordnung durch symmetrische Gegenterme renor-
miert. Dann sind nach dem BPHZ–Theorem in der L+1–Schleifenordnung nur noch Gegenterme
notwendig, die durch Polynome in den Feldern und Ableitungen derselben ausgedru¨ckt werden
ko¨nnen, die von der Impulsdimension ≤ 4 sind. Da die Gegenterme bis zur L–Schleifenordnung
nach Induktionsannahme symmetrisch unter der Symmetrieoperation sind und die regularisier-
te Wirkung ebenfalls symmetrisch ist, mu¨ssen diese lokalen Gegenterme, die nach Abzug der
Subdivergenzen noch zur Elimination der oberfla¨chlichen Divergenzen der L+ 1–Ordnung not-
wendig sind, ebenfalls symmetrisch sein. Damit ist die Theorie also in jeder Schleifenordnung
der Sto¨rungstheorie renormierbar.
Da in unserem Fall die freie und die Wechselwirkungs–Lagrangedichte jeweils fu¨r sich symme-
trisch sind, trifft das gleiche Beweisargument auch fu¨r jede Ordnung in λ zu. Dieses Argument
ist im u¨brigen unabha¨ngig davon, ob die Theorie im Wigner–Weyl– oder im Goldstons–Modus
vorliegt. In beiden Fa¨llen genu¨gen stets mit der Symmetrie vertra¨gliche Gegenterme.
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Lokale Form der Ward–Takahashi–Identita¨ten
In der klassischen Theorie hat eine kontinuierliche globale Symmetrie nach dem Noethertheorem
stets die Existenz eines erhaltenen Stromes zur Folge. Wir werden jetzt zeigen, daß dies auch
fu¨r den Erwartungswert des entsprechenden Stromes in der Quantenfeldtheorie gilt. Außerdem
ergeben sich die WTIn fu¨r die eigentlichen Selbstenergie– und Vertexfunktionen. Wir ko¨nnen
dabei ohne großen Aufwand die Symmetrieklasse noch dahingehend erweitern, daß wir Raum–
Zeitsymmetrien mitbehandeln.
Zuna¨chst erinnern wir an die Behandlung der entsprechenden Frage fu¨r klassische Systeme (fu¨r
eine ausfu¨hrliche Behandlung vgl. [Noe18, IZ80, Wei96, Hee97]). Dazu betrachten wir infinitesi-
male Symmetrietransformationen der Form
~φ′(x′) = ~φ(x) + δ~φ[~φ, x], x′ = x+ δx(x). (3.54)
Eine einfache Rechnung ergibt dann fu¨r die Variation der Wirkung (es ist die Funktionaldetermi-
nante im Wirkungsintegral zu beru¨cksichtigen sowie die Tatsache, daß die Variation der Felder
nicht mit der Ableitung nach Raumzeitvariablen vertauscht):
δS =
{
δS
δ~φ1
[δ~φ1 − δxν1(∂ν~φ)]
}
1
. (3.55)
Damit (3.55) eine Symmetrietransformation ist, muß (3.55) identisch verschwinden, und zwar
auch fu¨r Felder, die nicht Lo¨sung der Bewegungsgleichungen sind. Sind also δχi die infinitesima-
len Parameter der durch (3.54) definierten Symmetriegruppe, muß es Stro¨me ji geben, so daß
fu¨r beliebige raumzeitabha¨ngige δχi{
δS
δ~φ1
[δ~φ1 − δxν1(∂ν ~φ)1]
}
1
= −
{
(∂µδχi1)j
iµ
1
}
=
{
δχi1∂µj
iµ
1
}
1
(3.56)
ist. Da diese Beziehung fu¨r beliebige Funktionen δχi(x) gilt, folgt
δS
δ~φ1
[δ~φ1 − δxν1(∂ν ~φ)1] = δχi∂µjiµ1 (3.57)
Fu¨r die Lo¨sungen der Bewegungsgleichungen gilt dann
δS
δ~φ
= 0 ⇒ ∂µjiµ = 0, (3.58)
und das bedeutet, daß die zur Symmetriegruppe geho¨renden Noetherladungen
Qi(t) =
∫
d3~x ji0(x) (3.59)
Erhaltungsgro¨ßen sind. Eine na¨here Betrachtung der Symmetriebedingung ergibt, daß eine Sym-
metrie dann vorliegt, wenn es Vektorfelder Ωi gibt, so daß
δ

+

∂µδx
µ = δχi∂µΩ
iµ (3.60)
gilt. Der erhaltene Strom ist dann durch
δχijiµ = δxν
(
∂ν ~φ
∂

∂(∂µ~φ)
− δµν

)
− ∂

∂(∂µ~φ)
δ~φ + Ωiµδχi (3.61)
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definiert. Es sei nur der Vollsta¨ndigkeit halber noch erwa¨hnt, daß diese Betrachtung die Form
von jiµ als lokales Funktional der Felder ~φ nicht eindeutig bestimmt. Vielmehr ko¨nnen fu¨r ein
beliebiges in den Raumzeitindizes µ und ν antisymmetrisches lokales Funktional k iνµ die Stro¨me
auch durch
j′iµ = jiµ + ∂νk
iνµ (3.62)
definiert werden. Dann gilt fu¨r die j′ genauso wie fu¨r die j der lokale Erhaltungssatz (3.58), und
die Noetherladung (3.59) ist unter diesen Transformationen invariant. Diese Uneindeutigkeit der
lokalen Stro¨me ist fu¨r die speziell relativistische Feldtheorie ohne Bedeutung, da ohnehin nur
die Noetherladungen physikalische Relevanz besitzen.
Nach diesen Vorbereitungen ko¨nnen wir nun zu den Implikationen fu¨r die Quantentheorie kom-
men. Wir beschra¨nken uns im folgenden auf globale O(N)–Transformationen, die in infinitesi-
maler Form durch
δ~φ(x) = δχiitˆi~φ(x) (3.63)
gegeben sind. Aus (3.61) lesen wir ab, daß die Noetherstro¨me durch
jiµ = −i~φtˆi∂µ~φ (3.64)
gegeben sind.
Wir nutzen nun die Invarianz des Pfadintegralmaßes unter infinitesimalen Feldtransformationen
aus:
Z[J ] =
∫
D(~φ+ δ~φ) exp
(
iS[~φ+ δ~φ] + i
{
~J1(~φ1 + δ~φ1)
}
1
)
=
=
∫
D~φ exp
(
iS[~φ+ δ~φ] + i
{
~J1(~φ1 + δ~φ1)
}
1
)
.
(3.65)
Entwickeln wir diesen Ausdruck nach δ~φ, erhalten wir in erster Ordnung
0 =
∫
D~φ
{(
δS
δ~φ1
+ ~J1
)
δ~φ1
}
1
exp
(
iS[~φ] + i
{
~J1~φ1
}
1
)
. (3.66)
Da dies fu¨r beliebigen δ~φ gilt, folgt die lokale Form derselben Aussage:
0 =
∫
D~φ
(
δS
δ~φ1
+ ~J1
)
δ~φ1 exp
(
iS[~φ] + i
{
~J1~φ1
}
1
)
. (3.67)
Setzen wir speziell fu¨r δ~φ die Symmetrietransformation ein und verwenden (3.57), finden wir
schließlich die lokale WTI der Symmetrietransformation:
0 =
∫
D~φ
(
∂µj
iµ
1 +
~Jτˆ i~φ1
)
exp
(
iS[~φ] + i
{
~J1~φ1
}
1
)
. (3.68)
Nach der Feynman-Kac-Formel ko¨nnen wir dieses Resultat zuna¨chst in der Form
∂µ
〈
jiµ[~φ, x]
〉
= − ~J(x)τˆ i
〈
~φ(x)
〉
(3.69)
festhalten. Fu¨r verschwindende a¨ußere Quellen bedeutet dies die Stromerhaltung des Erwar-
tungswertes des Stromoperators.
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Wir ko¨nnen das Resultat aber auch als eine lokale WTI fu¨r die effektive Wirkung Γ umschreiben.
Dazu setzen wir zuna¨chst in (3.68) den Strom (3.64) ein und ersetzen die Felder durch entspre-
chende Ableitungen nach den a¨ußeren Quellen. Daraus entsteht die WTI fu¨r das erzeugende
Funktional zeitgeordneter Erwartungswerte:
0 = ∂µ
∫
d2ωx′
[
−i ∂
∂x′µ
δ2Z
iδJj(x)iδJk(x′)
]
δ(2ω)(x− x′)τ ijk + ~J(x)τˆ i
δZ
iδ ~J (x)
. (3.70)
Dies schreiben wir in eine WTI fu¨r W um, wobei wir die Symmetrie des Propagators Gjk(x, x
′)
fu¨r x = x′ verwenden.
∂µ~ϕj∂µτˆ
i~ϕ = ~ϕτˆ i~ϕ = ~Jτˆ i~ϕ mit ~ϕ :=
δW
δ ~J
. (3.71)
Das bedeutet, daß auch der mit dem mittleren Feld ~ϕ gebildete Strom fu¨r verschwindende a¨ußere
Quellen erhalten ist. Im Gleichgewicht ist dies eine triviale Aussage, weil in diesem Fall ~ϕ = const
ist und der Strom identisch verschwindet. Dabei haben wir die Antisymmetrie der τˆ i ausgenutzt.
Wegen ~J = −δΓ/δ~ϕ folgt daraus sofort
~ϕ1τˆ
i
1~ϕ1 = ~ϕ1τˆ
i δΓ
δ~ϕ1
. (3.72)
Daraus ergibt sich eine ganze Hierarchie von WTI, die immer die n–Punktvertexfunktion mit
der (n+ 1)–Punktfunktion verknu¨pft.
Als eines der wichtigsten Resultate wollen wir das Nambu–Goldstonetheorem fu¨r homogene Sy-
steme (z.B. thermodynamisches Gleichgewicht) anfu¨hren. Dazu schreiben wir (3.72) in Kompo-
nentenform und leiten nach ϕ ab. Setzen wir dann ~J = −δΓ/δ~ϕ = 0 und nehmen an, die Lo¨sung
der Feldgleichung fu¨r das mittlere Feld ~ϕ sei unabha¨ngig vom Raumzeitargument, finden wir die
Beziehung
τ ij1j2ϕj1δ(x1 − x2) = ϕjτ ijj1G−1j1j2(x1 − x2). (3.73)
Fouriertransformation bzgl. x1 − x2 ergibt fu¨r den Impuls 0 die Massenquadratmatrix, so daß
wir schließlich
~ϕτˆ iMˆ2 = 0 (3.74)
erhalten. Da die iτˆ i eine Basis der antisymmetrischen reellen N ×N–Matrizen bilden, bedeutet
dies, daß die (N−1) zu ~ϕ orthogonalen Feldanregungen verschwindende Masse besitzen. Dies ist
das Nambu–Goldstone–Theorem: Bei spontaner Symmetriebrechung der Gruppe G, derart, daß
die Untergruppe H das mittlere Feld ~ϕ invariant la¨ßt, sind dim(G)−dim(H) Anregungsmoden,
die sog. Nambu–Goldstonemoden, masselos. In unserem Fall ist G = O(N) und H = O(N − 1),
d.h. die Anzahl der Goldstonemoden betra¨gt N(N − 1)/2 − (N − 1)(N − 2)/2 = N − 1.
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3.4 Φ–Funktionalna¨herungen und Symmetrien
Wir haben im vorigen Abschnitt gesehen, daß sich die Quellterme der Bewegungsgleichungen fu¨r
das mittlere Feld und die Dysongleichung in kompakter Form aus dem Φ–Funktional herleiten
lassen. Das Φ–Funktional ist dabei durch die Summe aller geschlossenen zweiteilchenirreduziblen
Diagramme gegeben, wobei die Linien der Diagramme fu¨r volle Greenfunktionen iG stehen
und die Vertizes aus dem Wechselwirkungsanteil SI [φ, ϕ] zu definieren sind (vgl. Anhang B
zur Aufstellung der Diagrammregeln). Das mittlere Feld und die Greenfunktion sind durch die
Lo¨sungen der Bewegungsgleichungen (3.25) gegeben.
Es liegt nun nahe, eine Na¨herung von Φ durch die Auswahl weniger Diagramme zu gewinnen
und die Bewegungsgleichungen fu¨r das gena¨herte mittlere Feld und die Greenfunktion durch
Beibehaltung der funktionalen Beziehungen (3.25) fu¨r die Quellen zu definieren. Dies fu¨hrt zu
einem selbstkonsistenten Na¨herungsschema, das eine der Na¨herung des Φ–Funktionals entspre-
chende Klasse von perturbativen Diagrammen resummiert. Baym [Bay62] ist auf der Suche
nach erhaltenden Na¨herungen, also Schemata, die die Erhaltungssa¨tze im Mittel erfu¨llen, auf
die Φ–Funktionalna¨herung gestoßen und hat die entsprechenden Na¨herungen als
”
Φ–derivable
approximations“ bezeichnet.
Im folgenden untersuchen wir, welche der soeben hergeleiteten Symmetrieeigenschaften der exak-
ten Lo¨sung im Fall von Na¨herungen des Φ–Funktionals (bzw. in unserer Sprechweise IΓ) erhalten
bleiben. Es wird sich zeigen, daß das urspru¨ngliche erzeugende Funktional fu¨r die selbstkonsi-
stenten Bewegungsgleichungen IΓ nur gewa¨hrleistet, daß fu¨r Na¨herungen, die die Symmetrie
respektieren, der Erwartungswert des Stromes eine lokale Erhaltungsgro¨ße bleibt, so wie es be-
reits in den ersten Arbeiten von Baym[Bay62] bewiesen worden ist. Allerdings wird sich zeigen,
daß der in die selbstkonsistenten Bewegungsgleichungen eingehende Propagator i.a. nicht die
WTIn erfu¨llt.
Dies bedeutet, daß die Symmetrie durch die Φ–Funktionalna¨herungen in der Regel explizit ge-
brochen wird. Der Grund besteht darin, daß zwar das erzeugende Funktional systematisch nach
Potenzen von ~, entsprechend der Anzahl der Schleifen, entwickelt werden kann, aufgrund der
Selbstkonsistenz jedoch eine Resummation in allen Ordnungen von ~ resultiert. Diese Resum-
mation kann außer in dem praktisch nicht durchfu¨hrbaren Fall einer exakten Behandlung nicht
vollsta¨ndig sein, so daß keine systematische ~-Entwicklung fu¨r die Lo¨sungen vorliegt. Wie bereits
oben erwa¨hnt, bewirkt dies i.a. die explizite Brechung der Symmetrie fu¨r die Na¨herungen, und
das erkla¨rt die bekannte bereits in [BG77] und in neuerer Zeit in [LR00] untersuchte Tatsache,
daß fu¨r das lineare Sigmamodell in der Hartreena¨herung das Goldstonetheorem verletzt ist, d.h.
im chiralen Limes die Pionen nicht masselos sind.
Wir werden jedoch zeigen, daß sich aus dem gema¨ß (3.44) und (3.45) definierten effektiven
Funktional durch Funktionalableitungen nach dem mittleren Feld stets Vertexfunktionen erzeu-
gen lassen, die die WTIn erfu¨llen. Dabei ersetzen wir Φ durch eine Na¨herung im eben erkla¨rten
Sinne. Dies ist gleich bedeutend damit, daß die so definierte Na¨herung fu¨r Γ(eff) die Symmetrien
der klassischen Wirkung respektiert. Allerdings wird sich auch zeigen, daß die praktische Lo¨sung
der daraus resultierenden Gleichungen die Resummation von Vertexkorrekturen vom Typ der
Bethe–Salpetergleichung erfordert. Dies ist außer in sehr einfachen Fa¨llen, von denen wir einen
anhand des O(N)–Modells darstellen werden, im allgemeinen in der Praxis aufgrund des großen
numerischen Aufwands unmo¨glich.
Es sei noch betont, daß das Problem, daß die Φ–Funktionalna¨herungen die Symmetrie ab dem
Zweipunktfunktionenniveau brechen, im Falle der Anwendung auf Eichtheorien zur Propagation
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unphysikalischer Freiheitsgrade (u.a. zu solchen mit negativer Norm) fu¨hrt. Wir gehen darauf
detailliert im na¨chsten Kapitel dieser Arbeit ein.
3.4.1 Symmetrieanalyse von Φ–Funktionalna¨herungen
Wir betrachten nun erneut IΓ im Hinblick auf Symmetrien der klassischen Wirkung. Wir gehen
dabei genau analog wie bei der obigen Herleitung der WTIn fu¨r die gewo¨hnliche effektive Wir-
kung vor, beru¨cksichtigen aber explizit die bilokale Quelle im erzeugenden Funktional (3.2) fu¨r
konturgeordnete Produkte. Wir substituieren also in (3.2) φ′ = φ + δφ und erhalten in erster
Ordnung in δφ nach Ausnutzen der Symmetrie der bilokalen Quelle Kj1,k2 = Kk2,j1
0 =
∫
D~φ
[{
δS
δ~φ1
δ~φ1
}
1
+
{
~J1δ~φ1
}
1
+ {Kj1,k2φj1δφk2}12
]
×
× exp
[
iS[~φ] + i
{
~J1~φ1
}
1
+
i
2
{Kj1,k2φj1φk2}12
]
.
(3.75)
Wir ko¨nnen nun fu¨r δ~φ eine lokale infinitesimale O(N)–Transformation
δφj1 = iδχ
i
1τ
i
jj′φj′1 (3.76)
einsetzen und erhalten
0 =
∫
Dφ
{[
δS
δ ~φ1
iτˆ iδχi1 + ~J1iτˆ
i~φ1δχ
i
1 +
{
Kj1,k2iτ
i
jj′φj′1φk2
}
2
δχi1
]
×
× exp
[
iS[~φ] + i
{
~J1~φ1
}
1
+
i
2
{Kj1,k2φj1φk2}12
]}
1
.
(3.77)
Jetzt verwenden wir (3.57), nutzen also die Symmetrie der klassischen Wirkung unter O(N)–
Transformationen aus:{
δχi1∂µj
iµ
1
[
δZ[ ~J,K]
δi ~J1
]}
1
+
{
δχi1 ~J1iτˆ
i δZ[
~J,K]
δi ~J1
}
1
+ 2
{
δχi1K
jk
12 iτ
i
jj′
δZ[ ~J,K]
δiKjk12
}
12
= 0. (3.78)
Setzen wir hierin δχi = const, bedeutet dies, daß Z[ ~J,K] invariant unter O(N)–Transforma-
tionen ist, wobei sich ~J wie ein Vektor und K wie ein symmetrischer Tensor zweiter Stufe
transformieren. Dies gilt dann auch fu¨r W und schließlich fu¨r IΓ:{
δIΓ[~ϕ,G]
δ~ϕ1
τˆ i~ϕ1
}
1
+
{
δIΓ[~ϕ,G]
δGj1,k2
(
τ ijlGl1,k2 + τ
i
klGj1,l2
)}
12
= 0. (3.79)
Es ist klar, daß diese Symmetriebeziehung in jeder Schleifenordnung von IΓ2, entsprechend einer
Entwicklung nach Potenzen von ~ und in unserem Falle auch in Entwicklungen nach Potenzen
der Kopplungskonstante gilt, weil sowohl der quadratische als auch der quartische Anteil der
Lagrangedichte jeweils fu¨r sich invariant unter O(N)–Transformationen sind. Bei Eichtheorien
ist dies im allgemeinen nicht der Fall, und es ist nur eine Entwicklung nach der Anzahl der
Schleifen, nicht aber nach der Anzahl der Vertizes eichkovariant.
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Andererseits ist in (3.78) δχ1 beliebig, und wir folgern die lokale WTI fu¨r Z:
∂µj
iµ
1
(
δ
δiJ i1
)
Z[ ~J,K] + ~J1iτˆ
i δZ[
~J,K]
δi ~J1
+ 2
{
Kjk12 iτ
i
jj′
δZ[ ~J,K]
δiKjk12
}
2
= 0. (3.80)
Dies bedeutet, daß fu¨r jede Φ–Funktionalna¨herung, die die Symmetrie respektiert (fu¨r die IΓ2
also alle Diagramme bis zu einer bestimmten ~–Ordnung bzw. einer Ordnung in der Kopplungs-
konstanten λ entha¨lt), der Erwartungswert des Stromes verschwindet, wenn die a¨ußeren Quellen
zu 0 gesetzt werden.
Gema¨ß (3.6) fu¨hrt die Forderung, daß die a¨ußeren Quellen verschwinden sollen, auf die Bewe-
gungsgleichungen (3.8) fu¨r die das mittlere Feld ~ϕ und die Greenfunktion G bzw. die Selbst-
energie Σ. Der Erwartungswert des Stromes fu¨r diese Lo¨sungen ist dann wegen (3.80) erhalten:
∂µj
iµ
1
(
δ
δiJ i1
)
W [J,K]
∣∣∣∣
~J=0, K=0
= 0. (3.81)
Da jedoch bei der Herleitung von (3.46) von Pfadintegralmanipulationen Gebrauch gemacht wur-
de, die nur fu¨r die exakten Lo¨sungen der Feldtheorie gelten und die Lo¨sungen einer beliebigen
Φ–Funktionalna¨herung keine systematische Entwicklung nach Potenzen von ~ oder λ darstel-
len, sondern vom Standpunkt der Sto¨rungstheorie aus betrachtet eine teilweise Resummation
darstellen, darf nicht erwartet werden, daß die globalen oder lokalen WTIn fu¨r die gena¨herte
selbstkonsistente Greenfunktion gelten. Dies bedeutet aber gegebenenfalls, daß die Symmetrie
ab dem Zweipunktniveau verletzt sein kann. Wir werden im na¨chsten Abschnitt sehen, daß in
aller Regel diese Symmetrieverletzung tatsa¨chlich auftritt.
3.4.2 Die externen Vertexfunktionen
Unabha¨ngig von diesen Symmetrieu¨berlegungen haben wir also sorgfa¨ltig zwischen den verschie-
denen Na¨herungen zu unterscheiden. Zum einen definieren wir die Lo¨sungen der Bewegungsglei-
chungen (3.25) also ~ϕ und G bzw. Σ′, zum anderen ko¨nnen wir aber auch im Falle einer durch
einen bestimmten Satz von Diagrammbeitra¨gen zu Φ definierten Φ–Funktionalna¨herung gema¨ß
(3.44) und (3.45) das effektive Funktional
Γ(eff)[~ϕ] = IΓ[~ϕ,G(eff)[~ϕ]] mit
δIΓ[~ϕ,G]
δG
∣∣∣∣
G=G(eff)[~ϕ]
= 0 (3.82)
definieren. Es ist klar, daß aufgrund von (3.79) die in der u¨blichen Weise mit diesem effektiven
Potential definierten Vertexfunktionen die WTIn (3.53) der effektiven Wirkung Γ erfu¨llen und
folglich die so definierte effektive Na¨herung die Symmetrie fu¨r alle Vertexfunktionen respektiert.
Die durch Γ(eff) definierte Selbstenergie stellt allerdings im allgemeinen keine selbstkonsistente
Na¨herung im Sinne des Φ–Funktionals dar. Wir nennen die durch Γ(eff) erzeugten Vertexfunk-
tionen daher im folgenden externe Vertizes.
Wegen
δΓ(eff)[~ϕ]
δϕ1
=
δIΓ[~ϕ,G]
δϕ1
∣∣∣∣
G=G(eff)[~ϕ]
(3.83)
ist der stationa¨re Punkt ~ϕ′ von Γ(eff) identisch mit der Lo¨sung der Bewegungsgleichung (3.25)
fu¨r die Φ–Funktionalna¨herung, und es gilt G(eff)[ϕ¯] = G, wobei G die Lo¨sung der von Φ gema¨ß
(3.25) erzeugten Dysongleichung darstellt.
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Der inverse externe Propagator, den wir durch
(
G−1ext
)
12
=
δ2Γ(eff)
δϕ1δϕ2
∣∣∣∣∣
~ϕ=~ϕ′
(3.84)
definieren, ist aber im allgemeinen von der durch die Selbstenergie gema¨ß (3.25) generierten in-
versen Greenfunktion G−1 verschieden. Fu¨r die dazugeho¨rige externe Selbstenergie folgt na¨mlich
aufgrund von (3.82) sofort die Gleichung
−Σext12 = G−1ext12 −D12 =
δ2Φ[~ϕ,G]
δϕ1δϕ2
∣∣∣∣
G=G(eff)[ϕ¯]
+
{
δ2Φ[~ϕ,G]
δϕ1δG2′3′
∣∣∣∣
G=G(eff)[ϕ¯]
δG
(eff)
2′3′
δϕ2
}
2′3′
. (3.85)
Wir beno¨tigen also zu seiner Bestimmung noch die Ableitung des effektiven Propagators nach ϕ.
Seinem Wesen nach muß dies eine Dreipunktvertexfunktion sein, allerdings zeichnet sich der eine
von den drei Punkten gegenu¨ber den anderen beiden aus. Dies resultiert darin, daß es sich um
einen Dreipunktvertex in durch die gewa¨hlte Na¨herung des Φ–Funktionals spezifizierten Kana¨len
handelt. Zur Herleitung dieses Sachverhalts leiten wir die Identita¨t{
G
(eff)−1
12′ G
(eff)
2′2
}
2′
= δ12 (3.86)
nach ϕ ab: {
δG
(eff)-1
12′
δϕ3
G
(eff)
2′2 +G
(eff)−1
12′
δG
(eff)
2′2
δϕ3
}
2′
= 0. (3.87)
Durch Anwendung von (3.25) erhalten wir schließlich die gesuchte Form
i
δG
(eff)
12
δϕ3
=
{[
δ
δϕ3
(−iΣ′(eff)1′2′ )
]
iG
(eff)
1′1 iG
(eff)
2′2
}
1′2′
, (3.88)
wobei wir zur Abku¨rzung
−iΣeff12 = 2
δiΦ[~ϕ,G]
δiG21
∣∣∣∣
G=G(eff)[~ϕ]
(3.89)
geschrieben haben. Definieren wir nun
iΓ
(3)
123 =
δ
δϕ3
(−iΣ′(eff)1′2′ )
∣∣∣∣
~ϕ=~ϕ′
, (3.90)
gilt wegen (3.25) und G(eff)[~ϕ′] = G
iΓ
(3)
123 = 2
δ2iΦ
δiG21δϕ3
+ 2
{
δ2iΦ
δiG21δiG3′4′
δiGeff3′4′
δϕ3
∣∣∣∣
ϕ=ϕ¯
}
3′4′
=
= iI
(3)
123 +
{
iK123′4′ iG3′3′′ iG4′4′′ iΓ
(3)
3′′4′′3
}
3′4′3′′4′′
(3.91)
Diagrammatisch la¨ßt sich diese Gleichung wie folgt fassen:
iΓ(3) = iΓ(3) = iI(3) + iK iΓ(3) . (3.92)
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Dies ist eine Gleichung vom Typ der Leiterna¨herung zur Bethe–Salpetergleichung. Dabei ist es
wichtig, daß sowohl die Inhomogenita¨t
iI
(3)
123 = 2
δ2iΦ
δiG21δϕ3
(3.93)
als auch der Bethe–Salpeterkern
iK1234 = 2
δ2iΦ
δiG21δiG34
(3.94)
wiederum aus dem Φ–Funktional hergeleitet werden, durch das auch die Propagatorlinien iG
definiert sind.
Dadurch ist zugleich sichergestellt, daß in die Lo¨sung der Φ–Funktionalna¨herung und die Be-
rechnung des externen Propagators die gleichen Gegenterme zur Renormierung der Vakuumdia-
gramme eingehen. Damit ist durch das Φ–Funktional die konsistente Renormierung auch des
externen Propagators und aller u¨brigen externen Vertexfunktionen sichergestellt, die sich durch
die ho¨heren Ableitungen von Γ(eff) nach ϕ ergeben. Diese durch die Funktionalableitungen von
Γ(eff) gegebene Definition stellt nach der obigen Analyse eine eindeutige, konsistente Vorschrift
dar, die WTIn mit dem selbstkonsistent dyson–resummierten Propagator zu garantieren.
Fassen wir (3.88), (3.91), (3.93) und (3.94) zusammen und setzen das Resultat in (3.85) ein, so
folgt schließlich fu¨r die externe Selbstenergie
−iΣext12 = 2
δ2iΦ[ϕ,G]
δϕ1δϕ2
+
{
iΓ
(3)
1′2′1iG1′1′′ iG2′2′′ iI1′′2′′2
}
1′2′1′′2′′
. (3.95)
Diagrammatisch kann diese Gleichung wie folgt geschrieben werden:
−iΣext = iΦϕϕ + iI(3)iΓ(3) . (3.96)
Wir ersehen daraus, daß sich durch Schließen der externen Selbstenergie mit einer iG–Linie
zwar wieder geschlossene zweiteilchenirreduzible Diagramme ergeben, aber die externe Selbst-
energie im allgemeinen nicht der stationa¨re Punkt des entsprechenden IΓ–Funktionals ist. Das
mittlere Feld ~ϕ′ ist aber per constructionem sowohl stationa¨rer Punkt des Funktionals IΓ als
auch des effektiven Wirkungsfunktionals Γ(eff), wodurch sich auch nochmals die Erfu¨llung der
Erhaltungssa¨tze fu¨r den so definierten Erwartungswert des Noetherstromes besta¨tigt.
Als Beispiel betrachten wir die Bestimmung der externen Selbstenergie in der φ4–Theorie.
iΦ = + + +
1
2
+
1
2
(3.97)
i( +m2)ϕ =− ij = + + (3.98)
−i(D−1 −G−1) =− iΣ= + + + , (3.99)
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wobei wir hier der Vollsta¨ndigkeit halber die Bewegungsgleichungen (3.25) noch einmal wieder-
holt haben. Die Φ–Funktionalna¨herung wird vollsta¨ndig durch die Wahl der zweiteilchenirredu-
ziblen geschlossenen Diagramme fu¨r das Φ–Funktional, in unserem Beispiel also durch (3.97),
bestimmt. Daraus ergeben sich die selbstkonsistenten gekoppelten Bewegungsgleichungen fu¨r das
mittlere Feld ϕ und die dyson–resummierte Greenfunktion G gema¨ß (3.25).
Die einzelnen Elemente, die in die Berechnung der externen Selbstenergie vermo¨ge (3.96) einge-
hen, sind durch die Inhomogenita¨t und den Kern der Bethe–Salpetergleichung (3.92) definiert,
die sich aus den zweiten Ableitungen des Φ–Funktionals ergeben.
iΦϕ,ϕ = + + (3.100)
iI(3) = iΦiG,ϕ = + (3.101)
iK = iΦiG,iG = + + (3.102)
Die Propagatorlinien stehen hierin wieder fu¨r den selbstkonsistent berechneten Propagator iG
und die Nadeln fu¨r die mittleren Felder iϕ, wie sie durch die Φ–Funktionalna¨herung gema¨ß (3.98)
und (3.99) bestimmt sind.
Es werden also die Bewegungsgleichungen (3.98) und (3.99) zuna¨chst selbstkonsistent gelo¨st.
Die so gewonnenen Lo¨sungen fu¨r ϕ und G definieren die internen Felder und Propagatoren. Sie
gehen dann als Diagrammelemente in die Ausdru¨cke fu¨r den Quellterm (3.101) und den Kern
der Bethe–Salpetergleichung (3.102) ein.
Diese entspricht der Aufsummation einer unendlichen funktionalen Neumanngleichung. Durch
die Bestimmung von Inhomogenita¨t und Kern dieser Bethe–Salpetergleichung aus demselben Φ–
Funktional, das auch die selbstkonsistenten Gleichungen generiert, wird sichergestellt, daß die
Ward–Takahashi–Identita¨ten einer linear realisierten Symmetrie durch die externe Selbstenergie
und alle ho¨heren durch Γ(eff) in analoger Weise zu erzeugenden Vertexfunktionen erfu¨llt werden.
Man ko¨nnte sich vorstellen, den aus Σext bestimmten externen Propagator Gext fu¨r alle Linien
einzusetzen. Dies wu¨rde jedoch implizit eine neue, erweiterte Φ–Funktionalna¨herung mit den
durch Σext definierten zweiteilchenirreduziblen Diagrammen ergeben also
2
δiΦ(erw)
δiG
= −iΣext. (3.103)
In dem so definierten selbstkonsistenten Verfahren wu¨rden dann alle Propagatoren und Selbst-
energien wieder zu neuen internen Gro¨ßen werden, die ihrerseits zwar eine bessere Na¨herung
darstellen, aber die WTIn wiederum verletzen und erneut gema¨ß dem obigen Verfahren neue
weit kompliziertere Bethe–Salpetergleichungen implizieren.
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3.5 Einfachste Na¨herungen fu¨r das O(N)–Modell
In diesem Abschnitt betrachten wir exemplarisch die einfachste selbstkonsistente Na¨herung fu¨r
das O(N)–Modell, anhand dessen alle Techniken, die zur Behandlung solcher Na¨herungen be-
no¨tigt werden, erla¨utert werden ko¨nnen.
Zuna¨chst untersuchen wir die reine Φ–Funktionalna¨herung und demonstrieren, daß die O(N)–
Symmetrie explizit gebrochen wird. Danach betrachten wir die die Symmetrie respektierende Na¨-
herung. Gleichzeitig wird sich eine diagrammatische Erkla¨rung und eine physikalische Interpreta-
tion ergeben, warum die Φ–Funktionalna¨herung ab dem Niveau der Zweipunktfunktionen nicht
symmetrieerhaltend ist. Der Grund dafu¨r besteht darin, daß in der reinen Φ–Funktionalna¨herung
keine dynamischen Vertexkorrekturen beru¨cksichtigt werden. Die einzigen Vertexkorrekturen
sind lokale Gegenterme zur Renormierung von Vakuumsubdivergenzen, die einerseits explizit
durch die Diagramme verursacht sein ko¨nnen, andererseits jedoch implizit durch die Selbstkon-
sistenz der Na¨herung ins Spiel kommen. Dies bedeutet jedoch, daß die Vertizes in jedem Fall
punktfo¨rmig bleiben. Diese Betrachtung zeigt schon, daß dadurch die Symmetrie gebrochen wer-
den muß, weil die in den selbstkonsistenten Propagator eingehende Selbstenergie nicht mit dem
zu den Punktvertizes geho¨rigen freien Propagator im Sinne der WTIn kompatibel sein kann.
Wir bezeichnen den Propagator bzw. die dazugeho¨rige Selbstenergie der Φ–Funktionalna¨herung
im folgenden auch als internen Propagator bzw. interne Selbstenergie.
Wie wir oben allgemein gezeigt haben, ko¨nnen wir zu jeder Φ–Funktionalna¨herung vermo¨ge Γeff
ein effektives erzeugendes Funktional fu¨r Selbstenergien und eigentliche Vertexfunktionen defi-
nieren, die die WTIn und damit die Symmetrien respektieren. Wir bezeichnen die so definierten
Selbstenergien und Vertexfunktionen als externe Gro¨ßen, weil sie zwar a posteriori aus der selbst-
konsistenten Lo¨sung der Φ–Funktionalna¨herung gewonnen werden, jedoch nicht selbstkonsistent
in die Rechnung eingehen.
Diagrammatisch erfordert die Berechnung von Σext eine Resummation des effektiven Dreierver-
tex gema¨ß (3.92). Dies ergibt genau die Vertexkorrekturen, die aufgrund der Einfu¨hrung einer
teilweise resummierten Zweipunktfunktion zur Wiederherstellung der WTIn beno¨tigt werden.
Entscheidend dafu¨r ist aber wieder die Tatsache, daß der Bethe–Salpeter–Kern ebenfalls aus
dem Funktional IΓ durch zweimalige Ableitung nach G erzeugt wird.
3.5.1 Die Hartreena¨herung
Wir definieren Φ–Funktionalna¨herungen dadurch, daß wir die in IΓ2 eingehenden Diagramme
angeben. Diese mu¨ssen zweiteilchenirreduzibel sein. In unserem Fall begnu¨gen wir uns mit dem
”
Achtdiagramm“:
IΓ[ϕ,G] = S[ϕ] =
i
2
Tr ln(−iG−1) + i
2
{

−1
12 (G12 −  12)
}
12
+ IΓ2[ϕ,G] mit
iIΓ2[ϕ,G] = =
iλ
8
{
δijklG
ij
11G
kl
11
}
1
.
(3.104)
Zuna¨chst stellen wir fu¨r beliebig gegebenes ~ϕ die erste Gleichung in (3.8) auf. Diese geht na¨mlich
auch in die Berechnung der symmetrieerhaltenden Na¨herung ein.
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Dazu beno¨tigen wir den von ~ϕ abha¨ngigen Propagator  gema¨ß (3.11). Eine einfache Rechnung
ergibt unter Verwendung der allgemeinen Formeln fu¨r die sto¨rungstheoretischen Realzeitpropa-
gatoren im Impulsraummatrixformalismus
ˆ
 = Pˆ⊥∆ˆ(p,m0⊥) + Pˆ‖∆ˆ(p,m0‖). (3.105)
Dabei sind die Projektoren auf die transversale bzw. longitudinale Richtung bzgl. des vorgege-
benen mittleren Feldes durch
Pˆ⊥ =  − ~ϕ⊗ ~ϕ
~ϕ2
, Pˆ‖ =
~ϕ⊗ ~ϕ
~ϕ2
(3.106)
und die freien Vakuummassen fu¨r die Feldmoden transversal und longitudinal zum mittleren
Feld durch
m20⊥ =
λ
2
~ϕ2 − m˜2, m20‖ =
3λ
2
~ϕ2 − m˜2 (3.107)
definiert. Die Projektoren erfu¨llen die Beziehungen
Pˆ 2⊥ = Pˆ⊥, Pˆ
2
‖ = Pˆ‖, Pˆ⊥Pˆ‖ = Pˆ‖Pˆ⊥ = 0, tr Pˆ⊥ = N − 1, tr Pˆ‖ = 1. (3.108)
Fu¨r den in (3.104) auftretenden Vierervertex gilt die Feynmanregel
j
k
l
m
± = ±i λ
4!
δjklm = ±i λ
4!
(δjkδlm + δjlδkm + δjmδkl). (3.109)
Die Selbstenergie ergibt sich durch O¨ffnen einer Linie von IΓ2. Zerlegen des Propagators nach
transversalen und longitudinalen Komponenten ergibt dann nach Anwendung der Feynmanre-
geln die dimensional regularisierte Selbstenergie
Σ−−⊥ =
iλ
2
µ2
∫
d2ωl
(2pi)2ω
[(N + 1)G−−⊥ (l) +G
−−
‖ (l)],
Σ−−‖ =
iλ
2
µ2
∫
d2ωl
(2pi)2ω
[(N − 1)G−−⊥ (l) + 3G−−‖ (l)].
(3.110)
Dabei ist µ die Massenskala der dimensionalen Regularisierung und d = 2(ω− ) die Dimension
der Raumzeit. In unserem einfachen Fall reduziert sich die Selbstenergie auf eine reelle Diago-
nalmatrix in den ±–Indizes des Realzeitformalismus, d.h. es ergibt sich eine selbstkonsistente
vom vorgegebenen mittleren Feld ~ϕ und der Temperatur abha¨ngige Massenmatrix.
Renormierung
Als na¨chstes mu¨ssen wir (3.110) renormieren. Von der Sto¨rungstheorie her erwarten wir, daß wir
mit temperaturunabha¨ngigen Gegentermen renormieren ko¨nnen. Zuna¨chst wollen wir die Re-
normierungsbedingungen festlegen. Da die Selbstenergie in unserer Na¨herung Tadpolestruktur
besitzt, wu¨rde bei der Berechnung der entsprechenden Diagramme der Sto¨rungstheorie lediglich
eine Massenrenormierung im Vakuum erforderlich. Wir werden gleich sehen, daß aufgrund der
Selbstkonsistenz versteckte u¨berlappende und ineinander verschachtelte Subdivergenzen vorlie-
gen, die wir durch die Addition eines Kopplungskonstantengegenterms beseitigen mu¨ssen.
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Im Vakuum setzen wir willku¨rlich alle Tadpolebeitra¨ge zu 0, was der Normalordnung im Opera-
torformalismus entspricht. Im Vakuum geht also die betrachtete Hartreena¨herung in die Baum-
graphenna¨herung u¨ber. Betrachten wir nun die Greenfunktionen (3.105), so sind wegen
∆−−(l,m) =
1
l2 −m2 + iη − 2piin(l0)δ(l
2 −m2) (3.111)
nur die Anteile des Integrals divergent, die vom ersten Summanden herru¨hren. Diese Beitra¨ge
entsprechen dem Integral T1 (A.38). Schreiben wir nun
M2⊥ = M
2
vac⊥ + Σ⊥, M
2
‖ = M
2
vac‖ + Σ‖, (3.112)
so ist zu beachten, daß nach Definition Σ temperaturabha¨ngig ist. Es sei betont, daß sowohl die
Mvac als auch die Σ vom a¨ußeren Feld abha¨ngig sind. Allerdings sind wegen der Homogenita¨t und
Zeitunabha¨ngigkeit des Gleichgewichtszustandes alle Einpunktfunktionen, also in unserem Fall
außer dem mittleren Feld auch die Selbstenergie, weil diese nur in Hartreena¨herung beru¨cksichtigt
wird, notwendig konstant, und wir ko¨nnen uns daher auf konstante Felder beschra¨nken. Fu¨r die
Greenfunktionen in Hartreena¨herungen ko¨nnen wir also schreiben
G⊥ = Gvac⊥ +Gvac⊥Σ⊥Gvac⊥ +Grest⊥, G‖ = Gvac‖ +Gvac‖Σ‖Gvac‖ +Grest‖, (3.113)
wobei die Greenfunktionen dieselbe Struktur besitzen, wie die sto¨rungstheoretischen jedoch
mit den selbstkonsistent aus (3.110), (3.112) und den Lo¨sungen der dazugeho¨rigen Dyson–
Gleichungen
G⊥(p) =
1
p2 −M2⊥ + iη
− 2piin(p0)δ(p2 −M2⊥), G‖(p) =
1
p2 −M2‖ + iη
− 2piin(p0)δ(p2 −M2‖ ),
(3.114)
zu bestimmenden Massen M⊥ und M‖.
Zur Aufstellung der renormierten Gleichungen beachten wir, daß beim Einsetzen von (3.113) in
(3.110) nur die ersten beiden Terme divergent sind, da δ(Grest) = −6. Ferner strebt der Beitrag
von Grest gegen 0 fu¨r T → 0. Die beiden anderen Terme sind diagrammatisch durch
Σ =
l
+
ll
Σ
+ Σrest (3.115)
definiert.
Hierbei stehen die Diagramme und Σ fu¨r die −−–Komponente der Selbstenergie und fu¨r bei-
de Komponenten im O(N)–Isospinraum. Die gestrichelten Linien repra¨sentieren Vakuumgreen-
funktionen. Der auf den ersten Blick notwendige temperaturabha¨ngige Massengegenterm wird
durch Subtraktion des zweiten Diagramms, also eine Kopplungskonstantensubdivergenz, elimi-
niert, wobei wir das modifizierte
”
minimal subtraction scheme“ MS verwenden, bei dem nur
die Polterme in  und endliche Konstanten der dimensional regularsierten Integrale abgezogen
werden. Wir benutzen es hier, weil es ein massenunabha¨ngiges Renormierungsschema darstellt.
Das bedeutet, daß die Renormierungsskala µ eingefu¨hrt wird, bei der die Kopplungskonstan-
te definiert ist. Der Vorteil dieses Renormierungsschemas besteht darin, daß es auch fu¨r den
Nambu–Goldstone–Modus, in dem sich das System im Vakuum und bei niedrigen Temperatu-
ren befindet, und masselose Goldstonebosonen im Teilchenspektrum vorhanden sind, anwendbar
ist. Ein
”
physikalisches Schema“ wu¨rde zu Infrarotdivergenzen in den Gegentermen fu¨hren.
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Der zweite Term ist nach den Feynmanregeln in dimensionaler Regularisierung durch
−δΣ2 = iλ
2
∫
d2ωl
(2pi)2ω
Gvac(l)ΣGvac(l) (3.116)
gegeben. Die Komponenten der beiden Gegenterme ergeben sich damit aus den in Anhang A
gegebenen Standardregeln der dimensionalen Regularisierung im MS–Schema zu
δΣ1⊥ =
λ
32pi2
[m2vac‖ + (N + 1)m
2
vac⊥]
(
1

+ 1− γ
)
δΣ1‖ =
λ
32pi2
[3m2vac‖ + (N − 1)m2vac⊥]
(
1

+ 1− γ
)
δΣ2⊥ =
λ
32pi2
[Σ‖ + (N + 1)Σ⊥]
(
1

− γ
)
δΣ2‖ =
λ
32pi2
[3Σ‖ + (N − 1)Σ⊥]
(
1

− γ
)
.
(3.117)
Damit folgen die renormierten selbstkonsistenten Gleichungen:
Σ⊥ =
λ
32pi2
[
(N + 1)M 2⊥ ln
(
M2⊥
4piµ2
)
+M2‖ ln
(
M2‖
4piµ2
)
−Σ‖ − (N + 1)Σ⊥
]
+
+ λpi
∫
d4l
(2pi)4
n(l0)[(N + 1)δ(l
2 −M2⊥) + δ(l2 −M2‖ )],
Σ‖ =
λ
32pi2
[
(N − 1)M 2⊥ ln
(
M2⊥
4piµ2
)
+ 3M2‖ ln
(
M2‖
4piµ2
)
− 3Σ‖ − (N − 1)Σ⊥
]
+
+ λpi
∫
d4l
(2pi)4
n(l0)[(N − 1)δ(l2 −M2⊥) + 3δ(l2 −M2‖ )].
(3.118)
Die Hartreena¨herung und die dazugeho¨rige externe Selbstenergie
Die Lo¨sung der Hartreena¨herung ist durch die simultan mit (3.118) zu lo¨sende Gleichung
δIΓ
δϕ
∣∣∣∣
~ϕ=~ϕ′
!
= 0 (3.119)
definiert. Wegen (3.82) gilt
δΓeff
δϕ
=
δIΓ
δϕ
∣∣∣∣
G=Geff
+
{
δIΓ
δG1′2′
∣∣∣∣
G=G
(eff)
1′2′
δG
(eff)
1′2′
δϕ
}
1′2′
=
δΓeff
δϕ
=
δIΓ
δϕ
∣∣∣∣
G=Geff
, (3.120)
und damit ist auch das effektive Funktional Γeff fu¨r ~ϕ = ~ϕ
′ stationa¨r. Leiten wir die vorige
Gleichung nochmals nach ϕ ab, erhalten wir
(
G−1ext
)
12
=
δ2Γeff
δϕ1δϕ2
∣∣∣∣
~ϕ=~ϕ′
=
δ2IΓ
δϕ1δϕ2
∣∣∣∣
~ϕ=~ϕ′
+

 δ
2IΓ
δϕ1δG3′4′
δG
(eff)
3′4′
δϕ2
∣∣∣∣∣
~ϕ=~ϕ′


3′4′
, (3.121)
wobei wir
G = Geff[~ϕ
′] (3.122)
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gesetzt haben.
Fu¨r unsere durch (3.104) gegebene Na¨herung erhalten wir damit fu¨r die externe Selbstenergie,
die wir durch
Σext = 
−1 −G−1ext (3.123)
definieren, durch Einsetzen von (3.88) in (3.121) in diagrammatischer Form
−iΣext = + + + · · · (3.124)
Dabei stehen die dicken Linien fu¨r G. Es wird deutlich, daß im Nambu–Goldstone–Modus eine
Resummation des Vierervertex notwendig wird, die in unserem Fall relativ einfach ist, weil wir
aufgrund der
”
Tadpolena¨herung“ nur punktfo¨rmige Vierervertizes und keine
”
Austauschverti-
zes“ generieren. Im Wigner–Weyl–Modus stimmen interne und externe Selbstenergie u¨berein.
Dies erkla¨rt die bereits in [BG77] ausgefu¨hrte Tatsache, daß die Hartreena¨herung fu¨r das linea-
re Sigmamodell im Nambu–Goldstone–Modus die zugrundeliegende O(N)–Symmetrie verletzt,
wa¨hrend sie im Wigner–Weyl–Modus durch dieselbe Na¨herung respektiert wird. Wir bemerken
noch, daß (3.124) die RPA–Resummation darstellt (vgl. [AB99]).
Jetzt wird auch die physikalische Begru¨ndung fu¨r die Verletzung der Symmetrie durch die Φ–
Funktionalna¨herung deutlich: Sie tra¨gt dem Transport der Erhaltungsgro¨ße auf die beim Stoß
beteiligten anderen Teilchen nicht vollsta¨ndig Rechnung, was zur Verletzung des der Symmetrie
entsprechenden Erhaltungssatzes im Inneren der Diagramme fu¨hrt, wa¨hrend der Erwartungswert
der dazugeho¨rigen Noetherladung erhalten ist. Wie unsere Betrachtung zeigt, ist zur Wiederher-
stellung der Symmetrie die Beru¨cksichtigung der durch die RPA–Na¨herung (3.124) definierten
Mehrfachstreuprozesse erforderlich.
Fu¨r die RPA-resummierte Hartreena¨herung wollen wir noch explizit die Erfu¨llung des Goldsto-
netheorems nachweisen, d.h. die Masselosigkeit der (N − 1)
”
Pionen“ zeigen. Dazu werten wir
(3.121) in der Impulsdarstellung an der Stelle p = 0 aus. Fu¨r die Hartreena¨herung ergibt sich
G
(ext)
12 =
δ2Γeff
δϕ1ϕ2
∣∣∣∣
~ϕ=~ϕ′
=
[

−1
12 − Σ12 −
{
δΣ12′
δϕ2
ϕ2′
}
2′
]
~ϕ=~ϕ′
. (3.125)
Die Bewegungsgleichung fu¨r das mittlere Feld (3.119) lautet
δS
δϕ1
− {Σ12′ϕ2′}2′ = 0 fu¨r ~ϕ = ~ϕ′. (3.126)
Durch Zerlegung von  und Σ in Komponenten longitudinal und transversal zum mitteleren
Feld vereinfacht sich dies zu
~ϕ′
(
m˜2 − λ
2
~φ′2 −Σ‖
)
= 0. (3.127)
Im Nambu–Goldstone–Modus muß die Klammer verschwinden, damit das mittlere Feld nicht-
verschwindender Werte fa¨hig ist. Damit ergibt sich der vom mittleren Feld abha¨ngige Baumgra-
phenpropagator fu¨r die Lo¨sung der Φ–Funktionalna¨herung

−1
∣∣
~ϕ=~ϕ′
= Θ⊥(p
2 + Σ‖) + Θ‖(p
2 + Σ‖ − λ~ϕ′2). (3.128)
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Jetzt ko¨nnen wir die Ableitungen nach den Komponenten des mittleren Feldes explizit bilden,
und (3.125) ergibt unter Verwendung der Gleichung
ϕk∂ϕlΘ
jk
‖ = −ϕk∂ϕlΣjk⊥ = Θjl⊥ (3.129)
fu¨r die Matrix des Massenquadrats:
(M2ext)jk = Θ
jk
‖
(
λ~ϕ′2 +
∂Σ‖
∂|~ϕ′| |~ϕ
′|
)
, (3.130)
also wie vom Goldstonetheorem gefordert, Masselosigkeit der (N − 1) zum mittleren Feld trans-
versalen Komponenten.
Im Wigner–Weylmodus ~ϕ′ = 0, der bei ho¨heren Temperaturen entweder eine metastabile oder
bei noch ho¨heren Temperaturen die einzige Lo¨sung der Φ–Funktionalna¨herung ist, ist M 2vac⊥ =
M2vac‖ = −m˜2, und aus (3.118) ergibt sich sofort, daß die temperaturabha¨ngigen Massen gleich
sein mu¨ssen. Damit ist die Hartree–Na¨herung, wie schon oben, bemerkt, in diesem Fall kon-
sistent mit der O(N)–Symmetrie, und der Φ–Funktionalpropagator stimmt mit dem externen
Propagator u¨berein.
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3.6 Renormierung des Sunset–Diagramms
Wir wenden uns nun der Behandlung der durch die folgende Na¨herung des IΓ2–Funktionals
definierten Na¨herung in der einfachen φ4–Theorie zu:
iΦ[G] = +
1
2
. (3.131)
Dabei beschra¨nken wir uns hier von vornherein auf die ungebrochene Theorie, also den Fall des
verschwindenden mittleren Feldes ϕ = 0. Im Gegensatz zu den oben behandelten Diagrammen
erhalten wir hier einen Imagina¨rteil der Selbstenergie, so daß wir den Einfluß der endlichen Breite
der Spektralfunktionen untersuchen ko¨nnen.
Wir werden im folgenden sehen, daß auch hier mit Hilfe der BPHZ-Renormierung die Renor-
mierung der Na¨herung mit temperaturunabha¨ngigen Kopplungskonstanten mo¨glich ist. Dazu
ist zuna¨chst die Vakuumtheorie zu renormieren, um die Integranden zur Subtraktion fu¨r die
Vakuumsubdivergenzen der Diagramme bei endlicher Temperatur zur Verfu¨gung zu haben. Von
besonderem Interesse ist hier die Tatsache, daß wie in der Sto¨rungstheorie die expliziten und im-
plizit auf Grund der Selbstkonsistenz vorhandenen u¨berlappenden und ineinander geschachtelten
Divergenzen durch die BPHZ-Methode subtrahiert werden ko¨nnen.
3.6.1 Die Na¨herung fu¨r das Vakuum
In diesem Abschnitt lo¨sen wir die durch (3.131) definierten selbstkonsistenten Bewegungsglei-
chungen fu¨r die Selbstenergie, die durch O¨ffnen einer Linie eines jeden Diagramms in (3.131)
gegeben ist:
−iΣ = + . (3.132)
Im folgenden bezeichnen wir mit G und Σ die matrixwertige Greenfunktion bzw. Selbstenergie:
G =
(
G−− G−+
G+− G++
)
, Σ =
(
Σ−− Σ−+
Σ+− Σ++
)
. (3.133)
Im Vakuum gilt der folgende Zusammenhang zwischen zeitgeordneter und retardierter Selbst-
energie:
Σ−−(p) = Θ(p0)ΣR(s) + Θ(−p0)Σ∗R(s) mit s = p2. (3.134)
Die Dysongleichung fu¨r die retardierte Selbstenergie wird also durch
GR(p) =
1
p2 −m2 − ΣR(s) + i sign(p0) (3.135)
gelo¨st. Aufgrund des Weinbergschen Konvergenztheorems sind sowohl das Sunset– als auch das
Tadpolediagramm quadratisch divergent. Wegen der Lorentzinvarianz ha¨ngt die Selbstenergie
nur von der skalaren Gro¨ße s = p2 ab, so daß wir zwei Renormierungsbedingungen vorzuschreiben
haben. Im physikalischen Renormierungsschema identifizieren wir im Rahmen der betrachteten
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Na¨herung den Massenparameter m mit der physikalischen Masse und legen die Renormierung
des Feldes so fest, daß das Residuum des Propagators bei s = m2 gerade 1 ist:
ΣR(m
2) = 0,
∂
∂s
ΣR(m
2) = 0. (3.136)
Jetzt bedienen wir uns der in Abschnitt 2.4.1 beschriebenen analytischen Eigenschaften der
Selbstenergie. Wir ko¨nnen uns wegen (3.134) auf die Berechnung von Σ−− fu¨r p0 > 0 beschra¨n-
ken. Dann folgt fu¨r das Vakuum die Beziehung
ImΣR(s) = −Σ
+−(s)
2i
, (3.137)
und wir ko¨nnen ΣR mit Hilfe einer doppelt subtrahierten Dispersionsrelation renormieren. Aus
den Renormierungsbedingungen (3.136) folgt
ΣR(s) = (s−m2)2
∫ ∞
9m2
dz
pi
ImΣR(z)
(z − s− i)(z −m2)2 . (3.138)
Dabei haben wir beru¨cksichtigt, daß der Imagina¨rteil der Selbstenergie nur entlang des Verzwei-
gungsschnittes s > 9m2 von 0 verschieden ist.
Mit (3.137) ko¨nnen wir mit Hilfe der Feynmanregeln fu¨r den Realzeitformalismus den Imagina¨r-
teil der Selbstenergie in der Form
−iΣ+−(p2) =
pp
k + l + p
k
l
+ − =
λ2
6
∫
d4k
(2pi)4
∫
d4l
(2pi)4
iG+−(k) iG+−(l) iG−+(k + l + p)
(3.139)
schreiben. Weiter bedienen wir uns der in Anhang A.2 zusammengestellten Zusammenha¨nge
zwischen Realzeitgreenfunktionen und der durch
A(p) = −2 ImGR(|p0|, ~p) (3.140)
definierten Spektralfunktion:
iG+−(p) = Θ(p0)A(p), iG
−+(p) = Θ(−p0)A(p). (3.141)
Die Spektralfunktion selbst zerfa¨llt aufgrund der physikalischen Renormierungsbedingungen in
einen Anteil ∝ δ(p2 −m2) und einen kontinuierlichen Anteil bei p2 > 9m2:
A(p) = 2piδ(p2 −m2) +Ac(p) mit Ac(p) = −2Θ(p2 − 9m2) Im 1
p2 −m2 − ΣR(p2) (3.142)
Das Tadpolediagramm in (3.132) ist von p unabha¨ngig und reell, wird also durch den Massenge-
genterm kompensiert und kann daher von vornherein weggelassen werden. Auch die Gegenterme
von den drei u¨berlappenden Subdivergenzen ergeben Tadpolediagramme, also Beitra¨ge zum
Massengegenterm, und die verbleibende Gesamtdivergenz ∝ s, so daß wir direkt die doppelt
subtrahierte Dispersionsrelation (3.138) anwenden ko¨nnen. Diese U¨berlegung zeigt zugleich, daß
die selbstkonsistente Na¨herung im gleichen Sinne renormierbar ist wie die Sto¨rungstheorie: Wir
ko¨nnen die Divergenzen durch Gegenterme kompensieren, die bereits in der Lagrangedichte vor-
handen sind. Außerdem wird klar, daß die Behandlung der logarithmischen Subdivergenzen in
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der physikalischen Renormierung den Vierervertex bei Impulsu¨bertrag 0 zum Wert λ bedeutet,
was wir unten im Fall endlicher Temperatur noch beno¨tigen werden.
Um den Imagina¨rteil (3.137) zu berechnen, fu¨hren wir die Einschleifenna¨herung fu¨r die Vertex-
korrektur ein, die die Topologie des Dinosaurierdiagramms besitzt, jedoch mit selbstkonsistenten
Propagatoren statt freier zu nehmen ist:
L+−(l) =
∫
d4k
(2pi)4
iG−+(k) iG+−(k + l). (3.143)
Aufgrund der Feynmanregeln und wegen der Lorentzinvarianz ist dies eine Funktion von s = p2
und ∝ Θ(l0). Fu¨r l0 > 0 und ~l = 0 finden wir schließlich
L+−(l) =
Θ(l0)
4pi4
∫ l0
0
d4k
[
piδ(k2 −m2) piδ[(k − l)2 −m2]+
+ piδ(k2 −m2)Ac(k − l) + 1
4
Ac(k)Ac(k − l)
]
.
(3.144)
Wegen der nunmehr vorhandenen Rotationsinvarianz des Integranden in ~l ko¨nnen wir die δ–
Distributionen ausintegrieren:
L+−1 (l) =
Θ(k0)
4pi2
∫ l0
0
dk0
∫
d3~kδ(k2 −m2)δ[(k − l)2 −m2] = (3.145)
=
Θ(l0)
8pi
Θ(l2 − 4m2)
√
l2 − 4m2
s
L+−2 (l) =
Θ(l0)
4pi3
∫ l0
0
dk0
∫
d3~kδ(k2 −m2)Ac(k − l) =
=
Θ(l0)
2pi2
∫ l0
m
dk0
√
k20 −m2Ac[(k0 − l0)2 − k20 +m2] (3.146)
L+−3 (l) =
Θ(l0)
16pi4
∫ l0
0
dk0
∫
d3~kAc(k
2)Ac[(k − l)2] =
=
Θ(l0)
4pi3
∫ l0
0
∫ 3m
0
~k2d|~k|Ac(k2)Ac[(k − l)2]. (3.147)
Wie zu erwarten, ergibt sich wegen der in den Greenfunktionen enthaltenen Θ–Funktionen und
der Schwelle bei s = 9m2 ein endliches Resultat. Die verbleibenden Integrale lassen sich nume-
risch einfach behandeln.
Mit Hilfe der Vierpunktfunktion L+− ko¨nnen wir schließlich das Sunsetdiagramm auswerten. Wir
ko¨nnen wegen der Lorentzinvarianz wieder s = p20 und ~p = 0 setzen, denn ImΣR(s) ∝ Θ(s−9m2).
Dann ergibt sich fu¨r (3.139)
ImΣR(s) = − λ
2
192pi4
∫ p0
0
dl0
∫
d3~l [2piδ(l2 −m2) +Ac(l)] L+−(p− l). (3.148)
Wieder kann die Rotationssymmetrie in ~l ausgenutzt und die Deltadistribution ausintegriert
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werden:
ImΣR1(s) = − λ
2
96pi3
∫ p0
0
dl0
∫
d3~l δ(l2 −m2)L+−(p− l) =
= − λ
2
48pi2
Θ(p20 − 9m2)
∫ p0
m
dl0
√
l20 −m2 L+−(p− l)||~l|2=l20−m2 (3.149)
ImΣR2(s) = − λ
2
192pi4
∫ p0
0
∫
d3~l Ac(l)L
+−(p− l) =
= − λ
2
48pi3
Θ(p20 − 9m2)
∫ p0
3m
dl0
∫ p0
0
d|~l| ~l2Ac(l)L+−(p− l). (3.150)
Die verbleibenden Integrale lassen sich wieder mit einfachen numerischen Integrationsverfahren
berechnen.
3.6.2 Renormierung des Sunset–Diagramms bei endlichen Temperaturen
Zuna¨chst renormieren wir das Sunsetdiagramm allein, d.h. wir setzen den Tadpole zu 0. Dazu
betrachten wir die Lo¨sung der Dysongleichung in Form einer Neumannreihe
G = ∆
∞∑
k=0
(Σ∆)k, (3.151)
wobei ∆ die Matrix fu¨r die freie Realzeitgreenfunktion und Σ die dazugeho¨rige Selbstenergie
bezeichnet. Da die Selbstenergie von der Dimension δ(Σ) = 2 ist, treten in jeder Ordnung der
Selbstenergie Divergenzen vom oberfla¨chlichen Divergenzgrad d = 2 auf. Andererseits zeigt die
Betrachtung in Abschnitt 2.4.3, daß jedes perturbative Diagramm bei endlichen Temperaturen
mit von der Temperatur unabha¨ngigen Gegentermen renormiert werden kann. Wir erwarten,
daß dies auch fu¨r unsere selbstkonsistente Na¨herung gilt, da diese als Teilresummation der Sto¨-
rungsreihe aufgefaßt werden kann.
Um dies zu zeigen, benutzen wir die Tatsache, daß die BPHZ–Renormierung einzig und allein
auf Weinbergs Konvergenztheorem beruht und dessen Gu¨ltigkeit nicht auf die spezielle Form der
sto¨rungstheoretischen Integrale beschra¨nkt ist. Wie in Abschnitt 2.4.2 ausfu¨hrlich besprochen,
mu¨ssen wir der BPHZ–Methode folgend nur alle Forests des Diagramms finden und entspre-
chende Gegenterme vom Integranden abziehen, um zum renormierten Integranden zu gelangen.
Bei den Diagrammen der Feldtheorie bei endlichen Temperaturen du¨rfen die Subdiagramme
nur Vakuumlinien enthalten. Daher schreiben wir den Propagator der Feldtheorie bei endlichen
Temperaturen (im folgenden als Doppellinie dargestellt) als Summe aus einem Vakuumanteil
(durchgezogene Linie) und einen Temperaturanteil (gestrichelte Linie):
= + 3 + + 3 . (3.152)
In unserem Fall finden wir wieder die drei Forests, die wir schon in Abschnitt 2.4.1 im Rahmen
der Sto¨rungstheorie besprochen haben. Sie sind alle drei von gleicher Struktur, so daß dies in
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(3.152) bereits durch Multiplikation des entsprechenden Diagramms mit 3 beru¨cksichtigt haben:
γ = . (3.153)
Nunmehr ist nur noch das Diagramm, das ausschließlich Vakuumlinien entha¨lt, divergent. Dieses
ist durch das nach dem im vorigen Abschnitt beschriebene Verfahren renormierte Diagramm zu
ersetzen.
Um zu zeigen, daß wir durch diese Prozedur bereits ein konvergentes Integral konstruiert haben,
mu¨ssen wir zeigen, daß der reine Temperaturanteil des Propagators, den wir in den Diagrammen
als gestrichelte Linie gezeichnet haben, von einer Dimension δ(G−Gvac) < −4 ist. Dies ist sicher
korrekt fu¨r den freien Propagator, bei dem dieser Anteil exponentiell geda¨mpft ist. Nehmen wir
an, diese Annahme gelte auch fu¨r den selbstkonsistenten Propagator, besagt das Weinbergsche
Konvergenztheorem, daß dies mit der selbstkonsistenten Gleichung konsistent ist, denn dann hat
der Temperaturanteil der Selbstenergie einen Divergenzgrad < 0.
Aufgrund des BPHZ–Theorems werden folglich die Diagramme durch dieselben Gegenterme fu¨r
reine Vakuumsubdiagramme renormiert, wie sie bereits im Vakuum erforderlich waren, und diese
sind per constructionem von der Temperatur unabha¨ngig. Damit ist aber klar, daß der folgende
Gegenterm ausreicht, um den gesamten Temperaturanteil des Sunsetdiagramms zu renormieren:
δΣT = 3 . (3.154)
Wie bereits im Vakuum ko¨nnen wir den Gegenterm nicht explizit berechnen, was bedeutet, daß
wir das Vakuumdinosaurierdiagramm
L−−vac (l) = (1− tΓ) =
∫
d4l
(2pi)4
iG−−(k)i[G−−(k + l)−G−−(k)] (3.155)
mit den selbstkonsistenten Vakuumlinien zu berechnen haben. In (3.155) wurde die Renormie-
rung nach dem BPHZ–Verfahren bereits ausgefu¨hrt. Bei der numerischen Rechnung kann es
wieder mit Hilfe einer Dispersionsrelation mit einer Subtraktion erhalten werden. Es ist also
statt des unrenormierten Vakuumdinosauriersubdiagramms in (3.152) einfach der renormierte
Ausdruck (3.155) einzusetzen.
3.7 Renormierung der vollen Na¨herung
Jetzt kommen wir zur Renormierung der vollsta¨ndigen durch (3.131) definierten Na¨herung. Der
Unterschied zum soeben behandelten Fall des verschwindenden Tadpolebeitrags besteht darin,
daß ΣT −Σvac jetzt den oberfla¨chlichen Divergenzgrad 0 besitzt, also δ(G−Gvac) = −4 ist. Dies
bedeutet, daß die Subtraktion der vom Vakuumdinosauriersubdiagramm herru¨hrenden Diver-
genz des Sunsetdiagramms nicht mehr ausreicht, um dasselbe endlich zu machen. Wir mu¨ssen
also die aufgrund des Tadpolebeitrags hinzukommenden Vakuumsubdivergenzen extrahieren.
Natu¨rlich ist auch der Tadpolebeitrag selbst durch geeignete Vakuumgegenterme zu renormie-
ren.
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Dazu fu¨hren wir die folgenden Bezeichnungen ein: G sei der vollsta¨ndige selbstkonsistente Propa-
gator, der durch die Bewegungsgleichungen unserer Na¨herung fu¨r IΓ2 bestimmt werden soll. G0
bezeichne den Propagator der eben berechneten Lo¨sung, fu¨r die der Tadpole zu 0 gesetzt wurde.
Gv sei die selbstkonsistente Sunsetna¨herung im Vakuum, die wir in Abschnitt 3.4.1 besprochen
haben. Fu¨r den renormierten Tadpolebeitrag zur selbstkonsistenten Selbstenergie schreiben wir
T und ΣS fu¨r den Sunsetbeitrag. Schließlich bezeichne Σ0 die Selbstenergie fu¨r den Fall T = 0.
Nun entwickeln wir die volle selbstkonsistente Greenfunktion in Potenzen des renormierten Tad-
polebeitrages zur Selbstenergie T :
G(p) =
∞∑
k=0
G
(k)
0 (p)T
k mit G
(k)
0 (p) =
∂kG(p)
∂T k
∣∣∣∣
T=0
. (3.156)
Jede Ableitung nach dem Tadpole erniedrigt die Dimension von G um 2, so daß die Dimensionen
dieser Ausdru¨cke fu¨r die Bestimmung des oberfla¨chlichen Divergenzgrades
δ[G
(k)
0 (p)] = −2(k + 1). (3.157)
lauten. Das bedeutet, daß nach der Subtraktion der expliziten Subdivergenz im Sunsetdiagramm
nur der Beitrag zur Ordnung k = 1 des Propagators weitere Divergenzen entha¨lt. Fu¨r das Tad-
polediagramm sind ebenfalls nur die ersten beiden Glieder in der Entwicklung (3.156) divergent.
Wir beno¨tigen also eine Bewegungsgleichung fu¨r G
(1)
0 . Dazu leiten wir die Dysongleichung
G = ∆ + ∆ΣG (3.158)
nach T ab:
∂G
∂T
= ∆
(
σ3 +
∂ΣS
ΣT
)
G+ ∆Σ
∂G
∂T
. (3.159)
Fu¨gen wir eine Einheitsmatrix in der Form GG−1 im zweiten Ausdruck ein, ko¨nnen wir die
Dysongleichung wieder einsetzen. Multiplizieren wir die resultierende Gleichung noch mit G∆−1
und setzen T = 0, erhalten wir schließlich
G
(1)
0 = G
(
σ3 + Σ
(1)
0
)
G mit Σ
(1)
3 =
∂ΣS
∂T
∣∣∣∣
T=0
. (3.160)
Setzen wir dies fu¨r die Ableitung des Sunsetdiagrammbeitrags zur Selbstenergie ein, erhalten
wir fu¨r den Vakuumanteil dieser Ableitung die Rekursionsformel
−iΛv = = −i
[
σ3 + Σ
(1)
v
]
= 3 + ct. (3.161)
Die Subdivergenz dieses Diagramms haben wir gema¨ß des BPHZ–Formalismus zu subtrahieren,
indem wir L statt des Subdiagramms einsetzen, bevor wir auch die Gesamtdivergenz abziehen
ko¨nnen. Der Vakuumteil der Ableitung ist also durch
Σ(1)v (p) = −
λ2
2
∫
d4l
(2pi)4
Gv(l)[σ3 + Σ
(1)
v (l)]Gv(l)[Lv(l + p)− Lv(l)] (3.162)
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gegeben. Alle weiteren Beitra¨ge zu Σ
(1)
0 werden aus diesem Vakuumdiagramm durch Substitution
von G0T = G0 −Gv anstelle von Gv generiert. Wie wir im vorigen Abschnitt gezeigt haben, ist
der oberfla¨chliche Divergenzgrad dieses Propagatorteils δ(G0T ) < −4, und folglich sind all diese
Diagramme endlich. Dies ist auch der Fall fu¨r den Beitrag zu Σ
(1)
0 , der durch Ersetzen von Λv
durch Σ
(1)
0T = Σ
(1)
0 − Σ(1)v entsteht, da δ(Σ(1)0T ) < −2.
Zusammenfassend ko¨nnen wir feststellen, daß das renormierte Sunsetdiagramm durch
ΣS(p) = Σv(p)− iλ
2
2
∫
d4l
(2pi)4
{Lv(l + p)[GT (l)− TGv(l)[σ3 + Σ(1)v (l)]Gv(l)+
+ LT (l + p)Gv(l) +
1
3
LT (l + p)GT (l)}.
(3.163)
gegeben ist.
Die gleiche Technik fu¨hrt zur Renormierung des Tadpolebeitrags:
T =
iλ
2
∫
d4l
(2pi)4
{G−−T (l)− TG−−v [1 + Σ(1)−−v (l)]G−−v }. (3.164)
Zusammen mit der Dysongleichung stellen (3.163) und (3.164) die renormierten selbstkonsisten-
ten Bewegungsgleichungen fu¨r die Selbstenergie bzw. die Greenfunktion dar.
3.7.1 Numerische Ergebnisse
Wie oben beschrieben wurde zur Berechnung der Vakuumgreenfunktion die selbstkonsistenten
Gleichungen in einem Iterationsprozeß gelo¨st. Fu¨r m = mpi = 140MeV und λ = 65 unterschei-
den sich selbstkonsistente und sto¨rungstheoretische Lo¨sung nur marginal voneinander. Das ist
dadurch zu erkla¨ren, daß der Hauptbeitrag zur Selbstenergie von den Polanteilen der Green-
funktionen herru¨hrt. Zur Berechnung des Imagina¨rteils der Selbstenergie auf einem Gitter in
s, wurden einfache adaptive zweidimensionale bzw. eindimensionale Integrationsroutinen be-
nutzt, wobei die δ–Distributionen zuvor ausintegriert wurden. Zur Berechnung des Realteils der
Selbstenergie wurde die subtrahierte Dispersionsrelation (3.138) verwendet. Dabei wurde line-
ar zwischen den Gitterpunkten interpoliert und entsprechend dem asymptotischen Verhalten
u¨ber den Gitterbereich hinaus extrapoliert. Das Dispersionsintegral mit dem stu¨ckweise linear
interpolierten Imagina¨rteil der Selbstenergie wurde dabei analytisch berechnet.
Da die Lorentzinvarianz bei endlicher Temperatur zu einer ra¨umlichen Rotationsinvarianz ge-
brochen ist, werden in diesem Fall dreidimensionale Integrale notwendig. Die von p0 und |~p|
abha¨ngige Selbstenergie wurde dabei auf einem 150× 150–Gitter berechnet.
Fu¨r die Berechnung der renormierten Temperaturbeitra¨ge zu den Integralen wurden keine Di-
spersionsrelationen verwendet, sondern direkt die oben beschriebenen Subtraktionen im Inte-
granden vorgenommen.
Ein typisches Beispiel wird in den Abbildungen 3.2 und 3.3 gezeigt.
Die selbstkonsistent berechnete Selbstenergie weist kein Schwellenverhalten mehr auf, wie die
Sto¨rungstheorie. Der Imagina¨rteil ist vielmehr im gesamten Energiebereich von 0 verschieden.
Dies ist dadurch zu erkla¨ren, daß die Außerdiagonalelemente der freien Realzeitpropagatoren,
die in der Sto¨rungstheorie verwendet werden und den Imagina¨rteil bestimmen proportional zu
δ(p2 −m2) sind, wa¨hrend die selbstkonsistente Spektralfunktion im ganzen Energiebereich eine
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Abbildung 3.2: Perturbative (oben) und selbstkonsistente (unten) Selbstenergie bei T = 100MeV:
Realteil (links) und Imagina¨rteil (rechts)
signifikante Breite aufweist. In den dreidimensionalen Plots wird deutlich, daß die selbstkon-
sistent berechneten Selbstenergien bei p = 0 eine Singularita¨t aufweisen. Dies ist dadurch zu
erkla¨ren, daß bereits bei beliebig kleinen Energien durch die starke Kopplung des betrachteten
Teilchens an die es umgebenden Teilchen im Wa¨rmebad Prozesse erlaubt sind, die im Vakuum
energetisch verboten sind, weil die Teilchen eine scharfe Masse besitzen und das Kontinuum der
Einteilchenzusta¨nde erst jenseits der Schwelle bei s = (3m)2 beginnt.
Die gema¨ß (3.43) berechnete Entropiedichte wird in Abbildung 3.4 gezeigt. Das Tadpoledigramm
fu¨hrt zu einer Massenerho¨hung, wa¨hrend das Sunsetdiagramm die Masse verringert. In der selbst-
konsistenten Na¨herung kompensieren sich die Auswirkungen dieser Massenshifts bei niedrigen
Temperaturen fast vollsta¨ndig, so daß sich gegenu¨ber der Entropie fu¨r das ideale Gas fast keine
A¨nderung erkennen la¨ßt. Bei ho¨heren Temperaturen steigt die Entropie hingegen stark an, was
durch die Erniedrigung der Masse (entsprechend einem negativen Realteil der Selbstenergie)
aufgrund des Beitrags des Sunsetdiagramms erkla¨rt wird.
Bei noch ho¨heren Temperaturen um etwa 130 MeV wird die Na¨herung allerdings instabil, da
aufgrund des Sunsetdiagrammbeitrags die Masse so weit abgesenkt wird, daß die retardierte
Greenfunktionen einen spuriosen Pol bei raumartigen Impulsen aufweist.
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Abbildung 3.3: Selbstkonsistente Selbstenergie bei T = 100MeV bei |~p| = 150MeV: Realteil
(links) und Imagina¨rteil (rechts)
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Abbildung 3.4: Die Entropiedichte bezogen
auf die Entropiedichte des idealen Pionenga-
ses. Bei der sto¨rungstheoretischen Rechnung
(gestrichelte Linie) dominiert der Polanteil
der Greenfunktion das Tadpolediagramm.
Aufgrund des positiven Massenshifts ist die
Entropie verglichen mit der des idealen Ga-
ses verringert. In der selbstkonsistenten Rech-
nung wird hingegen der Beitrag des Sunset-
diagramms entscheidend, der fu¨r die endliche
Breite des Pions verantwortlich ist und fu¨r
eine Aufweichung der Polstruktur sorgt.
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Anwendung auf die Theorie der
Vektormesonen
4.1 Abelsche Vektormesondominanzmodelle
Wir referieren in diesem Abschnitt die bekannten auf [KLZ67] zuru¨ckgehenden Modelle zur
Beschreibung der Vektormesonen. Zur Historie der Idee der Vektormesondominanz vgl. auch die
dortigen Referenzen.
Im Gegensatz zur Behandlung der massiven Vektorfelder in [KLZ67] stellen wir uns hierbei
systematisch auf den Standpunkt der Eichtheorien und fu¨hren eine kovariante und renormierbare
Eichung ein.
4.1.1 Freie massive Vektorfelder
Wir na¨hern uns der theoretischen Behandlung der Vektorbosonen in effektiven Modellen, indem
wir die allgemeine Theorie massiver Vektorfelder im Rahmen der Quantenfeldtheorie reflektie-
ren. Wir behandeln dabei sogleich den allgemeinen Fall des thermodynamischen Gleichgewichts,
der ja auch den Vakuumfall umfaßt, wie in Kapitel 2 ausfu¨hrlich dargestellt wurde. In diesem
Abschnitt betrachten wir die einfachen Vektormesondominanzmodelle, die auf Sakurai [Sak60],
vor allem aber auf Kroll, Lee und Zumino [KLZ67] zuru¨ckgehen. Es handelt sich dabei um
abelsche Eichtheorien mit von Hand addierten Massentermen. Wie bereits in [KLZ67] gezeigt,
ist eine solche Theorie im Rahmen der Sto¨rungstheorie vollsta¨ndig konsistent formulierbar und
bei Beschra¨nkung auf renormierbare Wechselwirkungsterme renormierbar. Dies steht im Ge-
gensatz zum allgemeineren Fall nichtabelscher Eichtheorien, die durch ein naives Addieren von
Massentermen fu¨r die Vektorbosonen inkonsistent werden.
Beginnen wir mit der Behandlung der massiven Vektormesonen, indem wir zuna¨chst den Fall
des freien Feldes betrachten. Die Proca–Lagrangedichte

= −1
4
VµνV
µν +
m2
2
VµV
µ mit Vµν = ∂µVν − ∂νVµ (4.1)
beschreibt massive Vektorbosonen. Bildet man na¨mlich die Divergenz der klassische Feldglei-
chung
( +m2)V µ − ∂µ∂νV ν = 0, (4.2)
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ergibt sich daraus sofort die Divergenzfreiheit des Vektorfeldes, falls die Masse nicht verschwin-
det:
m2∂µV
µ = 0. (4.3)
Das bedeutet, daß im Gegensatz zum masselosen Vektorfeld das massive Vektorfeld nicht zwangs-
la¨ufig ein Eichfeld ist. Die obige Wahl der freien Lagrangedichte erzwingt na¨mlich die Auspro-
jektion des skalaren Anteils des Feldes (4.3) vermo¨ge der Bewegungsgleichung von selbst, d.h. es
handelt sich um eine Zwangsbedingung zweiter Klasse. Diese Brechung der Eichinvarianz durch
den Massenterm bringt es gleichzeitig mit sich, daß der Propagator existiert. Wir ko¨nnen auch
leicht die Thermodynamik des freien massiven Vektorfeldes behandeln, indem wir den Imagina¨r-
zeitanteil des Pfadintegrals benutzen, um die Zustandssumme zu berechnen. Wir brauchen dies
hier nicht zu wiederholen, denn dies wurde in Kapitel 2 schon mehrfach gezeigt. Wir notieren
nur das nunmehr bereits selbstversta¨ndliche Ergebnis:
Ω(β) = logZ(β) = −1
2
: Tr logD := −3V
∫
d3~p
(2pi)3
ln[1− exp(−βω)]|
ω=
√
~p2+m2
. (4.4)
Dabei steht : · · · : fu¨r die Normalordnung, was wir, wie ausfu¨hrlich in Kapitel 2 besprochen,
durch Subtraktion der unendlichen Vakuumenergie erreichen. Die Determinante berechnet man
mit derselben Technik wie im Fall des Dirac–Feldes (vgl. Abschnitt 2.3.4), nur daß es sich bei
Vektorfeldern um Bosefelder handelt. Wie zu erwarten, erhalten wir als Resultat die Zustands-
summe eines dreikomponentigen idealen Bosegases. Die drei Komponenten sind hierbei durch
die drei voneinander unabha¨ngigen Polarisationsrichtungen des massiven Vektorfeldes gegeben.
Allerdings ergeben sich bei der Quantisierung Probleme mit dieser Lagrangedichte. Dies erkennt
am einfachsten, wenn man den freien Vakuumpropagator aus der Lagrangedichte bestimmt.
Dieser ist im Impulsraum na¨mlich durch
∆µν(p) =
1
p2 −m2 + i
[
pµpν
m2
− gµν
]
(4.5)
gegeben. Offenbar besitzt er bei der Bestimmung des oberfla¨chlichen Divergenzgrades von per-
turbativen Feynmandiagrammen die Dimension δ(∆) = 0, so daß es zuna¨chst keine Mo¨glichkeit
zu geben scheint, mit diesen Feldern renormierbare Wechselwirkungen zu konstruieren.
Andererseits reduzieren lokale Eichsymmetrien die Divergenzstruktur einer Theorie drastisch.
Insbesondere gibt es fu¨r masselose Eichfelder keine quadratische Divergenz in der Selbstener-
gie, so daß die Masse nicht renormiert wird. Zur Renormierung der Vektorselbstenergie (die in
der Literatur im Fall der QED als Vakuumpolarisation bezeichnet wird) reicht also bereits die
Feldrenormierung aus. Das bedeutet, daß die renormierte Masse genau wie die nackte Masse
verschwindet. Es liegt also nahe, eine Formulierung als Eichtheorie zu suchen. Dadurch wird
aber die Mo¨glichkeit der Kopplung an andere Felder eingeschra¨nkt, denn das Vektorfeld kann
nur an erhaltene Stro¨me von anderen Feldern koppeln, damit die Eichinvarianz gewahrt bleibt.
Andererseits besitzen die Eichtheorien eine derart reichhaltige Struktur, daß sie so erfolgreiche
physikalische Modelle wie das Standardmodell der Elementarteilchen ermo¨glichen.
Im Falle eines freien massiven Vektorfeldes la¨ßt sich durch Einfu¨hrung eines reellen Hilfsfeldes
ϕ in die Proca-Lagrangedichte leicht eine lokale Eichsymmetrie etablieren:

= −1
4
VµνV
µν +
1
2
m2VµV
µ +
1
2
(∂µϕ)(∂µϕ) +mϕ∂µV
µ. (4.6)
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Durch direktes Nachrechnen weist man sofort nach, daß die mit dieser Wirkung definierte La-
grangedichte unter der lokalen Eichtransformation
δVµ(x) = ∂µχ(x), δϕ = mχ(x) (4.7)
invariant ist. Die Quantisierung dieser Theorie erfolgt mit der Methode der Faddeev–Popov–
Quantisierung [FP67], die wir hier anhand unseres einfachen Beispiels kurz rekapitulieren wollen.
Als erstes ist eine Eichung zu fixieren. Die einfachsten Feynmanregeln ergeben sich durch Wahl
einer linearen Eichbedingung:
g[V, ϕ, x] = c(x) mit g[V, ϕ, x] = ∂µV
µ(x) + ξmϕ(x). (4.8)
Daß diese spezielle Wahl fu¨r unser Problem Vorteile bringt, werden wir gleich weiter unten sehen.
Weiter definieren wir die Faddeev–Popov–Determinante zu
∆−1g [c] =
∫
Dχδ[g[V χ, ϕχ, x]− c(x)]. (4.9)
Hierin bezeichnet g[V χ, ϕχ, x] das Funktional fu¨r die gema¨ß (4.7) transformierten Felder. Zur
Berechnung der Determinante mu¨ssen wir nur die Integrationsvariable im Funktionalintegral
a¨ndern. Wir ko¨nnen dabei die untransformierten Eichfelder so wa¨hlen, daß g[V, ϕ, x] = c(x).
Damit folgt dann
∆−1g =
∫
Dg det
δχ
δgχ
δ[g − c] = det δχ
δgχ
∣∣∣∣
χ=0
. (4.10)
Dabei haben wir ausgenutzt, daß wir die Parametrisierung der Eichgruppe so wa¨hlen ko¨nnen,
daß g = c⇔ χ = 0. Endgu¨ltig folgt damit
∆g = det[(y+ξm
2)δ(2ω)(x−y)] = N
∫
Dη∗Dη exp
{
i
∫

d2ωx[(∂µη
∗)(∂µη)− ξm2η∗η]
}
(4.11)
Dabei haben wir die Funktionaldeterminante durch Pfadintegration u¨ber Grassmannfelder η∗
und η ausgedru¨ckt, wobei N wieder eine willku¨rliche temperaturunabha¨ngige Konstante ist. Die
Grassmannfelder heißen Faddeev–Popov–Geister und sind im Raum der Felder mit periodischen
Randbedingungen definiert. Sie verhalten sich also analog zur Situation im Vakuum von der
Feldgleichung und der Statistik her wie Bosonen, hinsichtlich ihrer Quantisierung aber wie Fer-
mionen. Schon dies zeigt, daß es sich um unphysikalische Felder handelt, die einzig und allein
dazu dienen, unphysikalische Freiheitsgrade des Eichfeldes bei gegebener Eichfixierung in der
Sto¨rungsrechnung zu beseitigen (s. auch Abschnitt 2.3.6).
Nun ko¨nnen wir das erzeugende Funktional fu¨r die Konturgreenfunktionen in gewohnter Weise
einfu¨hren:
Z =
∫
DV DϕDη∗DηDχδ[g[V χ]− c]∆g exp
{
iS[V, ϕ, η∗, η]+
+ i{jµ(x)V χµ(x) + k(x)ϕχ(x) + η∗(x)α(x) + α∗(x)η(x)}x
}
.
(4.12)
Hierin konnten wir in den Quelltermen V χ und ϕχ setzen, weil die δ–Distribution im Pfadintegral
fu¨r die Projektion auf den Orbit χ = 0 sorgt. Durch die Substitution V → V χ folgt wegen der
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Invarianz der Faddeev–Popov–Determinanten, des Pfadintegralmaßes und der klassischen nicht
eichfixierten Wirkung S[V, ϕ]
Z =N
∫
DV DϕDη∗Dηδ[g − c] exp
{
iS[V, ϕ, η∗, η]+
+ i{jµ(x)V µ(x) + k(x)ϕ(x) + η∗(x)α(x) + α∗(x)η(x)}x
}
.
(4.13)
Dabei ergibt die Integration u¨ber χ nur einen weiteren konstanten indefiniten Faktor, da der
Integrand nach der Substitution nicht mehr von χ abha¨ngt.
Da weiter der Integrand des Pfadintegralmaßes außer innerhalb der δ–Distribution nicht vom
Hilfsfeld c abha¨ngt, ko¨nnen wir es mit einem beliebigen Gewicht u¨ber dieses Feld integrieren,
womit die δ–Distribution ausintegriert wird. Wir wa¨hlen das Gewicht
exp
(
− i
2ξ
g[V, ϕ]2
)
. (4.14)
Dadurch erhalten wir schließlich die effektive Lagrangedichte

eff =− 1
4
VµνV
µν +
m
2
VµV
µ − 1
2ξ
(∂µV
µ)2 +
1
2
(∂µϕ)(∂
µϕ)− ξm
2
2
ϕ2+
+ (∂µη
∗)(∂µη)− ξm2η∗η.
(4.15)
Wir gelangen also zu einer einfachen Lagrangedichte mit freien Feldern Vµ, ϕ, η
∗ und η. Die
Wahl der Eichbedingung (4.8) erfolgte dabei so, daß der Mischungsterm zwischen ϕ und Vµ
gerade wieder aufgehoben wird. Die Propagatoren fu¨r diese Felder lauten im Vakuum1
Vµ: ∆
µν
V (p) = −
gµν
p2 −m2 + iη +
(1− ξ)pµpν
(p2 −m2 + iη)(p2 − ξm2 + iη)
ϕ: ∆ϕ(p) =
1
p2 − ξm2 + iη
η∗, η: ∆η(p) =
1
p2 − ξm2 + iη .
(4.16)
Wir bemerken, daß es im Gegensatz zum Fall des masselosen Eichfeldes nicht nur die beiden
grassmannwertigen Faddeev–Popov–Geistfelder, sondern auch noch ein skalares Geistfeld ϕ gibt.
Als minimale Probe, ob diese Lagrangedichte tatsa¨chlich a¨quivalent zur Proca–Lagrangedichte
(4.1) ist, sei bemerkt, daß die Berechnung der Zustandssumme genauso erfolgt wie oben fu¨r die
Proca–Lagrangedichte angedeutet. Hierbei ist zu beachten, daß die Determinante der Faddeev–
Popov–Geistfelder wegen ihrer Grassmannatur im Za¨hler der Zustandssumme auftritt, jedoch
periodischen Randbedingungen genu¨gt. Dabei wird der Beitrag des einen der beiden Faddeev–
Popov–Geistfelder durch den Beitrag des skalaren Geistes und der des anderen durch den lon-
gitudinalen unphysikalischen Freiheitsgrad des Vektorfeldes kompensiert, so daß man wieder zu
der schon oben diskutierten Zustandssumme (4.4) der Proca–Lagrangedichte gelangt (vgl. die
analoge Situation fu¨r masselose Vektorfelder in Abschnitt 2.3.6).
1Die freien Propagatoren fu¨r das thermodynamische Gleichgewicht im Matrixformalismus der Schwinger–
Keldysh–Kontur oder im Matsubaraformalismus lassen sich daraus sofort, wie in Kapitel 2 fu¨r den Fall skalarer
Bosonen beschrieben, herleiten.
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Wir bemerken weiter, daß im Grenzfall ξ → ∞ fu¨r m 6= 0 die unphysikalischen Freiheitsgrade
verschwinden und die Ergebnisse der Proca–Lagrangedichte reproduziert werden. Fu¨hrt man
hingegen zuna¨chst den Grenzu¨bergangm→ 0 aus, gelangt man zur materiefreien QED mit einem
zusa¨tzlichen freien Skalarfeld, d.h. in diesem Grenzfall wird der skalare Geist nicht kompensiert,
und er taucht im Spektrum der physikalischen Teilchen auf.
4.1.2 Wechselwirkende Theorie
Dies deutet bereits an, daß die Feldtheorie der massiven Vektorfelder einerseits durch die nicht
manifest renormierbare Proca–Lagrangedichte andererseits aber auch durch unsere Lagrange-
dichte (4.15) erfolgen kann. Beide Zuga¨nge sind a¨quivalent, sofern die Ankopplung des Vektor-
feldes an weitere Felder dem Eichprinzip genu¨gt. Dies ist z.B. gewa¨hrleistet, wenn die Wech-
selwirkungsterme auf kanonische Weise durch minimale Kopplung an einen erhaltenen Strom
generiert werden. Weiter ist klar, daß sowohl die Faddeev–Popov–Geistfelder als auch das ska-
lare Geistfeld als unphysikalische Felder nicht an physikalische Felder gekoppelt werden du¨rfen.
Verlangt man zusa¨tzlich die Renormierbarkeit der Theorie, wird man fast unvermeidlich zum
Kroll–Lee–Zumino–Vektordominanzmodell gefu¨hrt.
Wir bemerken weiter, daß fu¨r unsere freie Lagrangedichte (4.15) alle Propagatoren die Dimen-
sion −2 besitzen, so daß beim Abza¨hlen der Divergenzordnung fu¨r alle diese Felder die gleichen
Regeln wie fu¨r die Propagatoren von Skalarfeldern gelten. Im Gegensatz dazu fu¨hrte die Proca–
Lagrangedichte zu einem Propagator der Dimension 0 fu¨r das Vektorfeld. Dies bedeutet, daß
sich unsere Annahme, daß die Herstellung einer lokalen Eichsymmetrie zu einer
”
Verbesserung“
des Divergenzgrades fu¨hrt, besta¨tigt. Dabei beschra¨nkt man allerdings die Wahl der Wechsel-
wirkungsterme mit anderen Feldern auf eichinvariante Ankopplungen.
Der hadronische Teil der Wechselwirkung
Betrachten wir zuna¨chst nur ein Vektormeson (das ρ–Meson) und koppeln es minimal an den
erhaltenen Pionenstrom. Dadurch ergibt sich ein Modell, das formal der skalaren QED mit einem
massiven Photon entspricht. Man gelangt also zum gleichen Modell wie Kroll, Lee und Zumino,
das sich aus unserer Formulierung durch die Wahl der unita¨ren Eichung, also ξ → ∞, ergibt.
Die drei Geistfelder koppeln in der Lagrangedichte nicht an die u¨brigen Teilchen. Wir werden
jetzt explizit zeigen, daß diese Theorie perturbativ renormierbar und frei von Pathologien ist.
Insbesondere werden wir zeigen, daß die Geistfreiheitsgrade wechselwirkungsfrei bleiben, wenn
alle Diagramme einer Schleifenordnung konsistent beru¨cksichtigt werden.
Zuna¨chst definieren wir die Lagrangedichte:

had =

V + (Dµpi)
∗(Dµpi)−m2pipi∗pi −
λ
8
(pi∗pi)2. (4.17)
Hierbei bezeichnet

V die freie effektive Lagrangedichte (4.15) der Vektor– und der drei Geist-
felder. Die kovariante Ableitung ist wie u¨blich durch
Dµpi = (∂µ + igVµ)pi (4.18)
definiert. Die Pionenfelder transformieren sich unter den Eichtransformationen (4.7) wie folgt:
pi′(x) = exp[−igχ(x)]pi(x), pi∗′(x) = exp[igχ(x)]pi∗(x). (4.19)
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Die Invarianz folgt dabei sofort aufgrund der Kovarianz der Ableitung:
D′µpi
′ = exp(−igχ)Dµpi, (D′µpi′)∗ = exp(igχ)(Dµpi)∗. (4.20)
Aus dem Noethertheorem berechnet man den zur Ladung dieser effektiven hadronischen Wech-
selwirkung geho¨rigen Strom der Pionen zu
Jµhad = g[ipi
∗
↔
∂
µ
pi − gpi∗piV µ]. (4.21)
Es sei bereits an dieser Stelle betont, daß dies nicht der zur elektrischen Ladung geho¨rige Strom
ist. Dieser kann erst bestimmt werden, wenn wir das Photonenfeld einfu¨hren und an die vor-
handenen Hadronen ankoppeln. Generell muß man im Auge behalten, daß die physikalische
Bedeutung aufgrund des Noethertheorems erhaltener Stro¨me erst dann definiert ist, wenn die
Kopplung an die entsprechenden Eichfelder erfolgt ist.
Die Feynmanregeln
Die Feynmanregeln im Impulsraum ergeben sich durch die Fouriertransformation der Lagrange-
dichte, indem man die Felder durch ihre Fouriertransformierten
Vµ(x) =
∫
d2ωp
(2pi)2ω
exp(−ixp)V˜µ(p),
pi(x) =
∫
d2ωp
(2pi)2ω
exp(−ixp)p˜i(p)
pi∗(x) =
∫
d2ωp
(2pi)2ω
exp(ixp)p˜i∗(p)
(4.22)
ausdru¨ckt und in die Lagrangedichte einsetzt. Die perturbativen Vertizes sind durch die mit i
multiplizierten Koeffizienten vor den entsprechenden Feldern gegeben
γρpi
∗pi(p, q, r) = −ig(qµ + rµ),
γρρpi
∗pi(p, q, r, s) = ig2,
γ(pi
∗pi)2 = − iλ
8
,
(4.23)
wobei wir einen Faktor (2pi)2ωδ(2ω)(
∑
p) weggelassen haben2.
Die Ward–Takahashi–Identita¨ten
Wir wenden uns nun der Frage der Renormierbarkeit des Modells zu. Dazu mu¨ssen wir des-
sen Eichinvarianz ausnutzen, denn diese schra¨nkt die Wahl der Gegenterme erheblich ein. So
verbietet sie z.B. die Einfu¨hrung eines nackten Vertex mit vier ρ–Mesonenenden. Nach dem
Powercounting–Theorem und aufgrund der relativistischen Invarianz der Lagrangedichte wa¨re
eine renormierbare Wechselwirkung nur in der nicht eichinvarianten Form

ρ4 = λ
′(VµV
µ)2
2Wir verwenden hierbei bzgl. der Abza¨hlregeln der Multiplizita¨t eines Diagramms eine etwas andere Konvention
als in den meisten Lehrbu¨chern angegeben: Statt die Symmetrie eines jeden Diagramms zu beru¨cksichtigen, mu¨ssen
wir nur die Anzahl der Mo¨glichkeiten za¨hlen, ein gegebenes Diagramm durch Verbinden der Vertizes mit den
entsprechenden Greenfunktionenlinien zu erzeugen.
100
4.1 · Abelsche Vektormesondominanzmodelle
mo¨glich. Da Dank der Eichinvarianz alle vorkommenden Propagatoren eine Dimension δ = −2
zur Za¨hlung des oberfla¨chlichen Divergenzgrades besitzen, gilt δ(Γρ4) = 0, d.h. Vierer–ρ–Vertizes
sind oberfla¨chlich logarithmisch divergent. Ein die Eichsymmetrie explizit brechender Term der
oben angegebenen Form steht aber als Gegenterm nicht zur Verfu¨gung, d.h. wir mu¨ssen zeigen,
daß die
”
overall“–Divergenz dieses Vierervertextyps aufgrund der Eichinvarianz verschwindet.
Dazu beno¨tigen wir die Ward–Takahashi–Identita¨ten[War50, Tak57], die sich aus der lokalen
Eichinvarianz ergeben.
Wir folgen bei der Herleitung der Ward–Takahashi–Identita¨ten, im folgenden wieder mit WTI
abgeku¨rzt, der Vorgehensweise, wie sie von Slavnov [Sla72] und Taylor [Tay71, Tay76] bei der
Herleitung der verallgemeinerten Identita¨ten fu¨r die nichtabelschen Eichtheorien angewendet
wurden.
Wir bemerken, daß im Fall einer abelschen Eichtheorie diese Herleitung, ohne Ru¨ckgriff auf
die im nichtabelschen Fall fu¨r die praktische Handhabung der Theorie unumga¨ngliche BRST–
Symmetrie ([BRS76]), zu lokalen WTIn fu¨hrt. Der Grund dafu¨r liegt darin, daß bei abelschen
Eichtheorien die Faddeev–Popov–Geistfelder (sowie der in unserem Zugang eingefu¨hrte skalare
Geist) freie Felder sind, wa¨hrend diese bei nichtabelschen Eichtheorien notwendig wechselwir-
kende Felder sind. Dazu sei bemerkt, daß fu¨r nichtabelsche Eichtheorien renormierbare Wech-
selwirkungen mit massiven Eichbosonen nur unter Ausnutzung des Higgs–Kibble–Mechanismus
[Hoo71] existieren. Auch hier tritt bei Wahl einer renormierbaren Eichung (z.B. die ’t Hooft-
sche Rξ–Eichung) fu¨r jedes Eichfeld, das zu der gebrochenen Symmetrie geho¨rt, zusa¨tzlich zu den
Faddeev–Popov–Geistern in der Wigner–Weyl–Phase auch je ein skalarer Geist auf. Die skalaren
Geister entstehen dabei aus denjenigen Feldern, die bei spontaner Brechung der entsprechenden
globalen Symmetrie in den masselosen Freiheitsgraden (Nambu–Goldstone–Bosonen) resultie-
ren wu¨rden. In der unita¨ren Eichung, die nur physikalische Freiheitsgrade entha¨lt, aber nicht
manifest renormierbare Feynmanregeln ergibt, werden diese Freiheitsgrade komplett durch das
Eichfeld absorbiert und liefern den gegenu¨ber masselosen Vektoreilchen fu¨r massive Vektorteil-
chen beno¨tigten zusa¨tzlichen transversalen Freiheitsgrad. Im Falle nichtunita¨rer (insbesondere
also manifest renormierbarer Eichungen) steuern die genannten Skalarfelder nicht nur den vergli-
chen mit masselosen Vektorfeldern erforderlichen zusa¨tzlichen physikalischen Freiheitsgrad bei,
sondern eliminieren auch unphysikalische Anteile, die durch die Faddeev–Popovgeister in der
Goldstonephase nicht beru¨cksichtigt werden. Dieses Verhalten ist analog zur Funktion unseres
skalaren Geistes. Bei der abelschen Theorie erscho¨pft sich seine Funktion aber bereits in der kor-
rekten Za¨hlung der Vektorfeldfreiheitsgrade fu¨r den Fall des idealen Gases. Im nichtabelschen
Fall sind alle Geistfreiheitsgrade auch fu¨r die sto¨rungstheoretischen Rechnungen (insbesondere
also auch schon im Vakuum) notwendig zur Herstellung der Eichinvarianz physikalischer Gro¨ßen
(insbesondere also auch der S-Matrixelemente).
Es sei auch bemerkt, daß im abelschen Fall die gleichen Aussagen auch aus den lokalen Wardiden-
tita¨ten der globalen Eichinvarianz gewonnen werden ko¨nnen (vgl. z.B. [Her92]). Dies erfordert
aber eine kompliziertere Diskussion, weil sich Aussagen u¨ber die Greenfunktionen des erhaltenen
Stromes und nicht direkt solche u¨ber die eigentlichen Vertexdiagramme, d.h. zusammenha¨ngende
einteilchenirreduzible amputierte Diagramme, ergeben.
Zur Herleitung der WTIn mu¨ssen wir die Wirkung (bzw. die Lagrangedichte) in den eichinva-
rianten und den eichabha¨ngigen Anteil aufspalten. Im folgenden beno¨tigen wir nur den eichab-
ha¨ngigen Anteil, der aus der Eichfixierung und der Einfu¨hrung der externen Quellen resultiert:
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
fix = − 1
2ξ
[∂µV
µ + ξmϕ]2

source = jµV
µ + kϕ+ η∗α+ α∗η + a∗pi + pi∗a.
(4.24)
Wir schreiben zur Abku¨rzung das definierende Pfadintegral fu¨r das erzeugende Funktional der
konturgeordneten unzusammenha¨ngenden Greenfunktionen in der Form
Z[J ] =
∫
DΦexp [iSinv + iSfix + iSsource] . (4.25)
Dabei steht Φ fu¨r alle Felder, die in der Lagrangedichte auftreten (also die Vektorfelder, die
Pionenfelder sowie die Faddeev–Popov–Felder und das skalare Geistfeld) und J fu¨r die externen
Quellen in

source gema¨ß (4.24). Ferner verwenden wir die Wirkungen gema¨ß S =
∫

d2ωx

,
also in der Zeitkoordinaten u¨ber die modifizierte Schwinger–Keldysh–Kontur fu¨r das thermody-
namische Gleichgewicht integriert.
Da eine Eichtransformation unita¨r auf den Pionen–Feldern bzw. als Translation auf dem Vektor–
und dem skalaren Geistfeld sowie trivial auf den Faddeev–Popov–Geistfeldern operiert, ist das
Pfadintegralmaß invariant unter Eichtransformationen. Daher liefert die Substitution eichtrans-
formierter Felder aufgrund der Eichinvarianz des invarianten Anteils der Wirkung:
Z[J ] = N
∫
DΦexp
[
iSinv + iS
χ
fix + iS
χ
source
]
. (4.26)
Dabei steht Sχk fu¨r die Wirkung, die aus (4.24) hervorgeht, wenn man fu¨r die Felder die gema¨ß
(4.7,4.19) transformierten Felder einsetzt. Dabei haben wir beru¨cksichtigt, daß Sχinv = Sinv ist.
Wesentlich fu¨r die Herleitung der WTIn ist nun, daß die linke Seite von (4.26) nicht von χ
abha¨ngt. Leiten wir (4.26) nach χ(x) ab (wir lassen das Argument x der Ku¨rze halber weg),
finden wir bereits die WTI fu¨r das erzeugende Funktional:
− + ξm
2
ξ
[
∂µ
δZ
δijµ
+ ξm
δZ
δik
]
− ∂µjµZ + kmZ − ig
[
a∗
δZ
δia∗
− aδZ
δia
]
= 0. (4.27)
Dies la¨ßt sich sofort in eine a¨quivalente Beziehung fu¨r das erzeugende Funktional der zusam-
menha¨ngenden Greenfunktionen W = −i lnZ umschreiben:
− + ξm
2
ξ
[
∂µ
δW
δjµ
+ ξm
δW
δk
]
− ∂µjµ + km− ig
[
a∗
δW
δa∗
− aδZ
δa
]
= 0. (4.28)
Speziell fu¨r die Frage der Renormierbarkeit ist es bequem, dies zu einer Identita¨t fu¨r die eigent-
lichen Vertexfunktionen umzuformen. Das erzeugende Funktional ist die effektive Wirkung, die
durch die Legendretransformation
Γ[Φ¯] = W [J ]− {J Φ¯} mit
Φ¯ =
δW
δJ
⇔ δΓ
δΦ¯
= −J.
(4.29)
gegeben ist. Einsetzen dieser Definition in (4.28) ergibt
− + ξm
2
ξ
(∂µV¯
µ + ξmϕ¯) + ∂µ
δΓ
δV¯ µ
−mδΓ
δϕ¯
+ ig
[
δΓ
δp¯i
p¯i − δΓ
δp¯i∗
p¯i∗
]
= 0. (4.30)
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Renormierbarkeit
Wir werden nun die eben hergeleiteten WTIn auf die Frage der Renormierbarkeit der Theorie
anwenden. Als erstes ist hier zu bemerken, daß diese Identita¨ten fu¨r die nackten Gro¨ßen nur
dann gelten ko¨nnen, wenn wir einen eichunabha¨ngigen Regulator benutzen. In unserem Fall ist
die dimensionale Regularisierung ein solcher eichunabha¨ngiger Regulator. Deshalb haben wir
auch oben die allgemeine Dimension 2ω fu¨r die Raumzeit angeschrieben, d.h. die WTIn gelten
fu¨r die dimensional regularisierte effektive Wirkung.
Zuna¨chst mu¨ssen wir uns vergegenwa¨rtigen, was das BPHZ–Theorem bereits u¨ber unsere Theorie
aussagt: Die oberfla¨chliche Divergenz eines Diagramms ist ein Polynom bzgl. seiner a¨ußeren Im-
pulse, dessen Grad durch seinen oberfla¨chlichen Divergenzgrad und damit seine Impulsdimension
gegeben ist. Fu¨r unsere Regulatorwahl bedeutet dies, daß nach Beseitigung der Subdivergenzen
alle Koeffizienten der Polterme 1/(ω−2)α Polynome in den a¨ußeren Impulsen von der durch die
Dimension des Diagramms gegebenen Ordnung sind. Es ist zu betonen, daß in unserem Fall die
Subtraktion der Subdivergenzen im Sinne des
”
minimal subtraction scheme“ der dimensionalen
Regularisierung zu verstehen ist. Die Boguliubovsche Subtraktion von Taylorentwicklungen ist
nicht eichinvariant und mu¨ßte durch kompliziert zu handhabende Regeln zur Herstellung der
WTIn erzwungen werden.
Es ist also folgender induktive Beweis zu fu¨hren: Wir nehmen an, wir ha¨tten die Theorie bis zur
L–Schleifenordnung mit Gegentermen renormiert, die bereits in der Lagrangedichte vorhanden
sind, d.h. durch Renormierung der Wellenfunktionen, der Massen und Ladungen werden alle
Diagramme mit L bzw. weniger als L Schleifen endlich. Wir mu¨ssen nur noch zeigen, daß die
oberfla¨chlichen Divergenzen der Renormierungsteile mit (L + 1) Schleifen ebenfalls durch Ge-
genterme renormierbar sind, die bereits in der Lagrangedichte vorhanden sind. Insbesondere ist
durch diese Annahme gesichert, daß fu¨r die von Subdivergenzen befreiten Diagramme genau wie
fu¨r die dimensional regularisierten Diagramme die WTIn gelten.
Die Induktion beginnt mit L = 0, denn mit Sicherheit erfu¨llt die klassische Wirkung, entspre-
chend der
”
Baumgraphenna¨herung“ der effektiven Wirkung, die WTIn (4.30), und diese ist im
Impulsraum per constructionem ein Polynom in den Impulsen und Feldern von einem durch
die Dimension der Monome gegebenen Grade. Wir werden im folgenden zu zeigen haben, daß
die Symmetrien der Theorie, also die WTIn (4.30) fu¨r diese Polynome den Gegentermen die in
der Lagrangedichte auftretenden Formen aufzwingen, d.h. fu¨r den Induktionsanfang, daß unsere
Lagrangedichte die allgemeinst mo¨gliche renormierbare Theorie definiert, die die lokale Eich-
symmetrie erfu¨llt.
Zum Beweis setzen wir fu¨r die Gegentermlagrangedichte

counter =− 1
4
δZ3VµνV
µν +
δm2
2
VµV
µ − 1
2
δ(1/ξ)(∂µV
µ)2+
+ δZ2(∂µpi
∗)(∂µpi)− δm
2
pi
2
pi∗pi+
igδZ1[pi
∗
↔
∂µpi]V
µ + g2δZ ′1VµV
µpi∗pi − δλ
8
(pi∗pi)2
(4.31)
an. Wir haben fu¨r die Geister keine Gegentermlagrangedichte angesetzt, weil diese freie Felder
sind und daher fu¨r sie keine Strahlungskorrekturen auftreten.
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Dazu beginnen wir mit der Feststellung, daß der ρ–φ–Mischungsterm verschwindet:
δ2Γ
δV µδϕ
∣∣∣∣
Φ¯=0
= 0. (4.32)
Das folgt daraus, daß der Mischungsterm auf Baumgraphenniveau verschwindet und ϕ in der
effektiven Lagrangedichte ein freies Feld ist, so daß alle Vertizes fu¨r ϕ verschwinden. Setzen wir
also die a¨ußeren Quellen 0, verschwinden alle Ableitungen von Γ, außer der zweiten, die auf den
inversen freien Propagator des skalaren Geistes fu¨hrt, wenn eine oder mehrere davon nach ϕ
erfolgt.
Ableiten der WTI (4.30) ergibt dann
G−1ϕ (x, y) = −(x + ξm2)δ(2ω)(x− y), (4.33)
und Invertieren dieser Gleichung fu¨hrt schließlich auf
−(x + ξm2)Gϕ(x, y) = δ(2ω)(x− y), (4.34)
was die Konsistenz der obigen U¨berlegung mit der Eichinvarianz demonstriert. Die Selbstenergie
des skalaren Geistes verschwindet also, und es bedarf weder einer Renormierung dieses Feldes
noch seiner Masse. Damit dies aber konsistent mit der Eichinvarianz sein kann, du¨rfen auch die
unphysikalischen Freiheitsgrade des Eichfeldes nicht wechselwirken. Dies weist man aber sofort
durch Ableiten der WTI (4.30) nach V¯ ν(y) nach:
∂xµ(G
−1
ρ )
µν(x, y) =
 + ξm2
ξ
∂νxδ
(2ω)(x− y). (4.35)
Fouriertransformation dieser Beziehung und Verwendung der Dysongleichung G−1ρ = ∆
−1
ρ −Σ−1ρ
fu¨hrt sogleich auf
pµΣ
µν
ρ = 0. (4.36)
Die Selbstenergie ist also transversal, und der divergente Beitrag der Divergenz in der Loopord-
nung (L + 1) (nach Induktionsannahme sind alle Subdivergenzen durch eichinvariante Gegen-
terme beseitigt) erfordert einen Gegenterm der Form
−δZ3
2
(pµpν − p2gµν), (4.37)
so daß der Gegenterm nur zum Renormierungsfaktor Z3 des Eichfeldes beitra¨gt. Der tatsa¨chliche
Divergenzgrad verringert sich also von 2 auf effektiv 0 fu¨r die Transversalkomponente des Vaku-
umanteils der Eichbosonen–Selbstenergie. Dies besta¨tigt auch, daß es in
”
minimal subtraction“
weder eines ρ–Massen– und noch eines Eichfixierungskonstantengegenterms bedarf:
δm2 = 0, δ(1/ξ) = 0. (4.38)
Dies ist fu¨r die Eichinvarianz der Sto¨rungstheorie auch notwendig, weil nur so das korrekte
Verha¨ltnis zwischen Geist– und ρ–Massen gewa¨hrleistet bleibt. Da na¨mlich keine Strahlungskor-
rekturen zu den Greenfunktionen der nicht wechselwirkenden Geister auftreten, also die Massen
der Geister nicht renormiert werden, darf dies auch nicht fu¨r die ρ–Masse und den Eichfixie-
rungsterm erforderlich sein.
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Jetzt kommen wir bereits zu den Vertizes. Wir betrachten zuna¨chst die Typen, die schon auf
Baumgraphenniveau vorkommen: Ableitung der WTI (4.30) nach p¯i∗(y) und p¯i(z) fu¨hrt auf
∂µxΓ
ρ,pi∗,pi
µ (x, y, z) = gG
−1
pi (y, z)[δ
(2ω)(x− z)− δ(2ω)(x− y)]. (4.39)
Dabei haben wir die allgemeine Definition
ΓΦ1,...,Φk(x1, . . . , xk) = i
δkΓ
δΦ¯(x1) · · · δΦ¯(xk)
∣∣∣∣
Φ¯=0
(4.40)
der Vertexfunktionen benutzt. Fouriertransformation der WTI fu¨r den ρpipi–Vertex fu¨hrt auf
ipµΓρpi
∗pi
µ (p, q, r) = g[G
−1
pi (q)−G−1pi (r)]. (4.41)
Wegen δ(Γρpipi) = 1 und δ(G−1pi ) = 2 erfu¨llen die divergenten Teile der (L+ 1)–ten Loopordnung
nach Beseitigung der Subdivergenzen also aufgrund deren Lorentzinvarianz die Beziehung
(qµ − rµ)(C1qµ + C2rµ) = δZ2g(q2 − r2), (4.42)
woraus durch Koeffizientenvergleich die Beziehung
C1 = C2 := δZ1g = δZ2g (4.43)
resultiert3. Der Gegenterm fu¨r den ρpipi–Vertex ist also von der verlangten Form
Γρpi
∗pi,∞
µ (p, q, r) = −iδZ1g(qµ + rµ), (4.44)
und die WTI (4.41) ergibt fu¨r die Gegenterme der Renormierungskonstanten in (L + 1)-ter
Schleifenordnung die Beziehung
δZ1 = δZ2, (4.45)
die ebenfalls durch die Eichinvarianz gefordert wird.
Leiten wir die WTI (4.30) nach pi∗(y), pi(z) und nach Aν(x′) ab, finden wir nach Fouriertrans-
formation die Beziehung
pµΓρρpi
∗pi
µν (p, p
′, q, r) = Γρpi
∗pi
ν (p, p− q, r)− Γρpi
∗pi
ν (p
′, q, p+ r). (4.46)
Da δ(Γρρpi
∗pi) = 0 ist, folgt aus der Lorentzinvarianz und dem BPHZ–Theorem, daß der Gegen-
term von der Form 2iδZ ′1g
µν sein muß. Die WTI (4.46) hat dann zur Folge, daß
δZ1 = δZ
′
1 (4.47)
sein muß. Damit ist der Anteil der pi–ρ–Wechselwirkung der Gegentermlagrangedichte schon als
eichinvariant erwiesen.
Bereits aufgrund der Invarianz der Wirkung unter globalen Eichtransformationen folgt weiter,
daß der Gegenterm des Vierpionenvertex von der angegebenen Form sein muß. Damit haben wir
gezeigt, daß die Gegenterme zu den Vertexkorrekturen bereits auf Baumgraphenniveau vorhan-
dener Wechselwirkungsterme in der Tat von derselben lokalen eichinvarianten Form sind, wie die
bereits in der Lagrangedichte vorhandenen. Wir mu¨ssen nun noch zeigen, daß die oberfla¨chlich
3Wir merken noch an, daß fu¨r die Massenrenormierungskonstante Zmpi keine Beschra¨nkung aus den WTIn
folgt. Die Pionenmasse wird ja auch durch die Eichinvarianz in ihrem Wert in keiner Weise eingeschra¨nkt.
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divergenten eigentlichen Vertexdiagramme, die nicht als Wechselwirkungsterme in der Lagran-
gedichte auftreten, endlich sind. Fu¨r diese existiert na¨mlich kein mit der Eichsymmetrie und der
Lorentzinvarianz vertra¨glicher renormierbarer Gegenterm.
Dazu stellen wir fest, daß Vertizes vom Typ ρρρ aufgrund der C–Invarianz der Lagrangedichte in
jeder Loopordnung identisch verschwinden. Diese Tatsache ist als Furrysches Theorem bekannt.
Aufgrund der Symmetrie unter globalen Eichtransformationen verschwinden auch die Vertizes
vom Typ piρρ und pipipiρ, so daß als einziger oberfla¨chlich divergenter Vertex Γρ
4
verbleibt4. Wir
mu¨ssen also zeigen, daß dieser endlich ist.
Dazu leiten wir die WTI (4.30) nach Vν(w)Vρ(y)Vσ(z) ab. Fouriertransformation des erhaltenen
Ausdrucks fu¨hrt dann auf
pµΓρ
4
µνρσ(p, q, r, s) = 0. (4.48)
Der oberfla¨chliche Divergenzgrad ist δ(Γρ
4
) = 0. Zusammen mit der Lorentzinvarianz und Sym-
metrie der bosonischen Vakuumvertexfunktionen folgt aus dem BPHZ-Theorem, daß der zur
oberfla¨chlichen Divergenz dieses Vertex geho¨rige divergierende Anteil die Form
D(gµνgρσ + gµρgνσ + gµσgνρ) (4.49)
haben muß. Aus der WTI (4.48) folgt dann unmittelbar, daß D = 0 sein muß. Damit ist die
perturbative Renormierbarkeit des Modells bewiesen.
4.1.3 Ankopplung der Photonen
Die Ankopplung der Photonen erfolgt nun nach den allgemeinen Prinzipien der Eichtheorie.
Zu dem Zweck fu¨hren wir eine zweite U(1)–Eichsymmetrie mit dem Photonenfeld Aµ ein und
ersetzen zuna¨chst die kovariante Ableitung fu¨r die Pionenfelder durch
Dµ = ∂µ + igVµ + ieAµ (4.50)
Außerdem besteht noch die Mo¨glichkeit der Einfu¨hrung eines direkten Mischungsterms zwischen
Photonen und ρ–Mesonen:

ργ = − e
2gργ
VµνA
µν . (4.51)
Da das Photonenfeld masselos ist, beno¨tigen wir natu¨rlich nur ein Paar freier Faddeev–Popov–
Geistfelder, das fu¨r die korrekte Zahl der Freiheitsgrade fu¨r den Anteil des freien Gases an der
Zustandssumme sorgt. Fu¨r die Berechnung von Korrekturen spielt dieser Term keine Rolle. Die
Feynmanregeln werden also durch den Propagator fu¨r das Photonenfeld
∆µνγ (k) = −
gµν
k2 + iη
+
(1− ξ′)kµkν
(k2 + iη)2
, (4.52)
wobei wir einen weiteren unabha¨ngigen Eichfixierungsparameter fu¨r die Landaueichung benutzt
haben, und die Vertexregeln
Γργµν(q) = i
e
gργ
q2Θµν(q)
Γγpi
∗pi
µ (r, p, q) = −ie(pµ + qµ)
Γγγpi
∗pi
µν = ie
2gµν
Γργpi
∗pi
µν = 2ieg
µν
(4.53)
4Im Fall der QED fu¨hrt dieser Vertex zur Beschreibung der
”
Streuung von Licht an Licht“ (Delbru¨ckstreuung).
106
4.1 · Abelsche Vektormesondominanzmodelle
erga¨nzt.
Es ist klar, daß auch diese Theorie renormierbar ist. Das beweist man wortwo¨rtlich genauso wie
fu¨r das rein hadronische Modell.
Wir fu¨gen nun noch die Elektronenfelder hinzu. Diese sind Diracfelder, die die Ladung−e tragen.
Wir bemerken, daß es vom Standpunkt der Eichtheorien keinerlei Erkla¨rung fu¨r diese Universa-
lita¨t der elektrischen Ladung gibt. Die Eichtheorie stellt aber sicher, daß die Universalita¨t der
nackten Ladungen fu¨r die renormierten Ladungen erhalten bleibt. Wie wir na¨mlich oben explizit
fu¨r die hadronische Wechselwirkung gesehen haben, gibt es keine Ladungsgegenterme. Die in der
fermionischen QED auftretenden Dreiervertizes werden ebenfalls aufgrund der entsprechenden
WTI vollsta¨ndig durch die Wellenfunktionsrenormierung des Photonenfeldes renormiert. Die
kovariante Ableitung fu¨r das Elektronenfeld ist durch
/Dψ = (/∂ + ie/A)ψ (4.54)
gegeben. Dies fu¨hrt zu den Feynmanregeln
∆e(p) =
/p+m
p2 −m2 + iη
Γγe
+e−
µ (r, p, q) = −eγµ.
(4.55)
Wir stellen die Feynmanregeln fu¨r dieses allgemeine Eichmodell in graphischer Form in Anhang
B zusammen.
4.1.4 Die klassischen Bewegungsgleichungen
Um Anschluß an die physikalische Interpretation des Modells zu gewinnen, geben wir zuna¨chst
die klassischen Feldgleichungen fu¨r das ρ–Meson und das Photon an, wobei wir uns auf den
eichinvarianten klassischen Teil der Lagrangedichte beschra¨nken du¨rfen:
∂µV
µν +m2V ν − igpiρpi∗
↔
Dνpi +
e
gργ
∂µA
µν = 0,
∂µA
µν + iepi∗
↔
Dνpi +
e
gργ
∂µV
µν = 0.
(4.56)
Dabei verwenden wir die Abku¨rzung
pi∗
↔
Dµpi = pi∗(Dµpi)− (Dµpi)∗pi (4.57)
mit der kovarianten Ableitung (4.50). Fu¨r den elektromagnetischen Strom folgt durch Einsetzen
der ersten in die zweite Bewegungsgleichung
jνem = ∂µA
µν = ie
(
1− gρpi
gργ
)
pi
↔
Dνpi∗ +
e2
g2ργ
∂µA
µν +
e
gργ
m2V ν . (4.58)
Fu¨r g′ = g ist der elektromagnetische Strom also bis auf Gro¨ßen der Ordnung e2 proportional
zum Feld des Vektormesons. Daher spricht man in diesem Fall von Vektormesondominanz, weil
dann der rein pionische elektromagnetische Strom nicht zu den Quellen des elektromagnetischen
Feldes beitra¨gt.
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4.2 Anpassung der Parameter
In diesem Abschnitt fassen wir kurz zusammen, wie die Parameter des Modells aus Pionenstreu-
daten gewonnen werden ko¨nnen.
4.2.1 Die ρ–Selbstenergie
Da das ρ–Meson nicht stabil ist (die Zerfallsbreite betra¨gt 150.7±1.1MeV [C+98]), mu¨ssen wir die
Selbstenergie des ρ–Mesons zumindest in fu¨hrender Ordnung Sto¨rungstheorie beru¨cksichtigen.
Wir demonstrieren gleichzeitig an diesem einfachen Beispiel die oben ausfu¨hrlich besprochenen
WTIn. Die Selbstenergie in Einschleifenna¨herung berechnet sich aus den folgenden Beitra¨gen:
−iΣµνρ (p) = pp
l
l + p
µ ν+
l
µ ν (4.59)
Die Feynmanregeln sind unter Beru¨cksichtigung des korrekten Multiplizita¨tsfaktors anzuwen-
den, den man durch Abza¨hlen der Mo¨glichkeiten, die Vertizes mit den a¨ußeren Punkten zu
verbinden, erha¨lt. Dabei ist zu beachten, daß durch die Pfeilrichtung des Pionenpropagators an-
gedeutet ist, daß er verschiedene Felder verbindet, na¨mlich pi mit pi∗. Der analytische Ausdruck
in dimensionaler Regularisierung ist damit
Σµνρ (p) = ig
2
∫
d2ωl
(2pi)2ω
[
(2l + p)µ(2l + p)νµ2
(m2pi − (l + p)2 − iη)(m2pi − l2 − iη)
+
2gµνµ2
m2pi − l2 − iη
]
. (4.60)
Wie man durch Kontrahieren mit pµ sofort nachweist, ist dieser Ausdruck transversal, wie es
aufgrund der WTI (4.36) sein muß. Wir wollen dies jedoch nicht explizit voraussetzen, sondern
direkt die Gleichungen (A.26-A.39) anwenden:
Σµνρ (p) = g
2[4pµpνL31(p
2,mpi,mpi, µ, ) + 4g
µνL32(p
2,mpi,mpi, µ, )+
+ 4pµpνL2(p
2,mpi,mpi, µ, ) + p
µpνL1(p
2,mpi,mpi, µ, )−
− 2gµνT1(m,µ, )].
(4.61)
Wie wir oben im Anschluß an (4.36) diskutiert haben, ist es sinnvoll, Σµνρ = p2Θµν(p)Σ˜(p2)
zu definieren. Aufgrund der ργ–Mischung ist das physikalische Renormierungsschema durch die
Bedingung Σ˜(p2 = 0) = 0 definiert. Dies stellt na¨mlich sicher, daß das Residuum des Photonen-
propagators in der beru¨cksichtigten Ordnung der Selbstenergie 1 ist. Wie aus der allgemeinen
Diskussion der analytischen Eigenschaften der Selbstenergie bekannt ist, beginnt der Schnitt fu¨r
Σ˜(s) bei s = 4m2pi, so daß das ρ–Meson eine Resonanz wird. Da das ρ–Meson also kein asym-
ptotischer Zustand ist, kann keine
”
on-shell“–Bedingung fu¨r das ρ–Meson gestellt werden. Der
Photonenpropagator besitzt jedoch stets einen
”
on–shell“–Pol, dessen Residuum wir sinnvoller-
weise zu 1 festlegen, damit keine Renormierung der Wellenfunktionen fu¨r die a¨ußeren Beinchen
eines Diagramms notwendig ist. Mit dieser Renormierungsbedingung ergibt sich nach einigen
elementaren Rechnungen
Σµνρ (p) =
g2
72pi2
Θµν(p)
[
(p2 − 4m2pi)
√
1− 4m
2
pi
p2
arcsin
(√
p2
2mpi
)
− 4(p2 − 3m2pi)
]
. (4.62)
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Dabei ist es fu¨r die praktische Anwendung dieses Resultats wichtig, p2 durch p2 + iη mit einer
kleinen positiven Zahl η zu ersetzen. Dies stellt sicher, daß der Imagina¨rteil der Selbstenergie
entlang des Schnitts negativ ist. Unterhalb der Schwelle, also fu¨r p2 < 4m2pi, ist die Selbstenergie
reell, wie es der allgemeinen Diskussion der analytischen Eigenschaften entspricht.
4.2.2 Der Formfaktor
Der elektromagnetische Formfaktor des Pions ist durch das Verha¨ltnis der U¨bergangsamplitude
pi+pi− → e+e− zur Baumgraphenamplitude mit Austausch eines Photons definiert. Auf Baum-
graphenniveau tragen das Photonenaustauschdiagramm und das entsprechende Diagramm, bei
dem zuna¨chst die Pionen zu einem ρ–Meson annihilieren und dann durch den ργ–Mischungs-
vertex in ein virtuelles Photon
”
oszilliert“, das dann wiederum in ein e+e−–Paar zerfa¨llt, bei. In
niedrigster Ordnung ist der Formfaktor den Feynmanregeln zufolge also durch
F treepi (q) =
[
1− gρpi
gργ
q2
q2 −m2ρ
]
(4.63)
gegeben. Dies tra¨gt aber der Tatsache, daß das ρ–Meson eine Resonanz ist, noch nicht Rechnung,
weil der freie Propagator verwendet wurde5.
Wir tragen dem nun Rechnung, indem wir die Dysongleichung resummieren und den ρ–Propa-
gator in der Form
Gµνρ (q, ξ = 0) = Θ
µν(q)
1
q2 −m2ρ − q2Σ˜(q)
(4.64)
verwenden. Dabei ist die Wahl des Eichparameters ξ = 0 (entsprechend Landaueichung in der
QED) besonders bequem, weil wir dann den von der Wechselwirkung unbeeinflußten longitu-
dinalen Teil des Propagators nicht mitnotieren mu¨ssen. Fu¨r den Formfaktor ist die Wahl der
Eichung ohnehin ohne Belang, da der longitudinale Teil des Propagators nicht beitra¨gt, wie es
fu¨r eichinvariante Gro¨ßen sein muß.
Wir ko¨nnen nun ohne weitere Rechnung noch Korrekturen zur Ordnung gργ/gρpi Rechnung tra-
gen, indem wir in den Selbstenergiediagrammen eine a¨ußere ρ–Linie durch eine γ–Linie ersetzen.
Dies liefert Einschleifenbeitra¨ge zum Mischungsvertex, die einfach durch Σµνργ (q) = e/gρpiΣ
µν
ρ
gegeben sind. Daraus ergibt sich schließlich
Fpi(q) = 1− gρpi
gργ
q2 − gργgρpi q2Σ˜ρ(q)
q2 −m2ρ − q2Σ˜(q)
. (4.65)
Wir sehen, daß Fpi(0) = 1 ist. Dies reflektiert die Tatsache, daß die elektrische Ladung bei Impuls-
u¨bertrag 0 zu e festgelegt ist. Unsere U¨berlegungen zur Renormierbarkeit haben ja auch gezeigt,
daß die Wahl der physikalischen Renormierungsbedingung fu¨r den Eichfeldrenormierungsfaktor
auch die Renormierungsbedingung fu¨r die elektrische Ladung festlegt.
Abbildung 4.1 zeigt den Fit der Parameter mρ, gρpi und gργ an die Daten[B
+85] fu¨r den Form-
faktor. Zur Illustration wurde auch der Fit fu¨r die Annahme der strikten Vektordominanz ent-
sprechend gργ = gρpi eingezeichnet. Aus dem Fit ergeben sich fu¨r das strikte Vektormesondomi-
nanzmodell (VMD) bzw. das allgmeine Eichmodell (GGM) fu¨r die Parameter jeweils die Werte
5Die auf
”
on–shell“–Diagramme angewandten WTIn sorgen dabei dafu¨r, daß nur der transversale physikalische
Teil des ρ–Propagators relevant ist, d.h. das Ergebnis eichinvariant ist, wie es fu¨r physikalische Gro¨ßen sein muß.
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Abbildung 4.1: Der elektromagnetische Pionenformfaktor in fu¨hrender Vertexordnung. Die ρ–
Mesonenselbstenergie wurde in Einschleifensto¨rungstheorie berechnet und fu¨r den ρ–Propagator
die entsprechende Resummation der Dysongleichung eingesetzt. Die gestrichelte Linie gibt das
Resultat des χ2–Fits fu¨r das strikte Vektordominanzmodell (also gργ = gρpi), die durchgezogene
Linie das fu¨r das verallgemeinerte Modell an. Der Fit beschreibt die Daten sehr gut, wenn man
von der Resonanzstelle absieht. Dies ist darauf zuru¨ckzufu¨hren, daß wir die Mischung zwischen
ρ– und ω–Meson noch nicht beru¨cksichtigt haben.
VMD: gρpi
!
= gργ = 5.38, mρ = 770MeV/c
2
GGM: gρpi = 5.683, gργ = 5.171, mρ = 765MeV/c
2.
(4.66)
Es ist immerhin (gρpi − gργ)/gρpi = 9%.
4.3 Beimischung des ω–Mesons
Wir bemerken weiter, daß der Fit in der Resonanzregion noch nicht befriedigend ist. Nun zeigt
sich, daß das ρ–Meson trotz positiver G–Parita¨t mit einem kleinen Verzweigungsverha¨ltnis auch
nach drei Pionen zerfallen kann. Dies weist darauf hin, daß der Isospineigenzustand des ρ–
Mesons nicht mit seinem Masseneigenzustand u¨bereinstimmt, wie wir bisher angenommen haben,
sondern eine Beimischung des ω–Mesons beinhaltet.
Wir wollen das Modell nicht vollsta¨ndig auf ω–Mesonen erweitern. Dazu sei auf [Kli95] ver-
wiesen. Wir zeigen nur, daß die Massenmischung mit dem ω–Meson den Formfaktor in der
Resonanzregion vollkommen befriedigend erkla¨rt. Dazu fu¨hren wir die Feldvektoren (ρ, ω)t, die
die Masseneigenzusta¨nde bezeichnen und (ρI , ωI)
t fu¨r die Isospineigenzusta¨nde ein. Beide sind
durch eine Drehmatrix Cˆ verknu¨pft. In der Masseneigenbasis hat die Selbstenergie unter Einbe-
ziehung der Masse die Form diag(−Σ˜ρ,−Σ˜ω). Die Mischungsmatrix ko¨nnen wir in Form einer
infinitesimalen Drehung ansetzen:
Cˆ =
(
1 −
 1
)
, (4.67)
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Abbildung 4.2: Der Pionformfaktor unter Beru¨cksichtigung der ρ–ω–Mischung in fu¨hrender Ord-
nung gema¨ß (4.70) im strikten Vektormesondominanzmodell (gestrichelt) und im allgemeinen
Eichmodell (durchgezogen). Die Parametersa¨tze sind durch (4.66) und (4.71) gegeben.
so daß sich (in linearer Na¨herung in ) fu¨r den Propagator in der Isospineigenbasis
DˆI(q
2) = (k2  − CˆtΣ˜Cˆ)−1 = 1
(k2 − Σ˜ρ)(k2 − Σ˜ω)
(
k2 − Σ˜ω (Σ˜ρ − Σ˜ω)
−(Σ˜ρ − Σ˜ω) k2 − Σ˜ρ
)
(4.68)
ergibt.
Wir setzen nun fu¨r das ω–Meson eine Breit–Wigner–Na¨herung fu¨r den Propagator an:
Σ˜ω = mω2 − imωΓω, (4.69)
und in dieser Na¨herung (linear in ) ergibt sich fu¨r den Formfaktor
Fpi(ρω)(q) = Fpi(q)
[
1 +
(m2ρ −m2ω − Σρ + imωΓω)
q2 −m2ω + imωΓω
]
, (4.70)
wobei Fpi der durch (4.65) gegebene Formfaktor ist.
Fu¨r das Modell der strikten Vektormesondominanz, also gρpi = gργ , bzw. das allgemeine Eichmo-
dell ergibt sich als Parametersatz fu¨r das ω–Meson und den Mischungswinkel unter Beibehaltung
der Werte fu¨r das mischungsfreie ρ–Meson:
VMD:  = −4.0 · 10−3, mω = 778MeV/c2, Γω = 9.4MeV/c2,
GGM:  = −3.9 · 10−3, mω = 779MeV/c2, Γω = 8.3MeV/c2.
(4.71)
Die Resultate sind in Abb. 4.2 im Vergleich zu den Meßdaten gezeigt.
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4.4 Die ρ–Selbstenergie bei endlichen Temperaturen
In diesem Abschnitt berechnen wir die Selbstenergie des ρ–Mesons bei endlichen Temperaturen.
Wir rekapitulieren zuna¨chst kurz die bereits in [GK91] im Imagina¨rzeitformalismus gewonnenen
Resultate der Sto¨rungstheorie.
Im na¨chsten Abschnitt behandeln wir im Rahmen des abelschen Eichmodells die selbstkonsi-
stente Na¨herung und untersuchen den Einfluß des
”
mediumverbreiterten Pions“ auf die Dilepto-
nenrate.
4.4.1 Sto¨rungsrechnung
Nachdem wir das Vakuum unter Verwendung des physikalischen Renormierungsschemas renor-
miert haben, sind die verbleibenden temperaturabha¨ngigen Beitra¨ge endlich, und wir ko¨nnen
diese sofort bei d = 4 ausrechnen.
Die Anwendung in Anhang B zusammengestellten Reazeitfeynmanregeln ergibt fu¨r die −−–
Komponente nach Verschiebung der Integrationsvariable in einem Teilintegral
Π−−µν =Π
−−
µνvac + g
2
∫
d4l
(2pi)4
{
(2l + p)µ(2l + p)ν
[
1
(l − p)2 −m2pi + i
+
1
(l + p)2 −m2pi + i
]
×
×
[
2pin(l0)δ(l
2 −m2pi)− i4pi2n(l0)n(l0 + p0)δ(l2 −m2pi)δ[(l + p)2 −m2pi]− (4.72)
− 2gµν2pin(l0)δ(l2 −m2pi)
]}
.
Aufgrund der Auszeichnung des Ruhesystems des Wa¨rmebades ist dieser Ausdruck nicht mehr
vierdimensional kovariant. Im Ruhesystem des Wa¨rmebads besteht allerdings noch eine dreidi-
mensionale Rotationssymmetrie. Da die WTIn bei endlichen Temperaturen fu¨r die Konturvertex-
funktionen gelten, ist die Selbstenergie wie im Vakuum vierdimensional transversal. Aufgrund
der Auszeichnung des Ruhesystems des Wa¨rmebads ist sie aber nicht mehr proportional zu
Θµν(p). Wegen der verbleibenden Rotationssymmetrie spaltet die Selbstenergie in zwei Anteile
auf, na¨mlich einen dreidimensional transversalen und einen dreidimensional longitudinalen An-
teil. Die entsprechenden Projektoren ΘT und ΘL sind in (A.17) und (A.18) angefu¨hrt: Aufgrund
der Rotationssymmetrie ko¨nnen wir also schreiben
Π−−µν = Π
−−
T Θ
T
µν + Π
−−
L Θ
L
µν mit Π
−−
T =
1
2
ΘµνT Π
−−
µν , Π
−−
L = −Π−−µµ − 2Π−−T . (4.73)
Die letzte Form zur Berechnung der longitudinalen Komponente erweist sich als numerisch vor-
teilhaft gegenu¨ber einer direkten Verwendung des longitudinalen Projektors, weil dieser singula¨r
entlang des Lichtkegels ist.
Wir fu¨hren Polarkoordinaten fu¨r ~l mit durch ~p gegebener Polarrichtung ein. Ausintegration der δ-
Distribution und des Azimuthwinkels, von dem der Integrand aufgrund der Rotationssymmetrie
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um ~p nicht abha¨ngt, ergibt
Π−−T =
g2
2pi2
∫ ∞
0
dLL2
∫ 1
−1
du(1− u2)n(ω)
[
1
(p0 − ω)2 − (L2 − 2LPu+ P 2)−m2pi + i0
+
+
1
(p0 + ω)2 − (L2 − 2LPu+ P 2)−m2pi + i0
]
+ (p0 → −p0, u→ −u)−
− ig
2
4piP
∫ ∞
0
dL
L3
ω
[
(1− u2+)Θ(1− |u+|)n(p0 + ω)+ (4.74)
+ (1− |u−|)Θ(1 − |u−|)n(p0 − ω)
]
n(ω) +
g2
pi2
∫ ∞
0
L2
ω
dLn(ω).
Dabei haben wir u = cos θ und ‖~l‖ = L gesetzt; u+ und u− haben die in (A.19) angegebene
Bedeutung. In dem Doppelintegral la¨ßt sich noch die Integration u¨ber u explizit ausfu¨hren, wobei
die Funktion
I1(a, b) :=
∫ 1
−1
du
1− u2
a+ bu
=
1
b3
[
2ab+ (a2 − b2) ln
(
a− b
a+ b
)]
(4.75)
auftritt. Beim Logarithmus ist wie u¨berall in dieser Arbeit der Hauptwert zu verstehen, und es
ist fu¨r p2 = p20− ~p2 stets p2 + i0 zu setzen. Die verbleibenden Integrale nach L wurden mit Hilfe
eines adaptiven Simpsonverfahrens numerisch berechnet.
Die außerdiagonalen Matrixelemente der Realzeitselbstenergie lassen sich mit Hilfe von (A.19)
berechnen. Charakteristisch fu¨r diese Wightmanfunktionen ist, daß sie endlich sind und keine
Diskontinuita¨ten auftreten, wie wir bereits im vorigen Kapitel bei der Untersuchung der allge-
meinen analytischen Eigenschaften festgestellt haben. Es ergibt sich
Π+−T =
ig2
4pi
∫ ∞
0
dL
L3
ωP
{
Θ(1− |u+|)(1 − u2+)n(ω)[n(ω + p0) + Θ(ω + p0)]+
+ Θ(1− |u−|)(1 − u2−)[n(p0 − ω) + Θ(p0 − ω)][1 + n(ω)]
}
(4.76)
Π−+T =
ig2
4pi
∫ ∞
0
dL
L3
ωP
{
Θ(1− |u+|)(1 − u2+)[1 + n(ω)][n(ω + p0) + Θ(−ω − p0)]+
+ Θ(1− |u−|)(1 − u2−)[n(p0 − ω) + Θ(ω − p0)]n(ω)
}
. (4.77)
Die vierte Funktion Π++T ergibt sich sofort algebraisch aus (A.23).
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Fu¨r die invariante Spur des Tensors folgt mit denselben Methoden:
Π−−tr =
g2
8pi2
∫ ∞
0
dL
L2
ω
∫ 1
−1
du
{
(2ω − p0)2 − 4L2 + 4LPu− P 2
(ω − p0)2 − L2 + 2LPu− P 2 −m2pi + i0
+
+
(2ω + p0)
2 − 4L2 + 4LPu− P 2
(ω + p0)2 − L2 + 2LPu− P 2 −m2pi + i0
+ (p0 → −p0, u→ −u)
}
n(ω)− (4.78)
− ig
2
4pi2
∫ ∞
0
dL
L
ωP
{
Θ(1− |u+|)n(p0 + ω)[(2ω + p0)2 − 4L2 − 4LPu+ − P 2]+
+ Θ(1− |u−|)n(p0 − ω)[(2ω − p0)2 − 4L2 − 4LPu− − P 2]
}
n(ω)−
− 4g
2
pi2
∫ ∞
0
dL
L2
ω
n(ω),
Π+−tr =
ig2
8pi
∫ ∞
0
dL
{
Θ(1− |u+|)[Θ(ω + p0) + n(ω + p0)]n(ω)×
× [(2ω + p0)2 − 4L2 − 4LPu+ − P 2]+
+ Θ(1− |u−|)[Θ(p0 − ω) + n(p0 − ω)][1 + n(ω)]× (4.79)
× [(2ω − p0)2 − 4L2 − 4LPu− − P 2]
}
Π−+tr =
ig2
8pi
∫ ∞
0
dL
L
ωP
{
Θ(1− |u+|)[Θ(−ω − p0) + n(ω + p0)][1 + n(ω)]×
× [(2ω + p0)2 − 4L2 − 4LPu+ − P 2]+
+ Θ(1− |u−|)[Θ(ω − p0) + n(ω − p0)]n(ω)× (4.80)
× [(2ω − p0)2 − 4L2 − 4LPu− − P 2]
}
.
Zur numerischen Berechnung wurde wieder die Integration u¨ber u in der −−–Komponente unter
Verwendung von
I2(a, b, c, d) =
∫ 1
−1
du
c+ du
a+ bu
=
1
b2
[
2bd+ (ad− bc) ln
(
a− b
a+ b
)]
(4.81)
ausgefu¨hrt.
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4.4.2 Selbstkonsistente Behandlung des pi–ρ–Systems
In diesem Abschnitt wollen wir die Φ–Funktionalna¨herung auf das abelsche Vektormesondo-
minanzmodell anwenden und die Dileptonenproduktionsrate berechnen. Dies ist besonders auf-
grund von experimentellen Resultaten der CERES– und DLS–Kollaborationen [A+95, W+95,
P+97] interessant. Es zeigt sich na¨mlich, daß die Dileptonenproduktionsrate im Bereich invarian-
ter Paarmassen zwischen 300MeV und 600MeV gegenu¨ber der Rate, die man von entsprechenden
Raten in Proton–Proton–Sto¨ßen erwarten wu¨rde, signifikant erho¨ht ist. Durch den Ausbau von
CERES und HADES bei der GSI ist in na¨chster Zeit auch eine noch ho¨here Auflo¨sung des
Dileptonenproduktionsspektrums bei Schwerionensto¨ßen zu erwarten.
Aus theoretischer Sicht wurden verschiedene Mechanismen zur Erkla¨rung dieses Pha¨nomens,
das auf der Mediummodifikation der Vektormesonen in hadronischer Materie zuru¨ckzufu¨hren ist,
vorgeschlagen [GK91, RW99a, HFN93, RCW97, RW99b, UBRW98, RUBW98, RG99, UBRW00].
In der hier vorgestellten Modellrechnung beschra¨nken wir uns auf die Anwendung der Φ–Funk-
tionalmethode auf das minimale abelsche Vektormesondominanzmodell. Durch Wahl der Vier-
pionenkopplungskonstante werden Pionenbreiten im Medium von 50MeV und mehr simuliert.
Dadurch werden die Effekte der starken Ankopplung des Pions an Baryonenresonanzen, wie z.B.
die ∆–Resonanz, modelliert.
Bei der Anwendung der Φ–Funktionalna¨herung auf Eichtheorien ergeben sich die folgenden Pro-
bleme aufgrund der Verletzung der Eichsymmetrie durch die Na¨herung.
• Die selbstkonsistenten Vektormesonpropagatoren enthalten Komponenten von unphysi-
kalischen Freiheitsgraden. Dies fu¨hrt zur Verletzung der Kausalita¨t und Unitarita¨t der
S–Matrix.
• Die Polarisationstensoren der Vektormesonen sind nicht vierdimensional transversal, und
es ergeben sich spuriose Singularita¨ten am Lichtkegel, die zu numerischen Instabilita¨ten
fu¨hren.
Projektion auf die physikalischen Freiheitsgrade
Zur Vermeidung von Kausalita¨tsproblemen bei der Kopplung der Vektorpropagatoren in den
pi–Selbstenergiediagrammen wird eine Rξ–Eichung mit großem ξ gewa¨hlt, so daß die spuriosen
Moden große Massen erhalten und sich im fu¨r die Mediumprozesse relevanten Niederenergiebe-
reich nicht auswirken.
Hauptsa¨chlich durch die endliche Da¨mpfungsbreite der Pionen bleibt der ρ–Mesonenpolarisa-
tionstensor nicht stromerhaltend. Dies fu¨hrt dazu, daß unphysikalische nicht vierdimensional
transversale Moden angeregt werden, die nicht nur zu einer falschen Zahl der Freiheitsgrade,
sondern auch daru¨ber hinaus wegen der negativen Norm dieser Zusta¨nde zu unkontrollierbaren
Problemen im selbstkonsistenten Verfahren fu¨hren. Daher ist ein Ausschalten dieser spuriosen
Moden unbedingt erforderlich.
Es hat sich gezeigt, daß eine
”
naive Projektion“ auf die vierdimensional transversalen Kompo-
nenten des sich aus den den Diagrammregeln der Φ–Funktionalna¨herung ergebenden Polarisati-
onstensors zu numerischen Problemen fu¨hrt. Dies ist auf die longitudinale Komponente zuru¨ck-
zufu¨hren, die bei diesem Verfahren zu Singularita¨ten auf dem Lichtkegel und zu entsprechenden
numerischen Instabilita¨ten fu¨hrte.
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Aufgrund der Behandlung des analogen Problems der Photonenproduktion im Rahmen der in
[KV96] betrachteten Fokker–Planck–Na¨herung, ist zu erwarten, daß die raumartigen Komponen-
ten durch die selbstkonsistente Einschleifenna¨herung bereits recht gut wiedergegeben werden,
sofern die transversale Da¨mpfungsrate durch die Da¨mpfungsbreite der Pionen in der Schleife
gegeben ist. Dies ist in der Regel dann der Fall, wenn die mikroskopischen Streuprozesse iso-
trop verlaufen und damit bewirken, daß weitere Streueffekte, wie sie in der Aufsummation der
Bethe–Salpetergleichung beru¨cksichtigt werden, vernachla¨ssigbar sind.
Die Zeitkomponenten des exakten Polarisationstensors besitzen hingegen aufgrund der Erhal-
tungssa¨tze eine unendliche
”
Relaxationszeit“, und dies kann nur durch die unten na¨her erla¨uterte
Leiterresummation, die zum externen Polarisationstensor fu¨hrt, beschrieben werden.
Es bietet sich also an, zur Projektion auf die beiden vierdimensional transversalen Komponen-
ten des Polarisationstensors nur die raumartigen Komponenten der Φ–Funktionalna¨herung zu
verwenden. Ist na¨mlich der Polarisationstensor Πµν vierdimensional transversal, dann muß er
sich aufgrund der ra¨umlichen Rotationssymmetrie mit Hilfe der beiden in Anhang A.3 definier-
ten vierdimensional transversalen Projektionstensoren in einen ra¨umlich transversalen und einen
ra¨umlich longitudinalen Anteil aufspalten lassen:
Πµν(p) = ΠL(p)Θ
µν
L (p) + ΠT (p)Θ
µν
T (p). (4.82)
Im folgenden vereinbaren wir, daß lateinische Indizes stets von 1 bis 3 laufen und stets die positiv
definite euklidische Metrik fu¨r die raumartigen Komponenten benutzt wird. Dann folgt aus den
Definitionen (A.17) fu¨r die Projektoren sofort
δjkΠ
jk(p) = 2ΠT +
(p0)
2
p2
ΠL,
pjpk
~p2
Πjk =
(p0)
2
p2
ΠL, (4.83)
d.h. die dreidimensional skalaren Funktionen ΠL und ΠT lassen sich tatsa¨chlich aus den raumar-
tigen Komponenten des Tensors allein gewinnen. Dieses Verfahren werden wir im folgenden auf
die Komponenten des selbstkonsistenten Polarisationstensor anwenden, um somit Stromerhal-
tung zu gewa¨hrleisten. Wir erwarten aufgrund der obigen Diskussion, daß der Fehler fu¨r diese
Komponenten vernachla¨ssigbar ist.
Modellrechnung zur Dileptonenrate
Wir wollen in diesem Abschnitt unter Umgehung aller Renormierungsprobleme eine selbstkonsi-
stente Rechnung der Dileptonenrate vorstellen. Dabei beschra¨nken wir uns auf die Behandlung
des endlichen Imagina¨rteils der retardierten Selbstenergiefunktionen, halten aber die Normie-
rung der Spektralfunktionen, entsprechend einer Feldrenormierung, konstant. Diese Resultate
werden teilweise bereits in [HK00b, HK00a] dargestellt.
Wir legen fu¨r das piρ–System eine Lagrangedichte, wie in den vorigen Abschnitten ausfu¨hrlich er-
la¨utert, zugrunde, fu¨gen aber noch eine Wechselwirkung mit dem chiralen Partner des ρ–Mesons,
dem a1–Meson hinzu, um seinen Einfluß auf die Dileptonenrate im Vergleich zur endlichen Breite
des Pions in Materie zu studieren:
 int
ρa1 = gpiρa1(pi + pi
∗)ρµa
µ
1 . (4.84)
Die Na¨herung des Φ–Funktionals wa¨hlen wir in der niedrigsten Ordnung, fu¨gen jedoch auch
das
”
Baseball–Diagramm“ der Viererpionenselbstwechselwirkung hinzu, um schematisch eine
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Pionenbreite zu induzieren, die in einem realistischen Szenario in nuklearer Materie auf die
Wechselwirkung mit baryonischen Resonanzzusta¨nden wie dem ∆–Meson zuru¨ckzufu¨hren ist
[Her92, HFN93, FP97, RCW97, RW99a, RG99].
Die im folgenden betrachtete Φ–Funktionalna¨herung definieren wir wir durch die folgenden Dia-
gramme:
iΦ =
pi
ρ
pi
+
pi
ρ
a1
+
pi
pi
pi
pi . (4.85)
Durch Ableiten nach den jeweiligen Propagatoren, also das O¨ffnen der entsprechenden Linien,
erha¨lt man die Diagramme fu¨r die Selbstenergien der einzelnen Teilchen:
−iΠρ = pipi +
pi
a1
, (4.86)
−iΠa1 = ρ
pi
, (4.87)
−iΣpi = ρ
pi
+
a1
ρ +
pi
pi
pi
. (4.88)
Diese Diagramme zeigen, daß die Herleitung der selbstkonsistenten Gleichungen aus dem Φ–
Funktionalformalismus den Prinzipien von actio = reactio und detailliertem Gleichgewicht si-
cherstellt: Wird die Selbstenergie einer Teilchenspezies in irgendeiner Weise gea¨ndert (z.B. indem
man mehr Diagrammbeitra¨ge beru¨cksichtigt), erfordern diese Prinzipien auch die entsprechenden
A¨nderungen in den Diagrammen fu¨r die anderen Teilchensorten.
Im Vakuum sind die Vektormesonen ρ und a1 Resonanzen. Entsprechend dem Phasenraum fu¨r
den Zerfall der betreffenden Teilchen besitzen die selbstkonsistenten Selbstenergien Schwellen,
bei
√
s = 2mpi bzw.
√
s = 3mpi. Das Pion ist in dem betrachteten Szenario das einzige stabile
Teilchen, so daß der Propagator einen Pol bei s = mpi und eine Schwelle bei s = 3mpi besitzt
(vgl. Abb. 4.3).
Die Konsequenzen der Pionenbreite fu¨r die Spektralfunktionen und die gem. (D.43) berechnete
Dileptonenrate der Vektormesonen ist in Abb. 4.4 gezeigt. Die selbstkonsistenten Rechnungen
wurden in der angegebenen Na¨herung bei voller Viererimpulsabha¨ngigkeit durchgefu¨hrt. Die
Pionenbreite wurde durch Anpassen der Vierpionenkopplungskonstante λ auf die in Abb. 4.3
angegebenen Nominalwerte bei s = m2pi justiert. Durch die selbstkonsistente Rechnung ist jedoch
auch die Pionenbreite eine Funktion von (p0, ~p) (s. Abb. 4.5 rechts).
Wie bereits oben erwa¨hnt haben wir bei diesen Rechnungen nur den Imagina¨rteil der Selbst-
energien beru¨cksichtigt und die Spektralfunktionsnormierung konstant gehalten, also eine Wel-
lenfunktionsrenormierung vorgenommen.
Die Abbildung 4.4 zeigt zur Illustration links oben die selbstkonsistent berechnete Spektralfunk-
tion des ρ–Mesons in der vollen Viererimpulsabha¨ngigkeit. Die longitudinale und transversale
Komponente des ρ–Polarisationstensor werden in Abb. 4.5 gezeigt.
117
Kapitel 4 · Anwendung auf die Theorie der Vektormesonen
1e-07
1e-06
1e-05
1e-04
0 100 200 300 400 500 600 700 800 900
Energy (MeV)
pi-Meson Spectral function, T=110 MeV; p=150 MeV/c
vacuum
Γpi =  50 MeV
Γpi =125 MeV
0
50
100
150
200
250
300
0 100 200 300 400 500 600 700 800 900
M
eV
Energy (MeV)
pi-Meson Width, T=110 MeV; p=150 MeV/c
vacuum
Γpi =  50 MeV
Γpi =125 MeV
Abbildung 4.3: Die Spektralfunktion und Breite des Pions als Funktion der Energie bei einem
Impuls von 150MeV/c im Vakuum sowie fu¨r verschiedene Kopplungskonstanten λ der Vierer-
pionenwechselwirkung.
Um den Einfluß der selbstkonsistent beru¨cksichtigten endlichen In–Medium–Breiten der beteilig-
ten Teilchen zu diskutieren, werden die folgenden Na¨herungen gezeigt, wobei stets das gewichtete
Mittel der longitudinalen und transversalen Komponente der ρ–Spektralfunktion geplottet wird.
Zum einen wurde der sto¨rungstheoretisch berechnete ρ–Mesonpolarisationstensor im Vakuum
und bei endlichen Temperaturen (vgl. Abschnitte 4.2.1 und 4.4.1) eingesetzt. Da hierbei der
freie Pionenpropagator eingeht, dessen Spektralfunktion eine on–shell–δ–Distribution ist, zeigt
die Spektralfunktion das Vakuumschwellenverhalten bei zeitartigen Viererimpulsen, und die Be-
ru¨cksichtigung der endlichen Temperatur hat relativ wenig Einfluß auf die Dileptonenrate.
Im Gegensatz dazu geht durch die selbstkonsistente Dysonresummation des Propagators auf-
grund der endlichen Breite des Pions im Medium das Schwellenverhalten verloren. Alle Schnit-
te der Selbstenergie verlaufen fu¨r festgehaltenen Dreierimpuls entlang der gesamten reellen
Energieachse, und das physikalische Blatt der retardierten Funktionen ist so vollsta¨ndig von
dem der avancierten Funktionen getrennt. Das bedeutet, daß bei allen Energien reale Prozes-
se mo¨glich sind, die auf der Streuung eines Teilchens an Teilchen des Wa¨rmebades beruhen.
Aufgrund des thermischen Gewichtes (Bose–Einstein–Verteilung) in (D.43) zeigt sich eine dra-
matische Erho¨hung der Dileptonenproduktionsrate im Bereich kleiner Energien. Rechts unten
wurde die Produktionsrate nach verschiedenen physikalischen Prozessen getrennt. Der Nieder-
energiebereich wird vom Bremsstrahlungsbeitrag dominiert, der sich bei der selbstkonsistenten
Rechnung als Beitrag des Schleifenintegrals ergibt, bei dem die Energiekomponenten des Viere-
rimpulses in beiden Propagatoren gleiches Vorzeichen besitzen. Dieser Beitrag verschwindet in
der Sto¨rungstheorie aufgrund der scharfen Massenschalenbedingung, ist aber endlich fu¨r Teil-
chen (insbesondere in unserer Rechung fu¨r Pionen) mit endlicher Breite im Medium. Dieser
Anteil ist damit auf die Streuung der Pionen mit den das Wa¨rmebad konstituierenden Teil-
chen zuru¨ckzufu¨hren. Auch hier wird wieder der Vorteil der selbstkonsistenten Behandlung
deutlich: Der In–Medium–Bremsstrahlungsbeitrag zum elektromagnetischen Formfaktor des Pi-
ons und Pionenannihilationsprozesse werden konsistent beru¨cksichtigt, wodurch zugleich dem
Landau–Pomeranchuk–Migdal–Effekt Rechnung getragen wird (vgl. die ausfu¨hrliche Behand-
lung in [KV96]). Diese konsistente Beru¨cksichtigung des Bremsstrahlungsbeitrages fu¨hrt bereits
bei moderaten Pionenbreiten von 50MeV, die hier durch die entsprechende Wahl der Vierpio-
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rho-meson spectral function, T=150 MeV
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Abbildung 4.4: Oben: ρ–Mesonspektralfunktion, unten: Thermische Dileptonenproduktionsrate.
nenkopplung simuliert wurde, zu einer signifikanten Erho¨hung der Dileptonenrate im Bereich
unterhalb von
√
s = 500MeV. Fu¨r einen Vergleich mit den experimentellen Daten ist aller-
dings eine realistische Beru¨cksichtigung der baryonischen Beitra¨ge notwendig. Der Beitrag des
a1–Dalitzzerfalls wurde durch Abseparation des a1–pi–Schleifenbeitrags zur Partialbreite des ρ–
Mesons erhalten. Im Rahmen unserer schematischen Behandlung kann man sagen, daß dieser im
ganzen Energiebereich nicht wesentlich erscheint. Allerdings muß man sich vor Augen halten, daß
in dieser Rechnung keinerlei Mediummodifikationen der Teilchenmassen beru¨cksichtigt wurden.
Diese ko¨nnen im Rahmen der selbstkonsistenten Na¨herungen mit den in Kapitel 3 ausfu¨hrlich
vorgestellten Renormierungsmethoden im Rahmen eines chiralen Modells untersucht werden.
Der externe Polarisationstensor
Hier diskutieren wir eine minimale Version selbstkonsistenter Na¨herungen, um zu einem strom-
erhaltenden Polarisationstensor zu kommen. Wir benutzen dabei, daß sich eine von spuriosen
Freiheitsgraden freie Φ–Funktionalna¨herung dadurch formulieren la¨ßt, daß man die Vektormeso-
nen nur durch ihre mittleren Felder beru¨cksichtigt. Die selbstkonsistenten Bewegungsgleichungen
entsprechen dann der Na¨herung des Vektormesons allein durch ein klassisches Feld, in dessen
Quelltermen jedoch entsprechend der Φ–Funktionalna¨herung Quantenfluktuationen der u¨bri-
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Abbildung 4.5: Links: Imagina¨rteil der longitudinalen (L) und der transversalen (T) Kompo-
nente des ρ–Polarisationstensors bei T = 110MeV. (a) zeigt die Sto¨rungsrechnung bei dieser
Temperatur und (b) die selbstkonsistente Na¨herung fu¨r die Wahl der Vierpionenkopplung, so
daß Γpi = 125MeV. Rechts werden die entsprechenden ρ–Breiten Γ
L/T
ρ = − ImΠL/Tρ /p0 gezeigt.
gen Felder selbstkonsistent beru¨cksichtigt werden. Diese Klasse von Na¨herungen enthalten keine
spuriosen Freiheitsgrade in den selbstkonsistenten Propagatoren. Die Lo¨sungen der selbstkon-
sistenten Bewegungsgleichungen erlauben, wie in Abschnitt 3.4.2 besprochen, die Konstruktion
des externen Polarisationstensors, der die Symmetrien respektiert und folglich insbesondere vier-
dimensional transversal ist.
Fu¨r unser minimales pi–ρ–Modell bedeutet dies, daß wir fu¨r Φ eine Na¨herung wa¨hlen, die keine
ρ–Propagatorlinien in den Diagrammen entha¨lt:
iΦ[Gpi, ρ] =
ρ
pi
+
pi
pi
pi
pi , (4.89)
−iΣpi =
ρ
+
pi
pi
pi
, (4.90)
−i∂µρµν = −ijµ =
ρ
pi
. (4.91)
Hier bezeichnet die Schleifenlinie mit Kreuz das mittlere ρ–Mesonenfeld. Da die durch (4.89)
definierte Na¨herung fu¨r Φ unter Eichtransformationen
ρ′µ = ρµ + ∂µχ, pi
′ = exp(−igχ)pi (4.92)
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invariant ist, sind die resultierenden Bewegungsgleichungen (4.90) und (4.91) bezu¨glich Eichtrans-
formationen kovariant.
Das effektive erzeugende Funktional fu¨r die externen Vertexfunktionen fu¨r das ρ–Meson
Γeff[ρ] = IΓ[ρ,Geff[ρ]] mit
δIΓ[ρ,G]
δG
∣∣∣∣
G=Geffpi
= 0 (4.93)
ergibt, wie ebenfalls in Abschnitt 3.4 gezeigt, Vertexfunktionen, die die WTIn erfu¨llen. Da der
ρ–Propagator nicht in der selbstkonsistenten Dynamik vorkommt, werden auch keine spuriosen
Moden in den internen Linien propagiert.
Der externe Polarisationstensor des ρ–Mesons ist durch
Πextµν (x1, x2) =
δ2
δρµδρν
Φ[ρ,Geff[ρ]] (4.94)
definiert. Wie in Abschnitt 3.4 allgemein gezeigt wurde, beno¨tigen wir zur Berechnung dieser
Na¨herung zuna¨chst die Lo¨sung der Gleichung fu¨r die Ableitung des effektiven Pionenpropagators
nach dem a¨ußeren Feld, die zu einem effektiven Dreiervertex fu¨hrt und diagrammatisch wie folgt
dargestellt werden kann:
i
δGpi
δρµ
=
ρ
=
ρ
+
ρ
. (4.95)
Dabei haben wir benutzt, daß der effektive Vierervertex aufgrund von (4.89) durch
K1234 =
δ2iΦ
δiG12δiG34
= (4.96)
gegeben ist. Der externe ρ–Polarisationstensor ist schließlich durch
Πextµν =
ρ ρ
(4.97)
bestimmt.
Auch hier wird wieder deutlich, daß die Herleitung der externen Vertexfunktionen aus dem
Φ–Funktional allein deshalb zu einer Wiederherstellung der WTIn fu¨hrt, weil die Diagramm-
elemente, die zur Berechnung benutzt werden, eben diesen WTIn entsprechen und aufgrund
ihrer Konstruktion aus dem Φ–Funktional dem selbstkonsistent bestimmten Pionenpropagator
angepaßt sind.
Wir ko¨nnen nun nochmals auf die Probleme der Φ–Funktionalna¨herung selbst zuru¨ckkommen.
Wie die detaillierte Analyse in [KV96] im Rahmen von klassischen Transportmodellen zeigt, be-
sitzen alle Komponenten des ρ–Mesonenpolarisationstensors fu¨r eine der Φ–Funktionalna¨herung
entsprechende Approximation zur exakten Lo¨sung der Fokker–Planck–Gleichung ein Zeitverhal-
ten der Form
Πµνρ (τ, ~p = 0) ∝ exp(−Γpiτ). (4.98)
Dabei ist hier mit Πµνρ der Strom–Strom–Korrelator bezeichnet, der in der Millsdarstellung (also
in einer gemischten Zeit–Dreierimpulsdarstellung) berechnet wurde.
Die Leitersummation entspricht im klassischen Limes einem Langevinprozeß, wobei die Beitra¨ge
von Vielfachstreuungen zum Polarisationstensor koha¨rent aufsummiert werden. Dies fu¨hrt im
Falle der 00–Komponente zur Restauration der Ladungserhaltung:
Π00ρ (τ, ~p = 0) ∝ exp(−Γτ)
∑
n
(Γτ)n
n!
= 1. (4.99)
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Zusammenfassung
Zusammenfassend ko¨nnen wir sagen, daß die beobachtete Erho¨hung im Dileptonenspektrum
bei Schwerionensto¨ßen, zumindest qualitativ auch durch den Einfluß der endlichen In–Medium–
Breiten erkla¨rt werden kann. Die hier vorgestellte Behandlung dieses Problems mit dem selbst-
konsistenten Φ–Funktionalformalismus weist gegenu¨ber anderen Na¨herungsschemata folgende
wesentliche Vorteile auf:
• Die Mittelwerte erhaltener Stro¨me sind fu¨r die Na¨herungen erhalten.
• Thermodynamische Konsistenz: Die Na¨herung fu¨r das Φ–Funktional liefert gleichzeitig mit
der Dynamik (Bewegungsgleichungen fu¨r die mittleren Felder und die Selbstenergien) auch
die Na¨herung fu¨r die thermodynamischen Zustandsgro¨ßen, indem es das thermodynamische
Potential im Rahmen der Na¨herung darstellt.
• Bremsstrahlungs– und Annhilationsbeitra¨ge zum Dileptonenspektrum werden konsistent
beru¨cksichtigt (Landau–Pomeranchuk–Migdaleffekt).
Das Problem, eine selbstkonsistente Na¨herung zu finden, die gleichzeitig auch die WTIn fu¨r den
internen Propagator erfu¨llt, bleibt weiterhin ein offenes Problem. Dies ist bereits im Ansatz des
Φ–Funktionals enthalten, weil alle Vertizes punktfo¨rmig bleiben und a priori kein Parameter
angegeben werden kann, der wie in der Sto¨rungstheorie eine systematische Entwicklung zuließe.
Durch die Selbstkonsistenz werden Beitra¨ge in allen Ordnungen der Kopplungskonstanten oder
~ resummiert, wobei es sich aber naturgema¨ß nur um eine Teilresummation handeln kann, da
eine exakte Behandlung der Quantenfeldtheorie nicht mo¨glich ist.
Auch die numerische Berechnung der externen Selbstenergiefunktionen, die die Transversalita¨ts-
bedingung erfu¨llt und somit eine Na¨herung darstellt, die auf dem Zweipunkt–Korrelatorniveau
die Stromerhaltung formal erfu¨llt, erscheint angesichts der Komplexita¨t der erforderlichen Lei-
terresummation aussichtslos. Entsprechend wurden in der Literatur im Zusammenhang mit
dieser Problematik lediglich einfachere Vertexkorrekturen beru¨cksichtigt, so z.B. in [KSXK90,
AKLQ92] in Form von Landau–Migdal–Parametrisierungen der ∆–N–Wechselwirkung, wo sich
das Problem auf die Berechnung von Quasiteilchenschleifendiagrammen des hier behandelten
Typs und die
”
Bubble“–Resummation vom RPA–Typ (vgl. Abschnitt 3.5) reduziert. In anderen
Arbeiten, wie z.B. [HFN93, UBRW00] werden zwar kompliziertere Vertexdiagramme beru¨cksich-
tigt, allerdings nicht im Rahmen selbstkonsistenter Rechnungen. Die dort betrachteten Vertex-
korrekturen ko¨nnen jedenfalls nicht die durch die endliche Breite der Pionen hervorgerufenen
Defizite kompensieren.
Wie schon mehrfach in dieser Arbeit betont, stellt die Berechnung des externen Propagators ge-
nau die Vertexkorrektur dar, die zur Wiederherstellung der WTIn auf Korrelatorniveau notwen-
dig ist. Der in den externen Polarisationstensor (4.97) eingehende Dreiervertex (4.95) entspricht
genau dem zum selbstkonsistenten pi–Propagator geho¨rigen Dreiervertex. Es ist dabei wesentlich,
daß der Bethe–Salpeter–Kern seinerseits wieder vermo¨ge (4.96) aus dem Φ–Funktional bestimmt
ist.
Allerdings ist fu¨r die numerische Berechnung des externen Polarisationstensors die Lo¨sung der
Bethe–Salpeter–Leiterna¨herung fu¨r den Dreipunktvertex (4.95) mit voller Impulsabha¨ngigkeit
notwendig, und dies u¨bersteigt die numerischen Mo¨glichkeiten schon allein dadurch, daß eine
Abscha¨tzung des Rechenaufwands einen Faktor 105 verglichen mit dem Aufwand fu¨r die hier
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vorgestellten Berechnungen der Selbstenergie ergibt. Außerdem ist eine komplizierte Analyse der
analytischen Eigenschaften des Dreiervertex notwendig, wie sie z.B. in ([HWH98]) besprochen
werden.
Selbst wenn dieses praktische Problem gelo¨st werden ko¨nnte, ergibt sich noch eine konzeptio-
nelle Schwierigkeit, denn der externe Propagator wird ja gerade nicht in der selbstkonsistenten
Rechnung benutzt, um die oben erla¨uterten Ru¨ckkopplungseffekte des Vektormesons bei vol-
ler Konsistenz der Bremsstrahlungs– und Annihilationsprozesse zu beru¨cksichtigen. Der interne
Propagator, der in den Linien des Φ–Funktionals benutzt wird, propagiert aber auch spuriose
Freiheitsgrade der Vektormesonen. Wir mu¨ssen daher feststellen, daß das Problem eines voll-
sta¨ndig die Symmetrie auf dem Zweipunktkorrelatorniveau respektierenden selbstkonsistenten
Schemas weiterhin offen bleiben muß.
Wir sind dem gesteckten Ziel zumindest auf pragmatischem Wege na¨her gekommen. Immerhin
garantiert unser Ansatz fu¨r die Projektion auf einen transversalen Polarisationstensor fu¨r die
Vektormesonen, daß nur transversale physikalische Moden in den internen Linien der selbstkonsi-
stenten Diagramme propagiert werden und auch numerische Probleme am Lichtkegel vermieden
werden, da nirgends explizit durch p20−~p2 dividiert werden muß, wie bei einer naiven Projektion
auf die dreidimensional longitudinalen Freiheitsgrade.
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Anhang A
Wichtige Formeln
A.1 Formeln zur Auswertung von Vakuumfeynmanintegralen
Wir verwenden ausschließlich das Verfahren der dimensionalen Regularisierung. Die Herleitung
der Formeln findet sich in [Hee97].
A.1.1 Standard-Feynman-Integrale∫
d2ωp
(2pi)2ω
1
(m2 − p2 − 2pq − iη)α =
i
(4pi)ω
Γ(α− ω)
Γ(α)
1
(q2 +m2)α−ω
. (A.1)
∫
d2ω
(2pi)2ω
pµ
(m2 − p2 − 2pq − iη)α = −
i
(4pi)ω
Γ(α− ω)
Γ(α)
qµ
(q2 +m2)α−ω
. (A.2)
∫
d2ωp
(2pi)2ω
pµpν
(m2 − p2 − 2pq − iη)α =
i
(4pi)ωΓ(α)
1
(q2 +m2)α−ω
×
×
[
qµqνΓ(α− ω)− 1
2
gµν(q
2 +m2)Γ(α− ω − 1)
]
. (A.3)
∫
d2ωp
(2pi)2ω
p2
(m2 − p2 − 2pq − iη)α =
i
(4pi)ωΓ(α)
1
(q2 +m2)α−ω
× (A.4)
×[q2Γ(α− ω)− ω(q2 +m2)Γ(α − ω − 1)].
∫
d2ωl
(2pi)2ω
(l2)2
(M2 − l2 − iη)α =
i
(4pi)ω
ω(ω + 1)
Γ(α− 2− ω)
Γ(α)
1
(M2)α−2−ω
(A.5)
∫
d2ωl
(2pi)2ω
lµlνlρlσ
(M2 − l2 + iη)α =
i
(4pi)ω
Γ(α− 2− ω)
Γ(α)
1
(M2)α−2−ω
×
× 1
4
(gµνgρσ + gµρgνσ + gµσgνρ)
(A.6)
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A.1.2 Laurententwicklung der Γ–Funktion
Die Laurententwicklung der Γ-Funktion um die Pole xn = −n fu¨r n ∈  :
∀n ∈  : Γ(−n+ ) = (−1)
n
n!
[
1

+ Ψ1(n+ 1) +O()
]
. (A.7)
Ψ1(1) = −γ, ∀n ≥ 1 : Ψ1(n+ 1) = −γ +
n∑
k=1
1
k
. (A.8)
Dabei ist γ = 0.577 . . . die Euler-Mascheronische Konstante.
A.1.3 Feynmans Parametrisierung
1
ab
=
∫ 1
0
dx
[ax+ b(1− x)]2 (A.9)
1
abc
= 2
∫ 1
0
dx
∫ 1−x
0
dy
1
[a(1− x− y) + bx+ cy]3 (A.10)
1∏m
k=1 b
αk
k
=
Γ(
∑m
k=1 αk)∏m
k=1 Γ(αm)
∫ 1
0
dx1
∫ x1
0
dx2 · · ·
∫ xm−2
0
dxm−1× (A.11)
× x
α1−1
m−1 (xm−2 − xm−1)α2−1 · · · (1− x1)αm−1
[b1xm−1 + b2(xm−2 − xm−1) + · · · + bm(1− x1)]  mk=1 αk
(A.12)
A.2 Freie Real-Time-Propagatoren fu¨r skalare Bosonen
i∆−−(p) =
i
p2 −m2 + i + n(p0)2piδ(p
2 −m2)
i∆++(p) = − i
p2 −m2 − i + n(p0)2piδ(p
2 −m2)
i∆+−(p) = 2pi sign p0δ(p
2 −m2)[f(p0) + 1] = 2pi[n(p0) + Θ(p0)]δ(p2 −m2),
i∆−+(p) = 2pi sign p0δ(p
2 −m2)f(p0) = 2pi[n(p0) + Θ(−p0)]δ(p2 −m2).
(A.13)
Dabei ist die regularisierte δ-Distribution als
2piδ(x) =
i
x+ i
− i
x− i =

x2 + 2
, (A.14)
wobei  im schwachen Sinne → +0 zu lesen ist.
Die bosonischen Verteilungsfunktionen sind durch
f(x) =
1
exp(βx)− 1 ; n(x) = f(|x|) (A.15)
gegeben.
Es gelten die folgenden nu¨tzlichen Beziehungen:
f(x) + f(−x) + 1 = 0, f(x)f(y − x) = f(y)[1 + f(x) + f(y − x)],
n(x) = signx[Θ(−x) + f(x)]. (A.16)
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A.3 Transversale Vierertensoren
In der thermodynamischen Feldtheorie ist die Lorentzinvarianz durch Auszeichnung des Ruhsy-
stems des Wa¨rmebads gebrochen. Im Ruhsystem des Wa¨rmebads spalten daher vierdimensional
transversale Funktionen in einem ra¨umlich longitudinalen und einen ra¨umlich transversalen An-
teil auf:
Θµν(p) = −gµν + p
µpν
p2
,
ΘT (p)
jk = δjk +
pjpk
~p2
, Θ0jT (p) = Θ
j0
T (p) = 0,
ΘµνL (p) = Θ
µν(p)−ΘµνT (p).
(A.17)
Es gelten die folgenden Beziehungen:
ΘL(p)
µνΘT (p)νσ = 0,
Θµν(p)Θµν(p) = 3,
ΘµνT (p)ΘTµν = 2,
ΘµνL (p)ΘLµν = 1.
(A.18)
A.4 Einige perturbative
”
thermische“ Feynmanintegrale
Im folgenden sei f :  4 → 
 eine dreidimensional skalare Funktion. Kleine Buchstaben bezeich-
nen Vierervektoren, kleine Buchstaben mit Pfeilen Dreiervektoren sowie die entsprechenden
großen Buchstaben Betra¨ge von Dreiervektoren. So ist l ein Vierervektor, ~l die raumartigen
Komponenten im Ruhesystem des Wa¨rmebads und L = ‖~l‖ mit ‖ · ‖ als euklidischer Norm.
Im folgenden werden Kugelkoordinaten (L, u = cos θ, φ) des  3 mit durch den a¨ußeren Dreie-
rimpuls ~p festgeleger Polarrichtung eingefu¨hrt. Es wird vorausgesetzt, daß f nur von L, P und
u abha¨ngen, was im Falle von dreidimensional skalaren Feldern der Fall ist.
∫
d4lf(l)δ(l2 −m2)δ[(l + p)2 −m2] =
=
pi
2
∫ ∞
0
dL
L
ωP
{
Θ(1− |u+|)f(ω,~l)|u=u+ + Θ(1− |u−|)f(−ω,~l)|u=u−
}
mit u± =
(ω ± p0)2 − L2 − P 2 −m2
2LP
und ω =
√
L2 +m2
(A.19)
Hierbei ist in Fa¨llen, die die analytische Fortsetzung von euklidischen Feynmanintegralen zu
Minkowskischen Feynmanintegralen verlangen, der Ausdruck p2 − m2 durch p2 − m2 + i zu
ersetzen, um die Funktion auf dem korrekten Riemannblatt auszuwerten.
Bei numerischen Rechnungen ist dabei vorausgesetzt, daß die u¨blichen Konventionen eingehal-
ten werden: Auf dem gesuchten Blatt sind Wurzeln positiver reeller Werte positiv reell sowie
Logarithmen reell (Prinzipalwerte). Diese Voraussetzungen sind sowohl im Fortrancompiler g77
als auch in Mathematica 3.0 erfu¨llt.
127
Anhang A · Wichtige Formeln
A.5 Exakte Propagatoren und Selbstenergien
Zwischen den Schwinger-Keldysh-Greenfunktionen und retardierten bzw. avancierten Green-
funktionen bestehen die folgenden Beziehungen:
GR = G−− −G−+ = G+− −G++,
GA = G−+ −G++ = G−− −G+−,
G+− +G−+ = G−− +G++.
(A.20)
Spektraldarstellungen fu¨r retardierte und avancierte Greenfunktionen:
GR/A(p) =
∫
dz
2pi
A(z, ~p)
z − p0 ∓ i . (A.21)
Aus den Kramers-Kronig-Relationen folgt dann die Beziehung fu¨r die Spektrale Dichte
A(z, ~p) = −2 Im[GR(z, ~p)], GA(p) = GR∗(p). (A.22)
Die entsprechenden Beziehungen fu¨r die Selbstenergien:
ΣR = Σ−− + Σ−+, ΣA = Σ−− + Σ+−
Σ++ + Σ−− = −(Σ+− + Σ−+). (A.23)
Kadanoff-Baym-Gleichungen im Matrixformalismus:
−(1 +m2)Gˆ(x1, x2) = τˆ δ(4)(x1 − x2) + τˆ
〈
Σˆ(x1, x3)Gˆ(x3, x2)
〉
3
(A.24)
mit der Matrix
τˆ =
(
1 0
0 −1
)
(A.25)
A.6 Einige Vakuumdiagramme
Wir wollen im folgenden einige Einschleifen-Vakuumdiagramme berechnen, die sich als nu¨tzlich
erweisen. Es handelt sich um den einfachen Fall, wenn die Schleife aus nur zwei Propagatorli-
nien besteht und Vertizes, die insgesamt zu Impulsordnungen O(pk) mit k = 0, 1, 2 im Za¨hler
fu¨hren. Diese Rechnungen stellen gleichzeitig einfache Beispiele zur Technik der dimensionalen
Regularisierung dar.
Wir definieren die regularisierte Funktion L
(reg)
1 durch
L
(reg)
1 (p
2,m1,m2, µ, ) = i
∫
d2ωl
(2pi)2ω
µ2
(l2 −m21 + i0)[(l + p)2 −m22 + i0]
, (A.26)
wobei hier und im folgenden stets die Skala µ der dimensionalen Regularisierung eingefu¨hrt
wurde, so daß die Kopplungskonstanten in jeder Raum-Zeitdimension d = 2ω = 4− 2 dieselbe
Impulsdimension wie bei d = 4 besitzen.
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Dieses Integral soll (zuna¨chst fu¨r p2 < 0) mit dem nach einer Wickrotation berechneten Stan-
dardintegral (A.1) ausgefu¨hrt werden. Dazu schreiben wir (A.26) mit einer Feynmanparametri-
sierung gema¨ß (A.9) und vertauschen die Integrationsreihenfolge, was wegen der Regularisierung
erlaubt ist
L
(reg)
1 (p
2,m1,m2, µ, ) = i
∫
d2ωl
(2pi)2ω
∫ 1
0
dx
µ2{
(1− x)(l2 −m21 + i0) + x[(l + p)2 −m22 + i0]
}2 .
(A.27)
Durch eine quadratische Erga¨nzung la¨ßt sich der Nenner in die Gestalt
(l + xp)2 −M2 mit M2 = (1− x)m21 + xm22 − x(1− x)p2 − i0 (A.28)
bringen, und die Anwendung von (A.1) fu¨hrt nach Laurententwicklung bzgl.  um  = 0 auf
L
(reg)
1 (p
2,m1,m2, µ, ) =
1
16pi2
∫ 1
0
dx ln
(
M2
4piµ2
)
− 1
16pi2
(
1

− γ
)
+O(). (A.29)
Das verbleibende Integral la¨ßt sich geschlossen ausfu¨hren. Es folgt
L
(reg)
1 (s,m1,m2, µ, ) = −
1
16pi2
[
1

− γ − ln
(
m1m2
4piµ2
)]
+O()+
1
16pi2s
{
(m21 −m22) ln
(
m1
m2
)
− 2s+ λ(s+ i0,m1,m2)× (A.30)
×
[
artanh
(
s+m21 −m22
λ(s+ i0,m1,m2)
)
+ artanh
(
s−m21 +m22
λ(s+ i0,m1,m2)
)]}
.
Das Integral ist also, wie vom Weinbergtheorem her zu erwarten, logarithmisch divergent. Wir
haben weiter die Abku¨rzung
λ(s,m1,m2) =
√
[s− (m1 +m2)2][s− (m1 −m2)2] (A.31)
eingefu¨hrt.
Das Feynmanintegral (A.30) besitzt bei s = (m1 +m2)
2 einen Verzweigungspunkt, und auf dem
physikalischen Blatt ist der Hauptwert der Wurzel und der des Logarithmus (d.h. die Wurzel ist
fu¨r positive reelle Argumente positiv reell und der Logarithmus reell definiert) zu nehmen. Der
Schnitt liegt bei s > (m1 +m2)
2 entlang der reellen Achse.
Mit denselben Techniken berechnen wir noch zwei weitere Integrale:
pµL
(reg)
2 (p
2,m1,m2, µ, ) = i
∫
d2ωl
(2pi)2ω
lµµ2
(l2 −m21 + i0)[(l + p)2 −m22 + i0]
(A.32)
ergibt
L
(reg)
2 (s,m1,m2, µ, ) =
1
32pi2
[
1

− γ − ln
(
m1m2
4piµ2
)]
+O()
+
1
32pi2s2
{
s(m21 −m22 + 2s)− (m21 −m22 + s)λ(s+ i0,m1,m2)× (A.33)
×
[
artanh
(
s+m21 −m22
λ(s+ i0,m1,m2)
)
+ artanh
(
s−m21 +m22
λ(s+ i0,m1,m2)
)]
−
− [(m21 −m22)2 − 2m22s] ln
(
m1
m2
)}
,
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ein wie zu erwarten linear divergentes Resultat.
Schließlich werten wir noch
L
µν(reg)
3 (p,m1,m2, µ, ) = i
∫
d2ωl
(2pi)2ω
lµlνµ2
(l2 −m21 + i0)[(l + p)2 −m22 + i0]
(A.34)
aus:
L
µν(reg)
3 (p,m1,m2, µ, ) = p
µpνL
(reg)
31 (s,m1,m2, µ, ) + g
µνL
(reg)
32 (s,m1,m2, µ, ) (A.35)
mit den skalaren Funktionen
L
(reg)
31 (s,m1,m2, µ, ) = −
1
48pi2
[
1

− γ − 1
6
ln
(
m1m2
4piµ2
)]
+O()+
+
1
288pi2s3
{
− s[6(m21 −m22)2 + 3(m21 − 5m22)s+ 13s2]+ (A.36)
+ 6λ(s+ i,m1,m2)[m
4
1 + (s−m22)2 +m21(s− 2m22)]×
×
[
artanh
(
s+m21 −m22
λ(s+ i0,m1,m2)
)
+ artanh
(
s−m21 +m22
λ(s+ i0,m1,m2)
)]
+
+ [(m21 −m22)3 + 3(m42 −m21m22)s− 3m22s2] ln
(
m1
m2
)}
und
L
(reg)
32 (s,m1,m2, µ, ) =
s− 3(m21 +m22)
192pi2
[
1

− γ + 1− 1
3
ln
(
m1m2
4piµ2
)]
+O()+
+
1
576pi2s2
{
s[3(m21 −m22)2 − 12(m21 +m22)s+ 5s2]− 3λ3(s+ i,m1,m2)× (A.37)
×
[
artanh
(
s+m21 −m22
λ(s+ i0,m1,m2)
)
+ artanh
(
s−m21 +m22
λ(s+ i0,m1,m2)
)]
+
+ [(m21 −m22)3 − 3(m41 −m42)s]s2 ln
(
m1
m2
)}
A.7 Tadpoles
Fu¨r die eichinvariante Behandlung von Eichtheorien ist weiter die Normalordnung im Opera-
torformalismus zu vermeiden, weil sie die manifeste Eichinvarianz bricht. Die Tadpolebeitra¨ge
sorgen dafu¨r, daß die Eichfelder keiner Massenrenormierung bedu¨rfen, was essentiell ist, weil im
Wigner-Weyl-Mode (also bei nicht spontan gebrochener Eichsymmetrie) ein Vektorfeld notwen-
dig masselos ist, also auch kein endlicher Gegenterm zula¨ssig ist. Wieder mit Hilfe von (A.1)
finden wir sofort
T1(m,µ, ) = i
∫
d2ωl
(2pi)2ω
µ2
l2 −m2 + i = −
m2
16pi2
[
1

+ 1− γ − ln
(
m2
4piµ2
)]
. (A.38)
Insbesondere fu¨r m→ 0 findet sich das bekannte Resultat
lim
m→0
T1(m,µ, ) = i
∫
d2ωµ2
(2pi)2ω
1
l2 + i
= 0. (A.39)
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A.8 Numerisches Integrationsverfahren
Im folgenden soll kurz das in dieser Arbeit verwendete numerische Integrationsverfahren zur
Auswertung von Diagrammen mit zwei inneren Punkten beschrieben werden, das auf Ideen
von J. Knoll zuru¨ckgeht. Diagramme dieser Topologie ko¨nnen offensichtlich durch sukzessive
Auswertung von Einschleifenintegralen berechnet werden, wie es ausfu¨hrlich in Kapitel 3 am
Beispiel des Sunsetdiagramms erla¨utert worden ist.
Es sind Integrale der Form
C(p0, P ) =
∫
d4lA(l0, L)B(l0 + p0, |~l + ~p|) (A.40)
zu berechnen. Dabei sind A und B die Funktionen der Zeitkomponente und des Betrags der
Raumkomponenten des jeweiligen Viererimpulses. Mit |~k| bezeichnen wir die euklidische Norm
des Dreiervektors ~k.
Wir nutzen zuna¨chst die Rotationssymmetrie aus und fu¨hren Kugelkoordinaten ein. Wir bemer-
ken, daß in Kugelkoordinaten die δ-Distribution die Gestalt
δ(3)(~x1 − ~x2) = 1
r21
δ(r1 − r2)︸ ︷︷ ︸
2
r1
δ(r21−r
2
2)
δ(φ1 − φ2)δ(cos θ1 − cos θ2). (A.41)
besitzt. Fu¨r eine Funktion, die nur vom Betrag des Vektors ~x abha¨ngt, gilt also
f(|~x|) =
∫
d3~yf(|~y|)δ(3)(~x− ~y) = 1
4pi
∫
d3~y
1
~x2
δ(|~x| − |~y|)f(|~y|). (A.42)
Mit Hilfe dieser Beziehungen la¨ßt sich nun der ra¨umliche Anteil des Integrals einer Funktion,
die von |~l| und |~l + ~p| abha¨ngt wie folgt umformulieren. Dazu sei F :  2 → 
 eine beliebige
integrable Funktion. Dann gilt
G(|~p|) =
∫
d3~lF (|~l|, |~l + ~p|) =
=
∫
d3~l1
∫
d3~l2F (|~l1|, |~l2|)δ(3)(~l1 −~l2 + ~p) =
=
1
2pip2
∫
d3~l1
∫
d3~l2
∫
d3~l3F (|~l1|, |~l2|)δ(3)(~l1 −~l2 +~l3)δ(p − l3) =
=
1
2pip
∫
d3~l1
∫
d3~l2F (|~l1|, |~l2|)δ[p2 − (~l1 −~l2)2].
(A.43)
Die Einfu¨hrung von Kugelkoordinaten in ~l1 und ~l2, wobei lˆ1 als Polarrichtung von ~l2 benutzt
wird, und Abintegration der vier Winkelintegrale ergibt:
G(P ) =
2pi
p
∫ ∞
0
l1dl1
∫ ∞
0
l2dl2Θ(|l1 − l2| ≤ P ≤ l1 + l2)F (l1, l2). (A.44)
Fu¨r die numerische Implementation auf einem a¨quidistanten Gitter mit Gitterabstand h la¨ßt
sich diese Gleichung auch so interpretieren, daß jedes Stu¨tzstellenpaar l1 und l2 einen Beitrag
2pil1l2
P
F (l1, l2)h
2 (A.45)
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zu allen Endimpulsen P liefert, die die in der Θ–Funktion in (A.44) notierte Dreiecksungleichung
erfu¨llen.
Die numerisch genauesten Resultate, getestet an Gaußschen Faltungsintegralen, ergibt sich, wenn
die Impulse auf halbzahligen Stu¨tzstellen vertafelt werden, also
PiP = (iP + 1/2)h, l1i1 = (i1 + 1/2)h, l2i2 = (i2 + 1/2)h (A.46)
gesetzt und die ganzzahlige Dreiecksungleichung |i1 − i2| ≤ |iP | ≤ i1 + i2| benutzt wird.
Zusammen mit den Energieintegralen, die ebenfalls auf a¨quidistanten Gittern realisiert werden,
erlaubt Gl. (A.44) eine geschickte Anordnung der numerischen Schleifen, so daß deren Verschach-
telungstiefe maximal vom Grade 4 wird, d.h. der numerische Aufwand ist proportional zu N 4,
wobei N die Anzahl der Stu¨tzstellen fu¨r p0 und P = |~p| bezeichnet. U¨bersichtsrechnungen wur-
den mit N = 100, die gezeigten Resultate mit N = 200 durchgefu¨hrt. Eine naive Implementation
(3–dimensionale Integrale fu¨r ein zweidimensionales Feld) ha¨tte einen Aufwand der Ordnung N 5
bedeutet, was zu um zwei Gro¨ßenordnungen ho¨heren Rechenzeiten gefu¨hrt ha¨tte.
Wegen mo¨glicher scharfer Strukturen der Spektralfunktionen erweist es sich als vorteilhaft, die
retardierten Greenfunktionen bzgl. der p0 im Integralmittel zu vertafeln. Dazu wurde der inverse
retardierte Propagator zwischen den Stu¨tzstellen linear interpoliert und der Mittelwert gema¨ß
dieser Interpolation fu¨r jedes Intervall vermo¨ge
GR(p0, P ) ≈
∫ l0>
l0<
GR(l0, P ) = ln
[
ln(G−1> /G
−1
< )
G−1> −G−1<
]
(A.47)
berechnet. Dabei sind l0< und l
0
> die Grenzen des betrachteten zu p0 geho¨rigen Intervalls und
G−1</> die entsprechenden Werte des inversen retardierten Propagators.
Die bei Ableitungskopplungen auftretenden Richtungsabha¨ngigkeiten ko¨nnen dadurch umgan-
gen werden, daß die jeweils beno¨tigten tensoriellen Spuren wie gµνΠ
µν oder pµpνΠ
µν berechnet
werden. Die dabei auftretenden Skalarprodukte ko¨nnen dann vermo¨ge
lµp
µ =
1
2
[(l + p)2 − l2 − p2] (A.48)
durch
”
isotrope“ Gro¨ßen ausgedru¨ckt werden.
Neben kontrollierbaren Gitterartefakten erweist sich die numerische Iteration der Selbstenergie-
berechnungen als stabil, da selbst zur Berechnung von Funktionswerten am Rande des Gitters
hauptsa¨chlich nur Werte der Integranden aus dem Inneren des Gitters wesentliche Beitra¨ge zum
Integral liefern.
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In diesem Anhang erla¨utern wir die Herleitung der Feynmanregeln und stellen sie fu¨r die in
dieser Arbeit behandelten Modelle zusammen.
B.1 Herleitung der Feynmanregeln im Raumzeitbereich
Der Vollsta¨ndigkeit halber zeigen wir in diesem Abschnitt, wie sich die Feynmanregeln im Raum-
zeitbereich aus (2.84) herleiten lassen.
Entwickeln wir (2.84) in j, erkennen wir, daß G
(n)
k nur fu¨r gerade n von 0 verschieden sein kann.
Dies ist Folge der Symmetrie der Lagrangedichte, gegenu¨ber der
”
Feldspiegelungstransformation“
φ(x) → −φ(x). Weiter tra¨gt nur der Term bei, der genau 4k + n a¨ußere Stro¨me entha¨lt.
Bezeichnen wir nun, wie in der Diagrammtechnik u¨blich, mit einer Linie den Propagator i∆  ,
mit einem Sternchen den a¨ußeren Strom und mit einem Punkt ein Raumzeitargument, ko¨nnen
wir die Ableitung diagrammatisch ausfu¨hren (vgl. Abb. B.1).
Dabei bedeutet jede Ableitung nach j die Entfernung eines Sternchens, und die Bezeichnung
des Punktes, an dem dieser angebracht ist mit dem im Strom auftretenden Raumzeitargument.
Dabei entsteht durch die Ableitungen δ4/δJ(y)4 ein Raumzeitpunkt y, von dem vier Linien
ausgehen, der zu diesem Wechselwirkungsterm geho¨rende Vertex. Entsprechend dem Ausdruck
(a)
x′ x
= iG  (x′, x)
= j(x)
(b)
1
[(4k+n)/2]!
(
1
2
)(4k+n)/2
...
x
Abbildung B.1: (a) Elemente fu¨r Diagramme mit a¨ußeren Quellen: Jedes Sternchen steht fu¨r
einen a¨ußeren Strom, jede Linie fu¨r einen freien Konturpropagator i∆  . Ein Punkt bezeichnet
ein Raumzeitargument mit einer Zeitkomponente auf der Kontur.
(b) Das Integral, aus dem sich ein Beitrag zu G
(n)
k durch Ableiten nach den a¨ußeren Quellen
gema¨ß (2.85) ergibt. Nach Bilden der Ableitungen und Nullsetzen der a¨ußeren Stro¨me kann
na¨mlich offensichtlich nur ein Term, der vorher genau 4k+n Stro¨me enthalten hat, u¨brig bleiben.
Der Symmetriefaktor des Diagramms wurde explizit angegeben.
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(2.85) geho¨rt zu jedem solchen Vertex ein Faktor −iλ/4!, und es ist u¨ber den entsprechenden
Punkt zu integrieren (fu¨r das Zeitargument entlang der Kontur). Die Linie kann sowohl im glei-
chen Vertex als auch in einem anderen Vertex enden. Jede Linie steht, wie oben eingefu¨hrt,
fu¨r einen freien Propagator i∆  (x′, x). Durch die Bildung der n Ableitungen entsprechend den
Raumzeitargumenten der n–Punktfunktion entstehen a¨ußere Punkte, in denen eine Linie en-
det, die jedoch nicht einem Vertex angeho¨rt. U¨ber diese Punkte ist natu¨rlicherweise nicht zu
integrieren. Jedes so durch Ableitung entstehende Gebilde nennen wir Feynmandiagramm.
I.a. besteht ein Feynmandiagramm aus mehreren zusammenha¨ngenden Teildiagrammen, und
das Gesamtdiagramm ist das Produkt aus allen Teildiagrammen. Ein Ausdruck der Form (2.85)
wird i.a. aus der Summe verschiedener Diagramme bestehen, die alle eine gleiche Anzahl a¨u-
ßerer Punkte besitzen. Da alle Stro¨me in unserem Fall die gleichen sind, weil wir es nur mit
einem Feldfreiheitsgrad zu tun haben, entstehen zu jedem Paar (k, n) eine endliche Anzahl von
Graphen, von denen aber nur wenige verschiedene analytische Ausdru¨cke liefern. Es ist offen-
sichtlich, daß Diagramme, die die gleiche Topologie bzgl. der Verbindung innerer und a¨ußerer
Punkte mit Propagatorlinien aufweisen, den gleichen Wert besitzen. Ein Diagramm gegebener
Topologie tra¨gt aber nun offensichtlich mit einem Multiplizita¨tsfaktor bei, der sich durch die
Mo¨glichkeiten ergibt, die k Vertizes mit (4k−n)/2 Propagatorlinien zu verbinden, so daß genau
das Diagramm der gegebenen Topologie entsteht.
Um dies zu verstehen, muß man sich nur klar machen, daß nach dem Ableiten und Nullsetzen
der a¨ußeren Stro¨me nur der Beitrag der Ordnung (4k − n)/2 der Exponentialreihe, die das freie
erzeugende Funktional generiert, u¨brig bleiben kann. Der Faktor (1/2)(4k−n)/2 hebt sich weg,
weil alle Stro¨me durch Differenzieren wegfallen mu¨ssen, d.h. jeder Term der Form
1
2
∫

d2ωx′d2ωxj(x′)∆  (x′, x)j(x) (B.1)
wird differenziert. Der Faktor 1/[(4k − n)/2]! von der Exponentialfunktion fa¨llt heraus, weil die
(4k − n)/2 Faktoren gleich sind. Wir fassen also die Feynmanregeln wie folgt zusammen:
Zur Berechnung des Beitrags zur n–Punkt GreenfunktionG
(n)
k (x1, . . . , xn) in k–ter Ordnung der
Sto¨rungsreihe vorgegebener Topologie sind folgende Schritte notwendig:
(1) Es sind zuna¨chst k Vertizes mit vier amputierten Beinchen zu zeichnen. Amputiert heißt
hierbei, daß mit den Beinchen keine Propagatoren assoziiert werden sollen. Außerdem sind
die a¨ußeren Punkte x1, . . . , xn mit der Bezeichnung des dazugeho¨rigen Raumzeitarguments
hinzuzufu¨gen.
(2) Die a¨ußeren Punkte werden gema¨ß der vorgegebenen Topologie des Diagramms verbun-
den. Dabei ist die Zahl der Mo¨glichkeiten entsprechend der Zahl der amputierten Beinchen,
mit denen dies geschehen kann, zu multiplizieren. Schließlich sind die nunmehr topologisch
festgelegten Vertizes ebenfalls durch Linien zu verbinden, wobei die entsprechenden Mo¨g-
lichkeiten ebenfalls in das Produkt eingehen. Wir nennen den so bestimmten Faktor M
(
”
Multiplizita¨t“ des Diagramms).
(3) Jede Linie, die zwei Raumzeitpunkte x und y, verbindet, tra¨gt einen Faktor i∆  (x, y)
bei. Die Argumente sind dabei entgegen der Pfeilrichtung anzuordnen, obwohl dies wegen
der speziellen Symmetrie der Greenfunktion fu¨r die Feynmanregeln im Konfigurationsraum
keine Rolle spielt. Der Grund dafu¨r ist, daß im Pfadintegralformalismus wegen der gleichen
Stro¨me in (2.84) die Reihenfolge der Raumzeitargumente der Greenfunktion unerheblich
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ist. Man beachte, daß dies auch im Operatorformalismus wegen der Symmetrie des Aus-
drucks iG(n)(x1, . . . , xn) = 〈T  φ(x1) · · ·φ(xn)〉 bzgl. des Vertauschens beliebiger Raum-
zeitargumente selbstversta¨ndlich ist. Wir werden jedoch bei der Aufstellung der Feynman-
regeln im Impulsraum von dieser Pfeilrichtung noch Gebrauch machen. Jeder Vertex steht
fu¨r einen Faktor −iλ/4!. Schließlich ist noch mit M/k! zu multiplizieren und u¨ber die
inneren Punkte (also zu einem Vertex geho¨rigen Raumzeitargumente) zu integrieren.
(4) Es ist durch die entsprechende Na¨herung von Z[j = 0] zu dividieren. Dabei haben wir
beru¨cksichtigt, daß wir das erzeugende Funktional der freien Theorie auf 1 normiert haben.
Der Propagator ist dabei ganz allgemein durch den quadratischen Anteil in der Lagrangedichte
bestimmt. Es ist das Inverse der quadratischen Form, die entsteht, wenn man alle Ableitungen
durch partielle Integration auf ein Feld bringt. Das zeigt, daß eine Sto¨rungstheorie nur sinnvoll
formulierbar ist, wenn diese quadratische Form invertierbar ist, also wenn die freien Feldgleichun-
gen eindeutig lo¨sbar sind. Es handelt sich dabei um die Greenfunktion der freien Feldgleichung
mit pseudoperiodischen fu¨r bosonische und pseudoantiperiodischen Randbedingungen fu¨r fer-
mionische Felder.
Der Vertex zu einem Wechselwirkungsterm ist durch die entsprechende Ableitung dieses Terms
nach den Feldern (und Division durch die entstehenden Faktoren bei identischen in dem Term
vorkommende Felder) gegeben.
Wir bemerken dabei, daß wegen (4) die Diagramme eliminiert werden, die geschlossene Teil-
diagramme, also Diagramme ohne a¨ußere Punkte enthalten. In der Vakuumquantentheorie ent-
spricht dies der Renormierung des Vakuumzustandes in der gegebenen Ordnung Sto¨rungstheorie.
In unserem Fall handelt es sich um Korrekturen zur Zustandssumme (in dem in (2.62) durch Z ′
gegebenen Sinne), die fu¨r die Normierung des Statistischen Operators auf 1 in jeder Ordnung
der Sto¨rungsentwicklung sorgen. Fu¨r einen elementaren Beweis s. [Hee98].
Betrachten wir als Beispiel die Korrektur niedrigster Ordnung zur Zweipunktfunktion in der
φ4–Theorie. Die oben angedeutete Rechnung kann hier leicht von Hand ausgefu¨hrt werden, wir
wollen jedoch die Rechnung mit Hilfe der Diagrammregeln ausfu¨hren.
Fu¨r die Korrektur zur Zustandssumme erhalten wir nur ein Diagramm:
iZ1 = =
iλ
8
∫
d2ωy∆2

(y, y). (B.2)
Der Multiplizita¨tsfaktor ergibt sich dabei wie folgt: Gema¨ß den Feynmanregeln zeichnen wir
einen Vertex mit vier Beinchen. Jetzt nehmen wir ein Beinchen und verbinden es entsprechend
der Topologie des Diagramms mit einem der drei verbliebenen Beinchen (3 Mo¨glichkeiten). Ein
weiteres Beinchen ist mit dem letzten verbliebenen zu verbinden, so daß hier M = 3, der gesamte
Vertexfaktor also −3iλ/4! = −iλ/8 ist. Ein weiteres −–Zeichen stammt von den beiden Linien,
die fu¨r i∆(y, y) stehen.
Fu¨r die Zweipunktfunktion haben wir die folgenden beiden Diagramme:
Z ′[0]iG
(2)
1 = × + . (B.3)
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Insgesamt bekommen wir also
G
(2)
0 +G
(2)
1 =

1 +

+ +O(λ2)
1 + +O(λ2)
. (B.4)
Entwicklung des Nenners in eine geometrische Reihe gibt dann in der Ordnung λ
G
(2)
1 = . (B.5)
B.2 Das abelsche Vektormesondominanzmodell
Das abelsche Vektormesondominanzmodell wurde ausfu¨hrlich in Abschnitt 4.1 besprochen. Wir
geben nur die Feynmanregeln fu¨r die wechselwirkenden Teilchen an. Die drei Geister (1 skala-
rer und 2 Faddeev-Popov–Geister) wechselwirken im Falle der abelschen Eichtheorie nicht und
werden daher lediglich zur Berechnung der Zustandssumme des wechselwirkungsfreien Gases in
beliebigen Rξ–Eichungen beno¨tigt.
Wir formulieren die perturbativen Feynmanregeln fu¨r das Vakuum. Die entsprechenden Regeln
fu¨r endliche Temperaturen und Dichten erha¨lt man daraus durch Anwendung der in Anhang B
fu¨r Skalarfelder angegebenen Regeln.
Wir folgen in der Konvention der Feynmanregeln [IZ80]: Die Pfeile an Propagatoren und Vertizes
geben die Richtung des Ladungsflusses geladener Teilchen an. Im Fall a¨ußerer Linien fu¨r eine
Streuamplitude ist nach der LSZ-Reduktionsformel jeweils die Wellenfunktion pi(p) (pi∗(−p)) fu¨r
einlaufende pi+– (pi−–) Mesonen bzw. pi∗(−p) (pi(p)) fu¨r auslaufende pi+– (pi−–) Mesonen und
entsprechend fu¨r Leptonen einzusetzen. Die freien ebenen Wellenfunktionen in Impulsdarstellung
sind fu¨r Bosonen auf 2ω(~p) bzw. fu¨r Fermionen der Masse m auf ω(~p)/m normiert. In dieser
Konvention ergibt sich aus den Feynmanregeln die durch S =  + iT definierte Wahrscheinlich-
keitsamplitude fu¨r den U¨bergang vom Anfangszustand |i〉 zum Endzustand |f〉
〈f |T | i〉 = (2pi)4δ(4)(Pf − Pi)  fi. (B.6)
Dabei bezeichnet Pi den Gesamtviererimpuls im Anfangs– und Pi den Gesamtviererimpuls im
Endzustand. Damit gilt fu¨r den invarianten differentiellen Streuquerschnitt der Streuung von
zwei Teilchen im Anfangskanal (Impulse p1 und p2) zu einer beliebigen Zahl von Teilchen im
Endkanal (Impulse p3, . . . , pn)
dσ =
1
4
√
(p1p2)2 −m21m22
|  fi|2∏
i ki!
d3~p3
2ω(~p3)
· · · d
3~pn
2ω(~pn)
(2pi)4δ(4)(Pi − Pf ). (B.7)
136
B.2 · Das abelsche Vektormesondominanzmodell
Hierin bezeichnet ki die Anzahl identischer Teilchen der Spezies i im Endkanal. Fu¨r jedes mas-
sive Fermion der Spezies i im Anfangs– und Endkanal ist entsprechend der gegenu¨ber Bosonen
verschiedenen Normierung mit 2mi zu multiplizieren.
Die Propagatoren fu¨r die ρ–Mesonen, Photonen, Pionen und Leptonen lauten in Rξ–Eichung
1:
p
µ ν = − ig
µν
p2 −m2ρ + iη
+
i(1− ξρ)pµpν
(p2 −m2ρ + iη)(p2 − ξm2ρ + iη)
(B.8)
p
µ ν = − ig
µν
p2 + iη
+
i(1− ξγ)pµpν
(p2 + iη)2
(B.9)
p
=
i
p2 −m2pi + iη
(B.10)
p
=
i(/p+m)
p2 −m2l + iη
. (B.11)
Die Vertizes sind gegeben durch
q
r − qr
µ= −igρpi(qµ + rµ) q
r − qr
µ= −ie(qµ + rµ) (B.12)
(B.13)µ ν
= ig2ρpig
µν
µ ν
= ie2gµν (B.14)
(B.15)µ ν
= 2iegρpig
µν = − iλ
8
(B.16)
µ ν = i
e
gργ
p2Θµν(p) (B.17)
1Die Eichfixierungskonstanten fu¨r ρ–Meson und Photon ko¨nnen unabha¨ngig voneinander gewa¨hlt werden!
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Anhang C
Fermionische koha¨rente Zusta¨nde
Fu¨r die Pfadintegralformulierung fermionischer Quantenfeldtheorien werden die verallgemeiner-
ten Eigenzusta¨nde der Feldoperatoren und deren kanonisch konjugierte Impulse beno¨tigt, die wir
hier der Vollsta¨ndigkeit halber angeben wollen. Wir beno¨tigen sie in dieser Arbeit allerdings nur
am Rande bei der Behandlung von Eichtheorien im Rahmen des Faddeev–Popov–Formalismus.
Im bosonischen Fall sind das gerade die koha¨renten Zusta¨nde. Da die fermionischen Feldopera-
toren Antikommutatorregeln statt Kommutatorregeln genu¨gen, mu¨ssen die
”
Eigenwerte“ sowohl
der Felder als auch der Impulse durch eine antikommutative Algebra, die sog. Grassmannalgebra,
realisiert werden. Wir folgen hierbei (bis auf eine Vorzeichenkonvention beim Integrieren) der
Konvention in [Wei95].
Wir beginnen mit einer Quantenfeldtheorie, in der die Raumzeitkoordinaten gegittert sind. Die-
sen Schritt mu¨ssen wir fu¨r das Pfadintegral ohnehin zuna¨chst durchfu¨hren. Wir ignorieren dabei
alle mathematischen Probleme, die mit einer solchen Diskretisierung im Zusammenhang mit
Fermionen auftreten ko¨nnen.
Dann haben wir es mit einer Operatoralgebra zu tun, die aus einer endlichen (oder ho¨chstens
abza¨hlbar unendlichen) Anzahl fundamentaler Feldoperatoren und deren kanonisch konjugierten
Impulsen erzeugt wird. Diese Operatoren genu¨gen den folgenden Antikommutatorregeln:
[ψα,Πβ]+ = iδαβ ,
[
ψα,ψβ
]
+
= [Πα,Πβ]+ = 0. (C.1)
Insbesondere folgt, daß fu¨r jedes α gilt Π2α = ψ
2
α = 0. Daraus ergibt sich sofort, daß es einen
Zustand |0〉 ∈  und 〈0| ∈  ∗ gibt, so daß
∀α : ψa |0〉 = 0, 〈0|piα = 0 (C.2)
gilt. Es muß betont werden, daß 〈0| nicht das duale Element zu |0〉 ist. Wir definieren den durch
(C.2) nicht festgelegten Faktor von |0〉 so, daß 〈0| 0〉 = 1.
Eine vollsta¨ndige Basis von

ist dann durch
|α, β, . . .〉 = ΠαΠβ · · · |0〉 (C.3)
gegeben. Dabei kann eine beliebige Anzahl von untereinander verschiedenen Impulsoperatoren
auf den Vakuumzustand |0〉 angewandt werden. Es ist lediglich eine beliebige dann aber feste An-
ordnung der Impulsoperatoren zu wa¨hlen, was einer bestimmten Phasenwahl der Basiszusta¨nde
entspricht.
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Die Feldoperatoren und Impulsoperatoren wirken dann wie folgt auf die Basiszusta¨nde
ψα |α, β, . . .〉 = ψαΠα |β, . . .〉 = [ψα,Πα]+ |β, . . .〉 = i |β, . . .〉 ,
Πα |α, β, . . .〉 = P2α |β, . . .〉 = 0.
(C.4)
Entsprechend kann man eine Basis des dualen Raums durch
〈α, β, . . .| = 〈0| 1
i
ψα
1
i
ψβ · · · (C.5)
generieren. Aus den Antikommutatorrelationen liest man dann sofort ab, daß
〈
α′, β′, . . .
∣∣α, β, . . .〉 =
{
0 falls {α′, β′, . . .} 6= {α, β, . . .}
σ(P ) falls α′ = P (α), β′ = P (β), . . . ,
(C.6)
wobei P ∈ S({α, β, . . .}).
Definieren wir nun verallgemeinerte Eigenvektoren der Feldoperatoren
∀α : ψα |η〉 = ηα |η〉 , (C.7)
so mu¨ssen aufgrund der Antikommutativita¨t der Feldoperatoren untereinander die ηα eben-
falls untereinander antikommutieren. Wir werden auf diese Weise auf die sog. Grassmannzahlen
gefu¨hrt. Diese stellen einen 
 –Vektorraum dar, die durch ein assoziatives, distributives und  2–
graduiertes 1 Produkt zur Grassmannalgebra erweitert werden. Im folgenden soll es darum gehen,
die Analysis auf dieser Grassmannalgebra so zu definieren, daß mo¨glichst weitgehende Analogien
zu den im Pfadintegral fu¨r Bosonen angewandten Rechenregeln entstehen. Dieser Kalku¨l wurde
durch Berezin in die Quantenfeldtheorie eingefu¨hrt.
Die Grassmannvariablen sollen der Bequemlichkeit halber nicht nur untereinander, sondern auch
mit den Feld- und Impulsoperatoren antikommutieren:
[ηα, ηβ ]+ =
[
ηα,ψβ
]
+
= [ηα,Πβ]+ = 0. (C.8)
Die Exponentialfunktion von Produkten von Feld- bzw. Impulsoperatoren mit Grassmannzahlen
ist dann durch die formale Potenzreihe definiert. Dabei ist zu beachten, daß dies in dem Fall,
daß nur endlich viele Feld- und Impulsoperatoren vorliegen, stets eine abbrechende Reihe ist,
da jedes Monom, in dem eine Grassmannzahl oder ein Operator mehr als einmal vorkommen,
wegen der Antikommutatorregel verschwindet. Mit dieser Definition gilt dann
|η〉 = exp
[
−i
∑
α
Παηα
]
|0〉 . (C.9)
Zum Beweis bemerken wir, daß wir die Exponentialfunktion faktorisieren du¨rfen, da die Παηα
untereinander vertauschen, dabei ist auch die Reihenfolge der Produkte in diesem Fall uner-
heblich. Um zu zeigen, daß (C.9) verallgemeinerter Zustand der Feldoperatoren ist, wenden wir
1Da die Erzeugenden ηα antikommutieren, kommutieren (antikommutieren) Produkte aus einer geraden (un-
geraden) Zahl solcher Erzeugenden mit allen anderen Produkten. Man spricht daher von einer  2-graduierten
Algebra.
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diese Faktorisierung an:
ψα |η〉 = ψα exp (−iΠαηα) exp

−i∑
β 6=α
Πβηβ

 |0〉 = −i [ψα,Πα]+ ηα exp

−i∑
β 6=α
Πβηβ

 |0〉 =
= ηα(1− iΠαηα) exp

−i∑
β 6=α
Πβηβ

 |0〉 = ηα |η〉 .
(C.10)
Dabei haben wir η2α = 0 ausgenutzt.
Analog zeigt man, daß
〈η| = 〈0|
∏
α
ψα exp
(
−i
∑
α
ηαΠα
)
(C.11)
ein verallgemeinerter dualer Eigenvektor (verallgemeinerter Linkseigenvektor) ist. Das Produkt
u¨ber die antikommutierenden Feldoperatoren ist dabei als geordnetes Produkt zu verstehen,
wobei eine lexikalische Ordnung willku¨rlich ausgezeichnet wird. Unterschiedliche Ordnungen
resultieren lediglich in Phasenfaktoren, die wir beliebig wa¨hlen ko¨nnen. Fu¨r die Rechnungen
mu¨ssen wir allerdings eine feste Phasenordnung wa¨hlen. Fu¨r (C.11) gilt
〈η|ψα = 〈η| ηα. (C.12)
Man zeigt leicht, daß fu¨r die so definierten Eigenvektoren der Feldoperatoren gilt
〈
η′
∣∣ η〉 =∏
α
(ηα − ηα′). (C.13)
Auf dieselbe Weise definieren wir verallgemeinerte Rechts- und Linkseigenvektoren der Impuls-
operatoren
|η∗〉 = exp
(
−i
∑
α
ψαη
∗
α
)∏
β
Πβ |0〉 und 〈η∗| = 〈0| exp
(
−i
∑
α
η∗αψα
)
. (C.14)
Fu¨r das U¨bergangsmatrixelement finden wir ebenfalls durch elementare Rechnungen
〈η∗| η〉 = exp
(
−i
∑
α
η∗αηα
)
. (C.15)
Damit ist bereits eine weitgehende Analogie zu den bosonischen koha¨renten Zusta¨nden erreicht.
Allerdings gilt wegen der Antikommutativita¨t der Operatoren und Grassmannvariablen
〈η| η∗〉 = iN (−1)N(N−1)/2 exp
(
+i
∑
α
η∗αηα
)
. (C.16)
Wir stellen weiter fest, daß die koha¨renten Zusta¨nde vollsta¨ndig sind, denn jeder der durch (C.2)
definierten Zusta¨nde |α, β, . . .〉 ist wegen (C.9) gerade der Koeffizient des Produkts ηαηβ · · · .
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Dies motiviert die Definition des Integrals u¨ber Grassmannzahlen. In einer N -dimensionalen
Grassmannalgebra ist jede durch eine formale Potenzreihe definierbare Funktion ein endliches
Polynom, und die Entwicklung entha¨lt ein eindeutig festgelegtes Glied der Form
f(η) = · · ·+ c
∏
α
ηα, (C.17)
wobei c ∈ 
 ist. Dann definieren wir als∫
dNηf(η) = c. (C.18)
Das so definierte Berezinintegral folgt analogen Rechenregeln wie uneigentliche Mehrfachinte-
grale u¨ber  N , wenn man entsprechende Vorzeichenkonventionen beachtet. Insbesondere ist das
Integral 
 -linear und unabha¨ngig unter Translationen, letzteres, weil sich in einer formalen Ent-
wicklung von f(η + η′) um η′ = 0 der Koeffizient vor
∏
α ηα nicht a¨ndert. Das Berezinintegral
la¨ßt sich als iteriertes Integral von Integralen u¨ber nur ein ηα verstehen, indem wir definieren
∀c ∈ 

∫
dηαc ηβηγ · · · ηα = cηβηγ · · · , (C.19)
d.h. das Vorzeichen des Integrals entscheidet sich an der Zahl von Vertauschungen von Grass-
mannzahlen in den Monomen, die notwendig sind, um die Variable, u¨ber die integriert wird, ganz
nach rechts zu bringen. Wir vereinbaren weiter, daß die
”
Differentiale“ dηα unter dem Integral
untereinander sowie mit allen Grassmannzahlen und fermionischen Operatoren antikommutieren
sollen.
Eine sehr wichtige Regel ist die Substitutionsregel fu¨r das Mehrfachintegral, dessen Beweis daher
hier eingeschoben werden soll. Es sei also Mαβ eine beliebige invertierbare 

N×  –Matrix. Dann
gilt
η′α = M
−1
αβ ηβ ⇒
∏
η′α =
∏
α
∑
βα
M−1αβαηβα . (C.20)
Da ein Produkt, das mehrere gleiche Grassmannzahlen entha¨lt, verschwindet, genu¨gt es, u¨ber
βα ∈ SN zu summieren. Bringt man also die Produkte auf der rechten Seite in lexikalische
Ordnung, muß man dies durch einen Faktor σ(β) beru¨cksichtigen, so daß man schließlich∏
α
η′α =
∑
βα
∏
α
σ(β)M−1αβα
∏
γ
ηγ = (detM)
−1
∏
γ
ηγ (C.21)
erha¨lt. Damit folgt fu¨r jede analytische Funktion f die Substitutionsregel∫
dNη′f(Mη′) = detM
∫
dNηf(η), (C.22)
d.h. im Gegensatz zu gewo¨hnlichen Integralen in  N steht die Jacobideterminante der Transfor-
mation im Za¨hler und nicht im Nenner.
Fu¨r das euklidische Pfadintegral finden wir damit sofort
G(M) =
∫
dN (η∗, η) exp(η∗jMjkηk) = detM (C.23)
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fu¨r nichtsingula¨re hermitesche Matrizen M. Zum Beweis mu¨ssen wir nur durch eine Hauptach-
sentransformation M auf Diagonalgestalt bringen. Da die dabei angewandte Transformation
unita¨r ist, ist das Pfadintegralmaß gema¨ß (C.22) dabei invariant:
G(M) =
∫
dN (η∗, η) exp

 N∑
j=1
λjη
∗
j ηj

 . (C.24)
Darin bezeichnen die λj die Eigenwerte der Matrix M . Jetzt beachten wir, daß die Exponen-
tialfunktion wegen des paarweisen Auftretens der Grassmannzahlen im Argument faktorisiert:
exp

 N∑
j=1
λjη
∗
j η
j

 = N∏
j=1
(1 + λjη
∗
j ηj). (C.25)
Wir ko¨nnen also die Faktoren einzeln integrieren und erhalten schließlich
GM =
N∏
j=1
λj = detM, (C.26)
und das war zu zeigen. Die Regel entspricht wieder genau der bosonischen Gaußintegralregel,
nur daß die Determinante im Za¨hler und nicht im Nenner steht. Dieser wichtige Umstand spielt
bei der Behandlung der Quantisierung von Eichtheorien eine wesentliche Rolle (vgl. Abschnitte
2.3.6 und 4.1).
Da die |η〉 eine vollsta¨ndige Basis des Hilbertraums bilden, ko¨nnen wir jeden Zustand |f〉 in der
Form
|f〉 =
∫
dNη |η〉 f(η) (C.27)
schreiben. Dabei setzt sich f aus einer Summe von Monomen, die gerade die aus Summen
der Form 〈α, β, . . .| f〉 ηγηδ · · · σ(P ) bestehen, wobei die ηγηδ · · · gerade komplementa¨r zu den
besetzten Zusta¨nden α, β, . . . sind, zusammen. σ(P ) deutet das Vorzeichen an, das notwendig
ist, um die jeweiligen vollsta¨ndigen Produkte aus N Grassmannzahlen in lexikalische Ordnung
zu bringen.
Wir wollen f aus dem gegebenen |f〉 durch Berezinintegration berechnen, um zu einer Vollsta¨n-
digkeitsrelation der koha¨renten Zusta¨nde zu gelangen, die wir im Pfadintegral benutzen ko¨nnen
wie beim entsprechenden Schritt in den bosonischen Pfadintegralen. Offenbar gilt wegen (C.13)
〈
η′
∣∣ f〉 = ∫ 〈η′∣∣ η〉dNηf(η) = ∫ ∏
α
(ηα − η′α)dNηf [η′ + (η − η′)]. (C.28)
Bringen wir die dηα in d
Nη nach links, ergibt dies insgesamt lediglich einen Faktor (−1)N . Die
formale Entwicklung der Funktion nach Produkten aus Faktoren der Form (ηα−η′α) ergibt dann
wegen des unter dem Integral explizit stehenden Produkts dieser Faktoren:
〈
η′
∣∣ f〉 = (−1)N ∫ dNη∏
α
(ηα − ηα′)f(η′) = (−1)Nf(η′). (C.29)
Damit schreibt sich die Vollsta¨ndigkeitsrelation mit fermionischen koha¨renten Zusta¨nden
(−1)N
∫
|η〉 dNη 〈η| =  . (C.30)
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Genauso zeigt man, daß fu¨r die verallgemeinerten Impulseigenvektoren die Vollsta¨ndigkeitsrela-
tion in der Form ∫
|η∗〉 dNη∗ 〈η∗| =  (C.31)
gilt.
Nun mu¨ssen wir noch die Frage beantworten, wie die Spur eines Operators im Fockraum zu
berechnen ist. Dazu genu¨gt zuna¨chst die Betrachtung eines 1-dimensionalen Raumes, d.h. wir
haben nur ein Paar aus einem fermionischen Feldoperator und seinem kanonisch konjugierten
Impuls. Mit der Vollsta¨ndigkeitsrelation (C.30) finden wir
TrO =
1∑
a=0
〈a |O| a〉 =
1∑
a=0
∫
〈a| η〉dη 〈η |O| η′〉︸ ︷︷ ︸
Oηη′
dη′
〈
η′
∣∣ a〉 . (C.32)
Nehmen wir nun an, daß wir nur Operatoren betrachten, die aus einer geraden Anzahl von Feld-
und Impulsoperatoren zusammengesetzt sind, wie es fu¨r die Observablen einer fermionischen
Theorie sein muß, so kommutiert das Matrixelement Oηη′ mit allen Grassmannvariablen, so daß
wir schreiben ko¨nnen
TrO =
1∑
a=0
∫
dηdη′ 〈a| η〉 〈η′∣∣ a〉Oηη′ . (C.33)
Dabei haben wir ausgenutzt, daß auch das Produkt dηdη ′ mit allen Gro¨ßen kommutiert.
Um nun die Summe u¨ber die Besetzungszahlzusta¨nde ausfu¨hren zu ko¨nnen und deren Vollsta¨n-
digkeit auszunutzen, mu¨ssen wir die formalen Skalarprodukte vertauschen. Dabei ist Vorsicht
geboten, weil in die Konstruktion der koha¨renten Zusta¨nde Grassmannzahlen involviert sind. In
der Tat gilt die nicht triviale Regel
〈a| η〉 〈η′∣∣ a〉 = 〈−η′∣∣ a〉 〈a| η〉 , (C.34)
wie man sofort durch direkte Anwendung der Definitionen auf beiden Seiten zeigen kann. Damit
folgt
TrO =
∫
dηdη′
〈−η′∣∣ η〉Oη′η (C.35)
Vertauschen von dη mit dη′ ergibt schließlich wegen der Vollsta¨ndigkeitsrelation (C.30)
TrO =
∫
dη′
〈−η′ |O| η′〉 . (C.36)
Es ist also wesentlich, daß bei der Spurbildung ein zusa¨tzlicher Vorzeichenwechsel im Bra zu
beru¨cksichtigen ist. Die Verallgemeinerung auf beliebigdimensionale Grassmannalgebren erfolgt
durch iterierte Anwendung dieser Regel fu¨r den eindimensionalen Fall:
TrO =
∫
dNη′
〈−η′ |O| η′〉 . (C.37)
Wie in Abschnitt 2.3.4 dieser Arbeit gezeigt wird, ergibt dies im Unterschied zur analogen
bosonischen Pfadintegralformel antiperiodische Randbedingungen fu¨r die Felder und fu¨hrt damit
zu den Fermiverteilungsfunktionen bei der Berechnung thermodynamischer Erwartungswerte
und in den Greenfunktionen, wie es fu¨r Fermionenfelder sein muß.
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Anhang D
Photonen– und Dileptonenproduktionsraten
In diesem Abschnitt wollen wir den Zusammenhang zwischen der Selbstenergie der ρ–Mesonen
und Photonen– und Dileptonenproduktionsraten herleiten.
D.1 Photonenproduktionsrate
Die U¨bergangsrate Rfi fu¨r einen Prozeß, der das System von einem asymptotisch freien An-
fangszustand |i〉 zu einem asymptotisch freien Endzustand |f〉 u¨berfu¨hrt, ist mit einem S-
Matrixelement vermo¨ge
Rfi =
|Sfi|2
τV
(D.1)
verknu¨pft, wobei τ die Beobachtungszeit und V das Systemvolumen bedeuten. Unter |Sfi|2 ist
dabei
|Sfi|2 = (2pi)4δ(4)(Pf − Pi)|Tfi|2V τ (D.2)
zu verstehen, wie aus der von Fermi angegebenen korrekten Interpretation der δ-Distribution
folgt.
Im Falle der Elektrodynamik ist nun das S-Matrixelement durch
Sfi =
〈
f
∣∣∣∣
∫
d4xJµ(x)A
µ(x)
∣∣∣∣ i
〉
(D.3)
gegeben, wobei Jµ den elektromagnetischen Strom der stark wechselwirkenden Materie bedeutet.
Die Translationsinvarianz der Wirkung und des Gleichgewichtszustandes hat zur Folge, daß
Jµ(x) = exp(iPx)Jµ(0) exp(−iPx) (D.4)
ist, wobei P der Operator des Gesamtimpulses ist. Da die asymptotischen Anfangs- und End-
zusta¨nde Impulseigenzusta¨nde sind, gilt folglich
〈f |Jµ(x)| i〉 = exp[i(Pf − Pi)x] 〈f |Jµ(0)| i〉 . (D.5)
Die auf ein Teilchen pro Volumen normierte Wellenfunktion fu¨r Photonen mit Viererimpuls k
im Anfangszustand ist durch
Aµ =
µ√
2ωV
exp(−ikx) (D.6)
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gegeben. Die Polarisation der Photonen wird durch die Polarisationsmatrix ρµν = µν be-
schrieben. Wir beno¨tigen die Polarisationsmatrix fu¨r unpolarisierte Photonen, die gema¨ß der
Vorschrift tr(ρµν) = 1 zu normieren ist. Die Wahrscheinlichkeit dafu¨r, daß ein Photon den Po-
larisationsvektor eα besitzt, ist dann durch e
∗
αρ
αβeβ gegeben. Wir mu¨ssen nun zur Bestimmung
der korrekten Polarisationsmatrix fu¨r unpolarisierte Photonen zuna¨chst die Eichung fixieren.
Dabei ist die Strahlungseichung, A0 = 0, ∇ ~A = 0 bequem. Fu¨r ein unpolarisiertes Photon mit
Impuls ~k = ω~n ist die Polarisationsmatrix in dieser Eichung durch
ρab =
1
2
(δab − nanb), ρ0a = ρa0 = ρ00 = 0 (D.7)
gegeben, wobei der aufgrund der Eichbedingung zu verlangenden Transversalita¨t Rechnung ge-
tragen wurde.
Wir ko¨nnen nun zu einer beliebigen Eichung u¨bergehen indem wir eine Eichtransformation durch-
fu¨hren. Dann haben wir in der neuen Eichung
ρ′µν = ρµν + χνkµ + χµkν (D.8)
mit einem beliebigen Vektorfeld χµ(k). Wir setzen nun χ0 = −1/(4ω) und χa = ka/(4~k2). Dann
ergibt sich
ρµν = −1
2
gµν . (D.9)
Berechnen wir jedoch zuna¨chst das Matrixelement fu¨r die Emission eines Photons mit Impuls ~k
und Polarisation  in niedrigster Ordnung bzgl. der Feinstrukturkonstanten α:
Sfi =
µ√
2ωV
∫
d4x[exp(ikx) + exp(−ikx)] exp[i(Pf − Pi)x] 〈f |Jµ(0)| i〉 =
=
(2pi)4√
2ωV
[δ(4)(Pf − Pi + k) + δ(4)(Pf − Pi − k)] 〈f |Jµ(0)| i〉 .
(D.10)
Jetzt summieren wir u¨ber die Polarisationen mit Hilfe der oben hergeleiteten Polarisationsmatrix
fu¨r unpolarisierte Photonen. Dabei ist entsprechend den zwei Polarisationsmo¨glichkeiten eines
Photons mit 2 zu multiplizieren. Außerdem beachten wir die Vorschrift (D.2) beim Quadrieren
des S-Matrix-Elements. Dann erhalten wir schließlich fu¨r die U¨bergangswahrscheinlichkeit
Rfi = −(2pi)
4gµν
ωV
[δ(4)(Pf − Pi + k) + δ(4)(Pf − Pi − k)] 〈f |Jµ(0)| i〉 〈i |Jν(0)| f〉 . (D.11)
Wir gehen dabei davon aus, daß die Photonen hinreichend schnell das Wa¨rmebad verlassen, so
daß im Anfangszustand keine Photonen vorhanden sind. U¨ber die Anfangszusta¨nde ist mit der
Gleichgewichtsverteilung zu mitteln und u¨ber die Endzusta¨nde zu summieren.
Fu¨r die Photonenproduktionsrate eines Systems im thermodynamischen Gleichgewicht erhalten
wir demnach
dR = −g
µν
ωV
V d3~k
(2pi)3
1
Z
∑
i,f
exp(−βKi)(2pi)4δ(4)(Pi − Pf − k) 〈f |Jµ(0)| i〉 〈i |Jν(0)| f〉 . (D.12)
Dabei haben wir zur Abku¨rzung K = H − µQ geschrieben, wobei H den Hamiltonoperator,
Q den Ladungsoperator und µ das chemische Potential bezeichnen. Jetzt definieren wir die
Stromkorrelatoren fu¨r Absorption und Emission eines Photons durch
f±µν(k) =
∑
i,f
± 1
Z
exp(−βKi)(2pi)4δ(4)(Pi − Pf ± k) 〈f |Jµ(0)| i〉 〈i |Jν(0)| f〉 . (D.13)
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Hierin entspricht das obere Vorzeichen der Emission, das untere der Absorption eines Photons
durch das Wa¨rmebad. Eine direkte Rechnung zeigt, daß
f+µν(k) = − exp(βω)f−µν(k), (D.14)
also das Prinzip vom detailierten Gleichgewicht gilt.
Jetzt la¨ßt sich die Korrelationsfunktion mit Hilfe der Spektralfunktion
fnµν = f
+
µν + f
−
µν = −[exp(βω)− 1]f−µν (D.15)
zur retardierten und thermischen Korrelationsfunktion analytisch fortsetzen:
fRµν(k) =
∫ ∞
−∞
dz
2pi
fnµν(z,
~k)
z − k0 − i
fTµν(ωn, k) =
∫ ∞
−∞
dz
2pi
fnµν(z,
~k)
z − iωn ,
(D.16)
wobei ωn = 2pinT , n ∈  die Matsubarafrequenzen fu¨r Bosonen bezeichnen.
Diese Funktionen lassen sich nun leicht in Beziehung zur reduziblen Selbstenergie der Photonen
bringen. Dazu seien DRµν der exakte und ∆
R
µν der freie retardierte Photonenpropagator in einer
beliebigen Eichung. Die Photonen Produktionsrate durch die Realzeitgreenfunktion
iGµν(x, y) = 〈T  Aµ(x)Aν(y)〉 (D.17)
ausgedru¨ckt werden. Der Zusammenhang zwischen retardierter exakter und ungesto¨rter Green-
funktion ist durch
GR = ∆R + ∆RPRGR (D.18)
gegeben. Anwenden von G−10 ergibt aber gerade den gesuchten Stromkorrelator. Aus der Kra-
mers–Kronigrelation fu¨r retardierte Funktionen ergibt sich demnach der Zusammenhang zwi-
schen Spektralfunktion des Stromkorrelators und retardiertem Stromkorrelator zu
fnµν(k) = 2 ImP
R
µν(k). (D.19)
Dies oben eingesetzt ergibt
f−µν = −2n(ω) ImPRµν(k). (D.20)
Da aber unsere U¨berlegungen nur auf Treelevel-Niveau bzgl. der Photonen (jedoch exakt bzgl.
der starken Wechselwirkung innerhalb des Wa¨rmebades!) gelten, muß man statt des reduziblen
Polarisationstensors die irreduzible Selbstenergie (Vakuumpolarisation) des Photons einsetzen.
Wir gelangen so zu dem wichtigen Zusammenhang zwischen Photonenproduktionsrate und re-
tardierter Photonenselbstenergie
ω
dRγ
d3~k
= − 2g
µν
(2pi)3
ImΠγRµν n(ω). (D.21)
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D.2 Die Dileptonenproduktionsrate
Aus der soeben hergeleiteten Photonenproduktionsrate la¨ßt sich in derselben Ordnung in α auch
die Dileptonenproduktionsrate berechnen, denn sie kann durch den folgenden Prozeß beschrieben
werden:
pf p+
pi
γ
p−
Der Leptonenstrom in Baumgraphenna¨herung ist fu¨r einen reinen Zustand
J lν(x) = eψ¯(x)γνψ(x) =
e
V
√
m2l
E+E−
exp[−i(p+ + p−)x]u¯(p−, s−)γνv(p+, s+). (D.22)
Zur Ausfu¨hrung der Summe u¨ber alle Polarisationen fu¨r den Fall unpolarisierter Leptonen be-
no¨tigen wir wieder die entsprechende Polarisationsmatrix. Im reinen Zustand gilt
ρik = ui(p, s)u¯k(p, s), (D.23)
wobei i und k Spinorindizes 1 . . . 4 bezeichnen. Die Matrix ist entsprechend der hier verwendeten
Normierungsvorschrift fu¨r die Spinoren auf tr ρ = 2ml normiert.
Der mittlere Spin eines Teilchens ist
〈~s〉 = 1
2
∫
d3~xψ†~Σψ =
1
4E
u¯(p, s)γ0~Σu(p, s). (D.24)
In der Standarddarstellung der Dirac-Matrizen ist die Spinmatrix durch
~Σ =
(
~σ 0
0 ~σ
)
(D.25)
gegeben, wobei ~σ den Spaltenvektor mit den Paulischen Spinmatrizen als Eintra¨gen bezeichnet.
Dieses Resultat ko¨nnen wir fu¨r einen beliebigen bezu¨glich des Spins gemischten Zustandes ver-
allgemeinern:
〈~s〉 = 1
4E
tr(ργ0~Σ) =
1
4E
tr(ργ5~γ). (D.26)
Im Falle des reinen Zustandes gilt wegen der Dirac-Gleichung
(/p−m)ρ = ρ(/p−m) = 0. (D.27)
Da diese Beziehung linear ist, muß dies fu¨r jede Polarisationsmatrix gelten. Im Ruhsystem des
Leptons wird der Polarisationszustand vollsta¨ndig durch 2 〈~s〉 = ~ξ beschrieben. Diesen Vek-
tor kann man mittels eines Lorentzboosts vom Ruhesystem des asymptotisch freien Teilchens
Teilchens in ein beliebiges System transformieren. Dadurch wird der Spin im Ruhesystem des
Teilchens durch einen Vierervektor, den wir mit a bezeichnen, kovariant beschrieben.
Dabei handelt es sich um einen Parita¨tspseudovektor, weil der Spin axial ist. Im Ruhsystem
ist a = (0, ~ξ)t und p = (m, 0)t, also aµpµ = 0 in jedem System. Weiter gilt aµa
µ = −~ξ2 in
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jedem Bezugssystem. Daraus ergeben sich die Komponenten von a in einem System, in dem das
Teilchen die Geschwindigkeit ~v = ~p/E besitzt, zu
a0 =
|~p|
m
~ξ‖, ~a⊥ = ~ξ⊥, ~a‖ =
E
m
~ξ‖. (D.28)
Dabei beziehen sich ‖ und ⊥ auf die Bewegungsrichtung des Leptons. Insgesamt ist also
~a = ~ξ +
~p(~ξ~p)
m(E +m)
, a0 =
~a~p
m
. (D.29)
Fu¨r unpolarisierte Leptonen ist ~ξ = 0 und damit a = 0. Folglich kann ρ nur mit Hilfe von p und
den Gamma-Matrizen aufgebaut werden. Damit (/p −m)ρ = 0 ist, muß also ρ ∝ (/p +m) sein.
Wegen tr γ = 0 ist tr(/p+m) = 4m, also
ρ =
1
2
(/p+m). (D.30)
Der Vollsta¨ndigkeit halber sei nur noch erwa¨hnt, daß fu¨r teilweise polarisierte Leptonen
ρ =
1
2
(/p+m)(1− γ5/a) (D.31)
gilt. Zur Mittelung u¨ber die Spins ist mit diesem ρ zu multiplizieren und die Spur zu bilden. Fu¨r
die Bildung der Spinsumme ist das Ergebnis den zwei Einstellmo¨glichkeiten des Spins entspre-
chend zu verdoppeln.
In unserem Fall gilt also
tr
[
/p− +ml
2ml
γν
/p+ −ml
2ml
γβ
]
= 4(p−νp+β + p+νp−β − gνβp−p+). (D.32)
Wie oben im Falle der Photonenrate gezeigt, lautet somit die Dileptonenrate
E+E−
dR
d3~p+d3~p−
=
e2
2pi6
[p−ν p
+
β + p
−
β p
+
ν − gνβ(p+p− +m2l )]×
×Dµν(k)Dαβ(−k) 1
Z
∑
i,f
exp(−βKi)(2pi)4×
× δ(4)(Pi − Pf − p+ − p−) 〈f |Jµ| i〉 〈i |Jα| f〉 .
(D.33)
Hierin ist k = p++p− der Impuls des virtuellen Photons. Damit ist klar, daß bis auf die Tatsache,
daß die Photonen virtuell sind, dieselben Rechnungen wie fu¨r die Photonenrate zum Ziel fu¨hren:
E+E−
dR
d3~p+d3~p−
=
2e2
(2pi)6
[p−ν p
+
β + p
−
β p
+
ν − gνβ(p+p− +m2l )]×
×Dµν(k)Dαβ(−k) Im ΠRµα(k)
1
exp(βω)− 1 .
(D.34)
Da dieses Resultat ohnehin nur in der Ordnung e2 genau ist, ko¨nnen wir statt des exakten
Photonenpropagators den freien benutzen. In Feynmaneichung1 lautet dieser
∆µν(k) = −g
µν
k2
, (D.35)
1Infolge der Eichinvarianz ist der hadronische Strom notwendig erhalten, und somit das S-Matrixelement fu¨r die
”
on-shell“-Leptonen transversal bezu¨glich des Impulses, also das S-Matrixelement in dieser Na¨herung eichinvariant.
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und damit erhalten wir schließlich fu¨r die Dileptonenrate
E+E−
dR
d3~p+d3~p−
=
2e2
(2pi)6
1
(k2)2
[p−µ p
+
ν +p
−
ν p
+
µ−gµν(p+p−+m2l )] Im ΠRµν(k)
1
exp(βω)− 1 . (D.36)
Wir ko¨nnen dies noch in die differentielle Erzeugungsrate bzgl. des Viererimpulsu¨bertrags um-
rechnen. Es gilt
dR
d4k
= 4
∫
d3~p+
2E+
d3~p−
2E−
dR
d3~p+d3~p−
δ(4)(k − p+ − p−). (D.37)
Mit dem kovarianten Phasenraumintegral
Lµν(k) = (2pi)2
∫
d4p+
(2pi)4
d4p−
(2pi)4
δ(4)(k − p+ − p−)δ(p2+ −m2l )δ(p2− −m2l )×
× [p−µ p+ν + p−ν p+µ − gµν(p+p− +m2l )]Θ(p0+)Θ(p00)
(D.38)
schreibt sich dies
dR
d4k
= 32piαLµν(k) Im ΠRµν(k)fB(k0). (D.39)
da Lµν(k) ein symmetrischer Tensor zweiter Stufe ist, der nur von k abha¨ngt, muß er sich aus
den Tensoren kµν und gµν zusammensetzen. Dies parametrisieren wir in der Form
Lµν(k) = f(k)Θµν(k) + g(k)
kµkν
k2
mit Θµν(k) =
kµkν
k2
− gµν . (D.40)
Wegen der δ-Distributionen im definierenden Integral D.38 gilt
g(k) =
1
k2
kµkνL
µν(k) = 0. (D.41)
Fu¨r den transversalen Anteil gilt nach Ausfu¨hrung der Integrationen, die am einfachsten im
Schwerpunktsystem ~k = 0 ausgefu¨hrt werden:
Lµν =
pi
6
k2 + 2m2l
(2pi)6
√
1− 4m
2
l
k2
Θµν(k). (D.42)
Dies in (D.39) eingesetzt ergibt schließlich unter Beru¨cksichtigung, daß der Photonenpolarisati-
onstensor transversal ist
dR
d4k
= − α
12pi4
k2 + 2m2l
(k2)2
√
1− 4m
2
l
k2
[2 Im ΠRT + ImΠ
R
L ]fB(k0). (D.43)
Dabei haben wir den Photonenpolarisationstensor in der Form
Πµν = ΠT Θ
µν
T + ΠLΘ
µν
T (D.44)
geschrieben, wobei fu¨r den dreidimensional transversalen und den longitudinalen Projektions-
tensor gilt
ΘµνT (k) =
{
δµν − kµkν/~k2 falls µ, ν ∈ {1, 2, 3}
0 falls µ = 0 ∨ ν = 0 , Θ
µν
L (k) = Θ
µν(k)−ΘµνT . (D.45)
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