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Abstract. A famous inequality by von Neumann states that if T is a contraction on a Hilbert
space and p is a polynomial, then
‖p(T )‖ ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1}.
As time went on, this inequality has given rise to a large variety of results estimulating this
question. The natural way to generalize this inequality concerns contractions T1, . . . , Tn that
commute on a common Hilbert space. Is it true that, for any polynomial p(z1, . . . , zn) in n
variables,
‖p(T1, . . . , Tn)‖ ≤ sup{|p(z1, . . . , zn)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . , n}?
The answer is partial. The major steps in answering this question are due to T. Ando and
N. Varopoulos, as much in positive and negative cases, respectively.
The aim of this work is to present an elegant proof using dilation theory, whose main
forefather is Sz. Nagy, of the original von Neumann’s inequality, as well as describing its gene-
ralization for two commuting contractions, and some counterexamples on a finite-dimensional
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La ce´lebre desigualdad de von Neumann [vN51] afirma que si T es una contraccio´n en un
espacio de Hilbert y p es un polinomio entonces
(0.1) ‖p(T )‖ ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1}.
Con el paso del tiempo esta desigualdad ha dado lugar a un gran variedad de resultados
relacionados estimulando esta cuestio´n. El epicentro de este trabajo es mostrar las posibles
generalizaciones y contraejemplos de esta desigualdad, describiendo el camino con detalles y
proporcionando la teor´ıa necesaria para abordar los resultados que se ira´n demostrando.
Esta desigualdad puede reducirse fa´cilmente al caso finito-dimensional, donde uno puede
pensar que T es una matriz. Muchas pruebas se han realizado en tal caso, e.g., G. Pisier y
E. Nelson sen˜alaron que basta demostrar el caso en el que T es unitario, debido al principio
del mo´dulo ma´ximo. Por otro lado, una forma elegante de probar (0.1) es mediante teor´ıa de
dilatacio´n, cuyo principal precursor es Sz. Nagy [SN53], aportando la idea crucial para los
consecuentes desarrollos de (0.1), y en particular sus versiones ma´s generales. Los conceptos
de dilatacio´n y compresio´n de Sz. Nagy son una generalizacio´n de los conceptos de extensio´n y
restriccio´n, y resulta que toda contraccio´n posee una clase muy especial de dilataciones.
La generalizacio´n natural de (0.1) concierne a contracciones T1, . . . , Tn que conmutan en un
espacio de Hilbert comu´n. La cuestio´n es, ¿es cierto que, para cualquier polinomio
p ∈ C[z1, . . . , zn] en n variables, se verifica que
(0.2) ‖p(T1, . . . , Tn)‖ ≤ sup{|p(z1, . . . , zn)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . , n}?
Quienes han proporcionado mayores avances respondiendo a esta cuestio´n han sido T. Ando y
N. Varopoulos.
En 1963, T. Ando [And63] mostro´, generalizando la idea de Sz. Nagy de dilataciones
unitarias, que (0.2) es cierta para n = 2.
En 1973, Varopoulos [Var73] encontro´ que (0.2) falla en general. E´l prueba la existencia
de contraejemplos mediante un argumento probabil´ıstico. Tambie´n se conocen contraejemplos
expl´ıcitos para el caso n = 3 en espacios de Hilbert de dimensio´n 4 y 8, como son propuestos
por J. A. Holbrook [Hol01], S. Kaijer-Varopoulos [Var74], M. J. Crabb y A. M. Davie [CD75].
Antes de comenzar con la breve descripcio´n del contenido de cada cap´ıtulo, quiza´ ser´ıa
interesante nombrar una curiosidad que posee la desigualdad de von Neumann, y es su exclu-
sividad para los espacios de Hilbert. Esto es, dado un espacio de Banach X, si la desigualdad
de von Neumann es cierta para toda contraccio´n actuando sobre X, existe un resultado, que
no se mencionara´ a lo largo del trabajo, que permite la definicio´n de un producto interno y por
consiguiente X ser´ıa un espacio de Hilbert.
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4 INTRODUCCIO´N
En el primer cap´ıtulo se presenta una gran miscela´nea de resultados a modo de introduccio´n,
que servira´n para una mejor comprensio´n de los cap´ıtulos posteriores. El orden del cap´ıtulo
es el siguiente: Se comenzara´ con una breve introduccio´n a la teor´ıa de a´lgebras de Banach,
haciendo e´nfasis en los resultados que sera´n utilizados en el resto del trabajo. Posteriormente, se
recordara´n algunos conceptos ba´sicos acerca de operadores lineales y continuos en espacios de
Hilbert, y el caso especial de los operadores de multiplicacio´n. Las dos u´ltimas secciones esta´n
dedidadas a dos grandes resultados, a saber, el teorema de Riesz acerca de la descripcio´n del
dual del espacio de las funciones continuas y el teorema cla´sico de aproximacio´n de Weierstraß,
para el que se mostrara´ una demostracio´n original a partir del resultado de aproximacio´n de
Feje´r.
En el segundo cap´ıtulo se mostrara´n las piezas fundamentales para el desarrollo de los
dos cap´ıtulos posteriores. La primera seccio´n del mismo presentara´ el teorema espectral para
operadores hermı´ticos, adjuntando adema´s una demostracio´n basada en tres resultados funda-
mentales que estara´n recogidos en el primer cap´ıtulo. A su vez, en la segunda y u´ltima seccio´n,
se construira´ un ca´lculo funcional para una cantidad finita de operadores normales que con-
mutan, esto es, dar sentido a expresiones de la forma f(T1, . . . , Tn) cuando f es una funcio´n
continua definida en cierto subconjunto compacto de Cn.
El tercer cap´ıtulo esta´ enteramente destinado a la teor´ıa de dilatacio´n. Las dos prime-
ras secciones contienen uno de los resultados ma´s importantes de este trabajo: el teorema de
Sz. Nagy, que afirma que toda contraccio´n posee una dilatacio´n por potencias unitaria. En las
dos u´ltimas secciones se muestran dos aplicaciones del resultado de Sz. Nagy: la primera es el









tiene l´ımite en la topolog´ıa fuerte de operadores cuando ‖T‖ ≤ 1; la segunda, la bien conocida
desigualdad de von Neumann (0.1).
El inicio del u´ltimo cap´ıtulo alberga el gran resultado por parte de T. Ando sobre la genera-
lizacio´n del resultado de Sz. Nagy, y por consiguiente la generalizacio´n de la desigualdad de von
Neumann en el caso de dos contracciones que conmutan. El mismo finaliza con la exposicio´n




El cap´ıtulo que se presenta recoge una miscela´nea de resultados de ana´lisis. Sera´, por tanto,
de vital importancia el manejo y entendimiento de los mismos para una futura comprensio´n de
los cap´ıtulos posteriores. Se comenzara´ con una introduccio´n a la teor´ıa de a´lgebras de Banach.
Posteriormente, se presentara´n los operadores de multiplicacio´n, que jugara´n un papel relevante
en este trabajo. Finalmente, las secciones dedicadas al teorema de Riesz y de Weierstraß son
esenciales para proporcionar una prueba del teorema espectral para operadores hermı´ticos, un
bello camino que Halmos desvela en [Hal63].
1. A´lgebras de Banach
Se comienza con una serie de definiciones y resultados que conciernen a una introduccio´n a la
teor´ıa de a´lgebras de Banach. Estos resultados pueden encontrarse, con una mayor profundi-
dad en el contenido, en [CO17, Rud87, Rud91]. No obstante, con objeto de establecer una
notacio´n y de facilitar la lectura de este trabajo, se ha decidido incluir un breve resumen con
algunos resultados interesantes que involucran a dicho concepto.
Definicio´n 1.1. Un a´lgebra compleja es un espacio vectorial A sobre C en el que hay
definido un producto que verifica, para todos x, y, z ∈ A, y α ∈ C, las propiedades:
i. (Asociatividad) (xy)z = x(yz);
ii. (Distributividad respecto de la suma) x(y + z) = xy + xz, (y + z)x = yx+ zx;
iii. α(xy) = x(αy) = (αx)y.
Si existe una norma definida en A que la convierte en un espacio normado y se satisface la
desigualdad
(1.1) ‖xy‖ ≤ ‖x‖ · ‖y‖
para cualesquiera x, y ∈ A, entonces se dice que A es un a´lgebra compleja normada. Si, adema´s,
A es un espacio de Banach, se convendra´ en decir que A es un a´lgebra de Banach.
La desigualdad (1.1) convierte a la multiplicacio´n en una operacio´n continua. Esto es, si
xn → x y yn → y, entonces xnyn → xy; la cual se sigue de (1.1) y de la identidad
xnyn − xy = (xn − x)yn + x(yn − y).
En efecto,
‖xnyn − xy‖ = ‖(xn − x)yn + x(yn − y)‖
≤ ‖(xn − x)yn‖+ ‖x(yn − y)‖
≤ ‖xn − x‖ · ‖yn‖+ ‖x‖ · ‖yn − y‖ −→ 0,
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puesto que al ser {yn}n∈N una sucesio´n convergente, existe una constante M > 0 tal que
‖yn‖ ≤M para todo n ∈ N.
Observacio´n 1.2. No´tese que no se ha requerido la conmutatividad de A, y se prescindira´ de
ella siempre y cuando no sea previamente establecido expl´ıcitamente.
En lo que sigue, se asumira´ que A posee elemento unidad. Esto es, existe un elemento e ∈ A
tal que
xe = ex = x,
para todo x ∈ A. A partir de su definicio´n es fa´cil ver que e´ste es u´nico (e′ = e′e = e) y que
‖e‖ ≥ 1, por (1.1). Adema´s, se asumira´ que
‖e‖ = 1.
Definicio´n 1.3. En las condiciones precedentes, se dira´ que un elemento x ∈ A es invertible
si x tiene un inverso en A, i.e., si existe un elemento x−1 ∈ A tal que
x−1x = xx−1 = e.
Cabe destacar que los elementos invertibles poseen estructura de grupo respecto a la operacio´n
de multiplicacio´n. Si fuera necesario, se denotara´ por G(A) al conjunto de elementos invertibles
de A.
Definicio´n 1.4. Sea A un a´lgebra de Banach con unidad e, y sea x ∈ A. El espectro de x,
denotado por σ(x), es el conjunto de los nu´meros complejos λ tales que x−λe no es invertible.
Esto es,
σ(x) = {λ ∈ C : x− λe no es invertible}.
Definicio´n 1.5. Sea A un a´lgebra de Banach. Para x ∈ A, se define su radio espectral,
ρ(x), como el radio del menor disco cerrado centrado en el origen que contiene a σ(x), i.e.,
ρ(x) = sup{|λ| : λ ∈ σ(x)}.
Teorema 1.6. Sea A un a´lgebra de Banach. Para cada x ∈ A, se verifica:
i. Si λ ∈ σ(x), entonces |λ| ≤ ‖x‖. Esto es, se satisface la inclusio´n
σ(x) ⊆ D(0, ‖x‖).
ii. El conjunto σ(x) es compacto.
El siguiente resultado es la fo´rmula de Gelfand, que asegura la igualdad entre dos cantidades
enteramente distintas: una algebraica y otra topolo´gica.
Teorema 1.7 (Fo´rmula del radio espectral de Gelfand). Sea A un a´lgebra de Banach con
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Definicio´n 1.8. Sea A un a´lgebra compleja. Un homomorfismo complejo en A es una
aplicacio´n Λ: A→ C lineal que verifica
Λ(xy) = Λ(x)Λ(y)
para todos x, y ∈ A. El conjunto de todos los homomorfismos no nulos definidos en A se denota
por ∆(A).
Teorema 1.9. Sea A un a´lgebra de Banach. Si A tiene unidad e, y Λ ∈ ∆(A), entonces:
i. Λ ∈ A∗ y ‖Λ‖ ≤ 1;
ii. Λ(e) = 1;
iii. si x ∈ G(A), entonces Λ(x) 6= 0.
Proposicio´n 1.10. Sea A un a´lgebra de Banach. Si A tiene unidad, entonces ∆(A) es
compacto para la topolog´ıa ∗−de´bil de A∗.
Definicio´n 1.11 (Transformada de Gelfand). Sea A un a´lgebra de Banach. Para cada
x ∈ A, se define xˆ como la funcio´n
xˆ : ∆(A) −→ C
Λ 7−→ xˆ(Λ) = Λ(x).
Si en ∆(A) se considera la topolog´ıa inducida por la topolog´ıa ∗−de´bil de A∗, entonces la aplica-
cio´n x 7→ xˆ es un homomorfismo de a´lgebras entre A y C(∆(A)) que se denomina transformada
de Gelfand.
Se cierra la seccio´n con un resultado acerca de las propiedades de la transformada de Gelfand.
Teorema 1.12 (Propiedades de la transformada de Gelfand). Sean A un a´lgebra de Banach
conmutativa con unidad, y x ∈ A. Se tienen:
i. x es invertible en A si y so´lo si Λ(x) 6= 0, para todo Λ ∈ ∆(A);
ii. σ(x) = {Λ(x) : Λ ∈ ∆(A)};
iii. ρ(x) = ‖xˆ‖∞.
Estas propiedades sera´n especialmente u´tiles en la construccio´n de un ca´lculo funcional para
una cantidad finita de operadores normales que conmutan.
∗ ∗ ∗
2. Operadores lineales y continuos en espacios de Hilbert. Operadores de
multiplicacio´n
2.1. Operadores lineales y continuos en espacios de Hilbert. Si X es un espacio
de Banach sobre el cuerpo complejo, es conocido que el espacio B(X) de operadores lineales y








Una manera alternativa y equivalente de expresar esta norma es
‖T‖ = mı´n{M ≥ 0 : ‖Tx‖ ≤M‖x‖ para todo x ∈ X}.
El espacio B(X) posee estructura de a´lgebra de Banach. Por tanto, todos los resultados acerca
de a´lgebras de Banach son va´lidos para el espacio de operadores lineales y acotados de un
espacio de Banach en s´ı mismo. En lo que sigue, se considerara´n operadores definidos entre
espacios de Hilbert.
Sea H espacio de Hilbert, y T ∈ B(H). El operador adjunto de T , denotado por T ∗, es el
u´nico operador lineal y continuo T ∗ : H → H que satisface
〈Tx, y〉 = 〈x, T ∗y〉,
para todos x, y ∈ H. Si ocurre que TT ∗ = T ∗T , se dice que el operador T es normal ; se dice
que T es hermı´tico o autoadjunto si T ∗ = T . Las propiedades elementales de estos operadores
se resumen en el siguiente resultado.
Proposicio´n 1.13. Sea H un espacio de Hilbert. Conside´rense T, S ∈ B(H), y α ∈ C.
Se satisfacen:
i. (αT + S)∗ = αT ∗ + S∗;
ii. (TS)∗ = S∗T ∗;
iii. ‖T‖ = ‖T ∗‖.
Prueba. Las dos primeras asunciones son una mera comprobacio´n. Para la u´ltima,
‖T ∗x‖2 = 〈T ∗x, T ∗x〉 = 〈x, TT ∗x〉 ≤ ‖T ∗‖ · ‖T‖ · ‖x‖2,
para todo x ∈ H. Luego ‖T ∗‖ ≤ ‖T‖. Ana´logamente,
‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T ∗T 〉 ≤ ‖T ∗‖ · ‖T‖ · ‖x‖2,
para todo x ∈ H. Esto proporciona ‖T‖ ≤ ‖T ∗‖, y queda probado el resultado. 
Aparece ahora el primer resultado que se usara´ para probar el teorema espectral para
operadores hermı´ticos.
Teorema 1.14. Si T ∈ B(H) es hermı´tico, entonces ρ(T ) = ‖T‖.
Prueba. La igualdad ρ(T ) ≤ ‖T‖ no depende del cara´cter hermı´tico del operador; una de-
mostracio´n original, usando el teorema del punto fijo de Banach para aplicaciones contractivas,
puede encontrarse en [CO17].
En primer lugar, no´tese que
‖T‖2 = ‖T ∗T‖.
En efecto, se tiene que
‖T ∗T‖ ≤ ‖T ∗‖ · ‖T‖ = ‖T‖2
y
‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T ∗Tx〉 ≤ ‖x‖2 · ‖T ∗T‖,
para cada x.
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Dado que T es hermı´tico,
‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T 2x〉 ≤ ∥∥T 2∥∥ · ‖x‖2
para cada x, y entonces ‖T 2‖ = ‖T‖2. Un argumento inductivo prueba que ∥∥T 2n∥∥ = ‖T‖2n .
Finalmente, la fo´rmula del radio espectral de Gelfand concluye que
ρ(T ) = l´ım
n→∞
∥∥T 2n∥∥1/2n = ‖T‖,
y esto prueba el resultado. 
Uno puede extender el resultado anterior para operadores normales.
Corolario 1.15. Si T ∈ B(X) es un operador normal, entonces ρ(T ) = ‖T‖.
Prueba. Para probar la afirmacio´n, recu´erdese que ya se hab´ıa probado que ‖T‖2 = ‖T ∗T‖;
adema´s, se verifica que
‖T‖4 = ‖T ∗T‖2 = ‖T ∗TTT ∗‖ = ∥∥(T ∗T )2∥∥ .
En general,
‖T‖2n =
∥∥∥(T ∗T )2n−1∥∥∥ = ∥∥∥T 2n−1∥∥∥2
para cada n natural. En consecuencia, se obtiene que ‖T‖2n−1 =
∥∥∥T 2n−1∥∥∥ para todo n. De nuevo,
la fo´rmula de Gelfand asegura la igualdad
ρ(T ) = l´ım
n→∞
∥∥T 2n∥∥1/2n = ‖T‖.
Lo que prueba la igualdad entre en radio espectral y la norma de un operador normal. 
2.2. Operadores de multiplicacio´n. El objetivo de este apartado es presentar los ope-
radores de multiplicacio´n inducidos por una funcio´n definida en un espacio de medida. Para
ello, es necesario comenzar con las definiciones de los espacios L2(µ) y L∞(µ) inducidos por un
espacio de medida (X,Σ, µ), que se considerara´ σ−finito. Posteriormente, se dara´ la definicio´n
de operador de multiplicacio´n, para finalizar con algunas propiedades de dichos operadores.
Definicio´n 1.16. Se define el espacio
L2(µ) =
{
f : X → C : f es medible,
∫
X











De manera ana´loga, se definen
L∞(µ) = {f : X → C : f es medible,∃C > 0 tal que |f(x)| ≤ C en casi todo x ∈ X}
y
L∞(µ) = L∞(µ)/∼ .
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Usualmente, a las funciones que pertenecen a L∞(µ) se las denomina funciones esencialmente
acotadas. Este espacio es de Banach con la norma
‖f‖∞ = mı´n{C > 0 : |f(x)| ≤ C en casi todo x ∈ X}.
Este valor se conoce como el supremo esencial de f .
Observacio´n 1.17 (Abuso de notacio´n). En lo que sigue, un elemento f ∈ L2(µ) representa a
la clase de todas las funciones de L2(µ) que son iguales a f en casi todo punto. De la misma
manera pasa con los elementos del espacio L∞(µ).
Definicio´n 1.18. Sea ϕ ∈ L∞(µ). Un operador Mϕ definido en el espacio de Hilbert L2(µ)
por
Mϕf = ϕ · f
se denomina la multiplicacio´n inducida por ϕ.
Teorema 1.19. Si Mϕ es el operador inducido por una funcio´n ϕ ∈ L∞(µ), entonces
(1.2) ‖Mϕ‖ = ‖ϕ‖∞.
Prueba. La prueba va a realizarse constructivamente, de tal modo que se vera´ hasta do´nde





|ϕ · f |2 dµ ≤ ‖ϕ‖2∞ ·
∫
X
|f |2 dµ = ‖ϕ‖2∞ · ‖f‖2,
de donde se sigue que ‖Mϕ‖ ≤ ‖ϕ‖∞. La prueba de la desigualdad contraria es la que posee
ma´s dificultad.
Una manera sensible de comenzar la prueba es notar que, dado  > 0, entonces
|ϕ(x)| > ‖ϕ‖∞ − 









|ϕ|2 dµ ≥ (‖ϕ‖∞ − )2µ(M) = (‖ϕ‖∞ − )2‖f‖2.
As´ı, se deduce que ‖Mϕ‖ ≥ ‖ϕ‖∞ − ; y dado que esto es cierto para todo , se sigue que
‖Mϕ‖ ≥ ‖ϕ‖∞.
La prueba esta´ acabada, pero es erro´nea.
El problema es que el conjunto M puede ser de medida infinita. La objeccio´n no parece muy
fuerte. Despu´es de todo, incluso si el conjunto
{x ∈ X : |ϕ(x)| > ‖ϕ‖∞ − }
tiene medida infinita, el razonamiento anterior funciona perfectamente si M es tomado como
un subconjunto de medida positiva y finita de e´ste. Esto es cierto. La dificultad, sin embargo,
es que el espacio puede ser lo suficientemente patolo´gico como para que los conjuntos medibles
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de medida positiva (de hecho de medida infinita) tengan la propiedad de que cada uno de sus
subconjuntos medibles tenga medida 0 o´ ∞.
Sea X = {x1, x2} con µ({x1}) = 1 y µ({x2}) = ∞. Entonces, L2(µ) es el espacio
1−dimensional de las funciones definidas en X que son nulas en x2. Si ϕ es la funcio´n ca-




|f |2 dµ =
∫
{x2}
|f(x2)|2 dµ = 0.
Por tanto, ‖Mϕ‖ = 0.
Conclusio´n: si la medida es localmente finita, i.e., todo conjunto medible de medida positiva
tiene un subconjunto de medida positiva finita, entonces, la norma de cada operador multipli-
cativo es el supremo esencial de la funcio´n que lo induce. Todo espacio de medida σ−finito es
localmente finito, ya que en tal caso existe una coleccio´n {An}n∈N con µ(Ai) < ∞, para todo





Luego, dado B ⊂ X medible con µ(B) > 0, existe al menos Ai0 tal que Ai0 ∩ B 6= ∅ y
µ(Ai0 ∩B) <∞.
As´ı, la manera ma´s pra´ctica de eliminar tales dificultades es asumir que la medida es
σ−finita. Si esto es asumido, el razonamiento anterior prueba (1.2). 
Hay una gran relacio´n entre las propiedades que hereda Mϕ del cara´cter de ϕ, un estudio
se revela en [Hal82]. La siguiente proposicio´n resume alguna de sus propiedades.
Proposicio´n 1.20. Sean Mϕ y Mψ dos operadores de multiplicacio´n asociados a dos
funciones ϕ y ψ de L∞(µ). Se verifica:
i. M∗ϕ = Mϕ,
ii. Mϕ·ψ = MϕMψ,
iii. Mϕ es hermı´tico si y so´lo si ϕ es real.
Prueba. Para el primer apartado, el operador M∗ϕ es u´nico operador que verifica
〈Mϕf, g〉 = 〈f,M∗ϕg〉,
para todo f, g ∈ L2(µ). Esto ocurre si y so´lo si∫
X




para todo f, g ∈ L2(µ). As´ı, forzosamente
M∗ϕg = ϕ · g
en casi todo punto, lo que desemboca en que
M∗ϕg = ϕ · g,
para toda g ∈ L2(µ).
Para el segundo apartado, sea f ∈ L2(µ). Se tiene,
Mϕ·ψf = ϕ · ψ · f = Mϕ(ψ · f) = MϕMψf.
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Para el u´ltimo apartado, gracias a la identidad del primer apartado, Mϕ es hermı´tico si y so´lo
si Mϕ = Mϕ, esto es, ϕ = ϕ. 
Corolario 1.21. Los operadores de multiplicacio´n son normales.
Prueba. Es inmediato dedida a la segunda propiedad de la Proposicio´n 1.20. 
∗ ∗ ∗
3. El teorema de Riesz
El siguiente resultado que se necesita para la prueba que describe Halmos [Hal63] es conocido
como el teorema de representacio´n de Riesz Riesz-Markov-Kakutani [Rud87] para los conjuntos
compactos en la recta real. E´ste afirma que todo funcional lineal y positivo1 en C[a, b] se puede
representar como una integral con respecto a una medida positiva y finita, i.e., la aplicacio´n




es biyectiva entre las medidas positivas y los funcionales positivos.
En este trabajo se dispone a desarrollar una versio´n ma´s general, apta para funciones defini-
das en cualquier espacio de Hausdorff localmente compacto. A propo´sito de este fin, recue´rdense
ahora algunas definiciones de ı´ndole topolo´gica.
Definicio´n 1.22. Se conviene en decir que X es de Hausdorff si dados dos elementos
cualesquiera x e y de X con x 6= y, existen dos entornos U y V de x e y, respectivamente, tales
que U ∩ V = ∅. Cualquier espacio me´trico es de Hausdorff.
Definicio´n 1.23. Un espacio X de Hausdorff es localmente compacto si todo elemento
x ∈ X posee un entorno cuya clausura es compacta. Por ejemplo, gracias al teorema de Heine-
Borel, los espacios Cn son localmente compactos; y, obviamente, cualquier espacio compacto es
localmente compacto.
Una discusio´n ma´s detallada de estos conceptos se revela en [Rud87]. Por u´ltimo, es nece-
sario un lema previo al resultado central de la seccio´n.
Lema 1.24 (Lema de Urysohn). Sea X un espacio de Hausdorff localmente compacto. Dado
K ⊂ X compacto y V ⊂ X abierto con K ⊂ V , existe una funcio´n continua de soporte
compacto (f ∈ Cc(X)) tal que
f(x) = 1, si x ∈ K,
f(x) ∈ [0, 1], si x ∈ X,
f(x) = 0, si x ∈ X \ V,
dicho de otro modo,
χK ≤ f ≤ χV .
1Un funcional se dice que es positivo si Λf ≥ 0 siempre que f ≥ 0.
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Observacio´n 1.25. En el caso de espacios me´tricos, este resultado posee una demostracio´n
muy sencilla. Si (X, d) es un espacio me´trico y C1, C2 ⊆ X dos subconjuntos cerrados y disjun-
tos, entonces la funcio´n continua
f : X −→ R
x 7−→ f(x) = d(x,C1)
d(x,C1) + d(x,C2)
satisface que f|C1 ≡ 0, f|C2 ≡ 1 y 0 ≤ f(x) ≤ 1 para todo x ∈ X.
Teorema 1.26 (Representacio´n de Riesz). Sea X un espacio de Hausdorff localmente com-
pacto, y sea Λ: Cc(X)→ R un operador positivo y lineal. Entonces existe una σ−a´lgebra Σ en
X que contiene a todos los conjuntos de Borel de X, y existe una u´nica medida positiva µ en





para toda funcio´n f ∈ Cc(X). Adema´s, verifica las siguientes propiedades:
i. Si K ⊂ X es un conjunto compacto, entonces µ(K) <∞.
ii. Para todo A ∈ Σ, se tiene
µ(A) = ı´nf{µ(V ) : A ⊂ V, V es abierto}.
iii. Se verifica la igualdad
µ(A) = sup{µ(K) : K ⊂ A,K es compacto}
para todo conjunto abierto A, y para todo A ∈ Σ con µ(A) <∞.
iv. Si B ∈ Σ, A ⊂ B, y µ(B) = 0; entonces A ∈ Σ. Esto es, el espacio de medida (X,Σ, µ)
es completo.
La igualdad (1.3) es la ma´s interesante. Tras definir Σ y µ, las propiedades quedara´n pro-
badas si se demuestra que Σ es una σ−a´lgebra y que µ es numerablemente aditiva.
Prueba. En lo que sigue, K denotara´ un conjunto compacto de X, y V un conjunto abierto
en X.
Se comienza por probar la unicidad de µ. Si µ satisface las propiedades ii. y iii., es claro que
µ queda determinada en Σ por sus valores en conjuntos compactos de X. Por ello, es suficiente
probar que si µ1 y µ2 son dos medidas que verifican las hipo´tesis del teorema, entonces
µ1(K) = µ2(K),
para todo conjunto compacto K ⊂ X. F´ıjese K ⊂ X un conjunto compacto y  > 0. Por ii. y
iii., existe V ⊃ K con
µ2(V ) < µ2(K) + .














χV dµ2 = µ2(V ) < µ2(K) + .
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Por tanto, µ1(K) ≤ µ2(K). Intercambiendo ahora µ1 por µ2 se prueba la desigualdad contraria,
y por tanto la unicidad de µ queda demostrada.
Construccio´n de µ y Σ
Para cada abierto V en X, def´ınase
(1.4) µ(V ) = sup{Λf : f ∈ Cc(X), 0 ≤ f ≤ 1, sop(f) ⊂ V }.
A menudo se usara´ la notacio´n f ≺ V para indicar que V es abierto, f ∈ Cc(X), 0 ≤ f ≤ 1
y sop(f) ⊂ V . Tambie´n se hara´ uso de la notacio´n K ≺ f para indicar que K es compacto,
que f ∈ Cc(X), que 0 ≤ f ≤ 1 y que f(x) = 1 siempre que x ∈ K. As´ı, la definicio´n anterior
resultar´ıa
µ(V ) = sup{Λf : f ≺ V }.
Si V1 ⊂ V2, entonces (1.4) implica que µ(V1) ≤ µ(V2). Por ello,
(1.5) µ(A) = ı´nf{µ(V ) : A ⊂ V, V abierto}
siempre que A sea un conjunto abierto, y es consistente con (1.4) definir µ(A) por (1.5) para
cualquier A ⊂ X.
A pesar de haber definido µ(A) para cualquier A ⊂ X, la numerabilidad aditiva de µ so´lo
se probara´ en una σ−a´lgebra particular Σ de X.
Sea ΣF el conjunto de todos los subconjuntos A ⊂ X que verifican dos condiciones:
µ(A) <∞ y
(1.6) µ(A) = sup{µ(K) : K ⊂ A,K compacto}.
Finalmente, sea
Σ = {A ⊂ X : A ∩K ∈ ΣF para todo K compacto}.
Prueba de que µ y Σ satisfacen dichas propiedades
Es claro que µ es mono´tona, i.e., si A ⊂ B entonces µ(A) ≤ µ(B). Adema´s, si µ(A) = 0
entonces A ∈ ΣF y por ende A ∈ Σ. Por tanto, iv. se satisface y tambie´n ii., por definicio´n.
Con objeto de probar cada una de las afirmaciones restantes, es conveniente dividir la prueba
en algunos pasos.
Obse´rvese que la positividad de Λ implica que Λ es mono´tona, esto es, si f ≤ g entonces
Λf ≤ Λg. Esta propiedad se usara´ en los pasos 2 y 10.










Prueba. Se prueba primero que
(1.8) µ(V1 ∪ V2) ≤ µ(V1) + µ(V2)
si V1 y V2 son abiertos. El´ıjase g ∈ Cc(X) tal que 0 ≤ g ≤ 1 y sop(g) ⊂ V1 ∪V2. Por el Teorema
2.13 en [Rud87], existen unas funciones hi ≺ Vi tales que
h1(x) + h2(x) = 1
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siempre que x ∈ sop(g). De ah´ı, se deduce hig ≺ Vi. Por consiguiente, puede escribirse
g = h1g + h2g y as´ı
Λg = Λ(h1g) + Λ(h2g) ≤ µ(V1) + µ(V2).
Como la igualdad anterior es va´lida para toda g ≺ V1∪V2, tomando el supremo queda probada
(1.8).
En el caso de que µ(Ai) =∞ para algu´n i, entonces (1.7) es trivialmente cierta. Supo´ngase
entonces que µ(Ai) < ∞ para todo i. F´ıjese  > 0. Por (1.5), existen unos conjuntos abiertos
Vi ⊃ Ai tales que
µ(Vi) < µ(Ai) +

2i




Vi y f ≺ V.
Dado que f tiene soporte compacto, debe ocurrir que f ≺ V1 ∪ · · · ∪ Vn para algu´n n, ya que
de todo recubrimiento por abiertos puede extraerse un subrecubrimiento. Mediante argumentos
por induccio´n sobre (1.8), se obtiene que


























lo que prueba (1.7), ya que  era arbitrario. 
El siguiente paso prueba la primera propiedad.
Paso 2. ΣF contiene a todos los conjuntos compactos.
Prueba. Si K ≺ f , sea
V =
{
x ∈ X : f(x) > 1
2
}
Entonces K ⊂ V , ya que f(x) = 1 cuando x ∈ K. Adema´s, g ≤ 2f para toda g ≺ V . Por tanto,
µ(K) ≤ µ(V ) = sup{Λg : g ≺ V } ≤ Λ(2f) <∞.
Dado que K claramente satisface (1.6), K ∈ ΣF , ya que verifica las dos propiedades
requeridas. 
Paso 3. Cada conjunto abierto satisface (1.6). En consecuencia, ΣF contiene cada conjunto
abierto V con µ(V ) <∞.
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Prueba. Se puede asumir que µ(V ) > 0. Sea α un nu´mero real tal que α < µ(V ). Entonces,
por definicio´n, existe una f ≺ V con α < Λf . Si W es cualquier abierto que contenga al soporte
de f , denotado por K, entonces f ≺ W , y por ello Λf ≤ µ(W ). Tomando ı´nfimos se obtiene
que Λf ≤ µ(K). Esto muestra un conjunto compacto K ⊂ V con α < µ(K), y por ende que se











Si, adema´s, µ(A) <∞, entonces A ∈ ΣF .
Prueba. Se comienza mostrando que si K1 y K2 son dos conjuntos compactos y disjuntos,
entonces
(1.10) µ(K1 ∪K2) = µ(K1) + µ(K2).
El Teorema 2.7 en [Rud87] (con K1 en lugar de K y K
c
2 en lugar de U) asegura que existen
unos conjuntos abiertos y disjuntos entre s´ı V1 y V2 tales que Ki ⊂ Vi para i = 1, 2.
Ahora bien, el Paso 2 implica la existencia de un conjunto abierto W ⊃ K1 ∪ K2 tal que
µ(W ) < µ(K1 ∪K2) + , y existen unas funciones fi ≺ W ∩ Vi (puesto que W ∩ Vi es abierto)
tales que
Λfi > µ(W ∩ Vi)− , i = 1, 2.
Por otra parte, es claro que Ki ⊂ W ∩ Vi, puesto que W ⊃ K1 ∪K2 y Vi ⊃ Ki. Tambie´n, de
manera no tan clara, se tiene que f1 + f2 ≺ W . En efecto, f1 + f2 ∈ Cc(X), 0 ≤ f1 + f2 ≤ 1, y
sop(f1 + f2) = {x ∈ X : f1(x) + f2(x) 6= 0}
= sop(f1) ∪ sop(f2)
⊂ (W ∩ V1) ∪ (W ∩ V2) ⊂ W,
gracias a que V1 ∩ V2 = ∅. Entonces, se obtiene,
µ(K1) + µ(K2) ≤ µ(W ∩ V1) + µ(W ∩ V2)
< Λf1 + Λf2 + 2
= Λ(f1 + f2) + 2
≤ µ(W ) + 2
< µ(K1 ∪K2) + 3.
Como  era arbitrario, (1.10) se obtiene junto a la desigualdad probada en el Paso 1.
No´tese que si µ(A) =∞, entonces el Paso 1 prueba (1.9). Asu´mase por tanto que µ(A) <∞,
y f´ıjese  > 0. Gracias a que Ai ∈ ΣF , existen unos conjuntos compactos Hi ⊂ Ai con
µ(Hi) > µ(Ai)− 
2i
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mediante un argumento de induccio´n sobre la igualdad (1.10) se obtiene












que junto al Paso 1 prueba la igualdad (1.9).
Finalmente, so´lo resta probar que si µ(A) < ∞ entonces A ∈ ΣF . Para abordarla, f´ıjese










entonces µ(A) ≤ µ(KN) + 2, y esto prueba que A satisface las dos condiciones para pertecer
a ΣF . 
Paso 5. Si A ∈ ΣF y  > 0, existe un conjunto compacto K y uno abierto V tales que
K ⊂ A ⊂ V y µ(V \K) < .
Prueba. Las definiciones dadas afirman la existencia de unos conjuntos K y V tales que
µ(V )− 
2




Dado que V \K es abierto, V \K ∈ ΣF , por el Paso 3. Como K y V \K son disjuntos, el Paso
4 implica que
µ(K) + µ(V \K) = µ(V ) < µ(K) + ,
de donde se deduce que µ(V \K) < . 
Paso 6. Si A ∈ ΣF y B ∈ ΣF , entonces A \B,A ∪B y A ∩B pertenecen a ΣF .
Prueba. Si  > 0, el paso anterior garantiza la existencia de unos conjuntos Ki y Vi tales
que K1 ⊂ A ⊂ V1, K2 ⊂ B ⊂ V2, y adema´s
µ(Vi \Ki) < , i = 1, 2.
Dado que
A \B ⊂ V1 \K2 ⊂ (V1 \K1) ∪ (K1 \ V2) ∪ (V2 \K2),
el Paso 1, junto a la monoton´ıa de la medida, muestran que
(1.12) µ(A \B) ≤ + µ(K1 \ V2) + .
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Ahora bien, como K1 \ V2 es un subconjunto compacto de A \ B, (1.12) implica que A \ B
satisface (1.6), y por tanto A \B ∈ ΣF .
Para probar el resto de casos, basta notar que
A ∪B = (A \B) ∪B y A ∩B = A \ (A \B)
prueba que A ∪B y A ∩B pertenecen a ΣF . 
Paso 7. Σ es una σ−a´lgebra en X que contiene todos los conjuntos de Borel.
Prueba. Sea K un conjunto compacto arbitrario en X. Se comienza por comprobar que Σ
es una σ−a´lgebra, esto es, debe verificar que:
El espacio total pertenezca al σ−a´lgebra.
Si A ∈ Σ entonces Ac ∈ Σ. En efecto, si A ∈ Σ, entonces Ac ∩K = K \ (A∩K), luego
Ac ∩K es la diferencia de los elementos pertenecientes a ΣF . Por tanto, Ac ∩K ∈ ΣF
y se concluye: A ∈ Σ implica Ac ∈ Σ.
A =
⋃∞




Ai, Ai ∈ Σ.
Sea B1 = A1 ∩K, y
Bn = (An ∩K) \ (B1 ∪ · · · ∪Bn−1)






Del Paso 4 se sigue que A ∩K ∈ ΣF . Por tanto, A ∈ Σ.
Finalmente, si C es cerrado, entonces C∩K es compacto, y por tanto C∩K ∈ ΣF , y as´ı C ∈ Σ.
En particular, X ∈ Σ.
Acaba de probarse que Σ es una σ−a´lgebra en X que contiene a todos los subconjuntos
cerrados de X. Por tanto, Σ contiene a todos los subconjuntos de Borel en X. 
El siguiente paso prueba la tercera propiedad.
Paso 8. ΣF consiste en todos los conjuntos A ∈ Σ tales que µ(A) <∞.
Prueba. Si A ∈ ΣF , los pasos 2 y 6 implican que A ∩ K ∈ ΣF para todo compacto K, y
por ende A ∈ Σ.
Rec´ıprocamente, supo´ngase A ∈ ΣF y µ(A) < ∞, y f´ıjese  > 0. Existe un conjunto
abierto V ⊃ A tal que µ(V ) < ∞; y por los pasos 3 y 4, existe un conjunto compacto K con
µ(V \K) < . Como A ∩K ∈ ΣF , existe un conjunto compacto H ⊂ A ∩K con
µ(A ∩K) < µ(H) + .
Dado que A ⊂ (A ∩K) ∪ (V \K), se tiene que
µ(A) ≤ µ(A ∩K) + µ(V \K) < µ(H) + 2,
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lo que implica que A ∈ ΣF . 
Paso 9. µ es una medida en Σ.
Prueba. La numerabilidad aditiva de µ en Σ se desprende inmediatamente de los pasos 3
y 7. Por tanto, este paso ya esta´ demostrado. 










para toda f ∈ Cc(X). Una vez establecido (1.13), la linealidad de Λ muestra que
−Λf = Λ(−f) ≤
∫
X




con lo cual, junto a (1.13), prueba la igualdad.
Sea K el soporte de una funcio´n f ∈ Cc(X), i.e., el conjunto
K = sop(f) = {x ∈ X : f(x) 6= 0}.
Sea, adema´s, un intervalo [a, b] que contiene a la imagen de f , Im(f), que es un conjunto
compacto al ser la imagen de un conjunto compacto por una funcio´n continua. El´ıjase  > 0, y
unos puntos yi’s para i = 0, 1, . . . , n tales que yi − yi−1 <  y
a = y0 < y1 < · · · < yn = b.
Def´ınase ahora
Ai = {x ∈ X : yi−1 < f(x) ≤ yi} ∩K
para i = 1, . . . , n. Ahora bien, dado que f es continua, f es medible Borel, y los conjuntos
A1, A2, . . . , An son conjuntos disjuntos de Borel cuya unio´n es K. Adema´s, existen conjuntos
abiertos Vi ⊃ Ai tales que
µ(Vi) < µ(Ai) +

n
para i = 1, . . . , n, y tales que f(x) < yi +  para todo x ∈ Vi. Un resultado (ver Teorema 2.13
en [Rud87]) asegura la existencia de unas funciones hi ∈ Cc(X) para i = 1, . . . , n tales que
0 ≤ hi(x) ≤ 1 y sop(hi) ⊂ Vi



































(yi − )µ(Ai) +
n∑
i=1
















f dµ+ [2µ(K) + b+ ].
Como  era arbitrario, la desigualdad (1.13) queda probada. 
La demostracio´n de todos los pasos implica la del resultado. 
∗ ∗ ∗
4. El teorema de Weierstraß a partir del teorema de Feje´r
Otro resultado que se necesitara´ en la prueba del teorema espectral para operadores hermı´ticos
es el conocido teorema de aproximacio´n de Weierstraß, pero antes es necesario recordar un
resultado notable en ana´lisis de Fourier.




uniformemente en R, donde
σNf(a) =






















Se procede a enunciar y probar en el caso real y unidimensional, ya que, en este caso, puede
entenderse como una consecuencia del teorema de Feje´r. Esta idea se encuentra expuesta en
[KF82], y se desarrollara´ a continuacio´n.
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Teorema 1.27 (Aproximacio´n de Weierstraß). Toda funcio´n continua definida en un
compacto de la recta real es l´ımite uniforme de polinomios.
Prueba. Sea f = f(x) una funcio´n continua definida en el segmento [a, b]. Se desea aproximar












definida en el intervalo [0, pi]. Entonces, prolo´nguese al segmento [−pi, pi] definiendo
φ(t) =
 φ(t) si 0 ≤ t ≤ pi,φ(−t) si −pi ≤ t ≤ 0,
y, por periodicidad, a toda la recta real. Ahora, dado que φ(−pi) = φ(pi), el teorema de Feje´r
proporciona un polinomio trigonome´trico σNφ = σNφ(t) tal que
|φ(t)− σNφ(t)| < 
2
para todo t. Adema´s, todo polinomio trigonome´trico puede ser desarrollado en serie de Taylor
que converja en cualquier intervalo finito. Sea Pm = Pm(t) la suma parcial m-e´sima de la serie
de Taylor de σNφ tal que
|σNφ(t)− Pm(t)| < 
2
para todo 0 ≤ t ≤ pi. Entonces,

















que satisface la condicio´n
|f(x)−Qm(x)| < 
para a ≤ x ≤ b. 
Dado K un compacto de la recta real, los polinomios son densos en el espacio de las funciones
continuas definidas enK. Esta extensio´n se puede realizar aplicando algu´n teorema de extensio´n,
como se vera´ en el cap´ıtulo siguiente. No obstante, en este caso la generalizacio´n es especialmente
sencilla.
Supo´ngase K ⊂ [a, b], y f ∈ C(K). Se tiene que





donde Ij = (aj, bj). Ahora basta definir f en cada Ij de manera lineal. La aplicacio´n del
resultado anterior implica que f es l´ımite uniforme de polinomios en todo [a, b], y en particular,
en K.
Cap´ıtulo 2
El teorema espectral. Ca´lculo funcional para operadores
El teorema espectral para operadores hermı´ticos afirma que todo operador T hermı´tico definido
en un espacio de Hilbert separable es esencialmente un operador de multiplicacio´n definido en
L2(µ) con una medida µ determinada. Este resultado abrira´ la puerta a un ca´lculo funcional
para este tipo de operadores, y sera´ determinante a la hora de probar la desigualdad de von
Neumann (0.1) y el teorema ergo´dico. Como generalizacio´n, con la ayuda de la teor´ıa de a´lgebras
de Banach descrita en el cap´ıtulo anterior, se construira´ un ca´lculo funcional para una cantidad
finita de operadores normales que conmutan en un espacio de Hilbert comu´n.
1. Presentacio´n y demostracio´n del resultado
Teorema 2.1 (Teorema espectral para operadores hermı´ticos). Todo operador hermı´tico es
unitariamente equivalente a un operador multiplicativo.
En detalle, el teorema afirma que si T es un operador hermı´tico, i.e. tal que T ∗ = T ,
definido en un espacio de Hilbert separable H, entonces existe una funcio´n ϕ esencialmente




(x) = (Mϕf) (x)
para todo x ∈ X, y para cada f ∈ L2(µ). Este hecho tambie´n es va´lido para operadores
normales, pero al contrario de la prueba que va a realizarse aqu´ı, no puede ser demostrado
mediante resultados elementales.
Definicio´n 2.2. Sea T un operador hermı´tico en un espacio de Hilbert H. Un elemento
ξ ∈ H es un vector c´ıclico para T si el conjunto formando por todos los elementos de la forma
p(T )ξ, donde p es un polinomio con coeficientes complejos, es denso en H.
Los vectores c´ıclicos pueden no existir, pero se conoce un argumento que asegura que H es
siempre suma directa de familias de subespacios tales que cada restriccio´n de T a cada uno de
ellas posea al menos un vector c´ıclico. As´ı, probado el resultado en cada subespacio, se sigue
para H. Se procede a probar tal afirmacio´n.





y verifique las dos condiciones siguientes:
i. T (Hi) ⊆ Hi para todo i ∈ I.
ii. Para cada i ∈ I existe un elemento fi ∈ Hi tal que
(2.1) span{T nfi : n ≥ 0}
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es denso en Hi y adema´s Hi⊥Hj si i 6= j.
En primer lugar, obse´rvese que, para cada f ∈ H, el espacio definido por (2.1)
M = span{T nf : n ≥ 0}
reduce a T , es decir, T (M) ⊆ M y T (M⊥) ⊆ M⊥. En efecto, es claro que T (M) ⊆ M ; ahora,
si h ∈M⊥ y g ∈M , entonces
〈Th, g〉 = 〈h, Tg〉 = 0
ya que Tg ∈ M . Por tanto, T (M⊥) ⊆ M⊥. Cuando esto ocurre se dice que el subespacio M
reduce a T.
Se procede a construir tal descomposicio´n. To´mese f ∈ H \ {0}, y escr´ıbase
Hf = span{T nf : n ≥ 0}.
Como H es separable, existe un conjunto D = {fn}n∈N denso en H; y, sin pe´rdida de generali-
dad, puede suponerse que fn 6= 0 para todo n ∈ N.
Sea entonces H1 = Hf1 y K1 = H
⊥
1 . Si K1 = {0} la descomposicio´n queda completada, pues
H1 = H. En otro caso, to´mese
ym = PK1fm, m ≥ 2.
Entonces, existe un primer m0 tal que ym0 6= 0. Cuando esto ocurre, fm0 /∈ H1, y
f1, f2, . . . , fm0−1 ∈ H1.
Def´ınase entonces
H2 = Hym0 = span{T nPK1fm0 : n ≥ 0}.
As´ı, fm0 ∈ H1 ⊕ H2. Ahora bien, to´mese K2 = H⊥2 , y rep´ıtase el proceso. Si K2 = {0}, la
descomposicio´n queda completada. Este me´todo me genera una sucesio´n de espacios {Hn}n∈N
tal que






Adema´s, un ejercicio permite comprobar que las propiedades requeridas de la descomposicio´n.
El hecho de que sea una cantidad a lo sumo numerable es por construccio´n, pero de hecho se
desprende de la separabilidad del espacio de Hilbert H. El siguiente lema prueba tal afirmacio´n.
Lema 2.3. Sea H un espacio de Hilbert separable, y {Mi}i∈I una familia de subespacios de
H tales que
i. Mi⊥Mj para todo i, j ∈ I con i 6= j.
ii. Mi 6= {0} para todo i ∈ I.
Entonces, I es finito o numerable.
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Prueba. Sea ei ∈Mi con ‖ei‖ = 1. Dados ei y ej, se verifica que
‖ei − ej‖ =
√
‖ei‖2 + ‖ej‖2 =
√
2,
siempre que i 6= j. Conside´rese, gracias a la hipo´tesis de separabilidad de H, un subespacio
denso y numerable D en H. Por ello, para todo i ∈ I existe un elemento di ∈ D tal que





As´ı, dados di y dj se verifica que





y entonces forzosamente i 6= j. Por tanto, se ha construido una aplicacio´n
Ξ: {ei}i∈I −→ D
ei 7−→ Ξ(ei) = di
que es inyectiva, en virtud de (2.2); lo que finalmente asegura que
card(I) ≤ ℵ0,
lo que concluye la demostracio´n. 
Por tanto, sin pe´rdida de generalidad, supo´ngase que x ∈ H es un vector c´ıclico de T .
Prueba. [Teorema espectral para operadores hermı´ticos]
Para cada polinomio p ∈ R[z], escr´ıbase
Lp = 〈p(T )x, x〉 .
Es claro que L es un operador lineal y continuo, ya que
|Lp| ≤ ‖p(T )‖ · ‖x‖2
= ρ(p(T )) · ‖x‖2
= sup{|λ| : λ ∈ σ(p(T ))} · ‖x‖2
= sup{|p(λ)| : λ ∈ σ(T )} · ‖x‖2,
es decir, esta´ acotado para polinomios. Aqu´ı se ha usado la relacio´n
(2.3) p(σ(T )) = σ(p(T )).
Para ver la prueba de este hecho uno puede dirigirse a [Hal51]. Se concluye por tanto que, por
el teorema de aproximacio´n de Weierstraß, L tiene una extensio´n acotada, que se denotara´ por
L nuevamente, en el espacio de las funciones continuas reales definidas en σ(T ).
Para probar que L es positivo, obse´rvese que si p ∈ R[z], entonces〈
(p(T ))2x, x
〉
= 〈p(T )x, p(T )x〉 = ‖p(T )x‖2 ≥ 0.
Si f ∈ C(σ(T )) es no negativa, entonces aprox´ımese √f uniformemente por polinomios reales;
por ello, esto prueba que Lf ≥ 0, pues f es l´ımite uniforme de los cuadrados de polinomios
26 2. EL TEOREMA ESPECTRAL. CA´LCULO FUNCIONAL PARA OPERADORES
reales. El teorema de Riesz asegura que existe una u´nica medida finita µ definida en los conjuntos
de Borel de σ(T ) tal que




definida para todo p ∈ R[z].
Para cada q ∈ C[z] escr´ıbase
Uq = q(T )x.
Dado el cara´cter hermı´tico de T ,
(q(T ))∗ = q(T )
es un polinomio en T , y tambie´n
(q(T ))∗ · q(T ) = |q|2(T ).
Se tiene as´ı que∫
σ(T )
|q|2 dµ = 〈q(T )q(T )x, x〉 = 〈(q(T ))∗q(T )x, x〉 = ‖q(T )x‖2 = ‖Uq‖2.
Esto significa que el operador
U : C[z] ⊂ L2(µ)→ H
es una isometr´ıa. Adema´s, dado que los polinomios son densos en L2(µ), entonces existe una
u´nica extensio´n isome´trica de L2(µ) en H. La asuncio´n de que x sea un vector c´ıclico implica
que la imagen de U es densa, y por tanto igual, al espacio H.
So´lo resta probar que la transformacio´n de T por U es efectivamente una multiplicacio´n.
Escr´ıbase id(λ) = λ para todo λ ∈ σ(T ). Dado un polinomio q ∈ C[z], def´ınase
qˆ(λ) = λq(λ) = id(λ)q(λ).
Entonces,
U−1TUq = U−1Tq(T )x = U−1qˆ(T )x = U−1Uqˆ = qˆ = id · q.
Por tanto, U−1TU coincide con el operador de multiplicacio´n Mid sobre el espacio de polinomios
con coeficientes complejos, y un argumento de densidad permite concluir que U−1TU es igual
a una multiplicacio´n.
Se ha probado que el resultado es cierto en cada subespacio Hn de H que contiene a un
vector c´ıclico, i.e., que Hn es isome´tricamente isomorfo a L
2(µn), donde (Xn,Σn, µn) es un





es isome´tricamente isomorfo a L2(µ). Aqu´ı (X,Σ, µ) es un espacio de medida (no necesariamente





Σ una σ−a´lgebra de X, y µ una medida que esta´ definida como µn en cada Hn. 
∗ ∗ ∗
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2. Ca´lculo funcional para operadores normales
2.1. Ca´lculo funcional de operadores hermı´ticos. Una consecuencia del teorema
espectral es la posiblidad de definir un ca´lculo funcional para operadores hermı´ticos.
Sea A ∈ Rn×n diagonalizable con A = PDP−1, donde P es una matriz invertible cuyos
vectores columna son vectores propios de A, y D es una matriz diagonal formada por los







Esto inspira la generalizacio´n de esta nocio´n a otros espacios ma´s generales.












para cada x ∈ H. La descomposicio´n de un operador hermı´tico permite dar un paso ma´s. Si




Si f es una funcio´n medible y acotada, uno puede definir
f(T ) = UMf◦ϕU∗.
Cabe destacar que la funcio´n f ◦ϕ ∈ L∞(µ), y por tanto el operador multiplicativo Mf◦ϕ tiene
sentido.
2.2. El teorema de Weierstraß en compactos de RN . Lo ma´s sorprendente de los
resultados de aproximacio´n por polinomios de Weierstraß son su enorme utilidad y el gran
nu´mero de pruebas que se han ido aportando a lo largo de los an˜os. A partir del resultado
cla´sico en una variable real (ve´ase el Teorema 1.27) se puede probar, usando el teorema de
extensio´n de Tietze, dicha generalizacio´n para cualquier compacto de RN , y en general, de CN .
Teorema 2.4 (Teorema de Weierstraß en compactos de RN). Toda funcio´n continua de-
finida en un compacto de RN es l´ımite uniforme de polinomios con coeficientes complejos.
Primeramente, se trata de ver que es va´lido para C[0, 1]2. Esto se´ra suficiente para probar
el resultado general, ya que bastara´ aplicar el resultado de Tietze y un argumento inductivo.
En lo que sigue, dadas f, g ∈ C[0, 1], se denotara´ por f ⊗ g a la funcio´n de C[0, 1]2 dada por
f ⊗ g(x, y) = f(x)g(y) ∈ C[0, 1]2.
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Teorema 2.5. Si E = {f ⊗ g : f, g ∈ C[0, 1]}, entonces
span(E) = C[0, 1]2.
Prueba. Para cada n ∈ N, def´ınanse las funciones fn,k ∈ C[0, 1], para k ∈ {0, . . . , n}, como
especifica la siguiente figura:
Figura 1. Las funciones fn,k, para k ∈ {0, . . . , n}









para todo x ∈ [0, 1]. Por u´ltimo, fn,k(x) = 0 siempre que∣∣∣∣x− kn
∣∣∣∣ ≥ 1n.












fn,k ⊗ fn,j ∈ span(E).
Se procede a probar que Fn → G en C[0, 1]2. Previo a ello, recue´rdese el teorema de Heine, que
asegura la continuidad uniforme en cada variable. Esto es, para todo  > 0, existe δ > 0 tal que
si |x− x′| < δ y |y − y′| < δ entonces
|G(x, y)−G(x′, y′)| < .
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Sea n ∈ N tal que 1
n
< δ. Entonces,



















∣∣∣∣ fn,k(x)fn,j(y) ≤ ,
pues ∣∣∣∣kn − x
∣∣∣∣ < 1n < δ,
en caso contrario fn,k(x) = 0; y ana´logamente,∣∣∣∣ jn − y
∣∣∣∣ < 1n < δ,
en caso contrario fn,j(y) = 0. Es decir, se acaba de probar que
‖Fn −G‖C[0,1]2 ≤ 
para un n ∈ N suficientemente grande. 
Esto prueba el teorema de Weierstraß en el cuadrado. En general, mediante un razonamiento
inductivo, uno puede generalizar el resultado a [0, 1]N . Tambie´n, sin mucho esfuerzo, se puede
adaptar la prueba para conjuntos de la forma [−M,M ]N , siendo M > 0 y N ≥ 1. A continuacio´n
se presenta el teorema de extensio´n de Tietze. Gracias a e´l se podra´ probar el resultado central
de este apartado.
Teorema 2.6 (Teorema de extensio´n de Tietze). Sea (X, d) un espacio me´trico, sea C ⊂ X
cerrado, y sea f : C → R una funcio´n real, continua y acotada. Entonces, existe una funcio´n
continua y acotada F : X → R tal que FC = f y ‖F‖X = ‖f‖C.
Prueba. Sea f : C → R continua tal que |f(x)| ≤M para todo x ∈ C. Entonces, fˆ := f/M
satisface que |fˆ(x)| ≤ 1 para todo x ∈ C. Mediante este procedimiento, uno puede suponer
sin pe´rdida de generalidad que desde un principio |f(x)| ≤ 1 para todo x ∈ C. Def´ınanse los
conjuntos
C1 = {x ∈ C : f(x) ≤ −1/3} y C2 = {x ∈ C : f(x) ≥ 1/3}.
Es obvio notar que son conjuntos C1, C2 ⊆ X son cerrados y disjuntos. El lema de Urysohn








Por construccio´n, se verifica que
|f(x)− f1(x)| ≤ 2
3
para todo x ∈ C. Aplicando el mismo procedimiento a la funcio´n f −f1, se obtiene una funcio´n
continua f2 : X → [−2/32, 2/32] tal que






30 2. EL TEOREMA ESPECTRAL. CA´LCULO FUNCIONAL PARA OPERADORES
Iterando este proceso, se consigue una sucesio´n de funciones {fn}n∈N continuas en X y tales
que

















converge uniformemente hacia una funcio´n continua F : X → R, por la primera cota de (2.4),









= 1 = ‖f‖C .
Esto prueba el resultado. 
Sea K ⊂ RN compacto. Sea M > 0 tal que K ⊆ [−M,M ]N . El teorema de Tietze garantiza
que la aplicacio´n
C[−M,M ]N −→ C(K)
f 7−→ f|K
es sobreyectiva. Dado que en C[−M,M ]N el resultado es va´lido, tambie´n sera´ cierto en C(K),
debido a la sobreyectividad de la aplicacio´n anterior, ya que cualquier funcio´n f ∈ C(K) puede
extenderse hasta C[−M,M ]N manteniendo su norma.
2.3. Ca´lculo funcional para operadores normales. El objetivo de este apartado es
proporcionar un ca´lculo funcional para una cantidad finita de operadores normales que conmu-
ten. Ma´s precisamente, dar sentido a expresiones del tipo f(T1, . . . , Tn), donde f es una funcio´n
definida en un subconjunto del plano complejo Cn que satisface determinadas condiciones.
Conside´rese H un espacio de Hilbert, y T1, . . . , Tn una cantidad finita de operadores tales
que:
i. (Lineales y continuos) Ti ∈ B(H);
ii. (Normales) Ti es normal;
iii. (Conmutan) TiTj = TjTi para todos i, j = 1, . . . , n.
Def´ınase A como cierre, en la topolog´ıa inducida por la norma, del a´lgebra engendrada por la
cantidad finita de operadores T1, T
∗
1 , . . . , Tn, T
∗
n , i.e.,
(2.5) A = alg{T1, T ∗1 , . . . , Tn, T ∗n}.
Dicho de otro modo, A esta´ constituida por el cierre de todas las combinaciones necesarias para
que A sea un a´lgebra, de acuerdo con la Definicio´n 1.1. Una definicio´n equivalente es
A = {p(T1, T ∗1 , . . . , Tn, T ∗n) : p ∈ C[x1, y1, . . . , xn, yn]}
‖·‖B(H)
.




j Ti, consecuencia del resultado que se presenta
a continuacio´n, conocido como el teorema de Fuglede, cuya demostracio´n sera´ omitida.
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Lema 2.7 (Teorema de Fuglede). Sea H un espacio de Hilbert. Sean T,N ∈ B(H) con N
normal. Si TN = NT , entonces TN∗ = N∗T .
Observacio´n 2.8. En realidad el resultado anterior se verifica en condiciones ma´s genera-
les, tal extensio´n es conocido como el teorema de Calvin-Richard-Putnam (ve´ase [Rud91]).
E´ste afirma, que si M,N, S ∈ B(H), y M,N son normales; entonces, MS = SN implica que
M∗S = SN∗.
Proposicio´n 2.9. A es un a´lgebra de Banach conmutativa con unidad.
Prueba. A es un a´lgebra es por definicio´n; adema´s, al ser cerrada, es tambie´n de Banach,
por serlo B(H). Tambie´n tiene unidad I, pues corresponde al polinomio ide´nticamente uno. Por
tanto, so´lo es necesario ver que es conmutativa.
Dado que todos los Ti’s conmutan entre s´ı, so´lo es necesario comprobar lo siguiente: Si dos
operadores normales conmutan, entonces su producto es normal.
Sean T, S ∈ B(H) normales tales que TS = ST . El teorema de Fuglede (Lema 2.7) afirma
que ST ∗ = T ∗S. Entonces,
TS(TS)∗ = TSS∗T ∗ = (TS∗)(ST ∗) = (S∗T )(ST ∗) = S∗(TT ∗)S = S∗T ∗TS = (TS)∗TS.
Esto prueba que en efecto A es un a´lgebra de Banach conmutativa con unidad. 
Def´ınase la aplicacio´n lineal
(2.6)
Φ: ∆(A) −→ Cn
Λ 7−→ Φ(Λ) = (Λ(T1), . . . ,Λ(Tn)) .
Se equipa a ∆(A) con la topolog´ıa ∗−de´bil de A∗; de este modo, gracias a la
Proposicio´n 1.10, ∆(A) es un espacio compacto. La topolog´ıa considerada en Cn es la usual.
El objetivo es comprobar que esta aplicacio´n es un homeomorfismo sobre su imagen.
Primeramente, es necesario ver que Φ esta´ bien definida. En efecto, si Λ ∈ ∆(A), es claro
que
(Λ(T1), . . . ,Λ(Tn)) ∈ Cn,
pues Λ ∈ A∗ y cada Ti ∈ A. De hecho, se verifica el siguiente resultado:
Teorema 2.10. La aplicacio´n Φ definida en (2.6) es continua y inyectiva. Ma´s precisamen-
te, esta aplicacio´n establece un homeomorfismo entre ∆(A) y su imagen Φ(∆(A)).
Prueba. Para cada T ∈ A, se tiene que la aplicacio´n
Λ 7−→ Λ(T )
es continua en ∆(A), por definicio´n de la topolog´ıa ∗−de´bil. Es inmediato entonces que Φ sea
continua.
Prue´bese ahora que Φ es inyectiva. Para cada T ∈ A, es va´lida la igualdad
T =
T + T ∗
2
+ i
T − T ∗
2i
.
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Si se denota por
T< =
T + T ∗
2
y T= =




T = T< + iT= y T ∗ = T< − iT=,
pues T< y T= son hermı´ticos. La actuacio´n de Λ permite obtener
Λ(T ∗) = Λ(T<)− iΛ(T=) = Λ(T<) + iΛ(T=) = Λ(T ).
Por tanto, lo que se deduce de este razonamiento es que una vez conocido Λ(T1), . . . ,Λ(Tn)
es posible conocer el valor de cualquier polinomio p(T1, T
∗
1 , T2, T
∗
2 , . . . , Tn, T
∗
n), y por densidad,
cualquier elemento de A. As´ı, si Λ1 6= Λ2, entonces
(Λ1(T1), . . . ,Λ1(Tn)) 6= (Λ2(T1), . . . ,Λ2(Tn)) .
Esto prueba la inyectividad de Φ. 
Observacio´n 2.11. Dado que ∆(A) es compacto en la topolog´ıa ∗−de´bil de A, el conjunto
∆˜(A) = Φ(∆(A))
es tambie´n compacto, por ser la imagen de un compacto a trave´s de una aplicacio´n continua.
Def´ınase otra aplicacio´n lineal
(2.7)
Υ: A −→ C(∆˜(A))
T 7−→ Υ(T )(z1, . . . , zn) = 〈Φ−1(z1, . . . , zn), T 〉 .
Se dota a A de la norma de B(H) y a C(∆˜(A)) de la norma ‖ · ‖∞. Aqu´ı 〈Φ−1(z1, . . . , zn), T 〉
representa la accio´n de Φ−1(z1, . . . , zn) ∈ A∗ sobre T ∈ A. La aplicacio´n Υ esta´ bien definida
debido a las magn´ıficas propiedades de las que goza Φ.
Teorema 2.12. La aplicacio´n Υ definida en (2.7) es una isometr´ıa sobreyectiva.
Prueba. El hecho de que Υ sea una isometr´ıa se deduce inmediatamente del Teorema 1.12
y de que Φ es un homeomorfismo, pues si T ∈ A,
‖Υ(T )‖∞ = sup
(z1,...,zn)∈∆˜(A)
∣∣〈Φ−1(z1, . . . , zn), T〉∣∣ = sup
Λ∈∆(A)
|Λ(T )| = ρ(T ) = ‖T‖.
Para la sobreyectividad, se usara´ el teorema de Weierstraß para compactos de R2n, que es
isomorfo a Cn. Para ello, el primer paso consiste en ver que Υ(A) contiene a los polinomios.
Posteriormente un argumento de densidad finalizara´ la prueba.









para i ∈ {1, . . . , n}. No´tese que entonces p(x1, y1, . . . , xn, yn) puede escribirse como
pˆ(z1, z1, . . . , zn, zn).
Sea
T = pˆ(T1, T
∗
1 , . . . , Tn, T
∗
n) ∈ alg{T1, T ∗1 , . . . , Tn, T ∗n} ⊆ A.
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La cuestio´n se centra en ver si
(2.8)
〈
Φ−1(a1, a2, . . . , an), T
〉
= pˆ(a1, a1, . . . , an, an),
para todo (a1, a2, . . . , an) ∈ ∆˜(A). Por formalismo, en lo que sigue
f(a1, . . . , an) = pˆ(a1, a1, . . . , an, an).





Entonces, debido a las propiedades de los elementos de ∆(A),
Λ(pˆ(T1, T
∗




1 ), . . . ,Λ(Tn),Λ(T
∗
n))
= pˆ(a1, a1, . . . , an, an)
= f(a1, a2, . . . , an),
lo que prueba la igualdad (2.8). As´ı, se ha conseguido probar que Υ(A) contiene a los polinomios.
Ahora bien, dado que A es un a´lgebra de Banach (en particular completo) y Υ una isometr´ıa,
entonces Υ(A) es un subespacio completo en C(∆˜(A)); adema´s, es cerrado por ser C(∆˜(A)) de
Banach. La aplicacio´n del teorema de Weierstraß implica que necesariamente
Υ(A) = C(∆˜(A)).
Esto concluye la prueba. 
El resultado anterior permite asegurar la existencia de Υ−1, y con ello, surge la posibilidad
de dar un sentido a la expresio´n f(T1, . . . , Tn) cuando f ∈ C(∆˜(A)).
Definicio´n 2.13. En las condiciones precedentes, se define
f(T1, . . . , Tn) = Υ
−1 (f) .
En el caso de un solo operador, ∆˜(A) no es ma´s que σA(T ), debido al Teorema 1.12. No´tese
que en general es dif´ıcil dar un sentido a expresiones del tipo f(T1, . . . , Tn), ya que hay varias
maneras de definir el joint spectrum de una cantidad finita de operadores que conmutan; este
concepto no se tratara´ en este trabajo. En general,
(2.9) ∆˜(A) ⊆ σA(T1)× σA(T2)× · · · × σA(Tn).
Ejemplo 2.14. Conside´rese D(0, 1) ⊆ R2, y H = L2 (D(0, 1),m2), donde m2 denota la





) −→ L2 (D(0, 1),m2)
f = f(x1, x2) 7−→ T1f(x1, x2) = x1 · f(x1, x2).






) −→ L2 (D(0, 1),m2)
f = f(x1, x2) 7−→ T2f(x1, x2) = x2 · f(x1, x2).
Dicho de otro modo, cada Ti es el operador de multiplicacio´n inducido por la funcio´n
ϕi(x1, x2) = xi. En este caso
A = {p(T1, T2) : p ∈ C[x1, x2]}‖·‖B(H) .
Se procede a probar que si (α, β) /∈ D(0, 1) entonces (α, β) /∈ ∆˜(A). Esto implicar´ıa en
particular que ∆˜(A) ⊆ D(0, 1), y una vez conocido el espectro de cada Ti, ser´ıa un ejemplo de
la inclusio´n estricta de (2.9).





S = (T1 − αI)(T1 − αI) + (T2 − βI)(T2 − βI)
es invertible. Esto es cierto pues S no es ma´s que el operador de multiplicacio´n inducido por la
funcio´n
ϕ(x1, x2) = (x1 − α)2 + (x2 − β)2,
que es una funcio´n continua e invertible pues ϕ(x1, x2) ≥ δ > 0 para algu´n δ > 0, y para todo
(x1, x2) ∈ D(0, 1). Por tanto, mediante un argumento de densidad, S es invertible en A. Ma´s
precisamente, S−1 es el operador de multiplicacio´n inducido por la funcio´n 1/ϕ. Esto es una
contradiccio´n, pues si S es invertible en A no puede existir Λ ∈ ∆(A) tal que
Λ(S) = Λ(T1 − αI)Λ(T1 − αI) + Λ(T2 − βI)Λ(T2 − βI) = 0.
Se ha probado que ∆˜(A) ⊆ D(0, 1). Un ejercicio permite comprobar que σ(Ti) = [−1, 1],
para i = 1, 2. As´ı, esto muestra un ejemplo de (2.9). Adema´s, se acompan˜a una imagen que
ilustra una situacio´n ana´loga (ve´ase la Figura 2).
σ(T1)
σ(T2) ∆˜(A)
Figura 2. ∆˜(A) ⊆ D ( σA(T1)× σA(T2)
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Con la definicio´n de un ca´lculo funcional para operadores normales se cierra este cap´ıtulo.
Este arma, en el caso de dos operadores normales que conmutan, sera´ de gran relevancia en la
prueba de algunos resultados ma´s interesantes de este trabajo, e.g., para probar la desigualdad





Supo´ngase que H es un subespacio de Hilbert de un espacio de Hilbert K, y sea P la proyeccio´n
ortogonal de K sobre H. Cada operador S definido en K induce, de manera natural, un operador
T en H definido por
(3.1) Tf = PSf,






La relacio´n entre T y S tambie´n puede ser expresada por
TP = PSP.
La definicio´n geome´trica anterior de compresio´n-dilatacio´n puede ser contrastada con el
concepto de restriccio´n-extensio´n. De hecho, si H es invariante por S, i.e. SH ⊆ H, entonces
P|H = I,
por lo que no es necesario proyectar S sobre H, porque ya esta´ en H. As´ı, T es la restriccio´n
de S a H y S es la extensio´n de T a K. En consecuencia, el concepto de restriccio´n-extensio´n
es un caso particular de compresio´n-dilatacio´n, que ocurre cuando el operador definido en el
espacio marco deja invariante al subespacio de e´ste.
Hay caminos algebraicos que llevan a las compresiones y dilataciones, del mismo modo que el
geome´trico lo hace. Uno de estos caminos son las formas cuadra´ticas. Tiene sentido considerar
la forma cuadra´tica asociada a S y considerarla u´nicamente para los elementos de H, i.e.,
restringida a H. Esta restriccio´n es una forma cuadra´tica en H, y por tanto, es inducida por un
operador en H; tal operador es la compresio´n T . Dicho de otro modo, la compresio´n y dilatacio´n
de operadores no son so´lo ana´logas a (y generalizaciones de) restriciones y extensiones, sino que
en el marco de las formas cuadra´ticas, son una restriccio´n y extensio´n: la forma cuadra´tica T
es la restriccio´n de la forma cuadra´tica S a H y la forma cuadra´tica de S es la extensio´n de la
forma cuadra´tica de T a K.
Otra manifestacio´n de compresiones y dilataciones en la teor´ıa de espacios de Hilbert es su
conexio´n con los operadores matriciales. Si K se descompone en H y H⊥, y, correspondien-
temente, los operadores en K esta´n escritos en te´rminos matriciales, entonces una condicio´n
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necesaria y suficiente para que S sea una dilatacio´n de T es que la matriz de S tenga la forma T B12
B21 B22
 .
Teorema 3.1. Si ‖T‖ ≤ 1, entonces T tiene una dilatacio´n unitaria.
Observacio´n 3.2. i. No´tese que la asuncio´n sobre T es claramente necesaria. Si T tiene
una dilatacio´n S que es unitaria, entonces
‖Tf‖ ≤ ‖PSf‖ ≤ ‖Sf‖ ≤ ‖f‖,
para cada f ∈ H.
ii. Usualmente, un operador T lineal y acotado con ‖T‖ ≤ 1 se denomina contraccio´n.
El siguiente ejemplo ilustra el Teorema 3.1 en un caso muy particular. Se decide incluir
anterior a la prueba ya que e´sta sera´ una imitacio´n directa de la te´cnica expuesta a continuacio´n.
Ejemplo 3.3. Conside´rese H = R, y K = R2. En este caso, la contraccio´n T se reduce a







Figura 1. Idea de co´mo construir la matriz de rotacio´n
En te´rminos geome´tricos, la afirmacio´n es que la multiplicacio´n Mx 7→αx en la recta puede
ser lograda mediante una rotacio´n en el plano, y posteriormente una proyeccio´n para volver a
la recta real. La matriz de esta rotacio´n es
A =
 α √1− α2√
1− α2 −α

Uno puede comprobar que AA∗ = A∗A = I, y, de hecho, que A2 = I y A∗ = A.
Prueba. La prueba consiste en extender la idea expuesta en el ejemplo anterior, pero se
necesitan algunas comprobaciones. Entre ellas, se necesita ver que´ papel se desempen˜a en lugar
de α2, ya que podr´ıa ser validado por T 2, TT ∗, o T ∗T . El resultado se describe tal y como sigue.
Dado H, escr´ıbase K = H⊕H, e identif´ıquese H con el primer sumando. As´ı, cada operador






1. DILATACIONES UNITARIAS 39
Dado T , el operador I − TT ∗ es hermı´tico. En efecto,
(3.2) (I − TT ∗)∗ = I∗ − (TT ∗)∗ = I − TT ∗.
Adema´s, es no negativo ya que
(3.3) 〈(I − TT ∗) f, f〉 = 〈f, f〉 − 〈TT ∗f, f〉 = ‖f‖2 − ‖T ∗f‖2 ≥ ‖f‖2 − ‖f‖2 ≥ 0,
para cada f ∈ H, donde se ha usado que ‖T ∗‖ = ‖T‖.
Ahora, debido a lo expuesto en la Subseccio´n 2.1 del Cap´ıtulo 2, tiene sentido definir el operador
S =
√
I − TT ∗.
Del mismo modo, debido a que I − T ∗T es hermı´tico, tiene sentido definir
R =
√
I − T ∗T .





El hecho de que U dilate a T es claro. Dado que R y S son hermı´ticos,
U∗ =
 T ∗ R
S −T
 ,
un ca´lculo directo permite escribir
U∗U =
 T ∗T +R2 T ∗S −RT ∗
ST − TR S2 + TT ∗
 =
 I ST − TR




 TT ∗ + S2 TR− ST
RT ∗ − T ∗S R2 + T ∗T
 =
 I TR− ST
RT ∗ − T ∗S I
 .
So´lo resta probar, en el primer caso, que TR = ST . Primeramente, no´tese que TR2 = S2T ,
pues se deduce inmediatamente de la definicio´n de S y R. Un argumento de induccio´n permite
probar fa´cilmente que
TR2n = S2nT,
para cada n ∈ N. En efecto, para n = 1 es cierto, se supone cierto para n y para n + 1 se
verifica que
TR2(n+1) = TR2nR2 = S2nTR2 = S2nS2T = S2(n+1)T.
Ahora, la linealidad permite asegurar que
Tp(R2) = p(S2)T,
para todo p ∈ C[z]. Esto implica que
TR = ST.
Razo´nese con p(R2). El miembro derecho es ana´logo.
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As´ı, existe una sucesio´n {pn}n∈N de polinomios reales tal que pn(x)→
√
x uniformemente, y en
consecuencia pn(R
2)→ R. No´tese que esta sucesio´n es la misma que verifica que pn(S2)→ S.
Segundamente, RT ∗ = T ∗S. En efecto, se tiene,
(3.4) R2T ∗ = (I − T ∗T )T ∗ = T ∗ − T ∗TT ∗ = T ∗(T − T ∗) = T ∗S2.
Repitiendo el argumento anterior, para n = 1 es cierto que
R2nT ∗ = T ∗S2n,
debido a la igualdad (3.4). Si se supone cierto para n, para n+ 1 se satisface
R2(n+1)T ∗ = R2nR2T ∗ = R2nT ∗S2 = T ∗S2nS2 = T ∗S2(n+1).
Finalmente, gracias a la linealidad se verifica
p(R2)T ∗ = T ∗p(S2),
para cualquier p ∈ C[z]. El mismo argumento que en el primer caso permite asegurar que
RT ∗ = T ∗S, y esto concluye la demostracio´n. 
Corolario 3.4. Todo operador posee una dilatacio´n normal.
Prueba. Supo´ngase T ∈ B(H). La tarea consiste en crear la dilatacio´n S ∈ B(K), i.e.,
definir S de manera que
Tf = PSf,
para todo f ∈ K. Para ello, la clave esta´ en componer T con λI, donde I es la identidad en
B(H), y λ ∈ C es tal que |λ| ≤ 1/‖T‖. As´ı, se consigue
‖λT‖ = ‖TλI‖ ≤ ‖T‖ · ‖λI‖ = ‖T‖ · |λ| ≤ 1.
Entonces, dado que λT ∈ B(H) es una contraccio´n, el resultado anterior garantiza la existencia
de un operador unitario S tal que
PλT = λPT = S.
Por tanto, el operador
S˜ = λ−1S ∈ B(K)
dilata a T , y adema´s
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S˜S˜∗ = (λ−1S)(λ−1S)∗ = |λ|−2SS∗ = |λ|−2S∗S = (λ−1S)∗(λ−1S) = S˜∗S˜.
Esto concluye la prueba. 
∗ ∗ ∗
2. Dilataciones por potencias
El objetivo de esta seccio´n es mostrar el resultado de Sz. Nagy, que sera´ la pieza fundamental
de la demostracio´n de la desigualdad de von Neumann. Un concepto esencial es una definicio´n
ma´s fuerte de dilatacio´n, el concepto de dilatacio´n por potencias.
Definicio´n 3.5. Sea H es un subespacio de Hilbert de un espacio de Hilbert K, y sea P
la proyeccio´n ortogonal de K sobre H. Sea dice que T posee una dilatacio´n por potencias si
existe un operador S ∈ B(K) tal que
T nf = PSnf,
para cada f ∈ H, y para todo n natural. En tal caso se dice que S es una dilatacio´n por
potencias de T .
La contraccio´n ma´s sencilla es 0, y como el Teorema 3.1 exhibe, una de ellas es 0 1
1 0
 .
Pero esta construccio´n no posee ninguna propiedad algebraica interesante. Por ejemplo, no es
cierto que el cuadrado de una dilatacio´n sea la dilatacio´n del cuadrado; de hecho, un contra-






mientras que el cuadrado del operador nulo es el operador nulo. Pero, ¿hay alguna dilatacio´n
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la cual es no una dilatacio´n del cubo de 0. Esto puede ser remediado con

0 0 0 1
1 0 1 0
0 1 0 0
0 0 1 0
 ,
pero la cuarta potencia vuelve a causar problemas. No hay fin en este proceso inductivo.
En te´rminos matriciales, una propiedad que debe poseer una dilatacio´n por potencias uni-
taria del operador nulo es que sea una matriz unitaria con la propiedad de que una de sus
entradas diagonales sea 0 y que, adema´s, la correspondiente entrada en todas sus potencias sea
tambie´n 0. El siguiente resultado proporciona la construccio´n adecuada.
Teorema 3.6 (Sz. Nagy, [SN53]). Toda contraccio´n posee una dilatacio´n por potencias
unitaria.





Entonces, cada operador definido en K es una matriz infinita de operadores, en particular, la
proyeccio´n de K sobre H es
P =







. . . .

.
Aqu´ı (I) indica que en la posicio´n (0, 0) de la matriz es el operador identidad.
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Dado T , def´ınase
S =

. . . . .
.
0 0 0 0 0 0 0
I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0
√
I − TT ∗ (T ) 0 0 0
0 0 −T ∗ √I − T ∗T 0 0 0
0 0 0 0 I 0 0
0 0 0 0 0 I 0
. .
. . . .

Dado que S es triangular superior, sus potencias tambie´n poseera´n esta propiedad, y los ele-
mentos diagonales de las potencias corresponden a las potencias de los elementos diagonales de
S. Nuevamente, un simple ca´lculo permite demostrar estas afirmaciones. Se tiene que
S∗ =

. . . . .
.
0 I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0
√
I − TT ∗ −T 0 0
0 0 0 (T ∗)
√
I − T ∗T 0 0
0 0 0 0 0 I 0
0 0 0 0 0 0 I
0 0 0 0 0 0 0
. .
. . . .

.
La u´nica comprobacio´n es que el operador
√
I − TT ∗
es autoadjunto. Esto es debido a que I−TT ∗ es un operador hermı´tico y no negativo, por (3.2)
y (3.3), por tanto el teorema espectral asegura que es unitariamente equivalente a un operador
de multiplicacio´n inducido por una funcio´n compleja esencialmente acotada. De hecho, al ser
hermı´tico, dicha funcio´n, po´ngase ϕ, debe ser real (ve´ase la Proposicio´n 1.20 del Cap´ıtulo 1).
Por tanto, debido a la definicio´n del operador
√
I − TT ∗ dada en la Subseccio´n 2.1, es un
operador hermı´tico. De manera ana´loga, este argumento funciona para
√
I − T ∗T .
Esto concluye que U∗U = U∗U = I. 
Esta demostracio´n no es la ma´s reveladora del resultado, pero s´ı es la ma´s corta; se debe
a [Sch55]. Este resultado fue probado por primera vez por Nagy [SN53]. El tema ha recibido
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bastante atencio´n desde entonces, unos buenos resu´menes de resultados en torno a la teor´ıa de
dilatacio´n y dema´s se encuentran en [SN60] y [Mla65].
Un aspecto interesante esta teor´ıa concierne a las dilataciones unitarias por potencias mi-
nimales.
Definicio´n 3.7. Se dice que S (sobre K) es una dilatacio´n por potencias minimal de T
(sobre H) si es una dilatacio´n por potencias de T y adema´s no hay ningu´n subespacio de K
que reduzca a S entre H y K, i.e., si M reduce a S (tanto M como M⊥ son invariantes por S)
y H ⊂M , entonces M = K.
Un hecho curioso es que conocer la dilatacio´n unitaria por potencias minimal de un opera-
dor no es tan u´til como uno puede pensar. Schreiber [Sch56] probo´ que todas las contracciones
estrictas (ve´ase Problema 153 en [Hal82]) en los espacios de Hilbert separables tienen la mis-
ma dilatacio´n por potencias unitaria minimal, denominada como el desplazamiento bilateral
(bilateral shift en ingle´s). Posteriormente, Nagy [SN57] extendio´ el resultado hacia los espacios
de Hilbert no separables.
Observacio´n 3.8. Una propiedad interesante, en el sentido algebraico, que s´ı que poseen todas
las dilataciones, es que si S es una dilatacio´n de T , entonces S∗ es una dilatacio´n de T ∗. Una
manera ra´pida de probar este hecho es notar que si
〈Tf, f〉 = 〈Sf, f〉
para cada f en el dominio de T , entonces,
〈T ∗f, f〉 = 〈f, Tf〉 = 〈Tf, f〉 = 〈Sf, f〉 = 〈f, S〉 = 〈S∗f, f〉
para cada f en el dominio de T . Por tanto, una consecuencia de esto es que si S es una dilatacio´n
por potencias de T , entonces S∗ es una dilatacio´n por potencias de T ∗.
∗ ∗ ∗
3. El teorema ergo´dico






es una sucesio´n convergente. Esto es un resultado conocido del ana´lisis cla´sico, cuya generaliza-
cio´n es extensamente aplicable. Con objeto de probar el resultado, conside´rense separadamente
los casos z = 1 y z 6= 1. Si z = 1, la media es igual a 1, y su l´ımite es, trivialmente, tambie´n 1.





∣∣∣∣ 1− zn(n+ 1)(1− z)
∣∣∣∣ ≤ 2(n+ 1)|1− z| −−−→n→∞ 0,
La generalizacio´n ma´s esperable de este resultado es el cla´sico teorema ergo´dico, pero antes es
necesario recordar la definicio´n de la nocio´n de convergencia de la topolog´ıa fuerte de operadores.
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Definicio´n 3.9. SeaH un espacio de Hilbert. Conside´rense {Sn}n∈N y S operadores lineales
y continuos definidos enH. Se dice que {Sn}n∈N converge a S en la topolog´ıa fuerte de operadores
si
‖Snx− Sx‖ −→ 0
para cada x ∈ H.
Teorema 3.10 (Teorema ergo´dico). Si T es un operador lineal y acotado en un espacio de










converge en la topolog´ıa fuerte de operadores.
Prueba. Si U es un operador unitario en H, entonces el teorema espectral permite justificar
la afirmacio´n de que H = L2(µ) para alguna medida µ, en algu´n espacio de medidad adecuado,
en el cual U es la multiplicacio´n inducida por una funcio´n medible ϕ ∈ L∞(µ) con |ϕ| = 1.
Esto se debe a que si U = Mϕ es unitario, entonces se satisface
MϕMϕ = MϕMϕ = I





















Se trata de verificar las hipo´tesis del teorema de convergencia dominada de Lebesgue. La primera






forman una sucesio´n convergente cuyo l´ımite es χ{ϕ=1}, gracias al argumento expuesto al co-










∣∣∣∣∣ ≤ |f |
y |f | ∈ L2(µ), gracias a (3.6).
Si T es una contraccio´n en H, entonces sea U una dilatacio´n unitaria por potencias de T
en un espacio de Hilbert K, y sea P la proyeccio´n de K sobre H; gracias al Teorema 3.6. Esto
significa que si f ∈ H y n ≥ 0,
T nf = PUnf.
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tiene l´ımite a medida que n→∞, para cada f ∈ H. 
Observacio´n 3.11. El caso especial cuando T es un operador unitario tambie´n se debe a
von Neumann. En tal caso, el l´ımite de la sucesio´n (3.5) es la proyeccio´n ortogonal sobre el
subespacio {f ∈ H : Tf = f}. En efecto, si T : H → H es unitario, es conocido que existe
una isometr´ıa S : H → L2(X,Σ, µ) y una funcio´n esencialmente acotada g : X → T tal que
T = S−1MgS. Sean ahora
hn =
1 + g + · · ·+ gn
n+ 1
y P = MχA , donde A = {g = 1} ⊆ X. Entonces, dada f ∈ L2(µ),
‖Mhnf − Pf‖2L2 =
∫
X
|hn − χA|2 · |f |2 dµ −−−→
n→∞
0,
pues puede aplicarse el teorema de la convergencia dominada debido a que
|hn − χA|2 · |f |2 ∈ L1(µ)
y
|hn − χA|2 · |f |2 ≤ 4|f |2 ∈ L1(µ).
Esto prueba la afirmacio´n.
En la siguiente seccio´n se procede a probar la esperada desigualdad de von Neumann, otra
consecuencia del resultado de Sz. Nagy.
∗ ∗ ∗
4. La desigualdad de von Neumann
Una consecuencia directa de la teor´ıa de Sz. Nagy es la desigualdad de von Neumann.
Teorema 3.12 (Desigualdad de von Neumann, [vN51]). Si T es una contraccio´n, i.e.
‖T‖ ≤ 1, se verifica que
(3.7) ‖p(T )‖ ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1}
para todo polinomio p ∈ C[z].
Prueba. Supo´ngase que T es una contraccio´n en un espacio de Hilbert H. El teorema de
Sz. Nagy (Teorema 3.6) asegura la existencia de un espacio de Hilbert K y un operador unitario
U definido en K tal que
T n = PUn
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para n ≥ 0, siendo P la proyeccio´n de K sobre H. Por esta definicio´n, y la linealidad de P , si







p(T ) = Pp(U).
Dado que U es unitario (en particular es normal), el teorema espectral afirma que existe
un espacio de medida (X,Σ, µ), una funcio´n compleja ϕ ∈ L∞(µ) y un operador unitario
V : K → L2(µ) tales que
U = V ∗MϕV.
No´tese que el hecho de que UU∗ = U∗U = I implica que |ϕ| = 1, pues debe darse que ϕ = ϕ−1.
Esto sera´ de utilidad a la hora de obtener la estimacio´n final. Adema´s, como
Un = (V ∗MϕV )(V ∗MϕV )
n veces︷︸︸︷· · · (V ∗MϕV ) = V ∗MϕnV,
se deduce de la linealidad que










V = V ∗Mp(ϕ)V.
Entonces,
‖p(U)‖ = ‖V ∗Mp(ϕ)V ‖ ≤ ‖Mp(ϕ)‖ = ‖p ◦ ϕ‖∞ ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1}.
Por tanto,
‖p(T )‖ = ‖Pp(U)‖ ≤ ‖p(U)‖ ≤ sup{|p(z)| : z ∈ C, |z| ≤ 1},
lo que prueba la desigualdad (3.7). 
Observacio´n 3.13. Es interesante notar que la desigualdad de von Neumann puede demos-
trarse a partir de un resultado elemental en teor´ıa de operadores, como es la igualdad (2.3).
No obstante, el camino v´ıa teor´ıa de dilatacio´n no so´lo es elegante, sino que adema´s impone la
idea para el desarrollo de su generalizacio´n. La demostracio´n alternativa es la siguiente:
Se tiene que p(T ) = Pp(U), y por ello ‖p(T )‖ ≤ ‖p(U)‖. Adema´s, como p(U) es normal (al
ser U unitario), entonces,
‖p(T )‖ ≤ ‖p(U)‖ = ρ(p(U)) = sup{|p(λ)| : λ ∈ σ(U)} ≤ sup{|p(λ)| : λ ∈ C, |λ| ≤ 1}.
Aqu´ı se ha usado, en orden: la igualdad (2.3) y el Corolario 1.15.

Cap´ıtulo 4
Generalizaciones y contraejemplos de la desigualdad de von
Neumann
El e´xito de la prueba en una variable puede desembocar en intentar extender la desigualdad
(3.7) para varios operadores. ¿Es cierto que si ‖Ti‖ ≤ 1, i = 1, . . . , n, entonces
(4.1) ‖p(T1, . . . , Tn)‖ ≤ sup {|p(z1, . . . , zn)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . , n}
para todo polinomio p de n variables? En primer lugar, hay que interpretar la cuestio´n. Por
ejemplo, no es posible definir p(T1, . . . , Tn) en general. Sin embargo, si los Ti’s conmutan dos a
dos, entonces p(T1, . . . , Tn) adquiere una definicio´n un´ıvoca. Un modo natural de comenzar a
buscar la respuesta es pensar en una posible generalizacio´n de la teor´ıa de dilatacio´n. Para el
caso n = 2 tal generalizacio´n es posible; a ello esta´ dedicada la primera seccio´n de este cap´ıtulo:
probar la desigualdad (4.1) para el caso n = 2, un argumento que se debe a T. Ando [And63].
En 1973, Varopoulos [Var73] demostro´ que la desigualdad de von Neumann no se extiende
a n ≥ 3 contracciones que conmutan, para un n arbitrario. De hecho, e´l probo´ que dado K > 0,
uno puede encontrar un natural n, unas contracciones que conmutan T1, . . . , Tn y un polinomio
p ∈ C[z1, . . . , zn] de grado n tal que
(4.2) ‖p(T1, . . . , Tn)‖ > K sup{|p(z1, . . . , zn)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . , n}.
En las secciones 2 y 3 se muestran algunos contraejemplos de la desigualdad (4.1). Ma´s pre-
cisamente, en la Seccio´n 2 se comprueba detalladamente que para K = 1 la desigualdad (4.2)
se satisface para n = 3 en un espacio de Hilbert de dimensio´n 8; en la Seccio´n 3, se reduce el
espacio de Hilbert hasta dimensio´n 4.
1. La generalizacio´n de T. Ando
Hay un resultado ana´logo al teorema de Sz. Nagy de dilataciones unitarias por portencias,
debido a T. Ando, para un par de contracciones que conmutan en un espacio de Hilbert.
Entre las aplicaciones de este resultado reside una analog´ıa de la desigualdad de von Neumann.
Primeramente, se introducen los conceptos ba´sicos y notaciones.
1.1. Sistemas de dilataciones isome´tricas. El primer objetivo de este apartado es
probar un resultado de dilatacio´n para sistemas conmutativos constituidos por isometr´ıas. Esto
puede encontrarse en [SNF70] (Cap 1, §6).
Un operador U lineal y continuo definido en un espacio de Hilbert H es una isometr´ıa si
‖Ux‖ = ‖x‖
para cada x ∈ H. Una definicio´n equivalente es que se verifique que U∗U = I.
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No´tese que no todas las isometr´ıas son sobreyectivas; cuando una isometr´ıa es sobreyectiva se
dice que U es unitario. En tal caso se verifica
U∗U = UU∗ = I.
Definicio´n 4.1 (Sistema de dilataciones). Sean H y K dos espacios de Hilbert y Θ con
conjunto arbitrario de ı´ndices. Sean T = {Tθ}θ∈Θ ⊆ B(H) y S = {Sθ}θ∈Θ ⊆ B(K) dos familias
de operadores lineales y acotados. Se conviene en decir que S es un sistema de dilataciones de
T si
i. H ⊆ K es un subespacio de Hilbert;





· · ·T nrθr = PHSn1θ1 Sn2θ2 · · ·Snrθr .
La familia de dilataciones S se dira´ que es isome´trica (unitaria, normal, etc...) cuando todos
los operadores Sθ sean del tipo en cuestio´n.
Adema´s, un sistema conmutativo T = {Tθ}θ∈Θ ⊆ B(H) es una familia donde TθTσ = TσTθ
para cualquier eleccio´n θ, σ ∈ Θ.
Teorema 4.2. Sea H un espacio de Hilbert. Sea {V } ∪ {Vθ : θ ∈ Θ} un sistema conmu-
tativo de isometr´ıas definidas sobre H. Entonces, existe un sistema conmutativo de isometr´ıas
{U} ∪ {Uθ : θ ∈ Θ} definidas en un espacio de Hilbert K ⊇ H tales que
i. V = PU|H y Vθ = PUθ|H , para todo θ ∈ Θ,
ii. U es unitario, y Uθ es unitario para cada θ ∈ Θ para el cual Vθ sea unitario.
Prueba. Primeramente, en virtud del resultado de Sz. Nagy (Teorema 3.6), uno puede
dilatar la isometr´ıa V a un operador U unitario definido en un espacio de Hilbert K ⊇ H,











Unxn : N ∈ N, xn ∈ H para todo |n| ≤ N
}
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No es dif´ıcil comprobar que Uθ es una isometr´ıa. En efecto, teniendo en cuenta que U
nx = V nx










































































































































Esto prueba que Uθ esta´ bien definido, es decir, que no depende de la representacio´n de un
elemento del espacio de partida. Esto se traduce en que si dos elementos poseen la misma
representacio´n, debe ocurrir que la imagen v´ıa Uθ ha de ser la misma. Por tanto, esta´ bien
definida, es lineal e isometr´ıa.
Se puede extender Uθ, por continuidad, a todo el espacio K. Es claro que
PUθ|H = Vθ, para cada θ ∈ Θ.
Para la segunda parte, si ocurre que para algu´n θ ∈ Θ, el operador Vθ es sobreyectivo (y por








Por tanto, su extensio´n es un operador isome´trico y sobreyectivo definido de K en K, donde
K es un espacio de Hilbert; dicho de otro modo, el operador Uθ ∈ B(K) es unitario.
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La u´ltima tarea es mostrar que el sistema {U} ∪ {Uθ : θ ∈ Θ} es conmutativo. Para tal fin,
f´ıjese n ∈ Z y θ ∈ Θ. Entonces, para cualquier x ∈ H,
UUθ(U
nx) = U(UnVθx) = U
n+1(Vθx) = U
n(UVθx)
= Un(V Vθx) = U





















El mismo razonamiento conduce a que UθUσ = UσUθ en K. Finaliza aqu´ı la prueba. 
Observacio´n 4.3. Durante el proceso anterior se esta´n disminuyendo el nu´mero de isometr´ıas
no unitarias del sistema inicial. Por ello, en el caso especial en el que el sistema inicial este´ for-
mado por una cantidad finita de isometr´ıas que conmutan, se puede repetir este procedimiento
una cantidad finita de veces para obtener con un sistema conmutativo de dilataciones unitarias.
El siguiente resultado puede verse en [Itoˆ58].
Corolario 4.4. Sea {V1, . . . , Vm} un sistema conmutativo de isometr´ıas definidas en un
espacio de Hilbert H. Entonces, existe un sistema conmutativo de dilataciones unitarias
{U1, . . . , Um} definidas en un espacio de Hilbert K ⊇ H.
Prueba. Se probara´ el caso especial en el que m = 2. El caso general es aplicar un razona-
miento inductivo. Aplicando el Teorema 4.2 al sistema {V1, V2}, se puede obtener un sistema
conmutativo {U ′1, V ′2} definido en K1 ⊇ K donde U ′1 es una dilatacio´n unitaria de V1, y la
isometr´ıa V ′2 dilata a V2. Una nueva aplicacio´n del Teorema 4.2, esta vez aplicado al sistema
{V ′2 , U ′1}, permite obtener un sistema conmutativo de dilataciones unitarias {U2, U1} definido
en K2, donde U2|K1 = V
′
2 y U1|K1 = U
′
1. Entonces,
{U1, U2} ⊆ B(K) = B(K2)
es el sistema conmutativo de dilataciones unitarias deseado. 
Corolario 4.5. Sea {V1, . . . , Vm} un sistema conmutativo de isometr´ıas definidas en un
espacio de Hilbert H, y sea p ∈ C[z1, . . . , zm]. Entonces,
(4.3) ‖p(V1, . . . , Vm)‖ ≤ sup{|p(z1, . . . , zm)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . ,m}.
Este corolario, junto con el ca´lculo funcional ya definido, permitira´ deducir la validez de la
desigualdad de von Neumann para el caso de n isometr´ıas que conmutan.
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Prueba. Sea {U1, . . . , Um} un sistema conmutativo de dilataciones unitarias definidas en
K ⊇ H. Dado que
V n11 V
n2
2 · · ·V nmm = PHUn11 Un22 · · ·Unmm
para cualquier eleccio´n de n1, n2, . . . , nm ∈ N, entonces para cualquier polinomio p ∈ C[z1, . . . , zm]
se verifica que
p(V1, . . . , Vm) = PHp(U1, . . . , Um).
Dado que ‖PH‖ ≤ 1,
‖p(V1, . . . , Vm)‖ ≤ ‖p(U1, . . . , Um)‖.
Ahora bien, se necesita invocar al ca´lculo funcional descrito en la Subseccio´n 2.3 del cap´ıtulo
anterior para afirmar que
‖p(U1, . . . , Um)‖ = sup
(λ1,λ2,...,λm)∈∆˜(A)
|p(λ1, λ2, . . . , λm)|
≤ sup{|p(z1, . . . , zm)| : zi ∈ C, |zi| ≤ 1, i = 1, . . . ,m},
(4.4)
dado que
∆˜(A) ⊆ σA(U1)× σA(U2)× · · · × σA(Um) ⊆ T×T×
m veces︷︸︸︷· · · ×T.
Esto prueba el resultado. 
Una consecuencia de la construccio´n del Corolario 4.4 es la desigualdad de von Neu-
mann para m isometr´ıas que conmutan. Pero al comienzo del cap´ıtulo se ha desvelado que
en general la respuesta es negativa; entonces, ¿que´ ocurre?¿que´ hace que la desigualdad de
von Neumann falle en el caso general? Se podr´ıa decir que la respuesta es que el camino
que conduce hasta la desigualdad de von Neumann para el caso de m operadores se divi-
de en dos trayectos: el primero, consiste en constuir un sistema conmutativo de dilataciones
isome´tricas a partir de un sistema conmutativo de contracciones. El segundo, a partir del
sistema conmutativo de isometr´ıas constuir el sistema conmutativo de dilataciones unitarias.
Lo que se ha probado en esta subseccio´n es que el primer trayecto no sera´ siempre posible de
realizar.
1.2. La desigualdad de von Neumann generalizada. Como anticipaba el final del
apartado anterior, la desigualdad de von Neumann, en el caso general, es exclusivamente cierta
para dos contracciones que conmutan en un espacio de Hilbert. Ese es el resultado de T. Ando,
que se presenta a continuacio´n y puede encontrarse en [SNF70].
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Teorema 4.6 (T. Ando). Sean T1 y T2 contracciones que conmutan en un espacio de
Hilbert H.
i. Entonces existen dos isometr´ıas V1 y V2 definidas en un espacio de Hilbert K, que








para cualquier eleccio´n de n1, n2 ∈ N. Esto es, T = {T1, T2} admite un sistema con-
mutativo de dilataciones isome´tricas V = {V1, V2}.
ii. T = {T1, T2} admite un sistema conmutativo de dilataciones unitarias U = {U1, U2}.
Prueba. La construccio´n es una modificacio´n del argumento de Schaffer [Sch55] que se uso´
en la demostracio´n del resultado de Sz. Nagy (Teorema 3.6).
Sea
K = `2(H) =
{





con la inmersio´n natural H ↪→ K dada por
H 3 x 7→ (x, 0, 0, . . . ) ∈ K.
En lo que sigue se denotara´ por DT = (I − T ∗T )1/2 al operador defecto de T . Se definen
W1,W2 ∈ B(K) mediante
W1(x1, x2, . . . ) = (T1x1, DT1x1, 0, x2, x3, . . . )
y
W2(x1, x2, . . . ) = (T2x1, DT2x1, 0, x2, x3, . . . ).
De hecho, los operadores Wi(x1, x2, . . . ) son isome´tricos. Esto se debe a que
‖x‖2 = ‖Tjx‖2 + ‖DTjx‖2,
para x ∈ H, j = 1, 2. En efecto,
‖Tjx‖2 + ‖DTjx‖2 = 〈Tjx, Tjx〉+ 〈(I − T ∗j Tj)x, x〉 = 〈T ∗j Tjx, x〉+ 〈x, x〉 − 〈T ∗j Tjx, x〉 = ‖x‖2.
No´tese que esto ha sido posible gracias a que los operadores DTj son hermı´ticos. Esto prueba que
Wi son isome´tricos, pero en general estos no conmutan. Para ello sera´ necesario un refinamiento
en su definicio´n, i.e., componer con algu´n operador para obtener la conmutatividad.
Conside´rese el espacio de Hilbert L = H4 y la identificacio´n natural
K = H ⊕ L⊕ L⊕ · · ·
dada por
(x1, x2, x3, x4, . . . ) = (x1, (x2, x3, x4, x5), (x6, x7, x8, x9), . . . )
Supo´ngase que G es un operador unitario definido en L, au´n por determinar. Def´ınase U en K
mediante
U(x1, x2, x3, x4, . . . ) = (x1, G(x2, x3, x4, x5), G(x6, x7, x8, x9), . . . ),
y no´tese que U ∈ B(K) es unitario. En efecto,
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U ∈ B(K), pues
‖Ux‖2 = ‖x1‖2 + ‖G(x2, x3, x4, x5)‖2 + · · ·
≤ ‖x1‖2 +M‖(x2, x3, x4, x5)‖2 + · · ·
= ‖x1‖2 +M‖x2‖2 +M‖x3‖2 +M‖x4‖2 +M‖x5‖2 + · · · ≤ M˜‖x‖2.
U es unitario con U−1x = (x1, G−1(x2, x3, x4, x5), G−1(x6, x7, x8, x9), . . . ). Esto se tiene,
pues si x = (x1, x2, x3, x4, . . . ) ∈ K, entonces
U−1U = UU−1 = I
si y so´lo si
U−1x = (x1, G−1(x2, x3, x4, x5), G−1(x6, x7, x8, x9), . . . ).
Entonces, los operadores V1 = UW1 y V2 = W2U
−1 son isometr´ıas en K. Esto se debe a que si
x ∈ K,
‖V1x‖ = ‖UW1x‖ = ‖W1x‖ = ‖x‖
y
‖V2x‖ = ‖W2U−1x‖ = ‖U−1x‖ = ‖x‖.
Se desea hallar el operador G de manera que V1 y V2 conmuten. En tal caso, ya se tendr´ıa el
sistema (formado por dos operadores) conmutativo de dilataciones isome´tricas, y as´ı quedar´ıa
probada la primera parte. Pero no es tan fa´cil; para ello, el primer paso es calcular V1V2 y V2V1
y comparar los resultados.
V1V2(x1, x2, x3, . . . ) = UW1W2U
−1(x1, x2, x3, . . . )
= UW1W2(x1, G
−1(x2, x3, x4, x5), G−1(x6, x7, x8, x9), . . . )
= UW1(T2x1, DT2x1, 0, G
−1(x2, x3, x4, x5), G−1(x6, x7, x8, x9), . . . )
= U(T1T2x1, DT1T2x1, 0, DT2x1, 0, G
−1(x2, x3, x4, x5), G−1(x6, x7, x8, x9), . . . )
= (T1T2x1, G(DT1T2x1, 0, DT2x1, 0), x2, x3, x4, x5, . . . ).
El ca´lculo restante es menos tedioso,
V2V1(x1, x2, x3, x4, . . . ) = W2U
−1UW1(x1, x2, x3, x4, . . . )
= W2W1(x1, x2, x3, x4, . . . )
= W2(T1x1, DT1x1, 0, x2, x3, x4, . . . )
= (T2T1x1, DT2T1x1, 0, DT1x1, 0, x2, x3, x4, . . . ).
Dado que T1 y T2 conmutan por hipo´tesis, V1 y V2 conmutara´n si y so´lo si el operador G satisface
(4.5) G(DT1T2x, 0, DT2x, 0) = (DT2T1x, 0, DT1x, 0),
para todo x ∈ H. El objetivo es construir tal operador.
Sea X ⊆ L y Y ⊆ L los subespacios vectoriales
X = {(DT1T2x, 0, DT2x, 0) : x ∈ H} ⊆ L
y
Y = {(DT2T1x, 0, DT1x, 0) : x ∈ H} ⊆ L.
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Def´ınase G0 la aplicacio´n definida de X en Y de acuerdo con (4.5), esto es,
G0(DT1T2x, 0, DT2x, 0) = (DT2T1x, 0, DT1x, 0),
para cada x ∈ H. Ahora bien, usando las propiedades de conmutatividad de T1 con T2, es fa´cil
ver G0 es una isometr´ıa. En efecto, si x ∈ H,
‖(DT1T2x, 0, DT2x, 0)‖2L = ‖DT1T2x‖2 + ‖DT2x‖2
= ‖T2x‖2 − ‖T1T2x‖2 + ‖x‖2 − ‖T2x‖2
= ‖x‖2 − ‖T1T2x‖2,
y
‖(DT2T1x, 0, DT1x, 0)‖2L = ‖DT2T1x‖2 + ‖DT1x‖2
= ‖T1x‖2 − ‖T2T1x‖2 + ‖x‖2 − ‖T1x‖2
= ‖x‖2 − ‖T2T1x‖2.
Luego, G0 es un operador lineal, isome´trico y sobreyectivo definido de X en Y . Extendendiendo
G0 por continuidad hasta el cierre, se obtiene un operador unitario G1 : X → Y . Resta probar









son isome´tricamente isomorfos (esto so´lo ocurre entre espacios de Hilbert). En tal caso, bastar´ıa





que establece el isomorfismo. Se distinguen dos casos:
i. Si dimH <∞, se tiene que dimL <∞, y por tanto se tiene
dimX
⊥
= dimL− dimX = dimL− dimY = dimY ⊥.
ii. Si dimH =∞, entonces dimH = dimG. Adema´s, si se considera el subespacio
J = 0⊕H ⊕ 0⊕ 0 ⊆ X⊥,
que tiene la misma dimensio´n que H, se tiene que
dimH = dimL ≥ dimX⊥ ≥ dim J = dimH.
Similarmente,





. Se tiene entonces el operador unitario G ∈ B(L) que satisface la
condicio´n (4.5), y en consecuencia V1 y V2 conmutan.
Finalmente, para cualquier eleccio´n n1, n2 ∈ N, las deficiones de V1 y V2 proporcionan
T n11 T
n2




2 (x1, x2, x3, x4, . . . ),
para cualquier x = (x1, x2, x3, x4, . . . ) ∈ H ⊕ L⊕ L⊕ · · · = K.
La segunda parte del teorema es fa´cil, pues basta aplicar el Corolario (4.4) para pasar de
tener un sistema conmutativo de dilataciones isome´tricas {V1, V2} a un sistema conmutativo de
dilataciones unitarias. 
1Hay varias definiciones de dimensio´n de un espacio. En el contexto de espacios de Hilbert, se refiere al
cardinal de cualquiera de sus bases ortonormales.
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Teorema 4.7 (Desigualdad de von Neumann bidimensional). Sea T1 y T2 dos contracciones
que conmutan en un espacio de Hilbert H. Si p ∈ C[z1, z2], entonces
(4.6) ‖p(T1, T2)‖ ≤ sup{|p(z1, z2)| : zi ∈ C, |zi| ≤ 1, i = 1, 2}.
Prueba. Se deduce del resultado de T. Ando (Teorema 4.6) y de la desigualdad (4.4). 
Las secciones restantes esta´n dedicadas a los casos desfavorables de la desigualdad de von
Neumann.
∗ ∗ ∗
2. El contraejemplo de M. J. Crabb y A. M. Davie
Se procede a desarrollar aqu´ı la idea que desarrollaron Crabb y Davie [CD75]. Esto es,
probar que para K = 1 la desigualdad (4.2) es cierta para n = 3.
Sea H un espacio de Hilbert 8−dimensional con base ortonormal {e1, e2, . . . , e8}. Se definen
los operadores T1, T2 y T3 como sigue:
(4.7)
T1e1 = e2, T2e1 = e3, T3e1 = e4,
T1e2 = −e5, T2e2 = e7, T3e2 = e6,
T1e3 = e7, T2e3 = −e6, T3e3 = e5,
T1e4 = e6, T2e4 = e5, T3e4 = −e7,
T1e5 = e8, T2e6 = e8, T3e7 = e8,
T1ei = 0, i = 6, 7, 8; T2ei = 0, i = 5, 7, 8; T3ei = 0, i = 5, 6, 8.
E´stos disponen de una descripcio´n en te´rminos matriciales
T1 =

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0

,
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T2 =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 0





0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 1 0

.
Una mera comprobacio´n rutinaria exhibe que T1, T2 y T3 conmutan. El siguiente paso es com-
probar que son contracciones.
Lema 4.8. Los operadores T1, T2 y T3 definidos anteriormente son contracciones.
Prueba. En primer, conce´ntrese en el operador T1; el resto se deduce de manera ana´loga.
Un leve ca´lculo matricial permite afirmar que T ∗1 T1 es la proyeccio´n del espacio H sobre











Por tanto, ‖T1‖ ≤ 1. 
El siguiente lema declara cua´l es el polinomio p ∈ C[z1, z2, z3] que va a elegirse para el
contraejemplo de Crabb y Davie.
Lema 4.9. Sea p ∈ C[z1, z2, z3] definido por
p(z1, z2, z3) = z1z2z3 − z31 − z32 − z33 .
Se verifica que
(4.8) sup{|p(z1, z2, z3)| : |zi| ≤ 1, i = 1, 2, 3} < 4.
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Prueba. Primeramente, no´tese que, en virtud del principio del mo´dulo ma´ximo, es suficiente
probar que
sup{|p(z1, z2, z3)| : |zi| = 1, i = 1, 2, 3} < 4.
Se procede a actuar por reduccio´n al absurdo. Supo´ngase que ‖p‖∞ = 4.
El polinomio p es homoge´neo de grado 3, esto es,
p(λz1, λz2, λz3) = λ
3p(z1, z2, z3),
para todo λ ∈ C. Esto implica que debe existir (z1, z2, z3) ∈ T3 tal que p(z1, z2, z3) = 4. En
efecto, si ‖p‖∞ = 4, entonces
p(z1, z2, z3) = 4w,












Escr´ıbase zj = e
iθj , donde θj ∈ (−pi, pi]; para j = 1, 2, 3. Entonces,
(4.9)
∣∣p(eiθ1 , eiθ2 , eiθ3)∣∣ = ∣∣ei(θ1+θ2+θ3) − ei3θ1 − ei3θ2 − ei3θ3∣∣ .
Ahora bien, por (4.9), tal valor debe alcanzarse en
z1z2z3 = 1, y − z3j = 1, j = 1, 2, 3.









, j = 1, 2, 3;
y en consecuencia θ1 + θ2 + θ3 es un mu´ltiplo impar de pi/3. Esto es imposible, pues en tal caso
ei(θ1+θ2+θ3) 6= 1. Esto prueba (4.8). 
Teorema 4.10 (Crabb y Davie). La desigualdad de von Neumann no es cierta para tres
contracciones que conmutan, i.e., existen tres contracciones T1, T2 y T3 que conmutan y un
polinomio p ∈ C[z1, z2, z3] tales que
‖p(T1, T2, T3)‖ > sup{|p(z1, z2, z3)| : |zi| ≤ 1, i = 1, 2, 3}.
Prueba. El´ıjanse las contracciones T1, T2 y T3 como se han definido previamente, debido al
Lema 1.1. Por el Lema 1.2, el polinomio
p(z1, z2, z3) = z1z2z3 − z31 − z32 − z33
satisface que
sup{|p(z1, z2, z3)| : |zi| ≤ 1, i = 1, 2, 3} < 4.
Por otro lado, gracias a (4.7), uno puede comprobar que
p(T1, T2, T3)e1 = T1T2T3e1 − T 31 e1 − T 3e1 − T 3e1 = e8 − (−e8)− (−e8)− (−e8) = 4e8.
Por tanto,
‖p(T1, T2, T3)‖ = sup
‖f‖≤1
‖p(T1, T2, T3)f‖ ≥ ‖p(T1, T2, T3)e1‖ = 4.
Esto proporciona el contrajemplo deseado. 
∗ ∗ ∗
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3. El contraejemplo de J. A. Holbrook
Los contraejemplos de Kaijser-Varopoulos [Var74] hacen uso del polinomio cuadra´tico






3 − 2(z1z2 + z2z3 + z3z1).
En este caso, el espacio de Hilbert es donde esta´n definidos los operadores es de dimensio´n 4,
lo que simplifica el contraejemplo de J. Crabb y A. M. Davie (ve´ase Seccio´n 2). Holbrook en
[Hol01] mejora au´n ma´s el contraejemplo de Kaijser-Varopoulos, en el sentido de que la norma
del operador es un 20 % mayor que la del polinomio, mientras que en [Var74] no llega al 4 %.
Adema´s, el tratamiento de ese punto en [Var74] es elusivo; como alternativa, en [Hol01] se
presenta esta proposicio´n.
Proposicio´n 4.11. Si p es el polinomio de (4.10), entonces ‖p‖∞ = 5.
Prueba. Por el principio del mo´dulo ma´ximo, se puede asumir que |zk| = 1. Definiendo
sk =
√
zk como una ra´ız cuadrada, se tiene que













As´ı, con esta modificacio´n, el ca´lculo se reduce a
‖p‖∞ = ma´x








= s1s2 + s2s1 = 2 Re(s1s2) ∈ [−2, 2].











Figura 1. Regio´n baciloforme
Nuevamente, por el principio del mo´dulo ma´ximo, so´lo es necesario estudiar la frontera de
esta regio´n. Adema´s, por simetr´ıa, es suficiente estudiar la parte de la frontera que abarca desde
el punto A hasta el punto C, pasando por B.
En el caso del segmento que va desde A hasta B, los puntos son de la forma i + t con
t ∈ [−2, 2]. Entonces, se tiene que
|(i+ t)2 − 4|2 = (t2 − 5)2 + 4t2 ≤ 25,
para todo t ∈ [−2, 2]. Luego |(i+ t)2 − 4| ≤ 5. De hecho, se alcanza la igualdad para t = 0.
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En el caso de la semicircunferencia que va desde B hasta C, los puntos son de la forma
2 + eit con t ∈ [−pi/2, pi/2]. Entonces, se tiene que
|(2 + eit)2 − 4| = |4eit + e2it| = |4 + eit| ≤ 5.
La igualdad en este caso se alcanza tambie´n en t = 0. 
Se pasa ahora a definir los operadores. Conside´rese un espacio de Hilbert de dimensio´n 4
generado por
H = span{e1, e2, e3, e4, e5},
donde ‖ei‖ = 1, e1 y e5 son ortonormales. Conside´rese F de dimensio´n 2 dado por
F = (span{e1, e5})⊥,
y e2, e3, e4 que verifican
(4.11) ek · ej = −1
2
, k 6= j.
Esta condicio´n, de algu´n modo, quiere decir que los tres elementos forman un tria´ngulo
equila´tero. No´tese que esta eleccio´n es posible. En efecto, si {f1, f2} es una base ortonormal de
F , una eleccio´n posible de los ek’s es
ek = cos θkf1 + sen θkf2,
para k ∈ {2, 3, 4}, donde
θ2 = 0, θ3 =
2pi
3




Para cualquier elemento v en el espacio H (4−dimensional) se define
Tkv = 〈v, e1〉ek+1 + 〈v, ek+1〉e5,
para k = 1, 2, 3. E´stos admiten una descripcio´n de la siguiente forma:
(4.12)
T1e1 = e2, T2e1 = e3, T3e1 = e4,
T1e2 = e5, T2e2 = −e5
2










, T2e4 = −e5
2
, T3e4 = e5,
T1e5 = 0, T2e5 = 0, T3e5 = 0.
Una mera comprobacio´n exhibe que estos operadores conmutan. En efecto, si v ∈ H, se tiene
TkTjv = Tk (〈v, e1〉ej+1 + 〈v, ej+1〉e5) = −〈v, e1〉
2
e5,
para j, k = 1, 2, 3. Adema´s,
‖p(T1, T2, T3)‖ ≥ ‖p(T1, T2, T3)e1‖
= ‖T 21 e1 + T 22 e1 + T 23 e1 − 2T1T2e1 − 2T2T3e1 − 2T1T3e1‖
= ‖6e5‖ = 6.
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Para probar que son contracciones, no´tese que ‖Tkv‖ = ‖Pkv‖, donde Pk es la proyeccio´n
ortogonal sobre el espacio span{e1, ek+1}. Por tanto, cada Tk es una contraccio´n. Finalmente,
se ha probado el siguiente resultado:
Teorema 4.12. Existen tres contracciones que conmutan T1, T2 y T3 en un espacio de
Hilbert de dimensio´n 4 tales que
‖p(T1, T2, T3)‖ ≥ 6
5
‖p‖∞.
En [Hol01] tambie´n se analizan una clase de matrices que engloban a los ejemplos de




A lo largo de este trabajo la palabra minimal no ha sido utilizada como calificativo de los
contraejemplos desarrollados, y esto se debe a que el caso de matrices 3 × 3 no esta´ au´n
resuelto. La evidencia sugiere que la desigualdad (4.1) es cierta cuando las contracciones que
conmutan son 3×3. Hoolbrook y otros lo tiene claro, han comprobado una gran variedad de casos
especiales. Adema´s, gracias a experimentos computacionales, no se han hallado contraejemplos
para el caso 3×3. Adema´s, en [Hol92] plantea una cuestio´n acerca de matrices 2×2 la cual, si
se hallara la respuesta, conllevar´ıa a contraejemplos 4× 4 de (4.1) o verificar´ıa (4.1) en el caso
3× 3.
Choi y Zhong han encontrado una clase de contraejemplos que generan una gran distincio´n
entre los casos 2×2 y 3×3. Ellos prueban que cualquier familia finita de contracciones 2×2 que
conmuten puede ser expresada en te´rminos de funciones contractivas (anal´ıticas) de una sola
contraccio´n, se dice entonces que la familia es dilatable; por tanto ser´ıa una manera de validar
(4.1). En contraste, los mismos autores han encontrado ejemplos de cuatro contracciones 3× 3
que conmutan que no son dilatables. Si una familia finita de contracciones puede ser repre-
sentada mediante funciones contractivas de dos contracciones fijas que conmutan, entonces el
teorema de dilatacio´n de Ando (Teorema 4.6) permitir´ıa probar (4.1). Estos ejemplos muestran
que esa representacio´n no es siempre posible en el caso 3 × 3, pese a que (4.1) sea cierta, y
cualquier subconjunto de tres contracciones sea dilatable.
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