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RÉSUMÉ 
Les techniques basées sur les scores de propension généralisés sont de plus en plus 
utilisées dans les études observationnelles pour estimer des effets causaux dans le cas 
de traitements continus ou à plus de deux modalités. Dans le cadre de cette recherche, 
nous étudions la méthodologie basée sur les scores de propension généralisés 
développée par Imbens pour les traitements multiples. Nous étudions les 
particularités d'implémentation de cette technique en appliquant celle-ci pour estimer 
l' impact de la prise de différentes doses de corticostéroïdes inhalés par les femmes 
asthmatiques pendant la grossesse sur le poids du bébé à la naissance. Nous décrivons 
les bases théoriques de cette méthodologie, la construction de la cohorte et de 
l'ensemble des variables potentiellement confondantes, les modélisations des scores 
de propensions généralisés et des réponses contrefactuelles et la procédure 
d'estimation des effets causaux d ' intérêt. Nous comparons également les résultats 
obtenus par les scores de propension généralisés avec ceux de l'approche classique 
par la régression ajustée. Nous discutons finalement les avantages de la méthodologie 
étudiée et les difficultés et limitations de l' implémentation de celle-ci dans le cadre du 
mémoire présenté. Notre recherche soulève aussi d'autres questions en lien avec la 
problématique étudiée qui méritent d' être examinées dans le futur. 
Mots clés : étude observationnelle, effet causal , score de propension généralisé, 











L'asthme est l'une des plus fréquentes pathologies chroniques chez la femme 
enceinte. Par exemple, l' étude de Kwon et al. (2006) estime à entre 8.4 % et 8.8 % la 
prévalence de l'asthme durant la grossesse aux États-Unis. De plus, selon la même 
étude, 4.1 % des femmes américaines ont des crises d' asthme l' année précédant la 
grossesse. . Murphy et Gibson (2011) soulignent une tendance mondiale à 
l' augmentation de la prévalence de l' asthme chez les femmes enceintes. Gregersen et 
Urlik (2013) estiment que cette prévalence pourrait avoir augmenté de 12 % ces 
dernières années. 
Un asthme maternel mal maîtrisé peut causer des complications fœtales et périnatales 
comme la pré-éclampsie, le petit poids du bébé à la naissance, la prématurité et la 
mortalité périnatale (Murphy et Gibson, 2011 ). Cela mène à la nécessité d'un 
traitement pharmacologique permettant de contrôler adéquatement la maladie. Ainsi, 
l'innocuité des médicaments contre l' asthme durant la grossesse est une question de 
grand intérêt dans les recherches épidémiologiques sur le traitement de cette maladie. 
Une revue des études les plus récentes, ainsi qu 'une discussion sur les limitations 
méthodologiques de celles-ci , est présentée par Gregersen et Urlik (2013). Une 
analyse des lignes directrices pour le traitement de l'asthme chez les femmes 
enceintes est donnée dans Murphy et Gibson (2011). Les principes généraux de 
celles-ci se basent sur le constat médical maintenant établi que, pour le 
développement normal du foetus , les risques associés à un asthme maternel mal 
maîtrisé sont supérieurs aux risques dus à la prise de médicaments contre l' asthme 
pendant la grossesse (Cassette, 2014). Toutefois, le traitement optimal de cette 
maladie chez les femmes enceintes demande des connaissances suffisantes sur 
l' efficacité et l'innocuité des médicaments contre l' asthme (Gregersen et Urlik, 
2013). 
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Les médicaments contre l'asthme peuvent être catégorisés en deux groupes : les 
médicaments de secours et les médicaments d ' entretien (Cassette, 2014). Par 
exemple, les béta2-agonistes à courte action (BACA) ou les corticostéroïdes 
systémiques sont généralement considérés comme des médicaments de secours. Les 
corticostéroïdes inhalés (CSI) et béta2-agonistes à longue action (BALA) 
appartiennent aux médicaments d' entretien. Une analyse comparative des résultats 
sur l' innocuité de la prise de CSI et de BALA pendant la grossesse obtenus au cours 
des dernières années est publiée dans Gregersen et Urlik (2013). 
Ce mémoire consiste en une réanalyse des données provenant de l' étude québécoise 
intitulée « Impact of maternai use of asthma-controller therapy on perinatal 
outcomes » par Cassette et al. (2013). Cette étude, publiée dans la revue Thorax, 
porte sur l'utilisation des CSI et des BALA pour le traitement de l' asthme durant la 
grossesse et l'impact de ces médicaments sur certaines issues périnatales. 
Mentionnons que cette étude a été réalisée par des épidémiologistes, médecins et 
biostatisticiens affiliés à l'Université de Montréal, à !'Hôpital du Sacré-Cœur de 
Montréal, au Centre hospitalier universitaire de Sherbrooke et au Centre hospitalier 
universitaire Sainte-Justine (Benoît Cassette, Amélie Forget, Marie-France 
Beauchesne, Évelyne Rey, Catherine Lemière, Pierre Larivée, Marie-Claude Battista, 
et Lucie Blais). 
L 'objectif principal du mémoire est d'implémenter la technique des scores de 
propension généralisés (Imbens, 2000) pour analyser l' impact de la prise de 
différentes doses de CSI sur le poids du bébé à la naissance. Cette technique récente 
d'inférence causale est une extension des méthodes de scores de propension 
ordinaires (Rosenbaum et Rubin, 1983) qui sont utilisées lorsque la variable 
d'exposition étudiée est binaire. En effet, dans le c'adre de notre étude, nous désirons 
estimer l' effet de trois catégories de doses de CSI sur le poids du bébé à la naissance. 
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À notre connaissance, notre étude est la seule à ce jour utilisant la méthode des scores 
de propension généralisés pour étudier le sujet. 
Par ailleurs, il est important de mentionner qu'il y a depuis quelques années une 
tension dans les communautés épidémiologique et statistique par rapport à 
l'utilisation des méthodes par scores de propension (ordinaires ou généralisés). En 
effet, ces méthodes d'analyse sont de plus en plus utilisées en remplacement aux 
méthodes par régression multivariée pour l'estimation d'effets causaux. Bien que les 
approches par scores de propension présentent plusieurs avantages d'ordre conceptuel 
(Austin, 2011), les avantages réels vus sur l'estimation statistique de ces effets sont 
plus mitigés (e.g., Stürmer et al., 2006). Ainsi, un objectif secondaire du mémoire est 
de comparer les résultats obtenus par les scores de propension généralisés et par la 
régression ajustée. Notons que l'approche classique par régression ajustée a été 
l'approche favorisée dans l'étude par Cassette et al. (2013). Un autre objectif du 
mémoire est de commenter sur l' implémentation des scores de propension généralisés 
dans le cadre de cette étude épidémiologique d'envergure. 
Dans le Chapitre I, nous présentons le fondement théorique de notre recherche. Le 
Chapitre II décrit les données utilisées dans le cadre de l'étude et la méthodologie 
spécifique d 'estimation des effets causaux à l' aide des scores de propension 
généralisés. Les détails des analyses effectuées et les résultats sont présentés dans le 
Chapitre III. Le Chapitre IV contient une discussion des résultats. Dans ce chapitre, 
nous faisons également des remarques sur les avantages de la méthodologie basée sur 
les scores de propension généralisés en comparaison à l' approche classique par la 
régression ajustée, ainsi que des commentaires concernant les difficultés survenues 
lors de l'implémentation de cette nouvelle méthodologie. 
Ce travail a été effectué dans le cadre du projet « Impact de la fonction pulmonaire et 
de l'utilisation de médicaments de maîtrise de l'asthme durant la grossesse sur les 
issues prénatales » de la chaire pharmaceutique AstraZeneca en santé respiratoire de 
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l'Université de Montréal (Dre Lucie Blais). L' approbation du comité d 'éthique de 
!'Hôpital du Sacré-Cœur de Montréal a été obtenue pour ledit projet. 
Il est aussi important de mentionner que l'analyse par régression ajustée a été 
effectuée en collaboration avec Benoît Cossette. 
CHAPITRE 1 
CADRE THÉORIQUE 
Dans ce chapitre, nous présentons la théorie nécessaire pour comprendre le travail 
effectué dans le cadre de ce mémoire. Nous commençons le chapitre (Section 1.1) par 
décrire la problématique de l'estimation des effets causaux dans les études 
observationnelles. Dans la même section, nous faisons également un rappe1 des 
méthodes classiques basées sur le score de propension pour estimer lesdits effets 
(Sous-section 1.1.1) et, dans les Sous-sections 1.1.2 - 1.1.6, nous décrivons en détail 
la théorie sous-jacente aux scores de propension généralisés (SPG; generalized 
propensity score). Nous terminons le chapitre (Section 1.2) par une présentation des 
modèles de régression multinomiaux qui interviennent généralement lors de 
l' implantation des SPG. 
1.1 Estimation d'effets causaux dans les études observationnelles 
Cochran (1965) a défini une étude observationnelle comme une recherche empirique 
qui satisfait les conditions suivantes : 
• le but est d'élucider des relations de cause à effet; 
• une étude randomisée ne peut être appliquée pour estimer ces relations; en 
d' autres termes, l'allocation des traitements aux unités d' une façon 
randomisée n'est pas possible. 
En épidémiologie, les études observationnelles visent à analyser les relations entre 
l'exposition à un traitement (ou un facteur de risque) et l'occurrence d' une maladie 
(ou le changement de l'état d ' un patient, etc.). Nous disons que le traitement possède 
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un effet causal si, de façon conceptuelle, la proportion d'individus qui développent la 
maladie dans le cas où tous les individus dans la population auraient été exposés au 
traitement est différente de la proportion d'individus ayant développé la maladie dans 
le cas où tous les individus n'auraient pas été exposés au traitement (Hemân, 2004). 
Dans les études observationnelles, l'exposition aux traitements n'est pas randomisée 
et est souvent guidée par les caractéristiques initiales des patients. Lorsqu'une de ces 
caractéristiques est aussi liée à la variable réponse, elle peut causer une erreur 
systématique (biais de confusion) dans l'estimation de l'effet d'un traitement versus 
un autre (Austin, 2011; Williamson et al., 2012). En effet, l'hétérogénéité d'une telle 
caractéristique à travers des groupes d'exposition peut induire une différence 
significative entre les valeurs de la variable réponse des groupes comparés. Des 
méthodes qui permettent d'atténuer les conséquences de l'hétérogénéité des 
caractéristiques des patients sont mentionnées dans la sous-section qui suit. 
1.1.1 Méthodes statistiques basées sur le score de propension ordinaire 
Au cours des trois dernières décennies, les méthodes statistiques basées sur le score 
de propension (SP) sont devenues une partie intégrante des recherches appliquées. La 
popularité de ces méthodes est grande car elles forment un moyen efficace pour 
estimer l'effet causal d'un traitement dans les études observationnelles. Ces méthodes 
sont pertinentes à utiliser surtout lorsque le nombre de covariables est grand (Dehejia 
et Wahba, 2002) et que nous pouvons modéliser adéquatement la relation entre le 
traitement et les caractéristiques des patients (Wang et al., 2001 ). 
Dans leur article novateur, Rosenbaum et Rubin (1983) définissent le terme score de 
propension (SP; propensity score) comme la probabilité, pour une personne 
possédant certaines caractéristiques données, d'être exposée à un traitement d'intérêt. 
En d'autres termes, si Test la variable traitement (T= 1 représente l'exposition au 
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traitement, et T= 0 signifie l' absence d'exposition), X est le vecteur de 
caractéristiques de l' individu observées avant l' exposition au traitement, le SP se 
définit comme Pr(T = 1IX). Ainsi, Je SP est la probabilité conditionnelle qu ' un 
individu reçoive le traitement sachant les covariables observées. 
Les méthodes basées sur le SP sont largement utilisées dans différents domaines: la 
médecine, la biologie, l'économétrie et même la criminologie (Jordan, 2012). Dans le 
cas d' un traitement binaire (c.-à-d. , traités versus non traités), les méthodes les plus 
répandues pour estimer l' effet causal moyen d' un traitement via le SP sont : 
• pondération (weighting); 
• régression; 
• stratification (subclassification); 
• appariement (matching). 
L' analyse comparative des méthodes mentionnées est donnée, entre autres, dans les 
publications de Lunceford et Davidian (2004), Imbens (2004), Williamson et al. 
(2012). 
Souvent, les problèmes appliqués traitent de situations caractérisées par des 
traitements à plus de deux modalités (Wang, 2001; Spreeuwenberg et al. , 2010) ou 
des traitements qui prennent des valeurs dans un continuum (Kluve et al. , 2012). Cela 
nous amène à la nécessité de généraliser Je concept traditionnel du SP. C'est-à-dire, 
nous devons extrapoler les méthodes basées sur Je SP pour Je cas des traitements 
multiples (Imbens, 2000) et pour les régimes de traitements continus (Haruki et 
Imbens, 2004). Nous développons cette théorie dans le cas des traitements multiples 
dans les sous-sections qui suivent. 
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1.1.2 Approche contrefactuelle 
Supposons que nous étudions une population de N unités. Considérons un régime 
sous lequel chaque unité i peut être exposée à un certain traitement T parmi f 
traitements mutuellement exclusifs. Cela implique qu' il existe une réponse potentielle 
associée à chaque unité pour chaque traitement T (TE {1, 2, 3, ... , ]}), même si nous 
ne pouvons observer qu'une de celles-ci à un certain point donné dans le temps 
(c 'est-à-dire, l' unité i n'est réellement qu 'exposée à un seul des traitements). En 
d'autres termes, les réponses potentielles sont les valeurs de la variable réponse qui 
est ou serait observée pour chaque traitement. Dans la littérature sur l' inférence 
causale, ces réponses sont également appelées les réponses contrefactuelles 
(Heman, 2004; Hofler, 2005). L' approche contrefactuelle est un scénario qui prend 
en considération toutes les réponses potentielles. Les modèles statistiques utilisés 
dans ce cadre s'appellent les modèles contrefactuels (counterfactual models, 
potential-outcome models, causal Rubin models; voir Greenland et Brumback, 2002). 
Notons 
T : l' ensemble des valeurs possibles de la variable T, 
T = {1, 2, 3, ... ,]}; 
Xi : le vecteur des covariables observées de l' unité i (des variables prétraitement); 
li U) : la réponse potentielle pour l'unité i qui est ou aurait été exposée au traitement 
T =j; 
lij : la réponse observée de l'unité i qui a été exposée au traitement T = j; 
DiU) : l'indicatrice de l' exposition au traitement j , 
si l'unité i a été exposée au traitement T = j, 
sinon. 
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Ainsi, il y a f réponses potentielles 
pour chaque unité i (i = 1, 2, .. ., N), parmi lesquelles une seule est observée 
(notamment la réponse Yfi = yt(j) lorsque Di(j) = 1). 
1.1.3 Effets causaux pour traitements multiples 
Dans le cas d 'un traitement multiple, l'effet causal individuel du traitement T = j 
versus le traitement T = s est défini comme suit : 
(1.1) 
Comme nous l'avons déjà remarqué, seulement un des résultats potentiels individuels 
est observé pour chaque unité. Ainsi, il se peut que, pour l' unité i, les deux réponses 
potentielles Yi(j) et Yi(s) dans l'égalité (1.1) ne soient pas observées. De façon 
générale, les effets causaux individuels ( 1.1) ne sont pas observables. 
Nous définissons l'effet causal moyen du traitement T = j versus le traitement T = s 
dans une population comme suit : 
8js = E{Y(j) - Y(s)} = E{Y(j)}- E{Y(s)}. (l .2a) 
Sous certaines conditions que nous énonçons dans la Sous-section 1.1.6, l'effet causal 
moyen (l.2a) est identifiable (estimable). Par ailleurs, notons que Bis n'est bien défini 
que lorsque tous les individus dans la cohorte étudiée peuvent potentiellement être 
exposés au traitement j et au traitement s. 
D'autres paramètres causaux peuvent être étudiés dans le cas de traitements multiples 
(Lechner, 2001; Tchernis et al., 2005): 
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• l'effet causal moyen du traitement j versus le traitement s pour les individus 
exposés au traitement j 
(1.2b) 
• l' effet causal moyen du traitement t versus tout autre traitement f (c 'est-à-
dire, f E T\{t}) pour les individus exposés au traitement t 
Tt= E {~(t) - ~(f) 1 Di(t) = 1}. (1.2c) 
La question de l'identifiabilité des différents effets causaux moyens dans le cas des 
traitements multiples est discutée dans Lechner (2001). Imbens (2004) et Austin 
(2011) discutent l' application pratique de l' effet ( l.2b) dans le cas binaire. 
1.1.4 Effet causal moyen versus effet moyen observé 
Tel que mentionné précédemment, l'exposition à un traitement est souvent influencée 
par les caractéristiques initiales des patients. Si ces caractéristiques sont aussi des 
causes de la variable réponse, ces variables sont appelées des variables confondantes. 
Ainsi, une variable confondante est à la fois une cause de la variable traitement et de 
la variable réponse (Heman et al., 2002). 
Dans les études observationnelles, il est donc le cas que les variables confondantes ne 
sont pas distribuées de façon homogène à travers les groupes d 'exposition aux 
traitements T = j et T = s. Cela implique que l'effet causal moyen (1.2a) est 
généralement confondu, c' est-à-dire, 
Bis = E{YU)} - E{Y(s)} * E{YIT = j}- E{YIT = s}, 
puisque 
E{Y(k)} * E{YIT = k}, k = j, S. 
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La dernière inégalité signifie que la moyenne de la variable réponse si toutes les 
unités avaient été soumises au traitement k n' est pas égale à la moyenne de la 
variable réponse chez les unités réellement soumises au traitement k (k = j, s). 
1.1.5 Propriétés du score de propension généralisé 
En suivant Imbens (2000), nous définissons le score de propension généralisé rU, x) 
comme la probabilité d'être exposé au traitement T = j conditionnellement au 
vecteur x des covariables observées : 
rU,x) gg Pr(T = jlX = x). 
Cette définition implique que 
r(j,x) = E{D(j)IX = x}. 
En effet, 
E{D(j)IX = x} = 1·Pr(D(j)=1IX = x) + O · Pr(D(j) = OIX = x) 
= Pr(D(j) = 1IX = x) = Pr(T = jlX = x) = r(j, x). 
(1.3) 
Définissons maintenant l'indépendance conditionnelle (Ross, 2009, p. 114). Deux 
événements E1 et Ei sont conditionnellement indépendants selon F si « la probabilité 
conditionnelle de E1 , F étant réalisé, n 'est pas affectée par l' information que Ei est ou 
n'est pas survenu » : 




Si pour les variables aléatoires Vi, V2 , Z 
P(Vi = v1 IV2 = v2 ,Z = z) = P(V1 = v1 IZ = z) 
pour toutes les valeurs possibles de v1 , v2 et z, alors nous disons que les variables V1 
et V2 sont indépendantes conditionnellement à la variable Z : 
Analogiquement au cas binaire, les scores de propension généralisés possèdent la 
propriété de balance (balancing score property; voir Hirano et Imbens, 2004) : 
Lemme 1.1 Les scores de propension généralisés sont des scores équilibrants (scores 
de balance) : 
D(j) .l X 1 r(j,X) Vj ET. (l.4) 
DÉMONSTRATION. Il faut montrer que 
Pr(D(j) = 1IX,r(j,X)) = Pr(D(j) = 1lrU,X)). (1.5) 
Étant donné que l' indicateur DU) est une variable aléatoire binaire pour chaque 
j E T, nous avons que 
Pr(D(j) = 1IX, r(j,X)) = E{DU)IX, r(j,X)}. (1.6) 
Comme le score de propension généralisé r(j,X) n' est qu'une fonction de X pour 
chaque j E T , nous pouvons l' omettre dans l' espérance conditionnelle 
E{DU) IX, r(j, X)}. Ainsi, compte tenu de (1.3), nous obtenons 
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E{DU)IX,rU,X)} = E{DU)IX} = rU,X), 
et l'égalité (1.6) implique que 
Pr(DU) = 1IX, rU,X)) = rU,X). (1.7) 
D'autre part, en utilisant le conditionnement emboîté (nested conditioning) 
E{YIX} = E{E{YIX,Z}IX}, 
et, compte tenu de (1.3), nous obtenons que 
Pr( DU)= 1lrU,X)) = E{D(j)lr(j,X)} = E{E{DU)IX, rU,X)}lrU,X)} 
= E{E{DU)IX}lrU,X)} = E{rU,X)lrU,X)} = rU,X). (1.8) 
Les résultats (1.7) et (1.8) impliquent (1.5), ce qui achève la démonstration du 
lemme.• 
Du Lemme 1.1 il découle que 
Pr(X = xlD(j) = 1, r(j,X) = r) = Pr(X = xlD(j) = 0, r(j,X) = r) \/j ET, 
c'est-à-dire, les observations avec la même valeur du score r(j,X) possèdent la 
même distribution de X indépendamment de l' indicateur D(j) de l' exposition au 
traitement j. 
Imbens (2000) a défini la notion d' ignorabilité faible (weak ignorability) comme 
suit: 
DU) J_ Y(j) 1 X Vj ET. 
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Selon cette définition, la réponse potentielle YU) est indépendante de l' indicateur 
DU) conditionnellement au vecteur X pour chaque traitement j E T : 
Pr(DU) = llYU),X) = Pr(DU) = llX). 
lmbens (2000) a montré que, analogiquement au cas binaire, l' ignorabilité faible 
conditionnellement au vecteur de covariables X implique l'ignorabilité faible 
conditionnellement au score de propension ru, X) : 
Lemme 1.2 (Imbens, 2000) Nous avons l' implication suivante: 
DU) 1- YU) 1 X ~ DU) 1- YU) 1 rU,X) Vj ET. (1.9) 
DÉMONSTRATION. Il faut montrer que, sous l'hypothèse de l' ignorabilité faible 
conditionnellement au vecteur de covariables X, la condition suivante est satisfaite : 
Pr(DU) = llYU),rU,X)) = Pr(DU) = llrU,X)). (1.10) 
En utilisant encore une fois le conditionnement emboîté et le fait que rU,X) est une 
fonction de X pour chaque j E T , nous avons : 
Pr(DU) = llY(j),rU,X)) = E{DU)IYU),rU,X)} 
= E{E{DU)IYU), rU,X),X}IYU), rU,X)} = E{E{DU)IYU), X}IYU), rU,X)}. 
Si YU) est indépendante de l'indicateur DU) conditionnellement au vecteur X , nous 
avons compte tenu de (1.3) : 
E{DU)IY(j),X} = E{DU)IX} = rU,X), 
d'où 
Pr(DU) = llYU),rU,X)) = E{rU,X)IYU),rU,X)} = rU,X). (1.11) 
Le résultat ( 1.10) découle directement de ( 1.11) et (1. 7), ce qui achève la 
démonstration du lemme.• 
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Le résultat suivant découle immédiatement du Lemme l .2 : 
Corollaire 1.1 Sous l'hypothèse de l' ignorabilité faible conditionnellement au 
vecteur de covariables X, nous avons : 
E{Y(j)ID(j), r(j,X)} = E{Y(j)lr(j,X)}. 
1.1.6 Estimation des effets causaux moyens par les scores de propension 
généralisés 
Soit /JU, r) l' espérance conditionnelle de la réponse potentielle Y(j) sachant que 
r(j,X) = r: 
/JU, r) ~ E{YU) 1 r(j,X) = r} (1.12) 
Sur la base d'un échantillon de taille n représentatif de la population étudiée, le 
théorème suivant nous permet d' estimer les effets causaux d' intérêt : 
Théorème 1.1 (lmbens, 2000) Sous l' hypothèse de l' ignorabilité faible 
conditionnellement au vecteur des covariables X, nous avons pour tous les traitements 
j (j = 1, 2, .. ., ]) : 
(i) {J(j, r) = E{YIT = j, r(T, X) = r}, 
(ii) E{Y(j)} = E{E{Y(j) 1 r(j,X)}} = E{[J(j, r(j,X))}. 
DÉMONSTRATION. 
(i) Sous l'hypothèse de l'ignorabilité faible conditionnellement au vecteur de 
covariables X, il découle du Corollaire 1.1 que 
[J(j, r) ~ E{Y(j) 1 r(j,X) = r} = E{Y(j) 1 D(j) = 1, r(j,X) = r} 
= E{Y(j) 1 T = j, r(T,X) = r} = E{Y 1 T = j, r(T,X) = r}. 
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(ii) Il résulte de la définition (1.12) que 
E{p(j,rU,X))} = E{E{YU) 1 rU,X)l} = E{YU)}. 
Les deux énoncés du théorème sont montrés. • 
Des méthodes concrètes qui permettent d'effectuer les estimations (l.2a), (l.2b), 
(l.2c) sont présentées dans Imbens (2000), Lechner (2001), Tchemis et al. (2005). 
Pour l'estimation de 8i5 , Imbens (2000) propose deux méthodes utilisant les SPG: la 
méthode de pondération et la méthode de régression que nous présentons dans le 
Chapitre Il. Lechner (2001) propose un protocole d'estimation de e6s par 
appariement. Tchemis et al. (2005) utilisent aussi l'estimation de Tt par appariement, 
mais contrairement à Lechner (2001), les auteurs discutent en détail du choix d'un 
modèle d'estimation des SPG (multinomial logit, nested logit et multinomial probit). 
1.1.7 Scores de propension généralisés dans la littérature appliquée 
À partir de l'année 2000, plusieurs publications sur des sujets appliqués illustrent 
l'utilisation des méthodes basées sur les SPG. Nous mentionnons deux d'entre 
elles dans ce qui suit. Notons toutefois que, à notre connaissance, aucune étude sur 
l'effet de médicaments contre l'asthme sur des issues périnatales n'a déjà utilisé les 
SPG. 
Dans Wang et al. (2001), les auteurs considèrent le traitement comme une variable 
catégorielle ordonnée définie par les niveaux de doses (élevé, moyen, faible) d' un 
médicament ( diclofénac ). Les procédures de stratification par les percentiles des SPG 
(les quintiles dans la première analyse et les déciles dans la deuxième) sont utilisées 
pour estimer les risques relatifs d'être hospitalisé à cause de problèmes gastriques. 
Pour estimer les SPG, des modèles logistiques séparés en utilisant le niveau de dose 
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faible comme catégorie de référence (c.-à-d., niveau faible versus niveau élevé et 
niveau faible versus niveau moyen) ont été considérés. Même si le traitement dans 
cette étude est ordonné, les auteurs ont trouvé que l' utilisation du modèle des cotes 
proportionnelles (voir Sous-section 1.2.3) n'était pas appropriée (il y avait une forte 
évidence contre l'hypothèse de proportionnalité (1.19)). 
Dans Spreeuwenberg et al. (2010), le traitement (psychothérapie) est une variable 
catégorielle non ordonnée (nominale) qui prend cinq valeurs : thérapie ambulatoire de 
longue durée (long outpatient treatment), thérapie hospitalière de jour de courte 
durée (short day hospital treatment), thérapie hospitalière de jour de longue 
durée (long day hospital treatment), thérapie hospitalière de courte durée (short 
inpatient treatment), thérapie hospitalière de longue durée (long inpatient treatment). 
La variable réponse d'intérêt est le GSI (Global Severity Index; un score de l' état 
psychologique). Dans ce cas, les auteurs ont estimé les SPG en utilisant une 
régression multinomiale logit. Pour estimer les effets causaux moyens, les auteurs ont 
utilisé un modèle linéaire généralisé avec le score GSI comme variable dépendante, 
et les SPG et les indicatrices d'exposition aux traitements comme variables 
indépendantes. 
1.2 Modèles multinomiaux 
Nous disons qu'un modèle de régression est multinomial (polytomique) si la variable 
réponse (la variable endogène) de celui-ci est catégorielle à plus de deux modalités. 
Dans ce chapitre, nous considérons les modèles multinomiaux classiques : 
1) pour la variable réponse nominale (dont les modalités ne peuvent pas être 
ordonnées); 
2) pour la variable réponse ordinale (les modalités de celle-ci permettent un 
ordre logique). 
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Dans le premier cas, les modèles multinomiaux logit sont présentés. Pour le deuxième 
cas, nous considérons les modèles cumulatifs (des cotes proportionnelles ou 
cumulatifs probit). 
1.2.1 Modèle multinomial logit 
Supposons que nous avons un échantillon de n unités et que chaque unité i appartient 
à une catégorie j parmi J catégories disjointes. Par exemple, ces catégories sont 
formées selon l' exposition des unités à un certain traitement T parmi J traitements 
mutuellement exclusifs. Dans ce contexte, l' événement « T = j » consiste en 
l'exposition d'une unité donnée au traitement j , où j = 1, 2, ... , J Supposons aussi 
que chaque unité peut être décrite par K caractéristiques. Ainsi, à chaque unité i 
correspond le vecteur xi = (xil, xi2, ... , xiK) de ses caractéristiques. Sous le 
modèle multinomal logit, la probabilité Pr (T = j 1 xi) que l'unité i ait été exposée 
au traitement j est une fonction du vecteur xi. Plus précisément, cette probabilité 
prend la forme suivante : 
(1.13) 
Dans (1.13), les constantes f30i , /31j , .. ., f3Kj (j = 1, 2, . . . , ])sont les paramètres du 
modèle. Les caractéristiques xil , xi2, .. ., xiK (i = 1, 2, . . ., n) peuvent être des 
variables continues, binaires ou qualitatives à plus de 2 modalités. 
Les probabilités Pr (T = j 1 xa satisfont les conditions : 
0 < Pr (T = j 1 xa < 1, i = 1, 2, .. ., n, j = 1, 2, ... , ]. 
De plus, pour chaque unité i 
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Puisque pour chaque vecteur (r0, rv ... , rK) E RK+l nous avons 
nous sommes confrontés au problème de la non-unicité des paramètres du modèle. En 
effet, nous obtenons la même valeur de la probabilité Pr (T = j 1 xi) pour chaque 
élément de l'ensemble infini de vecteurs 
Ceci dévoile la nécessité d' imposer certaines conditions sur les 
paramètres (fJoj.f51 j,. .. , fJKj ), j = 1, 2, .. . , f, afin de les identifier uniquement (i.e., 
d'assurer l'identifiabilité du modèle). La pratique générale est d'égaler à 0 tous les 
paramètres associés à une catégorie donnée, catégorie que l' on appelle la catégorie de 
référence. Par exemple, si nous prenons j comme catégorie de référence, nous 
obtenons K + 1 contraintes sur les paramètres du modèle 
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f301 = f311 = ... = f3Kl = Û. 
Sous ces conditions, le modèle multinomial logit s'inscrit sous la forme 
(1.14) 
Le modèle multinomial logit représenté en ( 1.14) implique que pour toutes les 
catégories j et s telles que j * s 
Pr (T = jl xi) 
Pr (T = s 1 xi) 
exp(f3oj + f31jXil + ··· + f3KjxiK) 
exp(f3os + f31sXi1 + ··· + f3KsXiK) 
= exp[(/3oj - f3os) + (/31j - f31s)xil + ··· + (fJKj - f3Ks)xiK], (1.15) 
d'où nous avons que, pour V j E {1, 2, ... ,] - 1}, 
Pr (T = jl xi) 
Pr (T =] 1 xi) (1.16) 
Des équations (1.16), il découle que nous pouvons aussi exprimer le modèle (1.14) 
en termes des U - 1) logits généralisés : 
Pr (T = j 1 xi) · 
log Pr (T = J 1 xa = f3oj + f31jXil + ... + f3KjXiK, j = 1, ... ,] - 1. 
Il est intéressant d'examiner l'interprétation des paramètres du modèle multinomial 
logit. Par (1.16), la cote 
Pr (T = j 1 xi) 
Pr (T =] 1 xi) 
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se multiplie par exp({Jkj) avec l' incrémentation de la variable xik par une unité. En 
d'autres termes, le rapport de cotes s' exprime comme suit : 
Pr (T = jlxil, ... ,xik + 1, ... ,xiK) 
Pr (T = Jlxiv ... , xik + 1, ... , xiK) 
Pr (T = jlxiv ... , xik• ... , xiK) 
Pr (T = Jlxiv ... , xik• ... , xiK) 
1.2.2 Estimation des paramètres du modèle multinomial logit 
Les paramètres du modèle multinomial logit s 'estiment par la méthode du maximum 
de vraisemblance (Agresti, 2012, p. 297). 
Soit DiU) l' indicatrice de l' exposition de l' unité au traitement j (voir Sous-
section 1.1.2). Il est évident que I~=l Di U) = 1. 
Puisque pour chaque unité i 
et 
J- 1 
P(T =] 1xi)=1-I P(T = j 1 xi) 
j =l 
J-1 
DiU) = 1 - I DiU)} 
j = l 
la contribution Li(P1, ... , p1_1lxi) de l'unité i dans la fonction de vrai semblance peut 
s ' écrire sous la forme 
J 




= P(T =] 1 xi)DiU) · n P(T = j 1 xDDiU) 
j=l 
où /Jj = (/3oj• /31j, ... , f3K1), j = 1, ... ,] - 1 (les unités exposées au traitement T =] 
forment la catégorie de référence). 
Compte tenu de (1.14) et (1.16), nous avons que le logarithme naturel de 
Li(/J 1 •... , /11-1 lxi) est égal à 
log Li (/J 1 • ... , /11-1 lxi) = log [Il P(T = j 1 x,)n,UJ] 
J=l 
J 
= I DiU) log P(T = j 1 xi) 
j=l 
J-1 
= DiU) logP(T =] 1 xi)+ I DiU) IogP(T = j 1 xi) 
j= l 
( 
J-1 ) J-1 
= 1-~ D,(j) lngP(T =] 1 x,) + ~ D,(j) logP(T = j f x,) 
J-1 
= logP(T =] 1 xi)+ I DiU) [IogP(T = j 1 xi) - logP(T =] 1 xD] 
j=l 
J-1 
""' . [P(T = j 1 xal 
=log P(T =] 1 xi)+ fi Di(j) log P(T =] I xi) 
j-1 




= -log 1 + I exp(/3oj + {J1jxi1 + ··· + fJKjxiK) 
]=1 
J-1 
+ L Di(j)(Poj + P1jXi1 + ··· + PKjxiK)· 
j=1 
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En supposant l' indépendance des unités dans notre échantillon, la fonction de 
vraisemblance L(p1 , .. .,PJ-tlx1, .. .,xn) est 
n n [ 1 l L({J,, ... ,{J1_,lx,, ... ,x.) = 0 L;({J1, .. . ,p1_1 lx;)= 0 D P(T = j 1 x;)D;Ul , 
dont le logarithme naturel est 
n 





= L log Li(P1 • ... , P1-1 lxi) 
i=l 
n [ J-1 l 
= - blog 1 + ~ exp(Po; + /l,;xi1 + ... + PK;x;K) 
n J-1 
+ L L Di(j)(/3oj + /31jXi1 + ... + f3KjxiK) 
i=l j=l 
La log-vraisemblance IogL(Pv ... ,p1_1lxv ... ,xn) est concave en (/l1 , ... ,p1_1) sur 
RU-l)(K+l) (Agresti, 2012, p. 298). De plus, cette fonction est différentiable en 
(Pv ... ,p1_1) sur RU-l)(K+l). Cela implique que la log-vraisemblance atteint son 
maximum au point stationnaire si celui-ci existe. Dans ce cas, nous pouvons trouver 
les estimations du maximum de vraisemblance en résolvant le système d'équations 
Nous avons que 
k = 0,1, ... ,K, 
a log L(P11 ... , P1-1lxv ... , Xn) 
apoj 
j = 1, 2, ... ,] - 1. 
et, pour chaque k = 1, ... , K, 
a logL(Pv ... ,p1-1lxv ... ,xn) 
apkj 
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En résumé, le système suivant nous permet de trouver les estimations des paramètres 
f3kj• j = 1, 2, ... , ] - 1, k = 0, 1 , ... , K, par la méthode du maximum de 
vraisemblance 
Numériquement, ce système peut être résolu par la méthode de Newton-Raphson 
(Agresti, 2012, p. 143). 
1.2.3 Modèles multinomiaux cumulatifs 
Si la variable réponse est ordinale (les modalités de celle-ci sont ordonnées), les 
modèles les plus utilisés sont les modèles des cotes proportionnelles (proportional 
odds mode/) et probit cumulatif (cumulative probit mode/). 
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Les logits cumulatifs sont définis comme suit (j = 1, .. . , ]) : 
Pr (T = llxï) +Pr (T = 2lxJ +···+Pr (T = jlxï) 
=log Pr (T = j + llxi) +Pr (T = j + 2lxï) +···+Pr (T = Jlxi) 
Pr (T ::; jlxï) 
=log-----
Pr (T > jlxa· 
Ainsi, logit[P(T ::; jlxJ] est le logarithme naturel de la cote pour l' événement 
« T ::; j » calculée conditionnellement aux caractéristiques de l' unité i. Notons par 
ailleurs que chaque logit cumulatif dépend de l'ensemble des f catégories. 
Le modèle des cotes proportionnelles s ' écrit sous la forme 
Dans ce modèle, les constantes [311 ..• , f3K sont communes pour tous les j = 1, 2, ... , 
] - 1. Si le vecteur des caractéristiques xi est fixe, seules les constantes ai varient en 
fonction de j. 
Notons 
Le modèle ( 1.17) peut s'exprimer alternativement comme 
exp(a· + (J'x·) 
Pr (T ::; jlxï) = C r ) , j 
1 +exp ai+ {J'xï 
1,2, ... ,] -1. (1.18) 
Considérons le rapport des cotes de l'événement « T ::; j »calculées pour les unités i 
et m. Le modèle ( 1.17) implique que 
27 
P(T $ jlxi) 
l 1 - P(T $ jlxi) _ l P(T $ jlxi) P(T $ jlxm) 
og P(T $ jlxm) - og 1 - P(T $ jlxi) - log 1 - P(T $ jlxm) 
1 - P(T $ jlxm) 
= logit[P(T $ jlxi)] - logit[P(T $ jlxm)] 
(1.19) 
d'où vient que le logarithme du rapport des cotes ne dépend pas de j et est 
proportionnel à la différence (xi - Xm)· En conséquence de cette propriété, le 
modèle (1.17) est nommé le modèle des cotes proportionnelles (proportional odds 
mode!; McCullagh, 1980). 
L'estimation des paramètres du modèle des cotes proportionnelles s'effectue 
également par la méthode du maximum de vraisemblance. Puisque pour l' unité i la 
probabilité d'être exposé au traitement j est 
· la fonction de vraisemblance L( a11 ... , a1, p lx1, ... , xn) prend, sous le modèle (1.18), 
la forme suivante : 
L( a1, ... , a1, P lx1, ... , Xn) = Il [rl P(T = jlx,)0 •Ull 
l=l J=l 
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exp aj + P xi exp aj-i + P xi n [ 1 ( ( , ) ( , ) )DïU)l 
= 0 0 1 +exp{ a;+ fl'x,) - 1 + exp(a;-i + fl'x1) • 
Nous pouvons trouver numériquement les estimations du maximum de vraisemblance 
des paramètres a 1 , ... , a1, P par la méthode itérative des scores de Fisher (Fisher 
Scoring Method; Agresti, 2012, p. 144 ). 
Le modèle des cotes proportionnelles (qu' on appelle aussi le modèle logit cumulatif) 
est un cas particulier des modèles à lien cumulatif (cumulative link models) dont la 
forme est 
où c-1 est la fonction de lien. 
Pour le modèle des cotes proportionnelles ( 1.17), la fonction de lien est l' inverse de la 
fonction de répartition de la loi logistique 
c-1 (p) = log-P-. 
1-p 
Si c-1 (p) = $-1 (p) où <I> est la fonction de répartition de la loi normale centrée-
réduite, alors nous obtenons le modèle cumulatif probit : 
CHAPITRE II 
DONNÉES ET CADRE MÉTHODOLOGIQUE 
Dans ce chapitre nous commençons par décrire les données utili sées pour étudier le 
lien de causalité possible entre les différentes doses de CSI prises par la mère pendant 
la grossesse et le poids du bébé à la naissance (Section 2.1 ). Dans la Section 2.2, nous 
décrivons la méthodologie spécifique utilisée dans notre étude pour estimer les effets 
causaux moyens à l' aide des SPG. Dans la Section 2.3 , nous donnons un aperçu de 
toutes les étapes nécessaires pour compléter l' analyse par les SPG. Les détails 
spécifiques concernant l' analyse effectuée ainsi que les résultats sont présentés dans 
le Chapitre III. 
2.1 Construction de la cohorte, définitions du traitement et de la réponse, 
facteurs de risque potentiels 
Dans cette section, nous décrivons la composition de la cohorte pour notre étude et 
définissons le traitement et la réponse étudiés. Puisque notre cohorte se base sur la 
cohorte de l' étude par Cassette et al. (2013), nous débutons par décrire cette dernière. 
Les données utilisées dans Cassette et al. (2013) proviennent de bases de données 
administratives de la Régie de l 'assurance-maladie du Québec (RAMQ) et de la 
Banque de données MED-ÉCHO du Ministère de la Santé et des Services sociaux du 
Québec. Plus précisément, une cohorte de 7376 grossesses de 6199 femmes 
asthmatiques qui ont accouché entre 1998 et 2008 au Québec a été constituée par les 
auteurs de l' étude. Les critères d' inclusion des femmes dans la cohorte étaient les 
suivants: 
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1. être âgée d'au plus 45 ans au moment de l'accouchement; 
2. avoir été diagnostiquée pour l' asthme au moins une fois durant la 
grossesse ou l'année avant la grossesse (selon la Classification 
internationale des maladies); 
3. avoir eu au moins une ordonnance de médicaments contre l' asthme servie 
durant la grossesse ou l'année avant la grossesse; 
4. avoir bénéficié de la couverture de l'assurance médicaments de la RAMQ 
durant la grossesse et l'année avant la grossesse; 
5. avoir eu une grossesse monofœtale (accouchement d'un singleton vivant 
ou mort-né). 
Le groupe de femmes étudié exclut les femmes exposées à certains médicaments 
contre l' asthme (théophylline, cromoglycate sodique, nédocromil, kétotifène) et aux 
BALA sans exposition aux CSI. Si une femme a eu plusieurs grossesses entre 1998 et 
2008, la cohorte n' inclut que ses deux grossesses les plus récentes. 
Les caractéristiques dichotomiques suivantes ont été considérées comme issues 
périnatales d' intérêt dans Cossette et al. (2013): 
1. le faible poids à la naissance (FPN; poids du bébé à la naissance inférieur 
à 2500 g); 
2. la prématurité (naissance avant le terme de 37 semaines de gestation); 
3. le poids à la naissance petit pour l' âge gestationnel (PAG; poids de 
naissance inférieur au 1 oe percentile des poids observés pour un âge 
gestationnel donné et le sexe du bébé selon les standards canadiens 
(Kramer et al., 2001). 
Notre cohorte inclut les grossesses pour lesquelles les femmes et leurs nouveau-nés 
(vivants ou mort-nés) satisfont les critères d' inclusion et d'exclusion mentionnés 
précédemment. Toutefois, pour les analyses présentées dans ce mémoire, nous 
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n'avons sélectionné que la dernière grossesse d'une femme pour éviter les difficultés 
liées à l'analyse de données groupées. Nous avons aussi exclu 2 grossesses ayant 
résulté en un mort-né de moins de 500 grammes, car ces naissances ne satisfont pas la 
définition de la mortinaissance (Breton et al., 2009). Nous avons donc une cohorte 
d'étude finale constituée de 6197 grossesses. 
Contrairement à l'étude par Cassette et al. (2013), l'issue périnatale étudiée dans le 
cadre de ce mémoire est le poids du bébé à la naissance, considérée comme variable 
continue. Le traitement est défini comme l' exposition aux différentes doses 
quotidiennes de CSI qui ont été évaluées en équivalent fluticasone à partir des 
données de la RAMQ (Cassette et al. , 2013). Ces doses sont les estimations des doses 
quotidiennes réellement prises par les femmes asthmatiques pendant la grossesse. La 
dose de CSI est classifiée comme suit: 0 µg/jour (pas d'exposition aux CSI pendant 
toute la grossesse; 2736 grossesses), > 0 - 125 µg/jour (2417 grossesses), > 125 -
250 µg/jour (571 grossesses), > 250 µg/jour (473 grossesses). Le traitement T est 
donc, dans notre étude, une variable catégorielle à quatre modalités : 
T=l ~ CSI = 0 µg/jour; 
T=2 ~ 0 µg/jour < CSI $ 125 µg/jour; 
T=3 ~ 125 µg/jour < CSI $ 250 µg/jour; 
T=4 ~ CSI > 250 µg/jour. 
Dans l'étude de Cassette et al. (2013), les 28 facteurs de risque potentiels pour les 
issues périnatales étudiées (FPN, prématurité et PAG) ont été regroupés en 4 
catégories : 
• les caractéristiques de la mère ou du bébé (âge de la mère à l 'accouchement, 
lieu de résidence en zone urbaine l'année précédant ou durant la grossesse, 
prestataire de la sécurité du revenu l 'année précédant ou durant la grossesse 
la grossesse, sexe du bébé); 
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• les pathologies chroniques de la mère l'année précédant ou durant la grossesse 
(désordres utérins, diabète, fibrose kystique du pancréas, hypertension, 
maladie cardiaque cyanotique congénitale, syndrome antiphospholipide); 
• les pathologies liées à la grossesse (anémie, complications placentaires, 
décollement placentaire, diabète gestationnel, éclampsie/pré-éclampsie, 
infections maternelles, hémorragie fœtale-maternelle, hypertension 
gestationnelle, prise de bêtabloqueurs, saignements vaginaux); 
• les facteurs liés à l'asthme (antagonistes des leucotriènes durant la grossesse, 
béta2-agonistes à courte action durant la grossesse, béta2-agonistes à longue 
action durant la grossesse, corticostéroïdes intranasaux durant la grossesse, 
corticostéroïdes oraux durant la grossesse, hospitalisation pour l 'asthme au 
moins une fois durant la grossesse, sévérité de l'asthme l 'année précédant la 
grossesse, visite à l'urgence pour l 'asthme au moins une fois durant la 
grossesse). 
Nous considérons cet ensemble comme l'ensemble initial des covariables dans notre 
étude. 
2.2 Méthodologie de Feng et al. (2012) pour les scores de propension 
généralisés 
Tel que mentionné dans le Chapitre 1, le Théorème 1.1 est la base théorique de la 
méthodologie d'estimation des effets causaux moyens par l'ajustement sur les SPG. 
Cette méthodologie, développée par lmbens (2000), est appliquée par Feng et al. 
(2012) pour des traitements multiples. Nous suivons l'approche de Feng et al. (2012) 
pour l'application des SPG dans notre étude. Celle-ci est décrite de façon générale 
dans les quatre étapes suivantes. 
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Étape 1 Estimation des scores de propension . À cette étape, pour chaque unité i (i = 
1, ... , n) et pour chaque traitement T = j (j = l , 2, ... , ]), nous estimons les scores de 
propension généralisés 
correspondants au vecteur xi des variables prétraitement observées. Le choix du 
modèle pour rU, xi) dépend du type de la variable catégorielle T. Si T est une 
variable nominale (les modalités de celle-ci ne sont pas logiquement ordonnées), 
Imbens (2000) recommande d'utiliser une régression multinomiale logit. Lorsque les 
modalités de la variable T permettent un ordre naturel, les modèles cumulatifs comme 
les modèles des cotes proportionnelles et probit cumulatif (Imai et van Dyk, 2004) 
peuvent être utilisés. 
Ainsi, pour chaque unité i (i = 1, ... , n) nous obtenons ] estimations 
f(l, xi), ... , fU, xi) pour] scores de propension 
où 
Étape 2 Estimation des p(J, rU,X) ). Puisque selon l'énoncé (ii) du Théorème 1.1 
E{YU)} = E{PU,rU,X))}, j= 1, ... , ] , 
nous désirons estimer le p(J, rU, xi)) associé à chaque unité i de l'échantillon (la 
cohorte) et chaque modalité} du traitement T. 
34 
Par l' énoncé (i) du Théorème 1.1, l'estimation des {3(j,rU,xi)) ne requiert que la 
sous-population des unités qui ont réellement reçu le traitement T = j et pour 
lesquelles les valeurs de la variable réponse Y sont connues (c'est-à-dire, Y;_U) = YiJ ). 
Les modèles utilisés pour l'estimation des {3(j, rU,X)) s'inscrivent sous la forme (j = 
1, 2, . .. , ]): 
Ici, g 1 (rU, xi)), ... , Bm(rU, xi)) sont des fonctions des SPG que nous spécifions 
dans le Chapitre III (voir Section 3.4), m peut varier en fonction de j. Ainsi, nous 
obtenons] modèles linéaires généralisés. Puisque les vraies valeurs des SPG r(l, xi) , 
... , ru, xi) ne sont pas connues, nous les remplaçons dans (2.1) par leurs estimations 
f(l,xi), ... , fU,xi) obtenues à !'Étape 1. 
Les coefficients estimés â1, 911 , ... , YJm' j E {1, ... , ]}, des modèles (2.1) nous 
permettent d' estimer p (J. ru. xa) pour chaque unité ide la cohorte étudiée : 
Étape 3 Estimation des E{YU)}. Nous estimons la moyenne de la variable réponse 
contrefactuelle pour chaque niveau j E {1, ... , ]} du traitement: 
n 
~ ~ 1 ~ ~( ) E{YU)} = E{f3U, rU,X))} = -;:;_L /3 j, rU,xi) . 
i=l 
Étape 4 Estimation de ! 'effet causal moyen du traitement j versus le traitement s. 
Nous estimons l'effet causal moyen (l.2a) par 
ê1s = Ê{YU)} - Ê{Y(s)}. 
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2.3 Déroulement de l'analyse 
Dans cette section, nous présentons de façon schématique et point par point le 
déroulement de l'analyse par SPG qui a été effectuée. Notons que toutes les analyses 
ont été programmées en SAS (version 9.4; voir SAS Institute Inc. (2013)). 
1. Nous avons obtenu les distributions non ajustées du poids à la naissance du 
bébé ainsi que les estimations non ajustées des contrastes d'intérêt (les trois 
doses positives de CSI versus pas de CSI). 
2. Nous avons obtenu la distribution de toutes les covariables considérées dans 
l' étude à travers chaque groupe de dosage de CSI. Ainsi, pour mieux 
comprendre le potentiel de chaque variable à être une variable confondante, 
nous avons testé ) 'homogénéité de la distribution des variables à travers les 
quatre catégories de traitement. Pour ceci, nous avons utilisé le test du x2 ou 
le test exact de Fisher (pour les variables avec de faibles effectifs 
théoriques). 
3. Nous avons par la suite sélectionné les variables potentiellement 
confondantes. Pour ce faire, nous avons utilisé l'algorithme Bayesian 
Adjustment for Confounding (BAC) introduit par Wang et al. (2012) et 
étendu au cas des variables de traitement binaires dans Lefebvre, Delaney et 
McClelland, (2014). Le BAC est un algorithme bayésien qui modélise 
conjointement la réponse et le traitement pour l'identification des variables 
confondantes. Dans Lefebvre, Atherton et Talbot (2014), il est démontré que 
BAC favorise les modèles de régression pour la réponse emboîtant les 
modèles d'exposition les plus probables. Il est en fait attendu que l'ensemble 
des variables potentiellement confondantes identifié par BAC est plus grand 
que nécessaire pour mitiger la confusion. Puisque la technologie pour 
implémenter l' algorithme BAC n'était pas disponible pour le cas des 
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variables de traitement à modalités multiples, nous avons reparamétrisé le 
traitement T (à quatre modalités) en un traitement à deux modalités (0 : pas 
de doses de CSI; 1 : doses positives de CSI). Une simulation par méthodes 
de Monte-Carlo par chaînes de Markov (MCMC) a par la suite été effectuée 
pour sélectionner les variables ayant une probabilité a posteriori marginale 
supérieure à 0.5 d'être incluses dans le modèle de régression pour la réponse 
spécifié. 
4. Sur la base des covariables sélectionnées par BAC, nous avons effectué la 
sélection d'un modèle pour les SPG. Comme nous l'avons noté dans la 
Section 2.2, le choix du modèle pour estimer les SPG dépend du type de la 
variable catégorielle de traitement T. Dans Je cadre de notre étude, la nature 
du traitement T (différentes doses quotidiennes de CSI) nous permet de 
considérer celui-ci comme une variable nominale (catégorielle non-
ordonnée) ou une variable ordinale (catégorielle ordonnée). Nous avons donc 
considéré trois modèles pour l'estimation des SPG : 1) le modèle 
multinomial logit; 2) le modèle des cotes proportionnelles (cumulative logit) 
et 3) le modèle probit cumulatif (cumulative probit). Le premier modèle 
suppose que la variable T est nominale tandis que les deux derniers 
supposent que la variable Test ordinale. Le choix du modèle des SPG s'est 
basé sur les critères d'information (les critères d' Akaike et bayésien; voir 
Montgomery et al., 2012, p.336). 
5. Sur la base du modèle pour les SPG sélectionné, nous avons considéré 
plusieurs modèles pour les réponses contrefactuelles et obtenu les 
estimations correspondantes. Rappelons qu ' une réponse contrefactuelle doit 
être estimée pour chaque niveau de traitement T et pour chaque unité de la 
cohorte (Étape 2, Section 2.2). Les réponses contrefactuelles estimées sont 
par la suite utilisées pour estimer la moyenne de la variable réponse Y pour 
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chaque niveau de traitement (Étape 3, Section 2.2) et les contrastes d'intérêt 
(Étape 4, Section 2.2). 
Les intervalles de confiance (IC) à 95 % pour les effets causaux moyens 8js 
(j = 2, 3, 4, s = 1) sont calculés par la méthode Bootstrap. Pour ce faire, 
nous faisons une succession de rééchantillonnages stratifiés avec remise de 
la cohorte étudiée. Les strates sont définies par les niveaux de traitement T, 
et le nombre d'itérations est égal à 5000. Ainsi , nous obtenons 5000 
échantillons (les bootstrap-échantillons) de même taille que la cohorte de 
départ et possédant le même nombre d' observations dans chaque groupe de 
traitement que dans la cohorte initiale. Pour chacun des 5000 bootstrap-
échantillons, nous calculons les estimations êj~b) (j = 2, 3, 4, s = 1, b = 
1, 2, ... , 5000) des effets causaux moyens (1.2a) en suivant les Étapes 2 - 4 
(Section 2.2). Nous calculons les intervalles de confiance à 95 % pour 
ejs selon deux méthodes différentes : 
• méthode basée sur les percentiles (Efron et Tibshirani, 1993) : 
où q0_025 et q0_975 sont respectivement le 2.se et le 97.se percentiles 
d 1, bl d · · {5(1) 3(5000) } e ensem e es est1matlons ujs , ... , ujs ; 
• méthode basée sur la distribution normale (Efron, 1992) : 
où êjs est l'estimation de l'effet causal moyen 8js calculée sur la base 
de l' échantillon original, z0.25 = c:P- 1 (0.975) et Bboot est l' écart-type 
d 1, bl d . . { ~c1) ~ csooo) } e ensem e es est1matlons ejS I ••• J ejS • 
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6. Finalement, l'analyse par la régression ajustée est effectuée aux fins de 
comparaison avec la méthodologie SPG. Rappelons que cette analyse est 
l' approche qui a été utilisée dans l'étude par Cassette et al. (2013). Celle-ci 
consiste à effectuer une régression linéaire pour le poids à la naissance en 
incluant la variable traitement (en indicatrices binaires) ainsi que toutes les 
variables confondantes identifiées dans le modèle (voir Section 3.2). 
CHAPITRE III 
RÉSULTATS DES ANALYSES 
Dans ce chapitre, nous dévoilons les résultats de notre étude sur le lien de causalité 
possible entre les différentes doses de CSI et le poids du bébé à la naissance en 
appliquant la méthodologie basée sur la théorie des SPG et l'analyse classique par la 
régression ajustée (voir Sections 3 .2 et 3.3). 
3.1 Présentation des analyses préliminaires et résultats bruts 
Dans cette section, nous présentons les résultats des analyses préliminaires que nous 
avons effectuées pour étudier le lien possible entre les CSI et le poids du bébé à la 
naissance. Les comparaisons des poids du bébé à la naissance en fonction des 
différentes modalités du traitement T aux CSI sont qualifiées de brutes (ou non 
ajustées) puisque nous ignorons, dans le cas présent, la présence potentielle de 
confusion dans la relation étudiée. Rappelons que, dans notre étude, le traitement 
multiple fait référence au dosage de CSI suivant: 
T=l ~ CSI = 0 µg/jour, 
T=2 ~ 0 µg/jour < CSI ~ 125 µg/jour, 
T=3 ~ 125 µg/jour < CSI ~ 250 µg/jour, 
T=4 ~ CSI > 250 µg/jour. 
Le Tableau 3.1 présente des statistiques descriptives sur la variable réponse (le poids 
du bébé à la naissance) séparément pour chaque niveau de dosage de CSI. Nous 
constatons que la moyenne du poids du bébé à la naissance est la plus grande pour les 
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Figure 3.2 Distribution du poids du bébé à la naissance (en grammes) pour chaque 
modalité du traitement aux CSI (histogrammes) 
Les diagrammes Quantile-Quantile (voir Annexe A, Figures A.1 - A.4) montrent 
graphiquement que, pour chaque modalité du traitement, la distribution de la variable 
réponse s'éloigne de la normalité à cause des petites valeurs du poids. 
Nous effectuons une série de tests statistiques afin de vérifier la normalité du poids du 
bébé à la naissance dans chaque catégorie de traitement (voir Annexe A). Les 
conclusions de ces tests sont utiles pour mieux interpréter les résultats des tests 
d 'égalité des moyennes des poids à travers les différents dosages de CSI (présentés 
subséquemment). Tous les tests effectués rejettent l'hypothèse de normalité du poids 
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du bébé à la naissance pour chaque modalité du traitement (voir Annexe A, 
Tableau A. l ). 
Du Tableau 3.1 suivent les estimations ponctuelles non ajustées des contrastes 
d'intérêt: 
Ê{Y 1 T = 2}- Ê{Y 1T=1} = 3254.25 - 3236.19 = 18.06, 
Ê{Y 1 T = 3} - Ê{Y 1 T = 1} = 3228.94 - 3236.19 = -7.25, 
Ê{Y 1T=4}- Ê{Y 1T=1} = 3163.95 - 3236.19 = -72.24. 
Le Tableau 3.2 présente les résultats des t-tests (en supposant inégalité des variances) 
et des tests de Wilcoxon sur l' égalité des moyennes dans les groupes de traitement. 
La dernière colonne contient les intervalles de confiance à 95 % pour les contrastes 
E{YIT = 2} - E{YIT = 1}, E{YIT = 3} - E{YIT = 1}, E{YIT = 4} - E{YIT = 1}. 
Notons qu'aucune procédure n'est présentement intégrée en SAS (version 9.4) pour 
obtenir un intervalle de confiance non paramétrique visant à estimer la magnitude des 
différences des moyennes considérées. 
Tableau 3.2 Tests (t-test et Wilcoxon) pour l'égalité des moyennes non ajustées 
Hypothèse Test Valeur-p IC (95%) pour les contrastes 
t-test 0.26 T=2vsT=1 : 
E{Y I T = 2} = E{Y I T = 1} (-13.64; 49.76) 
Wilcoxon 0.84 nid 
t-test 0.79 T=3vsT=1 : 
E{Y 1 T = 3} = E{Y I T = 1} (-61.34; 46.84) 
Wilcoxon 0.55 nid 
t-test 0.02 T=4vsT=1 : 
E{Y I T = 4} = E{Y I T = 1} (-130.70; -13 .74) 
Wilcoxon < 0.01 nid 
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Les Tableaux 3.3 - 3.6 ci-dessous présentent la distribution des 28 covariables 
considérées dans l'étude pour chaque modalité du traitement. Pour faciliter la 
présentation des résultats, nous avons regroupé les variables en fonction d'un thème 
sous-jacent commun (Caractéristiques de la mère ou du bébé, Pathologies 
chroniques de la mère, Pathologies liées à la grossesse, Variables liées à l 'asthme) . 
Rappelons que ces tableaux ont été obtenus afin d 'étudier la balance des variables 
dans les niveaux de traitement. 
Tableau 3.3 Caractéristiques de la mère ou du bébé (4 variables) 
Niveaux CSI (µg/jour) 
de la Valeur-p 
variable 0 > 0-125 > 125-250 > 250 
Âge de la mère à l' accouchement (ans) 
< 18 39 (1.43 %) 41 (1.70 %) 6 (1.05 %) 3 (0.63 %) 
18-34 2349(85.86 %) 2038 (84.32 %) 474 (83.01 %) 365 (77.17 %) < 10-4 
> 34 348 (12.72 %) 338 (13 .98 %) 91 (15.94 %) 105 (22.20 %) 
Lieu de résidence en zone urbaine l'année précédant ou durant la grossesse (non/oui) 
non 517 (18.90 %) 491 (20.31 %) 103 (18.04 %) 91 (19.24 %) 
0.49 
oui 2219 (81.10 %) 1926 (79.69 %) 468 (81.96 %) 382 (80.76 %) 
Prestataire de la sécurité du revenu l'année précédant ou durant la grossesse (non/oui) 
non 1366 (49.93 %) 1048 (43.36 %) 233 (40.81 %) 165 (34.88 %) 
< 10-4 
oui 1370 (50.07 %) 1369 (56.64 %) 338 (59.19 %) 308 (65.12 %) 
Sexe du bébé (F : fille, M : garçon) 
F 1362 (49.78 %) 1151 (47.62 %) 284 (49.74 %) 233 (49.26 %) 
0.46 
M 1374 (50.74 %) 1266 (52.38 %) 287 (50.26 %) 240 (50.74 %) 
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Tableau 3.4 Pathologies chroniques de la mère (l'année précédant ou durant la 
grossesse; 6 variables) 
Niveaux CSI (µg/jour) 
de la Valeur-p 
variable 0 > 0-125 > 125-250 > 250 
Désordres utérins (non/oui) 
non 2373 (86.73 %) 2094 (86.64 %) 481 (84.24 %) 391 (82.66 %) 
363 (13.27 %) 323 (13.36 %) 90 (15.76 %) 82 (17.34 %) 0.05 OUI 
Diabète (non/oui) 
non 2649 (96.82 %) 2336 (96.65 %) 543 (95.10 %) 446 (94.29 %) 
oui 87 (3.18 %) 81 (3.35 %) 28 (4.90 %) 27 (5.71 %) 0.01 
Fibrose kystique du pancréas (non/oui) 
non 2723 (99.52 %) 2409 (99.67 %) 569 (99.65 %) 465 (98.31 %) 
< 10-2 
oui 13 (0.48 %) 8 (0.33 %) 2 (0.35%) 8 (1.69%) 1 
Hypertension (non/oui) 
non 2661 (97.26 %) 2337 (96.69 %) 556 (97.37 %) 450 (95.14 %) 
0.08 
oui 75 (2.74 %) 80 (3.31 %) 15 (2.63 %) 23 (4.86 %) 
Maladie cardiaque cyanotique congénitale (non/oui) 
non 2724 (99.56 %) 2411 (99.75 %) 571 (100.00 %) 471 (99.58 %) 
< 10-2 
OUI 12 (0.44 %) 6 (0.25 %) 0 (0.00 %) 2 (0.42 %) 
Syndrome antiphospholipide (non/oui) 
non 2720 (99.42 %) 2403 (99.42 %) 567 (99.30 %) 470 (99.37 %) 
0.99 
oui 16 (0.58 %) 14 (0.58 %) 4 (0.70 %) 3 (0.63 %) 
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Tableau 3.5 Pathologies liées à la grossesse (durant la grossesse; 10 variables) 
Niveaux CSI (µg/jour) Valeur-de la 
variable 0 > 0-125 > 125-250 > 250 p 
Anémie (non/oui) 
non 2351 (85.93 %) 2078 (85.97 %) 477 (83 .54 %) 397 (83 .93 %) 
0.32 
oui 385 (14.07%) 339 (14.03 %) 94 (16.46 %) 76 (16.07 %) 
Complications placentaires (non/oui) 
non 2629 (96.09 %) 2325 (96.19 %) 549 (96.15 %) 450 (95. 14%) 
107 (3.91 %) 23 (4.86 %) 0.75 OUI 92 (3.81 %) 22 (3.85 %) 
Décollement placentaire (non/oui) 
non 2641 (96.53 %) 2325 (96. 19 %) 557 (97.55 %) 454 (95.98 %) 
0.42 
OUI 95 (3.47 %) 92 (3 .81 %) 14(2.45 %) 19(4.02 %) 
Diabète gestationnel (non/oui) 
non 2477 (90.53 %) 2177 (90.07 %) 506 (88.62 %) 402 (84.99 %) 
< 10-2 
oui 259 (9.47%) 240 (9.93 %) 65 (11.38 %) 71 (15.0 1 %) 
Éclampsie/pré-éclampsie (non/oui) 
non 2658 (97.15 %) 2340 (96.81 %) 551 (96.50 %) 454 (95.98 %) 
0.53 
OU I 78 (2.85 %) 77 (3 .19 %) 20 (3.50 %) 19 (4.02 %) 
Infections maternelles (non/oui) 
non 2318 (84.72 %) 2093 (86.59 %) 472 (82.66 %) 406 (85.84 %) 
0.06 
oui 418 (15.28 %) 324(13.41 %) 99(17.34%) 67 (14.16 %) 
Hémorragie fœtale-maternelle (non/oui) 
non 2731 (99.82 %) 2414 (99.88 %) 567 (99.30 %) 470 (99.37 %) 
< 10-3 
oui 5 (0.18 %) 3 (0.12 %) 4 (0.70 %) 3 (0.63 %) 
Hypertension gestationnelle (non/oui) 
non 2569 (93 .90 %) 2258 (93.42 %) 536 (93 .87 %) 426 (90.06 %) 
0.02 
oui 167 (6.10 %) 159 (6.58 %) 35 (6.13 %) 47 (9.94 %) 
Prise de bêtabloqueurs (non/oui) 
non 2713 (99.16 %) 2395 (99.09 %) 564 (98.77 %) 471 (99.58 %) 
< 10-2 
OUI 23 (0.84 %) 22 (0.91 %) 7 (1.23 %) 2 (0.42 %) 
Saignements vaginaux (non/oui) 
non 2355 (86.07 %) 2095 (86.68 %) 509 (89.14 %) 409 (86.47 %) 
0.28 
oui 381 (13 .93 %) 322 (13.32 %) 62 (10.86 %) 64 (13.53 %) 
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Tableau 3.6 Variables liées à l'asthme (8 variables) 
Niveaux CSI (µg/jour) Valeur-dela 
variable 0 > 0-125 > 125-250 > 250 p 
Antagonistes des leucotriènes durant la grossesse (non/oui) 
non 2727 (99.67 %) 2398 (99.21 %) 556 (97.37 %) 417(88.16%) 
< 10-4 
OUI 9 (0.33 %) 19 (0.79 %) 15 (2.63 %) 56(11.84%) 
BACA durant la grossesse (doses par semaine) 
0 1549 (56.62 %) 370 (15.3 %) 37 (6.48 %) 27 (5.71 %) 
> 0 - 3 762 (27.85 %) 1233 (51.01 %) 81 (14.19 %) 32 (6.77 %) < 10-4 
> 3 425 (15.53 %) 814 (33.68 %) 453 (79.33 %) 414 (87.53 %) 
BALA durant la grossesse (non/oui) 
non 2736 (100.00 %) 2245 (92.88 %) 414 (72.50 %) 249 (52.64 %) 
< 10-4 
oui 0(0%) 172 (7.12 %) 157 (27.50 %) 224 (47.36 %) 
Corticostéroïdes intranasaux durant la grossesse (non/oui) 
non 2540 (92.84 %) 2074 (85.81 %) 448 (78.46 %) 343 (72.52 %) 
< 10-4 
oui 196 (7.16 %) 343 (14.19 %) 123 (21.54 %) 130 (27.48 %) 
Corticostéroïdes oraux durant la grossesse (non/oui) 
non 2632 (96.20 %) 2090 (86.47 %) 444 (77.76 %) 338 (71.46 %) 
< 10-4 
oui 104 (3.80 %) 327 (13.53 %) 127 (22.24 %) 135 (28.54 %) 
Hospitalisation pour l'asthme au moins une fois durant la grossesse (non/oui) 
non 2730 (99.78 %) 2382 (98.55 %) 557 (97.55 %) 459 (97.04 %) 
< 10-4 
oui 6 (0.22 %) 35 (1.45 %) 14 (2.45 %) 14 (2.96 %) 
Sévérité de l' asthme l'année précédant la grossesse (légère/ modérée/ sévère) 
légère 2479 (90.61 %) 2044 (84.57 %) 337 (59.02 %) 118 (24.95 %) 
modérée 226 (8 .26 %) 277 (11.46 %) 162 (28.37 %) 184 (38.90 %) < 10-4 
sévère 31 (1.13 %) 96 (3.97 %) 72 (12.61 %) 171 (36.15 %) 
Visite à l'urgence pour l'asthme au moins une fois durant la grossesse (non/oui) 
non 2566 (93.79 %) 1992 (82.42 %) 453 (79.33 %) 355 (75 .05 %) 
< 10-4 
oui 170 (6 .21 %) 425 (17.58 %) 118 (20.67 %) 118 (24.95 %) 
----·-·------·-- - - ------------------------------------..... 
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Selon les résultats des tests sur l' homogénéité, 18 covariables parmi les 28 ne sont 
pas distribuées de façon homogène (au seuil a = 0.05). Plus particulièrement, nous 
observons que les distributions des huit variables liées à l' asthme ne sont pas 
homogènes à travers les groupes de traitement (voir Tableau 3.6). 
3.2 Sélection des variables potentiellement confondantes par le Bayesian 
Adjustment for Confounding 
En utilisant l'algorithme BAC (voir Section 2.3), nous avons sélectionné les variables 
potentiellement confondantes suivantes (présentées selon le regroupement en thèmes 
utilisé précédemment) : 
• caractéristiques de la mère ou du bébé (2 variables) : prestataire de la sécurité 
du revenu (PSR), sexe du bébé; 
• pathologies chroniques de la mère (1 variable) : syndrome antiphospholipide; 
• pathologies liées à la grossesse (6 variables) : diabète gestationnel, 
éclampsie/pré-éclampsie, anémie, saignements vaginaux, complications 
placentaires, décollement placentaire; 
• variables liées à l'asthme (5 variables) : béta2-agonistes à courte action 
(BACA), corticostéroïdes oraux (CSO), corticostéroïdes intranasaux, au 
moins une visite à l'urgence, BALA. 
L'âge de la mère à l'accouchement n' a pas été sélectionné comme variable 
potentiellement confondante par l' algorithme BAC. Étant donné l'importance 
clinique de la variable, nous l'avons donc également incluse dans les modèles des 
SPG. 
Comme nous l'avons déjà mentionné au Chapitre II, les unités exposées aux BALA 
non exposées aux CSI ont été exclues de la cohorte de l' étude de Cassette et al. 
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(2013). Par conséquent, étant donné que la variable BALA a été sélectionnée par 
BAC comme une variable potentiellement confondante, l' hypothèse de positivité 
Pr(D(j) = llX = x) > 0 Vj = 1,2,3,4, Vl = 0, 1, Vx 
n' est pas satisfaite. Malgré ce problème, il a été décidé de l' inclure dans nos analyses, 
comme dans Cossette et al. (2013). 
Ainsi, nous avons identifié 15 caractéristiques décrivant l' unité de l' étude comme des 
variables potentiellement confondantes. Cet ensemble contient 10 des 13 variables 
incluses dans au moins un modèle des trois issues périnatales étudiées dans Cassette 
et al. (2013); les variables non sélectionnées par le BAC mais incluses dans les 
modèles de Cossette et al. (2013) sont le lieu de résidence, la sévérité de l' asthme 
l'année précédant la grossesse et l'hémorragie fœtale-matemelle. 
3.3 Estimation des scores de propension généralisés 
Nous avons utilisé les critères d' information d' Akaike (AIC) et bayésien (BIC) pour 
la sélection du modèle des SPG. Les valeurs de l' AIC et du BIC pour les trois 
modèles considérés sont présentées dans le Tableau 3.7. 
Tableau 3.7 Critères AIC et BIC pour les modèles des SPG 
Modèle AIC BIC 
multinomial logit 10730.93 11094.45 
des cotes proportionnelles 11116.74 11251.37 {logit cumulatif) 
probit cumulatif 11077.68 11212.32 
Notons que les caractéristiques de l'unité (covariables) incluses dans les modèles sont 
celles que nous avons choisies dans la Section 3.2. Du Tableau 3.7, nous voyons que 
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le modèle multinomial logit présente à la fois la plus petite valeur de I' AIC et du BIC. 
Ainsi , nous avons obtenu les quatre estimations f(txa, f(Z,xi), f(3,xi), f(4,xi) 
associées à chaque unité i ( i = 1, ... , 6197) à l'aide de ce modèle. 
3.3.1 Distribution des rangs des SPG 
Pour chaque unité de l' étude, nous ordonnons les SPG estimés f(l, x), ... , f( 4, x) en 
ordre croissant et leur attribuons les rangs de 1 à 4 : 
Il est désirable que, sur la base des covariables sélectionnées, le modèle des SPG 
choisi (modèle multinomial logit) montre une bonne capacité prédictive, c ' est-à-dire, 
que le pourcentage des SPG f(j, x) ayant le rang = 4 soit maximal dans le groupe 
associé au traitement T = j (j= 1, 2, 3, 4). 
La distribution (en pourcentage) des rangs des SPG est présentée dans le Tableau 3.8. 
Par exemple, selon le modèle multinomial logit et parmi les unités réellement 
exposées au traitement T = 1, il y en a : 
• 1.94 % dont le rang de f(1, x) égale 1; 
• 0.55 % dont le rang de f(1, x) égale 2; 
• 39.47 % dont le rang de f(1, x) égale 3; 
• 58.04 % dont le rang de f(l, x) égale 4. 
Nous voyons aussi dans le Tableau 3.8 que, même si le score f(3,x) est maximal 
pour seulement 0.18 % des unités réellement exposées au traitement T = 3, il y a 
toutefois 47.11 % des unités ce groupe de traitement dont le SPG estimé f(3,x) est 
assez élevé (rang f = 3). 
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Tableau 3.8 Distribution des rangs des SPG 
Rang 
Distribution des rangs de f(j, x)chez les unités exposées à T = j 
j=l j=2 j=3 j=4 
1 1.94% 0 % 1.05 % 32.56 % 
2 0.55 % 2.77% 51.66 % 23.04 % 
3 39.47% 14.65 % 47.11 % 5.92 % 
4 58.04% 82.58 % 0.18 % 38.48 % 
La distribution des SPG maximaux est présentée dans le Tableau 3.9. Nous pouvons 
remarquer, par exemple, que le SPG f(2, x) est le plus grand parmi les 4 scores 
f(1, x), f (2, x), f(3, x), f( 4, x) pour: 
• 41.96 % d'unités exposées au traitement T = 1; 
• 82.58 % d'unités exposées au traitement T= 2; 
• 75.31 % d'unités exposées au traitement T= 3; 
• 60.04 % d'unités exposées au traitement T= 4. 
Tableau 3.9 Distribution des SPG maximaux 
Traitement f(l,x) max f(2,x) max f(3,x) max f(4,x) max 
T= 1 58.04 % 41.96 % 0 % 0 % 
T=2 14.52 % 82.58 % 0.08 % 2.81 % 
T=3 4.38 % 75.31 % 0.18 % 20.14 % 
T=4 1.27 % 60.04 % 0.21 % 38.48 % 
Nous voyons que le modèle des SPG choisi montre une bonne capacité prédictive 
pour les traitements T= 1 et T= 2. De plus, même si le score f(3,x) est maximal 
pour seulement 0.18 % des unités réellement exposées au traitement T= 3, les scores 
f(2,x) et f(4,x) - correspondant aux traitements adjacents T= 2 et T= 4 - comptent 
au total pour plus de 95% des scores maximaux (95.45 %). 
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3.3.2 Analyse de la propriété de balance des SPG 
Dans la Sous-section 1.1.5 du Chapitre I, nous avons montré que les SPG sont des 
scores équilibrants (Lemme 1.1), c'est-à-dire, pour chaque niveau j du traitement T, 
la distribution du vecteur des covariables X est indépendante de l' indicatrice du 
traitement D(j) conditionnellement au score de propension généralisé rU, X) . Dans 
l'Annexe B, nous présentons les distributions de certaines covariables (PSR, prise de 
BACA et de CSO durant la grossesse) à travers les niveaux des indicatrices de 
traitement, conditionnellement ou non aux strates des quintiles des SPG. La sélection 
des variables PSR, BACA et CSO est pertinente puisque nous avons montré qu'elles 
ne sont pas distribuées de façon homogène à travers les groupes de traitement T = j 
(voir Tableaux 3.3 et 3.6). Les Tableaux B. l - B.3 de l'Annexe B montrent de façon 
similaire que PSR, BACA et CSO ne sont pas distribuées de façon homogène à 
travers les groupes formés par les valeurs des indicatrices D(J) U= 1, 2, 3, 4) . 
Toutefois, nous pouvons observer une amélioration de la balance conditionnellement 
aux strates des SPG (voir Sections B.2 - B.5). 
3.4 Modèles de réponses contrefactuelles et leurs estimations 
Dans cette section, nous présentons les différents modèles investigués pour 
l'estimation des réponses contrefactuelles. 
3.4.1 Modèle 1 (modèle de régression linéaire simple) 
Pour modéliser les réponses contrefactuelles, nous régressons la variable réponse Y 
sur le SPG associé au niveau j du traitement T. Plus spécifiquement, les formules 
(2.1) de la Section 2.2 s' inscrivent dans un premier temps comme suit : 
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Ainsi, nous avons quatre régressions linéaires simples. Puisque les vrais SPG ne sont 
pas connus, dans (3.1), nous remplaçons r(l, xi), r(2, xa, r(3, xi), r( 4, xi) par les 
estimations f(l, xi), f(2, xi), f(3, xi), f( 4, xi) obtenues pour chaque unité i de la 
cohorte étudiée (voir Section 3.3). 
En utilisant les procédures PROC REG ou PROC GLM en SAS (version 9.4), nous 
obtenons les estimations âi, Yi suivantes: 
âi = 3187.74, 
â2 = 3266.61, 
â3 = 3102.51, 
â4 = 3198.79, 
91 = 77.98, 
92 = -25.69, 
93 = 620.45, 
94 = -116.58. 
Les valeurs âj, Yi (j = 1, 2, 3, 4) nous permettent d'obtenir les estimations 
P (J, r(j, xi)) des réponses contrefactuelles pour chaque unité i de la cohorte étudiée et 
pour chaque niveau j du traitement T (voir Étape 2, Section 2.2): 
Plus précisément, pour chaque unité i (i = 1, ... , 6197), nous calculons les réponses 
contrefactuelles prédites pour les quatre niveaux du traitement : 
/j(l, r(l,xï)) = 3187.74 + 77.98 · f(l,xi) , 
fj(2, r(2, xi)) = 3266.61 - 25.69 · f(2, xi), 
/j(3, r(3,xï)) = 3102.51+620.45 · f(3,xi), 
fj( 4, r( 4, xi)) = 3198.79 - 116.58 · f( 4, xi) · 
En suivant !'Étape 3 de la Section 2.2, nous obtenons les estimations Ê{YU)} qui, 
selon le Théorème 1.1 (voir Sous-section 1.1.6), sont égaux aux Ê{f3U,rU,X))} 
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(j = 1, 2, 3, 4). Le Tableau 3.10 présente les résultats pour le premier modèle 
considéré (Modèle 1 ). 
Tableau 3.10 Modèle 1 des réponses contrefactuelles (modèle de régression linéaire 
simple) 
Modalité du Ê{YU)} Écart-type de 
minP(j, rU,x)) maxP(j,rU,x)) 
traitement j (E{P(j, r(j, x))}) P(j,r(j,x)) 
j=l 3222.17 21.97 3187.74 3256.92 
j=2 3256.59 4.94 3245.17 3265.57 
j=3 3159.68 63 .13 3105.42 3365.07 
j=4 3189.89 15.37 3108.14 3198.62 
Finalement les estimations des effets causaux moyens 
êjs = Ê{YU)} - Ê{Y(s)}, J= 2, 3, 4, s = 1, 
obtenues en suivant l' Étape 4 de la Section 2.2, sont présentées dans le Tableau 3.11. 
Les intervalles de confiances (IC) à 95 % sont calculés en utili sant deux méthodes de 
Bootstrap: l'une basée sur la distribution normale et l'autre sur la méthode des 
percentiles (voir Section 2.3). 
Tableau 3.11 Estimations des effets causaux moyens (Modèle 1) 
Contraste 
Effet causal moyen IC à 95% IC à 95% 
(g) (distribution normale) (méthode des percentiles) 
T=2vsT=l 34.42 (-5.32; 72.27) (-4.80; 73.64) 
T= 3 vs T= 1 -62.49 (-146.67; 19.20) (-144.64; 19.66) 
T= 4 VS T= 1 -32.28 (-110.55; 46.15) (-111.82; 47.26) 
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3.4.2 Modèle 2 (modèle de Feng et al.) 
Nous considérons maintenant le modèle de réponses contrefactuelles suggéré par 
Feng et al. (2012). Les formules (2.1) de la Section 2.2 s'inscrivent donc sous la 
forme 
où 






Similairement au Modèle 1 (voir Sous-section 3.4.1), nous obtenons les estimations 
fj(j,r(j,Xt)) des réponses contrefactuelles, les estimations Ê{YU)} = Ê{fl(J,rU,x))} 
et les estimations des effets causaux moyens {jjs (j= 2, 3, 4, s = 1). Les résultats sont 
présentés dans les Tableaux 3.12 et 3.13. 
Tableau 3.12 Modèle 2 des réponses contrefactuelles (modèle de Feng et al.) 
Modalité du Ê{YU)} Écart-type de 
min/1(j,rU,x)) max/1(j, ru, x)) 
traitement j (Ê{/1(j, rU,x))}) /1(j, rU,x)) 
j = 1 3195.24 96.00 2833.31 3261.86 
j=2 3256.95 5.72 3243.70 3272.89 
j=3 3180.55 46.67 3106.63 3269.35 
j=4 3235.64 48.69 3102.61 3303.05 
Tableau 3.13 Estimations des effets causaux moyens (Modèle 2) 
Contraste 
Effet causal moyen IC à 95% IC à95% 
(g) (distribution nonnale) (méthode des percentiles) 
T = 2vsT=1 61.71 (2.16; 120.88) (3.12; 120.30) 
T = 3vsT = l 
-14.70 (-128.17; 89.09) (-123.98; 94.60) 
T = 4vs T= 1 -40.39 (-89.65; 173.45) (-92.77; 173.55) 
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3.4.3 Modèle 3 (modèle de régression linéaire simple sur une transformation 
bornée des SPG) 
Dans le Modèle 2 (voir Sous-section 3.4.2), une transformation g(r) des SPG est 
utilisée comme variable exogène (suggestion de Feng et al.), mais g(r) n'est pas 
bornée sur l'intervalle (O; 1) tandis que la variable réponse Y (poids du bébé à la 
naissance) est bornée en raison de son interprétation biologique. En effet, 
lim g(r) = -oo, 
r---o+ 
lim g(r) = +oo, 
r ---1-
ce qui implique que le Modèle 2 est très sensible aux valeurs extrêmes (petites et 
grandes) des SPG. Ce fait nous a incités à considérer une autre transformation des 
SPG: 
h(r) = log(l +r). 
Celle-ci est continue et bornée sur l'intervalle (O; 1), et 
lim h(r) = 0, lim h(r) = log(2) . 
r---o+ r .... 1-
Les résultats associés au Modèle 3 des réponses contrefactuelles sont présentés dans 
les Tableaux 3.14 et 3.15. 
Tableau 3.14 Modèle 3 des réponses contrefactuelles (modèle de régression linéaire 
simple sur une transformation bornée des SPG) 
Modalité du Ê{YU)} Écart-type de 
min/j(J, rU,x)) max /j(J, ru, x)) 
traitement j (E{/j(J, rU,x))}) /j (J, ru, x)) 
}=1 3220.87 24.15 3178.27 3256.35 
}=2 3256.59 4.94 3246.51 3266.41 
}=3 3160.61 62.15 3105.47 3347.47 
}=4 3193.11 17.25 3111.61 3203.65 
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Tableau 3.15 Estimations des effets causaux moyens (Modèle 3) 
Effet causal IC à 95% IC à 95% Contraste moyen (distribution normale) (méthode des percentiles) (g) 
T = 2 vs T = 1 35 .73 (-4.90; 74.60) (-4.26; 75 .71) 
T= 3 vs T = 1 -60.25 (-147.20; 23.15) (-144.88; 24.38) 
T = 4vs T= l -27.76 (-109.58; 53.98) (-110.24; 54.72) 
3.4.4 Modèle 4 (modèle de régression linéaire généralisée sur les strates des 
SPG) 
Pour le Modèle 4, nous créons de nouvelles variables exogènes à partir des déciles 
des SPG pour les traitements T = 1, 2 (les nombre d'unités dans les sous-cohortes 
correspondantes sont respectivement 2736 et 2417), et à partir des quintiles des SPG 
pour T= 3, 4 (les nombre d'unités dans les sous-cohortes correspondantes sont 
respectivement 571 et 473). Plus précisément, pour les modalités j = l , 2 du 
traitement T, nous définissons les variables binaires 
91 (f(j, x)) ~ 1 (ru, x) ~ qj(10) ) , 
g 2 (f(j, x)) gg 1 ( qj(10) < f(j, x) ~ qj(20) ) , 
où l(M) est l'indicatrice de l' ensemble Met qj(10), ... , qj(90) sont respectivement 
le 1er, ... , et le 9e déciles de f(j, x). 
Pour les modalités j = 3, 4 du traitement T, nous définissons les variables 
gz(f(j, x)) ~ I ( qi(20) < f(j, x) ::::; qi( 40) ), 
g 3 (f(j,x)) ~ 1(qi(40) < f(j,x)::::; qi(60)), 
g4 (f(j, x)) ~ I ( qi(60) < f(j, x) ::::; qi(BO) ) , 
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où qi(20), qi(40), qi(60), qi(BO) sont respectivement le 1er, le ze, le 3e et le 4e 
quintiles de f(j, x). 
Pour le Modèle 4, les formules (2 .1 ) de la Section 2.2 s'inscrivent sous la forme 
où L = 9 pour j= 1, 2 et L = 4 pour j= 3, 4. Les Tableaux 3.16 et 3.17 présentent les 
estimations Ê{Y(j)} = Ê{p(j, r(j, x))} et les estimations des effets causaux moyens 
{jjs u= 2, 3, 4 et s = 1). 
Tableau 3.16 Modèle 4 des réponses contrefactuelles (modèle de régression linéaire 
généralisée sur les strates des SPG) 
Modalité du Ê{YU)} Écart-type de 
minp(j, rU,x)) maxp(j, rU,x)) 
traitement j (Ê{p(j, rU,x))}) p(j,rU,x)) 
j=l 3223.45 36.34 3187.72 3308.87 
j=2 3261.66 53 .84 3183.79 3362.57 
j=3 3212.31 55.31 3155.60 3419.02 
j=4 3205.03 36.67 3082.96 32 19.41 
Tableau 3.17 Estimations des effets causaux moyens (Modèle 4) 
Contraste 
Effet causal moyen IC à95% IC à 95% 
(g) (distribution normale) (méthode des percentiles) 
T= 2 vs T= 1 38.21 (-1.39; 76.32) (-0.83; 77.25) 
T= 3 vs T= 1 
-11.14 (-91.39; 66.80) (-90.27; 67.98) 
T= 4 VS T= 1 
-18.42 (-95.16; 58.74) (-94.60; 57.76) 
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3.4.5 Valeurs de R2, R2 ajusté, AIC, BIC des Modèles 1- 4 
Nous présentons dans le Tableau 3.18 les valeurs de R2, R2 ajusté, AIC et BIC des 
Modèles 1 - 4 des réponses contrefactuelles (voir Sous-sections 3.4.l - 3.4.4). Selon 
les valeurs de ces critères, nous ne pouvons pas constater une évidence univoque en 
faveur de l'un des quatre modèles investigués. Toutefois, le Modèle 4 des réponses 
contrefactuelles possède le nombre maximal (9 sur 16) des meilleures valeurs des 
critères (en gras) comparativement aux autres modèles. De plus, contrairement aux 
autres modèles, celui-ci n'impose pas une structure continue sur les courbes de 
régression (la partie à droite de l'équation (3.3) est une fonction en escalier dont les 
points de discontinuité sont les déciles ou les quintiles des SPG correspondants). 
Tableau 3.18 Valeurs de R2, R2 ajusté, AIC, et BIC des Modèles 1 - 4 
Modalité du Critère Modèle 1 Modèle 2 Modèle 3 Modèle 4 
traitement j 
Rz 0.0010 0.0012 0.0011 0.0047 
R2 ajusté 0.0006 0.0008 0.0007 0.0014 j=l 
AIC 37727 37727 37727 37733 
BIC 35001 35001 35001 35054 
Rz 0.0001 0.0001 0.0001 0.0091 
R2 ajusté -0.0004 -0.0003 -0.0004 0.0054 j=2 
AIC 33028 33028 33028 33022 
BIC 30621 30621 30624 30661 
R2 0.0095 0.0025 0.0085 0.0264 
R2 ajusté 0.0078 0.0007 0.0067 0.0195 j=3 
AIC 7874 7878 7875 7870 
BIC 7309 7314 7310 7319 
Rz 0.0017 0.0028 0.0018 0.0071 
R2 ajusté -0.0005 0.0006 -0.0003 -0.0013 j=4 
AIC 6626 6625 6526 6529 
BIC 6059 6059 6059 6075 
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3.5 Autres modèles de réponses contrefactuelles 
Dans cette sous-section, nous présentons des modèles alternatifs considérés pour la 
modélisation des réponses contrefactuelles. Aucun de ces modèles n' a toutefois été 
retenu au final. 
3.5.1 Modèles par splines cubiques 
Nous avons également modélisé les réponses contrefactuelles avec un modèle par 
splines cubiques (voir Montgomery et al., 2012, p. 230) en utilisant fU, x) comme 
variable indépendante et en prenant les déciles ou les quantiles de fU, x) pour les 
nœuds ( dépendamment du nombre d'observations dans la sous-cohorte associée au 
traitement T= }, j=l, 2, 3, 4). Plus précisément, les formules (2.1) de la Section 2.2 
s'inscrivent, pour ce modèle, sous la forme 
3 L 
E{}i 1 T = j} = L ajm rU,xï)m + LPji (rU,xï) - tiH, 
m=O l=l 
où j=l ,2,3, 4, les nœuds ti sont les déciles du SPG estimé fU,x) pour j=l,2 
(ainsi, L = 9), les nœuds t1 sont les quintiles de fU, x) pour j = 3, 4 (ainsi, L = 4), et 
Selon ce modèle, l' écart-type de l'ensemble de valeurs prédites des réponses 
contrefactuelles P( 1, r(1,xi)), i = 1, ... , 6197, est égal à 290.54 g, substantiellement 
plus grand que ceux associés au Modèle 1 présenté plus haut. 
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Nous avons aussi considéré un modèle par splines cubiques pour le Modèle 2 (i.e., où 
la variable indépendante utilisée est log(r(j,xi)/(1- r(j,xi)))). Puisque ce type de 
modèles est extrêmement sensible aux petites et aux grandes valeurs de la variable 
exogène, nous avons obtenu des résultats invraisemblables comme des valeurs 
prédites négatives du poids du bébé à la naissance (par exemple, Ê{Y(l)} = 
Ê{{3(1, r(l,x))} = -122405.94 g). 
Similairement au Modèle 1, le modèle par splines cubiques associé au Modèle 3 
mène à un écart-type de valeurs prédites des réponses contrefactuelles PCt r(l,x)) 
élevé (351.17 g). 
3.5.2 Modèles contrefactuels avec poids tronqués 
Tous les modèles de réponses contrefactuelles mentionnés plus haut ont aussi été 
ajustés avec des SPG tronqués au niveau 0.001. En effet, notons par exemple que 
8.92 % des unités possèdent un SPG estimé f(l , x) inférieur à 0.001. Pour les 
Modèles 1 - 4, la troncation ne changeait pas significativement les estimations des 
effets causaux moyens et leurs intervalles de confiance. Pour les modèles avec 
splines, la troncation n'améliorait que partiellement la qualité des estimations ou la 
plausibilité des valeurs prédites des réponses contrefactuelles. 
3.6 Estimations des effets moyens causaux par la régression linéaire ajustée 
(Modèle de référence) 
Nous présentons maintenant l'approche classique par la régression linéaire ajustée. 
Plus précisément, pour estimer les effets causaux d' intérêt, nous régressons la 
variable réponse sur les variables confondantes sélectionnées dans la Section 3.2 et 
61 
les indicatrices D(j) d'exposition aux traitements T = j , j = 2, 3, 4. Ainsi, l'équation 
du Modèle de référence s ' inscrit comme suit : 
4 
E{~ 1Di(2),Di(3),Di(4),xi }=ai+ LYiDi(j)+/ixi. 
j=2 
Les coefficients estimés y2 , y3 , y4 sont respectivement les estimations des effets 
causaux moyens {jjs U= 2, 3, 4 et s = 1). Les résultats sont présentés dans le 
Tableau 3.19. 
Tableau 3.19 Estimations des effets causaux moyens (Modèle de référence) 
Contraste Effet causal moyen (g) IC à 95% 
T = 2 vs T= 1 30.41 (-4.36; 65 .17) 
T = 3 vs T= 1 19.25 (-39.95; 78.46) 
T = 4vsT=l 
-28.23 (-96.32; 39.87) 




DISCUSSION ET CONCLUSIONS 
4.1 Discussion des résultats 
Le Tableau 4.1 est un tableau comparatif des résultats non ajustés (voir Section 3.1) 
et des résultats ajustés basés sur les analyses effectuées dans les Sections 3.4 et 3.6. 
Tableau 4.1 Comparaison des estimations des effets causaux moyens (en grammes) 
Effet observé Effet causal moyen 
Contraste moyen Régression (i.e. non ajusté) Modèle 1 Modèle 2 Modèle 3 Modèle 4 ajustée 
T= 2 vs T= 1 18.06 34.42 61.71 * 35 .73 38.21 30.41 
T= 3 vs T= 1 
-7.25 -62.49 -14.70 -60.25 -11.14 19.25 
T= 4 VS T= 1 
-72.24* -32.28 -40 .39 -27.76 -18.43 -28 .23 
* Le résultat est statistiquement significatif. 
Tous les modèles investigués (Modèles 1 -4, Modèle de référence) montrent un effet 
protecteur des faibles doses(> 0-125 µg/jour) de CSI en comparaison à l'absence de 
traitement par les CSI. Le Modèle 2 présente un résultat statistiquement significatif 
pour le contraste en question (T= 2 vs T= 1). L'effet moyen observé de 18.06 g 
indique la même tendance pour les groupes comparés. 
Pour les doses > 125-250 µg/jour, les modèles basés sur les SPG (Modèles 1 - 4) 
montrent des effets négatifs. L'effet moyen observé est aussi négatif (-7 .25 g) pour 
les groupes comparés (T= 3 vs T= 1). Toutefois, selon le modèle de régression 
ajusté, il y a un effet légèrement protecteur pour ce niveau de doses de CSI 
comparativement à l'absence de traitement par les CSI. 
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Tous les modèles montrent un effet négatif des doses de CSI > 250 µg/jour. Ainsi une 
réduction non statistiquement significative du poids à la naissance des bébés nés de 
mères ayant été exposées aux plus fortes doses de CSI est observée. L'effet moyen 
observé est aussi négatif (- 72.24 g), et celui-ci est statistiquement significativement 
différent de zéro. 
Les valeurs des critères d'information (voir Tableau 3.18) ne nous permettent pas de 
faire un choix univoque d'un des Modèles 1 -4, mais nous pouvons remarquer que 
ceux-ci montrent les mêmes tendances dans les estimations des effets causaux 
d' intérêt. Ainsi, une telle uniformité dans les tendances est un argument en faveur de 
la robustesse des estimations obtenues par les Modèles 1 - 4. 
En conclusion, nos résultats n'apportent pas d'évidence supplémentaire forte pour 
suggérer une contre-indication de l'utilisation des CSI en ce qui concerne le poids de 
naissance des bébés. 
4.2 Limitations de la méthodologie des SPG étudiée 
Dans cette section, nous discutons des diverses difficultés et limitations que nous 
avons rencontrées dans l' implémentation des SPG dans le cadre de ce mémoire. 
4.2.1 Limitations dues aux données 
Comme toutes les méthodes causales utilisées dans un contexte observationnel, les 
méthodes basées sur les SPG demandent une sélection attentionnée des covariables 
potentiellement confondantes. Le choix des variables à inclure dans les modèles 
causaux est souvent difficile, et toute omission de variables (mesurées ou non) peut 
mener à des estimations biaisées. Différentes approches pour le choix des variables 
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mesurées à inclure dans les modèles de SP ont entre autres été proposées par Rubin et 
Thomas (1996), Hirano et Imbens (2001), Brookhart et al. (2006). 
Dans le cadre de notre étude, nous devions initialement utiliser intégralement les 
variables de l'ensemble initial établi par Cossette et al. (2013) dans nos modèles 
multinomiaux de SPG. Toutefois, la question d'une sélection des variables 
potentiellement confondantes s'est posée puisqu'un problème de quasi-complet 
separation of data points (Albert et Anderson, 1984) a été détecté par SAS durant la 
modélisation des SPG. Notons qu'un tel problème rend les estimations calculées 
douteuses (Allison, 2008). Une des solutions à ce problème consiste en la réduction 
de l' ensemble initial des covariables (SAS Notes, s.d.). Dans notre recherche, nous 
avons donc effectué une sélection des variables potentiellement confondantes en 
utilisant l'algorithme BAC (voir Section 2.3) à partir de l' ensemble initial des 
covariables. Par ailleurs, il faut tenir compte de la possibilité que l' ensemble initial 
(voir Sous-section 2.1) ne contienne pas toutes les variables potentiellement 
confondantes, et qu'un biais résiduel persiste sur la base des variables sélectionnées. 
Par exemple, l'information sur le poids de la mère, la consommation de drogues 
illicites, la nutrition de la mère ne sont pas disponibles dans les données de 
Cossette et al. (2013). L'information sur le tabagisme maternel n'est également pas 
contenue dans l'ensemble initial des covariables. 
En analysant le Tableau 3.10 (voir Sous-section 3.3.l), nous émettons l'hypothèse 
que l'ensemble initial des covariables (et, par conséquent, l' ensemble des variables 
indépendantes dans le modèle des SPG) ne contient pas les variables les plus 
discriminantes pour le traitement T= 3 (CSI > 125-250 µg/jour). Une meilleure 
compréhension du mécanisme d'allocation du traitement pour ces doses 
intermédiaires serait probablement nécessaire pour s' assurer du contrôle adéquat de la 
confusion dans l'estimation du contraste associé. 
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Il est aussi important de préciser que les variables potentiellement confondantes qui 
interviennent dans les estimations des SPG devraient, par définition, être des 
variables de prétraitement (i.e., des variables mesurées avant le traitement ou qui 
précèdent l'exposition au traitement). Toutefois, l'ensemble initial contient aussi des 
covariables qui ne sont pas des variables de ce type (par exemple, la prise des 
corticostéroïdes oraux et intranasaux durant la grossesse; en fait; toutes les variables 
qui sont mesurées pendant la grossesse peuvent être survenues après l'exposition aux 
CSI). Par conséquent, il y a un certain nombre de variables sélectionnées par BAC, 
qui ne satisfont pas cette condition. Ces variables sont toutefois vues comme des 
remplacements (proxies) pour des variables confondantes non mesurées. L'impact 
réel de l'utilisation de telles variables est difficile à établir. 
Une autre limitation des données est que les doses de CSI sont des doses prescrites; 
elles sont en fait des estimations des doses réellement prises par les femmes. Cette 
limitation nous semble assez importante du fait que la cohorte est constituée de 
femmes enceintes. Puisqu'en général les femmes enceintes ont des inquiétudes par 
rapport à la prise de fortes doses de médicaments, nous croyons que, dans notre étude, 
un certain nombre de femmes qui ont été classifiées comme exposées au traitement 
T = 4 (le traitement qui est associé, selon les données brutes, aux plus petits poids des 
bébés) pourrait n'avoir réellement reçu que le traitement T= 3 ou même le traitement 
T= 2. Ainsi, nous croyons qu' il a y possiblement une mauvaise classification du 
traitement et que celle-ci est peut-être plus accentuée pour les fortes doses de CSI. 
Ceci pourrait impliquer que l'effet causal moyen 041 est sous-estimé. 
Une autre source d'erreur possible se trouve dans la méthode de mesure de la variable 
réponse (le poids du bébé à la naissance). Plus précisément, 64.87 % des poids 
observés sont sujets à une erreur de mesure d'au plus 100 grammes (les poids des 
bébés nés avant le mois d'avril de 2006 sont arrondis au 100 grammes). Ceci limite 
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en fait l'impact des résultats obtenus précédemment puisque tous les effets estimés 
sont inférieurs à 100 grammes (en valeur absolue). 
4.2.2 Limitations dues à l'utilisation de l'algorithme BAC 
Pour sélectionner les variables potentiellement confondantes, nous avons appliqué 
l'algorithme BAC (voir Section 2.3), dont l'implémentation n' est pas disponible pour 
des traitements multiples. Ainsi, pour implémenter cet algorithme dans notre cas, 
nous avons dû reparamétriser la variable de traitement (à quatre modalités) en une 
variable à deux modalités (0 : pas de doses de CSI; 1 : doses positives de CSI). 
L'impact de cette reparamétrisation est difficile à juger. Possiblement, l' ensemble des 
variables choisies par BAC pourrait avoir exclu certaines variables confondantes qui 
sont plus spécifiquement associées à l' une ou l' autre des catégories de dose de CSI. 
Une solution envisagée pour ce problème est d'appliquer l' algorithme BAC binaire 
pour chacune des indicatrices de traitement D(j) , j = 1, 2, 3, 4. L ' ensemble final des 
covariables pourrait être l'union des ensembles des covariables choisies par les quatre 
procédures appliquées séparément. 
4.2.3 Limitations dues aux choix du modèle des SPG 
Dans le cadre du notre travail, nous avons considéré trois types de modèles pour les 
SPG : multinomial logit, des cotes proportionnelles, probit cumulatif. Chacun de ces 
modèles demande que certaines hypothèses soient respectées: l' hypothèse IIA 
(lndependence of Irrelevant Alternatives; voir (1.15)) pour le modèle multinomial 
logit et l' hypothèse de proportionnalité (1.19) pour les modèles cumulatifs. Nous 
avons choisi, sur la base des valeurs des critères d'information, le modèle 
multinomial logit, pour lequel le test de Hausman (Cheng et Long, 2007) peut être 
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appliqué pour tester l'hypothèse IIA. Notons que ce test n'est présentement pas 
intégré en SAS. De façon conceptuelle, il est en fait plausible que l'hypothèse IIA ne 
soit pas respectée dans notre contexte puisque nos alternatives consistent en 
différentes doses d'un même médicament. 
Nous avons aussi considéré, en suivant Tchernis et al. (2005), l' utilisation de modèles 
multinomiaux plus flexibles (imposant moins de contraintes), comme le logit emboîté 
et le multinomial probit. Malheureusement, l'application de ces modèles . dans notre 
étude a été techniquement difficile (e.g., problèmes de convergence de l'algorithme 
d'estimation). Pour contourner les contraintes liées au choix du modèle des SPG, 
Feng et al. (2012) insistent sur l'éventuelle utilisation d'une approche non 
paramétrique pour la modélisation des SPG. Ceci pourrait être exploré dans le futur. 
4.2.4 Limitations dues aux choix des modèles des réponses contrefactuelles 
Le choix du modèle de réponses contrefactuelles a représenté une grande difficulté 
dans notre étude. En effet, aucun des modèles finaux présentés ne s'est réellement 
démarqué quant à la qualité de son ajustement. Par ailleurs, les faibles valeurs de R2 
obtenues doivent être mises en perspective du fait qu'un R2 nul est attendu si les 
données ne sont pas sujettes à un biais de confusion. Parmi les quatre modèles de 
réponses contrefactuelles présentés (voir Section 3.4), trois modèles (Modèles 1 - 3) 
imposent une structure continue sur la courbe de régression. Conceptuellement, nous 
penchons en faveur du Modèle 4 pour estimer les réponses contrefactuelles (voir 
Sous-section 3.4.4), puisque celui-ci est un modèle non paramétrique. Par ailleurs, les 
modèles de réponses basés sur les percentiles des scores de propension ordinaires et 
généralisés sont souvent utilisés en pratique (Y anovitzky et al., 2005; Huang et al., 
2005). 
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4.3 Avantages de la méthodologie des SPG 
Dans notre étude, chaque étape de l'application de la méthodologie des SPG aux 
données de la cohorte a révélé un grand nombre de questions qui ont inspiré des 
réflexions profondes sur la nature des données. Contrairement à l' approche classique 
par régression ajustée dont l'implémentation est directe, l'approche par SPG nous 
force à nous attarder sur le traitement étudié et ses mécanismes d'allocation, la nature 
des covariables et leur potentiel d' être des variables confondantes, sur les 
particularités des modélisations, etc. Ainsi, à notre avis, le plus grand avantage de la 
méthodologie des SPG étudiée est conceptuel, du fait qu ' il met en évidence les 
problèmes liés aux données (par exemple, la satisfaction de l' hypothèse de positivité; 
voir Section 3.2) et nous met en garde contre une possible interprétation erronée des 
résultats. 
Généralement, les modèles basés sur les SP sont préférables lorsque la modélisation 
du traitement pose moins de problèmes que la modélisation de la variable réponse 
(par exemple, dans le cas d'une variable réponse discrète quand l' occurrence d'une 
modalité de la réponse est un évènement rare; voir Austin (2011), Stürmer et al. 
(2006)). 
4.4 Les problèmes à considérer dans le futur 
Voici une liste d'éléments de recherche qui pourraient être investigués dans le futur : 
1. Pour éviter les difficultés liées à l'analyse de données groupées, nous n'avons 
sélectionné que la dernière grossesse d'une femme. Ainsi, nous avons exclu 
1177 unités de la cohorte de Cossette et al. (2013). Une approche qui permet 
de tenir compte de ces unités devrait idéalement être élaborée. 
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2. L' innocuité du traitement des femmes enceintes asthmatiques par les BALA 
est une question qui se pose dans plusieurs recherches épidémiologiques et qui 
demande des études complémentaires (Ulrik et al., 2013). Dans notre étude, 
nous avons inclus la variable BALA comme une variable confondante. 
Compte tenu de la possible interaction entre les CSI et les BALA, une 
recherche où la variable traitement est définie comme la combinaison des CSI 
et des BALA est recommandée. 
3. Une des variables fortement associées au poids du bébé à la naissance est la 
durée de la grossesse. Nous n'excluons pas la possibilité que cette variable 
soit un médiateur entre l' exposition aux csr et l' issue étudiée : une partie des 
effets des CSI pourrait être à travers la diminution de la durée de gestation, 
qui elle a un impact sur le poids des bébés. Dans ce contexte, l' inclusion de 
cette variable dans les modèles causaux considérés n' est pas recommandée du 
fait que cela change l' interprétation des paramètres estimés et que cela 
pourrait aussi induire un biais dans les estimations (Yanovitzky et al., 2005). 
D'autre part, puisque la durée de la grossesse est le prédicteur possiblement le 
plus fort pour le poids du bébé à la naissance, l' inclusion de celle-ci dans les 
analyses pourrait quant à elle réduire la variance des estimations. Ainsi, nous 
trouvons qu ' il serait important d' investiguer davantage cette problématique de 
compromis entre le biais et la variance des estimations. 
4.5 Conclusion 
Les méthodes d' estimation d'effets causaux basées sur les scores de propension 
(ordinaires ou généralisés) sont de plus en plus populaires dans les études 
observationnelles. En se basant sur l' expérience de la recherche effectuée dans le 
cadre de ce mémoire, nous partageons l' avis de Stürmer et al. (2006) que l' approche 





automatique et universel des méthodes par la régression multivariée. Dans le cadre de 
cette recherche, cette nouvelle approche nous a toutefois permis de confirmer les 
résultats obtenus par l'approche par régression ajustée. En comparaison avec cette 
approche classique, nous croyons que l' approche par scores de propension généralisés 
nous force à cadrer les analyses dans une perspective causale plus formelle , ce qui ne 
peut qu'être bénéfique lorsque vient de temps d'émettre des recommandations de 
santé publique aussi importantes que celles avancées dans ce mémoire. 

ANNEXE A 
DIAGNOSTIQUES DE NORMALITÉ DE LA DISTRIBUTION 
NON AJUSTÉE DE LA VARIABLE RÉPONSE 
Nous présentons dans cette annexe les diagrammes Quantile-Quantile (Q-Q plots) du 
poids à la naissance du bébé pour chaque modalité du traitement T (différentes doses 
de CSI). 
... -3 -2 -l 0 2 3 4 
Figure A.1 Diagramme Quantile-Quantile pour le poids de naissance du bébé, T= l 
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Figure A.2 Diagramme Quantile-Quantile pour le poids de naissance du bébé, T = 2 
Figure A.3 Diagramme Quantile-Quantile pour le poids de naissance du bébé, T = 3 
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Figure A.4 Diagramme Quantile-Quantile pour Je poids de naissance du bébé, T = 4 
Les résultats des tests de Kolmogorov-Smirnov, d' Anderson-Darling et de Shapiro-
Wilk (pour les groupes de petite taille) sur la normalité du poids du bébé à la 
naissance dans chaque catégorie de traitement sont présentés dans le Tableau A.1 
Tableau A.1 Tests sur la normalité de la distribution du poids du bébé à la 
naissance par modalité de traitement 
Traitement Nombre Test Valeur-p d'observations 
Kolmogorov-Smimov < 0.010 
T = l 2736 
Anderson-Darling < 0.005 
Kolmogorov-Smirnov < 0.010 
T = 2 2417 
Anderson-Darling < 0.005 
Kolmogorov-Smirnov < 0.010 
T = 3 571 Anderson-Darling < 0.005 
Shapiro-Wilk < 0.0001 
Kolmogorov-Smimov < 0.010 
T = 4 473 Anderson-Darling < 0.005 
Shapiro-Wilk < 0.0001 

ANNEXEB 
BALANCE DES VARIABLES PSR, BACA, CSO 
B.1 Distributions des variables PSR, BACA, CSO conditionnellement aux 
indicatrices de traitement 
Dans les Tableaux B. l - B.3 ci-dessous, nous présentons les distributions des variables 
PSR, BACA, CSO conditionnellement aux indicatrices de traitement D(J), j = l, 2, 3, 
4. Les tests du i2 ou les tests exacts de Fisher (pour les variables avec des faibles 
effectifs théoriques) ont été utilisés pour tester les hypothèses sur l'homogénéité. Les 
valeurs-p sont données dans les dernières colonnes des Tableaux B. l - B.3. Selon les 
résultats de ces tests, les variables PSR, BACA, CSO ne sont pas distribuées de façon 
homogène (au seuil a = 0.05) à travers les groupes formés par les valeurs des 
indicatrices D(J) = 0, l,j= 1, 2, 3, 4. 
Tableau B.1 Distribution de la variable PSR conditionnellement à l'indicatrice de 
traitement D(J) 
j Niveau de la variable D(J) = 0 D(J) = 1 Valeur-p 
non 1446 (41.78 %) 1366 (49.93 %) 
< 10-4 1 
oui 2015 (58.22 %) 1370 (50.07 %) 
non 1764 (46.67 %) 1048 (43.36 %) 
2 0.01 
oui 2016 (53.33 %) 1369 (56.64 %) 
non 2579 (45.84 %) 233 (40.81 %) 
3 0.02 
oui 3047 (54.16 %) 338 (59.19 %) 
non 2647 (46.24 %) 165 (34.88 %) 
< 10-4 4 
oui 3077 (53 .76 %) 308 (65.12 %) 
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Tableau B.2 Distribution de la variable BACA (doses par semaine) 
conditionnellement à l'indicatrice de traitement D(j) 
j Niveau de la variable D(J) = 0 D(J) = 1 
0 434 (12.54 %) 1549 (56.62 %) 
1 > 0- 3 1346 (38.89 %) 762 (27.85 %) 
> 3 1681 (48.57 %) 425 (15.53 %) 
0 1613 (42.67 %) 370 (15.31 %) 
2 > 0 - 3 875 (23.15 %) 1233 (51.01 %) 
> 3 1292 (34.18 %) 814 (33.68 %) 
0 1946 (34.59 %) 37 (6.48 %) 
3 > 0 - 3 2027 (36.03 %) 81 (14.19 %) 
> 3 1653 (29.38 %) 453 (79.33 %) 
0 1956 (34.17 %) 27 (5.71 %) 
4 > 0 - 3 2076 (36.27 %) 32 (6.77 %) 






Tableau B.3 Distribution de la variable CSO conditionnellement à l' indicatrice de 
traitement D(j) 
j Niveau de la variable DU)=O D(j) = 1 Valeur-p 
non 2872 (82.98 %) 2632 (96.20 %) 
1 < 10-4 
oui 589 (17.02 %) 104 (3 .80 %) 
non 3414 (90.32 %) 2090 (86.47 %) 
2 < 10-4 
oui 366 (9.68 %) 327 (13.53 %) 
non 5060 (89.94 %) 444 (77.76 %) 
3 < 10-4 
OUI 566 (10.06 %) 127 (22.24 %) 
non 5166 (90.25 %) 338 (71.46 %) 
4 < 10-4 
oui 558 (9.75 %) 135 (28.54 %) 
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B.2 Distributions des variables PSR, BACA, CSO conditionnellement à 
l'indicatrice D(1) et aux strates du SPG r(1, x) 
Catégorisons les SPG estimés f(l, xa (i = 1, ... , 6197) à partir des quintiles de f(l, x). 
En d'autres mots, nous définissons une nouvelle variable strate comme suit : 
strate= 1 ~ f(l, xi) :::; 0.1898985892, 
strate= 2 ~ 0.1898985892 < f(l, xi) :::; 0.3328173788, 
strate = 3 ~ 0.3328173788 < f (1, xi) :::; 0.4495111809, 
strate =4 ~ 0.4495111809 < f(l, xi) :::; 0.8238310865, 
strate = 5 ~ f(l, xi) > 0.8238310865, 
où 0.1898985892, 0.3328173788, 0.4495111809, 0.8238310865 sont respectivement 
le 1er, le 2e, le 3e et le 4e quintiles de f(l, x). 
Nous étudions maintenant les distributions des variables PSR, BACA, CSO 
conditionnellement aux strates définies par les quintiles de f(l, x) (i.e., 
conditionnellement à la variable strate) et aux valeurs de l'indicatrice D(l) pour Je 
traitement T = 1. Les résultats sont présentés dans les Tableaux B.4 - B.6. 
Tableau B.4 Distribution de PSR conditionnellement à D(l) et aux strates de 
f(l,x) 
strate Niveau de la variable D(l) = 0 D(l) = 1 Valeur-p 
non 412 (36.36%) 33 (33 .67 %) 
1 0.60 
oui 721 (63.64 %) 65 (66.33 %) 
non 283 (31.41 %) 116 (33.05 %) 
2 0.58 
oui 618 (68.59 %) 235 (66.95 %) 
non 298 (37.72 %) 176 (38.77 %) 
3 0.71 
oui 492 (62.28 %) 278 (61.23 %) 
non 328 (73.05 %) 361 (47.63 %) 
< 10-4 4 
oui 121 (26.95 %) 397 (52.37 %) 
non 125 (66.49 %) 680 (63.26 %) 
5 0.40 
oui 63 (33.51 %) 395 (36.74 %) 
Test de Cochran-Mantel-Haenszel (global) < 10-4 
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La dernière colonne du Tableau B.4 présente les valeurs-p du test sur l' homogénéité à 
l'intérieur de chaque strate et du test global de Cochran-Mantel-Haenszel sur 
l'indépendance conditionnelle (Agresti, 2012, p. 317). Nous voyons que, dans les 
strates 1, 2, 3, 5, les distributions de PSR sont homogènes à travers les niveaux de D(l). 
Le test de Cochran-Mantel-Haenszel rejette toutefois au seuil a. = 0.05 l'hypothèse 
que, simultanément pour toutes les strates, la variable PSR est distribuée de façon 
homogène à travers les niveaux de D(l ). 
Les analyses correspondantes pour les variables BACA et CSO sont présentées dans 
les Tableaux B.5 - B.6. 
Tableau B.5 Distribution de BACA (doses par semaine) conditionnellement à D(l) 
et aux strates de f(l, x) 
strate Niveau de la variable D(l) = 0 D(l) = 1 Valeur-p 
0 95 (8 .38 %) 0 (0 %) 
1 > 0-3 188 (16.59 %) 21 (21.43 %) < 10··2 
> 3 850 (75.02 %) 77 (78.57 %) 
0 0 (0 %) 0 (0 %) 
2 > 0- 3 311 (34.52 %) 129 (36.75 %) 0.46 
> 3 590 (65.48 %) 222 63 .25 % 
0 1 (0.13 %) 0 (0 %) 
3 > 0- 3 548 (69.37 %) 328 (72.25 %) 0.56 
> 3 241 (30.51 %) 126 (27.75 %) 
0 150 (33.41 %) 474 (62.53 %) 
4 > 0- 3 299 (66.59 %) 284 (37.47 %) < 10·4 
> 3 0 (0 %) 0 (0 %) 
0 188 (100 %) 1075 (100 %) 
5 > 0- 3 0 (0 %) 0 (0 %) nia 
> 3 0 (0 %) 0 (0 %) 
Test de Cochran-Mantel-Haenszel (global) < 10-4 
Tableau B.6 Distribution de CSO conditionnellement à D(l) et aux strates de 
f(l,x) 
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strate Niveau de la variable D(l) = 0 D( l) = 1 Valeur-p 
non 648 (57.19 %) 47 (47.96 %) 
1 0.08 
oui 485 (42.81 %) 51 (52.04 %) 
non 822 (91.23 %) 329 (93 .73 %) 
2 0.14 
oui 79 (8 .77 %) 22 (6 .27 %) 
non 788 (99.75 %) 454 (100 %) 
3 0.54 
oui 2 (0 .25 %) 0 (0 %) 
non 426 (94.88 %) 727 (95 .91 %) 
4 0.40 
oui 23 (5 .12 %) 3 1 (4.09 %) 
non 188 (100 %) 1075 ( 100 %) 
5 nia 
OUI 0 (0 %) 0 (0 %) 
Test de Cochran-Mantel-Haenszel (global) 0.82 
Le test de Cochran-Mantel-Haenszel ne rejette pas l'hypothèse que la variable CSO 
est distribuée de façon homogène à travers les niveaux de D(l ), mais rejette celle-ci au 
seuil a= 0.05 pour les variables PSR et BACA. 
B.3 Distributions des variables PSR, BACA, CSO conditionnellement à 
l'indicatrice D(2) et aux strates du SPG r(2, x) 
Similairement, nous catégorisons les SPG estimés f(2,xi) (i = 1, .. ., 6197) à partir 
des quintiles de f(2, x) en définissant la variable strate comme suit : 
strate = 1 Ç:::> f(2, xi) ~ 0.1570388531, 
strate= 2 Ç:::> 0.1570388531 < f (2, xi) ~ 0.4013275535 , 
strate= 3 Ç:::> 0.4013275535 < f(2, xi) ~ 0.473285312, 
strate= 4 Ç:::> 0.473285312 < f(2, xi) ~ 0.5508176153, 
strate= 5 Ç:::> f(2,x;) > 0.5508176153, 
où 0.1570388531 , 0.4013275535, 0.473285312, 0.5508176153 sont respectivement le 
1er, le 2e, le 3e et le 4e quintiles de f(2,x) . 
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Les distributions des variables PSR, BACA, CSO conditionnellement aux strates de 
f(2, x) et aux niveaux de l'indicatrice D(2) sont présentées dans les Tableaux 8.7 - 8.9, 
ainsi que les valeurs-p des tests sur l' homogénéité. 
Le test de Cochran-Mantel-Haenszel ne rejette pas, globablement, l'hypothèse que la 
variable PSR est distribuée de façon homogène à travers les niveaux de D(2), mais 
rejette celle-ci au seuil a= 0.05 pour les variables BACA et CSO. 
Tableau B. 7 Distribution de PSR conditionnellement à D(2) et aux strates de 
f(2, x) 
strate Niveau de la variable D(2) = 0 D(2) = 1 Valeur-p 
non 688 (70.85 %) 113 (75.33 %) 
1 0.26 
OUI 283 (29.15 %) 37 (24.67 %) 
non 261 (24.95 %) 113 (36.33 %) 
< J0-4 2 
oui 785 (75 .05 %) 198 (63.67 %) 
non 306 (43.47 %) 251 (46.83 %) 
3 0.24 
oui 398 (56.53 %) 285 (53.17 %) 
non 335 (57.07 %) 344 (53.00 %) 
4 0.15 
oui 252 (42.93 %) 305 (47.00 %) 
non 174 (36.86 %) 227 (29.44 %) 
< io-2 5 
oui 298 (63.14 %) 544 (70.56 %) 
Test de Cochran-Mantel-Haenszel (global) 0.60 
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Tableau B.8 Distribution de BACA (doses par semaine) conditionnellement à D(2) 
et aux strates de f(2, x) 
strate Niveau de la variable D(2) = 0 D(2) = 1 Valeur-p 
0 755 (77.75 %) 113 (75.33 %) 
1 > 0 - 3 0 (0 %) 0 (0 %) 0.53 
> 3 216 (22.25 %) 37 (24.67 %) 
0 817 (78.11 %) 198 (63.67 %) 
2 > 0 - 3 0 (0 %) 0 (0 %) < 10-4 
> 3 229 (21.89 %) 113 (36.33 %) 
0 5 (0.71 %) 8 (1.49 %) 
3 > 0 - 3 20 (2.84 %) 19 (3.54 %) 0.31 
> 3 679 (96.45 %) 509 (94.96 %) 
0 3 (0.51 %) 12 (1 .85 %) 
4 > 0 - 3 427 (72.74 %) 492 (75.81 %) 0.02 
> 3 157 (26.75 %) 145 (22.34 %) 
0 33 (6.99 %) 39 (5.06 %) 
5 > 0 - 3 428 (90.68 %) 722 (93.64 %) 0.13 
> 3 11 (2.33 %) 10(1.30%) 
Test de Cochran-Mantel-Haenszel (global) < 10-3 
Tableau B.9 Distribution de CSO conditionnellement à D(2) et aux strates de 
f(2,x) 
strate Niveau de la variable D(2) = 0 D(2) = 1 Valeur-p 
non 871 (89.70 %) 135 (90.00%) 
1 0.91 
OUI 100 (10.30 %) 15 (IO.OO%) 
non 990 (94.65 %) 274 (88.10 %) 
< 10-4 2 
OUI 56 (5.35 %) 37 (11.90 %) 
non 638 (90.63 %) 477 (88.99 %) 
3 0.34 
oui 66 (9.38 %) 59 (11.01 %) 
non 510 (86.88 %) 590 (90.91 %) 
4 0.02 
oui 77 (13 .12 %) 59 (9.09 %) 
non 405 (85.81 %) 614 (79.64 %) 
< 10-2 5 
oui 67 (14.19 %) 157 (20.36 %) 
Test de Cochran-Mantel-Haenszel (global) 0.02 
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B.4 Distributions des variables PSR, BACA, CSO conditionnellement à 
l'indicatrice D(3) et aux strates du SPG r(3, x) 
Définissons la variable strate comme suit : 
strate= 1 <=> f(3, xi) ~ 0.0091644359, 
strate= 2 <=> 0.0091644359 < f(3, xi) ~ 0.0250271069, 
strate= 3 <=> 0.0250211069 < r(3,xa ~ 0.046102229, 
strate= 4 <=> 0.046702229 < f(3,xi) ~ 0.1829298273, 
strate= 5 <=> f(3, xi) > 0.1829298273, 
où 0.0091644359, 0.0250271069, 0.046702229, 0.1829298273 sont respectivement le 1er, 
le 2e, le 3e et le 4e quintiles de f(3,x). 
Les distributions des variables PSR, BACA, CSO conditionnellement aux strates de 
f(3,x) et aux valeurs de l'indicatrice D(3) sont présentées dans les 
Tableaux B.10 - B.12, ainsi que les valeurs-p des tests sur l' homogénéité. 
Tableau B.10 Distribution de PSR conditionnellement à D(3) et aux strates de 
f(3,x) 
strate Niveau de la variable D(3) = 0 D(3) = 1 Valeur-p 
non 738 (55.20 %) 8 (66.67 %) 
1 4 (33.33 %) 0.43 OUI 599 (44.80 %) 
non 719 (64.54 %) 12 (80.00 %) 
2 
oui 3 (20.00 %) 0.21 395 (35.46 %) 
non 312 (25.81 %) 11 (32.35 %) 
3 23 (67.65 %) 0.39 OUI 897 (74.19 %) 
non 453 (43.43 %) 85 (43.37 %) 
4 111 (56.63 %) 0.99 OUI 590 (56.57 %) 
non 357 (38.68 %) 117 (37.26 %) 
5 197 (62.74 %) 0.66 OUI 566 (61.32%) 
Test de Cochran-Mantel-Haenszel (global) 0.82 
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Tableau B.11 Distribution de BACA (doses par semaine) conditionnellement à D(3) 
et aux strates de f(3, x) 
strate Niveau de la variable D(3) = 0 D(3) = l Yaleur-p 
0 755 (77.75 %) 113 (75.33 %) 
1 > 0 - 3 0 (0 %) 0 (0 %) 0.57 
> 3 216 (22.25 %) 37 (24.67 %) 
0 817(78 .11%) 198 (63.67 %) 
2 > 0 - 3 0 (0 %) 0 (0 %) < 10-4 
> 3 229 (21.89 %) 11 3 (36.33 %) 
0 5 (0.71 %) 8 (1.49 %) 
3 > 0 - 3 20 (2.84 %) 19 (3.54 %) 0.31 
> 3 679 (96.45 %) 509 (94.96 %) 
0 3 (0.51 %) 12 (1.85 %) 
4 > 0 - 3 427 (72.74 %) 492 (75.8 1 %) 0.02 
> 3 157 (26.75 %) 145 (22.34 %) 
0 33 (6.99 %) 39 (5 .06 %) 
5 > 0 - 3 428 (90.68 %) 722 (93 .64 %) 0.13 
> 3 11 (2.33 %) 10 (1.30 %) 
Test de Cochran-Mantel-Haenszel (global) < 10-3 
Tableau B.12 Distribution de CSO conditionnellement à D(3) et aux strates de 
f(3,x) 
strate Niveau de la variable D(3) = 0 D(3) = l Valeur-p 
non 1337 (100 %) 
1 
12 (100 %) 
nia 
oui 0 (0 %) 0 (0 %) 
non 1083 (97.22 %) 15 (100 %) 
2 1 
oui 31 (2.78 %) 0 (0 %) 
non 1089 (90.07 %) 31 (91.18 %) 
3 1 
oui 120 (9.93 %) 3 (8.82) 
non 946 (90.70 %) 187 (95.41 %) 
4 0.03 
oui 97 (9.30 %) 9 (4.59 %) 
non 605 (65 .55 %) 199 (63.38 %) 
5 0.49 
oui 318 (34.45 %) 115 (36.62 %) 
Test de Cochran-Mantel-Haenszel (global) 0.68 
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Le test de Cochran-Mantel-Haenszel ne rejette pas les hypothèses que les variables 
PSR et CSO sont distribuées de façon homogène à travers les niveaux de D(3), mais 
rejette celle-ci au seuil a = 0.05 pour la variable BACA. 
B.5 Distributions des variables PSR, BACA, CSO conditionnellement à 
l'indicatrice D(4) et aux strates du SPG r( 4, x) 
Finalement, nous catégorisons les SPG estimés f( 4, xi) (i = 1, .. . , 6197) à partir des 
quantiles de f( 4, x) en définissant la variable strate comme suit : 
strate= 1 ~ f( 4, xi) :::; 0.003627682, 
strate= 2 ~ 0.003627682 < r( 4, xD :::; 0.0069266113, 
strate= 3 ~ 0.0069266113 < f(4,xi):::; 0.0168518137, 
strate= 4 ~ 0.0168518137 < f( 4, xi) :::; 0.1214074011 , 
strate= 5 ~ f( 4, xi) > 0.1214074011 , 
où 0.003627682, 0.0069266113, 0.01685 18137, 0.1214074011 sont respectivement le 1er, 
le 2e, le 3e et le 4e quintiles de f( 4, x). 
Les distributions des variables PSR, BACA, CSO conditionnellement aux strates de 
f(4,x) et aux niveaux de l' indicatrice D(4) sont présentées dans les Tableaux B.13 -
B.15, ainsi que les valeurs-p des tests sur l' homogénéité. 
Le test de Cochran-Mantel-Haenszel ne rejette pas au seuil a = 0.05 les hypothèses 
que les variables PSR, BACA et CSO sont distribuées de façon homogène à travers les 
niveaux de D(4). 
Tableau B.13 Distribution de PSR conditionnellement à D(4) et aux strates de 
f(4,x) 
strate 
Niveau de la D(4) = 0 D(4) = 1 Valeur-p 
variable 
non 701 (56.40 %) 0 (0 %) 
1 nia 
oui 542 (43 .60 %) 0 (0 %) 
non 811 (60.03 %) 5 (100 %) 
2 0.16 
oui 540 (39.97 %) 0 (0 %) 
non 287 (25.76 %) 3 (50.00 %) 
3 0.18 
oui 827 (74.24 %) 3 (50.00 %) 
4 
non 545 (47.81 %) 42 (37.50 %) 
0.04 
oui 595 (52.19 %) 70 (62.50 %) 
non 303 (34.59 %) 
5 
115 (32.86 %) 
0.56 
oui 573 (65.41 %) 235 (67.14 %) 
Test de Cochran-Mantel-Haenszel (global) 0.21 
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Tableau B.14 Distribution de BACA (doses par semaine) conditionnellement à D( 4) 
et aux strates de f( 4, x) 
strate Niveau de la variable D(4) = 0 D(4) = 1 Valeur-p 
0 1337 (100 %) 12 (100 %) 
1 > 0 - 3 0 (0 %) 0 (0 %) nia 
> 3 0 (0 %) 0 (0 %) 
0 493 (44.25 %) 8 (53.33 %) 
2 > 0 - 3 64 (55.75 %) 7 (46.67 %) 10-3 
> 3 0 (0 %) 0 (0 %) 
0 34 (2.81 %) 1 (2.94 %) 
3 > 0 - 3 1175(97.19 %) 33 (97 .06 %) 1 
> 3 0 (0 %) 0 (0 %) 
0 26 (2.49 %) 6 (3.06 %) 
4 > 0 - 3 189 (18.12 %) 22 (11.22 %) 0.06 
> 3 828 (79.39 %) 168 (85.71 %) 
0 71 (8.11 %) 24 (6.86 %) 
5 > 0 - 3 46 (5.25 %) 13 (3.71 %) 0.38 
> 3 759 (86.64 %) 313 (89.43 %) 
Test de Cochran-Mantel- Haenszel (global) 0.06 
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Tableau B.15 Distribution de CSO conditionnellement à D( 4) et aux strates de 
f(4,x) 
strate Niveau de la variable D(4) = 0 D(4) = 1 Valeur-p 
non 1243 0 
1 nia 
oui 0 0 
non 1338 (99.04 %) 5 (100 %) 
2 1 
oui 13 (0 .96 %) 0 (0 %) 
non 956 (85 .82 %) 5 (83.33 %) 
3 0.60 
oui 158 (14.18 %) 1 (16.67 %) 
non 1031 (90.44 %) 107 (95.54 %) 
4 0.07 
oui 109 (9.56 %) 5 (4.46 %) 
non 598 (68.26 %) 221 (63 .14 %) 
5 0.09 
oui 278 (31.74 %) 129 (36.86 %) 
Test de Cochran-Mantel-Haenszel (global) 0.34 
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