Abstract. The Internet of Things (IOT), extensions of the Internet into everything in the real world, enables computation all over the world. Albeit important, very few studies intended to predict the IoT market. In order to forecast the IoT market effectively with very few data, the GM(1,1) based Grey forecasting model was introduced. Thus, the authors developed a GM (1,1) Grey system based pilot study for future short term wind power forecasting. The accurate predictions of the IoT market by using the GM(1,1) Grey forecasting method can serve as the basis for market analysis as well as strategic planning. An empirical study based on the real 2007-2011 worldwide IoT market data being provided by a leading market research institute has demonstrated the efficiency of the GM(1,1) based forecast mechanism. In the future, the GM(1,1) based forecast mechanism can further be applied to the forecast problems based on very limited time spans. Based on the forecast results, the IoT market will be over $700 billion in year 2020. The forecast error is 2.58%. The empirical study results being obtained in this research indicate that the proposed GM(1,1) based approach is a promising alternative for predicting the very short time series.
causal/econometric forecasting, judgmental and artificial intelligence, etc.... Forecasting serves many predicting information and it can help people to organize planning in the future and market decision. Technology forecasting attempts to predict the future characteristics of useful technological machines, procedures or techniques. Primarily, a technological forecast deals with the characteristics of technology, such as levels of technical performance, like speed of a military aircraft, the power in watts of a particular future engine, the accuracy or precision of a measuring instrument, etc. The forecast does not have to state how these characteristics will be achieved. Secondly, technological forecasting usually deals with only useful machines, procedures or techniques. This is to exclude from the domain of technological forecasting those commodities, services or techniques intended for luxury or amusement. Commonly adopted methods of technology forecasting include the Delphi method, forecast by analogy, growth curves and trend extrapolation. Normative methods of technology forecasting such as the relevance trees, morphological models, and mission flow diagrams are also commonly used. Although there are manifold forecasting methods, several surveys have reported that trend extrapolation and Delphi, a structured group communication process for developing consensus from an expert group, are the most widely adopted for practical usage [3] . While the two methods have been commonly used inmost forecasting projects, they differ crucially in that trend extrapolation is a typical quantitative method, and on the contrary, Delphi is designed to solicit expert opinion qualitatively [4] The Grey theory, a theory being developed originally by Deng [5] is a truly multidisciplinary and generic theory that deals with systems that are characterized by poor information and/or for which information is lacking [6] . Due to the nature of the short term wind speed prediction problem which is in lack of plenty information for forecasting, the authors developed a GM (1,1) Grey system based pilot study for future short term wind power forecasting. The accurate predictions of wind speed by using the GM(1,1) Grey forecasting method can serve as the basis for introducing the wind power as an efficient source of alternative energies.
An empirical study based on the real worldwide IoT revenu will be provided for verifying the GM(1,1) based forecast mechanism. Based on the empirical study results, the wind speed can be precisely predicted based on the wind speed data of prior three hours.
This research is organized as follows. The related literature regarding to technological forecasting of market growth will be reviewed in Section 2. The GM (1,1) Grey forecasting method will be introduced in Section 3. A prediction of the IoT market by the GM (1,1) Grey forecasting method will be presented in Section 4. Discussions of the forecast results as well as future research possibilities will be presented in Section 5. Finally, the whole article will be concluded in Section 6.
Technological Forecasting of Market Growth
Technology forecasting is looking forward in an effort to anticipate the nature and significance of technology development before they occur. First, this paper reviews the step of the diffusion of innovations. Next, this paper introduces and surveys the common models and methods of technology forecasting. The predictive problems of time series belong to the area of technology forecasting, such as the stock prediction, power loading and semiconductor growth rate, etc. Final, there are some introductions of technological forecasting of diffusion of innovations in this section.
Diffusion of Innovation
Diffusion of Innovations is a theory that seeks to explain how, why, and at what rate new ideas and technology spread through cultures. Rogers [7] said diffusion is the process by which an innovation is communicated through certain channels over time among the members of a social system. The origins of the diffusion of innovations theory are varied and span across multiple disciplines. The process of diffusion begins with introduction of the innovation to the population, and ends when the population becomes saturated with adoptions. The primary tool for analysis of diffusion patterns is the cumulative adoption curve, which shows the percentage of a population that has adopted at any given point during the diffusion process [8] .
There are some key elements in diffusion research which are: innovation, communication channels, time and social system. Innovation generally refers to the creation of better or more effective products, processes, technologies, or ideas that are accepted by markets, governments, and society. There are some characteristics of innovation will affect their rate of adoption. These characteristics include relative advantage, compatibility, complexity, trialability and observability. In the process of innovation, the use of communication between the individual and the group spread its spread can distinguish between homogeneity and heterogeneity, the most important concept is that both sides view this innovative product can be different (heterogeneous), but the level of education and degree preferably the same (homogeneous), this spread is the best. The innovation-decision period is the length of time required to pass through the innovation-decision process [8] . Social system can distinguish between the formal structure and informal structure, and the specification of system also cause obstacle to diffusion innovation.
Rogers [8] defines the five stages: knowledge, persuasion, decision, implementation, and confirmation. In knowledge stage, the individual is first exposed to an innovation but lacks information about the innovation. During this stage of the process the individual has not been inspired to find more information about the innovation. In persuasion stage, the individual is interested in the innovation and actively seeks information about the innovation. In decision stage, the individual takes the concept of the innovation and weighs the advantages/disadvantages of using the innovation and decides whether to adopt or reject the innovation. Due to the individualistic nature of this stage Rogers notes that it is the most difficult stage to acquire empirical evidence [8] . In implementation stage, the individual employs the innovation to a varying degree depending on the situation. During this stage the individual determines the usefulness of the innovation and may search for further information about it. In confirmation stage, the individual finalizes their decision to continue using the innovation and may use the innovation to its fullest potential.
There are two factors which determine the type of a particular decision. One concept is whether the decision is made freely and implemented voluntarily, and another is who makes the decision. Based on these considerations, three types of innovation decisions have been identified within diffusion of innovations which are optional innovation decision, collective innovation decision, and authority innovation decision. Optional innovation decision is made by an individual who is in some way distinguished from others in a social system. Collective innovation decision is made collectively by all individuals of a social system. Authority innovation decision is made for the entire social system by few individuals in positions of influence or power.
Forecasting
Forecasting is the process of making statements about events whose actual outcomes have not yet been observed. A commonly example might be estimation for some variable of interest at some specified future date. There are basically types of forecasting models such as time series, causal/econometric forecasting, judgmental and artificial intelligence, etc.
Time series method is an ordered sequence of values of a variable at equally spaced time intervals. Predicting is continuous of historical pattern such as the growth in sale, gross national product or stock market analysis. The example of time series methods are moving average, weighted moving average, exponential smoothing, autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA), extrapolation, linear prediction, trend estimation and growth curve, etc. Time Series Analysis is used for many applications such as: economic forecasting, sales forecasting, budgetary analysis, stock market analysis, inventory studies, workload projections and so on.
Causal/econometric forecasting methods forecasting methods use the assumption that it is possible to identify the underlying factors that might influence the variable that is being forecast.
For example, including information about weather conditions might improve the ability of a model to predict umbrella sales. The examples of causal forecasting methods are regression analysis and autoregressive moving average with exogenous inputs (ARMAX), etc. Regression analysis includes a large group of methods that can be used to predict future values of variable using information about other variables. Linear regression applications are adopted almost every fields, engineering, physical sciences, economics management and so on [9] . Wiener [10] interested the ideas of functional series representation and further developed an existingmaterial in non-linear regression. Judgmental forecasting methods incorporate intuitive judgements, opinions and subjective probability estimates. This method does not require data in the same manner as quantitative forecasting methods and are mainly the product of judgment and accumulated knowledge. Qualitative techniques can be used in a wide range of circumstances. In some cases quantitative techniques cannot be used, e.g. when the past information about the values being forecast does not exist. For example, for a new product, there are no past data on sales on which to base estimates of future sales. The examples of Judgmental forecasting methods are composite forecasts, surveys, Delphi method, scenario building, technology forecasting and forecast by analogy, etc. The well known artificial intelligence methods are artificial neural networks (ANN) and Support vector machines (SVM).
To ensure the forecasting accuracy, every forecasting method should be measured with an appropriate measuring error function. The commonly used error functions are Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Mean squared error (MSE), and Root Mean squared error (RMSE), etc.
Technology Forecasting
Forecasting serves many predicting information and it can help people to organize planning in the future and market decision. Technology forecasting attempts to predict the future characteristics of useful technological machines, procedures or techniques. Primarily, a technological forecast deals with the characteristics of technology, such as levels of technical performance, like speed of a military aircraft, the power in watts of a particular future engine, the accuracy or precision of a measuring instrument, etc. The forecast does not have to state how these characteristics will be achieved. Secondly, technological forecasting usually deals with only useful machines, procedures or techniques. This is to exclude from the domain of technological forecasting those commodities, services or techniques intended for luxury or amusement. Commonly adopted methods of technology forecasting include the Delphi method, forecast by analogy, growth curves and trend extrapolation. Normative methods of technology forecasting such as the relevance trees, morphological models, and mission flow diagrams are also commonly used. Although there are manifold forecasting methods, several surveys have reported that trend extrapolation and Delphi, a structured group communication process for developing consensus from an expert group, are the most widely adopted for practical usage [3] . While the two methods have been commonly used inmost forecasting projects, they differ crucially in that trend extrapolation is a typical quantitative method, and on the contrary, Delphi is designed to solicit expert opinion qualitatively [4] .
The two main philosophical approaches to technology forecasting are exploratory forecasting and normative forecasting [11] , [12] . The exploratory approach projects the present state of technology forward from the past/present situation. By contrast, the normative approach trace backward from a hypothetical future situation to assess its likelihood, timing and consequences. Some forecasting methods can be both exploratory and normative; methods would be better classified as to how useful they are in practical real-world prediction [12] . The commonly used exploratory forecasting methods are trend extrapolation, environment scanning, bibliometric analysis, and historical analogy. The typical normative forecasting methods, roadmapping and morphology analysis have been actively adopted in both practical and academic use. Many technology forecasting methods, including popular approaches such as Delphi, theory of inventive problem solving (TRIZ) and scenario, have been used for both exploratory and normative forecasting [12] .
Analytic Framework for the GM(1,1) Grey Forecasting Method
Since Deng [28] proposed the Grey theory, related models have been developed and applied to the real world problems. Similar to fuzzy set theory, The Grey theory based on the assumption that a system is uncertain, and that the information regarding the system is insufficient to build a relational analysis or to construct a model to characterize the system [29] is a feasible mathematical means that can be used to deal with systems analysis characterized by inadequate information. Fields covered by the Grey theory include systems analysis, data processing, modeling, prediction, decision-making, and control engineering [29] . Following, the definitions will be modified by the work of Tseng et al. [29] as a basis for the Grey forecasting of the short term wind speed prediction in this research.
The accumulated generation, inverse accumulated generation, and the grey modeling are three basic operations of the Grey forecast model (GM). The operations of accumulated generation are used in the Grey forecast model to build differential equations. Intrinsically speaking, the Grey forecast model demonstrates the characteristics of requiring less data.
The GM(1,1) grey model, i.e., a single variable first-order grey model, is summarized as follows [30] :
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Step 3: the following first-order differential equation holds true:
. dx ax u dt

Step 4: from Step 3,
( 1) ( (1) ) , 
(1)
0.5( (1) (2)) 1
( (2),
.
xk  is the predicted value of (1) ( 1) xk  at time ( 1 
, 
The forecasts of (1) (1) ( 1)) ( 1) .
Finally, according to the work by Tseng et al [29] , the post error test being introduced by Deng [30] was introduced to evaluate the accuracy of the grey forecasting. The forecasting errors were defined as
The mean and the standard deviation of the forecasting errors are q and 2 S . The mean and the standard deviation of the original time series can be derived by 
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The post error ratio C can be derived by dividing 2 S by 1 S , or 21 .
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The lower the C is, the better the model is. The change rate of the forecasting error can be indicated by the post error ratio. Probability of small error is defined as   p is another indicator of forecasting accuracy. This shows the probability that the relative bias of the forecasting error is lower than 0.6745. p is commonly required to be larger than 0.95.
Empirical Study
In the following Section, the GM(1,1) model will be introduced for predicting the IoT market. An empirical study based on the 2007-2011 data from the work by iiMedia Research [31] which was measured from the real worldwide market data will be used to verify the feasibility of the GM (1,1) . The prediction results as well as errors versus the original data were demonstrated in Table 1 and Figure 1 .
Discussion and Conclusions
The Internet of Things (IOT), extensions of the Internet into everything in the real world, enables computation all over the world. Albeit important, very few studies intended to predict the IoT market. In order to forecast the IoT market effectively with very few data, the GM(1,1) based Grey forecasting model was introduced. The empirical study results being obtained in this research indicate that the proposed GM(1,1) based approach is a promising alternative for predicting the very short time series. In the future, the Grey Forecasting based methods can be applied in other emerging applications with very limited data.
Acording to the forecast results being demonstrated in Table 1and Fig. 1 , the short term market growth of IoT can be predicted precisely, with the average error around 2.58% based on the historical worldwide IoT market data only of the prior four years. Based on the prediction results, the worldwide IoT market will be over $700 Billion in year 2020. This pilot study based on the very limited historical IoT market data is apparently easier and especially suitable for the situations when the available data is very limited. In the future, introductions of other factors into the GM(1,N) model are worth future studies. A long term evaluation of the IoT prediction mechanism will be very helpful for verifying the feasibility of the applications of the Grey forecast method into the real world. Finally, future comparisons of the results being derived by the Grey forecast method with the results being derived by other artificial intelligence based approaches will also be very helpful for demonstrating the feasibility and efficiency of the methods. 
