Abstract. We study the moduli space of framed holomorphic bundles of any rank, over the blow-up of CP 2 at q points. For c 2 ¼ 1; 2 we introduce an open cover of the moduli space and describe its nerve. In the limit when r ! y we use this result to obtain the homotopy type of the moduli spaces. In particular, we compute the cohomology of the moduli spaces.
Introduction
Fix a line L y H CP 2 and let X q denote the blow-up of CP 2 at q points x 1 ; . . . ; x q B L y . In this paper we will study the moduli space M r k ðX q Þ of equivalence classes of pairs ðE; fÞ, where E is a holomorphic rank r bundle over X q with c 1 ¼ 0 and c 2 ¼ k, holomorphically trivial at L y , and f :
is a holomorphic trivialization. This moduli space is a special case of the moduli of framed sheaves introduced in [15] , [11] . See also [16] . The interest on these spaces was motivated by the study of moduli spaces of instantons: in [5] , [17] it was shown that M r k ðX q Þ is isomorphic as a real analytic space to the moduli space of based charge k SUðrÞ instantons over a connected sum of q copies of CP 2 . Monad descriptions for these spaces were introduced in [1] , [7] , for X 0 ¼ CP 2 , [4] , [12] for X 1 and [14] , [6] , for the general case. In this paper we study the moduli spaces using results about bundles on the blow-up of a complex surface (see [19] ): analyzing the e¤ect of blowing up on the topology of the moduli space we reduce the study of the moduli spaces over X q to the moduli spaces over X 0 , X 1 . Our first result is We then apply these results to the study of the rank stable moduli space, which is defined as follows: when r 2 > r 1 , there is a map M k ðX q Þ induced by taking direct sum with a trivial rank r 2 À r 1 bundle. We define the rank stable moduli space as the direct limit M Using the monad descriptions, it was shown in [13] , [18] and [2] that 
We will prove as a corollary of theorem 1.1 that 
BUð1Þ
:
Together with the results of [5] and [17] , this shows that for a large class of metrics conjecture 1.1 in [2] is false.
Using theorem 1.2 we will compute the cohomology of M 
Â4 Á be the ideal generated by the product x 1 x 2 and let K A H Z½a 1 ; k 1 ; a 2 ; k 2 G H Ã À
BUð2Þ
Â2 Á be the ideal generated by k 1 , k 2 . Then, as graded modules over Z, we have an isomorphism
The plan of this paper is as follows: In section 2 we prove theorem 1.1 and in section 3 we use it to prove theorem 1.3. In section 4 we prove theorem 1.2 and in the next two sections we apply it to prove theorem 1.4: in section 5 we study the open cover from theorem 1.2 in the limit when r ! y; in section 6 we use the spectral sequence associated with this open cover (see [21] ) to prove theorem 1.4. In the appendix we gather some results about the monad constructions of the moduli spaces for q ¼ 0; 1. This paper is based on results in the author's thesis [20] .
2. An open cover of M r k (X q ) Fix a subset I H f1; . . . ; qg and let p I : X q ! X jI j (jI j ¼ KI ) be the blow up at points x j , j B I . p I induces a map 
From this open cover we can build a spectral sequence converging to H Ã À M r k ðX q Þ Á . The case k ¼ 2 will be treated in section 7. For the general case see [20] , section 4.3. We turn now to the proof of theorem 2.1. We begin by proving the last statement:
where p Ã I and p I Ã are inverses of each other. We also have
Proof. From [9] , theorem 3.2 it follows that, if a bundle is trivial on the exceptional divisor then it is also trivial on a neighborhood of the exceptional divisor. Hence, a bundle E !X X on a blow up p :X X ! X is trivial on the exceptional divisor if and only if 
k ðX k Þ we only need to show that a bundle E A M r k ðX q Þ is trivial in at least q À k exceptional lines (q > k). We prove this result by induction in q. Assume E is not trivial in L 1 . Let p : X q ! X qÀ1 be the blow up at x 1 and let E 0 ¼ ðp Ã EÞ
44
. Then c 2 ðE 0 Þ < k so we can apply induction. The proof is completed by noting that we cannot have bundles with negative c 2 by Bogomolov inequality for framed bundles (see [15] ).
Finally we have to show that p
Then, from the exact sequence
and, since by assumption p Ã EðNH þ MLÞ is locally free and p Ã H is ample, for N large enough we get
Hence, we get that
From Riemann-Roch theorem it follows that
where f does not depend on E. The result then follows from the upper-semicontinuity of h 1 (see [10] , chapter III, theorem 12.8). r
The charge one moduli space
The objective of this section is to prove theorem 1.3:
There is a homotopy equivalence
BUð1Þ
From theorem 2.1 we know that
We begin by studying the maps p 
Proof. We will use the monad description of M where to define f we observe that CP y ¼ BUð1Þ is homotopic to the free abelian group on Uð1Þ. Now observe that the diagram
is homotopy commutative and the maps p 0 ,
are homotopy equivalences. The statement of the lemma then follows by writing h 0 ¼ p
À1 are the homotopy inverses. r
We are ready to prove theorem 3.1.
Proof of theorem 3.1. Let C be the cone on q points v 1 ; . . . ; v q . Let
We first show that M is homotopically equivalent to M y 1 ðX q Þ.
Define a map
z :
as follows: denote the points in C by ½t;
For 1=3 e t e 2=3 use the homotopy between p BUð1Þ Â BUð1Þ Â fv l g H M using the fact that the restrictions
are homotopy equivalences. It follows that z induces isomorphisms in all homology groups.
To conclude the proof we only have to show that M is homotopically equivalent to
BUð1Þ ¼ The objective of this section is to prove theorem 1.2. We begin by studying the case q ¼ 2. We will adopt, in this section and the next, the following notation: Denote the blow up points by x L ; x R A X 0 . Let p : X 2 ! X 0 be the blow up map at x L , x R . By abuse of notation we will denote by p L the maps X 2 ! X 1 and X 1 ! X 0 corresponding to the blow up at x L and in the same way p R will denote the blow up at x R . We have the diagram
Denote by L L and L R the exceptional divisors above x L and x R respectively. Again, by abuse of notation we identify
Since x L 3 x R we may assume without loss of generality that
We are ready to state the first theorem of this section: 
From this open cover we get, in a standard way (see [21] ), a spectral sequence: 
In the next section we will study the d 1 di¤erential of this spectral sequence.
We turn now to the proof of theorem 4.1. We will delay the proof that N 2 is open and begin by proving the homotopy equivalences (1), (2) and (3):
and the following maps are isomorphisms (where p
where
The continuity of this map was proved in [19] , proposition 3.1. We will construct an inverse for p
These maps induce an isomorphism E L G E R over X 0 nfx L ; x R g which we use to glue E L , E R and obtain a bundle E ! X 2 . The continuity of this map was proved in [19] , proposition 3.3. This concludes the proof. r Before we continue we need a lemma. Let M 
(2) cdb ¼ 0 and the eigenvalues of da i (equal to the ones of a i d) are 0 and z i .
(3) After a change of basis we can write
Proof. We will show that ð1Þ ) ð2Þ, ð2Þ ) ð3Þ and ð3Þ ) ð1Þ. Since m is degenerate, by proposition A.5 after a change of basis it can be written in one of two forms, corresponding to the two types of special pairs. If m is b-special then
in which case the configuration is equivalent to the completely reducible configuration (see proposition A.5) 
From (4) and (5) in theorem 4.1. 
Proof. Statement (2) is clear from the definition. To prove statement (3) we observe that
The result now follows easily from proposition A.8. We turn to the proof of statement (1) (3)) 
The group ðC Ã Þ Â3 acts transitively on equivalence classes of such configurations written in the above canonical form. This shows the existence of an inverse, hence o L is a homeomorphism. The proof for o 0 is similar. r
We will need the following identity:
Proof. It follows easily from proposition A.8. r
The following proposition is a direct consequence of proposition A.5:
Then the following are equivalent: 
(
We are ready to prove Suppose there is a sequence y n A M r 2 ðX 1L Þ such that y n ! y A p RÃ C. Write y n ¼ ½a 1n ; a 2n ; d n ; b n ; c n . Then, by property (2) 
Suppose there is a sequence x n ! x A C such that x n B N 2 . Hence x n B C so, by passing to a subsequence we may assume without loss of generality that Proof. We will construct a homotopy H 2 : N 2 Â ½0; 1 ! N 2 betwen the identity and a retraction N 2 ! C. Let H x 1 ; x 2 : N z Â ½0; 1 ! N z be defined by
and let H 1 : N 0 Â ½0; 1 ! N 0 be defined by 
We have to show existence and uniqueness of solution. Then we will show that H 2 defines a homotopy between the identity on N 2 and a retraction N 2 ! C. We define the auxiliary map
To prove existence and uniqueness of solution of the system (6) we consider two cases:
( 
Now we need to show that H 2 is the desired homotopy. Direct inspection shows H 2 ðx; 1Þ ¼ x. We saw in (1) above that, for x A C, H 2 ðx; tÞ ¼ x and H 2 ðx; 0Þ A C. The continuity of H 2 follows from the continuity of p LÃ , p RÃ , H L , H R : let ðx n ; t n Þ ! ðx; tÞ A N 2 Â ½0; 1:
Then, after passing to a subsequence, we get H 2 ðx n k ; t n k Þ !x x A N 2 (the closure of N 2 inside the Gieseker compactification of M r 2 ðX 2 Þ, see [11] ). Then equations (6) imply that x x A M r 2 ðX 2 Þ and unicity of solution impliesx x ¼ H 2 ðx; tÞ. Applying this reasoning to every sublimit of H 2 ðx n ; t n Þ we conclude that H 2 ðx n ; t n Þ ! H 2 ðx; tÞ. Hence H 2 is continuous. r
We now prove the general case (theorem 1.2). What remains to be proven is: 
(4) For di¤erent sets fi; jg 3 fk; lg, N ij X N kl ¼ j.
Proof. Statement (1) follows from theorems 2.1 and 4.1. Statement (2) follows from proposition 2.2. To prove statement (3) observe that N ij X A k ¼ N ij X A ij X A k . So we turn to statement (4). First we look at N ij X N jk . Let x 1 ; . . . ; x q H CP 2 be the blow-up points and write x i ¼ ½x 1i ; x 2i ; 1. We may assume without loss of generality that the balls B d ðx 1i Þ are disjoint. Now observe that
Let z i ¼ x 1i À x 1j and let z k ¼ x 1k À x 1j . Then, theorem 4.1 states that N ij X A j is the set of non-degenerate configurations ða 1 ; a 2 ; d; b; cÞ such that the eigenvalues of da 1 are in a d neighborhood of 0 and z i . Hence N ij X A j and N jk X A j are disjoint. This shows N ij X N jk ¼ j. The case N ij X N kl for fi; jg X fk; lg ¼ j is treated similarly. r
The di¤erential d 1
The objective of this section is to obtain, in the limit when r ! y, the homotopy type of the inclusion maps (see theorem 4.1)
0 Þ. Since these spaces are classifying spaces it is enough to study the pullback under these maps of the tautological bundles. This will allow us to compute the d 1 di¤erential in the spectral sequence introduced in corollary 4.2, from where we will compute the homology of M where p 0 is the projection ½b; c 7 ! ½c. Moreover, in the rank stable limit, the maps { 0 , { 1 , p 0 , p p 0 , j 0 , j 1 are homotopy equivalences.
Proof. We divide the proof into three steps:
(1) p 0 ,p p 0 are fibrations with fibers Mðk; r À kÞ and Mðk; rÞ respectively where Mðk; rÞ ¼ UðrÞ UðkÞ is the space of injective maps from C k to C r which is contractible in the stable range. That proves p 0 ,p p 0 are homotopy equivalences. It immediatelly follows that { 0 is a homotopy equivalence.
(2) Now we look at { 1 . Consider the projection p 1 : F 1 ðk; rÞ ! Grðk; C r Þ given by ½b; c 7 ! ½c. When r ! y, the spectral sequence associated with the fibration p 1 : F 1 ðk; rÞ ! Grðk; C r Þ (whose fiber is Grðk; C rÀk Þ) collapses since all homology is in even dimensions. It easilly follows that { 1 is an isomorphism in all homology groups, hence an homotopy equivalence. In the rank stable limit the spaces R F and R are contractible (see [18] , [2] ), so, by the five lemma j 0 is an isomorphism in homotopy groups hence an homotopy equivalence. A similar proof works for j 1 . r Now we turn to the main theorem of this section. Definition 5.2. Let E, L be the tautological bundles over Grð2; yÞ and Grð1; yÞ respectivelly. Consider the compositions
Then we define the following bundles: E 0 ! A 0 is the pullback of E under the composition (8) .
Now letẼ E u ;Ẽ E v !F F 1 ð2; rÞ be the tautological bundles corresponding to u, v and letL L u ,L L v be the tautological line bundles overF F 1 ð1; yÞ. Consider the compositions
We define the bundles
Theorem 5.2. We have the following bundle isomorphisms:
Similar statements hold for the spaces A R , N R and the maps N R ! A R , N R ! N 2 and N 0 ! N R .
Proof.
(1) First we show that E bL j A 0 G E cL j A 0 G E 0 . Consider diagram (7). We will start by defining a homotopy inverse q : Grðk; C r Þ !F F 0 ðk; rÞ to the map p p 0 :F F 0 ! Grðk; C y Þ as follows: choose a map c : C k ! C r representing an element ½c A Grðk; C r Þ. Choose h A Glðk; CÞ such that ch is orthogonal. Then define qð½cÞ ¼ ½ch; ch. This map is well defined and independent of the choice of h. Also p 0 q ¼ 1 hence p 0 ¼ q À1 . Now observe that the composition e pr pr q : Grðk; C r Þ !F F 1 ðk; rÞ ¼ Grðk; C r Þ Â Grðk; C r Þ is the diagonal map. It follows that, if E is the tautological bundle over Grðk; C y Þ, then
and a similar statement is true forẼ E v . This concludes the proof.
We have the commutative diagram (see proposition 4.6) 
We also have the commutative diagram 
from which it follows, as in step (1), that
Since e pr pr
, the proof will be complete if we show there is a map w w :F F 1 ð1; yÞ ÂF F 0 ð1; C y Þ !F F 1 ð2; yÞ making the diagram homotopy commutative, such thatw
We begin by buildingw w. Define maps s L ; s R : Grð1; C y Þ ! Grð1; C y Þ as follows: let v : C ! C y and write v ¼ ðv
We observe that s L , s R are homotopic to the identity. It follows that, if we definẽ
It remains to show diagram (16) is commutative. Let j z : F 0 ð1; yÞ ! N z be defined by j z : ½b; c 7 ! ½z; 0; b; c. Then the diagram
is homotopy commutative. We are left with the diagram
Now define the map w : F 1 ð1; yÞ Â F 0 ð1; yÞ ! F 1 ð2; yÞ by
Clearly we have the commutative diagram We are thus left with the diagram
Next we introduce maps S L ð½b; cÞ ¼ ½s L ðbÞ; s L ðcÞ; S R ð½b; cÞ ¼ ½s R ðbÞ; s R ðcÞ:
These maps are homotopic to the identity hence we only have to show the diagram
is homotopy commutative. This is an easy direct verification.
The result will follow if we show that the following diagram is homotopy commutative:
Then the commutativity of (18) follows from the commutativity of
We need to check the image of o L : (20) is commutative.
We showed in proposition 4.9 that the map H 2 ðÁ ; 0Þ is the homotopy inverse of the inclu-
Hence the diagram
is commutative. From here it follows easily that diagram (21) is commutative. r
The cohomology of
The objective of this section is to prove theorem 1.4. We begin by proving it for the special case q ¼ 2:
There is an exact sequence
which splits to give an isomorphism
Proof. Recall corollary 4.2. We will use this spectral sequence to compute
Clearly the map d 1 : E 1; n ! E 2; n is surjective hence E 2; n 2 ¼ 0. Also we notice that E p; 2nþ1 1 ¼ 0 for any p. It follows that the spectral sequence collapses at the term E 2 . We get then
When performing calculations we will use the following sign conventions:
We begin by defining the following generators of the cohomology of E :
and for E 2; n 1 :
Then, from theorem 5.2 it follows that the map d 1 : E 
is given by
Now we can finish the proof:
We need to show
Þ:
(2) Now we will show that H 2n G Z½a 1 ; a 2 l K AL l K AR l K C which completes the proof. We first define a map
We want to show this map is injective onto the kernel of d 1 . Injectivity is clear and a direct verification shows the image is contained in the kernel of d 1 . To show surjectivity let
We are ready to prove the general case:
Theorem 6.2. With notations as in theorem 2.1 let
Then, as modules over Z, we have an isomorphism
Proof. We divide the proof into two steps:
(1) We will use theorem 2.1 to build a spectral sequence converging to the cohomology of H 
where @ is induced by the inclusions e ij H D 1i H D and
Then, the arguments in [21] can be applied to show that M is homotopically equivalent to M
Then the sequence of maps E 0; n 1
splits into three sequences:
The bottom maps are easily analyzed using the exact sequence
It follows that the map d 1 :
is surjective. Since E r; n 1 ¼ 0 for r > 2 and n even, this implies the spectral sequence collapses and
Lets look more closely at the map
Observe that
It follows that the map (28) can be easily analysed using the exact sequence
We gather together our conclusions:
(a) The top sequence in (27) contributes a term
(b) The bottom sequence in (27) does not contribute to H (c) The bottom sequence in (27) contributes a term
(d) The map (28) is surjective hence it does not contribute to
(e) The map (28) contributes a term In this appendix we will sketch the monad description of the spaces M r k ðCP 2 Þ and M r k ð g CP CP 2 Þ. We follow [12] . See also [3] .
Let L y H CP 2 be a rational curve and let L H g CP CP 2 be the exceptional divisor. Choose sections x 1 , x 2 , x 3 spanning H 0 À OðL y Þ Á and y 1 , y 2 spanning H 0 À OðL y À LÞ Á so that x 3 vanishes on L y and x 1 y 1 þ x 2 y 2 spans the kernel of
A.1. The moduli space over CP 2 . Let W be a k-dimensional vector space. Let R be the space of 4-tuples m ¼ ða 1 ; a 2 ; b; cÞ with a i A EndðW Þ, b A HomðC r ; W Þ, c A HomðW ; C r Þ, obeying the integrability condition
Then Theorem A.1. f induces an isomorphism betwen the quotient of the space of non degenerate points in R by the action of GlðW Þ: For a proof see [7] , proposition 1.
Theorem A.2. The algebraic quotient R=GlðW Þ is isomorphic to the DonaldsonUhlenbeck completion of the moduli space of instantons over S 4 .
For a proof see [8] , sections 3.3, 3.4, 3.4.4.
We sketch here how the map from R=GlðW Þ to the Donaldson-Uhlenbeck completion of the moduli space of instantons is constructed (see [12] This is precisely the Donaldson-Uhlenbeck completion. See [12] for a proof.
Consider the algebraic quotientR R=GlðV Þ Â GlðW Þ. This space is a completion of the moduli space M r k ð g CP CP 2 Þ. We proceed to give an interpretation of the points in this completion in terms of the Donaldson-Uhlenbeck completion. See [12] The result follows. r
