There are two major approaches for sequence labeling. One is the probabilistic gradient-based methods such as conditional random fields (CRF) and neural networks (e.g., RNN), which have high accuracy but drawbacks: slow training, and no support of search-based optimization (which is important in many cases).
Introduction
Sequence labeling models are popularly used to solve structure dependent problems in a wide variety of application domains, including natural language processing, bioinformatics, speech recognition, and computer vision. To solve those problems, many sequence labeling methods have been developed, most of which are from two major categories. One is the probabilistic gradientbased learning methods such as conditional random fields (CRF) [16] and neural networks (e.g., RNN) [13] . The other is the search-based learning methods such as the margin infused relaxed algorithm (MIRA) [7] and structured perceptrons [5] . Other related work on sequence labeling includes maximum margin Markov networks [36] and structured support vector machines [37] .
As for the probabilistic gradient-based learning methods such as CRF and RNN, they have high accuracy because of the exact computation of the gradient and probabilistic information. Nevertheless, those methods have critical drawbacks.
First, the probabilistic gradient-based methods typically do not support search-based optimization (search-based learning or decoding-based learning), which is important in sequence labeling problems with emphasis on the learning speed (e.g., for large-scale datasets). In the tasks with complex structures, the gradient computation is usually quite complicated and sometimes even intractable. This is mainly because dynamic programming for computing gradient is hard to scale for large-scale datasets. On the other hand, the search technique is easier to scale to large-scale datasets. This is because search-based learning is much simpler than gradient-based learning [29, 41, 30] -just search the promising output candidates and compare them with the oracle labels and update the weights accordingly.
Another category of sequence labeling methods is the search-based learning methods (decoding-based learning) such as structured perceptrons 2 and MIRA.
A major advantage of those methods is that they support search-based learning such that the gradient is not needed and the learning is done by simply searching and comparing the promising output candidates with the oracle labels, and updating the model weights accordingly. As a by-product of the avoidance of gradient computation, those methods have faster training speed compared with probabilistic gradient-based learning methods such as CRF. However, there are also severe drawbacks of the existing search-based learning methods:
• First, the existing search-based learning methods such as structured perceptrons and MIRA have relatively low accuracy, compared with the probabilistic gradient-based learning methods such as CRF and RNN.
• Second, when applied to most of the real-world tasks, those search-based learning methods are non-convergent, i.e., they diverge in the training.
As large margin classification models, theoretically those search-based learning methods have some convergent properties dependent on strict separability conditions. However, those strict separability conditions are not satisfiable in most real-world tasks, as demonstrated in many lines of prior work [31] . We will also show in the experiments that those searchbased learning methods diverge dramatically as the training goes on, which makes the model accuracy go worse and worse.
• The existing search-based methods do not support probabilistic information. The magnitude of model weights grows dramatically as training 2 The perceptron model used in the manuscript is the structured perceptron which includes features that incorporate transition features (structural information). The decoding of the structured perceptrons has to apply the Viterbi algorithm, because of the introduction of transition features. The decoding is the same with CRF models, which indeed considers the transition features. It is very different from the ordinary non-structured perceptron models, which can use greedy decoding because of the lack of transition features.
goes on, and there is no reliable probabilistic information that can be derived. We will also show the curves of the model weight magnitude in the experiments.
To address those issues, we propose a novel and "easy" solution, a searchbased probabilistic online learning framework (SAPO), which can fix almost all of those drawbacks. The method is "easy" because the optimization algorithm at the training stage is as simple as the decoding algorithm at the test stage. The proposed method searches the top-n output candidates, derives probabilities based on the searched candidates, and conducts fast online learning by updating the model weights.
We show that the proposed method is of fast training speed which is comparable with structured perceptrons and MIRA, able to support search-based optimization and no need to calculate gradient, very easy to implement, with top accuracy which is even better than CRF and BiLSTM, and with theoretical guarantees of convergence towards the optimum given reasonable conditions.
Experiments on well-known tasks show that our method has better accuracy than CRF and BiLSTM and almost as fast training speed as structured perceptrons and MIRA.
The contributions of this work are as follows:
• On the methodology side, we propose a general purpose search-based probabilistic online learning framework SAPO for sequence labeling. We show that SAPO can address a variety of issues of existing methods. Compared with probabilistic gradient-based learning methods such as CRF and RNN, the proposed method supports search-based learning such that avoiding complex gradient calculation, and with extra advantages on accuracy and training speed. Compared with search-based learning methods such as structured perceptron and MIRA, SAPO has much higher accuracy.
• For the proposed method, we provide theoretical and empirical justifications of convergence, even if the data is linearly non-separable. We provide Algorithm 1 Search-based Probabilistic Online Learning Algorithm (SAPO) 1: input: top-n search parameter n, regularization strength λ, learning rate γ 2: repeat
3:
Draw a sample z z z = (x x x, y y y * ) at random from training set S
4:
Based on w w w, search the top-n outputs Y n = {y y y 1 , y y y 2 , · · · , y y y n }
5:
For every y y y k ∈ Y n , compute the probability P k = P (y y y k |x x x, w w w)
6:
For every y y y k ∈ Y n , update the weights by w w w ← w w w − γP k F F F (x x x, y y y k )
7:
For y y y * , update the weights by w w w ← w w w + γF F F (x x x, y y y * )
8:
Regularize the weights by w w w ← w w w − γλ |S| ∇R(w w w) 9: until Convergence 10: return the learned weights w w w * a novel theoretical analysis on the convergence of the proposed method, which does not rely on the assumption of linearly separable margin. On the other hand, structured perceptron and MIRA diverge in real-world tasks, which have linearly non-separable datasets, as to be shown in our experiments.
• On the application side, for several benchmark natural language processing tasks, including part-of-speech tagging, biomedical entity recognition, and phrase chunking, our simple search-based learning method can easily beat the strong baseline systems on those competitive tasks with faster speed.
Proposed method
We first describe the proposed search-based probabilistic online learning algorithm SAPO; then, we compare SAPO with existing methods.
Search-based probabilistic online learning
The proposed search-based probabilistic online learning algorithm SAPO has the key schemes as follows: top-n search (either exact search or approximate search), a scheme for calculating probabilities, perceptron-style update for weights, and a regularizer on weights. We introduce the technical details of the key schemes as follows, after which we summarize the SAPO algorithm in Algorithm 1.
First, SAPO draws a training sample z z z = (x x x, y y y * ) at random from training set S, and searches for the top-n outputs:
Y n = {y y y 1 , y y y 2 , · · · , y y y n }
In this work, each output y y y is a structured label sequence y y y = {y 1 ,
where l is the number of labels in the sequence. There are many methods to realize top-n search. One method uses the A* search algorithm [12] . An A * search algorithm with a Viterbi heuristic function can be used to produce top-n outputs one-by-one in a efficient manner. We use the backward Viterbi algorithm [42] to compute the admissible heuristic function for the forward-style A * search. This way, we can produce the top-n taggings efficiently. Then, for every y y y k ∈ Y n , compute the probability in a log-linear fashion:
where w w w is the vector of the model weights, F F F (x x x, y y y k ) is the feature vector based on x x x and y y y k , and Y n is simply the top-n outputs defined before. With this definition, we can see that n k=1 P k = 1. That is, we use top-n search results to estimate the probability distribution, which is typically defined as:
As we can see, the only difference is the normalizer -we use top-n search results to estimate the normalizer. With the growth of n, this probability estimation in (1) goes more and more accurate towards the traditional probability in (2).
On the theoretical side, we will show in the theoretical analysis that this probability estimation can be arbitrarily-close to the traditional probability by using a proper n, and the SAPO algorithm is guaranteed to converge towards the optimum weights w w w * with an arbitrarily-close distance, given reasonable conditions. On the empirical side, we will show in experiments that the probability estimation is good enough for most real-world tasks even with n = 5 or n = 10.
After that, SAPO updates the weights in a perceptron fashion. For every y y y k ∈ Y n , the weights are updated as follows:
As we can see, this is similar to the perceptron style update, except with an additional learning rate γ and a probabilistic scale P k . On the other hand, for the oracle tagging y y y * , the weights are updated by w w w ← w w w + γF F F (x x x, y y y * )
As we can see, this is also similar to the perceptron style update. There is no need to use a probability scale here, because the probability is 1.
Finally, SAPO uses a weight regularizer with regularization strength λ, just like the stochastic regularization adopted in stochastic gradient descent (SGD) [2, 23, 31] . Following the regularization scheme of SGD, the regularization strength turns to λ/|S| in the online learning setting [2, 23, 31] . Also, the regularization should be scaled with the learning rate γ. Thus, by using a regularizer denoted as R(w w w), the regularization step is as follows:
The regularizer R(w w w) can be L 2 , L 1 , or other regularization terms. For simplicity, in this work we use the most widely used L 2 regularizer (a Gaussian prior).
The SAPO algorithm is summarized in Algorithm 1.
Comparison and discussion
Among the existing sequence labeling methods, the most similar and related methods to SAPO are structured perceptrons [5] and CRF [16] .
If we compare SAPO with the structured perceptron [5] and CRF [16] with stochastic training, it is interesting to see that SAPO is like a "unification" of the structured perceptron and the stochastically trained CRF. The differences between CRF, structured perceptron, and SAPO mainly lie in how they estimate the parameters using the sequential information in the training phase. Structured perceptron updates the parameters only using the gold sequence path.
CRF updates the parameters using an expectation of all the possible sequence paths. SAPO updates the parameters using the top-n possible sequence paths.
If we neglect the learning rate and the regularizer term of SAPO, the structured perceptron algorithm [5] can be seen as an extreme case of SAPO with n = 1 (i.e., using top-1 search instead of top-n search). On the other hand, the stochastically trained CRF can be seen as another extreme case of SAPO with exponentially big n that enumerates over all possible output taggings (the only difference is that CRF uses dynamic programming instead of top-n search).
In other words, structured perceptron can be seen as SAPO with extremely small n, and CRF can be seen as SAPO with extremely big n. We argue that SAPO is more natural than both structured perceptrons and CRF -we should use a moderate value of n instead of an extremely small n (structured perceptrons) or an extremely huge n (CRF). As we will show in experiments and theoretical analysis, an extremely small n like structured perceptron will lead to low accuracy and non-convergent training, and an extremely large n like CRF will also lead to loss of accuracy (due to the overfitting of probabilities) and high computational cost. In practice, we find it good enough to use n = 5 or n = 10 for real-world tasks.
The MIRA algorithm also has a variation of Nbest MIRA which also uses topn search [7] . Interestingly, it is also good enough to use n = 5 or n = 10 for Nbest MIRA [7, 19, 3] . Nevertheless, SAPO is substantially different compared with Nbest MIRA. The major difference is that SAPO has probability estimation of different outputs while Nbest MIRA does not. Nbest MIRA treats different outputs equally without probability difference, which is why CRF cannot be seen as a special case of Nbest MIRA. Even if Nbest-MIRA uses extremely huge n in top-n search, it is not equivalent to CRF, and the difference is substantial.
Also, there are other differences between SAPO and Nbest MIRA. For example, SAPO has the regularizer term and the learning rate and has no need to use the "minimum change" optimization criterion of MIRA during weight update.
Theoretical analysis
Here we give theoretical analysis on the objective function, update term, convergence conditions, and convergence rate.
Objective function and update term
Here we analyze the equivalent objective function of SAPO and the update term of SAPO. The SAPO algorithm (Algorithm 1) is a search-based optimization algorithm so that there is no need to compute the gradient of an objective function, and there is no explicit objective function used in the SAPO algorithm.
Nevertheless, interestingly, we show that the SAPO algorithm is convergent and it converges towards the optimum weights w w w * which maximizes the objective function as follows:
where m is the number of training samples, i.e., m = |S|, and R(w w w) is a weight regularization term for controlling overfitting. This objective function is similar to that of CRF. Equivalently, for the convenience of convex-based analysis, we denote the objective function f (w w w) as the negative form of (6):
log P (y y y * i |x x x i , w w w) + λR(w w w)
We show that the SAPO algorithm converges towards the optimum w w w * which minimizes the convex objective function of f (w w w):
w w w * = minimize w w w f (w w w)
To clarify the theoretical analysis, we compare SAPO with the SGD (stochastic gradient descent) training scheme. Recall that the weight update has the following form in SGD [2, 23] :
where ∇f z z z (w w w) is the stochastic gradient of f (w w w) based on the sample z z z, which has the following form when using the CRF objective function:
To make a comparison, we denote s s s z z z (w w w) as the (negative) SAPO update term for a sample z z z such that w w w ← w w w − γs s s z z z (w w w)
Then, according to the procedure of SAPO algorithm, it is easy to check that s s s z z z (w w w) has the following form:
As we can see from (10) and (12), by increasing n, the SAPO update term s s s z z z (w w w)
can be arbitrarily-close to the stochastic gradient ∇f z z z (w w w). More formally, we 5 In practice, SGD and SAPO can use decayed learning rate or fixed learning rate. Following [23, 30] , for the convenience of theoretical analysis, our theoretical analysis is more focused on SGD and SAPO with fixed learning rate. define δ z z z (w w w) = ∇f z z z (w w w) − s s s z z z (w w w)
Then, for any ǫ ≥ 0, there is at least a corresponding n such that,
In other words, when n is increasing, the approximation is expected to be more and more accurate and finally reaches the point where δ z z z (w w w) ≤ ǫ.
Optimum, convergence, and convergence rate
Recall that f (w w w) is the sequence labeling objective function, and w w w ∈ W is the weight vector. Taking the time stamp t into consideration, the SAPO update (11) can be reformulated as follows:
w w w t+1 ← w w w t − γs s s z z zt (w w w t )
To state our convergence analysis results, we make several assumptions following [22] . We assume f is strongly convex with modulus c, that is, ∀w w w, w w w ′ ∈ W,
where || · || means 2-norm || · || 2 by default in this work. When f is strongly convex, there is a global optimum/minimizer w w w * . We also assume Lipschitz continuous differentiability of ∇f with the constant q, that is, ∀w w w, w w w ′ ∈ W, ||∇f (w w w ′ ) − ∇f (w w w)|| ≤ q||w w w ′ − w w w||
Also, let the norm of s s s z z z (w w w) be bounded by κ ∈ R + :
Moreover, it is reasonable to assume
because even the ordinary gradient descent methods will diverge if γc > 1 [23] .
Based on the assumptions, we show that SAPO converges towards the minimum w w w * of f (w w w) with an arbitrary-close distance, and the convergence rate is given as follows.
Theorem 1 (Optimum, convergence, and rate). With the conditions (16) , (17) , (18) , (19) 
Let γ be a learning rate as
where we can set β to be any value as far as β ≥ 1. Let t be the smallest integer
where a 0 is the initial distance such that a 0 = ||w w w 0 −w w w * || 2 . Then, after t updates of w w w, SAPO converges towards the optimum such that
The proof is in Appendix A.
This theorem shows that the approximation based learning like SAPO is also convergent towards the optimum of the objective function. Thus, we can approximate the true gradient by top-n search and still keep the convergence properties, without having to calculate exact gradients such as the training of CRF.
More specifically, the theorem shows that SAPO is able to converge towards the optimum of the objective function with arbitrarily close distance ǫ, as far as the SAPO update term s s s(w w w) is a "close-enough approximation" (i.e., satisfying (21)) of the true gradient ∇f (w w w). Since s s s(w w w) can be arbitrary-close to ∇f (w w w) by increasing n, SAPO can use the smallest n as far as the close-enough approximation (21) is satisfied. In practice, we find that setting n to 5 or 10 already empirically satisfies the close-enough approximation in most of the realworld tasks. Moreover, the convergence rate is given in the theorem -SAPO is guaranteed to converge with t updates, and t is the smallest integer satisfying (23) .
This analysis also explains why the structured perceptron algorithm [10, 5] does not converge in most of the practical tasks. As discussed before, the structured perceptron algorithm can be essentially treated as an extreme case of SAPO, which uses an extremely small n as 1. In most cases, the use of n = 1 does not satisfy the close-enough approximation condition of (21) . Thus in most cases the structured perceptron algorithm has a bad approximation over the true gradient and it diverges (as we will show in experiments).
As for the real-world tasks, the datasets are often linearly non-separable, so the structured perceptron and MIRA will diverge. However, according to the theoretical analysis, SAPO is able to remain convergent even when the data is linearly non-separable. Our experiments in Section 4 will show how SAPO is still convergent in the real-world tasks.
Experiments
We describe the real-world tasks for the experiments, the experimental settings, and the experimental results as follows.
Tasks
We conduct experiments on natural language processing tasks with quite diverse characteristics. The natural language processing tasks include (1) part-ofspeech tagging, (2) biomedical named entity recognition, and (3) phrase chunking. All of the tasks use boolean features. From tasks (1) to (3), the average length of samples (i.e., the number of tags per sample) is quite different, being 23.9, 26.5, 46.6, respectively. The dimension of tags |Y| is also very diversified among tasks, with |Y| ranging from 5 to 45.
Part-of-Speech Tagging (POS-Tag): Part-of-Speech (POS) tagging is
an important and highly competitive task in natural language processing. We use the standard benchmark dataset in prior work [5, 40] [27] . The training set consists of 8,936 sentences, and the test set consists of 2,012 sentences. Following the previous work [39] , we use the feature templates based on word n-grams and part-of-speech n-grams, with 264,818 raw features in total. Following previous studies, the evaluation metric for this task is balanced F-score.
Experimental settings
We compared the proposed SAPO algorithm with strong baselines in the existing literature, including both probabilistic gradient-based learning methods and search-based learning methods. For the probabilistic gradient-based learn-ing methods, we choose the arguably most popular model CRF [16] , bidirectional LSTM (Bi-LSTM) [28] , and bidirectional LSTM CRF (Bi-LSTM-CRF) [14] as the baselines. The CRF is with the widely used L 2 regularization and is trained with the standard SGD training algorithm. The Bi-LSTM and Bi-LSTM-CRF are trained with Adam optimizing algorithm [15] .
For search-based learning methods, we choose structured perceptrons (Perc) [5] and MIRA [7] , which are arguably the most popular search-based learning methods, as the baselines. In most cases, the averaged versions of structured perceptrons and MIRA work empirically better than naive versions of structured perceptron and MIRA [5, 19, 8, 3] . Thus we also compare SAPO with averaged versions of structured perceptrons and MIRA. To differentiate the naive and averaged versions, we denote them as Perc-Naive, Perc-Avg, MIRANaive, MIRA-Avg, respectively. Moreover, the MIRA method has the Nbest versions [7, 19] , which adopt top-n search and update instead of Viterbi search and update. We also choose Nbest versions of MIRA as the additional base- Also, the proposed SAPO algorithm uses the same top-n search scheme as the Nbest MIRA does. As shown in the previous work [7, 19, 3] , it is good enough to use n = 5 or n = 10 for Nbest MIRA. It is also good enough to use n = 5 or n = 10 for the proposed SAPO algorithm. Thus, we set n = 5 for Nbest MIRA and SAPO for fast speed.
The features used are based on previous work [39] . The labeling scheme is the same for all models (including neural models).
For POS-Tag, it is the original POS tag. For BioNER and Chunking, it is the BIO scheme following the previous work [39] .
All Experiments are performed on a computer with the Intel(R) Xeon(R)
3.0GHz CPU. For fair comparison, we set the batch size to 1 for all experiments.
Experimental results
The experimental results in terms of accuracy/F-score and the computation cost are shown in Figure 1 , Figure First, we compare SAPO with three popular gradient-based learning algorithms: CRF, Bi-LSTM, Bi-LSTM-CRF. It is impressive that the proposed SAPO algorithm even has better accuracy than the CRF, Bi-LSTM, and Bi-LSTM-CRF, which are three popular models for sequence labeling. Note that all the models are already fully optimized. As for the superiority, the reason is that the probability is distributed on top-n outputs in SAPO, which is a "regularized" distribution instead of the probability distribution spread over all possible outputs (an exponential number). In this sense, SAPO is "regularizing" the exponential probability distribution to a simpler top-n probability distribution. This can be seen as a probability-based regularizer with hyper-parameter n controlling the regularization strength. Interestingly, the experimental results suggest that this type of regularization can indeed improve the accuracy/Fscore.
We observe that SAPO is better than CRF, Bi-LSTM, and Bi-LSTM-CRF in all of the three tasks, and it shows that in many cases the differences are We also conduct significance tests based on t-test. 7 For the POS-Tag and chunking task, the significance test suggests that the superiorities of SAPO over all of the baselines except CRF are statistically significant, with at least p < 0.01. For the Bio-NER task, the significance test suggests that the superiorities of SAPO over all of the baselines are significant, with at least p < 0.05. Figure 1 and Figure 2 show the training curves based on the number of train-7 For the tasks measured by F-score, the t-test is approximated by using accuracy to approximate F-score. and it is very easy to implement.
Related work
Many sequence labeling methods have been developed including probabilistic gradient-based learning methods and search-based learning methods [44, 11] .
The probabilistic gradient-based learning methods include conditional random fields [16, 38] , and a variety of extensions such as dynamic conditional random fields [35] , hidden conditional random fields [26] , and latent-dynamic conditional random fields [21] .
The search-based learning methods include margin infused relaxed algorithm [7] , structured perceptrons [5] , and a variety of related work in this direction such as latent structured perceptrons [33, 32] , confidence weighted linear classification (CW) [9] , max-violation perceptrons [45] . Most of the search-based learning methods are large-margin online learning methods. Other related work on sequence labeling also includes maximum margin Markov networks [36] and structured support vector machines [37] .
For training sequence labeling models, especially probabilistic gradient-based learning methods like CRF and its variation models, the arguably most popular training method is stochastic gradient descent (SGD) [2, 47, 23, 34, 31] , which typically has faster convergence rate compared with alternative batch training methods, such as limited-memory BFGS (L-BFGS) [24] and other quasi-Newton optimization methods. The SGD training has theoretical guarantees to converge to the optimum weights given the convex objective function (e.g., CRF) [2, 47, 23] . For the search-based learning methods such as structured perceptrons, MIRA, and their variation algorithms, the training scheme is usually quite simple and self-contained in the search-based learning algorithm/model [5, 7, 19] .
As for dealing with overfitting, the probabilistic gradient-based learning methods typically use explicit regularization terms such as the widely used L 2 regularizer. Other regularization schemes include the L 1 regularizer [1, 39] , the group Lasso regularization [46, 18] , the structure regularization [30] , and others [25] . For the search-based learning methods like structured perceptrons and MIRA, the scheme to deal with overfitting is less formal compared with a regularizer, usually by using parameter averaging or voting [5, 19, 8, 3] . Experiments on well-known benchmark tasks demonstrate that SAPO has better accuracy than CRF and BiLSTM and roughly comparable training speed as structured perceptrons and MIRA. Results also show that SAPO can easily beat the strong baseline systems on those competitive tasks.
In the current implementation, our top-n search uses a simple A* search algorithm with Viterbi heuristics. This top-n search algorithm is not fully optimized for speed. There are several other top-n search algorithms possibly with faster speed. In the future we can optimize the top-n search algorithm.
We believe that this can further improve the training speed of SAPO. Moreover, SAPO is a general purpose algorithm for structured classification with arbitrary structures. In the future we can apply SAPO to structured classification with structures that are more complex, e.g., syntactic parsing [17] and statistical machine translation [43] .
A.2. Bounds
Since ∇f (w w w) is Lipschitz according to (17) , we have f (w w w) ≤ f (w w w ′ ) + ∇f (w w w ′ ) T (w w w − w w w ′ ) + q 2 ||w w w − w w w ′ ||
2
Setting w w w ′ = w w w * , it goes to f (w w w) − f (w w w * ) ≤ q 2 ||w w w − w w w * || 2 , such that E[f (w w w t ) − f (w w w * )] ≤ q 2 E||w w w t − w w w * || 2 = q 2 a t
In order to have
it is required that q 2 a t ≤ ǫ, that is
Combining (36) and (38), it is required that
To meet this requirement, it is sufficient to set the learning rate γ such that both terms on the left side are less than ǫ q . For the requirement of the second term a ∞ ≤ ǫ q , recalling (33) , it goes to γ ≤ cǫ − 2τκ 2
Thus, introducing a real value β ≥ 1, we can set γ as
Note that, to make this formula meaningful, it is required that cǫ − 2τ q ≥ 0 Thus, it is required that τ ≤ cǫ 2q
which is solved by the condition of (21).
On the other hand, we analyze the requirement of the first term that
Since a 0 − a ∞ ≤ a 0 , it holds by requiring
which goes to t ≥ log ǫ qa0 log (1 − cγ)
Since log (1 − cγ) ≤ −cγ given (19) , and that log ǫ qa0 is a negative term, we have 
Combining (40) and (44) , it goes to t ≥ βqκ 2 log (qa 0 /ǫ) c(cǫ − 2τ q) which completes the proof.
