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ABSTRACT. – We solve the Cauchy problem with weakly oscillating data, in the space
of holomorphic functions with respect to time, and Gevrey class with respect to the other
variables. We show the stability of Cauchy problem’s solution with nul initial data. In the
stationary case, we give estimates of the solution’s lifespan with respect to the speed’s
size of the oscillations of initial data.  2001 Éditions scientifiques et médicales Elsevier
SAS
RÉSUMÉ. – On résout le problème de Cauchy avec des données initiales faiblement
oscillantes, dans 1’espace des fonctions holomorphes par rapport au temps et de classe
Gevrey par rapport aux autres variables. On établit aussi la stabilité de la solution du
problème de Cauchy à données initiales nulles. Dans le cas stationnaire, on donne une
estimation du temps de vie de la solution en fonction de la taille des vitesses d’oscillations
des conditions initiales.  2001 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction
Pour les équations différentielles ordinaires, il est connu que pour
ε > 0, le probleme de Cauchy


du
dt
= f (t, u(t)),
u(0)= εu0,
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admet une solution dans l’intervalle [0, Tε[, avec limε→0 Tε = +∞.
Ce type de résultat n’est plus valable pour les équations aux dérivées
partielles. En effet, (voir [14,4]), étant donnée une fonction analytique ϕ,
alors le problème {
∂t − i∂xu= u2,
u(0, x)= εϕ(x),
admet pour solution la fonction u(t, x) = εϕ(x + it)/[1− t.ϕ(x + it)]
dont le rayon d’analyticité est au plus égal à celui de ϕ. Ainsi, le temps
de vie de la solution de ce problème ne peut exéder le rayon d’analyticité
de ϕ donc ne tend pas vers ∞ quand ε tend vers zéro.
Par exemple si ϕ = 1/(1− x), x0 ∈ ]−∞,1[, Tε = 1− x0 pour −∞<
x < x0.
Dans ce travail, nous étudions le problème de Cauchy–Kowalewski
pour des équations aux dérivées partielles non linéaires d’ordre supé-
rieur m avec des données initiales à faibles oscillations. Pour un para-
métre ε > 0 petit, on prend des conditions initiales du type uj(εx), j =
0, . . . ,m− 1. On établit alors 1’existence globale en temps sur chaque
D(0, T ), de la solution du problème dans l’espace des fonctions holo-
morphes par rapport au temps et de classe Gevrey par rapport aux va-
riables spatiales, pour tout ε ∈ ]0, ε0[, avec 0 < ε0 < 0, et on montre que
le temps de vie de ces solutions tend vers l’infini quand ε→ 0.
Dans le cas stationnaire, on établit des estimations asymptotiques de la
durée de vie de ces solutions. On établit aussi la stabilité de la solution
du problème à données nulles.
2. Notations et résultats
Soient m, n ∈ N∗, les points génériques de C et Rn sont notés
respectivement t et x = (x1, . . . , xn). On considère B une partie de
{
(j, α) ∈N×Nn; j + |α|m,j <m et α = 0}
où |δ| =∑ni=1 δi est la longueur du multi-indice δ ∈Nn.
On note r = CardB , DBu = (Dσu)σ∈B , D−1t u la primitive de la
fonction u par rapport à t s’annulant avec t , Ω un voisinage ouvert, auto-
absorbant de l’origine de Rn. Pour T > 0, on notera UT = {t ∈ C; |t|<
T } et ΩT =UT ×Ω et on pose d = inf{(m− j)/|α|, (j, α) ∈ B}.
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Une fonction ϕ ∈ C∞(Ω,R) est dite de classe Gevrey d’indice d dans
Ω , si
∃C > 0, ∀α ∈Nn, ∀x ∈Ω, ∣∣Dαϕ(x)∣∣ C|α|+1(α!)d
ce qui est équivaut à l’existence d’un couple de constantes positives
([ϕ]0, [ϕ]1) telles que
∀α ∈Nn, ∀x ∈Ω, ∣∣Dαx ϕ(x)∣∣ [ϕ]0([ϕ]1)|α|(α!)d.
On notera Gd(Ω) l’espaces de ces fonctions.
Cω,d(UT ×Ω) est l’algebre des fonctions u :UT ×Ω→C, admettant
des dérivées de tout ordre en x continues sur ΩT et holomorphes en t .
On notera Gω,d(UT ×Ω) la sous algébre des fonctions u ∈ Cω,d(UT ×
Ω) telles que
∃C > 0, ∀α ∈Nn, ∀t ∈ UT , ∀x ∈Ω,
∣∣Dαx u(t, x)∣∣ C|α|+1(|α|!)d.
On munit Gω,d(ΩT ) de la topologie limite projective lorsque 0 < T ′ < T
de la famille (ET ′)T ′ des espaces topologiques limites inductives definis
par
ET ′ =
⋃
→
ζk→+∞
1kn
G
ω,d
T ′,ζ=(ζ1;...,ζn)(ΩT ′)
([17, p. 331–333], [16, p. 146–147]).
Etant données des fonctions ϕj ∈Gd(Ω) (j = 1, . . . ,m− 1), et ε > 0
un petit paramètre, on considère le problème de Cauchy
{
Dmt u(t, x)= f
(
t,DBu(t, x)
)
,
D
j
t u(0, x)= ϕj (ε. x), ∀j = 0, . . . ,m− 1.(1)
On supposera que f (t,0)= 0 et on notera ϕεj (x)= ϕj (ε.x).
THÉORÈME 1. – Soient f une fonction holomorphe dans un voisi-
nage de UT × {0} ⊂ C × Cr et ϕj ∈ Gd(Ω) (j = 0, . . . ,m − 1), alors
il existe ε0 > 0 tel que pour tout ε ∈ ]0, ε0[, le problème de Cauchy (1)
admet une unique solution uε de classe Gω,d(ΩT ).
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THÉORÈME 2. – Si Ω est borné, la solution du problème (1) à
données nulles est stable, c’est à dire, si ϕj (0) = 0 pour tout j =
0, . . . ,m− 1, alors la suite (uε)ε tend vers 0 dans Gω,d(UT ×Ω) quand
ε tend vers 0.
THÉORÈME 3. – Si f est une fonction indépendante de la variable
t et holomorphe dans un voisinage de l’origine de Cr , alors pour tout
ε ∈ ]0,1[ il existe une unique solution uε ∈ Gω,d(UTε × Ω) de (1), où
Tε  µ(1/ε)s , avec s = inf{|α|/(m− k), (k, α)∈ B}.
Remarques. –
(i) Il est important de remarquer que pour ε ∈ ]0,1[ on a
∀x ∈Ω, εx ∈Ωε = {y; y = εx, x ∈Ω} ⊂Ωε ⊂Ω.
(ii) La famille d’opérateurs considèrée ne contient pas l’operateur
utilisé dans le contre exemple de [14].
(iii) Dans [6], le problème de Cauchy est étudié pour des systémes du
premier ordre du type Dtu= f (t,Dxu).
Ces équations sont comprises dans notre étude. Dans le cas scalaire,
notre étude se fera dan Gω,1 qui n’est autre que l’espace des fonctions
holomorphes par rapport au temps et uniformément analytique par
rapport aux variable spatiales et on a s = 1 donc le temps de vie de la
solution de notre problème est supérieur à µ 1
ε
. On retrouve, dans ce cas
particulier, les estimations de [6].
(iv) Notre étude peut être étendue aux équations du type
Dmt u= f
(
t,DBu
)+ g(t,DB ′u)u.
(v) Pour des équations du type Dttu = f (t,∇xu), on a l’existence
locale du problème de Cauchy pour l’indice de Gevrey d  2.
Exemples. –
(a)


∂2t u− ∂2xu= 0,
u(t = 0)= 0, ut (t = 0)= 1
(1− εx)2 , x ∈ ]−1,1[,
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a pour solution
u(t, x)= t
(1+ ε(x + t))(1− ε(x − t))
dont le temps de vie est Tε ∼ε→0 1/ε.
(b) En utilisant la relation suivante :
(expv)tt − (expv)xx = (vtt − vxx + (vt )2 − (vx)2) expv,
on déduit que la solution du problème
{
vtt − vxx = (vx)2 − (vt )2,
v(t = 0)= 0, vt (t = 0)= ϕ(x),
est
v = log
(
1+ 1
2
x+t∫
x−t
ϕ(r)dr
)
sur la partie formée par l’axe réel du temps.
Pour ϕ = 11−εx , x ∈Ω = ]−1,1[, on a :
v(t, x)= log
(
1+ 1
2ε
log
(1− ε(x + t)
1− ε(x − t)
))
.
Son temps de vie est déterminé par :
1
2ε
log
(1− ε(x + t)
1− ε(x − t)
)
=−1
et on trouve
Tε(x)= 1
ε
(1− exp−2ε)
(1+ exp−2ε) (1− 2ε) ∼ε→0 2.
Cet exemple montre l’optimalité de l’ensemble B de dérivations choisi,
car ici la condition α = 0 n’est pas vérifiée.
(c) De même le problème

∂tu− i∂xu= u2,
u(0, x)= ϕ(εx)= 1
1− εx , ω= ]−1,1[
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a pour solution
u(t, x)= 1
1− εx − t1 + εt2 − i(εt1 + t2)
en posant t = t1 + it2.
Son temps de vie est déterminé par le système
{
1− εx − t1 + εt2 = 0,
εt1 + t2 = 0,
on obtient
|Tε(x)| = 1− εx−→
ε→0 1.
Ici encore, le second membre fait intervenir l’inconnue u, donc la
condition α = 0 n’est pas vérifiée.
3. Démonstration des résultats
3.1. Transformation du problème
Soit le problème
{
Dmt u(t, x)= f
(
t,DBu(t, x)
)
,
D
j
t u(0, x)= ϕj(x), ∀j = 0, . . . ,m− 1.(2)
A l’aide du changement d’inconnue
v(t, x)= u(t, x)−
m−1∑
j=0
1
j ! t
jϕj (x)(3)
le probleme (2) est équivalent à


Dmt v(t, x)= f
(
t,DB
(
v +
m−1∑
j=0
1
j ! t
j ϕj
)
(t, x)
)
,
D
j
t v(0, x)= 0, j = 0, . . . ,m− 1,
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et comme D−1t u(0, . )= 0, en posant
Dmt v = u(4)
le problème (2) sera équivalent à l’équation
u(t, x)= f
(
t,DB
(
D−mt u+
m−1∑
j=0
tj
j !ϕj
)
(t, x)
)
.
En définissant l’application L :u → Lu telle que
Lu(t, x)= f
(
t,DB
[
D−mt u+
m−1∑
j=0
tj
j !ϕj (x)
])
le probleme (2) est alors réduit á la recherche des points fixes u de
l’application L.
• Pour la simplicité des calculs on a supposé que f (0, . ) = 0. Sous
cette condition, les points fixes de l’application L vérifient la relation
u(0, x)= 0, ∀x ∈Ω(5)
car si u est un point fixe de L, alors
u(0, x)= Lu(0, x)= f
(
0,DB
[
D−mt u+
m−1∑
j=0
tj
j !ϕj (x)
]
t=0
)
= 0.
• Comme on le verra, la relation (5) est importante pour établir
l’unicité locale du point fixe deL, par suite l’unicite globale dans la classe
des fonctions holomorphes par rapport à t .
• L’hypothese f (0, . )= 0 n’entame en rien la généralité du problème,
car :
Si f (0, . ) = 0, on pose
v = u− f (0, (Dαx ϕk(x))(k,α)∈B)= u−Ψ (x)
comme pour tout (k, α) ∈ B on a k <m, alors
DB
(
D−mt u+
m−1∑
j=0
tj
j !ϕj
)
(0, x)= (Dαx ϕk(x))(k,α)∈B
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donc le problème (2) est équivalent à l’équation
v = f
(
t,DB
[
D−mt v+ tmΨ (x)+
m−1∑
j=0
tj
j !ϕj
])
−Ψ (x)= g(t, x)
avec g(0, . )= 0. On définit l’application L :u → Lu telle que
Lu(t, x)= f
(
t,DB
[
D−mt u+ tmΨ (x)+
m−1∑
j=0
tj
j !ϕj
]
(t, x)
)
−Ψ (x)
et le problème (2) est alors réduit à la recherche des points fixes de
l’application L avec g(0, . )= 0.
3.2. Rappels sur les algèbres de Banach Gω,dT ,ζ (ΩT ) ([7], [17])
Ne pouvant utiliser dans Gω,d(UT ×Ω) le théorème du point fixe de
Banach, on introduit une famille d’algèbres de Banach Gω,dT ,ζ (ΩT ), ζ ∈
[R∗+], qui va recouvrir Gω,d(UT ×Ω) et où on montre que l’application L
est une contraction stricte. Ces algèbres sont définies à partir des algèbres
G
ω,d
T ,ξ,ζ (ΩT ), introduites dans [17] et [7], où on choisit ξ = 1.
DÉFINITION 1. – Soit u = ∑α uαtα et v = ∑α vαtα deux séries
formelles telles que uα  0. et vα ∈ C. On dit que la série v est majorée
par u et on note v  u, si pour tout α, |vα|  uα . Si u est une série
convergente, on dit que u est une fonction majorante de la série v et on
déduit que v est aussi convergente (absolument).
On considère une série formelle
Φ ≡Φ(t, x)= ∑
α∈Nn
Φα(t)
xα
α!
où les Φα sont des séries formelles  0 pour lesquelles il existe un
voisinage U de l’origine de C où elles sont convergentes.
Pour Ω un ouvert de Rn et u ∈ Cω,∞(U×Ω) (fonction holomorphe
par rapport à t ∈ U et indéfiniment différentiable par rapport à x ∈ Ω),
on notera aussi :
uΦ
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si
∀(k, α)∈N×Nn, ∀x ∈Ω, ∣∣Dkt Dαx u(0, x)∣∣DαxΦα(0).
On note :
Cω,∞Φ (U×Ω)=
{
u ∈Cω,∞; ∃C > 0, uCΦ}.
On définit sur Cω,∞Φ (U×Ω) la norme
‖u‖Φ =min{C  0; u CΦ}.
PROPRIÉTÉ 1. – Muni de cette norme, Cω,∞Φ (U×Ω) est un espace de
Banach.
Construction des algèbres de Banach
Soit la fonction de Lax
θ(t)=
+∞∑
j=0
tj
(j + 1)2
définie pour |t| 1 [10].
PROPRIÉTÉ 2. – Il existe une constante K > 0 telle que
θ2 Kθ
au sens des séries majorantes.
Pour T > 0, on définit la fonction φT par :
φT (t)= 1
K
θ
(
t
T
)
, ∀|t|< T
donc
φ2T  φT .
Pour tout ζ = (ζ1, . . . , ζn) ∈ (R∗+)n, ξ ∈ R∗+, on considère la série
formelle
Φ
ω,d
T ,ζ,ξ =Φω,dT ,ζ,ξ (t, x)=
∑
k∈N
(ζ. x)k
k! (k!)
d−1DkφT (ξ t)
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les séries de Taylor des fonctions t → φT (ξ t) sont convergentes dans
{t ∈C; ξ |t|< T }.
On choisissant ξ = 1, on omettra de faire apparaitre dans les notations
la dépendance par rapport à ξ .
DÉFINITION 2. – On dit qu’une fonction u ∈ Gω,dT ,ζ (ΩT ) si u ∈
Cω,∞(ΩT ) est telle que :
∃C > 0, ∀α ∈Nn, ∀x ∈Ω,
Dαx u(t, x)Cζα|α|!d−1D|α|φT (t).(6)
Cette relation sera aussi notée :
uC.Φω,dT ,ζ .
Alors (
Φ
ω,d
T ,ζ
)2 Φω,dT ,ζ(7)
et Gω,dT ,ζ (ΩT ) muni de l’application u → ‖u‖ = inf{C > 0; u CΦω,dT ,ζ }
est une algèbre de Banach 1 et on a les propriétés suivantes.
PROPOSITION 1. –
1. Gω,dT ,ζ (ΩT )⊂Gω,d(ΩT ′), pour tout T ′ < T et ζ ∈ (R∗+)n.
2. Soient u ∈ Gω,d(ΩT ) telle que u(0, . ) = 0, ζ ∈ (R∗+)n et C > 0,
alors il existe T0 > 0 tel que pour tout T ′ ∈ ]0, T0[, u ∈ Gω,dT ′,ζ (ΩT ′) et‖u‖ C.
3. Si u ∈Gω,dT ,ζ (ΩT ) verife ‖u‖<R, alors RR−u ∈Gω,dT ,ζ (ΩT ) et
∥∥∥∥ RR− u
∥∥∥∥
(
K + ‖u‖
R−‖u‖
)
.
Preuve. –
• La propriété 1 correspond au lemme 9.1 p. 332 de [17].
• La propriété 2 correspond à la réciproque du lemme 9.1 p. 332–333
de [17].
• La propriété 3 correspond à la proposition 9.4 p. 333 de [17].
1 On omettra de préciser la dépendance de la norme des paramètre T et ζ .
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PROPOSITION 2 (proposition 9.5, p. 333, de [17]). – Pour tout
(k, α)∈ Z×Nn tel que k+d|α| 0, il existe Ck,α > 0 telle que : ∀T > 0,
∀ζ ∈ (R∗+)n, ∀u, u′ ∈Gω,dT ,ζ (ΩT ),∥∥Dkt Dαx u∥∥ Ck,αζ αT −k−|α|‖u‖,(8)
∥∥DkxDαy u−DkxDαy u′∥∥ Ck,αζ αT −|k|−|α|‖u− u′‖.(9)
3.3. Résultats préliminaires
LEMME 1. – Pour tout α ∈Nn, il existe C|δ| > 0 telle que
∀j ∈ {1, . . . , |δ|}, |β| + j  (C|δ|)|β|+1.
Preuve. – On a :
∀j ∈N, lim|β|→+∞
log(|β| + j)
|β| + 1 = 0
donc l’ensemble { log(|β|+j)|β|+1 , β ∈Nn, j  |α|} est borné et on peut choisir
sa borne supérieure sous la forme log(C|α|), donc
∀j  |α|, ∀β ∈Nn, log(|β| + j)|β| + 1  log(C|α|)
par suite
∀j  |α|, ∀β ∈Nn, log(|β| + j) logC|α||β|+1
ce qui nous donne
∀j ∈ {1, . . . , |δ|}, ∀β ∈Nn, |β| + j  (C|δ|)|β|+1. ✷
LEMME 2. – Soit ϕ ∈Gd(Ω), alors pour tout α ∈Nn, Dδxϕ ∈Gd(Ω)
et on peut choisir :
([
Dδxϕ
]
0,
[
Dδxϕ
]
1
)= ([(C|δ|)d [ϕ]1]|δ|[ϕ]0, [(C|α|)d]|α|. [ϕ]1)
où C|α| > 0 est définie dans le lemme 1.
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Preuve. – Soit ϕ ∈ Gd(Ω), alors il existe un couple de constantes
positives ([ϕ]0, [ϕ]1) tel que
∀β ∈Nn, ∀x ∈Ω, ∣∣Dβϕ(x)∣∣ [ϕ]0([ϕ]1)|β|(|β|!)d
donc pour α ∈Nn, on a : ∀β ∈Nn, ∀x ∈Ω ,∣∣Dβ(Dαϕ)(x)∣∣= ∣∣Dβ+αϕ(x)∣∣
 [ϕ]0([ϕ]1)|β+α|(|β + α|!)d =
 [ϕ]0([ϕ]1)|β+α|(|β|!)d[(|β| + 1) · · · (|β| + |α|)]d
 [ϕ]0([ϕ]1)|β+α|(|β|!)d
[[
(Cα)
|β|+1]|α|]d lemme 1
 [ϕ]0([ϕ]1)|α|([ϕ]1)|β|[(Cα)|α|d][(Cα)|α|d]|β|(|β|!)d

([ϕ]0([ϕ]1)|α|[(Cα)|α|d])([ϕ]1(Cα)|α|d)|β|(|β|!)d
ce qui termine la preuve du lemme 2. ✷
LEMME 3. – Soient ϕ ∈ Gd(Ω), T > 0, et α ∈ Nn, alors pour tout
ζ  ζ 0 = ([(C|δ|)d ]|δ|[ϕ]1T e2, . . . , [(C|δ|)d]|δ|[ϕ]1T e2), Dδxϕ ∈
G
ω,d
T ,ζ (ΩT ) et on a :
∥∥Dδxϕ∥∥K. [ϕ]0[(C|δ|)d. [ϕ]1]|δ|.
Preuve. – Soient T > 0 et ϕ ∈Gd(Ω), donc
∀β ∈Nn, sup
x∈Ω
∣∣Dβx ϕ(x)∣∣ [ϕ]0. ([ϕ]1)|β|(|β|!)d .(10)
Comme
D|β|φT (0)= 1
KT |β|
|β|!
(|β| + 1)2 ,
alors
∀β ∈Nn, ∀x ∈Ω,
∣∣Dβx |ϕ(x)∣∣ KT |β|(|β| + 1)2|β|! [ϕ]0[ϕ]1|β|(|β|!)d .D|β|φT (0).
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Sachant que ϕ est indépendante de t , D|β|φT est à coefficients positifs et
(|β| + 1)2  e2|β|, on déduit alors :
∀β ∈Nn, Dβx ϕK[ϕ]0
(
T . e2. [ϕ]1)|β|(|β|!)d−1D|β|φT .
Donc pour ζ  ζ 0 = (T . e2. [ϕ]1, . . . , T . e2. [ϕ]1) on a
∀β ∈Nn, Dβx ϕK[ϕ]0ζ β(|β|!)d−1D|β|φT
et à l’aide de (6) on conclut que
ϕ ∈Gω,dT ,ζ (ΩT ) et ‖ϕ‖K. [ϕ]0.
Pour terminer la preuve de ce lemme, pour α donné, le lemme 2 af-
firme que Dαx ϕ ∈ Gd(Ω) avec ([Dδxϕ]0, [Dδxϕ]1) = ([(C|δ|)d [ϕ]1]|δ|[ϕ]0,[(C|δ|)d ]|δ|. [ϕ]1), en utilisant ce qui précède on déduit que
Dαx ϕ ∈Gω,dT ,ζ (ΩT ) et
∥∥Dαx ϕ∥∥K. [Dαx ϕ]0 =K[(C|δ|)d[ϕ]1]|α|[ϕ]0
ce qui termine la preuve du lemme 3. ✷
LEMME 4. – Soient k ∈ N et ϕ ∈ Gd(Ω), alors pour tout T > 0 et
pour tout ζ  ζ 0 = (T . e2. [ϕ]1, . . . , T . e2. [ϕ]1) tkϕ ∈Gω,dT ,ζ (ΩT ) et
∥∥tkϕ∥∥K.Ck,0. T k. [ϕ]0
où Ck,0 est définie dans la proposition 2.
Preuve. – D’après le lemme 3, ϕ ∈ Gω,dT ,ζ (ΩT ) pour ζ  ζ 0. En
écrivant tkϕ(x) = 1
k!D
−k
t ϕ(x), sachant que pour le muti-indice (j, α) =
(−k,0, . . . ,0) on a j + d|α|  0, alors de la proposition 2 on obtient
tkϕ(x)= 1
k!D
−k
t ϕ(x) ∈Gω,dT ,ζ (ΩT ) et
∥∥tkϕ∥∥= 1
k!
∥∥D−kt ϕ∥∥ 1k!Ck,0. (ζ )0T k‖ϕ‖.
En utilisant les majorations du lemme 3 (pour α = 0) on obtient
∥∥tkϕ∥∥ 1
k!Ck,0. (ζ )
0T kK[ϕ]0
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ce qui termine la preuve du lemme 4. ✷
Pour ϕj ∈Gd(Ω), j = 0, . . . ,m− 1, on pose
[ϕ]0 =max{[ϕj ]0, j = 0, . . . ,m− 1},
[ϕ]1 =max{[ϕj ]1, j = 0, . . . ,m− 1}.
Pour j = 0, . . . ,m− 1 et σ = (k, α) ∈ B on a :
Dσ
( 1
j ! t
jϕj
)
= 1
j !D
k
t D
α
x
(
tj ϕj
)= {0 si k > j ,1
(j−k)! t
j−kDαx (ϕj ) si k  j .
D’après le lemme 2, Dαx ϕj ∈Gd(Ω) et on choisit :
([
Dαx ϕj
]
0,
[
Dαx ϕj
]
1
)= ([(C|α|)d [ϕj ]1]|α|, [(C|α|)d]|α|. [ϕj ]1)
du lemme 4, pour tout ζ tel que
ζ 
(
T . e2.
[
Dαx ϕj
]
1, . . . , T . e
2.
[
Dαx ϕj
]
1
)
= (T . e2. [(C|α|)d]|α|. [ϕj ]1, . . . , T . e2. [(C|α|)d]|α|. [ϕj ]1),
Dσ
( 1
j ! t
j ϕj
)
∈Gω,dT ,ζ (ΩT )
et on a :∥∥∥∥Dσ
( 1
j ! t
j ϕj
)∥∥∥∥ 1(j − k)!
∥∥t t−kDαx (ϕj )∥∥
 1
(k − j)!KCj−k,0T
j−k[Dαx (ϕj )]0
 1
(j − k)!KCj−k,0T
j−k[(C|α|)d[ϕj ]1]|α|[ϕj ]0

[ 1
(j − k)!KCj−k,0(C|α|)
d |α|
]
T j−k[ϕj ]0([ϕj ]1)|α|
avec Cj−k,0 = 0 pour j − k < 0.
En posant :
CB = max
(k,α)∈B
{
e2.
[
(C|α|)d
]|α|}
,
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C = max
j=0,...,m−1
(k,α)∈B
{[ 1
(j − k)!KCj−k,0(C|α|)
d |α|
]}
,
ζ 0 = (CB.T . [ϕ]1, . . . ,CB. T . [ϕ]1)
on obtient
LEMME 5. – Il existe deux constantes CB, C > 0, indépendantes des
ϕj , telles que : ∀T > 0, ∀σ = (k, α) ∈ B,Dσ [∑m−1j=0 t jj !ϕj ] ∈ Gω,dT ,ζ (ΩT )
et on a ∥∥∥∥∥Dσ
[
m−1∑
j=0
tj
j !ϕj
]
 C.
m−1∑
j=k
T j−k[ϕ]0. [[ϕ]1]|α|.(11)
3.4. Preuve de la contraction de L
f étant holomorphe dans un voisinage de UT × {0} ⊂ C× Cr , alors
on peut choisir η > 1 et R > 0 tels que f (t, z) soit holomorphe et bornée
par une constante C > 0 dans le polydisque
∆=∆T,R,η = {(t, z) ∈C×Cn, |t|< ηT et |zσ |< ηR, ∀σ ∈ B}.
Par les inégalités de Cauchy on a :
∀k ∈N, ∀β ∈Nr , ∣∣Dkt Dβz f (t, z)∣∣ C k!β!(ηT )k(ηR)β
ce qui nous permet d’écrire (au sens des séries majorantes)
f (t, z)C ηT
ηT − t ·
ηR
ηR− 1. z
avec 1. z=∑rj=1 zj . Du lemme 2.4 de [17, p. 312], il existe C = C(η) > 0
telle que
∀T > 0, ηT
ηT − t CφT (t)
donc
f (t, z)CφT (t) ηR
ηR− 1. z
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et comme f (t, z) est indépendante de x on déduit que
∀α ∈Nn, Dαf (t, z)
(
ηR
ηR− 1. z
)
Cζα(|α|!)αDαφT (t)
de la définition 2 on obtient le
LEMME 6. – Il existe une constante C = C(f,T ,R,η) > 0 telle que pour
tout ζ ∈ (R∗+)n,
f (t, z) C(f,T ,R,η) ηR
ηR − 1. zΦ
ω,d
T ,ζ (t, x).(12)
PROPOSITION 3. – Soit f (t, z) une fonction holomorphe dans un
voisinage de UT × {0} ⊂ C × Cr alors il existe deux constantes
Kf,[ϕ]0 > 0 et ε > 0 telles que pour toutes fonctions ϕj ∈ Gd(Ω), j =
0, . . . ,m− 1, vérifiant [ϕ]1 < ε on a :
∀a Kf,[ϕ]0 , L
(
B(0, a)
)⊂ B(0, a)
où B(0, a) esi la boule fermée de centre 0 et de rayon a dans Gω,dT ,ζ (ΩT )
et ζ = (CB. T . [ϕ]1, . . . ,CB. T . [ϕ]1).
Preuve. – Soient a > 0 et u ∈ B(0, a)⊂Gω,d
T ,ζ 0(ΩT ). Posons
zσ = z(k,α) =Dkt Dαx
[
D−mt u+
m−1∑
j=0
tj
j !ϕj
]
.
Comme (k−m)+d|α| 0, à l’aide des inégalités (8) de la proposition 2,
on a ∥∥Dkt Dαx [D−mt u]∥∥Ck−m,αζ αT (m−k)−|α|∥∥u∥∥.(13)
Sachant que f (t,0) = 0, un développement de Taylor d’ordre un de f
nous donne
L(u)= f (t, z)=∑
σ∈B
fσ (t, z). zσ(14)
où fσ (t, z) sont des fonctions holomorphes dans ∆t,η,R.
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Quitte à prendre η plus petit, on peut supposer que ces fonctions sont
bornées dans ∆T,R,η ; de (12) on obtient
∀(t, z)∈∆T,η,R, fσ (t, z)Cfσ ,T ,R,η
ηR
ηR− 1. zΦ
ω,d
T ,ζ (t, x).(15)
En utilisant les relations (11) et (13) et en remplaçant ζ par son
expression, on obtient
‖zσ‖=
∥∥∥∥∥Dkt Dαx
(
D−mt u+
m−1∑
j=0
tj
j !ϕj
)∥∥∥∥∥(16)
C.
[[ϕ]1]|α|T m−k‖u‖ +C.m−1∑
j=k
T j−k[ϕ]0[[ϕ]1]|α|
 ([ϕ]1)|α|
(
C.T m−k‖u‖ +C.
m−1∑
j=k
T j−k[ϕ]0
)
.
Pour a et T fixés, comme α = 0 de (17) on déduit que pour [ϕ]1 assez
petit on a
‖1. z‖< η.R
2
et de la troisième assertion de la proposition 1 on a
ηR
ηR − 1. z ∈G
ω,d
T ,ζ (ΩT ) et∥∥∥∥ ηRηR− 1. z
∥∥∥∥
(
K + ‖1. z
ηR− ‖1. z‖
)
 (K + 1).
En reportant cette dernière inégalité dans (15) on obtient
‖fσ (t, z)‖ C(fσ ,T ,η,R)(K + 1).(17)
Sachant que les Gω,dT ,ζ (ΩT ) sont des algèbres de Banach, en utilisant (17)
et ces inégalités, de (14) on obtient
‖L(u)‖ ∑
(k,α)∈B
C(fσ ,T ,η,R)(K + 1)([ϕ]1)|α|(18)
×
(
C.T m−k‖u‖ +C.
m−1∑
j=k
T j−k[ϕ]0
)
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 E([ϕ]1)‖u‖ + E([ϕ]1)[ϕ]0
avec lims→0 E(s)= 0. Comme lims→0 E(s)= 0, alors on peut choisir [ϕ]1
assez petit pour que E([ϕ]1) 12 , donc pour a > 0 on obtient :
∀u ∈ B(0, a)⊂Gω,dT ,ζ (ΩT ), ‖L(u)‖
1
2
‖u‖ + 1
2
[ϕ]0  12a +
1
2
[ϕ]0
donc, pour que L(u) ∈ B(0, a) il suffit que : 12a + 12 [ϕ]0  a, ce qui est
vrai si
a  [ϕ]0(19)
ceci termine la preuve de la proposition. ✷
PROPOSITION 4. – Soit f (t, z) une fonction holomorphe dans un
voisinage de UT × {0} ⊂ C× Cr , alors il existe ε > 0 tel que pour tout
a > 0 et pour toutes fonctions ϕj ∈Gd(Ω), j = 0, . . . ,m− 1, vérifiant
[ϕ]1 < ε, il existe C ∈ ]0,1[ telle que :
∀u, u′ ∈ B(0, a)⊂Gω,d
T ,ζ 0(ΩT ), ‖Lu−Lu′‖ ‖u− u′‖.
Preuve. – Soient u,u′ ∈ B(0, a) et σ = (k, α)∈ B . Posons
zσ = z(k,σ ) =Dkt Dαx
[
D−mt u+
m−1∑
j=0
tj
j !ϕj
]
,
z′σ = z′(k,α) =Dkt Dαx
[
D−mt u
′ +
m−1∑
j=1
tj
j !ϕj
]
.
Un développement de Taylor d’ordre un de f nous donne
f (t, z)− f (t, z′)=∑
σ∈B
fσ (t, z, z
′)(zσ − z′σ )(20)
où, quitte à diminuer η,fσ (t, z, z′) sont des fonctions holomorphes et
bornées dans le polydisque
∆2T ,η,R =
{
(t, z, z′) ∈ C×Cr ×Cr; |t| η.R, |z|< η.R, |z′|< η.R}.
Comme pour (12), par les inégalités de Cauchy on obtient
fσ (t, z, z
′)C(fσ ,T ,η,R)
η.R
η.R− 1. z
η.R
η.R− 1. z′Φ
ω,d
T ,ζ (t, x).(21)
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En utilisant (16) pour z et z′, on déduit que pour [ϕ]1 assez petit on a
‖1. z‖ 1
2
ηR et ‖1. z′‖ 1
2
ηR;
à l’aide de la troisième assertion de la proposition 1 on déduit que η.R
η.R−1.z
et η.R
η.R−1.z′ sont dans G
ω,d
T ,ζ (ΩT ) et on a :
∥∥∥∥ η.Rη.R − 1. z
∥∥∥∥
(
K + 1
2
)
et
∥∥∥∥ η.Rη.R− 1. z′
∥∥∥∥
(
K + 1
2
)
;
en reportant ces majorations dans (21) on obtient, pour [ϕ]1 assez petit,
‖fσ‖ C(fσ ,T ,η,R)
(
K + 1
2
)2
et de la proposition 2 on aura
‖zk,α − z′k,α‖=
∥∥D−(m−k)t Dαx (u− u′)∥∥
Ck−m,α. ζ α. T (m−k−|α|)‖u− u′‖
Ck−m,α. (CB)|α|
[[ϕ]1]|α|. T m−k.‖u− u′‖.
Ainsi, en utilisant ces majoration dans (20), pour [ϕ]1 assez petit on
obtient :
‖Lu−Lu′‖ = f (t, z)− f (t, z′)(22)

(
K + 1
2
)2 ∑
(k,α)∈B
Ck−m,α(CB)|α|C(fσ ,T ,R,η)
× ([ϕ]1)|α|. T m−k‖u− u′‖
et comme pour tout σ = (k, α) ∈ B, α = 0, alors pour [ϕ]1 assez petit
on a
(
K + 1
2
)2 ∑
(k,α)∈B
Ck−m,α(CB)|α|C(fσ ,T ,R,η)([ϕ]1)|α|. T m−k < 1
ce qui termine la preuve de la proposition. ✷
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3.5. Preuve du théorème 1
LEMME 7. – Soit ϕ ∈ Gd(Ω), alors pour tout ε ∈ ]0,1], la fonction
x → ϕε(x) = ϕ(ε. x) est de classe de Gevrey d’indice d dans Ω , et on
peut choisir ([ϕε]0, [ϕε]1)= ([ϕ]0, ε[ϕ]1).
La preuve de ce lemme est immédiate, on utilise le fait que pour tout
α ∈Nn on a
Dαx ϕε(x)= ε|α|Dαx ϕ(αx).
Preuve de l’existence et de l’unicité. –
L’existence. En remplaçant dans le problème (2) ϕj par ϕεj , (avec
ϕεj (x)= ϕj(ε. x)), d’après le lemme 7 on a [ϕε]1 = ε[ϕ]1 tend vers zéro
quand ε tend vers zéro.
Soient T > 0 et f (t, z) une fonction holomorphe dans un voisinage de
UT × {0}.
Pour
ζ = (CB.T . [ϕε]1, . . . ,CB. T . [ϕε]1)= (CB.T . ε[ϕ]1, . . . ,CB. T . ε[ϕ]1)
des propositions 3 et 4 on déduit que pour ε > 0 assez petit, l’application
L est une contraction stricte de la boule B(0, a) ⊂ Gω,dT ,ζ (ΩT ) pour tout
a >Kf,[ϕε ]0 =Kf,[ϕ]0 ; donc L admet un unique point fixe u ∈Gω,dT ,ζ (ΩT ).
De la première assertion de la proposition 1, on déduit que ce point
fixe est dans Gω,d(ΩT ), donc le problème (1) admet une solution dans
G
ω,d(ΩT ).
L’unicité. Soient u1 et u2 deux points fixes de l’application L dans
G
ω,d(ΩT ). Pour ζ et a > 0 choisis précédemment, sachant que u1(0, . )=
u2(0, . )= 0, alors d’après la deuxième assertion de la proposition 1 :
“Il existe T0 > 0 tel que u1 et u2 sont dans Gω,dT0,ζ (ΩT0) et vérifient les
inégalités ‖u1‖ a et ‖u2‖ a.”
Donc les restrictions de u1 et u2 à ΩT0 sont des points fixes de
la contraction stricte L dans Gω,dT0,ζ (ΩT0) donc u1 ≡ u2 dans ΩT0 =]−T0, T0[×Ω , et comme les fonctions u1(t, x) et u2(t, x) sont holo-
morphes par rapport à t ∈ ]−T ,T [, par prolongement analytique on dé-
duit que u1 ≡ u2 sur ]−T ,T [. Ceci termine la preuve du théorème 1. ✷
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3.6. Preuve du théorème 2
D’après les transformations faites sur le problème (2), on voit que si vε
est un point fixe de l’application L, alors la solution uε du problème (2)
est donnée par
uε =D−mt vε +
m−1∑
j=0
tj
j !ϕ
ε
j =D−mt (Lvε)+
m−1∑
j=0
tj
j !ϕ
ε
j .
Fixons T ′ ∈ ]0, T [.
Pour (k, a) = (−m,0) ∈ Z × Nn on a k + d|α|  0, donc de la
proposition 2 on obtient
∥∥D−mt (Lvε)∥∥C−m,0T ′m‖Lvε‖.
Sachant que pout tout (k, α) ∈ B on a |α > 1|, les inégalités (18) nous
donnent
‖Lvε‖
∑
(k,α)∈B
C(fσ ,T ,η,R)(K + 1)
([
ϕε
]
1
)|α|
×
(
C.T ′m−k‖vε‖ +C.
m−1∑
j=k
T ′j−k
[
ϕε
]
0
)

∑
(k,α)∈B
C(fσ ,T ,η,R)(K + 1)E(ε)
×
(
C.T ′m−k‖vε‖ +C.
m−1∑
j=k
T ′j−k
[
ϕε
]
0
)
avec limε→0E(ε)= 0.
A l’aide du lemme 4 on obtient
∥∥∥∥∥
m−1∑
j=0
tj
j !ϕ
ε
j
∥∥∥∥∥ C
m−1∑
j=0
T ′j
[
ϕε
]
0
donc
‖uε‖C−m,0T ′m
∑
(k,α)∈B
C(fσ ,T ,η,R)(K + 1)E(ε)(23)
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×
(
C.T ′m−k‖vε‖ +C.
m−1∑
j=k
T ′j−k
[
ϕε
]
0
)
+C
m−1∑
j=0
T ′j
[
ϕε
]
0.
Sachant que T ′ < T alors de (23) on déduit
‖u‖ε C1E(ε)(‖vε‖ +C2)+C3[ϕε]0(24)
avec C1,C2,C3 des constantes positives indépendantes de T ′ et ε.
Dans la proposition 3 on choisit le rayon a > Kf,[ϕ]0 . Dans le cas
présent on choisit a0 = [ϕ]0  [ϕε]0 = Kf,[ϕε ]0 ; il est indépendant de ε.
D’autre part le point fixe vε de L est pris dans la boule B(0, a0) de
G
ω,d
T ,ζε
(ΩT ), donc de l’inégalité (24) on obtient
‖u‖ε C ′1E(ε)+C ′2
[
ϕε
]
0(25)
avec C ′1 et C ′2 des constantes positives indépendantes de T ′ et ε.
Les inégalités de (25) sont dans Gω,dT ′,ζε (Ω ′T ) avec
ζε = (CBT ′[ϕε]1, . . . ,CBT ′[ϕε]1)< ζ0 = (CBT , . . . ,CBT ).
Comme ϕj (0) = 0, ϕ continue et Ω borné, alors limε→0 |ϕεj (x)| = 0
unformément par rapport à x ∈Ω d’où on déduit
lim
ε→0
[
ϕε
]
0 = 0.
En notant χε le deuxième membre de l’inégalité (25), on déduit que χε
tend vers zéro quand ε tend vers zéro. En exprimant (25) à l’aide des
fonctions majorantes (voir (6)) on aura :
∀α ∈Nn, ∀x ∈Ω, Dαx uε(t, x) χε. (ζ0)α(|α|!)d−1D|α|φT ′(t)(26)
pour tout T ′ ∈ ]0, T [ ; d’où la convergence de uε vers zéro, lorsque ε tend
vers zéro, dans Gω,d(UT ×Ω), pour la topologie limite projective lorsque
0 < T ′ < T de la famille (FT ′)T ′ des espaces topologiques
FT ′ =
⋃
→
ζk→+∞
1kn
G
ω,d
T ′,ζ=(ζ1;...,ζn)(ΩT ′)
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limites inductives lorsque ζ → +∞ (ζk → +∞, ∀k = 1, . . . , n) des
G
ω,d
T ′,ζ (ΩT ′), ce qui termine la preuve du théorème 2.
3.7. Preuve du théorème 3
f étant indépendante de t , alors toutes les majorations obtenues
dans la preuve du théorème 1 restent valables pour tout T > 0 et les
constantes qui y interviennent sont indépendantes de T . Par ailleurs, pour
que l’application L admette un point fixe, il suffit que les constantes
intervenant dans (18) et (22) soient suffisament petites, en particulier :
Cf [K + 1]
∑
(k,α)∈B
Ck−m,α. ε|α|([ϕ]1)|α|T m−kε < 1(27)
donc il suffit qu’il existe une constante C > 0, indépendante de ε telle
que
∀(k, α)∈ B, T m−kε ε|α| 
1
2C
où
C = Cf [K + 1]
∑
(k,α)∈B
Ck−m,α. ([ϕ]1)|α|.
Ainsi, pour que (27) soit vraie il suffit de prendre
Tε = inf
(k,α)∈B
( 1
2C
)k−m 1
ε|α|/(m−k)
.
Comme l’intérêt du problème porte sur ε assez petit (ε < 1), alors on a
1
ε|α|/(m−k)
=
(1
ε
)|α|/(m−k)

(1
ε
)s
d’où on déduit que pour
Tε = inf
(k,α)∈B
( 1
2C
)k−m(1
ε
)s
;
(27) est vrai, ce qui termine la preuve du théorème 3.
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