Abstract. For Anosov flows preserving a smooth measure on a closed manifold M, we define a natural self-adjoint operator Π which maps into the space of invariant distributions in ∩ u<0 H u (M) and whose kernel is made of coboundaries in ∪ s>0 H s (M). We describe relations to Livsic theorem and recover regularity properties of cohomological equations using this operator. For Anosov geodesic flows on the unit tangent bundle M = SM of a compact manifold, we apply this theory to study questions related to X-ray transform on symmetric tensors on M : in particular we prove that injectivity implies surjectivity of X-ray transform, and we show injectivity for surfaces.
Introduction
Ergodicity of geodesic flow on a closed manifold M can be described by saying that the only invariant L 2 (SM) functions are the constants. By contrast, if the flow is Anosov, there exist infinitely many invariant distributions, as one can take Dirac measures supported on closed geodesic. These distributions are not very regular in terms of Sobolev regularity, and it is natural to ask if there exist invariant distributions which are in Sobolev spaces H −s (SM) for small s > 0. In connection to tensor tomography, it was shown recently by Paternain-Salo-Uhlmann [PSU1, PSU2] that there exist infinitely many invariant distributions which are in H −1 (SM) for Anosov geodesic flows. More precisely if one fixes f ∈ L 2 (M) with M f dv g = 0, then they show that there is an invariant distribution v ∈ H −1 (SM) such that π 0 * v = f if π 0 : SM → M is the projection on the base. Their work is based on Fourier decomposition in the fibers of SM as initiated by GK2] . For hyperbolic surfaces, certain invariant distributions in H −1/2−ǫ (SM) for all ǫ > 0 are studied by Anantharaman-Zelditch [AnZe] in connection with quantum ergodicity.
In the present work, we address several related questions. Recall that a flow generated by a vector field X on a compact manifold is Anosov if there is a continuous splitting T M = RX ⊕ E u ⊕ E s where E s and E u are stable and unstable spaces (see (2.1)). The dual bundles E * u and E * s are defined by E * u (E u ⊕ RX) = 0 and E * s (E s ⊕ RX) = 0. Our first result is Theorem 1.1. Let M be a compact manifold and X be a smooth vector field generating an Anosov flow preserving a smooth invariant probability measure dµ, and assume the flow is mixing. Then there exists a bounded operator
with infinite dimensional range, that is self-adjoint as a map H s (M) → H −s (M) for any s > 0 and satisfies 1 XΠf = 0, ∀f ∈ H s (M), and ΠXf = 0, ∀f ∈ H s+1 (M),
with f, 1 L 2 = 0, then f ∈ ker Π if and only if there exists a solution v ∈ H s (M) to Xv = f , and this is the only solution in L 2 modulo constants.
This result shows that the ergodicity statement in terms of unique L 2 -invariant distribution cannot be extended to less regular Sobolev spaces, and that the space of invariant distributions in ∩ u<0 H u (M) is infinite dimensional. To define the operator Π, we use the recent work of Faure-Sjöstrand [FaSj] on the Ruelle spectrum of Anosov flows, which involves anisotropic Sobolev spaces associated to the hyperbolic dynamic; such spaces appeared first in [BKL, Li, GoLi, BaTs, BuLi] to study speed of mixing of Anosov diffeomorphism and flows. In fact, the operator can also be defined as a weak limit of damped correlations Πf, ψ = lim λ→0 + R e −λ|t| f • ϕ t , ψ dt, f, ψ ∈ C ∞ (M) (1.1)
if M f dµ = 0. The microlocal structure (wave-front set) of Π follows directly from the recent work of Dyatlov-Zworski [DyZw] , see Proposition 2.3 below. As a corollary, we also recover the smoothness result of De la Llave-Marco-Moriyon [DMM] for Livsic cohomological equation in our setting (other proofs appeared later in [Jo, HuKa] , the case of geodesic flows with negative curvature was done in [GK1, GK2] ) Corollary 1.2. With the same assumptions as in Theorem 1.1, for all s > n/2 and f ∈ H s (M) satisfying γ f = 0 for all closed orbit γ of X, there exist v ∈ H s (M) such that Xv = f . In particular if f ∈ C ∞ (M) then v ∈ C ∞ (M).
Next, we focus on the setting of Anosov geodesic flows, where there is an additional structure. In this case, M = SM is the unit tangent bundle of a compact manifold, which is a sphere bundle with natural projection π 0 : SM → M. In X-ray tomography on simple manifolds (i.e. manifolds with strictly convex boundary and so that the exponential map is a diffeomorphism at any point), the X-ray transform on functions is defined as a map I 0 : C ∞ (M) → C ∞ (∂ − SM) where ∂ − SM is the inward pointing boundary of SM, and I 0 f (x, v) = ℓ(x,v) 0 f (π 0 (ϕ t (x, v)))dt is the integral of f along the 1 WF denotes wave-front set of distributions, cf. [HöI, Chap 8.1] geodesic in M with starting point x and tangent vector v (here ℓ(x, v) is the length of that geodesic). The question of injectivity of I 0 and subjectivity of I * 0 are important in the study of inverse problems and tomography, and the description of the operator I * 0 I 0 as an elliptic pseudo-differential operator has been fundamental to solve these questions, see for instance [PeUh, UhVa] . In the Anosov setting, the map I 0 does not quite make sense since integral along geodesics does not converge, however our operator Π provides some natural replacement. More precisely, let us define
which is the replacement for I * 0 I 0 . We show Theorem 1.3. Let (M, g) be a compact manifold with Anosov geodesic flow. Then 1) The operator Π 0 is an elliptic pseudo-differential operator of order −1, with principal symbol σ(Π 0 )(x, ξ) = C n |ξ| −1 g for some C n = 0 depending only on n.
2) The operator Π π * 0 is well-defined on H s (M) for all s ∈ R and is injective. 3) Let s ≤ 1, then for any f ∈ H s (M), there exists v ∈ C −∞ (SM) so that Xv = 0 and π 0 * v = f and v has the regularity
Statement 3) corresponds to a surjectivity result for the operator I * 0 if we were working in the setting of simple manifolds. The result improves the recent work of [PSU2] in terms of regularity. Finally we describe tomography for m-cotensors: symmetric coten-
where ∇ is the Levi Civita connection and T is the trace (contraction with the metric g). As for m = 0, we show that the operator Π m := π m * Π π * m is a pseudodifferential operator of order −1 which is elliptic on the space of divergence-free cotensors. In particular, we obtain a surjectivity result similar to m = 0, ie. we show the existence of invariant distributions v with regularity as in 3) with prescribed divergence free value π m * v: Theorem 1.4. Let (M, g) be a compact manifold with Anosov geodesic flow. Then 1) The operator Π m is a pseudo-differential operator of order −1, elliptic on ker
there exists v ∈ C −∞ (SM) so that Xv = 0 and π m * v = f and v has the regularity
We remark that the kernel of Π π * m | ker D * is trivial if the sectional curvatures of (M, g) are non-positive, this follows from the work of Croke-Sharafutdinov [CrSh] ; in the Anosov setting, the kernel is trivial for m = 1 as a consequence of the work of Dairbekov-Sharafutdinov [DaSh] .
To conclude, we give application to injectivity of X-ray transform on Anosov surfaces. Let (M, g) be a Riemannian surface and let ϕ t : SM → SM be its geodesic flow on the unit tangent bundle SM of M. A closed geodesic is a curve γ on M such that there exists ℓ > 0 and γ := {π 0 (ϕ t (x, v)) ∈ M; t ∈ [0, ℓ], ϕ ℓ (x, v) = (x, v)}; the smallest such ℓ is denoted ℓ γ and called the length of γ. A parametrization of γ is given by γ(t) = π 0 (ϕ t (x, v)) if t ∈ [0, ℓ γ ] and x ∈ γ and v ∈ S x M is tangent to γ. The set of closed geodesics of M is countable and denoted by G. We define the X-ray transform on symmetric m-cotensors as the linear map
where dot denotes the time derivative. We remark that any f which is written under the form f = Dh for some h ∈ C ∞ (M, ⊗ m−1 S T * M) satisfies I m (f )(γ) = 0 for all γ ∈ G and thus the kernel ker I m is infinite dimensional for m ≥ 1. It is then natural to consider I m acting on divergence-free cotensors. In negative curvature, it has been proved in [CrSh] that ker I m ∩ ker D * = 0 (this was first shown by [GK1] for negatively curved surfaces), then the proof that I 0 is injective and that ker I 1 ∩ ker D * = 0 for Anosov manifolds appeared in [DaSh] . More recently, Paternain-Salo-Uhlmann [PSU1] proved that ker I 2 ∩ ker D * = 0 for Anosov surfaces.
Here we use Theorem 1.4 together with some idea of [PSU1] to show the In what follows, the manifold M will be connected.
2.1. The resolvent. First, we recall that a smooth vector field X on a compact manifold M without boundary is Anosov if its flow ϕ t has the following property: there exists a continuous flow-invariant splitting
where E s , E u are the stable/unstable bundles, which are defined as follows: there exists
where · is the norm induced by any fixed metric on M. The flow will be said to be a contact Anosov flow if the Anosov form α, defined by
is a smooth contact form (i.e. dα is symplectic on ker α). This is for instance the case for Anosov geodesic flows on M = SM with (M, g) a Riemannian compact manifold, as α is simply the Liouville 1-form. Notice that for contact Anosov flow, there is a natural invariant measure given by dµ = α ∧ (dα) d where d is the dimension of E u (and E s ). We shall also define the dual stable and unstable bundles E *
When the flow ϕ t has an invariant measure dµ on M, the generating vector field can be viewed as an (formally) anti self-adjoint operator on
where the pairing is the L 2 (M) pairing using the invariant measure dµ. By Stone's theorem, the generator −iX of the unitary operator
. In this case, the spectral theorem for selfadjoint operators tells us that Spec
Moreover, Stone's formula gives the spectral measure of iX in terms of the resolvents R ± (iλ) by the strong limit
for a, b ∈ R. Then we recall the result of Faure-Sjöstrand [FaSj] :
Theorem 2.1 (Faure-Sjöstrand) . Assume that X is a smooth vector field generating an Anosov flow and let dµ be a smooth invariant measure. There exists c > 0 such that for all s > 0 and u < 0, 1) there exists a Hilbert space H u,s such that
and −X − λ is Fredholm with index 0 as an operator
depending analytically on λ. Moreover −X − λ is invertible for Re(λ) large enough on these spaces, the inverse coincides with R − (λ) when acting on H s (M) and the inverse R − (λ) extends meromorphically to the half-plane Re(λ) > −c min(|u|, s), with poles of finite multiplicity as a bounded operator on H u,s . 2) There exists a Hilbert space H s,u such that
depending analytically on λ. Moreover −X − λ is invertible for Re(λ) large enough on these spaces, the inverse coincides with R + (λ) when acting on H s (M) and the inverse R + (λ) extends meromorphically to the half-plane Re(λ) > −c min(|u|, s), with poles of finite multiplicity.
Remark. The assumption about the invariant smooth measure dµ is not necessary in [FaSj] , but without it, the Fredholm property would be true only in Re(λ) > −c min(|u|, s) + λ 0 for some λ 0 so that −X − λ be invertible on L 2 (M) (defined with some fixed smooth measure) for Re(λ) > λ 0 . The contact Anosov assumption implies that there is an invariant smooth measure making X anti-self adjoint and thus one can take λ 0 = 0, with inverse given by (2.3). For what follows, we shall assume, without loss of generality, that the invariant measure is a probability measure.
The adjoint. The fact that the inverse (−X ± λ) −1 for Re(λ) large coincides with R ± (λ) when acting on H s (M) is not explicitly stated in [FaSj] but it is straightforward to check, since by formula (2.3), R ± (λ) maps H s (M) to itself for Re(λ) > C|s| for some C > 0 depending only on the Lyapunov exponents of ϕ t (see [DyZw, Prop. 3 .2] for details). As operators mapping C ∞ (M) → C −∞ (M), the resolvents R ± (λ) do not depend on u, s; the Schwartz kernel of R ± (λ) admits a meromorphic extension to C as an element in
and this formula extends meromorphically to Re(λ) > −c min(|u|, s) as an operator mapping 
) and this space is microlocally equivalent to H −u (M) in an arbitrarily small conic neighborhood of E * u and is microlocally equivalent to H −s (M) in an arbitrarily small neighborhood of E * s . Using (2.5), we then see that R + (λ) is also bounded as an operator
Similarly, H s,u is microlocally equivalent to H s (M) in an arbritarily small conic neighborhood V u of E * u , and is microlocally equivalent to H u (M) in an arbitrarily small conic neighborhood V s of E * s . If we apply to v ∈ H s,u a pseudo-differential operator B of order 0 with symbol vanishing to all orders in a small conic open neighbourhood of E * s containing V s , then Bv ∈ H sǫ+u (M) for some ǫ > 0 independent of u, s. As above, (H s,u ) * is microlocally equivalent to H −s (M) very close to E * u and to H −u (M) in an arbitrarily small neighborhood of E * s , and
We deduce from this discussion the following regularity statement:
Wave-front set of the resolvent. The wave-front set of the Schwartz kernel of the resolvent is analyzed by Dyatlov-Zworski [DyZw, Prop. 3.3 ].
2 we take n 0 = (1 − ǫ)s for some very small ǫ > 0 in Lemma 1.2 of [FaSj] so that the space depends only on the parameter u, s. Proposition 2.3 (Dyatlov-Zworski). Let λ 0 ∈ C, and assume that the meromorphically extended resolvent R − (λ) has a pole of order k at λ 0 with Laurent expansion
and
where Φ t is the symplectic lift of ϕ t on T * M, or equivalently the Hamilton flow of the Hamiltonian p(y, ξ) = ξ(X(y)). A similar result holds for R + (λ), where the wave-front set of the regular part
We recall that the symplectic lift Φ t acts by Φ t (y, ξ) = (ϕ t (y), (dϕ
Poles on the critical line. To end this section, we describe the poles of R ± (λ) on the imaginary line.
Lemma 2.4. The resolvent R ± (λ) have poles of order at most 1 on the line iR, and we have for all
where Π Eig(λ 0 ) is the orthogonal projector on the eigenspace
Proof. First we notice that from the spectral theorem, if iλ 0 ∈ iR is a pole of R ± (λ), it is a first order pole since for all u, v ∈ C ∞ (M) there is C > 0 such that
We write the Laurent expansion of R ± (λ) at iλ 0 using (2.5): for λ, λ 0 ∈ R and ǫ > 0
for some operator A 0 as λ → λ 0 (the O(1) is in the weak sense when applying the identity to f ∈ C ∞ (M) and pairing with ψ ∈ C ∞ (M)). Thus we get from (2.4)
where the O(δ) was independent of ǫ (and as above is in weak sense). Then letting δ → 0 we get the result.
2.2. Mixing. We say that a flow ϕ t is mixing with respect to an invariant probability
tends to 0 as t → ∞.
Lemma 2.5. Let X be a smooth Anosov vector field on a compact manifold M and let dµ be an invariant measure with respect to the flow of X. Then the flow is mixing if and only if the only pole of R ± (λ) on the line iR is λ = 0 and it is a simple pole with residue ±(1 ⊗ 1).
Proof. Assume that the flow is mixing.
The first term has norm bounded by (1 − e −λTǫ ) u L 2 v L 2 , the second term is equal to e −λTǫ u, 1 v, 1 and the last term has norm bounded by ǫe −λTǫ . Therefore letting λ → 0 we obtain lim
and since ǫ is arbitrarily small we deduce that the residue of R + (λ) at λ = 0 is the rank-1 operator 1 ⊗ 1. The same argument shows that the residue of R − (λ) at λ = 0 is −(1 ⊗ 1) and for all λ 0 ∈ iR \ {0}
where the limit is understood as a limit from the right half-plane Re(λ) > 0.
Conversely, we can use the formula (2.4) and the meromorphy of R ± (λ) to deduce that the L 2 -spectrum of iX is made of absolutely continuous spectrum and pure point spectrum. Moreover if 0 is the only pole on the imaginary line and if it is simple with residue 1 ⊗ 1, then it means that the spectrum on {1} ⊥ is absolutely continuous and it is a classical fact that this implies that the flow is mixing (see [ReSi, Th VII.15] ).
For Anosov geodesic flow, mixing was proved by Anosov [An] , and this was extended to contact Anosov flows by Burns-Katok [BuKa] ; in that last case, the rate of mixing is
2.3. The operator Π. When the Anosov flow is mixing then by Lemma 2.5, we know that the resolvents R ± (λ) have a simple pole at λ = 0 and using Laurent expansion at λ = 0 of R ± (λ) together with (2.5), we see that there exists an operator R 0 :
and therefore as operators
This identity extends to those Sobolev spaces on which the operators are bounded (as given by Theorem 2.1). In particular, by the Fredholm property of X on H s,u and H u,s , we deduce that the kernel of X on H s,u and H u,s is simply made of constants. The operator R 0 is simply obtained by the limit
When the flow is not mixing, the same exact properties hold as long as Res 0 R + (λ) = 1⊗1, which is is equivalent to say that Res 0 R + (λ) is self-adjoint and the flow is ergodic (so the projector Π Eig(0) on the L 2 -kernel is 1 ⊗ 1).
We can now show Theorem 2.6. Let M compact and X be a smooth vector field generating an Anosov flow preserving a smooth invariant probability measure dµ. Assume that Res 0 R + (λ) = 1 ⊗ 1 (this is in particular true if the flow is mixing). For all s > 0 and u < 0, the operator Π :
is bounded and satisfies
by (2.10). Then f ∈ ker Π if and only if there exists a solution v ∈ H s (M) to Xv = f ; in this case the solution is unique modulo constants and is given by
Proof. The first part follows from the boundedness of the operator R 0 and R * 0 in Theorem 2.1 and the relations (2.10). The wave-front set property is a consequence of Proposition 2.3 and [HöI, Th. 8.2.12] . If f ∈ H s (M) is in ker Π then v + = v − and Xv + = f , moreover by Lemma 2.2 and taking u = −ǫs/2 for some ǫ > 0 small independent of s, one has v + ∈ H sǫ/2 (M). If there is another solution in L 2 (M) for some ǫ > 0, there is a flow invariant L 2 function and so it is constant. In fact, we can prove better regularity of v + using propagation of singularities, namely that 
ξ(X(y)) = 0}, and we can assume A 1 elliptic outside a small conic neighborhood of E * s ⊕ E * u , we call W 1 the region of ellipticity of A 1 . Moreover, for all (y, ξ) / ∈ W 0 ∪ W 1 , the trajectory Φ t (y, ξ) of the Hamilton flow of the principal symbol of −iX (ie. the symplectic lift of ϕ t ) reach A 1 ∪ A 0 in either forward or backward time: this is a consequence of the fact that for [FaSj, Sec. 2] for example). Then, by propagation of singularity for real principal type differential operator (see [Va, Sec. 2.3] or [DyZw, Prop. 2 .5]), we deduce that since −iXv + ∈ H s (M), then (2.12) holds.
We now prove the converse.
by (2.6) and −X is Fredholm on H s,u with kernel given by constants. Similarly, v − v − is constant, and thus v ∈ H s,u ∩ H u,s . Then v + − v − = C for some C ∈ R and Πf = C. Since XR 0 (1) = XR * 0 (1) = 0 we have that R 0 (1) and R * 0 (1) are constants and thus Π(1) is constant. We obtain Πf, 1 = f, Π(1) = 0 and thus C = 0. This achieves the proof.
The operator Π is (formally) self-adjoint, and taking u = −s for s > 0 fixed, it is self-adjoint as a map H s (M) → H −s (M). Moreover it maps any H s (M) to the space of invariant distributions defined by
The image of Π is infinite dimensional for Anosov flows satisfying the assumptions of Theorem 2.6. Indeed, consider Π :
as a bounded self-adjoint operator for s ≫ n/2 + 1 fixed, we have that (Im Π) ⊥ = ker Π and we remark that ker Π has infinite codimension: for each closed orbit γ of X (there are countably infinitely many), there is a smooth function f supported in an arbitrarily small tubular neighbourhood which equals 1 on γ and f, 1 = 0. Then f ∈ H s (M) cannot be written as Xv = f for some v ∈ H s (M) since this would imply γ f = 0, and by Theorem 2.6 we have f / ∈ ker Π. Since the periodic orbits are disjoint we can construct infinitely many independent f that way. This shows that I is infinite dimensional.
The alternative expression (1.1) for Πf, ψ if f, 1 = 0 is a direct consequence of (2.3) and (2.9).
We now give a direct corollary of Theorem 2.6. Corollary 2.7. Take the same assumptions as Theorem 2.6. If a function f ∈ H s (M) for some s > 0 is orthogonal to I in the sense that w, f = 0 for all w ∈ I, then there exists a unique (modulo constants) v ∈ H s (M) so that Xv = f . Conversely, if there exists v ∈ H s+1 (M) for some s > 0 so that Xv = f , then f is orthogonal to I.
Using the operator Π, we also recover the smoothness result of Marco-De La LlaveMoriyon [DMM] for the solution of the Livsic equation:
Corollary 2.8. Assume M has dimension n and X is a smooth Anosov vector field preserving a smooth invariant probability measure dµ, that the flow is topologically transitive and assume Res 0 R + (λ) = 1 ⊗ 1 (these conditions are satisfied for mixing Anosov flow). For all s > n/2, if f ∈ H s (M) and γ f = 0 for all closed orbits γ of
and since the flow is assumed topologically transitive, by Livsic theorem for Hölder function [KaHa, Th. 19.2 .4], we know that there exist v ∈ C ν (M) so that Xv = f . Then we get v ∈ H ν ′ (M) for all ν ′ < ν since M is compact and so by Theorem 2.6 we see that f ∈ ker Π, which implies that there is v ∈ H s (M) so that Xv = f and v is unique modulo constants.
Remark 2.9. The three results above hold as well if instead of assuming that the residue Res 0 R + (λ) is 1 ⊗ 1, we only assume that Res 0 R + (λ) is self-adjoint (which is equivalent to assume that the residue is equal to the spectral projector on the L 2 kernel of X, by Lemma 2.4), but then we need to take f orthogonal to the L 2 -kernel of X and uniqueness modulo constants needs to be replaced by uniqueness modulo the L 2 -kernel.
Anosov Geodesic flows
In this section, we consider the special case of M = SM being the unit tangent bundle of a compact Riemannian manifold (M, g) such that the geodesic flow ϕ t : SM → SM of the metric g is Anosov. We shall denote π 0 : SM → M the natural projection π 0 (x, v) = x where x ∈ M is the base point of the element (x, v) ∈ SM.
3.1. X-ray transform on functions. In this section, we study the operator Π acting on pull-back of functions on M. Recall that the geodesic flow is a contact Anosov flow and is thus mixing. The pull-back operator π *
We then define the operator
This operator corresponds exactly to the operator I * 0 I 0 which appears in the setting of simple metrics on domains of R n , with I 0 being the X-ray transform on functions (see [PeUh] where it is studied in details). The goal of this section is to prove Theorem 3.1. If (M, g) has Anosov geodesic flow, the operator Π 0 is an elliptic selfadjoint pseudo-differential operator of order −1, with principal symbol
where C n is a non-zero constant depending only on n. As a consequence, the kernel ker Π 0 := {f ∈ C −∞ (M); Π 0 f = 0} is finite dimensional and its elements are smooth.
Proof. Let us first show the first statement using Proposition 2.3. We write if Re(λ) > 0
where ǫ ≥ 0 is small and this extends meromorphically to C when acting on smooth functions. At λ = 0, we deduce from (2.9) that the finite part of R + (λ) is
The last term is smoothing, we now describe the wave-front set of the Schwartz kernel of π 0 * e ǫX R 0 π * 0 . By [HöI, Th 8.2 .4], the wave-front set of the Schwartz kernel of e ǫX is WF(e ǫX ) ⊂ {(ϕ −ǫ (y), η, y, −dϕ −ǫ (y) T η); y ∈ SM, η ∈ T * ϕ −ǫ (y) (SM) \ {0}} and Proposition 2.3 gives the wave-front set of R 0 , thus by [HöI, Th 8.2 .14], we deduce
using that E * s , E * u are invariant by the lifted flow Φ t : T * (SM) → T * (SM). Then, we notice that the Schwartz kernel of π 0 * e ǫX R 0 π * 0 is given by the push forward (π 0 ⊗π 0 ) * K ǫ if K ǫ is the kernel of e ǫX R 0 . Since by [FrJo, Prop 11.3.3 .]
Denote by V = ker dπ 0 ⊂ T (SM) the vertical bundle, and H the horizontal bundle (cf. [Pa, Chap 1.3] ), these are orthogonal for the Sasaki metric ·, · S and X ∈ H. Let V * , H * ⊂ T * (SM) defined by H * (V ) = 0 and V * (H) = 0; V * is dual to V and H * is dual to H using this metric. We have
T η ∈ H * for some t ≤ −ǫ, and η(X) = 0. Taking the dual vector ζ ∈ T y (SM) to η ∈ T * y (SM) using the Sasaki metric, we have ζ ∈ H and ζ, X S = 0. Now, let J be the almost complex structure on T (T M) so that J·, · S is the Liouville symplectic form on T M (see [Pa, Chap 1.3.2] ), then J maps ζ to Jζ ∈ V . Since the flow preserves the symplectic form, one has (dϕ t )
T Jdϕ t = J where the transpose is with respect to the Sasaki metric, and then we see that dϕ t (y)Jζ = J(dϕ t (y)
We deduce that the points x and x ′ are conjugate points, which is not possible if the flow is Anosov, by a result of Klingenberg [Kl] . As a conclusion, S 2 = ∅. Using finally the formula of S 3 , we have shown that for ǫ > 0 smaller than the injectivity radius, π 0 * e ǫX R 0 π * 0 has smooth Schwartz kernel except at
We finally have to study the operator L ǫ := ǫ 0 π 0 * e tX π * 0 dt, and we take ǫ smaller than the injectivity radius. This operator L ǫ can be written as
and it is a straightforward computation to check that its Schwartz kernel
Since ǫ > 0 is arbitrary (in a small interval), this implies that π 0 * R 0 π * 0 has wavefront set given by the conormal bundle N * ∆(M × M). In fact, the analysis of the singularity at ∆(M × M) follows directly from Pestov-Uhlmann [PeUh, Lemma 3.1] : let x 0 ∈ M and multiply the kernel of π 0 * R 0 π * 0 with a smooth cut-off function ψ which is 1 near a point (
, it is then equal, up to a smooth function, to the kernel L ǫ (x, x ′ )ψ(x, x ′ ). This distribution is the Schwartz kernel of a pseudo-differential operator of order −1 with principal symbol C n |ξ| −1 gx : indeed from the formula (3.2), we see that the Schwartz kernel of 2L ǫ coincides near (x 0 , x 0 ) with the Schwartz kernel of the operator I * I considered in [PeUh] where I is the X-ray transform on a geodesic ball of center x 0 and radius ǫ (which is a simple domain); the detailed computation of the symbol at x 0 is thus exactly the same as in [PeUh, Lemma 3.1] . To conclude the proof of the structure of Π 0 , we argue that the same exact argument applies for π 0 * R * 0 π * 0 (in fact this is just the adjoint π 0 * R 0 π * 0 and its Schwartz kernel has the exact same property as π 0 * R 0 π * 0 ). The statement about ker Π 0 is a direct consequence of ellipticity.
We remark that for f ∈ C −∞ (M), then by [HöI, Th. 8.2.4 
and so, using Theorem 8.2.13 in [HöI] and the fact that H * ∩ E * u = 0 = H * ∩ E * s as in the proof of Theorem 3.1, the operator R 0 π * 0 and R * 0 π * 0 acts on C −∞ (M) continuously, so that
is continuous. In fact, we can say more:
Lemma 3.2. 1) There is ǫ > 0 so that for all s > 0, the following operator is bounded
and the kernel of Π π *
with Xv = π * 0 f for some f ∈ H s−1 (M) satisfying f, 1 = 0 and with s ∈ (0, 1), then v = 0.
SM) for any u < 0 and some ǫ > 0 small independent of s (using the notation of Theorem 2.1). Therefore by (2.7) and (2.8), we obtain the first boundedness result.
To prove that the kernel is trivial, we remark that, by Theorem 3.1, if Π π * 0 f = 0 then f is smooth, and by Theorem 2.6 there exists v ∈ C ∞ (SM) so that Xv = π * 0 f . In particular, f integrates to 0 along all closed geodesic and by Dairbekov-Sharafutdinov [DaSh] one has f = 0 (this follows from the so-called Pestov identity).
Let v ∈ H s (SM) with Xv = π * 0 f for some s > 0. Recall from Theorem 2.1 that X is Fredholm on (H s ′ ,u ) * and (H u,s ′ ) * for any u < 0 and s ′ > 0, with kernel the constants and respective inverse operator R 0 and R * 0 . So using the fact that π *
* for some small ǫ > 0 and all u < 0, with the inclusion In addition, there is C s > 0 independent of f so that
Proof. If f is constant the result is obvious, so we can assume that f, 1 = 0. We take ǫ > 0 small as in Lemma 3.2. For s = 0, define the scalar product on C ∞ (SM)
and let B s be the Hilbert space obtained by the completion of C ∞ (SM) for the norm associated to B s . Then Π π * 0 : H −s (M) → B s is bounded by using Theorem 3.1 and Lemma 3.2, and its kernel is trivial. We want to prove that the image of its adjoint π 0 * Π : B * s → H s (M) is closed, which is equivalent to prove that Π π * 0 : H −s (M) → B s has closed range, by Banach closed range theorem. Since Π 0 is an elliptic pseudodifferential operator of order −1, we have that there exists C > 0 and
and thus the range of Π π * 0 is closed and π 0 * Π :
is an isomorphism. This shows that for all f ∈ H s (M), there exists a unique u ∈ B * s such that π 0 * Πu = f . Now, using Riesz representation theorem, it it easily seen that an element u ∈ B * s can be written (as a distribution) under the form u = u 1 + u 2 where u 1 ∈ H |s|/ǫ (SM) and u 2 = π * 0 w for some w ∈ H s−1 (M). We then set v := Πu, which satisfies Xv = 0 and π 0 * v = f , and we have Πu 1 ∈ ∩ u<0 H u (SM) and Πu 2 ∈ ∩ u<0 H u (SM) if s ≥ 1, while Πu 2 ∈ H s−1 (SM) if s < 1. The estimate on the norm of v in terms of f H s (M ) follows from the boundedness of the inverse of π 0 * Π : B * s → H s (M). The wave-front set statement follows from Theorem 2.6 as we can take s → +∞ (the spaces B * s are decreasing when s > 1 increases and their intersection is contained in C ∞ (SM)).
This statement gives a more precise result than that of Paternain-Salo-Uhlmann [PSU2, Th 1.2] when f has some regularity (using Pestov identity and Fourier decompositionà la Guillemin-Kazhdan, they obtain the same existence result but only for s = 0).
X-ray transform on symmetric tensors. Consider the space of symmetric
The vertical Laplacian ∆ v : C ∞ (SM) → C ∞ (SM) can be defined using the Riemannian metric on each fiber S x M, and its spectral decomposition induces an isomorphism
where H m are L 2 sections of a smooth vector bundle over M corresponding to the decomposition of a function into spherical harmonics of degree m in the fibers S x M ≃ S n−1 . Notice that spherical harmonics of degree m correspond to restriction of harmonic homogeneous polynomials on R n and H m identifies via π * m to the space of L 2 sections of the bundle over M
where
T * M is the trace defined by contracting with the Riemannian metric:
if (e 1 , . . . , e n ) is an orthonormal basis of T M. There is a natural operator D : 
where it decomposed as X = X + + X − with X ± :
* . We refer to [GK2] and [PSU2, Sec. 3] for further details and dicussions about this decomposition.
m ψ where the pairing uses the metric g. We now show Theorem 3.4. The operator Π m := π m * Π π * m is a self-adjoint pseudo-differential operator of order −1 on the bundle ⊗ m S T * M, which is elliptic on ker D * in the sense that there exist pseudo-differential operators P, S, R with respective order 1, −2, −∞ so that
Proof. We follow the proof to Theorem 3.1. Take two points x 0 , x 
using the local bases (e j ) j and (e ′ j ) j and its (j,
where K is the Schwartz kernel of Π. Since multiplying by smooth function does not make the wave-front set bigger, we are reduced to the exact same analysis we did in the proof of Theorem 3.1. Then we deduce that the operator Π m has smooth kernel outside the diagonal ∆(M ×M), the wave-front set is contained in the conormal bundle to the diagonal and Π m can be written as 
, this is a pseudo-differential operator of order −1 if ǫ > 0 is chosen smaller than the radius of injectivity. It is also shown in [SSU, Th. 3.1] that there exists pseudo-differential operator P, S, R as announced above. We notice that, even though [SSU] deal with the case of simple manifolds, all their computations are local, and near a point (x 0 , x 0 ) ∈ ∆(M × M), the operator ǫ 0 π m * e tX π * m dt has the same conormal singularity as the operator I * I acting on symmetric m-tensors on a small disk centered at x 0 (which is the case considered in [SSU] ).
Just as for m = 0, using the wave-front set of Π, we see that
is well-defined. The operator D is elliptic on sections of ⊗ m S T * M and thus the range of D : 
We then get:
Lemma 3.5. 1) Thee exists ǫ > 0 so that for all s > 0, the following operator is bounded
Proof. The proof of the first boundedness result is exactly the same as for the case m = 0. To prove that the kernel is finite dimensional, we remark that by Theorem 3.4, if Π π * m f = 0 and D * f = 0, then Π m f = 0 and so f is smooth by applying (3.4) to f . Then by Theorem 2.6 there exists v ∈ C ∞ (SM) so that Xv = π * m f . Conversely, elements f so that Xv = π * m f for some v smooth satisfy π * m f ∈ ker Π by Theorem 2.6 (in particular, f integrates to 0 along closed geodesics). The proof of the last statement is the same as for m = 0 thus we do not repeat it.
Remark 3.6. . This gives an alternative (microlocal) proof of the result of DairbekovSharafutdinov [DaSh, Th 1.5.] on the finite dimensionality of the kernel of the X-ray transform on m-cotensors on Anosov manifolds. By results of Croke-Sharafutdinov [CrSh] and Lemma 3.5, we deduce that the kernel of Π π * m on ker D * is trivial if (M, g) is Anosov with non-positive curvature, and is always trivial when m = 1 for Anosov manifolds by [DaSh, Th 1.3 ].
Finally we get existence of invariant distributions with prescribed push-forward π m * . In addition, there is C s > 0 independent of f so that
Proof. The proof is essentially the same as Corollary 3.3, thus we just focus on the differences. Take s = 0 and define the scalar product on C ∞ (SM)
and let B s be the Hilbert space obtained by the completion of C ∞ (SM) for the norm associated to B s . Then Π π *
is bounded by using Theorem 3.4 and Lemma 3.5, and its kernel is finite dimensional. We want to prove that the image of its adjoint π m * Π :
whereR is smoothing. The left hand side can be written as P Π m + Q with Q a pseudo-differential operator of order −1 and we deduce that there exists C > 0 and
and thus the range of Π π * m is closed and π m * Π : B * s → H s (M) ∩ ker D * is an isomorphism from the orthogonal of its kernel onto its finite codimensional range. The rest of the proof is the same as the case m = 0 shown in Corollary 3.3. 
then the distribution v in Corollaries 3.3 and 3.7 has smooth coefficients in the vertical Fourier decomposition (matching with the work [PSU2] for m = 0). This also follows from the wave-front set property of v and applying π ℓ * .
3.3. Injectivity of X-ray transform on tensors for Anosov surfaces. Consider an oriented compact Riemannian surface (M, g) with Anosov geodesic flow ϕ t : SM → SM. As before, let X be the smooth vector field generating the flow. The manifold SM is a circle bundle over M, equipped with a natural action
where R θ is the rotation of an angle +θ in the fiber. The action is generated by a vector field V defined by V f (x, v) = ∂ t f (e it .(x, v))| t=0 . We let X ⊥ := [X, V ], and it can be checked that (X, X ⊥ , V ) form a basis of T (SM), which is orthonormal for the Sasaki metric. The tangent space T (SM) splits as T (SM) = V ⊕H where V = RV = ker dπ is the vertical space and H is the horizontal space defined using Levi-Civita connection (cf [Pa] ). In particular, one has H = span(X, X ⊥ ). Let α be the Liouville 1-form defined by α (x,v) (ξ) = g(dπ (x,v) (ξ), v) which satisfies α(X) = 1, ι X dα = 0 and is a contact form. One has ker α = E u ⊕ E s . Near a point x 0 of M, one can find isothermal coordinates x = (x 1 , x 2 ) so that the metric is of the form g = e 2ω(x) (dx
2 ) for some smooth function ω. Using the action generated by V , this induces coordinates (x 1 , x 2 , e iθ ) near the fiber π −1 (x 0 ), and one has in these coordinates
Fourier decomposition in the fibers. Each smooth function u ∈ C ∞ (SM) can be decomposed as
using the Fourier decomposition in the fibers with u k L 2 = O(|k| −∞ ) (see [GK1] ) . This decomposition extends to L 2 (SM) and induces a splitting L 2 (SM) = ⊕ k∈Z H k where elements in H k correspond to ker(V − ik) and can be represented as L 2 -sections of k-th power of a complex line bundle over M. The geodesic vector field X acts as a first order differential operator on C ∞ (SM) and can be decomposed as
where in the decomposition (3.5), η ± : H k → H k±1 for all k ∈ Z. Symmetric cotensors of order m are embedded as functions in SM by the map π *
with sections of S(dz m−j ⊗dz j ) mapped to H m−2j by π * m . If q ∈ H m , we have π * m π m * q = c m q for some c m = 0 depending only on m. The operator X has a splitting
where, using (3.6), the action on each H m is given by X + = D and X − = − 1 2 D * . We define the antipodal map A : SM → SM by A(x, v) := (x, −v). In terms of coordinates (x, θ), this is simply the translation of π in the θ component. The action by pull-back on functions becomes, in the decomposition (3.5), (Id − A * ) has range the set of functions with odd Fourier coefficients. These operator extend continuously to C −∞ (SM) by duality since A is a diffeomorphism, and we shall say that a distribution is odd (resp. even) if it is in the range (resp. kernel) of Szegö projector. We now define the Szegö projection in the fibers using decomposition (3.5)
which is the projector on the positive Fourier coefficients. This extends as a self-adjoint bounded operator on L 2 (SM), and as a bounded operator on C −∞ (SM). Moreover an easy computation using X = η + + η − gives XSu = SXu − η + u 0 + η − u 1 .
(3.8)
Let p V ∈ C ∞ (T * SM) be the principal symbol of −iV , it is given by p V (y, ξ) = ξ(V y ). We first claim Lemma 3.9. The operator S has Schwartz kernel with wave-front set contained in WF(S) ⊂ {(y, ξ, y, −ξ) ∈ T * (SM × SM); p V (ξ) ≥ 0}.
Proof. First we notice that the distribution kernel is supported on {π 0 (y) = π 0 (y ′ )}. Then it suffices to work locally near a point (x 0 , θ 0 , x 0 , θ ′ 0 ) ∈ SM × SM and we use isothermal coordinates there. The operator S acting on functions supported in a neighborhood of π −1 (x 0 ) can be viewed as an operator with a compactly supported distributional kernel on (R 2 × S 1 ) × (R 2 × S 1 ); moreover, this is a convolution operator and the convolution kernel is given bỹ S(x, e iθ ) = δ 0 (x) ⊗ 1 2π
The singular support ofS is contained in {0}×S 1 . Notice that k≥1 e ikθ = e iθ (1−e iθ ) −1 is smooth outside e iθ = 1, then for any smooth function χ on S 1 which vanishes near 1, the wave-front set of χ(e iθ )S is contained in the conormal bundle N * ({0} × S 1 ), and since this was a convolution kernel, when returning to SM × SM this part has wavefront set contained in the subset {(y, ξ, y, −ξ); p V (ξ) = 0} of the conormal bundle to the diagonal. Now we are left to analyse the remaining part of the convolution kernel (1 −χ(e iθ ))S. If 1 −χ is supported close enough to 1, we can view this as a distribution on R 2 x × R θ with Fourier transform (ξ x , ξ θ ) → k≥1ψ (ξ θ − k)
where ψ ∈ C ∞ 0 (R) is a function equal to 1 near 0 and ψ(θ) = 0 for |θ| > π/2. Since p V (ξ x , ξ θ ) = ξ θ , the Fourier transform decays fast in all directions ξ = (ξ x , ξ θ ) so that p V (ξ) < 0. Coming back to SM × SM, this part has wave-front set contained in {(y, ξ, y, −ξ); p V (ξ) ≥ 0}.
As a corollary of this, we obtain Proof. We use [HöI, Th 8.2 .13] to deduce that WF(Su) ⊂ {(y, ξ); p V (ξ) > 0} and WF(Sv) ⊂ {(y, ξ); p V (ξ) > 0} if WF(u) ∪ WF(v) ⊂ {(y, ξ); p V (ξ) = 0}. Then by [HöI, Th. 8.2 .10], the multiplication S(u).S(v) makes sense as a distribution since for any (y, ξ) ∈ WF(S(u)) one has (y, −ξ) / ∈ WF(S(v)). The fact that S(u).S(v) = S(S(u).S(v)) is straightforward to check by taking sequences u n , v n ∈ C ∞ (SM) converging to u, v ∈ C −∞ (SM) as n → ∞ and using that the equality S(S(u n )S(v n )) holds for all n. Moreover, if u, v are odd and in ker X, we deduce from (3.8) that XS(u) = XS(v) = 0 and thus X(S(u).S(v)) = 0, again by approximating by smooth functions in the distribution topology. This achieves the proof.
Proof of Injectivity of X-ray on tensors. We can now prove Proof. First we claim that for f 1 ∈ H 1 ∩ C ∞ (SM) which satisfies η − f 1 = 0, then ∃v ∈ C −∞ (SM) odd , Xv = 0, WF(v) ⊂ {p V (ξ) = 0}, π 1 * v = π 1 * f 1 . (3.9)
Indeed, the condition D * (π 1 * f ) = 0 becomes η + f −1 + η − f 1 = 0 if f ∈ C ∞ (M, T * M) and π * 1 f = f 1 + f −1 , so if f −1 = 0, the condition η − f 1 = 0 and Corollary 3.7 insure that there is v ∈ ∩ u<0 H u (SM) so that Xv = 0 and π 1 * v = π 1 * f 1 . Moreover we know that WF ( To conclude the proof of Theorem 1.5, it suffices to use the argument of the proof of Theorem 1.1. in [PSU1] : M has a normal cover N which is non hyperelliptic and lifting the problem to N, we reduce the proof to the case of non hyperelliptic surfaces. Take f ∈ C ∞ (M, ⊗ m S T * M) with I m (f ) = 0, then Livsic theorem tells us that there is u ∈ C ∞ (SM) such that Xu = π * m f . Then Proposition 3.12 ends the proof.
