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A valley degree of freedom (DOF) in transition metal dichalcogenides with broken inversion sym-
metry can be controlled through spin and orbital DOFs owing to their valley-contrasting characters.
Another important aspect of the spin and orbital DOFs is that they affect quasiparticle scattering
processes that govern the valley lifetime. Here we combine quasiparticle-interference (QPI) imaging
experiments and theoretical simulations to study the roles of the spin and orbital DOFs in 3R-NbS2.
We find that the QPI signal arising from an inter-valley scattering is noticeably weaker than that
caused by an intra-valley scattering. We show that this behavior is predominantly associated with
the orbital DOF, signifying the different spin and orbital structures of spin-split bands at each
valley. These findings provide important insights into understanding the valley-related transport
properties.
I. INTRODUCTION
Degrees of freedom (DOFs) of electrons in solids are
the basis of information processing, such as charge and
spin DOFs in electronics and spintronics, respectively.
Valleys in momentum space, namely multiple local ex-
trema in an electronic band structure, have been pro-
posed as an emergent DOF, being expected to open
novel applications (valleytronics)1–3. Systems with a
honeycomb-like lattice structure, such as graphene and
transition metal dichalcogenides (TMDCs), can possess
two energetically degenerated valleys at the corners of
the Brillouin zone (±K points) and offer a facilitating
stage for valleytronics2–11.
Manipulation of the valley DOF is a prerequisite
for valleytronics and can be achieved through valley-
contrasting attributes. A noticeable example is the valley
Hall effect caused by the valley-contrasting Berry curva-
ture3,5–10,12–14. Monolayer TMDCs with broken inver-
sion symmetry offer alternative ways to manipulate the
valley DOF through the spin and orbital DOFs. The
broken inversion symmetry and strong spin-orbit cou-
pling create not only valley-spin coupling characterized
by opposite spin polarizations at ± K valleys but also
valley-orbit coupling signified by valley-contrasting or-
bital characters dx2−y2 ± idxy at ± K valleys8–10. These
couplings allow us to control the valley polarization by an
external magnetic field 15–18 and by circularly polarized
light8–10,19–21, for example.
The spin and orbital DOFs also affect quasiparticle
scattering processes that govern transport properties in-
cluding a valley lifetime. Therefore it is crucial to in-
vestigate the roles of the spin and orbital DOFs exper-
imentally. Spin- and angle-resolved photoemission spec-
troscopy is a powerful tool that can directly access to
the spin structures in momentum space. A clear signa-
ture of the valley-spin coupling has been first demon-
strated in 3R-type bulk MoS2
22. Quasiparticle interfer-
ence (QPI) patterns observed by spectroscopic-imaging
scanning tunneling microscopy (SI-STM) are also sen-
sitive to the spin and orbital DOFs and have provided
information on both spin and orbital structures in mo-
mentum space23–30. QPI patterns are generated by an
interference between two quantum states on the same
constant-energy contours in momentum space. If these
states are orthogonal, they can not interfere with each
other and no QPI signal is generated at the scattering
vector q connecting these two states. Since the orthogo-
nality is related to both spin and orbital DOFs, one can,
in principle, infer the roles played by the spin and orbital
DOFs through the selection rule of QPI. In monolayer
WSe2, a QPI signal corresponding to the inter-valley
scattering is suppressed or absent31,32. This has been
attributed to the opposite spin orientations at ± K val-
leys. However, since the orbital DOF is also active in
the TMDCs, distinguishing the role played by each DOF
requires careful considerations.
In this article, we investigate QPI patterns of 3R-NbS2
and analyzed the data using the theory based on the T -
matrix formalism where both spin and orbital DOFs are
treated on an equal footing. Bulk 3R-NbS2 was chosen
for the present purpose, because of its broken inversion
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2symmetry with conducting states. We find that QPI
signals of the inter-valley scatterings are much weaker
than those caused by the intra-valley scatterings. We
have succeeded in reproducing this behavior by theoreti-
cal simulations and reveal that the selection rule associ-
ated with the orbital DOF governs the QPI patterns. We
also point out that different spin and orbital structures
between the spin-split bands at each valley are impor-
tant for the inter-valley scattering, providing a clue for
understanding valley-related transport properties.
II. METHODS
Single crystals of 3R-NbS2 were grown by chemical
vapor transport technique. A mixture of Nb, S and I2
was sealed in a quartz tube and placed in a two-zone
horizontal temperature gradient furnace: the higher-
temperature side was kept at 1100 ◦C and lower side
at 900 ◦C for 12 days. We confirmed that the polytype
of the grown crystals is 3R type by powder X-ray mea-
surements. The STM measurements were done at a tem-
perature of 4.6 K using a commercial low-temperature
ultra-high-vacuum STM (Unisoku USM-1300) modified
by ourselves33. The samples were cleaved under ultra-
high-vacuum (< 10−9 Torr) at 77 K and immediately
transferred to the STM head that was kept below ∼10 K.
All of the spectroscopic measurements were done by the
standard lock-in technique.
We also performed first-principles band structure cal-
culations using the Perdew-Burke-Ernzerhof parame-
terization of the generalized gradient approximation34
and the full-potential (linearized) augmented plane-wave
method with an inclusion of the spin-orbit coupling as
implemented in the wien2k code35. We used the exper-
imental crystal structure shown in Ref. 36. We set the
muffin-tin radii of Nb and S atoms to 2.48 and 2.14 Bohr,
respectively, and adopted RKmax = 7.00.
III. RESULTS AND DISCUSSION
First we introduce basic electronic structures of 3R-
NbS2 obtained by first-principles calculations. The crys-
tal structure of 3R-NbS2 globally breaks inversion sym-
metry as shown in Fig. 1(a). As a result, the band struc-
ture is similar to that of monolayer TMDCs, which is
characterized by the spin-split bands at ±K points that
constitute valleys [Fig. 1(b)]. Valley-contrasting charac-
ter manifests itself in the spin-split bands at ±K points;
at +K point, the spin-up band is higher than the spin-
down band whereas the situation is opposite at -K point
[Fig. 1(d)]. The energy splitting at ±K points is calcu-
lated to be as large as 120 meV. The Fermi level of 3R-
NbS2 lies deep inside the spin-split bands, which brings
about metallic conduction making SI-STM experiments
possible. As schematically shown in Fig. 1(d), Γ1 and
Γ2 bands at the center of the Brillouin zone are three di-
mensional in nature and thus the QPI signals related to
these bands may be broadened. The valley bands at ±K
are almost two dimensional, being expected to govern the
QPI signals.
Figure 2(a) depicts a typical topographic image that
shows a triangular lattice with a lattice constant of 3.4 A˚,
which is consistent with the bulk a-axis constant. From
the observed lattice, we determine the crystallographic
orientation, as indicated by the black arrows in Fig. 2(a).
Although both of S and Nb sublattices have the same lat-
tice constant, we infer that the former is imaged because
the cleaving occurs between the neighboring S atoms
bonded by the weak van der Waals interaction. There
are many defects imaged as protrusions (∼ 8 % of Nb
atoms) and depressions (∼ 4% of Nb atoms). Both of
them occupy one of the hollow sites as marked by the
red and yellow crosses in the inset of Fig. 2(a). As shown
in Fig. 1(a), there are two different hollow sites that cor-
respond to the Nb site of the topmost NbS2 layer and the
S site of the second topmost NbS2 layer. Given that few
defects are observed in the imaged topmost S sublattice,
we postulate that the defects are not located at the S
site but at the Nb site. Such defects should modify low-
energy states consisting of Nb d-orbitals and may work
as quasiparticle scatters that generate QPI patterns.
Figure 2(b) shows the measured tunneling spectrum
dI/dV reflecting the density of states (DOS). Here, I
and V denote the tunneling current and the sample bias
voltage, respectively. The calculated DOS below EF pos-
sesses several peaks or humps that are not clearly ob-
served in the tunneling spectrum as shown in Fig. 2(c).
However, it qualitatively capture the tunneling spectrum
above EF: the gradual reduction of the DOS above ∼
+300 meV and the sudden growth of the DOS above ∼
+2.1 eV that corresponds to the bottom of the band ly-
ing above +2.1 eV [Fig. 1(b)]. The valley bands lie in
an energy range roughly from EF to +1 eV as marked
by the black box in Fig. 1(b). Therefore, we performed
SI-STM experiments in this energy range to image QPI
patterns.
Figures 3(a) to 3(e) show series of differential conduc-
tance maps g(r, E) ≡ dI(r)/dV |V=E/e taken in the same
field-of-view of Fig. 2(a). Here, r denotes position at the
surface, E is the energy and e is the elementary charge.
We perform Fourier transformation of g(r, E) to obtain
the q-resolved conductance map gq(q, E) in which QPI
signals show up as local maxima. To emphasize the pos-
sibly small QPI signals, we take a second derivative of
gq(q, E) with respect to E as shown in Figs. 3(k)-3(o),
where the white colored intensities indicate the center of
the QPI intensities. Features appearing near the origin
of gq(q, E) correspond to the small q scatterings includ-
ing the intra-valley scattering. There are three ring-like
features that spread out with decreasing energy. [Halves
of them are marked in green, cyan, and orange arcs in
Fig. 3(k)-3(o).] We examine the energy-dependent line
profile along the red line shown in Fig. 3(o) to identify
the origins of these QPI signals [Fig. 4(c)]. Three hole-
3like branches guided by green, cyan, and orange lines cor-
respond to the three rings in Figs. 3(k)-3(o). There are
two local maxima in intensity at q = 0 around +750 meV
and +600 meV as pointed by the two arrows in Fig. 4(c).
Because the energy difference between them ∼150 meV
is close to the calculated energy splitting of spin-split
bands at ±K points ∼120 meV, we assign that they are
the band edges of upper and lower spin-split valley bands.
(The energy difference between the observed and the cal-
culated spin split bands is about 65 meV.) This means
that the middle branch (cyan) in Fig. 4(c) stems from
the intra-valley scattering qintra schematically shown in
Fig. 1(d). The uppermost (green) and lowermost (or-
ange) branches may originate from the intra-band scat-
terings of Γ1 and Γ2-band, respectively. Note that the
intensity of the uppermost branch is weak and the low-
ermost branch is rather broad. These observations may
be related to the three dimensionality of the Γ1 and Γ2
band22.
Besides the intra-valley QPI signal, an inter-valley QPI
[denoted as qinter in Fig. 1(d)] signal is expected in the
vicinity of the q point marked by crosses in Fig. 3(f)-
3(o). At high energies, the inter-valley QPI signal is
hardly detected but below about +400 meV, a faint fea-
ture emerges as indicated by the red dashed circle in
Fig. 3(m). This feature splits and merges with neighbor-
ing signals with decreasing energy. The characteristics
of this inter-valley QPI signal is highlighted in Fig. 4(b)
and 4(d) that show the energy-dependent line profiles
of gq(q, E) and d
2gq/dE
2(q, E) along the white line in
Fig. 3(o), respectively. The most noticeable observation
is that the inter-valley QPI signal is much weaker than
the intra-valley counterpart especially near the band edge
energies [Fig. 4(a) and 4(b)]. Only one branch appears
below +400 meV as shown in Fig. 4(d). In principle, an-
other QPI signal due to the scattering from +K valley to
the separate +K valley may show up around the Bragg
spot (G) but it was not detected. The absence of this QPI
signal may be due to the finite resolution of the STM tip
and/or the finite width of the impurity potential, both of
which suppress large-q QPI signals. Although this effect
might suppress the inter-valley QPI signals, it seems to
be not enough to reproduce the large intensity difference
between the intra- and inter-valley QPI signals. The clear
intra-valley QPI signals survive up to |q| ∼ 1.0 A˚−1 (at
E = 0 meV) as shown in Fig. 4(a). Even though the |q|
of the inter-valley QPI (∼ 1.26 A˚−1) is only 30% longer
than the value of |q| ∼ 1.0 A˚−1, the actual inter-valley
QPI intensity is noticeably weaker or absence compared
with the intra-valley QPI signals. This observation im-
plies that another mechanism is indispensable to explain
the suppression of the inter-valley QPI signals.
The observed contrast between intra- and inter-valley
scatterings should carry information of the spin and or-
bital DOFs at the ±K valleys. To unveil the roles of
these DOFs, we performed theoretical QPI simulations
in which the spin and orbital DOFs are hypothetically
suppressed one by one. (See Appendix A for details of
the QPI simulations.) Consequently, we are able to com-
pare our experimental data with four different simulated
results, each of which is characterized by its own selection
rule(s) associated with the active DOFs [Fig. 4(e)-4(l)].
As shown in Figs. 4(e) and 4(f), the result of the full sim-
ulation including both spin and orbital selection rules re-
produces very well the observed QPI signals of the intra-
and inter-valley scatterings in terms of the energy disper-
sions, the energy-dependent intensities and the contrast
between the intra- and inter-valley scatterings. On the
other hand, the simulation that ignores both selection
rules [Figs. 4(k) and 4(l)] exhibits that the QPI intensity
is almost independent of the energy and the wave vector
q. This E- and q-independent behavior of the QPI inten-
sity apparently contradicts with the experimental result.
Namely, the spin and/or orbital DOFs are relevant to the
real QPI signals.
We can separate the effects of the spin and orbital
DOFs by virtually suppressing one of these DOFs. As
shown in Figs. 4(g) and 4(h), it is clear that the result
of the simulation including only the orbital DOF is very
similar to the result of the full simulation, as well as to
the experimental observation. By contrast, the simula-
tion including only the spin DOF [Figs. 4(i) and 4(j)] does
not account for the E- and q-dependence of the QPI in-
tensities even though it suppress some of the branches
appearing in the simulation without both selection rules
[Figs. 4(k) and 4(l)]. Therefore, we can safely conclude
that the orbital DOF plays a pivotal role in the QPI in
3R-NbS2.
Such contrasting consequences brought by the spin and
orbital DOFs can be understood in terms of the different
spin and orbital characters of valley bands. Figure 4(m)
depict the calculated spin- and orbital-resolved spectral
function. First we discuss the effect of orbital DOF. It
is clear that the dx2−y2 + idxy (dx2−y2 − idxy) orbital
component is almost completely localized at the +K (-K)
valley, representing the valley-contrasting orbital angular
momentum. In such a situation, the intra-valley scatter-
ing is possible but the inter-valley scattering is forbidden
by the orbital-selection rule; the initial and final states of
the scattering are orthogonal with each other in orbital
space. A gradual increase of the inter-valley scattering
intensity at low energies is due to the mixed dz2 compo-
nent that exists equally at both valleys and its spectral
weight increases with decreasing energy.
The effect of the spin DOF is different from that of
the orbital DOF. This is because spin orientations of the
valley bands are reversed not only between the ±K val-
leys but also between the spin-split bands at each val-
ley. (Note that the orbital character is maintained be-
tween the upper and lower spin-split bands.) Near the
top of the upper spin-split band, the spin-selection rule
prevents the inter-valley scattering, as in the case of the
orbital-selection rule, since spin orientations are opposite
between the ±K valleys. However, below the top of the
lower spin-split bands, there appears an allowed inter-
valley scattering channel with the same spin orientation
4between the initial and final states, unless other selection
rules apply [Fig. 4(n)]. This is the reason why an intense
inter-valley branch remains in the simulation including
only the spin DOF [Fig. 4(j)].
We schematically summarize our interpretation in
Fig. 4(n). In the intra-valley scattering, there are three
possible scattering channels. One of these three is pre-
vented by the spin-selection rule but other two are al-
lowed. In the inter-valley scattering, there are four pos-
sible scattering channels. Even though the spin-selection
rule allows two of them, the orbital-selection rule prevent
all of the channels. As a results, there appears a large
intensity difference between the QPI signals caused by
the intra- and inter-valley scatterings.
IV. CONCLUSION
We study the QPI patterns in the valleytronics-
candidate TMDC compound 3R-NbS2 by using Fourier
transformed SI-STM to clarify the roles played by the
spin and orbital DOFs. The observed inter-valley QPI
signal is noticeably weaker than the intra-valley QPI sig-
nal. A comparison with the theoretical simulations high-
lights the pivotal role of the orbital DOF in the observed
QPI patterns. We show that this is related not only
to the valley-contrasting characters of the spin and or-
bital DOFs but also to the difference in the spin and or-
bital structures at each valley; the orbital characters are
maintained between the spin-split valley bands whereas
the spin orientations are reversed between them. Our
results clearly indicate that not only the spin DOF but
also the orbital DOF should be explicitly taken into ac-
count to analyze the quasiparticle scattering processes in
TMDCs. This is important information for many valley-
related phenomena, such as a valley lifetime that governs
the amplitude of the valley Hall effect.
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Appendix A: Tight-binding Hamiltonian and QPI
simulations
For QPI simulations, we build three-orbital third-
nearest-neighbor tight-binding Hamiltonian with the
same basis set of Ref. 37,
ψ† = (d†z2↑, d
†
z2↓, d
†
x2−y2↑, d
†
x2−y2↓, d
†
xy↑, d
†
xy↓)
T . (A1)
The tight-binding parameters are determined by fitting
the first-principles band shown in Fig. 5. The obtained
parameters are summarized in Table I.
TABLE I. Tight binding parameters (in units of eV) deter-
mined by fitting the first-principles band structure. 1 and
2 denote the on-site energy in dz2 and dx2−y2 or dxy or-
bitals, respectively. t, r, and u are nearest neighbor (NN),
next nearest neighbor (NNN), third nearest neighbor (TNN)
hopping parameters, respectively. λ represents the spin-orbit
coupling. In this study, we fix the lattice constant a0 = 3.33 A˚
and added Eoffset = 0.065 to the diagonal components of the
Hamiltonian, so that the calculated spin-split band matches
the experimental one.
Orbital Notation Energy (eV)
on-site
dz2 1 0.9775
dxy, dx2−y2 2 2.5438
NN
dz2 → dz2 t0 -0.0928
dz2 → dxy t1 0.3629
dz2 → dx2−y2 t2 0.3339
dxy → dxy t11 0.1057
dxy → dx2−y2 t12 0.2454
dx2−y2 → dx2−y2 t22 0.0050
NNN
dz2 → dz2 r0 0.1124
dz2 → dxy r1 -0.1066
dz2 → dx2−y2 r2 0.1297
dxy → dxy r11 0.0191
dxy → dx2−y2 r12 -0.0069
TNN
dz2 → dz2 u0 -0.0649
dz2 → dxy u1 0.0276
dz2 → dx2−y2 u2 -0.0301
dxy → dxy u11 0.1572
dxy → dx2−y2 u12 -0.0780
dx2−y2 → dx2−y2 u22 -0.0082
SO coupling - λ 0.0575
To describe more explicitly the valley-orbit coupling,
we change the basis set by introducing the unitary trans-
formation,
Uˆ =

1 0 0
0
1√
2
i√
2
0
1√
2
− i√
2
⊗ I2×2. (A2)
Namely, the new basis set is
φ† = (d†0↑, d
†
0↓, d
†
1↑, d
†
1↓, d
†
2↑, d
†
2↓)
T , (A3)
where d†0σ = d
†
z2σ, d
†
1σ = (d
†
x2−y2σ + id
†
xyσ)/
√
2, and d†2σ
= (d†x2−y2σ − id†xyσ)/
√
2 (σ =↑, ↓).
We employ the standard T -matrix formalism to cal-
culate QPI patterns. Within this framework, the QPI
signal is can be written as
ρ(q, E) ∝
∑
k,i,f
〈φi(k)|T (k, q, E)|φf (k + q)〉 〈φf (k + q)|φi(k)〉
(A4)
5Here, T (k, q, E)| is the T -matrix, |φi(k)〉 and |φf (k)〉 are
the eigenvectors of initial and final states, respectively.
The last term of Eq. A4 〈φf (k + q)|φi(k)〉 represents
the orthogonality between the initial and final states. In
this work, we focus on the effect of the spin and orbital
selection rules originating from this last term of Eq. A4.
We assume spin- and orbital-preserving scatterings. For
all the our calculations, the energy broadening is set to
1 meV and the scattering potential is set to 0.1 eV for
all orbital and spin channels. The so-called setpoint ef-
fect38 and the lock-in broadening (20 mVrms) are taken
into account to compare with the experimental results.
Some more details of QPI simulations and comparison
with experimental results are described in Ref. 39.
For the full simulation including both the orbital and
spin DOFs, the Green’s function written with the ba-
sis set φ† is used. For the simulations where the or-
bital and/or spin DOF is hypothetically suppressed, the
Green’s functions written in a subspace of φ† are used.
For the simulations including only the spin DOF, the
Green’s function of each orbital Gi (i = 0, 1, 2) is writ-
ten with φ†i = (d
†
i↑, d
†
i↓)
T . Similarly, for the simula-
tions including only the orbital DOF, the Green’s func-
tion of each spin Gσ (σ =↑, ↓) is written with φ†σ =
(d†0σ, d
†
1σ, d
†
2σ)
T . To suppress both of the spin and or-
bital DOFs, the Green’s function Giσ is written with
φ†iσ = (d
†
iσ). To calculation QPI patterns with DOF
suppression, the sum of each Green’s function,
∑
iGi,∑
σ Gσ, or
∑
i,σ Giσ is used.
The results of the full simulations are shown in
Figs. 6(i)-6(l). Contrary to experimental results, the sig-
nals originated from the Γ1 band are quite strong as in-
dicated by the red arrows in Figs. 6(k) and 6(l). This
contradiction seems to stem from the spectral weight
broadening due to the three-dimensionality (a large dis-
persion along the kz direction) of the Γ1 band in the bulk
3R-materials [Fig. 1(b)]22, which is not contained in our
tight-binding model for a monolayer TMDC.
To include this broadening effect in our simulations, we
multiply the bare Green’s functions by a filtering function
[F (k)] defined as follows;
F (k) = (1− f(k))4,
f(k) = (f ′(k)− f ′min)/(f ′max − f ′min),
f ′(k) =
6∑
n=0
1
2piw
exp
(
− (kx − Γxn)
2 + (ky − Γyn)2
2w2
)
,
(A5)
where (Γxn,Γyn) is the position of n-th Γ point (Γ0 is
center of 1st BZ, Γ1∼6 denote six Γ points surrounding
Γ0), and w is a half-width at half maximum of Gaussian
distribution (w = 0.6 A˚
−1
in this work). The resulting
filtering function and the effect of this Γ1-band filtering
are summarized in Fig. 6. Figures 6(e)-6(h) represent
the simulated results with this Γ1-band filtering as ex-
perimentally observed. The signatures originated from
the valley bands at ±K are clearer than those in the sim-
ulations without this filtering. Note that the conclusion
in this paper does not change even if we do not use this
Γ1-band filtering.
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FIG. 1. (a) Crystal structure of 3R-NbS2. Yellow and cyan spheres indicate S and Nb ions, respectively. (b) Band structure of
3R-NbS2 by first-principles calculations (See methods section for detailed procedure) along a pass through the high symmetry
points in the first Brillouin zone indicated by the red lines in (c). A black box denotes an energy range on which we focus in this
study. (c) First BZ of 3R-NbS2. Green shaded areas denote the original BZ of 3R-NbS2. Solid lines represent the conventional
BZ for hexagonal unit cell. The two-dimensional projected BZ is represented by the topmost hexagonal plane containing Γ, M ,
and ±K. (d) Schematic illustrations of band structure within the energy range indicated by the black box in (b). Bottom panel
represents constant energy contours at ∼ +100 meV. Bands in red and blue represent quasi-2D spin-up and -down valley-bands
around ±K points, respectively. Gray shaded bands denote spin-degenerated three dimensional bands around Γ, named as Γ1-
and Γ2-band. Dashed and solid arrows indicate the intra- qintra and inter-valley qinter scattering channels, respectively.
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modulation amplitude of 20 mVrms at a set point of V = -0.5 V and I = 100 pA. (c) Density-of-states by first-principles
calculations. Red, blue, and green lines denote total DOS, partial DOS of Nb, and of S ions, respectively. A dashed blue line
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These maps are taken by the standard lock-in technique with a modulation amplitude of 20 mVrms at a set point of V = 1 V
and I = 200 pA. (f) to (j) Fourier transformed conductance maps; gq(q, E) at E = +150, +250, +400, +550, and +700 meV,
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FIG. 4. (a) and (b) Energy dependent line profiles of gq(q, E) from 0 to +1000 meV along the red and white lines in Fig. 3(o),
respectively. (c) and (d) Line profiles of d2gq/dE
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second derivation. (e) and (f) Simulated line profiles of d2gq/dE
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respectively. (n) Schematic illustrations of the intra- (upper) and inter-valley (lower) scattering channels. Solid arrows in red
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11
4
3
2
1
0
En
er
gy
 (e
V)
Γ ΓΚ Μ
FIG. 5. Energy bands of 3R-NbS2. Circles and lines denote the first-principles and the tight binding results, respectively. The
spin-up and -down bands on which we focus in this study are represented by red and blue, respectively.
12
Exp. without Γ1-band filter
800
600
400
200
En
er
gy
 (m
eV
)
g q
(q
, E
)
(a) (e) (i)
800
600
400
200
En
er
gy
 (m
eV
)
g q
(q
, E
)
(b) (f) (j)
800
600
400
200
En
er
gy
 (m
eV
)
d2
g q
/d
E
2 (
q,
 E
) (c) (g) (k)
-1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0
800
600
400
200
En
er
gy
 (m
eV
)
d2
g q
/d
E
2 (
q,
 E
) (d) (h) (l)
with Γ1-band filter
+Κ−Κ Γ
+Κ−Κ Γ
+Κ−Κ Γ
(m) Filter function : F(k)
(n) A(k, E) without Γ1-band filter
(o) A(k, E) with Γ1-band filter
FIG. 6. Effect of Γ bands on simulated QPI patterns. (a) and (b) Experimental data of energy dependent line profiles of
gq(q, E) along the red and white lines in Fig. 3(o), respectively. (c) and (d) The second derivatives of (a) and (b), respectively.
(e) to (h) Simulations with the Γ1-band filtering corresponding to (a) to (d), respectively. Both DOFs are included. (i) to
(l) Same as (e) to (h) but without the Γ1-band filtering. Red arrows in (k) and (l) represent the branches associated with
the Γ1-band. (m) Γ1-band filtering function F (k) with a decay length of kdec = 0.6A˚
−1. (n) and (o) Spin-resolved spectral
functions A(k, E) at E = 400 meV without and with the filtering function, respectively.
