Abstract: In structural determination of crystalline proteins using intense femtosecond X-ray lasers, damage processes lead to loss of structural coherence during the exposure. We use a nonthermal description for the damage dynamics to calculate the ultrafast ionization and the subsequent atomic displacement. These effects degrade the Bragg diffraction on femtosecond time scales and gate the ultrafast imaging. This process is intensity and resolution dependent. At high intensities the signal is gated by the ionization affecting low resolution information first. At lower intensities, atomic displacement dominates the loss of coherence affecting high-resolution information. We find that pulse length is not a limiting factor as long as there is a high enough X-ray flux to measure a diffracted signal. 
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Introduction
Much of what we know about the detailed structure of proteins has come through the use of X-ray diffraction from macromolecular crystals. Synchrotron radiation has revolutionized this field, enabling studies of larger and more complex systems at increasingly high resolution on smaller (often micron-sized) crystals. The key to this success has been the use of Bragg diffraction from multiple copies of oriented molecules in a single crystal. However, there are classes of proteins (as well as many other types of materials) that are difficult or impossible to crystallize, including membrane proteins and many glycoproteins, for which a high resolution means of structure determination would be invaluable [1, 2] .
Xray Free Electron Lasers (XFEL), such as the Linac Coherent Light Source (LCLS) at the SLAC National Accelerator Laboratory [3] , generate short (femtosecond), intense (up to 10 13 photons per pulse) X-ray pulses. Serial femtosecond crystallography (SFX) takes advantage of these unique properties and has proven to be a technique to get interpretable diffraction images of protein crystals that are too small to be suitable for conventional synchrotron experiments [4] [5] [6] [7] [8] [9] . This "diffraction before destruction" [10] technique has been demonstrated both at the soft XFEL in Hamburg, (FLASH) [11] and at LCLS [4] [5] [6] 12] .
The key to overcoming radiation damage when using this method to image single particles (such as a single protein, cell or virus), is to capture an image before significant motion of the atoms induced by the heavy ionization and explosion of the sample occurs [1, [13] [14] [15] [16] [17] . Early theoretical studies have indicated that to be able to image a single protein in vacuum toÅngström resolution, the X-ray pulse length would have to be less than 10 fs [18] . With this goal in mind, X-ray lasers are developing towards flash pulses with high photon flux and short lengths.
In any sample, the ionization due to X-rays occurs at random atomic positions, modifying atomic scattering factors [19, 20] . Bombarding molecules with X-rays ionizes the atoms, causing the molecular bonds to break and producing changes in the structure of the molecules. In a crystalline sample the ionization is spread out among a large number of individual molecules, which reduces the diffracted signal that depends on the correlated part of the structure. The ionizations lead to both a resolution-dependent reduction in Bragg signal and the addition of uniform diffuse scattering (due to the uncorrelated component of the structure) [21] . In an XFEL experiment, the photon bombardment can be so severe that the direct photoionizations and secondary ionizations destroy the sample within the pulse length (typically 10-500 fs). At 2 keV photon energy each single photoionization will generate more than 100 secondary elec-trons in a biological sample. These secondaries are typically generated within a few femtoseconds [22] [23] [24] . Due to their high energy the electrons spread out throughout the crystal causing further ionization, over volumes as large as hundreds of nanometers in diameter [25, 26] . In addition, the low energy Auger electrons which result from the Auger decay of the photoionized atom (typically 250-500 eV) give more localised (tens of nanometer) secondary ionizations [27] .
Two recent experimental studies [6, 28] described a novel mechanism in ultrafast, ultraintense X-ray experiments that allows structural information to be collected from crystalline samples using radiation doses considerably higher than the tolerable doses for cryogenically cooled crystals exposed at synchrotron sources [29] [30] [31] , without the requirement for the pulse to terminate before the onset of sample damage. The diffracted X-rays are gated by the loss of crystalline periodicity, generating a Bragg diffracted pulse with a length significantly shorter than the duration of the actual incident pulse. The present study describes how the pulse integrated diffraction from a protein crystal (using a model system of photosystem I, PSI) depend on atomic displacement and the loss of scattering power, for several photon energies in the range of 2 keV-12 keV and intensities in the range of 10 17 -10 20 W/cm 2 , relevant for experiments at LCLS and future XFEL sources.
Simulations and plasma modeling
As in earlier studies [6, 24, [32] [33] [34] [35] [36] we simulate the interaction between the XFEL beam and various samples using the non-local thermodynamics equilibrium (non-LTE) radiation transfer code CRETIN [37, 38] . CRETIN is a well-established code in the field of collisional radiative modeling [39] . The code calculates the electronic level populations and transition rates, and generates opacities, heating rates and other material properties as a function of time during the simulation. CRETIN includes a screened hydrogenic atomic model which can be used for many elements as described in [40] . The cold opacities for the light atoms (H, C, N, O and S) generated from the hydrogenic model, are comparable to the Henke absorption coefficients [41] at the relevant photon energies. The electron and ion energy distributions are assumed to be thermal, implying that the electrons thermalize instantaneously. The electron-ion coupling coefficient is calculated with Spitzer's formula [42] , using a Coulomb logarithm introduced in [43] for dense systems. The high density of the plasma (here at solid density) leads to a lowering of the continuum edges governed by the Stewart-Pyatt formula [44] , a common approximate approach which has been tested against both experiments and more detailed models [45] .
The non-LTE code has the advantage that it treats the plasma as a continuum and so it is not limited by the size of the molecular system. This allows the treatment of large systems such as protein crystals at reasonable computational costs, as the computing time scales mainly with the number of computational cells (zones) on which the sample is divided. The tradeoff is that the simulation contains no structural information about the samples. The simulation provides statistical quantities of the system, including ion and electron temperatures and average ion displacements. In the type of samples studied here, protein crystals 700 nm in size, the plasma model is expected to describe the physics well. For smaller systems such as single proteins or viruses in the gas phase, the plasma description is more problematic due to the escape of photoelectrons, or secondary electrons. In such cases a molecular dynamics description [1, 27] or so called hybrid models [46] are more suited. CRETIN also models hydrodynamic volume changes, i.e. expansion and compression due to thermal changes. In an earlier study we have shown that hydrodynamic expansion is small on the femtosecond time scale for the pulse parameters that we are investigating here and can be disregarded [24] .
The non-LTE continuum description has proven to agree well with experimental measurements [33, 35, [47] [48] [49] at the FLASH free-electron laser in Hamburg, operating in the soft X-ray regime, at photon energies 39-192 eV. We have also shown that ion displacements from our simulations agree with observations from experiments at the Atomic, Molecular and Optical experimental station (AMO) [50] at LCLS, using 2 keV photons [6] .
Simulating the response of a solid, in our case a protein crystal, using a plasma approach is reasonable only if the system has an internal energy that is high enough to consider all chemical bonds as being broken. In practice this means the average ion temperature must be higher than the binding energies in the system. The carbon-carbon binding energy in a neutral system is around 1 eV (corresponding to 100 kJ/mol or a dose in a typical protein of 100 kGy). In the simulations described here, the ion temperature is higher than 1 eV during most of the X-ray exposure. In cases with very low ionization the plasma description is problematic. The ion temperatures are displayed in the Appendix. In the current approach we do not take into account any coherence effects that could occur during rapid ionization of heavy atoms, that could be exploited to determine the location of these particular atomic species [51, 52] .
In this study we simulate processes at times scales up to 500 fs, as this is the scale for the longest XFEL pulses that can be produced at LCLS without severe loss in photon flux. At longer time scales, processes not included in the present model would have to be considered, such as vaporization [48] , ablation in bulk solids (on nanoseconds time scales) [53] [54] [55] and even resolidification (100 ns time scales) [56] .
We use a Photo System I (PSI) protein complex crystal, with a width of 700 nm, as our simulation system. PSI [57] is a membrane protein that we have used in earlier studies to demonstrate the feasibility of femtosecond X-ray protein nanocrystallography [4, 6] . The relative atomic content of the crystal was assumed to be H 141,400 O 57,300 C 16,900 N 3,310 S 89 Fe 12 Mg 96 P 3 Ca, corresponding to the average composition of a PSI crystal containing 78% water as solvent. For the simulations we have used a crystal of a density of 1.077 g/cm 3 . The simulation geometry is one dimensional, along the direction of the incident laser (similar to that illustrated in [34] ). The crystal is divided into equally sized one-dimensional zones. The simulations follow the radiation transfer and electron thermal conduction between adjacent zones, as the radiation propagates through the crystal. The other two transverse dimensions are considered large enough to be treated with periodic boundaries. This is a good approximation for radiation and heat transport in the transverse dimensions, under the assumption that the size of the crystal is smaller than the XFEL focus.
We simulate four different photon energies; 2 keV, 6 keV, 9 keV and 12 keV, which are relevant both for the currently operating LCLS, and the upcoming European XFEL [58] . To span a large set of beam intensities we have simulated flat top pulses with 5×10 4 -5×10 7 J/cm 2 in a 500 fs pulse, corresponding to intensities of 10 17 -10 20 W/cm 2 . These represent the intensities that are available at the LCLS today at the various experimental stations and could be expected using the 0.1 µm diameter focus at the scientific instrument Single Particles, Clusters, and Biomolecules (SPB) at European XFEL [59] .
The simulations give ion and electron temperatures and average ionization. Figure 1 shows the average ionization of carbon atoms as a function of time during the pulse, together with a parameter fit. Note that a law of the form t m does not seem to be universal across our fitting range. Rather, the average ionization, here denoted asz, exhibits two regions, one of accelerated ionization (z ∼ t 2 ) on the short time scales, and one with a deccelerated ionization towards saturation (z ∼ t 1/2 ) on longer time scales. The accelerated phase is connected to the secondary ionization cascades which quickly enhance ionization, and this has been described earlier [27] .
To estimate the atomic disorder and how it reduces the Bragg signal, we consider at the ion motion inside a plasma. Electrons heat the ions up through collisions, however most of the ion motion comes from ion-ion collisions. We calculate the diffusion coefficient D i , which from Fig. 1 . Average ionization in carbon ions in a PSI crystal exposed to a 500 fs XFEL pulse, photon energy 6 keV. The thick lines represent the normalized average ionization (saturation at 1 corresponds to fully ionized atoms) and show two distinct regions which are fitted to a scaling law form ∼ t m in the interval 0.1-1 fs and ∼ t m in the interval 1-10 fs , with t in fs (thin dotted lines). The average ionization for energies 2 keV, 9 keV and 12 keV can be found in the Appendix, Fig. 9 .
plasma theory [60] is given by
where ν i is the ion-ion collision frequency, T i the ion temperature and m i the mass. In the case of constant temperature and no ionization, the coefficient D is constant and as such describes Brownian motion. A solution to the diffusion equation gives the mean square displacement σ 2 (t) = 2NDt, where N is the number of dimensions. For the case of a time-dependent coefficient D i (t) the diffusion equation is non-trivial to solve. Under the assumption that D i (t) is slowly varying with time (which is the case in these plasma simulations, except for the first few femtoseconds when plasma is getting formed), we can approximate the root mean square displacement (RMSD) σ (t) for each time step t during the simulation
In the general case N = 3, however below we will calculate the displacement for the case of N = 1, since only the component of the atomic displacement along the direction of the momentum transfer q is relevant. Figure 2 shows the root mean square displacement as a function of time, calculated from simulations with various XFEL parameters (wavelength and intensities). The shape of the RMSD as a function of time is not strongly dependent on the intensity and could be represented by a scaling law σ (t) = Bt n , with n ∼ 1.5 ± 0.4. Figure 10 in the Appendix illustrates broadly how the scaling law fits the displacement calculated from the simulations. For comparison, Brownian motion scales as √ t. The atomic displacement will modulate the Bragg intensities depending on the scattering angle, which we describe in sec. 3.1.
Ionization and the occurrence of K-shell vacancies have a strong impact on the atomic scattering factor. Ionization of the outer shell electrons has more impact on the scattering at low scattering angles. The occurrence of single and double K-holes in the carbon atoms are illustrated in Fig. 3 . For simplicity we only consider carbon atoms when we calculate how the scattered signal is affected by time-dependent changes in the electronic population. We note, however, that the other light atoms (nitrogen, oxygen) exhibit a similar ionization behavior. Root mean squared displacement of the carbon ions in a PSI crystal exposed to a 500 fs XFEL pulse, photon energy of 6 keV. The thick lines represent the ion displacement which is fitted to a scaling law form σ (t) = Bt n in the interval 10-100 fs, with t in fs and B in units of nm/fs n (thin dotted lines). The RMSD for photon energies 2 keV, 9 keV and 12 keV can be found in the Appendix, Fig. 10 .
Bragg signal decay due to ionization and ion displacement
The instantaneous scattered Bragg signal from a crystal exposed to a XFEL pulse decreases during the exposure due to the ionization and the displacement of the atoms, both leading to a loss of structural coherence. We assume these two phenomena can be described separately. Consider a nanocrystal consisting of N = n 1 × n 2 × n 3 unit cells, of a molecule of M atoms. The total number of atoms in the nanocrystal is MN, excluding the solvent. The sample is in some random orientation and is illuminated by a short X-ray pulse. We assume the X-ray beam is collimated, and has an intensity at the sample of I 0 (t) photons per unit area per unit time. For a constant-intensity pulse of duration t p , the pulse fluence is then I 0 t p . Assuming that the coordinates of the MN atoms are r j (t) and scattering factors f j (t) at the time steps t during the pulse, at each instant of time t the diffraction pattern will be given by
where I(q,t) is the scattered intensity, q the inverse distance q = 2 sin(θ )/λ (θ is the Bragg angle and λ wavelength), and
and ∆Ω is the solid angle of each detector pixel.
Atomic displacement
We consider first the case of atomic motion without ionization. Following the derivation of Warren [21], the atomic trajectories are written as r i (t) = r 0 i + ∆ i (t), with ∆ i (t) = 0, averaged over all atom positions i, at any instant of time t. The r i are the average positions and are equal to the positions of the undamaged perfect crystal.
The modulus squared of the time-dependent structure factor is then At any time t the displacements ∆ j are small and have equal probability of being in one direction or the opposite direction. We denote the variance of the distribution of displacements as σ 2 (t) = ∆ 2 (t) , and assume for now that this is independent of the atomic species. We can then compute an average structure factor, assuming that the molecule is repeated in the crystal lattice and that each molecule has random perturbations of its atom positions
where the sum over k is over the M atoms of the molecule and |F 0 (q)| 2 is the diffraction pattern of the entire perfect crystal of that molecule. This result is correct for small displacements, or for large displacements that are normally distributed. The first term in Eq. (6) is the diffuse scattering due to the unordered part of the structure, and is equal to the total incoherent scattering strength of the crystal multiplied with a term that increases with increasing q. The second term is the scattering from the mean structure which, since ∆ = 0, is periodic. This is equal to the undamaged crystal diffraction pattern multiplied by an instant disorder factor (defined here as h(q,t) = e −4π 2 q 2 σ 2 (t) ), which is similar to a Debye-Waller factor but is not governed by an equilibrium temperature. This filtering factor becomes smaller with higher resolution (increasing q).
The detector records the time-integrated diffraction pattern and assuming a flat-top pulse with I 0 (t) = I 0 for t < t p , we get for the Bragg scattering (neglecting the diffuse scattering term) 
Ionization
The second case to consider is ionization of atoms without any atomic motion. Atoms are randomly ionized, and the electrons quickly become delocalized from the atomic position. The scattering factor of the ionized atom changes [61] . Figure 4 shows the atomic scattering factors for carbon in different electronic configurations. Consider a random occupancy of a fraction x of atoms with scattering factor f 0 and the rest (1 − x) with scattering factor f 1 . The average modulus squared of the time-dependent crystal structure factor is given by
which can be written as
As with Eq. (6), this is the sum of continuous diffuse scattering (first term) and reduced Bragg intensities (second term). However, in contrast to the case of atomic motion, the diffuse scattering (and reduction of Bragg scattering) has no q dependence. This is because there is no correlation between atoms ionized in one location to another location. The degree of diffuse scattering is a maximum when half the atoms are ionized, and is zero when all atoms are identical (none ionized or all ionized). For the macromolecular crystal, the ratio of Bragg diffraction to diffuse will be approximately
Considering a more general case, let us define m as a specific ionization state and x m the fraction of atoms in ionization state m. The total number of elements in state m is then MNx m . We further define f m as the atomic form factor for ionization state m, Λ all the possible ionization states and
This gives us a decrease in the scattering signal due to the ionization expressed as:
where the first term,
is the Bragg scattering and the last two terms represent diffuse scattering. The degradation of the Bragg signal due to the ionization is therefore governed by
Our simulations keep track of the electronic population during the simulation, and using the method introduced by Cromer and Mann [62] , we can estimate the atomic scattering factor for any possible ionization state
where the parameters a i , b i and c are defined in Table 1 in the Appendix. Once f (q) for each ionization state is calculated (shown in Fig. 4 ), these are weighted with the population of each state calculated for any time point during the simulation.
Total Bragg scattering decay
Assuming that the decrease in scattered signal due to displacement and ionization can be described in terms of two independent contributions, we can combine the findings from sections 3.1 and 3.2, and present an expression for the total Bragg scattering decay. The total (instantaneous) decrease in signal would then be described by k(q,t), describing the ionization contribution, and h(q,t) describing the contribution from the displacement. The time integrated (accumulated) Bragg signal then becomes
The behavior of I Bragg is illustrated in Fig. 5 . Based on the expressions derived in earlier sections, we can estimate the integrated (accumulated) Bragg signal in terms of scaling laws, in accordance with equations and the parameter fit from Fig. 1 and Fig. 2 I Bragg (q) = I 0 r 2 e ∆Ω|F 0 (q)|
The dynamics due to ionization is described by the (1 − Et m ) 2 term, and the effect of the displacement by Bt 2n , where n and m are dependent on the dynamics as illustrated in Fig. 1 and Fig. 2 . E and B are constants with typical values determined from simulations . This expression is presented as an analytical tool describing the time dynamics and can be used to estimate the scattered signal from a crystal due to ionization and atomic displacement. Figure 9 and Fig. 10 illustrate how well the approximate formulas for the ionization and displacement fit with the simulations.
Results and discussion
In conventional synchrotron crystallography the tolerable radiation dose for cryogenically cooled protein crystals is 30 MGy [29] [30] [31] . Figure 1 and Fig. 2 show that ionization and displacement depend strongly on the intensity, and hence the dose. The absorbed dose is proportional to incoming intensity only at lower intensities, Fig. 6 . At high intensities, the absorbed dose is reduced with time, as the sample becomes more ionized and saturation to ionization sets in. The figure also shows that GGy doses can be achieved easily within 10 femtoseconds. Considering the radiation doses shown by our simulations, we conclude that the limit of 30 MGy does not apply to femtosecond X-ray nanocrystallography (this has also been pointed out in earlier experimental studies [6] ). Instead femtosecond X-ray nanocrystallography can be used even at radiation dose rates that are orders of magnitude higher.
The occurrence of K-shell vacancies in the crystal has a direct effect on the scattering atomic factor. Figure 4 reveals that the low resolution information is much more sensitive to the ionization state than the high resolution information. At resolution d = 0.1 nm (q = 10 nm −1 ) the scattering factor is almost solely dependent on the number of s-electrons, whereas at d = 0.5 nm (q = 2 nm −1 ) it is much more dependent on the total number of bound electrons. To estimate the scattering at higher resolution it is therefore necessary to consider the occurrence of K-shell vacancies. In several of the simulated scenarios a large fraction of the carbon atoms have one or two s-electrons missing (vacancies), see Fig. 3 .
The decrease in scattered Bragg signal (I Bragg ) originates from the loss of spatial coherence Fig. 6 . Dose rate measured in GGy/femtosecond as a function of time during the pulse and incident intensity (photon energy is 6 keV). At higher intensities (above 10 19 W/cm 2 ), the absorbed dose is lower as the sample becomes transparent to the incident radiation.
due to both atomic displacements, described by h(q,t) and ionization k(q,t). The factor k(q,t) is q-dependent mainly through the change in scattering form factors, and ionization dramatically reduces the scattering power at low q.
The factor h(q,t) on the other hand, reduces the scattered signal starting at high q and moving towards lower q as the disorder in the crystal increases. In a sense the q dependence in h(q,t) gives a direct meassurement of the length scale of the displacement of the atoms in the sampleat least in the cases where the ionization is low. The two complementary damage processes affect the Bragg signals starting at different resolution regions, as illustrated in Fig. 5 . Compare for example the simulations at 10 17 W/cm 2 at 6 keV, where the ionization is low (on average 0.1 for carbon during the simulation), the signal is lost at high q, whereas for low q much more signal is accumulated. In the other extreme, at 10 19 W/cm 2 where the carbon atoms are fully ionized within 100 fs, the high q Bragg peaks accumulate relatively more scattered photons. The overall signal is still higher at high intensities (10 20 W/cm 2 ) due to the high number of photons being scattered before the loss of coherence, as shown by the relative scale in Fig. 5 .
Defining the time for the Bragg peak to reach 99% of its full intensity to be the time when the Bragg peak is "turned off", t off , we display the fraction of the X-ray pulse that actually contributes to the signal in a Bragg peak in Fig. 7 . For example, using a 2 keV pulse with 10 20 W/cm 2 , only a minute fraction of the pulse will contribute to Bragg peaks at an angle corresponding to a resolution of d = 0.5 nm (q = 2 nm −1 ) , the rest of the pulse will only contribute to the background. Exposing the sample to 10 3 times more intensity, does, at 12 keV, only increase the diffracted signal 180 times at q = 5 nm −1 . With a 10 17 W/cm 2 pulse, about 60% of the 500 fs long pulse contributes to the Bragg scattered signal, whereas with a pulse with 10 19 W/cm 2 only about 15% of the pulse is useful. Still, the maximum scattered signal at q = 5 nm −1 is about 100 times higher in higher intensity pulse. Thus, the highest Bragg signal possible for achieving atomic resolution (for example at q = 5 nm −1 ) would be achieved at 6 keV and highest possible intensity. At this given intensity, the pulse should be as short as possible, but longer than t off = 30 fs, to reduce the diffuse signal.
Crystals as small as 10 unit cells in width have been measured at LCLS at a fluence of around 10 17 W/cm 2 [4] . Depending on the crystal size and pulse intensity, diffraction beyond a resolution of 3Å can easily be measured. For example, the 1 × 1 × 3 µm tion to 2Å at with pulses of fluence of 10 17 W/cm 2 [7] . Smaller crystals can be measured at higher fluences, since the integrated Bragg signal scales with the number of unit cells in the crystal. The detectors used at the Coherent X-Ray Imaging instrument at LCLS, where most SFX experiments were performed so far, are capable to detect single photons and do not impose any limit to the achievable resolution.
In the future, as the XFEL sources get stronger and the focus gets tighter, the situation where the ionization plays an important role will be reached. The scattered Bragg signal at low resolution is sensitive to the electronic state of the ion. At high resolution the scattered signal is reduced due to ion displacement and the number of electrons in the K-shell. It has been shown earlier [6] , that the so called Debye-Waller factor, which is routinely used as a correction factor in conventional synchrotron crystallography, will overcompensate high resolution peaks when compared to our Bragg termination model, even in cases where ionization can be assumed not to play a role. This correction factor will look very different for a situation with heavy ionization. In Fig. 8 , the correction factors for our set of simulated parameters are displayed. With the 10 17 W/cm 2 pulses, the correction factor is behaving Gaussian-like, but when the ionization becomes important, the shape changes drastically.
Conclusions
As X-ray free-electron lasers are becoming available to the macromolecular crystallography community, structural determination using small nano-sized crystals will likely become routine. The damage processes in nanocrystals illuminated by intense femtosecond X-ray lasers are different from the damage in conventional crystallography, due to the extreme high doses on the sample [2] . The ultra-intense pulses can ionize every atom in the sample, creating an exotic state of matter with hot free electrons which ultimately transfer energy into atomic motion, leading to loss of Bragg diffraction. This happens on time scales similar or shorter than the X-ray pulse, and hence it affects the scattered signal.
The decrease in Bragg signal is governed by two damage mechanisms; ionization leads to a lower scattering power of the atoms and atomic displacement leads to a breakdown of the crystalline structure. These processes have a different influence on the signal as a function of scattering angle, and hence resolution. The ionization dynamics shows an accelerated phase during the first femtoseconds of the pulse and dominates at high pulse intensities and affects the low resolution. At lower intensities, atomic displacement dominates the loss of coherence and gates the Bragg signal starting at high-resolution.
In the scenarios we have simulated the highest signal at high resolution (d = 2 nm, q = 10 nm −1 ) is achieved using high intensity pulses and low energy photons (6 keV). The relevant variable which will influence imaging at high resolution is the incident photon intensity at the sample before the Bragg diffraction is gated, while the rest of the pulse will mainly contribute to background through diffuse scattering. . Root mean squared displacement of the carbon ions in a PSI crystal exposed to a 500 fs XFEL pulse. The solid red line represents the ion displacement which are fitted to a scaling law form σ (t) = Bt n in the interval 10-100 fs, with t in fs and B in units of nm/fs n (blue dotted line). Fig. 11 . Accumulated Bragg signal, I Bragg = I 0 /λ 2 × h(q,t)k(q,t)dt, as a function of accumulation time and q. The result is normalized with XFEL intensity and photon wavelength λ 2 to facilitate a comparison of the expected signal between the different cases. The value for 2 keV and 10 17 W/cm 2 is normalized to 1. Only ionization and displacement of carbon atoms are shown. Average ion temperature as a function of time, in a PSI crystal exposed to a 500 fs XFEL pulse, for different photon energies 2, 6, 9 and 12 keV, and various pulse intensities 10 17 -10 20 W/cm 2 . Only in the cases with very little ionization, the ion temperature is below the carbon-carbon bonding energy (about 1 eV) in the very beginning of the pulse. The plasma approximation is valid when the ion temperature in the system is above the average bond energy.
