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A POSITIVSTELLENSATZ WHICH PRESERVES THE
COUPLING PATTERN OF VARIABLES
JEAN B. LASSERRE
Abstract. We specialize Schmu¨dgen’s Positivstellensatz and its Putinar and
Jacobi and Prestel refinement, to the case of a polynomial f ∈ R[X,Y ] +
R[Y,Z], positive on a compact basic semi-algebraic set K described by poly-
nomials in R[X,Y ] and R[Y,Z] only, or in R[X] and R[Y,Z] only (i.e. K
is cartesian product). In particular, we show that the preordering P (g, h)
(resp. quadratic module Q(g, h)) generated by the polynomials {gj} ⊂ R[X,Y ]
and {hk} ⊂ R[Y,Z] that describe K, is replaced with P (g) + P (h) (resp.
Q(g)+Q(h)), so that the absence of coupling between X and Z is also preserved
in the representation. A similar result applies with Krivine’s Positivstellensatz
involving the cone generated by {gj , hk}.
1. Introduction
Schmu¨dgen’s Positivstellensatz [8] and its Putinar [7] and Jacobi and Prestel
[3] refinements, are very useful tools with (relatively recent) particular impact in
polynomial optimization; see e.g. Lasserre [5], Schweighofer [9].
An interesting issue, and not only from a computational viewpoint, is to derive
a Positivstellensatz that preserves a possible coupling pattern of variables present
in the original polynomial f (positive on a compact semi-algebraic set). By this
we mean that if there is no coupling of variables Xi and Xj in f as well as in the
polynomials that describe the basic semi-algebraic set, we would like to obtain a
representation in which the same property holds.
A first positive result in this vein is derived in Lasserre [6] under some condition
of the coupling pattern, known as the running intersection property in graph theory.
Such specialized representations are particularly important from a computational
viewpoint, as evidenced by the impressive computational experiments presented in
Waki et al. [11], when used in polynomial optimization problems with structured
sparsity.
Here we present two specialized Positivstellensatz when f ∈ R[X,Y ] + R[Y, Z],
that is, when there is no coupling between variables X and Z in f . While in the
first one, the compact basic semi-algebraic setK is also described by polynomials in
R[X,Y ] and R[Y, Z] only, in the second one K is described by polynomials in R[X ]
and R[Y, Z] only, i.e., K = Kx×Kyz for someKx,Kyz. Our result does not require
any assumption at all (except of course compactness of K). Although part of our
result in the first case, namely Theorem 2.1(b) below, could be derived from [6] with
appropriate modifications, the general form of our specialized Positivstellensatz in
Theorem 2.1(a)-(b)-(c) is not apparent from [6], and we think it is important enough
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and of self-interest to deserve a special treatment and presentation to an audience
not necessarily aware of the more computational oriented result [6]. On the other
hand, the more involved case where K is a cartesian product cannot be deduced
from [6].
Contribution. Let Kxy ⊂ Rn+m, Kyz ⊂ Rm+p, and K ⊂ Rn+m+p be basic
compact semi-algebraic sets defined by
Kxy = { (x, y) ∈ R
n+m | gj(x, y) ≥ 0, j ∈ Ixy}(1.1)
Kyz = { (y, z) ∈ R
m+p | hk(y, z) ≥ 0, k ∈ Iyz}(1.2)
K = { (x, y, z) ∈ Rn+m+p | (x, y) ∈ Kxy; (y, z) ∈ Kyz }(1.3)
for some polynomials {gj} ⊂ R[X,Y ], {hk} ⊂ R[Y, Z], and some finite index sets
Ixy, Iyz ⊂ N.
Let P (g) ⊂ R[X,Y ] and P (h) ⊂ R[Y, Z] be the preordering generated by
{gj}j∈Ixy and {hk}k∈Iyz , respectively.
Let f ∈ R[X,Y ] + R[Y, Z], i.e., there is no coupling of variables X and Z in f .
• We first obtain the following specialized Positivstellensatz.
(1.4) [ f ∈ R[X,Y ] + R[Y, Z] and f > 0 on K ] ⇒ f ∈ P (g) + P (h),
to compare with Schmu¨dgen’s Positivstellensatz which states that f ∈ P (g, h).
The Positivstellensatz (1.4) is a specialization of Schmu¨dgen’s Positivstellensatz
where the preordering P (g, h) is replaced with P (g) + P (h). And so, only poly-
nomials in R[X,Y ] and R[Y, Z] are involved in the representation (1.4). In other
words, the absence of coupling between the variables X and Z is preserved in the
Positivstellensatz.
If in addition to be compact, Kxy and/or Kyz satisfy Putinar’s condition in
[7], then in (1.4) one may replace P (g) and/or P (h) with the quadratic modules
Q(g) ⊂ R[X,Y ] and Q(h) ⊂ R[Y, Z] generated by {gj}j∈Ixy and {hk}k∈Iyz , respec-
tively.
Finally, assume that 0 ≤ gj ≤ 1 onKxy for all j ∈ Ixy, and 0 ≤ hk ≤ 1 onKyz for
all k ∈ Iyz). If the families {0, 1, {gj}} and {0, 1, {hk}} generate the algebra R[X,Y ]
and R[Y, Z] respectively, then one also obtains the alternative representation
(1.5) [ f ∈ R[X,Y ] + R[Y, Z] and f > 0 on K ] ⇒ f ∈ C(g, 1− g)+C(h, 1− h),
where C(g, 1 − g) (resp. C(h, 1 − h)) is the cone generated by the polynomials
{gj, 1− gj} (resp. {hk, 1− hk}).
The Positivstellensatz (1.5) is a specialization of Krivine [4] and Vasilescu [10]
Positivstellensatz where the cone C(g, h, 1− g, 1− h) is replaced with C(g, 1− g)+
C(h, 1 − h). And so, only polynomials in R[X,Y ] and R[Y, Z] are involved in the
representation (1.5). In other words, the absence of coupling between the variables
X and Z is also preserved in the Positivstellensatz (1.5).
• When Kxy is now replaced with Kx ⊂ Rn, that is, K = Kx ×Kyz, then with
f ∈ R[X,Y ] + R[Y, Z], we now obtain
(1.6) [f > 0 on Kx ×Kyz ] ⇒ f ∈ Σ
2
xy + P (g) + P (h),
where now P (g) ⊂ R[X ] and Σ2xy ⊂ R[X,Y ] denotes the set of sums of squares.
This case is more involved and cannot be derived from [6].
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The paper is organized as follows. Our two results are stated in the next section,
and for clarity of exposition, their proofs are postponed to section §3.
2. Main result
Let R[X,Y, Z] denote the ring of real polynomial in the variables (X1, . . . , Xn),
(Y1, . . . , Ym) and (Z1, . . . , Zp). Let ‖x‖ denote the euclidean norm of x ∈ Rn.
Let Σ2xy ⊂ R[X,Y ] (resp. Σ
2
yz ⊂ R[Y, Z]) be the space of elements of R[X,Y ]
(resp. R[Y, Z]) that are sum of squares (in short s.o.s.).
Given a family {gj}j∈Ixy ∈ R[X,Y ] (resp. {hk}k∈Iyz ⊂ R[Y, Z]) for some finite
index set Ixy ⊂ N (resp. Iyz ⊂ N), denote by P (g) (resp. P (h)) the preordering
generated by {gj} (resp. {hk}). That is, σ ∈ P (g) if
(2.1) σ =
∑
J⊆Ixy
σJ gJ (=
∑
J⊆Ixy
σJ
∏
j∈J
gj) with σJ ∈ Σ
2
xy ∀ J ⊆ Ixy
(with the convention gJ :=
∏
j∈J gj ≡ 1 if J = ∅), and same thing for P (h) with
obvious adjustments. Similarly, denote by Q(g) ⊂ R[X,Y ] the quadratic module
generated by {gj}j∈Ixy ⊂ R[X,Y ]. That is, σ ∈ Q(g) if
(2.2) σ = σ0 +
∑
j∈Ix
σj gj with σj ∈ Σ
2
xy ∀ j ∈ Ixy ∪ {0},
and same thing for P (h) with obvious adjustments.
Finally, denote by C(g, 1 − g) (resp. C(h, 1 − h)) the cone generated by the
family {gj, 1− gj} (resp.{hk, 1− hk}), i.e. σ ∈ C(g, 1− g) if
(2.3) σ =
∑
α,β∈N|Ixy|
cαβ g
α (1− g)β =
∑
α,β∈N|Ixy|
cαβ
∏
j∈Ixy
g
αj
j (1− gj)
βj
for some nonnegative scalar coefficients {cαβ}.
Theorem 2.1. Let Kxy ⊂ Rn, Kyz ⊂ Rm, and K ⊂ Rn+m+p be the basic compact
semi-algebraic sets defined in (1.1)-(1.3), and assume that K has nonempty inte-
rior. Let f ∈ R[X,Y ] + R[Y, Z].
(a) If f is positive on K then f ∈ P (g) + P (h).
(b) If N − ‖(X,Y )‖2 ∈ Q(g) and/or N − ‖(Y, Z)‖2 ∈ Q(h) for some scalar N ,
and if f is positive on K, then in (a) one may replace P (g) with Q(g) and/or P (h)
with Q(h).
(c) Assume that the gj’s and hk’s are normalized, i.e., 0 ≤ gj ≤ 1 on Kxy for
all j ∈ Ixy, and 0 ≤ hk ≤ 1 on Kyz for all k ∈ Iyz. In addition, assume that the
family {0, 1, gj, j ∈ Ixy} (resp. {0, 1, hk, k ∈ Iyz}) generates the algebra R[X,Y ]
(resp. R[Y, Z]). If f is positive on K then f ∈ C(g, 1− g) + C(h, 1− h).
The proof is postponed to §3.2. One may see that in the various representations
of f in Theorem 2.1(a)-(b)-(c), all polynomials in P (g), P (h), Q(g), Q(h), C(g, 1−g)
and C(h, 1 − h) are either in R[X,Y ] or R[Y, Z], and so, there is no coupling of
variables X and Z, as in f . In other words, the coupling pattern of variables is
preserved in each representation.
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As already mentioned, when N−‖(X,Y )‖2 ∈ Q(g) and N−‖(Y, Z)‖2 ∈ Q(h) for
some scalar N , then Theorem 2.1(b) can be derived from a result stated in [6], with
appropriate modifications. This is because the condition (1.3) in [6] (known as the
running intersection property in graph theory) is satisfied, by taking I1 := (X,Y ),
I2 = (Y, Z).
We next consider the more involved case where K is the cartesian product Kx×
Kyz, with
(2.4) Kx = { x ∈ R
n : gj(x) ≥ 0, j ∈ Ix },
for some polynomials {gj} ⊂ R[X ]. Now, both sets P (g) and Q(g) are subsets of
R[X ].
Theorem 2.2. LetKyz ⊂ Rm+p and Kx ⊂ Rn be compact basic semi-algebraic sets
as defined in (1.2) and (2.4) respectively. Assume that K := Kx ×Kyz ⊂ R
n+m+p
has nonempty interior, and let f ∈ R[X,Y ] + R[Y, Z].
(a) If f is positive on K then f ∈ Σ2xy + P (g) + P (h).
(b) If N −‖X‖2 ∈ Q(g) and/or N −‖(Y, Z)‖2 ∈ Q(h) for some scalar N , and if
f is positive on K, then in (a) one may replace P (g) with Q(g) and/or P (h) with
Q(h).
For a proof see §3.3. So if we compare Theorem 2.1(a)-(b) and Theorem 2.2(a)-
(b) we see that in the latter the preordering P (g) and the quadratic module Q(g)
are now in R[X ] instead of R[X,Y ] in the former. On the other hand we need some
term of Σ2xy. Finally, Theorem 2.2(b) cannot be deduced from [6].
3. Proofs
We first need to introduce some additonal notation and definitions.
3.1. Notation and definitions. Let u = (uαβγ) be a sequence indexed in the
canonical basis (XαY βZγ) of R[X,Y, Z], and define the linear functional Lu :
R[X,Y, Z]→ R to be:
f (=
∑
α,∈Nn,β∈Nm,γ∈Np
fαβγX
α Y β Zγ) 7→ Lu(f) =
∑
α,∈Nn,β∈Nm,γ∈Np
fαβγ uαβγ .
Moment matrix. With a sequence u = (uαβγ) indexed in the canonical basis of
R[X,Y, Z] is associated the moment matrix Mr(u) of order r, and defined by
Mr(u)((α, β, γ), (α
′, β′, γ′)) = Lu(X
α+α′Y β+β
′
Zγ+γ
′
) = uα+α′,β+β′,γ+γ′,
for all α, α′ ∈ Nn, β, β′ ∈ Nm, γ, γ′ ∈ Np, with |α+β+γ| ≤ r, and |α′+β′+γ′| ≤ r.
An infinite sequence u = (uαβγ) has a representing measure µ if
uαβγ =
∫
XαY βZγ dµ(X,Y, Z), α ∈ Nn, β ∈ Nm, γ ∈ Np.
Let Rr[X,Y, Z] ⊂ R[X,Y, Z] be the space of polynomials of degree at most r, and
denote by s(r) :=
(
n+m+p+r
r
)
its dimension. If f = (fαβγ) ∈ R
s(r) denotes the
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vector of coefficients of an arbitrary polynomial f ∈ Rr[X,Y, Z] then
(3.1) 〈f ,Mr(u)f〉 = Lu(f
2) =
∫
f2 dµ ≥ 0,
and so, as f ∈ Rr[X,Y, Z] was arbitrary, Mr(u)  0.
We next denote by Mr(u, xy) the moment submatrix obtained from Mr(u) by
retaining only those rows and columns (α, β, γ) with γ = 0. Similarly, denote
by Mr(u, yz) the moment submatrix obtained from Mr(u) by retaining only those
columns and rows (α, β, γ) with α = 0. Introducing the subsequences uxy := (uαβ0)
and uyz := (u0αβ), notice that Mr(u, xy) is just the moment matrix Mr(u
xy) of
the sequence uxy indexed in the canonical basis (XαY β) of R[X,Y ]. Similarly,
Mr(u, yz) is the moment matrixMr(u
yz) of the sequence uyz indexed in the canon-
ical basis (Y αZβ) of R[Y, Z].
Localizing matrix. Let g ∈ R[X,Y, Z] and let u = (uαβγ) be a sequence indexed
in the canonical basis of R[X,Y, Z]. The localizing matrix Mr(g u) associated with
g (=
∑
abc gabcX
aY bZc) and u, is obtained from Mr(u) by
Mr(g u)((α, β, γ), (α
′, β′, γ′)) = Lu(g(X,Y, Z)X
α+α′Y β+β
′
Zγ+γ
′
)
=
∑
a∈Nn,b∈Nm,c∈Np
gabc ua+α+α′,b+β+β′,c+γ+γ′,
for all α, α′ ∈ Nn, β, β′ ∈ Nm and γ, γ′ ∈ Np with |α+β+γ| ≤ r and |α′+β′+γ′| ≤ r.
Again, if u has a representing measure µ then
(3.2) 〈f ,Mr(g u)f〉 = Lu(g f
2) =
∫
g f2 dµ, ∀ f ∈ Rr[X,Y, Z].
If µ has its support in the level set {(x, y, z) ∈ Rn+m+p | g(x, y, z) ≥ 0} then
Mr(g u)  0.
As for the moment matrix, one may also define the localizing matricesMr(g u, xy)
and Mr(hu, yz) associated with u and g ∈ R[X,Y ], h ∈ R[Y, Z], respectively.
They are obtained from Mr(g u) (resp. Mr(hu)) by retaining only those rows and
columns (α, β, γ) with γ = 0 (resp. α = 0). They can also be considered as the
localizing matrix Mr(g u
xy) (resp. Mr(hu
yz)) associated with g (resp. h) and the
subsequence uxy (resp. uyz).
3.2. Proof of Theorem 2.1. (a) For every J ⊆ Ixy, and depending on parity, let
2r(gJ) or 2r(gJ)− 1 be the degree of gJ (and similarly for 2r(hK) or 2r(hK)− 1).
Let 2r0 := max[deg f, 2max
J,K
[r(gJ ), r(hK )]], and for r ≥ r0, consider the following
optimization problem:
(3.3) Qr :


min
u
Lu(f)
s.t. Mr−r(gJ)(gJ u, xy)  0, ∀ J ⊆ Ixy
Mr−r(hk)(hK u, yz)  0, ∀K ⊆ Iyz
u0 = 1
,
where gJ :=
∏
j∈J gj for every J ⊆ Ixy and hK :=
∏
k∈K hk for every K ⊆ Iyz. Re-
call that g∅ ≡ 1 and so, Mr(g∅ u, xy) is just the moment matrix Mr(u, xy) defined
in §3.1; the same holds true for h∅. Denote by infQr the optimal value of Qr.
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Qr is a convex optimization problem called a semidefinite programming problem.
Up to arbitrary fixed precision, it can be solved in time polynomial in the input
size of the problem data, and efficient specialized software packages are available.
For more details the interested reader is referred to e.g. Vandenberghe and Boyd
[12]. The dual problem Q∗r of Qr is also a semidefinite program, which reads
(3.4) Q∗r :


max
{σJ},{ψK},λ
λ
s.t. f − λ =
∑
J⊆Ixy
σJ gJ +
∑
K⊆Iyz
ψK hK
{σJ} ⊂ Σ2xy, {ψK} ⊂ Σ
2
yz,
deg σJ gJ , degψK hK ≤ 2r ∀ J ⊆ Ixy, K ⊆ Iyz
.
Equivalently, Q∗r reads
(3.5) Q∗r : max
λ
{ λ : f − λ ∈ Pr(g) + Pr(h) },
where Pr(g) ⊂ P (g) denote the set of elements σ ∈ P (g) that can be written as
in (2.1) and where in addition, deg (σJ gJ) ≤ 2r for all J ⊆ Ixy, and similarly for
Pr(h).
The first important step (i) is to prove that infQr ↑ f∗ as r → ∞, with f∗ :=
min { f(x, y, z) | (x, y, z) ∈ K }, or equivalently,
(3.6) f∗ = min
ψ
{
∫
f dψ | ψ(Rn+m+p \K) = 0; ψ(K) = 1},
where the infimum is taken over all Borel probability measures ψ on Rn+m+p.
The second important step (ii) is to prove absence of a duality gap between Qr
and its dual Q∗r . The final step (iii) easily follows from (a) and (b).
Step (i). We first prove that infQr ≤ f∗ for all r ≥ r0. Let (x0, y0, z0) ∈ K, and
let µ := δ(x0,y0,z0) be the Dirac probability measure at (x0, y0, z0). Let u := {uαβγ}
be its (well defined) sequence of moments. Then, obviously, Mr(u, xy)  0, and
Mr(u, yz)  0. Next, as µ is supported on K, we obviously have Mr(gJ u, xy)  0,
for every J ⊆ Ixy and r ∈ N. Similarly, Mr(hK u, yz)  0, for every K ⊆ Iyz and
r ∈ N. Therefore, u is feasible for Qr with value Ly(f) =
∫
fdµ = f(x0, y0, z0),
which proves that
(3.7) infQr ≤ f
∗ := min { f(x, y, z) | (x, y, z) ∈ K }, ∀r ≥ r0.
We next prove that infQr > −∞. Let r ≥ r0 be fixed. As Kxy is compact, there
is some Nr such that the polynomials Nr ± XαY β, |α + β| ≤ 2r, are all positive
on Kxy. By Schmu¨dgen’s Positivstellensatz [8], they all belong to the preordering
P (g). There is even some l(r) such that they all belong to Pl(r)(g). Similarly, as
Kyz is compact, there is some t(r) such that the polynomials N
′
r − Y
αZβ belong
to Pt(r)(h), for some N
′
r and all |α+ β| ≤ 2r.
So, let us be an arbitrary feasible solution of Qs, with s ≥ max[l(r), t(r)]. One
has
Lus(Nr ±X
αY β) = Nr u
s
0 ± u
s
αβ 0 ≥ 0, ∀ |α+ β| ≤ 2r,
because Nr ±XαY β =
∑
J⊆Ixy
σJgJ with deg σJ gJ ≤ 2s, and
Lus(Nr ±X
αY β) = 〈σJ,Mr−r(gJ)(gJ u
s, xy)σJ〉 ≥ 0,
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where the latter inequality follows from Ms−r(gJ )(gJ u
s, xy)  0; see (3.2).
Similarly, one has
Lus(N
′
r ± Y
αZβ) = N ′r u
s
0 ± u
s
0αβ ≥ 0, ∀ |α+ β| ≤ 2r,
becauseN ′r±Y
αZβ =
∑
K⊆Iyz
σK hK with deg σK hK ≤ 2s, andMs−r(hK)(hK u
s, yz) 
0. Therefore,
(3.8) |usαβ 0| ≤ Nr ∀|α+ β| ≤ 2r; |u
s
0αβ | ≤ N
′
r ∀|α+ β| ≤ 2r.
In particular,
infQs ≥ −

Nr∑
αβ
|(fxy)αβ 0|+N
′
r
∑
αβ
|(fyz)0αβ |

 > −∞,
provided s is sufficiently large.
So, for sufficiently large s, let us be a nearly optimal solution of Qs, i.e.,
(3.9) infQs ≤ Lus(f) ≤ infQs +
1
s
≤ f∗ +
1
s
,
and complete each sequence us with zeros to make it an infinite sequence indexed in
the canonical basis of R[X,Y, Z]. Notice that by doing so, only elements of the form
usαβ 0 and u
s
0αβ are non zero. As (3.8) is true for arbitrary r, by a standard diagonal
argument, there exists a subsequence {sk} and an infinite sequence u indexed in
the canonical basis of R[X,Y, Z], such that
(3.10) uskαβγ → uαβγ ∀α ∈ N
n, β ∈ Nm, γ ∈ Np.
From what precedes the only non zero elements uαβγ of u, are those with α = 0 or
γ = 0. Next, introduce the subsequences
(3.11) uxy := {uαβγ : γ = 0 } ; u
yz := {uαβγ : α = 0 }.
Recall that the matrix Mr(u, xy) (resp. Mr(u, yz)) is identical to the moment
matrix Mr(u
xy) (resp. Mr(u
yz)) of the sequence uxy (resp. uyz) indexed in the
canonical basis of R[X,Y ] (resp. R[Y, Z]).
Similarly, as gJ ∈ R[X,Y ] and hK ∈ R[Y, Z], the matrix Mr(gJ u, xy) (resp.
Mr(hK u, yz)) is identical to the localizing matrix Mr(gJ u
xy) (resp. Mr(hK u
yz))
of the sequence uxy (resp. uyz) indexed in the canonical basis of R[X,Y ] (resp.
R[Y, Z]).
Next, let r be fixed arbitrary. Then from the feasibility of usk in Qsk , and
the convergence (3.10), we obtain Mr(u, xy) = Mr(u
xy)  0 and Mr(u, yz) =
Mr(u
yz)  0. With same arguments, we also have
Mr(gJ u, xy) = Mr(gJ u
xy)  0, ∀J ⊆ Ixy
Mr(hK u, yz) = Mr(hK u
yz)  0, ∀K ⊆ Iyz.
As r was arbitrary, by Schmu¨dgen’s Positivestellensatz [8], it follows that the
sequence uxy (resp. uyz) has a representing measure µxy (resp. µyz) with support
contained in the compact set Kxy (resp. Kyz). Observe that
uxy0β = u0β 0 = u
yz
β 0, ∀β ∈ N
m.
Therefore, as measures on compact sets are moment determinate, µxy and µyz have
same marginal µy on Rm.
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Next, the probability measure µxy on the cartesian product of Borel spaces
R
n × Rm can be disintegrated into a stochastic kernel q(dX |Y ) on Rn given Rm,
and its marginal µy on Rm, i.e.,
µxy(A×B) =
∫
B
q(A |Y )µy(dY ),
for all Borel rectangles (A × B) of Rn × Rm; see e.g. Bertsekas and Schreve [2, p.
139-141]. Similarly, the probability measure µyz on the cartesian product of Borel
spaces Rm×Rp can be disintegrated into a stochastic kernel q′(dZ |Y ) on Rp given
R
m, and its marginal µy on Rm, i.e.,
µyz(B ×A) =
∫
B
q′(A |Y )µy(dY ),
for all Borel rectangles (B ×A) of Rm × Rp.
Let µ be the probability measure on Rn+m+p defined by:
(3.12) µ(A×B × C) =
∫
B
q(A |Y ) q′(C |Y )µy(dY ),
for all Borel rectangles (A×B × C) of Rn × Rm × Rp.
Taking C := Rp in (3.12) yields that
µ(A×B × Rp) =
∫
B
q(A |Y )µy(dY ) = µxy(A×B),
i.e., µxy is the marginal of µ on Rn+m (and in fact on Kxy because µ
xy(Kxy) = 1).
Similarly, taking now A = Rn, µyz is the marginal of µ on Rm+p (and in fact on
Kyz). This clearly implies that µ is supported on K, i.e., µ(K) = 1. Indeed,
K = { (x, y, z) : (x, y) ∈ Kxy ; (y, z) ∈ Kyz },
and so,
µ(K) =
∫
q({x : (x, y) ∈ Kxy} |Y ) q
′({z : (y, z) ∈ Kyz} |Y )µ
y(dY ) = 1,
because from the definitions of µy, Kxy and Kyz,
q({x : (x, y) ∈ Kxy} |Y ) = q
′({z : (y, z) ∈ Kyz} |Y ) = 1 µ
y−a.e.
Finally, observe that from the convergence (3.10), we obtain
(3.13) lim
k→∞
Lusk (f) = Lu(f) =
∫
f dµ,
because f ∈ R[X,Y ] + R[Y, Z]. Therefore, by (3.9) and (3.13), we get
f∗ ≥ lim
k→∞
infQsk = lim
k→∞
Lusk (f) = Lu(f) =
∫
f dµ.
In view of (3.6) and as µ is supported on K, it follows that f∗ =
∫
f dµ. Therefore,
infQsk → f
∗, and as the sequence {Qr} is monotone nondecreasing, we obtain
infQr ↑ f∗.
Step (ii). To prove absence of a duality gap between Qr and its dual Q
∗
r , let ν
be the uniform probability measure on K, and let u be its sequence of moments.
As K has nonempty interior, it follows that Mr(gJ u) ≻ 0, for every J ⊆ Ixy, and
all r, and similarly, Mr(hK u) ≻ 0, for every K ⊆ Iyz, and all r.
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But this implies that Mr(gJ u, xy) ≻ 0 for all J ⊆ Ixy and all r, because
Mr(gJ u, xy) is a submatrix of Mr(gJ u). Similarly, Mr(hK u, yz) ≻ 0 for all
K ⊆ Iyz and all r, because Mr(hK u, yz) is a submatrix of Mr(hK u).
This means that u is a strictly feasible solution for Qr and so, Slater’s condition
is satisfied for Qr (see e.g. [12]). This in turn implies that there is no duality gap
between Qr and its dual Q
∗
r, i.e. supQ
∗
r = infQr for all r ≥ 0, and Q
∗
r is even
solvable (i.e. supQ∗r = maxQ
∗
r) if Qr has finite value; for more details on duality
for semidefinite programs, see e.g. Vandenberghe and Boyd [12].
Step (iii). So let f be strictly positive on K, and let f∗ > 0 be its global
minimum on K, i.e., f ≥ f∗ on K. From (i)-(ii), there exists some r such that
maxQ∗r = infQr ≥ f
∗/2 > 0. Therefore, let λ be an optimal solution of Q∗r . We
have f − λ ∈ P (g) + P (h). But then f ∈ P (g) + P (h) because λ > 0, the desired
result.
(b) The proof of (b) is the same as that of (a), except that we now invoke
Putinar’s Positivstellensatz rather than Schmu¨dgen’s. Indeed, if N − ‖(X,Y )‖2 ∈
Q(g), then Putinar’s Positivstellensatz [7] holds, i.e., every polynomial of R[X,Y ],
(strictly) positive on Kxy, belongs to Q(g); see also Jacobi and Prestel [3]. And
so, the polynomial Nr ±XαY β , strictly positive on Kxy for sufficiently large Nr,
belongs to the quadratic module Q(g) (instead of the preordering P (g)). The rest
of the proof is identical.
(c) The proof of (c) resembles that of (a), but the optimization problem Qr is
now the linear programming problem
(3.14)  Lr :


min
u
Lu(f)
s.t. Lu(g
α(1− g)β) ≥ 0, ∀ (α, β) ∈ Gr
Lu(h
α(1− h)β) ≥ 0, ∀ (α, β) ∈ Hr
u0 = 1.
,
where:
Gr = {(α, β) ∈ N
|Ixy| × N|Ixy| :
∑
j∈Ixy
deg g
αj
j + deg g
βj
j ≤ 2r}
Hr = {(α, β) ∈ N
|Iyz| × N|Iyz| :
∑
k∈Iyz
deg hαkk + deg h
βk
k ≤ 2r}.
The dual of the linear program  Lr is the linear program
(3.15)  L∗r : max
λ
{ λ : f − λ ∈ Cr(g, 1− g) + Cr(h, 1− h) },
where Cr(g, 1− g) ⊂ C(g, 1− g) (resp. Cr(h, 1− h) ⊂ C(h, 1− h)) is the subcone
Cr(g, 1− g) = { σ ∈ R[X,Y ] : σ =
∑
(α,β)∈Gr
cαβ g
α (1− g)β ; cαβ ≥ 0 }
Cr(h, 1− h)) = { σ ∈ R[Y, Z] : σ =
∑
(α,β)∈Hr
cαβ h
α (1− h)β ; cαβ ≥ 0 }.
By compactness of Kxy and Kyz, the polynomial Nr±XαY β is strictly positive on
Kxy, for some Nr, and all α, β with |α+ β| ≤ 2r. Therefore, using Krivine [4] and
Vasilescu [10] instead of Schmu¨dgen Positivstellensatz, there is some l(r) such that
Nr±XαY β ∈ Cl(r)(g, 1− g). Proceeding as in (a), the latter property is used in an
optimal solution us of  Ls, to bound |usαβ0| for all |α+ β| ≤ 2r, uniformly in s. We
then obtain the convergence (3.10) for a subsequence {sk}. Using again Krivine [4]
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and Vasilescu [10], the subsequence uxy of the limit sequence u (see (3.11)), is the
moment vector of a measure µxy supported on Kxy, and u
yz is the moment vector
of a measure µyz supported on Kyz. In the present case, from linear programming
duality, there is no duality gap between the linear programs  Lr and  L
∗
r . The rest
of the proof is along the same lines.
3.3. Proof of Theorem 2.2. As Kx and Kyz are both compact, then (possibly
after some change of variables), we may and will assume that Kx ⊂ [−1/2, 1/2]n
and Kyz ⊂ [−1/2, 1/2]m+p. We only prove (a) because similar arguments hold for
(b). Introduce the optimization problem:
(3.16) Qr :


min
u
Lu(f)
s.t. Mr(u, xy)  0
Mr−r(gJ)(gJ u, x)  0, ∀ J ⊆ Ix
Mr−r(hk)(hK u, yz)  0, ∀K ⊆ Iyz
u0 = 1.
,
where nowMr(gJ u, x) is the obvious analogue ofMr(gJ u, xy) defined in §3.1. The
dual Q∗r now reads
(3.17) Q∗r :


max
{σJ},{ψK},κ∅,λ
λ
s.t. f − λ = κ∅ +
∑
J⊆Ix
σJ gJ +
∑
K⊆Iyz
ψK hK
κ∅ ∈ Σ
2
xy, {σJ} ⊂ Σ
2
x, {ψK} ⊂ Σ
2
yz,
deg κ∅, deg σJ gJ , degψK hK ≤ 2r
.
Equivalently, Q∗r reads
(3.18) Q∗r : max
λ
{ λ : f − λ ∈ (Σ2xy)r + Pr(g) + Pr(h) },
where (Σ2xy)r is the set of elements of Σ
2
xy of degree at most 2r.
Proceed as in the proof of Theorem 2.1(a), and so, let us = (usαβγ) be an arbitrary
feasible solution of Qs in (3.16). As Kyz ⊂ [−1/2, 1/2]m+p, 1 ± Y αZβ ∈ P (h) for
all (α, β) ∈ Nm × Np. Similarly, As Kx ⊂ [−1/2, 1/2]n, 1 ± Xα ∈ P (g) for all
α ∈ Nn. Therefore, let r be fixed, arbitrary. With same arguments as in the proof
of Theorem 2.1(a), for all sufficiently large s,
|usα00| < 1 ∀α ∈ N
n; |α| ≤ 2r(3.19)
|us0βγ | < 1 ∀ (β, γ) ∈ N
m × Np, |β + γ| ≤ 2r.(3.20)
There is some additional technicality because we also need the boundedness of
|usαβ0|, uniformly in s. But from Ms(u, xy)  0, we get u
s
(2α)00 u
s
0(2β)0 ≥ (u
s
αβ0)
2,
and so, in view of (3.19)-(3.20), 1 > |usαβ0| for all s sufficiently large. Therefore, as
in the proof of Theorem 2.1(a) let {us} be a sequence of nearly optimal solutions of
Qs. The limit sequences u
xy and uyz in (3.11) satisfy |uxyαβ | ≤ 1 and |u
yz
βγ| ≤ 1 for all
α, β, γ. But this implies that uxy is the moment sequence of a probability measure
µxy supported on [−1, 1]n+m; see Berg [1, Theor. 9]. In addition, again as in
the proof of Theorem 2.1(a), ux and uyz are moment sequences of two probability
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measures µx and µyz with support contained in Kx and Kyz respectively. By
construction,
(3.21)
∫
Xα dµx = uxα00 = u
xy
α00 =
∫
Xα dµxy, ∀α ∈ Nn.
As both µxy and µx have their support in a compact set, they are moment deter-
minate, and so (3.21) implies that µx is the marginal of µxy on Kx. Similarly, the
marginal µy of µyz on Rm is the same as the marginal of µxy on Rm. Therefore,
the measure µ defined in (3.12) has marginal µx on Kx, marginal µ
yz on Kyz, and
marginal µxy on Rn × Rm. The rest of the proof is the same as that of Theorem
2.1(a).
(b) One proceeds exactly as in (a), except that now one invokes Putinar’s instead
of Schmu¨dgen’s Positivstellensatz.
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