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Abstract
We prove that a real-valued function f defined on an interval S in R is matrix convex if and only if for
any natural k, for all families of positive operators {Ai}ki=1 in a finite-dimensional Hilbert space, such that∑k
i=1 Ai = 1, and arbitrary numbers xi ∈ S, the inequality
f

 k∑
i=1
xiAi

  k∑
i=1
f (xi)Ai
holds true.
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The aim of this note is to add one more characterization to the list of known characterizations
of matrix and operator convex functions (see, e. g., [1,3,4]).
In what follows, S stands for an interval in R of an arbitrary type. For a function f : S → R and
a self-adjoint operator X in a finite-dimensional Hilbert space H with spectrum in S, the value
f (X) is defined by the spectral theorem. The identity operator in H is denoted by 1H .
Theorem. For a function f : S → R, the following conditions are equivalent:
(i) f is matrix convex, i.e.,
f (αX + (1 − α)Y )  αf (X) + (1 − α)f (Y )
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for all self-adjoint operatorsX, Y in a finite-dimensional Hilbert space and everyα ∈ [0, 1],
provided that spectra of X and Y lie in S;
(ii) for any natural k, for all families of positive operators {Ai}ki=1 in a finite-dimensional
Hilbert space H, such that
∑k
i=1 Ai = 1H , and arbitrary numbers xi ∈ S, the inequality
f
(
k∑
i=1
xiAi
)

k∑
i=1
f (xi)Ai
holds true.
Proof. Since
(
min
i
xi
)
1H 
k∑
i=1
xiAi 
(
max
i
xi
)
1H ,
the left hand side in the inequality in (ii) is well-defined.
(ii) ⇒ (i). Let H denote the space where the operators X and Y act,
X =
∑
i∈I
λiPi and Y =
∑
j∈J
µjQj
be their spectral decompositions. Then∑
i∈I
αPi +
∑
j∈J
(1 − α)Qj = 1H
and
f (αX + (1 − α)Y )=f

∑
i∈I
λiαPi +
∑
j∈J
µj (1 − α)Qj



∑
i∈I
f (λi)αPi +
∑
j∈J
f (µj )(1 − α)Qj
=αf (X) + (1 − α)f (Y ).
(i) ⇒ (ii). It is easy to see that without loss of generality we can suppose that 0 ∈ S. By the
Neumark theorem [5], there exists a spaceH larger than H and a family of mutually orthogonal
projections Pi inH such that∑ki=1 Pi = 1H and Ai = PPiP |H (i = 1, . . . , k), where P is the
projection fromH onto H . Then we have
f
(
k∑
i=1
xiAi
)
=f
(
k∑
i=1
xiPPiP |H
)
= f
(
P
(
k∑
i=1
xiPi
)
P |H
)
=Pf
(
P
(
k∑
i=1
xiPi
)
P
)
P |H
Pf
(
k∑
i=1
xiPi
)
P |H = P
(
k∑
i=1
f (xi)Pi
)
P |H
=
k∑
i=1
f (xi)Ai. 
O.E. Tikhonov / Linear Algebra and its Applications 416 (2006) 773–775 775
(The inequality in the above calculation follows from the Davis inequality [2]: Pf (PXP)P 
Pf (X)P .)
Remark. After the first version of the present paper had been submitted, professor T. Ando
recommended to add one more equivalent condition:
(iii) for any natural k, for any family of operators {Bi}ki=1 with spectra in S and for any family
of operators {Ai}ki=1 such that
∑k
i=1 A∗i Ai = 1H the inequality
f
(
k∑
i=1
A∗i BiAi
)

k∑
i=1
A∗i f (Bi)Ai
holds.
He gave a proof of the implications (ii) ⇐⇒ (iii) (one can read that proof in [6]). Since the
equivalence of (i) and (iii) is known (it goes back to [3]), the proof due to Ando gives an alternative
proof of the theorem presented in this note. It is worth to note that in contrast to (i) ⇒ (ii) and
(i) ⇒ (iii), the proof of (ii) ⇐⇒ (iii) does not refer to the Neumark theorem and deals with one
and the same finite-dimensional Hilbert space.
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