We propose a new kernel estimation of the cumulative distribution function based on transformation and on bias reducing techniques. We derive the optimal bandwidth that minimises the asymptotic integrated mean squared error. The simulation results show that our proposed kernel estimation improves alternative approaches when the variable has an extreme value distribution with heavy tail and the sample size is small.
Introduction
Estimating the cumulative distribution function (cdf) is a fundamental goal in many fields in which analysts are interested in estimating the risk of occurrence of a particular event, for example, the probability of a catastrophic accident or the probability of a major economic loss. Similarly, in risk quantification, risk measurements are usually expressed in terms of the cdf, a good example being the distortion risk measures proposed in Wang (1995 Wang ( , 1996 .
Specifically, risk quantification concentrates in the highest values of the domain of the distribution, where sample information is scarce and it is, therefore, necessary to extrapolate the behaviour of the cdf, even above the maximum observed. To extrapolate the distribution we can use parametric models or, alternatively, we can use a nonparametric estimation. In this paper, we propose a nonparametric estimator of the cdf that allows us to extrapolate the behaviour of the cdf with greater accuracy than is possible with existing methods. 1 A naive nonparametric estimator of the cdf is the empirical distribution. It is known that the empirical distribution is an unbiased estimator of cdf. However, the empirical distribution is inefficient when data are scarce. A nonparametric alternative for estimating the cdf is the kernel estimator. This is more efficient than the empirical distribution but it is, nevertheless, a biased estimator. Furthermore, both the empirical distribution and the kernel estimator of the cdf are inefficient when the shape of the distribution is right skewed and it has a longer right tail, i.e., it belongs to a certain family of extreme value distributions (EVD): the Gumbel or Fréchet types. In these cases, although we have a large sample size, the number of observations in the highest values of the domain of the distribution is small. This kind of distribution is very common in microeconomic, financial and actuarial data, where economic quantities are measured, e.g., costs, losses and wages. Likewise, there are other fields such as demography, geology or meteorology, where the observed phenomena are distributed following an EVD (see, for example, Reiss and Thomas, 1997) . In this study, we develop a bias-corrected transformed kernel estimator of the cdf that is more accurate than the bias-corrected classical kernel estimator.
With the aim of reducing the bias of the classical kernel estimator (CKE) of the cdf, Kim et al. (2006) , based on Choi and Hall (1998) , proposed a bias reducing technique, henceforth the bias-corrected classical kernel estimator (BCCKE). Alternatively, Alemany et al. (2013) proved that using the transformed kernel estimator of the cdf, the bias and variance of the CKE could be reduced and they proposed a new estimator based on two transformations, the double transformed kernel estimator (DTKE). However, this estimator has asymptotic properties and needs a large sample size to obtain better results than alternative approaches. In this study, we analyse the properties of the DTKE of the cdf by incorporating the finite sample bias correction proposed by Kim et al. (2006) . We refer to this new estimator as the bias-corrected double transformed kernel estimator (BCDTKE).
Estimating the smoothing parameter associated with kernel estimations is also a challenge when the data are generated by an extreme value distribution. When using the two most popular automatic methods. i.e., plug-in and cross-validation, the optimal value frequently degenerates to zero. An alternative for calculating the smoothing parameter is the rule-ofthumb value (Silverman, 1986) , which is based on a reference distribution. Using the proposed BCDTKE we can estimate the exact rule-of-thumb value based on a known distribution.
The use of nonparametric methods is based on the lack of information about the theoretical distribution associated with the random variable under analysis. This distribution might match one of those belonging to a subfamily of EVDs: Type I (Gumbel) or Type II (Fréchet). Moreover, the distribution might be a mixture of two or more EVDs. An important goal of this study is to analyse the domain of attraction of different mixtures of EVDs. In section 2 we carry out this analysis. In section 3 we describe the BCCKE of cdf and we propose some new results related to the asymptotically optimal smoothing parameter. These results are then used in section 4, where we describe a new estimator based on transformations and bias correction.
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In section 5, we show the results of a simulation study. We conclude in section 6.
Maximum domain of attraction of mixtures of extreme value distributions
In this section we prove some results related to the maximum domain of attraction (MDA) of some mixtures of EVDs. The expression of the cdf of a generalised EVD is (see, Jenkinson, 1955) :
(1) and its mean is:
where Γ(·) is Euler's gamma function and γ is Euler's constant. The MDA of G ξ (MDA(G ξ )) depends on the shape parameter ξ. In the expression (1) when ξ = 0 a Gumbel type EVD is obtained and when ξ > 0 the result is a Fréchet type EVD. We define the right end point of G as r(G) = sup(x|G(x) < 1). We know that if two distributions F and G are such that r(G) = r(F ) then: G(x) . In this case F and G have the same MDA, furthermore, F and G are tail equivalent if (see, for example, Embrechts et al., 1997) :
where L i is a slowly varying function 1 and
The previous result is obtained observing that x
We conclude that F and F M are tail equivalents.
Proof 2 To prove Theorem 2 we start with the definition of regular variation. A positive Lebesgue measurable function L on (0, ∞) is a regular variation at infinity with index α ∈ R if:
Then, F ∈ MDA(G ξ ) with ξ > 0 (Fréchet), ifF is a regular variation with index − 1 ξ , namely:
We have:
taking into account the limit in the interior of the brackets and considering the condition
Proof 3 Firstly we note that:
and the right end point of F is r(F ) = sup(x|F (x) < 1) = ∞. Besides, we have:
, where ϕ is Normal standard density, the last term in (5) is deduced applying l'Hôpital's rule to xΦ(t) ϕ(t) , resulting inΦ(t) ∼ ϕ(t) t when t is high. If ξ j > 0 we can find α > 0 such that 1 ξ j + α > 0 and
Proof 4 Case 1: If r(F i ) = ∞, ∀i = j, and we can find α > 0 such that 1 ξ j + α > 0, we obtain:F
from the properties of the von Mises functions ,F i decreases to zero much faster than x −α , then when r(F i ) = ∞ we have (see, Embrechts et al., 1997, page 139) :
and we conclude that F and F j are tail equivalents.
, the limits of the first term are (see, Embrechts et al., 1997; McNeil et al., 2005) :
We obtain:
and we achieve the same results as in Case 1.
Classical kernel estimator with bias reducing technique
The BCCKE proposed by Kim et al. (2006) can be expressed as a linear combination of the CKE of the pdf, f X , and the CKE of the cdf, F X . Let us assume that X i , i = 1, ..., n, denotes data observations from the random variable X; the usual expression for the classical kernel estimator of the pdf is (see, Silverman, 1986) :
and for the cdf is (see, Azzalini, 1981) :
where K(·) is the cdf associated with k(·) which is known as the kernel function (usually a bounded and symmetric pdf). Some examples of very common kernel functions are the Epanechnikov and the Gaussian kernel. The parameter b is the bandwidth or the smoothing parameter and it controls the smoothness of the resulting estimation. The larger the value of b, the smoother the resulting estimated function. In practice, the value of b depends on the sample size and satisfies the condition if n → ∞, b → 0 and nb → ∞.
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The BCCKE is:
where λ 1 , λ 2 > 0 are weights and Kim et al. (2006) proved that if λ 1 = λ 2 = λ then −l 1 = l 2 = l(λ), being: Kim et al. (2006) also proved that the bias of
The mean integrated squared error (MISE) can be expressed as the sum of the integrated variance and the integrated square bias:
Based on the asymptotic expression for bias and variance of BCCKE deduced by Kim et al. (2006) we obtain that the asymptotic mean integrated squared error (A-MISE) is:
where, if the kernel k has a compact support [−1, 1], it is obtained that:
There exists a value of λ that minimises V (λ), and this depends on the selected kernel, if the Epanchnikov kernel is used λ = 0.0799 and V (0.0799) = −0.1472244.
Remark 1 Let F X be a cdf with four bounded and continuous derivatives, the optimal bandwidth that minimises A-MISE is: Kim et al. (2006) did not analyse a method to estimate the optimal bandwidth. Similarly to the CKE, we can use iterative methods such as the plug-in methods or the methods based on cross-validation (see, Jones et al., 1996 , for a review). Alternatively, the rule-of-thumb bandwidth is a direct way to estimate the smoothing parameter. Following Silverman (1986) , for the BCCKE the rule-of-thumb bandwidth is obtained by replacing in expression (9) the functional (f X (x)) 2 dx with its value assuming that f X is the density of a normal distribution with scale parameter σ, then:
The smoothing parameter in (10) can be estimated by replacing σ with a consistent estimation, such as the sample standard deviation s. However, Silverman (1986) noted that for longtailed and right-skewed distributions it is better to use a robust estimation of σ based on the interquartile range R, that is R 1.34 . In general, we can use the better estimator of σ for each case:σ = Min s, R 1.34 .
Transformed kernel estimator with bias reducing technique
In this section we propose a new kernel estimator that combines the greater efficiency of the transformed kernel estimator of the cdf with the bias reduction technique. In general, the transformed kernel estimator involves selecting a transformation function so that the cdf or the pdf associated with the transformed variable can be estimated optimally with the classical kernel estimator or a bias-corrected version. We denote T (·) the transformation function, then the transformed random variable is Y = T (X), and we know that
Let T (·) be a concave transformation function with at least four continuous derivatives. Assuming equal weights in (6), i.e. λ 1 = λ 2 = λ > 0, the bias corrected transformed kernel estimator (BCTKE) is:
We denote y = T (x) and the transformed data are Y i = T (X i ), i = 1, ..., n, then:
and
where f X is the transformed kernel density estimation (see, for example, Wand et al., 1991; Buch-Larsen et al., 2005; Bolancé et al., 2008; Bolancé, 2010) .
Theorem 5 Let F X be a cdf with four bounded and continuous derivatives. Let T (·) be a concave transformation function with at least four continuous derivatives.. If the kernel k has a compact support [−1, 1], we obtain that the bias and variance of BCTKE are:
The function D T (p) (x), F
X (x) with p = 0, ..., 4, where the super-index between parentheses refers to the derivative, depends on the transformation T , the cdf F X and the first four derivatives of these functions, is such that:
X (x), ∀p = 0, ..., 4.
Proof 5
The bias and the variance of the BCTKE are obtained from the bias and variance of the BCCKE of F Y (y), knowing that F Y (y) = F X (x) and f Y (y) = f X (x) T (x) and analysing the derivative f X (x)
From the results of Theorem 5 we prove that if a suitable transformation is found, we can reduce the bias and the variance of the BCCKE.
Double transformed kernel estimator with bias correction
The BCDTKE estimator is obtained in a similar manner to that used to obtain the DTKE estimator (see, Alemany et al., 2013) . Let F be a continuous cdf with four bounded and continuous derivatives in a neighbourhood of x, we assume that k is the kernel that is a symmetric pdf and with a compact support [−1, 1] and b is the bandwidth. The smoothing parameter b holds that when n → ∞, b → 0 and nb → ∞, then the A-MISE associated with the BDCKE of the transformed random variable Y is:
where V (λ) < 0 is the function defined in (8).
Given b and the kernel k, the A-MISE is minimum when functional [f Y (y)] 2 dy is minimum. The proposed method is based on the transformation of the variable in order to achieve a distribution that minimises the A-MISE, i.e. that minimises [f Y (y)] 2 dy. Terrell (1990) showed that the density of a Beta (5, 5) distribution defined on the domain [−1, 1] minimises [f Y (y)] 2 dy, in the set of all densities with known variance. The pdf h and cdf H of the Beta (5, 5) are:
Then the BCDTKE is:
where T (.) is a first transformation that matches a cdf, so that the transformed sample T (X i ), i = 1, ..., n, takes values from a Unif orm(0, 1) distribution and, therefore, the double transformed sample H −1 (T (X i )), i = 1, ..., n, takes values from a Beta (5, 5) distribution. Similarly to (13), we obtain that
where f H −1 (T (x)) is the double transformed kernel density estimation (see, Bolancé et al., 2008; Bolancé, 2010) :
The smoothing parameter b in BCDTKE can be calculated from expressions (9) replacing f by Beta(5, 5) pdf:
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We compare four kernel estimation methods: CKE, BCCKE, DTKE and BCDTKE. The first transformation T (·) that we use for obtaining DTKE and BCDTKE is the cdf of the modified Champernowne distribution 2 analysed by Buch-Larsen et al. (2005) . These authors also proposed a method based on maximising a pseudo-likelihood function to estimate the parameters. We use the rule-of-thumb bandwidth based on minimising A-MISE.
To compare estimated cdfs with theoretical cdfs we use two distances:
whereF represents the different estimators. Distances L 1 and L 2 evaluate the fit of the cdf differently. Distance L 2 attaches greater importance to the major differences between the theoretical cdf and the fitted cdf than is attached by distance L 1 . When the aim is to fit an extreme value distribution, estimation errors tend to increase as the cdf approaches 1, due to a lack of sample information on the extreme values of the variable. Therefore, distance L 2 will be more strongly influenced by the estimation errors at the extreme values of the variable. We generated 2000 samples for each sample size analysed: n = 100, n = 500, n = 1000 and n = 5000 and for each distribution in Table 1 . We selected four distributions 3 that are positively skewed and which present different tail shapes: Lognormal, Weibull (both Gumbel types) and two mixtures of Lognormal-Pareto (both Fréchet types). The Lognormal and Weibull distributions both have an exponential tail. Specifically, we define the Weibull distribution with a scale parameter equal to 1 and shape parameter γ, so that the smaller the value of γ the slower is the exponential decay in the tail, i.e. the lower the value of γ, the lighter the tail. For the Lognormal distribution, the shape parameter is σ. In this case, the higher the value of σ, the lighter the tail. Furthermore, we analyse two mixtures of Lognormal-Pareto, that is, distributions with "fat" tails or heavy-tailed distributions. As we proved in section 2, these mixtures are Fréchet type and have a Pareto tail; thus, in this case the smaller the value of shape parameter ρ, the heavier is the tail.
2 The cdf of the modified Champernowne distribution is:
For each simulated sample, we estimated the cdf using the four methods: CKE, BCCKE, DTKE and BCDTKE and we calculated the distances defined in (18). Finally, for each sample size, we calculated the mean of the 2000 replicates. To calculate distances L 1 and L 2 with each simulated sample we used the grid proposed by Buch-Larsen et al. (2005) based on the change of variable defined by Clements et al. (2003) , y = x−M x+M , where M is the sample median. To obtain CKE and BCCKE we used two smoothing parameters: the rule-of-thumb, estimating σ from the sample standard deviation s and from Min s, R 1.34 , where R is the sample interquartile range. The results obtained with s are shown in Tables 4 and 5 in the Appendix. Specifically, from the results in Table 5 , we can conclude that both estimators −CKE and BCCKE using rule-of-thumb, estimating σ from the sample standard deviation s− are not consistent when the distribution is heavy tailed. μ, σ, λ, ρ, c) = (0.7, 0, 1, 1, 0.9, −1) (p, μ, σ, λ, ρ, c) = (0.3, 0, 1, 1, 0.9, −1) μ, σ, λ, ρ, c) = (0.7, 0, 1, 1, 1.0, −1) μ, σ, λ, ρ, c) = (0.3, 0, 1, 1, 1.0, −1) (p, μ, σ, λ, ρ, c) = (0.7, 0, 1, 1, 1.1, −1) (p, μ, σ, λ, ρ, c) = (0.3, 0, 1, 1, 1.1, −1)
In Tables 2 and 3 we compare the BCCKE, the DTKE and the BCDTKE with the CKE, i.e., we obtain the ratio between distances L 1 and L 2 that were obtained with the BCCKE, the DTKE and the BCDTKE and those that were obtained with the CKE. If the ratio is greater than 1, then the CKE is better; if it is lower, then the corrected estimator improves the CKE. The absolute distances are shown in Tables 6 and 7 in the Appendix.
The results presented in Tables 2 and 3 point to differences between distances L 1 and L 2 and, furthermore, there exist important differences between the results obtained for Gumbel-type and Fréchet-type distributions.
Focusing first on the DTKE, for distance L 1 this estimator does not improve the CKE in any case. Furthermore, when the sample is small the L 1 obtained for the DTKE is considerably worse than that obtained for the CKE. For distance L 2 the DTKE improves the CKE in small and large sample sizes. Focusing on L 2 , we observe that the largest improvements of the DTKE occur when the distributions are Fréchet-type, although these improvements are not as great as those obtained when bias correction is used.
Focusing now on Gumbel-type distributions, the results in Table 2 show that, in general, both boundary correction approaches, the BCCKE and the BCDTKE, make similar improvements to the CKE in distance L 2 for all sample sizes. Furthermore, the improvement is greater as the sample size increases. For distance L 1 the BCCKE and the BCDTKE do not improve the CKE when the distribution has a lighter tail, i.e., the Weibull distributions with larger shape parameter and the Lognormal distributions with smaller shape parameter.
In Table 3 we show the results for the Fréchet-type distributions. We observe that, when the distribution has a heavier tail, the improvement of the BCDTKE with respect to the CKE is more marked than that obtained with BCCKE, for all sample sizes and both distances, except for distance L 1 in the case of 70Lognormal-30Pareto (ρ = 1.1) and sample size 100. In general, for distance L 2 the improvement of the BCDTKE with respect to the BCCKE is around 5%. For distance L 1 this improvement becomes greater as the sample size increases, exceeding 10% in the case of 70Lognormal-30Pareto (ρ = 1).
Conclusions
In many analyses −be it in economics, finance, insurance, demography, etc.− the fit of the cdf is of great interest for evaluating the probability of extreme situations. In such cases, the data are usually generated by a continuous random variable X whose distribution may result from the mixture of different EVDs; however, in such instances both classical parametric models and classical nonparametric estimates cannot be used to estimate the cdf. We have presented a method for estimating the cdf that is suitable when the loss (or whatever the analysed variable may be) is a heavy-tailed random variable. The double transformation kernel using bias-corrected technique proposed here provides, in general, a good fit for Gumbel and Fréchet extreme value distribution types, especially when the sample size is small.
We show, for a small sample size, that the bias-corrected double transformed kernel estimator proposed here improves the classical kernel estimator and bias-corrected classical kernel estimator of cumulative distribution function when the distribution is an extreme value distribution and the maximum domain of attraction is the associated with a type Fréchet-type distribution. 
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
0.0161 0.1239 0.0073 0.0838 0.0051 0.0704 0.0023 0.0476 BCCKE 0.0163 0.0246 0.0075 0.0111 0.0052 0.0078 0.0024 0.0035
Lognormal (σ = 0.5)
0.0410 0.1983 0.0180 0.1321 0.0131 0.1126 0.0058 0.0747 BCCKE 0.0378 0.0361 0.0169 0.0159 0.0124 0.0116 0.0055 0.0052
0.1735 0.4069 0.0848 0.2872 0.0611 0.2442 0.0273 0.1635 BCCKE 0.1338 0.0592 0.0644 0.0273 0.0462 0.0192 0.0214 0.0087
Weibull (γ = 0.75)
0.1116 0.3265 0.0534 0.2276 0.0387 0.1940 0.0179 0.1321 BCCKE 0.0966 0.0545 0.0452 0.0253 0.0328 0.0185 0.0151 0.0088
Weibull (γ = 1.5)
0.0360 0.1854 0.0170 0.1278 0.0122 0.1085 0.0054 0.0724 BCCKE 0.0362 0.0368 0.0167 0.0168 0.0120 0.0121 0.0053 0.0053
0.0187 0.1330 0.0085 0.0902 0.0061 0.0766 0.0027 0.0515 BCCKE 0.0198 0.0280 0.0088 0.0125 0.0063 0.0088 0.0028 0.0039 Weibull (γ = 1.5) L 1 L 2 L 1 L 2 L 1 L 2 L 1 L 2 CKE 0.0357 0.1848 0.0169 0.1276 0.0122 0.1083 0.0054 0.0723 BCCKE 0.0363 0.0369 0.0167 0.0169 0.0120 0.0121 0.0053 0.0053 DTKE 1.9834 0.0540 0.1009 0.0169 0.0258 0.0119 0.0057 0.0052 BCDTKE 0.0362 0.0371 0.0167 0.0169 0.0119 0.0121 0.0053 0.0053
0.0187 0.1330 0.0085 0.0902 0.0061 0.0766 0.0027 0.0515 BCCKE 0.0199 0.0280 0.0088 0.0125 0.0063 0.0088 0.0028 0.0039 DTKE 1.0059 0.0353 0.0207 0.0122 0.0080 0.0087 0.0030 0.0039 BCDTKE 0.0200 0.0283 0.0089 0.0126 0.0063 0.0089 0.0028 0.0039 
