We develop an algorithm based on Infinitesimal Perturbation Analysis for online optimization of a multi-product service facility composed of a network of multi-server machines, modeled using multiclass M/M/m queues. Starting from the Robbins-Monro stochastic approximation method, we first develop an online, local optimization algorithm for a single multi-server machine. For the special case of Poisson arrivals and exponentially distributed service times in a multimachine network, local optimization a t individual machines leads to global optimization of the overall network. Simulation results for a single machine are compared to the exact analytical results. Application of the methodology for optimization of a simple flexible manufacturing system is also presented.
I. Introduction
In this paper we consider the problem of online control of the mean processing times for different parts at different machines to maximize the operational performance, subject to stability constraints, of a multi-machine manufacturing system operating under uncertainty. We use the cumulative system time aa the performance measure (cost function).
Our formulation of the optimization problem is partitioned into two sub-problems: (i) estimation of the derivative of the performance measure, with respect t o the mean processing times, using Perturbation Analysis(PA); and (ii) use of gradient approximation methods for finding the optimal values for the parameters.
In the next section, we develop the notation for the queuing system model and present algorithm for derivative estimation using PA. We derive the optimization procedure based on the Robbins-Monro stochastic gradient algorithm in Section 111. In Section IV, we present details of the implementation, typical simulation results, and comparisons with analytical estimates. The validity of the scheme is also discussed in Section IV.
Gradient Estimation Using Perturbation Analysis
If we consider a multiple machine manufacturing system with continuous mode processing, Poisson part arrivals, and exponentially distributed processing times, then global optimization of the system (in our formulation) can be reduced to a set of local optimization problems based on Burke's theorem [3] . Therefore, if the part arrival in the manufacturing system is Poisson, all constituent machines will also have Poisson part arrivals. If they also have exponentially distributed processing times, local optimization a t the machine level will lead to a global optimum for the whole manufacturing system. Hence, we can focus on optimization of the mean processing time for an M/M/m queue (multi-class case).
For each machine we define: rn = Number of servers. K = Number of customer types. The objective function C used in our study is the total time through the system. It is calculated as the sum of the respective cost functions C; for each part type being processed a t the machine (C = E;"=, C i ) .
The individual cost components are defined in terms of the average system time T and the mean processing time e,. The optimization problem is:
To apply (stochastic) gradient optimization procedures, we need the gradient of C with respect to the individual mean processing times.
The system time T can be written as the sum of actual processing time X and the queue delay D. After simplification, the cost derivative can be written as:
The term dX/dB represents the change in the actual processing time X due to the change in the mean processing time 8. For a smooth distribution function F s ( X ) for the processing time X , the derivative can be computed using the relation For the case of exponentially distributed service times, X with mean 0, the derivative is X / e . If we define type(i) as the type of the ith part, the change in the queue delay for the nth customer, due to the change 0, t 0, + ne,, is:
If there are N part arrivals in an iteration interval (different from a busy period), the partial derivative $f can be estimated using
type(i)=r
Here ADn(r) is the partial contribution in the net change in queue delay due to the change in Or. This analysis is for a single server. For m servers, the net delay change is computed separately for all servers and the derivative estimation is done over the whole m server queue type(,j=v seruci(t)=.=seiyer(n)
Here server(i) represents the server-id of the server processing the it* part and N is the total number of parts processed by the rn servers in the current iteration period.
Our problem is to estimate the cost derivatives dCldf3,. For each part arrival in an iteration period, we calculate the change in the cost and take the ensemble average at the end of the iteration period. For 
Ootirnization Based on Stochastic ADDroxirnation
The bbbins-Monro procedure was developed initially as a root finding method for a random function of a single variable. This procedure can be used as an stochastic optimization method by applying it to find the root of the gradient function. The original Robbins-Monro algorithm, as extended to the multi-dimensional case by Blum [2], permits treatment of multi-dimensional stochastic optimization problems. 
I<).
For our simulation we chose ah = ab/n,Vi which satisfies all the stochastic approximation conditions discussed earlier.
To test the online algorithm, a single m-server queue, with two different part types was simulated using QNAP2 (Queuing Network Analysis Package). we started with XI = 8 and XZ = 4. After each 25000 time units ( @ 300,000 part arrivals @ 150 parameter updates) the arrival rates for the two types were interchanged. The solid lines represent the analytical, optimal values for the two mean processing times during each interval. Clearly, our scheme performs well, in the sense that the mean processing times converge quickly to the theoretical optimum values. We also applied the algorithm for global optimization of a small manufacturing system via local optimization at the machine level.
