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Denoting by N(a, T) the number of zeros of ((a + it) for (l/2 I) 
a I c 5 1, 0 < t 5 T, we prove beside the estimate N(a, T) = 
O(TC'l-a'3'"la03 l/U-a, ), c positive numerical constant, also the theorem 
that Lindelof’s conjecture implies the estimation N(a, T) = O(Tc) for 
a 2 $ + 6 (E, 6 > 0, arbitrarily small). 
1. Let us consider first the Riemann zeta function c(s) = [(a + it). 
As is well known, several deep arithmetical consequences make important 
the study of Riemann’s conjecture 
C(s) # 0 for 0 > 4, U-1) 
that of the Lindeliif conjecture 
(I(-$ + it) = O(P) (1.2) 
(t + + cc, E arbitrarily small positive number) and also the study of 
N(a, 7’) defined by 
here p = op + itp stand for the nontrivial zeros of &.T). Littlewood proved 
in 1912, that (1.1) implies (1.2) (see [Z]*). Since Backlund [2] and Littlewood 
[3] proved that (1.2) is equivalent to 
N(LY, T + 1) - N(a, T) = o(log T) 
a > 3 and fixed, T+ + co 
(1.4) 
the semblance was created that Lindeliif’s conjecture is much weaker than 
* Numbers in square brackets refer to the literature given at the end of the paper. 
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Riemann’s and has not even an essential influence on the vertical distri- 
bution of the zeros, i.e. on N(a, T). This opinion was first shattered by 
Ingham [4] who deduced from it the important inequality 
N(a, T) = O(T2(‘-=)+&) 
+sagl (1.5) 
In his paper [5] the second of us proved Ingham’s theorem in a slightly 
stronger form by a different method; in the same paper the opinion was 
expressed that (1.2) is much stronger than expected and implies even the 
inequality 
N(a, T) = O(T’) (1.6) 
for T + co uniformly for 
$+Sjajl (1.7) 
6 and E being arbitrarily small described positive numbers. In this paper 
we are going to prove first of all that this is indeed the case at least for 
a 2 $+S. (1.8) 
More exactly we assert the 
THEOREM I.* Supposing the truth of Lindeliif’s conjecture (1.2) in the 
form 
I((+ + it)1 S t”’ t > c (1.9) 
for all suficiently small positive 13 numbers the inequality 
N(#+2A3, T) < T3” (1.10) 
holds for T > c. 
2. Theorem 1 will be only a special case of a more general theorem 
which refers to a general class of functions representable by Dirichlet 
series. Not striving to a possibly most general formulation let the class C 
of functions f(s) be defined as follows. 
I. With suitable constants A,, A, the function 
f(s) - 2 (2.1) 
is regular for u 2 3 and here for? t 2 b the inequality 
IfWl 5 A2fk2 
holds for all sufficiently small positive I’s 
(2.2) 
* Here and later c means unspecified positive constants, not necessarily the same in 
different occurrences which may depend on 3, only (certainly not in Section 10 and 
later). The only exception will be the c in (11.6) which will be denoted by c*. 
t Here and later 6 means unspecified positive constants not necessarily the same in 
different occurrences which depend on L and on rhe function f  only. The only exception 
will be the b in (6.10) and (7.4) which will be denoted by b*, respectively b**. 
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II. In the halfplane cr > 1 we have 
$(s)=.r,$ (2.3) 
with 
Ian\ S b log” n. (2.4) 
Denoting by N(cr, T,f) the number of zeros p = /I+ iy of f(s) in the 
parallelogram 
a2a, OltsT - (2.5) 
we assert the 
THEOREM 2. Supposing the truth of Lindeliif’s conjecture on i(s) in the 
form (1.9) we have for the functions f(s) of the class C the inequality 
N(f+2A3, T,f) < T3” Q.6) 
for T > b. 
For example in the case of Dirichlet’s L-functions for the number of 
zeros of L(s, k, 1) (2.6) holds for any L(s, k, x) supposed that beside the 
original LindelBf conjecture (1.9) also 
L(++it, k, x) = O(P) 
holds. 
Since Theorem 2 obviously contains Theorem 1, it suffices to prove 
the later one only. The authors entertain hopes to prove the full conjecture 
(1.6)-(1.7) in a later paper of this series; the simpler proofs for our 
present Theorems l-2 will certainly make it easier to understand fully 
the subsequent developments. 
3. But the methods used lead to unconditional new results too. So 
we are going to prove the following theorem too. 
THEOREM 3. For a sufficiently small positive constant A, for all 
l-A,gasl 
values and T > c the inequality 
holds. * 
N(a 3 T) < T(l+/*bg3 l/l-a 
The content of Theorem 3 in a somewhat weaker form can be expressed 
by defining the function ~~(01) by 
pi(a) = lim log(l+ Ma, TN 
T-+.X log T 
* We laid no stress on obtaining the smallest possible exponent of log l/(1 - cc). 
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and saying that the graph of the curve y = Pi touches the cc-axis at 
E = 1; none of the known results permits such an interpretation. This 
fact can be paralleled with Hardy-Littlewood’s analogous theorem for 
the ordinary Lindelijf p(a)-function. 
Instead of Theorem 3 we could have formulated a clumsy general 
theorem. Instead of doing so we remark that analogous theorem holds 
for the Dirichlet L-functions and using a recent result of A. V. Sokolovskij 
(see [6]) also for all Dedekind zeta functions. 
The best known results in the direction of Theorem 3 so far were due 
to the second named author (see [A) and K. A. Rodosskij (see [SJ). 
The methods used in this paper are perhaps capable to further results 
in the theory of [- and L-functions; to these we hope to return in further 
papers of this series. 
4. The proofs are based on two main ideas. The first is incor- 
porated in the lemma in Section 5, the idea of which was found by the 
first of us in the course of investigations concerning the mean-values 
of general multiplicative functions and gives a rather sharp upper 
bound for certain exceptional sets long searched for (see [9]). The second 
is the so-called second main theorem due to the second of us which 
will be described in Section 9, (see [IO]). It is interesting to note that 
in Theorem 2, though it is of general character, the Lindeliif conjecture 
concerning the special function c(s) seems to be used much deeper than 
the restriction (2.2) which is the corresponding assertion for f(s)*. The 
general class (2.1)-(2.4) is by and large the same for which the second of 
us determined some years ago (see [Zl]) in terms of 
the exact value of the abscissa 6, with the property that each half-plane 
0 2 G+ +E (E > 0 arbitrarily small) contains only finitely many zeros - 
off(s) whereas the half-plane c 2 G+ --E contains infinitely many. 
As in paper [5] supposing the truth of (1.9) resp. of (2.2) instead of 
0 2 ) for cr 2 9 with a + < 9 < 1 only, the same proof would result 
the corresponding assertions for 
+ 21”, T, f , 
But to decrease the number of parameters we restricted ourselves to the 
case 9 = 4. 
* It would be definite interest to remove (2.2) (keeping (1.9) however). Certainly 
with merely technical complications we could prove Theorem 2 using (2.2) only for 
the halfplane D 2 3 whereas we cannot dispense with (1.9). 
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5. Before turning to the actual proof of Theorem 2 we shall need 
some preliminary remarks and the lemma mentioned in the introduction. 
1 is arbitrarily small positive and fixed. With 
so = ao+ito, 1 5 (r. r 3, to 2 6 (5.1) 
Cauchy’s coefficient estimation applied to the disk 
Is-sol 6 (go-9 
with arbitrary natural integer p gives at once from (1.9) 
Applying the same reasoning to the disk 
(but without reference to (1.9) of course) we get 
IP%o>l < -$ * 
((1 -~j;co-l)y 
b+l)! ~6(oo~~)‘+l~ 
(5.2) 
(5.3) 
Next we remark that (2.3) and (2.4) give for o > 1 
and hence here 
co 
Sb s 
dx b 
(x-l)11 =- (a- 1)‘O’ 
Thus for d 2 2 we have 
If(s>l 2 b. 
Using this lower bound and (2.2) we may apply Jensen’s inequality* on 
* We mean by it the upper bound of zeros (with multiplicity) off(s) in [s--sol 5 9R 
1 
given by - max log f(s)1 
log l/s Is-sol 5 R f(So)[’ 
9 
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the disk IS-(2+iz)l S +; these give at once the inequality 
(5.4) 
i.e., for z > b 
A’(+, z+l,f)-N(+, TJ) < 16A2 log 5. 
Let us consider further on the segment 
I: 0=2, Tsts2T 
with a fixed natural v the set H (depending on v and consisting of finitely 
many closed intervals) on which the inequality 
holds. Then, denoting generally the measure of a set K on I by llvj we 
assert the 
LEMMA. For 0 c R s 3, T 2 b and 
A(1 +A) 
logTSv6 
A(1 +n> 
log ($-1”) log ($ - 22) 
+ 32A2 log T (5.6) 
the inequality 
holds. 
6. For the proof of this lemma let z1 be the smallest t-value in H 
and zl,. . ., z, being defined let z,+ 1 the smallest t-value in H satisfying 
T v+l 2 7,+6 (6.1) 
if there is any. If TV,. . . , zM are all these points then the intervals [z,, z, + 61 
obviously cover H and hence 
IHI 5 6M (6.2) 
so that we have to find an upper bound for M only. For this sake, 
denoting 
sj = 2 + itj j=l,...,M (6.3) 
and 
f’ 7 (s)(Y) = F(s) (6.4) 
(5.5) gives at once 
Putting 
M. V! T-” ~ jam IF(S (6.5) 
e -iawW.i-= qj, Iqjl = 1 (6.6) 
RIEMANN ZETA AND ALLIED FUNCTIONS 127 
this gives from (6.4), using also the representation (2.3) 
a” log’ n 
M*v!T-“5 f VjCT n 
j=l n 
Using (2.4) this leads to the inequality 
M-v! T-“5 bC 
n 
(6.7) 
Next we apply Cauchy’s inequality to (6.7) writing the general term in 
the sum on the right as 
Iog” n log’ n M 
n)+““nQ-“2 
I I 
C ~jneiTJ . 
j=l 
This gives 
2 
M2.v!’ T-2” 6 
and hence 
M’.v!’ T-2” 5 b C lr’2”(3-212 +i(zjl-zj~))l. (64 
lSjl,jzSM 
We estimate the expression of the right of (6.8) by using (5.3) resp. (5.2). 
The contribution of the terms with j, = j, is 
bM\c’2”(3 -212)1 
which is (using (5.3) with 1-1 = 2v, co = 3-2A2) 
(6.9) 
Further the contribution of the terms with jr # j, cannot exceed 
which in turn is owing to (5.2) (using it with p = 2v, 
So = 3-2A2 +i(Zj2-tjl)) 
< b* (2v)!T”Z M2 
($4,p)2~f1 * (6.10) 
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Now we use the (first half of the) restriction (5.6). This gives 
T2~+2~* < ($42)2v < ($42)2v+1 
and a fortiori 
C2:)T 21+222 < ($-2~2)2Y+l; 
i.e., also 
b* (2v)!T”2 < 5v,2T-21 
($-212)2I’+l T”” ’ ) 
which in turn is--choosing T > b- 
< +*v!~ T-2A. 
Collecting (6.8), (6.9), (6. IO) and (6.11) we get 
i.e., 
M2.“!2 T-2” 5 b&f (2v+1)! 
c2-212j2v+1 + W2 ~‘-~“*i@ 
(6.11) 
M  < p+w T2” -. 
v!2 (2-2P)2’ 
< ~~vT~“(~-A~)-~’ 
< b . v e2A2v. l-2”. 
(6.12) 
Using (roughly) the second half of the restriction (5.6) and choosing 
T > b the lemma is proved owing to (6.2). 
What we shall actually use of this lemma is a simple corollary. Let us 
consider on Z the set H* of s-values for which the inequality 
,; (s)@) 
1 I 
< v! T-” (6.13) 
holds for all v-values permitted by (4.6). Its complementary set H* 
with respect to [T, 27”j being certainly covered by the union of the above 
H = H(v) sets we get the inequality 
17iil < 32A2 log T. T2’+“. 
Choosing T > b we got the 
COROLLARY. Dropping from Z a suitable set H* (consisting of jinitely 
many closed intervals) of measure 
T”+” log’ T (6.14) 
at most, in the remaining points of I the inequality (6.13) holds simultaneously 
for all v-values given by (5.6), if only T > b. 
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7. Turning to proof of Theorem 2 we consider the horizontal 
strips lj defined by 
T-l- J j+l ---St<<++ 
log3 T - log T 
j =O,l,. ..,[Tlog3T] 35aSl. (7.1) 
These cover the parallelogram 
tsasl, TIt12T. - - 
We call a strip lj a “good” one if its intersection with I contains at least 
one point of the set H*, otherwise we call it a “bad” one. The number of 
“bad” strips is owing to (6.14) 
< T2A+AZ log5 T; = 
their contribution since each contains at most b log T zeros, cannot 
exceed 
if only T > b. 
bT2A+A2 log6 T < 7721+21’ 
If we succeed in proving that for the zeros p = /3+iy off(s) located in 
“good” strips the inequality 
p s 3+2Af (7.2) 
holds, this will mean that the inequality 
N($+2A+, ZT,j)-N(;)+21*, T,Q) < T21+2A2 (7.3) 
holds for 
T > b**. (7.4) 
Then replacing T by 
TT T 
Typ...Y$ij 
where G is the integer satisfying 
r > b** 2 - T 
2G - 2G+’ 
we get after summation 
N(3+21+, T, f) < T2A+3A”+b < T2a+421 < T3” 
for T > b and the proof of Theorem 2 will be finished. 
8. So we fix any “good” strip and let 
W* = 2+ir* 
be a point of H* in lj. Hence 
5 v! T-” 
s=w* 
(8-l) 
(8.2) 
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for all v’s satisfying (5.6). Next we may apply the following function 
theoretical lemma due essentially to Landau* (see [12]). 
Let G(z) regular for Jz] 5 R, G(0) # 0 and here the inequality 
holds. Then if 0 < 9 < 1 and the zeros of G(z) in the disk ]z] 5 9R = r are 
Zl, 22,. . ‘3 
then for all nonnegative integer p’s we have 
Taking in account that owing to Jensen’s inequality we have also 
IO I 
1 i$ Ir+l 1 log u __- 
i ’ rF log l/9’ 
(8.4) assumes the form 
Applying (8.5) with 
G(z) = f(w* d-z), R = 3, 9 = ++, 
p=v 
we obtained (using mildly the second half of (5.6) and (2.2)) the inequality 
< b log’ T(+)‘. 
Using further (8.2) and the first half of (5.6) this leads to the inequality 
c 1 ,p-w:&,5(w*-PP)y+1 < 2T-“. c3.6) 
for all v’s in (5.6). 
9. So far v was restricted only by (5.6). Now we shall choose it by 
using the second main theorem as mentioned in Section 4. This asserts 
that for arbitrary positive m, integer n s N* and complex wl,. . . , w,, 
numbers there is an integer v. satisfying the condition 
so that 
mSvo~m+N* (94 
(9.2) 
* Actually Landau used it only for p = 0 and in a slightly weaker form. 
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where w, stands for any of the Wj’S. We choose 
A(1 +A) 
m = log ($-12) 
log T; (9.3) 
owing to (5.4) we may choose for T > b 
N* = 32L2 log T. (9.4) 
The sum in (8.6) is of type (9.2) and also the range of summation does 
not depend on v; hence (9.2) is applicable since (5.6) is not violated 
choosing v,, in (9.2) as (v+ 1) in (8.6). As to the factor 
this is in our case 
4J2 3222 log T  
= 
‘(l +‘I 
log (2-P) 
+ 32~2 
which in turn is for all sufficiently small J’s 
> T-32121og 111 > T-A3i2 
(9.5) 
As w, we choose the l/(w* - p) whose p is in our lj (if these exist at all) 
and has the greatest real part; if this is 
p* = p*+iy* 
then using the upper limitation of v,, we get 
if only I is sufficiently small. Collecting (8.6), (9.5) and (9.6) we get for 
sufficientlv small 2s 
i.e. 
(2-/j*) 2 (+)iib > ~*(*))-2A”*> t.emA”*> $(1-J+) > $-2A+, 
fi* < 3+213 
as asserted in (7.2). 
10. Next we turn to the proof of Theorem 3. Since the proof runs 
by and large along the same lines as that of Theorem 2, a sketch of the 
132 HALhZ AND TURAN 
proof will suffice. The role of (1.9) will be played by the inequality* of 
H. E. Richert (see [13]) 
I&s)/ 5 ct 100(1-a)3’2 log2’3 1 * 5 Q s 1, t 2 2 (10.1) 
which is based on ideas of I. M. Vinogradov and A. Korobov. As well 
known on a way given by Landau (see [12]) it follows that c(s) # 0 for 
a>l- A4 
log2’3 T (log log T)1’3 
$T g t s T. (10.2) 
We shall determine a constant A, sufficiently small by successive require- 
ments and 0 be such that 
A,zl-@I 24 
log2’3 T (log log T)“3’ 
(10.3) 
This implies of course a lower bound for T; the restrictions on A, how- 
ever will be independent of T so that vicious circles will not arise. With 
such a 0 we introduce the abbreviations 
00 =2-o (10.4) 
E=(1-@)2 (10.5) 
L = (1 - 0)3’2 log2 & (10.6) 
1, = lOo(l- O)? (10.7) 
11. Let further 
II : o=oo, *TstsT (11.1) 
and for a fixed v let H, = H,(v) be the set of points on 1, such that 
I I ‘$(s)(“) 2 v! &. (11.2) 
Proceeding exactly as in lemma we get 
IH,I 5 6~4 
and 
(11.3) 
(11.4) 
using (5.3) resp. the inequality 
(11.5) 
* According to a letter of L. Schoenfeld he could replace the important constant 100 
in the exponent by 39. This has an effect of a considerable enlargement of the a-range 
for which the inequality N(a, 7’) < cT@‘~)(~-Q) can be actually proved. 
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(which follows from (10.1) using Cauchy’s inequality) these give 
T-2” (2v+l)! 
M2’v!2 (a,-1)2’ s cM E3(2a,-2-2e)2’+1 
* M2 (2v)! T”’ log T 
+c 7-‘(2a,44E-@)2V’ 
Now we restrict the integer v by the inequalities 
(11.6) 
(11.7) 
Then choosing A5 small enough so that the function 
x3/2 log714 1 
x 
is monotonically increasing in [0, A,] we get from (10.3) for T > c 
L = (l-0)3/2 log7/4 1 (2A4)3/2 --- 
log”4 & 
1 - 0 ’ log T (log log T)1’2 
-3 
i.e., 
log2’3 T (log log T)“3 
2& >> 7’4> 14 log log T log T 
L log T 
1 > 14loglog T 
log”4 - 
1-O 
and thus from (11.7) a fortiori 
($+O)Y > T ‘(l + log’l’ :;l 43,) log3 T. 
But if so, we have for T > c 
(2v)! T”’ log T T-2” 
(20,-1-2&-@)2V<fv!2 (0,~1)2’ 
(11.8) 
and it follows from (11.6) and (11.7) that 
M < &” 10~8 T 9 v(l -e). 
This gives at once-using the upper bound of v in (11.7), further (11.8) 
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and choosing A 5 sufficiently small-that from (11.3) for T > c the in- 
equality 
IHI < T3' (11.9) 
follows. Taking into account the length of interval for v in (11.7) the 
inequality (11.9) gives that on I, with exception of a set H: of measure 
not exceeding T4” the inequality 
(11.10) 
holds simultaneously for all v-values in (11.7). 
12. Repeating now the reasoning and notation of Section 7, the 
“bad” strips contain at most 
c.T4” log4 T < T5” (12.1) 
non-trivial zeta roots if only A, is small enough and T > c. Hence if 
we succeed in proving that the p = B+iy zeros in “good” strips satisfy 
the inequality 
then (12.1) means that in our range (10.3) 
1-0 
p,T 
3 
< T5” (12.3) 
if only T > c. Putting 
l- 
1-O 
__ =a 
3 
(12.3) has the form 
N@, T)-N < T5’33’2(1-d3’21WZ 1/(1-a) 
if only 
A5 -+l-crZ $44 
log2’3 T (log log T)1’3’ 
But owing to (10.2) the inequality (12.5) holds for all 
(12.4) 
(12.5) 
(12.6) 
(12.7) 
for T > c and choosing A, sufficiently small we have a fortiori for T > c 
T” -Or)‘j2 bg” 1/(1-Q) 
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Replacing here T by 
TT -- 
2 ’ 22’ ’ . - 
we get our Theorem 3, if only (12.2) is proved. 
13. Consider now a fixed “good” strip and 
z* = oo+it* 
a point of Hf’ in it. Proceeding exactly as in Section 8 we get the inequality 
Next we determine v+ 1 on using the theorem (9.1)-(9.2) with 
1logT 
m = log(3+0) 
(13.1) 
(13.2) 
We have to give an upper bound N* of the zeros in /z-z*] 5 e(cr,- 1) = 
e(1 - 0). Applying Jensen’s inequality to the disk ]z-z*] 5 e2(1 - 0) we 
get the upper bound 
c +2 log log T + 100((e2 - 1) (1 - O)j3j2 log T. (13.3) 
Using (11.8) and choosing A, sufficiently small the expression in (13.3) 
cannot exceed for T > c 
Alog T 
log”4 & -* 
to simplify matters later, we choose 
N* = 1logT 
log (3 + 0) log”4 & 
(13.4) 
Then the interval [m, m +N*] is contained in the interval given in (11.7) 
and hence (9.2) is applicable. Since choosing A, sufficiently small we have 
N* 1 
8 e(m + N*) 
> log-+ - 
1-O’ 
we get 
(8e(~~N*))N*>4exp[~log~~+~~.~,5~}’ (13*5) 
1-o 
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Choosing as w, again the 
CT,-1 
w*-p 
whose 
p = p* = o;+it* P 
has in our strip the greatest real part and observing that for T > c 
(13.6) 
we obtain from (13.1), (13.5) and (13.6), 
-AlogT l- 
i 
1 
log (-) + 0) log”5 
using also (11.7), the inequality 
or rather for T > c and sufficiently small A, 
53 
+ 
log”4 & 
1 
a,-1 
log ~ 
a,-a*, 
* 
co--ap* 
log ($+O)-log-“5 & 
a0 -1 
>exp- 
1+ 
53 
> 4. 
1 
log”4 - 
1-o 
But this means that 
indeed. 
Q.E.D. 
l-a,* >+(l-0) 
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