This paper explores the new and growing field of topological data analysis (TDA). TDA is a data analysis method that provides information about the 'shape' of data. The paper describes what types of shapes TDA detects and why these shapes having meaning. Additionally, concepts from algebraic topology, the mathematics behind TDA, will be discussed. Specifically, the concepts of persistent homology and barcodes will be developed. Finally, the paper will show how these concepts from algebraic topology can be applied to analyze data.
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Introduction
Topological data analysis is a technique designed to study the shape of a data set. It is an exciting new method used to extract insight from data. This method hs been developed within the last twenty years and is rooted in field of algebraic topology. Topology is the branch of mathematics that studies shape, and algebraic topology is the application of tools from abstract algebra to quantify shape. Topological data analysis (TDA) leverages this structure to detect and describe the shape of data. Significant developments in the creation of this field of topological data analysis can be attributed to the work of Gunnar Carlsson, Robert Ghrist, Herbert Edelsbrunner, and John Harer. This paper is meant to be a broad survey of topological data analysis. The structure of this paper is as follows. The first section will provide an introduction that provides examples of where classical techniques such as regression analysis is e ective and places where it is not. I will then describe how TDA can be useful in some of these cases that regression is not well suited to handle. I will give an overview of how TDA works and what it tries to detect. The following section will present examples of actual data sets that TDA has been applied to successfully. The purpose of this section is to show that shape matters in real world data and TDA is a very e ective way to describe it. The final section is the mathematics section. In this part of the paper I outline the mathematical foundation behind some of the tools of TDA. I begin with the concepts from algebraic topology that make the notion of shape precise. Then, I show how those ideas are used to analyze data.
Data
The type of data we will be considering in this paper is numerical. Variables such as age, population size, and the frequency of a signal are examples of the types of data these techniques will be applicable to. Data such as names or written descriptions will not be consider.
One way of extracting insight from data is to understand the relationship between two of the variables. Suppose that we had collected data on oil and natural gas prices over the course of many months. We could ask if there was any relationship between these two prices. The first step in this example might be to plot the data. What this means is for every month in our sample we could make the ordered pair: (oil price, natural gas price) and plot this pair in two-dimensional space with oil price on the x-axis and natural gas price on the y-axis. However, we could take it a step further and run a regression with natural gas price as the dependent variable and oil prices as the explanatory variable. Simple linear regression, one of the most prominent tools in data analysis, is the process of fitting a straight line to the scatter plot. The regression line is the unique line that minimizes the sum of the square of the residuals, where the residuals are the di erence between the observed values and the values the regression predicts. If the relation between these two variables is fairly linear, then this regression will be a good model for the data. In this case the fit of the line to the data is fair, since there does seem to be a positive linear relationship between these two variables. The regression indicates that there seems to be a positive relationship between the two prices.
For this example, plotting that data revealed that there appeared to be a linear relationship between the two variables. Thus, we knew the regression line would be a reasonable approximation. However, suppose we wanted to expand our analysis and include additional variables to make a better model. We could still have natural gas price as the dependent variable and price of oil as an independent variable, but we could also include a variable that measures demand for energy and another variable that measures the amount of natural gas available. However, if we want to plot the data for our updated model, we run into a problem. There are four variables, so we would need four dimensions to plot all of them together. The fact the humans generally have di culty visualizing dimensions higher than three limits the approach of plotting the data. Of course there are techniques to get around this problem, and create a visual representation of high dimensional data. However, these methods are not perfect and become even less e ective as the number of dimensions increases.
However, there could be more problematic forms that this data could take. Imagine that the data looked like multiple groups of clusters. Or possibly we could have a single piece that appears to be a loop.
We can of course generalize these troublesome shapes to higher dimensions. For example, in three dimensions, suppose the data conformed to a shape like a basketball. The 'basketball' shape is a two dimensional sphere. It has a solid shell on the outside, but it is hollow on the inside. There are analogs of this type of 'void' in higher dimensions that exists as well.
It is often possible to use a classical data analysis technique like regression on these types of data. However, it often requires knowing something about the shape of the data beforehand. For example, in the figure 1.4, there does not seem to be a linear relationship between the two variables, so a single line will not approximate the data well. Regression analysis is concerned with finding the line that best approximates the data, but there are techniques that find the circle that best approximates the data as well. However, a technique like that would only be used if the data was suspected to conform to a loop pattern. The issue is that even some of these relatively simple pieces may be di cult to identify in higher dimension due to a lack of accurate visual representation. For example, the number of clusters in high dimensions may be di cult to identify. In Figure 1 .3, we identified four clusters by simply looking at the plot and counting. If we were not able to actually see the plot, it is no longer as clear as to how we could tell how many clusters there were. This is precisely one of the issue in high dimensional data. Additionally, a data set could contain multiple clusters as well as loops and voids. [5] These clusters, loops, and voids are precisely the features that topological data analysis aims to detect. Under the lens of topology, two shapes are 'the same' if and only if one can be transformed into the other by continuous deformation. This implies that clusters, loops, and voids are all distinct topological features. Multiple clusters are topologically distinct from a single piece, loops are not the same as a solid disk, and voids are di erent from a solid ball.
The general of idea of topological data analysis is that the data is sampled from some underlying 'true shape.' Our goal is to use the data to attempt to approximate that shape and analyze its topology. The clusters, loops, and voids are the topological features that should show up in this analysis.
While topological data analysis is a promising tool in the field of data analysis, like all the other tools, it is not without its flaws. Applying the methods of topological data analysis to an arbitrary data set might not lead to much insight. While the results of these methods may expose the presence of features such as loops, it is not always clear what it means for the data to contain loops. Additionally, although TDA may indicate a topological feature, it can be di cult to assess the reliability of the test. In regression analysis, confidence intervals provide a range of plausible values for the relationships we are studying. A similar measure of precision is not yet present for TDA. Finally, if the data calls for a more classical model such as determining the e ect of a change in x on y, a regression or similar model can often be more useful. Despite these imperfections, topological data analysis is still a very promising and growing field.
Applications
Although the theory can serve as a guide to what applications topological data analysis may have, it is necessary to evaluate how this tool will work on actual real world data. In this section, I detail how TDA can be applied e ectively by providing a survey of data analysis papers where the authors employed TDA. Real world insight achieved through TDA validates it as a data analysis tool. The papers were selected with the intent of displaying the key features of topological data analysis, the value of studying the shape of data, and what insight TDA provides that other methods cannot.
Topology of Viral Evolutions
The first paper in this survey is titled Topology of Viral Evolutions and is authored by Joseph Minhow Chan, Gunnar Carlsson, and Raul Rabadan. The paper was published in October 2013 and presented a new way to model evo-lution. Prior to this paper, typical models represented evolution of a species as a tree. By a tree, we mean a connected graph where there is a unique path between any two vertices. The tree provides an accurate way to model evolution through mutations, or vertical evolution. Vertical evolution is a process where an organism reproduces, but passes on mutated genes. The result is a new organism with di erent genetic makeup than its parents. Over time, this process of vertical evolution may occur multiple times resulting in organism that are very di erent from its original ancestors. [6] To make this model, take the original species and represent it as the starting vertex. For any descendants from a sample of our species that experience a genetic mutation place a vertex connected by an edge to the starting vertex. Note, if there were multiple descendants with the same mutation, place only one representative vertex. The goal is to measure the distinct mutations only. Now, we repeat this process for each mutation. The mutant species takes the role of the initial species and we consider its descendants. The process described forms a tree. Every vertex is connected to the starting one by a unique path. [6] Figure 2.1: Vertical Evolution [6] While the classic model of the tree does a good job at capturing vertical evolution, it fails to describe horizontal evolution. Horizontal evolution occurs when two organisms with di erent trails combine genetic material to produce a new organism. This new organism di ers from both of the original two. The assumption behind this paper is that horizontal evolution can be modeled as placing a vertex to represent the new organism and connecting that vertex by edges to both of the organisms that contributed genetic material. Additionally, the authors hypothesized that this type of evolution was present in organisms such as viral cells. [6] The authors used data on viral evolutions to construct a model that would allow for both horizontal and vertical evolution. If a species experiences only vertical evolution, this model will still be a tree. Thus, it won't have any loops or cycles. However, if a species has both vertical and horizontal evolution, the model will contain loops. Note, that no matter what, the graph will be a single connected piece. The authors applied techniques from topological data analysis to understand the structure of the model they built. They are looking for evidence of horizontal evolution in the data. One of the key features of topological data analysis is its ability to detect loops. Thus, if we apply topological data analysis and find that loops are present, we have identified a model that contains horizontal evolution. [6] Figure 2.2: Horizontal Evolution [6] To accomplish their goal, the authors first defined a notion of distance between two viruses. This distance was based on genetic similarity. Two viruses were considered close if their genes were similar. With a notion of distance established, the authors build a structure that should approximate the viral cells' evolutions. This approximation is done by putting edges between two viruses that are su ciently close according to this genetic distance. [6] With the structure built, the authors apply topological data analysis. When a new organism is a composition of two existing ones, it connects to both of its 'parents.' This means that this composite organism has two distinct paths between it and the initial organism. Thus, the loops are specifically the places horizontal evolution occurred. [6] Figure 2.3: Horizontal Evolution [6] In this picture, the two vertices circled in red are the 'parents' and the vertex circled in blue is the 'o spring.' Notice how they are part of a loop. Also note that the loop would not be present if the blue vertex was connected to only one of the red ones. The blue vertex has two paths that connect it to the top vertex. One through each of its 'parents.' [6] With these considerations in mind, the authors set out to provide evidence of horizontal evolution. The authors studied may types of viruses such as influenza, HIV and rabies. The representation of the rabies virus was not found to have any indication of horizontal evolution. The HIV virus on the other hand did experience horizontal evolution. For influenza, the results were dependent on the strand of the virus that was chosen. Some strands showed presence of horizontal evolution, others did not. [6] 
Extracting Insight from the shape title of complex data
The second paper that will be discussed is Extracting Insight from the shape of complex data by P. Y. Lum, G. Singh, A. Lehman, T. Ishkanov, M. VejdemoJohansson, M. Alagappan, J. Carlsson and G. Carlsson. This paper acts as a presentation of the general applicability of topological data analysis. The authors examine data from three very di erent areas and demonstrate the e ectiveness of topological data analysis. The authors study breast cancer tumors, voting behavior in the US House of Representatives, and play styles of professional basketball players. The wide range of topics shows that TDA is a tool with many applications across various disciplines. Additionally, the authors detect new information and subtleties that have not been detected before. [7] In my discussion of the authors' work I will focus on the breast cancer data set. What the authors are attempting to do is classify the people who get breast cancer into di erent groups. The reason to classify these groups is because it can aid in treatment. The more we know about the type of patient, the better and more focused their treatment plan can be. For example, suppose we treat all breast cancer patients the same because we cannot classify them into groups based on their genes and traits. If this is the case, the treatment chosen will be the one that is the most e ective on average. This is the type of information the authors are exploring in their paper. One of the main focuses of this paper is studying the gene expression, estrogen receptor gene (ESR1) in patients. Prior to this study by the authors, the medical literature had found a relationship between ESR1 expression and responsiveness to treatments. Higher expression levels were correlated with higher levels of receptiveness and lower levels were correlated with patients being less receptive. However, this correlation was only on average. There were plenty of people with high gene expression that did not respond to the treatment and there were also plenty of people with low expression that responded well to treatment. Being able to identify these subgroups could potentially be useful to medical professionals. [7] To investigate this phenomenon, the authors use two di erent breast cancer data sets. Both data sets contain gene expressions ESR1 for breast cancer tumors. The first data set has information on survival rates and the second has time to relapse. The authors group the people in the data by those who lived, the survivors, and non-survivors in the first set and by relapse times in the second. Including data for both survival rates and time to relapse adds robustness to the analysis. [7] From here the authors use topological data analysis to study the data further.
To help relate data points to one another, the authors employ measures of genetic similarity across the data. When the data is filtered by ESR1 expression levels and whether or not the patient survived, the data breaks into an interesting shape. This shape is displayed in figure 2.4.
Figure 2.4: Filtering by survivors [7] Individuals who survived are represented by points in the bottom panel, and those who did not are in the top panel. The data points are colored by their associated ESR1 expression levels. Light and dark blue represent low levels of ESR1. Yellow, orange, and red represent high ESR1 levels. The data for the survivors breaks down into a single connected piece. This component resembles the letter "Y." The majority of the data points contained in this "Y" shape are patients with high ESR1 expression levels. However, along one of the arms of the "Y" there is a collection of patients with low ESR1 gene expressions. The purple arrow in figure 2.5 indicates this collection. [7] Figure 2.5: Arm of the "Y" [7] The pieces in the top panel represent the patients that did not survive. There are multiple smaller clusters of these such points. These clusters, except for one, seem to be segregated by gene expression level as well. There are a few clusters with low expression levels and a few with high expression levels. The methods of topological data analysis were e ectively able to identify these groupings from the data as well as the piece of the "Y" that had the low expression survivors. The authors re-ran this experiment but used the time to relapse as the filter instead of the survival variable. The results were very similar. The group that did not relapse forming a "Y" with the members of that group with low ESR1 levels making up one of the arms of the "Y." Additionally, there more multiple smaller clusters of patients that relapsed segmented by their ESR1 levels. Obtaining similar results using both data sets provides evidence that the groups the authors found are meaningful. [7] The authors have now identified these various subgroups within the ESR1 high and low expression groups. The authors focus on the survivors and the nonsurvivors with low ESR1. Being able to identify the survivors and the nonsurvivors from the low ESR1 groups is a good start, but it is not enough. This separation is constructed after the fact. For this information to be useful, we need it to have predictive power. We want to be able to see a patient with low ESR1 levels and determine if they have traits similar to the survivors or not. To accomplish this, the authors studied other gene levels. The authors identified many other genes that could distinguish the survivors from the non-survivors. One of the most important ones that they focused on was gene expression in the KEGG chemokine pathway. What they found is that higher chemokine levels were correlated with higher levels of survival and lower levels were correlated with a lower change of survival. Again, these results held across changing the filter from survival to relapse. While this is an excellent result, it still does not provide a solution to improving the survival rates of those individuals and with low ESR1 and KEGG levels. However, it does provide a more focused direction for further medical research. Medical researchers can attempt to create a new treatment plan focused on those specific individuals that have low levels of survival. This could potential be better than trying to devise a treatment plan for everyone with low ESR1. [7] While the results of the authors are impressive, but one may wonder why the data wasn't just filter by KEGG levels from the beginning. It seems as though filtering by KEGG levels separates the data into useful pieces. Although this is true for the patients with low ESR1 levels, it is not true in general. In fact, most of the patients with high ESR1 levels had low KEGG levels regardless if they survived or not. Unfortunately, the authors do not address the fact that patients with high ESR1 were also separated into high and low survival groups. [7] The two data sets used in this analysis were fairly old, which implies that these results were not just due to the fact that ample time had not been given to explore this data. Additionally, the authors apply some classical techniques such as single linkage hierarchical clustering and principal component analysis.
The results of these more typical methods fail to stratify the data e ectively and detect these important groups. Finally, the authors take advantage of the coordinate free approach of topological data analysis. The coordinate free approach refers to TDA detecting the existing shape, not the data's relationship to a coordinate system. In this paper, the authors were accurately able to compare the shapes generated from the filtration by survival and the filtration by relapse. Thus, the authors are able to compare e ectively across the survival and relapse data. This is because both data sets result in similar shapes and the coordinates do not mater. [7] 3 Mathematics
The first two sections function as an appeal to the practicality of TDA. While certainly necessary, it is equally important that our tool be supported by rigorous mathematics. This section will provide the mathematical foundation to formalize the ideas and results of topological data analysis. Examples provided will contain more specifics and details in a hope of conveying mathematical intuition.
Throughout our discussion of topological data analysis, we have been working under the assumption that the data is sampled, possibly with error, from some underlying 'true shape.' Our goal is to understand the topological features of this 'true shape.' In particular, we are looking to identify 'holes' in this 'true shape.' However, all we have is a finite collection of data points. The topology of discrete points unfortunately is not interesting and likely will not represent the underlying shape accurately. For example, figure 3.1 is the same scatter plot as figure 1.3, but with red circles that indicate the four clusters. We naturally associate the points that are relatively close to each other as belonging to one cluster and the points that are relatively far from each other being disconnected. Thus, we believe the true shape that these points were sampled from contains four pieces. However, the points have a much di erent topology. Each point belongs to its own connected component, thus we have far more than four pieces. Figure 1 .4 was presented as a loop, but it is also not topologically equivalent to one. A loop is a single connected piece, thus having discrete points prevents the data from actually being a loop. Again, we naturally consider points that are close to one another to be connected. Also, there do not appear to be any points in the middle of the plot. The two red circles represent the 'boundary' of the loop formation that we observe.
While we can eyeball these features in low dimensions, the importance of this method is that i allows us to gain information about shapes that we cannot visualize. In addition to high dimensional data, there can also be issues in lower dimensions as well. In the first example of the clusters, it was clear that there were four. However, not every case is so obvious. Consider this data plot. Although it seems like there could be some clustering, it is no longer clear what exactly the clusters are. Di erent people may identify di erent clusters. Thus, we want to make the notion of clusters and loops precise and mathematically sound. The way we approach this problem is to define a precise way that we can generate a shape given a data set. We then take that shape and calculate its topological features.
For figure 3.1, it is clear that whatever approximation technique we use, it should generate a shape that has four connected parts. Additionally, we need an approximation that we can accurately and e ciently identify its topological features. For a data analysis technique to be e ective, it is required that a computer be able to implement in a reasonable amount of time.
Simplicial Complexes
This section describes the concept of a simplicial complex. Simplicial complexes are the type of object that we will build our approximation out of.
Simplicial complexes come in two main flavors: geometric and abstract. For now, I will introduce the geometric version that exists in real Euclidean space. We will generalize this concept shortly, but a geometric perspective will aid in visualization and understanding of these concepts.
The building blocks for a simplicial complex are vertices (or points), edges (or line segments), triangles, tetrahedrons, and other higher dimensional analogs of the triangle. These objects are referred to simplices. The vertices are 0-simplices, the edges are 1-simplices, and the n-dimensional analogs of the triangle are n-simplices. Take for example the triangle, or the 2-simplex.
[1] Recall that three points uniquely define a triangle, so long as they all do not lie on the same line. We can define the other n-simplices in a similar way. A collection of n+1 points that are not contained in an n-1 dimensional plane define an n-dimensional analog of a triangle. [1] In addition to what describes the building blocks of a simplicial complex, there are also rules for what the complex must include and rules for how the simplices must be arranged. The first rule required is that a simplicial complex must be closed under taking faces. A face of an n-simplex is an (n-1)-simplex obtained by removing one of the points that defined the n-simplex. For example, a tetrahedron is defined by four points that are not coplanar. If we remove a single one of these four, we have three that are not collinear. In other words, they define a triangle. The triangle that they define is intuitively what we think of as a face of a tetrahedron.
[1] In figure 3 .5, the tetrahedron is on the left. Now look at the picture on the right. If we delete the red vertex, we are left with the three yellow ones. These three yellow vertices define a 2-simplex, blue triangle. We can apply this closure rule to the faces of a simples of a simplex as well. By repetition of this closure rule, we get the requirement that all of the vertices, edges, 2-simplices, ect that make up an n-simplex must be included as well. Note that the reverse is not true. Just because all of the faces of an n-simplex are included, it is not required that the n-simplex itself be in the complex. For example, The simplicial complex in figure 3 .6 includes all of the vertices and edges of a 2-simplex, but not the 2-simplex itself.
The second rule is that if two simplices meet, they must intersect along another simplex. Note that it is perfectly fine for two simplices to not touch at all.
[1] While the geometric version of the simplicial complex is useful for visualization, it is too restricted for our purposes of data analysis. The main limitation is that this version exists in Euclidean space. It is not uncommon that a dif-ferent metric, and thus a di erent space is used for data analysis. Many of the example pictures included are presented in two dimensional Euclidean space, but keep in mind that the structures generalize and this is only for convenience of representation.
The abstract notion of a simplicial complex is an extension of the geometric version that can be built from any set. In fact, the abstract simplicial complex does not even require the set to be a metric space. However, for the purposes of topological data analysis, a metric is often required. The abstract simplicial complex is a combinatorial object, but it retains all of the properties of the geometric version.
[1]
Definition 3.1. Abstract simplicial complex Let S be a set. An abstract simplicial complex X is a family of finite non-empty subsets of S such that if ‡ oe X and fl ™ ‡ is non-empty, then fl oe X.
To see that this abstract version is similar to the geometric one, simply consider the n-simplices being defined as their unique vertex collection. For example, we can write [V 0 , V 1 , V 2 ] to represent a 2-simple, where the V's are the vertices of the triangle. In general, a set in the simplicial complex with n+1 elements is called an n-simplex. We define the dimension of a simplicial complex X as the largest order simplex contained in X. [1] Before I move on to describing how we might build one of these complexes to represent our data, I first want to discuss how we go about classifying two objects as equivalent. The criterion that we use is homotopy equivalence. Informally, two spaces are homotopy equivalent if one can be obtained from the other by deformation. If two spaces are homotopy equivalent, they will have the same number of connected pieces, loops, and voids. Thus, if our approximation is homotopy equivalent to the true shape, then topological data analysis will tell us exactly the number of pieces, loops, and voids are true shape has.
Approximations
In this section, I will describe some of the possible ways that we can build a simplical complex from a data set as an approximation of the true shape. In these examples, it is assumed that this data set lies in a metric space, with metric d
The first complex that we can construct from our data set is called the ech Complex, denoted Á (X). This is an abstract simplicial complex. To start building this complex, choose some Á > 0. Now, for each point x in the data set, put a metric ball with radius Á/2 around that point. A metric ball is a set of all points that are less than Á away from x.
[4]
Definition 3.2. Metric ball
The ideas is that for an appropriate Á, the union of all of these balls will resemble our underlying space. Consider figure 3.9, an example of a set of points that seem to resemble a loop. The union of metric balls does give an approximation, but it is not a simplicial complex. One may wonder why we are so insistent on the approximation being a simplical complex and why cannot simply use the union of the meric balls.
The reason is that a simplical complex allows us to calculate the topological features and the union of metric balls does not.
The construction of the actual complex is as follows. Each point in the data set is a 0-simplex, or a vertex. In instances where two Á/2 balls overlap, say the balls for the points x and y, place and edge with endpoints x and y. We write this as a 1-simplex that is represented as [x, y]. The following construction generalizes to higher dimensional simplices as well. An n-simplex is a collection of n+1 points such that there is a common overlapping section of all of their Á/2 balls. [4] If our collection of n+1 points is V 0 , V 1 , . . . , V n , we can express the condition for an n-simplex as,
Additionally, these are the only simplices in the complex. It should be easy to see that this satisfies the criterion to be an abstract simplicial complex. If the balls of n+1 points have a common intersection, then any collection of n of those points' balls have a common intersection as well.
So the natural question is how good of a job does this complex do approximating? We can apply a powerful result called the Nerve Lemma. This lemma states that the ech Complex is homotopy equivalent to the union of the Á/2 balls. Additionally, under special cases, the union of the Á/2 balls is homotopy equivalent to the underlying shape. By transitivity, this means that the ech Complex is homotopy equivalent to the underlying shape in special cases.
[2] Figure 3 .12 illustrates the ech comples being built for the points in figure  3 .9. Figure 3 .13 is the resulting complex. Notice that the resulting complex also is a loop. Figure 3 .14 continues the process of building the ech complex that was started in figure 3 .11. Notice that unlike figure 3.10, there are places where more than 2 metric balls intersect. This means that the resulting complex will have higher dimensional simplices. Di erent size simplices are distinguished from one another in figure 3 .14 by di erent colors. Figure 3 .15 identifies three loops that appear in the complex. While this result shows that the ech complex does a very good job approximating the shape of our data, there is a potential problem. The ech complex is computationally intensive. The reason is that it requires checking intersections of balls of all possible collections of n+1 points to determine if there are any n-simplices. This process must be done for every simplex size that could be a part of this complex. As a result, the construction of this complex can take exponential time in the number of points. Thus, it often is not suitable for large data sets. Therefore, we likely need to consider other approximation methods.
The second complex that I introduce is called the Vietoris-Rips complex. We select Á > 0 and denote this complex as V R Á (X). Each data point again represents a vertex. Instead of constructing our complex from the intersection of metric balls, we simply make an n-simplex for any collection of n+1 points such that the pair wise distance of any two points is less than Á. [2] Again, if our collection of n+1 points is V 0 , V 1 , . . . , V n this condition for an n-simplex is,
Again, these are the only simplicies and it is clear that this construction is closed under taking faces. The Vietoris-Rips and the ech complex made from the same collection of point always have the same vertex and edge set. Although it may seem that this construction and the ech complex are the same, this is not always the case. Note the subtle di erence in this picture. In figure 3 .16, the three balls intersect pairwise, but do not have a net intersection over the three of them. The complex constructed on the left is the ech. The one on the right is the Vietoris-Rips.
Note that the Vietoris-Rips complex is not always homotopy equivalent to the underlying true shape. Consider the example provided. The ech complex forms a shape with a loop and the Vietoris-Rips complex places a 2-simplex that 'fills in' the loop. Thus, the two complexes alone need not be homotopy equivalent. However, the V R Á complex sits between two ech complexes for di erent Á values as a sub complex. Specifically,
A sub complex is a subset of a simplicial complex that is also a simplicial complex. Vietoris-Rips being nested between two very good approximations makes it a useful way of building an approximation of the data.
The upside of the Vietoris-Rips complex is that it is not as computationally di cult as the ech complex. [4] These are just two possible examples of ways a simplicial complex can be constructed from a data set. One thing to note is that the choice of Á has a very significant impact on the outcome when building either the Vietoris-Rips or the ech complex. If a very small Á is chosen, the result is that all of the points are disjoint and topologically, we have the exact same thing as our pure data set. This clearly does not help us. On the other hand, an Á that is too large results in the net intersection of every ball to overlap. The result is the maximum complex that can be made from the data points as the vertex set. If there are p+1 points in the data set, the complex is simply one p-simplex and all of its faces. This object also unlikely tells us much information about our data. 18 is an example of Á being chosen too small. None of the metric balls intersect and our complex is the same as our set of points which we know is often a poor approximation. Figure 5 .12 is one connected piece, but the true shape seemed like it had two pieces. Additionally, a di erent choice of Á resulted in to very di erent shapes. This seems like a major problem with this method. Before we explain how to overcome this issue, I will explain how we plan to measures the topological features of our complex and return to the issue of Á. 
n-Chains
Now that we have established methods for constructing our representative complex, we need to understand how to actually determine the topological features of our construction. We will be using homology to distinguish topological features. However, before we can introduce the concept of homology, it is necessary to develop the concept of n-chains and chain complexes. We will begin with nchains.
An n-chain is built from a simplicial complex X for any n between 0 and the dimension of X and is denoted C n (X). We can think of an n-chain as a vector space where the basis elements are the n-simplices of X. This vector space will be over F 2 , the finite field with two elements. An element of of C n (X) can be written as an m dimensional vector where m is the number of n-simplices in X. Each coordinate of the vector is either a 0 or a 1. A 1 in the p th coordinate of the vector means that the p th n-simplex is included in this element. A 0 means that simplex it is not included. [2] Consider figure 3.21, the simplicial complex X. Let's look at C 0 (X). This is the vector space that takes the vertices of X as its basis. We can express these basis elements as, 
This element is represented by figure 3.23 It should be noted that it is also possible to create a similar object called a chain group. The chain group takes the n-simplices of X as the basis elements of a free abelian group over the integers. This construction can be developed in a similar way where the n-chains will be used for defining homology groups. For our purposes, working over F 2 will su ce. This is also the reason that homology is often referred to as a homology group. [1] 
Chain Complex
At this point, we have a collection these n-chain vector spaces made from the simplices of X. We now attempt to find a way to relate these vector spaces to each other. We will accomplish this through the construction of a boundary map. As the name suggests, this map will send a simplex to its boundary. In this case, the boundary is simply the collection of all of its faces. Recall that we obtain the faces of a simplex by deleting one of its elements. Note the face of vertex is just considered to be the neutral element, or the zero element. We define the boundary map,ˆn, on the n-simplices. Note, that the boundary of an n-simplex is an element of C n≠1 (X). Thus, [2] where the hat over a V indicates that it is omitted from the simplex.
In figure 3 .26, the 2-simplex is sent to the collection of its edges by the boundary map. This is what we intuitively think of as the boundary of a triangle. Note that the boundary map is linear and thus describing how it acts on the basis elements defines the map entirely. We will refer to elements mapped to by the boundary function as boundaries.
From here we can develop the chain complex. This is a sequence of n-chains in decreasing order of dimension. The n-chains are connected by the boundary maps to form the chain complex. 
Homology
With the chain complexes established, we can begin to define homology.
Fist, note that the boundary maps have the property that the (defined) composition of two of them is always the zero function [2] . This fact gives us the result that,
Where Im denotes the image, the set of thingsˆn maps to. Ker denotes the set of elementsˆn maps to zero. Note that the elements the boundary map sends to 0 are what we consider cycles. From this result, we get Definition 3.3. Homology H n (X) = Ker(ˆn)/Im(ˆn +1 ), [2] Intuitively, homology is cycles mod boundaries. In other words, two cycles represent the same class in the homology if they di er by a boundary. We say that if two elements di er by a boundary that they are homologous. Furthermore, if a cycle is also a boundary, it is consider the same thing as the zero element. The homology in our case is a quotient vector space. Looking more carefully at these homologies, we notice that they are measuring the topological features we hoped to detect in the shape of the data. Let's first look at H 0 (X). Classes in this space are represented by collections of vertices in Ker(ˆ0). Since we know that the boundary of every vertex is the zero element, the kernel ofˆ0 is all of the 0-chain. [2] Additionally, note that no individual vertex can be homologous to the zero element. The boundary of an edge is the two vertices on each end of it. Therefore, the boundary of a collection of edges contains an even number of vertices, counted with multiplicity. Thus, the boundary of a collection of edges can't be equal to a single vertex.
Another important property ofˆ1 is that if a collection of edges form a path, the boundary of that path is equal to the starting and ending vertex. This is because, excluding the starting and ending vertices, every other vertex in the path has even valence relative to the edges in the path. This means he boundary of the path contains each of those other vertices an even number of times. Since we are working mod 2, those other vertices cancel out and we are left with only the starting and ending vertices. Thus, two vertices are homologous if they are connected by a sequence of edges. [2] Consider V 0 and V 2 in figure 3 .28, which are connected by the edges e 1 and e 2 . 
Hence V 0 and V 2 di er by the boundary of sequences of edges that connect them Also note that if two verices are not connected by a sequence of edges, then they are not homologous. Also, note that it is impossible for verticies to be connected by higher dimensional simplices, but not be connected by edges. This is due to the requirement that a simplex must have all of its faces.
Two vertices that are homologous represent the same class in the homology. Thus, there is a unique element in the homology for each connected component. Measuring the number of connected components of a shape is one of the goals we set out to accomplish. Now, let's consider H 1 (X). First, we need to understand which elements of C 1 (X) are in the kernel ofˆ1. Unlike C 0 (X), it is not all elements. The boundary of an edge is its two vertices, so individual edges are not in the kernel. Recall that a the boundary of a path of edges was the starting and ending points. Thus, if a path starts and ends at the same verex, it will have no boundary, hence it will be in the kernel ofˆ1. Furthering this idea, we realize that a collection of edges is in the kernel exactly when every vertex in the collection has even valence relative to the edges in the collection. These are the cycles in C 1 (X).
Although paths that start and end on the same vertex are in the kernel ofˆ1, some of them are homologous to the zero element. Let's consider and example. The simplicial compelex in figure 3 .29 contains three distinct cycles. They are e 2 + e 3 + e 4 , e 1 + e 4 + e 5 , and e 1 + e 2 + e 3 + e 5 . The first cycle is equal to the boundary of the 2-simplex,
, thus it is homologous to the zero element. The second cycle is not equal to a boundary, and thus represents a class in the homology. The third cycle is homologous to the second cycle; they di er by the boundary of the 2-simplex.
From this example, we observe that homology is measuring the number of loops that are not 'filled in' by 2-simplicies [2] . We can think of the second cycle being extended over the 2-simplex to make the third cycle. This is analogous to H 0 (X) in that two elements are homologous if they are connected by a collection of simplicies of one degree higher.
This pattern follows into higher dimensional homologies. H 2 (X) measure the number of two dimensional voids. The higher dimensional homology groups detect the higher dimensional analogs of the void. Thus, we can see that homology is concerned with measuring 'holes' and 'connectedness.' These are exactly the features that we set out to detect. [2] 
Betti Number
Having established what homology measures, the goal now is to turn these homologies into useful information. One of our objectives was to find the number of connected components or clusters and that is what H 0 (X) detects. However, counting the number of elements in H 0 (X) poses a problem. While the connected components each represent an element of H 0 (X), they are not the only elements. The simplicial complex in figure 3 .30 has three connected components, but H 0 (X) has seven non-zero elements. For example, a+b is a unique element in H 0 (X). Remember that H 0 (X) is a vector space, so it has a basis. Note, that any element in H 0 (X) is some combination of the three clusters. Thus, each cluster is a basis element of H 0 (X) in this case.
We can see that the clusters will always form a basis of H 0 (X) if we think about how homology is defined. Ker(ˆ0) = C 0 (X), so the basis of Ker(ˆ0) is the vertex set of X. Two vertices are considered the same in H 0 (X) when they are connected, so there will be one basis element for each connected piece. Thus, what we are interested in is the dimension of H 0 (X).
The same situation holds true for higher dimensional homologies. The basis elements represent the topological features that we are interested in. The dimension of a homology is so important that it is given its own name.
[10]
Thus, for a simplicial complex X, -0 represent the number of connected pieces, -1 represents the number of loops, and -n represents the number of n-dimensional voids in X. [10] 
Persistent Homology
Now that the concept of homology has been built up and what it measures is understood, it is time to return to an unanswered question. When discussing the construction of the complexes to represent the data, there was the issue of how to select the distance parameter Á. The solution is to let the parameter vary instead of picking a specific one. To do this we select a sequence of strictly increasing Á Õ s. For each Á i in the sequence, we build our simplicial complex with that parameter. This generates a sequences of simplicial complexes. Denote this sequence as {X n } and note that X n ™ X n+1 . We call this a filtration or a filtration complex. For each complex in the sequence, we calculate each of its homologies and record the betti numbers. This process is known as persistent homology. Typically in practice we choose the first Á to be very small so that the points are still discrete and the last Á large so that the final complex contains an (m ≠ 1)-simplex, where m is the number of data points. It is also acceptable to take the vertex set alone as the first simplicial complex. A common way to generate the sequence is to specify an initial Á 0 , a step size s, and a sequence length l. [3] This give us:
A smaller step size and a longer sequence length allows for more precise estimates generally. Of course this comes with the trade o that a longer sequence results in longer computation times.
I will now present a basic example of how this process works. My sequence features the initial data points as the first complex and four ech complexes as well. The actual Á values are not specified, by the metric balls are strictly increasing in size. Figure 3 .31 is the data points and the first complex in the sequence. Figures 3.32 to 3 .35 are the ech complexes. Following the picture of each complex, I will record its -0 and -1 values. It should be noted that the sequence length is often much longer than five in actual cases. Throughout this process, features are possibly appearing and disappearing. For example, the number of components is non-increasing for increasing complexes in the sequence. On the other hand, a loop may appear at one stage filtration, but not be present at the next. We witnessed this in the example above. A loop first appeared in figure 3 .34, but was no longer present in the next step, figure 3.35. As the size of the metric balls increased from X 3 to X 4 , a 2-simplex was placed which 'filled in' that loop. To keep track of these features, we record the range of parameters values in the sequence that a feature was present for. Since the Á Õ s are strictly increasing real numbers, this range be expressed as an interval. This is referred to as a persistence interval. Longer intervals are believed to be true features and very short intervals are considered to be only 'noise.' In the example above, the loop in X 3 would have a persistence interval of
A barcode is a visual representation of all of the persistence intervals. On the horizontal axis is the parameter value. Each bar represents a unique feature of the complex at that point in the sequence. The blue bars correspond to connected components of the complexes and the purple bars correspond to loops in the complex. At any point along the horizontal axis, we can observe how many of each type bars are present. These number corresponds to betti numbers at that point in the filtration. Consider the second purple bar in the picture. This corresponds to the loop in the complex that begins for Á = 1.1 and is 'filled in' at Á = 2.1. Barecodes are an e ective way to visually represent the large amount of data gathered on the filtration during persistent homology. [8] 
Conclusion
This paper provides an introduction to the field topological data analysis. We have identified the types of patterns that TDA identifies and have shown that this approach is e ective in practice. The second half of the paper deals with the mathematics that makes this method possible. We start with a very basic introduction to algebraic topology and we conclude the section by presenting the concepts of persistent homology and barcodes as an e ective way to understand the shape of a data set. It should be noted that although it is beyond the scope of this paper, the computational aspect is an important part of topological data analysis. Finally, the field of topological data analysis is young and will likely experience many new developments.
