We revisit Wu and Zou non-standard quasi-monotonicity approach for proving existence of monotone wavefronts in monostable reaction-diffusion equations with delays. This allows to solve the problem of existence of monotone wavefronts in a neutral KPP-Fisher equation. In addition, using some new ideas proposed recently by Solar et al., we establish the uniqueness (up to a translation) of these monotone wavefronts. 1. Revisiting non-standard quasi-monotonicity approach to the wavefront existence problem
Revisiting non-standard quasi-monotonicity approach to the wavefront existence problem
In [26, 27] , J. Wu and X. Zou developed a monotone iteration technique for proving the existence of monotone traveling fronts to some classes of monostable functional differential equations with bounded delays. Later their method was extended by Wang et al [24] for the more general case of unbounded spatio-temporal delays. A remarkable difference of the Wu-Zou work with other approaches is that their technique is constructive enough to obtain good analytical approximations of monotone wavefronts [5, 17] . Obviously, Wu and Zou iteration method can be applied only if the differential equation itself possesses monotone wavefronts. As the studies [5, 21] show, often this happens if and only if the nonlinearity of equation displays some kind of quasi-monotonicity. Accordingly, [27] considers two different types of the quasi-monotonicity property for the monostable delayed model system
where u t stands for u t (·, ). The first type is similar to (in fact, slightly stronger than) the quasi-monotonicity condition of Martin-Smith [16] : basically, it means that the nonlinearity f of system (1) is monotone with respect to delayed terms. Consequently, the second type of quasimonotonicity proposed in [27] (see QM below) is designed precisely to avoid this restrictive standard monotonicity requirement on the delayed terms: [19, 20] : actually QM means monotonicity of the function f with respect to this nonstandard order. The existence of wavefronts under assumption QM was proved in [10, 12, 24, 25, 27] for either delayed or non-local equations and also more recently for the neutral delayed systems in [8] .
To see the practical consequences of assuming QM, it is convenient to consider the scalar case (i.e. to take m = 1 and u 2 = κ: since the matrices D, B are diagonal, this does not restrict the generality of our analysis) and focus attention on a functional of the typical form f (φ) = g(φ(0), φ(−τ )), where g : R 
Under the above described conditions, inequality (2) is practically equivalent to Qm and it is satisfied with the optimal β = (cτ ) −1 whenever cτ ≤ (|g − |e) −1 . The latter restriction on cτ indicates the range of the applicability of the method. 2 In the particular case of the mentioned KPP-Fisher delayed equation (when g − = −1), the above inequality becomes cτ ≤ 1/e that is far from conditions of the sharp criterion for the existence of monotone fronts in the aforementioned equation [5, 11] . For example, this criterion shows that the only condition τ ≤ 1/e is already sufficient for the existence of monotone fronts propagating with speeds c ≥ 2.
The above analysis and computations suggest the following natural simplification of the hypothesis Qm avoiding the use of the nonstandard order in the phase space:
That is, instead of controlling monotonicity of delayed term indirectly (as in Qm, by means of a non-standard order allowing additional relation between A − a and B − b), it is more natural to approach the delayed term directly. More generally, instead of QM we can consider the following nonstandard quasi-monotonicity assumption on f :
Remarkably, as we show in this paper, the above modification of quasi-monotonicity conditions from [27] together with an adequate change of the respective iterative algorithm can produce sharp criteria for the existence of monotone fronts. Thus the aim of this work is two-fold: first, we provide an abstract result (fully in the sprit of [27] ) assuring the existence of solutions to the wave profile equation whose nonlinearity meets nonstandard quasi-monotonicity condition NS (see Theorem 3 below); secondly, we apply Theorem 3 to derive a sharp criterion (see Theorem 6 below) for the existence of monotone waves to the following neutral functional differential equation of the KPP-Fisher type
It should be noted that for functional differential reaction-diffusion equations of neutral type, the wave propagation phenomena are much less understood than in the case of usual delayed or non-local reaction-diffusion equations. We are aware only of three recently published studies [9, 13, 14] and e-print [8] . Equation (3) is of the form studied in [13, 14] , however, the theory developed in the cited works cannot be applied to (3) precisely because of the lack of 'standard' monotonicity in the reaction term. On the other hand, our extension of Wu and Zou iteration technique can be efficiently applied to (3) due to a non-standard quasi-monotonicity property of the same reaction term. In order to include equations with unbounded spatio-temporal delays in the theory, instead of (1) it is convenient to work directly with so-called wave profile system
where
+ , c ∈ R is some parameter (wave's speed) and
is a nonlinear operator defined on the space of all continuous 3 bounded functions φ : R → R m equipped with the sup-norm. Assuming that F is translation invariant (see (c) in Theorem 3), by restricting F on the constant functions φ(t, x) ≡ x, we defineF : R m → R m asF (x) = F (φ(t, x)). Our basic assumption consists in thatF has only two zero, x = u 1 = 0 and x = u 2 , in the rectangle R = [0, u 2 ] ⊂ R m + . For our purposes, it suffices to assume the following weak continuity condition on F :
As usual, we will need upper and lower solutions of (4) as the initial approximations to the wavefront: importantly, our definition of sub-and super-solutions does not differ from that given in [27, 28] : Definition 2. Let t 1 , t 2 be some real numbers. We will call a super-solution of (4) each continuous and C 2 b -smooth on R \ {t 1 }, componentwise positive nondecreasing function
Similarly, a sub-solution of (4) is a non-negative componentwise non-constant continuous function
Then we have the following simple general existence result:
on the space C 2 b (R, R m ) of twice continuously differentiable bounded, with bounded derivatives, functions, has the inverse integral operator
with non-positive continuous matrix-valued kernel N :
there is a pair of sub-and super-solutions φ − (t) ≤ φ + (t) for (4); (c) L and F commute with the translation operator (T s φ)(t) := φ(t + s) for all s ∈ R, then (4) has a monotone solution φ * (t) coinciding with pointwise limit of the decreasing sequence of non-decreasing functions
Proof. Since each solution φ(t) of the boundary value problem (4) is bounded, the functions F (φ)(t), (Lφ)(t) also are bounded on R. Therefore bounded continuous function φ satisfies the equation φ = A(φ), A(φ) := −I[F (φ) + Lφ] if and only if it satisfies (4). Clearly, in view of assumption (a) and non-negativity of N , we have that A(φ)(t) ≤ A(ψ)(t) for each ordered par of functions φ, ψ ∈ C b (R, R m ), φ(t) ≤ ψ(t), t ∈ R. Since φ(t) ≤ φ(t + s) for each non-decreasing function φ and s > 0, t ∈ R, the monotonicity of A together with (c) imply that A transforms non-decreasing functions in non-decreasing ones. Moreover, by Lemma 14 proved in Appendix, φ − ≤ Aφ − ≤ Aφ + ≤ φ + . Hence, the sequence φ n defined in the statement of Theorem 3 and the sequence ψ n = F (φ n ) + Lφ n , are decreasing and pointwise converge to non-negative monotone bounded limit functions φ * , ψ * . From the definition of N we have that all components of the matrix N (s) are non-positive and integrable on R, in fact L R N (s)1ds = −1 where 1 = (1, . . . , 1). Since φ n+1 (t) = − R N (t − s)ψ n (s)ds, we can use the Lebesgue's dominated convergence theorem to conclude that φ * (t) = − R N (t−s)ψ * (s)ds. This implies that the function φ * is continuous and that φ n (t) converges to φ * (t) uniformly on bounded subsets of R (this is because of the Dini's monotone convergence theorem). Consequently, since F and L are p-continuous, we obtain that φ * = −I[F (φ * ) + Lφ * ], so that non-decreasing function φ * solves the differential equation of (4) and satisfies
Thus φ * (−∞) = 0 and the vector Φ := φ * (+∞) ≤ u 2 has positive components. Finally, observe that the sequence of functions {ξ n (t) := φ * (t + n)}, n ∈ N, is non-decreasing and converging to a constant function φ * (+∞). The assumption (c) and p-continuity of L, F implies that F (ξ n )(t) + (Lξ n )(t) = F (φ)(t + n) + (Lφ)(t + n) pointwise converges to the constant function F Φ + LΦ. Thus, after taking limit in ξ n = −I[F (ξ n ) + Lξ n ] as n → +∞, we may conclude that Φ = φ * (+∞) is a constant solution of (4). This means thatF (φ * (+∞)) = 0 and, consequently, φ * (+∞) = u 2 .
As an application, we are going to apply Theorem 3 to prove the existence of monotone traveling wave u(t, x) = φ(x + ct) of equation (3), i.e. solutions such that the wave profile φ(t) is monotone on R, the difference v(t) := φ(t) − bφ(t − cτ ) is C 2 -smooth on R and satisfies the following neutral functional differential equation
As a consequence of the above definition, φ(t) is strictly positive on R. Moreover, c = 0 since otherwise (7) reduces to a simple second order differential equation which does not admit monotone solutions satisfying boundary conditions of (7). Thus, without loss of generality, we can assume that c > 0 and
at every critical point t k of v ′ (t). Since v(±∞) are finite, this implies that v ′ (t) is a bounded function; then, by (7), v ′′ (t) is also bounded and v ′ (t) is uniformly continuous on the real line. By a well know argument (Barbalat's lemma), we conclude that v ′ (±∞) = 0. In this way, after integrating (7) on R, we obtain
Therefore c(1 − b) > 0, c > 0, b > 0 yield that b ∈ (0, 1): similarly to [13] , this condition on b will be assumed everywhere in this paper.Now, the following characteristic functions will play a key role in the statement of our second theorem:
It is easy to see that these functions are analytic in the half-plane ℜz > ln b/(cτ ) where
The latter estimation also shows that every half-plane ℜz > a with a > ln b/(cτ ) contains a finite number of zeros of χ j (z).
, c * (+∞) = 2 and χ 0 (z) has exactly two positive zeros λ 2 (c) ≤ λ 1 (c) (counting multiplicity) if and only if c ≥ c * (τ ). In fact, these zeros coincide only if c = c
Proof. After introducing the change of variable λ = cz, ǫ = c −2 and using the convexity properties of functions −ǫλ 2 +λ and (1−be −λτ ) −1 , the statement of (A) is immediate (see also (2) in Appendix). The proof of (B) is based on standard arguments from complex analysis (e.g. see [18, Appendix] ) and it is omitted. It is interesting to note that equation (3) with b = 0 coincides with the usual KPPFisher delayed equation, cf. [1, 2, 3, 4, 5, 6, 11, 18, 27] . There are at least four distinct demonstrations of the wavefront existence criterion for this equation (see [4, 5, 6, 11] ): our proof here differs from the previously known ones. Now, the form of dependence of D on b ≥ 0 shows that the neutral correction −bu(t − cτ ) in (7) increases the minimal speed of propagation and has a negative impact on the monotonicity properties of its wave solutions. 6
An important additional question is whether traveling waves to the neutral diffusive equations have the same kind of uniqueness and stability properties as the delayed diffusive equations. For general neutral systems of [13] which satisfy standard quasimonotonicity condition, the uniqueness of all non-critical waves was proved in [14] . Since equation (7) is not quasi-monotone in the usual sense, the theory of [14] does not apply to it. After rewriting equation (7) in terms of function v(t), we obtain an equivalent non-neutral equation (8): this suggests that the approach to the uniqueness problem developed in [4, 5] can be useful in our situation. This approach, however, can be applied only to monotone waves and it also needs exact a priori estimates of wave asymptotics at +∞ (which seems to be more difficult to justify than similar estimates at −∞). Therefore, in this work, we are invoking a new idea recently proposed in [18] for functional diffusive equations with finite delays. The next theorem and its proof show that the mentioned idea in [18] is also significant for some equations with infinite delays.
Theorem 7.
Suppose that b ∈ [0, 1). Then for every fixed pair (τ, c) ∈ D equation (3) has a unique (up to translation) monotone traveling front u(t, x) = φ(x + ct).
Observe that, in difference with [14] , Theorem 7 includes critical waves. On other hand, it establishes uniqueness property within the class of monotone waves only (as in [4, 5, 14, 21] ). The analysis of [18] suggests that Theorem 7 can be improved to include more general semi-wavefronts. We do not pursue this goal in the present work since it requires more exhaustive analysis of asymptotic behavior of waves at −∞.
Finally, a few words about the organization of the paper. We prove Theorem 6 in Section 2. The proof of necessity of condition (τ, c) ∈ D in this theorem demands asymptotic analysis of wave profiles at −∞. This analysis is realized in Lemma 11 which is then used in Section 3 where Theorem 7 is proved. Section 3 also contains a general result (Lemma 13) about non-existence of super-exponentially decaying (at −∞) solutions to some asymptotically autonomous differential equations with infinite delay. Finally, Appendix contains proofs of several technical assertions used along the paper.
Proof of Theorem 6

Sufficiency
Consider bounded linear operator Sg(t) := g(t − cτ ) acting in the space C b (R, R m ) provided with the sup-norm. Then we have that |S| = 1 and the relation w(t) := (φ(t) − bφ(t − cτ ))/(1 − b) can be written as (1 − b)w = (I − bS)φ where I is the identity operator. Since b ∈ (0, 1), we obtain that
Thus, after multiplying equation (7) by 1/(1−b), we get the following equivalent problem
Note that the operators S, B = (1 − bS) −1 , L = SB and F are clearly p-continuous and commute with the translation operator T s , s ∈ R.
Then, since the operators S, B preserves the natural order of
To apply Theorem 3, we will need the next auxiliary results, Lemmas 8, 9 and 10. (5) (where D = 1 should be taken) has the inverse integral operator in the form (6) with negative continuous matrix-valued kernel N : R → (−∞, 0).
Proof. Observe that, using the Dirac δ-function δ(t), we can represent (SB)φ(t) as
Then we observe that the theory developed in [21] 
For (c, τ ) ∈ D with c > c * (τ ), we will consider the following function
where positive a and ζ ∈ R are chosen to assure the continuity of the derivative φ ′ + (t) on R. Due to the opposite convexities of the pieces of φ + , the existence of such a, ζ is immediate; furthermore, by the same reason, 1 − e µ1t < ae λ2t , t < ζ.
This choice of function φ + was suggested by the studies in [4, 5] .
Proof. We only need to check the inequality
Since e λ2t is an eigenfunction for the linear equation y ′′ (t) − cy ′ (t) + (By)(t) = 0, relation (10) clearly holds for all t < ζ. 8
Now, if t ∈ [ζ + mcτ, ζ + (m + 1)cτ ] with m ≥ 0, using (9) we find that
1 − be −µ1cτ .
Therefore, for the same values of t, since Bφ + < B1 = 1/(1 − b), we obtain that
This completes the proof of Lemma 9.
Next, for (c, τ ) ∈ D with c > c * (τ ), M > 1, ǫ > 0 and for a as in φ + (t), we will consider the following well known ansatz for sub-solution
Here ξ = ξ(M, ǫ) is chosen to assure the continuity of φ − (t), t ∈ R. Clearly, φ − (ξ−) < φ − (ξ+) = 0 and φ − (t) < φ + (t) for all t ∈ R.
Lemma 10. For (c, τ ) ∈ D with c > c * (τ ), and some appropriate M > 1, ǫ ∈ (0, λ 2 ), the function φ − (t) is a sub-solution for (8) .
Proof. In view of the above said, it suffices to check the inequality
only for t < ξ. Since, for these values of t,
and, consequently, (SBφ − )(t) < S ae
we conclude that for all t < ξ and sufficiently large M ,
(1 − be −λ2cτ ) 2 > 0.
The proof of Lemma 10 is completed.
Hence, the above lemmas show that for each (c, τ ) ∈ D with c > c * (τ ), all assumptions of Theorem 3 are satisfied, implying the existence of a monotone wavefront for equation (3) . Now, in the critical case when (c 0 , τ 0 ) ∈ D and c 0 = c * (τ 0 ), using simple geometry of the domain D (cf. Lemma 16), we can find a sequence of points (c n , τ n ) ∈ D with c n > c * (τ n ) > 2 and such that c n → c 0 , τ n → τ 0 . By the previous conclusion, we know that for each pair (τ n , c n ) there is a monotone traveling wave φ n (t) for equation (8) . Due to translation invariance property of F , we can normalize φ n by the condition φ n (0) = 0.5. Now, applying the arguments given below equation (7) to the equation (8), we conclude that the derivatives φ ′ n (t) are uniformly bounded in t ∈ R and n ∈ N. Therefore φ n (t) converges, uniformly on bounded sets, to some nondecreasing bounded function φ * (t), φ * (0) = 0.5 (alternatively, we can use the Helly's selection theorem in order to get pointwise convergence of φ n (t)). Taking limit, as n → +∞, in an appropriate integral form of the differential equation
we find that φ * (t) also satisfies (8) . Since φ * (0) = 0.5, arguing as in the final part of the proof of Theorem 3, we conclude that φ * (+∞) = 1, φ * (−∞) = 0.
Necessity of assumptions on χ 0 (z)
The result announced in the title of this subsection follows from the next Lemma 11. If problem (8) has a monotone non-constant bounded solution φ(t), then φ ′ (t) > 0 for all t ∈ R and χ 0 (z) has two positive zeros λ 2 ≤ λ 1 . Moreover, for some ε > 0, and an appropriate t a , d ∈ R, it holds
where j = 0 if λ 1 < λ 2 and j = 1 when λ 1 = λ 2 .
Proof. Let z 1 < 0 < z 2 denote the roots of equation z 2 − cz − 1 = 0. Consider
where positive α is chosen to comply with the normalization condition R N 1 (s)ds = 1. Since bounded profile φ satisfies the differential equation
we obtain that
Equation (11) and inequality in (12) imply that φ ′ (t) = 0, φ ′′ (t) ≥ 0 can not hold simultaneously, so that φ ′ (t) > 0 for all t. Next, take N > 0 such that q := (2 − b)
− N , then 0 < φ(t) < b for all t < t 0 + N , so that, using monotonicity of φ(t), we conclude that
for all t < t 0 . Since q > 1, the latter implies that 0 ≤ φ(t) ≤ de −γt , t ≤ t 0 , where γ = N −1 ln q > 0 and d is some positive constant. A lower exponential estimate for φ can also be obtained:
Since φ(t) is decaying exponentially but not super-exponentially, we can apply [22, Lemma 22 ] (see also [5, Lemma 28] ) to conclude that
where the sum is calculated over some finite set of zeros λ k , ℜλ k > 0 of χ 0 (z) and ǫ is some small positive number. After a straightforward calculation, invoking with the positivity of (Bφ)(t)(SBφ)(t) and φ(t) on R, we conclude that χ 0 (z) must have positive zeros λ 2 ≤ λ 1 . This yields the required asymptotic formula
2.3. Necessity of assumptions on χ 1 (z) Lemmas 4 and 11 imply that every admissible propagation speed c for equation (7) is bigger than 2, c > 2. Therefore the quadratic equation z 2 − cz + 1 = 0 has exactly two positive roots, r 1 < r 2 and, for every f ∈ C b (R, R), the unique bounded on R solution of equation y ′′ − cy + y = f (t) can be written in the form y(t) = +∞ t K 2 (t − s)f (s)ds where K 2 (s) = β(e r1s − e r2s ) > 0, s < 0 and positive normalization constant β is chosen to satisfy R− K 2 (s)ds = 1, cf. [5] . We will use this observation and a nice trick proposed in [4, p. 3050 ] to prove the following result. 11
Lemma 12. If χ 1 (z) does not have negative zeros, the inequality y(t) := 1 − φ(t) > 0 fails to hold for all t ∈ R.
Proof. Assume that χ 1 (z) does not have negative zeros and, nevertheless, y(t) > 0 for all t ∈ R. By a straightforward calculation, we obtain that
so that,
Since (1 − b)(Bφ)(t) is monotonically increasing to 1, for every small δ ∈ (0, 0.5) there exists
In particular, setting p = 0.5
, we find that
Therefore, for some C > 0 and γ := −2 ln p/(cτ ) > 0, it holds that y(t) ≥ Ce −γt , t ≥ t b . Thus the following non-negative number γ * is well defined and satisfies
Next, there are δ > 0 small enough and an integer j 0 large enough to satisfy
This is obvious when be cτ γ * ≥ 1. Now, if be cτ γ * < 1 then
in view of our assumption on the function χ 1 (z) evaluated in z = −γ * < 0. This shows that (14) is true for sufficiently large j 0 and sufficiently small δ. Consequently, there exists d > 1 such that
for all γ > γ * sufficiently close to γ * . Suppose that, in addition, such γ satisfies also the inequality γ < γ * + ln d/(j 0 cτ ). Then using the estimate y(t) ≥ Ce −γt , t ≥ t b , in (13) 12 for t ≥ t b + j 0 cτ , we find that
This contradiction completes the proof of Lemma 12.
Proof of Theorem 7
3.1. Non-existence of super-exponentially decaying solutions at −∞ We will need a non-local version of Lemma 3.6 in [23] (see also [18, Lemma 6] ). It will allow to exclude super-exponentially decaying (at −∞) solutions to some asymptotically autonomous differential equations with infinite delay. In sequel, for a small positive fixed ρ we will define the following Banach space of fading memory type [7] :
e ρt is uniformly continuous and bounded on R − }.
U C ρ will be equipped with the norm |g| ρ := sup s≤0 |g(t)e ρt |.
Lemma 13. Suppose that L : U C ρ → R m is continuous linear operator and M : (−∞, 0] × U C ρ → R m is a continuous function such that |M (t, φ)| ≤ µ(t)|φ| ρ for some non-negative µ(t) → 0 as t → −∞. Then the system
does not have nontrivial exponentially small solutions at −∞ (i.e. non-zero solutions x : R − → R m such that for each γ ∈ R it holds that x(t)e γt → 0, t → −∞).
Proof. On the contrary, suppose that there exists a non-zero small solution x(t) of (15) at −∞. Set |x t | C := sup{|x(s)|; s ≤ t}. Then |x t | C e −γt → 0, t → −∞ for each γ > 0. Take some σ > 0. We claim that smallness of x(t) implies that inf t≤0 |x t−σ | C /|x t | C = 0. Indeed, otherwise there is K ∈ (0, 1) such that |x t−σ | C /|x t | C ≥ K, t ≤ 0, and therefore, setting ν := σ −1 ln K, we obtain the following contradiction:
Hence, there is a sequence t j → −∞ such that |x tj −σ | C /|x tj | C → 0 as j → ∞. Clearly, for all large j, |x tj | C = |x(s j )| for some s j ∈ [t j −σ, t j ] and it holds |x(s j )| ≥ |x(s)|, s ≤ t j . Since 0 ≤ t j − s j ≤ σ, without loss of generality we can assume that σ j :
Now, for sufficiently large j, consider the sequence of functions y j ∈ U C ρ , |y j | ρ ≤ 1:
For each j and t ≤ 0, y j (t) satisfies the equations
and therefore |y j (t)| ≤ 1, |y
here · denotes the operator norm). Thus, due to the Arzelà-Ascoli theorem, there exists a subsequence y j k (t) converging, uniformly on compact subsets of R − , to some continuous function y * (t) such that |y * (−σ * )| = 1 and y * (t) = 0 for all t ≤ −σ. Clearly, for each fixed t ≤ 0, sequence (y j k ) t also converges to (y * ) t in U C ρ , and
so that by the Lebesgue's bounded convergence theorem,
In particular, y ′ * (t) = L(y * ) t , t ≤ 0. Since y * (t) = 0 for all t ≤ −σ, the existence and uniqueness theorem applied to the initial value problem y ′ (t) = Ly t , t ≤ −σ, y σ = 0, implies that also y * (t) = 0 for all t ≥ −σ. However, this contradicts the fact that |y * (−σ * )| = 1. The proof of Lemma 13 is completed.
Proof of the wavefront uniqueness
Suppose that ψ(t), φ(t) are monotone solutions of the boundary value problem (8). After shifting ψ(t) if necessary, we can assume that ψ and φ have the same leading term in their asymptotic representations given in Lemma 11. This implies that the function y(t) = (ψ(t) − φ(t))e −λt where λ ∈ [λ 1 (c), λ 2 (c)] is bounded on R and y(+∞) = 0. Next, consider operators B λ , SB λ defined on bounded functions w : R − → R by B λ w = j≥0 b j e −jλcτ w(−jcτ ), SB λ w = j≥0 b j e −(j+1)λcτ w(−(j + 1)cτ ). For bounded functions ψ : R → R, it is easy to check the commutativity relations
implying that y(t) satisfies the functional differential equation
with N (t, y t ) := (Bφ)(t)SB λ y t + (SBψ)(t)B λ y t .
A straightforward calculation shows that, for ρ ∈ (0, λ), the norms of operators SB λ , B λ : U C ρ → R and N : R − × U C ρ → R satisfy the following estimates:
We start by analyzing the noncritical speeds c > c * (τ ). In such a case, λ 2 (c) < λ 1 (c) so that we can choose λ ∈ (λ 2 (c), λ 1 (c)). Then the principal term of asymptotic representation of y(t) at −∞ has the form Ae (λ1(t)−λ)t . Case I. Suppose that A = 0. Since the eigenvalues of linear equation
coincide with the zeros of χ 0 (z − λ), Lemma 4 implies that λ 1 − λ is the unique eigenvalue of the above homogeneous equation in the half-plane ℜz ≥ 0. Furthermore, N (t, y t ) = O(y(t)e λ2t ), t → −∞. Thus [22, Lemma 22] implies that y(t) decays super-exponentially at −∞. Consequently, it is easy to find that y ′ (t) is also super-exponentially decaying at −∞ (for instance, choose λ > c/2 and find v(t) = y ′ (t) solving (16) on (−∞, t] as the first order ordinary differential equation with respect to v). Thus an application of Lemma 13 gives that y(t) ≡ 0 that amounts to the front uniqueness.
Case II. Hence, it suffices to consider A > 0 (if A < 0, we can interchange roles of φ and ψ). In such a case, y(t) is positive on some maximal open interval Σ := (−∞, σ), and y(−∞) = y(σ) = 0 (the interval Σ = R is admitted). Let a ∈ Σ be the absolute maximum point of y(t) on Σ. Then clearly N (a, y a ) > 0 and
in contradiction with (16) . Thus the case A = 0 can not happen.
Finally, consider the critical speed c = c * (τ ). Then there exists finite limit y(−∞) = A; without loss of generality, we can assume that A ≥ 0. Now, if A = 0, by the same reasons as presented in Case I above, y(t) ≡ 0 and the wave uniqueness follows. If A > 0, then y(t) is positive on some maximal open interval Σ := (−∞, σ), and y(σ) = 0. Again, after a partial integration of equation (16), we obtain that v(t) = y ′ (t) is bounded at −∞. Therefore y ′′ (t) is also bounded at −∞ so that y ′ (t) is uniformly continuous on R − . Thus Barbalat's lemma [27] implies that y ′ (−∞) = 0. Now, using relations χ 0 (λ) = χ Now letting α → −∞, β → σ, we find that
This contradiction shows that necessarily A = 0 completing the proof of Theorem 7.
are C ∞ -smooth functions such that
In addition, ψ ± (t) possess another properties of respective φ ± (t) listed in Definition 2. Furthermore, under assumptions of Theorem 3, we have that
Proof. Clearly,
are C ∞ -smooth and have the same asymptotic, monotonicity and sign properties as φ ± (t). Next, for all t ∈ (t 1 − δ, t 1 + δ), it is immediate to calculate the first and the second derivatives
Now, if t ∈ (t 1 − δ, t 1 + δ), we can use the representation
to find, after integrating by parts, that
(in the latter formula, we can set formally φ ′′ ± (t 1 ) = 0). Next, after multiplying differential inequalities of Definition 2 evaluated in t − s by k δ (s) and integrating them between −δ and +δ with respect to s, we easily obtain (17) and (18) in view of the assumed sign restrictions on φ
Finally, we have that
By p-continuity of L and the Lebesgue's dominated convergence theorem, after taking limit, as δ → 0+, in the latter inequality, we find that φ + ≥ Aφ + . The proof of inequality φ − ≤ Aφ − is similar and therefore it is omitted. Proof. It is easy to find that χ ′′′ 1 (x) = 0 for all real x = ln b/(cτ ) and that χ 1 (x) has exactly one non-negative real zero (which is simple, in addition). Thus χ 1 (z) can have at most two negative zeros. After introducing the change of variable λ = cz, ǫ = c −2 , equation χ 1 (z) = 0 takes the form
It shows clearly that for each τ > 0 and b ∈ (0, 1) there exists a unique non-negative real number ǫ # such that (19) has negative solutions if and only ǫ ≥ ǫ # . Thus ǫ # = 0 if and only if equation
has negative solutions. Since the right-hand side of (20) is an increasing function of τ , we deduce that there exists some positive τ (b) such that (20) has negative roots for all τ ∈ (0, τ (b)] and does not have real roots if τ > τ (b). In other words, ǫ # = 0 if and only 17 if τ ∈ (0, τ (b)]. Actually, the above arguments imply all above mentioned properties of c # (τ ), see also (23) below. These arguments also shows that τ = τ (b) can be determined as a unique postive number for which equation (20) has a negative double root z 0 . Thus 
Here we use that obvious fact that λ 2 (τ ) > c * (τ )/2 for τ > 0. Similarly,
(Curiously, these differential relations coincide with equations in [6, A.3: proof of Lemma 1.3, p. 66] derived in a different situation). It is obvious that due to the asymptotic properties of c = c * (τ ) and c = c # (τ ) described in Lemmas 4 and 5, the graphs of these functions have at least one intersection at some point (τ 0 , c 0 ). Since µ 2 (τ 0 ) < 0 < λ 2 (τ 0 ), differential relations (22) and (23) 
