This paper describes software which provides a means of sharing data among tasks and of accessing and altering dynamically the values of parameters in an executing task.
Introduction
Experimenters in the data acquisition environment frequently need to be able to share data among tasks executing simultaneously or in sequence.
Another common need is the ability to change parameters in a running task in response to changes in the physical environment.
The software described herein is a generalized version of a solution for these two requirements which was developed during several experiments at Los Alamos Meson Physics Facility. It:
1. Provides a means of sharing data among liM tasks or VMS processes.
2. Provides a means of altering values of parameters within a running task without going through the edit-compile-taskbuild cycle.
3. Provides a method for organizing and controlling the many parameters which are required during data acquisition.
The DPA software consists of: o subroutines which allow users' tasks to access a region of memory outside the task image for storage of sharable data.
o an interactive task named PRM which gives the user at the keyboard read/write access to part of the data in this region of memory.
The DPA system was written as a part of the Q data acquisition system (1) currently in use at LAMPF.
But it is independent of Q and may be run outside the Q environment for other applications, such as Monte Carlo calculations. It runs on PDP-11's under RSX-IIM version 4.0 and on VAX-lI's running VMS version 3.0 or later.
The next section of this paper gives a brief overview of the parts of the DPA system. The third section discusses in some detail the capabilities provided to the user by task PRM, the structure of the 
General Overview of the System
The DPA system consists of the following major pieces:
The Region.
An RSX-IIM dynamic memory management region or a VMS global section holds the data to be shared. It will hereafter be called "the region." It is divided into several separate data storage areas, which we will call subregions.
Region Subroutines. Two subroutines provide access to the region from users tasks.
The first, REGCRE, creates and maps the region to the task's virtual address space. Any one task in an acquisition system could call REGCRE to create the region, but most often it would be the main user-written portion of the data acquisition or analysis system, which we'll call the analyzer. Another subroutine, REGMAP, provides access to all or a portion of an existing region from tasks other than the one which created it.
Two other subroutines exist to return the size and starting address of a given subregion. The Interactive Task PRM. As mentioned above, the region is divided into several subregions. Data acquisition parameters whose values may need to be altered dynamically are stored in a specified format in the first subregion. Task PRM provides access from the keyboard to these parameters. It allows the user to define names for the parameters, which we'll call synonyms, that are meaningful in the application being run, to save the values of the parameters in a disk file, to restore them from a disk file, and to examine and set the parameter values. These functions will be described in detail in the next section.
PRM Subroutines. One of these, PRMINI, defines the structure of the first subregion. It is most likely called by the same task which creates the region. The other subroutine, PRMMAP, simply ensures that the first subregion exists and is accessible by the task.
PRM Disk Files. The backup file is a disk file used by PRM to permanently record the values of parameters in the PRM subregion and the synonyms which have been defined for the parameters.
A set of files called title files may optionally be supplied by the user and will be described in the next section.
Region Deletion Routines. These are a task and a subroutine, either of which may be used to delete the region from memory when it is no longer needed.
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The DPA system does not include a locking mechanism to control access to the data in the region. It is assumed that tasks sharing the region will cooperate with each other. Any necessary locking is left to the user; for example, if the analyzer is running and the value of a parameter it uses must be changed from the keyboard, it might be wise to suspend data taking, run PRM to change the value, and then resume data taking.
PRM and its Subregion
The task PRM accesses data only in the first subregion.
This section of the paper first discusses the structure of that subregion and the subroutine which defines it.
Then the capabilities which PRM provides the user are described in detail. Finally a brief description is given of disk files used by PRM.
Structure of the PRM Subregion
The first subregion contains parameters the user wishes to have available for access from the keyboard. These parameters are contained in four arrays, one for Integer*2 values; the second for Real*4 values; the third, Integer*4 values; and the fourth, Real*8 values.
The number of elements in each array is set by the user when subroutine PRMINI is called to define the subregion. The call to PRMINI will most likely be made shortly after the call to REGCRE which creates the region.
Following is an illustration of code which may create the region and define the first subregion. Note that the data in the region is accessed via COMMON block /REGION/. PRMINI finds the sizes of the four arrays from the addresses passed in the call and puts the number of elements of each in array LENGTH, the first four words of the subregion. (1) LENGTH(2) = DATA (2) Functionality of PRM PRM is an interactive task which maps to the first subregion of an existing region. One of the most useful features of PRM is that it allows the user to define meaningful names for elements of the parameter arrays; e.g., the third REAL*4 parameter might be THETA, the angle of a detector, which is much more meaningful to the user than a name such as R3. Via PRM the user may also dynamically examine and change the values of parameters; save a "snapshot" of the values in a disk file, called a backup file; and restore the values to memory from an existing backup file.
Following is a description of each of the commands and switches recognized by PRM.
The square brackets in commands are not part of the syntax but indicate optional elements.
[ This insures a backup file reflecting the end of each run. The new backup file created includes the synonyms as they were originally defined; a PRM command file is run to set the parameters to their initial values. The /BA switch is used periodically to record in the backup file any changes in parameter values that have been made by the running tasks.
The Region
This section is a discussion of the memory region and the user-callable subroutines which access it.
Structure of the Region
The first section of the region is a 32-word table, called the region header, which contains pointers to the start of the 31 subregions and a pointer to the end of the region. The pointers for unused subregions have the value 0.
The header is used by REGMAP to locate subregions and is not accessible by the user.
The rest of the region is made up of the 31 subregions and is under control of the user. The user defines which subregions are to be used, the size of each, and what data is to be stored there. The first 16 subregions are reserved for uses specific to the Q system used at LAMPF: the PRM arrays go in the first subregion and subregions 2, 3, and 4 have other uses in the Q system. Subregions 5 through 16 are reserved for future expansion of Q.
Subregions 17 through 31 are available for the user's purposes. As an example, it might be useful to isolate data, e.g., scalers, which are addable over several runs from data which is not addable. Scalers could be kept in the PRM subregion, of course, but if they need not be accessible from the keyboard, putting them in a separate subregion saves confusion when adding across runs is done. Figure 1 is an illustration of the region in memory.
In this example the region contains only the PRM arrays (subregion 1) and the event data buffers (the use defined in the Q environment for subregion 3).
The Region in Memory Figure 1 .
Region Subroutines
Two subroutines exist for accessing the region from users' tasks. REGCRE is called from a task such as the analyzer to create the region.
The caller passes to the subroutine a 32-word array which defines the size in words of each subregion.
Subroutine REGMAP, called from tasks other than the one which called REGCRE, maps the subregions into the task's virtual address space.
It can map any number of the subregions as long as they are contiguous. If a task needs access to only one subregion, mapping to only that one protects data in the rest of the region from accidental alteration.
Accessing the Region from FORTRAN
The data in the region, or in whatever portion of the region is mapped to the task, is accessed by means of a COMMON block /REGION/. /REGION/ is similar to any other COMMON block, in that the same range of addresses is referenced in any routine which includes the COMMON block. But in this case the data is common to separate tasks (by mapping the region through REGMAP) as well as subroutines; and each task includes in COMMON /REGION/ only the data to which the task will be mapped. Under RSX the size of the region is limited to 16K words.
This maximum size allows 8K words to map the F4PRES library and 8K words for the task mapping the region.
This size restriction could have been overcome by allowing a task to unmap and remap windows in the region, but that solution was avoided for the sake of simplicity and speed. The only restrictions on the size of the region under VMS result from SYSGEN parameters defining the number of sections and the total number of pages in memory used by the sections at any one time.
Under both operating systems, several different regions may exist in memory at one time, accessed by separate tasks and users.
The limitation on the number of regions existing at once under RSX is the amount of memory on the machine; under VMS the limitation is the value of the SYSGEN option on the number of sections.
