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ALMOST COSYMPLECTIC STATISTICAL MANIFOLDS
AZIZ YAZLA1, I˙REM KU¨PELI ERKEN2, AND CENGIZHAN MURATHAN 3
Abstract. This paper is a study of almost contact statistical manifolds. Especially
this study is focused on almost cosymplectic statistical manifolds. We obtained
basic properties of such manifolds. It is proved a characterization theorem and a
corollary for the almost cosymplectic statistical manifold with Kaehler leaves. We also
study curvature properties of an almost cosymplectic statistical manifold. Moreover,
examples are constructed.
1. Introduction
Let (M, g) be a Riemannian manifold and ∇ be an affine connection on M . An affine
connection ∇∗ is called a conjugate (dual) connection of ∇ if
(1.1) Zg(X,Y ) = g(∇ZX,Y ) + g(X,∇
∗
ZY )
for any X,Y, Z ∈ Γ(M). In this situation ∇g is symmetric. The triple (g,∇,∇∗) is
called a dualistic structure on M and the quadruplet (M, g,∇,∇∗) is called statistical
manifold. A. P. Norden introduced these connections to affine differential geometry and
then U. Simon gave an excellent survey concerning the notion of “conjugate connection”
( [18]). The notion of conjugate connection was first initiated into statistics by Amari
[1]. In his studies involves statistical problems getting some solutions and developed by
Lauritzen [12]. If ∇ coincides with ∇∗ then statistical manifold simply reduces to usual
Riemannian manifold. Clearly, (∇∗)∗ = ∇. In a sense, duality is involutive. One can
also show that 2∇0 = ∇+∇∗, where ∇0 is Riemannian connection with respect to g. In
[11], T.Kurose studied affine immersions of statistical manifolds into the affine space and
noticed that there is a close relationship between the geometry of statistical manifolds
and affine geometry. Otherhand Lagrangian submanifolds of complex space forms are also
naturally endowed with statistical structures (see [17] pp. 34). So statistical manifolds
play an important role in differential geometry.
Recently, H.Furuhuta [6] defined and studied the holomorphic statistical manifold
which can be considered as a Kaehler manifold with a certain connection. Then holomor-
phic statistical manifold notion is expanded to the statistical counterparts of a Sasakian
manifold and a Kenmotsu manifold by [7], [8] and [13]. Other hand K. Takano [19],[20]
defined Kaehler-like and Sasaki-like statistical manifolds which are considered setting
suitable complex structures and suitable contact structures on statistical manifolds.
These studies motivate us to study on almost complex statistical and almost contact
statistical manifolds. Especially our main purpose here is to extend these results to
almost cosymplectic statistical manifolds.
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In the present paper, we are interested in almost Hermitian statistical manifolds and
almost contact statistical manifolds which include Kaehler, Sasakian, Kenmotsu and
cosymplectic statistical manifolds. The paper is organized as follows. In Section 2, we
provide a brief the notions of statistical manifolds and almost contact manifolds. In
Section 3, we define almost Hermitian statistical manifolds and study almost Kaehler
statistical manifolds. In Section 4, we introduce almost contact statistical manifolds and
provide a few basic equalities. In Section 5, we study almost cosymplectic statistical
manifolds and give a characterization, almost Hermitian manifolds and almost contact
manifolds. In Section 6, we give also a characterization of almost cosymplectic statistical
manifolds with Kaehler statistical leaves and provide examples on almost cosymplectic
statistical manifolds. In the last section, we study curvature properties of an almost
cosymplectic statistical manifold.
2. Preliminaries
For a statistical manifold (M, g,∇,∇∗) the difference (1, 2) tensor K of a torsion free
affine connection ∇ and Levi-Civita connection ∇0 is defined as
(2.1) KXY = K(X,Y ) = ∇XY −∇
0
XY.
Because of ∇ and ∇0 are torsion free, we have
(2.2) KXY = KYX, g(KXY, Z) = g(Y,KXZ)
for any X,Y, Z ∈ Γ(TM). By (1.1) and (2.1), one can obtain
(2.3) KXY = ∇
0
XY −∇
∗
XY.
Using (2.1) and (2.3), we find
(2.4) 2KXY = ∇XY −∇
∗
XY.
By (2.1), we have
(2.5) g(∇XY, Z) = g(KXY, Z) + g(∇
0
XY, Z).
An almost Hermitian manifold (N2n, g, J) is a smooth manifold endowed with an almost
complex structure J and a Riemannian metric g compatible in the sense
J2X = −X, g(JX, Y ) = −g(X, JY )
for any X,Y ∈ Γ(TN). The fundamental 2-form Ω of an almost Hermitian manifold is
defined by
Ω(X,Y ) = g(JX, Y )
for any vector fields X,Y on N . An almost Hermitian manifold is called an almost
Kaehler manifold if its fundamental form Ω is closed, that is, dΩ = 0. If Nijenhuis
torsion of J satisfies
NJ(X,Y ) = [X,Y ]− [JX, JY ] + J [X, JY ] + J [JX, Y ] = 0
then (N2n, g, J) is called Kaehler manifold. It is also well known that an almost Hermitian
manifold (M,J, g) is Kaehler if and only if its almost complex structure J is parallel with
respect to the Levi-Civita connection ∇0, that is, ∇0J = 0 ([10]).
Let M be a (2n+ 1)-dimensional differentiable manifold and φ is a (1, 1) tensor field,
ξ is a vector field and η is a one-form onM. If φ2 = −Id+ η⊗ ξ, η(ξ) = 1 then (φ, ξ, η)
is called an almost contact structure on M . The manifold M is said to be an almost
contact manifold if it is endowed with an almost contact structure [2].
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Let M be an almost contact manifold. M will be called an almost contact metric
manifold if it is additionally endowed with a Riemannian metric g , i.e.
(2.6) g(φX, φY ) = g(X,Y )− η(X)η(Y ).
For such manifold, we have
(2.7) η(X) = g(X, ξ), φ(ξ) = 0, η ◦ φ = 0.
Moreover, we can define a skew-symmetric tensor field (a 2-form) Φ by
(2.8) Φ(X,Y ) = g(φX, Y ),
usually called fundamental form.
On an almost contact manifold, the (1, 2)-tensor field N (1) is defined by
N (1)(X,Y ) = [φ, φ] (X,Y )− 2dη(X,Y )ξ,
where [φ, φ] is the Nijenhuis torsion of φ
[φ, φ] (X,Y ) = φ2 [X,Y ] + [φX, φY ]− φ [φX, Y ]− φ [X,φY ] .
If N (1) vanishes identically, then the almost contact manifold (structure) is said to be
normal [2]. The normality condition says that the almost complex structure J defined
on M × R
J(X,λ
d
dt
) = (φX + λξ, η(X)
d
dt
),
is integrable.
An almost contact metric manifold M2n+1, with a structure (φ, ξ, η, g) is said to be
an almost cosymplectic manifold, if
(2.9) dη = 0, dΦ = 0.
If additionally normality conditon is fulfilled, then manifold is called cosymplectic.
On the other hand, Kenmotsu studied in [9] another class of almost contact manifolds,
defined by the following conditions on the associated almost contact structure
(2.10) dη = 0, dΦ = 2η ∧ Φ.
A normal almost Kenmotsu manifold is said to be a Kenmotsu manifold.
When
(2.11) dη = Φ
an almost contact manifold is called a contact metric manifold [2]. A contact metric
manifold M2n+1 is a Sasakian manifold if the structure is normal.
3. Dualistic structure on almost Hermitian manifolds
Definition 1. Let (N2n, g,∇,∇∗) be a statistical manifold. If (N2n, g, J) is an almost
Hermitian manifold then (N2n, g, J,∇,∇∗) is called almost Hermitian statistical man-
ifold. If (N2n, g, J) is an (almost) Kaehler manifold then (N2n, g, J,∇,∇∗) is called
(almost) Kaehler statistical manifold.
After some calculations one can easily get following.
Lemma 1 ( [14]). Let (N2n, g,∇,∇∗) be an almost Hermitian statistical manifold. Then
the following equation
(3.1) g((∇XJ)Y, Z) = −g(Y, (∇
∗
XJ)Z)
holds for any X,Y, Z ∈ Γ(TM).
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Using (2.1) and (2.2), we easily find the next result.
Lemma 2. Let (N2n, g,∇,∇∗) be an almost Hermitian statistical manifold. Then
(∇XJ)Y = (∇
0
XJ)Y + (KXJ)Y,(3.2)
(∇∗XJ)Y = (∇
0
XJ)Y − (KXJ)Y.(3.3)
for any X,Y ∈ Γ(TM).
Lemma 3. For an almost Hermitian statistical manifold we have
(3.4) (∇XΩ)(Y, Z) = g((∇XJ)Y, Z)− 2g(KXJY, Z),
and
(3.5) (∇∗XΩ)(Y, Z) = g((∇
∗
XJ)Y, Z) + 2g(KXJY, Z)
for any X,Y, Z ∈ Γ(TM).
Proof. According to a vector field, the derivative of 2-form Φ can be written as
(∇XΩ)(Y, Z) = XΩ(Y, Z)− Ω(∇XY, Z)− Ω(Y,∇XZ).
By (1.1), (2.1) and (2.2), we obtain
(∇XΩ)(Y, Z) = Xg(JY, Z)− g(J∇XY, Z)− g(JY,∇XZ)
= g(∇XJY, Z) + g(JY,∇
∗
XZ)− g(J∇XY, Z)− g(JY,∇XZ)
= g((∇XJ)Y, Z)− 2g(KXJY, Z).
This leads to (3.4). If we similarly calculate the derivative of 2-form Ω respect to conju-
gate connection ∇∗, we get (3.5). 
By Lemma 2 and the relations (2.1) and (2.2) we easily prove following corollary.
Corollary 1. For an almost Hermitian statistical manifold we have
(3.6) (∇XΩ)(Y, Z) = (∇
0
XΩ)(Y, Z)− g(KXJY + JKXY, Z)
and
(3.7) (∇∗XΩ)(Y, Z) = (∇
0
XΩ)(Y, Z) + g(KXJY + JKXY, Z)
for any X,Y, Z ∈ Γ(TM).
Theorem 1. Let (N2n, g, , J,∇,∇∗) be an almost Hermitian statistical manifold. The
covariant derivatives ∇J,∇∗J of J with respect to the torsion free connections ∇ and ∇∗
are given by
2g((∇XJ)Y, Z) = 2g((KXJ)Y, Z)(3.8)
+3dΩ(X,Y, Z)− 3dΩ(X, JY, JZ) + g(NJ(Y, Z), JX),
2g((∇∗XJ)Y, Z) = −2g((KXJ)Y, Z)(3.9)
+3dΩ(X,Y, Z)− 3dΩ(X, JY, JZ) + g(NJ(Y, Z), JX)
for any X,Y, Z ∈ Γ(TM).
Proof. It is well known that the covariant derivative ∇0J satisfies
2g((∇0XJ)Y, Z) = 3dΩ(X,Y, Z)− 3dΩ(X, JY, JZ) + g(NJ(Y, Z), JX),
for any X,Y, Z ∈ Γ(TM). If we notice the relations (3.2) and (3.3) we reach to our
equations. 
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Corollary 2. Let (N2n, g, J,∇,∇∗) be an almost Kaehler statistical manifold. Then
2g((∇XJ)Y, Z) = 2g((KXJ)Y, Z) + g(NJ(Y, Z), JX)(3.10)
2g((∇∗XJ)Y, Z) = −2g((KXJ)Y, Z) + g(NJ(Y, Z), JX)(3.11)
for any X,Y, Z ∈ Γ(TM).
By (2.2) we can give following.
Proposition 1. Let (Mn, g,∇,∇∗) be a statistical manifold and ψ be a skew symmetric
(1, 1) tensor field on M . Then we have
(3.12) g(KXψY + ψKXY, Z) + g(KZψX + ψKZX,Y ) + g(KY ψZ + ψKY Z,X) = 0
for any X,Y, Z ∈ Γ(TM).
Corollary 3. Let (N2n, g, J,∇,∇∗) be an almost Kaehler statistical manifold. Then
(∇XΩ)(Y, Z) + (∇ZΩ)(X,Y ) + (∇Y Ω)(Z,X) = 0,(3.13)
(∇∗XΩ)(Y, Z) + (∇
∗
ZΩ)(X,Y ) + (∇
∗
Y Ω)(Z,X) = 0(3.14)
for any X,Y, Z ∈ Γ(TM) .
Proof. Since dΩ = 0 we have
(3.15) (∇0XΩ)(Y, Z) + (∇
0
ZΩ)(X,Y ) + (∇
0
Y Ω)(Z,X) = 0.
Using (3.2), Corollary 1 and Proposition 1 we have requested equations. 
Corollary 4. Let (N2n, g, J,∇,∇∗) be a Kaehler statistical manifold. Then
g((∇XJ)Y, Z) = g((KXJ)Y, Z)(3.16)
g((∇∗XJ)Y, Z) = −g((KXJ)Y, Z)(3.17)
for any X,Y, Z ∈ Γ(TM).
Definition 2 ([6],[7]). Let (Mn, g,∇,∇∗) be statistical manifold. A 2-form ω on Mn is
defined by
(3.18) ω(X,Y ) = g(ψX, Y )
where ψ is skew symmetric (1, 1) tensor field on M. If KXψY + ψKXY = 0 for any
X,Y ∈ Γ(TM).then (Mn, g,∇,∇∗) is called holomorphic statistical manifold.
From Lemma 3 and Corollary 4 we have following.
Corollary 5 ([5]). Let (N2n, g, J,∇,∇∗) be a Kaehler statistical manifold. Then the
following three equations are equivalent:
1) ∇Ω = 0,
2) N2nholomorphic statistical manifold,
3) ∇∗Ω = 0.
4. Statistical Almost Contact Metric Manifolds
Definition 3. Let (M2n+1, g,∇,∇∗) be a statistical manifold. If M2n+1 is an almost
contact metric manifold then M2n+1 is called almost contact metric statistical manifold.
Using anti-symmetry property of φ and the equation (1.1) we have
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Lemma 4. Let (M2n+1, g,∇,∇∗) be an almost contact metric statistical manifold. Then
the following equation
(4.1) g((∇Xφ)Y, Z) = −g(Y, (∇
∗
Xφ)Z)
holds for any X,Y, Z ∈ Γ(TM).
Using (2.1) and (2.2), we easily find the next result.
Lemma 5. Let (M2n+1, g,∇,∇∗) be an almost contact statistical manifold. Then
(∇Xφ)Y = (∇
0
Xφ)Y + (KXφ)Y,(4.2)
(∇∗Xφ)Y = (∇
0
Xφ)Y − (KXφ)Y.(4.3)
for any X,Y ∈ Γ(TM).
Lemma 6. For an almost contact statistical manifold we have
(4.4) (∇XΦ)(Y, Z) = g((∇Xφ)Y, Z)− 2g(KXφY, Z),
and
(4.5) (∇∗XΦ)(Y, Z) = g((∇
∗
Xφ)Y, Z) + 2g(KXφY, Z)
for any X,Y, Z ∈ Γ(TM).
By Lemma 5 and the relations (2.1) and (2.2) we easily prove the following corollary.
Corollary 6. For an almost contact metric statistical manifold we have
(4.6) (∇XΦ)(Y, Z) = (∇
0
XΦ)(Y, Z)− g(KXφY + φKXY, Z)
and
(4.7) (∇∗XΦ)(Y, Z) = (∇
0
XΦ)(Y, Z) + g(KXφY + φKXY, Z)
for any X,Y, Z ∈ Γ(TM).
By (4.6) and (4.7) we have
Corollary 7 ([7]). For an almost contact metric statistical manifold we have
(4.8) (∇XΦ)(Y, Z)− (∇
∗
XΦ)(Y, Z) = −2g(KXφY + φKXY, Z)
for any X,Y, Z ∈ Γ(TM).
For an almost contact metric manifold, the covariant derivative with respect to Rie-
mannian connection ∇0 is given by
2g((∇0φ)Y, Z) = 3dΦ(X,Y, Z)− 3dΦ(X,φY, φZ) + g(N (1)(X,Y ), φZ)
+((LφXη)(Y )− (LφY η)(X))η(X)(4.9)
+2dη(φY,X)η(Z)− 2dη(φZ,X)η(Y ).
(see [2]).
Using (4.2), (4.3) and (4.9), we have
Theorem 2. Let (M2n+1, g, φ,∇,∇∗) be an almost contact metric statistical manifold.
The covariant derivatives ∇φ,∇∗φ of J with respect to the torsion free connections ∇
and ∇∗ are given by
2g((∇Xφ)Y, Z) = 2g((KXφ)Y, Z)
+3dΦ(X,Y, Z)− 3dΦ(X,φY, φZ) + g(N (1)(X,Y ), φZ)
+((LφXη)(Y )− (LφY η)(X))η(X)(4.10)
+2dη(φY,X)η(Z)− 2dη(φZ,X)η(Y ),
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2g((∇∗Xφ)Y, Z) = −2g(KXφ)Y, Z)
3dΦ(X,Y, Z)− 3dΦ(X,φY, φZ) + g(N (1)(X,Y ), φZ)
+((LφXη)(Y )− (LφY η)(X))η(X)(4.11)
+2dη(φY,X)η(Z)− 2dη(φZ,X)η(Y )
for any X,Y, Z ∈ Γ(TM).
5. Almost Cosymplectic Statistical Manifolds
For an almost cosymplectic statistical manifold we define the (1, 1)-tensor fields A ,
A∗ and A0 by
(5.1) AX = −∇Xξ,A
∗X = −∇∗Xξ and A
0X = −∇0Xξ, ∀X ∈ Γ(TM).
Since 2∇0 = ∇+∇∗, by (5.1), we obtain
(5.2) 2A0 = A+A∗.
Proposition 2. For an almost cosymplectic statistical manifold we have
i) Lξη = 0, ii) g(AX,Y ) = g(X,AY ),
iii) g(A∗X,Y ) = g(X,A∗Y ), iv)Aξ = −A∗ξ = Kξξ,
v) (∇ξφ)X = φAX +A
∗φX, vi)(∇∗ξφ)X = φA
∗X +AφX,
vii)Aφ+ φA = −(A∗φ+ φA∗)
where L indicates the operator of the Lie differentiation, X,Y are arbitrary vector fields
on M.
Proof. Using Cartan magic formula
Lξη = diξ(η) + iξd(η),
and dη = 0, iξη = 1 we obtain i). Again noting η is closed and using (1.1) we have
0 = 2dη(X,Y ) = Xη(Y )− Y η(X)− η([X,Y ))
= −g(Y,A∗X) + g(X,A∗Y )
and by help of similar calculations respect to torsion free affine connection ∇, we obtain
g(AX,Y ) = g(X,AY ).
So we get ii) and iii).
From (2.1) and (2.2) we get iv).
Cartan magic formula
(5.3) LVΩ = diV (Ω) + iV d(Ω)
is valid for any form Ω ∈ ∧(M) and V ∈ Γ(TM). Let us apply (5.3) to the (2.8). Since
iξ(Φ) = 0 and dΦ = 0, we have
(5.4) LξΦ = 0.
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On the other hand, the Lie derivative of 2-form Φ with respect to characteristic vector
field ξ can be expressed as
(LξΦ)(X,Y ) = LξΦ(X,Y )− Φ(LξX,Y )− Φ(X,LξY )
= ξg(φX, Y )− g(φ∇ξX,Y ) + g(φ∇Xξ, Y )
−g(φX,∇ξY ) + g(φX,∇Y ξ)
= g(∇ξφX, Y ) + g(φX,∇
∗
ξY )
−g(φ∇ξX,Y ) + g(φ∇Xξ, Y )
−g(φX,∇ξY ) + g(φX,∇Y ξ)
= g((∇ξφ)X,Y )− g(φAX,Y )− g(φX,AY ) + g(φX, (A−A
∗)Y )
= g((∇ξφ)X,Y )− g(φAX,Y )− g(A
∗φX, Y ).
We thus obtain (∇ξφ)X = φAX + A
∗φX, According to conjugate connection ∇∗ we
conclude that (∇∗ξφ)X = φA
∗X + AφX. So we have v) and vi). We know that A0φ +
φA0 = 0 is valid for almost cosymplectic manifold. Thus, by (5.2) we get vii). 
Remark 1. By Proposition 2 , we say that Aξ = 0 if and only if A∗ξ = 0 for an almost
cosymplectic statistical manifold.
Proposition 3. Let (M2n+1, g,∇,∇∗) be an almost cosymplectic statistical manifold.
Then
(∇XΦ)(Y, Z) + (∇ZΦ)(X,Y ) + (∇Y Φ)(Z,X) = 0,(5.5)
(∇∗XΦ)(Y, Z) + (∇
∗
ZΦ)(X,Y ) + (∇
∗
Y Φ)(Z,X) = 0(5.6)
for any X,Y, Z ∈ Γ(TM) .
Proof. Since M2n+1 is almost cosymplectic the relation
(5.7) (∇0XΦ)(Y, Z) + (∇
0
ZΦ)(X,Y ) + (∇
0
Y Φ)(Z,X) = 0
holds. If we insert the relation (4.6) into above expression, we find
0 = (∇XΦ)(Y, Z) + (∇Y Φ)(Z,X) + (∇ZΦ)(X,Y )
+g(KXφY + φKXY, Z) + g(KY φZ + φKXZ,X)(5.8)
+g(KZφX + φKZX,Y ).
If we make use of the relation (3.12), we have
(5.9) 0 = (∇XΦ)(Y, Z) + (∇Y Φ)(Z,X) + (∇ZΦ)(X,Y ).
Employing (4.7) into (5.7) and using (5.9), we can easily verify that the equality
0 = (∇∗XΦ)(Y, Z) + (∇
∗
ZΦ)(X,Y ) + (∇
∗
Y Φ)(Z,X)
holds. 
Proposition 4. For an almost cosymplectic statistical manifold we have
i)(Lξg)(X,Y ) = −2g(A
0X,Y ) = −g((A+A∗)X,Y ),
ii) (∇Xη)Y = (∇Xη)Y, iii) (∇
∗
Xη)Y = (∇
∗
Xη)Y.
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Proof. By direct calculations and using (1.1), we find
(Lξg)(X,Y ) = ξg(X,Y )− g([ξ,X ] , Y )− g(X, [ξ, Y ])
= g(∇ξX,Y ) + g(X,∇
∗
ξY )
−g(∇ξX,Y )− g(AX,Y )
−g(X,∇ξY )− g(X,AY ).
Due to the symmetry of the operator A , we get
(Lξg)(X,Y ) = g(X,∇
∗
ξY −∇ξY )− 2g(AX,Y ).
In view of (2.2), we obtain
(Lξg)(X,Y ) = −2g(X,KξY )− 2g(AX,Y )
= −2g(X,KY ξ)− 2g(AX,Y )
= −2g(X,A0Y ).
It is clear that one has
(∇Xη)Y = −g(Y,A
∗X) = −g(A∗Y,X) = (∇Y η)X
which completes ii).
Since dη = 0, one can easily get
(5.10) (∇0Xη)Y = (∇
0
Xη)Y.
From ii) and (5.10), we find that (∇∗Xη)Y = (∇
∗
Xη)Y. 
Proposition 5. For an almost cosymplectic statistical manifold we have
(∇XΦ)(Y, φZ) + (∇
∗
XΦ)(Z, φY ) = η(Y )g(AX,Z) + η(Z)g(A
∗X,Y )(5.11)
(∇∗XΦ)(φZ, φY )− (∇XΦ)(Y, Z) = η(Y )g(AX,φZ)− η(Z)g(AX,φY )(5.12)
for any X,Y, Z ∈ Γ(TM).
Proof. Differentiating the identity φ2 = −I + η ⊗ ξ covariantly, we obtain
(∇Xφ)φY + φ(∇Xφ)Y = −g(Y,A
∗X)ξ − η(Y )AX.
Projecting this equality onto Z and then using antisymmetry of φ, we get
g((∇Xφ)φY, Z)− g((∇Xφ)Y, φZ) = −η(Z)g(A
∗X,Y )− η(Y )g(AX,Z).
Recalling g((∇Xφ)Y, Z) = −g(Y, (∇
∗
Xφ)Z), we obtain
g(φY, (∇∗Xφ)Z) + g((∇Xφ)Y, φZ) = η(Z)g(A
∗X,Y ) + η(Y )g(AX,Z).
Finally, by Lemma 6, we find (5.11).
It is easily verified that
(∇∗Xφ)ξ = φA
∗X
for any X ∈ Γ(TM). So we get
(∇XΦ)(Y, ξ) = g((∇Xφ)Y, ξ)− 2g(KXφY, ξ)
= −g(Y, (∇∗Xφ)ξ)− 2g(φY,KXξ)
= −g(φA∗X,Y ) + 2g(AX,φY )− 2g(A0X,φY )
= −g(φA∗X,Y ) + 2g(AX,φY )− g(AX,φY )− g(A∗X,φY )
= g(AX,φY ).
Replacing Z by φZ in (5.11) and using foregoing equality, we finally arrive at the (5.12).

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Since an almost cosymplectic manifold is characterized by ∇0φ = 0, by Corollary 5
we have
Theorem 3. Let (M2n+1, g, φ,∇,∇∗) be a cosymplectic statistical manifold. Then
(5.13) (∇Xφ)Y = (KXφ)Y
(5.14) (∇∗Xφ)Y = −(KXφ)Y
for any X,Y ∈ Γ(TM).
Theorem 4. Let (M2n+1, g, φ,∇,∇∗) be an almost contact statistical manifold. Then
(M2n+1, g, φ,∇,∇∗) be a cosymplectic statistical manifold if and only if
(5.15) ∇XφY − φ∇
∗
XY = KXφY + φKXY
for any X,Y ∈ Γ(TM).
Corollary 8. (M2n+1, g, φ,∇,∇∗) is a cosymplectic holomorphic statistical manifold
if and only if ∇XφY = φ∇
∗
XY for any X,Y ∈ Γ(TM).
Let t be the coordinate on R.We denote by ∂t =
∂
∂t
the unit vector fileld on R. Define
affine connections ∇ and ∇∗ on R by
(5.16) R∇∂t∂t = λ(t)∂t and
R
∇
∗
∂t
∂t = λ
∗(t)∂t = −λ(t)∂t ,
where λ : R→ R is a smooth function. It is clear that (gR = dt
2,R∇,R∇∗) is a dualistic
structure on R.
By [21], the following proposition can be given.
Proposition 6 ( [21]). Let (gN ,
N ∇,N ∇∗) be dualistic structures on N . Let us consider
(M = R×N,<,>= dt2 + gN ) Riemannian product manifold . If U, V are vector fields
on N and ∇¯, ∇¯
∗
satisfy following relations on R×N :
(a) ∇¯∂t∂t = λ(t)∂t
(b) ∇¯
∂t
U = ∇¯U∂t = 0
(c) ∇¯UV =
N∇UV
and
(i) ∇¯
∗
∂t
∂t = −λ(t)∂t
(ii) ∇¯
∗
∂t
U = ∇¯
∗
U∂t = 0
(iii) ∇¯
∗
UV =
N∇
∗
UV
then (<,>, ∇¯, ∇¯
∗
) is a dualistic structure on M = R×N.
It is well known that a cosymplectic manifold is a locally product of an open interval
and a Kahlerian manifold [4]. So we can give
Theorem 5. Let (N, g,∇,∇∗, J) be a Kaehler statistical manifold and (R,∇R,∇∗Rdt)
be statistical manifold. Under the Proposition 6, R × N is a cosymplectic statistical
manifold.
Example 1 ( [3]). If a group operation in R3 is defined as
(t, x, y) ∗ (s, u, v) = (t+ s, e−tu+ x, etv + y)
for any (t, x, y), (s, u, v) ∈ R3 then (R3, ∗) is a Lie group which is called the solvable non-
nilpotent Lie group. The following set of left-invariant vector fields forms an orthonormal
basis for the corresponding Lie algebra:
E0 =
∂
∂t
, E1 = e
−t ∂
∂x
,E2 = e
t ∂
∂y
.
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According to this base , one can construct almost contact metric structure (φ, ξ, η, g) on
R
3 as follows:
η = dt, ξ = E0, φ = e
2tdx⊗
∂
∂y
− e−2tdy ⊗
∂
∂x
,(5.17)
g = dt⊗ dt+ e2tdx⊗ dx+ e−2tdy ⊗ dy.
We obviously get (R3, φ, ξ, η, g) is an almost cosymplectic manifold.
With respect to Example 1, we provide an example on almost cosymplectic statistical
manifold on R3.
Example 2. Consider Example 1 for almost cosymplectic statistical manifolds . By
(5.17) and Koszula formula, we can now proceed to calculate the Levi-Civita connections
(5.18)
∇
0
E1
E1 = −E0, ∇
0
E2
E1 = 0, ∇
0
E0
E1 = 0,
∇
0
E1
E2 = 0, ∇
0
E2
E2 = E0, ∇
0
E0
E2 = 0,
∇
0
E1
E0 = E1, ∇
0
E2
E0 = −E2, ∇
0
E0
E0 = 0.
Now we define torsion-free affine connections ∇,∇∗ as follows
(5.19)
∇E1E1 = −E0 + E2, ∇E2E1 = E1 + E0, ∇E0E1 = E2,
∇E1E2 = E1 + E0, ∇E2E2 = E0 + E2, ∇E0E2 = E1,
∇E1E0 = E1 + E2, ∇E2E0 = −E2 + E1, ∇E0E0 = E0.
(5.20)
∇
∗
E1
E1 = −E0 − E2, ∇
∗
E2
E1 = −E1 − E0, ∇
∗
E0
E1 = −E2,
∇
∗
E1
E2 = −E1 − E0, ∇
∗
E2
E2 = E0 − E2, ∇
∗
E0
E2 = −E1,
∇
∗
E1
E0 = E1 − E2, ∇
∗
E2
E0 = −E2 − E1, ∇
∗
E0
E0 = −E0.
where
(5.21)
KE1E1 = E2, KE2E1 = E1 + E0 KE0E1 = E2,
KE1E2 = E1 + E0, KE2E2 = E2, KE0E2 = E1,
KE1E0 = E2, KE2E0 = E1, KE0E0 = E0.
Hence we have
Zg(X,Y ) = g(∇ZX,Y ) + g(X,∇
∗
ZY )
for any X,Y, Z ∈ Γ(TM). It means that (R3, g,∇,∇∗, φ) is an almost cosymplectic
statistical manifold. We notice that AE0 and A
∗E0 are different from zero.
If torsion-free affine connections ∇,∇∗ satisfy the followings
∇E1E1 = −E0 + E2, ∇E2E1 = E1, ∇E0E1 = 0,
∇E1E2 = E1, ∇E2E2 = E0 + E2, ∇E0E2 = 0,
∇E1E0 = E1, ∇E2E0 = −E2, ∇E0E0 = 0.
∇
∗
E1
E1 = −E0 − E2, ∇
∗
E2
E1 = −E1, ∇
∗
E0
E1 = 0,
∇
∗
E1
E2 = −E1, ∇
∗
E2
E2 = E0 − E2, ∇
∗
E0
E2 = 0,
∇
∗
E1
E0 = E1, ∇
∗
E2
E0 = −E2, ∇
∗
E0
E0 = 0.
then (R3, g,∇,∇∗, φ) is again an almost cosymplectic statistical manifold. In this case
A = A∗ = A0 and also the integral curves of E0 = ξ are geodesics respect to affine
connections ∇,∇∗.
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Now we will give an application for Equations (4.2) and (4.3). LetM2n+1 = (M,φ, ξ, η, g)
be an almost cosymplectic statistical manifold. By the definition, the form η is closed,
therefore distribution D : η = 0 is completely integrable. Each leaf of the foliation,
determined by D, carries an almost Kaehler structure (J,<,>)
JX¯ = φX¯,
〈
X¯, Y¯
〉
= g(X¯, Y¯ ),
X¯, Y¯ are vector fields tangent to the leaf. If this structure is Kaehler statistical, leaf is
called a Kaehler statistical leaf. Other hand Dacko and Olszak [4],[15] announced that
an almost cosymplectic manifold has Kaehler leaves if and only if
(∇0Xφ)Y = g(A
0X,φY )ξ + η(Y )φA0X, A0 = −∇0ξ.
Using the last equation in (4.2) and (4.3), we have following.
Theorem 6. An almost cosymplectic statistical manifold has Kaehler statistical leaves
if and only if
(∇Xφ)Y = (KXφ)Y + g(A
0X,φY )ξ + η(Y )φA0X,
(∇∗Xφ)Y = −(KXφ)Y + g(A
0X,φY )ξ + η(Y )φA0X.
The (1,1) tensor field K ◦ φ + φ ◦ K is important to define hololmorphic statistical
manifolds. So above theorem can be given following.
Corollary 9. An almost cosymplectic statistical manifold has Kaehler statistical leaves
if and only if
(5.22) ∇XφY − φ∇
∗
XY = g(A
0X,φY )ξ + η(Y )φA0X +KXφY + φKXY
for any X,Y ∈ Γ(TM) .
6. Curvature properties on almost cosymplectic statistical manifolds
In this section, we study curvature properties of an almost cosymplectic statistical
manifold. By simple computations, we have the following theorem.
Theorem 7. Let (M2n+1, φ, ξ, η, g) be an almost cosymplectic statistical manifold. Then,
for any X,Y ∈ Γ(TM2n+1),
R(X,Y )ξ = (∇XA)Y − (∇YA)X,(6.1)
R∗(X,Y )ξ = (∇∗XA
∗)Y − (∇∗YA
∗)X.(6.2)
We define (1, 1) tensor fields h0, h and h∗ on M2n+1 by
h0 =
1
2
(Lξφ)(6.3)
h =
1
2
(Aφ− φA), h∗ =
1
2
(A∗φ− φA∗),(6.4)
respevtively. It is proved that h0 is symmetric and h0 = A0φ in [4]. In the following
proposition we establish some properties of the tensor fields h and h∗ and provide a
relation between h0, h and h∗.
Proposition 7. Let (M2n+1, φ, ξ, η, g) be an almost cosymplectic statistical manifold.
Then
(6.5) g(hX, Y ) = g(X,hY ) and g(h∗X,Y ) = g(X,h∗Y ),
(6.6) h0X = hX +
1
2
(Kζφ)X and h
0X = h∗X −
1
2
(Kζφ)X.
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Proof. Using the antisymmetry of φ and the symmetry of A,A∗, we have the equation
(6.5). By direct computations we obtain
(Lζφ)X = (∇ζφ)X +AφX − φAX
= (∇ζφ)X + 2hX
(4.2)
= (Kξφ)X + 2hX
and
(Lζϕ)X = (∇
∗
ζϕ)X + 2h
∗X
4.3
= −(Kξφ)X + 2h
∗X.
So from above the last equations we get
(6.7) h∗X − hX = (Kξφ)X.
On the other hand one can easily obtain that
(6.8) h∗X + hX = 2h0X.
By (6.7) and (6.8) we are led to (6.6). 
Corollary 10. Let (M2n+1, φ, ξ, η, g) be an almost cosymplectic statistical manifold.
Then Kξϕ = 0 if and only if Aφ = −φA
∗ and A∗φ = −φA if and only if ∇ξφ = 0 = ∇
∗
ξφ
By (5.2), (6.1) and (6.2) we find following.
Theorem 8. Let (M2n+1, φ, ξ, η, g) be an be an almost cosymplectic statistical manifold.
Then, for any X,Y ∈ Γ(TM),
4R0(X,Y )ξ = R(X,Y )ξ +R∗(X,Y )ξ(6.9)
+(∇∗Y A)X − (∇
∗
XA)Y + (∇YA
∗)X − (∇XA
∗)Y.
For an almost cosymplectic manifold, we can give well known equality (see [16]):
(6.10) R0(X, ξ)ξ − φR0(φX, ξ)ξ = −2(A0)2.
Theorem 9. Let (M2n+1, φ, ξ, η, g) be an almost cosymplectic statistical manifold. We
assume that Kξϕ = 0 and Aξ = 0.Then, for any X ∈ Γ(TM), we have
(6.11) R(X, ξ)ξ − φR(φX, ξ)ξ +R∗(X, ξ)ξ − φR∗(φX, ξ)ξ) = −2(A2 + (A∗)2)X,
(6.12) S(ξ, ξ) + S∗(ξ, ξ) = −tr(A2 + (A∗)2).
Proof. If we replace Y by ξ in (6.9) and recall Remark 1 we have
4R0(X, ξ)ξ = R(X, ξ)ξ +R∗(X, ξ)ξ
+(∇∗ξA)X + (∇ξA
∗)X
+A∇∗Xξ +A
∗
∇Xξ
= R(X, ξ)ξ +R∗(X, ξ)ξ(6.13)
+(∇∗ξA)X + (∇ξA
∗)X
−(AA∗ +A∗A)X.
14 AZIZ YAZLA1, I˙REM KU¨PELI ERKEN2, AND CENGIZHAN MURATHAN 3
Replacing X by φX in (6.13) and then applying the tensor field φ both sides of the
obtained equation and recalling that Aξ = 0
Remark1
= A∗ξ we readily find
4φR0(φX, ξ)ξ = φR(φX, ξ)ξ + φR∗(φX, ξ)ξ
+φ(∇∗ξA)φX + φ (∇ξA
∗)φX(6.14)
+(AA∗ +A∗A)X.
Substracting (6.13) from (6.14) we get
4(R0(X, ξ)ξ − φR0(φX, ξ)ξ) = R(X, ξ)ξ − φR(φX, ξ)ξ +R∗(X, ξ)ξ − φR∗(φX, ξ)ξ
+(∇∗ξA)X + (∇ξA
∗)X − φ(∇∗ξA)φX − φ (∇ξA
∗)φX(6.15)
−2(AA∗ +A∗A)X.
Other hand, using (5.2) and (6.10) we conclude that
(6.16) − 2(AA∗ +A∗A) = 4((R0(X, ξ)ξ − φR0(φX, ξ)ξ) + 2A2 + 2(A∗)2.
Using (6.16) in (6.15) we have
0 = R(X, ξ)ξ − φR(φX, ξ)ξ +R∗(X, ξ)ξ − φR∗(φX, ξ)ξ
+(∇∗ξA)X + (∇
∗
ξA)X − φ(∇
∗
ξA)φX − φ (∇
∗
ξA)φX(6.17)
+2(A2 + (A∗)2).
Beacause of Corollary 10 we have
(6.18) φ(∇∗ξA)φX + φ (∇
∗
ξA)φX = (∇ξA)X + (∇
∗
ξA
∗)X − g(ξ,∇ξA+∇
∗
ξA
∗X)ξ.
A short calculation leads to
(6.19) g(ξ,∇ξA+∇
∗
ξA
∗X) = 0.
We finally find
(6.20) φ(∇∗ξA)φX + φ (∇ξA
∗)φX = (∇ξA)X + (∇
∗
ξA
∗X)X.
Combining (6.17) with (6.20) we get
0 = R(X, ξ)ξ − φR(φX, ξ)ξ +R∗(X, ξ)ξ − φR∗(φX, ξ)ξ(6.21)
+(∇∗ξ(AX −A
∗))X − (∇ξ(A−A
∗))X
+2(A2 + (A∗)2).
Using the equality A−A∗ = 2Kξ in (6.21) we obtain (6.11).
Taking into account φ-basis and (6.11), we readily find
S(ξ, ξ) + S∗(ξ, ξ) = −tr(A2 + (A∗)2).

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