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Abstract
Most point-based semantic segmentation methods are designed for indoor scenar-
ios, but many applications such as autonomous driving vehicles require accurate
segmentation for outdoor scenarios. For this goal, light detection and ranging (Li-
DAR) sensors are often used to collect outdoor environmental data. The problem is
that directly applying previous point-based segmentation methods to LiDAR point
clouds usually leads to unsatisfactory results due to the domain gap between indoor
and outdoor scenarios. To address such a domain gap, we propose a new paradigm,
namely projected-point-based methods, to transform point-based methods to a
suitable form for LiDAR point cloud segmentation by utilizing the characteristics
of LiDAR point clouds. Specifically, we utilize the inherent ordered information
of LiDAR points for point sampling and grouping, thus reducing unnecessary
computation. All computations are carried out on the projected image, and there
are only pointwise convolutions and matrix multiplication in projected-point-based
methods. We compare projected-point-based methods with point-based methods
on the challenging SemanticKITTI dataset, and experimental results demonstrate
that projected-point-based methods achieve better accuracy than all baselines more
efficiently. Even with a simple baseline architecture, projected-point-based meth-
ods perform favorably against previous state-of-the-art methods. The code will be
released upon paper acceptance.
1 Introduction
Understanding the environment is essential for autonomous driving vehicles. For this goal, light
detection and ranging (LiDAR) sensors are usually used and the semantic segmentation of the point
clouds captured by LiDAR sensors is an essential step for autonomous vehicles. In recent years,
several deep learning approaches have been proposed that operate on point clouds [14, 15, 18, 22].
These point-based methods perform very well for small-scale indoor scenarios where dense point
clouds are generated by fusing data captured by RGB-D sensors. It was, however, shown in [1] that
these methods do not perform well in terms of efficiency and accuracy for point clouds captured by a
rotational LiDAR sensor in outdoor scenarios. This is due to two reasons. First, the computational
cost of point-based methods increases with the total number of points in a point cloud and LiDAR
point clouds for outdoor scenes are very large. Second, the density of LiDAR point clouds drops
rapidly with the distance to the LiDAR sensor as shown in the top row of Fig. 1.
In this work, we address these issues and demonstrate that point-based methods can be reformulated
such that they are suitable for LiDAR data. The core idea is that we make use of a projection of the
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Figure 1: Due to the nature of LiDAR sensors, the captured 3D point cloud can be projected onto a
plane. This means that neighboring points in 3D are also close in the projected plane, but neighbors
in the projected plane can be far distant in 3D. Furthermore, the points become more sparse as
the distance to the sensor increases (green arrow) while the points are dense in the projection. We
highlight some objects by bounding boxes as an example. Best seen using the zoom function of a
PDF viewer.
LiDAR point cloud as shown in the bottom row of Fig. 1. In contrast to methods [20, 21, 12] that
apply 2D convolutions, we preserve the architectures and the operations of point-based methods.
Point-based methods comprise several steps that are repeated within the network architecture. These
steps include the sampling of 3D points of the point cloud, grouping neighboring points for each
sampled point, and computing a feature based on the grouped points. In this work, we show how
these operations can be performed in the projected space and how these operations can be efficiently
implemented. Although the operations are the same, the projection leads to significant differences.
For instance, the sampled points are differently distributed as shown in Fig. 3. The sampled points of
the projected-point version are actually better distributed than the sampled points of the point-based
methods that oversample the sparse distant points in a LiDAR point cloud. We term the projected
versions of point-based methods projected-point-based methods.
As examples, we use PointNet++ [15], SpiderCNN [23], and PointConv [22] as point-based ap-
proaches and convert them into projected-point-based methods. We evaluate them on the Se-
manticKITTI dataset [1], which is a large-scale dataset for semantic segmentation of LiDAR point
clouds. For the three point-based methods, the projected-point-based methods reduce the runtime by
factors between 300 and 400 and increase the mIoU by 58% - 68%.
In summary, we show in this works that
• point-based methods can be converted into projected-point-based methods for processing
LiDAR point clouds,
• the converted point-based methods are more efficient and achieve a higher accuracy than the
original point-based methods.
2 Related Work
In this section, we briefly review recent methods for LiDAR point cloud segmentation. Although
CNN-based methods have achieved great success in 2D image segmentation, they cannot be directly
applied to point cloud segmentation. This is because the point cloud is in an orderless structure
and it is difficult to extract local features for 3D points. To handle this problem, permutation-
invariant operations are adopted in PointNet [14] to aggregate information. However, the local
information is not taken into consideration in PointNet [14], which leads to performance loss. This is
addressed in PointNet++ [14] by gathering local information gradually. The gathering operations
in PointNet [14] and PointNet++ [14] are pooling operations which ignore the relative position
in the local area. SpiderCNN [23] models this information by a polynomial and achieves better
performance. The distribution of 3D points is usually unbalanced, which provides informative clues
for the recognition. PointConv [22] explicitly fuses density information into the architecture to
improve model representation ability. PointCNN [11] proposes a is a generalization of typical CNNs
to feature learning from point clouds. 3DMV [3] combines 2D and 3D features together for better
predictions. Apart from directly processing 3D information, TangentConv [18] projects local points
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Figure 2: Overall architecture of PointNet++ or its projected-point-based version (P2Net++).
to a tangent plane and applies 2D convolutions on it. The above methods are mainly designed for
small-scale scenes with a limited number of points, especially for indoor scenarios. Different from
them, SPGraph [10] is more suitable for large-scale scenes by defining super-point to extract compact
representation. However, these methods do not take the distribution characteristic of LiDAR point
clouds into consideration and are thus suboptimal in both performance and efficiency.
Recently, there are some methods that convert the 3D point cloud to a 2D image according to the
scan pattern of LiDAR sensors and then apply a 2D CNN on this 2D image. FuseSeg [9] combines
color and spatial information to segment LiDAR point clouds. DeepTemporalSeg[4] proposes a
temporally consistent method for LiDAR point cloud segmentation. SqueezeSeg methods [20, 21]
adopt SqueezeNet [7] as the backbone and use a conditional random field (CRF) as post-processing.
PointSeg [19] adopts a similar architecture as SqueezeNet [7] but uses dilation convolution to keep
more spatial information. Based on SqueezeSeg, RangeNet++ [12] replaces the backbone with
Darknet [16] and designs a k-Nearest-Neighbor (k-NN) search as its post-processing. Ideally, only
nearby information should be utilized for label prediction. However, the nearby points in the projected
image may be far away in the 3D space as shown in Fig. 1. In the proposed projected-point-based
methods, 3D neighbor points are used instead of 2D ones to avoid this problem.
3 Projected PointNet
In order to show how a network operating on Lidar points can be converted into a projected-point-
based method, we use PointNet++ [15] as an example. In Section 3.3, we discuss the projected-point-
based versions of two other point-based networks, namely SpiderCNN [23] and PointConv [22].
Before we discuss our approach in Section 3.2, we briefly discuss the main operations of PointNet++.
3.1 Review of PointNet++
We choose PointNet++ [15] as an example since it is very popular and has been used as the baseline
in many works. The pipeline of PointNet++ is shown in Fig. 2. PointNet++ consists of so-called
Set Abstraction modules and Feature Propagation modules as shown in Fig. 2. The Set Abstraction
module comprises a sampling layer, a grouping layer, and a PointNet layer. The sampling layer
chooses a subset from the input point set, which defines the centroids of local regions. Fig. 3 shows
the sampled points. The grouping layer groups the neighboring points of each centroid, which forms
a local region. The PointNet layer computes a feature vector based on the neighboring points using
a multilayer perceptron (MLP) and max pooling. While the set abstraction modules subsample the
original point set, the feature propagation modules recover the original point set by distance based
interpolation:
f (j)(x) =
∑k
i=1 wi(x)f
(j)
i∑k
i=1 wi(x)
where wi(x) =
1
d (x, xi)
p , j = 1, . . . , C, (1)
where f is a point-wise feature and d(xi, xj) is the distance between point xi and xj .
3.2 Projected PointNet++
To convert PointNet++ into a projected-point-based method, we will not change the architecture, but
we need to convert the Set Abstraction and the Feature Propagation module into projected versions
as shown in Fig. 2. As input, we use the projected LiDAR point cloud as it has been proposed in
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Figure 3: Comparison of the sampling methods in PointNet++ (top) and projected PointNet++
(bottom). 1024 points are sampled from the LiDAR point cloud. For better visualization, we show
the 2D projected image with white points denoting the sampled points. PointNet++ only samples a
few points for close objects like cars and most sampled points lie on the distant region where the real
distribution of points is sparse, making it unable to reveal the real data distribution.
[20]. We will first describe the projected sampling layer (Section 3.2.1), the projected grouping layer
(Section 3.2.2), and the projected PointNet layer (Section 3.2.3) of the projected Set Abstraction
module and then the projected Feature Propagation (Section 3.2.4).
3.2.1 Projected Sampling Layer
PointNet++ [15] uses farthest point sampling to sample a subset of 3D points. It is designed to
maximize the distance between sampled points that are thus uniformly scattered in the 3D space.
However, the real distribution of LiDAR points is not uniform and becomes sparse as the distance to
the sensor increases as shown in Fig. 1. This mismatch harms the performance when applying farthest
point sampling to LiDAR points, as shown in Fig. 3. Furthermore, the computational complexity
of FPS is O(N logN) where N is the number of 3D points [8]. This makes the approach highly
inefficient for large point clouds which are common for Lidar sensors. Therefore, farthest point
sampling is suboptimal for LiDAR point cloud segmentation in terms of both effectiveness and
efficiency. To address this problem, we propose to uniformly sample the 3D points from the projected
point cloud as shown in Fig. 3. This has the advantage that we sample rays instead of points, which
means that the distance between the sampled points is larger if they are farther away from the sensor.
Hence the distribution of sampled points accords with the original point cloud. Another benefit is
that we can use a 2D grid structure for sampling such that the computational complexity becomes
O(M) where M = H ′ ×W ′ is the number of sampled points and M  N .
3.2.2 Projected Grouping Layer
For grouping neighboring 3D points, PointNet++ uses a ball query to obtain for each sampled point
all points that are within a given distance. While a naive implementation has the complexity of
O(MN), more efficient implementations reduce it using data structures like k-d trees or octrees [2].
This, however, increases memory requirements. In order to make the grouping of PointNet++ [15]
much more efficient, we search neighboring rays first and then exclude the points that are too far
away from the sampled point. We obtain the neighboring rays by taking the k × k neighbors in the
projected point cloud as shown in Fig. 4. The parameter k provides a trade-off between accuracy and
runtime as we will show in the experiments. For each of the k2 points, we obtain the 3D points and
subtract the 3D position of the sampled point to convert the points from global coordinates to local
coordinates as in PointNet++. We then compute the norm of each point, i.e., the 3D distance to the
sampled point, and mask all points that are within a given distance. The complexity of this operation
is O(Mk2) where k2  logN . A comparison between this grouping strategy and the grouping in
PointNet++ is displayed in Fig. 4.
Fig. 5 illustrates how projected sampling and grouping are efficiently implemented in a network.
Given the input R(C+3)×H×W , where C is the number of feature channels, which are concatenated
with the 3D coordinates (C + 3), the unfold operations uniformly samples H ′ × W ′ points as
discussed in Section 3.2.1 and copies the corresponding k × k neighborhood for each sampled point
m ∈ H ′ × W ′. This yields the tensor Fin ∈ R(C+3)×k2×H′×W ′ . For each sampled point, we
then subtract the 3D coordinate of the sampled point from the coordinates of the corresponding k2
neighboring points. We finally compute the distance map Rk2×H′×W ′ and the binary neighborhood
mask {0, 1}k2×H′×W ′ , which is 1 if a point is within the radius of a sampled point. The neighborhood
mask defines the grouping for each sampled point.
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Figure 4: Comparison of the projected grouping layer (right) with the original one in PointNet++ [15]
(left). PointNet++ uses a ball query to obtain for each sampled point (red) all neighboring points
(orange) within a certain radius. In contrast, our method searches first the k× k neighboring rays and
then we discard the points that are outside the radius (dark green point).
At this step, we directly compute the inverse distance map, which will be used in the Projected
Feature Propagation module described in the next section, and the inverse density map as described
in [22]. The latter will be needed for converting PointConv [22] into a projected-point-based method.
3.2.3 Projected PointNet Layer
The PointNet layer in PointNet++ uses max pooling and an MLP. Given Fin ∈ R(C+3)×k2×H′×W ′
after the unfold operation and the neighborhood mask, the projected point net layer can thus be
formulated as
Fout = Pooling(MLP(Fin ⊗M)). (2)
The symbol ⊗ denotes element-wise multiplication andM is the neighborhood mask, which has
been duplicated (C + 3)-times to have the same size as Fin. Fig. 7a illustrates this operation.
3.2.4 Projected Feature Propagation Module
As described in Section 3.1 and illustrated in Fig. 2, the feature propagation modules recover the
original point set by distance based interpolation Equ. (1). Since our sampled points are uniformly
distributed on the projected image, this can be very efficiently implemented. The sampled points
are first set back to its original positions. The distance based interpolation (Inp) is then applied as
in Equ. (1) using the precomputed inverse distance map Dˆ. As illustrated in Fig. 2, there are skip
connections between the blocks. The interpolated features Inp(Fin, Dˆ) are thus concatenated with
the point features from the corresponding set abstraction module (Fˆ ) and fed into an MLP, i.e.,
Fout = MLP(Concat(Inp(Fin, Dˆ), Fˆ )) (3)
The projected version of the Feature Propagation module is illustrated in Fig. 6.
3.3 Projected SpiderCNN and PointConv
So far we discussed how PointNet++ [15] can be converted into a projected-point-based method,
but the approach can be applied to other point-based networks as well. In this section, we therefore
briefly describe how two other networks, namely SpiderCNN [23] and PointConv [22], are converted
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Figure 5: Illustration of the projected version of the Set Abstraction module.
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Figure 6: Illustration of the projected feature propagation module.
into projected-point-based methods. Fig. 7 illustrates the differences between the projected versions
of PointNet++, SpiderCNN, and PointConv.
Projected SpiderCNN (PSCNN) can be viewed as a ‘soft’ version of P 2Net++ because it weights
each point feature according to its relative position to the corresponding sampled point. Instead of
using a neighborhood mask, it computes the weight for each point. In our case, the operations are
performed for the k × k neighborhood. The operations of the set abstraction in PSCNN are thus
defined by
Fout = MLPout(MLPin(Fin)WeightNet(P)) (4)
where the symbol  denotes matrix multiplication, and P denotes the unfolded 3D coordinates after
subtracting the 3D coordinates of the corresponding sampled point as shown in Fig. 5. Here, we omit
the dimensions which are shown in Fig. 7c. For feature propagation, PSCNN follows Equ. (3) and
the main difference is that PSCNN applies Equ. (4) on the interpolated features.
Projected PointConv (P 2Conv) uses the point density as additional information. The green branch in
Fig. 7d therefore takes the inverse density map D from Fig. 5 as in input. The operations of the set
abstraction in P 2Conv are defined by
Fout = MLPout((MLPin(Fin)⊗ DensityNet(D))WeightNet(P)). (5)
Similar to PSCNN, P 2Conv follows Equ. (3) for feature propagation, but it applies Equ. (5) on the
interpolated features.
These examples show that point-based methods can be easily converted into projected-point-based
methods. Since there are only some pointwise convolutions and multiplication operations, projected-
point-based methods are very efficient and allow them to process several LiDAR scans per second.
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Figure 7: Projected versions of the set abstraction module for PointNet++ [15], SpiderCNN [23],
and PointConv [22]. For the dimension mismatch in the element-wise operations, we omit the
broadcasting mechanism because it is the default operation in modern deep learning frameworks like
PyTorch [13]. We also omit MLPin from Equ. (4) and Equ. (5).
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4 Discussion of Projected-point-based and Projected-based Methods
Although both projected-point-based and projected-based methods use a projection, the main differ-
ence between them is that projected-point-based methods learn deep features from 3D-neighboring
points as 3D point-based methods, while projected-based methods apply 2D convolutions to the
projected 2D image neglecting 3D spatial relations. In this work, we show how point-based methods
can be converted into projected-point-based methods without changing the architecture design and
principles. This potentially allows us to leverage 3D point-based methods and projected-based
methods in the future where 2D convolutions and operations over a set of points are combined.
Therefore, the proposed projected-point-based methods open a new perspective for LiDAR point
cloud segmentation, which shows promising results as discussed in the next section.
5 Experiments
5.1 Experimental Setup
We use the SemanticKITTI dataset [1] to evaluate our method. SemanticKITTI provides pixel-wise
semantic labels for the entire KITTI Odometry Benchmark [6]. We adopt its training set for training,
its validation set for ablation study, and its test set for the comparison with state-of-the-art methods.
To evaluate each segmentation method, we use the well-known mean intersection over union (mIoU)
metric [5] over all classes. For a fair comparison, all experiments are performed with a single GPU.
5.2 Ablation Study
To better understand the projected-point-based segmentation, we first explore the influence of the size
k of the 2D search region in the projected grouping layer. Here, we evaluate projected PointNet++
(P2Net++) with an input resolution of 64×512. The results are shown in the left of Tab. 1. We can see
that the performance improves and the speed slows down with the search size k increasing. However,
the improvement from k = 5 to k = 7 is not as large as that from k = 3 to k = 5, which suggests the
local region with k = 5 has already included most important neighboring points. Considering the
trade-off between effectiveness and efficiency, we set k = 5 in the following experiments.
Then, we evaluate the effect of different input resolutions, and we summarize the results in Tab. 1.
We can observe that increasing the input resolution from 64×512 to 64×1024 can sightly improve
performance but the cost is more computational load. However, when the resolution changes from
64×1024 to 64×2048, the performance degrades dramatically. Maybe this is because when increasing
the input resolution, the search size k is kept the same, which leads to a smaller receptive filed. For
a good trade-off between effectiveness and efficiency, we set the input resolution to 64×512 if not
mentioned.
Finally, we compare the original models with their projected version. The three baseline methods
are PointNet++ [15], SpiderCNN [23] and PointConv [22]. We display the results in Tab. 2. We
can see that the projected-point-based methods achieve much better performance than the original
baselines. The improvement is about 10% for all baselines in terms of both accuracy and mIoU. For
SpiderCNN [23] and PointConv [22], the mIoU is even improved by about 15%. These results prove
the effectiveness of projected-point-based methods. We show some visualization in Fig. 8.
k Acc mIoU Scans/s
3 71.4 26.8 38.2
5 74.7 30.7 30.0
7 76.2 31.9 23.7
Resolution Acc mIoU Scans/s
64×512 74.7 30.7 30.0
64×1024 77.4 31.3 17.2
64×2048 75.2 25.7 9.4
Table 1: Effect of different search sizes k (left) and different input resolutions (right).
PointNet++ [15] P2Net++ SCNN [23] PSCNN PConv [22] P2Conv
Acc 64.6 74.7 70.3 81.5 72.5 82.5
mIoU 19.4 30.7 21.8 36.8 23.2 37.6
Scans/sec 0.1 30.0 0.04 12.9 0.03 12.2
Table 2: Comparison with the original baseline methods.
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Pointnet [14] 46.3 1.3 0.3 0.1 0.8 0.2 0.2 0.0 61.6 15.8 35.7 1.4 41.4 12.9 31.0 4.6 17.6 2.4 3.7 14.6 2
Pointnet++ [15] 53.7 1.9 0.2 0.9 0.2 0.9 1.0 0.0 72.0 18.7 41.8 5.6 62.3 16.9 46.5 13.8 30.0 6.0 8.9 20.1 0.1
SPGraph [10] 68.3 0.9 4.5 0.9 0.8 1.0 6.0 0.0 49.5 1.7 24.2 0.3 68.2 22.5 59.2 27.2 17.0 18.3 10.5 20.0 0.2
SPLATNet [17] 66.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 70.4 0.8 41.5 0.0 68.7 27.8 72.3 35.9 35.8 13.8 0.0 22.8 1
TangentConv [18] 86.8 1.3 12.7 11.6 10.2 17.1 20.2 0.5 82.9 15.2 61.7 9.0 82.8 44.2 75.5 42.5 55.5 30.2 22.2 35.9 0.3
P2Net++ 73.3 13.0 5.4 11.8 8.3 6.4 15.5 2.1 86.3 40.1 60.1 7.2 61.7 32.1 55.8 13.1 51.6 4.2 14.7 29.6 30.0
P2Net++∗ 78.9 13.4 6.2 12.0 8.5 7.2 18.7 2.2 86.4 40.9 60.7 6.7 65.9 33.8 58.3 14.6 52.8 5.6 19.8 31.2 29.4
PSCNN 79.8 19.8 11.2 15.8 14.3 15.1 20.5 8.8 87.1 41.8 64.7 8.7 72.2 37.9 68.0 28.4 58.0 13.1 31.3 36.7 12.9
PSCNN∗ 85.9 20.8 13.2 16.2 14.8 16.9 28.8 9.3 87.1 42.4 65.3 8.5 76.9 40.8 71.1 33.3 59.5 21.1 37.7 39.5 12.6
P2Conv 79.5 19.0 12.7 13.8 10.7 14.9 18.2 5.8 87.8 46.6 66.6 7.3 73.2 40.1 69.4 30.9 59.3 14.1 32.1 36.9 12.2
P2Conv∗ 85.6 20.4 14.4 14.4 11.5 16.9 24.9 5.9 87.8 47.5 67.3 7.3 77.9 43.4 72.5 36.5 60.8 22.8 38.2 39.8 12.1
Table 3: Comparison with state-of-the-art methods. The symbol ∗ means using k-NN post-processing.
5.3 Comparison with State-of-the-art methods
In this part, we compare our projected-point-based methods with previous state-of-the-art methods
on the SemanticKITTI test set. The results are shown in Tab. 3. We can see that even without
the best setting (large search size and input resolution) or modern architecture (we use a simple
encoder-decoder architecture without adjustment), projected-point-based methods perform favorably
against previous state-of-the-art methods. Projected-point-based methods are also much faster than
other methods. This proves the effectiveness and efficiency of our design. Another advantage of
our design is that it can utilize the highly efficient k-NN [12] as post-processing to further improve
performance. k-NN post-processing can boost the mIoU by about 2% to 3%. We also find that most
point-based methods can hardly detect small objects (e.g., near 0 mIoU for the classes of bicycle,
truck, and motorcyclist), but projected-point-based methods can successfully detect small objects.
(a) P2Net++ (b) PSCNN
(c) P2Conv (d) Ground Truth
Figure 8: Qualitative visualization. We highlight wrong predictions using red boxes. P2Net++ gets
bad predictions for distant scenes due to the weak aggregation capability of pooling operations.
P2Conv achieves better results than PSCNN, which proves the effectiveness of density information.
6 Conclusion
In this paper, we propose a new paradigm to convert point-based methods to projected-point-based
methods for LiDAR point cloud segmentation by utilizing the distribution characteristic of LiDAR
points. We evaluate our method on three point-based baselines. The experimental results demonstrate
that projected-point-based methods achieve much better segmentation accuracy and efficiency than
the original point-based methods consistently. Even with the simplest architecture, the converted
model performs favorably against previous state-of-the-art methods. In the future, we plan to design
new architectures based on projected-point-based methods for further improvement.
8
Broader Impact Discussion
This paper opens a new perspective for LiDAR point cloud segmentation by converting point-based
segmentation methods to projected-point-based methods. This work can be applied to autonomous
driving vehicles for environment understanding where LiDAR sensors are often used to collect
environmental data. This work has no obvious harm to society, and it is not our original intention if
this work is used for some bad purposes as other computer vision techniques.
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