Cokriging is a powerful tool for geostatistical parameter identification. The unknown parameter field, e.g. hydraulic conductivity, is considered a stationary random space function, which then is conditioned on observations of dependent quantities, such as hydraulic head and the arrival time of conservative tracers. Discretizing the parameter field by many element-, cell-or point-related values, the underlying problem is underdetermined since only few measurements are available. The problem of under-determination is overcome by the introduction of a priori knowledge, allowing a rigorous uncertainty analysis in the Bayesian framework. Cokriging is, however, often restricted by its computational costs. We show how to increase the computational efficiency of iterative cokriging by using a combination of both well-known and newly developed mathematical methods.
Introduction
Cokriging is a geostatistically based technique to identify an unknown spatial parameter field given observations of a correlated quantity. Originally developed for mining exploration, cokriging has successfully been used as tool for inverse modeling in other fields such as hydrogeology (Kitanidis 1983 , Harvey & Gorelick 1995 , Sun 1994 . In geostatistical inverse modeling, we consider the unknown parameters ¡ , such as the hydraulic conductivity field of a porous formation, as a random space function which is conditioned on observations ¢ of dependent quantities, such as the hydraulic head or the travel time of a solute (Cirpka & Kitanidis 2001) . The dependency of the observations on the unknown parameters, called the transfer function, is in most hydrological applications a pde, such as the groundwater flow equation or the transport equation.
It has been shown, that universal cokriging is identical to a Bayesian analysis for the conditional mean of the unknowns with diffuse prior information about the mean (Kitanidis 1986 ). The rigorous Bayesian context allows an accurate quantification of the parameter uncertainty while imposing a minimum of structural assumptions onto the unknowns.
Rather than considering a continuous space function, the unknowns are discretized on a computational grid, with £ grid cells corresponding to £ unknown values. The resolution for this grid is in most applications given by numerical groundwater flow and transport models, which are, e.g., discretized by A disadvantage of traditional cokriging techniques lies in the computational costs, increasing with the square or cube of the number of unknown values £ , depending on the algorithms used. Conventional implementations of iterative cokriging have been restricted to a certain maximum problem size for reasons of computational costs or storage requirements (Zimmerman et al. 1998) . Among other reasons, this has led to the development of alternative geostatistical methods of inversing. These alternative methods avoid the computationally most expensive steps or execute them only partially (RamaRao et al. 1995 , GomezHernandez et al. 1997 , Zimmerman et al. 1998 at the cost of sacrificing the rigor in determining the parameter uncertainty.
In our present work, we have collected mathematical tools that reduce the computational costs of iterative cokriging to make it competitive with these alternative methods. This paper is structured as follows: in the next section, we give a short derivation of iterative cokriging. After that, we discuss which steps are the computationally most expensive ones and present the methods that are apt to reduce these costs. Finally, we present a test case of iterative cokriging using a combination of all methods available to demonstrate the effectivity of these methods.
Basic Equations
Consider the unknown values of the hydraulic log-conductivity a 
in which 3 F C is the £ P ¥ £ sensitivity matrix evaluated at
a modified vector of observations is introduced
. In the following, the index X will be omitted unless necessary.
Following Bayes theorem, the prior distribution 
hereafter referred to as the objective function. The resulting estimator is (Kitanidis 1996) :
in which C and C are parameters obtained by solving the cokriging system:
Since for non-linear problems 3 $ C depends on ¡ T C , eq. (5) and eq. (6) are applied repeatedly. The uncertainty of the estimate is specified by the posterior covariance ¢ (Kitanidis 1996) :
which is exact for linear problems.
The greatest contributions to the computational costs of cokriging arise from a few basic operations. (1) computing the sensitivity matrix 3 , (2) evaluating the matrix products 3 and 3 3 , (3) evaluating the objective function and (4) repeating these steps within an iterative algorithm. In the next section, we discuss methods for each of these operations that drastically reduce their computational costs.
Efficient algorithms for cokriging
Computing the sensitivity matrix. To numerically compute the derivative . Sun & Yeh (1990) , van Loan 1992 .
and the likelihood term before linearization
The latter has computational costs
. The a priori term in the form of eq. (8) requires explicit storage of , again resulting in extreme memory consumption. However, it can be shown that the a priori term can be simplified to :
which minimizes storage requirements and computational costs since 3 3 has already been computed in previous steps. Evaluating the quadratic form with merely takes 8 £ ¤ floating point operations.
Iteration algorithm. The standard algorithm used for iterative cokriging is a procedure formally similar to the well-known Gauss-Newton algorithm (Kitanidis 1995 , McLaughlin & Townley 1996 . Some differences arise from the fact that cokriging is the solution of an underdetermined problem. Like the Gauss-Newton algorithm (GN), the standard iterative cokriging algorithm (IC) is a powerful tool for quasi-linear problems, but fails to converge for problems with higher degrees of non-linearity.
Additionally, the IC has other drawbacks based on the underdetermined character of the underlying problem. The cokriging estimate is defined by the value of ¡ that minimizes the sum of the a priori term (eq. 8) and the likelihood term (eq. 9). The graphical interpretation of the objective function is, that its minimum is both very smooth in the sense the prior distribution of ¡ , and at the same time honors the observations as specified by the likelihood of the measurements. In many cases where the degree of non-linearity is sufficiently high to cause the existence of local minima of the objective function, the IC algorithm converges to solutions that fail to comply with the smoothness condition ).
The Levenberg-Marquardt algorithm (LM) is a popular derivative of the GN that enjoys a great popularity due to its robustness for non-linear problems in all fields of engineering. However, since IC differs from GN in some aspects, LM has to be modified on a basic level to be adapted for cokriging. In an ongoing study, the authors of this paper have developed a modified LM algorithm for iterative cokriging (ICLM) . The resulting algorithm is: ensure robustness and fast convergence. Starting at the prior mean, the ICLM algorithm screens the solution space with a preference to stay close to the prior mean by artificially increasing the measurement error whenever convergence is poor. This reduces the risk of finding solutions that do not have the required smoothness. By suppressing oscillations and excessive step sizes that frequently occur in GN, the ICLM takes less iteration steps for quasi-linear problems and allows for larger degrees of non-linearity through its increased robustness.
Algorithm 1 (Levenberg-Marquardt algorithm for iterative cokriging, ICLM): The problem statement is as specified in section two. Error analysis of the linearization yields that the error of linearization is acceptable for

Case study
To test the computational efficiency of iterative cokriging when applying this combination of methods, we demonstrate for a test case that computing time even on a desktop PC purchased in 2001 is well acceptable. We seek the unknown log-conductivity distribution for a groundwater and transport model with a resolution of 200 times 200 cells, setting up an average-sized problem with The derivation of the adjoint states and sensitivities for measurements of hydraulic head and arrival, as well as the boundary conditions chosen are described in detail by Cirpka & Kitanidis (2001 We generated an unconditional realization of log conductivity using the method by Dietrich & Newsam (1997) and evaluated hydraulic heads and arrival times of a conservative tracer. Values at selected locations plus white noise were used as an artificial measurement data set. After that, we 'forgot' the unconditional realization and used iterative cokriging to determine the unknown conductivity field from the artificial data. 
Conclusions
We have presented a collection of methods that drastically decrease the computational costs of iterative cokriging. In a test case, we demonstrated the efficiency of these methods. Iterative cokriging was used for geostatistical inversion with
unknown values of hydraulic log-conductivity given 25 measurements of hydraulic head and 6 measurements of arrival time of a conservative tracer. The solution was obtained in 1 hour 45 minutes on a desktop PC purchased in 2001. This test case indicates that, if using highly efficient algorithms whenever possible, the computational costs of iterative cokriging can be reduced to a well acceptable level, making it competitive to alternative methods of geostatistical inversion that were developed to reduce computational costs.
