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情報通信技術の発達に伴い, 企業, 政府機関, 教育・研究機関等の様々なサービスが電子化さ
れインターネットを介して提供されるようになった. しかしこれらの動きに伴い, ホストやネッ
トワークに過負荷を与えてサービスの提供を妨げるDoS攻撃1が問題となっている. その中で





大きくすることが可能であり, 2014年に実行された攻撃では最大で約 400Gbps, 2015年には約
500Gbpsもの攻撃通信が観測されている [1]. また, DDoS攻撃の件数も年々増加している [2].
このように, DRDoS攻撃による被害は年々その深刻さを増しており,さらにBooterやStresser
と呼ばれるDDoS攻撃代行サービスも登場し, 攻撃に関する知識を持たない者でもDRDoS攻






況の中で ISP (Internet Service Provider) が通信事業用設備を維持しサービスを安定的に提供
するためには, 早期に障害発生等の原因となる攻撃を把握し対応することが攻撃の被害を軽減
1Denial of Serviceの略であり, サービス拒否攻撃を意味する
2Distributed Reflection DoS の略であり, 分散反射型サービス拒否を意味する
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攻撃対象に送信することにより, 通信帯域等のリソースを圧迫する. 図 2.1にリフレクション
攻撃の概要を示す.











NTP, SSDPなどの 14種類のプロトコルがDRDoS攻撃に悪用された場合に, 高い増幅効果を
もつ [5]. 以下, 本研究で対象としている 5種類のプロトコルを悪用した攻撃について説明する.
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図 2.1: リフレクション攻撃
2.1.1 NTPリフレクション攻撃




台分の履歴を要求する機能であり, これを悪用することで 556.9倍の増幅率が得られる [4].
2.1.2 RIPリフレクション攻撃










その増幅率は 358.8倍である [4]. chargenは運用中のサーバやネットワークではあまり使われ
ないため, サービスの停止を促すことが対応策として求められる.
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2.1.4 SNMPリフレクション攻撃
SNMP (Simple Network Management Protocol) はUDP161番ポートを使用するプロトコル
であり, ネットワーク経由で機器を監視・制御するためのプロトコルである. ネットワーク管
理者が利用する, 機器の管理・監視のためのコンピュータやソフトウェアをSNMPマネージャ,
監視・制御下に置かれる機器やソフトウェアを SNMPエージェントと呼び, 両者が SNMPで
通信を行い監視・制御を行う. SNMPマネージャはネットワーク上の複数の管理情報をまとめ
て要求するGetBulkRequestを利用することで, 増幅率が約 6.3倍の応答が得られる [4]ことが
悪用される. 特徴として, コミュニティ名にデフォルト値である “public”が使用されているこ
とがあり, 対策としてこのコミュニティ名を変更することが挙げられる.
2.1.5 SSDPリフレクション攻撃
SSDPはUDP1900番ポートを使用するプロトコルであり, UPnP (Universal Plug and Play)
による通信に利用される. UPnPは LAN内に存在するUPnP対応機器の発見や操作を行うも
のであり, SSDPは機器同士がお互いを発見させるプロセスで用いられる. 攻撃者はM-Search
と呼ばれる SOAP (Simple Object Access Protocol) リクエストをUPnP対応機器に向けて応





DDoS攻撃の複雑化に伴い, DPI (Deep Packet Inspection) により攻撃トラヒックを識別す
るシステムなど, 高機能化が進んでいるが, ISPがバックボーン上の全トラヒックを解析するに
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牧田 [3, 5]はDRDoSハニーポットを構築し, マルウェアによるDRDoS攻撃やリフレクタの
視点でのDRDoS攻撃の観測, それらの分析を統合して行うシステムを運用している. 西添 [6]
はDRDoS 攻撃に利用される複数種類のネットワークサービスを提供するサーバを囮としてイ
ンターネット上に設置し, その通信を観測することで DRDoS攻撃を観測する手法を提案し, 攻
撃の分析を行っている.
また, 牧田 [7]はハニーポットを用いて DRDoS 攻撃アラートシステムを構築している. 受
信時刻の間隔が閾値以下のグループごとに, 流量が閾値を超えるものをDRDoSと判定してア
ラートを送信している. 蒲谷 [8]は同一 IP アドレスから 60 秒以上の間 隔をあけずに 100 パ
ケット以上のパケットを受信 した場合, その一連の通信を該当 IP アドレスに対する攻撃と見
なし, アラート情報を送信している.





SSDPのリフレクタの分析を行った. また, 牧田 [11]はDNS ハニーポットが観測した DNS ア










パターン認識の学習, 言語の文法の学習, ロボットの行動の学習など, 様々な種類の学習課
題を対象として, 学習アルゴリズムの研究をする分野を機械学習という. 機械学習には教師な








決定木 (Decision Tree)とは図 3.1のような木構造をした, 決定や分類を行うためのグラフで





CHAID (CHi-squared Automatic Interaction Detection) はMorganが提案したAID (Auto-
matic Interaction Detection) を 1975年にHartigan が発展させたものであり, カイ 2乗統計量
や F統計量が分岐基準として用いられている.
C4.5/C5.0/See5はオーストラリアの J. Ross Quinlanが 1986年に提案した ID3 (Interactive




使うジニ多様性指標 (Gini’s diversity index)や利得比 (gain ratio)が用いられている. CARTで
は決定木を予め無制限に生長させ, ある基準に基づいて枝刈りを行うことで決定木を構築する.
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より, 複雑な境界面の識別が可能である. 以下, SVMの理論について説明する [16, 17, 18, 19].
ハードマージン SVM
d個の特徴量による判別データ x = (x1, . . . , xd)T の識別関数は, wiを線形 SVMの重みパラ
メータ, wを重みベクトル, bをバイアス項とするとき, 次のように表される.
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wjxj + b (3.1)
xは d次元空間における点であり, f の正負によって正常/不正の 2つのクラスのいずれかに
分類される. この線形 SVMの f(x) = 0を満たす点の集合は d− 1次元の超平面となり, 2つの
クラスの境界面を成す. この境界面は重みベクトル w を変えることによって制御できる. 図
3.2のように 2つのクラスの学習データが d− 1次元の超平面で完全に分離可能な場合を線形分
離可能といい, このような SVMをハードマージン SVMという.
図 3.2: ハードマージン SVMによる識別の例
学習サンプルを x1, . . . , xl, それぞれのクラスを y1, . . . , ylと表す. 例えば, 学習データ x1が









平面と学習データの最小距離を最大化すればよい. これは, 次式を満たすw, bを求めることに
なる.
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ここで式 (3.2)の制約によって 1∥w∥となるため, w, bは式 (3.4)によって学習データを完全に
識別するものの中から最小距離を最大化するように決定する. なお, 制約条件は超平面が学習
データを完全に識別できることを表す.
 目的関数: minw ∥w∥
2
制約条件: yi(wT xi + b) ≥ 1 (i = 1, . . . , l)
(3.4)
このように, SVMの学習は線形制約条件付きの二次計画問題に帰着する. この式を主問題と
いう. これを双対問題に変換するためにラグランジュ乗数 α (αi ≥ 0)を導入することで, 次式
が得られる.






αi{yi(xTi w + b) − 1} (3.5)
この最適化問題を解くためには, α を最大化, Lをw,bに関して最小化すればよい. 最適解に




















αiyi = 0 (3.9)
式 (3.8), (3.9)を式 (2.7)に代入することで, 式 (3.4)の双対形式が得られる.
 目的関数: maxα
∑l







i=1 αiyi = 0, αi ≥ 0 (i = 1, . . . , l)
(3.10)
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これはα のみに関する最大化問題であり, 解 α̂iが求まれば, 式 (3.8)より ŵが求まる. この
凸 2次計画問題により, 局所的最適解が大局的最適化になり, 局所的最適解の問題を避けるこ
とができる. 主問題の式 (3.4)では xiが単独で用いられているが, 双対問題の式 (3.10)に変換
することにより, xTi xjのような内積の形になる. これによって後に述べるカーネル関数が定義











　図 3.2において, 超平面wT xi + b = 0から最短距離にある, 黒く塗りつぶされているサンプル
のみが目的関数を最大化している. これらはのxiはαi > 0, すなわち, yi(ŵT xi + b̂)− 1 = 0と
なって超平面上にあり, 識別関数を支持しているため, サポートベクターという. 多くの αiは
αi = 0となるため, サポートベクターとなるサンプルは少なく, 計算量の節約になる. サポート
ベクターのみが境界の決定に影響することをスパースネス (sparseness)といい, これは SVMの













い. このような場合, マージンのほかのクラスの側に他クラスのデータ点があってもよい. こ
れをソフトマージンといい, この場合の SVMをソフトマージン SVMという. 図 3.3にソフト
マージン SVMによる識別の例を示す.
ソフトマージンでは最適化を行うための制約条件を緩めるために, スラック変数 ξi ≥ 0 (i =





∥w∥2 + C ∑li=1 ξi
制約条件: yi(wT xi + b) ≥ 1 − ξi, ξi ≥ 0 (i = 1, . . . , l)
(3.13)
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図 3.3: ソフトマージン SVMによる識別の例
Cは制約条件をどこまで緩めるかを制御するパラメータであり, 予め決めておく必要がある.

















そこで, より高次元の特徴空間への写像Φ : Rd → RD(d ≪ D)を事前に行うことで線形分離
性を高め, 写像先の空間RDにおいて線形識別を行うカーネルトリックという方法を用いる.
カーネルトリックによる非線形 SVMによる識別の例を図 3.4に示す. これにより, 線形識別
よりも複雑な識別面が表現可能となっていることがわかる.
この写像においては, 元の空間におけるデータ同士の距離関係をある程度保存する必要があ
るため, 元の空間で定義されるカーネル関数K(x, x′)を用意する. このとき, Φは次の条件を満
たす.
18
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図 3.4: 非線形 SVMによる識別の例
K(x, x0) = Φ(x)T Φ(x0) (3.15)
Kを 2点間の近さを表す関数とすれば, 内積で近さが保存される. このようなΦが存在する














αiyiK(x,xi) + b (3.18)
また, 学習の問題も同様にして, 以下のように Φ を用いずにKのみで記述できる.
 目的関数: maxα
∑l
i=1 αi − 12
∑l
i,j=1 αiαjyiyjK(xi,xj)
制約条件: 0 ≤ αi ≤ C,
∑l
i=1 αiyi = 0 (i = 1, . . . , l)
(3.19)
したがって, RDにおける識別が Φ の求解をせずに行える. この方法をカーネルトリックと




















は LIBSVM [20], SVM light [21], R [22]などがある. 本研究では SVMの実装として利用実績
の多い LIBSVMを用いる. LIBSVMは国立台湾大学で開発され, C言語APIを用いたC++で
記述されている. カーネル法を用いた学習に使う SMOアルゴリズムを実装しており, 統計分類
と回帰分析に対応している. 詳細についてはChih-Chung Chang [20, 23]を参照されたい.
3.2.3 自己組織化マップ
自己組織化マップ (SOM: Self-Organizing Map) はフィンランドの科学者Teuvo Kohonenに
よって提案された教師なし学習のニューラルネットワークアルゴリズムである. ニューラル
ネットワークの中ではフィードフォワード型に分類され, フィードフォワードニューラルネッ
トワークとも呼ばれる. 入力層と出力層 (競合層) の 2層によって構成されるニューラルネット
ワークである. 以下, SOMの理論について説明する [24]. なお, 本研究では SOMの実装にRの
kohonenライブラリ [25]を用いる.
入力層に分析対象の個体 j (j = 1, 2, . . . , n)の変数ベクトルxj (xj1, xj2, . . . , xjp), 出力層には
k (i = 1, 2, . . . , k) 個のユニットmiがあるとする. 図 3.5 (a)に示すように, 出力層の任意のユ
ニットは入力層の変数ベクトルのすべてとリンクしている. 以下, SOMのアルゴリズムについ




∥xj − mc∥ = min
i
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mi(t + 1) =
 mi(t + 1) + hci(t)[xj(t) − mi(t)] (i ∈ Nc)mi(t) (i /∈ Nc) (3.22)
hci(t) = α(t) exp
(





式 (2.3)の hci(t) は近傍関数であり, ユニット cとその近傍のユニット iの近さによって
xjへの影響を調整する. α(t)は学習率の係数であり, rcと riはユニット cと iの 2次元上
座標位置ベクトルである. α(t)と σ2(t)は学習回数を変数とする単調減少関数 1 − t
T
(t:
学習回数, T : 学習の総回数)である.
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図 4.1: DRDoSハニーポットの動作
4.2 収集したデータの分析
前述のDRDoSハニーポットを用いて, 2015年 12月 22日から 2016年 1月 31日の間に攻撃
通信を pcapファイルに保存し, 分析を行った. 以下にその分析結果を示す.
4.2.1 ポート番号
DRDoSハニーポットで観測されたUDPパケットの宛先ポート番号を表 4.1に示す. この表
より, NTPを悪用した攻撃が大部分を占め, SSDP, chargen, RIP, SNMPを含めると約 99%を
占めていることが確認できる. このことから, 本研究での検知の対象を, 表に記載したの 5つの
プロトコルとする.
表 4.1: 攻撃先のポート番号
UDPポート番号 アプリケーション名 東日本 [%] 西日本 [%] 米国 [%] 合計 [%]
123 NTP 69.85 95.81 80.02 88.15
19 chargen 7.31 0.30 15.97 9.27
1900 SSDP 1.81 3.00 1.90 1.08
161 SNMP 4.43 0.07 0.23 0.14
520 RIP 12.71 0.002 0.25 0.12
その他 — 3.89 3.82 1.63 1.24
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4.2.2 パケット数の推移
図 4.2, 図 4.3, 図 4.4に, 各地点に設置されたDRDoSハニーポットへのパケット数の推移を
示す. プロトコルによって規模は異なるが, 日々攻撃トラヒックが来続けていることが確認で
きる.
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図 4.3: 西日本のDRDoSハニーポットへのパケット数の推移
4.2.3 同一ホストへのパケット数の推移
図 4.5, 図 4.6に, 各地点に設置された DRDoSハニーポットの, 最も攻撃件数が多かったあ




同一送信元 IPアドレスごとの, 1分間あたりの最大流量と総パケット数の相関関係を図 4.7






また, 図 4.7のうち, 宛先 IPアドレスがTCP/HTTP疎通ができたもののみを示した相関図
を図 4.8に示す. 1分間あたりの最大流量と総パケット数が大きいの攻撃先は通信販売サイト
25
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図 4.6: 同一ホストへの攻撃パケット数推移 (拡大図)
や教育機関のサイトが多かった. 1分間あたりの最大流量が大きいが総パケット数があまり多




3つのハニーポットでの攻撃の継続時間を示したグラフを図 4.9に示す. この図より, 60の倍
数や 100の倍数といった切りのよい秒数の間続く攻撃が多いことがわかる. 前述したDDoS代
行サービスが増えていることによると考えられ, 攻撃トラヒックである可能性が高い.
そのため, 前項での分析結果も踏まえ, 本研究では特に割合の高かった, 100, 120, 180, 200,
300, 600, 1000, 1200, 1800秒間続いたものを攻撃通信と見なし, 次章の実験データとして用
いる.
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図 4.7: 1分間あたりの最大流量と総パケット数の相関関係
図 4.8: TCP/HTTP疎通可能な送信元の 1分間あたりの最大流量と総パケット数の相関関係
28



















前節で述べたデータセットから特徴量を抽出し, 機械学習に使用する. なお, 抽出にはネット
ワークアナライザのwireshark[27]のCUI版である tshark[28]を用いる.
一般的に多くの特徴量を用いれば精度の向上が期待できるが, その分計算量が増えるため処
理時間が増大する. そのため, まず取得した通信データから tsharkによって取得可能なすべて
のフィンガープリント [29]を抽出する. IPは 132種, UDPは 27種, NTPは 122種, RIPは 18
種, SNMPは 145種, SSDPは 74種あるフィンガープリントのうち, 統計をとることで正常通
30
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LI (Leap Indicator), VN (Version Number), Mode
Flags (LI, VN, Mode), 階層, ポーリング間隔, 精度








Max Repetitions, Variable Bindings
オブジェクト名, バージョン, タイムスタンプ
SSDP リクエスト、ホスト
(HTTP) Prev Request in frame
chargen データ (文字列)
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5.2.2 スケーリング
SVMや SOMを用いて判別する際は, 各特徴量は取り得る最小値と最大値 [30]を用いてス









実際に不正なパケットを不正であると判別できた場合を TP (True Positive), 実際に不正な
パケットを正常と判別してしまった場合をFN (False Negative), 実際に正常なパケットを不正
と判別してしまった場合を FP (False Positive), 実際に正常なパケットを正常と判別できた場
合をTN (True Negative)という. この関係を表 5.2に示す. 検知率と誤検知率はこれらを用い
て計算する. 検知率は式 (5.1)で計算される値であり, 実際に不正なパケットのうち, 不正であ







真の malicious TP (True Positive) FN (False Negative)


















OS Ubuntu 14.04 LTS 64bit
CPU Intel Xeon CPU E3-1220 V2 (8M Cache, 3.10GHz)
RAM 8GB
5.5 提案手法の手順





















プロトコル名 東日本 西日本 米国
— パケット長 パケット長, 到着間隔 パケット長, 到着間隔
IP TTL — TTL
UDP 送信元ポート番号 送信元ポート番号 送信元ポート番号
NTP Flags (LI, VN, Mode) Flags (LI, VN, Mode) Flags (LI, VN, Mode)
リクエストコード
RIP — — —
SNMP Max Repetitions — GetBulkRequest
SSDP — — —
chargen — — —
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6.1.2 判別器の比較
前節で決定した特徴量を用いて, 決定木と他の機械学習法であるランダムフォレスト (RF),
SVM, SOM, を用いた場合の性能を比較した. その結果を表 6.2に示す. なお, 結果は小数第 3
位以下を検知率については切り捨て, 誤検知率については四捨五入して示す. また, ここで用い
た不正通信は東日本に設置されたDRDoSハニーポットで収集されたものである.
表 6.2: 機械学習法の比較
決定木 RF SVM SOM
検知率 [%] 99.99 100.00 98.71 93.63
誤検知率 [%] 0.01 0.01 0.45 1.34
判別速度 [Mbps] 293.95 292.21 43.66 36.92
6.2 考察
判別に有効な特徴量は下位層のプロトコルのものが多いということがわかった. 特にパケッ
ト長や, IPヘッダのTTLに関してはほとんどの実験において使用されていた. そこで, それぞ
れのハニーポットにおける, パケット長の累積分布を図 6.1, 図 6.2, 図 6.3, TTLの累積分布を
図 6.4, 図 6.5, 図 6.6にそれぞれ示す. これらの図から, DRDoS攻撃に用いられるパケットのパ
ケット長やTTLはある値に偏る場合が多く, 分類する際の特徴量として有効であることがわか
る. なお, 図 6.5より, 西日本に設置したハニーポットのTTLは偏っておらず, そのため特徴量
として用いられていないことが, 表 6.1より確認できる. これは, パケット長に関しては, 攻撃
者はなるべく増幅率が高くなるパケットを送るため, 同じようなパケットが送信されるためと
考えられる. またTTLに関しては, 攻撃者は専用のツールを用いて攻撃を行うため, 一般的で
はない値に偏るためと考えられる. 特に本研究ではDDoS攻撃代行サービスが行っている可能
性の高いデータを使用しているため特徴が顕著に出ると考えられる.
次に各プロトコルについて考察をする. 表 6.1より, NTPにおいて，flagが特徴量として使わ
れている. これはVN フィードが 0, 1, 2 のものは古いバージョン を狙ったものであり，また,




国のハニーポットでは約 93.0%がGetBulkRequestであった. 一方, chargenでは増幅率を高く
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するためにデータ部が 0バイトにされるという傾向や, RIPはバージョン 1が狙われるという
特徴があるが, 本実験ではそれらを用いなくとも, 高い判別率を有していた.
学習器を比較すると, ランダムフォレストによる判別率が最も高く, 判別速度も非常に高速
であった. また, SVMや SOMはマルウェアの活動等の不正通信の判別には非常に適している























にした. その結果, その結果, ランダムフォレストが最も高精度に正常通信との判別が行えるる
ことを示した. 提案手法による実験を行った結果, 性能指標は検知率 100.0%, 誤検知率 0.01%と






また, DRDoSハニーポットには DoS攻撃と考えられる通信以外にもスキャンのほか, 実体
の不明な通信が多く含まれ, 攻撃者が悪意を持って攻撃している通信のみを切り出すのが困難




第 7 章 まとめと今後の課題
さらに, 本研究では有効な特徴量の決定法について, 決定木を用いるもの以外の方法を検討
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