Discrete time Markov maintenance models are coupled with the theory of control of queues. Each system has an operating machine, spare machines and a repair facility. A decision maker has the option of opening or closing the repair shop when there are machines waiting for repair service, as well as the option of repairing or leaving an operating machine. A two-dimensional control limit policy is dermed, and sufficient conditions for the optimality of a two-dimensional control limit policy are obtained for each model.
Introduction
In this paper discrete time maintenance models are treated in the context of control of queues. Because of their wide applicability in the practical world, a number of authors have studied optimization problems for discrete time machine maintenance models. Derman [1] introduced the basic model of this type, and showed the optimality of a simple rule, called a control limit policy. Kolesar [5] and Kalymon [3] generalized the cost structure without changing the basic conclusion of the model. In 1973 Kao [4] introduced a semi-Markovian approach to Derman's model. According to its semi-Markovian nature, the repair time of a machine is no longer instantaneous but takes some random time, while the supply of new spare machines is unlimited. A joint replacement and stocking problem was considered by Derman and Lieberman [2] , which was generalized by Ross [8] . 164 
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Aside from Markov maintenance feature.s, the models treated here necessarily become discrete time closed queueing systems since the supply of spares is limited and machines to be repaired form a queue in front of a repair facility. Torbett [9] investigated the optimal control of closed queueing systems, but his analysis is time continuous. Discrete time open queueing systems have been vaguely discussed (see Magazine [6] , [7] ). There appears to have been almost no research in optimization of discrete time closed queueing systems.
Consider the following discrete time machine maintenance model, whose mechanism is illustrated in Fig. 1 . There is an operating machine and 3 (3;:;, 1) spare machines in the system. At the beginning of each period, an operating machine is classified as being in one of I+l (I;:;,l) states showing the degree of deterioration. 0 represents the best state, while I represents the failed state. A repair shop is in the system, and an operating machine can be sent to the repair shop for the repair work at any period. A machine sent to the repair shop must wait until all the machines which have already arrived at the repair shop are completely repaired.
At the beginning of each pe~iod, the decision maker has the option of opening or closing the repair shop, as well as the option of repairing or leaving an operating machine. If leaving an operating machine in operation is chosen, its state evolves from i to j in one period according to the transition probability Pij~O. If repairing an operating machine is selected, it is immediately sent to the repair system, and is instantly replaced by a spare unit, if any are available. The new operating machine begins to operate just after replacement in its best condition.
The costs associated with the system are: The objective function is the total expected a-discounted cost, and the structure of an optimal policy minimizing such a criterion is studied.
Before proceeding further, we give a couple of examples to clarify the applicability of this model in the practical world. Consider the following airplane repair problem for a privately owned flying school. Suppose the instructor owns two airplanes and a repair shop for repairing them. He teaches flying using one airplane at a time. He inspects the condition of the airplane in service periodically, and he classifies it as being in one of a finite number of states. He continues using the same airplane, until he judges that it should be repaired. 
Control Limit Policy with Respect to Operating Machine
When the repair service gate is open, we specify the repair time of a machine as follows: Let qss' be the probability that s' machines are still in the repair system at the end of the period, given that s machines are in the repair system at the beginning of a period. Here the repair system consists of the repair shop and the queue.
Let ~(i,s;n) be the minimum expected n period a-discounted cost given that the operating machine is in the i-th operating condition, the number of machines in the repair system is s, and the state of the repair service gate (n ~1) satisfies a set of recursive equations: As the system is a Markov decision process with discount factor ° ~a < 1, the existence of a stationary policy minimizing the total a-discounted cost is guaranteed. The problem is now to find the structure of an optimal policy.
It is conceivable that an optimal policy has the form that the repair decision is taken if and only if the condition of an operating machine becomes worse than some critical value, and that the decision to open the repair service gate is taken if and only if the number of machines in the repair system exceeds some critical value.
Definition. A control limit policy with respect to operating machine
is a nonrandomized policy where, as the option of repairing or leaving an operating machine is concerned, there is an i for each k, 5 
-,1-,n
A two-dimensional control limit policy is a control limit policy with respect to both operating machine and repair shop. Theorem 1. Assume the following conditions hold:
Then there exists a stationary control limit policy with respect to operating machine which minimizes the total expected a-discounted cost of the maintenance model with control of queue.
Proof: We first consider the n-stage problem. For n ~1, 0
Then /;L (i,s) can be interpreted as the minimum n-stage a-discounted cost
,n given that a machine is in (i,s,k) at the beginning, and only the decision to keep a machine is allowed at the beginning" If only the decision to repair an operating machine is allowed at the beginning, we have ~R (i,s).
,n (2.4) Now, for 0 ~i ~I, 0 ~s ~S, and n~,O, 
Hence, there exists a set of critical numbe,rs i k 
Hence, Proof: Similar to Lemma 1, and hence can be omitted. 0
Case where Repair Time is Negligible
In this section sufficient conditions to ensure the existence of a control limit policy with respect to repair shop minimizing the total a-discounted cost are of interest. The following assumption is made throughout this
The above assumption implies that the repair time of each machine is negli- 4.
holds, then there exists a stationary control limit policy with respect to repair shop which minimizes the total expected a-discounted cost of the simplified maintenance model with control of queue. 
,n
Now as in the proof of Theorem 1, it is sufficient to verify that
,n ,n and n. But for n~O, 0 ~ i ~ I, Combining the previous two theorems gives sufficient conditions under which a two-dimensional control limit policy is optimal.
Theorem 3. Assume the following conditions hold:
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A(i) -Cri) is nondecreasing in i for ()
~ i ~ I.
K(s,k) is nondecreasing in s (0 ~s ~B+1) for k=O,l.
4. P ~ crI).
P i (')
Then there exists a stationary two-dimensional control limit policy minimizing the total expected a-discounted cost of the simplified maintenance model with control of queue.
One realization of an optimal stationary two-dimensional control limit policy is illustrated in Fig. 2 (i,k,s), so is for (i,k,s+l) , which yields that the boundary curve is nondecreasing as is shown in Fig. 2. If K(s,l) is convex in s, the curve becomes nonincreasing.
General Case
The simplified assumption on the repair time is relaxed in this section at the cost of optimality of a two-dimensional control limit policy in the strict sense. Here we assume that the reparability of the repair facility does not depend on the number of machines waiting for repair service. Let q(r) be the probability that r machines are repaired in a period supposing there are infinite number of machines to be repaired. Then, 
Lemma 4. Assume the following conditions l. A(i) is nondecreasing in i for 0 ~i ~I.
Cri) is nondecreasing in
for k = 0,1.
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Then, for 1 ~s ~S+l, ° ~i ~I, k=O,l, and n~O, Similarly,
In a similar manner, the comparison of the corresponding third terms and that of the fourth terms yield the same upper bound K + aM l' Hence, for m-
For s = S+l, and
Similarly, using PO(·)C: P.(·) and that ~(j,s;m-1) is nondecreasing in j 
We can show the same upper bound also on [~(i,S+1;m)]2 -[V~(i,S;m)]4' 
Then it is easy to see that
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limit policy with respect to repair shop in the strict sense are not derived.
Instead, sufficient conditions are obtained under which a control limit type of property holds between two actions a LC and aLO' and between aRC and a RO '
The next lemma gives that property.
Lemma 6. Assume all the conditions of Lemma 4 hold, and furthermore assume the following condition holds: is similar, and can be omitted.
Suppose aLO is better than a LC for (i,k=O,s). That is, the total cost of choosing aLO at the beginning followed by the best policy is smaller than or equal to that of choosing a LC at the beginning followed by the best policy when the state of the system at the beginning is (i,k=O,s). Equivalently,
Now by Lemmas 4 and 5, and by the definitions of Ra and Q a ,
a. =-00
Hence,
Therefore we can conclude that aLO is better than a LC for (i,k=O,s+l). In a similar fashion, for 0 ~ i ~ I, and 0 ~ 8 ~S-l,
yielding that a RO is better than aRC for (i,k=O,s+l) assuming a RO is better than aRC for (i,k=O,s).
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Suppose that all the conditions in both Theorem 1 and Lemma 6 are satisfied. By Theorem 1, there is a stationary control limit policy with respect to operating machine which minimizes the total expected a-discounted cost.
The i-s diagram of the optimal policy, as is seen in Fig. 3 Theorem 4. Assume the following conditions hold:
1. Cri) is nondecreasing in i for 0 ~ i ~s, I.
A(i)
Cri) is nondecreasing in i for 0 ~ i ~I. 
K(s,k) is nondecreasing in s (
P i (·)
C
K(s+l,O) -K(s,O) ~ K(s+l,l) -K(s,l) + a(M oo
-Moo) for 0 ~ s ~3. Then there exists a stationary two-dimensional weak control limit policy which minimizes the total expected a-discounted cost of the model. Conditions 1, 2, 3 and 5 are the same as those in Theorem 3. 1 indicates that the material cost increases as the condition of the machine to be repaired gets worse. 2 says that the operating cost must increase more than the increase of the material cost for repairing a machine as its condition gets worse. 3 means that the holding cost increases as the number of machines in the repair system increases. 5 is called the IFR (increasing failure rate)
property of a Markov chain since it says that the higher the state the greater the chance of further deterioration. 4 gives a lower bound on the penalty cost, which is usually very large. 6 is the only restrictive condition. It gives how much the increment of the holding cost when the gate is closed is bigger than the corresponding cost when the gate is open. It seems appropriate though that the former is more costly than the latter. 
Computing Remarks and Future Topics
As each model treated here is a Markov decision model, the usual techniques such as policy improvement procedure and LP approach are applicable to compute an optimal policy. However if we know that an optimal policy is of a two-dimensional control limit form, better algorithms can be expected since this information should enable us to explore this structure, thereby decreasing significantly the number of policies that must be considered. One such a realization can be easily constructed where "good" policies are searched iteratively among stationary two-dimensional control limit policies whenever po.ssible before switching to a usual policy improvement procedure.
Since the discrete time queueing control problem has not been fully studied, there are several extensions that can be made on our maintenance with control of queue models. Controlling the queue length by changing the repair service rate, controlling a multiple number of repair service stations by opening or closing them will be some topics for future research.
