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Kurzfassung
Ein zunehmend wichtiges Thema in der Informatik ist der Umgang mit Ähnlichkeit in
einer großen Anzahl unterschiedlicher Domänen, wie z.B.
• Analogieschließen zur Lösung eines Problems auf Basis ähnlicher, bereits bekannter
Fälle,
• Wiederfinden verrauschter Daten bspw. bei der Gesichtserkennung sowie
• Query-by-Example in Multimedia-Datenbanken.
In allen diesen Anwendungen wird eine Daten- und Infrastruktur benötigt, die Objek-
te dauerhaft speichern und ähnliche Objekte zu einem Anfrageobjekt effizient auffinden
kann. Gegenüber klassischen strukturierten Datenbankabfragen existieren eine Reihe fun-
damentaler Unterschiede. So muss im Fall der Ähnlichkeitsindizierung eine große Band-
breite sehr komplexer Datentypen unterstützt werden. Weiterhin gelten implizite Annah-
men eindimensionaler Indices nicht mehr. Bspw. ist die Balance eines Suchbaumes kein
Garant eines effizienten Zugriffs mehr. Der Zeitaufwand wird eher durch die Anzahl an
Distanzberechnungen denn durch die notwendigen Externspeicherzugriffe bestimmt.
Derzeit existiert keine einheitliche, universell verfügbare und verwendbare Infrastruk-
tur für die Ähnlichkeitssuche. Es gibt jedoch eine Reihe von Datenstrukturen, die Teilan-
forderungen erfüllen bzw. für einzelne Domänen einsetzbar sind. Am weitesten verbreitet
(teilweise bereits in kommerziellen Datenbankmanagementsystemen integriert) sind Indi-
ces für mehrdimensionale (kd-Baum [21]) oder ausgedehnte (R-Baum [93]) Objekte. Diese
verwenden implizit einen euklidischen Abstand. Für allgemeine metrische Distanzfunktio-
nen gibt es unter anderem den grundsätzlich gut geeigneten M-Baum [48], der jedoch
noch deutliches Optimierungspotential besitzt.1
In dieser Arbeit wird die Grundlage für eine universelle Infrastruktur zur Indizie-
rung der Ähnlichkeitssuche geschaffen, die nahezu keine Einschränkungen an die unter-
liegenden Daten oder die verwendete Distanzfunktion stellt. Letztere muss lediglich den
Axiomen einer Metrik genügen. Für den Entwurf einer derartigen Infrastruktur wurden
zunächst die Problematik der Ähnlichkeitssuche in metrischen Räumen sowie existierende
Datenstrukturen analysiert. Aus den verfügbaren Datenstrukturen wurde als am besten
geeigneter Kandidat der M-Baum [48] ausgewählt. Dieser besitzt jedoch erhebliches Opti-
mierungspotential, da er in den meisten Fällen nur eine suboptimale Anfrageperformance
bietet. Analog zum Übergang vom unbalancierten Suchbaum zum worst-case-optimalen
AVL-Baum [2] für eindimensionale Daten wird in dieser Arbeit das Grundprinzip des M-
Baums zum deutlich verbesserten EM-Baum erweitert. Hierzu werden die Eigenschaften
der M-Baum-Struktur im Hinblick auf die resultierende Abfrageperformance erstmalig
mathematisch fundiert analysiert. Anschließend wird das gewonnene Wissen genutzt, um
Einfüge- und Abfrage-Algorithmen derart neu zu entwerfen, dass die Abfrageperformance
optimiert wird. Der EM-Baum kann als Basis einer universellen Ähnlichkeitssuchinfra-
struktur dienen und bspw. modular in bestehenden Datenbankmanagementsystemen als
Option angeboten werden.
1Aktuelle Anwendungen der Ähnlichkeitssuche behelfen sich entweder damit, eine ad hoc Lösung selbst
zu entwickeln oder existierende, einfach verfügbare Datenstrukturen zu verwenden und dabei bewusst
oder unbewusst Nachteile in Kauf zu nehmen. Bspw. wird manchmal auf einfach verfügbare Indices wie
den kd-Baum [21] zurückgegriffen. Damit bestimmt der Index die Repräsentation der Daten (kardinaler
Vektor) und die Distanzfunktion (euklidischer Abstand), obwohl in den meisten Domänen eine andere
Metrik und Datenrepräsentation geeigneter ist.
i
Abstract
A topic of growing importance in computer science is the handling of similarity in a
number of distinct domains as for example:
• analogy based reasoning, which solves problems on the basis of similar, already
known cases,
• retrieval of noisy data, for example to conduct automatic face recognition,
• query-by-example in multimedia data bases.
All these applications require a data and infrastructure capable of storing objects persis-
tently and of efficiently retrieving stored objects similar to a given query object. Contrary
to classical structured data base queries, there are some fundamental differences. For ex-
ample in case of similarity indexing a great range of very complex data types has to be
supported. Furthermore, implicit assumptions of one-dimensional indices are invalid in
this case. For instance, the balance of a search tree is no guarantee for an efficient access
any more. Additionally, retrieval time is dominated by the number of distance calculations
and not by the number of accesses to an external hard disk.
Currently there is no unique, universally available and usable infrastructure for simi-
larity queries. Some data structures fulfill the requirement partially or can only be used
in a narrow domain. Most widely spread (already integrated in some commercial data
base management systems) are for example indices for multi dimensional (kd-Tree [21]) or
spatial extended (R-Tree [93]) objects. These indices implicitely use an euclidian distance
function. For general metric distance functions, there is for instance the M-Tree [48],
which offers the great potential of being a base for the desired universal infrastructure for
similarity search, but leaves great space for further optimizations.2
This work lays the foundations of a universal infrastructure for indexing similarity
search. It imposes nearly no restrictions on the indexed structured data or on the distance
function that is applied. The latter must only comply with the axioms of a metric distance.
To design this kind of infrastructure, first the field of similarity search as well as existing
data structures were analyzed. Out of the set of available data structures the M-Tree [48]
was chosen to serve as a starting point, since it appeared to be the most promising
candidate. However, even the M-Tree has a huge potential for optimization as its query
performance is suboptimal in most cases. In analogy to the transition from an unbalanced
search tree to the worst-case-optimal AVL-Tree [2] in case of one-dimensional data, this
work enhances the basic principle of the M-Tree to the considerably improved EM-Tree.
To conduct this, for the first time the relation between the structure of the M-Tree and the
resulting query performance is analyzed in a mathematically profound way. Subsequently,
the results of this analysis is used to design improved algorithms for insertion and query
which optimize the resulting query performance. This new EM-Tree can serve as base
of a universal infrastructure for similarity search. For example it could be offered as an
additional modular option in existing data base management systems.
2Current applications of similarity search get by the limitations of available infrastructures by either
developing an ad hoc solution themselves, or by using existing, available data structures. In doing the
latter, they accept serious drawbacks. For example some applications fall back to the easily available
kd-Tree [21]. For this reason, the index determines representation of the data (vector of cardinals) as
well as the used distance function (euclidian distance), although in most domains other metrics and data
representations would be more appropriate.
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1.1 Kontext und Motivation
Analogien und Unschärfen sind wichtige Komponenten menschlicher Wahrnehmung und
Problemlösung. Da Computer immer mehr menschliche Aufgaben übernehmen, steht die
Informatik vor ähnlichen Herausforderungen wie das menschliche Gehirn und wendet zu-
nehmend ähnliche Strategien an. Viele dieser Strategien beruhen, zumindest wenn sie in
Form von Algorithmen implementiert werden, auf dem Konzept der Ähnlichkeit und dem
schnellen Auffinden ähnlicher Konzepte zu einem verarbeiteten Konzept.
Wahrnehmung. Die auditive und visuelle Wahrnehmung besitzt meist einen großen
Merkmalsraum und ist stark verrauscht. In vielen Wahrnehmungsaufgaben müssen sehr
variable Eingaben auf eine begrenzte Menge bekannter Konzepte abgebildet werden. Ein
Beispiel hierfür ist die (visuelle) Gesichtserkennung oder die (auditive) Erkennung ein-
zelner Worte. Aus einer Menge farbiger Punkte bzw. Töne muss ein Gesicht bzw. eine
Buchstabenfolge extrahiert werden. Die gewonnenen Informationen sind jedoch durch
Variationen im Aufnahmeprozess und des Senders stark verrauscht. Ziel ist es, das Ge-
sicht einer bekannten Person zuzuordnen bzw. die Buchstabenfolge einem korrekten Wort.
Eine wichtige Teilaufgabe für eine derartige Klassifikation der verrauschten Daten ist die
Suche des ähnlichsten bekannten Gesichtes bzw. der ähnlichsten Tonfolge eines bekannten
Wortes.3
Problemlösen und Schließen. Intelligente (menschliche oder maschinelle) Agenten
reagieren adäquat auf neue Situationen. Die Worte “reagieren”, “adäquat” und “Situatio-
nen” sind dabei sehr breit gefasst:
• Reaktion: Unter Reaktion wird die Lösung der entsprechenden Aufgabe verstanden.
Dabei kann es sich um reine Vorhersagen bestimmter Eigenschaften oder Entwick-
lungen handeln, aber auch um tatsächliche Aktionen.
3Üblicherweise werden für derartige Aufgaben Hidden Markov Modelle [15] benutzt. Dabei wird die
Wahrscheinlichkeit, dass diese Information i sich als Konzept k klassifizieren lässt, ausgedrückt über
das Produkt der Wahrscheinlichkeiten, dass das entsprechende Konzept in Form dieser Information i
wahrgenommen wird, sowie der Wahrscheinlichkeit in diesem Kontext das Konzept k wahrzunehmen:
P (k|i) ∼ P (k) · P (i|k). Bei einer großen Menge von Konzepten kann die Menge der zu untersuchenden
Konzepte durch eine Ähnlichkeitssuche bekannter Wahrnehmungen vorgefiltert werden. Auch wenn bspw.
im Rahmen einer maschinellen Gesichtserkennung alle Personen als gleich wahrscheinlich angenommen
werden, kann die gesuchte Person auf Basis einer Ähnlichkeitssuche bestimmt werden.
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• adäquate Reaktion: Eine Reaktion ist adäquat, wenn sie die gegebene Aufgabe unter
Abwägung von Suchkosten und Nutzen für den Agenten gut löst. In manchen Domä-
nen wird hier tatsächlich eine optimale Lösung bzgl. eines Gütekriteriums gesucht,
an anderen Stellen genügt eine hinreichend guter Kompromiss.
• Reaktion auf Situationen: Der Begriff der Situation umfasst alle veränderlichen Um-
weltzustände, die den Reaktionsraum einschränken bzw. den Nutzen (Güte) einer
Lösung für den Agenten verändern.
Formell lässt sich ein intelligenter Agent als funktionale Abbildung einer Situation auf eine
(adäquate) Reaktion modellieren. Diese kann sowohl als Reflex-Tabelle, als mathematische
Formel oder als komplexer Lösungsalgorithmus realisiert sein. Nach erfolgter Reaktion
lässt sich deren Ausgang im Hinblick auf den Nutzen für den Agenten bewerten.
In neuen unbekannten Domänen existiert diese Abbildung (noch) nicht – sie muss
erst auf Basis eigener oder fremder Erfahrungen mit der Domäne erlernt werden. Zumeist
nutzt ein Agent hierzu eine Menge selbst erfahrener oder anderweitig dokumentierter Si-
tuationen zusammen mit der damaligen Reaktion und dem tatsächlich erreichten Nutzen
(überwachtes Lernen). In einer neuen Domäne beginnt der Lernprozess zumeist mit dem
Herausarbeiten repräsentativer Beispielsituationen und deren Lösung aus der Menge aller
Erfahrungen. Bei Vorlage einer neuen Situation wird auf Basis einer Adaption ähnlicher
repräsentativer Situationen reagiert. Diese Form der Problemlösung wird mit Analogie-
schließen bezeichnet.
Werden in einer Domäne längerfristig viele Probleme gelöst, so durchläuft das Schlie-
ßen einen Veränderungsprozess. Zunächst unterliegen die gespeicherten repräsentativen
Beispielsituationen einer stetigen Anpassung:
• Im Laufe zunehmender Erfahrung werden immer feinere Unterscheidungen getätigt,
an anderen Stellen können mehrere redundante repräsentative Situationen zu einer
konsolidiert werden.
• Weiterhin können gespeicherte Situationen mit atypischen Lösungen erkannt wer-
den. Die ungewöhnliche Lösung derartiger Ausreißer ist zumeist in Messfehlern oder
in der Situationsbeschreibung nicht beachteter Kontexte begründet. In jedem Fall
ist bei wiederholtem Auftreten ähnlicher Situationen die damalige Lösung mit ho-
her Wahrscheinlichkeit suboptimal. Mit zunehmender Domänenerfahrung können
solche Ausreißer erkannt und zur Verbesserung der Lösungsqualität aus der Menge
der gespeicherten Situationen entfernt werden.
Ein derartiges Schlußsystem ist zwar relativ flexibel – das Verarbeiten neuer Situationen
ist jedoch ein sehr aufwändiger Prozess.
Nimmt die Domänenerfahrung weiter zu, setzt aus diesem Grund die Modell- bzw.
Reflexbildung ein. Anstelle der Nutzung und Wartung der Menge repräsentativer Situa-
tionen (Fallbank) werden einfach berechenbare Regeln zur Lösung neuer Situationen abge-
leitet. Dabei kann es sich sowohl um eine Art mathematisches Modell als auch um einfache
Reflexregeln handeln. Mit dieser Stufe des Schließens ist die Abbildung starr und kann
nicht mehr weiter durch neu erfahrene Fälle verbessert werden. Dafür können neue Lösun-
gen sehr viel effizienter gewonnen werden als beim Analogieschließen. Weiterhin können
einmal gelernte Abbildungen auch deutlich einfacher in anderen Agenten weiterverwen-
det werden, da die Repräsentation von mathematischen Modellen oder einer Menge von
Reflexregeln deutlich kompakter ist als die einer großen Fallbank. Dieses modell- bzw.
reflexbasierte Schließen eignet sich somit eher für reife Domänen, mit denen eine hohe
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Erfahrung besteht, die sich selten ändern und in denen viele Situationen effizient gelöst
werden müssen.
Das Analogieschließen ist eine wichtiger Komponente menschlichen Denkens zur Er-
schließung unbekannter Domänen. In vielen komplexen, stark veränderlichen oder relativ
selten verarbeiteten Domänen bleibt das Analogieschließen auch die Hauptkomponente
menschlicher Problemlösung.
Die beschriebenen menschlichen Schlussmuster lassen sich auch auf die maschinelle
Problemlösung übertragen. In überschaubaren, relativ unveränderlichen Domänen kann
der maschinelle Agent entweder ein Modell erlernen oder ein solches vom Programmierer
fest eingespeichert bekommen. In komplexeren oder veränderlichen Domänen wird eher
ein analogieschließender Agent eingesetzt. Die wesentliche Komponente der Effizienz eines
solchen Agenten ist die Realisierung der Fallbank. Sie muss eine sehr effiziente Wartung
und Abfrage ähnlicher Fälle ermöglichen.
Ähnlichkeitssuche. In beiden genannten Anwendungen (und vielen mehr) benötigt der
maschinelle Agent eine effiziente Ähnlichkeitssuche. Es muss das Konzept der Ähnlichkeit
von Informationen und Konzepten bzw. Fällen (Situationen) existieren. Weiterhin müssen
in einer Menge gespeicherter Daten ähnliche Datenpunkte zu einem Anfragedatenpunkt
gefunden werden.
In den letzten Jahren gab es in der Informatik zwei Entwicklungen, die die Relevanz
guter Konzepte der Ähnlichkeitssuche drastisch verschärfen.
1. Zum einen hat die Menge verarbeitbarer, vor allem unstrukturierter Daten stark
zugenommen. In den Anfangsjahren maschineller Informationsverarbeitung wur-
den Daten nur in wenigen wohlverstandenen Domänen sehr strukturiert verarbei-
tet (bspw. Militär, Banken, Versicherungen). Eine Problemlösung erfolgte in dieser
Zeit zumeist auf Basis vom Programmierer fest vorgegebener Regeln bzw. durch
Erlernen eines starren Modelltyps (bspw. lineare Regression). Aufgrund der be-
grenzten Rechenkapazität und der Reife der betrachteten Domänen waren diese
Schlusssysteme auch die richtige Lösung für die damalige Situation. Heute wird eine
exponentiell zunehmende Menge strukturierter und vor allem unstrukturierter Da-
ten in allen Domänen digital erfasst. Zusammen mit der Zunahme an Rechenleistung
erlaubt dies die Entwicklung von maschinellen intelligenten Agenten für eine Viel-
zahl neuer komplexer und veränderlicher Domänen (bspw. selbst fahrende Autos,
natürliche Sprachverarbeitung, kundenspezifische Werbungs- und Ergebnisauswahl
bei Google, ...). In diesen Anwendungsgebieten ist Analogieschließen und damit die
Ähnlichkeitssuche eine wichtige Strategie. Die Zunahme der Zahl von Domänen,
in denen Ähnlichkeitssuche angewendet wird, vergrößert die Bandbreite möglicher
Ähnlichkeitskonzepte, die bei einer Ähnlichkeitssuche unterstützt werden müssen.
2. Zum anderen hat auch die tatsächlich in einer einzelnen Domäne verarbeitete Daten-
menge aufgrund einer deutlich vereinfachten Datenerfassung stark zugenommen.
Dies führt zum einen zu einer starken Vergrößerung der Anzahl gespeicherter Da-
ten, die bei einer Ähnlichkeitssuche berücksichtigt werden müssen, zum anderen zu
einer Zunahme der Anzahl an Ähnlichkeitssuchen. Insgesamt stellen sich so deutlich




In vielen Anwendungen der Informatik werden zunehmend Ähnlichkeitssuchen eingesetzt.
Diese dienen bspw. der Beantwortung ungenauer Anfragen, dem Analogieschließen, der
Konsolidierung einer großen Datenmenge oder dem Clustering. Die Anforderungen an
diese Ähnlichkeitssuchen sind stark gestiegen. So müssen viele Ähnlichkeitsanfragen über
großen Datenmengen beantwortet werden (“Big Data”). Auch die Vielfalt und Komplexi-
tät der verwendeten Ähnlichkeitskonzepte ist stark gestiegen. Eine einzelne Ähnlichkeits-
berechnung – bspw. zwischen zwei Bildern zur Gesichtserkennung – ist deutlich aufwän-
diger als der früher oft verwendete euklidische Abstand. Aus diesen Gründen ist eine naiv
implementierte Ähnlichkeitssuche meist langsam und aufwändig.
Zur Unterstützung der Ähnlichkeitssuche existieren nur wenige verbreitete Konzep-
te. I.d.R. müssen Anwendungen aufgrund eines Mangels an einer universell verfügbaren
Ähnlichkeitssuchinfrastruktur diese domänenspezifisch jeweils selbst implementieren.4 In-
sofern ähnelt die Situation derjenigen zur Speicherung strukturierter Daten vor dem Auf-
kommen des universellen relationalen Datenbankmodells. Analog dazu wäre auch für die
Ähnlichkeitssuche eine ubiquitäre Verfügbarkeit universell einsetzbarer Indexstrukturen
zur effizienten Beantwortung von Ähnlichkeitsanfragen sinnvoll.
Die meisten existierenden Verfahren zur Ähnlichkeitssuche unterstützen nur eine ein-
geschränkte Menge von Ähnlichkeitskonzepten. Diese Verfahren nutzen bestimmte Eigen-
schaften der Ähnlichkeitsberechnung in der entsprechenden Domäne für die Indizierung.
Während dies eine effiziente Indizierung ermöglicht, verhindert es jedoch die universelle
Nutzbarkeit dieser Verfahren, da für die meisten komplexeren Ähnlichkeitskonzepte keine
derartigen Eigenschaften extrahiert werden können. Selbst wenn eine Spezial-Indizierung
in solchen Domänen möglich wäre, müsste doch für jede Domäne eine neue Indexstruktur
entwickelt werden.
Ein Ähnlichkeitskonzept beschreibt die Ähnlichkeit zweier Objekte über eine Ähnlich-
keitsfunktion. Alternativ kann eine inverse Ähnlichkeit auch über eine Distanzfunktion
beschrieben werden. Ein Beispiel eines Ähnlichkeitskonzeptes, zu dem viele ubiquitär ver-
fügbare Indexstrukturen existieren, ist der euklidische Abstand in niederdimensionalen
euklidischen Räumen. Diese Verfahren wurden ursprünglich entwickelt, um die räumliche
Nähe zwei- und dreidimensionaler Punkte bspw. zur Kollisionserkennung in der Luftfahrt
oder im Rahmen der Computergrafik zu indizieren. Der räumliche Abstand in euklidischen





In dieser Domäne lässt sich der abstandsrelevante Teil eines Datensatzes über einen Vektor
beschreiben. Für die Ähnlichkeitssuche können viele der wohlverstandenen Eigenschaften
euklidischer Räume genutzt werden, bspw. die Separierbarkeit der Abstände in den Einzel-
dimensionen oder verschiedene Schranken für die L2-Norm, wie:
∀d ∈ dim : |p1,d − p2,d| ≤ L2(p⃗1, p⃗2).
Diese Verfahren werden auch für nicht räumliche Probleme genutzt. Hierzu werden re-
levante numerische Eigenschaften zweier zu vergleichender Datensätze in einen Vektor
4Ein gutes Beispiel einer mangelnden Verfügbarkeit einer universellen Ähnlichkeitssuchinfrastruktur
liefern Ngu et al. [144]. Sie verwenden zur Beschreibung der Ähnlichkeit von Web-Services eine Mi-
schung aus Earth-Mover-Distance [174] (siehe Abschnitt 3.2.3.4) und euklidischem Abstand. Für die
Earth-Mover-Distance implementieren sie manuell eine domänenspezifische Vorfilterung mit anschließen-
der erschöpfender Suche. Die euklidische Distanz wird nur aufgrund der einfachen Verfügbarkeit (MySQL)
mit dem unpassenden R-Baum [93] anstelle des besser geeigneteren kd-Baums [21] indiziert.
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extrahiert. Die Anzahl numerischer Eigenschaften und mithin die Länge des Vektors ent-
spricht der Dimension der Daten. Die Eigenschaften euklidischer Räume gelten für eine
beliebig hohe Anzahl an Dimensionen. Grundsätzlich können so in einigen Domänen die
wohlverstandenen zwei- und dreidimensionalen Verfahren genutzt werden, um die Ähn-
lichkeitssuche zu indizieren. Dieser Lösungsansatz birgt jedoch einige Schwächen:
• Die Ähnlichkeit wird implizit auf die Nutzung numerischer Merkmale eines Daten-
satzes beschränkt. Ordinale oder nominale Daten können nur indirekt durch Um-
wandlung in Zahlen in die Abstandsberechnung einbezogen werden.
• Implizit wird das Ähnlichkeitskonzept auf die L2-Norm beschränkt. In den An-
wendungen wird dann diese Norm benutzt, obwohl wahrscheinlich oft eine andere
Ähnlichkeitsdefinition der Domäne angemessener wäre.
• Viele zwei- und dreidimensionale Ähnlichkeitsindexstrukturen können zwar auf höher-
dimensionale Räume erweitert werden. Einige teils implizite Annahmen, auf denen
die Effizienz der Suchstrukturen beruht, funktionieren jedoch in höherdimensionalen
Räumen nicht mehr.
• In vielen Anwendungen lässt sich die Ähnlichkeit überhaupt nicht über endlich-
dimensionale numerische Vektoren ausdrücken. Ein klassisches Beispiel hierfür ist
die Textähnlichkeit auf Basis der Anzahl der notwendigen Editieraktionen, um den
einen Text in den anderen zu überführen. In anderen Anwendungen wie der Bild-
ähnlichkeit ist es nicht nur wenig sinnvoll die Ähnlichkeit über einen pixelweisen
Vergleich zu realisieren, auch würden dadurch extrem lange Vektoren entstehen.
Durch den Curse of Dimensionality5 sinkt in derart hochdimensionalen Räumen
die Effizienz der meisten Ähnlichkeitssuchverfahren drastisch.
Aufgrund dieser Einschränkungen sollte eine universelle Ähnlichkeitssuchstruktur nicht
auf die Nutzung einer bestimmten Ähnlichkeitsfunktion beschränkt sein. Um überhaupt
eine Grundlage zur Indizierung der Daten zu haben, müssen jedoch gewisse Grund-
anforderungen an die Distanz-/Ähnlichkeitsfunktion gestellt werden, wie bspw. die Mini-
malität des direkten Weges. Eine verbreitete Anforderung an die Distanzfunktion ist die
Erfüllung der Axiome einer Metrik.6
Bei der Indizierung von Ähnlichkeiten, über die nur die Axiome einer Metrik bekannt
sind, stellen sich eine Reihe von Herausforderungen:
• Es können keinerlei Eigenschaften der Daten zur Indizierung genutzt werden. Das
einzige verfügbare Merkmal ist der Abstand zweier Datensätze.
• Viele Entwurfsentscheidungen von Datenstrukturen für euklidische Räume beru-
hen auf implizitem Wissen über derartige Daten und Ähnlichkeiten. Bspw. ist der
Speicheraufwand zur Repräsentation des (euklidischen) Vektors eines Datensatzes
beschränkt und gut abschätzbar. Der Aufwand zur Bestimmung des Abstandes zwei-
er Datensätze ist in der Dimension linear. Auf diesem Wissen beruhen Entscheidun-
gen wie bspw. die Nutzung und Auslegung eines Mehrwegebaumes, um analog zum






• In einer universellen Struktur zur Indizierung der Ähnlichkeitssuche in metrischen
Räumen ist Wissen über derartige Zusammenhänge nicht bekannt. Weder kann die
Datenstruktur abschätzen, wie viel Speicherplatz der abstandsrelevante Teil eines
Datenpunktes einnimmt – es kann sich um die wenigen Byte eines zweidimensionalen
Punktes, aber auch um die mehreren Megabyte eines Bildes handeln – noch wie auf-
wändig eine Abstandsberechnung ist. Die meisten Domänen, die auf eine metrische
Ähnlichkeitssuchstruktur angewiesen sind, besitzen jedoch sehr komplexe, aufwän-
dig zu berechnende Distanzfunktionen. Insofern kann es im Gegensatz zum B-Baum
auch sinnvoll sein, anstelle der Externspeicherzugriffe die Anzahl an Distanzberech-
nungen zu minimieren.
1.3 Beitrag und Abgrenzung der Arbeit
Ziele der Arbeit. Ziel der Arbeit ist die Entwicklung einer universell einsetzbaren
Infrastruktur (Datenstruktur und Wartungs- und Retrievalalgorithmen) zur effizienten
Durchführung von Ähnlichkeitssuchanfragen. Die Infrastruktur soll es ermöglichen, die
gespeicherten Daten inkrementell zu ändern – d.h. es müssen nicht alle zu speichernden
Daten a priori bekannt sein. Die Infrastruktur soll datenunabhängig in einer Vielzahl von
Domänen einsetzbar sein – aus diesem Grund ist die einzige Anforderung an die Daten,
dass die verwendete Distanzfunktion den Axiomen einer Metrik genügt. Zur Verbesserung
der Performance kann sie aber auch durch Feineinstellungen für eine konkrete Domäne op-
timiert werden. Bspw. soll es möglich sein, eher die Minimierung von Festplattenzugriffen
oder die Minimierung von Distanzberechnungen zu bevorzugen.
Eine solche Datenstruktur kann analog zum B- [166] oder R-Baum [93] als Indexoption
in Datenbankmanagementsystemen angeboten werden.7 Damit könnten Anwendungspro-
grammierer sich auf die Erfordernisse ihrer Domäne konzentrieren, anstelle vielfach Infra-
strukturcode neu zu schreiben.
Forschungshintergrund. Es existiert eine Vielzahl von Indexstrukturen für nieder-
dimensionale euklidische Räume wie bspw. das Voronoi-Diagramm [212], der kd-Baum [21]
oder der R-Baum [93]8 . Diese sind jedoch auf kardinale – zumeist niederdimensionale –
Vektorräume beschränkt und eignen sich somit nicht als universelle Ähnlichkeitssuch-
struktur. Für metrische Distanzfunktionen existiert eine deutlich eingeschränktere Aus-
wahl an Verfahren. Die meisten dieser Verfahren eignen sich auch nicht als universelle
Ähnlichkeitssuchstruktur:
• Einige Verfahren sind nur dem Namen nach metrische Indices, da sie sich auf einen
kardinalen Vektor mit einer euklidischen Abstandsfunktion oder implizit zumindest
auf Eigenschaften einer solche Abstandsfunktion verlassen (bspw. M+-Baum [221],
BM+-Baum [220], GEMINI -Verfahren [116]).
7Berthold und Meyer-Wegener [24] entwickeln das Konzept eines föderalen Datenbankmanagement-
systems, welches sowohl “normale” strukturierte Daten als auch Multimedia-Daten in einem System
unabhängiger Komponenten, aber mit gemeinsamen Schema und Schnittstelle verwalten kann. Berthold
et al. [23] stellen die Architektur eines losgelösten Multimedia-Informationssystems dar und geben einen
guten Überblick über die Integration derartiger Informationssysteme in kommerzielle Datenbankmana-
gementsysteme.
8Der R-Baum kann nur bedingt zur Indizierung von Ähnlichkeitssuchen in euklidischen Vektorräumen
verwendet werden, da mit ihm die räumliche Nähe bzw. Überlappung ausgedehnter Objekte (speziell
achsparalleler Rechtecke) modelliert und indiziert wird. (Siehe Abschnitt 3.8.3) In den meisten Domänen
wird ein Datensatz demgegenüber zumeist als Punkt aufgefasst – das Konzept der Überlappung existiert
nicht und der Abstand zweier Datensätze ist eine eindeutige Zahl.
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• Andere Verfahren beschränken sich auf eine Teilmenge metrischer Distanzfunktionen
mit diskreten Abständen (bspw. BK-Baum [35], Fixed (Height) Query Tree [12],
Fixed Query Array [41]).
• Manche Verfahren haben inakzeptable Einschränkungen, wie bspw. eine quadrati-
sche Speicherkomplexität von O(N2) (u.a. AESA [210]).
• Weiterhin existieren viele Verfahren, bei denen alle zu speichernden Daten a prio-
ri bekannt sein müssen. D.h. es ist nicht möglich, einen neuen Datensatz in einen
existierenden Index einzufügen. Beispiele solcher Verfahren, die implizit oder expli-
zit während des Baumaufbaus alle einzufügenden Daten kennen müssen, sind der
Vantage Point Tree [31] oder der D-Index [63].
Aus diesen Verfahren ragt der M-Baum [48] hervor, da er nahezu alle Anforderungen
einer universellen Ähnlichkeitssuchstruktur erfüllt. Der M-Baum besitzt eine Reihe von
Erweiterungen, wie bspw. den Slim-Tree [202] oder den Multiway-Insertion-M-Baum [194].
Beitrag der Arbeit. Der beste Kandidat einer universellen Ähnlichkeitssuchstruktur
– der M-Baum – besitzt noch eine Reihe von Schwächen, die im Rahmen dieser Arbeit
beseitigt wurden. Der verbesserte M-Baum wird als EM-Baum vorgestellt.
Zunächst wurden die Algorithmen zur Durchführung der Ähnlichkeitssuche am klas-
sischen M-Baum deutlich verbessert.
Der klassische M-Baum wurde nicht als fertige Datenstruktur, sondern in Form eines
Baukastens von kombinierbaren Teilalgorithmen vorgestellt. Die meisten Erweiterungen
ändern nur Teilalgorithmen – die grundsätzliche Baumstruktur bleibt unverändert. Somit
können die selben Anfrage- und Speicheralgorithmen weiter benutzt werden.
Im Rahmen dieser Arbeit wurden weitere Algorithmenbausteine identifiziert. Die klas-
sischen Baum-Aufbau-Algorithmen sowie die existierenden Erweiterungen wurden in eine
Menge unabhängig kombinierbarer Bausteine zerlegt. Anschließend wurden die Eigen-
schaften der grundlegenden gemeinsamen Baum-Struktur mathematisch fundiert analy-
siert. Es konnte ein Gütekriterium Perf abgeleitet werden, mit welchem sich der erwartete
Suchaufwand abschätzen lässt. Damit wurden die existierenden Algorithmenbausteine be-
wertet. Weiterhin wurden eine Reihe neuer Algorithmenbausteine vorgestellt, die direkt
auf die Minimierung dieses Perf -Wertes abzielen.
Abschließend wurden die getätigten Vorhersagen sowohl bzgl. der neu vorgestellten als
auch der existierenden Bausteine experimentell validiert.
Durch Kombination der neuen Algorithmenbausteine konnte ein neuer Standard-Einfüge-
Algorithmus vorgestellt werden, der in den meisten Domänen die ideale Kombination dar-
stellt. Unter nur geringfügiger Veränderung des Einfügeaufwandes (teilweise Verschlech-
terung, teilweise Verbesserung) konnte der Suchaufwand drastisch reduziert werden. Es
besteht jedoch die Möglichkeit, aufbauend auf den Analysen dieser Arbeit in besonderen
Anwendungsgebieten andere Algorithmenbausteine zu kombinieren.
Eine Möglichkeit dafür ist Bulk Insert. Bei a priori Kenntnis aller Daten können diese
deutlich effizienter in den Baum eingefügt werden als mit inkrementellen Verfahren. Auch
die Algorithmen für Bulk Insert wurden analytisch zerlegt und verbessert. So ist es gelun-
gen, unter einer geringfügigen Erhöhung des Einfügeaufwandes die Güte des so erzeugten
Baumes gegenüber dem klassischen Bulk Insert deutlich zu steigern.
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1.4 Aufbau der Arbeit
Der Aufbau der Arbeit ist folgendermaßen:
Zunächst werden in Kapitel 2 ausführlich eine Vielzahl von Anwendungen beispiel-
haft vorgestellt, die von einer universellen effizienten Ähnlichkeitssuchinfrastruktur profi-
tieren würden. Neben der Motivation der Entwicklung einer solchen Infrastruktur dient
dies auch dazu, einen Überblick über die Vielfältigkeit der Anwendungen sowie deren
unterschiedliche Ansprüche zu gewinnen.
Im Folgekapitel 3 werden anschließend fundierte Grundlagen in der Ähnlichkeits-
suche in metrischen Räumen gelegt und die theoretischen Hintergründe und Begriffe vor-
gestellt.
Kapitel 4 untersucht existierende Datenstrukturen im Hinblick auf ihre Eignung als
universelle Ähnlichkeitssuchstruktur. Als besonders flexibel sticht dabei der M-Baum [48]
heraus. Aus diesem Grund wird dieser zusammen mit existierenden Erweiterungen am
ausführlichsten vorgestellt. Die Verfahren zum Aufbau des klassischen M-Baums sowie
die Verfahren aus M-Baum-Erweiterungen werden dabei in eine Menge individuell kom-
binierbarer Algorithmenbausteine zerlegt.
In Kapitel 5 wird schließlich aufbauend auf dem M-Baum eine neue, universell einsetz-
bare Ähnlichkeitssuchstruktur entwickelt. Diese ist strukturell kompatibel zum M-Baum
– Algorithmen und Erweiterungen können also flexibel weiterverwendet bzw. getauscht
werden. Im Detail wird dafür wie folgt vorgegangen:
• Zunächst werden neue verbesserte Algorithmen für die Ähnlichkeitssuchanfrage über
der M-Baum-Struktur entwickelt.
• Anschließend wird die grundlegende M-Baum-Struktur mathematisch im Hinblick
auf den zu erwartenden Suchaufwand analysiert. Somit können im Rahmen der
Gestaltungsmöglichkeiten der Grundstruktur Varianten gewählt werden, die zu einer
Minimierung des Suchaufwands führen.
• Aufbauend auf diese Analyse werden zunächst die existierenden Bausteine der Auf-
baustrategien des M-Baums (original und spätere Erweiterungen) bewertet.
• Anschließend wird eine Menge neuer Aufbauteilstrategien vorgestellt, die explizit
den erwarteten Suchaufwand minimieren.
Kapitel 6 dient der experimentellen Evaluierung der in dieser Arbeit neu vorgestellten
Algorithmen und Datenstrukturen sowie der theoretisch getroffenen Aussagen. Speziell in
Kapitel 5 wurden verschiedene neue Algorithmen zur Abfrage und zum Aufbau der M-
Baums vorgestellt. Weiterhin wurden auf Basis eines neu entwickelten mathematischen
Modells Aussagen über die Qualität existierender und neu vorgestellter Baumaufbau-
strategien getroffen. In Kapitel 6 erfolgt die experimentelle Evaluation dieser verbesser-
ten Algorithmen sowie die Validierung der analytisch getätigten Aussagen über einzelne
Algorithmenbausteine. Schließlich werden noch alle Strategiekombinationen in ihrer ur-
sprünglichen Zusammenstellung verglichen.9
Mit einem Ausblick und einer Zusammenfassung schließt Kapitel 7 die Arbeit ab.
9In Kapitel 5 wurde der klassische M-Baum sowie die vorgestellten Erweiterungen zunächst in indi-
viduell kombinierbare Algorithmenbausteine zerlegt, die jeweils analytisch bewertet wurden. Da bei der
experimentellen Evaluation eines einzelnen Einfügeteilschrittes jeweils die anderen Teilschritte fixiert wer-
den müssen, besteht dabei die Gefahr systematischer Fehler der Evaluierung. Aus diesem Grund werden
abschließend alle M-Baum-Varianten in der Kombination von Algorithmenbausteinen verglichen, in der






Neuartige Anwendungen der Datenverarbeitung können und sollen zumeist mit unschar-
fen, unstrukturierten Daten umgehen können und Zusammenhänge bereits auf Basis
grundlegender Ähnlichkeit zweier Datensätze herstellen. Damit nähert sich die Daten-
verarbeitung zunehmend menschlichen Denk- und Schlussprozessen an. Durch die dabei
notwendige Ähnlichkeitssuche über unstrukturierten Daten stellen sich neue Anforderun-
gen an die Verarbeitungsinfrastruktur.
In diesem Kapitel werden beispielhaft einige neuartige ähnlichkeitsbasierte Anwen-
dungen aus verschiedenen Domänen kurz vorgestellt. Aus den Gemeinsamkeiten dieser
Anwendungen bzgl. Ähnlichkeitssuche werden anwendungsübergreifende Anforderungen
an eine solche Ähnlichkeitssuchinfrastruktur herausgearbeitet. Gemeinsam ist all diesen
Anwendungen, dass zumindest in einem Teilschritt
1. über einer großen Datenmenge ähnliche Einträge zu einem Beispiel gesucht werden,
2. die Berechnung des Abstands zweier Einträge sehr rechenaufwändig ist,
3. eine ähnlichkeitserhaltende Abbildung der Daten in den euklidischen Raum entweder
überhaupt nicht möglich ist oder das Verfahren stark einschränkt10 sowie
4. dynamisch neue Daten in den Ähnlichkeitsindex eingefügt werden müssen.
Folgerichtig profitieren alle diese Anwendungen von einer universellen, datenunabhängi-
gen Infrastruktur zur Ähnlichkeitssuche in metrischen Räumen. In manchen allgemeinen
Datenbankmanagementsystemen stehen neben den üblichen eindimensionalen (B-Baum-
[166]) Indices Möglichkeiten zur Indizierung ausgedehnter Objekte mit Hilfe eines R-
Baums [93] zur Verfügung. Analog könnten zukünftige Datenbankmanagementsysteme
auch eine metrische Ähnlichkeitssuche als Option unterstützen.
Im Folgenden wird zunächst in Abschnitt 2.1 die Editierdistanz von Texten vorge-
stellt. Sie bildet bereits für sich genommen ein gutes Beispiel für einen metrischen Raum
mit diskreten Entfernungen und kann genutzt werden, um bspw. Tippfehler zu korrigie-
ren. Wie die meisten metrischen Distanzfunktionen ist die Bestimmung der Editierdistanz
relativ aufwändig. Das Grundprinzip der Editierdistanz findet seine Anwendung in abge-
wandelter Form in vielen Domänen. Die in Abschnitt 2.3 vorgestellte Plagiatserkennung
10Siehe Abschnitt 4.2.
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beruht ebenso darauf wie das in Abschnitt 2.7 dargestellte Verfahren zum Abgleich von
Gensequenzen. Auch ein Ähnlichkeitsmaß für Patientenanamnesen (Abschnitt 2.2) sowie
Teile des Dokumentenretrievals (Abschnitt 2.6) können basierend auf einer abgewandel-
ten Editierdistanz entworfen werden. Aus diesem Grund wird der leicht vorstellbare Edi-
tierabstand über Texten genutzt, um die Schwierigkeiten der Ähnlichkeitsindizierung in
derartigen Räumen zu skizzieren. In den darauf folgenden Abschnitten werden andere
Problematiken der Ähnlichkeitssuche vorgestellt, um die Breite der Ähnlichkeitssuchpro-
blematik zu demonstrieren.
2.1 Editierdistanz
Motivation. In manchen Anwendungen sind ähnliche diskrete Sequenzen von Elemen-
ten gesucht. Die Ähnlichkeit zweier Sequenzen wird zumeist intuitiv durch die Existenz
ähnlicher Elemente an einer ähnlichen Position in der Sequenz ausgedrückt. Eine Mög-
lichkeit einer entsprechenden Distanzfunktion11 ist die gewichtete Summe der minimal
notwendigen Einfüge-, Lösch- und Änderungsoperationen, die notwendig sind, um eine
der beiden Sequenzen in die andere zu überführen. Durch die Gewichtung der einzelnen
Operationen kann die Ähnlichkeit atomarer Elemente der Sequenz ausgedrückt werden.
Die Suche nach ähnlichen, diskreten Sequenzen hat einen sehr breiten Anwendungs-
bereich. In Domänen wie der Suche nach




• ähnlichen medizinische Anamnesesequenzen oder auch
• ähnlichen Filme oder Tonsequenzen
lassen sich die Daten jeweils als Sequenzen von Zuständen und die Ähnlichkeit zweier
Objekte als gewichtete Anzahl an Editieraktionen (Einfügen, Löschen oder Ändern ein-
zelner Zustände) beschreiben. Aus diesem Grund soll das Verfahren zur Bestimmung der
Editierdistanz hier ausführlich vorgestellt werden.
Ein klassisches Anwendungsbeispiel für die Ähnlichkeitssuche in diskreten Sequenzen
ist die Suche nach ähnlichen Texten. Eine Ähnlichkeitssuche ermöglicht hier bspw. die
Korrektur von Rechtschreibfehlern bei der Schlagwortsuche12 oder die Suche nach leicht
veränderten Plagiat-Textdokumenten13.
11Distanzfunktion und Ähnlichkeitsmaß werden meist dual gebraucht. Ein hohes Ähnlichkeitsmaß im-
pliziert dabei eine geringe Distanz und umgekehrt. Für eine formale Darstellung siehe Abschnitt 3.2.
12Für die Korrektur von Rechtschreibfehlern kann in einem Wörterbuch der Sprache nach dem ähn-
lichsten zum eingetippten Wort gesucht und dieses als Korrektur vorgeschlagen werden.
13Für die Suche nach leicht veränderten Texten wird in einer Menge bekannter Texte zu einem zu
untersuchenden Text nach ähnlichen Texten gesucht. Sind bereits Texte bekannt, aus denen in nur wenigen




Bestimmung des Abstandes zweier Texte. Im Folgenden soll am Beispiel der Edi-
tierdistanz von Texten das grundlegende Verfahren zur Bestimmung der Distanz/Ähnlich-
keit sowie die Problematik der Indizierung dieser Distanzfunktion dargelegt werden. Die
Grundform der Editierdistanz wurde von Levenshtein [124] als inverses Ähnlichkeitsmaß
von Texten vorgeschlagen. Dabei wird die Anzahl an Editieraktionen (Einfügen, Ändern
oder Löschen eines Buchstabens) gemessen, die notwendig ist, einen Text in einen anderen
zu überführen. Je nach Anwendung existieren unterschiedliche Varianten des Verfahrens.
Sollen bspw. ähnlich klingende Wörter unabhängig von ihrer Schreibweise als ähnlich ge-
wertet werden, so kann bspw. das Soundex-Verfahren [196] eingesetzt werden.
Ein Algorithmus der dynamischen Programmierung zur Bestimmung der einfachen
Editierdistanz findet sich in [133]. Die Editierdistanz für die beiden zu vergleichenden
Texte wird dabei aus der Editierdistanz von Teilsequenzen zusammengesetzt. Die Teilse-
quenzen, deren Editierdistanz bekannt ist, werden induktiv erweitert, bis sie die vollstän-
digen Texte umfassen. Formell:
• Sei L1 die Länge des ersten und L2 die Länge des zweiten Textes.
• Sei T1,i das ite Zeichen des ersten Textes und T2,j das jte Zeichen des zweiten Textes.
• Sei Di,j die Editierdistanz der Teilsequenzen der ersten i Buchstaben des ersten und
der ersten j Buchstaben des zweiten Textes.
• Die gesuchte Editierdistanz ist d(Text1, T ext2) = DL1,L2 .
• Der Induktionsanfang ergibt sich über die Distanzen, bei denen auf einer Seite die
leere Sequenz steht:
– D0,0 = 0. Der Abstand zweier leerer Sequenzen ist 0.
– Di,0 = i, D0,j = j. Ein Wort der Länge i kann aus einer leeren Sequenz durch
Einfügen aller Buchstaben, d.h. i Editieraktionen erzeugt werden. Umgekehrt
kann ein Wort der Länge j in j Löschaktionen in eine leere Sequenz umgewan-
delt werden.
• Der Induktionsschritt ergibt sich aus der bekannten Editierdistanz der maximal ein
Element kürzeren Teilsequenzen und dem notwendigen Editierschritt für den letzten
Buchstaben. Es gibt jeweils 3 Möglichkeiten, mit Editieraktionen eine Teilsequenz
der Länge i in eine Teilsequenz der Länge j umzuwandeln. Da nach der einfachs-
ten Möglichkeit gesucht wird, einen Text in einen anderen umzuwandeln, wird die
Möglichkeit mit der geringsten Gesamteditierdistanz gewählt:
– Es kann zunächst eine Teilsequenz der Länge i − 1 in eine Teilsequenz der
Länge j umgewandelt werden: Di−1,j. Das ite Zeichen des ersten Texten kann
anschließend gelöscht werden (Kosten 1).
DLöscheni,j = Di−1,j + 1. (2.1.1)
– Umgekehrt kann auch erst eine Teilsequenz der Länge i in eine Teilsequenz der
Länge j −1 umgewandelt werden: Di,j−1.Anschließend wird das jte Zeichen des
zweiten Textes eingefügt (Kosten 1):
DEinfügeni,j = Di,j−1 + 1. (2.1.2)
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– Die dritte Möglichkeit besteht darin, zunächst eine Teilsequenz der Länge i − 1
in eine Teilsequenz der Länge j − 1 umzuwandeln: Di−1,j−1. Anschließend wird
das ite Zeichen der ersten Sequenz durch das jte Zeichen der zweiten Sequenz
ersetzt. Sind die beiden Zeichen gleich, so ist dies ohne Kosten möglich, an-
dernfalls muss eine Ersetzungsaktion durchgeführt werden:
DErsetzeni,j =
⎧⎨⎩Di−1,j−1 T1,i = T2,jDi−1,j−1 + 1 sonst . (2.1.3)
• Insgesamt ergibt sich die Editierdistanz für zwei Teilsequenzen aus dem Minimum











⎡⎣Di−1,j + 1, Di,j−1 + 1,
⎧⎨⎩Di−1,j−1 T1,i = T2,jDi−1,j−1 + 1 sonst
⎤⎦ . (2.1.4)
Algorithmisch wird die Levenshtein-Distanz durch dynamische Programmierung bestimmt.
Induktiv wird nach Formel 2.1.4 eine Tabelle mit den Editierdistanzen aller Teilsequenzen
gefüllt, bis mit DL1,L2 die finale Editierdistanz der vollständigen Sequenzen bekannt ist.
Abbildung 2.1.1 verdeutlicht das Vorgehen am Beispiel der Bestimmung der Editierdistanz
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Abbildung 2.1.1: Berechnung der Editierdistanz zweier Texte nach Levenshtein [133] mittels dynamischer
Programmierung. Die Tabelle wird inkrementell von links oben nach rechts unten gefüllt. Grau hinterlegt
ist der optimale Editierpfad. In der rechten unteren Ecke kann die finale Editierdistanz (3) abgelesen
werden. Der optimale Pfad besteht aus “Ersetzen von “M” durch “M” (0), Ersetzen von “E” durch “A”
(1), Ersetzen von “I” durch “Y” (1), Löschen von “E” (1), Ersetzen von “R” durch “R” (0).
Varianten. Die Kosten für das Einfügen, Löschen oder Ersetzen eines unterschiedlichen
Zeichens sind bislang immer mit 1 angesetzt. Je nach Domäne können andere Kosten
verwendet werden, um die entsprechende Ähnlichkeit zu modellieren:
• Sollen bspw. durch die Ähnlichkeit Tippfehler detektiert werden, so kann die Erset-
zung auf der Tastatur benachbarter Buchstaben (’e’ und ’r’) mit einer geringeren
Entfernung bestraft werden, als die Ersetzung weit entfernter Buchstaben (’q’ und
’l’). Beim Vergleich von Genomsequenzen sind manche Mutationen wahrscheinli-
cher als andere. Die entsprechendem Ersetzungsgewichte in Formel 2.1.3 sind dann
reduziert. Siehe hierfür Abschnitt 2.7.
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• Die Wahl solcher nicht-uniformer Kosten hat Auswirkungen auf die Konsistenz der
Levenshtein-Distanz.
– Es ist bspw. leicht möglich, durch unterschiedliche Kosten für Einfügen und
Löschen ein asymmetrisches Distanzmaß (eine Quasi-Metrik – siehe Abschnitt
3.2.1) zu konstruieren. Ein derartiges Abstandsmaß ist schwieriger zu interpre-
tieren und zu indizieren als eine Metrik.
– Auch ist ein Schritt “Ersetzen” (Formel 2.1.3) durch einen Schritt “Löschen”
(Formel 2.1.1) und einen zweiten Schritt “Einfügen” (Formel 2.1.2) substitu-
ierbar. Durch entsprechende Wahl der Kosten kann ein Distanzmaß erstellt
werden, bei dem immer eine der beiden Möglichkeiten bevorzugt wird.
Eigenschaften. Wie man in Abbildung 2.1.1 leicht erkennt, ist die Rechenzeit-Kom-
plexität in der Textlänge quadratisch – genauer: bei Texten der Länge N und M beträgt
die Komplexität O(N ·M). Auch die Hauptspeicherkomplexität beträgt O(N ·M). Es exis-
tieren optimierte Varianten des Algorithmus, die nur die notwendigen Elemente entlang
der Hauptdiagonale füllen und speichern.
Die beschriebene Editierdistanz erfüllt die Axiome einer Metrik.14 Durch Variation der
Gewichte der Einzeloperationen können Axiome verletzt werden:
• Aufgrund asymmetrischer Ersetzungsgewichte oder unterschiedlicher Gewichte für
Einfügen und Ersetzen entsteht ein asymmetrisches Abstandsmaß (Quasi-Metrik).
• Durch negative Gewichte für Editieroperationen kann die Nicht-Negativitätsbedin-
gung verletzt werden.
• Sind manche Ersetzungsgewichte null, bspw. um gleichwertige Schreibweisen zu er-
lauben, so wird das Axiom der Positivität verletzt (Pseudo-Metrik).
Problematik der Indizierung. Soll mit der Levenshtein-Distanz eine Tippfehlerer-
kennung durchgeführt werden, so muss eine Menge korrekt geschriebener Wörter gespei-
chert sein. Zu jedem neu getippten Wort wird zunächst geprüft, ob das Wort in dieser
Form bereits gespeichert ist. Dies ist einfach mit klassischen Indizierungsstrukturen, wie
bspw. einem B-Baum [166] möglich. Wurde das Wort gefunden, so ist die Schreibweise
korrekt. Andernfalls wird versucht, dem Nutzer ein ähnlich geschriebenes, bereits gespei-
chertes Wort als Korrektur vorzuschlagen. Hierzu kann die Menge der bekannten korrekt
geschriebenen Wörter nach Wörtern durchsucht werden, die vom aktuell geschriebenen
Wort nicht mehr als drei Editieraktionen differieren. Hierzu wird eine andersartige Indi-
zierungsstruktur benötigt, die derartige Ähnlichkeitsanfragen effizient beantworten kann.
Die vorgeschaltete exakte Suche mit Hilfe des B-Baums beruht auf einer (beliebigen,
aber festen) Sortierung der Wörter in einem Mehrwegesuchbaum. In jedem Schritt wird
das gesuchte Wort mit einem Routing-Wort im Hinblick auf die Sortierung verglichen. Ein
solcher Vergleich ist in einer in der Länge der beiden Wörter (M bzw. N) linearen Kom-
plexität möglich: O(min(M, N)). Für die Suche eines Wortes sind in einem balancierten
Baum mit K gespeicherten Einträgen maximal O(log K) Vergleiche notwendig. Die zum
Vergleichen notwendige Rechenzeit liegt also in der Größenordnung von O(N · log K). Da
ein komplettes Wörterbuch meist nicht im Hauptspeicher gehalten werden kann, müs-
sen während der Suche Teile nachgeladen werden. Dies ist meist deutlich zeitintensiver
als der eigentliche Vergleich der Wörter. Aus diesem Grund ist ein Verfahren wie der B-
14Siehe hierzu und zu deren Varianten Abschnitt 3.2.1.
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Baum [166] dahingehend optimiert, nicht die Anzahl der Knotenvergleiche, sondern die
Anzahl und Dauer der Festplattenzugriffe zu minimieren.
Bei der Suche nach Korrekturvorschlägen ist die Äquivalenz zum Vergleich der (alpha-
betischen) Sortierung die Bestimmung der Levenshtein-Distanz. Bereits dieser Schritt ist
deutlich aufwändiger als die Sortierung zweier Wörter (O(N ·M) vs. O(min(N, M))). Dies
kann auch die Zeit zum Nachladen von Teilen der Indexstruktur aus dem Festspeicher
übersteigen. Dieses Verhältnis trifft auf die meisten metrischen Domänen zu. Deshalb muss
eine entsprechende Indexstruktur eher die Anzahl der Abstandsbestimmungen als die An-
zahl der Festplattenzugriffe minimieren. Das Verhältnis der beiden Zeiten unterscheidet
sich von Domäne zu Domäne. So kann bspw. die Abstandsbestimmung (prinzipiell kurzer)
Wörter schneller sein als ein Festplattenzugriff, während sich dies bei der Abstandsbestim-
mung längerer Dokumente invertiert. Eine universell einsetzbare metrische Indexstruktur
sollte es also erlauben, den Fokus der Optimierung je Domäne zu verschieben.
Die meisten eindimensionalen Indizierungsverfahren beruhen auf einer Ordnung der
Daten und der rekursiven Teilung der gespeicherten Daten anhand dieser Ordnung. Auch
Ähnlichkeitssuchverfahren für 2- und 3-dimensionale euklidische Räume (wie bspw. der
kd-Baum [21] oder das Grid-File [147]) nutzen die natürliche Ordnung der Daten in den
einzelnen Dimensionen. Für Domänen wie die Suche nach ähnlichen Texten können diese
Verfahren nicht genutzt werden. Es lässt sich zwar eine Ordnung über die Daten legen
(bspw. alphabetisch), diese ist jedoch nicht ähnlichkeitserhaltend – ein Tippfehler im ers-
ten Buchstaben des Textes verändert dessen Ordnungsposition völlig. Auch lassen sich
keine Verfahren für kardinale Vektorräume nutzen, da keine ähnlichkeitserhaltende Ab-
bildung in einen endlichen Vektorraum existiert. Für die Ähnlichkeitsindizierung bzgl. der
allgemeinen Editierdistanz ist somit ein Verfahren notwendig, welches über die mehrdi-
mensionalen Verfahren hinausgeht.
Die Editierdistanz ist ein wichtiges Basisverfahren für Ähnlichkeitsprobleme in vielen
Domänen. Auch für sich genommen stellt die Suche nach ähnlichen Texten ein wichtiges
Anwendungsgebiet dar. Für die Unterstützung der Ähnlichkeitssuche in diesen Domänen
ist ein universelles, datenunabhängiges Ähnlichkeitssuchverfahren für metrische Räume
sehr nützlich.
2.2 Ähnlichkeitsbasiertes Schließen
Wie zuerst von Schank [180] herausgestellt wurde, kann maschinelles Schließen an die Art
und Weise angelehnt werden, wie Menschen lernen und Probleme lösen. Ein wichtiger Bau-
stein menschlicher Problemlösevorgänge ist dabei das ähnlichkeitsbasierte Schließen. Neue
Situationen werden auf Basis früher beobachteter ähnlicher Situationen beurteilt.[198]
Die Erfahrung mit Problematik früherer ähnlicher Situationen kann auf die Lösung
eines aktuellen Problems angewendet werden. Dieses Prinzip wurde als Case Based Rea-
soning (CBR) bzw. fallbasiertes Schließen auf maschinelles Problemlösen übertragen.15
Analogieschließen kann auch zur Vorhersage/Klassifikation genutzt werden. Zusam-
menhänge werden dabei auf Basis vollständig klassifizierter Trainingsbeispiele gelernt. Es
wird dabei angenommen, dass ähnliche Beispiele einer ähnlichen Klasse angehören. Bei der
Klassifikation eines neuen Beispiels werden ähnliche Beispiele in den Trainingsdaten ge-
sucht. Auf Basis des Wissens über die korrekte Klassifikation ähnlicher Trainingsbeispiele
wird über einen Mehrheitsbeschluss die Klassifikation des neuen Beispiels vorhergesagt.16
15Aamodt und Plaza [1] geben einen guten Überblick über fallbasiertes Schließen.




Das Vorhersage-/Klassifikationslernen zählt zu den überwachten Lernverfahren. Dem Sys-
tem wird eine Menge an Trainingsdaten vorgelegt, bei denen der vorherzusagende Zielwert
bzw. die korrekte Klassifikation annotiert sind. Auf Basis dieser Erfahrungen kann das
System den Zielwert bzw. die Klassifikation für neue Beispiele vorhersagen.17
In den meisten Fällen abstrahiert dabei das Verfahren Zusammenhänge aus den Bei-
spieldaten und lernt ein kompaktes, abstraktes Modell. Beispiele für solche Lernverfahren
sind Neuronale Netze18, verschiedene Varianten linearer oder logistischer Regression19
oder Support Vector Machines [208]. In diesen Fällen muss jedoch explizit ein Modelltyp
vorgegeben werden. Auch sind derartige Modelle relativ starr, d.h. es ist nur mit sehr
großen Modellen möglich, komplexe Zusammenhänge mit irregulären Entscheidungsgren-
zen zu lernen. Bei abstrahierenden Modellen fällt i.d.R. ein Großteil des Lernaufwands
während der Vorlage der Trainingsbeispiele an. Die Klassifikation eines neuen Beispiels
ist dann mit Hilfe des gelernten abstrakten Modells sehr effizient möglich.
Eine einfache Möglichkeit beliebig komplexe Modelle zu lernen ist die Verwendung der
k-Nearest-Neighbor-Klassifikation [55]. Dabei werden bei der Vorlage der Trainingsdaten
alle Trainingsbeispiele unverändert gespeichert – es erfolgt keine Abstraktion. Bei der
Klassifikation eines neuen Beispiels werden die k ähnlichsten Trainingsbeispiele gesucht.
Die Klassifikation der Mehrheit dieser ähnlichsten Trainingsbeispiele wird dann zur Klas-
sifikation des neuen Beispiels genutzt. Zur Vorhersage kann ein solches Verfahren genutzt
werden, indem das gewichtete Mittel der Zielwerte der k ähnlichsten Trainingsbeispiele als
Vorhersage genutzt wird. Als Gewicht kann dabei der inverse oder quadratische inverse
Abstand zum Anfragepunkt genutzt werden.20
Ein solches Verfahren kann sehr einfach beliebig komplexe Entscheidungsgrenzen ler-
nen. Eine 1-Nearest-Neighbor-Klassifikation ist dabei sehr anfällig für Übertraining, d.h.
sie besitzt ein sehr geringes Bias und eine sehr hohe Varianz. Dieses Problem kann durch
die Vergrößerung von k abgemildert werden. Bei der k-Nearest-Neighbor-Klassifikation
müssen alle Trainingsbeispiele gespeichert werden. Dies schränkt die Größe der Trai-
ningsmenge ein. Das eigentliche Training ist dabei sehr effizient. Die Trainingsbeispiele
müssen lediglich gespeichert und evtl. für eine Ähnlichkeitssuche indiziert werden. Bei
der Klassifikation eines jeden neuen Beispiels entsteht dagegen ein hoher Rechenaufwand.
Zunächst müssen die k ähnlichsten Beispiele gefunden werden, um deren mehrheitliche
Klassifikation zu extrahieren.
Die k-Nearest-Neighbor-Klassifikation ist ein sehr flexibles Lernverfahren, welches oh-
ne größeres Kontextwissen eingesetzt werden kann. Einzige Voraussetzung ist die Existenz
einer Ähnlichkeitsfunktion für die Beispiele. Problematisch ist dabei neben dem Speicher-
aufwand der Rechenaufwand bei jeder neuen Klassifikation zur Suche nach den k ähn-
lichsten Beispielen. Um die Allgemeingültigkeit der k-Nearest-Neighbor-Klassifikation zu
erhalten, wird an dieser Stelle ein allgemeingültiges Verfahren benötigt, welches effizient
zu einem Datensatz die k ähnlichsten Datensätze finden kann. Das Verfahren sollte dabei
nicht eine bestimmte Form der Beispielrepräsentation voraussetzen.
17Einen guten Überblick über überwachte (und nicht überwachte) Lernverfahren geben u.a. Hastie et
al. [80] und Bishop [27].
18Eine gute Einführung in neuronale Netze geben u.a. [26, 158, 168, 170].
19Siehe u.a. [80, 27].
20Der Verfasser nutzt ein solches Verfahren zur Repräsentation komplexer Deformierungsfunktion bei
Wafern in der Halbleiterindustrie. Siehe hierzu Abschnitt 2.4.
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2.2.2 Fallbasiertes Schließen
Ein klassisches Verfahren der Wissensverarbeitung zur Nutzung von Erfahrungswissen ist
das fallbasierte Schließen [1, 180]. Im Gegensatz zur k-Nächste-Nachbarn-Klassifikation
wird dabei nicht nur eine einzelne Vorhersagezahl oder Klassifikation gelernt, sondern eine
komplexe Problemlösung. Weiterhin ermöglicht die teilmanuelle Benutzung einen itera-
tiven Lernprozess. Es existiert also keine strikte Trennung in Training und Anwendung
des Verfahrens. Neue Beispiele können zunächst mit Hilfe früherer Erfahrungen bewertet
werden und nach Abschluss der Problemlösung selbst als Trainingsbeispiel dienen.
Die Erfahrung mit der Lösung von Problemen wird fallweise gespeichert. Ist ein neues
Problem zu lösen, wird versucht, eine Lösung auf Basis früherer Erfahrungen bei der Be-
arbeitung ähnlicher Probleme zu finden. Abbildung 2.2.1 verdeutlicht das Schluss-Prinzip.












Abbildung 2.2.1: Prinzip des fallbasierten Schließens (nach [164, 113, 38]): Die früher gemachte Erfahrung,
dass B eine Lösung für das Problem A ist (gewonnen über die Transformation β) wird auf das neue
Problem A′ angewandt. Aufbauend auf der früheren Erfahrung kann eine Lösung B′ für das Problem A′
gewonnen werden.
werden kann. B wurde dabei über den Lösungsweg β aus A abgeleitet. Tritt nun ein
neues Problem A′ auf, so kann basierend auf der Analogie α zu dem früheren Problem A
entweder:
• der damalige Lösungsweg β zu β′ adaptiert werden, um die Lösung B′ des neuen
Problems A′ zu gewinnen (Derivational Analogy [38]), oder
• die damalige Lösung B über eine adaptierte Analogie α′ zu einer an das neue Pro-
blem angepassten Lösung B′ adaptiert werden (Transformational Analogy [38]).
Fallbasiertes Schließen folgt einem Zyklus mit vier Phasen (Siehe Abbildung 2.2.2):
1. Retrieve: Bei Bearbeitung eines neuen Problems wird zunächst das Erfahrungswissen
früherer Fälle nach ähnlichen Problemen zum aktuellen Fall durchsucht. Frühere
Fälle sind in einer Wissensbank gespeichert. In diesem Schritt werden in dieser
Wissensbank nach einem Ähnlichkeitsmaß ähnliche gespeicherte Fälle zum aktuellen
Problem gesucht.
2. Reuse: In diesem Schritt wird die Problemlösung in den im letzten Schritt gefun-
denen ähnlichen Fällen untersucht. Die vielversprechendste dieser Lösungen wird
auf das aktuelle Problem adaptiert. Es wird also die in ähnlichen früheren Fällen
gemachte Erfahrung – bspw. dass sich eine bestimmte Diagnose bei einer ähnlichen





























Abbildung 2.2.2: Der Zyklus des fallbasierten Schließens (adaptiert nach [1])
3. Revise: Fallbasiertes Schließen ist i.d.R. ein interaktiver Prozess, bei dem sich die
Problemlösung über einen längeren Zeitraum erstreckt. Erst im Verlauf dieses Pro-
zesses (bspw. einer medizinischen Behandlung) wird deutlich, ob die adaptierte Lö-
sung tatsächlich das Problem löst. Im Rahmen dieses Schrittes wird die verwendete
Problemlösung ständig auf ihre Zielkonformität und den Lösungsfortschritt geprüft.
4. Retain: Nach der Lösung eines Problems kann das aus diesem neuen Fall gewonnene
Erfahrungswissen in der Fallbank gespeichert werden, um für zukünftige Probleme
zur Verfügung zu stehen. Um die Größe der Fallbank nicht zu stark anwachsen
zu lassen, kann zunächst geprüft werden, ob diese bereits ähnliche Fälle mit einer
ähnlichen Lösungsstrategie enthält. D.h. der neue Fall wird nur dann gespeichert,
wenn er tatsächlich neues Erfahrungswissen beinhaltet. Dieser Filter entspricht einer
rudimentären Abstraktion.
Ein performancekritischer Aspekt beim fallbasierten Schließen ist die Speicherung alter
Fälle in einer potentiell sehr großen Fallbank und das effiziente Wiederfinden ähnlicher
Fälle zu einem Anfragefall. In früheren Arbeiten wurde die Fallrepräsentation oft spe-
ziell für den Retrieval-Prozess ausgelegt.[1, 167] Analog zur Frühphase von Datenbank-
managementsystemen ist auch bei der Fallbank Datenunabhängigkeit erstrebenswert. Dies
ermöglicht eine an den Anforderungen der Domäne ausgerichtete Fallrepräsentation und
unabhängig davon ein effizientes Speichern und Wiederfinden ähnlicher Fälle.
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2.2.3 Das iSuite-System als Beispielanwendung des fallbasierten
Schließens
Im Folgenden soll kurz eine konkrete Beispielanwendung des fallbasierten Schließens vorge-
stellt werden, um den Zusammenhang von fallbasiertem Schließen und Ähnlichkeitssuche
zu verdeutlichen.
Seit 1998 wird als Pilotprojekt mit der DGSS21 Brandenburg ein System “iSuite –
chronischer Schmerz” zum Dokumentieren von und wissensbasiertem Schließen über Pa-
tientenanamnesen, -diagnosen, -medikationen und -therapien entwickelt.[152, 88, 87] Auf
Basis einer Kombination von generischem Domänenwissen, konzept- und fallbasiertem
Schließen22 über dem gespeicherten episodischen Wissen zu verschiedenen Patientenfällen
schlägt das System dem Arzt die nächsten Behandlungsschritte vor.
Das vom Agenten verwendete Wissen ist entlang zweier Achsen strukturiert. Zunächst
lässt sich das Wissen jeweils einem oder mehreren Behandlungsschritten zuordnen. D.h.
es existiert sowohl Wissen über die Anamnese-, Diagnose-, Therapie- und Medikations-
phase als auch verbindendes Wissen, bspw. welche Diagnosen aufgrund einer bestimm-
ten Anamnese gestellt werden könnten. Entlang der zweiten Achse wird Instanzwissen,
d.h. die Anamnese “Kopfschmerz” bei einem bestimmten Patienten zu einem bestimm-
ten Zeitpunkt, sowie generisches Wissen, d.h. allgemeines Wissen über die Anamnese
“Kopfschmerz”, unterschieden. Alles Wissen ist in einer gemeinsamen generischen Wis-
sensstruktur organisiert.23
Auf der Instanzebene ist die Term-Instanz eine atomare Wissenseinheit. Diese reprä-
sentiert eine Grundinformation über einen der Behandlungsschritte (Anamnese, Untersu-
chungsergebnis, Diagnose, Therapie, Medikation) zu einem bestimmten Zeitpunkt bei ei-
nem bestimmten Patienten. Die gesamten, zu einem bestimmten Zeitpunkt und Patienten
gespeicherten Term-Instanzen werden mit “Episode” bezeichnet. Eine Anamnese-Episode
kann bspw. ein Anamnese-Dialog mit einem Patienten sein, während eine Diagnose-
Episode eine konkrete Diagnose des Arztes, wie bspw. “Migräne mit Aura” ist. Das
gesammelte Wissen über einen bestimmten Patienten, d.h. alle Episoden zu allen Be-
handlungsschritten, wird “Fall” genannt.
Auf der Ebene generischen Wissens wird eine Ontologie benötigt, um über Episoden
schließen zu können. D.h. es muss definiert sein, welche Term-Instanzen existieren können
und in welcher Beziehung sie zueinander stehen. Bspw. würde eine solche Definition bei
Diagnose-Termen einschließen, dass “Migräne mit Aura” ein gültiger Diagnose-Term ist,
bei welchem es sich um eine spezifische Ausprägung der Diagnose “Migräne” handelt. Ein
auf diese Weise definierter Term wird “Konzept” genannt.
Die abstrahierte Struktur der Wissensbasis unter Nutzung der Partialisierung (P) und
Spezialisierung (S) ist in Abbildung 2.2.3 dargestellt. Die Partialisierung stellt dabei eine
Teil-Ganzes-Beziehung dar, während die Spezialisierung einer Instanziierung entspricht.
Das generische Wissen organisiert Konzepte im Rahmen einer Ontologie hierarchisch.
So ist bspw. “Schmerzen im Unterleib” eine Spezialisierung des Konzeptes “Schmerz”. Für
Repräsentation, Speicherung und Schließen über solchen Konzepten wurde ein System ge-
nerischer hierarchischer Schlüssel entwickelt. Weiterhin beinhaltet das generische Wissen
21Deutsche Gesellschaft zum Studium des Schmerzes
22Beim fallbasierten Schließen wird episodisches Wissen über vergangene ähnliche Fälle benutzt, um
neue Probleme aufgrund des Erfahrungswissens lösen zu können. Beim konzeptbasierten Schließen kommt
dagegen allgemeines Domänenwissen bspw. in Form von Hornregeln, Ontologien, Terminologien oder
Description logic [65] zum Einsatz.










Abbildung 2.2.3: Struktur der Wissensbasis des iSuite-Systems [152]
Zusammenhangwissen von Konzepten. Unter Nutzung des konzeptbasierten Schließens24
können auf Basis dieser Konzeptzusammenhänge Ableitungen über instanziierte Konzepte
getroffen werden.
Auf der Instanzebene entspricht eine Episode einer Menge instanziierter terminologi-
scher Begriffe und Konzepte zu einem bestimmten Zeitpunkt. Dies kann bspw. bedeuten,
dass ein bestimmter Patient zu einem bestimmten Zeitpunkt pulsierende Schmerzen im
rechten Teil des Unterleibs hatte.
Zusätzlich zum generischen Domänenwissen wird auch das im Patientenstamm gesam-
melte Erfahrungswissen in Form von fallbasiertem Schließen [1] genutzt. Bei Diagnose-
und Therapieempfehlungen für einen Patienten werden hierzu aus der Menge aller Pa-
tientenfälle ähnliche Situationen zum aktuellen Fall gesucht. Die bei ähnlichen früheren
Fällen gegebenen Empfehlungen werden auf ihre tatsächliche Verwendung sowie den ab-
schließenden Therapieerfolg geprüft. Aus diesen Erfahrungen können Empfehlungen für
den aktuellen Fall gewonnen werden. Während der Anwendung der vom System vorge-
schlagenen Therapie wird deren Erfolg ständig überprüft. Nach Abschluss der Behandlung
des aktuellen Problems für einen Fall wird dieser ebenfalls in die Fallbasis eingefügt.
Bei einer Umsetzung dieses Systems des fallbasierten Schließens müssen verschiedene
Detailprobleme mit folgenden Anforderungen im Hinblick auf die Fallbank gelöst werden:
• Alle relevanten Attribute eines Falls müssen repräsentiert und in einer Fallbasis
gespeichert werden. Insbesondere wird ein solches System über einen längeren Zeit-
raum betrieben und besitzt eine relativ große Fallbasis. Aus diesen Gründen sollte
eine datenunabhängige konsistente Speicherung analog zu den Qualitätsanforderun-
gen eines (relationalen) Datenbankmanagementsystems möglich sein.25 Insbesondere
sollte ein derartiges Speichersystem nicht speziell für eine Anwendung wie “iSuite”
neu entwickelt werden. Auch sollte der Entwurf einer Fallrepräsentation vom Do-
mänenwissen getrieben sein und nicht von den Anforderungen des Speichersystems
(Datenunabhängigkeit). Beim iSuite-System werden Fälle als Sequenzen von Episo-
den gespeichert, die wiederum aus einer Menge von Term-Instanzen bestehen.
• Im Gegensatz zu einem klassischen relationalen System müssen aus der Fallbasis
während des Retrievals effizient ähnliche Fälle bzgl. obigen Ähnlichkeitsmaßes ge-
funden werden.26 Aufgrund der Größe der Fallbasis und weil die Berechnung der
24Siehe bspw. [66, 162, 163].
25Für Transaktionen in Datenbankmanagementsystemen wurden von Härder und Reuter [95] die Prin-
zipien Atomicy, Consistency, Isolation und Durability gefordert. Weitere Anforderungen an relationale
Datenbankmanagementsysteme finden sich u.a. in [58, 52].
26Ein relationales System unterstützt effizient nur die exakte Suche und mit Einschränkungen Ähnlich-
keitssuche über eindimensionalen Daten. Dies ist im üblicherweise verwendeten B-Baum-Index begründet.
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Ähnlichkeitsfunktion sehr aufwändig sein kann, wird hier ein effizienterer Ansatz
benötigt als die naive Variante, die Fallbasis linear zu durchsuchen.
• Für die Suche ähnlicher Fälle muss zunächst klar definiert werden, wie Ähnlich-
keit im Rahmen dieser Anwendung gemessen wird. Es ist also ein Ähnlichkeits-
bzw. Distanzmaß zu spezifizieren. Dies ist eine Kernaufgabe des Domänenexper-
ten einer Anwendung. Insbesondere ist es schwierig, ein dem menschlichen Ähn-
lichkeitsempfinden entsprechendes Ähnlichkeitsmaß zu erstellen. [183] Auch soll-
ten Ähnlichkeiten in der Problemdomäne Analogien im Lösungsraum widerspiegeln.
Aus diesem Grund wird das Ähnlichkeitsmaß i.d.R. während der Entwicklung eines
CBR-Systems mehrfach iterativ angepasst. Auch für dieses Problem muss Datenu-
nabhängigkeit gefordert werden. D.h. es muss möglich sein, das für die Domäne am
besten passende Ähnlichkeitsmaß zu verwenden, ohne die Belange eines speziellen
Retrieval-Algorithmus zu berücksichtigen. Sehr geringe Beschränkungen der verfüg-
baren Ähnlichkeitsmaße entstehen dabei, wenn lediglich die Axiome einer Metrik27
erfüllt sein müssen. Die Ähnlichkeit zweier Fälle im iSuite-System kann aufgrund
der Repräsentation eines Falles als Sequenz von Episoden auf einer hohen Ebene mit
einer Abwandlung der Levenshtein-Distanz [124] beschrieben werden. Als Baustein
besitzt diese statt des einfachen Austauschs zweier Buchstaben bei der klassischen
Editierdistanz ein komplexes Abstandsmaß für Episoden. Ein derartiges Distanz-
maß ist relativ aufwändig in seiner Berechnung. Weiterhin lässt es sich nicht mit
klassischen Datenstrukturen für Ähnlichkeitssuche in ein- oder niederdimensionalen
euklidischen Räumen (B-Baum [166], kd-Baum [21], ...) indizieren.
• Wie bei relationalen Systemen sind auch bei der Fallbasis nicht alle zu speichernden
Daten a priori bekannt. Aus diesem Grund muss das Speichersystem das effiziente
Einfügen eines neuen Falles in eine bestehende Fallbank ermöglichen.
2.2.4 Anforderungen des ähnlichkeitsbasierten Schließens
In diesem Abschnitt wurden beispielhaft einige Verfahren und Anwendungen des ähnlich-
keitsbasierten Schließens vorgestellt. Gemeinsam ist diesen Anwendungen, dass für eine
praxisrelevante Anwendung effizient ähnliche Datensätze aus einer großen Menge gespei-
cherter Beispiele gefunden werden müssen. Weiterhin erfordern diese Verfahren eine sehr
domänenabhängige Fallrepräsentation sowie ein zumeist komplexes, domänenabhängiges
Ähnlichkeitsmaß. Für eine breitere Anwendbarkeit ähnlichkeitsbasierten Schließens wä-
re somit eine allgemeingültige Infrastruktur hilfreich, die ähnlich einem klassischen Da-
tenbankmanagementsystem unabhängig von einer konkreten Domäne die effiziente und
konsistente Speicherung und Indizierung von Fällen für eine effiziente Ähnlichkeitssuche
ermöglicht.
(Zu einer Diskussion der Relationenalgebra, relationaler Datenbanksysteme und ihrer Implementierung
siehe bspw. [58].) Eine weitere Einschränkung der Relationenalgebra bzgl. Ähnlichkeitsanfragen ist die
übliche Mengensemantik von Ergebnissen im Gegensatz zu der bei Ähnlichkeitsanfragen notwendigen Sor-
tierung der Ergebnisse nach der Ähnlichkeit.[183] Auch werden spezielle Anfragesprachen benötigt, um
bspw. ein Query-by-example durchführen zu können. Solche Anfragesprachen werden bspw. in [223, 181]
vorgestellt. Weitere Einschränkungen resultieren daraus, dass sich Falldaten im Hinblick auf die ange-
strebte Ähnlichkeitsfunktion nur schwer normalisieren lassen. Speziell bei Multimedia-Daten haben zu-
dem einzelne Datenobjekte einen großen Speicherplatzbedarf. [137] beschäftigt sich mit der Speicherung
solcher multimedialer Daten in relationalen Systemen.
27Siehe Abschnitt 3.2.
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2.3 Plagiatserkennung studentischer Quelltextabga-
ben
Die Erkennung von Plagiaten ist eine wichtige Aufgabe an Schulen und Universitäten. Ins-
besondere mit Hilfe des Internets ist es sehr leicht, Lösungen auszutauschen. Im Gegenzug
sollte die Plagiatserkennung auch weitgehend automatisiert werden.
Ein Beispiel hierfür ist die teil- oder vollautomatische Bewertung von praktischen
Programmieraufgaben. Solche Aufgaben sollen i.d.R. allein gelöst werden. Neben einer
Kontrolle der Korrektheit werden die Arbeiten auch auf Plagiate getestet, d.h. auf voll-
ständige oder teilweise Wiederverwendung von Quellcode anderer Studenten des selben
oder früherer Jahrgänge.
Bei komplexeren Programmen ist es sehr unwahrscheinlich, dass zwei mal exakt die
selben Variablen, Klassen, Methoden und Algorithmen geschrieben werden. Insofern deu-
tet eine syntaktische Übereinstimmung über weite Teile von Programmdateien zumindest
auf eine teilweise Wiederverwendung von Quellcode hin. Aus diesem Grund wurde ein Sys-
tem entwickelt, welches bei Übungslösungen neuer Studenten untersucht, ob mit Lösun-
gen früherer Jahrgänge oder dieses Jahrgangs größere syntaktische Übereinstimmungen
bestehen. Ist dies der Fall, äußert das System einen Verdacht, dem manuell nachgegan-
gen werden muss. Das System muss weiterhin falsche Alarme reduzieren. Diese entstehen
bspw. dann, wenn Schablonendateien aus der Aufgabenstellung28 von allen Studenten in
ihre Lösung eingebaut und größtenteils unverändert gelassen wurden. In diesem Fall stim-
men sehr viele studentische Lösungen in diesen Schablonendateien syntaktisch überein.
Aus diesem Grund verwirft das System einen Plagiatsverdacht, wenn sich dieser auf eine
Schablonendatei bezieht.
Eine studentische Übungslösung besteht dabei aus mehreren Quellcodedateien. Die
syntaktische Übereinstimmung wird auf Ebene einzelner Quellcode-Dateien getestet.29
Eine exakte Wiederverwendung einer Quellcodedatei lässt sich relativ einfach und schnell
mit jedem exakten Suchverfahren lösen. So könnten die Quellcodes aller abgegebenen
Dateien bspw. in einem B-Baum (alphabetisch sortiert) oder einer Hashtabelle gespeichert
werden. Ändert jedoch der wiederverwendende Student ein einziges Zeichen des Quell-
codes (bspw. durch Einfügen eines Leerzeichens), so findet die exakte Suche kein Plagiat
mehr. Aus diesem Grund wird die Ähnlichkeit der Quelltextdateien gemessen. Das ist auf
unterschiedliche Weise möglich:
• Messen der Editierdistanz auf Buchstabenebene
• Messen der Editierdistanz auf Wortebene
• Programmiersprachenabhängige Verwendung des abstrakten Syntaxbaumes und Mes-
sen der Editierdistanz auf dieser Ebene
Unabhängig vom gewählten Ansatz wird die Editierdistanz basierend auf der Methode von
Levenshtein30 bestimmt. Diese Editierdistanz gibt die Anzahl an notwendigen Einfüge-,
Lösch- und Änderungsoperationen an, die minimal notwendig sind, um eine Quelltextda-
tei in eine andere zu überführen. Für sich allein sagt die Editierdistanz wenig über die
28Aufgaben können ein Programmgerüst beinhalten, so dass die Studenten nur noch den eigentlichen
fachlichen Kern der Aufgabenstellung implementieren müssen. Dateien mit einem solchen vorgegebenen
Programmgerüst sind dann in allen abgegebenen Lösungen enthalten.
29Eine mögliche Erweiterung wäre es, sprachabhängig die Konstrukte der Programmiersprache als zu
vergleichende Einheit zu verwenden, im Fall von Java also bspw. Klassen, Funktionen oder Syntaxbäume.
30Die Methode von Levenshtein [124] wird genauer in Abschnitt 2.1 beschrieben.
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Ähnlichkeit zweier Quelltextdateien aus. Zwei Dateien der Editierzeichenlänge31 10 haben
bei völliger Nicht-Übereinstimmung eine Editierdistanz von 10 (Ändern jedes einzelnen
Zeichens). Wenn dagegen bei jeweils 100 Editierzeichen langen Dateien nur 10 Editier-
schritte notwendig sind, um eine Datei in eine andere zu überführen, so sind die Dateien
relativ ähnlich. D.h. in einem Fall bedeutet eine absolute Editierdistanz von 10 völlige
Unähnlichkeit, während diese Distanz in einem anderen Fall auf große Ähnlichkeit hin-
deutet. Aus diesem Grund wird die eigentliche Ähnlichkeit erst durch Relativieren der
Editierdistanz an der Länge der beteiligten Dateien erreicht.
Die Editierdistanz erfüllt die Axiome einer Metrik. Es existiert keine Abbildung in
den endlichdimensionalen euklidischen Raum, die ähnlichkeitserhaltend ist. Die Bestim-
mung der Editierdistanz nach Levenshtein hat eine quadratische Zeitkomplexität in der
Länge der beteiligten Zeichenketten. Da die Zeichenketten in einer Quellcodedatei vergli-
chen mit einem Einzelwort relativ lang sind, dominiert die Bestimmung eines einzelnen
Abstandswertes alle anderen Rechenschritte.
Für die Plagiatserkennung wird also ein Indexing-Verfahren benötigt, welches unter
Minimierung von Entfernungsberechnungen zu einer vorgegebenen Quellcodedatei alle
ähnlichen bisher aufgetretenen Quellcodedateien bestimmt.32 Weiterhin muss eine neue
Quellcodedatei dynamisch in die Index-Struktur eingefügt werden können, wenn neue
Übungsaufgaben abgegeben werden. Der Index muss persistiert werden können.
2.4 Waferprozessierung in der Halbleiterindustrie
In der Halbleiterindustrie werden Chips auf der Oberfläche eines Siliziumwafers schicht-
weise aufgebaut. Direkt in der Oberfläche werden durch Dotierung Bauelemente wie Tran-
sistoren erzeugt, während die Verdrahtung in den darüber liegenden Schichten erfolgt. Bei
der Prozessierung der meisten Schichten wird dabei zunächst lithographisch eine Lack-
maske auf der Waferoberfläche erzeugt. Anschließend erfolgt die eigentliche Bearbeitung
bspw. durch Aufbringen von Kupfer auf den in der Lackmaske freigelassenen Stellen. Die
Herausforderung dieses Schrittes besteht darin, dass zur Zeit üblicherweise 22 nm breite
Leitungen der vorhergehenden Ebene durch die Leitungen der aktuellen Ebene kontaktiert
werden müssen. Sind die Löcher in Richtung des Leitungsquerschnitts bspw. um 11 nm
verschoben, so besteht nur noch auf dem halben Leitungsquerschnitt ein Kontakt. Der
erhöhte Widerstand kann dafür sorgen, dass der Chip nicht mehr funktioniert.
Nach den meisten Schritten erfolgt (stichprobenartig) eine Kontrollmessung über die
Güte des oder der letzten Schritte. In den lithographischen Schritten wird die Güte darin
gemessen, wie genau Zielpunkte (Marken) in Relation zur darunterliegenden Schicht be-
lichtet werden konnten. An einer Kontrollmarke wird gemessen, mit welchem Vektor der
tatsächlich belichtete Punkt gegenüber dem angestrebten Punkt verschoben ist. Auf einem
kontrollierten Wafer werden mehrere Marken gemessen, zwischen ihnen können die Feh-
lervektoren interpoliert werden. Dieses Fehlervektorfeld wird Fehlersignatur des Wafers
genannt. Abbildung 2.4.1 zeigt die x-Komponente des interpolierten Fehlervektorfeldes
über einem Beispielwafer farbkodiert an. Es sind eine Vielzahl von Fehlern möglich, die
31Ein Editierzeichen ist ein individuell änderbares Zeichen der Datei. Im Fall der Editierdistanz auf
Buchstabenebene kann jeder Buchstabe einzeln getauscht werden, die Editierzeichenlänge entspricht also
der Anzahl an Buchstaben der Datei. Im Fall der Editierdistanz auf Wortebene ist die atomare austausch-
bare Einheit ein Wort, die Editierzeichenlänge entspricht also der Anzahl an Wörtern in der Datei.
32Die Grenzeditierdistanz zur Qualifizierung als “ähnliche Quellcodedatei” kann dabei allein aus der
neuen Quellcodedatei abgeleitet werden. Bspw. können bei einer 100 Zeichen langen Datei alle Dateien als
ähnlich gelten, welche in weniger als 10 Editierschritten erreicht werden können. Die Abfrage entspricht
also einer Range-Query (siehe Kapitel 3.3) – im Beispiel wäre die Grenzentfernung dieser Anfrage 10.
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Abbildung 2.4.1: Interpoliertes Fehlervektorfeld (nur X-Komponente) über einem geprüften Wafer. Die
Größenordnung des Fehlers ist farbkodiert. Blau entspricht einem nach links zeigenden Fehlervektor, Grün
einem exakt getroffenen Zielpunkt und Rot einem nach rechts zeigenden Fehlervektor.
sich jeweils in typischen Fehlervektorbildern äußern. Eine mögliche Strategie der Fehler-
suche ist dabei, nach Wafern mit ähnlicher Fehlervektorsignatur zu suchen:
• Entweder wurde bei den Wafern mit ähnlicher Fehlersignatur bereits der Fehler
identifiziert und muss beim aktuellen Wafer nur noch verifiziert werden.
• In anderen Fällen kann festgestellt werden, dass alle Wafer mit ähnlicher Fehlervek-
torsignatur in manchen Prozessschritten die selben Fertigungsanlagen (bspw. zum
Aufbringen des Lacks) durchlaufen haben, während Wafer mit abweichender Feh-
lersignatur in diesen Prozessschritten auf anderen Anlagen verarbeitet wurden. In
diesem Fall liegt es nahe, den Fehler an den gemeinsam durchlaufenen Belackungs-
anlagen zu suchen.
Basis dieses Vorgehens ist eine effiziente Ähnlichkeitssuche bzgl. Fehlervektorsignaturen
über einer großen Menge historischer Wafer. Zunächst muss eine Ähnlichkeitsfunktion
zweier Wafer definiert werden. Zwei Wafer haben eine ähnliche Fehlersignatur, wenn sie
an den selben Stellen der Waferoberfläche ähnliche Fehlervektoren aufweisen. Zur Be-
stimmung der Distanz zweier Wafer wird aus diesem Grund zunächst der Abstand an
jedem Punkt der Waferoberfläche bestimmt. Der durchschnittliche Wert des Betrages
dieses Punktabstands wird als Abstandsmaß zweier Wafer verwendet. Abbildung 2.4.2
zeigt beispielhaft vier Wafer in einer Abstandsmatrix an. Mathematisch entspricht das
Vektorfeld F⃗ der Fehlersignatur einem Vektor von Funktionen über einem zweidimensio-
nalen, kreisförmigen Definitionsbereich:
F⃗ = f⃗(x, y). (2.4.1)
Der Wert der Fehlersignatur an einer Stelle kann indirekt durch die an einer Menge von
Stützstellen M (den Marken) beobachteten Werte abgeschätzt werden:
f⃗ = g⃗(M) (2.4.2)
Der Fehlervektor an einer Stelle p⃗, an welcher sich keine Kontrollmarke befindet, wird
durch den gewichteten Durchschnitt der Fehlervektoren der in der Nähe liegenden Marken









Der punktweise absolute Abstand zweier Wafer W1und W2 ergibt sich aus den beiden
Wafer-Funktionsvektoren (Formel 2.4.2):
∆F (W1, W2)(x, y) = ||⃗g(M1)(x, y) − g⃗(M2)(x, y)||. (2.4.4)
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Abbildung 2.4.2: Abstandsmatrix des Fehlervektorfeldes mehrerer Wafer. Aus zwei zu vergleichenden
Wafern wird zunächst ein Differenzwafer (Mitte der Matrix) erstellt. Durch numerische Integration wird
der durchschnittliche Unterschied auf der Differenzwaferoberfläche bestimmt.
Der durchschnittliche Wert dieser Abstandsfunktion wird durch Relativierung des Inte-









Die Wafer haben nicht in jedem Fall dieselben Kontrollmarken. Auch hat nicht je-
de Kontrollmarke den selben Einfluss auf die interpolierte Fehlersignatur.33 Aus diesem
Grund können zur Bestimmung der Ähnlichkeit zweier Wafer nicht einfach die Wert-
differenzen an korrespondierenden Marken genutzt werden. Somit existiert keine Abbil-
dung dieser Ähnlichkeitsfunktion in einen endlichdimensionalen euklidischen Raum.
Wie in den vorangegangenen Beispielen erfüllt die Abstandsfunktion die Axiome einer
Metrik. Die Bestimmung des Abstandswertes ist rechenintensiv, da numerisch über der
Waferoberfläche integriert werden muss. Benötigt wird wiederum ein Indexing-Verfahren,
welches es ermöglicht, unter Einsparung von Entfernungsberechnungen ähnliche Wafer
aus einer großen Menge gespeicherter Wafer zu bestimmen. Die Datenstruktur muss per-
sistent sein und ein dynamisches Einfügen neuer Wafer in die bestehende Datenstruktur
ermöglichen.
33Dies ist abhängig von der Verteilung der Kontrollmarken über der Waferoberfläche.
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2.5 Retrieval in Multimedia-Datenbanken
Multimedia-Daten, wie Bilder, Audio-Dateien, Filme oder komplexe Textdokumente wer-
den in großen Datenbanken gespeichert.34
Soll in einer Multimedia-Datenbank nach einem Bild gesucht werden, kann die Ein-
grenzung der gesuchten Bilder über Attribute und annotierte Texte erfolgen. Bspw. kann
zu jedem Bild eine Stichwortliste gespeichert sein, welche die abgebildeten Objekte und
Orte beschreibt. Die zugehörigen annotierten Daten können mit klassischen Datenbanken
verwaltet und abgefragt werden. [138] Für dieses Vorgehen ist jedoch eine manuelle An-
notation der entsprechenden Attribute und Texte zu jedem eingefügten Bild notwendig.
Weiterhin müssen für jede potentiell relevante Suchanfrage Attribute annotiert werden.
Ein anfragender Nutzer muss die korrekten Attribute kennen. Aufgrund dieser Einschrän-
kungen erfolgt ein Retrieval auch über ein “query by example”, d.h. die Vorlage ähnlicher
Multimedia-Stücke zum gesuchten Dokument. [33] Statt also das gesuchte Bild mit vielen
Attributen zu umschreiben, in der Hoffnung, dass die entsprechenden Attribute gespei-
chert sind, verwendet der Anwender ein ähnliches Bild (bspw. eine Skizze) um die Anfrage
zu spezifizieren. Weitere Anwendung dieses “query by example” ist die Erkennung einer
Person anhand eines Bildes des Gesichts oder des Fingerabdrucks. Beide Daten werden
nie 100 % gleich erhoben. Gesucht wird also der Fingerabdruck, der zu mehr als 98%
übereinstimmt, oder das ähnlichste gespeichert Gesicht.
Beispielhaft sei eine mögliche Ähnlichkeitsfunktion für Bilder skizziert. Zunächst wer-
den hierfür i.d.R. markante Punkte (Interest Points) identifiziert und in beiden Bildern
einander zugeordnet. Dies kann bspw. mit dem SIFT-Verfahren [128, 129], oder dessen
Verbesserung dem SURF-Verfahren [16] erfolgen. Die Ähnlichkeit zweier markanter Punk-
te wird so bestimmt, dass sie bei erwarteten Änderungen bspw. durch veränderte Beleuch-
tung oder einen anderen Aufnahmewinkel unverändert bleibt. Aufgrund der Ähnlichkeit
aller zugeordneter Interest-Points oder einer Ähnlichkeitsmessung über der Bildoberflä-
che nach Anwendung einer Verzerrungskorrektur aufgrund der Interest-Point-Zuordnung
kann ein Ähnlichkeitsmaß für das gesamte Bild bestimmt werden. Die Bestimmung der
Distanz zweier Bilder auf diese Weise ist sehr rechenaufwändig. Die Abstandsfunktion
kann so konstruiert werden, dass sie den Axiomen einer Metrik genügt. Es ist jedoch mit
Ausnahme von Spezialfällen schwer bis unmöglich, eine Abstandsfunktion so zu konstru-
ieren, dass diese in den euklidischen Raum abgebildet werden kann. Alternativ wird, wie
im Beispiel von SIFT, ohne domänenabhängige Begründung ein Punkt auf einen Vektor
von kardinalen Werten reduziert, deren Ähnlichkeit über den euklidischen Abstand be-
stimmt wird. Hier wäre wahrscheinlich eine diskriminativere Abstandsfunktion denkbar,
wenn diese sich nicht auf den euklidischen Raum beschränken müsste.
Ein analoges Problem tritt bei der Suche nach Schadcode (Malware) in Programmen
auf. Da der schädliche Code sich durch zufällige Modifikationen und Verschlüsselung tarnt,
kann er nicht einfach durch die Suche nach äquivalenten Code-Stücken gefunden werden.
Xiaofang et al. [214] stellen fest, dass Schadcode zu ähnlichen Mustern führt, wenn der
Binärcode als Bild dargestellt wird. Entsprechend suchen sie diese Muster im Code. Zur
Objekterkennung verwenden sie SURF. Die so extrahierten Vektoren der Interest Points
werden mit einem vektor-basierten Hashverfahren (Locality sensitive Hashing [105]) und
damit implizit einer euklidischen Distanzfunktion anstelle einer besser passenden domä-
nenspezifischen Ähnlichkeit der Schadcodemuster indiziert.
Auch im Fall von Multimedia-Datenbanken kann eine datenunabhängige Indexstruk-
34Zur Diskussion der Speicherung und Abfrage solcher multimedialer Daten in oder in Kombination
mit relationalen Datenbanken, siehe u.a. [137, 183].
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tur zur Unterstützung der Ähnlichkeitssuche verwendet werden. Die einzelnen Anwen-
dungen (Bilder, Audio-Dateien, Textdokumente, etc.) unterscheiden sich dann bzgl. ihrer
Indizierung nur über das verwendete Ähnlichkeitsmaß.
2.6 Dokumentenretrieval
Im Jahr 2011 wurden weltweit über 2 Millionen Patentanträge gestellt. [68] Gleichzeitig
sind in der EU über 80 Millionen Patentdokumente bekannt. [140] Bei jedem bearbeite-
ten Antrag müssen alle existierenden Dokumente zum Thema des beantragten Patentes
gesichtet werden. Problematisch ist hierbei die Suche nach relevanten Dokumenten. Eisin-
ger [70] gibt einen guten Überblick über die Indizierung von Patentdokumenten. Patente
sind streng strukturierte Dokumente mit sehr unterschiedlich relevanter und formaler
Sprache in verschiedenen, streng definierten Abschnitten. Die einzelnen Patentabschnitte
müssen bzgl. der Themenrelevanz sehr unterschiedlich behandelt werden. [70]
Die Problematik der unscharfen Themen-Suche nach teilstrukturierten Dokumenten
lässt sich leicht auf andere Domänen verallgemeinern. Bislang erfolgt die Themeneingren-
zung in den meisten Dokumentendatenbanken über die Verschlagwortung der Dokumen-
te und der Suche nach eben diesen Schlagworten. Die Suche in Dokumentendatenban-
ken könnte deutlich verbessert werden, wenn eine Themeneingrenzung sowohl über eine
freitextliche Beschreibung, als auch über die Vorlage anderer relevanter (d.h. ähnlicher)
Dokumente erfolgen kann. Hierfür wird eine datenunabhängige Indexstruktur zur Unter-
stützung solcher Ähnlichkeitssuche benötigt.35
2.7 Abgleich von Gensequenzen
Das Genom eines Lebewesens ist in Form von Chromosomen organisiert. Ein Chromo-
som enthält eine sehr lange Kette von DNA-Molekülen bestehend aus einer wechselnden
Abfolge der vier Nukleotide Adenin, Cytosin, Guanin und Thymin. Ähnlich einer Schrift
enkodiert diese Abfolge die zu einem bestimmten Zeitpunkt zu aktivierenden Proteine
und beeinflusst damit den Phänotyp eines Lebewesens. Im Lebenszyklus einer Zelle wird
die Nukleotidabfolge zu bestimmten Zeitpunkten auch auf andere Art enkodiert. Ein Bei-
spiel hierfür ist die RNA, die eine Abschrift einer Teilsequenz der DNA darstellt, um die
entsprechenden Proteine tatsächlich zu synthetisieren. Das Genom aller Menschen ähnelt
sich zu großen Teilen. Durch Fehler im Prozess der Zellteilung (Mutationen) gibt es jedoch
kleine Unterschiede der Nukleotid-Sequenzen innerhalb der Zellen eines Lebewesens und
zwischen verschiedenen Lebewesen. Innerhalb eines Lebewesens sind die Unterschiede da-
bei deutlich geringer als zwischen verschiedenen Lebewesen. Analog zu den in Abschnitt
2.1 vorgestellten Editieraktionen an Texten können bei der Zellteilung versehentlich:
• zusätzliche Nukleotide eingefügt,
• Nukleotide entfernt,
• Nukleotide durch andere Nukleotide ersetzt oder
• ganze Teilsequenzen verschoben werden.
35In [144] wird ein System zur Ähnlichkeitssuche von Web-Services beschrieben. Dabei wird eine Mi-
schung aus schlagwortbasierter Vorfilterung und vollständiger Suche der verbleibenden Kandidaten ver-
wendet. In diesem Fall wäre eine universelle Infrastruktur zur Ähnlichkeitssuche sehr hilfreich.
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Diese Mutationen sind dabei nicht gleich wahrscheinlich.
In der Genetik werden Genom-Stücke miteinander verglichen bzw. aneinander ausge-
richtet. Bspw. kann versucht werden, einen Menschen über extern gefundenes Genmaterial
zu identifizieren. Dieses liegt i.d.R. in Form kurzer Teilsequenzen bruchstückhaft vor. In
diesem Fall wird versucht, die gefundenen Teilsequenzen auf dem vollständigen Genom die-
ses Menschen wiederzufinden, wobei zumindest die innerhalb eines Individuums möglichen
Mutationen berücksichtigt werden müssen. Eine andere Anwendung ist die Kartierung des
Genoms. Hierzu wird zu einem bestimmten Zeitpunkt des Zelllebenszyklus beobachtet,
welche Proteine aktuell durch RNA synthetisiert werden. Die dem RNA-Stück entspre-
chenden DNA-Nukleotid-Sequenzen können nun im kompletten Genom gesucht werden,
wobei auch bei der RNA-Erstellung Mutationen auftreten können.
In den meisten Fällen wird also versucht, auf einer längeren Gensequenz (bspw. aus
einer Datenbank) eine zu einer kürzeren Sequenz (einer Probe) passende Teilsequenz zu
finden, die zusätzlich durch Mutationen verändert sein kann. Es wird also auf einer Menge
längerer Sequenzen die zu einer kurzen Anfragesequenz ähnlichste Teilsequenz gesucht.
Die Ähnlichkeit zweier Genomsequenzen wird als die Wahrscheinlichkeit betrachtet, dass
die eine Gensequenz durch Mutationen aus der anderen entstanden ist. Zusätzlich muss
ein Alignment der kürzeren Sequenz auf der längeren erfolgen.
Eine Mutation, wie das Einfügen oder Löschen eines Nukleotids oder das Ersetzen ei-
nes Nukleotids durch ein anderes, kann als Editieraktion über dem Genomstück betrachtet
werden. Die korrespondierende Distanzfunktion kann aus diesem Grund analog zur Edi-
tierdistanz über Texten nach Levenshtein [124] bestimmt werden. (Siehe Abschnitt 2.1.)
Je nach Wahrscheinlichkeit einer bestimmten Mutation können unterschiedliche Kosten
für die einzelnen Editierschritte vergeben werden.36
Das originale Verfahren zur Bestimmung der Editierdistanz nach Levenshtein [124] be-
sitzt eine in der Länge der beteiligten Sequenzen (M und N) quadratische Rechenzeit- und
Speicherkomplexität von O(N · M). Insbesondere bei den extrem langen DNA-Sequenzen
eines Chromosoms ist dies sehr problematisch. Aus diesem Grund existieren für diese
Domäne auch Verfahren für die approximative Suche nach ähnlichen Gensequenzen in
großen Gendatenbanken, wie bspw. FASTA [161] oder BLAST [6]. Diese Verfahren sind
speziell auf die Domäne der Mutationen von Genomsequenzen zugeschnitten und un-
terliegen gewissen Einschränkungen. Eine strukturelle Änderung des Ähnlichkeitsmaßes
bspw. aufgrund neuer Erkenntnisse über die Charakteristik von Mutationen invalidiert
die Algorithmen. Aus diesen Gründen kann auch in dieser Domäne ein datenunabhän-
giges allgemeines Verfahren zur Ähnlichkeitssuche mit flexibler Wahl des Distanzmaßes
gewinnbringend eingesetzt werden.
2.8 Chartanalyse
An der Börse folgen Kurse gewissen mittelfristigen Mustern, die das Herdenverhalten der
Anleger widerspiegeln.37 Eine mögliche Strategie des Börsenhandels ist es, solche Mus-
ter zu erkennen, um durch gezielten Kauf und Verkauf Geld zu verdienen. Hierfür ist es
hilfreich, derartige Muster automatisiert aus früheren Kursverläufen zu lernen. Diese Mus-
ter werden dann in einer Indexstruktur gespeichert. Ein computerbasierter Handelsagent
36Einen guten Überblick über die Thematik gibt [135]. Die zum Levenshtein-Verfahren [124] analoge
Abstandsberechnung und Alignment wurde erstmals von Needleman et al. 1970 [143] vorgestellt. Wie
auch beim Levenshtein-Verfahren existieren eine Vielzahl von Erweiterungen zum Ausgangsverfahren,
die bspw. eine lineare Speicherkomplexität des Verfahrens erreichen. [100]
37Solche Muster werden in vielen Lehrbüchern der Finanzwirtschaft beschrieben, bspw. in [197].
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gleicht ständig den aktuellen Kursverlauf auf der Suche nach einem bekannten Muster
mit der Menge der gespeicherten Muster ab.
Kursverläufe entsprechen sich nicht vollständig. Deshalb muss eine ähnliche Kurs-
sequenz gesucht werden. Schmitt [183] schlägt zur Vorbereitung eines Ähnlichkeitsmaßes,
welches Kursmuster auf unterschiedlichen Kursniveaus und in unterschiedlichem zeitli-
chen Rahmen erkennt, eine Normierung durch Subtraktion des Erwartungswertes und
Division durch die Standardabweichung vor. Danach kann mit Hilfe eines auf reellwertige
Wertsequenzen angepassten Levenshtein-Abstandsmaßes der Abstand bzw. die Ähnlich-
keit zweier Sequenzen bestimmt werden. Dieses Warping-Verfahren wurde von Keogh
[111] vorgestellt. Eine andere Möglichkeit ist die die DFT-L2-Distanzfunktion.[4, 183]
Hierbei erfolgt eine Transformation der Kurssequenz mit Hilfe der diskreten Fourier-
transformation in den Frequenzraum. Nach einer Beschränkung auf die signifikanten ers-
ten Fourier-Koeffizienten, ist eine Entfernungsberechnung möglich, wenn die verwendeten
Fourier-Koeffizienten als Ausprägung einer Dimension aufgefasst werden. Die eigentliche
Entfernungsberechnung ist dann bspw. mit Hilfe der euklidischen L2-Norm möglich. Die
so erstellten vektoriellen Daten können mit einer beliebigen mehrdimensionalen Daten-
struktur, wie bspw. dem kd-Baum[21] gespeichert und indiziert werden.
Die Chartanalyse würde von einer universellen Indexstruktur für die Ähnlichkeitssuche
profitieren. In diesem Fall müsste sich die Abstandsfunktion sich nicht auf die Transfor-
mation in einen Vektor (von Fourier-Koeffizienten) mit einem L2-Abstand beschränken –
es könnten deutlich komplexere Mustervergleiche realisiert werden.
Auch in anderen Domänen treten ähnliche Probleme wie in der Chartanalyse auf.
Niedermayer et al. [145] suchen nach unsicher erhobenen räumlich und zeitlich ähnlichen
Verläufen, wie sie bspw. bei GPS-Tracks auftreten. Die Bestimmung einer solchen Ähn-
lichkeit ist nur mit exponentieller Komplexität in der Länge der Sequenz möglich. [81]
2.9 Fazit
In diesem Kapitel wurde eine sehr heterogene Menge von Problemen aus unterschiedlichen
Domänen beispielhaft vorgestellt, die eine effiziente Ähnlichkeitssuche benötigen. Dabei
müssen in einem wichtigen Teilschritt jeweils ähnliche Objekte zu einem Anfrageobjekt in
einer großen Menge gespeicherter Objekte effizient gefunden werden. Sowohl die Repräsen-
tation der gespeicherten Objekte als auch die jeweilige Definition eines Ähnlichkeitsmaßes
variiert dabei stark. In fast allen Fällen ist jedoch das Ähnlichkeitsmaß
• rechentechnisch sehr aufwändig zu bestimmen (d.h. Ziel der Indexstruktur sollte es
sein, Ähnlichkeits-/Distanzberechnungen zu vermeiden) und
• algorithmisch kompliziert. Aus diesem Grund ist es meist unmöglich, dieses Ähn-
lichkeitsmaß mit klassischen Mitteln (B-Baum [166], Hashtabelle [74], kd-Baum [21],
...) zu indizieren.
Bislang beschränken sich Anwendungen aus diesem Grund oft entweder
• auf ein leicht indizierbares Ähnlichkeitsmaß (bspw. eine L2-Metrik) oder
• auf eine kleine, linear durchsuchbare Menge gespeicherter Beispiele.
Beide Möglichkeiten schränken das Anwendungsgebiet solcher Anwendungen stark ein. Bei
Beschränkung auf eine L2-Metrik kann nicht das optimale Ähnlichkeitsmaß der Domäne
gewählt werden. Auch die Variation der Abstandsfunktion ist nicht möglich. Die lineare
Suche in einer kleinen Beispielmenge beschränkt die praktische Einsetzbarkeit.
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Die Entwicklung derartiger Anwendungen könnte deutlich erleichtert werden, wenn
eine einfach benutzbare, datenunabhängige Ähnlichkeitssuchinfrastruktur existieren wür-
de. Diese kann analog zu relationalen Datenbankmanagementsystemen für Anwendungen
beliebiger Domänen Dienste bereitstellen. Eine solche Infrastruktur kann auch direkt als
zusätzliche Option in existierende Datenbankmanagementsysteme integriert werden. In
aktuellen Datenbanksystemen wurden auf analoge Art Erweiterungen bspw. für spatia-
le Anfragen mit Hilfe des R-Baums [93] integriert. Auf Basis einer solchen Infrastruk-
tur können leicht ähnlichkeitsbasierte Anwendungen entwickelt werden. Der Fokus kann
dann ausschließlich auf den Anforderungen der Domäne liegen. Auch muss die verwende-
te Wissensrepräsentation und das Ähnlichkeitsmaß nicht im Hinblick auf einen konkreten
Algorithmus der Ähnlichkeitssuche beschränkt werden.
In dieser Arbeit sollen Grundlagen einer solchen datenunabhängigen Ähnlichkeits-
suchinfrastruktur gelegt werden, von denen generell ähnlichkeitsbasierte Anwendungen
profitieren können.
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Im letzten Kapitel wurden einige Beispiele neuartiger Anwendungen vorgestellt. Gemein
ist diesen Anwendungen, dass zumindest als Teilschritt komplex strukturierte oder un-
strukturierte Daten völlig unterschiedlicher Domänen gespeichert und auf Basis einer Ähn-
lichkeitssuche wieder gefunden werden müssen. In dieser Arbeit soll eine Infrastruktur
entwickelt werden, die eine effiziente Indizierung beliebiger metrischer Ähnlichkeitssuchen
ermöglicht. In diesem Kapitel werden die theoretischen Grundlagen der Ähnlichkeitssuche
gelegt.
Zunächst wird in Abschnitt 3.2 diskutiert, wie eine Ähnlichkeits- und Distanzfunktion
als grundlegendes Element jeder Ähnlichkeitssuche definiert ist und wie Ähnlichkeits-
und Distanzfunktionen zusammenspielen. Weiterhin wird für verschiedene Datentypen
eine Palette möglicher Distanzfunktionen diskutiert. In Abschnitt 3.3 wird beschrieben,
wie aufbauend auf einer Distanzfunktion eine Ähnlichkeitssuche definiert ist, insbesondere
welche Anfrageformen möglich sind.
In den folgenden Abschnitten werden die Prinzipien und Probleme der Ähnlichkeits-
suche aufbauend auf der leicht verständlichen eindimensionalen Ähnlichkeitssuche sowie
der mehrdimensionalen Ähnlichkeitssuche und der Ähnlichkeitssuche für ausgedehnte Ob-
jekte dargelegt. Der Fokus liegt dabei nicht auf der ausführlichen Vorstellung und dem
Vergleich einzelner Verfahren, sondern auf dem systematisierenden Herausarbeiten grund-
legender Prinzipien, die auch in metrischen Räumen (noch) gelten.
Hierzu wird in Abschnitt 3.4 dargelegt, welche Gütekriterien an Ähnlichkeitssuch-
verfahren zunächst nur für den eindimensionalen Raum beachtet werden müssen, um ein
Suchverfahren zu bewerten. Anschließend werden zwei Grundprinzipien vorgestellt, die
sowohl ein- als auch höherdimensionalen Ähnlichkeitssuchverfahren zugrunde liegen. Ei-
ne kurze Darlegung des Vorgehens bei eindimensionaler Ähnlichkeitssuche rundet den
Abschnitt ab. In Abschnitt 3.5 wird anschließend diskutiert, was der Begriff Dimensio-
nalität bei der Ähnlichkeitssuche bedeutet, in welchem Zusammenhang er zu verschiede-
nen Anfragetypen steht und welche Ausprägungen es gibt. Abschließend wird noch das
grundsätzliche Problem der Ähnlichkeitssuche in hohen Dimensionen – der sogenannte
Curse-of-Dimensionality dargestellt.
Die ersten Ähnlichkeitssuchverfahren wurden für niederdimensionale euklidische Räu-
me entwickelt – also bspw. den zwei- oder dreidimensionalen Raum für Anwendungen
wie geographische Informationssysteme, CAD-Systeme oder Anwendungen der Computer-
graphik oder der Bildverarbeitung. Da zwei- und dreidimensionale Räume im Rahmen der
menschlichen Wahrnehmung zudem gut vorstellbar sind und nahe am gut untersuchten
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eindimensionalen Indexing liegen, gibt es hier eine Vielzahl wohlverstandener Verfahren.
Diese bilden die Grundlage aller Verfahren für komplexere Räume. Zunächst wird ein
exemplarischer Überblick über verschiedene Indizierungsprinzipien für die Ähnlichkeits-
suche gegeben. In Abschnitt 3.6 werden aus diesem Grund zunächst einige nicht-baum-
basierte Indizierungsverfahren, wie Voronoi-Diagramme, Grid-Files oder Space-filling-Cur-
ves, vorgestellt, bevor im Folgeabschnitt 3.7 das Standard-Prinzip mehrdimensionaler
Indizierung – die mehrdimensionalen Bäume – vorgestellt werden. In diesem Abschnitt
werden einige Algorithmen der Ähnlichkeitssuche beschrieben, die in ähnlicher Form auch
in späteren Kapiteln für metrische Bäume gelten.
Der letzte Abschnitt 3.8 dieses Kapitels befasst sich auf den ersten Blick mit einem
für diese Arbeit irrelevanten Thema – der Indizierung der Ähnlichkeitssuche ausgedehnter
Objekte in niederdimensionalen euklidischen Räumen. Alle bis zu diesem Punkt darge-
stellten Verfahren dienten der Ähnlichkeitssuche über Punktdaten. Auch die in den Kern-
kapiteln dieser Arbeit diskutierten Verfahren für metrische Räume indizieren Punktdaten
und keine ausgedehnten Objekte. Allerdings besitzen Bäume für ausgedehnte Objekte
einen interessanten Unterschied zu den Standard-Verfahren für Punktdaten: Sie untertei-
len den Raum nicht mehr vollständig und überlappungsfrei. Dies gilt auch für die meisten
Verfahren für metrische Punktdaten. Diese Form der Raumteilung hat eine Reihe von
Auswirkungen auf Algorithmen für die Suche und das Ändern von Daten, sowie deren
Effizienz. Aus diesem Grund werden die für diesen Aspekt relevanten Verfahren und Pro-
bleme für ausgedehnte Objekte am Beispiel des R-Baums dargestellt. Dieser bildet auf-
grund des Prinzips seiner Raumaufteilung auch die Grundlage des in späteren Kapiteln
besprochenen und erweiterten M-Baums für metrische Räume.
3.2 Ähnlichkeits- und Distanzfunktionen
Bei der Ähnlichkeitssuche werden alle gespeicherten Elemente bezüglich ihrer Ähnlichkeit
zu einem Anfrageobjekt oder -raum bewertet, um bspw. das ähnlichste gespeicherte Ele-
ment zu finden.38 Der Ähnlichkeitsbegriff wird meist dual zum Abstandsbegriff benutzt
– ein großer Abstand bedeutet geringe Ähnlichkeit und umgekehrt. Um Ähnlichkeits-
suchen durchführen zu können, müssen Ähnlichkeit und oder Distanz in einer Funkti-
on f : O × O −→ R+0 formalisiert werden, die Paaren von Elementen der Menge der
speicherbaren Elemente O einen nicht negativen, reellen Abstands- bzw. Ähnlichkeitswert
zuordnet. Zusätzlich werden weitere Anforderungen an die beiden Funktionen gestellt.39
3.2.1 Distanzfunktion
Der bei Ähnlichkeitssuchen benutzte Ähnlichkeitswert zweier Objekte kann dual auch
als Distanz dieser Objekte interpretiert werden. In diesem Fall werden dann nicht mehr
Objekte mit hoher Ähnlichkeit, sondern Objekte mit geringer Distanz gesucht. Je nach
Anwendungsfall werden unterschiedliche Distanzfunktionen benutzt. Um Indexstrukturen
für die effiziente Beantwortung von Ähnlichkeitsanfragen zu entwerfen, muss die Distanz-
funktion jedoch formellen Kriterien genügen:
38Das Folgekapitel 3.3 stellt verschiedene Anfrageformen der Ähnlichkeitssuche vor. Zusätzlich zu An-
fragen, die sich auf die Ähnlichkeit aller gespeicherten Objekte zu einem Anfrageobjekt beziehen, werden
auch Anfragetypen vorgestellt, bei denen die Ähnlichkeit der Elemente untereinander (d.h. nicht zu einem
bestimmten Anfrageobjekt) bestimmt wird.
39Schmitt [183] gibt eine gute Einführung in die Problematik von Distanz- und Ähnlichkeitsfunktionen.
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Definition 3.1. (Distanzfunktion): Eine Distanzfunktion d über einer Trägermenge O
ist eine Abbildung d : O × O −→ R+0 . Sie besitzt folgende Eigenschaften:
• Selbstidentität: ∀o ∈ O : d(o, o) = 0.
• Nicht-Negativität: ∀x, y ∈ O : d(x, y) ≥ 0.
Eine Distanzfunktion ordnet also jedem Paar von Objekten ihre reellwertige Distanz zu.
Die Nicht-Negativität benennt dabei noch einmal explizit den Wertebereich der Distanz-
funktion als alle nicht negativen reellen Zahlen. Die Selbstidentität bzw. Reflexivität be-
sagt dabei, dass der Abstand eines Objektes zu sich selbst der in diesem Wertebereich
geringstmögliche (d.h. null) ist.
Da manche Indexstrukturen für die Ähnlichkeitssuche außer der Distanzfunktion kein
weiteres Domänenwissen besitzen, können nur Grundannahmen über die Eigenschaften
der Distanzfunktion genutzt werden, um die Ähnlichkeitssuche zu beschleunigen. Übli-
cherweise erwarten Indexstrukturen daher, dass die Distanzfunktion d die Axiome einer
Metrik erfüllt:40
Definition 3.2. (Metrik): Eine Metrik d über einer Trägermenge O ist eine Distanz-
funktion, die neben den genannten Eigenschaften Selbstidentität und Nicht-Negativität
weiterhin folgende Axiome erfüllt:
• Positivität: ∀x, y ∈ O : x ̸= y ⇒ d(x, y) > 0,
• Symmetrie: ∀x, y ∈ O : d(x, y) = d(y, x) sowie
• Dreiecksungleichung: ∀x, y, z ∈ O : d(x, z) ≤ d(x, y) + d(y, z).
Diese Anforderungen schließen einige intuitive Ähnlichkeitsfunktionen aus, andererseits
ermöglichen sie erst den Entwurf einer effizienten Indexstruktur. Die einzelnen Anforde-
rungen besitzen dabei folgende Implikationen:
1. Positivität: Dieses Axiom fordert, dass jedes Objekt ausschließlich zu sich selbst
den Minimalabstand von null besitzen darf. Der Abstand zu jedem anderen Ob-
jekt muss größer sein. Diese Forderung ist nur wichtig, um eine Mengensemantik
bzgl. der exakten Suche zu erreichen. Weiterhin kann so die Indexingstruktur vor-
aussetzen, dass an einer Stelle im Distanzraum nur ein Element gespeichert ist. Es
ist relativ leicht, Beispiele zu konstruieren, bei denen das Axiom nicht erfüllt ist.
Die Verletzung dieser Forderung ist i.d.R. notwendig, um Invarianz der Ähnlich-
keitsfunktion gegenüber erwarteten Änderungen zu erreichen. Bei der Suche nach
ähnlichen Programmtexten mit einem abgewandelten Levenshtein-Verfahren (Kapi-
tel 2.3) wird bspw. davon ausgegangen, dass es sich trotz Umschrift eines deutschen
Umlauts (also “oe” statt “ö”) um das selbe Wort handelt. Bei der Vorlage eines Bei-
spielbilds zur Suche nach dem Kölner Dom (siehe Kapitel 2.5) sollte der Abstand
null sein, wenn ein Bild vom Kölner Dom vorgelegt wird, selbst wenn Belichtung
und Aufnahmewinkel abweichen.
2. Symmetrie: In diesem Axiom wird ein ungerichteter Entfernungsgraph gefordert. Es
muss also für den Ähnlichkeitswert irrelevant sein, von welchem der beiden beteilig-
ten Objekte aus er bestimmt wurde. Dies ist wichtig, weil bei seiner Nicht-Erfüllung
40In der Literatur [183, 219] werden ausführlich verschiedene Varianten diskutiert.
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Interpretationsprobleme bzgl. der Erfüllung einer Ähnlichkeitsanfrage (siehe Kapi-
tel 3.3) auftreten würden. (Welche der beiden Entfernungen zweier Objekte sollte in
diesem Fall berücksichtigt werden, um ein ähnlichstes Objekt zu bestimmen?) Au-
ßerdem müsste bei Nicht-Erfüllung dieser Forderung die Indexingstruktur meist bei-
de Distanzen bestimmen. Abfragealgorithmen würden deutlich komplexer werden.
Es gibt jedoch eine Reihe von Abstandsfunktionen, bei denen dieses Axiom nicht er-
füllt ist. Bspw. sind bei gerichteten Graphen Entfernungen nicht symmetrisch. Eine
Möglichkeit zur Konstruktion einer Metrik ist in diesem Fall die Verwendung einer
künstlichen Distanzfunktion, die als Distanz die Summe der Gewichte der beiden
Richtungen verwendet. In diesem Fall ist die Symmetrie wieder erfüllt.
3. Dreiecksungleichung: Dieses Axiom besagt in einfachen Worten: “Der direkteste Weg
ist der kürzest mögliche.” Das Axiom ist wichtig für alle Indexverfahren, die nur die
Distanzfunktion zur Indizierung benutzen. Hierin besteht die einzige Möglichkeit,
Elemente von der Suche auszuschließen und somit eine bessere als die lineare An-
fragekomplexität zu erreichen. Bei der Suche wird der Abstand des Anfrageobjektes
zu einem strukturierenden Knoten (“Pivot”) bestimmt. Bei der Konstruktion der
Indexstruktur wurden die Entfernungen einiger Daten zu diesem Pivot-Element be-
stimmt und zur Strukturierung verwendet. Die Kombination des Wissens über die
Distanz eines Knotens k zum Pivot-Element p sowie die Distanz des Anfrageobjektes
q zum selben Pivot-Element p erlaubt im Zusammenhang mit der Dreiecksunglei-
chung die Bestimmung einer oberen und unteren Schranke für die Entfernung des
Knotens k zum Anfrageobjekt q. Die tatsächliche Entfernung zwischen k und q muss
so unter Umständen nicht bestimmt werden, wenn bspw. die untere Entfernungs-
schranke über dem Suchradius liegt. Ein solcher Ausschluss eines Knotens von der
weiteren Suche ist in vielen Fällen für größere Mengen von Knoten auf Basis einer
solchen Entfernungsschranke möglich.
Schmitt [183] und Zezula et al.[219] beschreiben neben einer solchen (Voll-)Metrik mehrere
Variationen, die jeweils bestimmte Teilaxiome nicht erfüllen:
Definition 3.3. (Pseudo-Metrik): Eine Pseudo-Metrik ist eine Distanzfunktion, die
zusätzlich die Axiome Symmetrie und Dreiecksungleichung erfüllt.
Bei einer Pseudo-Metrik ist also die Forderung der Positivität nicht erfüllt. Wie oben
angemerkt kann es durchaus notwendig sein, eine Distanzfunktion zu verwenden, bei
denen nicht identische Objekte den Abstand null besitzen. (Bspw. weil beide den für den
Index relevanten Kölner Dom zeigen, sich aber in anderen, für die Anfrage irrelevanten
Details unterscheiden.) Eine Indexstruktur über einer Pseudometrik muss jedoch explizit
für diese Einschränkung ausgelegt sein. Sollen bspw. beide Bilder mit dem Kölner Dom
gespeichert werden, so muss die Indexstruktur die Speicherung mehrerer nicht-identischer
Objekte erlauben, die sich in allen Aspekten der Abstandsfunktion identisch verhalten.
Definition 3.4. (Quasi-Metrik): Eine Quasi-Metrik ist eine Distanzfunktion, die zu-
sätzlich die Axiome Positivität und Dreiecksungleichung erfüllt.
Gegenüber einer Metrik ist also die Forderung der Symmetrie nicht erfüllt. Wie oben
beschrieben, treten derartige Distanzfunktionen bspw. bei gerichteten Graphen auf.
Definition 3.5. (Semi-Metrik): Eine Semi-Metrik ist eine Distanzfunktion, die zusätz-
lich die Axiome Positivität und Symmetrie erfüllt.
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Bei der Semi-Metrik ist also gegenüber einer Metrik die Forderung nach der Drei-
ecksungleichung verletzt. Da diese für die Indizierung in metrischen Räumen fundamental
ist, werden derartige Distanzfunktionen für diese Arbeit nicht betrachtet. Schmitt [183]
unterscheidet weiterhin verschiedene Kombinationen dieser Einschränkungen, also bspw.:
Definition 3.6. (Pseudo-Semi-Metrik): Eine Pseudo-Semi-Metrik ist eine Distanz-
funktion, die zusätzlich das Axiom der Symmetrie erfüllt.
Gegenüber einer Metrik sind also sowohl die Forderung nach der Erfüllung der Posi-
tivität als auch der Dreiecksungleichung verletzt. Zezula et al. [219] erwähnen weiterhin
Metriken, die zusätzlich stärkere Axiome erfüllen:
Definition 3.7. (Ultra-Metrik): Eine Ultra-Metrik ist einer Metrik, die zusätzlich eine
verschärfte Dreiecksungleichung erfüllt:
∀x, y, z ∈ O : d(x, z) ≤ max{d(x, y), d(y, z)}.
3.2.2 Ähnlichkeitsfunktion
Intuitiv werden bei einer Ähnlichkeitssuche Objekte gesucht, die zu einem Anfrageob-
jekt ähnlich sind. Diese (große) Ähnlichkeit wird jedoch meist über eine geringe Distanz
formalisiert, wie sie in Abschnitt 3.2.1 definiert wurde. Es ist jedoch auch möglich auf
dieser Basis formell ein Ähnlichkeitsmaß zu definieren, das sich nach gewissen Kriterien
dual zu einer metrischen Distanzfunktion verhält. Der Wert 0 bedeutet dabei maximale
Unähnlichkeit während der Wert 1 für maximale Ähnlichkeit steht. [183]
Definition 3.8. (Ähnlichkeitsmaß): Ein Ähnlichkeitsmaß sim über einer Trägermenge
O ist eine Abbildung sim : O × O −→ R+0 , die folgende Eigenschaften besitzt:
• ∀x, y ∈ O : 0 ≤ sim(x, y) ≤ 1,
• Reflexivität: ∀o ∈ O : sim(o, o) = 1,
• ∀x, y ∈ O : sim(x, y) = 1 ⇔ x = y sowie
• Symmetrie: ∀x, y ∈ O : sim(x, y) = sim(y, x).
Diese Axiome besitzen jeweils eine Korrespondenz in einzelnen Axiomen einer Metrik:
• Das erste Axiom beschränkt den Wertebereich auf das Intervall [0, 1]. Dies entspricht
dem Axiom Nichtnegativität. Im Gegensatz zu diesem muss bei einem Ähnlichkeits-
maß aber nicht die untere Grenze (d = 0), sondern die obere Grenze (sim = 1) einer
Ähnlichkeit für den Fall der Objektidentität klar definiert sein.
• Die Reflexivität besitzt ihre Entsprechung im Axiom Selbstidentität.
• Die Forderung, dass das Ähnlichkeitsmaß ausschließlich bei identischen Objekten
die obere Grenze von 1 erreicht, entspricht der Positivität einer Metrik.
• Die Symmetrie besitzt bei Ähnlichkeits- und Distanzmaß die gleiche Bedeutung.
Durch Heraushebung der korrespondierenden Axiome fällt auf, dass bei Ähnlichkeits-
maßen keine Analogie zur Dreiecksungleichung existiert.
Es kann eine direkte Korrespondenz zwischen einem Ähnlichkeitsmaß und einer Di-
stanzfunktion hergestellt werden. Hierzu müssen beide kompatibel sein. Zur Definition
der Kompatibilität muss zunächst auf Ähnlichkeitsmaß und Distanzfunktion jeweils eine
Ordnungsrelation definiert werden:
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Definition 3.9. (Ordnungsrelation Rd): Eine Ordnungsrelation Rd zu einer Distanz-
funktion d über der Trägermenge O wird definiert durch:
∀x, y, u, v ∈ O : Rd(x, y, u, v) ⇔ d(x, y) ≤ d(u, v).
Die Relation Rd drückt somit aus, dass der Abstand zweier Objekte x und y kleiner
oder gleich dem Abstand zweier anderer Objekte u und v ist.
Definition 3.10. (Ordnungsrelation Rsim): Eine Ordnungsrelation Rsim zu einem Ähn-
lichkeitsmaß sim über der Trägermenge O wird definiert durch:
∀x, y, u, v ∈ O : Rsim(x, y, u, v) ⇔ sim(x, y) ≥ sim(u, v).
Die Relation Rsim ist also erfüllt, wenn zwei Objekte x und y einander ähnlicher sind
als zwei andere Objekte u und v.
Definition 3.11. (Kompatibilität Ähnlichkeitsmaß und Distanzfunktion): Ein
Ähnlichkeitsmaß sim und eine Distanzfunktion d über der selben Trägermenge O heißen
kompatibel, wenn gilt:
∀x, y, u, v ∈ O : Rd(x, y, u, v) ⇔ Rsim(x, y, u, v).
Mit anderen Worten: Wenn zwei Objekte x und y einen geringeren Abstand besitzen,
als zwei andere Objekte u und v, dann sind sie einander auch ähnlicher. Im Fall einer
Kompatibilität eines Ähnlichkeitsmaßes sim und einer Distanzfunktion d existiert eine
bijektive, ordnungsinvertierende Abbildung f : R+0 −→ R+0 zwischen Distanzfunktion
und Ähnlichkeitsmaß mit folgenden Eigenschaften:
• ∀x, y ∈ O : sim(x, y) = f(d(x, y)),
• ∀x, y ∈ O : d(x, y) = f−1(sim(x, y))
• f(0) = 1, d.h. der minimale Abstand 0 entspricht der maximalen Ähnlichkeit 1.
Ein Beispiel einer solchen Abbildung zur Konstruktion eines zu einer Distanzfunktion d
kompatiblen Ähnlichkeitsmaßes sim ist
f : sim(x, y) = 11 + d(x, y) .
Ein zu einer Metrik kompatibles Ähnlichkeitsmaß besitzt analoge Eigenschaften zu
dessen Axiomen. Ein Ähnlichkeitsmaß, welches derartige Eigenschaften besitzt, korrespon-
diert jedoch in den meisten Fällen nicht mit dem menschlichen Ähnlichkeitsempfinden,
wie psychologische Untersuchungen gezeigt haben.41
Indexstrukturen basieren i.d.R. auf Distanzfunktionen. Wie oben gezeigt wurde, lässt
sich zu jeder metrischen Distanzfunktion ein kompatibles Ähnlichkeitsmaß konstruieren.
Umgekehrt ist dies für beliebige Ähnlichkeitsmaße aufgrund der fehlenden Dreiecksunglei-
chung nicht möglich.
3.2.3 Beispiele für Distanz- und Ähnlichkeitsfunktionen
In diesem Abschnitt sollen die in verschiedenen Domänen genutzten Distanz- und Ähn-
lichkeitsfunktionen diskutiert werden.
41Die Verletzung der inversen Reflexivität sim(x, x) = 1 bzw. der Positivität sim(x, y) < 1|x ̸= y
wurden bspw. von [119, 205] gefunden. [183] gibt intuitive Beispiele für die Verletzung der Symmetrie
sim(x, y) = sim(y, x) und Dreiecksungleichung.
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3.2.3.1 Punktdaten in reellwertigen Vektorräumen
Viele Situationen und Objekte lassen sich als Punktdaten in reellwertigen Vektorräumen
darstellen oder zumindest abstrahieren. Eine Dimension entspricht dabei der Ausprägung
einer Objekteigenschaft. In diesem Abschnitt werden Abstandsmaße für diese Datenreprä-
sentation diskutiert. Im Allgemeinen basieren sie auf der Vorstellung eines Raumes mit
orthogonalen Achsen. Die im Folgenden vorgestellten Verfahren werden aufgrund ihrer
Einfachheit jedoch häufig auch dann eingesetzt, wenn diese Eigenschaft nicht zutrifft.
Auf Punkten x⃗ = (x1, ..., xn) im n-dimensionalen Vektorraum mit reellwertigen Achsen
wird am häufigsten die Minkowski-Distanz Lm eingesetzt.








Durch Wahl von m wird die konkrete Ausprägung der Distanzfunktion bestimmt.
• Bei m = 1 vereinfacht sich die Distanz zu L1(x⃗, y⃗) =
∑n
i=1 |xi − yi|. Jede Teildistanz
in einer Dimension wird also separat gewertet – die Gesamtentfernung ist die Summe
der Einzeldistanzen. Dies entspricht der Straßenentfernung zwischen zwei Punkten,
wenn die Straßen nur auf einem achsparallelen Gitter verlaufen. Aus diesem Grund
wird die L1-Distanz auch Cityblock- oder Manhattan-Distanz genannt.
• L2 ist die euklidische Distanz: L2(x⃗, y⃗) =
√∑n
i=1(xi − yi)2. Insbesondere beschreibt
sie die Luftlinienentfernung zweier Punkte im 2- und 3-dimensionalen Raum.
• Bei der L∞-Distanz ist nur die größte Teildistanz relevant: L∞(x⃗, y⃗) = max
i
(|xi−yi|).
Diese Funktion wird Max- oder Tschebyscheff-Distanz genannt.
Minkowski-Distanzen erfüllen die Axiome einer Metrik. Ferner unterliegen sie einer strik-
ten Ordnung:
i > j ⇒ Li(x⃗, y⃗) ≤ Lj(x⃗, y⃗).
Insofern kann eine bestimmte Minkowski-Distanz Lm als untere bzw. obere Schranke für
andere Minkowski-Distanzen Ln benutzt werden. L2 kann bspw. über die Manhattan-
(L1) und die Max-Distanz (L∞) eingegrenzt werden:
L1(x⃗, y⃗) ≥ L2(x⃗, y⃗) ≥ L∞(x⃗, y⃗).
Es existieren verschiedene Variationen von Lm-Metriken.
• Bei der gewichteten Minkowski-Distanz wird jeder Teildistanz in einer Dimension
ein anderes Gewicht mitgegeben: Lm,w⃗(x⃗, y⃗) =
∑n
i=1 wi · |xi − yi|m. Stellen die Di-
mensionen nicht Positionen im 2- oder 3-dimensionalen Raum, sondern Attribute
eines Objektes dar, können so gewisse Attribute höher gewichtet werden. Auch ei-
ne teilweise Normalisierung der Wertebereiche verschiedener Attribute ist auf diese
Weise möglich.
• Bislang wurde von orthogonalen Achsen ausgegangen. D.h. in die Distanzberechnung
gehen jeweils nur die Wertdifferenzen einzelner Attribute ein, die Ausprägung von
Attribut a eines Elementes x wird also nur mit der Ausprägung des selben Attributes
a bei Element y verglichen. Wenn die verwendeten Attribute nicht unabhängig sind,
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kann diese Beschränkung aufgehoben werden. Hierzu wird die quadratische Distanz-




(x⃗ − y⃗)T · A · (x⃗ − y⃗). (3.2.2)
A ist hierbei eine quadratische, positiv definite Matrix im Rn×n. Die quadratische
Distanzfunktion enthält die normale und gewichtete L2-Minkowski-Distanz als Spe-
zialfall. Hierzu wird eine Diagonalmatrix für A eingesetzt – die Elemente auf der
Diagonale geben die Gewichte der einzelnen Dimensionen an.
Für Punktdaten in Vektorräumen existiert eine Vielzahl weiterer Distanzfunktionen, wie
bspw. die Chi-Quadrat-Distanzfunktion [159] zur Abstandsbestimmung von Histogram-
men, der Kullback-Leibler-Abstand [122] zum Entropievergleich zweier Wahrscheinlich-
keiten oder das Kosinusmaß zum Richtungsvergleich von Vektoren. Die genannten Funk-
tionen sind keine Metrik, da sie das Axiom der Dreiecksungleichung nicht erfüllen. Aus
diesem Grund sind sie im Rahmen dieser Arbeit irrelevant.
3.2.3.2 Neuronale Netze
Ein neuronales Netz erhält im Allgemeinen Eingaben in Form eines Vektors reeller Zah-
len und gibt seine Ergebnisse ebenfalls in Form eines Vektors reeller Zahlen aus. Ein
mehrschichtiges neuronales Netz kann beliebig komplexe Funktionen lernen. Aus diesem
Grund kann ein solches Netz auch eingesetzt werden, um beliebige Distanzfunktionen
oder Ähnlichkeitsmaße über vektoriellen Daten zu repräsentieren.42
So ist denkbar, eine Fingerabdruckerkennung mit Hilfe eines neuronalen Netzes zu
realisieren. Fingerabdrücke können hierzu als Vektor von Druckintensitäten über der ge-
messenen Fingeroberfläche repräsentiert werden. Eingabe des Netzes sind zwei zu verglei-
chende Fingerabdruckvektoren. Das Netz besitzt in diesem Fall nur eine Ausgabe, die als
Korrespondenzwahrscheinlichkeit der beiden Fingerabdrücke und somit als Ähnlichkeits-
maß interpretiert wird.
Da aufgrund der nicht-linearen Schwellwertfunktion am Ausgang eines Neurons ein
mehrschichtiges Netzes jede beliebige mathematische Funktion lernen kann, ist es nicht
möglich, nicht-triviale Aussagen über die Netzausgabe zu treffen. Insbesondere kann die
Dreiecksungleichung nicht garantiert werden. Aus diesem Grund erfüllt eine Distanz- oder
Ähnlichkeitsfunktion, die auf einem neuronalen Netz basiert, nicht die Axiome einer Me-
trik und kann somit nicht mit den im Rahmen dieser Arbeit vorgestellten Indexstrukturen
eingesetzt werden.
3.2.3.3 Binärdaten
Werden die abstandsrelevanten Daten eines Objektes über eine Menge boolescher Attri-
bute repräsentiert, die bspw. die Existenz oder Nicht-Existenz bestimmter Eigenschaften
beschreiben, so können die in diesem Abschnitt diskutierten Abstandsmaße für Binärdaten
angewendet werden.43
Beim Vergleich einer Menge boolescher Attribute kann die Hamming-Distanz [94] ver-
wendet werden. Diese Distanz zählt die Anzahl der nicht übereinstimmenden Attribute.
Sie entspricht einer L1−Minkowski-Distanz und erfüllt wie diese die Axiome einer Metrik.
42Einen guten Überblick über neuronale Netze und ihre Anwendungen geben bspw. [26, 158, 168, 170].
43Es ist auch möglich, nicht binäre Eigenschaften wie Einkommen oder Alter in eine Reihe binärer
Kategorien einzuteilen und darauf die Hamming-Distanz [94] anzuwenden. Villaca et al. [211] nutzen
diesen Ansatz, um ein Recomender System für Soziale Netzwerke zu erstellen.
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Bei booleschen Attributen kann die Ähnlichkeitsaussage je nach Attributausprägung
insbesondere bei Nicht-Übereinstimmung unterschiedlich sein. So ist das Vorliegen einer
Schwangerschaft bei zwei verglichenen Personen ein Hinweis auf eine gewisse Ähnlichkeit
der Fälle (siehe Abschnitt 2.2), während ein Nicht-Vorliegen einer Schwangerschaft bei
beiden auf einen deutlich geringeren Grad an Übereinstimmung hindeutet. Eine solche
asymmetrische Distanzaussage kann mit Hilfe des Simple Matching Koeffizienten und
seinen Variationen ausgedrückt werden. Hierzu werden alle Kombinationen von Überein-
stimmung und Nicht-Übereinstimmung bezüglich der Erfüllung (w) oder Nichterfüllung






Es existieren allgemein drei Fälle der Übereinstimmung bzw. Nicht-Übereinstimmung:
• Stimmt die Ausprägung eines Attributes zwischen den verglichenen Objekten nicht
überein, so ist bei einem Objekt das Attribut positiv und bei dem anderen negativ.
Diese Anzahl an Attributen wird in den Variablen b und c gezählt. Da metrische
Distanzfunktionen symmetrisch sind, müssen die beiden Anzahlen stets auf gleiche
Art in die Entfernungsberechnung eingehen.
• Stimmen beide Objekte in einem positiv belegten Attribut überein, so kann dies
ein deutlicher Hinweis auf Ähnlichkeit sein. Die Anzahl positiv übereinstimmender
Attribute wird in der Variable a gezählt.
• Stimmen beide Objekte bzgl. eines Attributes lediglich darin überein, dass es negativ
belegt ist, so ist dies ein deutlich schwächerer Hinweis auf Ähnlichkeit. Aus diesem
Grund wird diese Art von negativer Übereinstimmung separat von a in der der
Variable d gezählt.
Der Simple Matching Koeffizient [195] ist ein Abstandsmaß, welches den Anteil an Attri-
buten bestimmt, bei denen keine Übereinstimmung vorliegt:
d(x⃗, y⃗) = b + c
a + b + c + d. (3.2.3)
Diese Distanzfunktion erfüllt die Axiome einer Metrik und ist auf das Intervall [0, 1]
beschränkt. Übereinstimmung und Nicht-Übereinstimmung wird gleich gewertet.
Die Jaccard-Distanzfunktion [106]: d(x⃗, y⃗) = b+c
a+b+c beschreibt eine im Hinblick auf eine
asymmetrische Interpretation angepasste Distanzfunktion d. Die Anzahl an Attributen,
bei denen eine wenig informationstragende negative Übereinstimmung vorliegt, wird im
Nenner weggelassen. Die Anzahl divergierender Attributausprägungen wird also nur zur
Anzahl informationstragender Attribute ins Verhältnis gesetzt. Stimmen alle Attribute
negativ überein, so ist die Jaccard-Distanz nicht definiert. Abgesehen davon erfüllt auch
sie die Axiome einer Metrik.44
Andere Ähnlichkeitsmaße über Binärdaten, wie das Feature-Kontrast-Modell [205] er-
füllen wesentliche Axiome einer Metrik – insbesondere die Dreiecksungleichung – nicht.
44Schmitt [183] nennt das Maß nicht Jaccard-Distanz, sondern “ein anderes Ähnlichkeitsmaß aus der
Taxonomie”, beschreibt aber dasselbe Konzept.
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3.2.3.4 Sequenzen
Zustände und Objekte können durch Sequenzen beschrieben werden. (Bspw. Aktienkurse,
Gensequenzen, ...) Für Sequenzen gibt es eine Vielzahl von Distanzfunktionen. Diese un-
terscheiden sich im zugrundeliegenden Wertebereich der Sequenzelemente und dem Fokus
der Distanzfunktion.
• Sind die zugrundeliegenden Werte diskret und die relativen Zeitpunkte nicht fixiert,
so wird häufig eine Editierdistanz verwendet. Beispiele solcher Daten sind Texte,
Gensequenzen, Anamnesen, etc.
• Liegt der Fokus des Abstandsmaßes auf ähnlichen absoluten Werten zu ähnlichen
Zeitpunkten, so kann die Earth-Mover-Metrik verwendet werden. (Vergleich von
Histogrammen, (Aktien-)kurven, ...)
• Sind zusätzlich die Zeitpunkte fix, d.h. der Fokus liegt auf ähnlichen absoluten Wer-
ten zum gleichen Zeitpunkt, so kann bei normierten Histogrammen der Histogramm-
Schnitt verwendet werden.
• Liegt der Fokus eher auf dem ungefähren Aussehen der Sequenzkurve unter Ab-
straktion von absoluter Höhe, so kann die DFT-L2-Distanz verwendet werden.
Histogrammschnitt. Eine speziellen Form von Sequenzen sind Histogramme. Sie be-
schreiben eine diskretisierte Wahrscheinlichkeitsverteilung. Die ursprünglich zumeist kon-
tinuierlichen Werte werden in Intervallen (Bins) diskretisiert um die relative Häufigkeit
der Verwendung einzelner Wert-Intervalle zählen zu können. Bei Verwendung relativer
Häufigkeiten summieren sich alle Bins stets zu 1.
Eine einfache Form des Vergleichs zweier Histogramme ermöglicht der Histogramm-
schnitt.[199] Über zwei normierten Histogrammen (relative Häufigkeiten, gleiche Bin-
Struktur) werden jeweils korrespondierende Bins miteinander verglichen. Die relative Häu-
figkeit des Bins i in Histogramm x wird dabei mit hx,i beschrieben. Das Abstandsmaß
ergibt sich dann als:
D = 1 −
n∑
i=1
min hx,i, hy,i. (3.2.4)




Das Distanzmaß gibt also den Anteil der beiden Mengen an, die in unterschiedlichen
Histogramm-Bins liegen. Dieses Maß erfüllt alle Axiome einer Metrik [183]. Im Gegen-
satz zum komplexeren Optimierungsproblem der Earth-Mover-Metrik ist der Histogramm-
schnitt in O(n) bestimmbar. Er vergleicht jedoch nur korrespondierende Bins miteinander,
eine Verschiebung der Wahrscheinlichkeitsmasse in den Nachbar-Bin führt zur gleichen
Steigerung der Distanz wie eine Verschiebung der Wahrscheinlichkeitsmasse in ein weit
entferntes Bin.
Earth-Mover-Metrik. Problematisch an einem unabhängigen Vergleich der relativen
Häufigkeiten einzelner Histogramm-Bins im Histogrammschnitt ist der Einfluss der Wahl
der Intervalle. Im kontinuierlichen Wertebereich ähnliche Werte können nach der Dis-
kretisierung je nach Wahl der Intervalle im selben oder in einem Nachbar-Bin erfasst
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werden. Eine leichte Veränderung der Intervallgrößen und -grenzen kann somit zu großen
Unterschieden in den Distanzen von Wahrscheinlichkeitsverteilungen führen.
Um eine gewisse Invarianz bzgl. der Wahl der Intervalle zu erreichen, kann für Hi-
stogramme und semantisch ähnliche Sequenzen die Earth-Mover- [174] bzw. Wasserstein-
Metrik [131] eingesetzt werden.45 Hierbei liegt der Fokus nicht so sehr auf der Über-
einstimmung einzelner Ausschläge von Histogram-Bins, sondern auf der Verteilung der
Wahrscheinlichkeitsmasse in ähnlichen Gebieten des Histogramms. Die Intervalle der ver-
glichenen Histogramme müssen nicht übereinstimmen. Das Einsatzgebiet dieser Metrik ist
dabei nicht auf Histogramme beschränkt. Die Earth-Mover-Distanz wurde ursprünglich
von Rubner et al. [173] für die Ähnlichkeit von Texturen und Bildern eingeführt.
Analog zur Levenshtein-Editierdistanz [124] wird die Distanzfunktion als Transport-
problem aufgefasst, bei dem mit minimalem Aufwand Wahrscheinlichkeitsmasse aus allen
n Bins des ersten Histogramms p in alle m Intervalle des zweiten Histogramms q so um-
verteilt wird, dass genau q entsteht. Der minimale Umverteilungsaufwand ist dann die
Earth-Mover-Distanz.
Die Wahrscheinlichkeitsverteilung der beiden Histogramme ist als (potentiell unter-
schiedlich dimensionaler) Vektor gegeben: p⃗ bzw. q⃗. Da es sich um relative Häufigkeiten
handelt, gilt jeweils
||p⃗||1 = ||q⃗||1 = 1.
Für die Bestimmung der Earth-Mover-Distanz muss zunächst eine Grunddistanzfunktion
d : N+ × N+ −→ R+0 definiert werden, die beschreibt, wie aufwändig es ist, Wahrschein-
lichkeitsmasse von Bin i des ersten Histogramms p in Bin j des zweiten Histogramms
q umzuverteilen. Diese Grunddistanzfunktion sollte räumliche Nähe der jeweiligen Bins
widerspiegeln.
Optimiert wird über die Wahl einer Umverteilungsmatrix F = [fi,j], die angibt, wie
viel Wahrscheinlichkeitsmasse von Bin i des ersten Histogramms p in Bin j des zweiten
Histogramms q umzuverteilen ist. Es muss stets die gesamte Wahrscheinlichkeitsmasse
aller Bins des Quell-Histogramms entnommen bzw. die Wahrscheinlichkeitsmasse aller










Die Earth-Mover-Distanzfunktion ergibt sich unter dieser Nebenbedingung als folgen-
des Minimierungsproblem:








Für den Fall eindimensionaler Histogramme und die Verwendung euklidischer Abstän-
de der Bin-Zentren als Grunddistanz besitzt das Minimierungsproblem eine geschlossene
45Die Wasserstein-Metrik ist direkt zum Vergleich mehrdimensionaler Wahrscheinlichkeitsverteilungen
ausgelegt, die zumeist vorher diskretisiert werden. Das bestimmte Integral bzw. die Summe aller Bins
ist dabei stets 1 – aus diesem Grund ist auch die Wahrscheinlichkeitsmasse der beiden verglichenen
Histogramme stets gleich. Für die Anwendung der Earth-Mover-Distanz muss die Summe aller Bins nicht
unbedingt übereinstimmen. Für den Fall, dass sie dennoch übereinstimmt, liefert die Earth-Mover-Distanz
den selben Wert wie die Wasserstein-Metrik. Andernfalls ist die Wasserstein-Metrik nicht definiert und
die Earth-Mover-Distanz kann für partielles Matching bspw. in Bildern genutzt werden. [125]
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Lösung, die durch Sortieren nach den Bin-Zentren leicht gefunden werden kann. [192]
Im mehrdimensionalen Fall muss ein komplexes Transport-Problem [130] gelöst werden.46
Werden im Histogramm ganzzahlige absolute und keine relativen Häufigkeiten gezählt
bzw. ist eine Umwandlung in diese Form möglich, so können die im Histogramm gezähl-
ten Atome einander mit der ungarischen Methode [121, 142] in O(N3) zugeordnet werden.
Diese Distanzfunktion eignet sich gut zum Vergleich von Wahrscheinlichkeitsverteilun-
gen in Histogrammen. Nachteilig gegenüber einfachen Verfahren wie dem Histogramm-
schnitt ist der hohe Aufwand der Distanzbestimmung zur Lösung dieses komplexen Op-
timierungsproblems.
DFT-L2-Distanz. Bei Zeitreihen und ähnlichen Sequenzen reeller Werte muss festge-
legt werden, welches Feature die Ähnlichkeit zweier Wertsequenzen bestimmt. Liegt der
Fokus eher auf der absoluten Höhe zu einem bestimmten Zeitpunkt, kann die Earth-
Mover-Distanz verwendet werden. Sollen wie im Börsenhandel dagegen eher Schwan-
kungsmuster identifiziert werden, die zu verschiedenen Zeitpunkten bei anderen Aktien
auf anderem Wertniveau und über einen unterschiedlich langen Zeitraum auftreten, so
sollten die Sequenzen normiert werden. (Siehe zu diesem Thema das kurze Beispiel in Ab-
schnitt 2.8.) Um Invarianz gegenüber dem absoluten Wertniveau zu erreichen, kann der
durchschnittliche Wert abgezogen werden. Um weiterhin eine gegenüber der Schwankungs-
breite invariante Sequenz zu erhalten, kann diese an ihrer Standardabweichung normiert
werden. Zusätzlich kann die Sequenz noch entlang der Zeitachse auf eine Standardlänge
gestaucht werden. Die Schwankungen der Sequenz lassen sich gut mit einer Mischung aus
Sinus- und Kosinus-Schwingungen unterschiedlicher Frequenz beschreiben. Die entspre-
chenden Bestandteile lassen sich mit der Diskreten Fourier-Transformation extrahieren.
Dabei sind meist nur die kleinen Frequenzen – d.h. die ersten Fourier-Koeffizienten –
für die Charakteristik der Sequenz verantwortlich. Eine Möglichkeit zwei Sequenzen zu
vergleichen ist, sich auf die ersten n Fourierkoeffizienten zur Beschreibung einer Sequenz
zu beschränken. Diese können als Punkt im n-dimensionalen, reellwertigen Vektorraum
aufgefasst und bspw. mit einer L2-Metrik vergleichen werden. Dies ist die sogenannte
DFT-L2-Distanzfunktion.[4, 183]
Editierdistanz. Bei Sequenzen diskreter Werte wie sie bspw. bei Gensträngen auftre-
ten, wird dagegen ein Alignment zweier Sequenzen gesucht. Die zwei Sequenzen werden so
gegenübergestellt, dass korrespondierende Werte relativ ähnlich zueinander sind und die
Anzahl dazwischen liegender Werte ohne Korrespondenz in der anderen Sequenz minimiert
wird. Ein klassisches Beispiel eines solchen Alignmentproblems ist die Editierdistanz zwei-
er Zeichenketten. Die Ähnlichkeit zweier Werte wird über den Aufwand ausgedrückt, durch
eine Editieraktion einen Buchstaben in einen anderen zu ändern. Wenn es sich um den sel-
ben Buchstaben handelt, ist keine solche Aktion erforderlich. Buchstaben ohne Korrespon-
denz in der anderen Zeichenkette erfordern eine Einfüge- bzw. Löschaktion. Ein Verfahren
zur Bestimmung dieser Distanz wurde von Levenshtein [124] vorgestellt und vielfältig op-
timiert, wie bspw. von Masek und Paterson.[133] (Siehe auch Abschnitt 2.1) Auch ein
Alignment mehrerer Buchstaben ist möglich. Dies wird bspw. im sprachklangorientierten
Soundex-Verfahren [196] eingesetzt. Abwandlungen des Levenshtein-Verfahrens werden in
vielen Domänen eingesetzt, wie bspw. der Plagiatserkennung (siehe Abschnitt 2.3), dem
Abgleich von Gensequenzen (siehe Abschnitt 2.7) oder der Ähnlichkeit von Patienten-
anamnesen (siehe Abschnitt 2.2).
46Ein Transportproblem kann i.d.R. nicht in polynomieller Zeit gelöst werden. [34] Dies ist nur in
Spezialfällen möglich. [201]
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3.2.3.5 Distanzmaße für Bäume und Graphen
Eine Ähnlichkeitssuche für Bäume oder Graphen wird in vielen Bereichen benötigt. An-
wendungen finden sich u.a. auf dem Gebiet der Sprachverarbeitung, der Bioinformatik,
von Textdatenbanken, der Bildverarbeitung, der automatischen Theoremprüfung, dem
Strukturvergleich von XML-Dokumenten oder der Compiler-Optimierung. Im Rahmen der
maschinellen Übersetzung werden bei manchen Verfahren Grammatikbäume aufgebaut,47
die dann probabilistisch mit Hilfe des Noisy-Channel-Modells in Grammatik-Bäume der
Zielsprache transformiert werden. Eine Möglichkeit um die wahrscheinlichste Übersetzung
zu finden ist die Suche im Raum der möglichen Zielgrammatikbäume nach dem ähnlichs-
ten existierenden Baum. In der Bildverarbeitung können Bildpunkte als Knoten eines
Graphen aufgefasst werden. Ähnliche Bilder können über eine Variante der Graphenedi-
tierdistanz bestimmt werden.
Als Distanzmaß zur strukturellen Ähnlichkeit von Bäumen kann hier die Tree-Edit-
Distanz verwendet. Einen guten Überblick über die verschiedenen Varianten der Tree-
Edit-Distanz und Anwendungen geben u.a.[179, 25, 123]. Analog zur Editierdistanz über
Texten wird als Distanzmaß die gewichtete Anzahl notwendiger Editieraktionen verwen-
det, um einen Baum in den anderen zu überführen. Editieraktionen sind hierbei das Um-
ordnen, Einfügen und Löschen von Baumknoten. I.d.R. sinkt das Gewicht einer Editierak-
tion mit der Tiefe des Knotens, d.h. es bedeutet einen deutlich geringeren Unterschied,
ein Blatt zu löschen, als einen Knoten nahe der Wurzel.
Ein Ähnlichkeitsmaß für Graphen ist die Größe des größten gemeinsamen isomorphen
Teilgraphen. Eine ausführliche Diskussion der Algorithmen zur Bestimmung isomorpher
gemeinsamer Teilgraphen findet sich in Messmer [136]. Ein anderes Distanzmaß über
Graphen ist die Grapheneditierdistanz. Bei dieser wird eine Zuordnung von Knoten des
einen Graphen auf Knoten des anderen Graphen gesucht, so dass Nachbarschaftsbezie-
hungen zwischen den Knoten (Kanten) weitestgehend erhalten bleiben. Jede Änderung
einer Kante (Einfügen, Löschen, ...) ist eine Editieraktion, die mit einem spezifischen Ge-
wicht c zum Abstand der beiden Graphen beiträgt. In dieser Form ist die Bestimmung der
Grapheneditierdistanz NP-hart. [218] Einen guten Überblick über existierende Verfahren
zur Graphenähnlichkeit geben Conte et al. [54].
3.2.3.6 Die Hausdorff-Distanz über Mengen
In manchen Domänen bestehen Objekte aus einer Menge unabhängiger atomarer Teil-
objekte, für die ein beliebiges metrisches Ähnlichkeitsmaß definiert ist. Bspw. kann ein
Strichzug digitaler Tinte als Menge der dabei durchlaufenen Bildpunkte beschrieben wer-
den. Die Ähnlichkeit zweier Strichzüge kann über die Ähnlichkeit der dabei durchlaufenen
Bildpunktmengen beschrieben werden. Analog kann auch die Ähnlichkeit zweier Mann-
schaften als Ähnlichkeit der beiden Athletenmengen dargestellt werden.
Als Beispiel von Mengen-Distanzen sei die Hausdorff-Distanz und ihre Variationen
[67] herausgegriffen. Voraussetzung ist die Existenz einer Grunddistanzfunktion dg, die
die Distanz zweier Elemente der Mengen bestimmen kann.
Die Hausdorff-Distanz und ihre Variationen soll am Beispiel der Ähnlichkeit zwei-
er gerasterter Strichzüge skizziert werden. Zunächst werden die Strichzüge bzgl. ihrer
Bounding-Boxen normiert. Ein Strichzug lässt sich über die Menge der durch ihn schwarz
gefärbten Pixel beschreiben. Zwei Strichzüge sind identisch, wenn sie die selben Pixel
schwarz färben. Besteht der Unterschied nur darin, dass ein Strichzug manchmal den
47[44] und [134] geben einen guten Überblick über verschiedene Anwendungen der Sprachverarbeitung.
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Nachbarpixel färbt, so sind die Strichzüge immer noch relativ ähnlich. Sie sind jedoch re-
lativ unähnlich, wenn ein Strichzug Pixel in Bereichen der Bounding Box färbt, in denen
der andere Strichzug keine Pixel gefärbt hat.
Der Abstand zweier Punkte wird hierbei durch die Nähe innerhalb der Bounding-
Box – d.h. den euklidischen Abstand – beschrieben. Zunächst wird für jeden einzelnen
Bildpunkt p1 aus Strichzug S1 ein Ähnlichkeitsmaß definiert, mit dem bestimmt wird, wie
wahrscheinlich dieser Punkt durch eine Variation des Zeichenvorganges von Strichzug S2
entstanden sein könnte. Hierzu wird der nächstliegende Bildpunkt im anderen Strichzug
S2 gesucht. Der euklidische Abstand zu diesem nächsten Punkt im anderen Strichzug
bestimmt den Abstand von p1 zu S2:
D(p1, S2) = min dg(p1, p2)|p2 ∈ S2. (3.2.5)
In einem zweiten Schritt wird mit δ̄(S1, S2) ein (zunächst asymmetrisches) Maß dafür
gesucht, wie gut S1 zu S2 passt. Dieses Maß δ̄ beschreibt das notwendige Ausmaß von
Variationen, um während des Zeichenvorganges von S2 unter anderem auch alle Punkte
von S1 zu zeichnen. Hierfür sollte die Mehrheit der Punkte von S1 gut zu S2 passen. In
der Ausgangsform der Hausdorff-Distanz wird hierfür der Abstand des am schlechtesten
passenden Punktes aus S1 verwendet (Gleichung 3.2.5):
δ̄(S1, S2) = max{D(p1, S2)|p1 ∈ S1}. (3.2.6)
Bei realen Daten treten statistische Ausreißer auf. Wird durch einen Fehler in einem
Strichzug ein einzelner Punkt zusätzlich schwarz gefärbt, so kann dieser weit entfernt
von allen anderen Strichzugpunkten sein. Selbst wenn der zweite Strichzug ansonsten
perfekt passt, bestimmt dieser eine Ausreißer den Maximalabstand und damit δ̄. Aus
diesem Grund existieren statistisch robustere Varianten zu Gleichung 3.2.6. So kann bspw.
anstelle des Maximum-Operators das 90 %-Quantil verwendet werden – es wird gemessen,
ob große Teile der Strichzüge sich gut überlappen:
δ̄(S1, S2) = Quantil90{D(p1, S2)|p1 ∈ S1}. (3.2.7)
δ̄ ist in dieser Form in Gleichung 3.2.6 und 3.2.7 noch asymmetrisch. Besteht S1 bspw.
aus einem einzelnen Punkt p1 und S2 aus einer größeren Punktmenge und stimmt p1 mit
einem der Punkte von S2 überein, so wird S1 optimal von S2 überdeckt, δ̄(S1, S2) = 0.
Umgekehrt ist dies jedoch nicht der Fall, für die meisten Punkte aus S2 ist der Abstand zu
p1 sehr groß. Aus diesem Grund muss auch beachtet werden, wie gut S2 von S1 abgedeckt
wird, d.h. δ̄(S2, S1). Eine symmetrische Distanz entsteht durch Wahl des Maximums der
beiden gerichteten Distanzen (aus Gleichung 3.2.6 bzw. 3.2.7):
δH(S1, S2) = max{δ̄(S1, S2), δ̄(S2, S1)}. (3.2.8)
Die Bestimmung der Hausdorff-Distanz erfordert die effiziente Bestimmung des nächs-
ten Nachbarn eines Punktes p1 ∈ S1 in der Menge der Punkte S2 (Gleichung 3.2.5).
Hierfür kann wiederum auf Ebene der Grunddistanzen zwischen einzelnen Punkten eines
der in dieser Arbeit vorgestellten Verfahren zur Ähnlichkeitssuche, wie bspw. auf nieder-
dimensionalen Daten der kd- [21] oder Quad-Baum [78] oder auf metrischen Daten der
(E)M-Baum [48], verwendet werden.
3.2.3.7 Funktionen
In Abschnitt 2.4 wurde ein Problem vorgestellt, bei dem Wafer über eine zweidimensionale
Funktion charakterisiert werden (Gleichung 2.4.1):
W = f(x, y). (3.2.9)
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Unter anderem in diesem Fall muss die Ähnlichkeit zweier Funktionen bestimmt werden.
Die Analyse der Funktionsähnlichkeit beschränkt sich auf Funktionen mit gleichem
Definitionsbereich. Zwei Funktionen sind dann ähnlich, wenn sie über jedem Punkt dieses
Definitionsbereiches ähnliche Werte aufweisen. Ein Spezialfall einer solchen Ähnlichkeit
für diskrete Werte ist der Histogrammschnitt [199] (Siehe Abschnitt 3.2.3.4).
Der Abstand zweier Funktionen und damit zweier Wafer lässt sich damit in folgenden
Schritten bestimmen:
1. Zunächst wird die Differenz der zwei zu vergleichenden Funktionen gebildet.
∆f(x⃗) = f1(x⃗) − f2(x⃗) (3.2.10)
2. Je stärker und je öfter diese Differenzfunktion 3.2.10 von 0 abweicht, desto größer
ist die Unähnlichkeit der zwei verglichenen Funktionen. Aus diesen Grund kann die








Wird numerisch mit fester Schrittgröße integriert, so wird die Analogie zur L1-Metrik
deutlich:






|f1(x⃗) − f2(x⃗)|. (3.2.12)
Da so bei allen Funktionen die selben m Punkte abgetastet werden, kann die Menge der
abgetasteten Stellen als eindimensionaler Wert, die Funktion selbst als m-dimensionaler
Vektor aufgefasst werden. Dann entspricht diese Funktion einer L1-Metrik im m-dimen-
sionalen Vektorraum. Somit sind alle Axiome einer Metrik erfüllt.
Ein alternatives Distanzmaß für Funktionen ist eine kontinuierliche Variante der Earth-
Mover-Distanz [174] (Siehe Abschnitt 3.2.3.4).
3.3 Anfrageformen bei der Ähnlichkeitssuche
Bei der metrischen Ähnlichkeitssuche sind unterschiedliche Arten von Anfragen möglich.
Auf einer hohen Ebene wird in der Literatur analog zur SQL-Sprache eine Vielzahl an
Anfrage-Sprachen für die Ähnlichkeitssuche vor allem in Multimediadatenbanken disku-
tiert, wie bspw. SMDS[132], MQuery [62] oder WS-QBE [186]. Diese Arbeit behandelt
allein die Art verschiedener Anfragen und ihre technische Ausführung und nicht derartige
Anfragesprachen.
Es werden verschiedene Anfragetypen der Ähnlichkeitssuche unterschieden, die nach-
folgend kurz vorgestellt werden.
3.3.1 Exakte Suche
Der einfachste Suchtyp ist die exakte Suche. Bei diesem Anfragetyp wird ein Teil der
Eigenschaften des gesuchten Objekts exakt spezifiziert. Die Anfrage liefert dann alle ge-
speicherten Elemente, bei denen die spezifizierten Eigenschaften den angegebenen Wert
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besitzen. Die klassischen Indexverfahren, wie Hashverfahren48 oder Suchbäume49 sind auf
diese Art von Anfrage ausgelegt.
Die Voraussetzung für die Anwendung der klassischen Verfahren ist entweder
• die Bestimmbarkeit eines relativ spezifischen “Fingerabdrucks” eines Elementes bei
Hashverfahren oder
• die Existenz einer totalen Ordnung aller Elemente (Siehe hierzu Abschnitt 3.4).
In einer Anfrage werden i.d.R. nicht alle Eigenschaften eines gesuchten Objektes spezi-
fiziert, sondern nur eine Teilmenge. Besitzt ein Objekt der indizierten Domäne N Ei-
genschaften, so sind theoretisch 2N verschiedene Anfragen nach Teilmengen aller Eigen-
schaften möglich. Die Datenstruktur unterstützt dabei nur die effiziente Suche nach Teil-
mengen von Eigenschaften, die a priori festgelegt wurden. Für jede der unterstützten
Eigenschaftenteilmengen muss eine eigene Hashtabelle oder ein eigener Suchbaum erstellt
werden. Jede unterstützte Teilmenge muss weiterhin die oben benannten Voraussetzungen
(Fingerabdruck bzw. totale Ordnung) erfüllen.
Die genannten Voraussetzungen sind leicht für beliebige Datentypen unabhängig von
deren Dimensionalität erfüllbar. Hierzu muss lediglich eine generische Hashfunktion oder
Ordnungsrelation ohne sonstige Semantik definiert werden.50 Eine effiziente exakte Suche
ist also für alle Datentypen möglich.
Eine Suchanfrage für die exakte Suche wird üblicherweise als Selektionsoperation der
Relationenalgebra spezifiziert. Entsprechend der in der Relationenalgebra üblichen Se-
mantik ist das Ergebnis eine Menge von Objekten.51
3.3.2 Bereichssuche
Der erste vorgestellte echte Ähnlichkeitssuchtyp ist die Bereichssuche. Voraussetzung die-
ser und anderer Ähnlichkeitssuchen ist die Existenz einer Ähnlichkeits- bzw. Distanz-
funktion. (Siehe Abschnitt 3.2) Bei den meisten Anfragetypen wird ein Anfrageobjekt q
verwendet, zu dem ähnliche gespeicherte Objekte gesucht werden. Dies entspricht einem
Query-by-Example.
Bei einer Bereichssuchanfrage52 wird ein bestimmter Bereich des Raumes nach dort
gespeicherten Objekten durchsucht. Meist wird der Raum durch die Angabe eines Anfrage-
objektes q sowie die maximal erlaubte Entfernung zu diesem Anfrageobjekt rq spezifiziert.
Der durchsuchte Raumbereich entspricht also im euklidischen Raum einer Hyperkugel:
range(q, rq) = {e ∈ O|d(e, q) ≤ rq}.
Es sind aber auch andere Anfragebereiche möglich. So kann durch Verwendung einer
L∞-Metrik ein achsparalleler Hyperwürfel beschrieben werden. Wird ein Suchradius von
48Im Datenbankumfeld wird oft erweiterbares Hashing [74] eingesetzt. Es ermöglicht einen Suchzugriff
mit i.d.R. zwei Plattenzugriffen und ein effizienten Einfügen von Daten. Einen Überblick gibt u.a. [187].
49Im Bereich der Datenbanken wird oft der B-Baum eingesetzt – ein n-ärer Baum für eindimensionale
Daten. Der B-Baum wurde von Bayer und McCreight [166] vorgestellt. Einen guten Überblick geben u.a.
[187], [176] sowie [155]. Es existieren inzwischen eine Vielzahl von Erweiterungen, wie bspw. der B+-Baum
[114]. Einen guten Überblick gibt Comer [53].
50Bspw. können Texte alphabetisch und Bilder nach ihren Farbintensitäten sortiert werden. Eine sol-
che Ordnung erhält zwar Ähnlichkeit zumeist nicht, ist aber ausreichend, um einen Datensatz exakt
wiederzufinden.
51Date [58] beschreibt das relationale Modell sehr fundiert. Entwickelt wurde es von Codd [51, 52].
52Eine gute Definition gibt u.a. [219].
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0 spezifiziert, entspricht die Bereichsanfrage einer exakten Suche. Die Beantwortung ei-
ner exakten Suchanfrage ist jedoch mit Hilfe der dafür üblichen Verfahren53 erheblich
effizienter ausführbar.
Im Gegensatz zur exakten Suche wird bei Ähnlichkeitsanfragen meist nicht nur die
Menge der gesuchten Objekte, sondern zusätzlich der korrespondierende Abstand mit zu-
rückgegeben. Auch sind nicht alle Ergebnisse gleich relevant.54 Aus diesem Grund werden
sie i.d.R. als nach Abstand sortierte Liste zurückgegeben, so dass zuerst das ähnlichste
gefundene Objekt steht.
3.3.3 (k)-Nächste-Nachbarn-Suche
Eine weitere Form der Ähnlichkeitssuche nach dem Schema des Query-by-Example ist die
Suche nach den k nächsten Nachbarn (kNN) eines Anfrageobjektes. Je nach Komplexität
der Domäne ist es für den anfragenden Nutzer schwierig, einen sinnvollen Suchradius rq
für eine Bereichssuche um ein Anfrageobjekt q anzugeben. Der spezifizierte Radius ist
dann leicht so klein, dass es sehr unwahrscheinlich ist, in diesem kleinen Raumbereich
gespeicherte Elemente zu finden, oder so groß, dass nahezu alle gespeicherten Elemente
in der Antwort enthalten sind. Unter anderem aus diesen Gründen wird die k-Nächste-
Nachbarn-Anfrage verwendet. Hierbei muss zusätzlich zum Anfrageobjekt noch der Para-
meter k spezifiziert werden, der die Größe der Antwortmenge beschreibt. Bei k = 1 wird
bspw. unter allen gespeicherten Elementen das zum Anfrageobjekt nächste zurückgeliefert.
kNN(q, k) = {R ⊆ O|∀x ∈ R, y ∈ O \ R : d(q, x) ≤ d(q, y) ∧ |R| = k}.
Die k-Nächste-Nachbarn-Abfrage entspricht also einer Bereichsabfrage mit unbekanntem
Radius, so dass die Ergebnismenge genau k Elemente enthält. Sie wird bspw. beim maschi-
nellen Lernen benutzt, um den unbekannten Wert an einem neuen Punkt p aufgrund der
bekannten Werte seiner k nächsten Nachbarn zu approximieren. (Siehe Abschnitt 2.2.1.)
Diese Art der Abfrage ist nicht symmetrisch. Insbesondere gilt für den nächsten Nach-
barn nicht unbedingt NN(NN(q)) = q.
Es existieren Varianten dieser Abfrage, bei denen k nicht explizit angegeben werden
muss. Es wird dabei angenommen, dass alle gespeicherten Objekte gesucht, die Anfrage
aber lazy beantwortet werden soll. So werden die Objekte sortiert nach ihrer Ähnlichkeit
zum Anfrageobjekt zurückgegeben, bis der Nutzer die Ergebnismenge für ausreichend groß
hält.
3.3.4 Kombination von Abfragekriterien
Es sind eine Vielzahl weiterer Ähnlichkeitsanfragen denkbar, die auch auf dem Query-by-
Example-Prinzip beruhen. Diese entstehen durch Kombination der beschriebenen Such-
typen. So können bspw. die nächsten k Elemente zu einem Anfrageobjekt q gesucht wer-
den, solange sie einen Maximalabstand nicht überschreiten:
kNN_Range(q, r, k) = {R ⊆ O|∀x ∈ R : d(x, q) ≤ r ∧
∀y ∈ O \ R : d(q, x) ≤ d(q, y) ∧ |R| ≤ k}.
53Siehe Abschnitt 3.3.1.
54Bei einer Query-by-Example-Suche sind die Ergebnisse um so relevanter, je näher sie am “Example”
liegen.
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3.3.5 Reverse nächste Nachbarn-Suche
Eine andere Art der Ähnlichkeitssuche ist die reverse nächste-Nachbarn-Suche. Dabei
werden Elemente gesucht, für die das Anfrageobjekt der nächste Nachbar ist:
RNN(q) = {R ⊆ O|∀x ∈ R : q = NN(x) ∧ ∀y ∈ O \ R : q ̸= NN(y)}.
Diese Anfrage kann leicht auf die reverse k-nächste-Nachbarn-Abfrage erweitert wer-
den, bei denen alle Elemente gesucht werden, die q unter ihren k nächsten Nachbarn
haben. In der Literatur wird eine Reihe von Anwendungen solcher Abfragen genannt,
bspw. in Entscheidungsunterstützungssystemen [115] oder im Marketing [215].
3.3.6 Ähnlichkeitsverbund
In vielen Domänen müssen Rohdaten um Duplikate und Nahezu-Duplikate bereinigt wer-
den. Ein einfaches Beispiel hierfür findet sich in der in Abschnitt 2.4 beschriebenen Ähn-
lichkeit von Wafern und Wafergruppen. Verzerrungen und andere Messwerte werden hier-
bei an diskreten Stellen auf dem Wafer abgetastet. Zwischen den Stützstellen wird der
betrachtete Wert interpoliert. Der Aufwand zur Interpolation hängt dabei von der An-
zahl der betrachteten Stützstellen ab. Aus diesem Grund werden bei der Aggregation
derartiger Funktionen in jedem Schritt die Stützstellen auf wenige relevante Positionen
reduziert. Insbesondere kann durch Rundungsfehler in manchen Wafern leicht neben der
ersten Messstelle gemessen werden. In diesem Fall werden beide Messungen als ein Mess-
punkt behandelt. Gesucht sind also alle Paarungen von Messstellen, die voneinander nicht
weiter als einen Schwellwert entfernt liegen. Ein analoges Problem besteht beim Bereinigen
einer Dokumentendatenbank um viele nahezu identische Dokumente.
Formal liefert ein Ähnlichkeitsverbund alle Paare von Objekten, deren Abstand einen
Schwellwert unterschreiten:
G(r) = {P ⊆ O1 × O2|∀(x, y) ∈ P : d(x, y) ≤ l}.
Die gepaarten Objekte müssen dabei nicht derselben Grundgesamtheit entstammen.
Der Spezialfall, in dem es nur eine Objektmenge gibt, wird “Selbstverbund” genannt.[183]
3.3.7 Komplexe Ähnlichkeitsanfragen
Problematik. Die komplexe Ähnlichkeitssuche dient dazu, mehrere unterschiedliche
Ähnlichkeits- bzw. Distanzfunktionen mit variablen Gewichten zu kombinieren. Wird
bspw. bei einer Query-by-Example-Anfrage ein Bild vorgelegt, auf dem ein Auto vor der
Kulisse des Arches-Nationalparks zu sehen ist, kann der Nutzer damit unterschiedliche
Intentionen verfolgen:
• Er sucht weitere Bilder vom Arches-Nationalpark.
• Er sucht ähnliche Landschaften.
• Er sucht Bilder von Autos vor einer Felskulisse.
• Er sucht weitere Bilder eines solchen Autos.
• ...
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Das Index-System kennt jedoch die Intention des Nutzers anfangs nicht. Für jeden dieser
Aspekte ist die Verwendung einer anderen Ähnlichkeitsfunktion sinnvoll. Im einfachsten
Fall gibt es je eine Distanzfunktion für ähnliche Bildhintergründe und eine andere für
die Form und Farbe des Vordergrundobjektes. Mit seiner Suchintention unterstellt der
Nutzer implizit eine gewichtete Kombination verschiedener Ähnlichkeitsaspekte. Sucht er
bspw. ähnliche Landschaften, ist ausschließlich die Hintergrundähnlichkeit entscheidend,
bei der Suche nach Autos vor einer Felskulisse, wird eine gewisse Ähnlichkeit beim Vor-
dergrund und Hintergrund erwartet. I.d.R. kann der Nutzer seine Präferenzen nicht exakt
formulieren.
Aggregation von Ähnlichkeits- und Distanzmaßen. Zwei Objekte besitzen i.d.R.
eine Vielzahl von Facetten, bzgl. welcher Ähnlichkeit oder Unähnlichkeit bestehen kann.
D.h. es gibt zu einer Objektträgermenge eine Menge unterschiedlicher Ähnlichkeits-/Dis-
tanzfunktionen für jeweils verschiedene Aspekte der Objekte. Zur Verwendung in ei-
ner Ähnlichkeitsanfrage müssen die n verschiedenen Distanzfunktionen zu einer Gesamt-
Distanz aggregiert werden.
Definition 3.12. (Aggregierte Distanzfunktion): Eine aggregierte Distanzfunktion
F : [R+0 ]n → R+0 :
daggr(x, y) = F (d1(x, y), ..., dn(x, y))
ist eine Distanzfunktion, die verschiedene metrische Einzeldistanzfunktionen zu einer Me-
trik aggregiert. Sie besitzt folgende Eigenschaften:
• F (0, ..., 0) = 0
• F ist monoton in jedem Argument, d.h. für jede Einzeldistanz gilt:
di,1(x, y) ≥ di,2(x, y)
⇒
F (d1(x, y), ..., di,1(x, y), ..., dn(x, y)) ≥ F (d1(x, y), ..., di,2(x, y), ..., dn(x, y)).
Die geforderten Zusatzeigenschaften sind notwendig, damit die Aggregationsfunktion ef-
fizient von Indexstrukturen unterstützt werden kann.
Für F gibt es eine Vielzahl von Möglichkeiten. Beispiele sind
• Selektion: F (d1, ..., di, ..., dn) = di,
• Gewichtetes Mittel: F (d1, ..., dn) =
∑n
i=1 ωi · di mit
∑n
i=1 ωi = 1,
• Maximum: F (d1, ..., dn) = max d1, ..., dn oder
• Minimum: F (d1, ..., dn) = min d1, ..., dn.
Die Aggregationsfunktion ist implizit durch die (anfangs unbekannten) Nutzerpräferenzen
gegeben.
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Kompromissmengen. Bei der ersten Anfrage dieser Art durch einen Nutzer ist die
Nutzerpräferenz und somit die Aggregationsfunktion noch unbekannt. Eine Möglichkeit,
eine erste Ergebnismenge für eine solch unspezifizierte Anfrage zu gewinnen, ist die Ver-
wendung einer Halbordnung.
Im Allgemeinen sind die betrachteten Ähnlichkeitsmaße widersprüchlich. Ohne Kennt-
nis der Nutzerpräferenz lassen sich somit nicht alle gespeicherten Daten bzgl. ihrer Ähn-
lichkeit zum Anfrageobjekt sortieren, um die relevantesten Ergebnisse zurückzugeben. Im
obigen Beispiel gibt es ohne weitere Nutzerinformationen keine klare Ordnung zwischen
einem Bild mit ähnlichem Hintergrund, aber sehr unähnlichem Vordergrund und einem
anderen Bild mit sehr ähnlichem Vordergrund, aber unähnlichen Hintergrund. Bei man-
chen Objektpaaren ist jedoch eine Ordnung möglich. Beispielsweise ist ein Bild b1 mit
gleichem oder ähnlicheren Hintergrund wie Bild b2 und einem ähnlicheren Vordergrund
als b2 bei einer solchen Anfrage stets zu bevorzugen. Formal:
Definition 3.13. (gleichmäßig ähnlicher): Seien di : O × O −→ R+, i ∈ I mögliche
Einzeldistanzfunktionen. Ein Objekt o1 heißt gleichmäßig ähnlicher als ein anderes Objekt
o2 bzgl. eines Anfrageobjektes q (o1 ≺q o2), wenn gilt:
• ∀i ∈ I : di(o1, q) ≤ di(o2, q) sowie
• ∃j ∈ I : dj(o1, q) < dj(o2, q).
Aus den Zusatzanforderungen in Definition 3.12 folgt für diesen Fall:
F (o1, q) ≤ F (o2, q)
für jede mögliche Wahl der Aggregationsfunktion. Aus diesem Grund sollte bei einem
Query-by-Example bzgl. q o1 gegenüber o2 immer bevorzugt werden. In diesem ersten
Schritt der unspezifizierten Nutzerintention kann das System also bereits alle Ergebnisse
herausfiltern, die gleichmäßig unähnlicher sind als ein beliebiges anderes Objekt. Die
verbleibende Menge an Ergebnisobjekten, zwischen denen sich ohne Kenntnis der Nutzer-
präferenz keine Ordnung herstellen lässt, wird Pareto- oder Kompromissmenge genannt:55
Definition 3.14. (Kompromissmenge): Eine Teilmenge KX einer Grundgesamtheit
O heißt Kompromissmenge bzgl. einer Halbordnung ≺q, wenn gilt
KX = {o ∈ O ∧ @o′ ∈ O : o′ ≻ o}.
Eingrenzung der Nutzerpräferenz. In einem interaktiven Anfragesystem wird im
ersten Schritt meist die Kompromissmenge bzgl. der verwendeten Distanzfunktionen oder
eine Teilmenge daraus zurückgegeben, die mit einer einfachen Standard-Gewichtung ver-
knüpft wurden. Durch implizite56 oder explizite Bewertung einzelner Ergebnisse durch den
Nutzer kann das Verfahren die Präferenzen des Nutzers lernen und so iterativ eine Nutzer-
und anfragespezifische Aggregationsfunktion gewinnen. Mit dieser wird dann die eigent-
liche Ähnlichkeitssuche durchgeführt um die endgültigen Ergebnisse zu gewinnen.[183]
55Zuerst wurden diese Halbordnungssysteme von Pareto [156] im Rahmen der mikroökonomischen
Theorie verwendet. Sie werden u.a. zur Bewertung einer Güterallokation im Rahmen von Indifferenzkur-
ven eingesetzt. Nach Pareto werden Allokationen, die eine Kompromissmenge darstellen, d.h. die ohne
Kenntnis von Verteilungspräferenzen nicht weiter verbessert werden können, Pareto-effizient genannt.
Einen guten Überblick über die Thematik gibt u.a. Varian [209].
56Bei einer Ergebnisliste deutet ein Klick auf eines der angezeigten Ergebnisse bspw. darauf hin, dass
der Nutzer dieses Ergebnis für relevanter hält, als (noch) nicht angeklickte andere Ergebnisse. Auch aus
der Reihenfolge, in der der Nutzer die Ergebnisse ansieht, können Rückschlüsse auf seine Suchpräferenzen
gezogen werden.
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Verfahren zur Unterstützung aggregierter Ähnlichkeitssuche. Um die beschrie-
bene interaktive Verfahrensweise anwenden zu können, müssen die zugrundeliegenden
Indexstrukturen speziell angepasst werden. Eine bestimmte Aggregationsfunktion Fi (bspw.
ein bestimmtes gewichtetes Mittel der Einzeldistanzen) kann auf ähnliche Weise in Index-
strukturen unterstützt werden, wie komplexe einfache Ähnlichkeitsfunktionen. Da eine
solche aggregierte Distanzfunktion die Axiome einer Metrik erfüllt, kann für jede dieser
Funktionen ein eigener Index angelegt werden. Auch für die metrischen Einzeldistanzen
können derartige Indices erstellt werden. Für freie metrische Räume werden in Kapitel 4
einige Verfahren dafür vorgestellt.
Wie Zezula et al. [219] feststellen, liegt die Schwierigkeit darin, einen Index für ei-
ne Aggregationsfunktion zu bilden, die spezifisch zu jeder Anfrage neu angegeben wird.
Da unbegrenzt viele Aggregationsfunktionen erlaubt sind, kann nicht für jede mögliche
Aggregationsfunktion ein eigener Index erstellt werden. Die Pflege von Einzelindices für
jede Einzeldistanzfunktion ist jedoch möglich. Das zugehörige Äquivalent in relationalen
Datenbanken ist die Suche nach der Erfüllung zweier Spalteneigenschaften, für die kein
gemeinsamer Index besteht, bei der aber Indices für die einzelnen Spalten erstellt wurden.
Das Problem ist in der Ähnlichkeitssuche ungleich schwieriger, u.a. weil im Gegensatz zu
relationalen Datenbanken nicht in boolescher Logik über die Zugehörigkeit zur Ergeb-
nismenge entschieden wird, sondern die Kombination aller Einzelindices eine graduelle
Zugehörigkeit definiert. Ansätze zur Durchführung solcher Abfragen werden von Fagin
[71, 72, 73], Ciaccia et al.[50, 47] und Zierenberg [222] vorgestellt. Eine nähere Darstel-
lung verfügbarer Verfahren findet sich in Abschnitt 4.7.4.
3.3.8 Weitere Anfragetypen
In der Literatur werden noch eine Reihe weiterer Anfragetypen diskutiert.
• Approximative Suchen. Grundidee dieser Kategorie von Ähnlichkeitsabfragen ist es,
unter Inkaufnahme kleinerer Fehler in der Ergebnismenge eine deutliche Verringe-
rung des Suchaufwandes zu erreichen.[219] Wie dabei die erlaubten “kleinen Fehler
in der Ergebnismenge” definiert sind, hängt vom Verfahren ab.
– Ein Beispiel einer solchen Anfrage ist die Approximative Nächste Nachbarn-
suche [8], bei welcher der Abstand zum zurückgegebenen Ergebnis nur einen
Epsilonfaktor vom Abstand zum korrekten nächsten Nachbarn abweichen darf:
approxNN(q, ϵ) = {o ∈ O|d(q, o) ≤ (1 + ϵ) · d(q, nn(q)).
– Eine weitere Ergebnisabschwächung und Suchbeschleunigung wird durch die
PAC-Nächste-Nachbarn-Suche (Probably Approximate Correct) erreicht. Hier-
bei wird die Suche nach dem approximativen nächsten Nachbarn abgebrochen,
wenn mit einer vom Nutzer spezifizierten Konfidenzwahrscheinlichkeit δ bereits
ein Element gefunden ist, welches die Epsilonbedingung erfüllt.[46]
• Von Schmitt [183] wird für Vektorräume die Partial-Match-Suche vorgeschlagen.
Die Ausprägung bestimmter Dimensionen wird hierbei ignoriert (“partial”). In den
anderen Dimensionen wird nach exakten Ausprägungen gesucht. Die Anfrage kann
aber leicht auf eine Intervallsuche in den verwendeten Dimensionen erweitert wer-
den. Insgesamt entspricht diese Suche einer Bereichssuche. Der Bereich ist jedoch
anders als üblicherweise nicht kugelförmig, sondern entspricht einer achsenparallelen
Box, die in manchen Dimensionen (die, die ignoriert werden) unbeschränkt ist. Eine
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andersartige Interpretation ist die einer komplexen Ähnlichkeitssuche mit einer sehr
speziellen Aggregationsfunktion. (Siehe Abschnitt 3.3.7)
3.4 Kriterien und Prinzip eindimensionaler Zugriffs-
verfahren
Da letztendlich alle Ähnlichkeitssuchverfahren auf den Erfahrungen und Prinzipien ein-
dimensionaler Verfahren beruhen und bezüglich ihrer Beurteilungskriterien mit eindimen-
sionalen Verfahren verglichen werden57, sollen in diesem Kapitel kurz die zugrundeliegen-
den Ideen vorgestellt werden. Eindimensionale Zugriffsverfahren basieren meist auf einer
totalen Ordnung aller gespeicherten Elemente oder auf Hashverfahren. Es existiert eine
Vielzahl wohlverstandener und effizienter eindimensionaler Zugriffsverfahren, für einen
Überblick siehe bspw. [53] oder [114]. Die eindimensionalen Zugriffsverfahren wurden vor
allem im Hinblick auf eine exakte Suche ausgelegt.
In Abschnitt 3.4.1 werden beispielhaft verschiedene Anwendungskriterien im Hinblick
auf die exakte Suche vorgestellt, nach denen sich die Verfahren unterscheiden. Im fol-
genden Abschnitt 3.4.2 werden die Funktionsprinzipien der eindimensionalen Verfahren
vorgestellt. In einem abschließenden Abschnitt 3.4.3 wird kurz beleuchtet, wie Ähnlich-
keitssuche in eindimensionalen Daten funktioniert und welche zusätzlichen Anforderungen
die Datenstrukturen erfüllen müssen.
3.4.1 Beurteilungskriterien eindimensionaler Zugriffsverfahren
Die primären Beurteilungskriterien eindimensionaler Indexverfahren sind die benötigte
Speicherkomplexität sowie die Zeitkomplexitäten für Änderungsoperationen und exakte
Suche jeweils im durchschnittlichen und schlimmsten Fall. Weiterhin kann noch nach der
Erfüllung zusätzlicher Anforderungen unterschieden werden:
• Funktioniert das Verfahren auch, wenn die Daten nicht mehr in den Hauptspeicher
passen oder üblicherweise nicht vollständig in diesen geladen sind?
• Erlaubt das Verfahren ein effizientes nachträgliches Einfügen oder Löschen von Ele-
menten, oder müssen alle Elemente a priori bekannt sein?
• Unterstützt das Verfahren Intervallanfragen?
3.4.1.1 Speicherkomplexität
Die meisten Verfahren besitzen eine lineare Speicherkomplexität von O(N). Es gibt auch
Verfahren, die bspw. einen quadratischen Speicheraufwand O(N2) aufweisen.58 Abgesehen
von kleinen überschaubaren Beispielen sind solche Verfahren nicht praktikabel, auch weil
der verfügbare Speicher i.d.R. eine Größe mit festem Limit ist. Ein weiteres Problem mit
einer solchen quadratischen Speicherkomplexität ist, dass jegliche Änderungsoperationen
(Einfügen oder Löschen) eine Mindestkomplexität von O(N) besitzen.
57Samet [177] gibt eine gute Analyse der Unterscheidungskriterien mehrdimensionaler Zugriffsverfahren.
58Voronoi-Diagramme [212] besitzen in höheren Dimensionen als dem zweidimensionalen Raum neben
anderen Nachteilen eine inakzeptable worst-case-Speicherkomplexität von O(N2). Ein weiteres Beispiel für
eine quadratische Speicherkomplexität stellt das AESA-Verfahren [210] dar, welches zur Ähnlichkeitssuche
in metrischen Räumen eingesetzt wird. Das Verfahren muss die Abstände aller enthaltenen Elemente
untereinander speichern und hat somit eine Speicherkomplexität von O(N2).
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Auch bei linearer Speicherkomplexität kann der Speicherbedarf unterschiedlicher Ver-
fahren sich stark unterscheiden. Bspw. sind bei hashbasierten Verfahren i.d.R. viele Buck-
ets leer, um die Kollisionswahrscheinlichkeit zu senken. Die Speicherkomplexität ist immer
noch linear in der Anzahl der gespeicherten Elemente, aber der benötigte Speicherplatz
ist ein Vielfaches des Speicherplatzes, der von den reinen Daten belegt wird.
3.4.1.2 Zeitkomplexität von Suchoperationen
Ein naives, immer anwendbares Verfahren der Suche (d.h. nicht nur bei der exakten Su-
che und nicht nur auf eindimensionalen Daten) ist das Überprüfen der Suchbedingung bei
allen gespeicherten Elementen. Die Komplexität hierfür ist linear in der Anzahl der gespei-
cherten Objekte: O(N).59 Alle Datenstrukturen, die zur Verbesserung der Sucheffizienz
erstellt werden, müssen sich mit dieser linearen Komplexität messen.
Bei eindimensionalen Verfahren, die auf einer totalen Ordnung basieren, kann bei einer
fortgesetzten idealen Teilung eine logarithmische Zeitkomplexität O(log N) der exakten
Suche erreicht werden. Bei manchen Bäumen ist diese ideale Teilung jedoch nicht immer
möglich, so dass hier im worst case die Suche zu einer linearen Liste degenerieren kann:
O(N). Bäume, die eine logarithmische Zugriffszeit garantieren, heißen balancierte Bäume
– das prominenteste eindimensionale Beispiel für binäre Bäume sind der AVL-Baum60 und
der B-Baum [166]. Bei hashbasierten Verfahren wird im Idealfall ein Zugriff in konstanter
Zeit mit O(1) erreicht, jedoch auf Kosten einer vergrößerten Datenstruktur. Bei größerem
Füllgrad kann die Suche auch hier bis zur linearen Suche mit O(N) degenerieren.61
Weiterhin muss zwischen der Suchzeitkomplexität, die im schlimmsten Fall auftritt
(worst-case Komplexität), und der, die im durchschnittlichen Fall auftritt (average-case
Komplexität), unterschieden werden.
3.4.1.3 Zeitkomplexität von Änderungsoperationen
Der Zeitaufwand für Änderungsoperationen (Einfügen, Löschen, Ändern62) besteht i.d.R.
aus zwei Teilen – dem Suchen des zu ändernden Elementes und der eigentlichen Ände-
rungsoperation. Nicht alle Datenstrukturen unterstützen jedoch effizient ein Ändern der
bestehenden Suchstruktur.63 Für derartige Datenstrukturen ist bei dennoch notwendigen
Änderungsoperationen meist nur das Ablegen solcher Operationen in einer Änderungsliste
und periodische Neuerstellung der Suchstruktur möglich. Baumbasierte Verfahren ermög-
lichen i.d.R. das Durchführen einer Änderungsoperation in O(log N)64, während dies mit
59Die komplexeren, in Kapitel 3.3 beschriebenen Ähnlichkeitsanfragen, wie bspw. der Ähnlichkeits-
verbund, bestehen aus mehreren primitiven Ähnlichkeitsanfragen. Mit einer solchen linearen Suchbedin-
gungsprüfung lassen sich nur primitive Ähnlichkeitsanfragen lösen und keine komplexen.
60Benannt nach seinen Erfindern Adelson-Velskii und Landis [2]. Eine gute Darstellung findet man in
[114, 155]. Für einen Vergleich mit anderen Binärbäumen siehe [11].
61Siehe u.a. [155, 187, 184, 114, 53].
62Ändern wird zur Vereinfachung meist als eine Kombination aus Löschen und Neueinfügen modelliert.
63Ein einfaches Beispiel für eine Datenstruktur mit sehr ineffizienten Änderungsoperationen ist ein sor-
tiertes Array, eine Einfüge- oder Löschoperation ist hier nur in O(N) möglich. Andere Datenstrukturen
– wie unbalancierte Suchbäume – unterstützen effiziente Änderungsoperationen nur bedingt. Sie erlau-
ben zwar anfangs einen durchschnittlichen Änderungsaufwand von O(log N), degenerieren jedoch durch
fortgesetztes Einfügen und Löschen. [56]
64Diese Komplexität von Änderungsoperationen in einem Suchbaum von O(log N) ist worst-case-
optimal. Sortierverfahren, die auf dem Wertevergleich beruhen, benötigen im worst case mindestens
O(N · log N) Vergleichsoperationen. [19] Da durch sukzessives Einfügen in einen Baum eindimensionale
Daten sortiert werden, kann ein Baum im worst case nicht in weniger als O(N · log N) Schritten erstellt
werden. Eine einzelne Änderungsoperation benötigt somit im worst case mindestens O(log N).
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hashbasierten Verfahren in O(1) möglich ist. Als grobes Kriterium wird eine Datenstruk-
tur dynamisch genannt, wenn sie effiziente Änderungsoperationen erlaubt. Ist dies nicht
möglich, so wird die Datenstruktur mit statisch bezeichnet.
3.4.1.4 Eignung für Externspeicher
Bei einfachen, eindimensionalen Verfahren zur exakten Suche beschreibt die Suchzeit-
komplexität die Anzahl notwendiger Rechenoperationen an gespeicherten Elementen. Bei
Verfahren, die auf einer Sortierung beruhen, sind dies bspw. Knotenvergleichsoperationen.
In der Praxis ergeben sich jedoch deutlich unterschiedliche Kosten für verschiedene
Operationen. Zum einen unterstellen verschiedene Cache-, Prefetch- und Auslagerungs-
algorithmen von Systemsoftware das Prinzip der Locality of Reference. Dieses besagt, dass
räumlich nahe beieinander gespeicherte Daten meist auch zeitlich nacheinander benutzt
werden.65 Besonders relevant wird diese Tatsache, wenn die Datenstruktur nicht mehr in
den Hauptspeicher passt, also ganz oder teilweise auf der Festplatte gespeichert werden
muss. Hier überwiegen die Seek-Zeiten (d.h. die Positionierung des Lesekopfes) deutlich
die eigentlichen Lesezeiten, so dass i.d.R. jeweils eine ganze Seite auf einmal eingelesen
wird. Wird eine einfache Datenstruktur (wie der AVL-Baum) auf diese Art benutzt, so
ist nach jedem schnellen Knotenvergleich eine langsame Leseoperation einer neuen Fest-
plattenspeicherstelle mit erneutem Seek notwendig. Suchalgorithmen können in diesem
Fall den Gesamtzeitaufwand deutlich reduzieren, wenn in einem Suchschritt nicht nur ein
Datum der gelesenen Seite für Vergleiche verwendet wird, sondern alle. Bei Suchbäumen
wird statt eines binären Baumes ein Mehrwegebaum verwendet; dieser wird dadurch sehr
flach. Das prominenteste Beispiel dieser Strategie bei Bäumen ist der B-Baum [166] (der
auch balanciert ist), bei Hashverfahren das lineare [126] und erweiterbare [74] Hashing.
3.4.1.5 Unterstützte Suchanfragen
Ein weiteres Unterscheidungskriterium von Indexstrukturen sind die unterstützten Such-
anfragetypen. Nicht alle eindimensionalen Verfahren unterstützen alle Typen von Such-
anfragen. Die exakte Suche wird von allen vorstellten Verfahren unterstützt. Es gibt je-
doch noch andere Typen von Anfragen, wie bspw. die nach dem kleinsten oder größtem
Element oder Ähnlichkeitsanfragen.66 Solche Arten von Anfragen werden nur effizient
unterstützt, wenn die Daten im Index in irgendeiner Form sortiert vorliegen. Dies gilt
zwar für alle eindimensionalen Suchbäume, aber nur für spezielle, ähnlichkeitserhaltende
Hashverfahren.67
3.4.2 Prinzipien eindimensionaler Zugriffsverfahren
Es können zwei wesentliche Grundprinzipien eindimensionaler Zugriffsverfahren unter-
schieden werden: Hashverfahren und Bäume.
65Diese Verfahren werden aufgrund der Speicherhierarchie – verschiedene Typen von Speicher mit
stark unterschiedlichen Zugriffszeiten und Kapazitäten – genutzt, um einen größtenteils transparenten,
effizienten Speicherzugriff für das Anwendungsprogramm zur Verfügung zu stellen. Bspw. existiert meist
ein langsamer, aber großer Plattenspeicher, ein schnellerer, mittelgroßer Hauptspeicher und ein sehr
schneller und sehr kleiner Cache-Speicher. Im Hintergrund kopiert die Systemsoftware Daten zwischen
den verschiedenen Speicherhierarchiestufen. Aus Effizienzgründen wird dabei jeweils mehr als das aktuelle
Datum kopiert, bspw. ein Festplattensektor oder eine Cache line. Das Anwendungsprogramm profitiert
nur von diesem “Vorausdenken”, wenn diese Daten dann tatsächlich referenziert werden.
66Siehe Abschnitt3.3.
67Der Unterschied zwischen ähnlichkeitserhaltenden und nicht ähnlichkeitserhaltenden Hashverfahren
wird in Abschnitt 3.4.2.1 diskutiert.
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3.4.2.1 Hashbasierte Zugriffsverfahren
Bei Hashverfahren wird aus einem Datensatz ein eindeutiger, aber nicht eineindeutiger
“Fingerabdruck” berechnet, aus dem direkt der Speicherort (“Bucket”) bestimmt wer-
den kann.68 Da aber meist nicht für jeden potentiellen Datensatz ein Bucket freigehalten
werden kann69, wird ein Bucket für mehrere potentielle Datensätze vorgesehen. Falls tat-
sächlich mehrere dieser Datensätze gespeichert werden, muss eine Kollisionsbehandlung
dafür sorgen, dass diese Elemente trotzdem gespeichert werden können. Eine Möglichkeit
hierfür ist die Speicherung einer linear verketteten Liste von Elementen in jedem Bucket.
Im Idealfall steht in jedem Bucket nur maximal ein Element; dann kann in konstanter
Zeit dessen Speicheradresse berechnet und in O(1) auf das Element zugegriffen werden.
Im schlimmsten Fall sind jedoch alle gespeicherten Elemente in einem einzelnen Bucket
gespeichert und die Liste muss linear in O(N) durchsucht werden.
Durch Erhöhung der Anzahl an Buckets sind einzelne Buckets statistisch weniger stark
gefüllt und es ergibt sich eine bessere durchschnittliche Zugriffszeit. Dafür erhöht sich aber
auch statistisch die Anzahl leerer Buckets, d.h. der Speicherverbrauch der gesamten Daten-
struktur. I.d.R. passen Hash-Datenstrukturen aus diesem Grund in Abhängigkeit vom
Füllgrad ihrer Buckets selbst dynamisch die Anzahl an Buckets an. Damit dies möglich ist,
wird eine weitere Indirektion zwischen dem eigentlich zu speichernden Datensatz und der
Speicherplatzadresse eingebaut. Anstelle direkt aus den Daten den Bucket zu berechnen,
wird aus dem Datensatz eine Ganzzahl bestimmt. Je nach Füllgrad verteilt dann die
Hash-Datenstruktur unterschiedlich große Wertebereiche der Ganzzahl auf einen Bucket.
Unabhängig von dieser Indirektion besteht ein weiteres Problem darin, welche Da-
tensätze auf den selben Bucket verteilt werden. Um Leerstand vieler Buckets zu ver-
meiden (Speicherplatzkomplexität) aber auch einzelne Buckets nicht zu sehr zu füllen
(Zugriffszeitkomplexität), wird eine Gleichverteilung der Daten über den Buckets ange-
strebt. Die Originaldaten sind aber meist nicht gleichverteilt, sondern konzentrieren sich
auf einen kleinen Teil des Wertebereiches. Wenn bei Altersangaben z.B. Alter zwischen 0
und 120 Jahren erlaubt sind, wird man i.d.R. wenig Leute zwischen 110 und 120 Jahren
finden, aber umso mehr zwischen 10 und 20. Es existieren zwei Varianten der Indizierung:
1. Werden ähnliche Daten auf ähnliche Buckets verteilt,70 so “erbt” der Füllgrad der
Buckets die Ungleichverteilung der Ausgangsdaten.
2. Aus diesen Gründen werden i.d.R. die am wenigsten signifikanten Stellen der Ganz-
zahl zur Bucketidentifikation herangezogen,71 weil davon ausgegangen wird, dass
diese unabhängig von den Ausgangsdaten und somit gleichverteilt sind.
Abbildung 3.4.1 verdeutlicht dieses beiden Varianten für die Indizierung von Personen
nach ihrem Alter.
Ein Nachteil der gleichverteilenden zweiten Variante ist, dass durch die bewusst weite
Streuung ähnlicher Daten sich ähnliche Daten nicht mehr effizient finden lassen. Bei der
Verteilung ähnlicher Daten auf ähnliche Buckets sind die Daten dagegen zusammen mit ih-
ren Buckets implizit sortiert. Bei Anfragen nach einem Extremum oder ähnlichen Daten zu
68Eine gute Einführung in Hashverfahren gibt [184].
69Sonst würde viel Speicherplatz ungenutzt brach liegen.
70Bei Ganzzahlen ist dies per Ganzzahldivision durch die Bucketanzahl N möglich. Bei N = 10 und
Indizierung des Lebensalters werden bspw. in einem Bucket B1 alle Personen mit einem Alter zwischen 0
und 10 gespeichert, in einem anderen Bucket B2 alle Personen mit einem Alter zwischen 10 und 20 usw.
71Bei Ganzzahlen kann hierfür die modulo-Division durch die Bucket-Anzahl verwendet werden, wie
sie bspw. [184] vorschlägt. D.h. für das Altersbeispiel, dass alle Personen mit einem Alter, welches auf 0
endet, in einem Bucket B0 gespeichert werden, alle deren Alter auf 1 endet, in einem Bucket B1 usw.
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Abbildung 3.4.1: Indizierung von Personen nach ihrem Alter: Gleichverteilende (oben) und ähnlichkeits-
erhaltende (unten) Hashverfahren
einem Anfragebeispiel müssen bei der ersten Variante nahezu alle Buckets durchsucht wer-
den, während bei der zweiten Variante eine gute Sucheinschränkung auf wenige Buckets
möglich ist.72 Soll also ein hashbasiertes Zugriffsverfahren ähnlichkeits- und sortierungs-
abhängige Anfragen unterstützen, muss ein ähnlichkeitserhaltenden Hashing verwendet
werden. Ein Nachteil eines solchen Hashings ist, dass die Ungleichverteilung der Daten
auf die Buckets übertragen wird. Dies führt zu einer schlechtere Speicherauslastung und
Suchzeitkomplexität.
Hashbasierte Verfahren sind dynamische Datenstrukturen, d.h. eine effizienten Ände-
rung der gespeicherten Daten ist möglich. In O(1) kann bspw. der Bucket für ein neu
einzufügendes Element gefunden und in konstanter Zeit das neue Element dort gespei-
chert werden. Problematisch an diesem Ansatz ist die Degeneration des Füllgrades der
Buckets. Bei gegebener Anzahl zu speichernder Elemente bestimmt die Anzahl an Buckets
einerseits direkt den relativen Speicherverbrauch und andererseits die Wahrscheinlichkeit
einer Bucketkollision und damit die durchschnittliche Suchzeit. Aus diesem Grund gibt
es für eine Datenverteilung und eine Anzahl an zu speichernden Elementen eine optimale
Bucketanzahl. Werden nun immer mehr Elemente in eine feste Anzahl an Buckets gespei-
chert, so nimmt die Wahrscheinlichkeit von Kollisionen zu; die Suchzeit degeneriert. Aus
diesem Grund muss die Datenstruktur periodisch reorganisiert werden. Wird dies in expo-
nentiell wachsenden Schrittgrößen getan, so bleibt der durchschnittliche Einfügeaufwand
pro eingefügtem Element konstant.
Da jeweils ein Bucket, der sowieso linear durchsucht werden muss, als Speicherseite
auf dem externen Datenträger gespeichert werden kann, beachtet der hashbasierte Zugriff
das Lokalitätsprinzip und eignet sich somit auch für Strukturen, die nicht mehr in den
Hauptspeicher passen. In diesem Fall wird die Bucketanzahl so eingestellt, dass ein Bucket
durchschnittlich mehr Datensätze enthält, als dies bei einer Hauptspeicherdatenstruktur
der Fall wäre.
3.4.2.2 Baumbasierte Zugriffsverfahren
Baumverfahren teilen den Suchraum jeweils an einem inneren Knoten in Halbräume bzw.
Intervalle auf. (Siehe Abbildung 3.4.2.) Bei einer Suchanfrage zur exakten Suche kann
nach einem Vergleich des Anfrageobjekts mit dem inneren Knoten entschieden werden,
in welchem der Halbräume bzw. Intervalle die Suche fortgesetzt werden muss. Bei den
72Wenn bspw. nicht nur Personen mit dem Alter 35 gesucht werden, sondern Personen zwischen 32 und
39 Jahren, müssen beim gleichverteilenden Hashing 8 von m Buckets durchsucht werden. Beim ähnlich-
keitserhaltenden Hashing können relevante Personen dagegen nur im Bucket “30–39” liegen. Mit einem
gleichverteilenden Hashing wird also bei Ähnlichkeitsanfragen lediglich eine lineare Suchzeitkomplexität
O(N) erreicht. Wird dagegen die Ganzzahldivision durch 10 verwendet, so finden sich alle gesuchten
Personen in einem einzelnen Bucket, d.h. die Suchkomplexität ist O(1).
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Abbildung 3.4.2: Eindimensionaler Suchbaum und zugehörige Intervalle des Wertebereichs
üblichen eindimensionalen Bäumen muss immer genau ein Intervall bzw. Halbraum wei-
terverfolgt werden. Ist in allen Teilbäumen der Kindknoten jeweils die selbe Anzahl an
Datensätzen gespeichert (d.h. der Baum ist balanciert), so nimmt die zu durchsuchende
Datenmenge mit jedem Vergleichsschritt um einen konstanten Faktor ab. Daraus resultiert
in diesem optimalen Fall eine garantierte logarithmische Suchzeitkomplexität O(log N).
Ist der Baum nicht balanciert, so wird zwar im Durchschnitt immer noch eine logarith-
mische Suchkomplexität erreicht, im schlimmsten Fall entartet der Baum jedoch zu einer
linearen Liste, die vollständig in O(N) durchsucht werden muss.
In eindimensionalen Bäumen liegen die Daten implizit sortiert vor. Aus diesem Grund
ist die Beantwortung von Anfragen nach sortierrelevanten Details (bspw. dem Maximum)
und einfache Ähnlichkeitsanfragen (bspw. die Suche nach dem nächsten Nachbarn) effizi-
ent (ohne Zusatzmaßnahmen) in O(log N) möglich.
Bei einfachen Zwei-Wege-Bäumen, wie dem AVL-Baum [2], werden die einzelnen Kno-
ten frei im Hauptspeicher allokiert und beachten das Lokalitätsprinzip nicht. Für die Eig-
nung des Suchbaumes für eine Verwendung außerhalb des Hauptspeichers ist eine weitere
Anpassung notwendig. Hierzu wird in einem atomaren Knoten die Information über meh-
rere Teilungen des Suchraums gespeichert. Der erste Baum, der auf diesem Prinzip beruht,
ist der B-Baum.[166].
Das Einfügen in einen Baum besteht i.d.R. aus drei Schritten:
1. Auswahl des Knotens, in den der neue Wert eingefügt werden soll. Der hierfür not-
wendige Aufwand entspricht dem (exakten) Suchaufwand, d.h. bei balancierten Bäu-
men beträgt er O(log N).
2. Einfügen des neuen Wertes in den Knoten. Dies ist i.d.R. in konstanter Zeit möglich.
3. Nachbereitung des Baumes. Dies sind Maßnahmen, um bspw. im Fall des AVL-
Baumes die Balance wiederherzustellen, oder im Fall des B-Baums einen übervollen
Knoten zu teilen. Solche Schritte können Änderungen in den über dem Blatt liegen-
den Baumebenen bis hin zur Wurzel nach sich ziehen. Aus diesem Grund beträgt
der Aufwand zur Nachbereitung des Baumes O(log N).
Das Ändern eines Baumes ist also effizient möglich, es handelt sich um eine dynamische
Datenstruktur. Hierzu gibt es zwei Einschränkungen bei Bäumen, die nicht explizit eine
Balance während des Änderns der Daten herstellen:
1. Der Baum ermöglicht nur dann eine effiziente Suche auch im schlimmsten Fall, wenn
er balanciert ist. Auch wenn die Balance während des Einfügens oder Löschens neuer
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Daten nicht hergestellt wird, ist es dennoch möglich, einen balancierten Baum zu
erstellen, wenn a priori alle Daten bekannt sind und sortiert werden. Als teilender
Knoten wird jeweils der Median der Datenmenge des Teilbaums verwendet.
2. Werden zufällige Daten in zufälliger Reihenfolge in solch einen Baum eingefügt,
so kann keine worst-case-Suchkomplexität von O(log N) mehr garantiert werden.
Es kann jedoch gezeigt werden, dass die durchschnittliche Suchkomplexität im-
mer noch logarithmisch ist. [155] Durch fortgesetztes Einfügen und insbesondere





Bei eindimensionalen Daten wird selten von “Ähnlichkeitssuche” gesprochen. Die Suche
nach nächsten Nachbarn sowie komplexere Ähnlichkeitsanfragen sind unüblich. Die Be-
reichssuche wird dagegen oft angewendet, wobei hier der Begriff Intervallsuche passender
scheint. In diesem Abschnitt sollen trotzdem vereinfacht die Ideen der Ähnlichkeitssuche
für eindimensionale Daten präsentiert werden, weil diese hier deutlich einfacher vorstellbar
sind. Der jeweilige Suchablauf wird in diesem Abschnitt nicht ausführlich algorithmisch,
sondern nur kurz und beispielhaft beschrieben.
3.4.3.1 Beispiel
Als Beispiel eindimensionaler Daten soll das Alter einzelner Personen dienen.
• Bei einer exakten Suche wird nach allen Personen gesucht, die ein bestimmtes Alter
(z.B. Alter = 25) besitzen.
• Bei einer Bereichs- bzw. Intervallsuche wird eine Menge von Personen gesucht, die
in einem bestimmten Altersbereich liegen, also bspw. älter als 80 Jahre (Alter ≥ 80)
oder zwischen 23 und 27 Jahren alt sind (23 ≤ Alter ≤ 27). Die Intervallsuche im
Fall eines beidseitig beschränkten Intervalls kann als Bereichssuche im Sinne der
Definition in Abschnitt 3.3 betrachtet werden, wenn der Mittelpunkt des Intervalls
zusammen mit der halben Intervallbreite als Radius angegeben wird. Das letzte
Beispiel kann also äquivalent so geschrieben werden: |Alter − 25| ≤ 2.
• Bei der k-Nächste-Nachbarn-Suche werden zu einem Beispielalter (26 Jahre) die k
Personen mit dem ähnlichsten Alter gesucht.
Für die exakte Suche kann hierbei jeder eindimensionale Datentyp verwendet werden.
Bei der Bereichssuche ist zumindest ein ordinaler Datentyp notwendig, um das Intervall
zu beschränken. Bei der k-Nächsten-Nachbarn-Abfrage ist ein kardinales Abstandsmaß
erforderlich, welches mit der Ordnung der Daten korrespondiert und den Axiomen einer
Metrik genügt. Bei kardinalen Daten kann bspw. der L1-Abstand verwendet werden.
Im Folgenden wird zur vereinfachten Darstellung von kardinalen Daten mit einer L1-
Metrik ausgegangen.
73Beim Löschen innerer Knoten muss entweder der symmetrische Vorgänger oder Nachfolger als neuer
innerer Knoten gewählt werden. Ist im Lösch-Algorithmus fest eine Präferenz festgelegt, so entsteht
dadurch ein Ungleichgewicht. Das Phänomen wurde genau von Culberson [56] analysiert.
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3.4.3.2 Eindimensionale Ähnlichkeitssuche mit hashbasierten Verfahren.
Wie in Kapitel 3.4.2.1 beschrieben, gibt es gleichverteilende und ähnlichkeitserhalten-
de Hashverfahren. Zu einer besseren Unterstützung der exakten Suche werden eher die
gleichverteilenden Verfahren eingesetzt (also bspw. hash = Alter mod 10), während für
eine Ähnlichkeitssuche ähnlichkeitserhaltende Hashverfahren (bspw. hash = Alter div 10)
vorausgesetzt werden. Abbildung 3.4.1 zeigt das Prinzip und den resultierenden Bucket-
Füllstand anhand einiger Beispieldaten aus der Altersdomäne.
Exakte Suche. Bei einer exakten Suche, bspw. nach allen 25 jährigen Personen, wird
zunächst mit der Hashfunktion der Bucket bestimmt, in welchem diese Datensätze gespei-
chert werden. Im Fall der gleichverteilenden Hashverfahren speichert der Bucket “5” alle
Alter, die auf 5 enden. Im Fall der ähnlichkeitserhaltenden Hashfunktion ist der Bucket
für 20 bis 29 jährige Personen relevant. Dieser enthält relativ viele Daten und muss linear
durchsucht werden.
Intervallsuche. Werden alle Personen im Intervall zwischen 23 und 27 Jahren gesucht,
hilft die gleichverteilende Hashfunktion nicht weiter. Da die gesuchte Person 23, 24, 25,
26 oder 27 Jahre alt sein kann, müssen die Buckets “3”, ”4”, “5”, “6” und “7”, d.h. die
Hälfte aller Buckets, durchsucht werden. Im Fall des ähnlichkeitserhaltenden Hashings
kann festgestellt werden, dass die gesuchten Personen nur im Bucket “20–29” gespeichert
sein können, es muss nur dieser Bucket durchsucht werden. Bei einem größeren Intervall,
bspw. der Suche nach allen 23–33 jährigen Personen, müssten auch Nachbarintervalle
durchsucht werden, im Bsp. also zusätzlich das Intervall “30–39”. Aufgrund der Anfrage
lässt sich jedoch klar eingrenzen, welche Buckets durchsucht werden müssen.
k-Nächste-Nachbarnsuche. Wird bspw. nach den 5 Personen gesucht, deren Alter am
nächsten an 26 Jahren liegt, wird zunächst der Bucket gesucht, in dem die 26 gespeichert
werden würde. Auch in diesem Fall kann die gleichverteilende Hashfunktion die Ähn-
lichkeitsanfrage nicht unterstützen. Bei der ähnlichkeitserhaltenden Hashfunktion wird in
diesem Bucket nach den k ähnlichsten Personen gesucht. (Da der Bucket aufgrund der
Ähnlichkeitserhaltung ähnliche Alter speichert, ist dieser Ansatz vielversprechend.) Da-
nach muss noch geprüft werden, ob es möglich ist, in Nachbarbuckets ähnlichere Personen
zu finden. Wurden noch keine k Personen gefunden, so ist dies immer der Fall. Ansonsten
wird der kleinste Abstand, den ein Element aus dem Nachbarbucket haben kann, mit
dem des unähnlichsten der k Kandidaten verglichen. Im Beispiel hat eine Person aus dem
Bucket “30–39” mindestens einen Abstand von 4 Jahren, während der Mindestabstand zu
einer Person aus dem Bucket 10–19 7 Jahre beträgt. Ist die unähnlichste der k Personen
bspw. 21 Jahre alt, so kann der Bucket “10–19” komplett von der Suche ausgeschlossen
werden, während der Bucket “30–39” noch durchsucht werden muss.
3.4.3.3 Eindimensionale Ähnlichkeitssuche mit baumbasierten Verfahren
Das Grundprinzip der Ähnlichkeitssuche ist unabhängig davon, ob der Baum balanciert ist
oder nicht und wie viele Verzweigungen es an einem Knoten gibt. Aus diesem Grund wird
im Folgenden ein einfacher Zweiwegebaum beschrieben. Abbildung 3.4.2 zeigt beispielhaft
einen eindimensionalen Suchraum und zusätzlich, welche Halbräume und Intervalle der
Zahlengeraden in einem Knoten gespeichert werden können. Dies ist für das Verständnis
der Suche wichtig.
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Unter dem Wurzelknoten 10 können bspw. beliebige Daten gespeichert werden, es
gibt keine Beschränkung des Zahlenstrahls. Der linke Kindknoten 5 kann dagegen nur
Werte bis ausschließlich 10 speichern. Steigt man noch weiter hinab zur 6, so ist das
Suchintervall beidseitig beschränkt: nach unten durch den Vaterknoten 5 und nach oben
durch den Großelternknoten 10. Unter dem Knoten 6 können also nur Werte 5 ≤ x < 10
gespeichert werden.
Exakte Suche. Wird nach einem bestimmten Wert (bspw. nach 11) gesucht, so kann
an jedem Knoten entschieden werden, in welchem Halbraum oder Intervall der zugehöri-
gen Unterteilung dieser zu finden ist. An Knoten 10 kann bspw. entschieden werden, dass
dieser Knoten nur unterhalb des rechten Kindknotens 12 gespeichert sein kann, weil 11
in den Halbraum [10, +∞[ fällt und es keine Überschneidungen mit dem anderen Halb-
raum ] − ∞, 10[ gibt. Auf diese Art findet die Suche in einem Blattknoten entweder den
gesuchten Wert oder stellt fest, dass das Blatt, in welchem gesucht werden müsste, nicht
existiert. Maximal muss so bis zur größten Tiefe des Baumes abgestiegen werden. Bei
einem balancierten Baum sind also O(log N) Schritte notwendig.
Intervallsuche. Werden bspw. alle gespeicherten Daten gesucht, für die gilt:
6 ≤ x ≤ 11,
so entsteht eine Mehrwegsuche. An jedem Knoten kann entschieden werden, welche der
beiden Untergliederungsintervalle das Suchintervall überlappt, d.h. in welchen Kindern die
Suche fortgesetzt werden muss. Im Beispiel überlappt das Suchintervall den Halbraum bei-
der Kindknoten des Wurzelknotens 10, so dass parallel in beiden Kindern gesucht werden
muss. Beim Knoten 5 kann der linke Teilbaum, welcher das Intervall ]−∞, 5[ abdeckt, von
der Suche ausgeschlossen werden, während der rechte Teilbaum mit dem Intervall [5, 10[
weiterverfolgt werden muss. Es können hierbei nicht nur Teilbäume ausgeschlossen wer-
den. Am Knoten 6 kann festgestellt werden, dass der gesamte rechte Teilbaum (Intervall
[6, 10[) vollständig im Suchintervall enthalten ist. Somit können alle hier gespeicherten
Daten ungeprüft übernommen werden. Insgesamt kann bei der Intervallsuche keine loga-
rithmische Suchkomplexität mehr garantiert werden. Dies ist allein schon deshalb so, weil
im Extremfall alle gespeicherten Elemente die Suchanfrage erfüllen.
k-Nächste-Nachbarn-Suche. Das folgende Beispiel unterstellt einen Baum, bei dem
die inneren Knoten tatsächlich Werte speichern und nicht nur zur Strukturierung dienen.
Das Grundprinzip der Suche nach den k ähnlichsten Werten ist es, möglichst schnell
k möglichst ähnliche Kandidaten für die Ergebnismenge zu finden. Danach kann dann
geprüft werden, in welchen bisher noch nicht untersuchten Teilbäumen sich nähere Werte
als der bislang unähnlichste Wert befinden könnten. Aufgrund der linearen Sortierung bei
eindimensionalen Daten ist die Suche nach den k nächsten Nachbarn hier noch einfacher.
Zunächst muss der nächste Nachbar gefunden werden. Hierzu wird eine exakte Suche
nach dem Anfrageobjekt gestartet. Wird es gefunden, ist der zugehörige Baumknoten
der nächste Nachbar. Wird das Anfrageobjekt nicht gefunden, so bricht die Suche in
einem Intervall ab, in welchem das Anfrageobjekt gespeichert werden würde, welches aber
keine Werte enthält. Wird bspw. in obigem Beispiel nach 9 gesucht, so müsste dieser
Wert im rechten Teilbaum der 6 gespeichert sein, der das Intervall [6, 10[ abdeckt. Die
beiden Intervallgrenzen stellen im beschriebenen Baum auf jeden Fall gespeicherte Werte
dar. Daraus kann geschlussfolgert werden, dass der nächste Nachbar einer der beiden
Intervallgrenzen ist – im Beispiel also 10. Diese Suche nach dem nächsten Nachbarn hat
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die selbe Komplexität wie eine exakte Suche. Im Fall eines balancierten Baumes ist sie
also in O(log N) möglich. Abbildung 3.4.3 zeigt den Suchverlauf.
Abbildung 3.4.3: Eindimensionale Nächste Nachbarn-Suche
Im Baum liegen die Knoten impliziert sortiert vor. Es ist möglich zu einem Knoten
den direkt benachbarten Wert im symmetrischen Vorgänger oder Nachfolger zu finden.
Die Suche nach diesem ist in O(log N) möglich.[155] Ausgehend vom nächsten Nachbarn
können also wechselseitig dessen symmetrische Vorgänger und Nachfolger untersucht wer-
den. Derjenige, der am nächsten zum Anfragewert liegt, ist der zweitnächste Nachbar.
Auf diese Weise kann die k-nächste-Nachbarn-Suche in O(k · log N) beantwortet werden.
3.5 Dimensionalität von Zugriffsverfahren
In relationalen Systemen werden Objekte als Tupel einfacher oder komplexer Eigenschaf-
ten gespeichert. Einfache Suchanfragen beziehen sich auf eine Untermenge dieser Eigen-
schaften. Die Anzahl der in der Anfrage berücksichtigten Eigenschaften wird Dimension
der Anfrage genannt. Diese Analogie entsteht, wenn jede Eigenschaft des Objektes als
orthogonale Position einer Dimension im euklidischen Raum betrachtet wird.
In diesem Kapitel soll die Bandbreite an Dimensionalitäten von Anfragen und die
Auswirkungen auf die Anwendbarkeit existierender Verfahren diskutiert werden.
3.5.1 Exakte Suche
Bei der exakten Suche kann die gewünschte Ausprägung einer oder mehrerer atomarer
Eigenschaften spezifiziert werden. Wie in Kapitel 3.4.3 beschrieben, können im eindimen-
sionalen Fall hierfür entweder hash- oder baumbasierte Verfahren angewendet werden.
In einem Fall muss aufgrund der Ausprägung eines Attributes ein Hashwert bestimmt
werden, um das gesamte Objekt im zugehörigen Bucket zu speichern. Im Fall der baum-
basierten Verfahren muss eine beliebige, aber totale Ordnung der Ausprägungen dieser
Eigenschaft existieren. Die Objekte werden dann nach den Ausprägungen dieses Attribu-
tes sortiert in den Baum eingefügt.
Soll die Datenstruktur wahlweise auch die Suche nach den Ausprägungen eines zweiten
Attributes erlauben, so ist dieses Vorgehen nicht mehr möglich. (Der Baum kann entweder
nach dem Alter oder dem Nachnamen sortiert sein.) Meist werden die Objekte in diesem
Fall nach einer Haupteigenschaft sortiert gespeichert. In einem zweiten Index (für die
zweite Eigenschaft) werden dann nur noch Verweise auf die zugehörigen Objekte gehalten.
Wenn gleichzeitig nach den Ausprägungen zweier oder mehrerer Attribute gesucht
werden können soll, wird eine mehrdimensionale Suche benötigt. Das beschriebene Ver-
fahren lässt sich leicht auf die exakte Suche in mehreren Dimensionen ausdehnen. Es
muss hierfür entweder ein Hashcode basierend auf allen beteiligten Eigenschaften gebildet
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werden oder eine beliebige totale Ordnung basierend auf allen beteiligten Eigenschaften.
(Bspw. kann erst nach Nachname und dann nach Alter sortiert werden, um jede beliebige
Nachname-Alter-Kombination suchen zu können.)
Dies ist für beliebige Daten und Eigenschaften möglich – insofern ist bei der exakten
Suche die Dimensionalität irrelevant. Das einzige Problem besteht darin, dass für jede
Kombination von eindimensionalen Eigenschaften, für die eine exakte Suche unterstützt
werden soll, eine solche Hashtabelle oder ein solcher Baum gefüllt und gewartet werden
muss. Ist die Anzahl der Einzeleigenschaften eines Objektes N, so existieren 2N − 1 mög-
liche Kombinationen von Eigenschaften. Da es meist aus Speicherplatz- und Änderungs-
zeitgründen unmöglich ist, für jede dieser Kombinationen einen Index zu unterhalten,
muss eine Auswahl getroffen werden.
Zweistufiges Retrieval. Bei einer Suche nach einer Kombination zweier Eigenschaften,
bei denen nur für die Einzeleigenschaften, nicht jedoch für deren Kombination ein Index
existiert, kann die Suche zumindest etwas beschleunigt werden. Hierzu wird in einem der
beiden Indices die in dieser Eigenschaft gewünschte Ausprägung gesucht. Alle Elemente,
die so gefunden wurden, werden dann darauf überprüft, ob bei ihnen auch die zweite
Eigenschaft den gewünschten Wert aufweist. Das Verfahren findet in logarithmischer Zeit
alle Objekte, die das Kriterium bzgl. der ersten Eigenschaft erfüllen. Diese müssen jedoch
einzeln darauf geprüft werden, ob sie das Kriterium der zweiten Eigenschaft erfüllen. Aus
diesem Grund hängt der Suchaufwand stark von der Selektivität des Kriteriums bzgl.
der ersten Eigenschaft ab. Datenbanksysteme führen aus diesem Grund umfangreiche
Statistiken, um abschätzen zu können, welche Eigenschaft selektiver ist. Der Index dieser
Eigenschaft wird dann zur ersten Datenselektion genutzt.
3.5.2 Intervallsuche
Die einfachste Form einer Ähnlichkeitssuche ist die in Kapitel 3.4.3 beschriebene Inter-
vallsuche auf eindimensionalen Daten. Voraussetzung hierfür ist,
• dass die Werte dieser Eigenschaft einer Ordnung unterliegen und
• dass diese Ordnung mit der Ähnlichkeit korrespondiert. (D.h. ähnliche Objekte wer-
den nahe beieinander eingeordnet, unter den beiden Nachbarn eines gespeicherten
Elementes befindet sich dessen nächster Nachbar.)
Für die Intervallsuche auf einer Eigenschaft können die in Kapitel 3.4.3 vorgestellten
baumbasierten Verfahren oder ein ähnlichkeitserhaltendes Hashing eingesetzt werden.
Sollen bei einer Intervallsuche gleichzeitig Intervalle für mehrere Eigenschaften vorge-
geben werden, können die im letzten Abschnitt 3.5.1 beschriebenen kombinierten Indices
nicht verwendet werden. Wird in einem solchen Index bspw. zuerst nach dem Nachnamen
und danach nach dem Alter sortiert, so können die Daten leicht bzgl. des vorgegebenen In-
tervalls bzgl. des Nachnamens eingeschränkt werden. Eine effiziente Einschränkung bzgl.
des vorgegebenen Altersintervalls ist jedoch nicht möglich. Hier kann statt dessen ein
Vorgehen angewandt werden, welches analog zum beschriebenen zweistufigen Retrieval-
Vorgehen im letzten Kapitel 3.5.1 ist, falls nur eindimensionale und kein kombinierter
Indices existieren. D.h. es wird einer von zwei eindimensionalen Indices benutzt, um eine
erste Selektion von Ergebniskandidaten vorzunehmen. Diese wird dann linear durchsucht,
um die Erfüllung des Intervallkriteriums für die zweite Eigenschaft zu überprüfen.
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Es gibt eine Reihe weiterer Verfahren, die versuchen, auf Basis angepasster eindi-
mensionaler Verfahren bei sehr wenigen Dimensionen noch eine Art Intervallsuche zu er-
möglichen. Die Effizienz solcher Verfahren ist allerdings eher schlecht.74 Beispiele solcher
Verfahren sind u.a. der Multiattribut-Baum [109], der kB-Baum [92], der Multidimensio-
nale Bereichsbaum [20] oder der Bereichs-Prioritäts-Baum [69]. Einen guten Überblick
gibt Samet [177].
3.5.3 Bereichssuche im euklidischen Raum
Bei der Intervallsuche ist der gesuchte Bereich ein achsparalleler Hyperquader. Dies ent-
spricht einer gewichteten L1-Metrik bei Verwendung kardinaler Daten. Werden nur kar-
dinale Daten verwendet, kann auch ein anderes Distanzmaß verwendet werden, wie bspw.
die anderen Lm−Metriken. Weil in Lm-Metriken, mit m > 1 der Einheitskreis nicht mehr
achsparallel ist, kann durch das im letzten Abschnitt beschriebene Verfahren selbst in
der Dimension des Index nur eine Voreinschränkung erreicht werden. Die durch Verwen-
dung eines eindimensionalen Index mögliche Beschränkung der Ergebnismenge nimmt mit
steigender Dimension und steigendem m immer mehr ab.
Zuerst traten solche Probleme in zwei- und dreidimensionalen räumlichen Daten der
Realwelt auf, also bspw. in der Computergraphik, CAD- oder GIS-Systemen oder der
Kollisionserkennung von Flugzeugen. Für solche Punktähnlichkeitsverfahren im nieder-
dimensionalen euklidischen Raum wurden eine Vielzahl von Verfahren entwickelt, wie
bspw. der kd-Baum. Einen guten Überblick über existierende Verfahren geben Gaede und
Günther [84]. Abbildung 3.6.1 zeigt einen Ausschnitt existierender Verfahren und ihre
historischen Zusammenhänge. In den Kapiteln 3.6 und 3.7 wird die Ähnlichkeitssuche in
mehrdimensionalen Punkt-Räumen beleuchtet. Dies ist die Grundlage für die komplexeren
Verfahren der Folgekapitel.
Mehrdimensionale Ähnlichkeitssuchverfahren für Punkte sind nicht auf niederdimen-
sionale Räume und auch nicht zwingend auf die L2-Metrik beschränkt. Die meisten dieser
Verfahren lassen sich auch in höheren Dimensionen einsetzen. Ein Teil der existierenden
Verfahren muss jedoch für höherdimensionale Räume ausgeschlossen werden, weil diese
Verfahren entweder überhaupt nicht funktionieren, oder weil sie dort zu ineffizient werden.
Die Verfahren wurden meist im Hinblick auf den gut vorstellbaren euklidischen Raum
und somit die L2-Metrik entwickelt. Die meisten Verfahren lassen sich jedoch gut für jede
der in Kapitel 3.2.3.1 vorgestellten Lm−Metriken und ihrer Varianten verwenden. Meist
kann der Baum direkt weiter verwendet werden, nur das Suchverfahren muss angepasst
werden. Bei realen Daten muss zumindest eine gewichtete Lm−Metrik oft verwendet wer-
den, um die Wertebereiche verschiedener Eigenschaften zu vereinheitlichen.
3.5.4 Ähnlichkeitssuche auf ausgedehnten Objekten im euklidi-
schen Raum
Die im letzten Abschnitt beschriebenen Anwendungen der Computergraphik oder CAD
speichern meist nicht nur Punkte, sondern ausgedehnte Objekte, wie bspw. Autos. Bei
ausgedehnten Objekten lassen sich nicht ohne weiteres die Ähnlichkeitssuchverfahren für
Punkte im niederdimensionalen euklidischen Raum anwenden. Ein ausgedehntes Objekt
nimmt entlang einer Dimensionsachse nicht einen Punkt, sondern ein ganzes Intervall ein.
74“Ein verbreiteter Ansatz, um mehrdimensionale Suchanfragen zu verarbeiten, besteht in der fortlau-
fenden Anwendung eindimensionaler Suchverfahren, je eine pro Dimension. Leider kann dieser Ansatz
sehr ineffizient sein.” [117]
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Dies bedeutet, dass ein gespeichertes Objekt über mehrere Unterknoten verteilt sein kann.
Auch ist die Ähnlichkeitsfunktion ausgedehnter Objekte eine andere. Speziell im 2- oder 3-
dimensionalen Raum können zusätzlich Anfragen bspw. nach Enthaltensein, Überlappung
etc. gestellt werden.
Auch für ausgedehnte Objekte wurden eine Reihe von Verfahren entwickelt, wie bspw.
der R-Baum [93]. Abschnitt 3.8 stellt die Prinzipien einiger Suchstrukturen vor. Ideen
dieser Verfahren werden auch in den komplexeren Bäumen der Folgekapitel verwendet,
selbst wenn dort wieder Punkte und keine ausgedehnten Objekte indiziert werden.
3.5.5 Ähnlichkeitssuche in metrischen Räumen
In Kapitel 2 wurden einige Beispielanwendungen und Probleme vorgestellt. Bei allen die-
sen Beispielen wird ein Verfahren gesucht, welches Ähnlichkeitsanfragen beantworten kann
und bei allen Fällen erfüllt die Distanzfunktion die Axiome einer Metrik. Bei keinem der
Beispiele lässt sich das Problem einfach in einem euklidischen Raum darstellen oder in
diesen projizieren, um die Vielzahl an Verfahren zu nutzen, die für mehrdimensionale
Punktzugriffsverfahren zur Verfügung stehen.
Für diese Probleme ist eine neue Klasse von Verfahren notwendig, die nicht mehr auf
den Ideen eines Lm-Vektorraums beruhen. Statt dessen ist das einzige verfügbare Struk-
turierungskriterium die Ausprägung des metrischen Abstandes. Kapitel 4 stellt einige der
für solche Probleme entwickelten Verfahren vor. Am universellsten erscheint dabei der
M-Baum [48]. In Kapitel 5 wird er unter Beibehaltung der grundlegenden Prinzipien im
Rahmen dieser Arbeit zum EM-Baum erweitert, um als universelle, datenunabhängige
Ähnlichkeitssuchstruktur dienen zu können.
3.5.6 Curse of Dimensionality
Einige der in den Folgeabschnitten 3.6 und 3.7 vorgestellten Ähnlichkeitssuchverfahren für
den euklidischen Raum können prinzipbedingt nur im niederdimensionalen euklidischen
Raum angewendet werden.
• So bieten Voronoi-Diagramme [212] bereits im dreidimensionalen Raum keinerlei
Vorteile gegenüber einer linearen Suche.75
• Beim Quad-Baum [78] steigt die Anzahl der Verzweigungen des Baumes exponen-
tiell mit der Anzahl der Dimensionen.76 Ein 20-dimensionaler Quad-Baum hätte
bspw. einen Verzweigungsfaktor von ca. 1.000.000. Dies impliziert einen sehr großen
Speicherbedarf und dadurch, dass bei einer Untersuchung eines Knotens zumindest
jeder Kindknoten inspiziert werden muss, auch einen hohen Suchzeitbedarf.
• Beim Grid-File [147] wächst die Anzahl notwendiger Gitterzellen mit der Dimensio-
nenanzahl exponentiell.77 Dies führt zu einer sehr schlechten Speicherplatznutzung.
Dadurch wächst der Speicherbedarf exponentiell und der Suchaufwand steigt, weil
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Curse of Dimensionality. Abgesehen von diesen prinzipiellen Schwierigkeiten einiger
Verfahren mit höherdimensionalen Räumen gibt es ein grundlegendes Problem, welches zu
einer sinkenden Effizienz beliebiger Verfahren in höherdimensionalen euklidischen Räumen
führt. Dieser sogenannte Curse of Dimensionality lässt die Sucheffizienz mit steigender
Dimension (ab ca. d = 20 [183]) auf nahezu lineare Komplexität absinken, so dass kein
Verfahren mehr einen Vorteil gegenüber der linearen Suche gewähren kann. Das Problem
tritt primär in euklidischen Räumen auf. Im Folgenden wird nur die Grundproblematik
skizziert, eine ausführliche Darstellung findet sich bspw. in [13, 182, 3].
Einfluss der Abstandsverteilung auf die Sucheffizienz. Das Ziel von Indizierungs-
verfahren ist es, eine effizientere Suche als die lineare Suche zu ermöglichen. Hierzu müs-
sen während der Suche die Mehrzahl der gespeicherten Objekte als nicht ergebnisrelevant
verworfen werden können, ohne sie einzeln zu betrachten. Es werden gemeinsame Eigen-
schaften von großen Gruppen gespeicherter Objekte (Hashbuckets oder Teilbäume) bzgl.
der Suchanfrage betrachtet. Die Effizienz dieses Ansatzes gegenüber der linearen Suche
beruht darauf, dass
1. ähnliche Objekte zu Clustern (Knoten oder Buckets) zusammengefasst werden, die
im Gegenzug eine hohe Distanz zu anderen Clustern aufweisen sowie dass
2. es eine breite Verteilung von Abständen der Cluster zum Anfrageobjekt gibt.
Wenn das Verfehlen der Suchanforderung bereits beim Vergleich des Knotens mit der
Anfrage festgestellt werden kann, können alle Unterknoten und Kinder des Knotens für
diese Suche direkt verworfen werden, ohne alle diesbezüglichen Daten einzeln zu prüfen.
Entscheidend für die Degenerierung der Sucheffizienz in höherdimensionalen euklidi-
schen Räumen ist die Verteilung der Entfernungen zwischen gespeicherten Daten in diesen
Räumen. Diese ist, wie im folgenden gezeigt wird, zunehmend in einem schmalen Band
konzentriert und wächst mit steigender Dimension. Mit anderen Worten: Alle gespeicher-
ten Punkte haben nahezu den selben Abstand zu allen anderen gespeicherten Punkten
und dem Anfrageobjekt. Im zweidimensionalen Raum würde eine solche Verteilung den
drei Ecken eines gleichseitigen Dreiecks entsprechen, im dreidimensionalen Raum den vier
Ecken eines gleichseitigen Tetraeders.
Auf diese Art verteilte Punkte bilden keine kompakten Cluster mehr. Auch können
viele Punkte nicht mehr einfach von Ähnlichkeitsanfragen ausgeschlossen werden, weil
die Abstände zum Anfrageobjekt zu wenig diskriminativ sind. Somit werden Knoten und
Buckets relativ groß und können nur noch sehr selten völlig von einer Suchanfrage ausge-
schlossen werden.
Die Problematik kann leicht anhand der sinkenden Effizienz, des in Kapitel 3.5.2 be-
schriebenen zweistufigen Retrievals veranschaulicht werden. Hierbei wird ein eindimensio-
naler Index benutzt, um eine Vorauswahl von Daten zu treffen, die die Ähnlichkeitsanfrage
erfüllen könnten. In einem zweiten Schritt werden diese Kandidaten dann linear überprüft.
Je höher die Dimension ist, umso geringer ist die Einschränkung der Ergebnismenge, die
durch Vorselektion entlang einer dieser Dimensionen erreicht werden kann.
Im Folgenden wird jeweils von einer Beschränkung des Datenraumes auf einen Ein-
heitshyperwürfel der Kantenlänge 1 ausgegangen. Wird an diese Daten bspw. im zwei-
dimensionalen Raum eine Bereichsanfrage mit einem Radius von 0,2 gestellt, so können
mit Hilfe des eindimensionalen Index zumindest 60 % aller Daten ausgeschlossen werden,
weil der Abstand bereits in einer ausgewählten Dimension (für die ein eindimensionaler
Index besteht) größer ist als 0,2. 40 % aller Daten müssen also linear durchsucht werden,
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um die 12,6 % an Daten zu finden, die Teil der Ergebnismenge sind. Bei Daten im 100-
dimensionalen Raum liegt der Radius einer üblichen Bereichsanfrage weit höher (siehe
Folgeabsatz) – bspw. bei 3,6.78 Mit diesem Radius kann auf dem eindimensionalen Index
kein Datensatz mehr ausgeschlossen werden, da der maximale Abstand in einer Dimensi-
on 1 beträgt. Eine Nutzung eindimensionaler Indices für Bereichsabfragen ist also nur in
niederen euklidischen Dimensionen effizient möglich.
Veränderung der Abstandsverteilung in höheren Räumen. Angenommen sei ein
Einheitshyperwürfel der Kantenlänge 1 im N-dimensionalen euklidischen Vektorraum. In
diesem seien die zu indizierenden Daten zufällig gleichverteilt. Mit wachsender Dimension
wachsen hier zunächst die Abstände der Daten untereinander. Anschaulich ist dies an-
hand des maximal möglichen Abstandes zweier Punkte, die in zwei gegenüberliegenden




(1 − 0)2 =
√
N. (3.5.1)
D.h. im eindimensionalen Raum haben die Punkte einen Abstand von maximal dmax,1 = 1,
während im 20-dimensionalen Raum der Maximalabstand bereits dmax,20 = 4,5 beträgt.
Es lässt sich zeigen, dass der Erwartungswert der L2-Abstände zweier zufällig, unab-





beträgt. [182]79 Die Standardabweichung liegt dagegen relativ konstant bei ca.80
σ[d(p1, p2)] ≈ 0,24. (3.5.3)
Weil der Erwartungswert der Abstände mit steigender Dimension steigt (Gleichung 3.5.2),
während die Standardabweichung konstant bleibt (Gleichung 3.5.3), nimmt die relative
Streuung ab. D.h. in hohen Dimensionen sind relativ zu einem beliebigen Punkt alle
anderen Punkte in einer dünnen Schale in relativ konstantem Abstand um diesen Punkt
verteilt. Bspw. sind bei zweidimensionalen Daten Abstände im Bereich [0; 1,41] möglich.
95 % (2σ) aller Abstände liegen im Intervall [0,098; 1,06], d.h. die Bandbreite möglicher
Abstände wird relativ breit ausgeschöpft. Im 100-dimensionalen Raum liegen mögliche
Abstände dagegen im Intervall [0; 10]. 95 % aller Abstände konzentrieren sich dabei auf
das schmale Band [3,6; 4,6].
Auswirkung. Diese Ineffizienz von Ähnlichkeitssuchstrukturen bei höherer Dimensio-
nalität ist nicht in jedem Fall an die externe Dimensionenanzahl gekoppelt. Liegen bspw.
Daten in einem 100-dimensionalen Vektorraum nur auf einer eingebetteten 2-dimensionalen
Ebene, so ist ein verlustfreies Mapping der Daten in den zweidimensionalen Raum mög-
lich.81 Die sogenannte intrinsische Dimensionalität der Daten ist somit 2. Entsprechend
78Dies entspricht dem 2,5 %-Quantil aller Abstände, d.h. 97,5 % aller Abstände in diesem Raum sind
größer. Bei geringeren Radien enthält eine Bereichsanfrage statistisch keine Punkte mehr.
79Dies gilt nicht für kleine Dimensionen. Insbesondere für N = 1 beträgt der Erwartungswert
E[d(p1, p2)] = 13 . [182]
80Eine ausführliche Analyse mit Herleitung dieser Zahlen findet sich in [3]. Für allgemeine Lm-Metriken
zeigt Yianilos [217], dass der Erwartungswert in der Größenordnung von O(N 1m ) und die Standardab-
weichung in der Größenordnung von O(N 1n − 12 ) liegt.
81Hierzu kann bspw. die Principal Component-Analyse verwendet werden.
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ist es möglich, diese Daten mit einer zweidimensionalen Indizierungsstruktur effizient zu
indizieren. Guten Indexingstrukturen gelingt es, ohne explizites Mapping die Effizienz ei-
ner Indizierung im Raum der intrinsischen Dimensionalität zu erreichen. Aufgrund der
oben beschriebenen Formeln, kann die intrinsische Dimensionalität beliebiger Daten für
den euklidischen Raum bestimmt werden. Während obige Formeln 3.5.2 und 3.5.3 für
einen Einheitshyperwürfel der Kantenlänge 1 gelten, wachsen sowohl der Erwartungswert
als auch die Standardabweichung linear mit der tatsächlichen Kantenlänge L :




σL[d(p1, p2)] ≈ L · 0, 24. (3.5.5)
Somit lässt sich die intrinsische Dimensionalität N aus dem Erwartungswert EL (Glei-
chung 3.5.4) und der Standardabweichung σL (Gleichung 3.5.5) einer Distanzverteilung
bestimmen:






In diesem Kapitel werden Ansätze für die Ähnlichkeitssuche in mehrdimensionalen kardi-
nalen Vektorräumen mit Lm-Metriken vorgestellt. Die Verfahren sind primär für den eu-
klidischen L2-Abstand ausgelegt. Sollen andere Variationen von Lm-Metriken verwendet
werden, bspw. durch Gewichtung einzelner Dimensionen oder Lm-Distanzen mit m ̸= 2,
müssen i.d.R. die in diesem und dem folgenden Kapitel 3.7 beschriebenen Indexstrukturen
nicht angepasst werden. Es werden jedoch angepasste Anfrageverfahren benötigt.
Einen guten Überblick über mehrdimensionale Punktzugriffsverfahren geben [84, 177].
Abbildung 3.6.1 zeigt die historische Entwicklung verschiedener mehrdimensionaler Zu-
griffsverfahren. In diesem Kapitel werden zunächst als “Exoten” die Voronoi-Diagramme,
Grid-Files (mehrdimensionales Hashing) und Space Filling Curves und vorgestellt. Der
Hauptschwerpunkt mehrdimensionaler Punktzugriffsverfahren liegt jedoch auf Bäumen.
Diese werden in einem eigenen Kapitel 3.7 vorgestellt.
3.6.1 Voronoi-Diagramme
3.6.1.1 Prinzip
Eine wichtige Anfrage bei der Ähnlichkeitssuche ist die Suche nach dem ähnlichsten ge-
speicherten Objekt zu einem Anfrageobjekt. Für niederdimensionale euklidische Räume
(L2-Distanz) – vor allem für die zweidimensionale Ebene repräsentiert ein Voronoi-Dia-
gramm [212] diese Problematik explizit. Formell:
Definition 3.15. (Voronoi-Zelle): Seien S ⊂ Rn eine endliche Menge von Punkten des
n-dimensionalen euklidischen Raumes mit der Abstandsfunktion




Die Voronoi-Zelle voronoi eines Punktes p ∈ S ist der Raumbereich, der p näher liegt als
allen anderen Punkten aus S:
voronoi(p) = {x ∈ Rn | ∀q ∈ S : d(x, p) ≤ d(x, q)}.
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Abbildung 3.6.1: Geschichte mehrdimensionaler Zugriffsverfahren (nach Gaede / Günther [84])
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Die Fläche (oder in höheren Dimensionen der Raum) wird überlappungsfrei und voll-
ständig in Teilräume gleicher nächster Nachbarn aufgeteilt – sogenannte Voronoi-Zellen.
Alle Anfragepunkte, die in eine Voronoi-Zelle zi fallen, haben den selben nächsten Nach-
barn pi unter allen gespeicherten Punkten p ∈ S. Eine wabenförmige Voronoi-Zelle zi
enthält also genau einen gespeicherten Punkt pi. Abbildung 3.6.2 verdeutlicht das Prin-
zip. Einen guten Überblick zu Voronoi-Diagrammen gibt [10], eine kurze Einführung findet
sich u.a. in [155, 177].
Abbildung 3.6.2: Voronoi-Diagramm [212] (nach [10]): Menge gespeicherter Punkte und zugehörige wa-
benförmige Voronoi-Zellen.
3.6.1.2 Einsatz von Voronoi-Diagrammen in der Ähnlichkeitssuche
Voronoi-Diagramme repräsentieren explizit Nachbarschaftsbeziehungen von Punkten. Aus
diesem Grund helfen sie bei der Lösung von Problemen in vielen verschiedenen Anwen-
dungsgebieten, wie der Physik, der Ökologie oder Archäologie82, sowie der Materialwis-
senschaft [149]. Die gewonnenen Nachbarschaftsbeziehungen können jedoch auch genutzt
werden, um bestimmte Ähnlichkeitssuchprobleme effizient zu beantworten:
Nachbarschaft der Voronoi-Regionen. Da ein Voronoi-Diagramm den Raum voll-
ständig und überlappungsfrei aufteilt, gibt es zu jeder Voronoi-Zelle eine Menge direkt
angrenzender Voronoi-Zellen. Der nächste gespeicherte Nachbar q ∈ S eines gespeicherten
Punktes p ∈ S | p ̸= q ist der Zentralpunkt einer der direkt benachbarten Voronoi-Zellen
zu der Voronoi-Zelle von p. Diese Eigenschaft kann genutzt werden, um gewisse Ähnlich-
keitsprobleme zu einer Menge abgegrenzter Punkte zu lösen. Beispiele solcher Probleme
sind:
• In Abschnitt 2.4 wurde eine Menge von Abtaststützstellen verwendet, um eine Güte-
funktion über der Waferoberfläche zu repräsentieren. Damit diese Funktion effizient
berechnet werden kann, sollten nahezu gleiche Abtastpunkte zusammengefasst wer-
den. In diesem Fall kann aus der Menge aller Abtastpunkte ein Voronoi-Diagramm
gebildet werden, um zu jedem Punkt dessen nächsten Nachbarn zu bestimmen.
• In einigen Anwendungen (bspw. als gute Heuristik zur Lösung des Rundreiseproblems)
muss ein Minimal Spannender Baum einer Punktmenge konstruiert werden. Ein Teil-
schritt der Erstellung dieses Baumes ist die Suche nach der kürzesten Entfernung
zweier Punkte in einer Menge. Auch hierfür kann die Nachbarschaft von Voronoi-
Zellen genutzt werden.
82Einen Überblick über derartige Anwendungen geben [165]. In der Informatik wurden sie zuerst von
Shamos [190] für geometrische Algorithmen verwendet.
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Derartige Probleme können (ohne Strukturen zur Effektivierung der Ähnlichkeitssuche)
beantwortet werden, indem die O(N2) bilateralen Abstände aller untersuchten Punkte be-
stimmt werden. Im zweidimensionalen Raum kann ein Voronoi-Diagramm in O(N · log N)
konstruiert werden und belegt O(N) Speicherplatz. Der nächste Nachbar eines gespeicher-
ten Punktes kann in R2 in konstanter Zeit gefunden werden. Aus diesem Grund können
Probleme wie die oben beschriebenen bei bestehendem Voronoi-Diagramm in O(N) gelöst
werden. Muss das Voronoi-Diagramm erst konstruiert werden, so entsteht ein gegenüber
der naiven Lösung (O(N2)) verbesserter Gesamtaufwand von O(N · log N).
Nachbarschaft von Voronoi-Punkten zu nicht gespeicherten Punkten. Eine
Voronoi-Zelle zi enthält alle Raumpunkte, deren nächstliegender gespeicherter Punkt der
Zentralpunkt pi dieser Zelle ist. Kann somit zu einem (nicht gespeicherten) Anfragepunkt
q bei bestehendem Voronoi-Diagramm effizient die Voronoi-Zelle zi gefunden werden, in
welcher q liegt, so kann damit auch effizient die Nächster-Nachbar-Anfrage beantwortet
werden. (Siehe Abschnitt 3.3.3.) Im zweidimensionalen Fall ist es mit Hilfe einer hierarchi-
schen Triangulierung des zum Voronoi-Diagramm dualen Delaunay-Graphen [30] möglich,
effizient eine Voronoi-Zelle zu einem Anfragepunkt zu finden.
Im zweidimensionalen Fall kann eine solche auf einem Voronoi-Diagramm basierende
Ähnlichkeitssuchstruktur in O(N · log N) konstruiert werden. Ein solcher Index belegt
linearen Speicherplatz von O(N). Die Suche der Voronoi-Zelle und damit des nächsten
Nachbarn ist in O(log N) möglich.
Eine solche zweidimensionale Indexstruktur kann auch erweitert werden, um effizi-
ent andere Ähnlichkeitsanfragen, wie die k-Nächste-Nachbarn-Suche (k > 1, siehe Ab-
schnitt 3.3.3) oder die Bereichssuche (siehe Abschnitt 3.3.2) zu unterstützen. Dafür muss
aber eine schlechtere Speicherkomplexität von O(N · log N) in Kauf genommen werden.
Ein Voronoi-Diagramm ist eine statische Indexstruktur. Ein nachträgliches Einfügen
eines neuen Punktes in ein existierendes Diagramm ist nur in O(N) möglich.83
3.6.1.3 Effizienz im zweidimensionalen Fall
Voronoi-Diagramme sind prinzipiell für alle metrischen Räume definierbar. Im zweidimen-
sionalen euklidischen Raum ist es möglich, Voronoi-Diagramme effizient in O(N · log N)
zu konstruieren und mit linearem Speicheraufwand zu repräsentieren. Mit diesen zwei-
dimensionalen Voronoi-Diagrammen können bestimmte Ähnlichkeitssuchprobleme effizi-
ent gelöst werden. In diesem Abschnitt soll kurz das Prinzip zweidimensionaler Voronoi-
Diagramme sowie der Grund für die Effizienz der Algorithmen im zweidimensionalen
Raum diskutiert werden.
Konstruktion. In R2 kann ein Voronoi-Diagramm effizient über Divide-And-Conquer
in O(N · log N) konstruiert werden. Hierzu wird die einzufügende Punktmenge in etwa
halbiert. Für jede der beiden Teilmengen wird ein eigenes Voronoi-Diagramm erstellt. An-
schließend werden die beiden Voronoi-Diagramme zu einem Gesamt-Voronoi-Diagramm
zusammengesetzt. Durch die Halbierung der Punktmenge sind O(log N) Schritte notwen-
dig. Für die Effizienz des Verfahrens darf kein Divide-and-Conquer-Schritt mehr als lineare
Zeit beanspruchen. Hierfür sind zwei Fälle zu unterscheiden:
• Atomare Voronoi-Diagramme: Auf unterster Ebene besitzt ein Voronoi-Diagramm
jeweils nur einen gespeicherten Punkt und damit nur eine Voronoi-Zelle. Diese deckt
83Den Algorithmus beschreiben Guibas und Stolfi. [91]
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den gesamten R2-Raum ab. Ein solches atomares Voronoi-Diagramm kann in kon-
stanter Zeit erstellt werden. Da N atomare Diagramme existieren, ist der Zeitauf-
wand für die letzte Divide-and-Conquer-Stufe linear: O(N).
• Auf den anderen Divide-and-Conquer-Ebenen sind zwei Teilschritte notwendige: Tei-
lung der Punktmenge und Vereinigung der zwei Voronoi-Diagramme. Bei Teilung
der Punktmenge am Median einer der zwei Achsen (in O(N) ausführbar) können
die zwei Voronoi-Diagramme durch Einfügen eines zusammenhängenden Linienzu-
ges zusammengesetzt werden. Da für jeden gespeicherten Punkt maximal ein Lini-
enstück eingefügt werden muss, ist dies ebenfalls in O(N) möglich.
Repräsentation Voronoi-Diagramm. Bei allen ähnlichkeitssuchrelevanten Anwen-
dungen des Voronoi-Diagramms ist es wichtig, zu jeder Voronoi-Zelle bzw. jedem Voronoi-
Punkt effizient deren genaue Grenzen sowie die Menge der direkt benachbarten Voronoi-
Zellen/-Punkte bestimmen zu können. In einem zweidimensionalen Voronoi-Diagramm
wird aus diesem Grund i.d.R. jede Voronoi-Region zusammen mit ihrem Zentralpunkt als
verkettete Liste der Kanten gespeichert, die diese Region begrenzen. Somit sind die Ab-
grenzungen der Regionen bekannt. Weiterhin speichert jede Kante einen Verweis auf die
angrenzende Voronoi-Region. Über diesen Verweis können benachbarte Regionen/Punkte
gefunden werden.84 Abbildung 3.6.3 verdeutlicht das Prinzip für eine Voronoi-Region F1
mit dem Voronoi-Punkt p1 sowie die Kante e1. F1 enthält einen Verweise auf eine beliebige
Startkante (bspw. e1). Eine Kante wird durch zwei Punkte begrenzt – e1 bspw. durch v1
und v2. Jede Kante verweist auf die angrenzenden Region – e1 also bspw. auf F2. Um
effizient alle Nachbarn und Kanten einer Region finden zu können, verweist jede Kante









Abbildung 3.6.3: Repräsentation eines Voronoi-Diagramm [212] als verkettete Kantenliste (e) mit Verwei-
sen auf die angrenzenden Regionen (F ) und Punkte (p). Jede Kante wird durch 2 Punkte (v) begrenzt.
(adaptiert nach [155])
Die Effizienz der Ähnlichkeitssuche in einem Voronoi-Diagramm beruht darauf, dass
alle Nachbar-Regionen/-Punkte einer Region in konstanter Zeit O(1) untersucht werden
können. Damit können bspw. alle nächsten Nachbarn aller gespeicherter Knoten bei be-
stehendem Voronoi-Diagramm in O(N) gefunden werden. Weiterhin darf die verkettete
Kantenliste pro Voronoi-Punkt nur konstanten Speicher von O(1) belegen, damit insge-
samt eine Speicherkomplexität von O(N) möglich wird. Insgesamt muss für eine effiziente
Nutzung des Voronoi-Diagramms für die Ähnlichkeitssuche also die Anzahl der Kanten
im gesamten Diagramm linear in der Anzahl der Knoten begrenzt sein. Dieser Zusam-
menhang soll kurz beleuchtet werden.
84Eine ausführliche Beschreibung findet sich in [155].
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Abbildung 3.6.4: Delaunay-Triangulierung [30] des Beispiel-Voronoi-Diagramms [212]. Die Delaunay-
Linien sind gestrichelt dargestellt, das eigentliche Voronoi-Diagramm mit vollen Linien.
Zunächst muss eine zum Voronoi-Diagramm duale Darstellung – die Delaunay-Tri-
angulierung [30] – eingeführt werden. Bei dieser werden die gespeicherten Punkte durch
Linien verbunden, so dass ein Dreiecksnetz entsteht. Zu jeder dieser Delaunay-Linien gibt
es genau eine Kante im Voronoi-Diagramm, die auf ihr senkrecht steht und sie halbiert.
Abbildung 3.6.4 stellt die Delaunay-Triangulierung für das Beispiel-Voronoi-Diagramm
aus Abbildung 3.6.2 dar.
Mit dieser Delaunay-Triangulierung kann der Zusammenhang zwischen der Anzahl an
gespeicherten Knoten und der Kantenanzahl des Voronoi-Diagramms untersucht werden.
Für planare Graphen, wie bspw. die Delaunay-Triangulierung zweidimensionaler Voronoi-
Diagramme, gilt nach dem eulerschen Polyeder-Satz:
Kantenanzahl ≤ 3 · Knotenanzahl − 6. (3.6.1)
Bei der Delaunay-Triangulierung entspricht ein Knoten einem gespeicherten Datenpunkt,
d.h. die Knotenanzahl ist die Anzahl der gespeicherten Elemente N. Da weiterhin je-
de Kante der Delaunay-Triangulierung mit genau einer Kante des Voronoi-Diagramms
korrespondiert, kann Formel 3.6.1 auch folgendermaßen dargestellt werden:
KantenanzahlV oronoi ≤ 3 · N − 6. (3.6.2)
Da sich jeweils 2 Regionen eine Kante teilen, ist die zu speichernde Kantenanzahl also
geringer als 6 · N , und um den nächsten Nachbarn eines gespeicherten Elementes zu fin-
den müssen durchschnittlich weniger als 6 direkte Nachbarknoten untersucht werden. Ein
zweidimensionales Voronoi-Diagramm kann also effizient in O(N · log N) konstruiert wer-
den und in O(N) Anfragen über die Nachbarschaftsbeziehungen gespeicherter Elemente
(bspw. Suche nach dem geringsten Punktabstand) beantworten.
Nächster-Nachbar-Suche für nicht gespeicherte Punkte. Soll der nächste Nach-
bar zu einem nicht gespeicherten Punkt gefunden werden, muss zunächst effizient die
Voronoi-Region bestimmt werden, in welcher der Anfragepunkt liegt. Damit ist auch der
nächste Nachbar definiert. Hierzu wird eine hierarchische Triangulierung [112] verwendet.
Die nicht dreieckigen Voronoi-Regionen werden hierfür zunächst in Dreiecke zerlegt. Da-
nach wird die Triangulierung schrittweise vergröbert, bis auf der Wurzelebene nur noch
ein Dreieck vorliegt. Diese Triangulierungshierarchie ist kein Baum, sondern ein gerich-
teter azyklischer Graph. [155] zeigen, dass ein solcher Graph nur O(N) Ebenen besitzt
und jede Triangulierung nur eine konstante Anzahl von Unterdreiecken. Somit kann in
O(log N) zu einem Anfragepunkt ein Dreieck auf der Blattebene und damit die Voronoi-
Region und der nächste Nachbar gefunden werden. Durch diese Eigenschaften besitzt diese
hierarchische Triangulierung auch nur eine lineare Speicherkomplexität von O(N).
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Abbildung 3.6.5: Dreidimensionales Voronoi-Diagramm [149] zur Approximation von Kristallstrukturen
3.6.1.4 Problematik höherdimensionaler Voronoi-Diagramme
Theoretisch sind Voronoi-Diagramme in beliebigen metrischen Räumen vorstellbar.85 Die
in Abschnitt 3.6.1.3 angegebene Repräsentation der Regionengrenzen als Hyperebenen-
stücken ist jedoch nur in kardinalen Vektorräumen möglich. Aber auch in euklidischen
Vektorräumen mit mehr als zwei Dimensionen müssen nahezu alle Algorithmen angepasst
bzw. geändert werden.
Zumindest im dreidimensionalen euklidischen Raum gibt es Verfahren zur Konstrukti-
on und Repräsentation von Voronoi-Diagrammen. Sie dienen bspw. in der Materialkunde
dazu, das Wachstum von Kristallstrukturen zu approximieren. Die gespeicherten Elemen-
te entsprechen dabei den Kristallisationskernen – der entsprechende Kristall wächst, bis er
an einen anderen Kristall eines anderen Kristallisationskerns stößt. Ein Kristall entspricht
also einer Voronoi-Region. [149] Abbildung 3.6.5 verdeutlicht das Prinzip.
Mehr als zweidimensionale Voronoi-Diagramme sind jedoch nicht mehr geeignet, eine
effiziente Ähnlichkeitssuche zu unterstützen. Die im letzten Abschnitt 3.6.1.3 beschrie-
bene Effizienz beruht u.a. auf der linearen Beschränkung der Kantenzahl in Relation
zur Anzahl der gespeicherten Elemente (Formel 3.6.2). Diese Beschränkung existiert je-
doch nur in planaren Graphen. Bereits im dreidimensionalen Fall kann theoretisch jede
Voronoi-Region an jede andere Voronoi-Region grenzen. Da somit im schlimmsten Fall
O(N2) Kanten existieren, besitzt ein solches Voronoi-Diagramm eine quadratische worst-
case-Speicherkomplexität. [60] Auch bei der Suche des nächsten Nachbarn eines gespei-
cherten Elementes müssen nun unter Umständen alle N Knoten untersucht werden. D.h.
die nächste Nachbarnsuche ist genauso ineffizient wie die naive Suche. Die Konstruktion
eines Voronoi-Diagramms benötigt in höherdimensionalen Räumen O(N2)[10].
Aufgrund dieser Eigenschaften eignen sich Voronoi-Diagramme in mehr als zweidi-
mensionalen Vektorräumen nicht mehr für die Ähnlichkeitssuche, da sie gegenüber der
naiven Suche keinen Effizienzgewinn bieten und der Konstruktions- und Speicheraufwand
prohibitiv hoch ist.
85Tatsächlich existieren einige metrische Indexverfahren, die den Raum voronoi-artig aufteilen.[59, 32]
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3.6.1.5 Fazit
Für den begrenzten Anwendungsfall der Nächste-Nachbarn-Suche über statischen Daten
in zweidimensionalen Vektorräumen mit euklidischer Distanzfunktion eignen sich Voronoi-
Diagramme gut für die Ähnlichkeitssuche. Problematisch ist hier vor allem die algorith-
mische Komplexität.
Abweichungen vom o.g. Anwendungsfall führen zu einem ineffizienten Verfahren.
• Für die zusätzliche Unterstützung der k-Nächste-Nachbarn-Suche und Bereichssuche
steigt der Speicheraufwand auf O(N · log N).
• Die Möglichkeit Daten dynamisch in das Diagramm einzufügen erhöht den Kon-
struktionsaufwand von O(N · log N) auf O(N2).
• Andere Metriken als L2 werden zumindest mit den vorgestellten effizienten Algo-
rithmen nicht unterstützt.
• In mehr als zweidimensionalen Vektorräumen wird der Suchaufwand nach dem
nächsten Nachbarn vergleichbar mit dem naiven Ansatz: O(N). Demgegenüber steigt
der Konstruktions- und Speicheraufwand auf O(N2).
Neben der Nutzung für eine effiziente Ähnlichkeitssuche in zweidimensionalen Räumen
werden Voronoi-Diagramme auch benutzt, um Nachbarschaftsstrukturen in verschiedenen




Das Grid-File [147] ist eine mehrdimensionale Form des ähnlichkeitserhaltenden Hashings.
Hierfür muss die räumliche Nähe der gespeicherten Objekte zumindest zu einem gewissen
Grad erhalten bleiben.[84] (Siehe auch Abschnitt 3.4.2.1.) Das Verfahren unterstützt das
dynamische Einfügen und Löschen von Daten sowie die Persistierung im Externspeicher.
Es werden nur Vektoren kardinaler Daten mit Lm-Metriken unterstützt.
3.6.2.2 Verfahren
Beim Grid-File wird ein irreguläres, aber orthogonales Gitter über den Raum gelegt, d.h.
der Raum wird durch achsparallele Schnitte in allen Dimensionen in Zellen zerlegt, die
die eigentlichen Daten enthalten. Durch die potentielle Irregularität des Gitters (d.h. je
nach Bedarf variierende Abstände der achsparallelen Schnitte) wird eine bessere Raumauf-
teilung vor allem bei nicht gleichverteilten Daten ermöglicht. Trotzdem hat das Grid-File
eine schlechte Speicherplatzauslastung, weil jede notwendige Teilung einer Speicherzelle
automatisch über alle Dimensionen hinweg auch andere Speicherzellen teilt. Insbesonde-
re wachsen die durch einen Schnitt entstehenden neuen Gitterzellen exponentiell in der
Anzahl der Dimensionen.
Die Speicherung erfolgt dabei zweistufig. Um eine effiziente Nutzung von Extern-
speicherseiten zu ermöglichen, enthält eine Gitterzelle nur jeweils einen Verweis auf eine
Externspeicherseite, auf der sich die eigentlichen Daten befinden. Schlecht ausgelastete













































Abbildung 3.6.6: Ähnlichkeitsindizierung von Punkten im euklidischen Raum mit Hilfe des Grid-Files [147]
(adaptiert nach [84]). Mittig ist das eigentliche Gitter, außen die Verweise auf die jeweiligen Extern-
speicherseiten sowie die Schnittstellen pro Dimension dargestellt.
Diese Teilung der Externspeicherseite bzw. die Aufhebung der Teilung erfolgt dyna-
misch im Rahmen des Einfügens oder Entfernens neuer Daten. Die Wahl der Teilung ist
dabei nicht trivial. Bereits im zweidimensionalen Fall können hierbei Verklemmungen auf-
treten, bei denen trotz niedrigem Füllstand keine Externspeicherseiten mehr zusammen-
gefasst werden können.[99] Abbildung 3.6.7 zeigt schematisch eine solche Verklemmung
im dreidimensionalen Fall.
3.6.2.3 Eigenschaften
Die Datenstruktur eines Grid-Files, aus welcher Speicherbedarf und Suchaufwand des
Index resultieren, besteht aus zwei Teilen:
1. der Beschreibung der Gitterstruktur sowie
2. den innerhalb einer Gitterzelle gespeicherten Datensätzen.
Bei d Dimensionen und k Schnitten je Dimension existieren k · d Schnittkoordinaten und
kd Gitterzellen. Bei einer Ähnlichkeitssuche wird zunächst für jede Dimension separat
geprüft, welche Intervalle dieser Dimension von der Ähnlichkeitsanfrage betroffen sind.
Dies ist mit Hilfe eines eindimensionalen Suchverfahrens auf Basis der sortierten Schnitt-
koordinaten dieser Dimension effizient möglich. Sind für alle Dimensionen die betroffenen
Intervalle bekannt, können die Adressen der betroffenen Gitterzellen berechnet werden.
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Abbildung 3.6.7: Verklemmung zusammengefasster Gitterzellen im dreidimensionalen Grid-File [147]
(nach [155])
Für jede Gitterzelle wird die Adresse der Seite gelesen, die die eigentlichen Daten ent-
hält. In einem letzten Schritt können die eigentlichen Daten gelesen und auf Erfüllung der
Suchbedingung geprüft werden.
Da superlinear (O(kd)) viele Gitterzellen existieren, aber nur O(k ·d) Schnittkoordina-
ten, wird davon ausgegangen, dass zwar die Topologie des Gitters (d.h. die Schnittkoor-
dinaten) im Hauptspeicher gehalten werden können, nicht jedoch die Gitterzellen selbst.
Aus diesem Grund kann in O(d·log k) Hauptspeicherzugriffen bei einer Punktsuche in den
d Listen von k sortierten Schnittkoordinaten die betroffene Gitterzelle gefunden werden.
Anschließend sind zwei Externspeicherzugriffe notwendig, um die eigentlichen Daten zu
lesen.86 Wird also der Suchaufwand in der Anzahl der notwendigen Externspeicherzugriffe
gemessen, erreicht das Grid-File eine konstante Suchzeitkomplexität: O(1). Algorithmus
3.1 verdeutlicht das Verfahren bei der exakten Suche eines Punktes.
Algorithmus 3.1 Exakte Suche im Grid-File
exactSearch ( queryData , k , cu tPos i t i ons , startAddressOfGrid )
Rückgabe : I s t der s p e z i f i z i e r t e Datensatz b e r e i t s g e s p e i c h e r t ?
Eingabe : queryData : der gesuchte Datensatz
S t a t i s c h : k : Anzahl der Schn i t t e pro Dimension
cu tPo s i t i on s : L i s t e der S c h n i t t t a b e l l e n der Dimensionen
startAddressOfGrid : Fe s t spe i che rad r e s s e , ab welcher das
Gi t t e r g e s p e i c h e r t i s t
g r i d C e l l=0
f o r each dimension :
cutsOfDimension=cu tPo s i t i on s [ dimension ]
valueInDimension=dimensionValue ( queryData , d)
in t e rva l l Index InDimens ion=binarySearch ( cutsOfDimension ,
valueInDimension )
g r i d C e l l=g r i d C e l l ∗ k + inte rva l l Index InDimens ion
c e l lAddr e s s=startAddressOfGrid + CELL_SIZE ∗ g r i d C e l l
pageAddress=readAddress ( c e l lAddr e s s )
pageElements=readElements ( pageAddress )
re turn pageElements . conta in s ( queryElement )
86Zunächst wird aus einer kompakten Externspeicherstruktur an der durch die Gitterzelle indizierten
Position die Adresse der Externspeicherseite gelesen, in welcher die eigentlichen Daten gespeichert sind.




Das Grid-File erreicht bei der exakten Suche und Bereichssuchen, die sich auf eine Gitter-
zelle beschränken, einen konstanten Suchaufwand (gemessen in der Anzahl der notwen-
digen Externspeicherzugriffe). Dies ist deutlich besser als die Zugriffshäufigkeit hierarchi-
scher Verfahren von O(log N). Gegenüber diesen erreichen Grid-Files jedoch insbesondere
in höheren Dimensionen eine sehr schlechte Speicherauslastung. Verschiedene Verfahren
versuchen, dies zu optimieren.87
Bei einer üblicherweise ungleichen Datenverteilung im abgedeckten Raum muss das
Gitter an Stellen hoher Auslastung sehr fein gestaltet werden. Dies führt aber insbesondere
in höheren Dimensionen auch zu einem sehr feinen Gitter an Stellen, an denen keine Daten
gespeichert sind. Eine Bereichsanfrage an einer solchen Stelle muss so sehr viele leere Zellen
testen, so dass die Sucheffizienz sinkt.
Eine neuere Entwicklung ist das speziell für die approximative Ähnlichkeitssuche in
hochdimensionalen Räumen entwickelte Locality sensitive Hashing [105] dar. Dabei wer-
den Hashfunktionen vorgestellt, die auf Vektoren operieren. Die Wahrscheinlichkeit ei-
ner Kollision der Hashfunktion steigt mit der räumlichen Nähe zweier Vektoren an. Das
Verfahren besitzt beim Aufbau der Datenstruktur eine polynomielle Komplexität in der
Datenmenge und Dimension und eine sublineare Abfragekomplexität.
3.6.3 Space filling curves
3.6.3.1 Motivation
Es existiert eine Vielzahl an wohlverstandenen effizienten Verfahren zur Indizierung ein-
dimensionaler Daten. Ähnlichkeitserhaltende eindimensionale Datenstrukturen, wie bspw.
der B-Baum [166], können auch zur Intervallsuche genutzt werden. Die Idee der Space Fill-
ing Curves ist es, eine totale Ordnung in einen höherdimensionalen euklidischen Raum zu
legen. Punkte im höherdimensionalen Raum können dann anhand dieser totalen Ordnung
mit einem eindimensionalen Verfahren indiziert werden.
Bei (Ähnlichkeits-)Suchanfragen im mehrdimensionalen Raum werden dann Intervalle
der totalen Ordnungsfunktion abgeleitet, die mit dem Suchbereich korrespondieren. Mit
mehreren Intervallanfragen auf der eindimensionalen Suchstruktur können die relevanten
Ergebnisobjekte gefunden werden.
3.6.3.2 Verfahren
Vorgehen. Gemessen an der Anzahl der notwendigen Externspeicherzugriffe erreichen
Grid-Files eine gute Sucheffizienz auch bei Ähnlichkeitsanfragen. Aufgrund ihrer schlech-
ten Adaptivität in höheren Dimensionen haben sie jedoch eine prohibitiv hohe Speicher-
komplexität. Auch die Suchkomplexität leidet durch viele unnötige Zugriffe auf leere Git-
terzellen. Ein Ansatz, dieses Problem zu lindern, sind Space Filling Curves.
Der Raum wird wie beim Grid file in Gitterzellen eingeteilt. Im Gegensatz zu diesem
geschieht dies jedoch nicht explizit, sondern nur implizit, d.h. es benötigen nur Gitterzel-
len Speicherplatz, die auch Daten enthalten. Ein weiterer Unterschied zum Grid-File ist
die Beschränkung auf ein regelmäßiges Gitter, in dem alle Zellen die selbe Größe besitzen.
Jede Gitterzelle kann nun mit einem Ganzzahlindex pro Dimension adressiert werden. Als
87Ein Beispiel hierfür ist das 2-Level-Grid-File,[99] bei dem ein oberstes Grid-File die Gitterstruktur
lokal in Unter-Grid-Files speichert. Andere Beispiele sind die Verwendung zweier paralleler Grid-Files im
Twin-Grid-File [104] oder die Kombination baumbasierter Verfahren mit Grid-Files im Buddy-Tree [188]
oder im BANG-File [79].
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Space Filling Curve wird eine totale Ordnung über derartigen Vektoren von Ganzzahlin-
dices bezeichnet.
Um mit diesem Verfahren mehrdimensionale Daten zu indizieren, wird die Gitterzelle
eines einzufügenden Datensatzes bestimmt. Gitterzellen, die Daten enthalten, werden mit
der durch die Space Filling Curve bestimmten Ordnung in einen ähnlichkeitserhalten-
den eindimensionalen Index (bspw. einen B-Baum [166]) eingefügt. Dabei verwaltet die
eindimensionale Suchstruktur nur die Gitterzellen, die tatsächlich Daten enthalten.
Bei einer Ähnlichkeitssuchanfrage wird analog zum Grid-File wieder festgestellt, wel-
che Bereiche von Gitterzellen potentiell Ergebnisse für diese Anfrage enthalten. Dieser
Gitter-Bereich kann dann in Intervalle der totalen Ordnung transformiert werden. In die-
sen Intervallen kann nun auf dem eindimensionalen Index nach tatsächlich instanziierten
Gitterzellen gesucht werden. Hierfür wird ein angepasster, effizienter Suchalgorithmus
verwendet.[204] Eine Implementierung wird von Bayer [17] in einem zum UB-Baum ange-
passten B-Baum auf Basis der Z-space-filling-Kurve vorgestellt. In den gefundenen Gitter-
zellen gespeicherte Objekte müssen in den meisten Fällen noch explizit auf die Erfüllung
der Suchbedingung getestet werden.
Die Effizienz des Verfahrens hängt davon ab, wie stark der betroffene Gitterbereich in
der totalen Ordnung in kleine Intervallstücken aufgesplittert wird. Entscheidend ist also
eine eindimensionale Ordnung, die die räumliche Nähe auch im mehrdimensionalen Fall
zumindest zu einem gewissen Grad erhält.88
Eine weitere Anforderung an Space Filling Curves ist die rekursive Unterteilbarkeit
der Kurve. Da jede von einer Anfrage betroffene Gitterzelle vollständig durchsucht wird,
muss die Gittergröße schrittweise dynamisch schrumpfen, wenn viele neue Daten eingefügt
werden. Damit in diesem Fall nicht der komplette eindimensionale Index neu erstellt
werden muss, sollte die feinere Unterteilung einer Gitterzelle nichts an der Ordnung der
Teilzellen gegenüber den Teilzellen anderer Gitterzellen ändern.
Einen guten Überblick über die Thematik geben Sagan [103] und Samet [177].
Beispiel. Als einfaches Beispiel soll hier eine Bereichsanfrage dienen, die in einem drei-
dimensionalen Raum 10x10x10 Gitterzellen betrifft. Eine (schlechte) Möglichkeit der tota-
len Ordnung ist, die Gitterzellen zuerst nach einer und dann nach den anderen Dimensio-
nen zu sortieren. In diesem Fall entstehen aus dem Gitterzellenbereich 100 Einzelintervalle
mit je 10 in einer Dimension nebeneinanderliegenden Gitterzellen. Für jedes dieser Ein-
zelintervalle ist eine Bereichsanfrage auf der eindimensionalen Datenstruktur notwendig.
Dadurch ist diese Anfrage ineffizient. Besser wäre eine Ordnung, bei der solch ein hyper-
würfelförmiger Gitterbereich auf ein einzelnes Einzelintervall abgebildet werden würde.
Space-Filling-Curve-Typen. Die beiden populärsten Space filling curves sind die
Peano-Kurve [141] und die Hilbert-Kurve [76] (siehe jeweils Abbildung 3.6.8).
3.6.3.3 Bewertung
Space Filling Curves ermöglichen die Nutzung effizienter eindimensionaler Suchstruktu-
ren zur Ähnlichkeitsindizierung von Punkten in mehrdimensionalen euklidischen Räumen.
Gegenüber Grid-Files vermeiden sie die Speicherung und Durchsuchung vieler leerer Git-
terzellen bei ungleich verteilten Daten. Aufgrund der Aufspaltung eines einfachen Such-
88“The idea is that if two objects are located close together in original space, there should at least be












Abbildung 3.6.8: Space Filling Curves im zweidimensionalen Raum: Peano (links) [141] und Hilbert
(rechts) [76]. Oben jeweils das Einzelmuster, unten die Rekursion.
bereichs im mehrdimensionalen Raum in mehrere Suchintervalle über der Space Filling
Curve kann das Verfahren dennoch sehr ineffizient werden.
3.7 Mehrdimensionale Bäume
Nach der Vorstellung der Problematik mehrdimensionaler Punktsuche allgemein sollen
nun speziell die baumbasierten mehrdimensionalen Punktsuchverfahren vertieft werden.
Bäume basieren auf einer Hierarchie von Suchknoten, die den Suchraum jeweils in ver-
schiedene Teilräume zerschneiden. Im Falle einer exakten Suche und überlappungsfreier
Teilräume kann an einem Suchknoten direkt entschieden werden, in welchem Teilraum
weiter gesucht werden muss. Die Suchdauer ist somit proportional zur Tiefe des Baumes
am Suchpfad. Ein balancierter Baum enthält an jedem Suchknoten in allen Teilräumen
nahezu die selbe Anzahl von Elementen. In diesem Fall erhöht sich die Anzahl an ge-
speicherten Elementen mit der Tiefe exponentiell. Umgekehrt ist die Tiefe und somit die
Suchdauer logarithmisch von der gespeicherten Knotenanzahl abhängig: O(log N). Falls
eine solch gleichmäßige Aufteilung nicht erreicht werden kann, ist im ungünstigsten Fall
jeweils nur ein Teilraum mit Knoten gefüllt. In diesem Fall entspricht die Topologie des
Baumes einer verketteten Liste; Tiefe und Suchdauer sind proportional zur Anzahl an
Knoten: O(N).
Im eindimensionalen Fall wird die Wertebereichsgerade an Schnittpunkten in Strahlen
bzw. Intervalle geschnitten. Im mehrdimensionalen Fall wird der Suchraum in Halbräume
bzw. “Intervalle”89 oder Hyperkugeln zerschnitten.
3.7.1 Einteilungskriterien mehrdimensionaler Bäume
Es gibt viele verschiedene Arten von Bäumen (siehe bspw. Abbildung 3.6.1), die sich
in verschiedenen Kriterien unterscheiden. Ein Teil davon wurde bereits in Kapitel 3.4.1
angesprochen, diese sollen hier nur kurz wiederholt werden.
89Bei den meisten mehrdimensionalen Bäumen entspricht ein Teilraum einer achsparallelen Box.
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3.7.1.1 Balance-Kriterium
Ein erstes Kriterium ist die bereits angesprochene Balance-Problematik. Balancierte Bäu-
me garantieren, dass die Tiefe des Baumes auch nach mehreren Einfüge- und Löschopera-
tionen logarithmisch in der Anzahl der Knoten beschränkt bleibt. Dazu muss der Baum
bei manchen Einfüge- und Löschoperationen umorganisiert werden. Damit derartige Än-
derungsoperationen ebenfalls in logarithmischer Zeit möglich sind, kann der Baum nur
lokal umstrukturiert werden.
• Im eindimensionalen Fall wird dies beim AVL-Baum [2] durch lokale Rotationen
(ausgelöst durch Unterschreiten eines Balancegütewertes am aktuellen Knoten) er-
reicht. Der B-Baum [166] garantiert die Balance durch Verschmelzen und Aufteilen
von Geschwisterknoten. Für das AVL-Balanceprinzip ist dem Autor im mehrdimen-
sionalen Fall keine Entsprechung bekannt.
• Die mehrdimensionalen Bäume kdB-Baum [169] und hB-Baum [127] benutzen das
Prinzip des B-Baums. Damit erreichen sie auch dessen Balance und die Eignung für
die Verwendung mit Externspeichern.
• Der adaptive kd-Baum [22] ist eine statische Datenstruktur. Aufgrund einer a priori
Kenntnis aller zu speichernden Objekte können die Schnitte so gewählt werden, dass
der Baum balanciert ist.
• Viele mehrdimensionale Bäume, wie der kd-Baum [21], der Quad-Baum [78] oder
der BSP-Baum [82], berücksichtigen die Balance überhaupt nicht.
3.7.1.2 Blatt- und Knotenbäume
Ein weiteres Kriterium betrifft die Einteilung in Blatt- oder in Knotenbäume.
Die Unterteilung des Raumes an inneren Knoten erfolgt bei Punktdaten zumeist an
einem tatsächlichen Datensatz. Wird der Datensatz ausschließlich in diesem inneren Kno-
ten gespeichert, so wird dieser Baum Knotenbaum genannt. In einem gewissen Rahmen
wird durch diese Vorgehensweise der Speicherplatz besser genutzt. Weiterhin werden bei
Suchanfragen innere Knoten immer vor den Blättern untersucht, d.h. es kann bereits
entschieden werden, ob dieser Datensatz die Suchbedingung erfüllt. So wird durch Ver-
meidung von Mehrfachprüfung der inneren Knoten der Suchaufwand gesenkt. Weiterhin
kann bei (k-)Nächsten-Nachbar-Anfragen der Suchradius zeitig eingeschränkt werden. Ein
weiterer Vorteil ist, dass während des Einfügens neuer Daten keine komplexen Algorith-
men notwendig sind, um im freien Raum einen optimalen Schnitt zu bestimmen. Beispiele
für mehrdimensionalen Knotenbäume sind der kd-Baum [21] oder der Quad-Baum [78].
Demgegenüber stehen Blattbäume. Bei diesen wird an inneren Knoten lediglich das
Schnittkriterium gespeichert, nur die Blätter enthalten die eigentlichen Daten. Auch diese
Baumstruktur hat Vorteile:
• Ist das Schnittkriterium deutlich kompakter als ein vollständiger Datensatz, bean-
spruchen innere Knoten hier deutlich weniger Speicherplatz. Bei Mehrwegebäumen,
die wie der B-Baum auf die Verwendung mit Externspeichern ausgelegt sind, kön-
nen so in einer Externspeicherseite mehr Schnitte gespeichert werden, um einen
flacheren Baum zu erreichen. Dieses Prinzip wird im eindimensionalen Fall von der
B-Baum-Variante B+-Baum [114] realisiert.
• Dadurch dass Schnitte nicht zwingend an Stellen erfolgen müssen, an denen ein
Element gespeichert ist, können suboptimale Schnitte vermieden werden.
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• Knotenbäume haben den Nachteil, dass es schwierig ist, Daten zu löschen, die in
inneren Knoten gespeichert sind. Aus den Daten, die im Teilbaum unter dem ge-
löschten Knoten gespeichert waren, muss ein neuer Teilbaum erstellt werden. Im
eindimensionalen Fall gibt es hierfür einfache, lokale und effiziente Umwandlungen,
die die Baumstruktur wiederherstellen.90 Im mehrdimensionalen Fall ist dies meist
nicht effizient möglich. Aus diesem Grund beschreiben einige Datenstrukturen keine
Löschoperation. Bei Blattbäumen wird dagegen während des Löschens die Baum-
struktur nicht zerstört. Selbst wenn der Schnitt an einem inneren Knoten ursprüng-
lich anhand eines konkreten Datensatzes motiviert war, ist die Baumstruktur immer
noch konsistent, wenn der Datensatz gelöscht wird. Der Schnitt bleibt in diesem Fall
an der ursprünglichen Stelle bestehen.
Mehrdimensionale Beispiele für Blattbäume sind der adaptive kd-Baum [22], der Region-
Quad-Baum [178] (eine Variante des Standard Point-Quad-Baumes [78]) oder der BSP-
Baum [82].
3.7.1.3 Schnittprinzip
Das anschaulichste Unterscheidungskriterium mehrdimensionaler Bäume ist das Schnitt-
prinzip. Bei eindimensionalen Bäumen wird an jedem Schnittknoten die Zahlengerade in
zwei Strahlen bzw. Intervalle zerschnitten, von denen eines größer als der skalare Wert
und eines kleiner ist. Dagegen existieren bei mehrdimensionalen Verfahren deutlich mehr
Möglichkeiten des Schneidens, wie folgende beispielhafte Auflistung zeigt:
• Der kd-Baum [21] schneidet in den Dimensionen abwechselnd jeweils parallel zu ei-


































Abbildung 3.7.1: Schnittprinzip kd-Baum [21] im zweidimensionalen Raum (adaptiert nach [84]). Der
Raum wird abwechselnd in der x- und der y-Dimension geschnitten. Links die entstehende Raumteilung
für eine Beispieldatenmenge, rechts der korrespondierende Baum.
aktuellen Dimension nicht diskriminativ ist, d.h. wenn die zu unterteilende Daten-
menge vollständig in eine Dimension eingebettet ist.
• Der Quad-Baum [78] schneidet in allen Dimensionen gleichzeitig. Abbildung 3.7.2
verdeutlicht das Prinzip. Im zweidimensionalen Fall wird der Raum jeweils in Qua-
90Der gelöschte Knoten wird durch seinen symmetrischen Vorgänger oder Nachfolger ersetzt. (Siehe
bspw. [155])
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Abbildung 3.7.2: Schnittprinzip Quad-Baum [78] im zweidimensionalen Raum (adaptiert nach [84]). An
jedem Punkt wird der Raum in der x- und der y-Dimension gleichzeitig in vier Quadranten zerschnitten.
Links die entstehende Raumteilung für eine Beispieldatenmenge, rechts der korrespondierende Baum.
dranten zerschnitten, daraus resultiert der Name Quad-Baum. Der Quad-Baum ist
für höhere Dimensionen ungeeignet, da er bei jedem Schnitt eine in den Dimensionen
exponentielle Anzahl an Kindern erzeugt: 2d. Dies führt sowohl zu einem extremen
Speicheraufwand als auch zu einem großen Suchaufwand, da an jedem inneren Kno-
ten für jeden Teilraum eines Kindknotens separat entschieden werden muss, ob die-
ser relevant für die Suchanfrage ist. Bspw. hat ein Quad-Baum im 20-dimensionalen
Raum einen Verzweigungsfaktor von ca. 1.000.000. D.h. ein 20-dimensionaler Quad-
Baum mit zwei Ebenen hat eine Speicherkomplexität von O(1012) – um ein Element
exakt zu finden, müssen O(2.000.000) Elemente durchsucht werden.
• Der BSP-Baum [82] ermöglicht beliebige – d.h. nicht achsparallele – Schnitte. Das
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Abbildung 3.7.3: Schnittprinzip BSP-Baum [82] im zweidimensionalen Raum (adaptiert nach [84]). Der
Raum wird an frei positionierbaren Hyperebenen Hi jeweils in Halbräume bzw. Polygone zerschnitten.
Im Gegensatz zu kd- und Quad-Baum kann der BSP-Baum sowohl ausgedehnte Objekte ri als auch
einzelne Punkte pi speichern. Links die entstehende Raumteilung für eine Beispieldatenmenge, rechts der
korrespondierende Baum.
die bspw. Verklemmungen vermeiden helfen. Allerdings erhöht sich dadurch auch
leicht der Aufwand für Speicherung und Suche, da sich ein Schnitt nun nicht mehr
durch eine skalare Größe, sondern durch eine Hyperebene ausdrücken lässt.
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• Der BSP-Baum ermöglicht bereits die Speicherung ausgedehnter Objekte (siehe Ab-
schnitt 3.8). Ausgedehnte Objekte können sich jedoch überlappen. Übersteigt dieses
Überlappung ein gewisses Maß, kann es unmöglich sein, eine Teilung eines BSP-Kno-
tens zu finden. Der R-Baum [93] mit seinen Varianten ist speziell auf die Problematik
ausgedehnter Objekte, insbesondere deren Überlappungen, ausgelegt. Dies resultiert
in einer völlig veränderten Teilungsstrategie. Bei den bislang vorgestellten Teilungs-
varianten des kd-, Quad- und BSP-Baumes wurde der Raum jeweils vollständig und
überlappungsfrei zerteilt. Beim R-Baum dagegen deckt eine Teilung nicht mehr den
ganzen Raum ab, sondern nur jeweils einen Teil in Form von achsparallelen Boxen
(siehe Abbildung 3.8.7). Genau wie die zu speichernden ausgedehnten Objekte kön-
nen sich auch die Suchboxen überlappen, daher ist diese Struktur ein gerichteter
azyklischer Graph und kein Baum.91
• Beim M-Baum [48] wird der Raum wie beim R-Baum weder vollständig noch über-
lappungsfrei zerschnitten. Ein Raumteil entspricht jedoch keinen Hyperquadern son-
dern Hyperkugeln. 92 (Siehe Abbildung 4.5.1.)
3.7.2 Suche in mehrdimensionalen Bäumen
In diesem Kapitel soll zunächst die Grundstruktur der Baumsuchalgorithmen diskutiert
werden. Diese ist größtenteils unabhängig von einem bestimmten Baumtyp und lässt sich
auch auf die in den Kapiteln 4 und 5 beschriebenen metrischen Bäumen anwenden.
Grundsätzlich beschreiben mehrdimensionale Bäume zumeist Objekte, die über eine
Menge kardinaler Eigenschaften (“Dimensionen”) definiert sind. Die Objekte können dabei
über die im Baum verwendeten kardinalen Eigenschaften hinaus noch weitere Eigenschaf-
ten beliebigen Typs besitzen. Alle Suchanfragen beziehen sich jedoch auf die Untermenge
der Eigenschaften, die im Baum indiziert sind.
3.7.2.1 Exakte Suche
Die einfachste Variante der Suche ist die in Abschnitt 3.3.1 beschriebene exakte Suche. Alle
in den Dimensionen des Baumes erfassten kardinalen Eigenschaften sind dabei bekannt.
Algorithmus 3.2 verdeutlicht das Vorgehen für Blattbäume.93 Es wird beginnend bei der
Wurzel rekursiv gesucht. An jedem Knoten kann anhand des Schnitts entschieden werden,
in welchen Raumbereichen das gesuchte Element liegen muss, falls es existiert.
Die Zeitkomplexität der Suche hängt vom Teilungstyp ab:
• Bei Bäumen, bei welchen der Raum vollständig und überlappungsfrei zerteilt wird,
muss in jedem Schritt immer genau ein Pfad verfolgt werden. Dies ist das von
eindimensionalen Bäumen bekannte Verhalten. Für die meisten mehrdimensiona-
len Bäume gilt diese Charakteristik ebenfalls. In diesem Fall ist die worst-case-
Suchzeitkomplexität die Tiefe des tiefsten Blattes. Falls der Baum gleichmäßig ge-
füllt (d.h. balanciert) ist, liegt sie in der Größenordnung von O(log N).
• Bei Bäumen wie dem R-Baum [93] zur Speicherung ausgedehnter Objekte sowie dem
M-Baum [48] können sich Raumteile überlappen. Dadurch müssen unter Umständen
91Einen guten Überblick über gerichtete azyklische Graphen gibt [185].
92Der M-Baum wird in den Folgekapiteln 4.5 und 5 behandelt. Er kann in beliebigen metrischen Räumen
eingesetzt werden, deckt jedoch die euklidischen Räumen als Untermenge der metrischen Räume mit ab.
93Bei Knotenbäumen muss zusätzlich jeder innere Knoten überprüft werden, ob er mit den Anfrage-
daten übereinstimmt.
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Algorithmus 3.2 Exakte Suche in mehrdimensionalen Blattbäumen
exactSearch ( queryData , node )
Rückgabe : I s t der s p e z i f i z i e r t e Datensatz b e r e i t s g e s p e i c h e r t ?
Eingabe : queryData : der gesuchte Datensatz
node : e in Baumknoten , u r sp rüng l i ch der Wurzelknoten
i f i s L e a f ( node ) :
r e turn node . dataElements . conta in s ( queryData )
f o r each ch i ld , subSpace in node . c h i l d s :
i f queryData l i e s in subspace :
i f exactSearch ( queryData , c h i l d )
re turn true
re turn f a l s e
ausgehend von einem Knoten mehrere Pfade verfolgt werden. Die Suchkomplexität
ist abhängig von der Überlappung der Knoten und schwer zu quantifizieren. Im
schlimmsten Fall überlappen sich an einer Stelle alle Knoten und die Komplexi-
tät beträgt O(N). In nicht abgedeckten Raumbereichen kann dagegen die Suche
frühzeitig abgebrochen werden.
3.7.2.2 Bereichssuche
Etwas komplexer ist die Bereichssuche, die in Abschnitt 3.3.2 beschrieben wurde. Es
werden alle Objekte gesucht, die in einem spezifizierten Raumbereich liegen. Eine übliche
Art den Suchbereich zu spezifizieren, ist die Angabe eines Beispiel-Anfrage-Objektes sowie
eines zulässigen Abstandes zu diesem Anfrageobjekt. Damit werden zum Anfrageobjekt
ähnliche Objekte gesucht. Im euklidischen Raum besitzt ein derartiger Anfragebereich die
Form einer Hyperkugel. Das Zentrum der Hyperkugel ist das Anfrageobjekt, ihr Radius
der zulässige Abstand.
Algorithmus 3.3 verdeutlicht das Vorgehen für Blattbäume.94 Wiederum wird begin-
nend von der Wurzel rekursiv gesucht. An jedem inneren Knoten kann entschieden werden,
welche der Raumunterteilungen den Suchbereich überlappen. In den zugehörigen Knoten
können Daten gespeichert sein, die die Anfrage erfüllen. Es ist hierbei irrelevant, ob das
zentrale Element des Kindknotens selbst im Suchbereich liegt.95 Eine mögliche Optimie-
rung besteht darin, falls der Suchbereich eine Raumunterteilung komplett einschließt,
alle enthaltenen Kinder direkt in die Ergebnisliste zu übernehmen. Dadurch sinkt die
Zeitkomplexität nicht, wenn sie in der Anzahl der geladenen Datenelemente gemessen
wird. Es sinkt lediglich die Anzahl der Prüfungen, ob ein Datenelement im Anfrage-
bereich enthalten ist. Falls diese Prüfung deutlich aufwändiger ist als das Laden eines
Datenelementes (wie bspw. in vielen metrischen Räumen), kann die (in der Anzahl an
Datenelementprüfungen gemessene) Suchzeitkomplexität dennoch sinken.
Allgemein kann keine Beschränkung der Suchkomplexität angegeben werden. Unab-
hängig von der Güte des Baumes ist ein hinreichend großer Suchbereich ausreichend, um
94Bei Knotenbäumen muss zusätzlich für jeden inneren Knoten überprüft werden, ob dessen Zentral-
objekt im Anfrageraumbereich liegt.
95Bei Knotenbäumen muss dies geprüft werden.
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Algorithmus 3.3 Bereichssuche in mehrdimensionalen Bäumen
rangeQuery ( searchRange , node , r e f r e s u l t L i s t )
Rückgabe : r e s u l t L i s t : Elemente , d i e im Suchbere ich l i e g e n
Eingabe : searchRange : der Suchbere ich
node : e in Baumknoten , u r sp rüng l i ch der Wurzelknoten
i f i s L e a f ( node ) :
f o r each dataElement in node . dataElements :
i f searchRange conta in s dataElement :
r e s u l t L i s t . Add( dataElement )
e l s e :
f o r each ch i ld , subSpace in node . c h i l d s :
i f searchRange ove r l ap s subspace :
rangeQuery ( searchRange , ch i ld , r e f r e s u l t L i s t )
alle gespeicherten Datenelemente zu umschließen. D.h. die worst-case-Suchzeitkomplexität
für beliebige Bereichssuchen beträgt O(N). Die nötige Suchzeit hängt vor allem von der
Größe des Suchbereichs, d.h. superlinear vom Suchradius ab.[43]
Abbildung 3.7.4 verdeutlicht das rekursive Absteigen einer zweidimensionalen Be-











Abbildung 3.7.4: Zweidimensionale Bereichssuche im kd-Baum [21]. Gesucht wird ein kreisförmiger Be-
reich um den Anfragepunkt q mit dem Suchradius r. Zunächst wird p1 untersucht. Es wird festgestellt,
dass weder p1 selbst, noch der Bereich links von p1 von der Suche betroffen ist, der Bereich rechts davon
aber untersucht werden muss. Der entsprechende Schnittpunkt p9 und auch beide Unterbereiche werden
von der Suchanfrage überlappt. p9 ist somit ein erstes Ergebnis. Nach einer Prüfung mit p14 kann festge-
stellt werden, dass Ergebnisse unter p9 nur im linken (leeren) Teilbereich liegen können. Nach weiteren
Suchschritten im Knoten oberhalb von p9 kann noch p11 als zweites Ergebnis festgestellt werden.
3.7.2.3 Suche nach dem nächsten Nachbarn
Die Nächster-Nachbar-Suche ist ein Spezialfall der in Abschnitt 3.3.3 vorgestellten Suche
nach den k nächsten Nachbarn (k = 1). Sie wird hier separat dargestellt, weil sie die Basis
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für die Suche nach den k nächsten Nachbarn darstellt, leichter vorstellbar ist und unter
Umständen schnellere Implementierungen ermöglicht.
Es wird zu einem Anfrageobjekt der nächste gespeicherte Nachbar gesucht. Dies ent-
spricht einer Bereichssuche mit ex ante unbekanntem bzw. variablem Suchradius. Der
finale Radius entspricht der Entfernung zum nächsten Nachbarn. Im Suchverlauf wird der
Radius laufend verkleinert. Er entspricht jeweils der kleinsten bisher beobachteten Ent-
fernung zu einem gespeicherten Datenelement. Die Suche ist um so effizienter, je schneller
der Radius verkleinert werden kann.
Das prinzipielle Vorgehen besteht darin, schnell einen möglichst nahen gespeicherten
Punkt zu finden und dann schrittweise alle Baumknoten zu durchsuchen, die potentiell
Elemente mit näherem Abstand enthalten. Sobald ein näher liegender Punkt gefunden
wurde, wird der Suchradius und damit die zu durchsuchende Knotenmenge eingeschränkt.
Eine einfache Variante besteht darin, zunächst das Blatt zu suchen, in welchem das
Anfrageelement eingefügt werden würde. Danach werden per Backtracking andere Knoten
gesucht, die Elemente enthalten können, die näher am Suchknoten liegen. Im eindimen-
sionalen Raum kommen hierfür nur Knoten infrage, die auf dem Weg von der Wurzel
durchlaufen wurden. Bei mehrdimensionalen Bäumen muss im Gegensatz dazu eventuell











Abbildung 3.7.5: Nearest-Neighbor-Suche im zweidimensionalen kd-Blattbaum [21]: Zunächst wird das
Anfrageobjekt q im Blattknoten I gefunden. Dort ist das Element p1 mit einem Abstand von r1 ge-
speichert. Im Folgenden müssen nur noch Elemente mit einem Abstand ri < r1 untersucht werden. Der
nächste noch nicht untersuchte Knoten ist II – er liegt auch im Bereich von r1. In diesem Radius findet sich
dort kein Datenelement. Anschließend wird die übergeordnete Schnittebene untersucht. Zunächst wird
der nähere Quadrant III untersucht. In diesem wird p3 gefunden – der Suchradius wird auf r3 reduziert.
In diesem Bereich liegt kein weiterer Knoten, so dass der nächste Nachbar p3 ist.
der Suche nach dem nächsten Nachbarn kann für balancierte Bäume aufgrund des notwen-
digen Backtrackings keine logarithmische Suchzeit mehr garantiert werden. Der genaue
Aufwand hängt davon ab, wie schnell der Suchradius verkleinert werden kann. Ein Vorge-
hen um dies zu beschleunigen ist im folgenden Absatz über die k-Nächste-Nachbarn-Suche




Bei einer k-Nächste-Nachbarn-Anfrage wird nicht der nächste Nachbar gesucht, sondern
die k dem Anfrageelement am nächsten liegenden Knoten. (Siehe Abschnitt 3.3.3.)
Das Grundvorgehen entspricht der Suche nach dem nächsten Nachbarn. Anstelle eines
Speicherplatzes für den aktuell besten Kandidaten wird eine nach dem Abstand sortierte
Liste der k aktuell ähnlichsten Elemente gehalten. Die sortierte Liste kann dabei als
Prioritätswarteschlange realisiert sein, die auf k Elemente beschränkt ist. Wird ein (k +
1)tes Element eingefügt, so wird das schlechteste Element verworfen.
Die Suche nach den k nächsten Nachbarn entspricht wiederum einer Bereichssuche mit
zunächst unbekanntem Radius. Letzterer wird angefangen bei ∞ sukzessive verkleinert
und entspricht immer der Distanz zum kt nächsten Element aus der Menge der bereits
untersuchten Datensätze.96 Je schneller es gelingt, Elemente mit geringer Distanz zum
Anfrageobjekt zu identifizieren, desto schneller kann der Radius reduziert werden. Da die
Menge der zu untersuchenden Elemente superlinear vom Suchradius abhängt, kann durch
eine schnelle Suchradiusreduktion die Suchzeit stark verkürzt werden. Aus diesem Grund
wird auch für die noch nicht untersuchten, aber schon bekannten Randknoten eine dem A∗-
Verfahren ähnliche Prioritätswarteschlange eingeführt, die noch nicht expandierte Knoten
nach dem geringstmöglichen Abstand eines potentiell enthaltenen Datensatzes sortiert.97
Algorithmus 3.4 stellt das Vorgehen bei einer Suche nach den k nächsten Nachbarn dar.
3.7.3 Einfügen und Entfernen von Einträgen
3.7.3.1 Einfügen
Das Einfügen eines Elementes in einen Baum besteht i.d.R. aus drei Teiloperationen:
1. Zunächst wird ein Blattknoten gesucht, in welchen der Datensatz eingefügt wird.
2. Im zweiten Schritt wird das Element in diesen Blattknoten eingefügt.
3. Um ein Degenerieren des Baumes zu verhindern, sind hier je nach Art des Baumes
noch Wartungsoperationen wie Rotationen98 oder Teilungen99 nötig.
Im Folgenden werden die drei Teilschritte näher beleuchtet.
96Der aktuelle Suchradius kann an der Entfernung zum schlechtesten Element der Prioritätswarte-
schlange abgelesen werden, wenn diese mit k Elementen gefüllt ist. Sind weniger als k Elemente enthalten,
so ist der Suchradius ∞.
97Das Grundprinzip der Baumsuche nach dem nächsten Nachbarn unter Ausschluss von Knoten, deren
kleinstmögliche Distanz zum Anfrageobjekt größer ist, als die des derzeit bekannten besten Kandidaten
für den nächsten Nachbarn wurde als Branch-And-Bound-Verfahren von Niemann und Goppert [146]
vorgestellt. Roussopoulos, Kelley und Vincent [171] erweiterten das Vorgehen dahingehend, zuerst viel-
versprechende Knoten zu expandieren, und so den Suchradius möglichst schnell zu verringern. Dabei
beschränkten sie sich darauf, unter Beibehaltung der Reihenfolge der Tiefensuche, lediglich die Kin-
derknoten eines Elternknotens entsprechend zu sortieren. Die vollständige Anwendung der Präferierung
vielversprechender Knoten entstammt der allgemeinen A*-Suche [96] in der künstlichen Intelligenz. Uhl-
mann [206] wendet ein ähnliches Prinzip auf metrische Bäume an. Unabhängig davon wurde für ausge-
dehnte Objekte in R-Baum-ähnlichen Strukturen [93] (siehe Kapitel 3.8) von Henrich [97] und Hjaltason
und Samet [101] eine analoge Vorgehensweise entwickelt. Eine Erweiterung der Suche nach dem nächsten
Nachbarn auf die k nächsten Nachbarn unter Nutzung einer beschränkten Prioritätswarteschlange wird
von Böhm, Berchtold und Keim [28] diskutiert.
98Bspw. beim AVL-Baum [2].
99Bspw. beim B-Baum [166].
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Algorithmus 3.4 k-Nearest-Neighbor-Suche in mehrdimensionalen Bäumen
kNearestNeighborQuery ( queryData , k )
Rückgabe : r e s u l t L i s t : L i s t e der k nächsten ge sp e i ch e r t en Elemente
Eingabe : queryData : der Anfragedatensatz
k : Anzahl der zu f indenden Ergebn i s se
Var iablen : kBestData : auf k Einträge beschränkte Pr i o r i t ä t swa r t e −
sch lange von Ergebniskandidaten , s o r t i e r t
nach Abstand
worstDistance en thä l t immer den Abstand des
kt−besten Elements ( i n i t i a l ∞)
expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e der auf Expansion
wartenden Baumknoten , s o r t i e r t nach dem
k l e i n s tmög l i ch en Abstand e i n e s
g e sp e i ch e r t en Elementes
i f k ≤ dataCount :
r e turn a l l e lements o f t r e e
enque root in expansionQueue
whi le isNotEmpty ( expansionQueue ) and
( i sNotFu l l ( kBestData ) or
s m a l l e s t P o t e n t i a l D i s t ( expansionQueue . top , queryData )
<
kBestData . worstDist ) :
node = expansionQueue . dequeue ( )
i f i s L e a f ( node ) :
add a l l data e lements in node to kBestData
e l s e :
enqueue a l l c h i l d nodes in expansionQueue
re turn kBestData
Suche des Blattknotens. Das Vorgehen bei diesem Schritt ist abhängig davon, ob der
Raum vom Baum vollständig und überlappungsfrei zerteilt wird oder nicht.
• Bei einer vollständigen und überlappungsfreien Teilung existiert genau ein Blatt, in
welchem der Datensatz bei der aktuellen Baumtopologie gespeichert werden kann.
Dieses Blatt kann mit Hilfe der exakten Suche gefunden werden. Bei einem balan-
cierten Baum ist dies in O(log N) möglich.
• Andernfalls gibt es drei Möglichkeiten:
– Es existiert derzeit kein passendes Blatt.
– Es existiert genau ein passendes Blatt.
– Es existieren mehrere passende Blätter.
Zumindest im ersten und letzten Fall muss eine nicht-triviale Entscheidung getrof-
fen werden.100 Die potentiellen Blatt-Kandidaten können mit der exakten Suche
100Auch für den Fall, dass genau ein passendes Blatt existiert, muss dieses jedoch nicht gewählt werden.
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gefunden werden. Ein Beispiel für Einfügestrategien bei weder vollständiger noch
überlappungsfreier Raumabdeckung wird in Kapitel 3.8.3 veranschaulicht. Auch für
den metrischen M-Baum müssen derartige Entscheidungen getroffen werden. Die
Strategie für diesen Fall wird in Kapitel 4.5 sowie Kapitel 5 diskutiert.
Einfügen in den Blattknoten. Dieser Schritt unterscheidet sich zwischen Blatt- und
Knotenbäumen.
• Bei Knotenbäumen enthalten auch innere Knoten Daten. Der einzufügende Daten-
satz entspricht somit gleichzeitig einer Raumteilung. Vor Einfügen des Datensatzes
wurde dieser Raumbereich vom direkten Elternknoten überdeckt, auf Ebene des ein-
gefügten Elementes jedoch nicht. Der entsprechende Ast des übergeordneten Kno-
tens zeigt also ins Leere. Es wird ein neuer Knoten-Datensatz allokiert und mit dem
einzufügenden Element initialisiert.
• Bei Blattbäumen ist das Blatt tatsächlich auf unterster Ebene des Baumes ange-
siedelt und kann i.d.R. mehrere Datensätze enthalten. Der Datensatz wird zu den
existierenden Datensätzen hinzugefügt.
Dieser Schritt ist in O(1) möglich.101
Wartungsoperationen. In diesem Schritt muss zwischen Bäumen unterschieden wer-
den, die an jedem Knoten und Blatt genau ein Element speichern, und solchen, die sich für
die Verwendung mit Externspeicher eignen und somit zumindest in den Blättern mehrere
Datensätze speichern können.
• Bei beiden Baumtypen kann der Baum bei ungleicher Datenverteilung oder fortge-
setztem Einfügen und Löschen zu einer linearen Liste degenerieren. In diesem Schritt
kann versucht werden, durch lokale Umorganisation des Baumes die Balance zu er-
halten. Operationen zur Erhaltung der Balance sind vor allem bei eindimensionalen
Bäumen üblich. Beim AVL-Baum[2] wird durch Rotation und beim B-Baum durch
Verschieben in einen Bruderknoten die Balance wieder hergestellt. Im mehrdimen-
sionalen Fall ist dies jedoch deutlich komplexer, weshalb viele mehrdimensionale
Bäume auf eine garantierte Balance verzichten.102 Schon die Entscheidungen über
Ort, Richtung und Dimension der Teilung sind deutlich komplexer (d.h. unter Um-
ständen größer als O(1)) als im eindimensionale Fall, wo nur über eine skalare Größe
entschieden werden muss. Der “Bruder”-Knoten im Sinne der Baumhierarchie ist
nicht mehr unbedingt der passende Partner um überschüssige Einträge umzuvertei-
len. Hier muss evtl. über mehrere Teilungen hinweg umorganisiert werden.
• Bei Bäumen, in denen Knoten mehrere Datensätze speichern können, ist i.d.R. die
Kapazität der Knoten beschränkt. Andernfalls würde der gesamte Baum aus einem
Knoten bestehen, der alle Daten enthält. Aus diesem Grund wird, falls durch das
Einfügen die Kapazität des Blattes überschritten wurde, eine Teilung eingeleitet.
Durch diese entstehen zwei (oder mehr) neue Blätter. Enthalten nur die Blätter
Ist das passende Blatt stark gefüllt, so kann auch ein anderes Blatt gewählt werden. Der von dem neuen
Blatt überlappte Raumteil muss in diesem Fall erhöht werden. Er überlappt danach in jedem Fall an der
Stelle, an welcher der einzufügende Datensatz liegt, das passende Blatt.
101I.d.R. sind die notwendigen Operationen von der Knotenkapazität abhängig. Da diese jedoch konstant
ist, wächst der Aufwand nicht mehr mit steigender Baumgröße.
102Der kd-Baum [21], der Quad-Baum [78] oder der BSP-Baum [82] berücksichtigen bspw. die Balance
überhaupt nicht.
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kapazitive Knoten (wie bei einem kapazitiven kd-Baum), so wird das alte Blatt
durch einen inneren Knoten mit Verweis auf die neuen Blätter ersetzt. Bei Bäumen
mit B-Baum-Prinzip werden die neuen Blätter anstelle des alten Blattes in den
Elternknoten eingefügt. Dadurch kann wiederum dessen Kapazität überschritten
werden, so dass sich diese Teilung rekursiv bis zur Wurzel fortsetzen kann.
• Bei nicht vollständiger und überlappungsfreier Raumteilung ist die Balance des
Baumes nur ein Gütekriterium für die erwartete Suchperformance im Baum. Weite-
re Kriterien sind eine geringe Knotenüberlappung und die Minimierung des von den
Knoten einer Ebene belegten Raumes. Einige Verfahren für metrische Bäume warten
in nicht spezifizierten Abständen den Baum, um diese Größen zu optimieren. Ein
Beispiel hierfür ist das Slim-Down-Verfahren, welches im Rahmen des Slim-Baumes
von Traina et al. [202] vorgestellt wurde.
Aufwand. Im Allgemeinen ist der erste Schritt – die Suche nach einem passenden Blatt
– in O(log N) möglich. Der zweite Schritt benötigt nur eine konstante Zeit, da Baumknoten
eine von der Baumgröße unabhängige Kapazität besitzen. Um ein effizientes Füllen des
Baumes zu ermöglichen, sollte aus diesem Grund der dritte Wartungsschritt nur lokale
Veränderungen verursachen. Wenn die Wartung in O(log N) beschränkt bleibt, ist so das
gesamte Einfügen in O(log N) möglich.
In diesem Fall ist die Zeit, um N Knoten in einen anfangs leeren Baum einzufügen, in
O(N · log N) beschränkt. Dies ist für den eindimensionalen Fall sogar asymptotisch ideal,
da mit dem Aufbau des Baumes eine Sortierung vorgenommen wird.103
3.7.3.2 Entfernen
Das Entfernen eines Elementes besteht aus folgenden Teiloperationen:
1. Suche nach dem Knoten, welcher das zu entfernende Element enthält,
2. Entfernen des Elementes aus dem Knoten sowie
3. unter Umständen Wartungsoperationen, um die Baumgüte (bspw. Balance) wieder-
herzustellen.
Im Folgende werden die einzelnen Teilschritte näher untersucht:
Suche des Knotens. Dies entspricht einer exakten Suche des Elementes. Bei Bäumen,
die den Raum vollständig und überlappungsfrei unterteilen, muss immer genau ein Such-
pfad verfolgt werden – bei balancierten Bäumen ist so eine Zeitkomplexität von O(log N)
möglich. Andernfalls kann es sein, dass mehrere Pfade verfolgt werden müssen und somit
die Zeitkomplexität nicht beschränkt werden kann.
Entfernen des Elementes. Hier muss unterschieden werden, ob es sich um einen Blatt-
oder Knotenbaum handelt.
• Handelt es sich um einen Blattbaum oder ist der Knoten ein Blatt eines Knoten-
baums, wird das entsprechende Element gelöscht und der Zeiger des Elternelementes
auf Null gesetzt.
103Im worst case müssen alle auf paarweisen Vergleichen beruhenden Sortierverfahren mindestens eine
Komplexität von O(N · log N) haben, wie bspw. [184] zeigt.
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• Bei einem Knotenbaum kann es passieren, dass das relevante Element an einem
inneren Knoten gespeichert ist. In diesem Fall wird der entsprechende Knoten K
entfernt. Um wieder einen konsistenten Baum zu erzeugen, müssen die Teilbäume
Ci unterhalb des gelöschten Knotens K wieder in den Baum eingefügt werden. Im
eindimensionalen Fall existiert eine lokale Operation, die unter Umverteilung weni-
ger Knoten aus den verwaisten Teilbäumen Ci wieder einen zusammenhängenden
Teilbaum erstellt, welcher anstelle von K in den Baum eingefügt werden kann.104
Im mehrdimensionalen Fall können die notwendigen Operationen schwierig sein und
sind meist nicht lokal beschränkt. Bspw. existiert meist kein eindeutiger Nachfolger
oder Vorgänger. Selbst wenn einer gefunden würde, könnte dieser wie bspw. beim
kd-Baum nicht unverändert übernommen werden, weil die Richtung der Teilung
nicht mehr stimmt. Aus diesem Grund verzichten viele mehrdimensionalen Bäume
entweder auf einen Lösch-Operator oder sie werden als Blattbäume entworfen.
Wartungsoperationen Wie beim Einfügen sollte die Baumgüte (Balance, Knoten-
kapazität, Überlappungen, eingenommener Raum, ...) wiederhergestellt werden, da die-
se durch fortgesetztes Entfernen von Datenelementen degeneriert. Im eindimensionalen
Fall erfolgen in diesem Schritt lokale Operationen, wie Rotationen zur Wiederherstel-
lung der Balance beim AVL-Baum [2] oder das Verschmelzen benachbarter Knoten beim
B-Baum [166]. Diese Operationen sind i.d.R. auf den Pfad zur Wurzel beschränkt und
besitzen bei balancierten Bäumen logarithmische Komplexität.
Im mehrdimensionalen Fall sind die notwendigen Operationen deutlich komplexer und
meist nicht lokal beschränkt. Abbildung 3.7.6 verdeutlicht das Problem am Beispiel der



















Abbildung 3.7.6: Problematische Reorganisation zweidimensionaler kd-Blattbäume [21] nach Entfernen
eines Knotens: Im gegebenen Baum soll der Punkt p7 gelöscht werden. Der zugehörige Knoten K3 ist
danach unterausgelastet und sollte idealerweise mit K1 zusammengefasst werden. Zuvor muss K3 jedoch
mit dem semantisch (und nicht nur räumlich) benachbarten Knoten K4 zusammengefasst werden. Um die
Unterauslastung von K3 zu beheben, müssen K3,K4 und K1 zusammengefasst und anschließend einmal
geteilt werden. Diese Reorganisation ist nicht lokal möglich, da die Hälfte aller im Baum gespeicherten
Daten neu verteilt werden müssen.
104Im eindimensionalen Fall kann der entfernte Knoten durch seinen symmetrischen Vorgänger oder
Nachfolger ersetzt werden. Ein Algorithmus zur Bestimmung dieser symmetrischen Nachbarn findet
sich u.a. in [155]. Datenstrukturen degenerieren durch statische Festlegung auf einen dieser beiden
Nachbarn.[56] Ein besseres Vorgehen ist eine randomisierte Entscheidung.
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3.7.4 Bewertung mehrdimensionaler Suchbäume
Mehrdimensionale Suchbäume basieren auf der Idee eindimensionaler Suchbäume, inso-
fern ähneln sich die Zugriffsalgorithmen. Dies ermöglicht die prinzipielle Nutzung der
wohlverstandenen eindimensionalen Verfahren.
Bei eindimensionalen Verfahren existieren lokal beschränkte Wartungsoperatoren, die
nach dem Einfügen oder Entfernen eines Objektes die Baumgüte sicherstellen. Dies ermög-
licht die garantierte Durchführung der Basisoperatoren exakte Suche, Einfügen und Lö-
schen in logarithmischer Zeit. Aufgrund der besonderen Struktur eindimensionaler Räume
sind auch Ähnlichkeitssuchen wie die Bereichssuche und die (k)-Nächste-Nachbarnsuche
effizient möglich.105
Durch einen Mangel an wohlverstandenen Algorithmen und auch durch die Struktur
höherdimensionaler Räume sind bei mehrdimensionalen Bäumen solche effizienten War-
tungsoperationen, die eine gewisse Baumgüte garantieren, nicht mehr möglich. Dadurch
kann selbst für die Basisoperationen keine logarithmische Zugriffszeit mehr garantiert
werden. Insbesondere degenerieren mehrdimensionale Bäume durch fortgesetztes Einfü-
gen und Löschen. Aufgrund der Struktur höherer Dimensionen kann bei der Ähnlichkeits-
suche nicht mehr garantiert werden, dass nur relevante Knoten untersucht werden. Wie
in Kapitel 3.5.6 beschrieben, sinkt die Effizienz stark mit zunehmender Dimensionalität.
3.8 Ähnlichkeitssuche für ausgedehnte Objekte
3.8.1 Motivation
Die bisher vorgestellten Verfahren zur Ähnlichkeitssuche im eindimensionalen und mehr-
dimensionalen Raum dienen der Indizierung punktförmiger Daten. Solche Datensätze
werden durch eine Menge kardinaler Eigenschaften mit je einer konkreten Ausprägung
repräsentiert – im dreidimensionalen Raum bspw. eine x-, y- und z-Koordinate. Hierfür
werden meist Bäume verwendet, die den Raum vollständig und überlappungsfrei unter-
teilen. Diese Art der Raumteilung besitzt eine Reihe von Vorteilen. So muss bspw. bei der
exakten Suche nur genau ein Pfad verfolgt werden und die Blattauswahl beim Einfügen
ist immer eindeutig.
In diesem Abschnitt werden Verfahren vorgestellt, die dazu dienen, ausgedehnte Ob-
jekte im niederdimensionalen Raum zu indizieren. Solche Objekte können i.d.R. nicht
mehr in Knoten gespeichert werden, die den Raum vollständig und überlappungsfrei tei-
len. Ausgedehnte Objekte können sich wechselseitig überlappen. Aus diesem Grund kann
im Allgemeinen keine überlappungsfreie Teilung gefunden werden, bei der jedes Objekt
vollständig in einem Knoten gespeichert ist.106 In den folgenden Kapiteln 4 bis 5 werden
als Kern dieser Arbeit Verfahren untersucht, die dem Indizieren metrischer Punktdaten für
die Ähnlichkeitssuche dienen. Obwohl es sich dort um Punktdaten handelt, können auch
in metrischen Bäumen i.d.R. die Räume nicht vollständig und überlappungsfrei unterteilt
werden, so dass dieser Abschnitt eine Grundlage für das Verständnis der Problematik
105Die Durchführung von Ähnlichkeitssuchen ist dabei schon aufgrund der potentiell großen Ergebnis-
menge nicht logarithmisch beschränkt. Für eine Ergebnismenge mit K Elementen kann die Suchzeit im
eindimensionalen Fall mit O(K · log N) beschränkt werden.
106Im R+-Baum wird der Raum überlappungsfrei geteilt. Aus diesem Grund kann es passieren, dass
Objekte sich über mehrere Baumknoten erstrecken. Solche Objekte müssen dann in allen betroffenen
Baumknoten gespeichert werden, um sie bspw. im Rahmen einer exakten Suche sicher wiederfinden zu
können. Der R+-Baum erhält so die positive Eigenschaft der überlappungsfreien Raumteilung, besitzt
aber auch eine Reihe schwerwiegender Nachteile aufgrund der Mehrfachspeicherung der Objekte. Bspw.
ist die Speicherkomplexität nicht mehr linear beschränkt.
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derartiger Raumteilungen legt. Im Rahmen dieser Arbeit wird diese Art der Raumteilung
mit “nicht vollständig und überlappungsfrei” bezeichnet. In der Literatur [183] werden
Baumknoten, die einer solchen Raumteilung unterliegen, auch “lokale Knoten” genannt.
In Anwendungsgebieten wie der Simulation, der Computergraphik, CAD- und Geo-
informationssystemen etc. werden “echte” dreidimensionale oder in den zweidimensionalen
Raum projizierte Objekte gespeichert. Im Gegensatz zu den bisher betrachteten Punkten
haben diese “echten” geometrische Objekte eine räumliche Ausdehnung, d.h. sie bestehen
aus einer unendlichen Menge von Punkten. Ausgedehnte Objekte können bspw. durch
eine parametrische Oberflächenfunktion beschrieben werden. Als Abstandsfunktion kann
bspw. ein Mengen-Abstand wie die Hausdorff-Distanz (siehe Kapitel 3.2.3) dienen.
Im Fall ausgedehnter Objekte gibt es vielfältigere Anfragemöglichkeiten als bei Punkt-
daten. Bspw. kann danach gefragt werden:
• in welchen Objekten ein Anfrageobjekt enthalten ist (Enclosure)
• welche Objekte ein Anfrageobjekt enthält (Containment)
• welche Objekte einen Suchpunkt enthalten (Point)
• welche Objekte ein Anfrageobjekt schneiden (Intersection)
• welche Objekte am nächsten an einem Anfrageobjekt liegen (nach verschiedenen
Ähnlichkeitsmaßen)
Abbildung 3.8.1 zeigt beispielhaft die Speicherung einer Landkarte mit komplexen Re-
gionengrenzen zusammen mit einer Intersection-Query mit rechteckigem Anfrageobjekt.
Abbildung 3.8.1: Suchanfragen für ausgedehnte Objekte (nach [84]). Es werden Landkartendaten indiziert.
Die dargestellte Anfrage sucht alle von einem Anfragebereich geschnittenen Regionen.
Um die Universalität der Indizierungsstruktur zu erhalten und die algorithmische Kom-
plexität zu beschränken, werden ausgedehnte Objekte mit komplexen Grenzen meist nicht
direkt indiziert. Statt dessen wird die minimale achsparallele Bounding-Box, die das zu
speichernde Objekte gerade umschließt, indiziert. (Siehe Abbildung 3.8.2) Dies erhält die
Separierbarkeit der Dimensionen. Bei einer Suchanfrage gibt die Indexingstruktur eine
Liste von Bounding-Boxen zurück, die Ergebnisobjekte enthalten können. Erst in einem
nachgelagerten Schritt prüft ein separates domänenabhängiges Verfahren die Erfüllung
des Suchkriteriums auf Basis der “echten” Geometrie der Ergebniskandidaten.
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Abbildung 3.8.2: Approximation ausgedehnter Objekte durch Bounding Boxen
Zugriffsverfahren für mehrdimensionalen Punkte indizieren für jedes gespeicherter Da-
tenobjekt einen Vektor kardinaler Daten, d.h. eine (kardinale) Position für jede Dimensi-
on. Die Bounding-Boxen ausgedehnter Objekte stellen dagegen einen Vektor von Interval-
len dar. Für jede Dimension wird also anstelle einer Position ein Bereich indiziert. Dadurch
können die ausgedehnten Objekte nicht einmal innerhalb einer Dimension ähnlichkeits-
erhaltend sortiert werden.
Einen guten Überblick über die Problematik ausgedehnter Objekte geben Nievergelt
und Widmayer [148]. Beispielhaft sollen nun zwei Indexingverfahren für ausgedehnte Ob-
jekte vorgestellt werden: die Transformation in höherdimensionale Räume und der R-
Baum, welcher auch die Basis für die meisten metrischen Bäume darstellt.
3.8.2 Transformation in höherdimensionale Räume
Wie im letzten Abschnitt beschrieben, werden bei ausgedehnten Objekten achsparallele
Bounding-Boxen indiziert. D.h. anstelle eines Vektors kardinaler Positionen bei Punkt-
zugriffsmethoden werden hier Vektoren von Intervallen indiziert. Ein Intervall kann auf
verschiedene Arten durch je zwei kardinale Werte pro Dimension repräsentiert werden.
Als zwei Möglichkeiten seien herausgegriffen:
• Midpoint Transformation: Das Intervall wird durch seinen Mittelpunkt und seine
Ausdehnung (halbe Länge, d.h. Abstand vom Mittelpunkt zum Rand) repräsentiert.
• Endpoint Transformation: Das Intervall wird durch den Anfangs- und den Endpunkt
repräsentiert.
Dies bedeutet, dass ein durch eine Bounding-Box approximiertes Objekt im k-dimen-
sionalen euklidischen Raum durch ein Tupel von 2 · k kardinalen Werten ausgedrückt
werden kann. So kann bspw. ein zweidimensionales Rechteck über vier Koordinaten (z.B.
x- und y-Koordinate der linken unteren und rechten oberen Ecke) dargestellt werden. Zur
Repräsentation einer eindimensionalen Bounding Box (d.h. eines Intervalls) genügen zwei
Koordinaten.
Nach einem Vorschlag von Hinrichs [98] und Seeger et al. [118] kann ein solches Ob-
jekt auch als Punkt im 2 · k-dimensionalen euklidischen Raum aufgefasst werden. Das
zweidimensionale Rechteck entspricht einem Punkt im vierdimensionalen Raum, das ein-
dimensionale Intervall einem zweidimensionalen Punkt. Die Idee dieser Transformation ist,
ein ausgedehntes Objekt in einem k-dimensionalen Raum als Punkt im 2 ·k-dimensionalen
Raum mit “normalen” Punktzugriffsverfahren zu indizieren.
Dabei müssen die Anfragen bzgl. der ausgedehnten Objekte (Intersection, Contains,
Exact Search, ...) in entsprechende Bereichssuch-Anfragen für die Punktindexstruktur
im höherdimensionalen Raum umgewandelt werden. D.h. es wird im höherdimensiona-
len Raum ein Teilraum bestimmt, der die Anfrage nach ausgedehnten Objekten erfüllt.
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Dieser Teilraum ist nicht unbedingt regelmäßig begrenzt, so dass er mit einer Standard
Bereichssuche der Punktzugriffsverfahren nicht bearbeitet werden kann.
Ein Beispiel soll dies deutlich machen. Gezeigt werden typische Anfragen an ausge-
dehnte Objekte am Beispiel eindimensionaler ausgedehnter Objekte, die einmal als Mid-
point-Transformation und einmal als Endpoint-Transformation gespeichert sind. Diese
eindimensionalen Intervalle werden durch die Transformation zu einem zweidimensiona-
len Punkt. Abbildung 3.8.3 zeigt die Beispielintervalle sowie ihre Repräsentation in der




























Abbildung 3.8.3: Transformation in höherdimensionale Räume – Beispieldaten. Oben die gespeicherten
eindimensionalen Beispiel-Intervalle (1–4) einschließlich eines Anfrageintervalls a im Originalraum. Un-
ten links sind die Daten nach der Endpoint-Transformation (x-Achse: Anfang des Intervalls, y-Achse:
Endpunkt), unten rechts nach der Midpoint-Transformation (x-Achse: Mitte des Intervalls, y-Achse: hal-
be Intervall-Länge) im Dualraum dargestellt. Alle eindimensionalen Intervalle entsprechen Punkten im
zweidimensionalen Raum.
Achse den Anfangs- und die y-Achse den Endpunkt des Intervalls an. Dabei ist hierbei
nur die Fläche links oberhalb der Diagonale ein gültiger Wertebereich, da kein Intervall
enden kann, bevor es begonnen hat. Diese Tatsache hat negative Auswirkungen auf die Ef-
fizienz der zweidimensionalen Punktindexstruktur, da der indizierte Raum nicht optimal
genutzt wird. Wird die Midpoint Transformation angewendet, so steht an der x-Achse
die Mitte des indizierten Intervalls und an der y-Achse dessen halbe Länge. Hier wird
die gesamte dargestellte Fläche zur Speicherung von Intervallen genutzt, wobei die Länge
nach unten bei null beschränkt ist.
3.8.2.1 Beispielanfragen
Im Folgenden soll zu einigen Beispielanfragen der zugehörige Bereich im Dualraum (dem
Raum verdoppelter Dimension nach Anwendung der Transformation) visualisiert werden.
Die entsprechenden Raumbereiche, die die jeweilige Anfrage erfüllen, sind grau hervorge-
hoben. Um derartige Suchanfragen zu beantworten, muss an die zweidimensionale Punkt-
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indexstruktur eine Bereichsanfrage mit dem unregelmäßigen grauen Suchbereich gestellt
werden.
Intersection Query. Als erstes Beispiel soll eine Anfrage nach Objekten dienen, die
das Anfrageintervall a schneiden. Das Anfrageintervall a beginnt bei l und endet bei u.
Abbildung 3.8.4 stellt die im zweidimensionalen Dualraum betroffenen Bereiche für diese



























Abbildung 3.8.4: Transformation in höherdimensionale Räume – Intersection Query. Die oben darge-
stellten gespeicherten Intervalle werden danach durchsucht, inwieweit sie das Anfrageintervall a [l..u]
schneiden. Links ist die Endpoint-Transformation dargestellt, rechts die Midpoint-Transformation. Bei
der Endpoint-Transformation erfüllen solche Punkte die Anfrage, für die gilt u ≥ x ≥ l oder x < l∧y ≥ l.
Im Fall der Midpoint-Transformation muss gelten u ≥ x ≥ l oder x < l ∧ l −x ≤ y oder x > u∧x−u ≤ y.
• Bei der Endpoint transformation erfüllen alle Objekte die Anfrage, die entweder
vor l beginnen und nach l enden (x < l ∧ y ≥ l) oder zwischen l und u beginnen
(u ≥ x ≥ l). Objekte, die nach u beginnen, erfüllen die Schnittbedingung nicht.
• Bei der Midpoint transformation erfüllen alle Objekte, deren Mittelpunkt zwischen
l und u liegt, die Anfrage unabhängig von ihrer Länge (u ≥ x ≥ l). Weiterhin
sind alle Objekte betroffen, deren Mittelpunkt vor l oder nach u liegt, solange ihre
halbe Länge größer ist, als der Abstand zu l bzw. u: x < l ∧ l − x ≤ y bzw.
x > u ∧ x − u ≤ y. (D.h. diese Intervalle müssen so lang sein, dass sie noch in das
Anfrageintervall hineinreichen.)
Containment / Enclosure Query. In einem zweiten Beispiel werden zu demselben
Anfrageobjekt a[l..u] die zueinander inversen Anfragen gestellt, welche Objekte das An-
frageintervall einschließen (Enclosure) bzw. von diesem eingeschlossen werden (Contain-
ment). Abbildung 3.8.5 stellt die entsprechenden Anfragebereiche im Dualraum dar.
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Abbildung 3.8.5: Transformation in höherdimensionale Räume – Containment / Enclosure Query. Ge-
sucht sind gespeicherte Intervalle, die das Anfrageintervall a enthalten (Enclosure) oder von diesem
umschlossen werden (Containment). Bei der Endpoint-Transformation erfüllen solche Intervalle die En-
closure-Bedingung, für die gilt: x ≤ l ∧ y ≥ u. Bei der Containment-Anfrage muss umgekehrt gelten
x ≥ l ∧ y ≤ u. Bei der Midpoint-Transformation gilt für die Enclosure-Anfrage: y ≥ u−l2 + |x −
l+u
2 |. Die
entsprechende Containment-Bedingung lautet: y ≤ u−l2 − |x −
l+u
2 |.
• Bei der Endpoint transformation
– erfüllen genau die Objekte die Enclosure-Anfrage, die vor l beginnen und nach
u enden: x ≤ l ∧ y ≥ u..
– Für die Containment-Anfrage müssen sie entsprechend nach l beginnen und
vor u enden: x ≥ l ∧ y ≤ u.
• Bei der Midpoint transformation
– erfüllen jeweils Objekte die Enclosure-Anfrage, deren Längendifferenz zum An-
frageintervall größer ist als der doppelte Abstand des Mittelpunktes des An-
frageintervalls zum Mittelpunkt des Objektes: y − u−l2 ≥ |x −
l+u
2 |.
– Für die Containment-Anfrage muss der Mittelpunkt innerhalb des Intervalls
von [l..u] liegen. Je weiter der Objektmittelpunkt vom Anfragemittelpunkt ab-
weicht, desto weniger lang darf das Objekt sein, um die Anfrage zu erfüllen:
u−l
2 − y ≥ |x −
l+u
2 |.
Point Query. Als drittes Beispiel wird eine Punktanfrage demonstriert. Gesucht wer-
den alle Objekte, die einen Anfragepunkt p berühren. (Siehe Abbildung 3.8.6.)
• Bei der Endpoint transformation enthalten alle Intervalle den Suchpunkt p, die vor
p beginnen und nach p enden: x ≤ p ∧ y ≥ p.
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Suchpunkt (p):
Gespeicherte Intervalle (1-4):























Abbildung 3.8.6: Transformation in höherdimensionale Räume – Point Query. Gesucht werden Intervalle,
die den Suchpunkt p enthalten. Bei der Endpoint Transformation müssen die Intervalle vor p beginnen
und nach p enden: x ≤ p ∧ y ≥ p. Bei der Midpoint-Transformation ist die entsprechende Bedingung:
y ≥ |x − p|.
• Bei der Midpoint transformation müssen die gesuchten Objekte entsprechend lang
sein, um den Abstand ihres Mittelpunktes zu p zu überbrücken: y ≥ |x − p|.
3.8.2.2 Fazit
Die Transformation in höherdimensionale Räume ist ein eleganter Ansatz, der es ermög-
licht, etablierte Punktzugriffsmethoden auch für ausgedehnte Objekte zu nutzen. Dafür
werden jedoch die Anfragen deutlich komplizierter und entsprechen nicht den üblichen
Range-Queries. Teilweise können im Normalraum begrenzte Suchregionen im Dualraum
unbegrenzten Suchregionen entsprechen, wie alle Beispiele demonstrieren, da das Anfra-
gequadrat in manchen Richtungen offen ist. (Bei der Endpoint-Transformation in allen
Richtungen, bei der Midpoint-Transformation nach links, oben und rechts) Komplexere
Anfragen lassen sich im Dualraum möglicherweise überhaupt nicht ausdrücken. [154].
Weiterhin verändert die Transformation die Verteilungseigenschaft der Daten. Im Real-
raum nahe beieinanderliegende Daten sind nach der Transformation i.d.R. weit vonein-
ander entfernt. Gleichverteilte Daten können im Dualraum auf einen engen Bereich kon-
zentriert werden. Bspw. nutzt die Endpoint-Transformation nur den Wertebereich links
oberhalb der Diagonale. Dies führt insbesondere bei Grid Files zu einer schlechten Spei-
cherauslastung.
Aufgrund dieser Mängel hat sich trotz ihrer Eleganz die Transformation nicht durch-
gesetzt. Ein anderer Ansatz mit weniger Mängeln ist es, ausgedehnte Objekte durch eine
Menge von Gitterzellen entlang von Space filling curves (siehe Kapitel 3.6.3) zu repräsen-
tieren und diese dann mit eindimensionalen Zugriffsverfahren zugreifbar zu machen [153].
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3.8.3 R-Baum
Das gebräuchlichste Verfahren zur Indizierung ausgedehnter Objekte ist ein paginierter
Blattbaum, der jedoch weder den Raum vollständig noch überlappungsfrei abdeckt – der
R-Baum [93]. Knoten des Baumes sind die oben beschriebenen achsparallelen Boxen.
Im Falle der Blattknoten umschließen diese die eigentlichen ausgedehnten Objekte, bei
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Eigentliche ausgedehnte Objekte
Abbildung 3.8.7: Schnittprinzip R-Baum (adaptiert nach [93]): Links der Baum. Indiziert werden achs-
parallele Bounding-Boxen, die die eigentlichen ausgedehnten Objekte umschließen (durchgehende Linien).
Innere Baumknoten umschließen die Bounding Boxen der gespeicherten Objekte und anderer innerer
Knoten. Der abgedeckte Raum entspricht wieder einer achsparallelen Bounding Box und ist gestrichelt
dargestellt. Rechts die Baumstruktur der beteiligten Knoten und Objekte.
Auch wenn im Kern dieser Arbeit Verfahren auf Basis des M-Baumes untersucht wer-
den, die dem Indizieren metrischer Punktdaten dienen (d.h. nicht die Problematik der
Ausdehnung besitzen), so ist die Grundidee des M-Baumes dennoch stark am R-Baum an-
gelehnt. Der Grund hierfür ist in der weder vollständigen noch überlappungsfreien Raum-
abdeckung zu suchen, die in beiden Fällen vorliegt. Aus diesem Grund sollen die damit
einhergehenden Prinzipien und Probleme für den R-Baum anschaulich dargestellt wer-
den. Für die Lösung von Detail-Problemen, die speziell für die ausgedehnten Objekte des
R-Baumes sind, wird jedoch auf die Literatur [93] verwiesen.
3.8.3.1 Grundprinzip R-Baum
Das Grundprinzip des R-Baum ähnelt dem B-Baum [166]. Ein Knoten enthält mehrere
Einträge, deren Repräsentation auf eine Externspeicherseite passt. Je nach Größe einer
Speicherseite und Speicherbedarf eines Kindeintrages haben die einzelnen Knoten somit
eine beschränkte Kapazität an potentiell speicherbaren Kindern. Um den Baum flach und
balanciert zu halten, wird die Anzahl an Kindern je Knoten meist auch nach unten be-
schränkt [84] – fällt die Knotenauslastung unter diese Grenze, greifen Restrukturierungs-
maßnahmen. Der Baum wächst von den Blättern zur Wurzel, indem jeder neue Eintrag
einem Blatt hinzugefügt wird. Ist die Kapazität des Blattes damit überschritten, wird es
geteilt. Das Blatt wird aus dem Elternknoten entfernt und statt dessen die zwei neuen
Blätter dort eingefügt. Da dabei wiederum die Kapazität des Elternknoten überschritten
werden kann, kann sich die Teilung rekursiv bis zur Wurzel fortsetzen. Das Entfernen
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eines Knotens verläuft analog, nur dass dabei die Kapazität unterschritten werden kann.
In diesem Fall müssen die Einträge des Knotens auf andere Knoten verteilt werden.
Der R-Baum erhält dann seine Balance, wenn jede Knotenteilung balanciert statt-
findet. Aufgrund der im nächsten Abschnitt 3.8.3.2 dargestellten Problematik der nicht
vollständigen und überlappungsfreien Raumteilung besitzt die Balanceeigenschaft nicht
denselben positiven Effekt auf Zugriffszeiten wie beim B-Baum. Weiterhin existieren an-
dere Gütekriterien (geringe Knotenüberlappung, geringer Rauminhalt Knoten), bei denen
unter Umständen eine andere als die balancierte Knotenteilung optimal ist. Aus diesen
Gründen ist ein R-Baum nicht unbedingt balanciert, selbst wenn dies durch ein geeigne-
tes Knotenteilungsverfahren möglich ist. Durch die paginierte Knotenstruktur eignet sich
der Baum für Externspeicherung, da die Zahl an Festspeicherzugriffen durch den flachen
Baum minimiert wird.
3.8.3.2 Unterschiede zum B-Baum
Der R-Baum hat jedoch gegenüber dem B-Baum auch entscheidende nachteilige Un-
terschiede, die aus der nicht vollständigen und überlappungsfreien Raumabdeckung re-
sultieren. Bei der Suche nach einem konkreten Wert existiert beim B-Baum auf jeder
Baumebene jeweils genau ein Kindknoten, in welchem dieser Wert gesucht werden muss.
Beim R-Baum gibt es dagegen sowohl nicht abgedeckte Raumbereiche, in denen die Su-
che frühzeitig abgebrochen werden kann, als auch Bereiche, die von mehreren Kindknoten
überlappend abgedeckt werden. Insofern kann nicht garantiert werden, dass die Such-
komplexität in der Höhe des Baumes beschränkt ist. Abbildung 3.8.8 veranschaulicht die
unterschiedlichen möglichen Suchpfade.
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R3 R4 R5 R6 R7
R8 R9 R10 R11 R12 R11 R12 R15 R16 R17 R18 R19
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R8 R9 R10 R11 R12 R11 R12 R15 R16 R17 R18 R19
? ?
X X
Abbildung 3.8.8: Suchverlauf der exakten Suche bei vollständiger und überlappungsfreier (B-Baum-
Prinzip [166], links) sowie weder vollständiger noch überlappungsfreier (R-Baum-Prinzip [93], rechts)
Raumabdeckung. In den Knoten muss jeweils das Suchkriterium anhand der eigentlichen Daten über-
prüft werden (“?”). Während bei vollständiger und überlappungsfreier Raumabdeckung in jedem Tei-
lungsschritt genau ein Pfad weiterverfolgt wird, gibt es beim R-Baum jeweils drei Möglichkeiten: Es ist
wie beim Wurzelknoten möglich, dass sich zwei oder mehr Kindknoten überlappen und somit mehrere
Pfade weiterverfolgt werden müssen. Es kann wie im Fall von R6 genau ein Kindknoten (R15) betroffen
sein. Am Beispiel von R7 ist ein Fall dargestellt, bei welchem keines der drei Kindknoten den relevanten
Raumbereich überlappt – die Suche kann also in einem inneren Knoten abgebrochen werden (“X”).
Auch das Einfügen und Entfernen eines Datensatzes ist deutlich komplexer. Beim Ein-
fügen muss das entsprechende Blatt gefunden werden. Hierbei gibt es pro durchlaufenem
Knoten bei einer Punktsuche (wie sie beim M-Baum notwendig ist) drei Möglichkeiten:
• Es gibt genau einen Kindknoten, in dem der Datensatz gesucht werden würde. In
diesem Fall wird dieser dort eingefügt.
• Es gibt mehrere sich überlappende Kindknoten, in dem der Datensatz gesucht wer-
den würde. In diesem Fall muss nach einer Heuristik ein Knoten ausgewählt werden.
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[93] schlagen hierfür den Knoten mit dem kleinsten Hypervolumen vor.
• An der Stelle, wo der neue Datensatz eingefügt werden soll, existiert kein Kind-
knoten. In diesem Fall muss nach einer Heuristik die Bounding Box eines Kind-
knotens erweitert werden. Diese Erweiterung muss rekursiv im Baum nach oben
propagiert werden, da die Bounding-Boxen der oberen Knoten meist auch erweitert
werden müssen.
Weiter verkompliziert wird beim R-Baum die Entscheidung über den Blattknoten, in
den ein Datensatz eingefügt wird, durch die Tatsache, dass das einzufügende Objekt eine
Ausdehnung besitzt. D.h. es existieren bzgl. eines Blattknotens nicht nur die zwei Möglich-
keiten, dass dieser die Position des einzufügenden Elementes umfasst oder nicht umfasst.
Das Datenelement kann zusätzlich auch nur partiell in einen oder mehrere existierende
Knoten passen. Ein nicht berücksichtigtes Kriterium ist es, bei mehreren Optionen für
den Blattknoten auch dessen Füllstand und damit die Balance mit zu berücksichtigen.
Ist die Blattkapazität nach dem Einfügen/Entfernen über- oder unterschritten, muss
das Blatt geteilt bzw. mit einem anderen Blatt zusammengefasst werden. Beim B-Baum
gibt es für diese Schritte jeweils ein triviales Optimum – das Blatt wird am Median
geteilt. Der entsprechende Knoten wird in den Elternknoten eingefügt. Die Aufteilung der
restlichen Knoten auf die beiden neuen Teilbäume ist durch die Sortierung gegeben. Die
optimale (balancierte) Teilung ist somit bei einer Knotenkapazität von k in O(k) möglich.
Beim R-Baum dient nicht eines der Kindknoten als Teilungskriterium. Statt dessen
werden die Kindknoten in zwei Gruppen aufgeteilt – die neuen Elternknoten werden
über die Bounding Box der zusammengefassten Knoten gebildet. Für die Aufteilung der
Kindknoten gibt es weder ein allgemeingültiges Optimalitätskriterium noch ein Verfahren,
effizient eine optimale Aufteilung bzgl. irgendeines Optimalitätskriteriums zu erreichen.
Sind vor der Teilung in einem Knoten k Kindknoten gespeichert, so existieren 2k−1 − 1
Möglichkeiten der Teilung.107
Abbildung 3.8.9 verdeutlicht die Problematik der Knotenteilung am Beispiel des B-
Baums und des R-Baums.
Beim B-Baum muss bei der exakten Suche immer genau ein Pfad verfolgt werden. Aus
diesem Grund bestimmt die durchschnittliche Suchpfadlänge die Suchzeit. Diese kann
worst-case minimiert werden, wenn der Baum balanciert ist. Dazu muss jede Knoten-
teilung balanciert erfolgen. Beim R-Baum sind bei der exakten Suche an jedem Knoten
zusätzlich die Verfolgung mehrerer Suchpfade oder der vorzeitige Suchabbruch möglich.
Die Suchzeit ergibt sich über die durchschnittliche Suchpfadlänge gewichtet mit der der
Anzahl der verfolgten Suchpfade. Eine balancierte Teilung, bei der in jedem Fall zwei
Pfade verfolgt werden müssen, weil die beiden neuen Elternknoten sich vollständig über-
lappen, verursacht eine höhere Suchzeit als der Verzicht auf diese Teilung.108 Überlappende
Knoten haben also einen stark negativen Einfluss auf die erwartete Suchzeit. Andererseits
107Prinzipiell existieren 2k Möglichkeiten, k Knoten auf zwei Elternknoten aufzuteilen. Es müssen jedoch
die zwei trivialen Lösungen ausgeschlossen werden, bei denen eine Gruppe leer bleibt. Da sich die beiden




k−1 − 1 Möglichkeiten.
108Besteht ein Knoten aus k Datenelementen, so müssen ohne Teilung k Elemente mit der Anfrage
verglichen werden. Kann der Raum überlappungsfrei in zwei Teile mit gleicher Elementanzahl geteilt
werden, so müssen nach der Auswertung des Teilungskriteriums nur noch k2 Elemente verglichen wer-
den. Insgesamt sind also k2 + 1 Schritte notwendig. Im Fall einer balancierten Teilung mit vollständiger
Überlappung müssen zunächst die Schnittkriterien der beiden neuen Eltern ausgewertet werden. Danach
müssen beide Pfade verfolgt und jeweils k2 Elemente verglichen werden. Es sind also 2 ·
k
2 + 2 = k + 2
Rechenschritte notwendig, dies sind mehr als ohne Teilung (k Rechenschritte).
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R11 R15R7… …










Teilung von Knoten R7
Abbildung 3.8.9: Knotenteilung beim B-Baum [166] (eindeutig, balanciert, links) und R-Baum [93] (mehr-
deutig, rechts). Beim B-Baum erfolgt die optimale Teilung am Median (R11) – die restlichen Kindknoten
werden nach ihrer Sortierung aufgeteilt. Beim R-Baum kann kein existierendes Element die Rolle einer
Teilbaumwurzel übernehmen. Es existiert auch kein klares Gütekriterium einer Teilung. Prinzipiell kann
jeder Knoten mit jedem anderen in einem Teilbaum kombiniert werden – es gibt in diesem simplen Fall
bereits 25−1 −1 = 15 Möglichkeiten der Teilung. (Der umhüllende Elternknoten ergibt sich automatisch.)
kann die Suche auch stark beschleunigt werden, wenn viele Suchanfragen bereits auf einer
hohen Baumebene abgebrochen werden können, weil dieser Teil des Raumes von keinem
Knoten abgedeckt wird. Eine ausführliche Analyse dieser Kriterien wird anhand des me-
trischen M-Baums in Kapitel 5 durchgeführt und in Kapitel 6 experimentell validiert. Die
Analyse und die experimentellen Ergebnisse zeigen, dass eine kompakte Teilung in jedem
Fall einer balancierten Teilung überlegen ist.
Jede Knotenteilung muss eine Abwägung zwischen diesen verschiedenen Gütekriterien
finden. Mögliche Gütekriterien für die Teilung sind Balance, kleinste umschlossene Hyper-
räume der beiden neuen Knoten, geringe Überlappung usw. Guttmann [93] schlägt hier
mehrere Verfahren vor, von denen eines eine Zeit von O(k) und ein anderes eine Zeit von
O(k2) benötigt. Nach der Teilung müssen die Bounding-Boxen der Elternknoten rekursiv
angepasst werden.
Bei der Teilung ist zu beachten, dass die Balance des gesamten B-Baums nicht nur aus
der Tatsache resultiert, dass der Baum von unten wächst, sondern primär daraus, dass
jede Knotenteilung lokal perfekt balanciert erfolgt. Ist dies, wie beim R-Baum und später
dem M-Baum, nicht mehr der Fall, kann der Baum leicht degenerieren. Das Wachstum
von unten verschlimmert die Baumstruktur noch. Gering ausgelastete Seitenäste dege-
nerieren durch die gleichmäßige Baumhöhe zu langen “Luftwurzeln”. Während bei einem
degenerierten eindimensionalen Baum im best case nur ein Knoten (der erste, O(1)) unter-
sucht werden muss, im average case die Hälfte aller Knoten (O(N2 )) und im worst case alle
Knoten (O(N)), müssen bei einem von unten wachsenden, degenerierten Baum selbst im
best case O(N) Knoten untersucht werden. Abbildung 3.8.10 verdeutlicht das Problem.
Das Entfernen eines Knotens verläuft analog zum Einfügen. Nach dem Entfernen des
Knotens aus dem Blatt werden Knoten, deren Minimalkapazität unterschritten wurde, aus
dem Baum entfernt und neu eingefügt. Dies kann beim R-Baum einen erheblichen Re-
organisationsaufwand bedeuten, während beim B-Baum nur eine lokale, deterministische
Umgruppierung der Knoten notwendig ist.
3.8.3.3 Bewertung und Erweiterungen
Der R-Baum ist eine verbreitete Datenstruktur zur Speicherung ausgedehnter Objekte









Abbildung 3.8.10: Degenerierter Blattbaum: Aufgrund des B-Baum-artigen Wachstums von unten zur
Wurzel haben alle Blätter die selbe Tiefe. Wenn die Knotenteilung anders als beim B-Baum nicht ba-
lanciert erfolgt, ist der entstehende Baum auch nicht balanciert. Dargestellt ist der extrem degenerierte
Fall, bei dem an jeder Teilung nur genau ein Element abgespalten wird. Bei eindimensionalen Bäumen
entspricht das Suchverhalten einer linearen Liste. Im Fall des B-Baum-artigen Wachstums bilden die ab-
gespaltenen Elemente “Luftwurzeln”, um die gemeinsame Blatttiefe zu erreichen. D.h. selbst wenn das
erste abgespaltene Element das gesuchte ist (Knoten B1), muss zunächst eine lange verkettete Knotenliste
von Knoten mit strukturierendem Element “B” verfolgt werden, bis an einem Blatt das Element gefunden
wird. Die Suchkomplexität beträgt also auch im best case O(N).
mehreren kommerziellen Datenbanksystemen angeboten, wie bspw. in PostgreSQL, Oracle
(mit Spatial Extender), IBM Informix oder MySQL.
Problematisch sind die Knotenüberlappungen, die auch durch fortgesetztes Einfügen
und Löschen zunehmen. Aus diesem Grund wurden viele Erweiterungen des R-Baumes
publiziert, die versuchen, die Überlappungen bspw. durch andere Split-Algorithmen zu mi-
nimieren. Beispiele hierfür sind der statische packed R-Tree [172], der entlang der Hilbert-
space-filling-Kurve splittende Hilbert R-Tree [108] oder der R∗-Baum [18].
Der R+-Baum [189] geht einen anderen Weg, um Überlappungen zu vermeiden. Er teilt
den Raum zwar nicht vollständig, jedoch überlappungsfrei. Bounding-Boxen von Knoten
dürfen sich nicht überlappen. Falls ein neu einzufügender Datensatz zu Überlappungen
führen würde, wird er in mehrere Knoten eingefügt. Somit muss bei der exakten Suche
nur ein Pfad verfolgt werden. Bei Ähnlichkeitssuchen jedoch müssen meist mehrere Pfade
verfolgt werden. Aufgrund der verteilten Speicherung von Datensätzen kann es passieren,
dass derselbe Datensatz über mehrere Pfade erreicht wird und untersucht werden muss.
Der R+-Baum leidet unter einer schlechten Speicherausnutzung.
Im Rahmen dieser Arbeit ist der Einfluss der nicht vollständigen und überlappungsfrei-
en Raumteilung auf die Baumstruktur und die Gestaltung und Performance von Einfüge-,
Lösch- und Suchoperationen interessant. Dieser Aspekt wird im Rahmen des metrischen
M-Baums in den Kapiteln 4 und 5 vertieft.
3.9 Zusammenfassung
In diesem Kapitel wurden Anforderungen und Techniken der Ähnlichkeitssuche umfassend
analysiert und systematisiert.
In einem ersten Teil wurde ein Überblick über mögliche Ähnlichkeitsfunktionen und
Anfrageformen gegeben. Zur besseren Veranschaulichung wurde die grundlegende Vorge-
hensweise am anschaulichen, aber wenig praxisrelevanten Beispiel der eindimensionalen
Ähnlichkeitssuche dargestellt. In Abschnitt 3.5 wurde untersucht, welche Auswirkungen
die Erweiterung der Ähnlichkeitssuche von eindimensionalen auf mehrdimensionale Räu-
me hat. Insbesondere stellt der Curse-of-Dimensionality in sehr hochdimensionalen Lm-
Räumen eine natürliche Grenze der Indizierbarkeit dar.
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In einem zweiten Teil dieses Kapitels wurden verschiedene Möglichkeiten der Ähn-
lichkeitssuche im mehrdimensionalen Lm-Raum vorgestellt und systematisiert. Neben ei-
ner exemplarischen Darstellung unterschiedlicher Indexprinzipien der mehrdimensionalen
Ähnlichkeitssuche:




lag der Schwerpunkt vor allem auf dem Herausarbeiten grundlegender Prinzipien und
Algorithmen, die für alle mehrdimensionalen Bäume gelten. Diese Algorithmen bilden die
Grundlage der metrischen Bäume.
Der dritte Teil dieses Kapitels widmete sich der Indizierung ausgedehnter Objekte. Bis
zu diesem Punkt war den dargestellten Bäumen gemein, dass sie den Raum vollständig und
überlappungsfrei einteilen. Diese Raumteilung vereinfacht die Zugriffsverfahren stark und
erhöht i.d.R. deren Effizienz. In metrischen Räumen ist es schwierig, eine solche vollstän-
dige und überlappungsfreie Raumteilung zu finden, die zudem gut die Ähnlichkeitssuche
unterstützt. Ein ähnliches Problem tritt bei ausgedehnten Objekten im niederdimensiona-
len euklidischen Raum auf. Da auf diesem Gebiet die Verfahren deutlich etablierter sind
und der Raum auch besser vorstellbar ist, wurde am Ende dieses Kapitels der R-Baum
als weitere Grundlage metrischer Bäume vorgestellt.
3.9.1 Gütekriterien von Ähnlichkeitssuchverfahren
Im Verlauf dieses Kapitels wurden eine Reihe von Anforderungen/Gütekriterien für Ähn-
lichkeitssuchverfahren identifiziert, nach denen die bisherigen und auch die später vorge-
stellten metrisches Zugriffsverfahren gemessen werden:
• Der Speicherbedarf sollte linear in der Datenmenge sein.
• Ein Verfahren, welches es erlaubt, effizient dynamisch Daten einzufügen und zu
löschen, ist zu bevorzugen.
• Zugriffszeit:
– Die einfachsten eindimensionalen Verfahren indizieren die Daten im Haupt-
speicher. Alle Operationen und Knotenzugriffe sind relativ schnell. Aus diesem
Grund wächst der Zeitaufwand mit der Anzahl der notwendigen Knotenzugrif-
fe. Die Zugriffskomplexität wird aus diesem Grund in dieser Anzahl gemessen –
die Verfahren sind darauf ausgelegt, die absolute Anzahl an Knotenvergleichen
zu minimieren.
– In komplexeren Domänen ist der Zeitaufwand nicht mehr gleichmäßig ver-
teilt. Ein einfaches Beispiel hierfür ist die Verwendung einer Datenstruktur, die
nicht mehr in den Hauptspeicher passt. Knotenzugriffe sind in diesem Fall mit
Externspeicherzugriffen verbunden, die deutlich aufwändiger sind als einfache
Knotenvergleiche. Entsprechende Datenstrukturen legen ihren Fokus auf die
Reduktion der Anzahl der notwendigen Externspeicherzugriffe. I.d.R. ist dies
durch die Verwendung eines Mehrwegbaumes möglich, wobei die vergleichsre-
levanten Daten eines Knotens jeweils in eine Externspeicherseite passen.
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– In anderen Domänen sind andere Aspekte der Suche zeitrelevant. Bei der Ähn-
lichkeitssuche in komplexeren metrischen Domänen, wie bspw. der Editierdi-
stanz auf längeren Texten oder der Query-by-Example-Suche in Multimedia-
Datenbanken, dominiert der Aufwand zur Bestimmung einer Entfernung zweier
Elemente alle anderen Aufwände inklusive des Zugriffs auf den Externspeicher.
In diesen Domänen kann es nützlich sein, viele Entfernungen vorberechnet zu
halten. Da diese Abwägungen domänenabhängig sind, sollte ein universelles
Ähnlichkeitssuchverfahren es erlauben, konfigurativ oder automatisch jeweils
einen anderen Aspekt zu optimieren, der die Ähnlichkeitssuche ausbremst.
• Die unterstützten Anfragearten und Abstandsfunktionen sollten durch das Verfah-
ren möglichst wenig eingeschränkt werden.
• Auch wenn i.d.R. nicht wie bei eindimensionalen Verfahren eine logarithmische Zu-
griffszeit für Einfügen, Ändern und exakte Suche erreicht werden kann, sollten diese
Zeiten doch deutlich unter denen der linearen (naiven) Suche liegen.
• Durch den Curse-Of-Dimensionality ist die Effizienz von Suchanfragen im höher-
dimensionalen euklidischen Raum beschränkt. Ein gutes Verfahren sollte hierbei
nicht den Einschränkungen durch die nominale, sondern nur den Einschränkungen
der intrinsischen Dimensionalität unterliegen.
3.9.2 Dimensionalität der Verfahren
Die im Rahmen dieser Arbeit dargestellten Verfahren können im Hinblick auf die Dimen-
sionalität und die Unterscheidung in Punktdaten und ausgedehnte Objekte in Kategorien
eingeteilt werden. Es existieren Verfahren der Ähnlichkeitssuche für:
• eindimensionale Punktdaten (bspw. Alter einer Person),
• Intervallsuche in niederdimensionalen euklidischen Räumen (eingeschränkte Bereichs-
suche). Diese Verfahren basieren auf der Verwendung mehrerer eindimensionaler
Indices (bspw. Alter und Einkommen einer Person).
• niederdimensionale euklidische Punktdaten (bspw. Positionen in GIS-, CAD-Systemen,
Computergraphik, ...),
• Punktdaten in hochdimensionalen Lm-Räumen (bspw. Menge kardinaler Features
beim Machine Learning),
• Punktdaten in beliebigen Räumen mit diskreter metrischer Abstandsfunktion (bspw.
Levenshtein-Editier-Distanz [124] über Texten),
• Punktdaten in beliebigen Räumen mit metrischer Abstandsfunktion (bspw. gewich-
tete Editierdistanz, Ähnlichkeit von Multimediaobjekten, prozessierten Wafern, ...)
sowie
• ausgedehnte Objekte in niederdimensionalen L2-Räumen (bspw. Flächen-/Volumen-
objekte in GIS-/CAD-Systemen, Computergraphik, ...).
Die meisten dieser Kategorien lassen sich so in eine Hierarchie einordnen, dass untere
Hierarchiestufen Spezialfälle der oberen Stufen sind. So sind eindimensionale Punktdaten
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ein Spezialfall niederdimensionaler L2-Punkte. Diese wiederum werden von hochdimensio-
nalen Lm-Punkten und weiter von Punkten in beliebigen metrischen Räumen subsumiert.
Abbildung 3.9.1 verdeutlicht die Subsumptionszusammenhänge der verschiedenen Kate-
gorien. Aufgrund dieser Kategorienhierarchie können Verfahren für allgemeinere Katego-













Voronoi-Diagramm, Grid-File, Quad Baum, …
B-Baum, AVL-Baum, Linear Hashing, … 









M-Baum, VPT, GHT, GNAT, AESA, …
Abbildung 3.9.1: Subsumptionsbeziehung der Ähnlichkeitssuchverfahren bzgl. der unterstützten Dimen-
sionalität
rien auch für Daten einer speziellen Kategorie verwendet werden. Bspw. ist es möglich,
zweidimensionale Punkte im euklidischen Raum mit dem M-Baum oder dem R-Baum zu
indizieren. I.d.R. sind jedoch speziellere Verfahren effizienter in ihrer Domäne, d.h. im
niederdimensionalen euklidischen Vektorraum sollte eher ein Verfahren wie ein Voronoi-
Diagramm oder ein kd-Baum zum Einsatz kommen als ein M-Baum.
Nach dieser grundlegenden Analyse von Indizierungsprinzipien und Algorithmen sowie
dem Herausarbeiten von Bewertungskriterien werden in den folgenden Kapiteln Verfahren
für die abgesehen von den ausgedehnten Objekten allgemeinste Kategorie – die Indizierung
von Punktdaten in metrischen Räumen – vorgestellt. Mit Ähnlichkeitssuchverfahren für
metrische Räume mit kontinuierlicher Abstandfunktion können alle Punktdaten in Lm-
Räumen, aber auch Probleme in vielen anderen Domänen indiziert werden, wie die Bei-
spiele in Kapitel 2 zeigen. Aus diesem Grund sollen sie als universelle, datenunabhängige
Ähnlichkeitsindexstruktur herausgearbeitet werden.
Im Anschlusskapitel 4 werden zunächst Unterschiede der Indizierung in metrischen
Räumen zu den in diesem Kapitel vorgestellten Verfahren herausgearbeitet. Anschließend
werden die aktuell verfügbaren Verfahren zur Indizierung metrischer Räume systemati-
siert und analysiert. Ein spezieller Fokus liegt hierbei auf dem universellsten Verfahren,
dem M-Baum. Dieser wird dann im darauf folgenden Kapitel 5 auf Schwächen analysiert












































































































































































































































































































































































































Tabelle 3.1: Räume der Ähnlichkeitssuche
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Während im letzten Kapitel die Grundlagen der Ähnlichkeitssuche gelegt und an Index-
strukturen für mehrdimensionale euklidische Vektorräume verdeutlicht wurden, sollen in
diesem Kapitel Verfahren zum Indizieren der Ähnlichkeitssuche für allgemeine metrische
Räume vorgestellt, systematisiert und analysiert werden. Zunächst erfolgt eine Abgren-
zung und Unterscheidung der Verfahren von den Verfahren, die im letzten Kapitel vorge-
stellt wurden.
4.1.1 Grenzen mehrdimensionaler Verfahren
Die bisher vorgestellten Methoden – bis auf die in Kapitel 3.8 diskutierten Verfahren für
ausgedehnte Objekte – dienen zum Indizieren von Punkten im k-dimensionalen euklidi-
schen Raum.
Einsatzbereich mehrdimensionaler Verfahren. Diese Methoden haben damit einen
breiten Anwendungsbereich. In vielen Domänen werden Objekte indiziert, die über Tupel
von k Einzeleigenschaften (“Features”) beschrieben werden. Sind die einzelnen Features
kardinal, so kann das Objekt als Punkt in einem k-dimensionalen Vektorraum aufgefasst
werden. Die meisten mehrdimensionalen Verfahren ordnen Punkte aufgrund ihrer Geome-
trie (d.h. der Ausprägungen einzelner Dimensionen) und nicht ihrer Abstände in Buckets
(bspw. Grid-File [147]) oder Teilbäume (bspw. kd-Baum [21]) ein.109 Sie wurden zwar pri-
mär für die euklidische L2-Metrik entworfen, lassen sich aber unter leichter Modifikation
der Suchalgorithmen auch für andere Metriken über kardinalen Vektorräumen nutzen.
Beispiele solcher Metriken sind modifizierte Lm-Metriken, wie die L1-Metrik (City Block
Distance) oder die gewichtete L2-Metrik.110 Weil für die Verwendung eines veränderten
Distanzmaßes zwar der Suchalgorithmus, nicht aber die Indexstruktur modifiziert werden
muss, können Distanzfunktionen interaktiv zur Laufzeit variiert werden. I.d.R. ist dies
jedoch nur für Metriken möglich, bei denen die einzelnen Dimensionsausprägungen unab-
hängig von den Ausprägungen anderer Dimensionen sind. So können u.a. alle Lm-Metriken
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(siehe Abschnitt 3.2.3.1) verwendet werden, aber bspw. nicht die Earth-Mover-Heuristik
für Histogramme (siehe Abschnitt 3.2.3.4).111
Die meisten Verfahren wurden ursprünglich für 2- und 3-dimensionale euklidische
Vektorräume entworfen und gehen implizit von einem niederdimensionalen Vektorraum
mit einer Lm-Metrik aus. In Domänen, in denen viele Einzeleigenschaften (Dimensionen)
indiziert werden, muss die Auswahl der Indizierungsverfahren entsprechend auf Struk-
turen eingeschränkt werden, die die effiziente Ähnlichkeitssuche in hohen Dimensionen
erlauben. Dies schließt bspw. Voronoi-Diagramme [212] und den Quad-Baum [78] aus.
Ein weiteres Problem hochdimensionaler Daten in Lm-Räumen ist der Curse of Di-
mensionality (siehe Abschnitt 3.5.6). Dieser verschlechtert die Effizienz der Indizierung
in hochdimensionalen Daten dramatisch. Der Curse of Dimensionality betrifft alle Index-
strukturen (d.h. nicht nur die mehrdimensionalen Verfahren).
Verwendung mehrdimensionaler Verfahren in Grenzbereichen. Mehrdimensio-
nale Punktzugriffsverfahren können in einem gewissen Rahmen auch für Domänen einge-
setzt werden, für die sie eigentlich nicht vorgesehen waren.
1. Eine Möglichkeit hierfür ist die ähnlichkeitserhaltende Abbildung von Objekten des
Domänenraumes auf Punkte in einem kardinalen Vektorraum. In diesem Fall kön-
nen die Abbilder der eigentlichen Objekte mit mehrdimensionalen Verfahren indi-
ziert werden. In Abschnitt 3.8.2 wurden ausgedehnte Objekte im niederdimensiona-
len Vektorraum auf Punkte im höherdimensionalen Vektorraum abgebildet. Analog
wird in Abschnitt 4.2 ein Verfahren vorgestellt, um beliebige metrische Räume in
einen euklidischen Vektorraum abzubilden. (Bei der Abbildung in den Vektorraum
entstehen jedoch Abbildungsfehler, die die Effizienz oder Genauigkeit der Ähnlich-
keitssuche verringern.)
2. Werden die zu indizierenden Objekte zwar über Tupel unabhängiger Einzeleigen-
schaften beschrieben, die aber nicht kardinale, sondern bspw. ordinale oder nomina-
le Daten darstellen, so können Metriken, wie der Simple Matching Coefficient (siehe
Abschnitt 3.2.3.3) verwendet werden. In diesem Fall können ein- und mehrdimensio-
nale Verfahren nur bedingt helfen, den Suchraum zu verkleinern. (Siehe Abschnitt
3.5.2.) In diesen Fällen wäre die Anwendung eines allgemeinen metrischen Indizie-
rungsverfahrens hilfreich.
3. In vielen Domänen ist das anzuwendende Ähnlichkeitsmaß eher implizit über mensch-
liches Ähnlichkeitsempfinden gegeben. In solchen Fällen wird oft allein deshalb ein
L2-Abstand gewählt, weil sich dieser gut mit mehrdimensionalen Verfahren indizie-
ren lässt. Beispielsweise wird beim SIFT-Verfahren (Scale Invariant Feature Trans-
form) [128, 129] in der Objekterkennung ein Histogramm von Gradienten um einen
markanten Punkt (Interest Point) erstellt. Um ein Objekt in einem Bild wieder-
zufinden wird versucht, zu dessen markanten Punkten ähnliche markante Punkte
im Bild wiederzufinden, wobei die Ähnlichkeit über das Gradientenhistogramm be-
schrieben wird. Obwohl eine Reihe fundierter Distanzfunktionen für Histogramme
existieren (siehe Abschnitt 3.2.3.4), wurde hier ohne Begründung “nur” der euklidi-
sche Abstand verwendet. Anstelle der suboptimalen Wahl des L2-Abstandes sollte
111Ngu et al. [144] verwenden die Earth-Mover-Heuristik, um die Ähnlichkeit von Web-Services zu be-
schreiben. Zur Suche verwenden sie jedoch keinen metrischen Index. Anstelle dessen beschreiben sie eine
aufwändige, domänenspezifische Vorfilterung und eine anschließende brute-force Suche. Die so beschrie-
bene Datenbank von Web-Services dürfte relativ schlecht skalieren.
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besser ein passenderes Abstandsmaß zusammen mit einem allgemeinen metrischen
Indizierungsverfahren verwendet werden.
4. Domänen, in welchen die Objekte durch Tupel mit sehr vielen kardinalen Einze-
leigenschaften beschrieben werden, unterliegen dem Curse of Dimensionality. Sie
können somit mit keinem Verfahren effizient für die Ähnlichkeitssuche indiziert wer-
den. In einigen dieser Domänen sind jedoch Einzeleigenschaften zu großen Teilen
linear abhängig von anderen Einzeleigenschaften. Sind bspw. bei 100 Einzeleigen-
schaften nur 2 Einzeleigenschaften linear unabhängig, so kann dies geometrisch als
2-dimensionale Ebene, die in einen 100-dimensionalen Vektorraum eingebettet ist,
interpretiert werden. Die nominale Dimension der Daten ist also 100, während die in-
trinsische (tatsächliche) Dimensionalität nur 2 beträgt. Während die effiziente Ähn-
lichkeitssuche für 100-dimensionale kardinale Punktdaten mit keinem Verfahren effi-
zient möglich ist, so existieren doch sehr effiziente Verfahren für den 2-dimensionalen
euklidischen Raum. Um Daten mit einer sehr viel niedrigeren intrinsischen als no-
minellen Dimensionalität effizient zu indizieren, gibt es zwei Ansätze:
(a) Mit Hilfe der Hauptachsentransformation [160] kann für derartige Daten die
eingebettete Ebene gefunden werden. Die Koordinaten der gespeicherten Punk-
te auf der eingebetteten Ebene werden dann mit Hilfe effizienter mehrdimen-
sionaler Verfahren indiziert. Das Verfahren kann auch dann eingesetzt werden,
wenn die Punkte nur approximativ auf einer Ebene liegen. In diesem Fall wer-
den sie senkrecht auf die Ebene projiziert, bei der Rücktransformation aus dem
2-dimensionalen Raum können die originalen Koordinaten nur ungefähr wieder-
gewonnen werden. Diese Abbildungsfehler verringern entweder die Genauigkeit
oder die Effizienz der Ähnlichkeitssuche.112
(b) Die meisten Verfahren für allgemeine metrische Räume berücksichtigen für
die Indizierung nur die Abstände einzelner Punkte. Die Abstandsverteilung
in euklidischen Räumen hängt von der intrinsischen und nicht der nominel-
len Dimensionalität ab. Aus diesem Grund erreichen Verfahren für allgemeine
metrische Räume die Effizienz zweidimensionaler Daten auch dann, wenn die
Eingabe aus 2-dimensionalen Punkten besteht, die in einen 100-dimensionalen
Vektorraum eingebettet sind. Sie “erkennen” also die zugrundeliegende int-
rinsische Dimensionalität der Daten. D.h. derartige Daten können auch ohne
die komplexe und fehlerbehaftete Anwendung der Hauptachsentransformati-
on [160] gut mit allgemeinen metrischen Verfahren indiziert werden.
Grenzen mehrdimensionaler Verfahren. Mehrdimensionale Punktzugriffsverfahren
können in vielen Domänen eingesetzt werden. Auch darüber hinaus werden sie aufgrund
ihrer breiten Verfügbarkeit oft eingesetzt, obwohl eine allgemeingültige metrische Index-
struktur sinnvoller wäre. Über die im letzten Absatz genannten Punkte hinaus können
mehrdimensionale Verfahren nicht eingesetzt werden, wenn sich der Abstand nicht aus
einem Tupel unabhängiger Einzelwerte bestimmen lässt. Dies trifft bspw. für die Editier-
distanz nach Levenshtein [124] für Texte, die Earth Mover Metrik [174] für Histogramme
112Die Ähnlichkeitssuche im Vektorraum liefert nur Ergebniskandidaten. Wird die Ergebniskandidaten-
liste in dieser Form als Ergebnis verwendet, so wird die Ähnlichkeitssuche approximativ. (D.h. die
Genauigkeit sinkt.) Die Liste der Ergebniskandidaten kann jedoch auch nachträglich auf Erfüllung der
eigentlichen Ähnlichkeitsanfrage geprüft werden. Dies führt zu einer exakten Ähnlichkeitssuche. Die Ef-
fizienz kann jedoch stark sinken, weil unter Umständen eine sehr große Menge von Kandidaten geprüft
werden muss.
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(siehe Abschnitt 3.2.3.4) oder den Abstand gesampelter Funktionen (siehe Abschnitt 2.4)
zu. In diesen Szenarien sollten Indexstrukturen für allgemeine metrische Räume eingesetzt
werden, die in diesem Kapitel beschrieben werden.
4.1.2 Grundlegende Unterschiede metrischer Indexstrukturen
zu mehrdimensionalen Punktzugriffsverfahren
In niederdimensionalen Räume gelten einige Eigenschaften, die die Indizierung sehr ver-
einfachen und implizit von den meisten mehrdimensionalen Verfahren unterstellt werden.
Für allgemeine metrische Räume gelten diese Eigenschaften nicht mehr:113
1. Verfahren für mehrdimensionale Räume besitzen gewisse Informationen über die
innere Struktur der indizierten Objekte (die Ausprägungen der einzelnen Dimen-
sionen). Diese Informationen werden zumeist auch für die Indizierung genutzt. In
metrischen Räumen existieren derartige Informationen nicht. Das einzige verfügbare
Indizierungsmerkmal ist der Abstand zweier Objekte.
2. Wie im letzten Abschnitt beschrieben, können bei den meisten Indexstrukturen
für kardinale Vektorräume die Distanzmaße zur Laufzeit variiert werden, ohne den
Index zu ändern. Da bei den meisten Verfahren für allgemeine metrische Räume
die Distanz selbst indiziert wird, ist hier eine nachträgliche Variation der Distanz
i.d.R. nicht mehr möglich. Es gibt jedoch gewisse Möglichkeiten, die Distanzfunktion
nachträglich in einem gewissen Rahmen zu variieren.
(a) Analog zur Kombination mehrerer eindimensionaler Indices bei komplexen rela-
tionalen Abfragen können mehrere metrische Indices für jeweils ein bestimmtes
(fixes) Distanzmaß erstellt werden. Die Ergebnisse dieser Einzelindices können
zur Laufzeit variabel gewichtet kombiniert werden. Auf diese Weise ist zumin-
dest in einem gewissen Rahmen eine nachträgliche Variation des Gesamtdi-
stanzmaßes möglich. Ansätze für derartige komplexe Ähnlichkeitsfunktionen
(siehe Abschnitt 3.3.8) bestehen bspw. im A0-Algorithmus114 oder verschiede-
nen Erweiterungen des M-Baums (M2-Baum [47], M3-Baum [37]). Weiterhin
existieren eine Reihe von Verfahren, die jedoch nur in Vektorräumen anwend-
bar sind. Ein Ansatz stammt von Böhm et al. [29] und basiert auf dem VA-File
[213]. Chaudhuri und Gravano [39] nutzen Statistiken zur Datenverteilung in
Einzeldimensionen, um komplexe Anfragen zu beantworten. Eine Einführung
in die Thematik wurde in Abschnitt 3.3.7 gegeben.
(b) Eine andere Möglichkeit der Variation der Distanzfunktion zur Laufzeit besteht
in der Nutzung einer Kontraktionsbeziehung zwischen Distanzfunktionen. Die
gespeicherten Daten werden dabei mit einer fixen Distanzfunktion d0 indiziert.
Bei der Anfrage kann jede Distanzfunktion di verwendet werden, zu der d0
kontraktiv ist. D.h. alle Entfernungen in d0 müssen kleiner sein als die Entfer-
nungen im Anfragedistanzraum di.Ergebnisse der Anfrage an den Index sind
113Zu Unterschieden zwischen der Ähnlichkeitssuche in niederdimensionalen euklidischen Räumen auf
der einen und metrischen Räumen auf der anderen Seite siehe u.a. [75, 48].
114In dem von Fagin [73] vorgestellten A0-Algorithmus werden an alle Einzelindices separat lazy evaluier-
te ∞-Nächste-Nachbarn-Anfragen gestellt. Dies sind k-Nächste-Nachbarn-Anfragen mit unspezifiziertem
k, die die Daten sortiert nach ihrer Nähe zum Anfrageobjekt zurückgeben. Die Objekte werden dabei
nicht auf einmal zurückgegeben, sondern nach jedem gefundenen Objekt unterbrochen und bei Bedarf
fortgesetzt. So ergeben sich dynamische Warteschlangen für alle Einzelindices, die schrittweise geleert
werden, bis die komplexe Anfrage beantwortet ist.
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dann nur Ergebniskandidaten, die noch auf die Erfüllung im Anfragedistanz-
raum geprüft werden müssen. Dieses Prinzip wird auch bei der Abbildung
metrischer Räume in Vektorräume (siehe Abschnitt 4.2) genutzt.
3. In niederdimensionalen Vektorräumen kann die Position eines Objektes durch we-
nige Zahlen beschrieben werden. Entsprechend belegt der Teil des Objektes, der zur
Indizierung erforderlich ist, sehr wenig Speicherplatz. Somit können ähnliche Stra-
tegien wie bei B-Baum-Varianten [166] angewendet werden, um in einer Externspei-
cherseite viele Objektpositionen zu speichern. In allgemeinen metrischen Räumen,
wie dem Abstand von Multimedia-Objekten oder Texten muss im Gegensatz dazu
zur Indizierung jeweils das komplette Objekt betrachtet werden, um dessen Ab-
stand zu einem Indizierungsobjekt zu bestimmen. Da ein Multimedia-Objekt meist
sehr viel größer ist als eine Externspeicherseite, hat die Verwendung B-Baum-artiger
Strategien in vielen Domänen nur geringe Auswirkungen.
4. In k-dimensionalen Räumen mit kleinem k kann in Suchbäumen eine Verzweigungs-
entscheidung in maximal O(k) getroffen werden. Eine Entfernung kann ebenfalls
in O(k) bestimmt werden. Die dafür notwendigen Rechenzeiten sind verglichen mit
dem Aufwand, ein Objekt vom Externspeicher zu laden, sehr klein. Entsprechend
gelten für mehrdimensionale Verfahren ähnliche Abwägungen, wie für den B-Baum:
Bei Indices, die innerhalb des Hauptspeichers verwaltet werden, wird die Anzahl
notwendiger Knotenvergleiche minimiert, bei Strukturen, die nur teilweise in den
Hauptspeicher geladen werden können, eher die Zahl der notwendigen Externspei-
cherzugriffe. Dazu wird i.d.R. eine paginierte (Baum-)Struktur verwendet. Bei den
Indexstrukturen für allgemeine metrische Räume muss in jedem Verzweigungsschritt
eine Entfernung bestimmt werden. In den meisten Domänen ist die Bestimmung der
Entfernung eine komplexe Funktion, deren Aufwand die Zugriffszeit auf eine Ex-
ternspeicherseite übersteigen kann. (Bei der Levenshtein-Editierdistanz zweier Tex-
te der Längen M und N ist der Aufwand zur Bestimmung eines Abstandes bspw.
O(M ·N).) Aus diesem Grund minimieren effiziente metrischen Indexstrukturen vor
allem die Zahl der notwendigen Entfernungsberechnungen. Je nach Domäne kann
jedoch auch die Anzahl der notwendigen Externspeicherzugriffe eine Rolle spielen.
4.1.3 Ausblick auf die vorgestellten Verfahren
Die Verfahren zur Indizierung der Ähnlichkeitssuche in allgemeinen metrischen Räumen
können u.a. nach ihrer Funktionsweise eingeteilt werden in
• Verfahren, die Daten in einen anderen Raum transformieren: Die Daten werden in
einen Raum transformiert, in dem bessere oder einfachere Verfahren zur Ähnlich-
keitsindizierung existieren. Im Fall metrischer Räume wird hier meist eine ähnlich-
keitserhaltende Abbildung in den euklidischen Raum gewählt, um eines der wohlver-
standenen, effizienten mehrdimensionalen Punktzugriffsverfahren (siehe Abschnitte
3.6 und 3.7) anwenden zu können. Ein analoges Vorgehen wird bei den Space Filling
Curves (siehe Abschnitt 3.6.3) für die Transformation mehrdimensionaler Objekte
in den eindimensionalen Raum oder der Transformation ausgedehnter Objekte in
höherdimensionale Punkträume (siehe Abschnitt 3.8.2) angewendet.
• Verfahren für diskrete Distanzfunktionen: In einer Untermenge der metrischen Räu-
me ist d ∈ N0, d.h. es sind nur diskrete Entfernungen möglich. Ein Beispiel hierfür
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ist u.a. die ungewichtete Editierdistanz von Texten. Eine Reihe von Verfahren ba-
siert auf der Existenz diskreter Entfernungskategorien und ist folglich nur für diese
Untermenge von metrischen Distanzfunktionen anwendbar.
• Verfahren für allgemeine (kontinuierliche) Distanzfunktionen mit d ∈ R+0 . Dies ist
die allgemeinste Kategorie von Verfahren für beliebige metrische Räume.
Einen guten Überblick über Verfahren der metrischen Ähnlichkeitssuche geben u.a. Chávez
et al. [43] sowie Zezula et al. [219]. Erweiterte Problematiken, wie die approximative oder
komplexe Ähnlichkeitssuche wurden bereits unabhängig von der verwendeten Indexstruk-
tur und dem indizierten Raum in Abschnitt 3.3 ausführlich diskutiert. Für die komplexe
Ähnlichkeitssuche werden mehrere atomare Indexstrukturen in einer Superstruktur ge-
kapselt. Die verwendete Datenstruktur der atomaren Ähnlichkeitsindices ist dabei irrele-
vant, solange Standard-Anfragen unterstützt werden. Es existieren jedoch auch atomare
Verfahren, die speziell zur Beantwortung komplexer Ähnlichkeitsanfragen ausgelegt sind.
Solche Verfahren (wie bspw. der M2-Baum [47]) werden als Erweiterung des M-Baums in
Abschnitt 4.7.2 dennoch kurz vorgestellt.
Das weitere Kapitel folgt obiger Klassifikation. In Abschnitt 4.2 werden zunächst Ver-
fahren diskutiert, metrische Räume ähnlichkeitserhaltend in einen euklidischen Vektor-
raum zu transformieren, um die im letzten Kapitel 3 vorgestellten mehrdimensionalen
Verfahren nutzen zu können. Abschnitt 4.3 stellt anschließend einige Verfahren vor, die
Daten in metrischen Räumen mit diskreter Distanzfunktion indizieren. Abschließend wer-
den in Abschnitt 4.4 Verfahren vorgestellt, die in beliebigen metrischen Räumen genutzt
werden können. Der Fokus liegt dabei auf dem M-Baum [48], der in Abschnitt 4.5 separat
vorgestellt wird. Dieser bildet die Basis des im Rahmen dieser Arbeit in den Folgekapiteln
5 sowie 6 entwickelten EM-Baums. Abschließend werden noch in den Abschnitten 4.6 und
4.7 einige der vielen Erweiterungen des M-Baums diskutiert.
4.2 Ähnlichkeitserhaltende Abbildung in den eukli-
dischen Raum
Die Idee, Daten ähnlichkeitserhaltend in einen anderen Raum zu transformieren, um sie
dort leichter indizieren zu können, wird in verschiedenen Domänen eingesetzt.
• In Abschnitt 3.6.3 wurde ein Verfahren vorgestellt, um Punkte im mehrdimensio-
nalen euklidischen Raum ähnlichkeitserhaltend in den eindimensionalen Raum zu
transformieren. So können angepasste eindimensionale Verfahren eingesetzt werden.
• Um ausgedehnte Objekte in mehrdimensionalen euklidischen Räumen indizieren zu
können, wurde in Abschnitt 3.8.2 ein Verfahren vorgestellt, diese als Punktdaten in
einen höherdimensionalen euklidischen Raum abzubilden. Damit können angepasste
mehrdimensionale Punktzugriffsverfahren zum Einsatz kommen.
In beiden Beispielen werden Daten in einen anderen Raum transformiert, für den mehr,
besser verstandene und effizientere Indexverfahren zur Verfügung stehen. Dabei kann
i.d.R. nicht die volle Effizienz der Verfahren des Zielraumes erreicht werden.115
115Anfragen müssen in den Zielraum und die Ergebnisse wieder zurück in den Originalraum transfor-
miert werden. Meist sind die so gewonnenen Ergebnisse nur Ergebniskandidaten, die im Originalraum
noch überprüft werden müssen. Zudem entstehen selbst durch Transformation einfacher Anfragen im
Originalraum sehr komplexe Anfragen im Zielraum, die auch in diesem meist nicht effizient beantwortet
werden können.
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RAUM
Ein analoges Verfahren existiert auch, um Daten in allgemeinen metrischen Räumen
auf mehrdimensionale euklidische Räume abzubilden, um die dortigen Verfahren zu nut-
zen. Dabei sind die Distanzen im transformierten Raum kleiner als die Distanzen im
metrischen Raum, d.h. die beiden Distanzfunktionen sind kontraktiv. Ergebnisse einer
Ähnlichkeitsabfrage im transformierten Raum sind somit nur Ergebniskandidaten, die im
metrischen Raum noch auf die tatsächliche Erfüllung des Anfragekriteriums geprüft wer-
den müssen.116 Ein Vorteil dieses Indizierungsprinzips ist neben der größeren Vielfalt an
Indexstrukturen die Tatsache, dass im Index selbst nur mit euklidischen Entfernungen
gearbeitet wird. Diese sind in der Regel deutlich schneller berechenbar als komplexere
metrische Distanzfunktionen, wie bspw. die Editierdistanz über längeren Texten oder die
Ähnlichkeit zweier Bilder.
Das Prinzip wird von Korn et al. [116] als GEMINI -Verfahren vorgestellt. Dabei wird
durch eine Funktion jeder Datenpunkt des originalen metrischen Raumes so auf einen
Punkt im mehrdimensionalen Raum abgebildet, dass eine zugehörige Distanzfunktion
sich kontraktiv verhält. Dadurch, dass die Distanzen im Vektorraum immer kleiner oder
gleich denen im metrischen Raum sind, können Datenpunkte mit zu großen Distanzen
zuverlässig ausgeschlossen werden. Die im euklidischen Raum erhaltene Menge an Lö-
sungspunkten ist im metrischen Raum nur eine Menge von Lösungskandidaten, da die
tatsächliche Entfernung größer sein kann. Aus diesem Grund muss abschließend für jeden
Lösungskandidaten die Anfrageeigenschaft explizit im metrischen Raum geprüft werden.
Wird der zweite Teil der Suche – die teure Prüfung der Anfrageeigenschaft im metrischen
Raum – weggelassen, so kann das Verfahren zur deutlich beschleunigten approximativen
Ähnlichkeitssuche genutzt werden. [219]
Faloutsos und Lin [77] geben in Anlehnung an die Karhunen-Loeve-Transformierung
(siehe bspw. [27, 80]) mit dem FastMap-Verfahren ein universelles Verfahren an, um me-
trische Daten in euklidische Vektorräume unbekannter Dimension abzubilden.
Zunächst soll das Verfahren für Daten skizziert werden, die tatsächlich in einem k-
dimensionalen Vektorraum liegen. In einem solchen Raum entspricht das Vorgehen der
Wahl einer neuen orthogonalen Vektorbasis. Ein k-dimensionaler Vektorraum kann durch
k beliebige, linear unabhängige Vektoren beschrieben werden. Die Position eines Punktes
p wird durch Linearkombination der k Vektoren bestimmt. Sind die k Vektoren orthogo-
nal, kann das Gewicht wi eines Einzelvektors vi in der Linearkombination durch ortho-
gonale Projektion von p auf den Vektor bestimmt werden. Zur Orthogonalisierung eines
k-dimensionalen Vektorraums kann wie folgt vorgegangen werden:
1. Aus dem Vektorraum werden zwei nicht-identische Punkte gewählt, diese definieren
eine Achse vj.
2. Die restlichen Punkte pi werden orthogonal auf diese Achse projiziert. Die Koordi-
nate wi,j entlang dieser Achse ergibt sich durch den Projektionspunkt pi,alongj .
3. Jeder Punkt pi kann durch Kombination zweier Vektoren beschrieben werden:
(a) dem Projektionspunkt pi,alongj , der durch wi,j · vj beschrieben wird, sowie
(b) einen dazu orthogonalen Vektor pi,othoj , der den Restvektor darstellt.
116Ein analoges Prinzip wird bei ausgedehnten Objekten verwendet. Hier werden in der Regel nur die
Bounding Boxen der Objekte indiziert. Eine Anfrage an den Index liefert keine Objekte sondern nur
betroffene Bounding Boxen zurück. Die zu den Bounding Boxen gehörigen Objekte müssen noch auf die
Erfüllung des Anfragekriteriums geprüft werden.
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4. Jeder der Restvektoren, der nicht der Nullvektor ist, kann als nächste Achse vj+1
verwendet werden.
5. Alle anderen Restvektoren werden auf diese Achse vj+1 projiziert, um eine weitere
Koordinate und einen weiteren Restvektor zu erhalten.
Dieses prinzipielle Vorgehen wird nun auf beliebige metrische Daten angewendet. Über
diese Daten ist lediglich die Entfernung bekannt. Aus diesem Grund kann der Projektions-
schritt ausschließlich auf Basis der Entfernungsmatrix erfolgen. Auch die Bestimmung der
Restvektoren erzeugt in diesem Fall keine Vektoren, sondern eine veränderte Entfernungs-
matrix (mit reduzierten Entfernungen).
Die Idee ist es, einen Teil der gespeicherten Datenpunkte zur Definition der k Vek-
toren zu verwenden. Ein Vektor vi wird dabei durch zwei nicht identische Datenpunkte
ai,1und ai,2 aufgespannt. Unter Annahme, dass diese in einem euklidischen Vektorraum lie-
gen, kann aus ihrer Entfernung zueinander d(ai,1, ai,2) und der Entfernung beider Punkte
zu einem dritten Punkt p : d(ai,1, p) sowie d(ai,2, p) dieser Punkt p orthogonal auf den
Vektor vi projiziert werden. Das Gewicht dieses Vektors vi in der Linearkombination zur
Positionierung von p bestimmt sich dann durch:
wi =
d(ai,1, p)2 + d(ai,1, ai,2)2 − d(ai,2, p)2
2 · d(ai,1, ai,2)2
. (4.2.1)
In einem euklidischen Vektorraum kann p nun durch Kombination dieses gewichteten
Vektors mit einem dazu orthogonalen Restvektor prest,i beschrieben werden:
p = wi · vi + prest,i. (4.2.2)
Nachdem für jeden Datenpunkt die Koordinaten xi entlang dieser Achse bestimmt wur-
den, wird diese Dimensionskomponente entfernt. Alle Datenpunkte werden somit auf eine
gedachte Hyperebene projiziert, die orthogonal zu dieser Achse verläuft. Dadurch redu-
zieren sich die bilateralen Entfernungen der Punkte um einen Teil, der durch deren Lage
entlang der Achse vi beschrieben wurde. Es wird also eine Rest-Entfernungsmatrix aller
Punkte erstellt. Da in Lm-Räumen die Entfernungen nach Dimensionen separierbar sind,
kann der durch die Dimension der Achse verursachte Entfernungsanteil (unter Annahme
eines euklidischen Raumes) leicht entfernt werden:
drest(xi, xj)2 = dvoll(xi, xj)2 − (xi − xj)2. (4.2.3)
Mit den verbliebenen Entfernungen kann nun eine neue Achse bestimmt werden. Mit
jeder neuen Dimension nehmen die Rest-Entfernungen ab. Dadurch ist das Verfahren
kontraktiv. Die letztendlich verbleibende Rest-Entfernung stellt den Fehler gegenüber der
metrischen Entfernung dar. Das Verfahren ermöglicht die freie Wahl der Dimensionsanzahl
k. Mit höherem k wird die Entfernung genauer approximiert. Es steigt jedoch auch der
Anfrageaufwand, da zu einem Anfragepunkt für jede Achse die tatsächlichen Entfernun-
gen zu den Achsenpunkten bestimmt werden müssen. Eine anschauliche Darstellung des
FastMap-Algorithmus findet sich auch in [183].
Problematisch an FastMap ist die Unterstellung, dass die Daten in einem euklidischen
Vektorraum unbekannter Dimension vorliegen. (Diese Annahme wird in beiden Schritten
(Gleichung 4.2.2 und 4.2.3) zur Bestimmung einer neuen Achse angewendet.) Ist dies
nicht der Fall, kann es passieren, dass keine kontraktive Abbildung möglich ist, so dass
der FastMap-Algorithmus fehlschlägt. [102]
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4.3 Metrische Indexingverfahren für diskrete Distanz-
funktionen
Die ersten Indexstrukturen zur Ähnlichkeitssuche in metrischen Räumen wurden für dis-
krete Distanzfunktionen vorgestellt, d.h.
d : O × O −→ N0.
Dabei handelt es sich um eine Untermenge der metrischen Räume, bei denen nur natür-
liche Zahlen als Distanzen auftreten. Ein Beispiel für eine solche Distanzfunktion ist die
in Abschnitt 2.1 vorgestellte ungewichtete Editierdistanz über Texten.
Da bei diskreten Distanzfunktionen meist nur wenige unterschiedliche Distanzwerte
existieren, können alle zu speichernden Objekte bezüglich eines sogenannten Pivot-Ele-
ments in diskrete Entfernungskategorien (bspw. Entfernung 1, 2, 3, ...) eingeteilt werden.
Ein erstes Verfahren hierfür ist der BK-Baum [35]. Dieser unterteilt den Raum an
inneren Knoten nach den Entfernungskategorien der eingefügten Objekte zu dem Pivot-
Element des inneren Knotens. Ein Objekt p wird als Pivot-Element gewählt. Die Entfer-
nung aller anderen Objekte zu p wird bestimmt. Alle Objekte der selben Entfernung zu p
werden in den selben Unterbaum eingefügt. Unterbäume, die mehr als ein Element enthal-
ten, werden durch Wahl eines Elementes zur Teilbaumwurzel auf die selbe Weise weiter

























Abbildung 4.3.1: Prinzip BK-Baum [35]: Wurzel-Pivot-Element ist u1 – die entsprechenden Entfernungs-
ringe sind links oben dargestellt. Es existieren 5 Elemente mit einer Entfernung von 2 zu u1 (u2,u3,u4, u5
und u6). Für diese wird ein neuer Teilbaum mit der Teilbaumwurzel u3 gebildet. Die Entfernungsringe
dieses Teilbaums sind links unten, der eigentliche Baum rechts dargestellt.
die Entfernung des Anfrageobjektes q zur Baumwurzel w bestimmt. Mit Hilfe des Such-
radius r und der Dreiecksungleichung lässt sich nun feststellen, welche Entfernungsringe
Ri potentiell von der Anfrage betroffen sind:
Ri ∈ R : r − d(w, q) ≤ Ri ≤ r + d(w, q).
Ist in einem Ring nur ein Element gespeichert, so wird dessen Entfernung zum Anfrage-
objekt bestimmt um zu prüfen, ob es die Anfrage erfüllt. Bei mehreren Elementen wird
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die Suche rekursiv in den betroffenen Teilbäumen fortgesetzt.Wie bei der Wurzel muss
auch hierfür die Entfernung des Anfrageelementes zum Pivot-Element der Teilbaumwurzel
bestimmt werden.
Eine Erweiterung des BK-Baumes ist der Fixed Query Tree (FQT) [12]. Dieser ver-
bessert die Such-Performance des BK-Baumes. Wie oben beschrieben, müssen bei der
Suche im BK-Baum auf einer Baumebene immer die Entfernungen zu den Pivot-Elemen-
ten aller auf dieser Ebene durchsuchten Teilbäume bestimmt werden. Wurde also bspw.
auf Wurzelebene festgestellt, dass die Ringe mit den Entfernungen 3 bis 5 betroffen sind,
muss also auf der zweiten Ebene die Entfernung zu den Wurzelknoten aller Teilbäume
der Ringe 3 bis 5 bestimmt werden. Da im Gegensatz zu ein- und mehrdimensionalen
Bäumen in metrischen Räumen eine Entfernungsberechnung deutlich aufwändiger ist als
das Verfolgen von Verweisen auf einen oder mehrere Unterbäume, kann durch Reduktion
der Entfernungsberechnungen auf diese Ebene ein Performance-Gewinn erzielt werden.
Im Fixed Query Tree [12] wird aus diesem Grund auf einer Baumebene für alle Teilbäume
das selbe Pivot-Element genutzt. (Dieses ist so nicht mehr unbedingt Teil des Teilbaums
selbst.) Bei der Suche muss dann auf einer Baumebene unabhängig von der Anzahl der
durchsuchten Teilbäume nur noch eine Entfernung (zum Pivot-Element dieser Ebene)
bestimmt werden. Abbildung 4.3.2 verdeutlicht die Struktur des Fixed Query Trees.
u1
u1































Abbildung 4.3.2: Prinzip Fixed Query Tree [12]: Die Wurzelebene (oben links) unterscheidet sich nicht
vom BK-Baum (da es nur einen Teilbaum und ein Pivot-Element u1 gibt). Auf der zweiten Ebene wird ein
Pivot-Element u3 für alle Teilbäume dieser Ebene gewählt. Entsprechend enthalten die Entfernungsringe
(links unten) im Gegensatz zum BK-Baum nicht nur die Daten des Teilbaums von u3 sondern alle. Rechts
ist der Baum dargestellt. Neben jeder Baumebene zeigt ein Pfeil das zuständige Pivot-Element an.
Baeza-Yates et al. [12] erweitern den FQT weiterhin zum Fixed Height Query Tree
(FHQT), bei dem zusätzlich jeder Blattknoten die selbe Tiefe hat. Bei diesem “Baum”
wird jedes gespeicherte Element durch ein Tupel von Entfernungen zu jedem Pivot-
Element charakterisiert. Chavez et al. [41] verzichten auf die überflüssige Baumstruktur,
welche nichts zur Reduktion der notwendigen Entfernungsberechnungen beiträgt, und
speichern die Tupel der indizierten Daten kompakt als Fixed Query Array (FQA).
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Die in diesem Abschnitt vorgestellten Verfahren bieten eine einfache Möglichkeit der
Indizierung metrischer Räume. Sie lassen sich jedoch meist nur auf metrische Räume
mit diskreter Distanzfunktion anwenden.117 Ein weiteres Problem der Ansätze dieses Ab-
schnitts ist die Bestimmung der Baumtiefe. Diese ist in allen Fällen abhängig davon, wie
diskriminativ die Aufteilung der Entfernungsringe auf der ersten Ebene ist, und nicht da-
von, wie viele Elemente im Baum gespeichert sind. Dies hat negative Auswirkungen auf
die Sucheffizienz. Ein Extrembeispiel soll dies kurz verdeutlichen. Gegeben sei eine Domä-
ne, in denen die diskreten Entfernungen sehr groß sein können. In dieser Domäne werden
nun 1.000.000 Elemente gewählt, die einen gleichmäßig wachsenden Abstand zum ersten
Element besitzen. D.h. das zweite Element hat einen Abstand von 1, das dritte von 2,
usw. In allen beschriebenen Verfahren erhält der Indizierungsbaum nur eine Ebene, weil in
jedem Entfernungsring nur ein Element gespeichert ist. Eine übliche Bereichssuchanfrage
in dieser Domäne könnte einen Radius von 10.000 besitzen. Im beschriebenen Baum/Ar-
ray deckt diese Anfrage i.d.R. 10.000 Entfernungsringe ab. D.h. nach Bestimmung der
Entfernung des Anfrageelementes zum Wurzelelement muss die Entfernung aller 10.000
Elemente zum Anfrageelement bestimmt werden, die in diesen Ringen liegen. In einem
Baum mit zwei Ebenen könnte diese Zahl drastisch reduziert werden. Wie dieses Beispiel
demonstriert, wird bei der Verwendung der Verfahren dieses Abschnitts implizit davon
ausgegangen, dass die Entfernungen in diesem metrischen Raum nicht nur diskret, sondern
auch klein sind.
4.4 Metrische Indexingverfahren für kontinuierliche
Distanzfunktionen
Distanzfunktionen mit kontinuierlichem Wertebereich:
d : O × O −→ R+0
beschreiben auf einer Trägermenge die allgemeinsten metrischen Räume.
Abschnitt 4.4.1 beschreibt kurz Verfahren, die sich an den Prinzipien der im letzten
Abschnitt 4.3 vorgestellten Strukturen für diskrete metrische Räume orientieren. Diese
Verfahren sind jedoch nicht praktikabel. Aus diesem Grund werden in den Folgeabschnit-
ten Verfahren vorgestellt, die speziell für kontinuierliche Distanzfunktionen entwickelt
wurden. Auch der M-Baum [48] und der in dieser Arbeit vorgestellte EM-Baum gehören
in diese Kategorie. Da der M-Baum aber als Kern der Arbeit ausführlich analysiert und
erweitert wird, wird er in einem eigenen Abschnitt 4.5 diskutiert. Kapitel 5 stellt dann
den EM-Baum vor.
4.4.1 Der Vantage Point Tree
Eine erste Möglichkeit, kontinuierliche Distanzfunktionen zu unterstützen, basiert auf
einer Adaption der Verfahren für diskrete metrische Räume. Anstelle von Entfernungska-
tegorien werden Entfernungsintervalle betrachtet.
Eine Möglichkeit hierfür ist das Fixed Slices FQA welches von Chavez et al. [40, 41]
basierend auf dem Fixed Query Array entwickelt wurde. Die Intervalle haben hierbei eine
konstante Breite b. D.h. das erste Intervall erfasst Entfernungen 0 ≤ d < b, das zweite
117Am Anfang von Abschnitt 4.4 werden zwei Verfahren skizziert, die das Grundprinzip des FQA an-
wenden, um kontinuierliche metrische Distanzen zu indizieren. Diese werden dabei in Intervalle eingeteilt.
Bei diesem Ansatz bestehen jedoch Probleme in der Wahl sinnvoller Intervalle für freie Domänen.
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Intervall Entfernungen b ≤ d < 2 · b, usw. Die Schwierigkeit besteht hier darin, eine sinn-
volle Intervallgröße für eine allgemeine metrische Distanzfunktion auf unbekannten Daten
und unbekannter Domäne zu wählen. Wird b zu groß angesetzt, verliert der Baum seine
Diskriminativität, da alle Elemente im selben Entfernungsring liegen. Ist b zu klein, liegt
jedes gespeicherte Element in einem eigenen Entfernungsring. Die damit einhergehenden
Schwierigkeiten wurden in einem Beispiel am Ende von Abschnitt 4.3 skizziert.
Ein universeller einsetzbares Vorgehen besteht in der Bestimmung der Intervallbrei-
ten basierend auf der Entfernungsverteilung der Daten. Eine erste Möglichkeit wurde von
Uhlmann [207] als Vantage Point Tree vorgestellt. Dieser entspricht einem BK-Baum,
wobei die Distanzintervalle Quantilen entsprechen, d.h. jeweils die selbe Menge an Da-
tenpunkten enthalten. Ein ähnliches Prinzip wurde deutlich später von Chavez et al. [41]
erneut als Erweiterung des Fixed Query Array auf ein Fixed Quantiles Query Array an-
gewendet. Dabei wird im Gegensatz zum VPT jedoch auf einer Ebene für alle Knoten das
selbe Pivotelement118 eingesetzt.
Die einfachste Form ist ein binärer Vantage Point Tree mit einer Intervallgrenze am
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Abbildung 4.4.1: Prinzip Vantage Point Tree [207]: binärer Vantage Point Tree mit einer Intervallgrenze
an der Medianentfernung 2,15 zum Wurzelelement u1. Alle Elemente, deren Entfernung kleiner als dieser
Median sind (u1 bis u6), werden in einem Teilbaum gespeichert, aller anderen Elemente (u7 bis u10) in
einem anderen Teilbaum. Links ist die Teilung (erste Ebene) geometrisch dargestellt. Der resultierende
Baum ist rechts skizziert.
der Wahl von Quantilen als Intervallgrenzen ist der Baum balanciert. Gegenüber dem BK-
Baum ergeben sich jedoch einige Nachteile. Die Entfernungsverteilung muss a priori zu-
mindest abgeschätzt werden können, um die Quantile zu bestimmen. D.h. die Datenstruk-
tur ist eher statisch. Weiterhin ist bei Untersuchung eines Kinderknotens im Gegensatz
zum BK-Baum nicht dessen Entfernung zum Elternknoten bekannt, nur die Ordnungsre-
lation zu den Quantilen. Insofern müssen manche Entfernungsberechnungen durchgeführt
werden, die bei Kenntnis der Kind-Eltern-Entfernung anhand der Dreiecksungleichung
hätten eingespart werden können. Solche Ansätze werden in [216] diskutiert.119
Bozkaya und Ösoyoglu [31] erweitern den Vantage Point Tree zum Multi-Vantage-
Point-Tree (MVPT). Dieser verwendet die Optimierung des Fixed Query Tree [12], auf
einer Baumebene für alle Knoten die selben Pivotelemente zu verwenden. Weiterhin set-
zen sie anstelle nur eines Pivotelementes (“Vantage Point”) in jedem Knoten mehrere
Pivotelemente ein und erreichen so eine feinere Raumunterteilung. Bei der Verwendung
von m Quantilen als Intervallgrenzen und k Pivots pro Knoten hat der Baum einen Ver-
zweigungsfaktor von (m + 1)k.
118Bei Uhlmann [207] und Bozkaya und Ösoyoglu [31] wird dieser Zentralpunkt (d.h. das Pivot-Element)
“Vantage Point” genannt.
119Genauere Erläuterungen finden sich in Abschnitt 4.5.3.2 anhand des M-Baums. Analog dazu können
auch beim VP-Baum die Kind-Eltern-Entfernungen im Kindknoten gespeichert werden.
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Um bei der Bereichssuche mehr Kindknoten von der weiteren Suche ausschließen zu
können, erweitert Yianilos [217] den VP-Baum zum VPF-”Wald”. Hierbei wird ein In-
tervall fester Breite ρ um den Median vom Baum ausgeschlossen und in einem separaten
Baum eingefügt. Dieses “Niemandsland” zwischen den beiden Kindern hilft bei Bereichs-
suchen mit kleinem Radius r ≤ ρ manchmal, eines der beiden Kinder auszuschließen, wenn
im normalen VP-Baum beide Kinder hätten durchsucht werden müssen. Dafür muss der
Überlaufbaum durchsucht werden. Dieses Exclude-the-Middle-Prinzip der Raumteilung
wird auch von vielen anderen Verfahren, wie bspw. dem in Abschnitt 4.4.4 besprochenen
D-Index [63], benutzt.
Nachteilig an den Ansätzen dieses Abschnitts ist, dass zumindest ein repräsentativer
Teil der Daten a priori bekannt sein muss, um die Entfernungsquantile zu bestimmen. Ein
nachträgliches Einfügen oder Löschen ist also nur bedingt möglich.
4.4.2 Der GH-Baum
Eine völlig andere Herangehensweise an Indexingverfahren für kontinuierliche Distanz-
funktionen wählt jeweils zwei Zentrumsobjekte als Teilbaumwurzeln aus. Kinderobjekte
werden jeweils in der Teilbaumwurzel gespeichert, der sie am nächsten liegen. Die Idee
wurde zuerst von Kalantari und McDonald [107] als binärer Bisector-Baum vorgestellt.















Abbildung 4.4.2: Prinzip Bisector-Baum [107] (Mit leichten Modifikationen bekannter als GH-
Baum [207]): Zwischen den beiden Pivot-Elementen u9 und u10 wird in der Mitte eine trennende Hyper-
ebene gezogen (Strich). Punkte, die näher bei u9 liegen (u1, u4, u5, u8, u9 und u11), werden im entspre-
chenden Teilbaum gespeichert; die Punkte, die näher bei u10 liegen (u2, u3, u6, u7 und u10), entsprechend
in dessen Teilbaum. Links ist die Teilung geometrisch, rechts als Baum dargestellt.
Bei der Bereichssuche wird an jedem untersuchten Knoten festgestellt, welcher Teil-
baumwurzel das Anfrageelement q am nächsten ist. Dieser Teilbaum p1 muss in jedem Fall
weiterverfolgt werden. Um festzustellen, ob auch Kindknoten des anderen Teilbaums p2
von der Anfrage betroffen sind, muss geprüft werden, ob die Anfragehyperkugel mit Ra-
dius r die trennende Hyperebene der beiden Teilbaumwurzeln schneidet. Beim originalen
Bisector-Baum erfolgt die Prüfung auf Basis der Dreiecksungleichung:
d(q, p1) + r ≥
d(p1, p2)
2 . (4.4.1)
Dies entspricht einer Drehung von q um p1 in die Verbindungslinie der beiden Pivots p1 und
p2. Dadurch wird jedoch die Entfernung des Anfrageobjektes zur trennenden Hyperebene
unterschätzt, d.h. der zweite Teilbaum muss öfter untersucht werden als eigentlich not-
wendig. Unter Nutzung der Entfernung d(q, p2) konnte Uhlmann [207] die Hyperebenen-
prüfung deutlich verschärfen. Die Hyperebene kann von der Anfragehyperkugel nur dann
geschnitten werden, wenn gilt:
d(q, p1) + r ≥ d(q, p2) − r. (4.4.2)
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Minimalabstand Anfrageobjekt zu p2
Maximalabstand Anfrageobjekt zu p1
Abbildung 4.4.3: Hyperebenentests beim Bisector-Baum [107] und Generalized Hyperplane Tree [207]:
Beim Bisector-Baum erfolgt die Prüfung durch Drehung der Anfragehyperkugel in die Verbindungslinie
von p1und p2. Beim Generalized Hyperplane Tree kann der Schnitt mit der Hyperebene deutlich genauer
auf Basis der beiden Entfernungen von q zu p1 und p2 abgeschätzt werden.
Dieser Generalized-Hyperplane Tree (GH-Baum) reduziert aufgrund der verbesserten
Hyperebenen-Schnittprüfung die Anzahl an notwendigen Entfernungsberechnungen wäh-
rend einer Suchanfrage gegenüber dem Bisector-Baum. Abbildung 4.4.3 verdeutlicht das
Vorgehen der Schnitttests von Bisector-Baum und Generalized Hyperplane Tree.
Brin [32] erweitert den GH-Baum zum Mehrwegbaum (Geometric Near-Neighbor Ac-
cess Tree – GNAT ). Die Verwendung mehrerer Pivotelemente in jedem Baumknoten und
Zuordnung zum nächsten Nachbarn führt zu einer voronoi-artigen Unterteilung des Raum-
es. Das Prinzip ist in Abbildung 4.4.4 dargestellt. Zusätzlich zu dieser Variation speichern
die Elemente die Entfernung zu ihrem Pivot-Knoten. Dies ermöglicht, wenn ein Teilbaum
von einer Anfrage betroffen ist, über die Dreiecksungleichung die Einsparung der Entfer-
nungsberechnung zu einigen Kindelementen dieses Teilbaums. Dieses Prinzip wurde auch
von den Autoren des M-Baums [48] verwendet, eine ausführliche Diskussion findet sich
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Abbildung 4.4.4: Prinzip GNA-Baum [32]: Der Raum wird zwischen mehreren Pivot-Elementen (erste
Ebene: u8, u9, u10 und u11) durch trennende Hyperebenen in Gebiete nächster Nachbarn aufgeteilt. Es
entsteht eine voronoi-artige Teilungsgeometrie (links). Rechts ist der Baum dargestellt.
Eine ähnliche Raumunterteilung wurde auch schon von Dehne und Noltemeier [59]
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einige Jahre früher als Voronoi-Tree vorgeschlagen.120
Generell bedeutet das Teilungsprinzip der trennenden Hyperebene, dass Elemente im-
mer in dem Teilbaum gespeichert werden, dessen Zentrum-Objekt sie am nächsten unter
allen Zentrumsobjekten dieser Baum-Ebene sind. Dies entspricht einem Clustering “Parti-
tioning around Medoids” [110]. Chavez und Navarro[42] verwenden dieses Prinzip explizit
in einer Index-Struktur “List of Clusters”.
Eine Mehrwegraumteilung nahe bei Teilbaumwurzelobjekten nimmt auch der in Kapi-
tel 4.5 ausführlich vorgestellte M-Baum vor. Dort verläuft die Raumteilung jedoch nicht
explizit an Clustergrenzen, sondern in überlappenden Hyperkugeln mit einem definierten
Radius um das Teilbaumwurzelelement. Samet [177] klassifiziert die überlappungsfreie
und vollständige Raumteilung mit trennenden Hyperebenen als clusterbasiert und den
Ansatz, der auch vom M-Baum verfolgt wird, als Pivot-basiert.
Als letzte Erweiterung des GH-Baums sei der Monotone Bisector-Baum [150, 151]
genannt. Er ist eine Erweiterung des Bisector-Baums um die Idee, die im Prinzip auch
dem Fixed Query Tree [12] zugrunde liegt – der Mehrfachverwendung von Pivots. Es wird
hier jeweils eines der Pivots des Elternknoten weiterverwendet. Dadurch, dass die Distanz
eines Anfrageknotens zu den Pivots bei der Entscheidung über die Weiterverfolgung eines
Baumknotens bestimmt werden muss, ist somit eine der beiden notwendigen Distanzen
bereits bekannt und muss nicht neu bestimmt werden.
4.4.3 AESA
Eine dritte Herangehensweise wird von Vidal [210] für das Ähnlichkeitssuchverfahren
AESA eingeführt. In einer Matrix werden die bilateralen Entfernungen aller enthaltenen
Objekte gespeichert. Bei einer Anfrage wird dann ein zufälliges Pivot-Objekt p ausge-
wählt, von welchem die Entfernung d(q, p) zum Anfrageobjekt q bestimmt wird. Über die
Zugehörigkeit dieses Objektes p zur Ergebnismenge kann aufgrund der Entfernung direkt
entschieden werden. Über die Dreiecksungleichung
d(q, ok) ≥ |d(q, p) − d(ok, p)| (4.4.3)
können weiterhin viele gespeicherte Objekte ausgeschlossen werden, wenn die bestimmte
Schranke größer als der Suchradius r ist. Abbildung 4.4.5 verdeutlicht das Prinzip. Nach
u1 u2 u3 u4 ...
u1 0 2,5 7 ...







Abbildung 4.4.5: Prinzip AESA [210]: links: Struktur,rechts Bereichssuche um q, erster Schritt (Vergleich
mit u1). Die durchgehende Linie symbolisiert den Suchbereich. Der ringförmige Bereich zwischen beiden
gestrichelten Kreisen muss weiterverfolgt werden – andere Knoten (u1,u3,u5) können verworfen werden.
diesem ersten Schritt kann definitiv über die Zugehörigkeit des gewählten Pivotelementes p
120Ein Überblick über Voronoi-Diagramme findet sich in Abschnitt 3.6.1.
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zur Ergebnismenge entschieden werden. Ein Teil der anderen gespeicherten Elemente kann
aufgrund ihrer bekannten Entfernung zu p und der Dreiecksungleichung von der Suche
ausgeschlossen werden. Übrig bleibt eine reduzierte Menge von Punkten, die potentiell im
Ergebnis enthalten sein können. Auf diesen und deren Entfernungsmatrix wird der erste
Schritt mit einem neuen Pivot-Element p2 wiederholt. So kann eine Entscheidung über
p2 getroffen und weitere Punkte ausgeschlossen werden. Dieses Verfahren wird so lange
fortgesetzt, bis über alle Kandidaten entschieden wurde.
Die Komplexität der Suche hängt stark vom Gütekriterium121 und der Anzahl der
notwendigen Suchschritte ab. Allein in einem einzelnen Suchschnitt muss für jedes gespei-
cherte Objekt die untere Entfernungsschranke mit Hilfe der Dreiecksungleichung bestimmt
werden. Dies bedeutet gemessen in der Anzahl verglichener Knoten bei k Suchschritten
einen linearen Suchaufwand von O(k·N). Werden nur die notwendigen Entfernungsberech-
nungen betrachtet, so muss in einem einzelnen Suchschritt lediglich eine Entfernung d(q, p)
bestimmt werden. Insgesamt sind also nur O(k) Entfernungsberechnungen notwendig. Der
Speicheraufwand des Verfahrens ist wie der Konstruktionsaufwand (sowohl gemessen in
allgemeinen Rechenschritten als auch Entfernungsberechnungen) mit O(N2) sehr aufwän-
dig. Das nachträgliche Einfügen eines Elementes mit einer Einfügekomplexität von O(N)
erhöht die Gesamteinfügekomplexität jedoch nicht. Beim Löschen eines Elementes müssen
lediglich Zeilen und Spalten aus der Entfernungsmatrix entfernt werden, neue Distanz-
berechnungen sind nicht notwendig. Aufgrund des extrem hohen Einfügeaufwandes ist
AESA dennoch eher eine statische Datenstruktur.
Der Fokus des Verfahrens liegt klar auf der Minimierung der Anzahl an notwen-
digen Entfernungsberechnungen während der Suche. Diesem Ziel werden alle anderen
Gütekriterien völlig untergeordnet. Für die meisten Anwendungsgebiete ist der extreme
Speicher- und Konstruktionsaufwand zu aufwändig. Auch der lineare Suchaufwand ge-
messen in sonstigen Rechenschritten schränkt den Einsatzbereich von AESA weiter ein.
Um den quadratischen Speicher- und Konstruktionsaufwand zu umgehen, führen Mico
et al. [139] das Lineare AESA-Verfahren (LAESA) ein. Hierfür wird die bilaterale Ent-
fernungsmatrix auf eine feste Anzahl von k Pivot-Elementen und somit die Speicher- und
-konstruktionskomplexität auf O(k · N) beschränkt. Dafür lässt sich das Verfahren nicht
mehr bis zum letzten Element rekursiv durchführen, zum Schluss müssen die Entfernun-
gen der verbliebenen Kandidaten direkt verglichen werden. Bei diesem Verfahren hat die
Auswahl der verwendeten Pivot-Elemente einen großen Einfluss auf den resultierenden
Suchaufwand. Bustos et al. [36] stellen ein Verfahren vor, um diese Pivot-Auswahl zu op-
timieren. Diese Optimierung könnte in einem gewissen Rahmen auch zur Optimierung des
vollständige AESA-Verfahrens eingesetzt werden, da die Reihenfolge der Pivot-Elemente
den Suchaufwand mit bestimmt.
Einige andere Erweiterungen von (L)AESA versuchen den zusätzlichen, linearen CPU-
Aufwand zu reduzieren. Dieser entsteht dadurch, dass für jedes betrachtete Pivot-Element
für jedes gespeicherte Element separat entschieden werden muss, ob es von der Suche
121In vielen metrischen Räumen ist der Aufwand einer einzelnen Entfernungsberechnung so groß, dass
die Zeit für Entfernungsberechnungen alle sonstigen Rechenschritte dominiert. Darum wird im Fall me-
trischer Zugriffsverfahren die Zeitkomplexität meist in der Anzahl notwendiger Entfernungsberechnungen
gemessen. Wird dieses Komplexitätsmaß verwendet, so muss für AESA für jeden Suchschritt nur eine
Entfernung bestimmt werden. (Bei k Suchschritten beträgt der Aufwand also O(k).) Gerade im Fall von
AESA ist (abhängig von der Domäne und der Anzahl gespeicherter Datenelemente) der sonstige Rechen-
aufwand nicht vernachlässigbar. Nach jeder Entfernungsberechnung müssen bei N gespeicherten Objekten
O(N) Dreiecksungleichungen mit vorbestimmten Entfernungen ausgewertet werden. Bei k Suchschritten
sind also O(k · N) sonstige Rechenoperationen notwendig.
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ausgeschlossen werden kann. Dies ist der Fall, wenn gilt:
|d(q, p) − d(ok, p)| > r. (4.4.4)
Da für ein Pivot-Element p jeder Teil dieses Terms bis auf d(ok, p) konstant ist, entspricht
dies einer eindimensionalen Bereichsanfrage. Weiter betrachtet werden müssen nur Ele-
mente, für die gilt
d(q, p) − r ≤ d(p, ok) ≤ d(q, p) + r. (4.4.5)
Dieser Bereich ist in Abbildung 4.4.5 der Ring zwischen den beiden gestrichelten Kreisen.
Ein solches eindimensionales Intervall kann effizient mit einem beliebigen eindimensio-
nalen Verfahren in O(log N) bestimmt werden, bspw. durch Sortieren der Elemente nach
ihrer Entfernung. Theoretisch ist dieser Ansatz für jede Zeile der Entfernungsmatrix mög-
lich. Nach dem ersten Pivot-Element hilft er jedoch nicht weiter, weil die Schnittmengen
der Kriterien aller Zeilen gesucht werden und kein effizientes Verfahren dafür bekannt
ist. Eine Möglichkeit, die nach Kenntnis des Verfassers nicht verfolgt wurde, ist es, ein
mehrdimensionales Verfahren einzusetzen, in dem jede Zeile der Entfernungsmatrix einer
Dimension entspricht.
Eine andere Möglichkeit wurde von Shapiro [191] vorgestellt. Hier wird die (L)AESA-
Matrix nach den Entfernungen der ersten Zeile (des ersten Pivotelements) sortiert. In
dieser ersten Zeile kann mit Hilfe einer angepassten binären Suche eine Bereichssuche nach
Elementen erfolgen, die weiterverfolgt werden müssen. Bei den folgenden Pivot-Elementen
wird dann für jedes Kandidatenelement wieder direkt geprüft, ob dieses ausgeschlossen
werden kann.
4.4.4 Der D-Index
Idee. Ein weiteres Indizierungsprinzip wurde von Dohnal et al.[63] als Distance-Index
(D-Index) vorgestellt. Das Verfahren versucht, die Grundidee einer Hashtabelle auf die
metrische Ähnlichkeitssuche zu übertragen. Der Raum wird dabei in Bereiche (Buckets)
unterteilt, so dass Elemente eines Buckets einen Mindestabstand von dmin von jedem
Element jedes anderen Buckets besitzen. Bei Suchanfragen wird zunächst der Bucket bq des
Anfrageelements q bestimmt. Im Fall der exakten Suche muss anschließend nur noch dieses
Bucket bq durchsucht werden. Im Fall einer Bereichssuche mit einem Radius r ≤ dmin kann
aufgrund des Mindestabstands zweier Buckets kein anderer Bucket betroffen sein, so dass
auch in diesem Fall lediglich bq durchsucht werden muss.
Indizierungsprinzip auf einer Ebene. Die oben skizzierte Raumteilung erreichen
Dohnal et al. [63] durch den Schnitt von Entfernungsschalen um Pivotelemente. Für ein
einzelnes Pivot-Element p wird der Median dm der Entfernungen aller gespeicherter Ele-
mente zu p bestimmt. Ein Entfernungsintervall um den Median [dm − ρ, dm + ρ] wird
separat betrachtet (Exclusion Set bzw. S[−]). Alle anderen Elemente liegen entweder in-
nerhalb einer Hyperkugel um p mit einem Radius von dm − ρ – der zugehörige Bucket
wird S[0] genannt – oder außerhalb einer Hyperkugel um p mit einem Radius von dm + ρ
(Bucket S[1]). Aufgrund des trennenden Rings des Exclusion Set beträgt der Mindest-
abstand zweier Elemente aus S[0] und S[1] dmin = 2 · ρ. In dieser Form besitzt die Da-
tenstruktur zwei Buckets (S[0]und S[1]) sowie ein gesondert zu behandelndes Exclusion
Set. Das Prinzip ist in Abbildung 4.4.6 dargestellt. Da in den meisten Domänen die
Entfernungen nahezu normalverteilt sind,122 lassen sich an dieser Stelle bereits Aussagen
122Siehe Abschnitt 3.5.6.
125






Abbildung 4.4.6: Prinzip Entfernungsringe beim D-Index [63]: Ausgehend von einem Pivotelement p wird
der Median aller Entfernungen dm bestimmt. Ein Bereich um den Median ([dm − ρ, dm + ρ] wird als
Exclusion Set (S[−]) bezeichnet. Elemente innerhalb der inneren Hyperkugel (Radius dm − ρ) liegen im
ersten separierbaren Bucket S[0], Elemente außerhalb der äußeren Hyperkugel (Radius dm +ρ) im zweiten
separierbaren Bucket S[1].
über die Kardinalität der drei Elementmengen (S[0], S[1] sowie S[−]) treffen. Die höchste
Wahrscheinlichkeitsdichte besteht innerhalb S[−]. Unabhängig von p (aber abhängig von
der Breite des Ausschlussbereiches 2 · ρ) gelangt ein fester Anteil der Elemente a[−] in
den Ausschlussbereich. Aufgrund der Symmetrie der Normalverteilung ist der Anteil der
Elemente in S[0] und S[1] nahezu gleich bei ca.
1−a[−]
2 .
Weil die Elemente eines betroffenen Buckets linear durchsucht werden müssen und die
Anzahl von Elementen in einem Bucket linear mit der gespeicherten Datenmenge wächst,
skaliert das Verfahren in dieser Form nicht. Aus diesem Grund verwenden Dohnal et al. [63]
mehrere Pivotelemente pi. Ein gespeicherter Datensatz kann nun bezüglich jedes Pivots pi
in eine der drei Elementmengen Si,[0], Si,[1] oder Si,[−] eingeordnet werden. Jeder Datensatz,
der bezüglich irgendeines Pivots pi im Ausschlussbereich Si,[−] liegt, wird in einer globalen
Ausschlussliste gesondert behandelt. Bei allen anderen Elementen ergibt sich der Bucket
aus der Schnittmenge der Elementmengen Si,[0] und Si,[1]. Auf diese Weise wird der Raum
bspw. durch zwei Pivotelemente in die vier Buckets S[00] (bzgl. beider Pivots in S[0]), S[01]
(bzgl. p1 in S[0] und bzgl. p2 in S[1]), S[10] und S[11], sowie die Überlaufliste (bestehend
aus den Kombinationen S[−0], S[−1], S[−−], S[0−] und S[1−]) eingeteilt. Das Prinzip für zwei
Pivotelemente ist in Abbildung 4.4.7 dargestellt.
Auf diese Weise wächst die Bucketanzahl ||B|| exponentiell mit der Anzahl an Pivot-





Datenelemente. Der Ausschlussbereich enthält ca. 1 − (1 − a[−])||P || aller gespeicherten
Elemente. Soll bei wachsender Datenmenge die Anzahl an Elementen in einem Bucket












Gleichzeitig sinkt aber auch der Anteil der Elemente, die in irgendeinem separierbaren
Bucket gespeichert sind (d.h. nicht im Exclusion Set) exponentiell mit N. Ist bspw. ρ so
gewählt, dass im Exclusion Set eines Pivotelementes 10% aller Entfernungen liegen, und
ist die Kapazität eines Buckets C = 10, so werden bereits bei 100.000 Datenelementen
70% im Exclusion Set gespeichert – lediglich 30% liegen in einem separierbaren Bucket.
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Abbildung 4.4.7: Prinzip Raumteilung D-Index [63] (adaptiert nach [219]): Dargestellt ist eine Teilungs-
ebene mit zwei Pivotelementen. Ringe um den Entfernungsmedian werden jeweils als Extension Set
gesondert behandelt. Alle anderen Raumbereiche lassen sich bzgl. jedes Pivots in den inneren (S[0]) oder
den äußeren Bereich (S[1]) einteilen. Die Schnittmengen (S[00],S[01], S[10] sowie S[11]) bilden separierbare
Buckets mit einem Mindestabstand von 2 · ρ.
Behandlung des Exclusion Set. Dohnal et al. [63] bilden für das Exclusion Set eine
neue Bucket-Ebene mit neuen Pivot-Elementen. Wieder wird versucht, die Elemente in
separierbare Buckets zu speichern. Für alle Elemente, bei denen dies misslingt, wird ein
neues Exclusion Set gebildet. Das Verfahren wird rekursiv fortgesetzt, bis das Exklusi-
on Set klein genug ist, um als letzter “Bucket” linear durchsucht zu werden. Insgesamt
entspricht das Verfahren also einer mehrstufigen Hashtabelle.
Suche. Der D-Index kann effizient nur Bereichsanfragen mit einem Radius von r ≤ 2 · ρ
beantworten. Dafür wird beginnend bei der Wurzelebene wie folgt vorgegangen:
1. Das Anfrageelement q wird bzgl. aller Pivots der ersten Ebene einer der drei Teil-
mengen S[−], S[0] oder S[1] zugeordnet.
2. Es wird unterschieden, ob q in ein separierbares Bucket fällt, oder ob es mindestens
bzgl. eines Elementes im Exclusion Set liegt.
(a) q liegt in einem separierbaren Bucket. Alle Elemente dieses Buckets müssen
linear auf die Erfüllung der Bereichsanfrage geprüft werden. Wenn die Such-
hyperkugel bzgl. mindestens eines Pivots in den Ausschlussbereich hineinragt,
muss die Suche mit Schritt 1 für die nächste Index-Ebene fortgesetzt werden.
Andernfalls kann die Suche in diesem Schritt abgebrochen werden.
(b) q liegt im Ausschlussbereich. In diesem Fall muss überprüft werden, bzgl. wel-
cher Pivots q in S[−] liegt. Mit dieser Information kann die Menge der auf dieser
Ebene zu durchsuchenden Buckets eingeschränkt werden. Im Extremfall müs-
sen alle Buckets dieser Ebene linear durchsucht werden. In jedem Fall muss die
Suche mit Schritt 1 für die nächste Indexebene fortgesetzt werden.
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Kritik. Der D-Index ist eine statische Datenstruktur, da die Anzahl an Pivotelementen
dynamisch mit der Datenmenge wachsen müsste, um eine konstante Effizienz zu gewähr-
leisten. Der Einsatzbereich ist relativ beschränkt. Es werden nur Bereichsanfragen für
r ≤ 2 · ρ effizient beantwortet. Gleichzeitig führt eine steigende Größe dieser Mindes-
tentfernung zu einem exponentiellen Wachstum der Element in der Überlaufliste und
damit auch zu einem exponentiellen Wachstum der Anzahl an Indexschichten. Dies er-
höht den Speicherbedarf und senkt die Effizienz des Verfahrens drastisch, da auf nahezu
jeder Suchebene mit hoher Wahrscheinlichkeit das Anfrageelement im Exclusion Set liegt.
Insgesamt wird dieses exponentielle Wachstum des Ausschlussbereichs durch den Zusam-
menschluss der Ausschlussbereiche der einzelnen Pivots verursacht. Unverständlich ist in
diesem Zusammenhang, warum Dohnal et al. [63] die drei Raumteile pro Pivot nicht zu
einer vollständigen, einschichtigen Raumaufteilung nutzen. Dies würde nach Ansicht des
Verfassers die Effizienz des Verfahrens deutlich steigern.
Eine Erweiterung des D-Index, welcher effizient Selbst-Verbund-Anfragen123 unter-
stützt, wurde als eD-Index von Dohnal et al. [64] vorgestellt.
4.5 Der M-Baum
Nachdem im letzten Abschnitt 4.4 einige metrische Zugriffsverfahren für kontinuierliche
Distanzfunktionen vorgestellt wurden, soll nun ein Ansatz dargestellt werden, welcher
nach Meinung des Verfassers von allen existierenden Verfahren am besten die in Kapitel 3
zusammengetragenen Anforderungen abdeckt.
• Im Gegensatz zu AESA [210] benötigt der M-Baum [48] nur linearen Speicherplatz
und besitzt eine logarithmische Einfügekomplexität. (AESA besitzt eine quadrati-
sche Speicher- und lineare Einfügekomplexität.)
• Im Gegensatz zu Vantage Point Tree [207] basierten Verfahren müssen a priori nicht
alle zu speichernden Daten bekannt sein.
• Verfahren, die auf dem Generalized Hyperplane Tree [107, 207] basieren, können den
Schnitt eines Knotens mit einer Suchhyperkugel nur abschätzen, aber nicht genau
bestimmen.124 Beim M-Baum ist ein solcher Schnitttest genau möglich.
• Der D-Index [63] ist nur in sehr beschränkten Domänen sinnvoll einsetzbar.
• Im Gegensatz zu nahezu allen anderen Verfahren kann beim M-Baum das Optimie-
rungskriterium für die Zugriffszeit flexibel parametrisiert werden. In Domänen mit
vektoriellen Daten und der Verwendung des L2-Abstandes (Bestimmung in O(N))
dominieren Externspeicherzugriffe den zeitlichen Aufwand einer Ähnlichkeitssuche.
In anderen Domänen, wie der Editierdistanz über Texten, ist die Bestimmung einer
Distanz deutlich aufwändiger (O(N2)) als das Laden eines Textes aus dem Ex-
ternspeicher. Entsprechend dominieren in diesem Fall die Distanzberechnungen den
Suchaufwand. Beim M-Baum kann u.a. durch Wahl der Knotenkardinalität einge-
stellt werden, ob eher Externspeicherzugriffe oder Distanzberechnungen minimiert
werden sollen.
123Siehe Abschnitt 3.3.6.
124Uhlmann [207] hat mit dem Generalized Hyperplane Tree zwar eine große Verbesserung gegenüber





Der M-Baum wurde von Ciaccia et al. [48] vorgestellt. Eine ausführliche Beschreibung
findet sich auch in [219]. Der M-Baum kann zur Indizierung der Ähnlichkeitssuche in
beliebigen metrischen Räumen (d.h. solchen mit kontinuierlicher Distanzfunktion) ver-
wendet werden. Er ist auf die Verwendung mit paginiertem Externspeicher ausgelegt –
d.h. er unterstützt neben der Minimierung der Distanzberechnungen auch die Minimie-
rung von I/O. Elemente können dynamisch zu einem beliebigen Zeitpunkt effizient in den
Baum eingefügt werden.
Die Raumteilung des M-Baums entspricht einem Clustering um Medoid-Elemente
(Clustering around Medoids [110]).125 Die selbe Grundidee wird im GNA-Baum [32]
verwendet (siehe Abschnitt 4.4.2). In beiden Fällen werden während des Einfügens aus
den einzufügenden Daten nach verschiedenen Heuristiken sogenannte Pivot-Elemente als
Medoids ausgewählt. Jedem Pivot-Element ist ein Teilbaum zugeordnet, in welchem zum
Pivot-Element ähnliche Datensätze gespeichert werden. Die eigentliche Raumteilung un-
terscheidet sich jedoch. GNAT teilt den Raum durch Hyperebenen in Gebiete nächster
Nachbarn. Im Gegensatz dazu verwendet der M-Baum Hyperkugeln, die das Clustering
besser abbilden und sich einfacher für Ähnlichkeitssuchen verwenden lassen.
Nachteilig an diesem Ansatz ist, dass die vollständige und überlappungsfreie Raum-
aufteilung des GNA-Baums verlorengeht. Ein analoges Problem besteht beim Indizieren
ausgedehnter Objekte in euklidischen Räumen. Aus diesem Grund hat der M-Baum ähnli-
che Probleme und Vorgehensweisen wie der in Kapitel 3.8.3 vorgestellte R-Baum [93]. Wie
bei diesem ist die grundsätzliche Baumorganisation des M-Baums dem B-Baum [166] ent-
lehnt. Der M-Baum ist ein Mehrweg-Baum mit Knoten einer festen Kapazität. Dadurch
kann wie beim B-Baum die Speichergröße eines Baumknotens der einer Externspeicher-
seite angepasst werden. Die Entscheidung über die im Verlauf einer Suche weiterzuver-
folgenden Teilbäume kann nur durch Untersuchung aller Verzweigungen eines Knotens
bestimmt werden. Wie der B- und R-Baum wächst der M-Baum von unten nach oben
durch Knotenteilungen.
4.5.2 Indizierungsprinzip
Der M-Baum besteht aus hierarchisch geschachtelten Hyperkugeln. Jeder Baumknoten
entspricht einer solchen Hyperkugel. In ihm können nur Elemente gespeichert werden,
die innerhalb dieser Hyperkugel liegen. Die Hyperkugel wird durch ihr Zentrum – das
sogenannte Pivot- oder Routing-Objekt – sowie ihren “covering radius” definiert.
Ein innerer Baumknoten n wird geometrisch durch seine Hyperkugel abgegrenzt, die
durch das Pivot-Element pn und den Radius rn beschrieben wird. Der innere Knoten n
enthält i.d.R. mehrere Kindknoten ci, von denen jeder einen Teil der insgesamt unter
n gespeicherten Daten enthält. Jeder dieser Kindknoten wird geometrisch wieder durch
eine (kleinere) Hyperkugel abgegrenzt. Die Blätter des Baumes enthalten anstelle von
125Diese Klassifikation steht im Gegensatz zu der von Samet [177]. Dieser teilt Partitionierungsverfahren
in solche ein, bei denen explizite Distanzintervalle zu einem Pivot-Element existieren (Pivot-basiert) und
solche, bei denen sich nur implizit eine Raumteilung aus dem Abstand zu den benachbarten Pivotelemen-
ten ergibt (clusterbasiert). Legt man diese Maßstäbe an, so ist der M-Baum im Gegensatz zu GNAT ein
Pivot-basiertes Verfahren, da er Hyperkugelradien explizit festlegt. Es ist auch möglich, Elemente nicht
beim nächstliegenden Pivot-Element zu speichern, wenn sich die Hyperkugeln an dieser Stelle überlappen.
Bzgl. der Pivot-basierten Verfahren ist die Grundintention der beispielhaften Klassifikation von Samet
die Partitionierung des Raumes in mehrere Räume anhand eines einzelnen Pivots. Im Fall des M-Baums
ist ein Pivot-Element jedoch nicht primär Teilungskriterium, sondern Repräsentationsobjekt ähnlicher
Datensätze. Aus diesem Grund wird er hier dennoch bei den clusterbasierten Verfahren eingeordnet.
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Kindknoten-Hyperkugeln die eigentlichen Datenpunkte. Aufgrund des Blattbaumprinzips
wird jedes Pivot-Element eines Knotens – falls es einem Datensatz entspricht – selbst
wieder in einem der Kinder gespeichert. Zur Vereinfachung wird es hierzu meist als Zen-
trumsobjekt eines der Kinder verwendet.126
Für die Effizienz der Suche ist es wichtig, ganze Teilbäume als irrelevant für eine
Anfrage verwerfen zu können. Damit dies möglich ist, muss folgende Konsistenzbedingung
in jedem Fall erfüllt sein:
Definition 4.1. (Enthaltensein von Datenelementen e ⊣ n): Ein M-Baum-Knoten
n enthält ein Datenelement e (e ⊣ n), wenn gilt:
1. n ist ein Blattknoten und e ist direkt in n gespeichert oder
2. n ist ein innerer Knoten und es gibt einen Kindknoten c von n, der e enthält:
∃c ∈ n : e ⊣ c.
Definition 4.2. (M-Baum-Konsistenz): Ein M-Baum-Knoten n mit Pivot-Element pn
und Radius rn ist dann konsistent, wenn gilt: ∀e ⊣ n : d(e, pn) ≤ rn.
Es müssen also alle direkt oder indirekt unter einem M-Baum-Knoten n gespeicherten
Datenelemente in der von n beschriebenen Hyperkugel liegen.





A          B
A      C     D B
Abbildung 4.5.1: Prinzip M-Baum [48]: Abgebildet sind zweidimensionale Beispiel-Daten mit einer L2-
Metrik. Links sind die geometrischen Grenzen der Baumknoten (im 2-dimensionalen Raum Kreise), rechts
die Baumtopologie dargestellt. Auf Wurzelebene wird der Baum durch die beiden Knoten (Kreise) A und
B beschrieben. B enthält nur wenige Daten und aus diesem Grund nur einen Kindknoten, unter dem
die eigentlichen Daten gespeichert sind. A wird in der zweiten Ebene in die drei Knoten A, C und D
unterteilt. Das Pivot-Element eines Kindknotens ist also wieder A selbst.
126Dies ermöglicht die Einsparung von Entfernungsberechnungen bei der Suche. Während des Suchab-
stiegs im Baum muss die Entfernung des Anfrageobjekts zu einem Pivot-Element bestimmt werden, bevor
entschieden werden kann, ob die Suche in den Kindern dieses Knotens fortgesetzt wird. Ist dies der Fall,
müssen die Entfernungen zu den Kind-Pivot-Elementen bestimmt werden. Wird das Eltern-Pivot-Element
gleichzeitig als Kind-Pivot-Element verwendet, kann eine dieser Entfernungsberechnungen entfallen.
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4.5.3 Suche im M-Baum
4.5.3.1 Suchprinzip
Die prinzipiellen Algorithmen zur Beantwortung von Ähnlichkeitssuchanfragen unterschei-
den sich nicht von denen mehrdimensionaler Bäume, die in Abschnitt 3.7.2 ausführlich
diskutiert wurden. Zur Veranschaulichung sei im Folgenden kurz die Bereichssuche skiz-
ziert. Eine k-Nächste-Nachbarnsuche entspricht einer Bereichssuche unter schrittweiser
Verkleinerung des Suchradius. (Siehe Abschnitt 3.3.3.) Aus diesem Grund wird sie hier
nicht separat dargestellt.
Bei der Bereichssuche wird wie bei mehrdimensionalen Bäumen ausgehend von der
Wurzel der Baum abgestiegen. Bei jedem untersuchten Knoten A wird entschieden, ob
unterhalb von A gespeicherte Datenpunkte von der Bereichsanfrage betroffen sein können.
Ist dies nicht der Fall, kann der Knoten A verworfen werden, ohne dessen Kindknoten zu
untersuchen. Andernfalls müssen alle direkten Kindknoten ebenfalls auf diese Weise ge-
testet werden, um gegebenenfalls deren Kindknoten weiterzuverfolgen. Handelt es sich um
einen Blattknoten, so werden alle darin gespeicherten Datenelemente auf Zugehörigkeit
zum Suchbereich geprüft. (Siehe Algorithmus 3.3.)
Der Unterschied zu mehrdimensionalen Bäumen liegt im Entscheidungskriterium, ob
eine Bereichsanfrage Nachfolger eines Knotens betreffen kann. Beim M-Baum entspricht
der Raumbereich eines Knotens, in dem potentiell Daten gespeichert sein können, einer
Hyperkugel. Auch die übliche Bereichssuche mit einem Radius r um ein Anfrageobjekt q
entspricht einer Hyperkugel. Datenelemente eines Knotens A können dann von einer Be-
reichssuche betroffen sein, wenn sich die beiden Hyperkugeln schneiden. Der geschnittene
Knoten A kann im Schnittbereich beider Hyperkugeln Datenelemente enthalten. Da die-
se auch innerhalb der Suchhyperkugel liegen, sind sie Teil der gesuchten Ergebnismenge.
Formal basiert das Schnittkriterium auf dem Abstand dA,q des Anfrageobjektes q (Suchra-
dius rq) zum Knoten A (Knotenradius rA). Die beiden Hyperkugeln schneiden sich, wenn
der Abstand der beiden Hyperkugelzentren kleiner als die Summe ihrer Radien ist. Die
Kindknoten dieses Knotens A müssen somit untersucht werden, wenn gilt
dA,q ≤ rA + rq. (4.5.1)
Zur Prüfung des Hyperkugelschnitts (Formel 4.5.1) muss bei jedem untersuchten Knoten n











Abbildung 4.5.2: Bereichssuche im M-Baum: Dargestellt ist die Entscheidung über Verwerfen oder Weiter-
verfolgen von Knoten A. Links die lokale Entscheidung, rechts der gesamte Baum mit seinen Kindknoten
und Datenelementen. Die Suchkugel um q überlappt die Kugel um A, wenn gilt rA + rq ≥ dA,q (trifft
zu). Somit müssen im nächsten Schritt alle Kinder von A auf Überlappung getestet werden. Von den drei
Kindknoten A, C und D überlappt nur C die Suchhyperkugel, die Kindknoten A und D müssen nicht
weiterverfolgt werden. Unter C ist jedoch kein Datensatz von der Anfrage tatsächlich betroffen.
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Die Entscheidung über die Zugehörigkeit der Datenelemente auf Blattebene zur Ergeb-
nismenge erfolgt analog. Ein Datenelement e ist Teil der Ergebnismenge einer Bereichs-
anfrage, wenn es in der durch die Bereichsanfrage beschriebenen Hyperkugel enthalten
ist. Dies ist der Fall wenn gilt
de,q ≤ rq. (4.5.2)
Wieder muss für jedes untersuchte Datenelement der Abstand zum Anfrageobjekt de,q
(aufwändig) bestimmt werden.
Die genannten Kriterien des Hyperkugelschnitts (Formel 4.5.1) gelten intuitiv in eu-
klidischen Räumen. Für beliebige metrische Räume lassen sich die genannten Kriterien
formal aus den Axiomen einer Metrik – speziell der Dreiecksungleichung – ableiten. Für al-
le Datenelemente e, die in den Blättern eines M-Baum-Knotens n gespeichert sind (e ⊣ n),
gilt nach der Definition des M-Baums, dass sie innerhalb des Knotenradius liegen, d.h.:
de,n ≤ rn. (4.5.3)
Nach der Dreiecksungleichung gilt für die unbekannte Entfernung eines Datenelements e
zum Anfrageobjekt q bezüglich eines übergeordneten Knotens n:
de,q ≥ dn,q − dn,e ≥ dn,q − rn. (4.5.4)
Ist nun bereits
dn,q − rn > rq (4.5.5)
(d.h. dn,q > rn + rq), so gilt erst recht de,q > rq, d.h. e ist nicht Teil der Ergebnismenge.
Somit kann auf Basis des Abstandes dn,q eines M-Baum-Knotens n zum Anfrageobjekt q,
sowie dem Such- und Knotenradius rq bzw. rn entschieden werden, dass alle unter diesem
Knoten n gespeicherten Datenelemente die Suchanfrage nicht erfüllen. Alle Kindknoten
von Knoten n können somit von der weiteren Suche ausgeschlossen werden.
Dieses grundsätzliche Baumsuchprinzip, Knoten aufgrund eines Schnitttests mit der
Suchhyperkugel von der weiteren Suche auszuschließen, wird im weiteren Verlauf dieser
Arbeit mit Radius-Heuristik benannt.
4.5.3.2 Einsparung von Distanzberechnungen
Je nach verwendeter Metrik dominiert entweder die CPU-Last zur Distanzberechnung
oder die I/O-Last zum Lesen von Seiten aus dem Externspeicher die Suchzeit. Für CPU-
dominierte Domänen, wie das in Abschnitt 2.1 beschriebene Beispiel der Editierdistanz
nach Levenshtein [124], schlagen Ciaccia et al. [48] eine weitere Verbesserung vor, die bis
zu 40% der nötigen Distanzberechnungen einsparen soll.
Während des Einfügens eines neuen Datensatzes müssen Entfernungen zu mehre-
ren Pivot-Elementen (Knoten-Zentren) bestimmt werden, insbesondere zu dem Pivot-
Element, in dessen Knoten der Datensatz tatsächlich eingefügt wird (siehe Abschnitt
4.5.4). Somit sind für Datenelemente die (aufwändig) bestimmten Entfernungen zu ihren
Blattknotenzentren bereits bekannt. Innere Knoten n entstehen durch Teilung tieferer
Knoten. Sie werden dabei in einen Elternknoten p eingefügt – sofern noch nicht bekannt,
muss auch hier die Entfernung dn,p bestimmt werden. Ciaccia et al. [48] schlagen nun vor,
diese ohnehin bestimmte Entfernung am Datensatz bzw. inneren Knoten zu speichern. Da
jeder Datensatz bzw. Knoten maximal einen Elternknoten besitzt,127 verändert dies die
Speicherkomplexität nicht. Die gespeicherte Entfernung kann in manchen Fällen genutzt
werden, um während der Suche notwendige Entfernungsberechnungen zu vermeiden.
127Der Wurzelknoten besitzt keinen Elternknoten.
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Im Verlauf einer Bereichssuche (siehe letzter Abschnitt 4.5.3.1) muss ein Knoten (oder
Datenelement) n genau dann auf einen Schnitt mit der Suchhyperkugel überprüft werden,
wenn der Elternknoten p von n die Suchhyperkugel überlappt. Um dies festzustellen,
wurde für Formel 4.5.5 dp,q bestimmt128 und es gilt
dp,q ≤ rp + rq. (4.5.6)
Bei der Prüfung von n wird getestet, ob gilt:
dn,q ≤ rn + rq (4.5.7)
(bzw. für Datenelemente de,q ≤ rq). Im letzten Abschnitt wurde an dieser Stelle dn,q
bestimmt, um zu entscheiden, ob die Suche unterhalb von n fortgesetzt wird (bzw. ob das
Datenelement e Teil der Ergebnismenge ist).
Mit Hilfe der gespeicherten Entfernung dn,p, der im letzten Suchschritt bestimmten
Entfernung dp,q sowie der Dreiecksungleichung (diese gilt, da es sich um eine Metrik han-
delt) können effizient Schranken für die Entfernung dn,q angegeben werden. Aus Gründen
der Übersichtlichkeit werden im Folgenden die Axiome einer Metrik, insbesondere die
Dreiecksungleichung und die Symmetrie, direkt angewendet, ohne dies explizit im Text
kenntlich zu machen. Zum einen kann eine obere Schranke für dn,q angegeben werden mit:
dn,q ≤ dn,p + dp,q. (4.5.8)
Zum anderen ergibt sich eine untere Entfernungsschranke durch Umstellung der anderen
beiden Dreiecksungleichungen:
dn,p ≤ dn,q + dq,p (4.5.9)
dn,q ≥ dn,p − dp,q, (4.5.10)
sowie
dp,q ≤ dp,n + dn,q (4.5.11)
dn,q ≥ dp,q − dn,p. (4.5.12)
Insgesamt ist also dn,q beschränkt durch
|dn,p − dp,q| ≤ dn,q ≤ dn,p + dp,q. (4.5.13)
Da sowohl dn,p als auch dp,q an dieser Stelle bereits bekannt sind, können diese Schranken
sehr effizient in wenigen CPU-Zyklen bestimmt werden. In den meisten metrischen Do-
mänen ist die Bestimmung der tatsächlichen Entfernung dn,q deutlich aufwändiger. Die
Idee von Ciaccia et al. [48] ist es, in manchen Fällen über den Hyperkugelschnitt be-
reits auf Basis dieser Entfernungsabschätzungen zu entscheiden, ohne die die tatsächliche
Entfernung aufwändig bestimmen zu müssen. Diese Heuristik soll im weiteren Verlauf die-
ser Arbeit Elternentfernungsheuristik genannt werden. Abbildung 4.5.3 verdeutlicht die
Bestimmung der Entfernungsschranken.
Wie in der Abbildung zu sehen ist, existiert eine obere und eine untere Schranke für
dn,q. Ciaccia et al. [48] ignorieren hierbei die obere Schranke, obwohl sie durchaus ein-
gesetzt werden kann, um Entfernungsberechnungen einzusparen, wie Abschnitt 5.1 zeigt.
Statt dessen schlagen sie vor, die untere Schranke zu verwenden. Wie in Abschnitt 4.5.3.1
128Da die Schnittprüfung zunächst für den Elternknoten p und nicht den Knoten n erfolgt, muss in der
Formel 4.5.5 n durch p substituiert werden.
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Abbildung 4.5.3: Einsparung von Distanzberechnungen bei der Bereichssuche im M-Baum: Untersuchung
eines Kindknotens n unter dem Elternknoten p bzgl. einer Bereichsanfrage um q. In einem ersten Schritt
wurde der Abstand dp,q bestimmt, um festzustellen, dass der Knoten p von der Bereichsanfragehyper-
kugel überlappt wird. Im nächsten Schritt muss eine analoge Untersuchung für den Knoten n durchgeführt
werden. Der gestrichelte Ring symbolisiert alle Positionen von n, die aufgrund der gespeicherten Entfer-
nung dn,p zu p, sowie der Entfernung dp,q möglich sind. Die Positionen n′min und n′max entsprechen den
extremen Positionen, die n bzgl. q einnehmen kann, und somit der minimal bzw. maximal möglichen
Entfernung zu q. Im Beispiel kann allein aus der minimal möglichen Entfernung bei n′min geschlussfolgert
werden, dass keine Überlappung der Suchhyperkugel mit der Knotenhyperkugel von n besteht. Es muss
also der Abstand dn,q nicht bestimmt werden, für diesen Suchzweig kann die Suche abgebrochen werden.
beschrieben (Formel 4.5.5), kann ein Knoten n von der weiteren Suche ausgeschlossen
werden, wenn gilt
dn,q > rn + rq. (4.5.14)
Gilt nun bereits
|dn,p − dp,q| > rn + rq, (4.5.15)
so kann über die oben bestimmte untere Entfernungsschranke (Formel 4.5.13) geschlossen
werden, dass ebenfalls gilt
dn,q > rn + rq. (4.5.16)
Der Knoten n kann also von der Suche ausgeschlossen werden, ohne dass die Entfernung
dn,q aufwändig bestimmt werden musste. Analoge Optimierungen sind für die in den
Blättern gespeicherten Datenelemente möglich. Die Entfernung eines Datenelements e
zum Anfrageknoten q ist beschränkt durch
|de,p − dp,q| ≤ de,q. (4.5.17)
Da ein Datenelement nicht Teil der Ergebnismenge ist (siehe Abschnitt 4.5.3.1, For-
mel 4.5.2), wenn
de,q > rq, (4.5.18)
kann das Datenelement bereits ausgeschlossen werden, falls
|de,p − dq,p| > rq. (4.5.19)
In diesem Fall muss die tatsächliche Entfernung de,q nicht (aufwändig) bestimmt werden.
Algorithmus 4.1 stellt den vollständigen Algorithmus zur Bereichssuche dar, wie er von
Ciaccia et al. [48] original vorgestellt wurde. Bis auf das Entscheidungskriterium über die
Fortsetzung der Suche in einem Knoten (Formel 4.5.5) und der vorgeschalteten Prüfung
der Elternentfernungsheuristik (Formeln 4.5.17 bzw. 4.5.19) entspricht er dem Standard-
Algorithmus für mehrdimensionale Bäume. (Siehe Algorithmus 3.3 in Abschnitt 3.7.2.)
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Algorithmus 4.1 Bereichssuche im originalen M-Baum (semantisch aus [48]): dnode,q
steht für die Entfernung des Objektes q zum Zentrum von Knoten node.
rangeQuery (rq , q , node , dnode,q , r e f r e s u l t L i s t )
Rückgabe : r e s u l t L i s t : Elemente , d i e im Suchbere ich l i e g e n
Eingabe : rq : der Suchradius
q : das Anfrageobjekt
node : Knoten des Baums , u r sp rüng l i ch der Wurzelknoten
dnode,q : Entfernung Anfrageobjekt zum Knotenzentrum
i f i s L e a f ( node ) :
f o r each dataElement in node . dataElements :
// Ers t e r ( b i l l i g e r ) Test mit der E l t e rnent f e rnung
i f |dnode,q − ddataElement,node| ≤ rq :
// F ina l e r ( t eu r e r ) Test mit e cht e r Entfernung
Compute ddataElement,q
i f ddataElement,q ≤ rq :
r e s u l t L i s t . add ( dataElement )
e l s e :
f o r each c h i l d in node . c h i l d s :
// Ers t e r ( b i l l i g e r ) Test mit der E l t e rnent f e rnung
i f |dnode,q − dchild,node| ≤ rq + rchild :
// F ina l e r ( t eu r e r ) Test mit e cht e r Entfernung
Compute dchild,q
i f dchild,q ≤ rq + rchild :
rangeQuery (rq , q , ch i ld , dchild,q , r e f r e s u l t L i s t )
Algorithmus 4.2 stellt analog den vollständigen Algorithmus zur Suche nach den k
nächsten Nachbarn da, wie er (semantisch) von den M-Baum-Autoren Ciaccia et al. [48]
vorgestellt wurde. Gegenüber dem Standard-Algorithmus für mehrdimensionale Bäume
(Algorithmus 3.4, Abschnitt 3.7.2) wurde lediglich das Entscheidungskriterium konkreti-
siert. Zusätzliche Optimierungen sind die vorgeschaltete effiziente Prüfung der Dreiecks-
ungleichungsbedingung vor der Berechnung der echten Entfernung sowie die frühzeitige
Einschränkung des Suchradius auf Basis der maximal möglichen Entfernung. Die letzte
Optimierung reduziert lediglich den Verwaltungsaufwand für die Expansionswarteschlan-
ge, nicht jedoch die Anzahl notwendiger Distanzberechnungen. (Siehe Abschnitt 5.1.5.)
4.5.4 Einfügen im M-Baum
4.5.4.1 Grundprinzip
Das Einfügen eines neuen Datensatzes funktioniert prinzipiell wie beim B-Baum [166]
bzw. R-Baum [93]. In Abschnitt 3.7.3 wurde die grundsätzliche Problematik diskutiert.
Die grundlegenden Schritte sind:
1. Zunächst wird der Blattknoten lokalisiert, in welchem der Datensatz gespeichert
werden soll.
2. Danach wird der Datensatz in den Blattknoten eingefügt.
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Algorithmus 4.2 k-Nächste-Nachbarnsuche im originalen M-Baum (semantisch aus [48])
kNearestNeighborQuery (q , k )
Rückgabe : r e s u l t L i s t : L i s t e der k nächsten ge sp e i ch e r t en Elemente
Eingabe : q : der Anfragedatensatz
k : Anzahl der zu f indenden Ergebn i s se
Var iablen : kBestData : auf k Einträge beschränkte Pr i o r i t ä t swa r t e −
sch lange von Ergebniskandidaten , s o r t i e r t
nach Abstand
l im i tD i s t anc e en thä l t immer den Abstand des
k t besten Elements ( i n i t i a l ∞)
expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e der auf
Expansion wartenden Baumknoten , s o r t i e r t
nach dem k l e i n s tmög l i ch en Abstand e i n e s
g e sp e i ch e r t en Elementes
expansionQueue . I n s e r t ( root )
whi l e isNotEmpty ( expansionQueue ) :
node , dnode,q = expansionQueue . dequeue ( )
i f dnode,q − rnode > kBestData.limitDistance :
// d i e s e s und a l l e we i t e ren Elemente s ind s c h l e c h t e r a l s
// das a k t u e l l k−bes te Element −> Suchabbruch
return kBestData
i f i s L e a f ( node ) :
f o r each dataElement in node
// Ers t e r ( e f f i z i e n t e r ) Test mit der Dre i ecksung le i chung
i f |dnode,q − ddataElement,node| ≤ kBestData.limitDistance :
// F ina l e r ( aufwändiger ) Test mit e cht e r Entfernung
Compute ddataElement,q
i f ddataElement,q ≤ kBestData.limitDistance :
kBestData . i n s e r t ( dataElement , ddataElement,q )
e l s e : // i nne r e r Knoten
fo r each c h i l d in node . c h i l d s :
// Ers t e r ( e f f i z i e n t e r ) Test mit der Dre i ecksung le i chung
i f |dnode,q − dchild,node| ≤ kBestData.limitDistance + rchild :
// F ina l e r ( aufwändiger ) Test mit e cht e r Entfernung
Compute dchild,q
minDistOfElems = max(dchild,q − rchild, 0)
i f minDistOfElems ≤ kBestData.limitDistance :
expansionQueue . enqueue ( ch i ld , minDistOfElems )
maxDistOfElems = dchild,q + rchild
//wenn Knoten min . 1 Kind enthä l t , kann u .U. der Radius
// f r ü h z e i t i g e inge schränkt werden
i f maxDistOfElems < kBestData.limitDistance :




3. Wenn die Kapazität des Blattes erschöpft ist, wird es geteilt und die neuen Blätter
werden rekursiv im übergeordneten Elternknoten eingefügt. Dies macht einen neuen
Zyklus ab 2. erforderlich.
4. Meist müssen noch rekursiv die Hüllradien angepasst werden, damit die oberen
Baumknoten ihre M-Baum-Eigenschaft behalten.
Algorithmus 4.3 stellt den prinzipiellen Einfügealgorithmus dar.
Algorithmus 4.3 Grundalgorithmus des Einfügens im M-Baum
i n s e r t ( data ) :
Eingabe : data : der e inzufügende Datensatz
l e a f=chooseLeaf ( data )
addToNode ( data , l e a f )
addToNode ( data , node ) :
Eingabe : data : der hinzuzufügende Knoten oder Datensatz
node : Knoten , dem der Knoten oder Datensatz
h inzuge fügt werden s o l l
node . add ( data )
i f i sToFu l l ( node ) :
grandParent = node . parent
newParent1 , newParent2 = s p l i t ( node )
grandParent . remove ( node )
addToNode ( newParent1 , grandParent )
addToNode ( newParent2 , grandParent )
passe a l l e Knotenradien b i s zur Wurzel an
Durch die weder überlappungsfreie noch vollständige Raumabdeckung sind beim M-
Baum im Gegensatz zum B-Baum viele dieser Schritte komplexe, nicht eindeutige Ent-
scheidungen, die die Güte des entstehenden Baumes erheblich beeinflussen. Während beim
B-Baum ein möglichst flacher und gleichmäßiger (d.h. balancierter) Baum das einzige Op-
timalitätskriterium ist, werden beim M-Baum eine Vielzahl von Merkmalen angestrebt:
1. eine Balance des Baumes, d.h. ähnliche Tiefe und Kardinalität in allen Ästen
2. geringe Überlappung von Knoten um Mehrwegsuchen zu minimieren
3. geringe Hüllradien von Knoten, um zeitig Knoten aus der Suche auszuschließen.
Diese Kriterien sind diametral verschieden, wie Abbildung 4.5.4 anhand des jeweiligen
Optimums bezüglich der letzten beiden Kriterien zeigt. Gegenüber dem B-Baum existieren
weitere Probleme, die der Einfügealgorithmus lösen muss:
• Welche Gütekriterien sollen ausgewählt und wie sollen sie zu einem Gesamtgüte-
kriterium aggregiert werden?
• Während der Suche des Blattes für den neuen Datensatz kann nicht durch lokale
Entscheidungen beim Baumabstieg ein Gütekriterium optimiert werden.
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Abbildung 4.5.4: Verschiedene Gütekriterien bei der Knotenteilung: Dargestellt ist die Teilung eines Blatt-
knotens aufgrund einer Überschreitung der Knotenkapazität C beim Einfügen eines neuen Elementes. Für
die Teilung gibt es (C + 1) · C · 2C−2 Möglichkeiten. Dargestellt sind Optima bzgl. zweier Gütekriterien:
links: geringe Knotenüberlappung, rechts: geringe Hüllradien.
• Es existiert für die meisten Gütekriterien kein Verfahren, mit dem effizient eine
optimale Teilung eines Knotens bestimmt werden kann. Die einzige Möglichkeit ist
zumeist ein gezieltes Testen verschiedener Teilungskonfigurationen.
• Während für die Teilung eines B-Baum-Knotens der Kapazität C nur O(C) Mög-
lichkeiten der Teilung existieren (weil die Ordnung der Kindknoten erhalten bleiben
muss), gibt es bei der Teilung eines M-Baum-Knotens O(C2 · 2C) Möglichkeiten.
• Die Evaluierung eines Gütekriteriums für eine Teilungsmöglichkeit erfordert i.d.R.
die aufwändige Bestimmung vieler Entfernungen.
Aufgrund dieser Schwierigkeiten schlagen Ciaccia et al. [48] für jeden Teilschritt eine
jeweils nicht näher begründete Heuristik vor, ohne zu belegen, wie sich diese auf die Güte
des Baumes auswirkt.
4.5.4.2 Auswahl des Blattknotens
Der Raum wird beim B-Baum von allen Blatt- und übergeordneten Knoten vollständig
und überlappungsfrei aufgeteilt. Für den ersten Schritt des Einfügens – die Suche nach
dem Blatt, in welches der Datensatz eingefügt werden soll – existiert beim B-Baum deshalb
genau ein mögliches Blatt.Aus diesem Grund kann dort auch ein rekursiver Baumabstieg
ähnlich der exakten Suche (siehe Abschnitt 3.7.2.) angewendet werden.
Beim M-Baum gibt es aufgrund der weder vollständigen noch überlappungsfreien
Raumaufteilung sowohl auf Blattebene sowie bei rekursivem Abstieg auf jeder höheren
Ebene jeweils drei mögliche Zustände: Die Raum-Position des neuen Datensatzes wird
• genau von der Hyperkugel eines Knotens abgedeckt,
• von der Hyperkugel mehrerer Knoten abgedeckt oder
• von keiner Hyperkugel eines Knotens abgedeckt.
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Obwohl dies suboptimal ist, entscheiden sich die Autoren des M-Baums [48] für einen
rekursiven Baumabstieg, bei dem in jedem Knoten genau ein Kindknoten weiter verfolgt
wird.129 Dazu wenden sie eine Reihe von (unbegründeten) Heuristiken an:
• Im Fall der Raumabdeckung des einzufügenden Elementes durch genau einen Kind-
knoten wird das Einfügen in diesem Kindknoten fortgesetzt.
• Wird der Raumbereich des einzufügenden Elementes von mehreren Kindknoten des
aktuell expandierten Knotens abgedeckt, so wird das Einfügen in dem Kindknoten
fortgesetzt, dessen Zentrumsobjekt dem einzufügenden Element am nächsten ist.
• Deckt kein Kindknoten den Raumbereich ab, so wird in dem Kindknoten das Ein-
fügen fortgesetzt, dessen Radius am wenigsten erweitert werden muss.
Algorithmus 4.4 stellt das prinzipielle Vorgehen formal dar.
4.5.4.3 Speichern im Blattknoten
Der zweite Schritt des Einfügens in einen Blattknoten ist trivial. Der Datensatz e wird
in die Liste der gespeicherten Elemente des Blattknotens b eingefügt. Während der Wahl
dieses Blattknotens b wurde der Abstand de,b bestimmt. Dieser wird mit e zusammen
gespeichert. Liegt e nicht innerhalb der Hyperkugel von b, so muss deren Radius soweit
erweitert werden, bis auch e abgedeckt ist. In diesem Fall müssen unter Umständen auch
rekursiv die Radien der in der Baumhierarchie weiter oben liegenden Knoten auf dem
Pfad zur Wurzel entsprechend erweitert werden.
4.5.4.4 Teilung eines Knotens
Jeder Knoten besitzt wie der B-Baum [166] eine feste Maximalkapazität an speicherbaren
Kindknoten bzw. Datenelementen. Wurde aufgrund des letzten Schrittes diese Maximal-
kapazität überschritten, so wird dieser Knoten analog zum B-Baum nach diesem Schritt
in zwei Knoten aufgeteilt. Der alte Knoten wird aus dem Großelternknoten entfernt und
durch die beiden neuen Knoten ersetzt. Da in diesem Schritt auch die Knotenanzahl im
Großelternknoten um eins gewachsen ist, kann auch dessen Kapazität überschritten wer-
den. In diesem Fall muss auch der Großelternknoten geteilt werden – im Extremfall setzt
sich die Knotenteilung rekursiv bis zur Wurzel fort.
In diesem Abschnitt wird die eigentliche Teilung ohne deren potentiell rekursive Fort-
setzung zur Wurzel beschrieben. Bei der Teilung ist die Kapazität C eines Knotens immer
gerade überschritten, d.h. der Knoten enthält C +1 aufzuteilende Elemente. Der Vorgang,
der in Algorithmus 4.5 formal dargestellt ist, besteht aus zwei nichttrivialen Teilschritten:
1. Auswahl von zwei neuen Elternknoten aus der Liste der Kinderknoten des bisherigen
Elternknotens (“Promote”) - hierfür existieren C·(C+1)2 Möglichkeiten.
2. Aufteilung aller Kindknoten des bisherigen Elternknotens auf die beiden neuen El-
ternknoten (“Partition”), hierfür existieren 2C−1 Möglichkeiten.
129Zu einer näheren Analyse dieser Suboptimalität siehe Kapitel 5. Hier soll nur ein kurzer Hinweis
gegeben werden. Die Entscheidung während des rekursiven Baumabstiegs trifft nur eine Vorauswahl über
die tatsächlichen Blattknoten. Wird bspw. der Raumbereich von zwei inneren Knoten n1 und n2 einer
Ebene abgedeckt, so ist es möglich, dass sich unter n1 ein passendes Blatt befindet, während der Raum
unter n2 an dieser Stelle nicht abgedeckt ist. Diese Entscheidung kann bei bloßer Betrachtung von n1
und n2 (Knotenzentrum, Knotenradius, Knotenkardinalität) nicht optimal getroffen werden.
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Algorithmus 4.4 Blattsuche zum Einfügen im M-Baum
chooseLeaf ( data ) :
Rückgabe : Blattknoten , in welchen das Datenobjekt e i ng e f üg t
werden s o l l
Eingabe : data : der e inzufügende Datensatz
re turn rekurs iveChooseLea f ( data , root )
rekurs iveChooseLea f ( node , data ) :
Rückgabe : e in Blattknoten , in den das Datenobjekt e i ng e f üg t
werden s o l l
Eingabe : data : der e inzufügende Datensatz
node : a k t u e l l e r i nn e r e r Knoten , unter dem e ing e f üg t
werden s o l l
i f i s L e a f ( node ) :
r e turn node
//Suche Kindknoten , deren Radius n i cht e r w e i t e r t werden müsste
candidateChilds = childϵnode.childs|d(child, data) ≤ rchild
//wenn es genau e inen gibt , nimm die s en
i f cand idateChi lds . count = 1 :
r e turn rekurs iveChooseLea f ( cand idateChi lds [ 0 ] , data )
// f a l l s e s mehrere g ibt , nimm den , dessen Zentrum am nächsten zu
// data i s t
i f cand idateChi lds . Count>1 :
bestChild = c1ϵcandidateChilds.∀c2ϵcandidateChilds|dc1,data ≤ dc2,data
r e turn rekurs iveChooseLea f ( bestChi ld , data )
//Nimm den Kinderknoten , der am wenigsten e r w e i t e r t werden muss
bestChild = c1ϵnode.childs.∀c2ϵnode.childs|dc1,data − rc1 ≤ dc2,data − rc2
r e turn rekurs iveChooseLea f ( bestChi ld , data )
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Algorithmus 4.5 Teilen eines Knotens im M-Baum
s p l i t ( oldParentNode ) :
Rückgabe : d i e beiden neuen Elternknoten
Eingabe : oldParentNode : der b i s h e r i g e , zu t e i l e n d e Elternknoten
newParent1 , newParent2 = promote ( oldParent . Chi lds )
p a r t i t i o n ( newParent1 , newParent2 , o ldParent . Chi lds )
Der Aufwand des Knotenteilens wird bestimmt durch
• die allgemeine Rechenzeit (bspw. Testen einer bestimmten Zuordnung von Kind-
knoten zu den neuen Eltern – im Falle einer vollständigen Optimierung liegt der
Aufwand bei O(2C)) sowie
• den Aufwand zur Bestimmung von Entfernungen zwischen Kindknoten.130
Konzeptionell wird bei den meisten Knotenteilungsstrategien der Partition-Schritt nach
dem Promote-Schritt ausgeführt. D.h. zunächst werden die beiden neuen Elternknoten
gewählt. Auf Basis dieser Entscheidung werden anschließend die restlichen Kindknoten
auf die beiden neuen Eltern aufgeteilt. Soll jedoch im Promote-Schritt eine optimale Auf-
teilung gewählt werden, müssen die beiden neuen Elternknoten nach dem Gütekriterium
bewertet werden (bspw. Summe der Hüllradien der beiden Elternknoten). Es werden die
beiden Knoten promotet, die zu einer Optimierung des Gütekriteriums führen. In den
meisten Fällen ist zur Evaluation des Gütekriteriums auch die vollständige Partition not-
wendig. Darum muss bei einem solchen – vollständig optimierenden – Promote-Verfahren
entsprechend für jede Promote-Variante der Partition-Schritt vollständig ausgeführt wer-
den. Bei vollständig optimierenden Verfahren werden deutlich mehr Teilungsvarianten un-
tersucht, als bilaterale Entfernungen existieren. Aus diesem Grund sollte bei vollständiger
Optimierung die vollständige Entfernungsmatrix für alle aufzuteilenden Knoten vor der
Optimierung bestimmt werden. Unabhängig vom Optimierungsverfahren und sonstigem
CPU-Aufwand sind so immer O(C2) Entfernungsberechnungen notwendig.
Partition. Ciaccia et al. [48] schlagen zwei Verfahren für den Partition-Schritt vor:
• Generalized Hyperplane (GHP). Ein Kindknoten wird dem Elternknoten zugeschla-
gen, dem er am nächsten ist. Hierzu muss der Abstand jedes Kindes zu jedem der
beiden Eltern bestimmt und verglichen werden. Die Komplexität dieses Verfahrens
ist somit O(N) (sonstige Rechenschritte ohne Distanzberechnungen).
• Balanciert. Es erfolgt eine balancierte Teilung, bei der jeder Elternknoten die selbe
Kindanzahl erhält. Jedem Elternknoten wird abwechselnd das nächste verbliebene
Kind zugeschlagen. Das Verfahren muss den Abstand jedes Kindes zu jedem der
130Es existieren C·(C+1)2 unterschiedliche Entfernungen zwischen den Knoten eines Blattes. Es existie-
ren deutlich mehr Möglichkeiten der Knotenteilung ( C·(C+1)2 · 2
C−1). Selbst, wenn nur Möglichkeiten
untersucht werden, bei dem jedes Element dem nächstliegenden Elternknoten zugeteilt wird, sind zur Be-
stimmung dieser Teilungen C·(C+1)2 · (C − 1) Rechenschritte notwendig. In manchen Domänen, bspw. der
Editierdistanz von Texten, ist eine Entfernungsberechnung jedoch so aufwändig, dass die durchgeführten
Entfernungsberechnungen dennoch dominieren.
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Abbildung 4.5.5: Einfluss einer balancierten Teilung eines M-Baum-Knotens auf die Hüllradien: Links ist
eine unbalancierte Teilung dargestellt. Die beiden Knoten umfassen die beiden natürlichen Cluster sehr
kompakt mit kleinen Hüllradien. Rechts ist eine balancierte Teilung dargestellt. Damit der Knoten rechts
unten genau so viele Elemente enthält wie der Knoten links oben, muss er extrem erweitert werden. (Aus
Gründen des beschränkten Platzes wurde hier nur eine “ideale” Hyperkugel ohne passendes Zentrums-
objekt dargestellt. In der Praxis wäre der Knoten noch deutlich größer, da im fraglichen Bereich kein
passendes Zentrumsobjekt existiert.) Sein Hüllradius ist stark vergrößert, der Knoten deckt viel “toten”
Raum ab. Weiterhin gibt es eine große Überlappung zwischen beiden Elternknoten.
beiden Elternknoten bestimmen und zwei Warteschlangen danach sortieren. Die
Zeitkomplexität außerhalb von Distanzberechnungen ist somit O(N · log N).131
Zu diesem Schritt sind noch einige Anmerkungen notwendig:
• Ciaccia et al. [48] bemerken, dass eine unbalancierte Teilung manchmal besser sein
kann, weil sie zu geringeren Hüllradien führt. (Siehe Abbildung 4.5.5.)
• Nach der Analyse der M-Baum-Struktur in dieser Arbeit (Kapitel 5) ist eine ba-
lancierte Teilung nicht nur manchmal, sondern generell einer Teilung entlang ei-
ner generalisierten Hyperebene unterlegen. Die experimentellen Untersuchungen in
Kapitel 6 bestätigen dies für jede Baumgröße, jede untersuchte Metrik sowie jede
Kombination der sonstigen Einfügeparameter.
• Wie beim B- und R-Baum ist die Tatsache der balancierten Teilung fundamental für
den balancierten Zustand des gesamten Baumes. Aus diesem Grund ist die in den
Veröffentlichungen der M-Baum-Autoren immer wieder [48, 219, 45, 47] genannte
Balance-Eigenschaft des M-Baumes hinfällig, sobald die (sinnvolle) Teilung entlang
der generalisierten Hyperebene gewählt wird. Eine Diskussion und Visualisierung
dieses Effekts findet sich in Abschnitt 3.8.3.
• Die Balance des Baumes ist aufgrund der inhärenten Mehrwegsuche bei Ähnlich-
keitsanfragen für die Suchperformance jedoch von untergeordneter Bedeutung.
131Die Komplexität von O(N · log N) entsteht durch das Sortieren der zwei Warteschlangen. Die Ent-
nahme der sortierten Kindknoten sowie der Test ob der Kindknoten bereits dem anderen Elternknoten
zugeschlagen wurde, ist bei der Wahl geeigneter Datenstrukturen in linearer Zeit möglich.
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Promote. Für den Promote-Schritt – d.h. die Auswahl der beiden neuen Elternknoten
aus der Menge der Kindknoten – existieren bei einer Knotenkapazität von C
C · (C + 1)
2 = O(C
2)
Möglichkeiten. Ohne den Partition-Schritt – d.h. die Aufteilung der anderen Kindknoten
auf die neuen Elternknoten – auszuführen, lässt sich die Güte einer Promote-Variante bei
den meisten Gütekriterien nicht bewerten. Sollen die neuen Elternknoten optimal ausge-
wählt werden, so ergibt sich ein Minimalaufwand von O(C3).132 Zudem müssen im Laufe
der Optimierung alle bilateralen Abstände der Kindknoten untereinander mehrfach be-
stimmt werden. Aufgrund des potentiell sehr hohen Aufwandes einer Distanzbestimmung
sollten die Distanzen zumindest während der Teilung zwischengespeichert werden. Damit
sind O(C2) Distanzberechnungen zusätzlich zum allgemeinen Rechenaufwand (O(C3))
notwendig. Es existieren jedoch auch Heuristiken, die auf die vollständige Optimierung
zugunsten einer deutlich geringeren Anzahl an Distanzberechnungen und sonstigen Re-
chenschritten verzichten.
Ciaccia et al. [48], sowie Patella [157] stellen folgenden Heuristiken vor:
• Zufallsbasiert: Aufgrund des potentiell sehr hohen Aufwandes für Entfernungsbe-
rechnungen während der Knotenteilung ziehen Ciaccia et al. [48] und Patella [157]
eine (teil-)zufällige Wahl der Elternknoten in Betracht:
– Random. Hierbei wird eine Zufallsauswahl der beiden Elternknoten getroffen.
Dies führt zu einer sehr schlechten Teilung. Der Promote-Schritt ist jedoch in
konstanter Rechenzeit ohne Entfernungsberechnungen möglich. Der Partition-
Schritt ist nur einmalig notwendig – es müssen O(2·C) Entfernungen (zu beiden
neuen Elternknoten) bestimmt werden.
– Sampling. In jedem Schritt wird eine Zufallsauswahl der beiden Elternknoten
und eine Zuordnung einer Teilmenge von Kindern getroffen. Dieser Schritt
wird mehrfach wiederholt. Derjenige Versuch, welcher den größeren der beiden
Hüllradien auf Basis der Teilmenge von Kindern minimiert, wird verwendet.
• Algorithmisch heuristische Wahl der Elternknoten: Eine zweite Gruppe von Strate-
gien wählt die neuen Elternknoten ohne Untersuchung der resultierenden Partition
aufgrund einfacher Heuristiken:
– Maximum Lower Bound on Distance (M_LB_Dist). Diese Strategie versucht
die Anzahl während der Knotenteilung notwendiger Entfernungsberechnungen
zu minimieren. Hierfür wird das alte Elternobjekt weiter als Elternobjekt ver-
wendet. Das zweite Elternobjekt wird dasjenige, welches am weitesten vom
bisherigen Elternobjekt entfernt ist. Da die Knoten die Entfernung zu ihren
Elternknoten speichern, kann diese Wahl in O(C) Rechenschritten ohne Neu-
berechnung von Entfernungen erfolgen. Es ist in diesem Fall nur ein Partition-
Schritt notwendig. Da die Entfernungen zum alten Elternknoten bereits be-
kannt sind, müssen nur noch die O(C) Entfernungen zum neuen Elternknoten
bestimmt und die Kinder zugeordnet werden (O(C) bzw. O(C · log C)).
132Die Komplexität von O(C3) ergibt sich aus O(C2) Promote-Möglichkeiten, wobei jeweils eine Parti-
tion durchgeführt werden muss, um die Promote-Möglichkeit zu bewerten. Die am wenigsten aufwändige
Möglichkeit einer Partition ist die Generalisierten-Hyperebenen-Partitionierung, die O(C) Rechenschrit-
te benötigt. Eine balancierte Teilung benötigt O(C · log C) Rechenschritte – entsprechend steigt der
Gesamtaufwand auf O(C3 · log C).
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– Maximum Upper Bound on Distance (M_UB_Dist). Auch hier wird versucht,
die Anzahl der Entfernungsberechnungen während des Promote-Schrittes zu
vermeiden. Hierfür wird analog zu M_LB_Dist das vom altem Elternobjekt
entfernteste Kind zu einem neuen Elternobjekt. Anstelle den alten Elternkno-
ten beizubehalten wird das zweitentfernteste Kind als zweiter neuer Elternk-
noten gewählt. Im Gegensatz zu M_LB_Dist müssen hier die O(2 · C) Entfer-
nungen aller Kindknoten zu beiden neuen Elternknoten bestimmt werden.
• mM_XXX_Rad: Eine Gruppe von Algorithmen versucht, ohne Entfernungsberech-
nungen und ohne Ausführung des Partition-Schrittes den größtmöglichen Radius
des neuen Elternknotens zu minimieren. Der alte Elternknoten wird dabei beibehal-
ten. Der größtmögliche Radius des neuen Elternknoten ergibt sich aus dessen Ent-
fernung zum entferntesten anderen Kindknoten. Da keine Entfernungen bestimmt
werden sollen, kann diese Entfernung zu einem anderen Kindknoten nur über die
Elternentfernung und die Dreiecksungleichung abgeschätzt werden. Die konkreten
Strategien unterscheiden sich nur in der Art und Weise, wie auf Basis der Eltern-
entfernung die bilaterale Entfernung zweier Kindknoten abgeschätzt wird:
– mM_LB_Rad: Als Entfernung zweier Kindknoten wird wird die geringstmög-
liche (optimistische) Entfernung angesetzt: d(c1, c2) ≥ |d(p, c1) − d(p, c2)|.
– mM_UB_Rad: Als Entfernung zweier Kindknoten wird die größtmögliche (pes-
simistische) Entfernung angesetzt: d(c1, c2) ≤ d(p, c1) + d(p, c2).
– mM_AVG_Rad: Als Entfernung wird der Durchschnitt der optimistischen und
pessimistischen Entfernung angesetzt: d(c1, c2) ≈ |d(p,c1)−d(p,c2)|+d(p,c1)+d(p,c2)2 .
• Optimierende Strategien: Diese Strategien durchsuchen alle Möglichkeiten für den
Promote-Schritt, führen jeweils anschließend heuristisch den Partition-Schritt durch
und bewerten die Teilung anhand eines Gütekriteriums. Die beste Teilung wird ge-
wählt. Die beiden Strategien unterscheiden sich nur in der Wahl des Gütekriteriums:
– Minimierung der Summe der beiden neuen Hüllradien (m_Rad). Dies ist eine
vollständige Optimierung mit einem Minimalrechenaufwand von O(C3) sowie
O(C2) Distanzberechnungen.
– Minimierung des größeren der beiden Hüllradien (m_LB_Rad2 ). Der Rechen-
aufwand ist analog zur Minimierung der Radiensumme.
Als beste Strategie aus dieser Menge fanden spätere Untersuchungen die Minimierung des
größeren der beiden Hüllradien (m_LB_Rad2 ) zusammen mit der Teilung entlang der
generalisierten Hyperebene (GHP). [221, 157] Eigene Analysen (siehe Kapitel 6) konnten
dies bestätigen.
4.6 Kompatible M-Baum-Erweiterungen
Aufbauend auf dem M-Baum [48] wurden von verschiedenen Autoren eine Reihe von
Erweiterungen vorgeschlagen. Die in diesem Abschnitt vorgestellten Erweiterungen erhal-
ten dabei die M-Baum-Struktur. – die Such-Algorithmen können also unverändert weiter
verwendet werden. Diese Erweiterungen versuchen, durch Modifikation des Einfüge-Algo-
rithmus den M-Baum strukturell zu verbessern, so dass Anfragen effizienter beantwortet
werden können. Weiterhin versuchen Verfahren, wie Bulk Insert (Abschnitt 4.6.2) den
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Einfügeaufwand zu senken. Da die M-Baum-Struktur kompatibel bleibt, können diese
Erweiterungen oder Teilaspekte einer Erweiterung beliebig kombiniert oder einzeln ver-
wendet werden.
4.6.1 Verkleinerte Hüllradien
Im originalen M-Baum [48] ist die Hyperkugel eines inneren Knoten p so groß, dass sie alle
Hyperkugeln seiner direkten Kindknoten c vollständig umschließt. Nach der Konsistenz-
bedingung für M-Baum-Knoten (Definition 4.2) muss die Hyperkugel eines Knotens alle
auf Blattebene gespeicherten Datenelemente umschließen. Wenn jede Knotenhyperkugel
die Hyperkugeln seiner direkten Kindknoten vollständig umschließt (wie im originalen M-
Baum), so ist die Konsistenzbedingung (über-) erfüllt. Die Konsistenzbedingung ist für
alle Suchalgorithmen ausreichend, da jeweils nicht innere Knoten sondern Datenelemente
gesucht werden.
Durch die stärkere Krümmung der kleineren inneren Hyperkugeln decken diese ins-
besondere am Rand unter Umständen keine Datenelemente ab. Aus diesem Grund kann
die Hyperkugel von p in den meisten Fällen gegenüber dem originalen M-Baum verklei-
nert werden, wenn nur die Knoten-Konsistenz-Bedingung erfüllt werden soll. Das Prinzip
wurde von Ciaccia und Patella [45] selbst im Rahmen eines Bulk-Loading-Algorithmus
vorgestellt. Wie in Kapitel 5 dargestellt wird, führt eine Knotenverkleinerung c.p. immer
zu einer Steigerung der durchschnittlichen Sucheffizienz. Abbildung 4.6.1 verdeutlicht den








Abbildung 4.6.1: Hüllradien-Verkleinerung beim M-Baum [45]: Der durchgezogene Rand entspricht der
Hyperkugelhülle des originalen M-Baum-Knotens. Gestrichelt ist die entsprechend verkleinerte Hülle dar-
gestellt, die nicht mehr alle Hyperkugeln der Kinder, sondern nur noch die finalen Datenelemente um-
schließt. Eine Bereichsanfrage q überlappt im originalen M-Baum die äußere Kugel, müsste also die
Knoten A, C und D untersuchen. Beim verkleinerten Baum ist dies nicht mehr der Fall. Die Suche kann
also abgebrochen werden, ohne die inneren Knoten A, C und D expandieren zu müssen.
Die Schwierigkeit, die Ciaccia und Patella [45] nur für den Sonderfall des Bulk-Loading
lösen, besteht darin, derart verkleinerte Hüllradien effizient zu finden. Beim Bulk-Loading
sind während des einmaligen Aufbaus des Baums bei der Erstellung eines Knotens be-
reits alle darin zu speichernden Datenelemente sowie deren Entfernung zum Knotenzen-
trum bekannt. Das effizient bestimmbare Maximum dieser Entfernung entspricht dem
minimal konsistenten Radius dieses Knotens. Die Verkleinerung der Hüllradien wird in
Abschnitt 5.3.1 im Rahmen dieser Arbeit auf M-Bäume erweitert, die mit “normalen”
inkrementellen Einfügevorgängen entstanden sind.
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Das Verfahren ist mit der Standard-M-Baum-Struktur kompatibel. In der hier be-
schriebenen Grundform ist es lediglich eine Erweiterung des in Abschnitt 4.6.2 beschrie-
benen Bulk-Loading-Verfahrens. Mit der in dieser Arbeit in Abschnitt 5.3.1 vorgestellten
Verallgemeinerung können minimale Hüllradien mit beliebigen anderen Erweiterungen
kombiniert werden. Experimentelle Untersuchungen (siehe Kapitel 6) zeigen, dass die
Verwendung verkleinerter Hyperkugeln stetig einen geringen Effizienzgewinn sowohl beim
Einfügen als auch in der Abfragephase bietet.
4.6.2 Bulk insert
Vorgehen. Die Güte einer M-Baum-Struktur hängt stark von der Reihenfolge des Ein-
fügens der Daten ab. Sind die einzufügenden Daten a priori bekannt, so sind bessere
Einfügestrategien denkbar. Eine solche Strategie stellen Ciaccia und Patella [45] als Bulk-
Loading-Verfahren vor.
Hierzu werden bei einer Knotenkapazität von C aus allen zu speichernden Daten-
elementen C Elemente zufällig als Pivot-Elemente für den Wurzelknoten gewählt. Die
restlichen einzufügenden Daten werden dann jeweils so aufgeteilt, dass jeder Datensatz
dem ihm nächstliegenden Pivot-Element zugeteilt wird. Dieser Schritt entspricht also ei-
nem sehr einfachen ersten Schritt eines Clustering durch Partition around Medoids. Die
Pivot-Elemente werden als Wurzeln der Teilbäume der obersten Baumebene genutzt.
In jeden Teilbaum werden die ihm zugeteilten Datensätze rekursiv eingefügt. Zur Er-
stellung eines Baumes werden die Datensätze eines Teilbaums erneut analog zur Wurzel-
ebene auf zufällig gewählte Pivotelemente aufgeteilt. Diese Pivotelemente bilden dann
die Wurzeln der Teilbäume auf der zweiten Baumebene. Die Aufteilung wird rekursiv
fortgesetzt, bis alle einem Pivot zugeteilten Datensätze in der Kapazität eines Knotens
gespeichert werden können. Die derartige Erstellung eines M-Baums mit einer Kapazität
von C und N Datenelementen verursacht einen Aufwand von O(N · C · log N) Entfer-
nungsberechnungen.
Nachbereitung. Der so entstandene Baum unterscheidet sich strukturell teilweise von
einem durch “normales” Einfügen erzeugten M-Baum:
• Die Teilbäume im Baum sind gut geclustert, speichern ähnliche Elemente. Dies führt
zu verringerten Knotenradien und damit zu einer besseren Suchperformance.
• Die gute Clusterung steht i.d.R. im Widerspruch zu einem anderen Baumgüteziel –
der Balance des Baumes. Bei gut geclusterten Bäumen enthalten abgelegene Knoten
nur wenige ähnliche Daten, während dicht besiedelte Raumbereiche sich auch in
stark gefüllten Teilbäumen niederschlagen. Aus diesen Gründen ist der durch Bulk-
Loading entstandene Baum sehr unbalanciert.
• Da der Baum nicht von unten nach oben gewachsen ist, befinden sich nicht alle
Blätter auf der selben Ebene. Bspw. kann in einen dünn besiedelten Datenbereich
bspw. ein einzelner Ausreißer-Datensatz auf Wurzelebene ein Blatt bilden, während
in dicht besiedelten Raumbereichen viele Baumebenen notwendig sind.
Diese strukturellen Unterschiede sind eigentlich nicht nachteilig (siehe Kritik), dennoch
führen Ciaccia und Patella [45] eine nachträgliche Umstrukturierung durch, um den Baum
zu balancieren und alle Blätter auf dieselbe Höhe zu bringen. Knoten mit einer zu geringen
Auslastung werden gelöscht, ihre Kinder werden in andere Knoten eingefügt. Danach
werden zu tiefe Äste so geteilt, dass ein Wald mit jeweils gleicher Blatttiefe entsteht. Die
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einzelnen Bäume werden in einen regulären Super-Baum eingefügt. Der Super-Baum ist
nun balanciert und hält alle Blätter auf der selben Ebene.
Für den Baum stellen Ciaccia und Patella [45] einen besseren Einfügeaufwand, aber
einen nur leicht verbesserten Abfrageaufwand fest.
Kritik. Bei normalem Aufbau eines M-Baums durch fortgesetztes Einfügen sind durch
die Suche des Blattknotens und durch potentiell notwendige Knotenteilungen viele Entfer-
nungsberechnungen notwendig. Insbesondere lässt sich ein starkes Wachstum der Anzahl
an notwendigen Entfernungsberechnungen mit der Dimension aufgrund des Curse of Di-
mensionality (siehe Abschnitt 3.5.6) beobachten. Beim einfachen Bulk-Loading ist die
Anzahl an notwendigen Entfernungsberechnungen unabhängig von der Dimension und
sehr viel kleiner als bei “normalen” Einfügestrategien. Der Suchaufwand ist durch die
gute Clusterung gering. (Siehe Abschnitt 6.3.1.)
Dennoch gibt es Spielräume für Verbesserungen:
• Die Aufteilung der Datensätze auf zufällig gewählte, nahe Pivot-Elemente entspricht
dem ersten Teilschritt des Cluster-Verfahrens “Partitioning around Medoids”. Im
Rahmen dieses Cluster-Verfahrens entspricht dies jedoch nur der Initialisierung der
Cluster, die anschließend iterativ verbessert werden. Dabei wird ausgehend von der
initialen Clusterwahl abwechselnd versucht, einen neuen, mittigeren Cluster-Medoid
zu finden, um anschließend alle Datenelemente erneut auf die verbesserten Medoids
zu verteilen. Diese beiden Schritte werden analog zum EM-Algorithmus [200] mehr-
fach wiederholt, bis ein hinreichend gutes Clustering oder ein lokalen Optimum
gefunden wurde. Diese Verbesserungsschritte fehlen beim Bulk-Loading völlig. An-
gesichts des sehr geringen Einfügeaufwandes ist es einfach möglich, die Knoten-
struktur weiter zu verbessern, indem mindestens der zweite Verbesserungsteilschritt
einmalig ausgeführt wird.
• Die schlechte Balance des Baumes und unterschiedliche Höhe der Blätter verbes-
sern nach den Analysen dieser Arbeit (Kapitel 5 und 6) die Sucheffizienz. Insofern
sind die Nachbereitungsschritte von Ciaccia und Patella [45] kontraproduktiv. Sie
erhöhen minimal den Einfügeaufwand und führen zu einer Baumstruktur, die auch
durch eine balancierte Knotenteilung entstehen würde. In Kapitel 6 wird die strikte
Unterlegenheit balancierter M-Bäume bzgl. Suchperformance experimentell gezeigt.
Theoretische Überlegungen zu diesem Aspekt finden sich in Abschnitt 4.5.4.4 und
insbesondere Kapitel 5.
Aufbauend auf den genannten Kritikpunkten wird in Abschnitt 5.3.2 ein verbessertes
Bulk-Loading-Verfahren vorgestellt und in Abschnitt 6.3.1 experimentell validiert. Sowohl
die von Ciaccia und Patella [45] als auch die im Rahmen dieser Arbeit vorgestellten
Bulk-Loading-Verfahren sind mit der Standard-M-Baum-Struktur kompatibel und stellen
lediglich eine Zusatzoption während des Einfügens dar.
4.6.3 Multi Way Insertion M-Baum
Wie in Abschnitt 4.5.4.2 beschrieben, ist es bei weder vollständiger noch überlappungs-
freier Raumabdeckung suboptimal, bei der Auswahl des Blattes zum Einfügen eines Ele-
ments nur einen Suchpfad zu verfolgen. Bei vollständiger und überlappungsfreier Raum-
teilung (bspw. beim B-Baum [166] oder kd-Baum [21]) deckt genau ein Blattknoten die
punktförmige Position des einzufügenden Datenelementes ab. Aus diesem Grund kann
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der Blattknoten bei derartigen Datenstrukturen über eine exakte Suche gefunden wer-
den, bei der in jedem Schritt genau ein Pfad verfolgt werden muss. Ist die Raumteilung
nicht vollständig und überlappungsfrei (wie bspw. beim R-Baum [93] oder M-Baum [48]),
so können an der Position des einzufügenden Datensatzes kein, ein oder mehrere Blatt-
knoten liegen. Blattknoten, die derzeit diese Position nicht abdecken, können erweitert
werden, um den Datensatz dennoch aufzunehmen. Aus diesen Gründen existieren im M-
Baum viele Blattknoten, in die ein Datenelement eingefügt werden kann. Die Auswahl
eines dieser Blattknoten beeinflusst die Baumgüte. Die Einfügestrategie des klassischen
M-Baums orientiert sich an den Einfügeverfahren von B- und kd-Baum. Der Baum wird
rekursiv abgestiegen und in jedem Knoten wird entschieden, in welchem Teilbaum die
Suche nach dem Blatt fortgesetzt werden soll. Wird die Entscheidung über den einzigen
zu verfolgenden Suchpfad zum Blattknoten auf einer hohen Baumebene getroffen, so kann
die Güte des damit bestimmten Blattes nur bedingt beurteilt werden. (Das Phänomen
wird in Kapitel 5 genauer analysiert.)
Skopal et al. [194] versuchen mit “Multi-way Insertion” diesen Umstand zu verbes-
sern, um kompaktere Knoten zu erzeugen. Zunächst wird eine exakte Suche nach dem
einzufügenden Datensatz durchgeführt. Somit können existierende Blattknoten identifi-
ziert werden, die nicht erweitert werden müssen, um den neuen Datensatz aufzunehmen.
• Falls ein solcher Blattknoten existiert, wird der Datensatz dort eingefügt.
• Existieren mehrere Blattknoten, die nicht erweitert werden müssen, so wird derjenige
verwendet, dessen Pivot-Element dem einzufügenden Datensatz am nächsten ist.
• Existiert kein solcher Blattknoten, wird die Strategie des klassischen M-Baums ver-
wendet.
Skopal et al. [194] stellen einen deutlich erhöhten Einfügeaufwand bei einem nur leicht
verringerten Aufwand zur nächsten Nachbarn-Suche und einem konstanten Aufwand der
Bereichssuche fest. Dies deckt sich nicht mit eigenen Experimenten (siehe Kapitel 6).
Es wurde zwar auch aufgrund der Mehrwegsuche beim Einfügen ein signifikant erhöh-
ter Einfügeaufwand gemessen, jedoch auch ein ebenso deutlich verringerter Aufwand zur
Durchführung der Bereichssuche.
Im Rahmen dieser Arbeit wurde der relevante Aspekt dieser Erweiterung – die vorge-
schaltete Suche nach einem Blattknoten, der nicht erweitert werden muss – in einem sehr
guten Blattauswahlverfahren verwendet. Die Tatsache, dass der Radius des Blattknotens
nicht erweitert werden muss, ist nur ein Aspekt von dessen Eignung, den neuen Daten-
satz aufzunehmen. Im Rahmen dieser Arbeit wird auch ein Verfahren vorgestellt, welches
direkt ein Einfügegütemaß durch Auswahl des besten Blattes optimiert. Diese Optimie-
rungen werden in Kapitel 5 hergeleitet und beschrieben und in Kapitel 6 experimentell
validiert. Sowohl die von Skopal et al. [194] als auch die im Rahmen dieser Arbeit be-
schriebenen Variationen sind mit der Standard-M-Baum-Struktur kompatibel und können
beliebig mit anderen Erweiterungen kombiniert werden.
4.6.4 Slim-Tree
Der von Traina et al. [202] vorgestellte Slim-Tree ist eine Zusammenfassung mehrerer
unabhängiger Erweiterungen des M-Baums [48]. Wie alle bisher vorgestellten Erweite-
rungen ändern auch die Slim-Tree-Erweiterungen nichts an der grundsätzlichen M-Baum-
Struktur. Es werden lediglich einzelne Aspekte des Einfügevorgangs geändert, um eine
bessere Baumstruktur zu erreichen.
148
4.6. KOMPATIBLE M-BAUM-ERWEITERUNGEN
Auswahl des Blattknotens. Traina et al. [202] wählen hier analog zum klassischen
M-Baum [48] eine suboptimale, B-Baum-ähnliche Strategie, bei der jeweils nur ein Pfad
verfolgt wird, um das relevante Blatt auszuwählen.133 Gegenüber dem klassischen M-
Baum sind jedoch die Heuristiken zur Auswahl des zu verfolgenden Pfades zum Blatt
leicht verändert: Wie beim M-Baum wird an jedem Knoten zunächst ein Kindknoten
gesucht, dessen Radius nicht erweitert werden muss.
1. Existiert genau ein solcher Knoten, so wird dieser verwendet (analog zum Vorgehen
beim klassischen M-Baum).
2. Existieren mehrere solche Knoten, wird hier derjenige ausgewählt, der den geringsten
Raum einnimmt. (D.h. dessen Radius am geringsten ist.) Beim klassischen M-Baum
wird der Knoten gewählt, dessen Pivot-Element dem einzufügenden Element am
nächsten ist.
3. Gibt es keinen solchen Knoten, wird beim Slim-Tree der Knoten gewählt, dessen
Pivot-Element dem einzufügenden Element am nächsten ist. Beim klassischen M-
Baum wird der Knoten gewählt, der der geringsten Erweiterung bedarf.
Bei beiden Modifikationen gegenüber dem klassischen M-Baum (2. und 3.) werden (auf
hoher Baumebene) bevorzugt kleinere Knoten zum Einfügen gewählt. Im ersten Fall bei
mehreren überlappenden Knoten (2.) geschieht dies direkt, im zweiten Fall ohne überlap-
penden Knoten (3.) ist der Knoten nach der Erweiterung der kleinste mögliche. Traina
et al. [202] fanden eine leichte Reduktion der notwendigen I/O-Zugriffe bei gleicher An-
zahl notwendiger Entfernungsberechnungen. Eigene experimentelle Analysen belegen dies
nicht. (Siehe Kapitel 6.) Diese Blattauswahlstrategie ist der originalen Blattauswahl so-
wohl beim Einfüge- als auch beim Abfrageaufwand deutlich unterlegen.
Teilung eines Knotens. Neben der Auswahl des Blattknotens bestimmt die Strategie-
kombination (Promote und Partition – siehe Abschnitt 4.5.4.4) zur Teilung eines vollen
Knotens die Güte des M-Baums und den Einfügeaufwand.
Die beste Strategiekombination des originalen M-Baums (Minimierung des größeren
Hüllradius (m_LB_rad2 ), Teilung entlang der generalisierten Hyperebene (GHP))134
muss zunächst alle O(N2) bilateralen Entfernungen bestimmen. Zusätzlich sind O(N3)
“normale” Rechenschritte notwendig, da es O(N2) Möglichkeiten für neue Elternknoten
gibt, und zur Evaluation einer Möglichkeit alle N Knoten aufgeteilt werden müssen. Bei
geringem Aufwand für eine Entfernungsberechnung und großer Knotenkapazität N kann
der zusätzliche Rechenaufwand den Einfügeaufwand dominieren.
Traina et al. [202] schlagen ein Verfahren vor, welches den zusätzlichen Rechenaufwand
für eine Knotenteilung auf O(N2·log N) reduziert. Hierzu werden wie bei der genannten M-
Baum-Strategiekombination zunächst alle bilateralen O(N2) Entfernungen bestimmt. Auf
Basis dieser Entfernungsmatrix wird in O(N2 ·log N) zusätzlicher Rechenzeit ein Minimal-
Spannender-Baum [120] aller Kindknoten erstellt.135 Durch Entfernung der längsten Kante
133In Abschnitt 4.5.4.2 und 4.6.3, sowie Kapitel 5 wird dargelegt, weshalb bei der Auswahl des Blattes
eine Mehrweg- und keine Einwegsuche verfolgt werden sollte.
134In verschiedenen Erweiterungen [221, 157] des M-Baums wurden während der experimentellen Vali-
dierung der Erweiterung nebenbei eine (experimentelle) Analyse der in der originalen Arbeit vorgestellten
Strategien durchgeführt. In allen Fällen und auch in dieser Arbeit wurde dabei die Kombination aus der
Promote-Strategie m_LB_Rad2 (Minimierung des größeren der beiden Hüllradien) und der Partition-
Strategie GHP (Aufteilung nach der generalisierten Hyperebene) als eindeutig beste Strategie befunden.
135Traina et al. [202] verwenden den Algorithmus von Kruskal [120], welcher O(N2·log N) Rechenschritte
benötigt. Mit dem Verfahren von Dijkstra [61] könnte der zusätzliche Rechenaufwand weiter auf O(N2)
reduziert werden. Dadurch würde der Aufwand der Knotenteilung von O(N2 · log N) auf O(N2) sinken.
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entsteht ein Wald aus den minimalsten zwei Minimal-Spannenden-Bäumen. Mit diesem
Verfahren können die Kindknotenzentren einfach in zwei kompakte Cluster (den zwei
Teilbäumen) zerlegt werden. Das Clustering wird als Partition verwendet. Im Gegensatz
zu den meisten anderen Strategiekombinationen wird also hier der Partition-Schritt vor
dem Promote-Schritt ausgeführt. Aus jeder der beiden Partitionen wird ein Element als
Pivot-Element ausgewählt (Promote), so dass der Radius des neuen Knotens minimal
wird. Die Suche der beiden Pivot-Elemente ist in O(N2) möglich.136
Nach Aussage von Traina et al. [202] entsteht dadurch ein M-Baum, der deutlich
schneller (40%) konstruiert werden kann und eine fast ebenbürtige Struktur zur besten
klassischen M-Baum-Einfügen-Strategie besitzt. Die Aussage einer absoluten Reduktion
um 40% ist dabei fragwürdig, da sie sehr stark von der Knotenkapazität N , dem Aufwand
zur Distanzbestimmung und der Größe des Baumes (und damit der Anzahl an notwendi-
gen Knotenteilungen) abhängt. Eigene Experimente dieser Arbeit (siehe Kapitel 6) messen
nur die Anzahl der notwendigen Distanzberechnungen und nicht die zusätzliche CPU-Zeit.
Der gemessene Einfügeaufwand war dabei immer gegenüber der klassischen Strategie-
kombination aus einer GHP-Partition und m_LB_rad2 -Promote-Strategie erhöht.137 In
niederen euklidischen Dimensionen (2, 3) war auch der Abfrageaufwand verschlechtert,
bei der Editierdistanz herrschte Parität und in höheren euklidischen Dimensionen (10-50)
führte der Minimal-Spannende-Baum zu einer besseren Baumstruktur mit verringertem
Abfrageaufwand. Ein Problem dieser Teilungsstrategie ist, dass sich die gute Clusterung
nur auf die Pivot-Elemente der Kindknoten (und nicht deren Hyperkugeln) bezieht. Inso-
fern sollte erwogen werden, diese Strategie nur für Teilungen auf Blattebene anzuwenden.
Slim-Down-Algorithmus. Zur weiteren Verbesserung der Baumqualität schlagen Trai-
na et al. [202] den Slim-Down-Algorithmus vor. Spätere Arbeiten [203, 194] verfeinern den
Ansatz. Das Verfahren wird zu einem beliebigen Zeitpunkt auf einen M-Baum angewen-
det, um diesen umzustrukturieren. Nach Traina et al. [202] und eigenen Analysen (Kapitel
5 und 6) besitzt der resultierende Baum eine bessere Struktur als der ursprüngliche, d.h.
Ähnlichkeitsabfragen können effizienter beantwortet werden. Traina et al. [202] lassen da-
bei offen, wann der Algorithmus angewendet wird. In ihren Experimenten führen sie ihn
nach Abschluss des Einfügevorgangs auf Blattebene durch. Skopal et. al. [194] erweitern
den Einsatzbereich des Algorithmus auf innere Knoten (das originale Verfahren konnte nur
auf Blattknoten angewendet werden) und verändern einige Aspekte. In eigenen Experi-
menten wurde der Algorithmus bei jedem bevorstehenden Split lokal auf den zu teilenden
Knoten und dessen Bruderknoten angewendet, um potentiell den Split zu vermeiden.
Traina et al. [202, 203] motivieren den Algorithmus mit einer Minimierung verschie-
dener Abwandlungen eines Gütekriteriums Fat-Faktor. Dieses Kriterium misst räumliche
Überlappungen von Knoten der selben Ebene. Wie in Kapitel 5 gezeigt werden wird, stellt
das Ausmaß an Raumüberlappungen jedoch nur einen Teilaspekt der Baumgüte dar. Nach
langer Analyse ist die finale Aussage von Traina et al. [202, 203], dass die Verkleinerung
eines Knotens immer zu einer Verbesserung der Baumstruktur führt.
136Die beiden Teilpartitionen enthalten N1 < N bzw. N2 = N −N1 Elemente. In der ersten Teilpartition
müssen O(N1) Kandidaten für das Pivot-Element untersucht werden. Bei jedem Kandidaten muss der
Radius des potentiellen Teilbaumknotens in O(N1) bestimmt werden. Insgesamt benötigt der Partition-
Schritt also O(N21 + (N − N1)2) = O(N2 − 2 · N1 · (N − N1)) zusätzliche Rechenschritte. Im worst case
sind dies O(N2), im best case O( N
2
2 ).
137Bei den meisten Teilungsstrategien müssen bei einer Teilung alle bilateralen Entfernungen der Kind-
knotenzentren bestimmt werden. Der erhöhte Einfügeaufwand resultiert also nicht aus einem erhöhten
Aufwand für eine Teilung. Statt dessen kann durch eine verschlechterte Baumstruktur entweder die Suche
nach den Blattknoten zum Einfügen aufwändiger sein oder es sind mehr Knotenteilungen notwendig.
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Auf Basis dieser Analyse wird die Kernidee motiviert, einige Knotenradien des Bau-
mes zu verringern, ohne dabei andere Knotenradien zu erhöhen (oder neue Knoten zu
schaffen). Gelingt dies, sollte nach der genannten Analyse der Fat-Faktor sinken und da-
mit die Baumstruktur verbessert werden. Es wird also versucht, einzelne Knoten durch
Verschieben von Kindknoten in andere (Bruder-)Knoten zu verkleinern, ohne dabei den
Zielknoten zu vergrößern. Damit sinkt das gesamte von M-Baum-Knoten eingenommene
Volumen und auch der Bereich, an dem sich mehrere Knoten überlappen. Damit eine
solche Verschiebung eines Kindknotens c von einem Elternknoten s in einen neuen El-
ternknoten t möglich ist, müssen mehrere Voraussetzungen erfüllt sein:
1. Der zu verschiebende Kindknoten c muss vollständig innerhalb der Hyperkugel eines
potentiellen neuen Elternknotens t liegen. Andernfalls müsste der Radius von t nach
der Verschiebung erhöht werden und es könnte das gesamte Knotenvolumen nicht
in jedem Fall reduziert werden.
2. Der potentielle neue Elternknoten t darf nicht vollständig gefüllt sein. Andernfalls
wird durch die Verschiebung von c eine Knotenteilung in t ausgelöst.
3. Das Entfernen von c aus s muss den Radius von s verringern. Andernfalls ist kei-
ne Verringerung des Knotenvolumens möglich. Damit die Verschiebung von c den
Radius von s verringern kann, muss die Hyperkugel von c am Rand der Hyperku-
gel von s liegen oder diese schneiden. (Im Fall reduzierter Knotenradien kann die
Hyperkugel von c aus der Hyperkugel von s hinausragen – siehe Abschnitt 4.6.1.)
Das Verfahren wird lokal auf einen einzelnen Knoten s angewendet, um dessen Radius
zu reduzieren. Der Original-Algorithmus, der nur auf Blattebene arbeitet, ist leicht ver-
einfacht, weil die zu verschiebenden Kinder kein Volumen besitzen. In diesem Fall wird
der entfernteste Kindknoten c von s zum Verschieben ausgewählt. Die Idee dabei ist, dass
durch Löschen des entferntesten Kindknotens aus s mit großer Wahrscheinlichkeit der
Radius von s sinkt. Damit nicht im Gegenzug ein anderer Knotenradius steigt, muss im
Anschluss ein Knoten derselben Ebene gesucht werden, der ohne Erweiterung (und Tei-
lung) c aufnehmen könnte. Dies ist bspw. durch eine modifizierte exakte Suche möglich.
In eigenen Experimenten wurde das Verfahren auf lokales Verschieben von c zu einem
direkten Bruderknoten von s beschränkt. Dadurch kann die Suche nach potentiellen neu-
en Elternknoten entfallen. Unter mehreren Kandidaten, die c aufnehmen könnten, wird
derjenige gewählt, dessen Zentrum c am nächsten liegt.
Erweiterter Slim-Down-Algorithmus Skopal et. al. [194] modifizieren den Algo-
rithmus derart, dass auch eine Verschiebung innerer Knoten (die ein Volumen besitzen)
möglich ist. Hier soll eine weiter modifizierte Version vorgestellt werden, die es ermög-
licht, das Verfahren mit der Erweiterung der verkleinerten Hüllradien (Abschnitt 4.6.1)
zu kombinieren. Dabei sind einige Aspekte zu beachten:
• Die verschobenen Knoten c besitzen im Fall innerer Knoten einen eigenen Radius
rc. Für den alten Radius rs des Elternknoten s ist nicht mehr das entferntestes
Kind-Zentrum verantwortlich, sondern das entfernteste Datenelement unter einem
der Kindknoten. Diese Entfernung rs,beforeShift = dmax(s, c) ist ohne weiteren Re-
chenaufwand nicht bestimmbar, sie wird lediglich während des Einfügens des Daten-
elementes ersichtlich. Der Radius lässt sich aufgrund der Dreiecksungleichung über
die Entfernung d(s, c) und den Radius des Kindknotens rc approximieren:
rs,beforeShift = dmax(s, c) ≤ d(s, c) + rc. (4.6.1)
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• Die beschriebene Ungleichung 4.6.1 ist mehrfach relevant:
– Bestimmung eines Kindknotens c, bei dessen Entfernung der Knotenradius rs
von s schrumpfen könnte: Für diesen Kindknoten muss gelten:
d(s, c) + rc ≥ rs,beforeShift. (4.6.2)
– Bestimmung des Knotenradius nach Entfernung des Kindknotens. Dieser kann
im Gegensatz zum Einfügen nur durch die Hyperkugeln der verbleibenden Kin-
der v approximiert werden:
rs,afterShift = max{v ∈ safterShift : d(s, v) + rv}. (4.6.3)
– Bestimmung eines neuen Elternknotens t, dessen Hyperkugel nicht erweitert
werden muss. Da während des Einfügens der Datenelemente unter c nicht deren
Entfernung zu t bestimmt wurde, kann der minimal notwendige Radius rt, um
c aufzunehmen, nur über die Hyperkugel von c approximiert werden:
rt ≥ d(t, c) + rc. (4.6.4)
• Aufgrund der Unschärfe der Ungleichung 4.6.1 kann es passieren, dass
– nicht der entfernteste Kindknoten verschoben wird und somit der Radius von
s nicht verkleinert werden kann,
– der entfernteste Kindknoten c verschoben wird. Im Anschluss kann jedoch u.U.
nicht die mögliche Radienverkleinerung festgestellt werden, weil auch die Hy-
perkugel des zweitentferntesten Kindes v1 aus der Hyperkugel von s hinausragt,
– ein Knoten t nicht als potentieller neuer Elternknoten erkannt wird. Es ist
möglich, dass die Hyperkugel Ht von t die Hyperkugel Hc von c nicht vollständig
umschließt, obwohl alle Datenelemente unter c innerhalb von Ht liegen.
Mit dem in Kapitel 5 diskutierten Perf -Wert lässt sich zeigen, dass die Verkleinerung eines
Knotens durch Verschieben sowohl zu einer Verbesserung als auch zu einer Verschlechte-
rung des Abfrageaufwandes führen kann. Die Güte einer Baumstruktur wird dabei durch
die während einer Bereichssuche verursachten Entfernungsberechnungen gemessen. Immer
wenn ein innerer Knoten n von einer Anfragehyperkugel Hq geschnitten wird, müssen alle
Kindknoten von n untersucht, d.h. deren Entfernung zum Anfrageobjekt q bestimmt wer-
den. Angenommen sei ein zu verkleinernder Quell-Knoten s mit einem zu verschiebenden
Kindknoten c sowie ein Zielknoten t mit gleichbleibendem Radius. Dazu gelten folgende
generelle Überlegungen:
• Bei einer Bereichssuche mit Zentrum q und Radius rq (Hyperkugel Hq) muss c
genau dann expandiert werden, wenn der Suchbereich Hq die Hyperkugel Hc von
c überlappt. (D.h. dann muss die Entfernung von q zu allen Kindknoten unter c
bestimmt werden.) Diese Überlappung wird ein Suchalgorithmus unabhängig davon
feststellen, unter welchem Elternknoten p der Knoten c gespeichert ist. Deshalb wird
jeder Elternknoten von c in diesem Fall von Hq überlappt.
• Falls Hc keine Überlappung mit Hq besitzt, muss die Entfernung d(q, c) dennoch
bestimmt werden, falls die Hyperkugel Hp des Elternknotens von der Anfragehyper-
kugel Hq überlappt wird.
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• Die Wahrscheinlichkeit, dass eine Knotenhyperkugel von einer zufälligen Bereichs-
suche überlappt wird, steigt mit dem Radius der Hyperkugel.
Diese Überlegungen führen zu folgenden Änderungen am Suchverhalten durch die Ver-
schiebung:
• Durch das Schrumpfen von rs wird s weniger häufig von Bereichsanfragen über-
lappt. Es müssen also bei weniger Anfragen die ||salt|| − 1 Entfernungen zu den
verbliebenen Kindern von sneu bestimmt werden. Dies führt zu einer Verbesserung
der Suchperformance.
• Wird der reduzierte Knoten sneu von einer Bereichsanfrage überlappt, so wäre auch
der alte (größere) Knoten überlappt worden. Es müssen die Entfernungen des Anfra-
geelements q zu allen Kindknoten unter s bestimmt werden. Durch die Verschiebung
von c muss also in diesem Fall eine Entfernung weniger (die zu c) bestimmt werden.
Auch dieser Aspekt führt zu einer Verbesserung der Suchperformance.
• Der Zielknoten t ändert seinen Radius nicht und wird somit gleich häufig von Be-
reichssuchen expandiert. Falls er expandiert wird, muss jedoch eine Entfernung mehr
(die zu c) bestimmt werden. Dieser Aspekt kann zu einer Verschlechterung der Such-
performance führen. Wenn t größer als s ist und somit häufiger von Suchanfragen
überlappt wird, muss die Entfernung zu c häufiger bestimmt werden.
Die Gesamtänderung der Suchperformance hängt also von der relativen Größe der beiden
Elternknoten ab. Die genauen Auswirkungen des Slim-Down-Schrittes mit
• inneren Knoten,
• einer Abschätzung des entferntesten Knotens und des neuen Radius über die Drei-
ecksungleichung
• sowie einer gleichzeitigen Verwendung verkleinerter Knotenhüllradien (Abschnitt 4.6.1)
• und Anwendung des Algorithmus zur lokalen Vermeidung von Knotenteilungen
(Verschiebung eines Kindes in einen direkten Bruderknoten, um die Kindanzahl
unter die Kapazitätsgrenze zu drücken)
werden in Kapitel 6 experimentell untersucht.
Traina et al. [202] wenden den Slim-Down Algorithmus in einem anderen Szenario an:
• nach Fertigstellung des Einfügens aller Datenelemente
• Beschränkung auf Blattknoten
• keine Hüllradien-Verkleinerung
• globale Umstrukturierung (jeder Blattknoten kommt als Quelle und Ziel in Frage)
Experimentell führte diese Anwendung zu einem dreifach erhöhten Einfügeaufwand bei
gleichzeitig zwei- bis vierfach verbessertem Abfrageaufwand gegenüber dem klassischen
M-Baum.[219] Diese Zahlen müssen jedoch relativiert werden. Das beschriebene Szenario
ist nur relevant, wenn a priori alle zu speichernden Daten bekannt sind. In diesem Fall
kann auch ein Bulk-Loading-Verfahren mit einem sehr geringen Einfügeaufwand und einer
deutlich verbesserten Baumstruktur eingesetzt werden.
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4.7 Inkompatible Erweiterungen zum M-Baum
In diesem Abschnitt werden Verfahren vorgestellt, die zwar grundsätzlich von der M-
Baum-Struktur inspiriert sind, diese jedoch grundlegend ändern. Diese Verfahren sind
nicht mehr mit den M-Baum-Suchalgorithmen kompatibel. I.d.R. können sie nicht oder
nur sehr eingeschränkt mit anderen Erweiterungen kombiniert werden.
In den Abschnitten 4.7.1, 4.7.2 sowie 4.7.3 werden M-Baum-Erweiterungen dargestellt,
die versuchen, die Suchperformance zu verbessern. Abschließend zeigt Abschnitt 4.7.4
ein anderes zum M-Baum inkompatibles Verfahren, welches versucht, die durchführbaren
Anfrageformen des M-Baums auf die komplexe Ähnlichkeitssuche auszudehnen.
4.7.1 Pivoting M-Tree
Skopal [193] kombiniert den M-Baum [48] mit einer Abwandlung des Verfahrens LASEA
[139] (siehe Abschnitt 4.4.3) zum Pivoting M-Tree. Die so entstehende Suchstruktur ist
mit dem originalen M-Baum nicht mehr kompatibel. Die Such- und Einfügealgorithmen
müssen angepasst werden. Das Verfahren kann mit den bisher beschriebenen Erweiterun-
gen nur schwer kombiniert werden.
Die Grundidee des Pivoting M-Tree [193] ist, dass der Aufwand einer Bereichssuche
durch die dabei berechneten Entfernungen verursacht wird. Wie im letzten Abschnitt 4.6.4
beschrieben, müssen beim M-Baum für jeden überlappten Knoten die Entfernungen zu
allen Kindknoten dieses Knotens bestimmt werden. Kann das Volumen eines solchen Kno-
tens verkleinert werden, so wird er weniger häufig von Suchhyperkugeln überlappt. Ent-
sprechend müssen seltener die Entfernungen zu seinen Kindknoten bestimmt werden.
Bei einem normalen M-Baum-Knoten kann eine Volumenreduktion für eine gegebene
Menge an Kindknoten nur durch Verringerung des Knotenradius (siehe Abschnitt 4.6.1)
und Wahl eines anderen Zentralobjektes erfolgen. In jedem Fall deckt ein Knoten immer
einen hyperkugelförmigen Raumbereich ab. Beim Pivoting M-Tree werden ausgehend von
einem hyperkugelförmigen M-Baum-Knoten tote Raumbereiche, die keine Elemente ent-
halten, abgeschnitten. Durch diese Schnitte sind sehr komplexe Knotenformen möglich,
so dass unter Umständen eine deutlich weitergehende Volumenreduktion erreicht werden
kann. Die komplexen Knotenformen müssen dabei nicht direkt verwaltet oder geprüft
werden. Dies würde unter Umständen zu sehr komplizierten Algorithmen führen. Statt
dessen entstehen die komplexen Knotenformen indirekt durch Kombination mehrerer Kri-
terien bzgl. bestimmter Distanzen. So kann einfach geprüft werden, ob eine Anfrage einen
Knoten schneidet. Dies ist der Fall, wenn die Konjunktion aller Schnittkriterien erfüllt ist.
Auch die Verwaltung der Knotenform im Knoten ist algorithmisch nicht kompliziert, da
lediglich eine Liste von Schnittkriterien zusätzlich zur Hyperkugelgeometrie gespeichert
werden muss.
Die M-Baum-Knoten werden mit Hyperkugelschalen geschnitten. Eine Hyperkugel-
schale definiert ein Entfernungsintervall zu einem Pivot-Element, in welchem Datenele-
mente liegen. Hierzu werden unabhängig von den Zentralobjekten (Pivot-Elementen) der
M-Baum-Knoten eine Menge von k Datenelementen als LAESA-Pivot-Elemente ausge-
wählt. Diese werden für den gesamten M-Baum verwendet. Ein M-Baum-Knoten speichert
zusätzlich zu seiner Hyperkugel Entfernungsintervalle, die seine Datenelemente zu allen
k LAESA-Pivots einhalten. Implizit entspricht der dadurch definierte Raumbereich ei-
nes Knotens dem Schnitt der Knotenhyperkugel mit den Hyperkugelschalen zu allen k
LAESA-Pivots. Abbildung 4.7.1 zeigt das Prinzip für einen zweidimensionalen Raum und
den Schnitt der Knotenhyperkugel mit einer LAESA-Pivot-Hyperkugelschale.
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Abbildung 4.7.1: Prinzip Pivoting M-Tree [193]: Dargestellt ist der M-Baum-Knoten A mit dem Zentral-
objekt A und Radius rA. Während des Einfügens unter A wurde festgestellt, dass alle Datenelemente
bzgl. LAESA-Pivot L1 im Entfernungsintervall [dmin(A, L1), dmax(A, L1)] liegen. (Diese Information ist
im Knoten A gespeichert.) Das Entfernungsintervall entspricht geometrisch einer Hyperkugelschale. Bei
einer Suchanfrage muss sowohl die Hyperkugelschale als auch der M-Baum-Knoten geschnitten werden,
um diesen Knoten weiter zu verfolgen. (Im Beispiel ist nur die Hyperkugel, nicht aber die Hyperkugelscha-
le geschnitten.) Geometrisch entspricht dies der Beschränkung des Knotenvolumens auf die Schnittmenge
der Hyperkugelschale mit der Hyperkugel von A (schraffiert). Werden noch weitere LAESA-Pivots ver-
wendet, sind deutlich komplexere und kleinere Knotenformen möglich.
Bei der Suche im Pivoting M-Tree werden zunächst die k Abstände des Anfrageobjek-
tes q zu den LAESA-Pivots bestimmt. Anschließend wird analog zum Standard-M-Baum
gesucht. Bevor die Überlappung mit einer M-Baum-Knotenhyperkugel n getestet werden
muss, kann auf Basis der Abstände zu den LAESA-Pivots festgestellt werden, ob die Ent-
fernungsintervalle dieses Knotens n zu den LAESA-Pivots von der Anfrage betroffen sein
können. Da die LAESA-Pivots für den gesamten Baum gelten, sind hierfür keine weiteren
Entfernungsberechnungen notwendig. Nur wenn ein Schnitt der Hyperkugelschalen mit
der Suchhyperkugel nicht ausgeschlossen werden kann, wird die Entfernung des Anfrage-
objektes zu n bestimmt. Wenn auch die Knotenhyperkugel geschnitten wird, müssen auf
gleiche Weise die Kindknoten von n getestet werden.
Nachteilig sind die in Abschnitt 4.4.3 genannten Kritikpunkte am LAESA-Verfahren.
Dies ist zum einen der stark erhöhte Speicher-Aufwand (der sich auch in einem erhöhten
I/O-Aufwand bei Abfragen äußern kann). Weiterhin ist die Datenstruktur durch die feste
Pivot-Menge, die Abstandstabelle und die in den Knoten gespeicherten Entfernungsin-
tervalle relativ statisch, d.h. Änderungen sind aufwändig. Ein weiterer Nachteil sind die
gegenüber dem M-Baum deutlich komplexeren Anfragealgorithmen.
Die Suchkomplexität ist dabei stark von der Anzahl und Verteilung der verwendeten
Pivots abhängig. Die gute Anfragekomplexität von AESA [210] kann jedoch auch bei ho-
her Pivotanzahl nicht erreicht werden, da die Entfernungen zu allen Pivotelementen vor
dem Baumabstieg bestimmt werden. (Bei AESA wird die Suche nach jeder Entfernungs-
berechnung fortgesetzt – die Entfernung zu manchen Pivotelementen muss so nicht mehr
bestimmt werden.)
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4.7.2 M+-Baum
Weitere Ansätze, die Knotenform des M-Baums [48] durch Schnitte zu verändern sind der
M+-Baum [221] und dessen Erweiterung zum BM+-Baum [220]. Beide Ansätze sind je-
doch recht fragwürdig, da sie viele Fragen offen lassen und widersprüchlich argumentieren.
Die Ansätze sind auf Lm-Räume beschränkt. Die Bäume sind nicht mit dem Standard-
M-Baum kompatibel – alle Einfüge- und Abfragealgorithmen müssen angepasst werden;
eine Kombination mit anderen Erweiterungen ist schwierig.
Die Idee des M+-Baumes [221] ist es, entlang einer Schlüsseldimension mit der größ-
ten Varianz (analog zur Hauptachse der Hauptachsentransformation [160]) jeden Knoten
des M-Baums zweizuteilen. (Beim BM+-Baum [220] werden anstelle einer zwei Schlüssel-
dimensionen genutzt, um einen M-Baum-Knoten vierzuteilen.) Der Baum wird somit bei
gleichbleibender Anzahl von Knotenzugriffen breiter und flacher. In jedem Knoten wird ei-
ne Schlüsseldimension bestimmt. Datenelemente im Knoten werden bzgl. dieser Schlüssel-
dimension sortiert. An einer bestimmten Grenze entlang dieser Schlüsseldimension wer-
den die Daten geteilt. Da die tatsächliche Minimal- bzw. Maximalausprägung bzgl. dieser
Schlüsseldimension gespeichert wird, entsteht eine Support-Vector-ähnliche [208] Teilung











Abbildung 4.7.2: Prinzip M+-Baum (adaptiert nach [221]): Ein M+-Baumknoten entspricht zunächst
einem normalen hyperkugelförmigen M-Baum-Knoten (A), der alle Einträge umschließt. Zusätzlich ist
der Knoten entlang der Dimension mit der größten Varianz (Schlüsseldimension) an einer Grenze in zwei
Teilknoten A1 und A2 zweigeteilt. Da i.d.R. nicht in beiden Hälften Datenelemente direkt an der Grenze
liegen, entsteht in der Mitte ein freies Intervall bzgl. der Schlüsseldimension.
Zhou et al. [221, 220] bleiben in der Beschreibung der Baumerstellung sehr vage. Es
wird weder beschrieben:
• was die Schlüsseldimension ist (feste Dimension (X), Hauptachse der Hauptachsen-
transformation [160], ...),
• wie diese in metrischen Räumen bestimmt werden kann (Zhou et al. werben explizit
mit der Indizierung metrischer Räume),
• ob sie auf Basis aller gespeicherter Datenelemente oder auf Basis der Teilbaum-
wurzeln der nächsten Ebene bestimmt wird,
• wie die Grenze auf dieser Schlüsseldimension gezogen wird (Median, größter Support
Vector [208], ...),
• ob und wie Grenze und Schlüsseldimension angepasst werden, wenn neue Daten in
den Knoten eingefügt werden,
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• wie derartige Teilungen sich generell im Fall innerer Knoten verhalten. (Innere Kno-
ten enthalten ausgedehnte Teilbäume, die zunächst jeweils einen hyperkugelförmigen
Raum einnehmen. Ohne Zusatzannahmen können diese potentiell überlappenden
Hyperkugeln der Kindbäume nicht durch Hyperebenen aufgeteilt werden.)
Zhou et al. [221, 220] messen eine leichte Performance-Verbesserung gegenüber dem ori-
ginalen M-Baum. Dabei wenden sie jedoch eine fragwürdige Metrik an, bei der sie nur
die (in Lm-Räumen effizienten) Entfernungsberechnungen messen, nicht jedoch den (im
Zusammenhang mit einer Hauptachsentransformation mindestens ebenso aufwändigen)
Vergleich der Ausprägung der Schlüsseldimension. Unklar bleibt auch, wie der relevan-
tere Vergleich mit einer anderen mehrdimensionalen Datenstruktur (wie bspw. dem kd-
Baum [21]) aussieht, auf dessen Räume der Baum ja beschränkt ist.
4.7.3 CM-Baum
Aronovich und Spiegler [7] kombinieren das M-Baum-Prinzip [48] mit der AESA-Idee [210].
(Auch beim Pivoting M-Tree [193] wurden M-Baum [48] und AESA [210] kombiniert, je-
doch in anderer Form.) Damit entsteht ein Baum, der nicht mit dem Standard-M-Baum
kompatibel ist. Such- und Einfügealgorithmen müssen zumindest minimal angepasst wer-
den. Eine Kombination mit anderen M-Baum-Erweiterungen ist nur teilweise möglich.
Während beim klassischen M-Baum in jedem Knoten die Entfernung zum direkten
Elternknoten gespeichert wird, werden beim CM-Baum die bilateralen Entfernungen al-
ler Kindknoten eines Knotens untereinander gespeichert. (Das Prinzip des CM-Baums
entspricht einer knotenlokalen Anwendung des Indexverfahrens AESA [210].) In jedem
Fall werden die gespeicherten Entfernungen genutzt, um mit Hilfe der Dreiecksunglei-
chung während der Suchabfrage einige Entfernungsberechnungen zu vermeiden. Das Prin-
zip wurde in Abschnitt 4.5.3.2 für den M-Baum ausführlich vorgestellt. Während einer
Bereichssuche mit Radius rq um ein Anfrageobjekt q in einer M-Baum-artigen Struktur
muss für einen Baum-Knoten c jeweils entschieden werden, ob Datenelemente, die un-
ter c gespeichert sind, Teil der Ergebnismenge sein können. In diesem Fall müssen die
Kindknoten von c weiter untersucht werden, andernfalls kann c für die weitere Suche
verworfen werden. Das Entscheidungskriterium, ob c weiter untersucht werden muss oder
nicht, basiert auf der Unterschreitung einer Entfernungsschranke:138
d(c, q) ≤ rq + rc. (4.7.1)
(rc ist der Radius des Knotens c.) Für die Evaluierung der Entfernungsschranke muss die
Entfernung d(c, q) aufwändig bestimmt werden. Existiert in der Indexstruktur ein anderes
Element e, dessen Entfernung d(e, c) zu c bekannt ist, und wurde (im Suchablauf) die
Entfernung d(e, q) bereits bestimmt, so kann mit der Dreiecksungleichung der mögliche
Wertebereich von d(c, q) auf ein Intervall
|d(c, e) − d(e, q)| ≤ d(c, q) ≤ d(c, e) + d(e, q) (4.7.2)
beschränkt werden. Damit ist es unter Umständen möglich auszuschließen, dass die oben
genannte Entfernungsschranke 4.7.1 unterschritten wird. Somit kann der Knoten c von
der weiteren Suche ausgeschlossen werden, ohne dass die tatsächliche Entfernung d(c, q)
aufwändig bestimmt wurde.
Die Verwendung (und Speicherung) aller bilateralen Kindknotenentfernungen im CM-
Baum [7] gegenüber der Nutzung der Entfernung zum Elternknoten im klassischen M-
Baum [48] besitzt eine Reihe von Implikationen:
138Siehe auch Formel 4.5.5.
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Unterschiede im Speicherbedarf. Im klassischen M-Baum speichert jeder Knoten
und jeder Datensatz zusätzlich zu Standard-Knoten-Informationen (Position, Verweis auf
den Elternknoten, bei inneren Knoten zusätzlich Radius und Liste aller Kindknoten) die
Entfernung zu seinem Elternknoten. Die Speicherkomplexität eines M-Baums mit N ge-
speicherten Elementen beträgt somit O(N). Im CM-Baum müssen zu jedem Knoten und
Datensatz die Entfernungen zu allen anderen Knoten/Datensätzen im selben Elternknoten
gespeichert sein. Bei einer Knotenkapazität von C entsteht somit eine höhere Speicher-
komplexität von O(C · N).
Unterschiede während des Baumaufbaus. Während des Baumaufbaus treten zwei
Situationen auf, in denen ein Element in einen Baumknoten eingefügt wird:
1. Ein Datensatz e wird in einen Blattknoten b eingefügt.
2. Nach einer Knotenteilung eines alten Elternknotens palt in zwei neue Elternknoten
pneu,1 und pneu,2 muss palt aus dem Großelternknoten g entfernt und statt dessen
pneu,1 und pneu,2 in g eingefügt werden.
Beim Einfügen eines Datensatzes e in einen Blattknoten b wurde vorher auf Basis un-
terschiedlicher Heuristiken139 entschieden, dass e in genau diesen Blattknoten b eingefügt
werden soll. In jedem Fall wurde im Rahmen dieses Entscheidungsprozesses die Entfer-
nung d(e, b) bestimmt. Da der klassische M-Baum genau diese Entfernung speichert, muss
in diesem Fall keine zusätzliche Entfernung bestimmt werden. Im Fall des CM-Baums mit
einer Knotenkapazität von C müssen O(C) zusätzliche Entfernungen zu allen anderen
Datensätzen bestimmt werden, die unter b gespeichert sind.
Bei einer Teilung eines Knotens palt müssen i.d.R. die bilateralen Entfernungen aller
Kindknoten von palt bestimmt werden, um eine optimale Teilung zu finden. (O(C2)) Im
Fall des CM-Baums entfällt dieser Schritt, da alle bilateralen Entfernungen bereits in
palt gespeichert sind. Nach der Teilung müssen pneu,1und pneu,2 im Großelternknoten g
eingefügt und palt entfernt werden. Hier sind i.d.R. keine Entfernungen (mehr) bekannt.
Für den originalen M-Baum fallen deshalb 2 zusätzliche Entfernungsberechnungen an, für
den CM-Baum O(C). Insgesamt verursacht eine Knotenteilung beim klassischen M-Baum
also O(C2) Entfernungsberechnungen, während beim CM-Baum nur O(C) Entfernungs-
berechnungen notwendig sind.
Zusätzliche Baumoptimierung. Wie in Abschnitt 5.2 gezeigt werden wird, sind klei-
nere Knotenvolumina bei gleichbleibender Baumstruktur vorteilhaft für die resultieren-
de Suchperformance. Bei einer gegebenen Menge in einem Knoten gespeicherter Daten-
elemente sind abhängig von der Wahl des Zentralobjektes sehr unterschiedliche Knoten-
radien möglich. Wird ein Zentralobjekt gewählt, das eher am Rand der Datenelemente
unter diesem Knoten liegt, so ist ein sehr großer Radius notwendig, um alle Datenelemente
zu umschließen. Liegt das Zentralobjekt eher in der Mitte der gespeicherten Elemente, so
ist ein deutlich kleinerer Knotenradius und damit ein kleineres Volumen notwendig. Die
Wahl des Zentralobjektes ist vollkommen unabhängig von der sonstigen Baumstruktur.
Wird ein M-Baum mit verkleinerten Hüllradien (siehe Abschnitt 4.6.1) verwendet, so müs-
sen nicht einmal die Hüllradien der Elternknoten angepasst werden. Es kann also jederzeit
ein Zentralobjekt p1 eines M-Baum-Knotens durch ein anderes Zentralobjekt p2 ersetzt
werden, ohne den restlichen Baum anpassen zu müssen. Der Radius rn eines M-Baum-
139Verschiedene M-Baum-Varianten verwenden hier unterschiedliche Entscheidungskriterien.
158
4.7. INKOMPATIBLE ERWEITERUNGEN ZUM M-BAUM
Knotens n mit direkten Kindknoten ci und auf Blattebene gespeicherten Datenelementen
ej ist über das aktuelle Zentralobjekt p von n beschränkt:
rn ≥ max{∀ej ∈ n ; d(ej, p)}. (4.7.3)
Die Bestimmung der Entfernung zu allen unter diesem Knoten gespeicherten Datenele-
menten kann sehr aufwändig sein. Dieser Minimalradius kann effizienter (aber auch unge-
nau) durch Betrachtung der Hyperkugeln der direkten Kindknoten ci mit den Hüllradien
rci abgeschätzt werden. Ein Radius von
rn = max{∀ci ∈ n : d(ci, p) + rci} ≥ max{∀ej ∈ n ; d(ej, p)} (4.7.4)
führt immer zu einem konsistenten M-Baum.
Die Idee dieses Baumoptimierungsalgorithmus ist es also, regelmäßig für M-Baum-
Knoten n zu versuchen, durch Wahl eines anderen Zentralobjektes den Hüllradius von n
zu verringern. Beschränkt sich das Verfahren auf die effizienter bestimmbare ungenaue
Entfernungsschranke auf Basis der Kindknoten-Hyperkugeln und werden aus Effizienz-
gründen nur Kindknotenzentren als neues Zentralobjekt in Betracht gezogen, so ergibt
sich folgender Aufwand für einen Optimierungsschritt:
• Bei einer Knotenkapazität von C müssen für jeden zu testenden Zentralobjekt-
kandidaten O(C) Entfernungen (zu den anderen Kindknotenzentren) bestimmt und
verarbeitet werden.
• Werden in einem Optimierungsschritt alle Kindknotenzentren als Kandidaten für
das neue Zentralobjekt getestet, so müssen insgesamt O(C2) Entfernungen bestimmt
und mit O(C2) sonstigen Rechenschritten verarbeitet werden. Die benötigten Ent-
fernungen entsprechen den bilateralen Entfernungen der Kindknotenzentren.
Für einen “normalen” M-Baum und übliche metrische Distanzfunktionen ist die Bestim-
mung von O(C2) Entfernungen sehr aufwändig. Der Optimierungsschritt kann dort (wenn
überhaupt) nur sehr selten eingesetzt werden, wenn bspw. im Rahmen einer Knoten-
teilung sowieso alle O(C2) bilateralen Entfernungen bereits bestimmt wurden. Im Fall
des CM-Baums liegen diese O(C2) bilateralen Entfernungen bereits vor. Der Aufwand zur
Durchführung des Optimierungsschrittes beschränkt sich also auf den zusätzlichen Re-
chenaufwand von O(C2). Wird in der Entfernungsmatrix zu jedem Kindknoten zusätzlich
der aktuell verursachte Knotenradius gespeichert, so reduziert sich dieser zusätzliche Re-
chenaufwand auf O(C). Aus diesem Grund wird die Optimierung der Knotenzentren beim
CM-Baum nach jedem Baum-Editierungsschritt sehr ausgiebig angewendet, so dass ein
CM-Baum in den meisten Fällen deutlich kleinere Knotenvolumina besitzt als ein ähnlich
strukturierter normaler M-Baum.
Unterschiede im Suchverhalten. Bei einer Bereichssuche mit Radius rq um das An-
frageobjekt q steigt der Algorithmus rekursiv im Baum ab. Einige Knoten p (Radius rp)
können auf Basis der oben genannten Entfernungsschranke 4.7.1 d(p, q) > rq + rp von der
weiteren Suche ausgeschlossen werden. Von jedem Knoten p, der nicht auf diese Art von
der Suche ausgeschlossen werden konnte, müssen im nächsten Schritt alle Kindknoten ci
untersucht werden. Ohne weitere Optimierungen wären hierfür O(C) Distanzberechnun-
gen d(ci, q) notwendig, um die Entfernungsschranken bzgl. ci zu evaluieren. Zu diesem
Zeitpunkt der Suche wurde die Entfernungsschranke 4.7.1 bzgl. p in jedem Fall evaluiert.
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I.d.R. musste dazu die Entfernung d(p, q) bestimmt werden. Da im Fall des Standard-M-
Baums jeder Kindknoten ci von p die Entfernung d(ci, p) speichert, können diese beiden
Entfernungen genutzt werden, um die Entfernung d(ci, q) einzugrenzen:
|d(ci, p) − d(p, q)| ≤ d(ci, q) ≤ d(ci, p) + d(p, q). (4.7.5)
Gegenüber dem naiven Ansatz alle Entfernungen zu untersuchten Knoten zu bestimmen,
können im Fall des originalen M-Baums somit einige Entfernungsberechnungen d(ci, q)
eingespart werden.
Im Fall des CM-Baums sind alle bilateralen Entfernungen der Kindknoten untereinan-
der gespeichert. Ist das Zentralobjekt des Elternknotens p gleichzeitig auch Zentralobjekt
eines der Kindknoten ci, so ist implizit die Entfernung aller Kindknoten zum Elternknoten
bekannt. Somit kann die selbe Optimierung wie im originalen M-Baum angewendet wer-
den. Es existieren jedoch einige Erweiterungen des M-Baums, bei denen dies nicht in
jeder Situation gilt. Bei Expansion eines Knotens, dessen Zentralobjekt nicht gleichzei-
tig Zentralobjekt eines Kindknotens ist, kann initial über die Dreiecksungleichung kein
Kindknoten ohne weitere Entfernungsberechnung ausgeschlossen werden.
In jedem Fall können eine Reihe von Kind-Knoten als Ergebniskandidaten verbleiben,
die nicht aus der Ergebnismenge ausgeschlossen werden können (aufgrund der Ungenau-
igkeit der Dreiecksungleichung oder weil die Entfernung zum Elternobjekt nicht bekannt
ist). Aus dieser Menge wird ein beliebiger Kindknoten ci evaluiert. Die Entfernung d(ci, q)
wird bestimmt. Auf Basis dieser Entfernung kann nicht nur eine Entscheidung über das
weitere Vorgehen bzgl. ci getroffen werden. Die nun bekannte Entfernung d(ci, q) kann
auch genutzt werden, um die Entfernungen der anderen noch zu evaluierenden Kind-
knoten ck weiter einzugrenzen und einige von der weiteren Suche auszuschließen.
Im CM-Baum ist es also möglich auf Basis einer größeren Anzahl gespeicherter Entfer-
nungen mehr Knoten ohne Entfernungsberechnung auszuschließen, als dies im klassischen
M-Baum möglich ist.
Weitere Unterschiede und Gemeinsamkeiten. Neben der Speicherung der bilatera-
len Entfernungstabelle der Kinderknoten jedes Knotens unterscheidet sich der CM-Baum
nur in kleinen Facetten vom klassischen M-Baum:
• Für die Blattauswahl wird ein nur leicht verändertes, ebenfalls lokales Verfahren
verwendet. Wie beim klassischen M-Baum wird bei der Suche nach dem relevanten
Blatt also nur ein Suchpfad verfolgt. Wie bereits in Abschnitt 4.6.3 beschrieben,140
führt dies bei einer weder vollständigen noch überlappungsfreien Raumabdeckung
(wie sie beim (C)M- und R-Baum vorliegt) zu einer sehr suboptimalen Blattauswahl.
• Bei der Knotenteilung wird anstelle der im M-Baum üblichen Optimierung eines
Zielwertes (bspw. Minimierung des größeren der beiden Teilradien) ein Clusterver-
fahren zur Partitionierung verwendet. Die Auswahl der Teilbaumwurzel (Promote)
erfolgt analog zu den Bulk-Loading-Verfahren (siehe Abschnitt 4.6.2) durch Mini-
mierung des Knotenradius.
• Eine Knotenteilung erfolgt nach einem Einfügevorgang nicht nur, wenn analog zum
B-Baum [166] die Knotenkapazität überschritten wurde, sondern auch, wenn ein von
Aronovich und Spiegler [7] nicht näher spezifiziertes Gütekriterium verletzt wurde.
140Der Effekt wird in Kapitel 5 ausführlich analysiert.
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• Aronovich und Spiegler [7] heben die Existenz eines Lösch-Algorithmus für ihren
Baum hervor. Dieser ist aufgrund der prinzipiell gleichen Baumstruktur jedoch glei-
chermaßen auf einen normalen M-Baum anwendbar.141
• Wie Ciaccia et al. [48] nennen Aronovich und Spiegler [7] ihren Baum balanciert,
obwohl dieser aufgrund der nicht balancierten Partitionierung nicht balanciert ist.
Bewertung. Aronovich und Spiegler [7] vergleichen den CM-Baum mit dem klassischen
M-Baum [48] und dem Slim-Tree [202]. Sie verwenden dabei jedoch eine eher schlechtere
Konfiguration des M-Baums bzgl. der Knotenteilung (Zufällige Auswahl der Teilbaum-
wurzeln bzw. Minimierung der Radiensumme). In ihren Experimenten zeigt der CM-
Baum stets eine leicht bessere Suchperformance als der M-Baum, die in ausgewählten
Dimensionen und Experimenten bis auf 303% ansteigt. Der CM-Baum besitzt in allen
Fällen einen deutlich höheren Konstruktionsaufwand als der M-Baum. Auch besitzt der
CM-Baum in ihren Experimenten eine deutlich geringeren I/O-Aufwand als der M-Baum.
Dies erklärt sich jedoch aus den verwendeten unterschiedlichen Knotenkapazitäten und
nicht aus einer superioren Indexstruktur.
4.7.4 Komplexe Ähnlichkeitssuche: A0-Verfahren und M 2-Baum
Die bisher vorgestellten Erweiterungen des M-Baums [48] dienen wie dieser dazu, Ähnlich-
keitsanfragen bzgl. einer festen metrischen Distanzfunktion möglichst effizient zu beant-
worten. Ciaccia und Patella [47] versuchen mit dem M2-Baum das Einsatzgebiet auf die
in Abschnitt 3.3.7 vorgestellten komplexen Ähnlichkeitssuche zu erweitern. Das Verfahren
benutzt die grundsätzliche Strukturierungsidee des M-Baums, ist jedoch mit diesem und
dessen Erweiterungen inkompatibel. Es sind völlig andere Einfüge- und Suchalgorithmen
notwendig – eine Kombination mit anderen M-Baum-Erweiterungen ist nicht möglich.
Komplexe Ähnlichkeitssuche. Mit allen bisher in diesem Kapitel vorgestellten Ver-
fahren (einschließlich des M-Baums und seiner Erweiterungen) werden Objekte bzgl. ei-
ner fixen Distanzfunktion indiziert, die den Axiomen einer Metrik genügt. In einigen
Anwendungsgebieten kann jedoch nicht a priori eine feste Distanzfunktion festgelegt wer-
den. Vielmehr werden Ähnlichkeitsanfragen bzgl. unterschiedlicher Ähnlichkeitsaspekte
gestellt. So kann bspw. ein Nutzer Bilder mit einer ähnlichen Farbgebung und ein anderer
Nutzer Bilder mit einer ähnlichen Vordergrundobjekten suchen. Mit einfachen metrischen
Indexstrukturen (wie dem M-Baum) ist eine derartige freie Variation der Distanzfunktion
nicht möglich, da die Distanzfunktion in metrischen Räumen das einzige Strukturierungs-
merkmal darstellt.
Eine einfache Möglichkeit der Unterstützung der Variation der Distanzfunktion für
Anfragen besteht in der Beschränkung der möglichen Distanzfunktionen. Können vom
anfragenden Nutzer nur solche Distanzfunktionen gewählt werden, die sich zur Indizie-
rungsdistanzfunktion kontraktiv verhalten (siehe Abschnitt 4.2), so ist es möglich, metri-
sche Standard-Indexstrukturen (wie den M-Baum) zu verwenden. Die Suchalgorithmen
müssen hierfür leicht modifiziert werden.
141Ciaccia et al. [48] betonen zwar die Existenz eines Löschalgorithmus für den M-Baum, stellen diesen
jedoch mit Verweis auf “Platzgründe” in keiner ihrer Veröffentlichungen [48, 219] vor. Der Algorithmus
von Aronovich und Spiegler [7] kann somit als erste Veröffentlichung eines Löschalgorithmus für M-Baum-
artige Strukturen gelten. Der Algorithmus benutzt nur die grundsätzliche Baumstruktur und nicht die
bilateralen Entfernungen der Kindknoten. Insofern ist er auch auf Standard-M-Bäume anwendbar.
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Einen anderen Ansatz der Variation der Anfragedistanzfunktion verfolgt die komple-
xe Ähnlichkeitssuche. Hierbei werden bei Erstellung der Indexstruktur eine feste Menge
von metrischen Distanzfunktionen gewählt. Bei einer Anfrage können diese vorgegebenen
Distanzfunktionen mit beliebigen (nicht negativen) Gewichten linear zu einer Gesamt-Di-
stanzfunktion kombiniert werden. Ähnlichkeitsanfragen (Bereichssuche, k-Nächste-Nach-
barn-Suche, ...) werden dann bzgl. dieser Gesamt-Distanzfunktion durchgeführt. Zur effi-
zienten Beantwortung derartiger komplexer Ähnlichkeitssuchanfragen existieren Ansätze,
wie das A0-Verfahren [72, 71] oder der M2-Baum [47]. Eine weitere Möglichkeit wird von
Zierenberg [222] vorgestellt. Diese ist allerdings auf variabel gewichtete euklidische Ab-
stände beschränkt und kann für allgemeine metrische Räume nicht eingesetzt werden. Aus
diesem Grund wird dieser Ansatz hier nicht weiter vertieft.
Das A0-Verfahren. Ein erster Ansatz für derartige Probleme wurde von Fagin [72, 71]
vorgestellt. Die Idee ist es, für jede der vordefinierten Einzeldistanzfunktionen einen se-
paraten Ähnlichkeitsindex zu bilden. Prinzipiell kann jede in diesem Kapitel vorgestellte
Struktur (bspw. der klassische M-Baum) dafür benutzt werden. Bei n kombinierten Ein-
zeldistanzfunktionen werden also n unabhängige M-Bäume erstellt.
Voraussetzung für die Verwendbarkeit einer metrischen Indexstruktur ist, dass der
Index eine Pull-basierte (lazy evaluierte) ∞-Nearest-Neighbor-Anfrage unterstützt (siehe
Abschnitt 3.3.3). Der Index muss es also ermöglichen, on-demand die gespeicherten Ele-
mente geordnet nach ihrer Ähnlichkeit zu einem Anfrageobjekt zurückzugeben, ohne alle
Ähnlichkeiten a priori zu berechnen. Im Fall des M-Baums kann eine derartige Anfrage
durch eine Adaption der k-Nächste-Nachbarnsuche leicht effizient beantwortet werden.142
Zur Beantwortung einer komplexen Ähnlichkeitssuche gibt der Nutzer die zu ver-
wendenden Gewichte sowie die Ähnlichkeitsanfrage bzgl. der Gesamtdistanzfunktion vor.
Beim A0-Verfahren wird jedem Einzelindex eine solche lazy evaluierte Anfrage nach den
∞ nächsten Nachbarn bzgl. des Anfrageobjektes gestellt. Es stehen also sortierte Warte-
schlangen für alle Einzeldistanzen zur Verfügung. Anschließend wird aus einer der War-
teschlangen (i) das ähnlichste Element e1,i bzgl. Distanzfunktion di entnommen. Da alle
anderen gespeicherten Elemente eine größere Distanz mit dieser Distanzfunktion di be-
sitzen, kann auf Basis der Gewichte der Einzeldistanzfunktionen in der Aggregation eine
Aussage über die Gesamtdistanzen der noch nicht entnommenen Elemente getroffen wer-
den. Ist bspw.
dges(e, q) = g1 · d1(e, q) + ... + gj · dj(e, q) + ... + gi · di(e, q) + ... (4.7.6)
so gilt für alle anderen gespeicherten Objekte
dges(e, q) ≥ gi · di(e1,i, q). (4.7.7)
Wurde weiterhin das erste Element e1,j aus der Warteschlange für dj entnommen, so kann
die Entfernung der verbliebenen Objekte weiter eingeschränkt werden:
dges(e, q) ≥ gj · dj(e1,j, q) + gi · di(e1,i, q). (4.7.8)
Für jedes entnommene Element wird weiterhin die aggregierte Entfernung zu q bestimmt.
Je nach Anfrage wird es damit bereits als Ergebnis der Suche evaluiert. (Bereichssuche)
142Der Algorithmus zur k-Nächsten-Nachbarnsuche wurde in Abschnitt 4.5.3 vorgestellt. Die dort ver-
wendete Prioritätswarteschlange muss eine unbegrenzte Kapazität besitzen. Wenn feststeht, dass ein
Objekt das nächste verbliebene Objekt ist, muss die Suche unterbrochen werden, um dieses Objekt zu-
rückzugeben. Der Suchzustand muss gespeichert werden, um die Suche jederzeit an dieser Stelle fortsetzen
zu können.
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Aus allen Warteschlangen werden so lange Elemente entnommen, bis mit Hilfe dieser
Kriterien festgestellt werden kann, dass kein noch nicht berücksichtigtes Element Teil
der Ergebnismenge sein kann. Bei der Bereichssuche ist dies bspw. der Fall, wenn die
Entfernungsschranke größer als der Suchradius ist.
Der M2-Baum. Das A0-Verfahren ist ziemlich ineffizient, d.h. es werden zu viele Ele-
mente aus allen Warteschlangen entnommen, bevor der Abschluss einer Suchanfrage
festgestellt werden kann. Aufbauend auf einer ersten Arbeit [50] stellen Ciaccia und
Patella [47] den M2-Baum vor. Dieser berücksichtigt in einem einzigen M-Baum-ähnlichen
Index alle Einzeldistanzfunktionen und ist nach ihrer Aussage deutlich effizienter als das
A0-Verfahren.
Während in einem normalen M-Baum-Knoten ein zentrales Pivot-Element zusam-
men mit einem Radius einen Raumbereich abgrenzt, wird ein M2-Baum-Knoten über
jeweils ein Pivot-Element und Radius bzgl. jeder Distanzfunktion beschrieben. Bei der
Ähnlichkeitssuche kann mit Hilfe der Dreiecksungleichung an jedem Knoten bzgl. jeder
Distanzfunktion eine Einschränkung des Bereichs angegeben werden, in dem sich Kind-
knoten befinden können. Unter Verwendung der Aggregationsfunktion kann auch ein Be-
reich der aggregierten Distanzfunktion abgeschätzt werden. Mit Hilfe der Abgrenzung
der Gesamtdistanz der Elemente eines Knotens können die allgemeinen Algorithmen der
Ähnlichkeitssuche zum Einsatz kommen.
Die Effizienz des normalen M-Baums resultiert aus der clusterähnlichen Zusammen-
fassung ähnlicher Objekte in einem Knoten. Dies ist bei Verwendung mehrerer Distanz-
funktionen (d.h. im M2-Baum) insbesondere bei noch unbekannter Aggregationsfunkti-
on schwierig, da die zu speichernden Objekte i.d.R. nicht bzgl. aller Distanzfunktionen
gleichzeitig ähnlich sind. (Wenn bspw. die Objekte A und B ähnlich sind, würden sie
wahrscheinlich auf einer tiefen M-Baum-Ebene in einem gemeinsamen Knoten landen.
Sind sie dagegen unähnlich, so wäre dies schlecht für die Suchperformance und wird so
von den meisten M-Baum-Varianten vermieden. Wenn A und B bzgl. der vordefinierten
Distanzfunktion d1 sehr ähnlich, jedoch bzgl. der anderen vordefinierten Distanzfunktion
d2 sehr unähnlich sind, so ist es bei unbekannter Gewichtung schwierig zu entscheiden, ob
die beiden Datensätze in einem gemeinsamen Knoten gruppiert werden sollen oder nicht.)
Ciaccia und Patella [47] bleiben in ihrer Darstellung bezüglich des Einfüge- und Kno-
tenteilungsprozesses extrem vage. Nach ihren Andeutungen sind die Pivotelemente keine
vollständigen Objekte, sondern nur noch die bzgl. der Einzeldistanzfunktion relevanten
Aspekte. Geht es also um die Form des vordergründigen Objektes in einem Bild, so wird
als Pivot-Element kein Bild, sondern nur eine repräsentative Form gewählt. Diese scheint
nicht einmal unbedingt einer existierenden Form eines gespeicherten Beispiels entspre-
chen zu müssen, sondern kann eine rein generische mittlere Form sein. Wie eine solche
mittlere Form in freien metrischen Räumen gewonnen werden kann, bleibt genauso offen,
wie der Algorithmus zur Gruppierung der Objekte. Ciaccia und Patella [47] verweisen
nur auf einen, aus Platzgründen nicht dargestellten, spezifischen Promote-Algorithmus.
Ohne genauere Informationen kann das Verfahren leider nicht sinnvoll beurteilt werden.
Ciaccia und Patella [47] vergleichen ihr Verfahren mit dem A0-Verfahren [72, 71] und be-
richten von einer bis zu 20%igen Einsparung an Distanzberechnungen und einer 30%igen
Einsparung an I/O.
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4.8 Zusammenfassung
In diesem Kapitel wurde ein Überblick über existierende Verfahren für die metrische
Ähnlichkeitssuche gegeben. Die Verfahren wurden analysiert und klassifiziert.
Eine einfache Einteilung der Verfahren ist bzgl. der Trägermetrik möglich:
• Manche der in diesem Kapitel vorgestellten Verfahren, wie bspw. der M+-Baum [221]
(Abschnitt 4.7.2), unterstützen nur Distanzfunktionen in Lm-Vektorräumen. Sie sind
eigentlich den in Kapitel 3 beschriebenen Punktzugriffsverfahren für metrische Räu-
me zuzurechnen, wurden von ihren Autoren jedoch eher falsch als allgemeine metri-
sche Verfahren eingeordnet.
• Einige Verfahren, wie bspw. der BK-Baum [35], können nur diskrete metrische Di-
stanzfunktionen mit d ∈ N0 indizieren. (Siehe Abschnitt 4.3.) Damit kann die Ähn-
lichkeitssuche in zusätzlichen Domänen, wie bspw. der Editierdistanz von Texten,
effizient durchgeführt werden.
• Die meisten vorgestellten Verfahren indizieren beliebige metrische Distanzfunktio-
nen mit d ∈ R+0 . (Siehe Abschnitte 4.4, 4.5, 4.6 sowie 4.7.) Mit diesen Verfahren
kann eine große Bandbreite an Problemen gelöst werden (u.a. alle in Kapitel 2 vor-
gestellten Problemdomänen).
• Eine weitere Kategorie von Verfahren, wie A0 [72] oder der M2-Baum [47], unter-
stützt eine eingeschränkte Variation beliebiger Distanzfunktionen zur Abfragezeit.
Damit ist es in begrenztem Umfang möglich, mit einer festen Indexstruktur Anfra-
gen bzgl. einer Bandbreite unterschiedlicher Distanzfunktion zu unterstützen. Somit
wird der Einsatzbereich beliebiger metrischer Distanzfunktionen weiter ausgeweitet.
Tabelle 4.1 fasst die in diesem Kapitel vorgestellten Indexstrukturen zusammen.
Die Kategorie der variablen Distanzfunktionen deckt dabei die breitesten Einsatz-
szenarien ab. Verfahren dieser Kategorie unterliegen jedoch einer gewissen Performance-
einschränkung. Weiterhin stellen sie nur abgegrenzte Erweiterungen der Verfahren der
vorletzten Kategorie (beliebige metrische Distanzfunktionen mit d ∈ R+0 ) dar. Die vor-
letzte Kategorie (d ∈ R+0 ) deckt alle Anwendungsgebiete der vorher genannten Katego-
rien (Lm, d ∈ N0) mit ab. Somit stellt die Perfektionierung der vorletzten Kategorie von
Verfahren den Schlüssel für die Verbesserung der Ähnlichkeitssuche in allen Domänen dar.














FastMap [77]/Gemini [116] d ∈ R+0 Mapping in euklidischen Raum
BKT [35]/F(H)QT [12]/FQA [41] d ∈ N0 Entfernungsringe um ein Pivotelement
Fixed Slices FQA [40] d ∈ R+0 Erweiterung FQA auf d ∈ R+
(feste Entfernungsintervalle)
Fixed Quantiles FQA [41]/ d ∈ R+0 Erweiterung FQA auf d ∈ R+
(M)VPT [207, 31]/VPF [217] (Entfernungsquantile)
(Monotoner) Bisector d ∈ R+0 vollständige Raumteilung, zwei
Baum [107, 150] / GHT [207] Pivots mit trennender Hyperebene
GNAT [32]/Voronoi-Baum [59] d ∈ R+0 GHT mit mehr als 2 Pivotelementen
List of Clusters [42] d ∈ R+0 Partitioning around Medoids
(Sorted) (L)AESA [210, 139, 191] d ∈ R+0 Matrix bilateraler Entfernungen
D-Index [63] d ∈ R+0 Hash-Baum mit “Exclude the Middle”
M-Baum [48] d ∈ R+0 Hyperkugeln um Pivotelemente
Pivoting M-Baum [193] d ∈ R+0 Kombination M-Baum mit (L)AESA
M+-Baum [221] Lm Teilung M-Baum-Knoten
entlang Schlüsselebene
CM-Baum [7] d ∈ R+0 M-Baum, zusätzlich
AESA auf Knotenebene
A0 [72, 71] d =
∑
i ai · di Linearkombination mehrerer Einzel-
d, di, ai ∈ R+0 indices durch Suchalgorithmus
M
2-Baum [47] d = ∑i ai · di Mehrere Einzelmetriken in einem
d, di, ai ∈ R+0 abgewandelten M-Baum
Tabelle 4.1: Indexstrukturen für die metrische Ähnlichkeitssuche
∗ beim Suchen
• Statische oder dynamische Speicherstruktur (Können nachträglich Elemente einge-
fügt werden oder müssen alle zu speichernden Daten a priori bekannt sein?)
• Stabilität der Effizienz bzgl. unterschiedlicher Daten und Anfragen (bspw. erscheint
der D-Index [63] nur bei bestimmten Datenverteilungen effizient einsetzbar).
• Komplexität der Implementierung (Einfügen und Suchen)
• Adaptionsfähigkeit für verschiedene Domänen.143
Als Struktur mit dem flexibelsten Einsatzbereich hebt sich der M-Baum [48] mit seinen
Varianten [7, 202, 203, 45, 194, 193, 47] heraus. Im Gegensatz zu anderen Strukturen
• ist er relativ effizient (sowohl bzgl. der Anzahl an notwendigen Distanzberechnungen
als auch dem Speicheraufwand, sonstigen CPU- und I/O-Aufwand).
• kann er parametriert werden, um den jeweils dominierenden Suchaufwand (I/O,
Distanzberechnungen, sonstiger CPU-Aufwand) zu minimieren. (Andere Verfahren
fokussieren meist ausschließlich auf eine Minimierung der Distanzberechnungen.)
143Die Gesamtzeit bspw. einer Anfrage wird durch die Summe aus I/O-Zeit, Zeit für Distanzberechnun-
gen und sonstige CPU-Zeit bestimmt. In manchen Domänen ist eine Distanzberechnung so aufwändig,
dass diese Zeit alle anderen Zeiten dominiert. Aus diesem Grund liegt bei den meisten Verfahren der al-
leinige Fokus auf der Minimierung der Anzahl an Distanzberechnungen. In manchen Domänen überwiegt
jedoch der I/O-Aufwand. Eine gute Indexstruktur erlaubt die Verschiebung des Optimierungsfokus in
verschiedenen Domänen, um die Gesamtzugriffszeit zu minimieren.
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Struktur/Erweiterung Abschnitt Einzelerweiterungsaspekt
M-Baum (orig.) [48] 4.5.4 verschiedene Verfahren für Promote
verschiedene Verfahren für Partition
Bulk-Loading [45] 4.6.1 Verringerung Hüllradien
4.6.2 Effizientes Einfügen a priori bekannter Daten
Slim-Tree [202, 203] 4.6.4 Neues Blattauswahlverfahren
Knotenteilung mit Minimum-Spanning-Tree [120]
Strukturelle Baum-Verbesserung durch
Slim-Down-Algorithmus
Multi Way Insertion 4.6.3 Neues Blattauswahlverfahren
M-Tree [194] 4.6.4 Verbesserung Slim-Down-Algorithmus
CM-Baum [7] 4.7.3 Neuauswahl Teilbaumwurzel nach Knotenteilung
Tabelle 4.2: Einzelaspekte der M-Baum-Erweiterungen
• können dynamisch Elemente eingefügt werden.144 (Bei anderen Verfahren müssen
alle zu speichernden Elemente (bspw. AESA [210]) oder eine Entfernungsstatistik
(bspw. VPT [207]) a priori bekannt sein.)
• besitzt er eine Raumteilung, die sehr einfach für Ähnlichkeitsanfragen genutzt wer-
den kann. (Äquivalente Algorithmen bspw. für den GNA-Baum [32] sind deutlich
komplexer.)
Für den M-Baum wurden eine Reihe kompatibler und inkompatibler Erweiterungen vor-
gestellt. Bei den kompatiblen Erweiterungen wird die M-Baum-Struktur vollständig bei-
behalten. Abfragealgorithmen und Speicherung können so unverändert verwendet werden.
Bei diesen Erweiterungen werden zumeist lediglich Teile des Einfügealgorithmus modifi-
ziert. In manchen Fällen, wie bspw. Bulk Insert (siehe Abschnitt 4.6.2) wird auch der
komplette Einfügealgorithmus ersetzt.
Aufgrund gleicher Baumstruktur lassen sich kompatible M-Baum-Erweiterungen belie-
big kombinieren. Auch bestehen vorgestellte Erweiterungen, wie bspw. der Slim-Tree [202]
aus mehreren, unabhängig anwendbaren Erweiterungsaspekten. (Im Rahmen des Slim-
Tree wurden bspw. eine veränderte Auswahl des Blattknotens, ein veränderter Knoten-
teilungsalgorithmus und ein allgemeiner Baum-Verbesserungsalgorithmus “Slim down”
vorgestellt. Siehe Abschnitt 4.6.4.) Tabelle 4.2 fasst die in diesem Kapitel vorgestellten
kompatiblen Einzelerweiterungsaspekte zusammen.
Aufgrund dieser freien Kombinierbarkeit kann bspw. ein M-Baum initial mit einem
Bulk-Loading-Verfahren (Abschnitt 4.6.2) gefüllt werden. Weitere Datensätze können an-
schließend bspw. mit Hilfe des Blattauswahlverfahrens des Multiway-Insertion-M-Trees
(Abschnitt 4.6.3) und der Knotenteilungsstrategie des Slim-Tree (Abschnitt 4.6.4) unter
Beibehaltung verringerter Hüllradien (Abschnitt 4.6.1) eingefügt werden.
Trotz dieser Vielzahl an Erweiterungsalgorithmen verbleibt jedoch viel Optimierungs-
potential für den M-Baum. Auch fehlt eine fundierte Analyse des Verhaltens dieser Da-
tenstruktur. Viele Attribute, die Ciaccia et al. [48, 219, 45, 47] dem M-Baum zuschreiben,
sind weder belegte Eigenschaften noch in diesem Zusammenhang wirklich relevant. Man-
che dieser Attribute sind schlicht falsch. So wird dem Baum oft eine Balance zugesprochen,
die dieser nur besitzt, wenn die balancierte Knotenteilung und nicht die deutlich besse-
144Ein Löschen ist auch möglich, wurde jedoch von Ciaccia et al. [48] nicht weiter vertieft. Ein Lösch-
algorithmus wird im Rahmen einer M-Baum-Erweiterung CM-Baum [7] vorgestellt.
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re145 Teilung entlang der generalisierten Hyperebene verwendet wird. In der Praxis ist der
Baum also üblicherweise nicht balanciert. Die Tatsache, dass dabei alle Blätter die gleiche
Höhe besitzen, ist eher nachteilig, da sie zu “Luftwurzeln” führt. (Siehe Abschnitt 3.8.3)
In gleicher Art werden die meisten Einfügestrategien (auch der meisten Erweiterungen)
durch angenommene, aber unbewiesene Äquivalenzen zu den eindimensionalen Räumen
des B-Baums [166] motiviert. Aufgrund der nicht vollständigen und überlappungsfreien
Raumteilung besteht jedoch eher eine gewisse Äquivalenz zum R-Baum [93].
Aus diesen Gründen wird im folgenden Kapitel 5 versucht, auf der Basis der allgemei-
nen M-Baum-Idee sowie der in den Erweiterungen vorgeschlagenen Optimierungsaspekte
einen optimierten M-Baum zu entwerfen. Hierfür wird zunächst der Einfluss der Topolo-
gie eines M-Baums auf die durchschnittlichen Abfragekosten analysiert. Mit Hilfe dieser
Analyse werden die originalen M-Baum-Einfügestrategien, sowie die kompatiblen Erwei-
terungen bewertet. Anschließend werden verbesserte Einfügestrategien vorgeschlagen und
alle sinnvollen Erweiterungen zu einem erweiterten EM-Baum aggregiert. Weiterhin wer-
den auch die Suchalgorithmen optimiert, um die für Ähnlichkeitsanfragen notwendige
Anzahl von Distanzberechnungen zu verringern.
Im Anschluss werden in Kapitel 6 die theoretischen Analysen des Kapitels 5 sowie die
dort vorgeschlagene Baumstruktur experimentell validiert. Dabei werden alle separierba-
ren Erweiterungsaspekte (sowohl die in diesem Kapitel beschriebenen bereits vorgestellten
als auch die im Rahmen dieser Arbeit in Kapitel 5 entwickelten) wenn möglich einzeln
verglichen. Abschließend werden die Datenstrukturen in der Konfiguration verglichen, in
der sie vorgestellt wurden. (D.h. bspw. der Slim-Tree mit allen im Rahmen dieser Erwei-
terung [202] vorgestellten Optimierungsaspekten.)
145Gemessen im notwendigen durchschnittlichen Anfrageaufwand.
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Kapitel 5
Erweiterungen des M-Baumes zum
EM-Baum
In Kapitel 4 wurden einige grundlegende Verfahren zur Indizierung der Ähnlichkeitssuche
in metrischen Räumen vorgestellt. Aus diesen ragt der M-Baum [48] mit seinen Varianten
als flexibelste Indexingstruktur heraus. Die Datenstruktur lässt jedoch noch viel Raum
für Optimierungen. Im Rahmen dieses Kapitels soll der M-Baum zum EM-Baum erweitert
werden, um eine universelle Ähnlichkeitssuchstruktur zu schaffen, die das Optimierungs-
potential gut ausschöpft. Der Baum entspricht topologisch einem normalen M-Baum, d.h.
es können alle in der originalen Arbeit [48] (siehe Abschnitt 4.5) oder späteren kompa-
tiblen Variationen [45, 194, 202, 157, 203, 193, 47] (siehe Abschnitt 4.6) verwendeten
Algorithmen damit kombiniert werden. Die Erweiterung zerfällt in zwei Teile.
1. Suchalgorithmen. Ein Aspekt beschäftigt sich mit einer Ausschöpfung ungenutzten
Optimierungspotentials [90] bei den Suchalgorithmen. In Abschnitt 5.1 werden verbesser-
te Algorithmen für die Bereichs- und die k-Nächste-Nachbarn-Suche vorgestellt, die die
Anzahl der notwendigen Distanzberechnungen reduzieren.
2. Baumtopologie. Die Topologie des M-Baums entsteht durch die Anwendung mehre-
rer Strategien beim Einfügen neuer Datensätze.146 Beim Einfügen in den M-Baum müssen
folgende Entscheidungen getroffen werden (siehe Abschnitt 4.5.4):
• Auswahl des Blattknotens, in den eingefügt wird.
• Auswahl neuer Elternelemente bei der Knotenteilung.
• Aufteilung der Kindknoten bei der Knotenteilung.
146Ein Löschalgorithmus wurde von Ciaccia et al. [48] nicht vorgestellt. Erst Aronovich und Spiegler [7]
implementierten im Rahmen ihrer M-Baum-Erweiterung CM-Baum ein Verfahren zum Löschen von
Datensätzen. Für viele der in Kapitel 2 vorgestellten Beispiel-Anwendungen ist ein Löschverfahren auch
nicht zwingend erforderlich – es genügt, wenn es möglich ist, dynamisch neue Elemente einzufügen und
der M-Baum stetig wächst. Ein einfacher Löschalgorithmus entfernt bei einem Blattbaum einfach die
relevanten Datensätze aus den Blättern und löscht leere Baumäste. Die Schwierigkeit besteht hierbei
darin, eine gute Baumstruktur zu erhalten. Die Baumstruktur sollte nach dem Löschen der Baumstruk-
tur entsprechen, die entstanden wäre, wenn die die gelöschten Elemente gar nicht erst eingefügt worden
wären. Da dies relativ komplex ist, würde der Baum bei den meisten einfachen Löschalgorithmen dege-
nerieren. Die weitere Diskussion beschränkt sich auf die Optimierung der Baumstruktur durch die Wahl
von Einfüge-Algorithmen.
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In der Literatur [48, 45, 194, 202, 203, 7] werden für diese Entscheidungen entweder
unbegründete Heuristiken benutzt oder eine Entscheidung wird analog zum B-Baum [166]
begründet. Dabei bleibt unberücksichtigt, dass beim B-Baum der Raum vollständig und
überlappungsfrei geteilt wird, während dies beim M-Baum [48] analog zum R-Baum [93]
nicht der Fall ist. (Zu den dadurch auftretenden Schwierigkeiten und Unterschieden siehe
auch Abschnitt 3.8.3.)
Ein Beispiel eines solchen Unterschiedes ist die Baum-Balance. Bei eindimensiona-
len Suchbäumen (wie dem AVL-[2] oder dem B-Baum [166]) ist inzwischen allgemeines
Grundlagenwissen, dass ein balancierter Baum Voraussetzung eines effizienten Suchindex
ist. Dieses Wissen wird oft ohne nähere Analyse auf andere Domänen übertragen. Da-
bei wird leicht übersehen, dass diese Effizienz ausschließlich bei einer Einwegsuche gilt,
d.h. bei einer Punktsuche in Strukturen mit einer vollständigen und überlappungsfreien
Raumteilung. Damit gilt der Zusammenhang zwischen Balance und Effizienz in M-Baum-
ähnlichen Indices nur noch bedingt; andere Faktoren beeinflussen die Sucheffizienz deut-
lich stärker als die Balance. Viele Autoren übertragen jedoch den Wunsch nach Balance
unreflektiert auf den M-Baum. Zudem führen die meisten Einfügestrategien nicht einmal
zu einem balancierten Baum, obwohl dies oft [48, 219, 45, 47] behauptet wird.147
Aus diesen Gründen wird zunächst in Abschnitt 5.2 der Einfluss der M-Baum-Topologie
auf den erwarteten Abfrageaufwand analysiert. Im Anschluss diskutiert Abschnitt 5.3
darauf aufbauend neue Einfügealgorithmen. Im folgenden Kapitel 6 werden diese dann
experimentell evaluiert und den originalen (Abschnitt 4.5.4), sowie den kompatiblen Er-
weiterungsstrategien (Abschnitt 4.6) gegenübergestellt. Hinweise zur praktischen Imple-
mentierung finden sich in Anhang A.3.
5.1 Verbesserung der Suche im M-Baum
5.1.1 Symbole
Da im Folgenden von verschiedenen Schranken die Rede ist, seien hier die verwendeten
Symbole noch einmal zentral definiert, um Mehrdeutigkeiten zu vermeiden.
Definition 5.1. (Entfernung zweier Punktdatensätze da,b): Als Kurzschreibweise
für die Entfernung zweier Punktdatensätze a und b wird im Folgenden da,b verwendet.
Untersucht werden folgende Suchtypen:
Definition 5.2. (Bereichssuche): Eine Bereichssuche QR wird im folgenden o.B.d.A.
als hyperkugelförmig angesehen. Ergebnis einer solchen Anfrage sind alle im Index I
gespeicherten Elemente e, deren Abstand de,q zum zentralen Anfrageelement q den Such-
radius rq unterschreitet: ∀e ∈ I | de,q ≤ rq. Geometrisch entspricht der Suchbereich somit
einer Hyperkugel HQ mit Radius rq um das Anfrageelement q. Der Suchbereich bestimmt
die Bereichssuche vollständig.
Eine weitere betrachtete Suchform ist die k-Nächste-Nachbarnsuche.
Definition 5.3. (k-Nearest-Neighbor-Suche): Ergebnis einer k-Nearest-Neighbor-Su-
che sind alle im Index I gespeicherten Elemente e, deren Abstand de,q zum zentralen
Anfrageelement q so gering ist, dass weniger als k gespeicherte Elemente noch näher sind:
kNN(q, k) = {R ⊆ I|∀e ∈ R, y ∈ I \ R : dq,e ≤ dq,y ∧ |R| = k}.
147Zu einer ausführlichen Diskussion für den R-Baum [93] siehe Abschnitt 3.8.3. Für den M-Baum [48]
wird die Problematik kurz in Abschnitt 4.5.4 analysiert.
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Eine k-Nächste-Nachbarnsuche wird durch ihr Zentralelement q und die Kardinalität
k vollständig beschrieben. Sie entspricht geometrisch einer Bereichssuche mit a priori
unbekanntem Radius.
Definition 5.4. (Enthaltensein Datenelement e ∈ n): Ein Datenelement e ist un-
terhalb eines M-Baum-Knotens n gespeichert, wenn eine der folgenden Bedingungen gilt:
1. n ist ein Blattknoten und e ist eines der direkt in n gespeicherten Datenelemente,
oder
2. n ist ein innerer Knoten und e ist unterhalb eines direkten Kindknotens c von n
gespeichert: ∃c ∈ childs(n) : e ∈ c.
Für verschiedene Entfernungen des Anfrageelementes q zu einem M-Baum-Knoten n wer-
den verschiedene Kurzschreibweisen eingeführt:
Definition 5.5. (Knotenbezeichnung): Eine Knotenbezeichnung wie bspw. n bezeich-
net gleichzeitig den gesamten M-Baum-Knoten und dessen Zentralobjekt. Geht aus dem
Kontext nicht hervor, ob es sich um den gesamten Knoten oder dessen Zentralobjekt han-
delt, so wird dies durch einen Index deutlich gemacht. Die Entfernung eines Punktes a
zum Zentralobjekt eines inneren M-Baum-Knotens n wird entsprechend vereinfacht mit
da,n bzw. dn,a bezeichnet.
Dies entspricht der Schreibweise zweier Punktentfernungen. Ob es sich um einen Kno-
ten oder einen Punkt handelt, wird jeweils vorher definiert. Punkte werden zudem mit
e (“Element”) oder q (Zentralobjekt einer Anfrage) bezeichnet, während Baumknoten
Bezeichnungen wie n (“Node”), p (“Parent node”) oder c (“Child node”) tragen.
Weitere Entfernungen zwischen Punkten und Baumknoten treten im Kontext von
Entfernungsgrenzen auf:
Definition 5.6. (Untere/Obere Entfernungsschranke Knotenzentrum ⊥n/⊤n):
Die geringstmögliche Entfernung, die mit aktuellem Wissensstand während einer Suche
ein Zentralobjekt eines M-Baum-Knotens n zum Anfrageobjekt q besitzen kann, wird mit
⊥n bezeichnet (untere Schranke). Entsprechend gibt ⊤n die größtmögliche Entfernung des
Zentralobjektes von M-Baum-Knoten n zum Anfrageobjekt q an (obere Schranke). Es gilt
⊥n ≤ dq,n ≤ ⊤n.
Beide Schranken gelten jeweils bzgl. eines Anfrageobjektes q. Aus Gründen der Über-
sichtlichkeit wird dies in der Bezeichnung nicht spezifiziert, da die untersuchte Anfrage
im Kontext sowieso definiert ist.
Ein anderer Schrankentyp beschränkt die Entfernung des Anfrageobjektes q zu den
eigentlichen Datenelementen, die unter einem M-Baum-Knoten n gespeichert sein können.
Definition 5.7. (Untere Entfernungsschranke Datenelement d⊥n ): Mit d⊥n wird eine
untere Entfernungsschranke für Datenelemente e unter dem M-Baum-Knoten n bezeich-
net, für die gilt:
∀e ∈ n : dq,e ≥ d⊥n .
Es kann also unter n kein Element gespeichert sein, das näher am Anfrageobjekt q ist
als d⊥n .
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Definition 5.8. (Obere Entfernungsschranke Datenelement d⊤n ): Analog bezeich-
net d⊤n eine obere Entfernungsschranke für Datenelemente e unter M-Baum-Knoten n:
∀e ∈ n : dq,e ≤ d⊤n .
Die genannten Schranken können auf unterschiedliche Weise (unterschiedlich aufwän-
dig und genau) bestimmt werden. Im Fall einer Mehrdeutigkeit wird die Art der Schranke
als Subskript angegeben. So bezeichnet ⊥n,radius bspw. eine untere Schranke, die auf Basis
des Knotenradius bestimmt wurde.
5.1.2 Existierende Optimierungen
Die Algorithmen zur Bereichs- und k-Nächste-Nachbarn-Suche wurden von verschiedenen
Autoren [146, 171, 206, 97, 101, 28, 43, 48, 14, 219] mehrfach verbessert.
Suchalgorithmen. Die Standard-Algorithmen für die Ähnlichkeitssuche (siehe Abschnitt
3.7.2) unterliegen einem einfachen Schema: Mit Hilfe einer Warteschlange werden nachein-
ander top-down einzelne Baum-Knoten untersucht. Ergebnis einer solchen Untersuchung
kann sein, dass
• der Knoten für das Ergebnis irrelevant ist, weil weder er noch Kindknoten oder
Datenelemente unter ihm für diese Suche weiter betrachtet werden müssen oder
• dass der Knoten teilweise ergebnisrelevant ist. In diesem Fall wird er von der Warte-
schlange entnommen und durch seine Kindknoten ersetzt, die in späteren Schritten
betrachtet werden müssen.
Im Fall von M-Baum-Knoten wird die Entscheidung zwischen diesen beiden Fällen über
eine Entfernungsschranke d⊥n vom Anfrageelement q zu allen Datenelementen e unter
Knoten n getroffen. Für diese Schranke gilt:
∀e ∈ n : de,q ≥ d⊥n . (5.1.1)
Eine solche Schranke wird in unterschiedlichen Suchtypen differenziert angewendet:
• Bei der Bereichssuche wird der Baum rekursiv abgestiegen. In jedem Knoten n
wird mit d⊥n festgestellt, ob dieser Knoten Elemente e enthalten kann, die für die
weitere Suche relevant sind. (Dies gilt, wenn nicht ausgeschlossen werden kann, dass
dq,e ≤ rq, d.h. wenn d⊥ ≤ rq. ) In diesem Fall werden die Kindknoten untersucht.
Anderenfalls kann der komplette Teilbaum von der weiteren Suche ausgeschlossen
werden.
• Bei der k-Nächste-Nachbarn-Suche wird gleichzeitig eine sortierte Liste mit Kandi-
daten für Elemente der Ergebnismenge geführt. Anhand derer kann der Suchradius
beschränkt und immer weiter eingegrenzt werden.148 Da der Suchradius nicht a
priori bekannt ist, kann auch bei der Untersuchung eines Knotens meist nicht di-
rekt entschieden werden, welche Kinder weiter untersucht werden müssen. Durch
Entfernungsschranken können die Knoten jedoch nach dem geringstmöglichen Ab-
stand eines Kindes sortiert und in einer Prioritätswarteschlange expandiert werden.
Vielversprechende Knoten werden also zuerst expandiert, so dass der Suchradius
schnell eingeschränkt werden kann.
Für die Bestimmung der Entfernungsschranke d⊥n gibt es mehrere Möglichkeiten:
148Wenn alle Kinder eines Knotens n definitiv einen größeren Abstand zu q haben als das derzeit kt
nächste Element, kann der Knoten n und alle seine Kinder von der Suche ausgeschlossen werden.
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Basisalgorithmus (Radius-Heuristik). Die einfachste Variante der Bestimmung ei-
ner Entfernungsschranke d⊥n,Radius basiert auf dem Knotenradius rn und der Bestimmung
der Entfernung dn,q des Knotenzentrums n zum Anfrageelement q:
1. In einem konsistenten M-Baum liegen alle unter einem Knoten n gespeicherten Da-
tenelemente e innerhalb dessen Radius rn:
∀e ∈ n : de,n ≤ rn. (5.1.2)
2. Für die Ermittlung von d⊥n,Radius muss die exakte Entfernung dn,q berechnet werden.
Die Berechnung der Entfernung ist in den meisten metrischen Domänen der mit
Abstand aufwändigste Schritt und benötigt den größten Teil der Rechenzeit für die
Suche. Die Minimierung der Anzahl dieser Entfernungsberechnungen ist somit der
Schlüssel zur Optimierung der Suche im M-Baum.
3. Eine metrische Domäne erfüllt die Axiome einer Metrik. Über die Dreiecksunglei-
chung gilt:
∀e ∈ n : dn,q ≤ de,q + de,n. (5.1.3)
Somit gilt:
∀e ∈ n : dn,q − rn ≤ de,q. (5.1.4)
Der Term dn,q −rn kann deshalb als eine einfache Abschätzung einer unteren Entfernungs-
schranke d⊥n,Radius verwendet werden.
Bei jeder Untersuchung eines Knotens oder Datenelements muss dabei jeweils der
Abstand des Anfrageobjekts zum Knotenzentrum oder Datenelement bestimmt werden.
Diese Abstandsberechnungen verursachen in den meisten metrischen Domänen den Groß-
teil der notwendigen Rechenzeit für eine Suche. Aus diesem Grund wird der Suchaufwand
meist vereinfacht als Anzahl der notwendigen Distanzberechnungen gemessen. Im Fall
dieser Standard-Algorithmen stimmt diese Zahl mit der Anzahl der untersuchten Knoten
überein. In manchen Domänen wird die Suchzeit jedoch eher durch den I/O-Aufwand
dominiert. In diesen Fällen sollte anstelle der Anzahl an Knotenzugriffen die Anzahl an
I/O-Vorgängen minimiert werden.
Grundidee Erweiterungen. Die Eingrenzung der Entfernungen zu Datenelementen
e unter einem Baumknoten n auf Basis der Entfernung zum Knotenzentrum dn,q und
dem Knotenradius rn ist der M-Baum-Struktur inhärent. Ohne grundsätzliche Änderung
des Indexprinzips ist keine genauere Eingrenzung möglich. Je näher die abgeschätzten
Entfernungsgrenzen (zu Datenelementen e unter n) an den echten Entfernungen liegen,
desto seltener müssen Kinder von n expandiert werden, ohne dass sie Ergebnisse enthalten.
Mit der Genauigkeit der Entfernungsschätzung steigt also die Sucheffizienz.
Da es nicht möglich ist, Entfernungen zu Datenelementen genauer als mit dem Basis-
algorithmus abzuschätzen, besteht die Idee existierender Erweiterungen darin, eine unge-
nauere Entfernungsabschätzung zu verwenden, die im Gegenzug keine vollständige Ent-
fernungsberechnung dn,q vornehmen muss. Aufgrund der höheren Ungenauigkeit werden
die Erweiterungen meist mehrstufig angewandt:
1. Bei Untersuchung eines Knotens n wird zunächst eine ungenaue Entfernungsgrenze
d⊥n,approx zu Datenelementen unter n bestimmt. Da dafür dn,q nicht bestimmt werden
muss, ist dies deutlich effizienter möglich als die Bestimmung von d⊥n,Radius. Es gilt
d⊥n,approx ≤ d⊥n,Radius ≤ max{de,q}. (5.1.5)
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2. Bei der Bereichssuche wird zunächst getestet, ob d⊥n,approx > rq gilt. In diesem Fall
kann n von der weiteren Suche ausgeschlossen werden.
3. Falls n nicht auf Basis von d⊥n,approx ausgeschlossen werden konnte, wird die genaue
Radius-Heuristik d⊥n,Radius bestimmt (und damit aufwändig dn,q).
4. Gilt d⊥n,Radius > rq, so kann n von der weiteren Suche ausgeschlossen werden. Andern-
falls muss n expandiert, d.h. seine Kinder müssen untersucht werden.
Die Grenze d⊥n,approx wird dabei über die Verwendung einer effizient bestimmbaren unteren
Schranke ⊥n für dn,q abgeschätzt:
⊥n ≤ dn,q.
Damit gilt:
∀e ∈ n : ⊥n − rn ≤ dn,q − rn ≤ de,q. (5.1.6)
Die ungenaue Entfernungsschranke d⊥n,approx ergibt sich also aus der unteren Entfer-
nungsschranke ⊥n :
d⊥n,approx = ⊥n − rn. (5.1.7)
Die Schranke ist dabei umso genauer (und effizienter), je genauer ⊥n die tatsächliche
Entfernung dn,q abschätzt. Mit einem solchen Verfahren kann eine Entfernungsberechnung
eingespart werden, wenn im 2. Schritt der Knoten n bereits aufgrund der approximativen
Entfernungsschranke verworfen werden kann. Damit also tatsächlich eine Entfernungs-
berechnung eingespart werden kann, müssen mehrere Bedingungen erfüllt sein:
1. Der direkte Elternknoten p musste expandiert werden. (Andernfalls wäre mit oder
ohne Optimierung keine Entfernungsberechnung notwendig.)
2. Der Knoten n enthält keine Ergebniselemente für die aktuelle Suche (de,q > rq).
(Andernfalls kann er mit keiner Schranke von der Suche ausgeschlossen werden.)
3. Diese Tatsache muss mit gegebener M-Baum-Struktur überhaupt feststellbar sein
(d⊥n,Radius > rq). (Falls ∃e ∈ n : d⊥n,Radius ≤ rq < de,q, kann der Ausschluss von Kno-
ten n mit keiner Heuristik ohne Veränderung der grundlegenden M-Baum-Struktur
festgestellt werden.)
4. Der Ausschluss von n muss bereits aufgrund der ungenaueren Entfernungsschranke
d⊥n,approx möglich sein (d⊥n,approx > rq).




n,approx ≥ d⊥n,Radius ≥ max de,q | e ∈ n. (5.1.8)
Dieser potentiellen Einsparung einer Entfernungsberechnung muss der zusätzliche Auf-
wand der Bestimmung von ⊥n gegenübergestellt werden. Der Gesamtaufwand Ages der
Untersuchung von Knoten n setzt sich aus den Teilaufwänden
• Untersuchung und Bestimmung der approximativen Entfernungsgrenze Aapprox,
• Untersuchung und (aufwändige) Bestimmung der genauen Entfernungsgrenze Aexact
und
• der potentiell notwendigen Expansion der Kindknoten (mit hohem I/O-Aufwand)
Aexpand zusammen.
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Dabei treten in unterschiedlichen Fällen unterschiedliche Aufwände auf:
1. Für den Fall rq < d⊥n,approx muss nur die approximative Grenze bestimmt werden:
Ages = Aapprox.
2. Gilt d⊥n,approx ≤ rq < d⊥n,Radius, so kann n erst aufgrund der exakten Grenze verworfen
werden: Ages = Aapprox + Aexact.
3. Ist d⊥n,approx ≤ d⊥n,Radius ≤ rq, so kann n nicht verworfen werden. Der Gesamtaufwand
beträgt Ages = Aapprox + Aexact + Aexpand.
Ohne Optimierung treten folgende Aufwände auf:
• Für den Fall rq < d⊥n,Radius muss nur die exakte Grenze bestimmt werden:
Ages = Aexact.
• Kann der Knoten n nicht verworfen werden, so beträgt der Gesamtaufwand
Ages = Aexact + Aexpand.
Die Optimierung kann also im ersten Fall den Aufwand von Aexact auf Aapprox reduzie-
ren. Dafür steigt der Aufwand im zweiten und dritten Fall gegenüber dem Standard-
Algorithmus um Aapprox an. Damit durch die Optimierung Suchaufwand eingespart wer-
den kann, muss die Bestimmung der ungenauen Entfernungsabschätzung also deutlich
effizienter möglich sein als die tatsächliche Entfernungsberechnung:
Aapprox ≪ Aexact.
Verbesserung Entfernungsschranke (Elternentfernungsheuristik). Die Auto-
ren des originalen M-Baums [48] stellen selbst eine Erweiterung vor, die nach ihren An-
gaben bis zu 40% der notwendigen Entfernungsberechnungen einspart. Alle Knoten n
und Datenelemente e im M-Baum speichern zusätzlich zu den notwendigen strukturellen
Elementen (Knotenzentrum, Verweis auf den Elternknoten, Radius, ...) die Entfernung
(dn,p bzw. de,p) zu ihrem direkten Elternknoten p. Diese Zusatzinformation erhöht den
Speicheraufwand nur um einen kleinen konstanten Faktor. Während des Einfügens ent-
steht kein zusätzlicher Aufwand, da diese Entfernung aus mehreren Gründen (Wahl des
Elternknotens, Anpassung des Radius des Elternknotens, ...) in jedem Fall bestimmt wer-
den muss.
Weiterhin steht während der Untersuchung von Knoten n bzw. Datenelement e immer
die exakte Entfernung dp,q des Anfrageelementes q zum direkten Elternknoten p von n
bzw. e zur Verfügung. Dies ist der Fall, weil:
• eine M-Baum-Suche immer (Bereichssuche, k-Nächste-Nachbarnsuche, ...) hierar-
chisch (top-down) verläuft, also erst nachdem der Elternknoten p nicht von der
Suche ausgeschlossen werden konnte, der Knoten n untersucht werden muss.
• wie oben dargestellt, der Knoten p erst dann expandiert wird, wenn er aufgrund
keiner Entfernungsschranke verworfen werden kann, also auch die exakte Entfer-
nungsschranke d⊥p,Radius und damit dp,q bestimmt wurde.
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Bei der Untersuchung des Knotens n kann diese Entfernung dq,p zusammen mit dn,p sowie
der Dreiecksungleichung verwendet werden, um mit der Elternentfernungsheuristik eine
Abschätzung ⊥n,Elternentfernung für dn,q zu bestimmen:
dn,q ≥ ⊥n,Elternentfernung = |dq,p − dn,p|. (5.1.9)
Wie oben dargestellt, kann mit dieser Schranke eine ungenaue Schranke für die Entfer-
nungen zu Datenelementen bestimmt werden:
∀e ∈ n : de,q ≥ d⊥n,Elternentfernung = ⊥n,Elternentfernung − rn. (5.1.10)
Mit diesem Verfahren kann unter den oben genannten Voraussetzungen bei der Unter-
suchung eines Knotens n eine Entfernungsberechnung eingespart werden. Der zusätzliche
Aufwand AElternentfernung benutzt nur wenige Vergleiche und bekannte Entfernungen, so
dass
• keine zusätzlichen Entfernungen bestimmt werden müssen und
• zusätzlicher Rechenaufwand und I/O nur um einem kleinen konstanten Faktor O(1)
steigen.
Diese Optimierung ist also in nahezu allen Domänen sinnvoll.
Zusätzliche Entfernungsschranke Editierdistanz (Bag-Heuristik). Die Verwen-
dung der gespeicherten Entfernung zu den Elternknoten (Elternentfernungsheuristik) ist
nur eine von vielen Möglichkeiten, um die Entfernung dn,q abzuschätzen. Eine domänenab-
hängige Entfernungsschranke Bag-Heuristik wird von Bartolini et al. [14] für die Domäne
von Editierdistanzen vorgestellt. Eine Berechnung der Editierdistanz zweier Texte der
Länge M und N benötigt mit dem originalen Levenshtein-Algorithmus [124] O(N · M)
Rechenschritte. (Siehe Abschnitt 2.1.) Die Bestimmung der Elternentfernungsheuristik
von Ciaccia et al. [48] ist domänenunabhängig und somit unabhängig von der Länge
der beteiligten Texte in O(1) möglich. Der Aufwand zur Bestimmung der Entfernungs-
schranke Bag-Heuristik ⊥n,Bag von Bartolini et al. [14] liegt mit O(N + M) dazwischen.
Hierzu betrachten sie jedes Wort als Multimenge (“Bag”) von Buchstaben und verglei-
chen die Editierdistanzen dieser Multimengen. Leider wenden Bartolini et al. [14] die
Entfernungsabschätzung nur auf die im letzten Schritt zu prüfenden Datenelemente an
und generalisieren das Prinzip nicht auf M-Baum-Knoten.
Die Entfernungsschranke Bag-Heuristik ist ungenauer als die Schranke auf Basis der
echten Entfernung (Radius-Heuristik). Bzgl. der Elternentfernungsheuristik existiert je-
doch keine klare Ordnung:
∀e ∈ n : de,q ≥ d⊥n,Radius ≥ max{d⊥n,Elternentfernung, d⊥n,Bag}.
Diese Optimierung besitzt einen nicht vernachlässigbaren Aufwand von O(N +M) mit
einem hohen konstanten Faktor. Normalerweise werden bei der Bewertung verschiedener
metrischer Indexverfahren nur die notwendigen Distanzberechnungen verglichen und der
sonstige CPU-Aufwand ignoriert. Bei dieser Optimierung würde ein derartiger Vergleich
das Ergebnis verfälschen, da die Berechnung der Bag-Heuristik für kleinere Textlängen
nicht viel effizienter ist als die tatsächliche Entfernungsberechnung. Die Optimierung ist
also nur bei sehr langen Texten sinnvoll. In jedem Fall sollte ein Algorithmus unter Ver-
wendung dieser Optimierung dreistufig Knoten prüfen:
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1. Prüfung, ob der Knoten n aufgrund der Elternentfernungsheuristik d⊥n,Elternentfernung
ausgeschlossen werden kann. (Sehr geringer Aufwand.)
2. Gelingt dies nicht, Prüfung, ob der Knoten n aufgrund der Bag-Heuristik d⊥n,Bag
ausschlossen werden kann. (Erheblicher Aufwand.)
3. Gilt rq ≥ d⊥n,Bag, erfolgt die Prüfung mit der exakten Entfernungsgrenze und der
Radius-Heuristik d⊥n,Radius. (Sehr großer Aufwand.)
Leider führen Bartolini et al. [14] diese mehrstufige Verwendung der Entfernungsschranken
nicht weiter aus.149
Entfernungsschranke CM-Baum (AESA-Heuristik). Eine Alternative zur Eltern-
entfernungsheuristik wird von Aronovich und Spiegler [7] aufgezeigt. Anstelle der Ent-
fernung zum direkten Elternknoten p speichern Knoten n im CM-Baum zusätzlich zu
den strukturell notwendigen Standard-Daten (Knotenzentrum, Verweis auf den Elternk-
noten, Radius, ...) die bilateralen Entfernungen aller Kindknoten. Dies entspricht einer
beschränkten Anwendung des Indexprinzips AESA [210] auf die Kinder eines Knotens.
Damit sinken sowohl die Nachteile des AESA-Verfahrens (Speicher- und Einfügeaufwand)
als auch die Vorteile (Reduktion von Entfernungsberechnungen).150
Damit kann zunächst einmal die Elternentfernungsheuristik nur angewendet werden,
wenn das Zentralobjekt des Elternknotens gleichzeitig auch Zentralobjekt eines der Kind-
knoten ist. (Dies wird zwar im originalen M-Baum [48] implizit durch die verfügbaren
Einfügealgorithmen sichergestellt, nicht jedoch bei allen kompatiblen Erweiterungen.)
Bei einer Suche werden i.d.R. alle Kindknoten eines Knotens gleichzeitig in die War-
teschlange für die weitere Verarbeitung eingefügt. Dies ist die Voraussetzung dieser Op-
timierung. Nachdem ein Knoten p nicht von der weiteren Suche ausgeschlossen werden
kann, werden dessen direkte Kindknoten n1, ..., nC in die Warteschlange eingefügt und
zu einem späteren Zeitpunkt expandiert. O.B.d.A. wird im Folgenden davon ausgegan-
gen, dass sie in Indexreihenfolge später aus der Warteschlange entnommen werden, d.h.
zunächst n1, dann n2 usw.
1. Zum Zeitpunkt, an dem n1 entnommen wird, kann die entsprechende Entfernung
dn1,q nur eingeschränkt werden, wenn das Zentralobjekt des Elternknotens p gleich-
zeitig Zentralobjekt eines Kindknotens ni ist. In diesem Fall entspricht die in der
Entfernungstabelle gespeicherte Entfernung dn1,ni der Elternentfernung dn1,p des
Standard-M-Baums und die Elternentfernungsheuristik d⊥n1,Elternentfernung kann un-
verändert angewendet werden. Kann n1 nicht aufgrund von d⊥n1,Elternentfernung ver-
worfen werden, oder ist das Zentralobjekt des Elternknotens p nicht gleichzeitig
Zentralobjekt eines Kindknotens, so muss die tatsächliche Entfernung dn1,q bestimmt
werden, um mit Hilfe der Radius-Heuristik über das weitere Vorgehen bzgl. n1 zu
entscheiden.
2. Zu einem späteren Zeitpunkt wird der Knoten n2 der Warteschlange entnommen.
Auch für n2 existiert die Option, die Elternentfernung in der Entfernungstabelle
wiederzufinden. Falls die Elternentfernung existiert, wird zunächst die Elternentfer-
nungsheuristik angewendet, um den Knoten n2 potentiell von der weiteren Suche
149Bartolini et al. [14] verweisen allgemein auf die Existenz mehrerer Entfernungsschranken ohne deren
Aufwände und Genauigkeiten zu berücksichtigen.
150Eine ausführliche Diskussion von AESA [210] und seinen Varianten [139, 191] findet sich in Ab-
schnitt 4.4.3.
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auszuschließen. Gelingt der Suchausschluss nicht (oder existiert keine Elternentfer-
nung, weil das Zentralobjekt des Elternknoten nicht gleichzeitig Zentralobjekt eines
Kindknotens ist), so kann die unter Umständen im letzten Schritt bestimmte Entfer-
nung dn1,q genutzt werden, um mit Hilfe der in der Entfernungstabelle gespeicherten
Entfernung dn1,n2 die Entfernung dn2,q durch ⊥n2,AESA1 abzuschätzen:
dn2,q ≥ ⊥n2,AESA1 = |dn1,q − dn1,n2|. (5.1.11)
Dies ist nur dann möglich, wenn im ersten Schritt dn1,q tatsächlich bestimmt wurde.
Konnte n1 bspw. aufgrund der Elternentfernungsheuristik verworfen werden, so ist
dn1,q nicht bekannt. Kann n2 auch nicht aufgrund der AESA-Heuristik ⊥n2,AESA1
von der Suche ausgeschlossen werden, so muss die Entscheidung unter Bestimmung
der Entfernung dn2,q über die Radius-Heuristik getroffen werden.
3. Für später entnommene Knoten nk (k > 2) ist das Vorgehen analog. Zu den bisher
expandierten Bruderknoten n1, ..., nk−1 sind bis zu k − 1 Entfernungen bekannt.
Zusätzlich kann unter Umständen die Elternentfernungsheuristik genutzt werden.
Allgemein können also je nach bisherigem Verlauf der Suche und Baumtopologie
0 bis k bekannte Entfernungen genutzt werden, um 0 bis k Entfernungsschranken
⊥nk,AESAizu bestimmen. Da für jede dieser Schranken gilt
dnk,q ≥ ⊥nk,AESAi ,
können diese Schranken aggregiert werden:
dnk,q ≥ ⊥nk,AESA = maxi {⊥nk,AESAi}. (5.1.12)
Sobald eine Entfernung eines Knotens ni zu q tatsächlich bestimmt wird, kann
also für alle folgenden Bruderknoten eine zusätzliche Entfernungsschranke genutzt
werden und die Gesamtschranke wird genauer.
Das Verfahren von Aronovich und Spiegler [7] ist der Elternentfernungsheuristik sehr
ähnlich. Mit ihm können mehr Entfernungsberechnungen eingespart werden, weil für die
meisten Knoten mehr Entfernungen für Schranken genutzt werden können. Nachteilig an
diesem Verfahren sind:
• Das Verfahren ändert die Struktur des M-Baums und ist somit mit den meisten
Algorithmen und Verfahren nicht kompatibel.
• Der Speicheraufwand ist stark erhöht: O(C2) bei einer Knotenkapazität von C.
• Da beim Einfügen jeweils alle Zeilen der Entfernungsmatrix berechnet werden müs-
sen, ist auch der Einfügeaufwand erhöht.
• Wenn das Zentralobjekt des Elternknotens nicht Zentralobjekt eines Kindknotens
ist, muss die Entfernung zum ersten Kindknoten immer bestimmt werden.
• Das Verfahren benötigt eine ausgefeilte Verwaltung im Suchverlauf bestimmter Ent-
fernungen. Auch muss einfach bestimmbar sein, ob das Zentralobjekt des Elternk-
notens Zentralobjekt eines Kindknotens ist. Dies hat einige negative Konsequenzen:
– Die Suchalgorithmen werden sehr komplex. Eine Lösung besteht bspw. darin,
Kindknoten immer nacheinander zu expandieren, obwohl dies bei einer k-Near-
est-Neighbor-Suche nicht immer vorteilhaft ist. Alternativ muss ein großer Ent-
fernungscache für jede Suche verwendet werden.
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– Aufgaben wie die Bestimmung der Teilmenge an Bruderknoten, zu denen be-
reits eine Entfernung bekannt ist (inklusive Zentralobjekt des Elternknotens),
erfordern entweder einen erhöhten sonstigen CPU-Aufwand oder weitere Cache-
Strukturen.
5.1.3 Überblick über neue Optimierungsansätze
Im Rahmen dieser Arbeit konnten einige, bislang nicht berücksichtigte neue Optimierungs-
ansätze identifiziert werden. Diese werden im Folgenden nur kurz skizziert, die konkrete
Ausgestaltung findet sich in den beiden Folgeabschnitten 5.1.4 und 5.1.5, in denen die
verbesserte Bereichs- bzw. k-Nearest-Neighbor-Suche beschrieben wird.
Obere Entfernungsschranke. Sowohl aus der Konsistenzbedingung eines M-Baums
als auch verschiedenen Entfernungsheuristiken können nicht nur untere Schranken d⊥n für
die Entfernung de,q des Anfrageobjektes q zu Datenelementen e unter Knoten n abge-
schätzt werden, sondern auch obere Schranken d⊤n :
∀e ∈ n : d⊥n ≤ de,q ≤ d⊤n . (5.1.13)
Bspw. kann mit Hilfe der M-Baum-Eigenschaft:
∀e ∈ n : de,n ≤ rn,
der Dreiecksungleichung sowie der Entfernung dn,q eingegrenzt werden (erweiterte Radius-
Heuristik):
∀e ∈ n : de,q ≤ d⊤n,Radius = dn,q + rn. (5.1.14)
Kann anstelle der Entfernung dn,q nur eine obere Schranke für diese Entfernung
⊤n ≥ dn,q
abgeschätzt werden, so ist es möglich, eine ungenauere obere Schranke für die Entfernung
zu Datenelementen e unter n anzugeben:
d⊤n,approx = ⊤n + rn. (5.1.15)
Eine obere Schranke für die Entfernung dn,q kann mit Hilfe der Elternentfernung dn,p sowie
der Entfernung dp,q des Anfrageobjektes q zum Elternobjekt p effizient bestimmt werden
(erweiterte Elternentfernungsheuristik):
dn,q ≤ d⊤n,Elternentfernung = dp,q + dn,p. (5.1.16)
Analog kann eine obere Schranke bspw. auch auf Basis der AESA-Heuristik gefunden
werden, die im Rahme des CM-Baums [7] vorgestellt wurde.
Bisherige Arbeiten nutzen diese obere Entfernungsschranke d⊤n wenig oder gar nicht.
Die einzige dem Verfasser bekannte Anwendung wurde von Ciaccia et al. [48] zur frühzeiti-
gen Reduktion des Suchradius bei der k-Nearest-Neighbor-Suche vorgeschlagen. (Es wird
die Schranke der erweiterten Radius-Heuristik d⊤n,Radius genutzt. Siehe Abschnitt 4.5.3.2
bzw. Algorithmus 4.2.) Diese Optimierung hat nur geringfügige Auswirkungen auf den
Suchaufwand und kann keine Distanzberechnungen einsparen. (Siehe Abschnitt 5.1.5.3.)
Der Einsatzbereich dieser Schranke ist damit jedoch nicht ausgeschöpft:
• Eine obere Entfernungsschranke kann im Rahmen der k-Nearest-Neighbor-Suche zur
frühen Einschränkung des Suchradius eingesetzt werden. (Siehe Abschnitt 5.1.5.3.):
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– Es kann auch eine effizient bestimmbare, ungenauere Schranke d⊤n,approx anstel-
le der exakten Schranke der erweiterten Radius-Heuristik d⊤n,Radius eingesetzt
werden.
∗ Die ungenauere Schranke kann benutzt werden, ohne aufwändig dn,q zu
berechnen. (Ihr Einsatz ist also effizienter möglich.)
∗ Sollen für die obere Schranke d⊤n niemals zusätzlich Entfernungen berech-
net werden, so kann die exakte Schranke der erweiterten Radius-Heuristik
d⊤n,Radius erst dann eingesetzt werden, wenn im Suchablauf die exakte Ent-
fernung dn,q aus anderen Gründen bestimmt wurde. Die ungenaue Schranke
erfordert keine Entfernungsberechnungen und kann somit im Suchablauf
jederzeit (also deutlich früher) eingesetzt werden. Der frühere Einsatzzeit-
punkt erhöht den Effekt der Schranke deutlich.
– Unter Verwendung einer algorithmisch aufwändigen Buchhaltung151 kann der
Suchradius bereits reduziert werden, sobald sich k innere Knoten in der Warte-
schlange befinden. (D.h. nicht erst, wenn tatsächlich k Datenelemente als Er-
gebniskandidaten bekannt sind.)
• Eine weitere Einsatzmöglichkeit besteht in einer Verbesserung der Bereichssuche
(siehe Abschnitt 5.1.4):
– Mit der oberen Schranke kann festgestellt werden, dass alle Datenelemente
e unterhalb eines Knotens n innerhalb der Suchhyperkugel HQ liegen. (Falls
d⊤n ≤ rq.) In diesem Fall können alle Datenelemente e ∈ n ohne weitere Ent-
fernungsberechnungen direkt in die Ergebnismenge übernommen werden.
– Bislang wurde mit der effizient bestimmbaren unteren Schranke lediglich ein
früher Suchabbruch in einem Knoten n festgestellt (falls d⊥n,approx > rq). Um
festzustellen, dass ein Knoten nicht verworfen werden kann, weil er von der
Suchhyperkugel geschnitten wird, musste zunächst dn,q aufwändig bestimmt
werden, um damit die Abbruchbedingung d⊥n,Radius > rq zu prüfen. Mit Hilfe
einer effizienten oberen Schranke kann in manchen Fällen auch ohne Berech-
nung von dn,q festgestellt werden, dass die Hyperkugel von Knoten n von der
Suchhyperkugel HQ geschnitten wird, und somit die Suche an dieser Stelle nicht
abgebrochen werden kann. Dies gilt, wenn ⊤n − rn ≤ rq.
• Eine approximative obere Schranke ⊤n für die Entfernung dn,q kann mit einer appro-
ximativen unteren Schranke ⊥n kombiniert werden. In Spezialfällen und bei Kom-
bination mehrerer Schranken (siehe unten) kann es vorkommen, dass ⊥n = ⊤n. In
diesem Fall ist auch dn,q eindeutig bestimmt mit dn,q = ⊥n = ⊤n. Somit kann diese
Entfernungsberechnung eingespart werden.
Nutzung der unteren Entfernungsschranke für einen verbesserten Algorithmus
zur Bestimmung der k nächsten Nachbarn. Bislang wird die untere Entfernungs-
schranke im Rahmen der k-Nearest-Neighbor-Suche lediglich als kurze Prüfung direkt vor
Durchführung der eigentlichen Entfernungsberechnung verwendet.152
151Siehe Abschnitt 5.1.5.3.
152Die einzige konkrete Beschreibung ihrer Anwendung findet sich in [48]. Ciaccia et al. verwenden darin
die Schranke basierend auf der Elternentfernung direkt vor der Bestimmung der tatsächlichen Entfernung.
Es wird nur geprüft, ob der Knoten basierend auf der Schranke “Elternentfernung” bereits verworfen
werden kann. Bartolini et al. [14] erwähnen lediglich die Verwendung einer Prioritätswarteschlange und
verweisen ansonsten auf Ciaccia et al. [48] und Chavez et al. [43].
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Es ist jedoch möglich, die k-Nearest-Neighbor-Suche unter Verwendung dieser unte-
ren Schranke vollständig umzustrukturieren. Dadurch wird die Effizienz der Suche derart
erhöht, dass nur noch die Entfernungen bestimmt werden müssen, die auch bei a prio-
ri Kenntnis des finalen Suchradius hätten berechnet werden müssen.153 Die Problematik
und das Vorgehen werden in Abschnitt 5.1.5.2 dargestellt und in Abschnitt 5.1.5.4 mit
der Optimierung der oberen Schranke zu einem neuen Algorithmus für die Suche nach
den k nächsten Nachbarn zusammengefasst.
Neue Schranken “Textlänge” für die Domäne “Levenshtein-Editierdistanz”
(Textlängenheuristik). Für eine universell einsetzbare untere Schranke ist die von
Bartolini et al. [14] vorgestellte Bag-Heuristik für die Editierdistanz zweier Texte der
Längen M und N nicht optimal. Sie ist zwar mit O(N + M) weniger aufwändig als die
tatsächliche Bestimmung der Levenshtein-Editierdistanz für die Radius-Heuristik, benö-
tigt aber dennoch eine nicht vernachlässigbare Zeit. Die folgende Textlängenheuristik für
dieselbe Domäne ist zwar etwas ungenauer, dafür aber in O(1) bestimmbar. Somit kann
diese Heuristik im Gegensatz zur Bag-Heuristik immer angewendet werden, sobald sie
verfügbar ist. Die Textlängenheuristik basiert auf der Länge der beteiligten Texte. Es ist
sowohl möglich eine untere Schranke ⊥n,T extlänge als auch eine obere Schranke ⊤n,T extlänge
anzugeben.
Die untere Schranke ergibt sich aus der Tatsache, dass im Rahmen der möglichen
Levenshtein-Editieraktionen der kürzere Text zumindest auf die Länge des längeren Textes
aufgefüllt bzw. der längere Text auf die Länge des kürzeren Textes gekürzt werden muss.
Besitzt der erste Text bspw. 10 Zeichen und der zweite Text 100 Zeichen, so müssen
selbst bei völliger Übereinstimmung der ersten 10 Zeichen in den zweiten Text noch 90
Zeichen eingefügt werden. Ist der erste Text der Längere, sind mindesten 90 Löschaktionen
notwendig. Insgesamt ergibt sich so folgende untere Schranke für die Distanz zweier Texte
t und q mit den Textlängen ||t|| und ||q|| :
dt,q ≥ ⊥t,T extlänge = | ||t|| − ||q|| |. (5.1.17)
Damit kann auch eine untere Schranke für die Entfernung des Anfrageelementes q zu
Datenelementen e unter t angegeben werden:
∀e ∈ t : de,q ≥ d⊥t,T extlänge = ⊥t,T extlänge − rt. (5.1.18)
Die obere Schranke resultiert aus der Beobachtung, dass im schlimmsten Fall jedes
Zeichen des längeren Textes ersetzt bzw. gelöscht oder eingefügt werden muss. Auf obiges
Beispiel von Texten der Länge 10 und der Länge 100 bezogen bedeutet dies, dass selbst bei
völligem Unterschied der beiden Zeichenketten immer die ersten 10 Zeichen des längeren
Textes durch die des kürzeren Textes ersetzt und dann 90 Zeichen gelöscht werden können.
Äquivalent werden zunächst die 10 Zeichen des kürzen Textes durch die ersten 10 Zeichen
des längeren Textes ersetzt, anschließend die verbleibenden 90 Zeichen des längeren Textes
eingefügt. In jedem Fall sind nie mehr als 100 Editieraktionen notwendig. Damit ist die
Länge des längeren Textes eine obere Schranke für die Entfernung der beiden Texte t und
q (Längen ||t|| bzw. ||q||):
dt,q ≤ ⊤t,T extlänge = max{||t||, ||q||}. (5.1.19)
153Die k-Nächste-Nachbarn-Suche entspricht einer Bereichssuche mit anfangs unbekanntem Radius. Der
Grenzradius ist bei Beginn der Suche ∞ und schrumpft im weiteren Verlauf. Zum Suchende entspricht er
der Entfernung des kt nächsten Nachbarn. Durch den im Suchablauf schrumpfenden Radius werden am
Anfang Knoten expandiert, die bei Kenntnis des finalen Radius hätten verworfen werden können. Der
Basisalgorithmus der k-Nächsten-Nachbarn-Suche expandiert also zu viele Knoten und berechnet somit
zu viele Entfernungen.
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Auf dieser Basis kann auch die Entfernung des Anfrageelementes q zu Datenelementen e
unter t beschränkt werden:
∀e ∈ t : de,q ≤ d⊤t,T extlänge = ⊤t,T extlänge + rt. (5.1.20)
Kombination mehrerer Schranken. Sowohl für die Bestimmung einer unteren Schran-
ke (d⊥n , bzw. ⊥n) als auch für die Bestimmung einer oberen Schranke (d⊤n bzw. ⊤n) gibt
es jeweils mehrere Möglichkeiten. Diese unterscheiden sich bezüglich
• Verfügbarkeit/Voraussetzungen:
– Manche Schranken sind an strukturelle Anpassungen des M-Baums gekoppelt.
∗ Die Elternentfernungsheuristik [48] setzt voraus, dass die Entfernung dn,p
zum direkten Elternknoten p bei jedem M-Baum-Knoten n gespeichert ist.
∗ Die AESA-Heuristik (aus CM-Tree [7]) kann nur angewendet werden,
wenn in jedem M-Baum-Knoten die bilateralen Entfernungen aller direkten
Kindknoten gespeichert sind.
– Manche Schranken sind nur in bestimmten Domänen verfügbar. Bspw. kön-
nen die Schranke Bag-Heuristik [14] und die Textlängenheuristik nur für die
Domäne der Levenshtein-Editierdistanzen [124] bestimmt werden.
• Aufwand ihrer Bestimmung:
– Schranken werden im Suchverlauf zumeist dazu genutzt, Suchschritte einzu-
sparen. Die dabei eingesparte Rechenzeit muss immer mit dem Aufwand der
Bestimmung der Schranke verglichen werden.
– Die genauesten Schranken der (erweiterten) Radiusheuristik d⊥n,Radius (bzw.
d⊤n,Radius) können nur unter aufwändiger Berechnung der Entfernung dn,q be-
stimmt werden.
– Die (erweiterte) Elternentfernungsheuristik ist unabhängig von Entfernungs-
berechnung, Datenverteilung und Knotenkapazität in O(1) bestimmbar. Sie
kann also unbedenklich in jedem Schritt eingesetzt werden, um aufwändige
Entfernungsberechnungen zu vermeiden. Voraussetzung dafür ist, dass die ex-
akte Entfernung des Anfrageobjektes zum Elternknoten zum Zeitpunkt der
Nutzung der Heuristik bekannt ist. In manchen Suchoptimierungen kann ein
Knoten auch bereits auf Basis einer ungenauen Entfernungsschranke expan-
diert werden. In diesem Fall kann die (erweiterte) Elternentfernungsheuristik
zwar weiterhin effizient, jedoch nur noch sehr ungenau auf Basis der bei der
Expansion des Elternknoten benutzten Entfernungsschranke bestimmt werden.
– Der Aufwand zur Bestimmung der Schranke Bag-Heuristik ist abhängig von
den Längen (M und N) der beteiligten Texte: O(M + N). Er ist nicht zu
vernachlässigen, d.h. ihr Einsatz muss sorgfältig abgewogen werden.
– Um die AESA-Heuristik zu bestimmen, müssen keine zusätzlichen Entfernun-
gen berechnet werden. Bei einer Knotenkapazität von C müssen jedoch O(C)
Aggregationsschritte durchgeführt werden.
– Wie die (erweiterte) Elternentfernungsheuristik ist die Textlängenheuristik für
Levenshtein-Editierdistanzen unabhängig von Entfernungsberechnung, Daten-
verteilung und Knotenkapazität in O(1) bestimmbar. Da sie zudem ohne wei-
tere Voraussetzungen angewendet werden kann, sollte sie in jedem Suchschritt
eingesetzt werden, um Entfernungsberechnungen zu vermeiden.
182
5.1. VERBESSERUNG DER SUCHE IM M-BAUM
• Genauigkeit:
– Schranken dienen dazu, Entscheidungen über den weiteren Suchverlauf zu tref-
fen.
∗ Bei der approximativen Suche werden auch Entscheidungen auf unsiche-
rer Basis getroffen, so dass das finale Suchergebnis nur approximativ dem
korrekten Ergebnis entspricht. Je genauer die Schranke ist, desto weniger
weicht das finale Ergebnis in diesem Fall von der korrekten Lösung ab.
∗ In den meisten Fällen wird jedoch die korrekte Lösung gesucht. In diesen
Fällen können die Schranken nur genutzt werden, um Suchschritte zu ver-
meiden, wenn auf Basis der Schranke für einen bestimmten Baumknoten
eine sichere Entscheidung getroffen werden kann. Ist dies nicht möglich,
so muss der betroffene Knoten aufwändig weiter untersucht werden.154 Je
genauer die verwendete Schranke ist, desto öfter können auf Basis der
Schranke sichere Entscheidungen getroffen und somit Suchschritte einge-
spart werden.
– Für manche Schranken lässt sich eine Ordnung ihrer Genauigkeit angeben:
∗ Existieren zwei approximative untere Schranken für die Entfernung dn,q,
die sortiert werden können:
⊥n,approx1 ≤ ⊥n,approx2 ≤ dn,q, (5.1.21)
so gilt auch




n,Radius ≤ de,q. (5.1.22)
D.h. je näher eine Schranke ⊥n an der tatsächlichen Entfernung dn,q liegt,
desto genauer ist auch die Schranke d⊥n,approx für die Entfernung tatsächli-
cher Datenelemente.
∗ Die Schranken der (erweiterten) Radius-Heuristik d⊥n,Radius bzw. d⊤n,Radius,
die auf der tatsächlichen Entfernung dn,q basieren, besitzen die größte Ge-
nauigkeit, die im Rahmen der M-Baum-Struktur möglich ist.
∗ Die AESA-Heuristik ist immer genauer als die Elternentfernungsheuristik,
wenn mindestens ein Kindknoten das selbe Zentralelement besitzt wie der
Elternknoten. Es gilt
⊥n,Elternentfernung ≤ ⊥n,AESA ≤ dn,q, (5.1.23)
sowie
⊤n,Elternentfernung ≥ ⊤n,AESA ≥ dn,q. (5.1.24)
∗ Für die Domäne der Levenshtein-Editierdistanzen ist die Schranke Bag-
Heuristik immer genauer als die Textlängenheuristik. Es gilt
⊥n,T extlänge ≤ ⊥n,Bag ≤ dn,q. (5.1.25)
∗ Können zwei Schranken mit ähnlichem Aufwand berechnet werden, ist bei
bekannter Ordnung immer die genauere zu bevorzugen.
154Die weitere Untersuchung eines inneren Knotens beinhaltet unter Umständen die weitere Prüfung
mit einer aufwändiger zu bestimmenden Schranke sowie die Prüfung aller Kindknoten des Knotens.
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– Für andere Schranken, wie bspw. die Elternentfernungs- und die Textlängen-
heuristik, existiert keine klare Ordnung. Sind mehrere derartige Schranken be-
kannt bzw. effizient bestimmbar, so können beide Werte zu einer genaueren
Schranke aggregiert werden:
∗ ⊥n,gesamt = max{⊥n,Elternentfernung, ⊥n,T extlänge}
∗ ⊤n,gesamt = min{⊤n,Elternentfernung, ⊤n,T extlänge}.
Bislang sind konkrete Schranken fest in den jeweiligen Suchalgorithmus eingebaut. Es ist
jedoch möglich, die Algorithmen so abzuwandeln, dass die Schrankenanwendung generisch
mehrstufig geschieht:
• Wann immer möglich, werden alle in der Domäne und M-Baum-Struktur effizient
berechenbaren oberen und unteren Schranken bestimmt, zu genaueren Schranken
aggregiert und angewendet.
• Der Einsatz von rechenaufwändigen Schranken (wie bspw. Bag-Heuristik) muss stark
abgewogen werden.
– In jedem Fall sollten derartige Schranken erst eingesetzt werden, wenn eine
Suchentscheidung nicht bereits mit Hilfe effizient bestimmbarer Schranken ge-
troffen werden kann.
– Weiterhin müssen diese Schranken zumindest potentiell genauer als die weniger
rechenaufwändigen Schranken sein.
– Falls diese aufwändig bestimmte Schranke nicht ausreicht, muss die tatsächli-
che Entfernung berechnet werden. Die darauf basierende (erweiterte) Radius-
Heuristik d⊥n,Radius bzw. d⊤n,Radius ist in jedem Fall genauer. Es muss also die
Wahrscheinlichkeit, mit der rechenaufwändigen Schranke die Suchentscheidung
treffen zu können, mit dem Mehraufwand (verglichen mit der tatsächlichen
Entfernungsberechnung) abgewogen werden.
• Kann die Suchentscheidung nicht auf Basis ungenauer Schranken getroffen werden,
wird die tatsächliche Entfernung dn,q aufwändig berechnet, um die exakten Schran-
ken der (erweiterten) Radius-Heuristik d⊥n,Radius bzw. d⊤n,Radius zu bestimmen. Mit
diesen wird dann eine Suchentscheidung getroffen.
Optimierung “Luftwurzeln”. Der M-Baum [48] wächst wie ein B-Baum [166] von
den Blättern zur Wurzel. Ist die Kapazität eines Knotens nach einem Einfügevorgang
überschritten, so wird der Knoten geteilt. Anstelle des alten Elternknotens werden zwei
neue Elternknoten in den Großelternknoten eingefügt. (Siehe Abschnitte 3.7.3 und 4.5.4.)
• Beim B-Baum gibt es eine optimale und einfach bestimmbare Teilung jedes Knotens
am Median. Diese Teilungsstrategie führt zu einem balancierten Baum.
• Auch beim M-Baum kann im Partition-Schritt eine balancierte Aufteilung der Kind-
knoten auf die neuen Elternknoten verwendet werden.
• Eine andere übliche Teilungsstrategie ist jedoch die Zuordnung von Kindknoten zu
ihrem nächstliegenden Elternknoten (Generalized Hyperplane bzw. GHP).
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Wie in den Abschnitten 4.5.4, 5.3.4 sowie 6.3.4 postuliert und validiert, ist dabei die
Teilung an der Generalized Hyperplane der balancierten Teilung in allen Fällen überlegen.
Die GHP-Teilung besitzt dabei den Nachteil, dass der Baum nicht mehr balanciert ist.
Die meisten Teilungsstrategien versuchen, eine gute Clusterung zu erreichen. Dies führt
dazu, dass entlegene “Ausreißer”-Knoten oft ihr eigenes Cluster bilden, d.h. sie stellen
einen der beiden Elternknoten mit genau einem Kind. Da in derartige Ausreißer selten
ein Datensatz eingefügt wird, bleiben sie auch bei Teilung des höhergelegenen Knotens
entlegen und werden so oft weiter als Elternknoten promotet. Da alle Blätter durch das
B-Baum-artige Wachstum auf der selben Höhe liegen, kann sich der Baum nicht an den
unterschiedlichen Füllstand verschiedener Knoten anpassen. Die Baumhöhe wird durch
die dicht besiedelten Baumbereiche bestimmt. In den dünn besiedelten Baumbereichen
der “Ausreißer” bilden sich dagegen eher “Luftwurzeln”, um die geforderte Baumhöhe
zu erreichen. Abbildung 5.1.1 stellt den worst case einer derartigen Situation für einen







Abbildung 5.1.1: Worst case eines unbalancierten M-Baums mit “Luftwurzeln”: Jedes Oval entspricht
einem M-Baum-Knoten, der Buchstabe identifiziert ein Knotenzentrum, der Index bestimmt die Baum-
ebene. Dargestellt ist der worst case der Degeneration eines Suchbaumes. Ohne B-Baum-artiges Wachs-
tum entspräche dieser degenerierte Baum einer linearen Liste. Da zusätzlich durch die Teilungsstrategie
sichergestellt wird, dass sich alle Blätter auf der selben Ebene befinden, entstehen “Luftwurzeln”: Das
Datenelement “B” wurde bereits auf Wurzelebene als “Ausreißer” abgespalten. Um die Blattebene zu
erreichen, muss es jedoch eine lange Kette von drei Knoten bilden, die jeweils nur ein Kind mit dem
Zentralobjekt “B” enthalten, bis die Blattebene erreicht ist.
mit dem Zentralobjekt “B” bereits auf Wurzelebene abgespalten. Um die Blattebene zu
erreichen, entsteht eine lange Kette von Knoten mit dem Zentralobjekt “B”, die jeweils nur
ein Kind enthalten. Es ist zwar ein worst case dargestellt, dennoch treten “Luftwurzeln”
in M-Bäumen regelmäßig auf. Werden diese im Verlauf einer Suche untersucht, so entsteht
ohne weitere Optimierungen folgender Verlauf einer Bereichssuche:
1. Der Knoten B1 mit dem Zentralobjekt “B” auf der zweiten Ebene wird untersucht.
(a) Zunächst wird auf Basis der Elternentfernung zum Wurzelknoten A0 festge-
stellt, dass dieser Knoten nicht ausgeschlossen werden kann.
(b) Anschließend muss die Entfernung dB,q bestimmt werden. Mit Hilfe von d⊥B,Radius
wird festgestellt, dass die Knotenhyperkugel geschnitten wird.
(c) Damit wird der Knoten B1 von der Expansionswarteschlange entnommen und
durch sein einziges Kind B2 ersetzt.
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2. Der Knoten B2 mit dem Zentralobjekt “B” auf der dritten Ebene wird untersucht.
(a) Auf Basis der Elternentfernung wird festgestellt, dass dieser Knoten nicht aus-
geschlossen werden kann.155
(b) Anschließend muss die Entfernung dB,q bestimmt werden. ...
(c) B2 wird von der Expansionswarteschlange entnommen. Statt dessen wird sein
einziges Kind B3 eingefügt.
3. Der Knoten B3 wird untersucht. ...
4. ...
Damit wird die Untersuchung der Knoten mit dem Zentralobjekt “B” dreimal durchge-
führt. Ohne Entfernungscache muss die Entfernung dB,q drei mal bestimmt werden.
Eine andere selten auftretende Form von Luftwurzeln sind Ketten mit unterschiedli-
chen Zentralobjekten (B besitzt nur ein Kind C). Auch in diesem Fall hat der Test eines
inneren Knotens mit genau einem Kind bei Blattbäumen keinen Sinn. Die Idee jeder
Baumsuche ist es, über einer Menge zu durchsuchender Knoten/Datensätze eine zusätzli-
che Schicht mit weniger Knoten einzuführen. Bei einer Menge von N durchsuchten Knoten
müssen ohne diesen “Baumschritt” bei einer Suche N Knoten getestet werden. Wird der
“Baumschritt” durchgeführt, so werden je nach Schnitt des zusätzlichen Elternknotens
folgende Testschritte durchgeführt:
Testschritte =
⎧⎨⎩N + 1 Schnitt Elternknoten1 sonst.
Es ist also möglich, dass mehr Testschritte notwendig sind als ohne den Baumschritt.
Im durchschnittlichen Fall wird dagegen meist der Elternknoten nicht geschnitten, und es
sind nur 1 anstelle von N Testschritten notwendig. Ist wie im Fall der Luftwurzeln N = 1,
so ergibt sich ein Sonderfall, bei denen der Baumschritt in keinem Fall eine Verbesserung
der Testschrittanzahl erreichen kann:
Testschritte =
⎧⎨⎩2 Schnitt Elternknoten1 sonst.
D.h. nur im besten Fall wird durch Untersuchung des Elternknotens die selbe Anzahl an
Testschritten erreicht wie ohne diese Untersuchung. Es ist also bei Luftwurzeln immer
sinnvoll, direkt den Kindknoten zu testen. In obiger Abbildung 5.1.1 würden bei strikter
Durchführung der Baumsuche die Knoten B1 und B2 untersucht werden, nur um unter
Umständen den Test von Knoten B3 zu vermeiden. Anstelle einer notwendigen Unter-
suchung156 werden also je nach Schnittsituation ein bis drei Knoten getestet.
Aus diesen Gründen kann unabhängig von den beteiligten Knotenzentren anstelle der
Untersuchung eines inneren Knotens mit genau einem Kind immer direkt das Kind unter-
sucht werden. Diese Optimierung wird 1-Kind-Abkürzung bzw. One Child Cut genannt.
Dieser wird im Rahmen der verbesserten Algorithmen für die Bereichs- und k-Nearest-
Neighbor-Suche in den folgenden Abschnitten 5.1.4 und 5.1.5 eingesetzt.
155B2 besitzt das selbe Zentralobjekt und den selben Knotenradius wie B1. Die Entfernung dB1,B2 ist
null. Entsprechend ist das heuristische Entscheidungskriterium d⊥B2,Elternentfernung für die Fortsetzung
der Suche unter B2 das selbe wie das finale Entscheidungskriterium d⊥B1,Radius für die Fortsetzung der
Suche unter B1 : dB1,q ≤ rq + rB1 . Dieses Kriterium ist in jedem Fall positiv, andernfalls müsste B2 nicht
untersucht werden.
156Die Schnittprüfung mit B3 entscheidet über die Zugehörigkeit der Datenelemente zur Ergebnismenge.
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Aggregation. Die beschriebenen Optimierungsaspekte werden in den folgenden Ab-
schnitten für die Bereichs- (Abschnitt 5.1.4) und die k-Nächste-Nachbarn-Suche (Ab-
schnitt 5.1.5) detailliert und aggregiert.
5.1.4 Optimierte Bereichssuche
Bei der Bereichssuche wird der Baum top-down durchlaufen. Die Suchhyperkugel HQ
wird dabei vollständig durch die beiden Parameter der Suchanfrage (das Anfrageobjekt
q und den Suchradius rq) bestimmt. Damit liefert die Schnittprüfung eines M-Baum-
Knotens unabhängig vom Zeitpunkt im Suchverlauf immer dasselbe Ergebnis. Der Baum
kann also in beliebiger Reihenfolge durchsucht werden. Von den üblichen Suchstrategien
– Breitensuche und Tiefensuche – bietet sich die Tiefensuche an, da diese bei einem
Verzweigungsfaktor b und einer Baumtiefe von d nur eine Speicherkomplexität von O(b ·d)
besitzt. Bei der Breitensuche müsste während der Suche im schlimmsten Fall die gesamte
Blattebene im Hauptspeicher gehalten werden, die Hauptspeicherkomplexität einer Suche
beträgt also O(bd).
An jedem Knoten n kann anhand der Entfernung dn,q zum Anfrageobjekt q eine obere
und untere Schranke d⊤n bzw. d⊥n für die Entfernung in n gespeicherter Datenelemente e
zu q bestimmt werden:
∀e ∈ n : de,q ≥ d⊥n,Radius = dn,q − rn, (5.1.26)
sowie:
∀e ∈ n : de,q ≤ d⊤n,Radius = dn,q + rn. (5.1.27)
Dies ist mit verringerter Genauigkeit auch auf Basis einer effizient bestimmbaren obe-
ren bzw. unteren Schranke ⊤n bzw. ⊥n für die Knotenentfernung dn,q (⊥n ≤ dn,q ≤ ⊤n)
möglich:
∀e ∈ n : de,q ≥ d⊥n,approx = ⊥n − rn, (5.1.28)
bzw.
∀e ∈ n : de,q ≤ d⊤n,approx = ⊤n + rn. (5.1.29)
Die Schranken sind dabei unterschiedlich genau und unterschiedlich aufwändig bestimm-
bar. ⊥n bzw. ⊤n sind i.d.R. deutlich effizienter bestimmbar als dn,q – gleiches gilt für
d⊥n,approx bzw. d⊤n,approx verglichen mit d⊥n,Radius bzw. d⊤n,Radius. Gleichzeitig sind die auf dem
Radius basierenden Schranken genauer, d.h. d⊥n,Radius ≥ d⊥n,approx bzw. d⊤n,Radius ≤ d⊤n,approx.
(Siehe Abschnitte 5.1.2 sowie 5.1.3.)
Im Folgenden wird in Abschnitt 5.1.4.1 zunächst kurz wiederholt, wie auf Basis dieser
Schranken die Bereichssuche im originalen M-Baum [48] durchgeführt wird. Anschließend
werden in den Abschnitten 5.1.4.2 bis 5.1.4.6 aufbauend auf dem Basisalgorithmus neue
Optimierungsaspekte für die Bereichssuche im M-Baum vorgestellt. Diese Neuerungen
werden jeweils separat diskutiert und sind unabhängig voneinander einsetzbar. (In Kapi-
tel 6 werden diese Einzeloptimierungen später separat evaluiert.) Abschnitt 5.1.4.7 fasst
abschließend die einzelnen Optimierungsaspekte zu einem Gesamtalgorithmus zusammen.
5.1.4.1 Originale Optimierung
Unter Nutzung verschiedener unterer Schranken d⊥n wird bereits im Standard-Algorithmus
getestet, ob der Knoten relevante Anfrageobjekte enthalten kann. Gilt
∀e ∈ n : de,q ≥ d⊥n > rq, (5.1.30)
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so kann der Knoten keine im Suchradius rq liegenden Datenelemente enthalten. Er wird
ohne Expansion seiner Kinder verworfen. Die Prüfung erfolgt dabei mehrstufig. Zunächst
wird dieses Kriterium auf Basis einer effizient bestimmbaren, ungenauen unteren Ent-
fernungsschranke ⊥n,Elternentfernung überprüft. Wenn in diesem Schritt bereits der Knoten
verworfen werden kann, muss die Entfernung dn,q nicht bestimmt werden. Andernfalls wird
die Entfernung dn,q und damit d⊥n,Radius bestimmt. Auf Basis von d⊥n,Radius kann endgültig
über die Expansion des Knotens n im Kontext dieser Suche entschieden werden.
5.1.4.2 Nutzung mehrerer unterer Schranken
Wie in Abschnitt 5.1.3 ausgeführt, existieren mehrere untere (und obere) Schranken, die
unterschiedlich genau und unterschiedlich aufwändig bestimmbar sind. Manche Schran-
ken sind dabei nur in bestimmten Domänen verfügbar. Während bislang die Nutzung
bestimmter Schranken fest in den veröffentlichten Algorithmen vorgegeben war, ist auch
die domänenabhängige Nutzung aller verfügbarer Schranken möglich, ohne den Algorith-
mus zu ändern. Dazu werden bei Prüfung eines Knotens n zunächst alle effizient (in O(1))
bestimmbaren unteren Schranken157 für dn,q aggregiert:
dn,q ≥ ⊥n,approxGesamt = max
i
{⊥n,approxi}. (5.1.31)
Mit dieser Schranke kann anschließend effizient eine untere Schranke für die Entfernung
von Datenelementen e unter n zum Anfrageobjekt q bestimmt werden:
∀e ∈ n : de,q ≥ d⊥n,approxGesamt = ⊥n,approxGesamt − rn. (5.1.32)
Anschließend wird mit dieser aggregierten Schranke geprüft, ob es unmöglich ist, dass der
Knoten Datenelemente enthält, die Ergebnisse der Bereichssuche sind. Dies ist der Fall,
wenn rq < d⊥n,approxGesamt.
Kann der Knoten auf diese Weise nicht verworfen werden, können unter Umständen
aufwändiger bestimmbare domänenabhängige Schranken, wie die von Bartolini et al. [14]
vorgestellte Schranke Bag-Heuristik, geprüft werden. Dies sollte jedoch je nach Domäne
und Datenverteilung unter Umständen für jeden Knoten einzeln abgewogen werden, da
den Vorteilen erhöhter Genauigkeit ein erheblicher Mehraufwand gegenüber steht. Weiter-
hin kann die tatsächliche Distanzberechnung nur eingespart werden, wenn die aufwändig
bestimmte Schranke in ein schmales Distanzband fällt. Ein Beispiel soll dies verdeutli-
chen. Gegeben sei eine Domäne von Editierdistanzen mit einem Suchradius von rq = 10
Zeichen und einem 20 Zeichen langen Anfragetext. Zu einem Knoten n der Textlänge 15
Zeichen können zunächst effizient untere und obere Schranken ⊥n,approxGesamt = 5 und
⊤n,approxGesamt = 20 bestimmt werden. (D.h. 5 ≤ dn,q ≤ 20.) Der Knotenradius von n sei
rn = 5. Der Knoten kann somit verworfen werden, wenn sichergestellt werden kann, dass
dn,q > 15 = rq + rn. Die untere Schranke der Bag-Heuristik lässt sich bei zwei Texten der
Länge M und N in O(M +N) bestimmen, d.h. in diesem Beispiel in O(15+20). Aufgrund
der vorher bestimmten Schranken liegt die Bag-Heuristik-Schranke ebenfalls im Intervall:
5 ≤ ⊥n,Bag ≤ dn,q ≤ 20.
Ist die berechnete Schranke der Bag-Heuristik ⊥n,Bag > 15, so kann die tatsächliche
Entfernungsberechnung (O(M · N) = O(15 · 20)) eingespart werden, andernfalls nicht.
157Wie in Abschnitt 5.1.3 ausgeführt, kann bspw. eine Schranke basierend auf der Elternentfernungs-
heuristik effizient bestimmt werden. Wird eine modifizierte Baumstruktur (CM-Baum [7]) verwendet, so
ist auch die Verwendung der AESA-Heuristik möglich. Manche Domänen ermöglichen zusätzlich die Ver-
wendung effizient bestimmbarer domänenabhängiger Schranken, wie die in Abschnitt 5.1.3 vorgestellte
Textlängenheuristik für die Domäne der Editierdistanz nach Levenshtein.
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Allgemein ist der erwartete Aufwand E(Agesamtaufwändig) für eine aufwändig bestimmbare
Schranke ⊥n,aufwändig (Aufwand AHeuristikaufwändig) bei einem Aufwand Aexakt mit
E(Agesamtaufwändig) = AHeuristikaufwändig + [1 − P (⊥n,aufwändig > rq + rn)] · Aexakt. (5.1.33)
Die aufwändige Heuristik sollte eingesetzt werden, wenn der erwartete Aufwand geringer





< P (⊥n,aufwändig > rq + rn). (5.1.34)
Um unter Einsatz von Aaufwändig die tatsächliche Entfernungsberechnung Aexakt ein-
zusparen, muss also
1. die tatsächliche Entfernung dn,q die Grenzentfernung rq +rn übersteigen (andernfalls
kann n mit keiner Heuristik von der weiteren Suche ausgeschlossen werden), und
2. die gegenüber der tatsächlichen Entfernung ungenauere Bag-Heuristik ebenfalls die
Grenzentfernung übersteigen.
Formell muss gelten:
P (⊥n,aufwändig > rq + rn) = P (⊥n,aufwändig > rq + rn|dn,q > rq + rn) ×
P (dn,q > rq + rn|⊥n,approxGes. ≤ dn,q ≤ ⊤n,approxGes.). (5.1.35)
Für obiges Beispiel bedeutet dies, dass für den Knoten n die Bag-Heuristik bestimmt
werden sollte, wenn
35
300 < P (⊥n,Bag > 15|dn,q > 15) · P (dn,q > 15|5 ≤ dn,q ≤ 20).
Der Einsatz mehrerer aufwändig bestimmbarer Schranken ist aufgrund weiter schrump-
fenden Nutzens und erhöhten Aufwands sehr wenigen Einsatzszenarien vorbehalten. Kann
der Knoten n auch mit keiner aufwändig bestimmbaren unteren Schranke verworfen wer-
den, so wird die tatsächliche Entfernung dn,q bestimmt, um endgültig über die Expansion
von n zu entscheiden.
Theoretisch besteht auch die Möglichkeit, den Knoten n vor der Entfernungsbestim-
mung nur teilweise zu expandieren. Hierzu können die effizient bestimmbaren Schranken
zu den Kindknoten c von n genutzt werden, um eine Vor-Evaluierung durchzuführen. Kön-
nen alle Kindknoten aufgrund der Vorevaluierung von der weiteren Suche ausgeschlossen
werden, kann n auch ohne Entfernungsberechnung verworfen werden. Nachteilig an diesem
Ansatz sind:
• die algorithmische Komplexität,
• die mehrfache Expansion und Evaluierung der Kindknoten,
• der aufgrund des Baum-Verzweigungsfaktors hohe sonstige CPU-Aufwand
• sowie die Tatsache, dass wichtige effizient bestimmbare Schranken, wie die El-
ternentfernungsheuristik auf der Kenntnis der Elternentfernung beruhen. (Es ist
auch möglich, unter Nutzung einer unteren Schranke ⊥n anstelle der tatsächli-
chen Entfernung dn,q eine ungenauere Schranke “approx. Elternentfernungsheuris-
tik” ⊥c,approx.Elternentf. für einen Kindknoten c abzuleiten. Mit der steigenden Unge-
nauigkeit der Schranke sinkt jedoch auch die Wahrscheinlichkeit, damit alle Kind-
knoten ausschließen zu können.)
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5.1.4.3 Upper Bound Enclosure
Bislang wurden nur untere Entfernungsschranken verwendet. Optimierungen sind jedoch
auch auf Basis oberer Entfernungsschranken d⊤n möglich. Gilt
d⊤n ≤ rq,
liegen alle unterhalb von n gespeicherten Datenelemente im Suchradius rq. Es ist also
möglich, den kompletten Teilbaum unter n in die Ergebnismenge zu übernehmen, oh-
ne weitere Entfernungen zu inneren Knoten oder Datenelementen zu berechnen. Damit
werden die Entfernungsberechnungen zu jedem Knoten und Datensatz des Teilbaums ein-
gespart. Die zusätzliche Rechenzeitkomplexität ändert sich jedoch nicht, da der Teilbaum
zur Übernahme in die Ergebnisliste nach wie vor vollständig durchlaufen werden muss.
Ist die Entfernung dn,q bekannt, so kann eine exakte obere Schranke
∀e ∈ n : de,q ≤ d⊤n,Radius = dn,q + rn (5.1.36)
bestimmt werden. Auch die obere Schranke kann jedoch zunächst effizient approximativ
bestimmt werden. Wird dazu eine obere Entfernungsschranke ⊤n (⊤n ≥ dn,q) verwen-
det, so ist d⊤approx ≥ d⊤exakt. Die Prüfung kann somit bereits auf Basis der approximativen
Elementeschranke erfolgen; ist sie erfolgreich, kann die andernfalls erforderliche Entfer-
nungsberechnung dq,n zur Bestimmung der erweiterten Radius-Heuristik d⊤exakt eingespart
werden. Für ⊤n stehen domänenabhängige (bspw. Textlängenheuristik) und domänen-
unabhängige (bspw. erweiterte Elternentfernungsheuristik) Möglichkeiten zur Verfügung.
(Siehe Abschnitt 5.1.3.) Diese Optimierung wird Upper Bound Enclosure genannt.
5.1.4.4 One Child Cut
Wie in Abschnitt 5.1.3 dargestellt, besitzt ein M-Baum mit nicht balancierter Partition-
Strategie oft das Problem von “Luftwurzeln”. Ohne weitere Optimierung wird in diesem
Fall eine Kette von Knoten aufwändig geprüft, nur um anschließend das einzige Kind
dieses Knotens prüfen zu können. Es ist somit sinnvoller, anstelle des Elternknotens p
direkt dessen Kindknoten c zu prüfen.
Diese Optimierung One Child Cut kann jedoch noch verfeinert werden.
1. Besitzt die “Luftwurzel”-Kette von Knoten das selbe Zentralobjekt, so wird während
des Einfügens sichergestellt, dass alle Knoten der Kette denselben Radius (den des
untersten Kettengliedes) besitzen. Die Prüfung der Knoten ist folglich vollkommen
identisch. Es kann also anstelle des oberen Kettenendes direkt der Knoten am un-
teren Kettenende geprüft werden. Um die Elternentfernungsheuristik einsetzen zu
können, muss jedoch beachtet werden, dass nur das oberste Kettenglied die Entfer-
nung zu einem Elternknoten p speichert, dessen Entfernung zum Anfrageobjekt q
bekannt ist. Die Verwendung dieser Heuristik muss entsprechend angepasst werden.
2. Durch manche Einfügestrategien und Datenverteilungen bzw. die Anwendung von
Löschoperationen auf die Daten kann es unter Umständen vorkommen, dass die
Knoten der Kette verschiedene Zentralobjekte besitzen. Aus diesem Grund haben
Knoten selbst bei Wiederholung eines Zentralobjektes in der Kette nicht unbedingt
denselben Radius. Dies hat unterschiedlicher Implikationen:
(a) Durch die unterschiedlichen Zentralobjekte der Knoten der “Luftwurzel”-Kette
können verschiedene effiziente Schranken bestimmt werden. Aufgrund des kon-
stanten Aufwandes einer Prüfung sollten die effizient bestimmbaren Schranken
auf jeder Ebene geprüft werden.
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(b) Die Heuristik “Elternentfernung” benötigt die exakte Entfernung dp,q des Elter-
nobjektes p zum Anfrageobjekt q. Während des Abstiegs in der “Luftwurzel”-
Kette steht diese Information bei wechselnden Zentralobjekten jedoch nur am
obersten Kettenglied n1 zur Verfügung. Für die folgenden Kettenglieder ni
kann nur auf Basis der Schranken ⊥ni−1 für ihr Elternobjekt ni−1 eine unge-
nauere Schranke “approx.Elternentfernung” ⊥n,approx.Elternentfernung bestimmt
und genutzt werden.
5.1.4.5 Upper Bound Intersection
Eine obere Entfernungsschranke kann noch in einem weiteren Kontext eingesetzt werden.
Soll festgestellt werden, ob ein Teilbaum (mit mehr als einem Kind) weiter verfolgt werden
soll oder nicht, so erfolgt derzeit folgendes Vorgehen:
1. Versuche mit Hilfe einer (effizient bestimmbaren) unteren Entfernungsschranke ⊥n
auszuschließen, dass der Knoten von der Suchhyperkugel überlappt wird. Wenn
erfolgreich, breche die Suche für diesen Knoten ab.
2. Versuche mit Hilfe einer (effizient bestimmbaren) oberen Entfernungsschranke ⊤n
festzustellen, ob der Knoten komplett von der Suchhyperkugel umschlossen wird.
Wenn erfolgreich, übernehme alle Nachfahren dieses Knotens ohne weitere Prüfung.
3. Bestimme (aufwändig) mit der tatsächlichen Entfernung dn,q, ob die Knotenhyper-
kugel von der Suchhyperkugel geschnitten wird. Ist dies der Fall, so müssen die
Kinder des Knotens n untersucht werden, andernfalls kann n verworfen werden.
Nachdem die ersten beiden Optimierungsschritte fehlgeschlagen sind, kann ein weiterer
(effizienter) Schritt eingefügt werden. Mit Hilfe der oberen Entfernungsschranke kann
u.U. festgestellt werden, dass die Knotenhyperkugel die Suchhyperkugel schneidet. Es
kann entsprechend ohne Bestimmung von dn,q entschieden werden, dass die Kinder von n
untersucht werden müssen. Gilt
⊤n ≤ rn + rq, (5.1.37)
so wird die Knotenhyperkugel von der Suchhyperkugel geschnitten, d.h. die Kindknoten
von n müssen untersucht werden.
Die eingesparte Entfernungsberechnung dn,q hat jedoch nicht nur positive Effekte.
Die Effektivität dieser und der anderen Optimierungen beruht auf der Genauigkeit der
oberen und unteren Schranke. Eine wichtige Methode, um diese Schranken abzuschät-
zen, ist die Elternentfernungsheuristik, d.h. die Kombination aus Dreiecksungleichung,
gespeicherter Entfernung des Kindknotens zum Elternknoten sowie bekannter Entfer-
nung des Anfrageobjektes zum Elternknoten. Wird mittels Upper Bound Intersection die
Entfernungsberechnung dn,q eingespart, so ist dieser Teil der Dreiecksungleichung bei der
Untersuchung der Kindknoten c von n nicht mehr bekannt. Es können stattdessen die
Entfernungsschranken zum Elternknoten n verwendet werden, um ungenauere Schran-
ken ⊥c,approx.Elternentfernung bzw. ⊤c,approx.Elternentfernung einer approximativen Elternent-
fernungsheuristik zu bestimmen. Dies schränkt jedoch die Genauigkeit der Entfernungs-
schranken zu den Kindknoten ein. Es kann also der Fall auftreten, dass durch Upper
Bound Intersection zwar die Entfernungsberechnung dn,q eingespart werden kann, dafür
jedoch durch die ungenaueren Entfernungsschranken mehr Entfernungen zu Kindknoten
bestimmt werden müssen. Die Anzahl an notwendigen Entfernungsberechnungen kann
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also sogar zunehmen. Nach eigenen Experimenten (siehe Kapitel 6.2.2) ist der Effekt ab-
hängig vom metrischen Raum. In kleineren euklidischen Dimensionen (2–3) überwiegt
der negative Effekt, während sich in höheren euklidischen Dimensionen ein stark positiver
Effekt einstellt. Der negative Effekt kann durch die Kombination mit anderen effizient be-
stimmbaren Schranken gemindert werden. Wird bspw. in der Domäne der Editierdistanz
die Textlängenheuristik eingesetzt, sinkt zwar die Genauigkeit der Schranken auf Basis
der Elternentfernungsheuristik. Dies wird jedoch durch die gleichbleibende Genauigkeit
der Textlängenheuristik zu großen Teilen kompensiert. Wie experimentell (siehe Kapi-
tel 6) gezeigt werden kann, ist die Effektivität dieser Optimierung unter den untersuchten
Domänen für die Editierdistanz am höchsten.
5.1.4.6 Zero Intervall
In Spezialfällen und durch Kombination verschiedener Schranken kann es vorkommen,
dass ⊥n = ⊤n. Da
⊥n ≤ dn,q ≤ ⊤n, (5.1.38)
ist damit auch dn,q ohne aufwändige Berechnung eindeutig bestimmt:
dn,q = ⊥n.
Wird diese Null-Prüfung vorgeschaltet, kann die Berechnung von dn,q eingespart werden.
5.1.4.7 Gesamt-Algorithmus
Algorithmus 5.1 stellt die Bereichssuche unter Verwendung aller Optimierungen dar.
5.1.5 Optimierte k-Nächste-Nachbarn-Suche
5.1.5.1 Analyse
Die Suche nach den k nächsten Nachbarn ist äquivalent zu einer Bereichssuche, deren
Radius der Abstand des Anfrageobjektes q zum kt nächsten Nachbarn ist. Entsprechend
gibt es auch Äquivalenzen im Suchverlauf.
Da bei Suchbeginn der kt nächste Nachbar unbekannt ist, ist auch der Suchradius
unbekannt. Zu diesem Zeitpunkt kann jeder M-Baum-Knoten potentiell Ergebnisse ent-
halten, der initiale Radius ist also ∞. Sobald im Rahmen dieser Suche mindestens k
Datenelemente Fk untersucht wurden, kann der Suchradius auf die Entfernung zum ent-




Ein Suchbereich um q mit dem Radius rq,Fk enthält mindestens die bereits durchsuchten
||Fk|| Elemente. Da ||Fk|| = k muss der kt nächste Nachbar innerhalb dieses Bereichs lie-
gen. Werden weitere Datenelemente untersucht (gesamte untersuchte Datenelementmenge
Fi mit i > k), kann der Suchradius auf die Entfernung zum derzeit kt nächsten bekannten
Element reduziert werden:
F knni : {F knni ⊆ Fi||∀x ∈ F knni , y ∈ Fi \ F knni : dx,q ≤ dy,q ∧ ||F knni || = k}. (5.1.40)
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Algorithmus 5.1 Optimierte Bereichssuche im M-Baum
recurs iveRangeQuery (rq , q , n , dn,q , r e f r e s u l t L i s t )
Eingabe : rq : der Suchradius
q : das Anfrageobjekt
n : Knoten des Baums , u r sp rüng l i ch der Wurzelknoten
dn,q : Entfernung Anfrageobjekt zum Knotenzentrum
Verwendung : r e s u l t L i s t : Elemente , d i e im Suchbere ich l i e g e n
i f i s L e a f ( node ) :
f o r each DataElement e in n . dataElements :
// Ers t e r ( e f f i z i e n t e r ) Test mit Schranke
i f ⊤e ≤ rq :
r e s u l t L i s t . Add( e )
e l s e i f ⊥e ≤ rq :
// F ina l e r ( aufwändiger ) Test mit e cht e r Entfernung
use de,q = ⊥e i f ⊥e = ⊤e e l s e compute de,q
i f de,q ≤ rq :
r e s u l t L i s t . Add( e )
e l s e :
//1−Kind−Optimierung
i f count (n . c h i l d s)==1 :
oneChildCut (rq , q , dn,q r e f r e s u l t L i s t )
e l s e :
f o r each ch i ldnode c in n . c h i l d s :
// Ers t e r ( e f f i z i e n t e r ) Test mit Schranke
i f ⊥c ≤ rq + rc :
// Überlappung möglich − a l l e Datenelemente umschlossen ?
i f ⊤c + rc ≤ rq :
r e s u l t L i s t . AddSubtree ( c )
e l s e i f : ⊤c ≤ rc + rq :
// Überlappung aufgrund obere r Schranke f e s t g e s t e l l t
recurs iveRangeQuery (rq , q , c , (⊤c; ⊥c) ,
r e f r e s u l t L i s t )
e l s e :
// F ina l e r ( aufwändiger ) Test mit e cht e r Entfernung
use dc,q = ⊥c i f ⊥c = ⊤c e l s e compute dc,q
i f dc,q ≤ rq + rc :
// Überlappung − a l l e Datenelemente umschlossen ?
i f dc,q + rc ≤ rq :
r e s u l t L i s t . AddSubtree ( c )
e l s e :
recurs iveRangeQuery (rq , q , c , dc,q , r e f r e s u l t L i s t )
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Der finale Suchradius rq,final ist der Abstand zum kt nächsten Nachbarn. Nur Daten-
elemente, die innerhalb dieses finalen Radius rq,final um das Anfrageobjekt q liegen, sind
Teil der Ergebnismenge. Wäre also der finale Suchradius rq,final a priori bekannt gewesen,
hätte die Suche nach den k nächsten Nachbarn auch als Bereichssuche mit diesem Radius
durchgeführt werden können.
Die dynamische Radius-Reduktion während der Suche impliziert zwei wesentliche Un-
terschiede zur Bereichssuche, die die Suche nach den k nächsten Nachbarn algorithmisch
deutlich komplizierter und teilweise ineffizienter machen als die Bereichssuche:
1. Es existieren Unterschiede in der Behandlung von Datenelementen:
• Wird bei der Bereichssuche im Suchverlauf ein Datenelement e untersucht,
welches innerhalb des Suchradius liegt, ist e Teil der Ergebnismenge.
• Im Gegensatz dazu kann bei der Suche nach den k nächsten Nachbarn bei
der Untersuchung eines Datenelementes e nicht endgültig über dessen Zugehö-
rigkeit zur Lösungsmenge entschieden werden. Liegt e innerhalb des aktuellen
Suchradius, so kann das Datenelement potentiell Teil der Ergebnismenge sein.
Es ist jedoch auch möglich, dass eine spätere Reduktion des Suchradius e wieder
aus der Ergebnismenge ausschließt. Aus diesem Grund werden Datenelemente
zunächst in eine auf k Einträge beschränkte Lösungskandidatenmenge aufge-
nommen und sukzessive durch näher an q liegende Datenelemente verdrängt.
2. Weiterhin beeinflusst bei der k-Nächste-Nachbarnsuche im Gegensatz zur Bereichs-
suche der Suchverlauf die Sucheffizienz:
• Bei der Bereichssuche können alle M-Baum-Knoten ergebnisrelevante Daten-
elemente enthalten, deren Hyperkugel die Suchhyperkugel schneidet. Die Be-
reichssuche expandiert genau diese Knotenmenge. Da sich bei der Bereichssuche
im Suchablauf weder die Knotenhyperkugeln noch die Suchhyperkugel ändern,
wird die zu expandierende Knotenmenge unabhängig vom Suchverlauf von der
statischen Baumstruktur und der Anfrage determiniert. Die Reihenfolge der
Knotenverarbeitung (bspw. Tiefen- oder Breitensuche) ist für die Sucheffizienz
unerheblich und kann nach anderen Gesichtspunkten gewählt werden (niedere
Speicherkomplexität der Tiefensuche).
• Bei der Suche nach den k nächsten Nachbarn schrumpft die Suchhyperkugel im
Suchverlauf. D.h. ein Knoten, der bei Kenntnis des finalen Suchradius verwor-
fen worden wäre, muss dennoch expandiert werden, falls er (zu) früh im Such-
verlauf mit einer noch großen Suchhyperkugel untersucht wird. Die Reihenfolge
der Knotenexpansion beeinflusst also bei der k-Nächste-Nachbarnsuche stark
die Anzahl der expandierten Knoten und damit die Sucheffizienz.
Der letzte Punkt impliziert, dass für die k-Nächste-Nachbarnsuche eine Expansionsreihen-
folge gewählt werden sollte, bei der möglichst wenig Knoten expandiert werden müssen.
Dieses Optimierungsziel kann in zwei Unterziele untergliedert werden:
1. Späte Expansion von Knoten, die weit vom Anfrageobjekt entfernt sind.
2. Schnelle Senkung des Suchradius.
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Späte Expansion von Knoten, die weit vom Anfrageobjekt entfernt sind. Bei
fixiertem Schrumpfungspfad des Suchradius sollten Knoten w, deren Hyperkugel weit vom
Anfrageobjekt entfernt ist, spät im Suchverlauf untersucht werden. Bei diesen Knoten w
ist es sehr wahrscheinlich, dass sie von einem stark geschrumpften Suchradius nicht mehr
überlappt werden und sie somit nicht mehr expandiert werden müssen. Bei zu früher
Untersuchung im Suchverlauf mit noch relativ großem Suchradius ist dagegen eine Über-
lappung und folgende Expansion von w noch wahrscheinlich. Dagegen ist bei Knoten n,
deren Hyperkugel relativ nahe am Suchobjekt liegt, wahrscheinlich, dass sie sowohl vom
initialen als auch vom finalen Suchradius überlappt werden.
Aus diesem Grund sollte ein Knoten w, der weit vom Anfrageelement entfernt ist,
spät untersucht werden. Bei ihm wird so mit hoher Wahrscheinlichkeit eine Expansion
eingespart. Statt dessen wird ein dem Anfrageelement naher Knoten n früh expandiert.
Dies verursacht mit hoher Wahrscheinlichkeit keine zusätzliche Expansion, da der Knoten
n auch bei später Untersuchung expandiert worden wäre.
Aus diesen Gründen werden die Knoten n in der Expansionswarteschlange aufsteigend
nach dem Grenzsuchradius rlimit,nq sortiert, bei welchem sie expandiert werden müssen. Ein
Knoten n muss expandiert werden, wenn
dn,q ≤ rn + rq, (5.1.42)
d.h. wenn
rq ≥ rlimit,nq = dn,q − rn. (5.1.43)
Knoten mit geringem rlimit,nq werden also bevorzugt expandiert.
Schnelle Senkung des Suchradius. Bei schneller Senkung des Suchradius können
Knoten von der Suche ausgeschlossen werden, die bei langsamer Senkung des Suchradius
noch hätten expandiert werden müssen. Der Suchradius sinkt, wenn ein Datenelement
gefunden werden kann, welches näher als das derzeit kt nächste Datenelement am Such-
zentrum q liegt. Es müssen also zeitig im Suchverlauf Datenelemente gefunden werden,
die nah am Suchzentrum liegen. Analog zum A∗-Verfahren158 werden die Knoten n in
der Suchwarteschlange nach dem minimal möglichen Abstand d⊥n eines Datenelementes
e unter n sortiert. Wird vereinfachend von der Existenz effizient bestimmbarer Entfer-
nungsschranken abgesehen, so ist d⊥n :
d⊥n = max{dn,q − rn, 0}. (5.1.44)
Auswirkungen des Sortierkriteriums. Damit entspricht das Sortierkriterium zur
schnellen Senkung des Suchradius exakt dem Sortierkriterium zur späten Expansion ent-
fernter Knoten:
d⊥n = rlimit,nq . (5.1.45)
Da bei Anwendung des übereinstimmenden Sortierkriteriums immer die räumlich viel-
versprechendsten Knoten zuerst expandiert werden, ist dies die bzgl. der Anzahl notwen-
diger Expansionen optimale Strategie.
Satz 5.9. Wird bei der k-Nearest-Neighbor-Suche die Expansionswarteschlange nach d⊥n
sortiert, so werden dieselben Knoten expandiert, die auch von einer Bereichssuche um das
Anfrageelement q mit dem finalen Suchradius rq,final expandiert werden:
158Eine gute Einführung in das A∗-Verfahren [96] findet sich u.a. in Russel und Norvig [175].
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Expand = {n ∈ MBaum|d⊥n ≤ rq,final}. (5.1.46)
Diese Eigenschaft gilt unabhängig davon, wie schnell tatsächlich Datenelemente ge-
funden und somit der Radius verkleinert werden kann. (Wenn die Suche zunächst innere
Knoten expandiert, kann es passieren, dass lange im Suchverlauf nicht k Datenelemente
bekannt sind. In diesem Fall ist der Grenzradius lange rlimit = ∞.) Der Beweis dieses
Satzes ist in Anhang A.1 dargestellt.
Es ist also für eine optimale Suche bzgl. der Anzahl expandierter Knoten egal, wie
schnell tatsächlich k Datenelemente untersucht werden, d.h. wie schnell rlimit sinkt. Den-
noch besitzt eine frühe Radiussenkung Vorteile bzgl. sonstiger CPU-Kosten:
• Nach Expansion eines Knotens n werden im Normalfall alle direkten Kindknoten
ci in die Expansionswarteschlange eingereiht. Ist bereits ein Grenzradius rlimit be-
kannt, können unter Umständen bereits einige dieser Kindknoten von der Suche
ausgeschlossen werden. Diese Kindknoten werden also nicht in die Expansionswarte-
schlange eingefügt.
• Die Expansionswarteschlange ist aufsteigend nach d⊥n sortiert. Ist d⊥n > rlimit, so
kann ein Knoten von der Suche ausgeschlossen werden. Auf diese Weise ist es mög-
lich, bei Kenntnis von rlimit die Expansionswarteschlange im hinteren Bereich ab-
zuschneiden. (Sobald d⊥ni > rlimit.) D.h. viele Knoten können gleichzeitig aus der
Warteschlange entfernt werden.
Beide Optimierungsmöglichkeiten verringern nicht die Anzahl der expandierten Knoten.
Die aufgrund der Kenntnis von rlimit nicht eingefügten Knoten ci bzw. zeitig abgeschnit-
tenen Knoten n am Ende der Expansionswarteschlange wären auch ohne diese Optimie-
rung nie expandiert worden. Im Lauf der “normalen” Suche wird zu einem bestimmten
Zeitpunkt festgestellt, dass die Expansionswarteschlange keine näheren Nachbarn als die
bislang bekannten enthalten kann. Zu diesem Zeitpunkt wird die restliche Expansions-
warteschlange verworfen. Beide Optimierungsmöglichkeiten betreffen Knoten, die in jedem
Fall im verworfenen Rest der Expansionswarteschlange gespeichert worden wären.
Insgesamt kann also durch frühzeitige Radiusverkleinerung die Expansionswarteschlan-
ge klein gehalten werden. Dies führt zwar zu keiner Veränderung an der Anzahl der not-
wendigen Knotenexpansionen, jedoch zu einer geringeren Hauptspeicherkomplexität (Ver-
waltung der Warteschlangenstruktur). Weiterhin ist eine solche Prioritätswarteschlange
(wie die Expansionswarteschlange) meist baumartig (z.B. Heap, AVL-Baum) realisiert,
so dass Zusatz-CPU-Kosten für das Einfügen und Entfernen von Elementen in Höhe
von O(log N) anfallen. Eine frühe Radiusabschätzung führt also zu einer Reduktion der
Hauptspeicher- und sonstigen Rechenzeitkomplexität.
5.1.5.2 Verwendung der effizient bestimmbaren unteren Entfernungsschranke
Im Folgenden wird zunächst der Grundalgorithmus für die k-Nearest-Neighbor-Suche op-
timiert, bevor anschließend zwei Ansätze vorgestellt werden, um auf Basis der unteren
Entfernungsschranke nicht nur die Anzahl expandierter Knoten, sondern auch die Anzahl
der notwendigen Entfernungsberechnungen zu minimieren.
Grundalgorithmus. Wie in Abschnitt 4.5.3 in Algorithmus 4.2 dargelegt, verläuft in
der k-Nearest-Neighbor-Suche im klassischen M-Baum [48] eine Knotenexpansion nach
folgendem Schema:
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• Der vorderste Knoten n wird von der Expansionswarteschlange entnommen.
• Der Abstand dc,q aller Kinder c des Knotens n zum Anfrageobjekt q wird bestimmt.
• Aus diesen Abständen dc,q werden die Minimalentfernungen enthaltener Daten-
elemente d⊥c,Radius berechnet (Radius-Heuristik).
• Auf Basis dieser Minimalentfernungen d⊥c,Radius werden die Kindknoten in die Ex-
pansionswarteschlange eingefügt.
Wie im letzten Abschnitt 5.1.5.1 gezeigt, ist dies bzgl. der Anzahl derartiger Expansions-
schritte optimal, wenn die Expansionswarteschlange nach d⊥n sortiert ist. Ziel ist jedoch
nicht die Minimierung der Anzahl an Expansionsschritten, sondern die Minimierung der
Anzahl notwendiger Entfernungsberechnungen. In dieser vereinfachten Version werden
bei jeder Expansion eines Knotens n die Entfernungen des Anfrageobjektes q zu jedem
Kindknoten c von n bestimmt.
Minimierung der Anzahl an Entfernungsberechnungen durch zweistufige Ex-
pansionswarteschlange. Ciaccia et al. [48] schlagen dazu vor, für jeden Kindknoten c
zunächst die (erweiterten) Elternentfernungsheuristiken ⊥c,Elternentf. und d⊥c,Elternentf. zu
bestimmen. Wenn d⊥c,Elternentfernung > rlimit kann c kein suchrelevantes Datenelement ent-
halten. Der Kindknoten wird somit ohne Entfernungsberechnung von der Suche verworfen.
Die Optimierung von Ciaccia et al. [48] ist nur ein kleiner Schritt. Selbst wenn der
Suchradius frühzeitig unter Verwendung oberer Entfernungsschranken zu Datenelementen
d⊤n beschränkt wird, werden immer noch von vielen Knoten die tatsächlichen Entfernun-
gen bestimmt, obwohl schon auf Basis der unteren Entfernungsschranke abgeleitet werden
konnte, dass diese Knoten – wenn überhaupt – erst sehr spät im Suchverlauf expandiert
werden müssen. Im Rahmen dieser Arbeit soll diese untere Schranke so verwendet werden,
dass nicht nur die Anzahl der Expansionsschritte, sondern auch die Anzahl der notwen-
digen Entfernungsberechnungen minimal wird.
Zunächst werden für die Bestimmung der unteren Entfernungsschranke d⊥c,approx nicht
nur die Elternentfernung sondern alle in der Domäne verfügbaren, effizient bestimmbaren
Heuristiken herangezogen. Damit können deutlich genauere Entfernungsschranken effizi-
ent bestimmt werden.
Die Hauptidee dieser Optimierung ist es, die tatsächliche Entfernungsberechnung dc,q
so lange wie möglich hinauszuzögern. Im Standardalgorithmus und auch nach der Optimie-
rung von Ciaccia et al. [48] liegen zum Zeitpunkt des Suchabbruchs (weil für den vorders-
ten Knoten n d⊥n > rq,final gilt) bereits viele Knoten ni mit ihren tatsächlichen Entfernun-
gen dni,q auf der Expansionswarteschlange. Ein Großteil dieser Entfernungsberechnungen
hätte vermieden werden können, da für eine Teilmenge E ⊆ ExpansionQueue der Knoten
in der Expansionswarteschlange gilt
∀n ∈ E : d⊥n,approx > rq,final. (5.1.47)
Mit anderen Worten: Auf Basis von d⊥approx kann zusätzlich zum kompletten Verwerfen
dieses Knotens auch festgestellt werden, dass es derzeit deutlich vielversprechendere Kan-
didaten für nächste Nachbarn gibt. Aus diesem Grund geschieht eine Knotenexpansion
nun zweistufig:
• Wird ein Knoten n, zu dem die tatsächliche Entfernung dn,q bekannt ist, von der
Expansionswarteschlange entnommen, so wird er expandiert:
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– Für jedes seiner Kinder c wird die untere Schranke ⊥c der Entfernung zum
Anfrageelement q bestimmt.
– Anstelle mit der exakten Schranke d⊥c,Radius für die Entfernung zu unter c gespei-
cherten Datenelementen wird c zunächst mit der ungenaueren unteren Schranke
d⊥c,approx auf die Expansionswarteschlange gelegt.
• Wird ein Knoten n von der Warteschlange entnommen, zu dem nur eine Entfer-
nungsschranke ⊥n bekannt ist, so ist er auf Basis dieser Schranke der vielverspre-
chendste Knoten für nächste Nachbarn. Zu diesem Zeitpunkt wird der exakte Ab-
stand dn,q zu n bestimmt. Mit der so bestimmten exakten Schranke der Radius-
Heuristik d⊥n,Radius wird n erneut auf die Warteschlange gelegt.
Weitere Reduktion der Entfernungsberechnungen durch sofortige Knotenex-
pansion. Der im letzten Absatz beschriebene Algorithmus ist bzgl. der Anzahl an Ent-
fernungsberechnungen noch nicht optimal. Unter Inkaufnahme einer Zunahme des sonsti-
gen CPU-Aufwandes und Hauptspeicherbedarfs können weitere Entfernungsberechnungen
vermieden werden.
Zunächst soll exemplarisch eine Suchsituation skizziert werden, in der obige Opti-
mierung zu viele Entfernungen berechnet. Gegeben sei eine Expansionswarteschlange mit
folgenden Knoten:
ExpansionQueue = [Ã, B, ...].
Zum Knoten A ist in diesem Beispiel nur die approximative Entfernungsschranke d⊥A,approx
bekannt, zum Knoten B bereits die exakte Schranke der Radius-Heuristik d⊥B,Radius. Dieser
Umstand wird durch das Tilde-Symbol über dem Knoten Ã ausgedrückt.
1. Der Algorithmus expandiert nun den Knoten A und bestimmt dafür dessen exakte
Entfernung dA,q und die Entfernungsschranke der Radius-Heuristik d⊥A,Radius. Da
d⊥A,Radius > d
⊥
B,Radius, entsteht folgende Warteschlangenstruktur:
ExpansionQueue = [B, ..., A, ...].
2. Im folgenden wird der Knoten B, dessen exakte Entfernung dB,q zu diesem Zeit-
punkt bekannt ist, expandiert. D.h. ohne weitere Entfernungsberechnung werden
die Kindknoten b1, ..., bn von B mit ihren approximativen Entfernungsschranken auf




Somit entsteht folgende neue Warteschlangenstruktur (die restlichen Kindknoten
b1, .., bi−1, bi+1, ..., bn sind für das Beispiel nicht relevant und werden aus Gründen
der Übersichtlichkeit weggelassen):
ExpansionQueue = [b̃i, .., A, ...].
3. Im Folgenden wird also b̃i von der Warteschlange entnommen und db,q bestimmt.
Enthält nun der Knoten bi die fehlenden nächsten Nachbarn, kann nach diesem
Schritt die Suche abgebrochen werden.
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Insgesamt war also die Bestimmung der Entfernung dA,q überflüssig, da ohne weitere




D.h. sobald eine Entfernung dn,q zu einem Knoten bestimmt wurde, kann er auch di-
rekt expandiert werden, ohne ihn nochmals mit einer exakteren Schranke auf die Expan-
sionswarteschlange zu legen. Wäre B direkt nach der Entfernungsberechnung expandiert
worden, hätte die Entfernung dA,q nie bestimmt werden müssen.
Diese Variation des Algorithmus minimiert die Anzahl an Entfernungsberechnungen
auf das theoretisch möglichen Minimum. Eine äquivalente, minimale Bereichssuche hätte
die selben Entfernungen bestimmt.159 Sie besitzt jedoch auch Nachteile: Es werden Knoten
expandiert die bei a priori Kenntnis des finalen Suchradius nicht expandiert worden wä-
ren. Dies verursacht zwar keine zusätzlichen Entfernungsberechnungen, jedoch sonstigen
CPU- und Hauptspeicheraufwand. Sei die Knotenkapazität C. Damit werden maximal um
den Faktor C mehr Knoten untersucht. Die Warteschlange ist während des Suchablaufs
maximal um den Faktor C vergrößert. Der Aufwand zerfällt in zwei Teile:
1. Knoten, die auch ohne diese Optimierung expandiert worden wären, werden früher
expandiert. Über die Laufzeit der Suche ist die Expansionswarteschlange größer, als
sie ohne diese Optimierung wäre. (Maximal ist sie um den Faktor C vergrößert.)
Dies erhöht den Hauptspeicherbedarf der Expansionswarteschlange (um den Faktor
O(C)) und den CPU-Aufwand für sämtliche Operationen auf der Warteschlange
(Einfügen, Entfernen) um jeweils O(log C).160
2. Es müssen Knoten ni verarbeitet werden (Bestimmung von ⊥ni , d⊥ni,approx, Einfügen
in die Expansionswarteschlange, jedoch keine Bestimmung von dni,q), die ohne diese
Optimierung nicht hätten untersucht werden müssen. Wird allein der Aufwand des
Einfügens in die Expansionswarteschlange betrachtet, so vergrößert sich dieser im
worst case von O(N · log N) auf O(C ·N · log(C ·N)) = O(C ·N · log N +C ·N · log C).
Aus diesen Gründen sollte diese Optimierung nur optional nach Berücksichtigung der
Größe von C und dem Aufwand für eine Entfernungsberechnung verwendet werden.
Erweiterung für die Kompatibilität mit verringerten Hüllradien. Werden die
von Ciaccia et al. [45] im Rahmen des Bulk-Loading-Algorithmus vorgeschlagenen verrin-
gerten Hüllradien verwendet, so ist eine weitere Optimierung sinnvoll. Wie in Abbildung
4.6.1 in Abschnitt 4.6.1 dargestellt, kann und sollte ein Elternknoten p verkleinert sein,
wenn in einem bestimmten Bereich seiner Kindknoten c keine Daten enthalten sind. Die
Hyperkugeln der Kindknoten sind durch den kleineren Radius stärker gekrümmt und
können so aus ihrer Elternhyperkugel “herausragen”. Bei bestimmten Lagen des Anfrage-
elementes q kann für eine untere Schranke ⊥c oder die tatsächliche Entfernung dc,q der
Fall auftreten, dass d⊥c < d⊥p . Da die Kindhyperkugel in Richtung des Anfrageelementes
q aus der Elternhyperkugel herausragt, ist die minimal mögliche Entfernung eines Daten-
elementes unter c geringer, als der minimal mögliche Abstand eines Datenelementes unter
p. Aufgrund der Konsistenzbedingung der M-Baumstruktur
∀e ∈ c : e ∈ p
159Bspw. würde eine äquivalente, minimale Bereichssuche den Knoten A bereits auf Basis der approxi-
mativen Schranke d⊥A,approx verwerfen, da d⊥A,approx > rq,final.
160Eine üblicherweise als Baum oder Heap organisierte Prioritätswarteschlange verursacht einen Einfüge-
und Entnahmeaufwand von jeweils O(log N) pro Aktion. Wird die Größe der Warteschlange um den
Faktor C vergrößert, so vergrößert sich dieser Aufwand zu O(log(C · N)) = O(log N + log C).
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gilt auch für die Datenelemente unter c
∀e ∈ c : de,q ≥ d⊥p . (5.1.48)
Entsprechend sollte in allen Varianten des Suchalgorithmus also eine verschärfte Schranke
d⊥̂c der minimal möglichen Entfernung zu enthaltenen Datenelementen für die Sortierung
der Expansionswarteschlange verwendet werden:
c ∈ p → d⊥̂c = max{d⊥c , d⊥p }. (5.1.49)
5.1.5.3 Verwendung der oberen Schranke
In diesem Abschnitt soll eine verbesserte Möglichkeit vorgestellt werden, den Suchradius
bereits vor der Expansion von k Datenelementen durch obere Entfernungsschranken ein-
zuschränken.
Wie in Abschnitt 5.1.5.1 festgestellt, kann durch eine frühzeitige Suchradiusredukti-
on die Anzahl notwendiger Knotenexpansionen nicht reduziert werden. Im letzten Ab-
schnitt 5.1.5.2 wurde eine Optimierung vorgestellt, die es ermöglicht, nicht bei jeder
Knotenexpansion die Entfernungen des Anfrageobjektes zu allen Kindknoten bestimmen
zu müssen. Auch die Anzahl notwendiger Entfernungsberechnungen kann durch eine früh-
zeitige Suchradiusreduktion nicht reduziert werden.161 Eine frühzeitige Radiusreduktion
ermöglicht jedoch, die Expansionswarteschlange im Suchverlauf klein zu halten. Damit
werden Hauptspeicherkomplexität und sonstiger CPU-Aufwand zur Verwaltung dieser
Warteschlange reduziert.
Neben der eigentlichen Suchradiusreduktion nach der Untersuchung von Datenelemen-
ten wurde im Rahmen des originalen M-Baums [48] eine Möglichkeit vorgestellt, bereits
auf Basis von Knoten, die noch auf der Warteschlange liegen, den Radius zu reduzie-
ren. Enthält ein solcher Knoten n mindestens ein Datenelement (dies stellt die M-Baum-
Struktur sicher), so ist dessen Maximalabstand
∀e ∈ n : de,q ≤ d⊤n = dn,q + rn. (5.1.50)
Somit kann, sobald n auf der Expansionswarteschlange abgelegt wird, vorhergesagt wer-
den, dass mindestens ein Datenelement mit dem Abstand d⊤n oder kleiner im M-Baum
existiert. Auch auf dieser Basis kann der Suchradius frühzeitig eingeschränkt werden, noch
bevor die entsprechenden Datenelemente expandiert wurden.
Dieses Prinzip lässt sich jedoch verbessern.
1. Da bei den Optimierungen dieser Arbeit (siehe Abschnitt 5.1.5.2) auch Knoten auf
der Warteschlange abgelegt werden, bei denen der Abstand zum Zentralobjekt nur
approximativ bekannt ist, kann das Prinzip des originalen M-Baums nicht unverän-
dert übernommen werden. Da durch die frühzeitige Radiusreduktion keine Entfer-
nungsberechnung eingespart wird, dürfen auch keine zusätzlichen Entfernungen nur
zu diesem Zweck berechnet werden. Aus den approximativen Entfernungen lassen
161Bei der in Abschnitt 5.1.5.2 vorgestellten Optimierung werden Entfernungen nur dann bestimmt,
wenn ein Knoten mit seiner approximativen Entfernung von der Warteschlange entnommen wird. Die
Entfernungsberechnung wird nur dann eingespart, wenn d⊥n > rlimit. (D.h. rlimit < ∞, es existieren
im M-Baum also mindestens k Datenelemente.) Ist dies der Fall, so kann kein Knoten der Expansions-
warteschlange Datenelemente enthalten, die Teil der Ergebnismenge sind. Da im M-Baum mehr als k
Datenelemente existieren, in den Knoten der Warteschlange aber kein kt nächster Nachbar mehr enthal-
ten sein kann, müssen zu diesem Zeitpunkt bereits k Datenelemente bekannt sein. Die in diesem Abschnitt
vorgestellte Optimierung kann also die Anzahl notwendiger Entfernungsberechnungen nicht reduzieren.
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sich jedoch auch obere Schranken ⊤n für die Entfernung dn,q bestimmen. Auch damit
lässt sich eine (ungenauere) obere Schranke für die Entfernung zu Datenelementen
unter n bestimmen:
∀e ∈ n : de,q ≤ d⊤n,approx = ⊤n + rn. (5.1.51)
2. Die meisten Knotenteilungs- und Löschalgorithmen stellen implizit sicher, dass das
Zentralobjekt eines Knotens auch als Datenelement unter diesem gespeichert ist.
Wird eine solche Kombination von Algorithmen verwendet, so kann bei Ablage
von n auf der Expansionswarteschlange vorhergesagt werden, dass mindestens ein
Datenelement mit dem Abstand dn,q oder kleiner im M-Baum existiert. Das Prinzip
lässt sich auch auf approximative Entfernungen übertragen. In diesem Fall wird
vorhergesagt, dass mindestens ein Datenelement mit dem Abstand ⊤n existiert.
5.1.5.4 Algorithmus
Die in den Abschnitten 5.1.5.3 und 5.1.5.2 vorgeschlagenen Optimierungen der k-Nächsten-
Nachbarn-Suche werden in Algorithmus 5.2 (zweistufige Expansion) bzw. Algorithmus
5.3 (sofortige Knotenexpansion) zusammen mit der 1-Kind-Abkürzung (siehe Abschnitt
5.1.3) dargestellt. Aus Gründen der Übersichtlichkeit wurde die frühzeitige Suchradius-
einschränkung, die weder einen Einfluss auf die Anzahl expandierter Knoten noch auf die
notwendigen Entfernungsberechnungen besitzt,162 nicht dargestellt. Soll diese dennoch
verwendet werden, sind folgende Modifikationen am Algorithmus notwendig:
• Mit einer umfangreichen Buchhaltung müssen nicht nur die Entfernungen zu expan-
dierten Datenelementen, sondern auch zu dem größtmöglichen Abstand zu Daten-
elementen unter jedem Knoten auf der Warteschlange verwaltet werden.
• Vor jedem Einfügen eines Knotens n in die Warteschlange wird der Grenzabstand d⊥n
nicht mit dem Abstand zum derzeit kt nächsten Nachbarn aller bisher untersuchten
Datenelemente verglichen, sondern mit einem aus obiger Buchhaltung gewonnenen
Grenzabstand.
Mit diesen beiden Algorithmen kann die Effizienz der k-Nächste-Nachbarnsuche deut-
lich gesteigert werden. Eine experimentelle Validierung findet sich in Abschnitt 6.2.3.
5.2 Optimalitätskriterien für den M-Baum
5.2.1 Vorbemerkungen
Unter Beibehaltung einiger Konsistenzregeln (bspw. “Knoten umschließen enthaltene Da-
tenelemente”) existieren viele verschiedene Varianten der Strukturierung eines M-Baums
zur Speicherung der selben Daten. Die gewählte Struktur besitzt jedoch einen großen
Einfluss auf den Aufwand zur Beantwortung von Ähnlichkeitsanfragen. Durch verbesser-
te Einfügealgorithmen und eine daraus resultierende Optimierung der Baumstruktur ist
es möglich, den durchschnittlich resultierenden Abfrageaufwand deutlich zu senken. [89]
162Die frühzeitige Suchradius-Reduktion senkt die Expansionswarteschlangengröße im Suchablauf und
damit die Hauptspeicherkomplexität der Suche und die sonstigen CPU-Kosten (nicht Entfernungsberech-
nungen). Diese Optimierung besitzt also in den meisten metrischen Domänen mit sehr hohem Aufwand
für eine Entfernungsberechnung nur einen vernachlässigbaren Effekt. Für eine ausführliche Analyse siehe
Abschnitt 5.1.5.3.
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Algorithmus 5.2 Optimierte zweistufige k-Nächste-Nachbarnsuche im M-Baum
kNearestNeighborQuery (q , k )
Rückgabe : r e s u l t L i s t : L i s t e der k nächsten ge sp e i ch e r t en Elemente
Eingabe : q : der Anfragedatensatz
k : Anzahl der zu f indenden Ergebn i s se
Var iablen : kBestData : auf k Einträge beschränkte Pr i o r i t ä t swa r t e −
sch lange von Ergebniskandidaten , s o r t i e r t
nach Abstand
l im i tD i s t anc e en thä l t immer den Abstand des
k t besten Elements ( i n i t i a l ∞)
expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e der auf
Expansion wartenden Baumknoten , s o r t i e r t
nach dem k l e i n s tmög l i ch en Abstand e i n e s
g e sp e i ch e r t en Elementes
expansionQueue . i n s e r t ( root , d⊥root,approx )
whi l e isNotEmpty ( expansionQueue ) :
node , d⊥̂node = expansionQueue . dequeue ( )
i f d⊥̂node > kBestData.limitDistance :
// d i e s e s und a l l e we i t e ren Elemente s ind s c h l e c h t e r a l s
// das a k t u e l l k t be s t e Element −> Suchabbruch
return kBestData
i f i s L e a f ( node ) :
//Ein Blatt s t eh t immer mit approx . Dist . auf Queue
Compute dnode,q
i f dnode,q ≤ kBestData.limitDistance :
kBestData . i n s e r t ( node , dnode,q )
e l s e i f node . c h i l d s . count==1 :
//1−Kind−Optimierung
expansionQueue . i n s e r t ( node . f i r s t C h i l d , d⊥̂node )
e l s e i f isOnlyApproximate (d⊥̂node ) :
Compute dnode,q , d⊥̂node,Radius
i f d⊥̂node,Radius ≤ kBestData.limitDistance :
expansionQueue . i n s e r t ( node , d⊥̂node,Radius )
e l s e :
// i nne r e r Knoten mit exakter Entfernung
fo r each c h i l d in node . c h i l d s :
Compute ⊥child , d⊥̂child,approx
i f d⊥̂child,approx ≤ kBestData.limitDistance :
expansionQueue . i n s e r t ( ch i ld , d⊥̂child,approx )
r e turn kBestData // expansionQueue i s t l e e r
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Algorithmus 5.3 Optimierte k-Nächste-Nachbarnsuche im M-Baum mit sofortiger Kno-
tenexpansion
kNearestNeighborQuery (q , k )
Rückgabe : r e s u l t L i s t : L i s t e der k nächsten ge sp e i ch e r t en Elemente
Eingabe : q : der Anfragedatensatz
k : Anzahl der zu f indenden Ergebn i s se
Var iablen : kBestData : auf k Einträge beschränkte Pr i o r i t ä t swa r t e −
sch lange von Ergebniskandidaten , s o r t i e r t
nach Abstand
l im i tD i s t anc e en thä l t immer den Abstand des
k t besten Elements ( i n i t i a l ∞)
expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e der auf
Expansion wartenden Baumknoten , s o r t i e r t
nach dem k l e i n s tmög l i ch en Abstand e i n e s
g e sp e i ch e r t en Elementes
expansionQueue . i n s e r t ( root , d⊥root,approx )
whi l e isNotEmpty ( expansionQueue ) :
node , d⊥̂node = expansionQueue . dequeue ( )
i f d⊥̂node > kBestData.limitDistance :
// d i e s e s und a l l e we i t e ren Elemente s ind s c h l e c h t e r a l s
// das a k t u e l l k t be s t e Element −> Suchabbruch
return kBestData
i f i s L e a f ( node ) :
//Ein Blatt s t eh t immer mit approx . Dist . auf Queue
Compute dnode,q
i f dnode,q ≤ kBestData.limitDistance :
kBestData . i n s e r t ( node , dnode,q )
e l s e i f node . c h i l d s . count==1 :
//1−Kind−Optimierung
expansionQueue . i n s e r t ( node . f i r s t C h i l d , d⊥̂node )
e l s e :
// i nne r e r Knoten mit approximat iver Entfernung
Compute dnode,q , d⊥̂node,Radius
i f d⊥̂node,Radius ≤ kBestData.limitDistance :
f o r each c h i l d in node . c h i l d s :
Compute ⊥child , d⊥̂child,approx us ing dnode,q
i f d⊥̂child,approx ≤ kBestData.limitDistance :
expansionQueue . i n s e r t ( ch i ld , d⊥child,approx )
// expansionQueue i s t l e e r
re turn kBestData
203
KAPITEL 5. ERWEITERUNGEN DES M-BAUMES ZUM EM-BAUM
Hierzu muss jedoch zunächst im Detail analysiert werden, welchen Einfluss eine bestimmte
Baumstruktur auf den Abfrageaufwand besitzt.
In der ersten Veröffentlichung zum M-Baum [48] wurden für alle Einfüge-Teilentschei-
dungen, die die spätere Baumstruktur beeinflussen, nur eine Sammlung heuristischer Al-
gorithmen ohne nähere Erläuterung präsentiert. Zur Analyse der Güte eines M-Baums
existieren nur sehr begrenzte Ansätze:
Traina et al. [203] verweisen ohne nähere Begründung (Verweis auf “Common Know-
ledge”) auf den Fat-Faktor, der die Überlappung zweier Baumknoten misst. Sie motivieren
damit den Slim-Down-Algorithmus für ihren Slim-Tree.163 Dessen Erfolg beruht jedoch
eher auf einer Senkung der Knotenradien als der Knotenüberlappung, wie nachfolgende
Analyse zeigt. Der Fat-Faktor wird in keinem bekannten Algorithmus eingesetzt, um die
M-Baum-Struktur zu optimieren.
Eine zweite Arbeit zur Güteanalyse wurde von Ciaccia et al. [49] selbst vorgestellt.
(Siehe auch [219]) Sie argumentieren allerdings auf einem sehr allgemeinen Level auf
Basis einer unbekannten stochastischen Verteilungsfunktion für Entfernungen zwischen
Datenelementen. Der einzige Hinweis auf eine potentielle Nutzung des Gütemaßes zur
Verbesserung der Suchperformance ist der vage Hinweis, dass eine optimale Knotenka-
pazität existieren könnte, um die aus I/O-Kosten und Distanzberechnungen bestehenden
Suchkosten zu optimieren.
In diesem Abschnitt soll versucht werden, den Zusammenhang von M-Baum-Struktur
und Suchaufwand mathematisch fundiert zu quantifizieren. Ziel ist dabei nicht die exakte
Abschätzung der Suchkosten, sondern die Anwendung des Wissens über den Einfluss der
M-Baum-Struktur auf die Suchkosten, um während der Erstellung des M-Baums Ent-
scheidungen (Blattauswahl, Knotenteilung, ...) im Hinblick auf die damit verursachten
Suchkosten zu treffen. Somit ist es möglich, während des Einfügens die M-Baum-Struktur
stetig im Hinblick auf eine Minimierung der Suchkosten zu optimieren. Dazu wird zu-
nächst als statisches Gütekriterium eines M-Baumes dessen im Durchschnitt zu erwar-
tender Suchaufwand quantifiziert. So ist es möglich, beim Einfügen eines Knotens aus
verschiedenen Entscheidungsmöglichkeiten diejenigen auszuwählen, die den zu erwarten-
den Suchaufwand minimieren. Hierzu ist es nicht nötig, den erwarteten Suchaufwand
genau berechnen zu können. Es genügt, wenn das Gütekriterium gegenüber dem echten
erwarteten Suchaufwand ordnungserhaltend ist.Von additiven Konstanten und positiven
multiplikativen Faktoren kann abstrahiert werden.
Definition 5.10. (Retrieval-optimal): Ein M-Baum soll als (Retrieval-)optimal be-
zeichnet werden, wenn die erwartete Suchzeit üblicher Bereichssuchen minimal ist.
Für die weitere Analyse müssen Annahmen über die Verteilung der Suchanfragen im
Raum getroffen werden. Als Standardsuche wird die Bereichssuche evaluiert, da andere
Suchformen Spezialfälle davon sind.164 Als Maß der Suchzeit werden die nötigen Entfer-
nungsberechnungen gezählt. Dabei wird die mögliche Vermeidung von Entfernungsberech-
nungen durch Schranken nicht berücksichtigt, weil dies schwer quantifizierbar ist.
Um den Suchaufwand mathematisch zu beschreiben, wird wie folgt vorgegangen: Zu-
nächst analysiert Abschnitt 5.2.2 die durch eine beliebige Instanz einer Bereichssuche
QR(q, rq) an einer gegebenen M-Baum-Struktur verursachten Suchkosten. Der Suchauf-
wand kann dabei einzelnen M-Baum-Knoten zugeordnet werden. In den nachfolgenden
163Der Slim-Tree [202] ist ein kompatibler M-Baum [48] mit verändertem Einfügealgorithmus. Siehe
hierzu Abschnitt 4.6.4.
164In Abschnitt 5.1 und Anhang A.1 wurde gezeigt, dass ein effizienter Algorithmus für die k-Nächste-
Nachbarn-Suche dieselbe Anzahl von Entfernungen berechnen muss wie eine äquivalente Bereichssuche
um dasselbe Anfrageobjekt mit minimalen Radius.
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Abschnitten werden Annahmen über Verteilungen möglicher Bereichssuchen getroffen,
um einen Erwartungswert für die Suchkosten einer bestimmten M-Baum-Struktur zu ge-
winnen. Dieser Erwartungswert kann insbesondere auf die erwarteten Kosten aufgeteilt
werden, die einzelne M-Baum-Knoten verursachen. Damit ist die Möglichkeit gegeben, lo-
kale und globale Optimierungen der M-Baum-Struktur vorzunehmen. Diese Optimierun-
gen werden im Rahmen eines neuen Einfügealgorithmus umgesetzt, der in Abschnitt 5.3
hergeleitet und beschrieben wird.
5.2.2 Kosten einer konkreten Suche
In diesem Abschnitt soll zunächst der Aufwand einer Instanz einer Bereichssuche QR(q, rq)
für eine M-Baum-Struktur analysiert werden. Insbesondere wird der verursachte Aufwand
einzelnen M-Baum-Knoten zugeordnet. Der Suchaufwand wird dabei als Anzahl der not-
wendigen Entfernungsberechnungen quantifiziert.
5.2.2.1 Vereinfachte Bereichssuche
Um die Suchkosten einer Bereichssuche analysieren zu können, wird der Algorithmus
vereinfacht, da sich viele der u.a. in den Abschnitten 4.5, 4.6, sowie 5.1 beschriebenen Op-
timierungen schwer quantifizieren lassen. Weiterhin wird ein M-Baum ohne verringerte
Hüllradien (siehe Abschnitt 4.6.1) unterstellt. Aus diesem Grund wird das in Algorith-
mus 5.4 beschriebene vereinfachte Verfahren analysiert:
• Der Suchraum entspricht einer Hyperkugel HQ um das Suchzentrum q mit Such-
radius rq.
• Es werden rekursiv alle Knoten des M-Baums von der Wurzel aus in beliebiger
Reihenfolge (bspw. Tiefensuche oder Breitensuche) geprüft.
• Zu jedem zu prüfenden Knoten n wird die Entfernung dn,q zum Suchzentrum be-
stimmt.
• Bei einem Blattknoten kann somit entschieden werden, ob dessen Datenelement die
Anfrage erfüllt: dn,q ≤ rq.
• Bei einem inneren Knoten kann entschieden werden, ob ein Überlappungsbereich u
der Hyperkugel Hn des inneren Knotens n (Radius rn) mit der Suchhyperkugel HQ
existiert: dn,q − rn ≤ rq.
– Existiert ein solcher Überlappungsbereich, ist es möglich, dass Datenelemente
unterhalb von n in HQ liegen und somit die Anfrage erfüllen. Somit müssen
alle Kinder von n geprüft werden.165
– Andernfalls erfüllen keine Datenelemente unter n das Suchkriterium. Für den
Knoten n und direkte Kindknoten c ∈ n kann die Suche somit abgebrochen
werden.
165Liegt ein Knotenbaum vor, d.h. Datenwerte sind auch an den inneren Knoten gespeichert, so muss
auch der Knoten selbst auf Erfüllung des Suchkriteriums geprüft werden. Dies ist ohne weitere Entfer-
nungsberechnung möglich.
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Algorithmus 5.4 Zu Analysezwecken vereinfachte Bereichssuche im M-Baum
rangeQuery (rq , q )
Rückgabe : r e s u l t L i s t : Elemente , d i e im Suchbere ich l i e g e n
Eingabe : rq : der Suchradius
q : das Anfrageobjekt
Var iablen : nodesToEvaluate : u n s o r t i e r t e Warteschlange der noch
zu expandierenden Knoten
// Knotenre ihen fo lge i s t egal , daher e i n f a ch e Breiten− oder
// Tie fensuche
nodesToEvaluate . enqueue ( root )
whi l e ( nodesToEvaluate i s not empty ) :
node=nodesToEvaluate . dequeue ( )
// mögl iche Heur i s t i k en werden n i cht b e r ü c k s i c h t i g t
Compute dnode,q
i f i s L e a f ( node ) :
i f dnode,q ≤ rq :
r e s u l t L i s t . add ( node )
e l s e i f dnode,q − rnode ≤ rq :
// Überlappung der Hyperkugeln − j e d e s Kind kann p o t e n t i e l l
// Elemente der Ergebnismenge entha l t en
//−> a l l e Kinder müssen expand ie r t werden
fo r each c h i l d in node . c h i l d s :
nodesToEvaluate . enqueue ( c h i l d )
re turn r e s u l t L i s t
Zuordnung der Suchkosten. Der Suchaufwand entsteht dabei folgendermaßen:
• Bei jedem zu prüfenden Knoten n (sowohl für innere als auch für Blattknoten) muss
unabhängig von einer tatsächlichen Überlappung mit der Suchhyperkugel HQ die
Entfernung dn,q zum Suchzentrum q bestimmt werden. Damit verursacht jedes Ein-
fügen eines Knotens in die Expansionswarteschlange eine Entfernungsberechnung
und somit eine Suchkosteneinheit. Die Suchkosten sind somit proportional zur An-
zahl der untersuchten Knoten.
• Da sich der Suchradius nicht ändert, ist die Suchreihenfolge für die Kosten irrelevant,
wie man leicht im obigen Algorithmus 5.4 sieht.166
• Ob ein Knoten n bei einer Suche QR evaluiert werden muss, hängt nicht vom Knoten
n selbst ab, sondern davon, ob die Hyperkugel Hp des direkten Elternknotens p die
Suchhyperkugel HQ überlappt.
166Die Datenstruktur der Expansionswarteschlange “nodesToEvaluate” kann sowohl Fifo (First-in-First-
out) als auch Lifo (Last-in-first-out) implementiert werden. Fifo führt zu einer Breitensuche, Lifo zu einer
Tiefensuche.
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5.2.2.2 Starke Konsistenzbedingung und ihre Implikationen
Definition 5.11. (Schwache Konsistenz): Ein M-Baum ist (schwach) konsistent, wenn
die Hyperkugel jedes M-Baum-Knotens alle unter ihr gespeicherten Datenelemente voll-
ständig umschließt.
Diese Konsistenzbedingung ist eine grundlegende Eigenschaft des M-Baums, die erst
die Effizienz als Ähnlichkeitssuch-Indexstruktur ermöglicht. Auf Basis dieser Bedingung
ist es möglich, in einer Ähnlichkeitssuche ganze Teilbäume zu verwerfen, wenn die ent-
sprechende Hyperkugel nicht von der Suchhyperkugel geschnitten wird.
Satz 5.12. Ein (schwach) konsistenter M-Baum liefert unabhängig von seiner Baum-
struktur bei jeder Ähnlichkeitssuchanfrage stets die korrekten Ergebnisse (bei Anwendung
der Standard-Suchalgorithmen).
Aus Gründen der Übersichtlichkeit findet sich der Beweis dieses Satzes in Anhang A.2.1.
Um quantitative Aussagen über den Suchprozess treffen zu können, müssen zusätzliche
Annahmen gelten:
Definition 5.13. (Starke Konsistenz): Ein M-Baum ist stark konsistent, wenn die Hy-
perkugel jedes M-Baum-Knotens die Hyperkugeln aller direkten Kindknoten vollständig
umschließt.
Wie in Abschnitt 4.6.1 diskutiert, ist die Einhaltung der starken Konsistenzbedingung
für die Suchperformance in geringem Maße nachteilig. Sie ermöglicht es jedoch, Aussagen
über die Überlappung und Expansion von Knoten bei einer Bereichssuche zu treffen.
Satz 5.14. Wird in einem stark konsistenten M-Baum die Hyperkugel eines Knotens c
von einer Suchhyperkugel HQ überlappt, so überlappt HQ auch die Hyperkugel des direkten
Elternknotens n.
Ein Beweis dieses Satzes findet sich in Anhang A.2.2. Definition 5.13 und Satz 5.14
gelten induktiv auch für indirekte Vor- bzw. Nachfahren eines Knotens:
Satz 5.15. In einem stark konsistenten M-Baum umschließt die Hyperkugel eines Knotens
n alle unter diesem Knoten gespeicherten Knoten und Datenelemente vollständig.
Ein Beweis findet sich in Anhang A.2.3. Für Vorfahren eines Knotens gilt:
Satz 5.16. Wird die Hyperkugel eines Knotens n eines stark konsistenten M-Baums von
einer Suchhyperkugel HQ überlappt, so werden auch alle Hyperkugeln von Knoten auf dem
Pfad zur M-Baum-Wurzel (einschließlich des Wurzelknotens selbst) von HQ überlappt.
Für einen Beweis siehe Anhang A.2.4. Bei jeder Suche wird jeder untersuchte Knoten,
der von der Anfragehyperkugel überlappt wird, expandiert. Da die M-Baum-Wurzel in
jedem Fall untersucht wird und bei Überlappung der Hyperkugel eines Knotens n mit
der Suchhyperkugel in einem stark konsistenten M-Baum alle Knoten auf dem Pfad zur
Wurzel auch überlappt werden, folgt induktiv:
Satz 5.17. In einem stark konsistenten M-Baum wird jeder von einer Suchhyperkugel HQ
überlappte Knoten unabhängig von seiner Zuordnung zu einem Elternknoten expandiert.
Der Beweis ist in Anhang A.2.5 dargestellt.
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5.2.2.3 Schichtenweise lokale Unabhängigkeit der Suchkosten
Aus dem letzten Satz lassen sich eine Reihe von Implikationen ableiten:
• Betrachtet werde eine Schicht Li des M-Baums (d.h. alle Knoten der Tiefe i, i > 1).
• Die Anzahl der Knoten dieser Schicht ist ||Li|| = Ni.
• Von der Hyperkugel einer bestimmten Bereichssuche QR werden Ki dieser Knoten
überlappt. (Ki ≤ Ni)
• Unabhängig von der Verteilung der Ni Knoten dieser Schicht auf Elternknoten in
der darüber liegenden Schicht werden genau Ki Knoten in dieser Schicht expandiert:
– Es werden nur überlappte Knoten expandiert (Grundlage der Effizienz der
Suche im M-Baum gegenüber der vollständigen Suche).
– Es werden alle überlappten Knoten expandiert (Satz 5.17).
• Durch die Expansion der Ki Knoten müssen alle direkten Kindknoten ci der Ki
Knoten untersucht werden.
• Da hierfür jeweils eine Entfernungsberechnung notwendig ist (Abstraktion von Op-
timierungen, die dies vermeiden), müssen also in der Folgeschicht Li+1 ||ci|| Entfer-
nungen bestimmt werden.
• Dies ist unabhängig von der Anzahl Ki+1 der in der nächsten Schicht Li+1 tatsächlich
überlappten Knoten (Ki+1 ≤ ||ci|| ≤ Ni+1).
• Somit verursachen die auf einer Ebene Li überlappten Knoten Ki unabhängig von
der Topologie der darüber und darunter liegenden Schichten ||ci|| Entfernungs-
berechnungen zu Knoten der darunterliegenden Schicht.
5.2.2.4 Quantifizierung der Kosten
Die verursachten Entfernungsberechnungen lassen sich nicht nur einzelnen Schichten, son-
dern einzelnen Knoten zuordnen. Ein innerer Knoten n mit ||n|| Kindknoten cni erzeugt fol-
gende Suchkosten (Entfernungsberechnungen auf der nächsten Baumebene): cost(QR, n):
• Der notwendige Überlappungstest der Hyperkugel Hn von n mit der Suchhyperkugel
HQ ist unabhängig von der Topologie von n. Er wurde weiter oben im Baum durch
die festgestellte Überlappung von HQ mit dem Elternknoten p von n verursacht.
Somit wird diese Entfernungsberechnung p zugerechnet.
• Wenn keine Überlappung von Hn und HQ existiert, wird die Suche in diesem Teil-
baum abgebrochen. Entsprechend müssen keine Entfernungen zu Kindknoten von n
bestimmt werden, n verursacht also Suchkosten von 0.
• Falls eine Überlappung von Hn und HQ existiert,
– so muss jeder direkte Kindknoten von n auf Überlappung getestet werden.
Dazu müssen die Entfernungen zu allen diesen Kindknoten bestimmt werden.
(cost = ||n||)
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– verursachen evtl. Kinder cni von n weitere Überlappungstests in ihren Kindern,
weil der Überlappungstest positiv ausfällt. Da das Ergebnis des Überlappungs-
tests von cni jedoch unabhängig davon ist, welchem Elternknoten n cni zuge-
ordnet ist und weiterhin der Baum sicherstellt, dass dieser Überlappungstest
immer ausgeführt wird, falls er positiv ausfallen könnte, werden diese Kosten
dem jeweiligen Kindknoten cni und nicht n zugeordnet.
Insgesamt lassen sich also die Kosten einer konkreten Suche QR anteilig dem Knoten n
wie folgt zuordnen:
cost(QR, n) =
⎧⎨⎩||n|| falls overlap(HQ, Hn)0 sonst . (5.2.1)
Die gesamten Kosten einer Bereichssuche QR in einem M-Baum sind also die Summe der





5.2.2.5 Auswirkungen der Annahmen
Im Rahmen der Argumentationskette der letzten Abschnitte wurden eine Reihe von An-
nahmen getroffen (keine verkleinerten Hüllradien des M-Baums, keine Suchoptimierun-
gen), die in diesem Abschnitt kurz analysiert werden sollen.
Verkleinerte Hüllradien. In Abschnitt 4.6.1 wurde ein Aspekt einer von Ciaccia
und Patella [45] vorgestellten M-Baum-Erweiterung verallgemeinert. Sie besagt, dass M-
Bäume nur konsistent (Definition 5.11) und nicht stark konsistent (Definition 5.13) sein
müssen, um korrekte Suchergebnisse zu ermöglichen. Eine derartige Verkleinerung der
Hüllradien kann auf zwei Arten die notwendigen Distanzberechnungen reduzieren, wenn
der Knoten vor der Reduktion des Radius von der Suchhyperkugel überlappt wurde und
er nach der Reduktion nicht mehr überlappt wird:
1. Da der radiusreduzierte Knoten n nicht mehr überlappt wird, muss er nicht mehr
expandiert werden. Es werden also ||n|| Entfernungsberechnungen zu den Kind-
knoten von n eingespart. Diese Optimierung steht nicht im Widerspruch zu obiger
Argumentationskette.
2. Bei Verwendung verkleinerter Hüllradien kann es passieren, dass Kindknoten c auf-
grund ihrer stärkeren Krümmung aus dem Elternknoten n herausragen. In diesem
Fall ist es möglich, dass die Suchhyperkugel die Kindhyperkugel c überlappt, nicht
jedoch die Elternhyperkugel n. In diesem Fall wäre ohne Minimierung der Hüllradi-
en nicht nur n expandiert worden, sondern auch c (und potentiell Knoten unterhalb
von c). Diese Optimierung widerspricht damit Satz 5.17. Die Expansion von Kno-
ten c ist nicht mehr unabhängig von der Wahl und Topologie des Elternknotens.
Ist p leicht vergrößert oder wird ein anderer, überlappter Elternknoten gewählt, so
muss c expandiert werden. Damit können die Expansionskosten nicht mehr nur dem
Knoten c selbst zugeordnet werden.
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Insgesamt sinken durch die Verkleinerung der Hüllradien die Kosten einer Bereichssuche
leicht. Ein Teil der Senkung der Suchkosten kann durch die Formeln 5.2.1 bzw. 5.2.2
aus Abschnitt 5.2.2.4 erfasst werden. Bei einem anderen Teil überschätzt die Formel die
Suchkosten.167
Upper Bound Enclosure. In Abschnitt 5.1.4.3 wurde eine neue Optimierung “Upper
Bound Enclosure” vorgestellt. Dabei wird bei einer Bereichssuche festgestellt, dass ein
Knoten n vollständig von der Suchhyperkugel umschlossen wird. In diesem Fall werden
alle Datenelemente des Teilbaums unter n ohne weitere Entfernungsberechnungen in die
Ergebnismenge übernommen.
Die Formel 5.2.1 aus Abschnitt 5.2.2.4 unterstellt dagegen, dass bei allen überlappten
(und damit auch umschlossenen) Knoten der Abstand zu allen Kindknoten bestimmt
werden muss. Sie überschätzt damit die Anzahl notwendiger Entfernungsberechnungen.
Weitere Optimierungen. Weitere vorgestellte Optimierungen sind bspw.
• Heuristiken zur Entfernungsabschätzung, wie bspw. die Elternentfernungsheuris-
tik [48] und für die Domäne der Editierdistanz die Bag- [14] und die Textlängenheu-
ristik (diese Arbeit) sowie
• One-Child-Cut, Upper-Bound-Intersection, Zero-Intervall, ...
Diese Optimierungen vermeiden bei Expansion eines Knotens einzelne Entfernungsbe-
rechnungen zu Kindknoten. D.h. die Formel 5.2.1 aus Abschnitt 5.2.2.4 überschätzt die
Anzahl notwendiger Entfernungsberechnungen.
5.2.3 Durchschnittliche Kosten aller zu erwartenden Suchanfra-
gen
Bislang wurden die Suchkosten einer konkreten Instanz einer Bereichssuche quantifiziert
und einzelnen Baumknoten zugeordnet. Um die Güte einer M-Baum-Struktur im Hinblick
auf die schnelle Beantwortung von Bereichsanfragen bewerten zu können, müssen nicht
konkrete sondern erwartete Suchkosten bestimmt werden.
Wie in Abschnitt 5.2.2 hergeleitet (Formeln 5.2.1 und 5.2.2), verursacht eine konkrete




⎧⎨⎩||n|| falls overlap(HQ, Hn)0 sonst . (5.2.3)
Der einzige Term dieser Formel, der von der konkreten Bereichssuchinstanz abhängt,
ist die boolesche Funktion overlap(HQ, Hn). Um zu erwarteten Kosten einer üblichen
Bereichssuche costexp(MBaum) überzugehen, muss anstelle dieser Funktion die Wahr-








||n|| · Poverlap(Hn). (5.2.4)
167In der Kostenformel wird davon ausgegangen, dass der überlappte Knoten c expandiert wird. Die
tatsächlichen Suchkosten sinken um die dafür notwendigen Entfernungsberechnungen.
210
5.2. OPTIMALITÄTSKRITERIEN FÜR DEN M-BAUM
5.2.3.1 Annahme über Verteilung der Suchanfragen
Zur Bestimmung der erwarteten Suchkosten eines M-Baums auf Basis seiner Topolo-
gie müssen Annahmen über die erwarteten Bereichssuchanfragen getroffen werden, um
Poverlap(Hn) quantifizieren zu können. Ein hyperkugelförmiger Knoten n mit Radius rn
überlappt eine ebenfalls hyperkugelförmige Suchanfrage QR mit Radius rq bei einer Ent-
fernung dn,q von Knotenzentrum n und Suchzentrum q, wenn gilt:
rn + rq ≥ dn,q. (5.2.5)
Gesucht ist also die Wahrscheinlichkeit
Poverlap(Hn) = P (rn + rq ≥ dn,q). (5.2.6)
Für einen gegebenen Knoten n sind dabei der Knotenradius rn sowie das Knotenzentrum n
konstant, die Überlappungswahrscheinlichkeit ist abhängig von der Verteilung der Suchan-




||n|| · P (rn + rq ≥ dn,q). (5.2.7)
Um die Überlappungswahrscheinlichkeit eines Knotens mit einer beliebigen Bereichs-
anfrage zu bestimmen, müssen Annahmen über die Verteilung üblicher Anfragen – d.h.
konkret über die Verteilung der Anfragepunkte q im Raum und die Verteilung der Such-
radien rq – getroffen werden. Hierzu wird im Folgenden davon ausgegangen, dass Anfragen
hauptsächlich in dem Raumbereich liegen, in welchem tendenziell Datensätze zu finden
sind. D.h. es wird angenommen, dass die Anfragepunkte gleichverteilt innerhalb einer
begrenzten Hyperkugel mit Radius rpos,max um den M-Baum liegen.168
Zur Vereinfachung wird zunächst von der Lage eines Knotens im M-Baum abstra-
hiert, d.h. die Hyperkugel möglicher Anfragepunkte sei sehr groß gegenüber dem vom
M-Baum umschlossenen Raum. Bei Untersuchung eines Knotens gilt dieser Knoten als
Zentrum der Hyperkugel möglicher Anfragepunkte. Weiterhin seien die möglichen Suchra-
dien unabhängig vom Anfragepunkt gleichverteilt zwischen 0 und einem Maximum rq,max.








Abbildung 5.2.1: Raum möglicher Anfragen im M-Baum
168Die exakte Grenze der Hyperkugel möglicher Anfragen ist irrelevant, solange sie groß genug ist. Wie
einleitend erwähnt, sind nur relative und keine absoluten Werte für den erwarteten Suchaufwand gesucht,
um verschiedene Topologievarianten desselben M-Baums vergleichen zu können. Wenn somit die Grenze
so groß ist, dass weit entfernte Anfragen den Baum in keiner Topologievariante überlappen würden,
ändert eine Vergrößerung von rpos,max nichts an der Priorisierung einer der Topologievarianten.
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5.2.3.2 Überlappungswahrscheinlichkeit in Abhängigkeit von Lage und Ra-
dius der Suchhyperkugel
Im Folgenden soll Poverlap(Hn) quantifiziert werden. Hierzu muss über zwei Wahrschein-
lichkeitsverteilungen (für dn,q und rq) integriert werden. In einem ersten Schritt wird rq
fixiert und eine Wahrscheinlichkeit Poverlap(Hn, rq) auf Basis der Dichtefunktion der Wahr-
scheinlichkeitsverteilung P (dn,q = dist) für die Entfernung dn,q von n und q angegeben:




P (dn,q = dist) d dist. (5.2.8)
Die angegebene Überlappungswahrscheinlichkeit unterscheidet sich zwischen verschiede-
nen M-Baum-Knoten nur im Knotenradius und der Wahrscheinlichkeitsverteilung mögli-
cher Entfernungen zum Anfragezentrum. Da vereinfachend angenommen wurde, dass der
übliche Suchbereich groß gegenüber einzelnen M-Baum-Knoten ist, kann für diese Wahr-
scheinlichkeitsverteilung der Entfernungen Unabhängigkeit vom Knotenzentrum postu-
liert werden:
P (dn,q = dist|n) = P (dn,q = dist). (5.2.9)
Um weiterhin Unabhängigkeit vom Suchradius rq zu erreichen, muss mit der entsprechen-





Poverlap(Hn, rad) · P (rq = rad) d rad. (5.2.10)
Die so bestimmte Überlappungswahrscheinlichkeit ist nur noch vom Radius des M-Baum-
Knotens abhängig.
5.2.3.3 Wahrscheinlichkeitsverteilung der Abstände möglicher Suchzentren
In diesem Abschnitt soll die Verteilung der Wahrscheinlichkeitsdichte P (dn,q = dist)
für einen bestimmten Abstand dist von Such- und Knotenzentrum quantifiziert werden.
Die Menge der Suchzentren mit einem bestimmten Abstand dn,q = dist zum Knoten n
entspricht allen Punkten auf der Oberfläche einer Hyperkugel mit Radius dist um das
Knotenzentrum n. In den Annahmen (Abschnitt 5.2.3.1) wurde unterstellt, dass sich An-
fragen gleichverteilt innerhalb eines hyperkugelförmigen Raumes um n mit einer (großen)
Maximalentfernung von rpos,max befinden. Da alle Punkte im zulässigen Raumbereich
gleich wahrscheinlich sind, ist die Wahrscheinlichkeitsdichte einer bestimmten Entfer-
nung dist proportional zur “Anzahl” der zulässigen Punkte mit diesem Abstand, d.h. zur
“Anzahl” der Punkte auf der korrespondierenden Hyperkugeloberfläche. Die “Anzahl”
der Punkte kann als Fläche quantifiziert werden, so dass die Wahrscheinlichkeitsdichte
P (dn,q = dist) proportional zur Oberfläche einer Hyperkugel mit diesem Radius dist ist:
P (dn,q = dist) ∼ Adist. (5.2.11)
Um Aussagen über die Größe dieser Oberfläche machen zu können, werden die weiteren
Untersuchungen auf den endlichdimensionalen euklidischen Raum beschränkt. In diesem
hängt die Größe der Oberfläche vom Radius rh = dist und der Dimension dim ab:169
Adist = π · (2 · dist)dim−1. (5.2.12)
169Im zweidimensionalen Raum entspricht die Oberfläche der Hyperkugel H bspw. dem Kreisumfang:
A2ddist = u = 2 · π · dist. Im dreidimensionalen Raum beträgt die entsprechende Kugeloberfläche:
A3ddist = 4 · π · dist2.
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Zusammengefasst gilt also
P (dn,q = dist) = c · distdim−1 (5.2.13)
mit einer festen positiven Konstante c.
Die Wahrscheinlichkeit der Überlappung eines Knotens n (Hyperkugel Hn) mit einer




P (dn,q = dist) d dist. (5.2.14)




c · distdim−1 d dist
= c
dim
(rn + rq)dim. (5.2.15)
5.2.3.4 Überlappungswahrscheinlichkeit eines Knotens mit beliebigen Anfragen
In diesem Abschnitt soll die Wahrscheinlichkeitsdichte eines bestimmten Suchradius rad
quantifiziert werden. In Abschnitt 5.2.3.1 wurde hierzu die Annahme getroffen, dass An-
frageradien gleichverteilt zwischen 0 und einem maximalen Anfrageradius rq,max liegen.
Damit beträgt die Dichtefunktion des Suchradius




Durch Einsetzen von 5.2.15 und 5.2.16 in 5.2.10 und Integrieren wird die Gesamtwahr-



















(rn + rad)dim d rad
= c
dim · rq,max · (dim + 1)
·
(
(rn + rq,max)dim+1 − rdim+1n
)
. (5.2.17)
5.2.3.5 Bestimmung des Suchkostenindex für einen gegebenen M-Baum







dim · rq,max · (dim + 1)
×∑
∀n∈MBaum
||n|| · ((rq,max + rn)dim+1 − rndim+1) (5.2.18)
Die erwarteten Suchkosten eines M-Baums setzen sich additiv aus den erwarteten Such-
kosten der einzelnen Knoten zusammen. Die erwarteten Suchkosten eines Knotens hängen
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von den Kosten im Überlappungsfall ||n|| sowie der Überlappungswahrscheinlichkeit ab,
die wiederum vom Knotenradius rn abhängt. Letzterer Term ist ein Polynom in O(rndim):
Poverlap(Hn) =
c
dim · rq,max · (dim + 1)
· ((rq,max + rn)dim+1 − rndim+1)
= c
















· rn · (rq,max)dim + (rq,max)dim+1
]
. (5.2.19)
Da aber der maximale Suchradius deutlich größer als die meisten Knotenradien sein dürfte:
rq,max ≫ rn,









· rn · rdimq,max + rdim+1q,max
]
= c
dim · rq,max · (dim + 1)
×





















Da weiterhin nur ein ordnungserhaltender Kostenindex gesucht ist, kann von dem positi-












dim+1 ist eine domänenabhängige Konstante a. Damit kann ein approxi-
matives Gütekriterium für die Struktur eines M-Baums abgeleitet werden. Sie wird im




||n|| · (rn + a). (5.2.23)
Gegenüber den erwarteten Suchkosten im M-Baum ist dieses Gütekriterium ordnungs-
erhaltend. Aus diesem Grund kann bei lokalen Entscheidungen zur Beeinflussung der
Baumstruktur immer die Möglichkeit präferiert werden, die zu einem geringeren Perf -
Wert des gesamten Baumes führt. Dieser wird dabei mit PerfMtree bezeichnet. Er setzt
sich additiv aus den Beiträgen aller Baumknoten n
Perfn = ||n|| · (rn + a) (5.2.24)
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EINFÜGEALGORITHMUS





Wird durch eine lokale Veränderung die Struktur des Baumes verändert, so ergibt sich
die globale Veränderung des Gütekriteriums ∆PerfMtree aus der Summe der Änderungen
an den Perf -Werten der Einzelknoten ∆Perfn sowie der Differenz aus den Perf -Werten











5.3 Verbesserung der M-Baum-Güte durch einen neu-
en Einfügealgorithmus
Im letzten Abschnitt 5.2 wurde ein Verfahren gefunden, mit dem auf Basis der statischen
Struktur eines M-Baums dessen Anfrageperformance vorhergesagt werden kann. In diesem
Abschnitt sollen diese Erkenntnisse angewendet werden, um beim Aufbau des Baumes Ge-
staltungsmöglichkeiten so zu nutzen, dass ein Baum mit einer guten Anfrageperformance
entsteht. Der im letzten Abschnitt in Gleichung 5.2.23 bestimmte Perf -Wert zur Vorher-
sage der durchschnittlich erwarteten Entfernungsberechnungen bei Anfragen besitzt die
positive Eigenschaft, sich additiv aus den lokalen Beiträgen einzelner M-Baum-Knoten
zu ergeben (Gleichung 5.2.25). Da beim Ändern eines Baumes dieser i.d.R. nur lokal in
wenigen Knoten verändert wird, kann so leicht die Auswirkung dieser Änderung auf den
gesamten Perf -Wert bestimmt werden. Ziel ist es also, beispielsweise bei Entscheidungen
während einer Knotenteilung Teilungsvarianten zu bevorzugen, deren lokale Veränderung
von Perf möglichst minimal ist.170
Beim Einfügen eines Knotens in den Baum bestehen Gestaltungsmöglichkeiten
• bei der Auswahl des Blattknotens, in den eingefügt wird sowie
• bei der Durchführung der dabei unter Umständen verursachten Knotenteilung.
In den folgenden beiden Abschnitten 5.3.1, sowie 5.3.2 werden zunächst zwei generelle
Einfügeaspekte vorgestellt: die Verkleinerung der Hüllradien sowie das statische Füllen
eines M-Baums mit a priori bekannten Daten. Anschließend werden in Abschnitt 5.3.3
verschiedene Varianten beschrieben, wie ein Blattknoten so ausgewählt werden kann,
damit der Perf -Wert des Baumes minimal wird. Darauf folgend untersucht Abschnitt
5.3.4, wie Knotenteilungsstrategien gestaltet sein müssen, damit ein Baum mit minima-
lem Perf -Wert entsteht. Im Folgekapitel 6 werden dann die neuen Blattauswahl- und
Knotenauswahlstrategien validiert. Sie werden dazu experimentell mit den von Ciaccia et
al. [48] sowie späteren M-Baum-Erweiterungen (u.a. [45, 194, 202, 157, 203]) vorgestellten
Blattauswahl- und Knotenteilungsstrategien verglichen.
5.3.1 Allgemeine Verbesserungen der Baumstruktur: Verklei-
nerte Hüllradien
5.3.1.1 Grundidee
Ein M-Baum besteht aus einer Menge sich hierarchisch umhüllender Hyperkugeln. Die
Grundlage der Sucheffizienz in einem M-Baum ist es, aufgrund der Nicht-Überlappung
170Dies schließt eine negative Veränderung, d.h. eine Verbesserung des Gesamt-Perf -Wertes mit ein.
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Abbildung 5.3.1: Stark konsistente und minimal konsistente Knotenradien: Dargestellt sind zwei Ebenen
eines M-Baums. Auf oberster Ebene der hier betrachtete Knoten A, auf der nachfolgenden Ebene die
direkten Kindknoten A, B und C, sowie darunter einige Datenelemente. Eine stark konsistente Hyperkugel
um den obersten Knotens A (Radius rA,max) umschließt die Hyperkugeln aller direkten Kindknoten.
Insbesondere der Knoten B bestimmt die Ausdehnung von rA,max. Gestrichelt dargestellt ist der minimal
konsistente Radius rA,min des Knotens A, der nur alle Datenelemente und nicht alle Hyperkugeln der
Kindknoten umschließt. Die Hyperkugeln der Kindknoten B und C besitzen aufgrund ihres kleineren
Radius eine stärkere Krümmung. Um die selben Datenelemente aufzunehmen, die auch im oberen Knoten
A gespeichert sind, ragen sie aus der minimal konsistenten Hyperkugel von A heraus.
von Knotenhyperkugeln mit einer Anfragehyperkugel (im Fall einer Bereichssuche) kom-
plette Teilbäume von der Suche auszuschließen. Dies ist nur sicher möglich, wenn alle
Datenelemente unterhalb eines Knotens sich vollständig in dessen Hyperkugel befinden.
Im originalen M-Baum [48] umschließt ein Knoten vollständig die Hyperkugeln sei-
ner direkten Kindknoten. Dadurch ist rekursiv sichergestellt, dass sich auch alle Daten-
elemente unterhalb dieses Knotens vollständig in der Hyperkugel befinden. Dieses Konzept
wurde in Abschnitt 5.2.2.2 als starke Konsistenz definiert (Definition 5.13).
In Abschnitt 4.6.1 wurde ein Aspekt eines Bulk-Loading-Verfahrens von Ciaccia und
Patella [45] beschrieben. Dabei muss die Hyperkugel eines M-Baum-Knotens nur alle
darunter gespeicherten Datenelemente umschließen, nicht jedoch die Hyperkugeln unter-
liegender Knoten. Aufgrund ihres geringeren Radius sind unterliegende Knoten stärker
gekrümmt und ragen darum aus der oberen Kugel heraus. (Siehe Abbildung 5.3.1.) Auch
dieser Baum kann den klassischen Suchalgorithmen durchsucht werden. Das Konzept wur-
de in Abschnitt 5.2.2.2 als (schwache) Konsistenz definiert (Definition 5.11).
5.3.1.2 Einfluss auf den Perf-Wert
In dem in Abschnitt 5.2 entwickelten Perf -Kriterium171 (Gleichung 5.2.24) hängt der
Kostenbeitrag eines inneren Knotens von seinem Radius ab:
Perfn = ||n|| · (rn + a). (5.3.1)
Sei der kleinste konsistente Radius rn,min und der im normalen M-Baum gewählte rn. Falls
der Radius nicht minimal ist (rn > rn,min), gibt es eine positive Konstante gn > 0 :
rn = gn + rn,min. (5.3.2)
Bei minimalem Knotenradius rn,min beträgt der Perf -Knotengütewert
Perfn,min = ||n|| · (rn,min + a). (5.3.3)
171Der Perf -Gütewert beschreibt einen relativen erwarteten Abfrageaufwand an einem M-Baum oder
einzelnem Knoten. Ein kleinerer Gütewert entspricht somit einem verkleinerten durchschnittlichen Ab-
frageaufwand und damit einer Verbesserung der Baumgüte.
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Ist der Knotenradius dagegen nicht minimal, so steigt der Perf -Knotengütewert auf
Perfn = ||n|| · (rn,min + gn + a)
= Perfn,min + ||n|| · gn. (5.3.4)
Mit anderen Worten: Es ist also möglich, durch Reduktion eines Knotenradius rn auf sein
jeweils zulässiges Minimum rn,min den Perf -Wert des Knotens um ||n|| · gn zu senken.
Dies korrespondiert mit einer Senkung der durchschnittlich notwendigen Anzahl an Ent-
fernungsberechnungen, die von diesem Knoten n (aufgrund einer Überlappung mit der
Anfragehyperkugel) verursacht werden.
5.3.1.3 Erreichbarkeit eines minimal konsistenten Radius
In diesem Abschnitt sollen die theoretischen Möglichkeiten untersucht werden, effizient
einen minimal konsistenten Radius zu gewinnen. Die praktische Umsetzung wird in den
Folgeabschnitten beschrieben.
Definition 5.18. (Minimal konsistenter Radius): Der minimal konsistente Radius
rn,min eines Knotens n ist der kleinste Knotenradius, der die (schwache) Konsistenz des
M-Baums erhält. (Vgl. Definition 5.11.)
Der minimal konsistente Radius entspricht dem maximale Abstand zu einem unter n
gespeicherten Datenelement e :
rn,min = max{∀e ∈ elementsBelow(n) : de,n}. (5.3.5)
Im Normalfall ist es zu aufwändig, diesen Wert direkt zu bestimmen, da dafür relativ viele
Entfernungsberechnungen erforderlich sind.172
Definition 5.19. (Stark konsistenter Radius): Der stark konsistente Radius rn,max
eines Knotens n ist der kleinste Knotenradius, der die starke Konsistenz des M-Baums
erhält. (Vgl. Definition 5.13.)
Ein solcher stark konsistenter Radius kann im Gegensatz zum minimal konsistenten
Radius ohne Entfernungsberechnungen bestimmt werden. Da alle Kindknoten c die Ent-
fernung zu ihrem direkten Elternknoten n speichern, können diese zusammen mit dem
Radius rc und der Dreiecksungleichung genutzt werden, um jederzeit einen stark konsis-
tenten Radius zu bestimmen:
rn = max{∀c ∈ child(n) : dc,n + rc}. (5.3.6)
Schwierigkeit der Berechnung. Ein stark konsistenter Radius kann bei einer Knoten-
kapazität von C in O(C) zusätzlichen Rechenschritten ohne Entfernungsberechnung be-
stimmt werden. Bei der Bestimmung eines minimal konsistenten Radius bestehen dagegen
zwei Schwierigkeiten:
172Dies ist ein Kompromiss zwischen Einfüge- und Suchaufwand. Die Anzahl notwendiger Entfernungs-
berechnungen wächst bei einmaliger Radienschrumpfung höchstens um einen konstanten Faktor. Ab-
gesehen von Umstrukturierungen und Knotenteilungen wurden zu jedem Datenelement mindestens die
Entfernungen zu allen O(log N) darüber liegenden Knoten bestimmt. Um den Radius aller Knoten zu
minimieren, wird dieser Radius nochmals bestimmt. D.h. bei einmaliger Anwendung nach dem Ende des
Einfügens von Daten werden alle Entfernungen weniger als zweimal bestimmt.
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1. Es müssen Entfernungen zu allen Datenelementen bestimmt werden. Nicht alle dieser
Entfernungen wurden während des Einfügens bestimmt. Weiterhin werden diese
Entfernungen in einem klassischen M-Baum nicht gespeichert.
2. Es muss das Maximum dieser Entfernungen bestimmt werden. Dies ist inkrementell
nur bedingt möglich.
Notwendigkeit der Berechnung aller Entfernungen zu Datenelementen. Beim
Einfügen in einen M-Baum wird zunächst ein Blattknoten ausgewählt, in den ein Daten-
element eingefügt wird. Beim Auswählen dieses Blattknotens muss zumindest der Abstand
des Datenelementes zu allen Knoten bestimmt werden, die auf dem Pfad vom Blattknoten
zur Baumwurzel liegen. In einem balancierten Baum wurden also zu jedem Datenelement
mindestens O(log N), insgesamt also O(N · log N) Entfernungen bestimmt.
Ansätze sollten also dahin gehen, diese ohnehin berechneten Entfernungen für die
Bestimmung eines minimal konsistenten Radius zu nutzen. Diese Vorgehensweise wird im
Rahmen des Bulk-Loading-Verfahrens von Ciaccia und Patella [45] verfolgt. Dabei werden
alle Datenelemente gleichzeitig auf Knoten einer hohen Baumebene aufgeteilt und die
Entfernungen aller Datenelemente zum jeweiligen Knoten bestimmt.
Bei einem inkrementell gefüllten M-Baum ergeben sich jedoch zwei Schwierigkeiten.
1. Mittlere Baumknoten ändern sich bspw. durch Knotenteilungen. Ein Datenelement
ist dadurch unterhalb eines Knotens gespeichert, zu dem nie eine Entfernung be-
stimmt wurde.
2. Diese Entfernungen werden im klassischen M-Baum nicht gespeichert. Es wäre aber
möglich den M-Baum zu erweitern, um diese Entfernungen in den einzelnen Knoten
zu speichern. Dies würde die Speicherkapazität von O(N) auf O(N · log N) erhöhen.
Sollen in einem bestehenden M-Baum alle Knoten gleichzeitig auf den minimalen konsis-
tenten Radius geschrumpft werden, so müssen von jedem Datenelement die Entfernun-
gen zu allen O(log N) Knoten auf dem Pfad zur Wurzel bestimmt werden. Damit sind
insgesamt O(N · log N) zusätzliche Entfernungsberechnungen notwendig – der Aufwand
würde sich gegenüber einem klassischen M-Baum um weniger als den Faktor zwei erhö-
hen. Problematisch wird dieser Aufwand, wenn er immer wieder anfällt, weil es bei einer
dynamischen Datenstruktur keinen klar erkennbaren Abschluss der Einfügephase gibt.
Bestimmung des Maximums. Das Maximum von N Entfernungen kann in O(N)
bestimmt werden. Eine inkrementelle Bestimmung ist jedoch nur bedingt möglich. Wird
unterhalb eines Knotens n mit dem bisherigen Radius
rbeforen,min = max{∀ei ∈ elementsBelow(n) : dei,n} (5.3.7)
ein neues Datenelement eneu mit der Entfernung deneu,n eingefügt, so kann aus dem alten
Maximum rbeforen,min und der zusätzlichen Entfernung deneu,n inkrementell die neue maximale
Entfernung bestimmt werden:
raftern,min = max{∀ei ∈ (elementsBelow(n) ∪ eneu) : dei,n}




Wird hingegen ein Datenelement e unterhalb eines Knotens n entfernt (bspw. durch
Löschen oder Verschieben in einen anderen Teilbaum), so gibt es zwei Möglichkeiten:
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1. de,n < rbeforen,min . In diesem Fall war e nicht das entfernteste Element und der minimale
konsistente Radius verändert sich nicht: raftern,min = r
before
n,min .
2. de,n = rbeforen,min . In diesem Fall liegt e auf dem Rand der Hyperkugel von n. Eine Aus-
sage über die Veränderung von rn,min ist nicht möglich. Der Radius kann schrumpfen,
aber auch konstant bleiben, wenn ein weiteres Element unterhalb von n denselben
Abstand besitzt. Ohne Speicherung von Entfernungen in einer sortierten Daten-
struktur (bspw. Heap oder AVL-Baum) müssen in jedem Fall O(N) Entfernungen
verglichen werden, um einen neuen minimalen konsistenten Radius zu bestimmen.
Wenn die Entfernungen, wie in einem normalen M-Baum üblich, nicht gespeichert
sind, so müssen diese O(N) Entfernungen zusätzlich noch berechnet werden.
Ist vor dem Einfügen oder Entfernen eines Knotens nur ein stark konsistenter Radius
rbeforen und kein minimal konsistenter Radius r
before
n,min bekannt, kann unter Umständen oh-
ne zusätzlichen Aufwand ein minimal konsistenter Radius bestimmt werden. Für den
unbekannten bisherigen minimal konsistenten Radius gilt rbeforen,min ≤ rbeforen . Damit kann
beim Einfügen eines neuen Datenelementes eneu ein neuer minimal konsistenter Radius
raftern,min bestimmt werden, wenn gilt:
deneu,n ≥ rbeforen .




Insgesamt kann der neue minimal konsistente Radius also folgendermaßen bestimmt wer-
den:




Eine weitere Sondersituation liegt in Blattknoten vor. Da bei diesen Knoten l die
Datenelemente e selbst Kinder dieses Knotens sind, die die Entfernung de,l zum Knoten-
zentrum enthalten, kann ein minimal konsistenter Radius hier immer analog zum stark
konsistenten Radius effizient ohne Entfernungsberechnungen bestimmt werden. Für einen
Blattknoten l mit den Datenelementen e ist der minimal konsistente Radius
rl,min = max{∀e ∈ l : de,l}. (5.3.10)
Verwendung in bestehenden Ansätzen. Im klassischen M-Baum [48] wird immer
ein stark konsistenter M-Baum gewählt. Nach jeder Änderung eines Knotens und jeder
Änderung an Knoten unterhalb eines Knotens wird erneut ein stark konsistenter Knoten-
radius bestimmt. Dies ist ohne weitere Entfernungsberechnungen bei einer Knotenkapa-
zität von C in O(C) möglich.
Im Rahmen eines von Ciaccia und Patella [45] vorgestellten Bulk-Loading-Verfahrens
werden für interne Zwecke des Bulk-Loadings alle Entfernungen de,n von Datenelementen
e bestimmt, die unter einem Knoten n gespeichert werden sollen. Da diese Entfernun-
gen zu einem Zeitpunkt gleichzeitig bekannt sind, kann in O(N) einmaliger zusätzlicher
Rechenzeit auch rn,min für jeden Knoten bestimmt werden. Beim Bulk-Loading werden
alle Datenelemente gleichzeitig eingefügt, so dass sich nach diesem Zeitpunkt der Baum
nicht mehr ändert.
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Erweiterung des minimal konsistenten Radius auf inkrementelle Einfügevor-
gänge. Die bestehenden Ansätze unterliegen bzgl. der Knotenradiusreduktion größeren
Einschränkungen:
• Im originalen M-Baum werden nur die stark konsistenten Radien verwendet. Da-
durch sind die meisten Baumknoten gegenüber dem Optimum vergrößert. Es wird
also ein höherer durchschnittlicher Einfügeaufwand verursacht.
• Beim Bulk-Loading-Verfahren von Ciaccia und Patella [45] werden minimal kon-
sistente Radien erreicht. Nachteilig ist in diesem Fall, dass dies nur für den einge-
schränkten Einsatzbereich einer statischen Datenstruktur möglich ist. (D.h. alle zu
speichernden Datenelemente müssen a priori bekannt sein.)
Im Rahmen dieser Arbeit wird der Einsatzbereich des minimal konsistenten Radius auf
“normale” (inkrementelle) Einfüge- (und Lösch-)vorgänge erweitert. Hierzu wird folgendes
Grundprinzip angewendet:
• Wann immer möglich werden ohnehin berechnete Entfernungen benutzt, um den
minimalen Radius zu bestimmen. Das Maximum wird hierzu – soweit möglich –
inkrementell fortgeführt.
• Kann ein minimaler Knotenradius nicht inkrementell bestimmt werden, so werden
folgende Möglichkeiten untersucht:
1. An diesen (und nur an diesen) Stellen wird ein stark konsistenter Radius ver-
wendet, der effizient bestimmbar ist.
2. An diesen Stellen wird der minimale Radius durch Berechnung der Entfernung
zu allen darunter gespeicherten Datenelementen bestimmt.
Die beiden Varianten werden in Kapitel 6 experimentell verglichen.
Eine weitere Möglichkeit, die im Rahmen dieser Arbeit nicht untersucht wurde, geht
mit einer leichten strukturellen Erweiterung des M-Baums einher.173 Dabei speichert jeder
M-Baum-Knoten c nicht nur die Entfernung dc,n des Zentralobjektes zum Elternknoten
n, sondern auch die maximale Entfernung dmax{e∈c},n eines darunter gespeicherten Daten-
elementes zum Elternknoten. Wird ein Datenelement e unterhalb eines dieser Kindknoten
c̃ entfernt, so müssten normalerweise die Entfernungen zu allen Datenelementen unter
allen Kindknoten von n (d.h. nicht nur unterhalb von c̃) bestimmt werden. Wird dagegen
die maximale Entfernung dmax{e∈c},n eines Datenelementes e zum Elternknoten n in jedem
Kindknoten c gespeichert, so können in allen Kindknoten außer c̃ diese vorberechneten
Entfernungen weiterverwendet werden. Nur für den Knoten c̃ muss dmax{e∈c̃},n neu bestimmt
werden, da sich nur unter c̃ ein Datenelement geändert hat. Der minimal konsistente
Radius ergibt sich in diesem Fall ohne Entfernungsberechnungen aus
rn,min = max{∀c ∈ childs(n) : dmax{e∈c},n}. (5.3.11)
173Da die Erweiterung die Struktur des M-Baums ändert, ist sie nicht kompatibel mit den Standard-
Einfügeverfahren. Dies erschwert die Vergleichbarkeit. Eine existierende Datenstruktur könnte zusammen
mit den Einfügealgorithmen jedoch leicht angepasst werden, um die Erweiterung umzusetzen. Mit Hilfe
der Erweiterung können für den Fall der strikten Verwendung minimaler Radien während des Einfügens
Entfernungsberechnungen eingespart werden. Die während der Suche notwendigen Entfernungsberech-
nungen bleiben jedoch die selben.
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Somit kann während des Einfügens bei Verwendung strikter minimaler Radien die Anzahl
notwendiger Entfernungsberechnungen deutlich reduziert werden, falls die inkrementelle
Bestimmung nicht möglich ist.
Im Folgenden werden die Schritte zur Gewinnung und Erhaltung eines minimal kon-
sistenten Knotenradius für die einzelnen Situationen während des Einfügens diskutiert.
Anschließend wird in Abschnitt 5.3.1.8 ein Verfahren zur effektiveren Gewinnung minimal
konsistenter Knotenradien für den Fall vorgestellt, in dem die inkrementelle Bestimmung
fehlschlägt.174
5.3.1.4 Einfügen unterhalb eines Knotens (ohne Teilung des Knotens selbst)
Beim Einfügen eines Datenelementes eneu in einen M-Baum muss das eigentliche Einfü-
gen von potentiellen Knotenteilungen unterschieden werden. In diesem Abschnitt werden
zunächst normale Einfügevorgänge diskutiert, die keine Knotenteilung erfordern.
Ein Einfügevorgang zerfällt in drei Phasen:
1. Bestimmung des Blattknotens, in den eingefügt werden soll.
2. Eigentliches Einfügen und adjustieren der Radien.
3. Potentiell Wartungsoperationen (bspw. Knotenteilungen).
Das Einfügen eines Datenelementes eneu ändert potentiell die minimal konsistenten Radien
aller Knoten vom Blatt auf dem Pfad zur Wurzel. Während der ersten Phase – der Suche
nach dem Blattknoten – wurde für diese Knoten (und deren direkte Bruderknoten) der
Abstand zum Datenelement bestimmt, um den am besten geeigneten Blattknoten zu
finden. An allen diesen Knoten gelten folgende Invarianzen:
• Die bisher unter diesem Knoten gespeicherten Datenelemente verbleiben unter die-
sem Knoten. (In komplexeren Strategien können in der dritten Phase – der Baum-
wartung – Knoten und Datenelemente in andere Teilbäume umverteilt werden.
Normalerweise ist auch eine solche Umverteilung lokal in einem Teilbaum, d.h. die
Datenelemente unter einem nicht direkt betroffenen Knoten ändern sich nicht. In
jedem Fall bleiben während der ersten und der zweiten Phase die gespeicherten
Datenelemente weiterhin unter diesem Knoten.)
• Es wird genau ein neues Datenelement eneu in den Teilbaum eingefügt. D.h. es
existieren auch keine anderweitigen Umverteilungen, die Datenelemente und Knoten
aus anderen Teilbäumen in diesen Teilbaum verlagern.
• Aus diesen Gründen ergibt sich der neue minimal konsistente Radius raftern,min leicht
aus dem alten minimal konsistenten Radius rbeforen,min und dem Abstand deneu,n:
raftern,min = max{deneu,n, r
before
n,min }. (5.3.12)
Für diese Radienanpassung müssen folgende Fälle unterschieden werden:
174In den meisten Fällen kann ein minimal konsistenter Knotenradius aus lokal gespeicherten Infor-
mationen ohne zusätzliche Entfernungsberechnung gewonnen werden. In den wenigen Fällen, in denen
dies nicht möglich ist, wurde bislang davon ausgegangen, dass die Entfernungen zu allen Datenelementen
unter diesem Knoten aufwändig bestimmt und verarbeitet werden müssen. Abschnitt 5.3.1.8 stellt ein
Verfahren vor, mit dem die Bestimmung eines minimal konsistenten Radius auch ohne lokal gespeicherte
Informationen relativ effizient möglich ist.
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1. n ist ein Blattknoten. In diesem Fall ist die Bestimmung des minimal konsistenten
Radius immer effizient möglich. Aus diesen Gründen ist auch rbeforen,min bekannt, so
dass raftern,min mit obiger Formel bestimmt werden kann.
2. n ist kein Blattknoten.
(a) In den Wartungsoperationen (siehe nächste Abschnitte) wird immer (in man-
chen Fällen aufwändig) ein minimal konsistenter Radius bestimmt. In diesem
Fall ist rbeforen,min bekannt, so dass mit obiger Formel r
after
n,min bestimmt werden kann.
(b) In einer alternativen Strategie verzichten die Wartungsoperationen auf eine
aufwändige Bestimmung des minimal konsistenten Radius. In diesen Fällen
liegt der verwendete Knotenradius rn immer zwischen dem manchmal effizient
bestimmbaren minimal konsistenten Radius rn,min und dem immer effizient
bestimmbaren stark konsistenten Radius rn,max:
rn,min ≤ rn ≤ rn,max. (5.3.13)
Die bestmöglich effiziente Abschätzung eines konsistenten Knotenradius nach
dem Einfügen ist in diesem Fall
raftern = max{deneu,n, rbeforen }. (5.3.14)
In den Fällen, dass entweder rbeforen = r
before
n,min oder deneu,n ≥ rbeforen gilt, ist
dieser Radius sogar minimal konsistent.
5.3.1.5 Knotenteilung
In diesem Abschnitt soll die Veränderung der Knotenradien aufgrund von Knotenteilun-
gen untersucht werden. Bei diesen Operationen kann nicht in allen Fällen ein minimal
konsistenter Knotenradius ohne zusätzliche Entfernungsberechnungen bestimmt werden.
Vorgehen bei der Knotenteilung. Nach dem Einfügen eines neuen Datensatzes in ein
Blatt des Baumes wird in einem letzten Schritt durch Knotenteilungen die Einhaltung der
maximalen Kapazität der Baumknoten sichergestellt. Beim Einfügen eines Datenelemen-
tes e kann die Kapazität C des Blattknotens l überschritten werden. In diesem Fall wird
das Blatt l in zwei neue Knoten l1 und l2 geteilt. Diese werden dann anstelle des bisherigen
Blattknotens l in den Elternknoten n von l eingefügt. Damit enthält n einen Kindknoten
mehr. Wenn dadurch auch die Kapazität von n überschritten ist, muss n ebenfalls geteilt
werden. So kann sich die Teilung gegebenenfalls bis zur Wurzel fortsetzen.
Satz 5.20. Eine Teilungskette beginnt immer an einem Blattknoten und betrifft alle Kno-
ten auf dem Pfad zur Wurzel bis zu einer Baumebene, auf der die Teilung abbricht.
Eine einzelne Teilung eines Knotens n besteht aus folgenden Schritten:
1. Auswahl der beiden neuen Elternknoten n1 und n2 (Promote).
2. Aufteilung der Kindknoten c ∈ n auf die beiden neuen Elternknoten n1 und n2.
3. Entfernen des bisherigen Elternknoten n aus dem Großelternknoten p (dem Eltern-
knoten von n).
4. Einfügen der beiden Elternknoten n1 und n2 in den Großelternknoten p.
222


















Abbildung 5.3.2: Betroffene Knoten einer Knotenteilung. Links die relevanten Knoten c, n und p vor der
Teilung, rechts der Zustand danach. Zunächst wird der Knoten c in die beiden Kinder c1 und c2 geteilt.
Dies führt zu einer Teilung des Elternknoten n in n1 und n2. Diese ersetzen n im Großelternknoten p. Auf
dieser Ebene stoppt die Teilung, weil die Kapazität von p nicht überschritten ist. An den Kinderknoten
des Urgroßelternknotens gp ändert sich somit nichts.
Abbildung 5.3.2 zeigt beispielhaft die betroffenen Knoten einer Teilung. Dargestellt sind
drei betroffene Teilungsebenen. Zunächst wird auf der untersten dargestellten Ebene der
Knoten c in c1 und c2 geteilt. Dies führt zu einer Teilung des Elternknoten n in n1
und n2. Der Großelternknoten p muss nicht geteilt werden, weil dessen Kapazität nicht
überschritten wurde. Anhand dieser Abbildung 5.3.2 soll nun diskutiert werden, wie sich
die Teilung auf die minimal konsistenten Knotenradien auswirkt und wie diese Radien
gegebenenfalls effizient bestimmt oder abgeschätzt werden können.
Im Folgenden soll untersucht werden, wie sich die Teilung auf die Radien der drei
unterschiedlich dargestellten Gruppen von Knoten auswirkt:
1. Bruderknoten der geteilten Knoten, die blass dargestellt sind. (pb1, nb1, cb1,...)
2. Knoten oberhalb der Teilungsebene sind normal ohne Füllung dargestellt. (p, gp,...)
3. Geteilte Knoten sind grau schraffiert hervorgehoben. (c,n,p)
1. Bruderknoten von geteilten Knoten. In der Abbildung sind einige Brüder der
veränderten Knoten (cb1,... als Brüder von c, nb1,... als Brüder von n und pb1, ... als
Brüder von p) (blass) dargestellt. Die Teilbäume dieser Bruderknoten sind durch die
Teilung unverändert. Somit ist sowohl der minimal konsistente Radius rb,min sowie der
stark konsistente Radius rb,max eines Bruderknotens b konstant. Der bisherige Radius rb
kann also weiterverwendet werden.
Manche dieser Brüder (cb1, ...) besitzen durch die Teilung von n einen neuen Eltern-
knoten. (Anstelle von n ist der Elternknoten von cb1 jetzt n1).
2. Knoten oberhalb der Teilungsebene. Knoten oberhalb der Teilungsebene sind
in der Abbildung 5.3.2 normal (d.h. ohne Füllung) dargestellt. Auf dem Pfad zur Wurzel
ist p der erste Knoten, der nicht geteilt wurde. Hier müssen die Änderungen an minimal
konsistentem und stark konsistentem Radius separat untersucht werden.
• Minimal konsistenter Radius rmin: Der minimal konsistente Radius rmin ist eine
Funktion der unter einem Knoten gespeicherten Datenelemente. Diese Menge ändert
sich für p und darüber liegende Knoten nicht. Die bisher unter Bruderknoten nb1, ...
gespeicherten Datenelemente sind unverändert und die bisher unter dem geteilten
Knoten n gespeicherten Datenelemente sind jetzt teilweise unter n1 und teilweise
unter n2 gespeichert. Damit bleibt durch die Teilung rp,min,rgp,min,... konstant.
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• Der stark konsistente Radius rmax ist eine Funktion der direkten Kindknoten eines
Knotens. (Da deren Hyperkugeln umschlossen werden müssen.) Da unter p jetzt
anstelle der Hyperkugel von n die Hyperkugeln von n1 und n2 umschlossen werden
müssen, kann rp,max sowohl steigen als auch fallen. Der neue stark konsistente Radi-
us ist in jedem Fall effizient bestimmbar. Durch die Änderung von rp,max ändert sich
die Hyperkugel um p. Dadurch ist es möglich, dass auch die Hyperkugel um gp modi-
fiziert werden muss, um die variierte Hyperkugel um p zu umschließen. Die derartige
Veränderung der stark konsistenten Radien kann sich bis zur Wurzel fortsetzen und
ist in jedem Fall ohne Entfernungsberechnungen effizient bestimmbar.
Für den tatsächlich verwendeten Radius r mit
rmin ≤ r ≤ rmax
kann damit folgendes Vorgehen verwendet werden:
• Kann in den anderen Schritten sichergestellt werden, dass jeder Knoten jederzeit
den minimal konsistenten Radius besitzt, so ist der Radius dieser Knoten vor der
Teilung minimal konsistent. Da sich am minimal konsistenten Radius dieser Knoten
durch die Teilung nichts ändert, gilt dies auch nach der Teilung. Der Radius muss
also nicht angepasst werden.
• Können andere Schritte nicht sicherstellen, dass der Radius immer minimal konsis-
tent ist, so liegt der Radius r immer zwischen rmin und rmax. Da alle Radien über
rmin konsistent sind und sich rmin nicht ändert, bleiben die bisherigen Radien auch
nach der Teilung konsistent. Es ändert sich jedoch der stark konsistente Radius
rmax. Da sowohl der bisherige Knotenradius wie auch der bisherige und der neue
stark konsistente Radius konsistent ist, gilt dies auch für das Minimum dieser drei
Radien. Dieses wird als neuer Knotenradius verwendet:
rafter = min{rbefore, rbeforemax , raftermax }. (5.3.15)
Da rbeforemax bereits in die Bestimmung von rbefore eingeflossen ist, kann dieser Term
in der Minimierung auch weggelassen werden:
rafter = min{rbefore, raftermax }. (5.3.16)
Diese Anpassung kann Knotenradien nur verkleinern und nicht vergrößern, darum
sollte sie wenn möglich bis zur Wurzel fortgesetzt werden.
3. Geteilte Knoten. Die von der Teilung direkt betroffenen Knoten sind in Abbil-
dung 5.3.2 grau schraffiert hervorgehoben. Von den zwei dargestellten Knotenteilungen
(c und n) sei hier beispielhaft der Effekt der Teilung von n in n1 und n2 herausgegriffen.
Grundsätzlich handelt es sich dabei um völlig neue Knoten, d.h. sowohl rmin als auch
rmax müssen gegebenenfalls neu bestimmt werden. Die Bestimmung des stark konsisten-
ten Radius rmax ist dabei effizient ohne Entfernungsberechnungen möglich, während die
Gewinnung des stark konsistenten Radius rmin deutlich aufwändiger ist.
Der minimal konsistente Radius rni,min ist in jedem Fall eine Funktion der unter einem
Knoten ni gespeicherten Datenelemente:
rni,min = max{∀e ∈ elementsBelow(ni) : de,ni}. (5.3.17)
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Ein Sonderfall einer Teilung ist die Weiterverwendung des bisherigen Zentralelementes
in einem der neuen Elternknoten. Ohne Beschränkung der Allgemeinheit sei hier ange-
nommen, dass n1 das selbe Zentralobjekt besitzt, wie n. Die Diskussion der Bestimmung
von rmin wird aus diesem Grund getrennt für n1 und n2 geführt.
Das Zentralobjekt von n2 war vor der Knotenteilung i.d.R. Zentralobjekt eines Kind-
knotens ci von n. Für die meisten bisher unter n gespeicherten Datenelemente e wurde
also während des Einfügens der Abstand de,n2 nicht bestimmt. Für die Teilmenge der
Datenelemente, die unter ci gespeichert sind, kann der Radius von ci als maximale Ent-
fernung verwendet werden. Für alle anderen Datenelemente e unter n2 muss de,n2 bestimmt
werden, wenn rn2,min gewonnen werden soll.175
Das Zentralobjekt von n1 war bisher bereits Zentralobjekt des Knotens. Es wurden
also während des Einfügens die Entfernungen de,n1 zu allen Datenelementen e unter n
bestimmt. Für die Bestimmung von rn1,min ist nur die Teilmenge der Entfernungen zur
Datenelementen notwendig, die unter dem neuen Knoten n1 verbleiben. Ohne Speicherung
der während bisheriger Einfügevorgänge bestimmter Entfernungen kann diese Größe nicht
inkrementell aus dem bisherigen Radius von n gewonnen werden. Es müssen also die
relevanten Entfernungen erneut bestimmt werden.176
Im Fall der geteilten Knoten gibt es zur Bestimmung des Radius zwei Möglichkeiten:
• Die stark konsistenten Radien werden effizient bestimmt und verwendet.
• Die minimal konsistenten Radien werden aufwändig bestimmt. Hierzu muss im
naiven Ansatz der Abstand zu allen Datenelementen unter der neuen Teilbaum-
wurzel bestimmt und verarbeitet werden. Ein effizienterer Ansatz wird in Abschnitt
5.3.1.8 vorgestellt.
Bestimmung der neuen Radien. Zusammengefasst werden nach einer Knotenteilung
die Radien der betroffenen Knoten wie folgt angepasst:
• Radien von Bruderknoten der geteilten Knoten werden nicht verändert.
• Sollen immer minimal konsistente Radien verwendet werden, so sind folgende An-
passungen notwendig:
– Bei den geteilten Knoten selbst muss der minimal konsistente Radius aufwän-
dig auf Basis der Entfernungen zu allen Datenelementen unter diesem Knoten
neu bestimmt werden. Eine Optimierung für eine effizientere Bestimmung des
minimal konsistenten Radius wird in Abschnitt 5.3.1.8 vorgestellt.
– Radien von Knoten oberhalb der Teilungsebene werden nicht verändert.
• Sollen statt dessen die kleinstmöglichen konsistenten Radien verwendet werden, die
effizient bestimmbar sind, so wird folgendermaßen vorgegangen:
– Bei den geteilten Knoten selbst wird ein stark konsistenter Radius effizient
ohne zusätzliche Entfernungsberechnungen bestimmt.
– Bei Knoten oberhalb der Teilungsebene wird geprüft, ob durch die neuen Kno-
ten bzw. veränderte Radien eine konsistente Radienverkleinerung möglich ist.
175Abschnitt 5.3.1.8 stellt eine Möglichkeit vor, rn2.min durch eine entfernteste-Nachbarn-Suche vom
Zentralobjekt von n2 zu Datenelementen unter dessen bisherigen Bruderknoten effizienter zu bestimmen
als naiv alle Entfernungen zu berechnen.
176Abschnitt 5.3.1.8 stellt eine Möglichkeit vor, rn1,min durch eine entfernteste-Nachbarn-Suche effi-
zienter zu bestimmen, als naiv alle Entfernungen zu den unter n1 verbleibenden Datenelementen zu
berechnen.
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5.3.1.6 Verschieben von Teilbäumen (Slim-Down)
Zusätzlich zu Knotenteilungen sind auch andere Wartungsoperationen zur Verbesserung
der Baumgüte möglich. Eine häufig eingesetzte Umstrukturierung ist die Verschiebung
eines Teilbaums oder Datenelementes von einem Elternknoten n1 in einen anderen Eltern-
knoten n2. Eine solche Verschiebung kann sowohl eingesetzt werden, um die allgemeine
Baumgüte zu verbessern, als auch um eine Knotenteilung zu vermeiden. In letzterem Fall
wird versucht, einen Kindknoten eines Knotens n, dessen Kapazität überschritten wurde,
in einen anderen Knoten m zu verschieben, der noch freie Kapazitäten besitzt.
Der Einsatz von Knotenverschiebungen zur Verbesserung der Baumgüte wurde von
Traina et al. [202] im Rahmen des Slim-Tree als Slim-Down-Verfahren vorgestellt und in
späteren Arbeiten [203, 194] verfeinert.177 Traina et al. [202, 203] skizzieren nur grobe
Ziele der Verschiebung und lassen viele Details offen.
Aus diesem Grund wird hier die konkrete Slim-Down-Variante diskutiert, die in dieser
Arbeit vorgeschlagen und angewendet wird (siehe Abschnitt 5.3.5.1):
• Vor einer notwendigen Teilung eines M-Baum-Knotens n wird geprüft, ob durch das
Verschieben eines Kindknotens c diese Teilung vermieden werden kann.
• Der Zielknoten t der Verschiebung muss folgende Voraussetzungen erfüllen:
– Es darf durch die Verschiebung keine Knotenteilung ausgelöst werden, d.h. t
muss noch freie Kapazitäten besitzen.
– Der Radius von t darf sich durch die Verschiebung nicht vergrößern, d.h. die
Hyperkugel von t muss alle Datenelemente von c umschließen. Da dies nicht
effizient festgestellt werden kann, wird statt dessen die schärfere Bedingung
geprüft, ob die Hyperkugel von t die Hyperkugel von c vollständig umschließt.
– Aus Gründen der Effizienz werden nur direkte Bruderknoten von n als Ver-
schiebeziel in Betracht gezogen.
• Der verschobene Knoten c muss folgende Voraussetzungen erfüllen:
– Er muss am Rand der Hyperkugel des Quellknotens n liegen, damit der Radius
von n zumindest potentiell reduziert werden kann.
– “Am Rand” liegen potentiell mehrere Kindknoten. Aus Gründen der Effizi-
enz wird nur der Kindknoten c in Betracht gezogen, der das potentiell von n
entfernteste Kind besitzt, d.h. der folgenden Term maximiert:
arg max
c∈n
{dc,n + rc}. (5.3.18)
Abbildung 5.3.3 stellt betroffene Knoten einer solchen Verschiebung dar. Knoten c wurde
vom bisherigen Elternknoten n in den neuen Elternknoten t (beide unter dem gemeinsa-
men Elternknoten p) verschoben. Im Folgenden wird für verschiedene Gruppen betroffener
Knoten die Auswirkung des Slim-Down-Schrittes auf den Knotenradius diskutiert:
1. Der verschobene Knoten c selbst.
2. Nicht betroffene Bruderknoten (Bruderknoten von c unter dem alten (n) und neuen
(t) Elternknoten sowie andere Bruderknoten von n mit Ausnahme von t). Diese sind
in der Grafik blass dargestellt.
177Das Slim-Down-Verfahren [202, 203, 194] wurde in Abschnitt 4.6.4 dargestellt. In Abschnitt 5.3.5.1
wird der Einfluss der Anwendung des Slim-Down-Verfahrens auf die Baum-Güte analysiert.
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Abbildung 5.3.3: Betroffene Knoten Slim-Down-Schritt. Links der Baum vor Anwendung des Schrittes,
rechts danach. Knoten c wurde vom bisherigen Elternknoten n in den neuen Elternknoten t verschoben.
3. Knoten p oberhalb der Verschiebungsebene. (normal, ungefülltes Oval).
4. Neuer Elternknoten t (schraffiert)
5. Alter Elternknoten n (schraffiert)
1. Verschobener Knoten c. Der Knoten c wurde in einen neuen Elternknoten ver-
schoben. Der Teilbaum unter c ändert sich damit nicht. Aus diesem Grund bleibt sowohl
der minimal konsistente als auch der stark konsistente Radius konstant. Der Radius von
c kann also unverändert übernommen werden.
2. Nicht betroffene Bruderknoten. An Bruderknoten von c sowohl unter dem alten
Elternknoten n als auch unter dem neuen Elternknoten t hat sich nichts geändert. Glei-
ches gilt für die anderen Bruderknoten von n mit Ausnahme des Verschiebungszieles t.
Entsprechend ändert sich der Radius dieser Knoten nicht.
3. Knoten oberhalb der Verschiebungsebene. Der gemeinsame Elternknoten der
Verschiebungsquelle n und des Verschiebungsziels t ist p. Für diesen Knoten und Knoten
darüber auf dem Pfad zur Wurzel gilt eine analoge Argumentation, wie für Knoten ober-
halb der Teilungsebene in Abschnitt 5.3.1.5. Durch die Verschiebung von c ist die Menge
der unter p gespeicherten Datenelemente unverändert. Somit bleibt auch der minimal
konsistente Radius rp,min konstant. Da jedoch der Radius von n schrumpfen kann (siehe
unten), ist es möglich, dass der stark konsistente Radius rp,max schrumpft. Falls in der
verwendeten M-Baum-Variante nicht garantiert wird, dass immer der minimal konsistente
Knotenradius verwendet wird, können unter Umständen so Knotenradien auf dem Pfad
zur Wurzel geschrumpft werden.
4. Neuer Elternknoten t. Der neue Elternknoten t des verschobenen Knotens c ent-
hält einen Teilbaum mehr (c) als vor der Verschiebung. Weiterhin sind unter t nach der
Verschiebung mehr Datenelemente gespeichert (zusätzlich alle Datenelemente unter c).
Dadurch ist es möglich, dass sowohl der minimal konsistente Radius rt,min als auch der
stark konsistente Radius rt,max steigen, ein Sinken ist nicht möglich. Eine Voraussetzung
der Verschiebung war jedoch, dass der Knoten c vollständig von der Hyperkugel von t um-
schlossen ist. Damit ist sichergestellt, dass der Radius nicht steigt. Aus diesen Gründen
bleibt rt konstant.
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5. Alter Elternknoten n. Der bisherige Elternknoten n des verschobenen Knotens c
enthält nach der Verschiebung einen Kindknoten weniger (c). Weiterhin enthält er weni-
ger Datenelemente (die unter c gespeicherten). Aus diesen Gründen ist es möglich, dass
sowohl der minimal konsistente Radius rn,min als auch der stark konsistente Radius rn,max
schrumpfen, ein Steigen ist ausgeschlossen. Der bisherige Knotenradius rbeforen ist also
auch nach der Verschiebung konsistent.
Der neue stark konsistente Radius raftern,max kann effizient ohne Entfernungsberechnungen
bestimmt werden. Zur Bestimmung des neuen minimal konsistenten Radius raftern,min müssen
dagegen die Entfernungen zu allen verbliebenen Datenelementen unter n bestimmt und
verglichen werden. Ein effizienterer Ansatz hierzu wird in Abschnitt 5.3.1.8 vorgestellt.
Wird eine M-Baum-Variante verwendet, bei der die aufwändige Bestimmung des mi-
nimal konsistenten Radius vermieden wird, so kann der neue Knotenradius raftern aus dem
alten Knotenradius rbeforen und dem stark konsistenten Radius raftern,max abgeleitet werden:
raftern = min{rbeforen , raftern,max}. (5.3.19)
Bestimmung der neuen Radien. Zusammengefasst werden nach einem Slim-Down-
Schritt die Radien der betroffenen Knoten wie folgt angepasst:
• Der Radius des verschobenen Knotens c ändert sich nicht.
• Radien von Bruderknoten des verschobenen Knotens unter dem alten (n) und neuen
(t) Elternknoten ändern sich nicht.
• Radien von Bruderknoten von n einschließlich dem Verschiebeziel t ändern sich
nicht.
• Sollen immer minimal konsistente Radien verwendet werden, so sind folgende An-
passungen notwendig:
– Beim Elternknoten n des verschobenen Knotens c muss der minimal konsis-
tente Radius aufwändig auf Basis der Entfernungen zu allen Datenelementen
unter diesem Knoten neu bestimmt werden. Eine Optimierung für eine effizi-
entere Bestimmung des minimal konsistenten Radius wird in Abschnitt 5.3.1.8
vorgestellt.
– Radien von Knoten oberhalb der Verschiebungsebene werden nicht verändert.
• Sollen statt dessen die kleinstmöglichen konsistenten Radien verwendet werden, die
effizient bestimmbar sind, so wird folgendermaßen vorgegangen:
– Beim Elternknoten n des verschobenen Knotens c wird untersucht, ob aus
dem neuen stark konsistenten Radius raftern,max auf eine Schrumpfung des Radius
geschlossen werden kann. Dies ist ohne Entfernungsberechnung möglich.
– Bei Knoten oberhalb der Teilungsebene wird untersucht, ob durch den poten-
tiell kleineren Radius von n eine konsistente Radienverkleinerung möglich ist.
5.3.1.7 Löschen von Elementen
Wird ein Datenelement e unterhalb eines inneren Knotens n aus dem Baum gelöscht, müs-
sen keine Entfernungen zu diesem Datenelement bestimmt werden. Wird der Löschvorgang
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durch eine exakte Suche nach diesem Element e angestoßen, stehen die Entfernungen de,n
dieses Elementes zu allen Knoten n auf dem Pfad zur Wurzel zur Verfügung.
Unter allen Knoten auf dem Pfad zur Wurzel ist nach dem Löschen ein Datenelement
(e) weniger gespeichert. Aus diesen Gründen ist es möglich, dass bei diesen Knoten der
minimal konsistente Radius rn,min sinkt.
Sicherstellen minimal konsistenter Radien. Sollen immer minimal konsistente Ra-
dien verwendet werden, so war für alle Knoten auf dem Pfad zur Wurzel der bisherige
Radius rn minimal konsistent.
1. Ist de,n < rn, so liegt das gelöschte Element e nicht am Rand der minimal konsisten-
ten Hyperkugel. Es handelt sich also bei e nicht um das entfernteste Datenelement
unter n. Aus diesem Grund ändert sich der minimal konsistente Radius von n nicht.
2. Ist dagegen de,n = rn, so liegt e auf dem Rand der minimal konsistenten Hyper-
kugel. Es ist also möglich, dass der minimal konsistente Radius schrumpft. In diesem
Fall muss der neue minimal konsistente Radius aufwändig durch Bestimmung der
Entfernung zu allen unter n verbliebenen Knoten bestimmt werden.178
Verwendung der kleinstmöglichen konsistenten Radien, die effizient bestimm-
bar sind. Sollen statt dessen die kleinstmöglichen konsistenten Radien verwendet wer-
den, die effizient bestimmbar sind, muss die Radiusänderung ausgehend vom Blattknoten
zur Wurzel propagiert werden.
• Auf Blattebene ist der minimal konsistente Radius gleich dem stark konsistenten
Radius und wie dieser effizient bestimmbar. Der Radius des Blattknotens wird auf
den neuen (potentiell kleineren) minimal konsistenten Wert gesetzt.
• Konnte der Radius rl des Blattknotens l verkleinert werden, so ist es möglich, dass
der stark konsistente Radius rn,max des direkten Elternknotens n von l schrumpft.
Der neue Radius raftern wird aus dem bisherigen Radius rbeforen und dem neuen stark
konsistenten Radius raftern,max abgeleitet:
raftern = min{rbeforen , raftern,max}. (5.3.20)
• Analog dazu wird versucht, die Radien aller Knoten auf dem Weg zur Wurzel zu
senken.
5.3.1.8 Verbesserung: Effiziente Bestimmung des Minimalradius
Motivation. In den vergangenen Abschnitten wurde deutlich, dass die Verwendung mi-
nimal konsistenter Knotenradien im M-Baum den erwarteten Aufwand für Suchanfragen
senken kann. Gleichzeitig ist es nur in eingeschränkten Szenarien möglich, diese Radien
ohne zusätzliche Entfernungsberechnungen zu bestimmen:
• Beim Bulk-Loading werden gleichzeitig alle Entfernungen von Datenelementen e zu
den Knoten n auf einer hohen Baumebene bestimmt, in die sie eingefügt werden.
Damit können ohne weitere Entfernungsberechnungen minimal konsistente Radien
bestimmt werden. Bulk-Loading ist allerdings nur in sehr eingeschränkten Szenarien
einsetzbar, wenn alle zu speichernden Daten a priori bekannt sind.
178Abschnitt 5.3.1.8 stellt eine Möglichkeit vor, rmin durch eine entfernteste-Nachbarn-Suche effizienter
zu bestimmen.
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• Im Falle “normaler” (inkrementeller) Einfügevorgänge ist es – wie in den Abschnit-
ten 5.3.1.4, 5.3.1.5, 5.3.1.6 sowie 5.3.1.7 dargestellt – nur bedingt möglich, minimal
konsistente Radien zu garantieren.
– Manche Wartungsoperationen, wie das Einfügen eines neuen Datenelementes
ohne nachfolgende Teilung, erhalten für alle Knoten auf dem Pfad zur Wurzel
minimal konsistente Radien. Unter Umständen können diese Operationen sogar
für einen Knoten einen minimal konsistenten Radius bestimmen, wenn der
Radius vorher nicht minimal konsistent war.
– Bei anderen Operationen, wie bspw. einer Knotenteilung, kann in vielen Fäl-
len kein minimal konsistenter Radius gewonnen werden. Es ist jedoch meist
möglich, einen kleineren Radius als den stark konsistenten des klassischen M-
Baums [48] zu gewinnen.
Eine Alternative zur Verwendung dieser suboptimalen Radien ist es, in allen Fällen, in
denen der minimal konsistente Radius nicht inkrementell fortgeschrieben werden kann,
den minimal konsistenten Radius explizit zu bestimmen. Der minimal konsistente Radius
eines M-Baum-Knotens n ist der Abstand des entferntesten Datenelementes unter n :
rn,min = max{∀e ∈ elementsBelow(n) : de,n}. (5.3.21)
Die Verwendung dieser Alternative ist somit ein Kompromiss aus erhöhtem Einfüge- (und
Lösch-)aufwand gegenüber einem verringerten Abfrageaufwand.
In anderen Arbeiten wurde stets implizit davon ausgegangen, dass die Gewinnung von
rn,min die Berechnung aller Entfernungen zu Datenelementen unter n impliziert. In diesem
Abschnitt soll ein neues Verfahren vorgestellt werden, welches diese Bestimmung mit deut-
lich geringerem Aufwand ermöglicht. Damit kann die Vergrößerung des Einfügeaufwandes
deutlich verringert werden.
Verallgemeinerung der Symbole von ⊤nund d⊤n auf ⊤n,k und d⊤n,k. In Abschnitt 5.1.1
wurden zwei Symbole für obere Entfernungsschranken definiert:
• ⊤n bezeichnete die maximale Entfernung, die bei aktuellem Wissensstand das Zentral-
objekt von Knoten n zum Anfrageobjekt q besitzen kann:
dn,q ≤ ⊤n.
• d⊤n bezeichnete die maximale Entfernung, die bei aktuellem Wissenstand ein Daten-
element unter n zum Anfrageobjekt q besitzen kann:
∀e ∈ elementsBelow(n) : de,q ≤ d⊤n . (5.3.22)
Beide Symbole bezogen sich implizit auf das Zentralobjekt einer Suchanfrage, welches
aus Gründen der Übersichtlichkeit nicht explizit dargestellt wurde. Im Folgenden ist das
Zentralobjekt der “Suche” der Knoten n, zu dem der minimal konsistente Radius bestimmt
werden soll. Dies soll durch Annotation von n dargestellt werden:
Definition 5.21. (Maximale Entfernung ⊤n,k): Die maximale Entfernung, die bei
aktuellem Wissensstand das Zentralobjekt von Knoten k zum Zentralobjekt von Knoten
n besitzen kann, wird mit ⊤n,k bezeichnet.
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Analog wird n bei der maximalen Entfernung zu Datenelementen unter dem Knoten
k annotiert:
Definition 5.22. (Obere Schranke d⊤n,k): Mit d⊤n,k wird eine obere Schranke für die
Entfernung von Datenelementen unter dem M-Baum-Knoten k zum Zentralobjekt des
M-Baum-Knotens n bezeichnet.
Grundgedanke. Der minimal konsistente Radius eines M-Baum-Knotens n wird durch
die Entfernung zum entferntesten Datenelement bestimmt. Dieses kann jedoch auch direkt
gesucht werden, ohne alle Entfernungen zu bestimmen. Hierzu wird die Nächste-Nachbarn-
Suche invertiert. Es werden also Elemente außerhalb eines wachsenden Grenzradius (zum
derzeit entferntesten Element) gesucht. Die Intuition dabei ist, dass, wenn bereits ein Ele-
ment ẽ mit einer Entfernung dẽ,n gefunden wurde, bestimmte Teilbäume k das entfernteste
Element nicht mehr enthalten können. Dies gilt, wenn d⊤n,k < dn,ẽ. Die Maximalentfernung
eines Datenelementes unter dem Knoten k zum Knotenzentrum n ist somit geringer als
die derzeit bekannte Maximalentfernung dn,ẽ. Aus diesem Grund muss k bei der weiteren
Bestimmung von rn,min nicht berücksichtigt werden.
Obere Schranken d⊤n,k für Entfernungen von n zu Datenelementen unter dem Teilbaum
k können sowohl aus der tatsächlichen Entfernung dn,k als auch einer oberen Schranke für
diese Entfernung ⊤n,k179 in Kombination mit der M-Baum-Konsistenzeigenschaft sowie
der Dreiecksungleichung gewonnen werden (vgl. Abschnitt 5.1.3):
• Mit der oberen Entfernungsschranke ⊤n,k kann eine ungenaue obere Schranke für
die Entfernungen zu Datenelementen gewonnen werden:
∀e ∈ elementsBelow(k) : de,n ≤ d⊤n,k,approx := ⊤n,k + rk. (5.3.23)
• Ist die tatsächliche Entfernung dn,k zwischen den Knotenzentren von n und k be-
kannt, so kann eine genauere obere Schranke gewonnen werden:
∀e ∈ elementsBelow(k) : de,n ≤ d⊤n,k,exakt := dn,k + rk. (5.3.24)
Basisalgorithmus. Wie auch bei der (k-)Nearest-Neighbor-Suche (siehe Abschnitt 5.1.5)
wird im Basisalgorithmus eine Prioritätswarteschlange zu expandierender Knoten verwen-
det. Diese sind nach der Maximalentfernung d⊤n,k enthaltener Datenelemente zu n abstei-
gend sortiert. Gegenüber der (k-)Nearest-Neighbor-Suche ist das Verfahren jedoch stark
vereinfacht, da nur ein entferntester Nachbar gesucht wird.
Bei Entnahme eines Knotens k aus der Warteschlange wird zunächst geprüft, ob es
sich um ein Blatt/Datenelement handelt.
• Ist dies der Fall, so sind alle anderen Elemente weniger weit von n entfernt als k.
Die Entfernung zu k bestimmt also den minimalen Radius von n : rn,min = dn,k.
• Handelt es sich bei k um einen inneren Knoten, so wird d⊤n,c für alle direkten Kind-
knoten c von k bestimmt. Mit diesen oberen Entfernungsschranken werden die Kind-
knoten in die Expansionswarteschlange eingefügt.
179Wie in Abschnitt 5.1.3 dargestellt, existieren domänenabhängig mehrere effizient bestimmbare obe-
re Entfernungsschranken. (Bspw. auf Basis der gespeicherten Elternentfernung oder der Text-Längen-
Heuristik im Fall der Domäne der Editierdistanz.) Diese sind mit Hilfe des Minimum-Operators zu einer
genaueren oberen Schranke kombinierbar.
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Reduktion von Entfernungsberechnungen. Analog zur (k-)Nearest-Neighbor-Suche
(siehe Abschnitt 5.1.5) ist auch hier eine Reduktion der Anzahl an Entfernungsberechnun-
gen durch eine zweistufige Knotenexpansion möglich. Im Basisalgorithmus wird bei jeder
Expansion eines Knotens k der Wert d⊤n,c,exakt für alle Kinder c von k möglichst exakt
bestimmt. Hierzu muss die Entfernung dn,c bestimmt werden:
d⊤n,c,exakt = dn,c + rc. (5.3.25)
Wie in der in Abschnitt 5.1.5 vorgestellten Verbesserung der Suche nach den k nächsten
Nachbarn kann auch hier dn,c durch eine effizient bestimmbare (obere) Entfernungsschran-
ke ⊤n,c approximiert werden. Dies ist bspw. auf Basis der gespeicherten Entfernung dc,k
und der bei Expansion von k bereits bestimmten Entfernung dn,k möglich:
dn,c ≤ ⊤n,c = dn,k + dc,k. (5.3.26)
Auch auf Basis domänenspezifischer Heuristiken ist die effiziente Bestimmung einer oberen
Schranke für dn,c möglich (siehe Abschnitt 5.1.3). Wird anstelle von dn,c die obere Schranke
⊤n,c zur Abschätzung von d⊤n,c verwendet:
d⊤n,c < d
⊤
n,c,approx = ⊤n,c + rc, (5.3.27)
so kann sehr effizient eine etwas ungenauere Maximalentfernung zu Elementen unter c
bestimmt werden.
Wie bei der (k-)Nearest-Neighbor-Suche werden bei Expansion eines Knotens k dessen
Kindknoten zunächst mit dieser effizient bestimmbaren approximativen Maximalentfer-
nung d⊤n,c,approx auf die Expansionswarteschlange gelegt. Erst nach Entnahme eines Kno-
tens c, welcher nach seiner approximativen Maximalentfernung in die Warteschlange ein-
sortiert war, wird die echte Entfernung dn,c und somit eine exakte Maximalentfernung
d⊤n,c,exakt bestimmt. Danach wird der Knoten erneut mit der genaueren Maximalentfer-
nung d⊤n,c,exakt in die Warteschlange eingefügt. Erst wenn er erneut entnommen wird, wird
c tatsächlich expandiert.
Minimierung der Warteschlange. Wie auch bei der k Nächsten Nachbarn-Suche ist
es möglich, die Größe der Warteschlange zu minimieren. Wenn jeder M-Baum-Knoten k
mindestens ein Datenelement enthält, kann die kleinstmögliche maximale Entfernung d⊥n,k
von n zu einem Datenelement unter k abgeschätzt werden:
∃e ∈ elementsBelow(k) : de,k ≥ d⊥n,k. (5.3.28)
Ist somit bekannt, dass unter k mindestens ein Datenelement e mit der Entfernung d⊥n,k
oder größer zu finden ist, so sind andere Knoten a mit
d⊤n,a ≤ d⊥n,k (5.3.29)
ergebnisirrelevant. Sie können also nicht das entfernteste Datenelement enthalten und
müssen nicht in die Expansionswarteschlange eingefügt werden. Analog zur Argumenta-
tion im Fall der k-Nächsten Nachbarnsuche werden solche Elemente jedoch im weiteren
Suchverlauf nie expandiert. (Vergleiche Abschnitt 5.1.5.3 sowie Anhang A.1.) Eine derarti-
ge Optimierung spart also keine Entfernungsberechnungen ein, sondern reduziert nur den
Speicher- und sonstigen Rechenaufwand durch Verkleinerung der Expansionswarteschlan-
ge. Aus Gründen der Übersichtlichkeit wird diese Optimierung hier nicht dargestellt.
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Algorithmus 5.5 DistanceToFurthestElementBelow: Bestimmung der maximalen Entfer-
nung eines gespeicherten Elementes unter einem M-Baum-Knoten zu einem Anfrageobjekt
“DistanceToFurthestElementBelow”.
DistanceToFurthestElementBelow (n)
Rückgabe : Entfernung dê,n zu ent f e rnte s t em Datenelement ê
unter dem Teilbaum n
Eingabe : n : zu durchsuchender Teilbaum
Variablen : expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e der auf
Expansion wartenden Baumknoten ,
s o r t i e r t nach dem größtmögl ichen
Abstand e i n e s g e spe i ch e r t en Elementes
dê,n = −∞
f o r each c h i l d o f n :
//Nutzung der E l t e rnent f e rnung : dchild,n i s t bekannt
expansionQueue . i n s e r t ( ch i ld , d⊤n,child,exakt := dchild,n + rchild )
whi l e isNotEmpty ( expansionQueue ) :
node , d⊤n,node = expansionQueue . dequeue ( )
i f d⊤n,node < dê,n :
// d i e s e s und a l l e we i t e ren Elemente s ind näher a l s
// das b i s l ang e n t f e r n t e s t e Element −> Suchabbruch
return dê,n
i f i s L e a f ( node ) :
//Ein Blatt s t eh t immer mit approx . Dist . auf Queue
Compute dnode,n
dê,n = min dê,n, dnode,n
e l s e i f node . c h i l d s . count==1 : //1−Kind−Optimierung
expansionQueue . i n s e r t ( node . f i r s t C h i l d , d⊤n,node )
e l s e i f isOnlyApproximate (d⊤n,node ) :
Compute dn,node
expansionQueue . i n s e r t ( node , d⊤n,node,exakt := dn,node + rnode )
e l s e : // i nne r e r Knoten mit exakter Entfernung
f o r each c h i l d in node . c h i l d s :
Compute ⊤n,child
expansionQueue . i n s e r t ( ch i ld , d⊤n,child,approx := ⊤n,child + rchild )
r e turn dê,n // expansionQueue i s t l e e r
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Algorithmus. Algorithmus 5.5 fasst das Verfahren zusammen. In einer leichten Ab-
wandlung dieses Algorithmus 5.5 “DistanceToFurthestElementBelow” ist auch eine Vari-
ante DistanceToFurthestElement möglich, bei der das Anfrageobjekt nicht das Zentrum
des durchsuchten Teilbaums ist.180
Anwendung. Mit Hilfe des Algorithmus 5.5 “DistanceToFurthestElementBelow” kann
zu jedem M-Baum-Knoten n die Entfernung zum entferntesten Datenelement unter diesem
Teilbaum gefunden werden. Damit ist eine effizientere Bestimmung des minimal konsis-
tenten Radius rn,min eines Knotens n in nicht-inkrementellen Szenarien möglich:
• Im Fall des Entfernens oder Verringerns von Teilbäumen unter dem Knoten n (Lö-
schen von Elementen, Verschieben von Teilbäumen in einen Bruderknoten, Teilung
von n und Weiterverwendung als einer der beiden neuen Elternknoten) muss der
Algorithmus 5.5 “DistanceToFurthestElementBelow” auf den reduzierten Teilbaum
n selbst angewendet werden, um rn,min zu bestimmen:
rn,min = DistanceToFurthestElementBelow(n). (5.3.30)
• Entsteht ein neuer Teilbaum t bspw. als neuer Elternknoten einer Teilung, so kann
das Verfahren ebenfalls auf den kompletten Teilbaum angewendet werden:
rt,min = DistanceToFurthestElementBelow(t). (5.3.31)
• Wird ein Teilbaum k in einen Bruderknoten b verschoben, so wird b nur um die-
sen einen Teilbaum k erweitert. Die minimal konsistente Hyperkugel von b wächst
also nur, wenn das entfernteste Element unter k weiter als der bisherige minimal
konsistente Radius rbeforeb,min entfernt ist. Entsprechend ergibt sich der neue minimal
konsistente Radius von b :
rafterb,min = max{r
before
b,min , most distant element to b below k}. (5.3.32)
Werden auf diese Weise alle Baumknoten n stets auf den minimal konsistenten Radius
rn,min geschrumpft, so entsteht in jedem Fall eine bessere Baumstruktur, die bei Abfragen
weniger Entfernungsberechnungen erfordert. Trotz der Effizienz dieses Verfahrens steigt
jedoch der Einfügeaufwand stark an. Der Anstieg ist dabei abhängig von der Dimension,
da in hohen Dimensionen (“Curse of Dimensionality”) Nächste-Nachbarn-Anfragen (und
analog auch Entfernteste-Elemente-Abfragen) sehr aufwändig sind. Ob in einem M-Baum
diese Schrumpfung angewendet wird, hängt also stark vom Anwendungsfall ab. Ist die
Steigerung des Einfügeaufwandes nicht so groß, und werden auf einen Baum deutlich
mehr Abfragen durchgeführt als Einfügeschritte, so kann diese Optimierung angewendet
werden. In Abschnitt 6.3.4 werden die Auswirkungen dieser Optimierung in verschiedenen
Dimensionen experimentell untersucht.
Eine andere Anwendung des Verfahrens ist ein verbessertes Bulk-Loading-Verfahren.
(Siehe Abschnitt 5.3.2)
180Das abgewandelte Verfahren wird zur Bestimmung des minimal konsistenten Radius nicht benötigt.
Es stellt jedoch zusätzliche Anfragemöglichkeiten zur Verfügung und kann bspw. im Rahmen der in
Abschnitt 5.3.2 vorgestellten Erweiterung des Bulk-Insert genutzt werden. Aus Platzgründen ist der
Algorithmus nicht explizit dargestellt. Gegenüber Algorithmus 5.5 müssen in den ersten Zeilen lediglich
die Entfernungen zu den Knotenzentren der obersten Teilbaumebene explizit bestimmt werden. (Ist das
Anfrageobjekt wie in Algorithmus 5.5 gleichzeitig Zentralobjekt des Knotens, so können an dieser Stelle
bereits bekannte und gespeicherte Entfernungen genutzt werden.)
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5.3.1.9 Fazit
Es ist möglich, die Radien der M-Baum-Hyperkugeln gegenüber dem klassischen M-
Baum [48] zu verringern und dennoch die (schwache) Baumkonsistenz (vgl. Definiti-
on 5.11) zu erhalten. Dies verringert den erwarteten Suchaufwand bei üblichen Ähnlich-
keitssuchen. Die kleinstmöglichen Radien, bei denen eine Suche noch konsistent möglich
ist, werden minimal konsistent genannt. Während jede Radienschrumpfung die Effizienz
der Suche steigert, stellen minimal konsistente Radien das mögliche Optimum dar.
Im begrenzt einsetzbaren Szenario eines Bulk-Loading sind minimal konsistente Ra-
dien ohne zusätzliche Entfernungsberechnungen möglich. Für den Fall “normaler” (in-
krementeller) Einfüge- und Löschvorgänge wurden in den vergangenen Abschnitten zwei
alternative Strategien vorgestellt, um eine weitestmögliche Radienreduktion zu erreichen:
1. Es ist in jedem Fall möglich, die Knotenradien gegenüber dem originalen M-Baum
zu verringern. Nicht in allen Fällen kann jedoch das Optimum minimal konsistenter
Radien erreicht werden.
2. Es ist möglich, minimal konsistente Radien zu garantieren. Dafür muss jedoch bei
bestimmten Operationen am M-Baum (bspw. Knotenteilung, Löschen, ...) ein erhöh-
ter Aufwand (Entfernungsberechnungen) in Kauf genommen werden. In Abschnitt
5.3.1.8 konnte jedoch ein Verfahren vorgestellt werden, mit dem dieser Zusatzauf-
wand minimiert werden kann.
Jede Schrumpfung eines Knotenradius senkt den Perf -Wert des Baumes. Bei gleichem
Einfügeaufwand, sollte also wenn möglich eine Radienschrumpfung angewendet werden.
In eigenen Experimenten (siehe Kapitel 6) wurden die beiden Strategien mit dem Ansatz
des originalen M-Baums [48] verglichen. Dabei konnte gezeigt werden, dass die effizi-
ent bestimmbare Verkleinerung der Hüllradien in allen Fällen eine leichte Verbesserung
der Einfüge- und Anfrageperformance ermöglicht. Der Effekt einer Verkleinerung bis zu
optimalen minimal konsistenten Radien auf die Anfrageperformance ist deutlich größer,
jedoch steigt in diesem Fall auch der Einfügeaufwand. Ob eine solche Optimierung einge-
setzt wird, hängt dementsprechend vom Anwendungsfall ab. Das Verfahren dominiert in
jedem Fall andere früher vorgestellte Optimierungen, wie bspw. “Slim-Down” [202] (siehe
Abschnitte 4.6.4 und 5.3.4.5).
5.3.2 Bulk Insert
Ciaccia und Patella [45] beschreiben eine Möglichkeit, einen M-Baum statisch aus ei-
ner Menge a priori bekannter Datenelemente aufzubauen. Für diesen eingeschränkten
Anwendungsfall ermöglicht das Verfahren, mit sehr geringem Aufwand einen relativ gut
strukturierten Baum zu erstellen. Von den drei von Ciaccia und Patella [45] vorgestellten
Schritten konnten in Abschnitt 4.6.2 zwei als optional identifiziert werden. In diesem Ab-
schnitt soll der Hauptschritt des Verfahrens unabhängig von den beiden Zusatzschritten
analysiert werden. Weiterhin wird eine Erweiterung des Verfahrens vorgestellt, die die
erzielte Baumgüte verbessert.
5.3.2.1 Analyse Hauptschritt
In diesem Schritt wird durch fortgesetzte Aufteilung der zu speichernden Datenelemente
ein konsistenter M-Baum gebildet. Das Verfahren kann also auch nach diesem Schritt
beendet werden. Es wird unabhängig von der Anwendung der Erweiterungen bewertet.
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Zunächst werden zufällig Teilbaumwurzeln aus allen Daten ausgewählt. Danach wer-
den alle anderen Elemente der Teilbaumwurzel zugewiesen, der sie am nächsten liegen.
Innerhalb jedes dieser Teilbäume werden wiederum aus allen zugeordneten Elementen
zufällig Teilbaumwurzeln für die nächste Ebene ausgewählt und die restlichen Elemente
der nächstliegenden Teilbaumwurzel zugewiesen. Dieses Verfahren wird so lange rekursiv
fortgesetzt, bis jeder Knoten weniger Datenelemente enthält als die Knotenkapazität.
Einfügeaufwand. Sei N die Anzahl der zu speichernden Datenelemente und C die
Knotenkapazität. Bei der Erstellung des Baumes müssen auf jeder der O(log N) Ebe-
nen der Abstand jedes der zu speichernden N Datenelemente zu C Teilbaumwurzeln
bestimmt werden. Insgesamt sind also O(C ·N · log N) Entfernungsberechnungen notwen-
dig. Dagegen müssen bei einem “normalen” (inkrementellen) Einfügeverfahren zu jedem
zu speichernden Datensatz auf jeder der O(log N) Baumebenen mindestens die Abstände
zu C Knotenzentren bestimmt werden. Dieser Aufwand entspricht exakt dem Einfügeauf-
wand des Bulk-Loading. Beim inkrementellen Einfügen sind jedoch noch weitere Schritte
möglich und teilweise notwendig, die Entfernungsberechnungen erfordern:
• Jede nicht-lokale Blattauswahl (siehe Abschnitte 4.5.4.2 und 5.3.3) benötigt abhän-
gig von der Domäne deutlich mehr als O(C · log N) Entfernungsberechnungen.
• Die Garantie minimal konsistenter Knotenradien ist möglich, benötigt jedoch auch
viele Entfernungsberechnungen.181
• Notwendige (Knotenteilungen) und optionale (Slim-Down182) Wartungsoperationen
verursachen viele Entfernungsberechnungen.
Diese Schritte sind beim Bulk-Loading nicht notwendig. Insgesamt ist der Aufwand zur
Erstellung eines M-Baums bei Verwendung des Bulk-Loading-Verfahrens deutlich gerin-
ger. Dies wird in Abschnitt 6.3.1 experimentell validiert. Die Einfügeperformance war
dabei in jeder Variante über alle Räume relativ konstant. (Bei normalen Einfügestrategi-
en steigt der Einfügeaufwand aufgrund des Curse of Dimensionality mit der Dimension
stark an.183)
Güte des erzeugten Baums. Zur Analyse sei kurz das in Abschnitt 5.2 hergeleitete








||n|| · rn + ||n|| · a (5.3.33)
Je kleiner der Perf -Wert eines M-Baums ist, desto geringer ist der erwartete Suchauf-
wand. Ein durch Bulk-Loading erzeugter Baum unterscheidet sich strukturell von den
durch iteratives Einfügen erzeugten M-Bäumen:
• Durch Bulk-Loading können ohne zusätzliche Entfernungsberechnungen minimal
konsistente Knotenradien erreicht werden (Siehe Abschnitt 5.3.1.) Dadurch kann
181Siehe Abschnitt 5.3.1.
182Siehe Abschnitte 4.6.4 bzw. 5.3.5.1.
183Der Curse of Dimensionality kommt beim Einfügen zum Tragen, weil bspw. zur Wahl des Blattknotens
Anfragen durchgeführt werden müssen.
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verglichen mit “normalen” Einfügeverfahren entweder der Einfügeaufwand stark ge-
senkt oder die Baumgüte verbessert werden. (Diese Eigenschaft senkt bei gegebener
Knotenstruktur und Aufteilung der Datenelemente auf die Knoten die Knotenradien
und damit den Abfrageaufwand.)
• Ein durch Bulk-Loading entstehender M-Baum ist i.d.R. besser geclustert als ein
durch iteratives Einfügen entstehender Baum, weil jeder Datensatz auf jeder Baum-
ebene dem nächsten Knotenzentrum zugewiesen wurde. Bei gegebener Knotenstruk-
tur wird so eine optimale Allokation der Datenelemente auf die Knoten erreicht. Dies
minimiert global alle Knotenradien und damit den Perf -Wert des M-Baums.
• Der Baum besitzt nahe der Wurzel einen hohen Branchingfaktor, der erst in den
Blättern sinkt. (Solange genügend Datenelemente vorhanden sind, wird die Knoten-
kapazität voll ausgeschöpft.) Bei “normalen” Einfügevorgängen wächst der Baum
dagegen von den Blättern zur Wurzel und besitzt entsprechend eher dünn besiedel-
te obere Baumregionen. Dadurch sind insgesamt weniger Knoten erforderlich. Dies
kann sich positiv oder negativ auf den Perf -Wert auswirken.
– Mit der Senkung der Knotenanzahl sinkt die Anzahl der Summanden bei der
Bestimmung des Perf -Wertes und damit deren Summe. Aufgrund des geringe-
ren Branchingfaktors an den Blättern verringert sich bei vielen kleinen Knoten
der Kostenbeitrag.
– Im Gegenzug steigt der Branchingfaktor bei den sehr großen und entsprechend
hoch gewichteten Knoten der oberen Baumebenen.
• Sobald ein Knoten alle Datenelemente aufnehmen kann, wird die Aufteilung abge-
brochen und ein Blatt gebildet. Da die Aufteilung der Datenelemente nur nach der
Nähe der Knotenzentren ohne Beachtung der Balance erfolgt, entstehen so Blattkno-
ten auf sehr unterschiedlichen Baumebenen. Ciaccia und Patella [45] versuchen in
einem zweiten nachgelagerten Wartungsschritt, den Baum so umzugestalten, dass
alle Blätter wieder auf der selben Ebene liegen. (Siehe Abschnitt 5.3.2.3). Dieser
Schritt ist nicht erforderlich, da der Baum auch konsistent durchsucht werden kann,
wenn die Datenelemente auf unterschiedlichen Ebenen liegen.
• Nach Aussage von Ciaccia und Patella [45] entstehen beim Bulk-Loading vermehrt
unterausgelastete Knoten, bei denen einzelne Teilbäume nur sehr wenig Datenele-
mente zugeteilt bekommen. Hierzu führen sie einen ersten nachgelagerten Wartungs-
schritt durch. (Siehe Abschnitt 5.3.2.2.) Auch dieser Schritt ist nicht notwendig, da
der Baum auch im Fall schlecht ausgelasteter Teilbäume konsistent durchsucht wer-
den kann.
Neben den optionalen Zusatzschritten erscheint die zufällige Wahl der Knotenzentren frag-
würdig. Das Verfahren führt so zu einer optimalen Aufteilung der Datenelemente auf eine
gegebene Knotenstruktur, nicht jedoch zur Bildung einer optimalen Knotenstruktur. In
Abschnitt 5.3.2.4 wird ein Verfahren vorgestellt, welches zu einer besseren Knotenstruktur
unter Beibehaltung der Optimalität der Aufteilung der Datenelemente führt.
In eigenen Experimenten (siehe Abschnitt 6.3.1) wurde das Verfahren in allen Variatio-
nen untersucht. Gegenüber anderen Einfügestrategien wird eine relativ gute Baumstruktur
erreicht, so dass Bulk Loading über alle Dimensionen immer eines der besseren Verfahren
bzgl. der Abfrageperformance ist.
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5.3.2.2 Analyse Zusatzschritt “Unterausgelastete Knoten”
Dadurch dass im Hauptschritt Knotenzentren zufällig gewählt und anschließend die Da-
tenelemente ihrem nächsten Knotenzentren zugewiesen werden, entstehen sehr ungleiche
Verteilungen der Daten in jedem Aufteilungsschritt.
In einem ersten “Wartungsschritt”184 versuchen Ciaccia und Patella [45] diese unglei-
che Datenverteilung zu korrigieren. Dazu gehen sie wie folgt vor: Werden im Hauptschritt
auf einer Baumebene einem Teilbaum t̃ zu wenig Elemente zugewiesen, wird der unter-
ausgelastete Teilbaum t̃ entfernt und seine Elemente dem nächstliegenden verbliebenen
Bruder-Teilbaum zugewiesen.
Ein Knoten wird von Ciaccia und Patella [45] als unterausgelastet angesehen, wenn die
Menge der dem Teilbaum zugewiesenen Datensätze einen Schwellwert umin unterschrei-
tet. Dieser Schwellwert wird von ihnen als prozentualer Anteil der Knotenkapazität C
angegeben – in einem Beispiel verwenden sie umin = 12 · C.
Schwierigkeit der Umsetzung. Zunächst muss ungeachtet der Sinnhaftigkeit einer
solchen Umverteilung schlecht ausgelasteter Teilbäume auf einige Schwierigkeiten der Um-
setzung hingewiesen werden:
• Das Verfahren kann ungleich verteilte Daten nur bedingt ausgleichen:
– Es greift auf höheren Baumebenen nur bei sehr extremer Ungleichverteilung.
Beträgt die Knotenkapazität bspw. 10 und sind innerhalb eines Teilbaums
1.000 Datenelemente aufzuteilen, so enthält bei Gleichverteilung jeder Teil-
baum ≈ 100 Datenelemente. Liegt die Grenze zur Unterauslastung bspw. bei
5 Datenelementen, so muss einer der 10 Teilbaumwurzeln weniger als 5 der
1.000 Datenelemente zugeteilt bekommen. Enthält der problematische Knoten
dagegen 7 Datenelemente, so wird er von Ciaccia und Patella [45] nicht als
unterausgelastet erkannt. Extrem ungleiche Datenverteilungen auf einer hohen
Baumebene werden also selten erkannt.
– Auf unteren Baumebenen wird dagegen sehr häufig umverteilt, obwohl die Un-
terschiede der Auslastung sehr gering sind. Sind bspw. 70 Datenelemente auf
10 Teilbäume zu verteilen, so ist es sehr wahrscheinlich, dass einige dieser 10
Teilbäume weniger als 5 Datenelemente enthalten. Alle diese Teilbäume werden
von Ciaccia und Patella [45] reorganisiert.
• Dieses Verfahren kann fehlschlagen, wenn bspw. unter einem Knoten n alle bis auf
einen Teilbaum ta unterausgelastet sind. In diesem Fall werden die unterausgelas-
teten Teilbäume entfernt und ihre Daten dem einzelnen verbliebenen Teilbaum ta
zugewiesen. Somit besitzt n nach der Reorganisation genau einen Kindknoten ta. Da
der Sinn eines Bulk-Loading-Schrittes ist, die Daten auf mehrere Teilbäume zu ver-
teilen, ist an dieser Stelle somit der Bulk-Loading-Schritt gescheitert. In diesem Fall
schlagen Ciaccia und Patella [45] vor, den Schritt der zufälligen Teilbaumwurzelaus-
wahl neu zu starten. Bei ungünstiger Verteilung der Daten kann es vorkommen, dass
auch alle Folgeversuche immer an dieser Stelle enden. In eigenen Experimenten trat
dieser Zustand regelmäßig auf. Aus diesem Grund wurde der Algorithmus derart
modifiziert, dass nach einer maximalen Iterationsanzahl nicht mehr versucht wird,
unterausgelastete Kindknoten neu zu verteilen.
184Dieser Wartungsschritt ist im engeren Sinne kein separat durchgeführter, zeitlich nachgeschalteter
Schritt. Statt dessen wird er als optionaler Zwischenschritt während der Ausführung des Hauptschrittes
durchgeführt.
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Einfügeaufwand. Wird ein unterausgelasteter Knoten entfernt, so müssen dessen Da-
tenelemente dem nächstliegenden verbliebenen Teilbaum zugeschlagen werden. Weil im
Hauptschritt die Entfernungen aller aufzuteilenden Datenelemente zu allen Teilbaumwur-
zeln bestimmt wurden, sind dafür keine zusätzlichen Entfernungsberechnungen notwendig.
Wie im letzten Absatz dargestellt wurde, kann dieser Zusatzschritt jedoch auch fehl-
schlagen. In diesem Fall muss der vollständige Bulk-Loading-Teilschritt (zufällige Auswahl
von Teilbaumwurzeln, Aufteilung der Datenelemente) nochmals durchgeführt werden. Da
sich die Teilbaumwurzeln geändert haben, müssen erneut alle Entfernungen bestimmt wer-
den. Unter Umständen muss dieser Schritt sogar mehrfach wiederholt werden. Dies führt
zu einer Zunahme der Anzahl, der beim Einfügen notwendigen Entfernungsberechnungen.
Dies konnte in Abschnitt 6.3.1.2 experimentell validiert werden.
Einfluss auf die Baumgüte. Die Analyse des Effektes der Entfernung unterausgelas-
teter Knoten erfolgt für den Fall einer großen Ungleichverteilung auf einer hohen Baum-
ebene. Auf Blattebene ist die Ungleichverteilung deutlich geringer und der Effekt einer
Umverteilung entsprechend geringer (sowohl im positiven als auch im negativen Sinne).
Abbildung 5.3.4 stellt den Effekt einer solchen Umverteilung unterausgelasteter Kno-











Abbildung 5.3.4: Effekt des Wiedereinfügens unterausgelasteter Knoten im M-Baum: Links ist der Baum
(Wurzel A) zusammen mit den Knoten der ersten Ebene (A, B, C, D) und einer Bereichssuchanfrage (q)
nach dem ersten Schritt des Bulk-Loading dargestellt. Der Knoten B liegt weit entfernt von allen anderen
Knoten und enthält nur sich selbst. Darum wird dieser unterausgelastete Knoten entfernt und das Element
B dem Knoten C zugeschlagen. Das Ergebnis der Umverteilung ist rechts dargestellt: Der Radius von C
muss stark vergrößert werden, um den abgelegenen Knoten B aufzunehmen. Im originalen Baum (links)
schneidet die Anfrage q die Wurzelkugel und muss entsprechend die 4 Entfernungen zu den Kindknoten A,
B, C und D bestimmen. Da keiner dieser Knoten geschnitten wird, kann die Suche abgebrochen werden.
Nach der Umverteilung (rechts) müssen im ersten Schritt nur 3 Entfernungen zu den Kindknoten A,
C und D bestimmt werden. Durch die Vergrößerung von C wird jedoch die entsprechende Hyperkugel
geschnitten, so dass im zweiten Schritt die Entfernung zu allen 4 Datenelementen in C bestimmt werden
muss. In diesem Beispiel erhöht also die Umstrukturierung unterausgelasteter Knoten die Kosten dieser
Suchanfrage von 5 auf 8 Entfernungsberechnungen.
rt) auf einer hohen Baumebene die vier Knoten A, B, C und D. B ist sehr abgelegen
und entsprechend unterausgelastet. Der Knoten enthält nur einen Datensatz – das Zen-
trum von B selbst. Der nächstliegende Bruderknoten C (Radius rbeforeC ) enthält vor der
Reorganisation drei Kindknoten. Das Datenelement B des unterausgelasteten Knotens B
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wird C zugeschlagen. Der Radius von C muss hierzu stark um ∆rC auf rafterC erweitert
werden. Der Radius des Elternteilbaumes t ändert sich nicht, weil unter ihm auch nach
der Reorganisation die selben Datenelemente gespeichert sind.
Durch die Reorganisation ändern sich also die Perf -Beiträge folgender Knoten – alle
anderen Knoten bleiben unverändert:
1. Im Elternteilbaum t sinkt die Kardinalität um 1, da der unterausgelastete Teilbaum
entfernt wird. Entsprechend sinkt der Perf -Beitrag von t von ||t||before · (rt + a) auf
(||t||before − 1) · (rt + a):
∆Perft = −(rt + a). (5.3.34)
2. Da der unterausgelastete Teilbaum B entfernt wird, trägt dieser nicht mehr zu der
Perf -Summe des M-Baums bei. Im Beispiel besaß der Knoten B nur ein Daten-
element – sich selbst. D.h. ||B||before = 1. Der Radius des entfernten Knotens war
entsprechend 0. Der Perf -Beitrag von B sinkt entsprechend von 1 · (0 + a) auf 0:
∆PerfB = −a. (5.3.35)
3. Der nächstliegende Bruderknoten enthält einen Kindknoten zusätzlich. Weiterhin
erhöht sich der Radius um ∆rC . P erfC steigt also von ||C||before · (rbeforeC + a) auf
(||C||before + 1) · (rbeforeC + ∆rC + a) :
∆PerfC = rbeforeC + (||C||before + 1) · ∆rC + a. (5.3.36)
Insgesamt ändert sich also der Perf -Wert des Baumes um
∆PerfMBaum = ∆Perft + ∆PerfB + ∆PerfC
= −(rt + a) − a + rbeforeC + (||C||before + 1) · ∆rC + a
= rafterC − rt + ||C||before · ∆rC − a. (5.3.37)
Die Änderung des Perf -Wertes kann also in drei Teileffekte aufgespalten werden:
1. Dadurch, dass anstelle des größeren Knotens t der kleinere Knoten Cafter einen
Knoten mit B enthält, sinkt Perf um rt − rafterC .
2. Weil der Radius von C steigt, wird der Knoten öfter von Suchanfragen überlappt.
Dadurch müssen die bisher unter C gespeicherten ||C||before Datenelemente öfter
untersucht werden. Der Perf -Wert steigt entsprechend um ||C||before · ∆rC .
3. Insgesamt ist ein Baumknoten weniger zu verwalten. Dies senkt den erwarteten
Suchaufwand um a.
Die Umverteilung unterausgelasteter Knoten kann also positive und negative Effekte auf
die Abfrageperformance besitzen. In eigenen Experimenten (Abschnitt 6.3.1.2) führte die
Anwendung dieses Schrittes zu einer leichteren Verbesserung der Abfrageperformance.
5.3.2.3 Analyse Zusatzschritt “Herstellung Balance”
Durch die zufällige Auswahl der Knotenzentren und unbalancierte Aufteilung der Daten
im Hauptschritt liegen die Blätter des entstandenen Baumes auf sehr unterschiedlichen
Ebenen. Dies unterscheidet den Baum stark von den durch inkrementelles Einfügen er-
zeugten Bäumen, bei denen durch das B-Baum-artige Wachstum alle Datenelemente auf
derselben Baumebene gespeichert sind.
240
5.3. VERBESSERUNG DER M-BAUM-GÜTE DURCH EINEN NEUEN
EINFÜGEALGORITHMUS
Ciaccia und Patella [45] stellen in einem nachgelagerten Umstrukturierungsschritt die
Eigenschaften gleicher Blatttiefen wieder her. Hierzu wird die Tiefe Tmin des flachsten Teil-
baums gesucht. Danach werden alle anderen Teilbäume oberhalb von Tmin abgeschnitten.
So entsteht ein Wald F von Teilbäumen gleicher Höhe. Aus deren Wurzelobjekten wird
ein neuer M-Baum M2 gebildet. In einem letzten Schritt werden die Blätter von M2 durch
die Bäume von F ersetzt.
Einfügeaufwand. Die Suche des flachsten Teilbaumes und das Abschneiden oberhalb
von Tmin erfordert keine Entfernungsberechnungen, jedoch sonstigen CPU-Aufwand von
O(N). Die Erstellung von M2 erfordert zusätzliche Entfernungsberechnungen, um alle
Wurzelobjekte einzufügen. In eigenen Experimenten (Abschnitt 6.3.1.2) konnte festgestellt
werden, dass die Einfügeperformance dieses Zusatzschrittes deutlich schlechter ist als die
anderer Bulk-Loading-Variationen.
Einfluss auf die Baumgüte. Vor Anwendung dieses Schrittes ist der Gesamtbaum
und jeder Teilbaum relativ gut geclustert. Dies gilt auch für die Teilbäume, die die Wur-
zel des Waldes F bilden. Bei geeigneter Wahl eines Einfügeverfahrens ist auch M2 gut
geclustert. Da das entsprechende Einfügeverfahren jedoch nur isoliert die Zentren der Wur-
zeln von F beachtet, nicht jedoch die voluminösen zugehörigen Hyperkugeln, entsteht ein
insgesamt eher schlecht geclusterter Gesamtbaum. In eigenen Experimenten (Abschnitt
6.3.1.2) konnte diese Verschlechterung der Abfrageperformance in jeder Variation von
Bulk-Loading belegt werden.
5.3.2.4 Ein verbessertes Bulk-Loading-Verfahren
Im Hauptschritt des Bulk-Loading werden Datenelemente auf jeder Ebene dem jeweils
nächsten inneren Knoten zugewiesen. Dies führt bei gegebener Struktur innerer Knoten
global zu minimalen Radien und damit zu einem sehr niedrigen Perf -Wert des Baumes.
Die rein zufällige Wahl der inneren Knoten ist dagegen suboptimal. Die Wahl der Knoten-
zentren und die Zuordnung der Datenelemente entspricht dem ersten Teilschritt eines
Clustering durch Partition around Medoids.
Partitioning around Medoids. Das Vorgehen bei einem Clustering durch Partition-
ing around Medoids ist das Folgende:
1. Wähle zufällig k Elemente als initiale Clusterzentren aus.
2. Teile alle anderen Elemente dem jeweils nächstliegenden Clusterzentrum zu.
3. Wiederhole, solange die Cluster sich ändern:
(a) Für jedes Cluster ci : Suche unter den Elementen ei des Clusters ein besseres
Clusterzentrum. Kann ein besseres Zentrum als der aktuelle Medoid gefunden
werden, wähle dieses.
(b) Teile alle Elemente dem jeweils nächstliegenden Clusterzentrum zu. (Diese Auf-
teilung wurde bereits in Schritt 2 durchgeführt. Durch die in Schritt 3a durch-
geführte Verbesserung der Clusterzentren kann sich die optimale Aufteilung
jedoch geändert haben.
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Adaption des Clusterverfahrens auf Bulk Loading. Analog zu diesem Cluster-
verfahren sollen auch bei der Erstellung des M-Baums kompakte Gruppen von Daten-
elementen um Zentralobjekte gebildet werden. Entsprechend werden im Hauptschritt des
Bulk-Loading auch die ersten beiden Schritte (Zufällige Auswahl von Knotenzentren, Zu-
teilung der Elemente zum nächstliegenden Knoten) des Clusterverfahrens durchgeführt.
Durch die Anwendung weiterer Schritte dieses Clusterverfahrens kann die Baumstruk-
tur weiter verbessert werden. In Schritt 3a muss hierzu das Gütemaß gegenüber dem
Standard-Clusterverfahren modifiziert werden. Während im Fall eines klassischen Parti-
tioning around Medoids üblicherweise eine L2-Norm aller Abstände von Datenelementen
e zum Zentrum z verwendet wird:





wird bei der Bildung des M-Baums versucht, den Radius des Knotens zu minimieren.
Hierzu muss als Gütemaß die L∞-Norm (Tschebyscheff-Distanz) verwendet werden:
GMBaum = ||∀e ∈ cluster : de,z||∞
= max{∀e ∈ cluster : de,z}. (5.3.39)
In jedem Schritt wird die Baumgüte entweder verbessert oder sie bleibt gleich – eine
Verschlechterung ist ausgeschlossen:
• Schritt 3a findet bei gegebener Aufteilung der Daten ein Knotenzentrum, welches
den Knotenradius rn minimiert. Der Perf -Wert des Knotens kann also um ||n||·∆rn
gesenkt werden.
• Schritt 3b findet bei gegebenen Knotenzentren eine bessere Aufteilung der Daten.
Durch fortgesetzte Anwendung des Clusterverfahrens kann also die Baum-Güte stetig
verbessert werden. Nachteilig an diesem Ansatz sind die hohe Zahl notwendiger Entfer-
nungsberechnungen während der Erstellung des Baumes:
• Sei N die Anzahl der aufzuteilenden Datenelemente und k die Anzahl der zu bil-
denden Knotenzentren. Ein Knoten enthält durchschnittliche N
k
Datenelemente.
• Während der Suche nach einem besseren Clusterzentrum in Schritt 3a muss bei





Datenelementen des Clusters berechnet werden. Soll für alle Cluster das globale






rechnungen notwendig. Gerade auf oberen Baumebenen ist N sehr groß. Im Wurzel-
knoten selbst werden alle einzufügenden Datenelemente aufgeteilt. Hier muss also
eher eine heuristische Suche nach einer lokalen Verbesserung verwendet werden.
• Zur Neuaufteilung der N Datenelemente auf die potentiell verbesserten Knoten-
zentren sind maximal k ·N Entfernungsberechnungen notwendig. Es müssen nur die
Entfernungen zu veränderten Knoten bestimmt werden.
Erweitertes Bulk-Loading. Zur Verbesserung des Bulk-Loadings wird zumindest eine
Iteration des Clusterverfahrens “Partitioning Around Medoids” durchgeführt. Zur Vermei-
dung der extrem hohen Anzahl an notwendigen Entfernungsberechnungen auf einer hohen
Baumebene werden folgende Ansätze verfolgt:
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Datenelemente eines Clusters als neue Clusterzentren
in Erwägung gezogen, sondern nur eine Auswahl:
– Eine Variante besteht darin, zunächst den Baum vollständig zu erstellen und
anschließend lediglich die O(k) Zentren der direkten Kindknoten als Knoten-
zentrum in Betracht zu ziehen. Dies reduziert den Aufwand zur Verbesserung





auf O(k · N).
– In einer anderen Variante wird ein Sample einer maximalen Größe M (M ≪ N)
aus allen Datenelementen des Knotens als potentielle Knotenzentren unter-
sucht. Dies reduziert den Aufwand auf O(M · N).
• Orthogonal dazu wird die Anzahl an Entfernungsberechnungen zur Evaluation eines
potentiellen Knotenzentrums reduziert:





Entfernungen zu allen anderen Elementen des
Clusters bestimmt werden.
– Wird zunächst der Baum vollständig erstellt, gibt es Möglichkeiten der Reduk-
tion dieser Entfernungsanzahl:
∗ Es kann das in Abschnitt 5.3.1.8 vorgestellte Verfahren zur effizienten Be-
stimmung des entferntesten Datenelementes benutzt werden.
∗ Es kann von einer perfekten Evaluation abgesehen werden. Statt dessen
kann eine obere Schranke für die Entfernung des entferntesten Kindes e
zum potentiellen Knotenzentrum z̃ des Knotens n über den Abstand zu den
Zentren der direkten Kindknoten c und deren Radien bestimmt werden:
∀e ∈ n : de,z̃ ≤ max{∀c ∈ childs(n) : dn,z̃ + rc}. (5.3.40)
Zur Bestimmung dieser oberen Schranke sind nur k Entfernungsberech-
nungen notwendig.
∗ Die im letzten Anstrich vorgeschlagene obere Schranke für den resultie-
renden Knotenradius kann auch nur als Vorauswahl vielversprechender
Knotenzentren dienen. Im eigentlichen Vergleich können dann jeweils mi-
nimal konsistente Radien bestimmt und verglichen werden.
Aufbauend auf diesen Basisansätzen werden zwei unterschiedliche Erweiterungen des
Hauptschrittes des Bulk-Loading-Verfahrens untersucht, die sich in der erreichten Baum-
güte und ihrem Einfügeaufwand unterscheiden:
1. Eine erste Variante ist die aufwändige Suche nach guten Teilbaumwurzeln Glob-
ally Optimized Bulk Loading. Durch Sampling werden aus allen Elementen des
Teilbaums eine bestimmte Menge an potentiellen Zentralobjekten getestet. Für je-
den Kandidaten wird der Minimalradius bestimmt. Hierzu muss nicht erneut der
Abstand zu allen Kindknoten bestimmt werden. Statt dessen kann in einer der
Nächster-Nachbar-Suche äquivalenten Suche nach dem entferntesten Nachbarn der
Minimalradius je nach Dimension relativ effizient bestimmt werden.185 In eigenen
Experimenten (Abschnitt 6.3.1) erwies sich dieses Verfahren als sehr effektiv. Es
185Das Verfahren “DistanceToFurthestElementBelow” wird in Abschnitt 5.3.1.8 in Algorithmus 5.5 vor-
gestellt.
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Algorithmus 5.6 Basisalgorithmus Bulk Loading
BulkLoading ( dataElements ,C, rootElement )
Rückgabe : subt ree : Teilbaum fü r d i e s e Datenelmente
Eingabe : dataElements : e inzufügende Datenelemente
C: Kapazität des neuen Knotens
rootElement : Wurzelelement des neuen Teilbaums
Var iablen : nodes : L i s t e der Kindknoten des neuen Teilbaums
i f count(dataElements) ≤ C :
// Blattknoten
re turn Node ( rootElement , dataElements )
c l u s t e r s = wähle z u f ä l l i g C Elemente aus dataElements
a l s Clusterzentrum aus
∀e ∈ dataElements :
Füge e in das cluster ∈ clusters ein ,
dessen Zentrum e am nächsten i s t
∀cluster ∈ clusters :
node = BulkLoading ({e ∈ cluster} , C, c en t e r ( c l u s t e r ) )
ImproveCenter ( node , {e ∈ cluster})
Füge node zu subt ree hinzu
re turn subt ree mit Zentrum rootElement
weist zwar einen etwas höheren Einfügeaufwand als das Standard-Bulk-Loading-
Verfahren auf – gegenüber sonstigen Einfügeverfahren ist dies in höheren Dimensio-
nen jedoch immer noch vernachlässigbar klein. Dafür entsteht ein deutlich besserer
Baum als beim Standard-Bulk-Loading.
2. Eine zweite Variante Locally Optimized Bulk Loading versucht, die notwendige An-
zahl an Entfernungsberechnungen beim Einfügen zu minimieren. Hierzu werden le-
diglich die Teilbaumwurzeln der nächsten Ebene als Kandidaten in Erwägung gezo-
gen. Der Knotenradius wird lediglich auf Basis der Entfernung zu den anderen Teil-
baumwurzeln sowie deren Radien abgeschätzt. Das Verfahren ist bzgl. seiner Einfü-
geperformance nahe an dem Standard-Bulk-Loading und verbessert dessen Anfrage-
performance deutlich. Es erreicht jedoch nicht die Baumgüte des Globally Optimized
Bulk Loading, besitzt aber gleichzeitig eine deutlich bessere Einfügeperformance.186
Algorithmus. Algorithmus 5.6 stellt den Basisalgorithmus der hier vorgestellten Erwei-
terungen des Bulk-Loading-Verfahrens dar. Dies entspricht größtenteils dem Hauptschritt
des von Ciaccia und Patella [45] vorgestellten Bulk-Loading-Verfahrens. Der entscheiden-
de Unterschied besteht in der neuen Zeile “ImproveCenter(node, cluster.Elements)”, in
welcher die Funktionalität der in dieser Arbeit vorgestellten Erweiterungen ausgeführt
wird. Hierfür wird bei jeder der beiden Erweiterungen Globally Optimized Bulk Loading
und Locally Optimized Bulk Loading jeweils eine andere Implementierung gewählt.
186Die experimentelle Untersuchung dieser Strategien ist in Abschnitt 6.3.1 dargestellt.
244
5.3. VERBESSERUNG DER M-BAUM-GÜTE DURCH EINEN NEUEN
EINFÜGEALGORITHMUS
Algorithmus 5.7 ImproveCenter für Globally optimized Bulk Loading
Global lyOptimizedImproveCenter ( node , e lements )
Eingabe : node : Teilbaum , dessen Zentrum opt im i e r t werden s o l l
e lements : Menge a l l e r unter node ge sp e i ch e r t en
Datenelemente
i f count(elements) ≤MAX_SAMPLE_SIZE:
centerCandidates = elements
e l s e
centerCandidates = Wähle z u f ä l l i g MAX_SAMPLE_SIZE Elemente
aus e lements
( bestCenter , bestRadius ) = ( cente r ( node ) , rnode )
∀e ∈ centerCandidates :
re = DistanceToFurthestElement ( node , e )
i f re < bestRadius :
( bestCenter , bestRadius ) = ( e , re )
c en te r ( node)=bestCenter
rnode=bestRadius
Algorithmus 5.7 zeigt die entsprechende Implementierung der Zeile “ImproveCenter”
für die Erweiterung Globally Optimized Bulk Loading. Das Verfahren nutzt den Abschnitt
5.3.1.8 vorgestellten Algorithmus zur effizienten Bestimmung der Entfernung zum entfern-
testen Datenelement “DistanceToFurthestElement”.
Alternativ zu Globally Optimized Bulk Loading kann auch die Erweiterung Locally Op-
timized Bulk Loading benutzt werden. Diese verbessert die Einfügekomplexität auf Kosten
einer schlechteren Baumstruktur. Die Implementierung der Zeile “ImproveCenter(node,
cluster.Elements)” für die Erweiterung Locally Optimized Bulk Loading ist in Algorith-
mus 5.8 dargestellt.
Algorithmus 5.8 ImproveCenter für Locally optimized Bulk Loading
Local lyOptimizedImproveCenter ( node )
Eingabe : node : Teilbaum , dessen Zentrum opt im i e r t werden s o l l
( bestCenter , bestRadius ) = ( cente r ( node ) , rnode )
∀e ∈ childs(node) :
re = max{∀child ∈ childs(node) : de,child + rchild}
i f re < bestRadius :
( bestCenter , bestRadius ) = ( e , re )
c en te r ( node)=bestCenter
rnode=bestRadius
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5.3.2.5 Ergebnisse.
In eigenen Experimenten (siehe Abschnitt 6.3.1) wurden die existierenden Bulk-Loading-
Varianten den in diesem Abschnitt vorgestellten Verbesserungen sowie Standard-Einfüge-
verfahren gegenübergestellt. Die Bulk-Loading-Verfahren erreichten generell gegenüber
den Standardverfahren einen stark reduzierten Einfügeaufwand bei gleichzeitig relativ
guter Baumgüte. Der optionale Zusatzschritt der Entfernung unterausgelasteter Teilbäu-
me besaß einen leicht positiven Effekt. Der andere optionale Zusatzschritt der Herstellung
der Balance erwies sich als klar kontraproduktiv. Innerhalb der Bulk-Loading-Verfahren
konnte mit den Optimierungen dieses Abschnitts die Baumgüte wesentlich gesteigert wer-
den. Der Einfügeaufwand stieg leicht an, liegt aber immer noch weit unter dem Aufwand,
der bei Anwendung eines Standard-Einfügeverfahrens entsteht.
5.3.3 Auswahl des Blattknotens beim Einfügen
Der durchschnittliche Abfrageaufwand eines M-Baums wird von seiner Baumstruktur be-
stimmt. In Abschnitt 5.3.1 wird eine generell anwendbare Optimierung zur lokalen Ver-
besserung dieser Baumstruktur vorgestellt. Grundsätzlich wird die Baumstruktur jedoch
durch die Operationen während des Baumaufbaus (Einfügen und Löschen von Daten-
elementen) bestimmt. In Abschnitt 5.3.2 wurde für den speziellen Fall einer isolierten
Baumaufbauphase mit a priori bekannten Daten (Bulk Insert) ein optimiertes Einfüge-
verfahren vorgestellt. In diesem und dem Folgeabschnitt soll für den Fall einer “normalen”
Baumaufbauphase mit inkrementellem Einfügen von Datensätzen eine Analyse und Op-
timierung der Algorithmen erfolgen.
Der erste Schritt beim “normalen” (inkrementellen) Einfügen eines neuen Datensat-
zes ist die Auswahl/Suche des Blattknotens, in welchen der Datensatz eingefügt wird.
In diesem Abschnitt wird untersucht, wie der Perf -Wert187 durch diese Blattauswahl
beeinflusst wird, um bessere Verfahren zur Auswahl des Blattknotens zu entwickeln.
Zunächst wird in Abschnitt 5.3.3.1 allgemein untersucht, wie sich der Perf -Wert durch
das Einfügen eines neuen Datensatzes ohne Knotenteilungen ändert.
In existierenden Arbeiten wurden drei verschiedene Blattauswahlstrategien vorge-
stellt:188
• Blattauswahl des klassischen M-Baums [48],
• Blattauswahl im Slim-Tree [202] sowie
• Blattauswahl im Multi-Way-Insertion-M-Tree [194].
Abschnitt 5.3.3.2 diskutiert den Einfluss dieser Blattauswahlstrategien auf den verursach-
ten Perf -Wert des M-Baums.
In den Folgeabschnitten 5.3.3.3 bis 5.3.3.5 werden neue Blattauswahlstrategien vorge-
stellt, die gezielt versuchen, den Perf -Wert zu minimieren. In Abschnitt 6.3.3 wird die
damit erreichte Baum-Abfrage-Performance dann experimentell validiert und den existie-
renden Strategien gegenübergestellt.
187In Abschnitt 5.2 wurde das Gütekriterium Perf für einen M-Baum entwickelt. Es beschreibt einen
relativen erwarteten Abfrageaufwand an einem M-Baum oder einzelnem Knoten. Ein kleinerer Gütewert
entspricht somit einem verkleinerten durchschnittlichen Abfrageaufwand und damit einer Verbesserung
der Baumgüte.
188Alle nicht genannten, aber vorgestellten Erweiterungen verwenden die Blattauswahl des klassischen
M-Baums.
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5.3.3.1 Einfluss der Blattauswahl auf den Perf-Wert
Werden in einen M-Baum inkrementell Daten eingefügt, so besteht ein Einfügeschritt aus
zwei Teilschritten:
1. Auswahl des Blattknotens, in den der neue Datensatz eingefügt wird sowie
2. Wartungsoperationen zur Wartung der Baumgüte / -konsistenz (bspw. Knoten-
teilung, Slim-Down, Radien anpassen, ...).
In diesem Abschnitt wird der Einfluss des ersten dieser Teilschritte analysiert. Zur Analyse





||n|| · (rn + a). (5.3.41)
Wird zunächst von potentiellen Knotenteilungen und späteren Einfügeoperationen ab-
strahiert, so verursacht das Einfügen eines neuen Datensatzes in ein Blatt des Baumes
folgende Kosten:
• Das Blatt l selbst erhält einen Kindknoten mehr. Somit ist im Falle einer Über-
lappung dieses Blattes l mit einer Suchhyperkugel eine Entfernung zusätzlich zu
bestimmen (die zum neuen Datensatz). Der bisherige Kostenbeitrag des Blattes
betrug
Perf beforel = ||l||before · (r
before
l + a). (5.3.42)
Durch den neu eingefügten Datensatz vergrößert sich dieser Wert um
∆PerfpureInsertl = r
before
l + a, (5.3.43)
wenn der Blattradius nicht vergrößert werden musste. Die Größe dieses Effekts hängt
nur vom Blattradius ab. Es sollte also möglichst ein Blatt mit kleinem Radius rbeforel
gewählt werden.
• Für den Fall, dass der Radius des Blattknotens vergrößert werden muss, ist dieser
häufiger von Suchanfragen betroffen. Dadurch müssen die Entfernungen zu allen ge-
speicherten Datenelementen (den bislang gespeicherten sowie dem neuen Datensatz)
häufiger bestimmt werden. Der Kostenbeitrag des Blattes steigt somit weiterhin um
∆Perf radiusIncreasel = (||l||before + 1) · ∆rl. (5.3.44)
Die Auswirkung dieser Vergrößerung hängt neben dem Ausmaß an Radiusvergröße-
rung vor allem von der Anzahl an gespeicherten Elementen ab. Es verursacht also bei
gleicher Radiusvergrößerung weniger Kosten, einen Knoten mit wenigen Elementen
zu vergrößern als einen mit vielen.
• Alle Knoten entlang des Pfades vom Blatt zur Wurzel müssen soweit vergrößert
werden, dass ihr Radius das neu eingefügte Element umschließt.189 Somit sind im
189Im klassischen M-Baum [48] mussten übergeordnete Knoten p nicht nur das neu eingefügte Datenele-
ment, sondern auch die Hyperkugeln aller Kindknoten vollständig umschließen. In diesem Fall kann der
Radius übergeordneter Knoten p auch wachsen, wenn das neu eingefügte Element bereits innerhalb der
Hyperkugel von p liegt. Im Rahmen eines Bulk-Loading-Verfahrens wurde von Ciaccia und Patella [45]
eine Erweiterung vorgeschlagen, bei der Knoten nur noch alle Datenelemente umschließen müssen. Im
Rahmen dieser Arbeit wurde dieser Ansatz in Abschnitt 5.3.1 auch auf normale Einfügevorgänge erwei-
tert, so dass ein Knoten nur noch alle darunter gespeicherten Datenelemente umschließen muss.
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Fall einer Radiusvergrößerung auch sie häufiger von Suchanfragen betroffen. Ent-
sprechend müssen die Abstände zu ihren Kindknoten häufiger bestimmt werden.
Der entsprechende Anstieg beträgt für alle inneren Knoten n entlang des Pfades
vom Blattknoten l zur Wurzel:
∆Perfn = ||n|| · ∆rn. (5.3.45)
Insgesamt verändert sich somit der Gütewert des M-Baums um
∆PerfMBaum = rbeforel + a + (||l||before + 1) · ∆rl +
∑
∀n∈pathT oRoot(l)
||n|| · ∆rn. (5.3.46)
Die domänenabhängige Konstante a tritt dabei unabhängig vom gewählten Blattknoten
immer auf und ist somit entscheidungsirrelevant.
Neben der unmittelbaren Änderung des Perf -Wertes beeinflusst die Wahl eines Blatt-
knotens auch die zukünftige Änderung von Perf für diesen Blattknoten:
• Besteht eine Wahl bzgl. des Einfügens in einen “volleren” oder einen weniger ge-
füllten Teilbaum, so kann die Entscheidung für den volleren Teilbaum dafür sorgen,
dass dieser im weiteren Verlauf eher geteilt werden muss. Dabei kann der Effekt
sofort oder auch erst nach einigen weiteren Einfügevorgängen zum Tragen kommen.
Der Effekt einer Knotenteilung wird ausführlich in Abschnitt 5.3.4 diskutiert. Un-
abhängig von einer konkreten Teilungsstrategie lassen sich die Auswirkungen auf
den Perf -Wert schwer quantifizieren. In jedem Fall sollte eine Blattauswahl jedoch
auch versuchen, Knotenteilungen zu vermeiden. Weiterhin sollten die Datenelemen-
te eines Blattes gut geclustert sein, so dass auch nach einer Teilung ein kompakter
Teilbaum erhalten bleibt.
• Eine Radiusvergrößerung eines Knotens mit aktuell wenig gespeicherten Elementen
erhöht die Einfügekosten später in diesen Blattknoten eingefügter Elemente.
5.3.3.2 Bewertung existierender Verfahren unter dem Aspekt der Optimali-
tätskriterien
Im klassischen M-Baum [48] (siehe Abschnitt 4.5.4.2) sowie in leicht veränderter Form im
Slim-Tree [202] (siehe Abschnitt 4.6.4) wird die Entscheidung darüber, in welchen Knoten
ein neuer Datensatz eingefügt werden soll, auf jeder Ebene neu und lokal getroffen. Beim
B-Baum [166] ist dies eine akzeptable Strategie, weil nur genau ein Blattknoten existiert,
in den der Datensatz eingefügt werden darf. Aus diesem Grund gibt es beim B-Baum
keinerlei Entscheidungsspielraum. Dies trifft jedoch auf den M-Baum nicht mehr zu – eine
lokale Entscheidung für einen bestimmten inneren Knoten einer oberen Ebene schränkt
die Möglichkeiten für die Auswahl des Blattknotens bereits ein, ohne dass Informationen
über die weitere Struktur der Teilbäume gewonnen oder genutzt werden.
Blattauswahl im originalen M-Baum. Wie in Kapitel 4.5.4 beschrieben, wird im
klassischen M-Baum der Datensatz jeweils in den Elternknoten eingefügt, der am wenigs-
ten vergrößert werden muss. Existieren mehrere Elternknoten mit dieser Eigenschaft, so
wird derjenige gewählt, dessen Zentrum dem einzufügenden Datensatz am nächsten ist.
Die erste Präferenz (Knoten, der am wenigsten erweitert werden muss) minimiert dabei
den lokalen Kostenbeitrag auf der aktuellen Ebene, da dieser bei inneren Knoten n durch
die Erweiterung des Knotenradius ∆rn verursacht wird:
∆Perfn = ||n|| · ∆rn. (5.3.47)
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Die zweite Präferenz (Knoten, dessen Zentrum dem Datensatz am nächsten ist) hat keinen
Einfluss auf den entstehenden Perf -Wert. Die lokale Wahl schränkt die Möglichkeiten für
die Blattauswahl und den weiteren Pfad stark ein. Durch diese Wahl wird indirekt der
Hauptteil der Veränderung von PerfMBaum verursacht, ohne dass dies in irgendeiner Form
in der Entscheidung berücksichtigt wird.
Auf Blattebene ist der entscheidungsrelevante Kostenbeitrag des Einfügens komplexer:
∆Perfl = rbeforel + (||l||before + 1) · ∆rl. (5.3.48)
Das klassische Blattauswahlverfahren verwendet jedoch auch auf Blattebene die selbe
Heuristik. Wie bei inneren Knoten minimiert die Präferierung von Blättern, die am we-
nigsten erweitert werden müssen, den Term ∆rl und damit (||l||before + 1) · ∆rl, die zweite
Präferenz besitzt keinen Einfluss auf den Perf -Wert.
Blattauswahl im Slim-Tree. Beim in Abschnitt 4.6.4 vorgestellten Slim-Tree [202] ist
neben anderen Änderungen gegenüber dem klassischen M-Baum auch die Blattauswahl-
strategie leicht variiert:
• Zunächst wird ein Knoten gesucht, der nicht erweitert werden muss.
– Bei Existenz mehrerer solcher Knoten wird derjenige gewählt, der den gerings-
ten Raum einnimmt. (Klassischer M-Baum: geringster Abstand.)
– Muss ein Knoten erweitert werden, so wird der Knoten gewählt, der dem ein-
zufügenden Datensatz am nächsten ist. (Klassischer M-Baum: Knoten, der der
geringsten Erweiterung bedarf.)
Die erste Präferenz (Knoten, der nicht erweitert werden muss) minimiert dabei, wie beim
klassischen M-Baum, im Fall innerer Knoten den lokalen Kostenbeitrag der Baumebene.
Es wird ein Knoten n gesucht, für den ∆rn und somit auch ∆Perfn null sind. Auch beim
Slim-Tree wird auf Blattebene die selbe Heuristik verwendet wie im Fall innerer Knoten.
In diesem Fall minimiert diese Präferenz einen Teilterm (||l||before + 1) · ∆rl von ∆Perfl.
Die zweite Präferenz (kleinstes Volumen) hat keinen Einfluss auf den Perf -Wert in-
nerer Knoten, da der Datensatz nicht direkt in den inneren Knoten n, sondern in einen
Nachfahren von ihm eingefügt wird und somit die Kardinalität von n nicht erhöht. Da
das Einfügen des Datensatzes die Wahrscheinlichkeit einer Knotenteilung erhöht, kann
dies jedoch später zu einer erhöhten Kardinalität führen. Auf Blattebene besitzt diese
Präferenz den Effekt, den Teilterm rbeforel von ∆Perfl zu minimieren.
Die dritte Präferenz (Knoten, der am nächsten liegt, falls der Knoten erweitert werden
muss) minimiert den Knotenradius nach der erfolgtem Einfügen:
raftern = rbeforen + ∆rn. (5.3.49)
Im Fall innerer Knoten besitzt nur der Teilterm ∆rn einen Einfluss auf den Perf -Wert.
Die Präferenz bevorzugt jedoch unter Umständen die große Erweiterung eines vorher
kleinen Radius gegenüber einer kleinen Erweiterung eines vorher bereits großen Radius.
Sie besitzt entsprechend keinen direkten Einfluss auf den Perf -Wert. Auf Blattebene
kann die entscheidungsrelevante Veränderung von Perf auch geschrieben werden als
∆Perfl = rafterl + ||l||before · ∆rl. (5.3.50)
In diesem Fall wird also direkt ein Teilterm minimiert.
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Abbildung 5.3.5: Effekt einer lokalen Blattauswahl: Dargestellt ist ein M-Baum mit zwei Ebenen und
ein einzufügendes Datenelement e. Es existieren drei Blattknoten A,C und D. Dabei ist D räumlich am
nächsten zu e, der Knoten müsste nur wenig erweitert werden. Bei einem Einfügen in C muss das Blatt
dagegen stark erweitert werden. Bei einer lokalen Blattauswahl, wie im klassischen M-Baum [48] oder dem
Slim-Tree [202], wird jedoch der Baum hierarchisch abgestiegen, um lokal über den weiterzuverfolgenden
Pfad zu entscheiden. Im Beispiel muss eine Entscheidung auf der oberen Ebene zwischen den Knoten A
und B getroffen werden. Beide Strategien würden hier den kleineren, näher liegenden Knoten B wählen.
Dies führt auf Blattebene zur extrem ungünstigen Wahl des Blattes C.
Im klassischen M-Baum wird ein kleines ∆rn präferiert. Dies minimiert zumindest
einen Teilterm des Perf -Wertes. Der Slim-Tree teilt nur die Präferenz für ∆rn = 0. Auf
Blattebene erscheint dagegen die veränderte Präferenz für eine Minimierung von rafterl
zumindest teilweise gerechtfertigt. Insgesamt ist zu erwarten, dass die Blattauswahl des
Slim-Tree zu einer schlechteren Baumstruktur führt als die Blattauswahl des klassischen
M-Baums. Dies konnte in Abschnitt 6.3.3 experimentell validiert werden.
Generelle Eigenschaften lokaler Blattauswahlstrategien. Die beiden bisher ge-
nannten Strategien (Klassische und Slim-Tree-Blattauswahlstrategie) entscheiden lokal
beim Baumabstieg über den weiter zu verfolgenden Suchast. Gemeinsam ist ihnen, dass
sie teilweise implizit den Kostenbeitrag der aktuell untersuchten Schicht minimieren. Im
Gegenzug schränkt jedoch die lokale Wahl die Möglichkeiten für die Blattauswahl und
den weiteren Pfad stark ein und verursacht so indirekt den Hauptteil der Veränderung
von Perf , ohne dass dies bei der Entscheidung berücksichtigt wird. Abbildung 5.3.5 ver-
deutlicht die Problematik einer solchen lokalen Entscheidung anhand eines Beispiels. Die
genannten lokalen Blattauswahlstrategien fügen dabei stets in ein sehr ungünstiges Blatt
C (anstelle des deutlich besseren Blattes D) ein, weil sie sich auf einer hohen Baum-
ebene für den Teilbaum B entscheiden, ohne Informationen über die darunter liegenden
Blattknoten zu gewinnen und zu nutzen. Sie verhalten sich damit analog zu einer gierigen
Suchstrategie mit den entsprechenden Vor- und Nachteilen.190
Ein Vorteil der lokalen Entscheidung ist, dass während der Blattsuche jeweils nur ein
Pfad verfolgt werden muss. Bei einem Branchingfaktor von b und einer Baumtiefe von t
müssen so während der Blattsuche lediglich O(b · t) Entfernungen bestimmt werden. In
Kapitel 6.3.3 werden diese Strategien experimentell ausführlich miteinander und mit den
neuen Strategien verglichen. Die Experimente bestätigen den geringen Einfügeaufwand
dieser Strategien, aber auch die geringe Güte der so erzeugten Bäume. In den meisten
Domänen ist dabei nicht einmal der bei gleicher Baumstruktur geringere Einfügeaufwand
190Verschiedene Suchstrategien wie u.a. die gierige Suche sind gut in [175] beschrieben.
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von Vorteil. Durch die deutlich schlechtere Baumstruktur dieser Verfahren benötigt die
beste neue Strategie “Min.Cost” auch während des Einfügens in vielen Domänen weniger
Entfernungsberechnungen als die lokalen Verfahren. Zu einer ausführlichen Diskussion
siehe Abschnitt 6.3.3.
Blattauswahl durch Multi-Way-Insertion. Ein erster Ansatz für eine nicht-lokale
Blattauswahl wurde von Skopal et al. [194] als Multi-Way-Insertion vorgeschlagen. Wie
in Abschnitt 4.6.3 beschrieben, wird zunächst eine exakte Suche nach dem einzufügenden
Datensatz durchgeführt. Bricht die exakte Suche in einem inneren Knoten, so existiert
auf Blattebene kein Knoten, in den der Datensatz ohne Erweiterung eingefügt werden
kann.191 Wird die Suche dagegen erst auf Blattebene abgebrochen, kann der Datensatz
in alle untersuchten Blätter ohne Erweiterung gespeichert werden. Der Datensatz wird
bevorzugt in einem so gefundenen Blatt eingefügt. Existieren mehrere dieser Blätter, wird
dasjenige gewählt, dessen Zentrum am nächsten ist. Kann kein Blatt gefunden werden,
fällt der Algorithmus auf den klassischen M-Baum-Einfüge-Algorithmus zurück.
Diese Strategie führt gegenüber der klassischen Blattauswahlstrategie des M-Baums
zu deutlich verringerten Perf -Werten, d.h. zu einer verbesserten Baumstruktur. Bei der
exakten Suche werden nur solche Knoten durchlaufen, in denen der Datensatz aktuell
gespeichert sein könnte. Aus diesem Grund müssen diese inneren Knoten auch nicht er-
weitert werden, falls der Datensatz tatsächlich eingefügt wird. Da weiterhin das Blatt l
nicht erweitert werden muss, erhöht sich PerfMBaum lediglich um rl + a. Die Auswahl des
Blattes, dessen Zentrum am nächsten ist, hat keinen Einfluss auf den Perf -Wert. Hier
hätte statt dessen das Blatt mit dem geringsten Radius gewählt werden sollen. Nachteilig
gegenüber der klassischen Blattauswahlstrategie ist der Aufwand der zusätzlich notwendi-
gen exakten Suche. Für den Fall einer erfolglosen exakten Suche können jedoch Teile der
bisher expandierten Pfade für die originale Blattauswahlstrategie weiter verwendet wer-
den. In den Experimenten (siehe Kapitel 6.3.3) zeigte sich eine gegenüber der klassischen
Strategie deutlich verbesserte Baumstruktur.
5.3.3.3 Nearest-Neighbor-Blattauswahl
Nach der Analyse existierender Blattauswahlstrategien sollen nun mehrere neue Verfah-
ren vorgestellt werden, die gezielt versuchen, die Nachteile einer lokalen Blattauswahl zu
vermeiden und den Perf -Wert zu optimieren.
Eine einfache neue Strategie, um auch über Teilungen hinweg kompakte Teilbäume
zu erzeugen, ist das Einfügen in den Blattknoten, welcher den nächsten Nachbarn des
einzufügenden Datensatzes enthält. Da der nächste Nachbar relativ nah beim einzufü-
genden Datensatz liegt, ist die Wahrscheinlichkeit groß, dass auf allen Ebenen höchstens
sehr kleine Radiusvergrößerungen notwendig sind. Zusätzlich führt dieses Vorgehen vor
allem zur Bildung gut geclusterter Blätter. Nach späteren Teilungen entstehen so sehr
kompakte Teilbäume (mit sehr ähnlichen Daten). Die Kompaktheit schlägt sich in gerin-
geren Knotenvolumina und damit in geringeren Suchkosten nieder. Demgegenüber stehen
erhöhte Einfügekosten durch die gegenüber einer exakten Suche deutlich aufwändigere
Nächste-Nachbarn-Suche. Da dieser Aufwand durch den Curse-of-Dimensionality (siehe
Abschnitt 3.5.6) mit der Dimension stark ansteigt, eignet sich das Verfahren vor allem in
niederdimensionalen Räumen. Algorithmus 5.9 verdeutlicht das Verfahren.
Die Experimente in Kapitel 6.3.3 zeigen für dieses Verfahren gute Verbesserungen der
191Im Kontext der Optimierung verringerter Hüllradien (siehe Abschnitt 5.3.1) gilt diese Aussage nicht
mehr.
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Algorithmus 5.9 Nearest-Neighbor-Blattauswahl
chooseLeafNearestNeighbor ( data )
Rückgabe : l e a f : Blattknoten , in den der Datensatz e i ng e f üg t wird
Eingabe : data : der e inzufügende Datensatz
nn=searchNearestNe igbor ( data )
re turn leafNode o f nn
Baumstruktur vor allem in niederen Dimensionen. Dies wird jedoch mit einem vor allem
in höheren Dimensionen sehr hohen Einfügeaufwand erkauft.
5.3.3.4 Multi-Way-Nearest-Neighbor-Blattauswahl
Die Nearest-Neighbor-Blattauswahlstrategie kann mit einer Abwandlung der Multiway-
Insertion-Strategie (siehe [194], Abschnitt 4.6.3 bzw. Diskussion in Abschnitt 5.3.3.2)
kombiniert werden. Hierzu wird wie bei Multi-Way-Insertion zunächst eine exakte Suche
nach dem einzufügenden Datensatz durchgeführt.
• Ist die exakte Suche erfolgreich, so muss kein Knotenradius erhöht werden. Die
entscheidungsrelevante Veränderung des Perf -Wertes reduziert sich auf
∆PerfMBaum = rbeforel . (5.3.51)
– Kann auf diese Weise genau ein Blatt gefunden werden, so erfolgt das Einfügen
in dieses Blatt.
– Existieren mehrere solcher Blätter, so erfolgt das Einfügen in Abwandlung des
Multi-Way-Insertion-Verfahrens in das Blatt mit dem geringsten Radius. Dies
minimiert direkt den verbleibenden Term des Perf -Wertes.
• Für den Fall, dass kein Blatt diesen Kriterien genügt, fällt das Verfahren auf die
Nearest-Neighbor-Strategie (und nicht die originale Strategie, wie Multi-Way-Inser-
tion) zurück. Dabei werden die im Verlauf der exakten Suche bereits expandierten
Knoten für die Nearest-Neighbor-Suche mit benutzt, um doppelten Suchaufwand
und doppelte Entfernungsberechnungen zu vermeiden.
Das Verfahren (siehe Algorithmus 5.10) kombiniert die direkte Vermeidung von Kno-
tenradiusvergrößerungen durch die Multi-Way-Strategie mit den im Nearest-Neighbor-
Verfahren erreichten kompakten Teilbäumen. Gegenüber dem Nearest-Neighbor-Verfahren
können weiterhin oft die aufwändigen Nächste-Nachbarn-Suchen beim Einfügen vermieden
werden. Insbesondere in hohen euklidischen Dimensionen ist eine nächste Nachbarn-Suche
aufgrund des Curse-of-Dimensionality (siehe Abschnitt 3.5.6) sehr aufwändig.
In den Experimenten in Abschnitt 6.3.3 zeigte das Verfahren einen deutlich besseren
Kompromiss aus Einfügeaufwand und Güte der Baumstruktur als die Nearest-Neighbor-
Strategie. Insbesondere in höheren Dimensionen war es der einfachen Nearest-Neighbor-
Strategie in jeder Hinsicht überlegen.
5.3.3.5 Min-Cost-Blattauswahl
Eine dritte neue Strategie ist die direkte Bestimmung eines Blattknotens, der die in Ab-
schnitt 5.2 bestimmte Perf -Kostenfunktion minimiert. Wie in Abschnitt 5.3.3.1 (Glei-
chung 5.3.46) hergeleitet, beträgt die entscheidungsrelevante (d.h. vom gewählten Blatt
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Algorithmus 5.10 Multi-Way-Nearest-Neighbor-Blattauswahl
chooseLeafMultiWayNearestNeighbor ( data )
Rückgabe : l e a f : Blattknoten , in den der Datensatz e i ng e f üg t wird
Eingabe : data : der e inzufügende Datensatz
Var iablen : nodesToEvaluate : Warteschlange zu expandierender Knoten
lea f sWithoutExtens ion : Blattknoten , d i e n i cht e r w e i t e r t
werden müssen
Füge root in nodesToEvaluate e in
whi l e ( nodesToEvaluate i s not empty ) :
node=nodesToEvaluate . dequeue ( ) ;
i f node i s l e a f :
i f Hyperkugel von node umsch l i eßt data :
l ea f sWithoutExtens ion . add ( node )
e l s e :
i f Hyperkugel von node umsch l i eßt data :
Füge a l l e Kinder von node in nodesToEvaluate e in
i f l ea f sWithoutExtens ion . Count==0 :
r e turn chooseLeafNearestNeighbor ( data )
re turn Blatt mit k l e ins tem Radius aus lea f sWithoutExtens ion
abhängige) Veränderung von Perf
∆PerfMBaum = rbeforel + (||l||before + 1) · ∆rl +
∑
∀n∈pathT oRoot(l)
||n|| · ∆rn. (5.3.52)
Basisalgorithmus A∗-Suche. Die Minimierung dieser Veränderung von Perf ist mit
einer A∗-Suche möglich. Hierzu wird der Baum in einer best-first-Reihenfolge expandiert.
Bei jedem Knoten k auf der Expansionswarteschlange muss hierzu eine untere Schranke
H für die durch diesen Pfad verursachte Veränderung von Perf angegeben werden. Da
alle Terme obiger Formel nicht negativ sind, ist bei Expansion eines Knotens k
∆PerfMBaum ≥ H(k) :=
∑
∀n∈pathT oRoot
||n|| · ∆rn (5.3.53)
eine gültige Heuristik. Diese Heuristik kann inkrementell aus der Heuristik des Eltern-
knotens p von Knoten k bestimmt werden:
H(k) = H(p) + ||k|| · ∆rk. (5.3.54)
Auf Blattebene wird die vollständige Perf -Veränderung berechnet. Für ein Blatt l mit
Elternknoten p ist dies:
∆PerfMBaum(l) = H(p) + rbeforel + (||l||before + 1) · ∆rl. (5.3.55)
Mit Hilfe einer Prioritätswarteschlange kann so sehr effizient der optimale Blattknoten
gefunden werden. Algorithmus 5.11 zeigt das Vorgehen.
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Algorithmus 5.11 Min-Cost-Blattauswahl
chooseLeafMinCost ( data )
Rückgabe : l e a f : Blattknoten , in den der Datensatz e i ng e f üg t wird
Eingabe : data : der e inzufügende Datensatz
Var iablen : expansionQueue : P r i o r i t ä t s w a r t e s c h l a n g e fü r zu
expandierende Knoten , s o r t i e r t nach
der minimal verursachten
Kostenerhöhung auf diesem Pfad
//H(root) i s t e n t s c h e i d u n g s i r r e l e v a n t
Füge root in expansionQueue e in
whi l e ( expansionQueue i s not empty ) :
node=expansionQueue . dequeue ( )
i f i s L e a f ( node ) :
// be s t e s Blat t
re turn node
∀childc ∈ node :
Compute dc,data
rafterc = max{rbeforec , dc,data}
∆rc = rafterc − rbeforec
i f i s L e a f ( c ) :
H(c) = H(node) + rbeforec + (||c||before + 1) · ∆rc
e l s e :
H(c) = ||c|| · ∆rc
Füge c h i l d mit H(c) in expansionQueue e in
Minimierung der notwendigen Entfernungsberechnungen. Bei der Suche kann
mit Hilfe effizient bestimmbarer oberer und unterer Entfernungsschranken analog zur k-
Nächsten-Nachbarnsuche (siehe Abschnitt 5.1.5 bzw. Algorithmus 5.3) die Anzahl an ech-
ten Entfernungsberechnungen minimiert werden. Hierzu muss – wie bei der k-Nächsten-
Nachbarn-Suche – eine zweistufige Knotenexpansion angewendet werden. Bei der Expan-
sion eines Knotens p werden zu dessen Kindern n zunächst nur ungenaue Entfernungs-
schranken ⊥n,data und ⊤n,data effizient bestimmt. Mit Hilfe dieser Entfernungsschranken
können Schranken für die Radiusvergrößerung ∆rc bestimmt werden:
max{0, ⊥n,data − rbeforen } ≤ ∆rn ≤ max{0, ⊤n,data − rbeforen }. (5.3.56)
Damit sind zwei unabhängige Optimierungen möglich:
1. Nutzung der oberen Schranke. Ist ⊤n,data ≤ rbeforen , so ist ∆rn = 0. Dies kann
ohne Entfernungsberechnung festgestellt werden. H(n) kann also ohne Entfernungsbe-
rechnung sicher bestimmt werden.
• Für innere Knoten ist H(n) = 0 + H(p).
• Im Fall eines Blattknotens ist H(n) = rbeforen + H(p).
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Nachteilig an dieser Optimierung ist wie auch im Fall der Optimierung Upper Bound In-
tersection für die Bereichssuche, dass die Entfernung dn,data bei der Expansion der Kinder
von n nicht zur effizienten Bestimmung von Entfernungsschranken zur Verfügung steht.
Diese Expansion erfolgt im nächsten Schritt, da H(p) minimal war (sonst wäre p nicht
der vorderste Knoten der Prioritätswarteschlange gewesen) und im Fall innerer Knoten
H(n) gegenüber H(p) nicht erhöht wurde. Somit wird zwar eine Entfernungsberechnung
eingespart (dn,data), aufgrund der deutlich ungenaueren oder nicht vorhandenen Entfer-
nungsschranken zu Kindknoten von n müssen dafür unter Umständen ||n|| zusätzliche
Entfernungen bestimmt werden. Die Auswirkungen dieses negativen Effekts ist stark ab-
hängig von der Existenz guter domänenabhängiger Schranken. Bspw. können in der Do-
mäne “Editierdistanz” mit Hilfe der Heuristik “Textlänge” gute Schranken auch ohne
die Kenntnis der Elternentfernung bestimmt werden, während in anderen Domänen nur
auf Basis der Elternentfernung Schranken bestimmt werden können. Bei Expansion eines
Blattknotens ist diese Optimierung dagegen in jedem Fall sinnvoll.
2. Nutzung der unteren Schranke. Kann aufgrund der oberen Schranke nicht ga-
rantiert werden, dass ∆rn = 0, oder wird die obere Schranke nicht angewendet, so wird
zunächst eine ungenaue Heuristik H̃(n) ≤ H(n) bestimmt:
• Für innere Knoten ist diese
H̃(n) = H(p) + ||n|| · max{0, ⊥n,data − rbeforen }. (5.3.57)
• Im Fall eines Blattknotens gilt:
H̃(n) = H(p) + rbeforen + (||n||before + 1) · max{0, ⊥n,data − rbeforen }. (5.3.58)
Bei Entnahme eines Knotens n von der Prioritätswarteschlange, zu dem nur H̃(n) be-
stimmt wurde, wird dieser nicht expandiert. Statt dessen wird zu diesen aktuell viel-
versprechendsten Knoten n die genauere Heuristik H(n) bestimmt. Mit dieser genauen
Heuristik H(n) wird n erneut auf der Warteschlange abgelegt. Erst wenn dieser Knoten
mit H(n) von der Warteschlange entnommen ist, wird er expandiert.
In den Experimenten in Abschnitt 6.3.3 zeigte die Min-Cost-Strategie mit Abstand die
besten Ergebnisse. Durch die Verwendung der Entfernungsschranken bei der A∗-Suche sind
beim Einfügen ähnlich wenige Entfernungsberechnungen notwendig wie bei den lokalen
Blattauswahlstrategien (siehe Abschnitt 5.3.3.2). Die erreichte Baumgüte liegt im Bereich
der jeweils besten anderweitigen Strategie oder geht darüber hinaus.
5.3.3.6 Fazit
In diesem Abschnitt wurden praktische Implikationen der Optimalitätskriterien auf das
Blattauswahlverfahren beim Einfügen in den M-Baum diskutiert. Unter diesem Gesichts-
punkt wurden folgende Strategien untersucht:
• Von anderen Autoren vorgestellte Strategien:
– Blattauswahl im originalen M-Baum,
– Blattauswahl im Slim-Tree,
– Blattauswahl durch Multiway-Insertion.
• Weiterhin wurden folgenden neue Strategien vorgeschlagen:
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Dabei wurde prognostiziert, dass die beiden ersten (lokalen) Verfahren relativ wenig Ent-
fernungen beim Einfügen, aber durch die schlechte Baumstruktur entsprechend mehr Ent-
fernungen bei Suchanfragen an den Baum berechnen müssen. Die anderen Verfahren ver-
suchen global einen guten Blattknoten zu finden und berücksichtigen dabei mehr oder
weniger stark den Perf -Wert des Baumes. Am vielversprechendsten erscheint dabei das
im Rahmen dieser Arbeit vorgestellte Min-Cost-Verfahren zur Blattauswahl, welches ex-
plizit einen geringen Perf -Wert-Anstieg beim Einfügen anstrebt. In Abschnitt 6.3.3 wird
dann die Einfüge- und Abfrage-Performance der Verfahren experimentell untersucht und
mit den Vorhersagen dieses Kapitels verglichen.
5.3.4 Existierende Strategien zur Knotenteilung
Nachdem im letzten Abschnitt 5.3.3 der Einfluss der Blattauswahl beim inkrementellen
Einfügen auf der Perf -Wert untersucht und verbesserte Strategien vorgestellt wurden,
soll in diesem Abschnitt als zweiter wesentlicher Bestandteil der Baumaufbauphase die
Knotenteilung im Hinblick auf den Perf -Wert untersucht werden.
Abschnitt 5.3.4.1 diskutiert auf einem allgemeinen Level den direkten Einfluss einer
Teilung auf den Perf -Wert, während in Abschnitt 5.3.4.2 die Suchkosten der Teilungs-
phase thematisiert werden. In den anschließenden Abschnitten 5.3.4.3 bis 5.3.4.5 werden
unter diesen Aspekten die bislang existierenden Knotenteilungsstrategien bewertet. Im
Folgeabschnitt 5.3.5 wird ein neues Knotenteilungsverfahren vorgestellt, welches direkt
den Perf -Wert minimiert.
5.3.4.1 Einfluss der Teilung auf den Perf-Wert
B-Baum-artige Bäume wie der M-Baum wachsen von unten nach oben. Knoten besitzen
eine gewisse Kapazität für Kindknoten oder Datenelemente. Ist diese bspw. aufgrund des
Einfügens eines neuen Datenelementes überschritten, wird der Knoten geteilt. Die beiden
neuen Knoten werden anstelle des alten Knotens in den Elternknoten eingefügt. Ist dessen
Kapazität überschritten, muss auch der Elternknoten geteilt werden – diese Teilung kann
sich rekursiv bis zur Wurzel fortsetzen. (Siehe Abschnitt 4.5.4.4.)
Bei der Teilung eines Knotens n in zwei neue Teilbäume t1 und t2 treten folgende
Veränderungen am Baum auf:
• Der bisherige Knoten n wird aus dem Baum entfernt.
• Anstelle dessen werden zwei neue Knoten t1 und t2 eingefügt.
• Die Kindknoten des geteilten Knotens n bekommen neue Elternknoten. Dies ändert
weder ihren Radius oder ihre Kardinalität noch ihren Beitrag zu Perf.
• Der Großelternknoten p (Elternknoten des geteilten Knotens n und der neuen Kno-
ten t1 sowie t2) verliert einen Kindknoten (n) und gewinnt dafür zwei neue Kind-
knoten (t1 und t2). Dadurch steigt seine Kardinalität um 1. Weil in diesem Schritt
keine neuen Datenelemente in den Baum gelangen, ändert sich sein Radius nicht.
256
5.3. VERBESSERUNG DER M-BAUM-GÜTE DURCH EINEN NEUEN
EINFÜGEALGORITHMUS
Die Teilung von n kann eine Teilung des Großelternknotens p nach sich ziehen, wenn
durch die Teilung dessen Kapazität überschritten wird. Da die Kardinalität von p jedoch
unabhängig von der gewählten Knotenteilung immer um 1 steigt, ist die mögliche Teilung
von p bereits durch dessen bisherige Kardinalität determiniert. Eine potentielle Teilung
von p ist also für die Wahl der Teilungsstrategie irrelevant.
Die Veränderungen des Baumes führen zu folgenden Veränderungen des Perf -Wertes:
• Der geteilte Knoten wird aus dem Baum entfernt. Der Perf -Wert des M-Baums
reduziert sich um diesen Kostenbeitrag von Perfn = ||n|| · (rn + a).
• Anstelle dessen werden zwei neue Knoten t1 und t2 eingefügt. Sie tragen zu den
Kosten des Baumes Perft1 = ||t1|| · (rt1 + a) sowie Perft2 = ||t2|| · (rt2 + a) bei.
• Durch die Erhöhung der Kardinalität des gemeinsamen Elternknotens p um 1 steigt
dessen Perf -Beitrag um ∆Perfp = rp + a.
Insgesamt ist also die Veränderung des Gütekriteriums:
∆PerfSplitMBaum = −||n|| · (rn + a) + ||t1|| · (rt1 + a) + ||t2|| · (rt2 + a) + rp + a. (5.3.59)
Da alle Kindknoten von n aufgeteilt werden, gilt ||n|| = ||t1|| + ||t2||. Damit vereinfacht
sich die Perf -Veränderung zu
∆PerfSplitMBaum = −||n|| · rn + ||t1|| · rt1 + (||n|| − ||t1||) · rt2 + rp + a. (5.3.60)
Im Rahmen der Blattauswahl (siehe Abschnitt 5.3.3) kann aufgrund der Kardinalitäten
aller Knoten auf dem Pfad zur Wurzel einfach bestimmt werden, welche Knotenteilungen
durch die Wahl eines bestimmten Blattknotens verursacht werden. Soll dieses Wissen in
die Bewertung der Blattauswahl einfließen, müssen die ∆PerfSplitMBaum-Terme aller verur-
sachten Teilungen zur verursachten Veränderung von Perf aufgrund der Blattauswahl
hinzugezählt werden. Dies ist schwierig, weil
• explizit die domänenabhängige Konstante a quantifiziert werden muss und
• die Radien und Kardinalitäten der neuen Teilbaumwurzeln bekannt sein müssen.
Aus diesen Gründen wurde das verfügbare Wissen über verursachte Knotenteilungen nicht
mit in die Analyse der Blattauswahl einbezogen.
Beim Vergleich zweier Varianten für eine Knotenteilung müssen dagegen nur die ver-
änderlichen Teilterme von ∆PerfSplitMBaum berücksichtigt werden:
• Kardinalität ||n|| und Radius rn des geteilten Knotens n, sowie der Radius rp des
Elternknotens p und die domänenunabhängige Konstante a sind von der Wahl der
Knotenteilung unabhängig.
• Durch die Knotenteilung werden die beiden neuen Radien rt1 und rt2 sowie die
Kardinalität ||t1|| beeinflusst.
Damit ergibt sich eine entscheidungsrelevante Veränderung des Perf -Wertes von
∆PerfSplitMBaum = ||t1|| · rt1 + (||n|| − ||t1||) · rt2 . (5.3.61)
Es sollte also eine Knotenteilung gewählt werden, die diese Summe minimiert.
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5.3.4.2 Teilungskosten
Struktur der Teilungsentscheidung. Die Knotenteilung ist beim M-Baum [48] wie
bereits beim R-Baum [93] eine deutlich komplexere Entscheidung als beim B-Baum [166].
• Anzahl der Teilungsmöglichkeiten: Es existieren bei N aufzuteilenden Elementen
O(N2 · 2N) Teilungsmöglichkeiten (siehe unten), während es beim B-Baum nur N
Möglichkeiten der Teilung gibt.
• Gütekriterium: Beim B-Baum ist die balancierte Teilung das einzige Gütekriteri-
um. Vor Kenntnis des in dieser Arbeit vorgestellten Perf -Wertes war es dagegen
schwierig, die Güte einer Teilung eines M-Baum-Knotens überhaupt zu beurteilen.
• Bestimmung des Optimums: Beim B-Baum kann das Optimum einer balancierten
Teilung leicht durch Knotenteilung am einfach bestimmbaren Median erreicht wer-
den. Dagegen existiert für den R- und M-Baum keine algorithmische Lösung für eine
optimale Teilung.
Während beim B-Baum ein leicht bestimmbares Optimum der Schnittposition und zu
jeder Schnittposition eine eindeutige, effizient bestimmbare Aufteilung der Kinder des
geteilten Knotens existiert, sind beim M-Baum aufgrund der hohen Dimensionalität und
der weder vollständigen noch überlappungsfreien Raumteilung (siehe Abschnitt 3.8.3) zwei
unabhängige, hochdimensionale Teilentscheidungen zu treffen:
• Auswahl der Zentren der beiden neuen Knoten (Promote) sowie
• Aufteilung der restlichen Kindknoten auf die beiden neuen Knoten (Partition).
Bei einer Menge von N aufzuteilenden Datenelementen oder Knoten existieren O(N2)
Möglichkeiten für den Promote-Schritt und O(2N) Möglichkeiten für den Partition-Schritt
– insgesamt also O(N2 · 2N) Möglichkeiten. Da eine Teilung immer dann erfolgt, wenn
durch das Einfügen eines Knotens oder Datenelementes die Knotenkapazität gerade über-
schritten wurde, ist die aufzuteilende Elementanzahl immer N = CAPACITY + 1.
Einschränkung des Suchraums. Das vollständige Durchsuchen aller möglicher Tei-
lungen wird bereits bei kleinen Knotenkapazitäten sehr aufwändig. (Bei einer Knoten-
kapazität von 10 existieren bspw. ca. 125.000 Möglichkeiten einer Teilung.) Darum wird
meist nur ein Teilraum aller Möglichkeiten durchsucht.
Neben der Suche nach dem Blattknoten, in welchen ein neuer Datensatz eingefügt
wird, ist die Knotenteilung ein zweiter großer Kostentreiber des M-Baum-Aufbaus. Wie
bei der Wahl des Blattknotens ist es auch beim Knotenteilen möglich, unter verringer-
tem Einfügeaufwand eine suboptimale Entscheidung zu treffen. Die Abwägung ist dabei
abhängig von
• dem Verhältnis der Änderungs- und Anfragefrequenzen an den Baum im Nutzungs-
szenario,
• dem Grad der Verbesserung der Anfrageperformance,
• dem Grad der Verschlechterung der Einfügeperformance sowie
• dem domänenabhängigen Aufwand zur Bestimmung einer Entfernung. Obwohl im
Rahmen dieser Arbeit explizit nur die Anzahl an notwendigen Entfernungsberech-
nungen zur Bewertung der Performance genutzt werden, ist gerade bei der Knoten-
teilung unter Umständen ein nicht unerheblicher, domänenunabhängiger sonstiger
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CPU-Aufwand nötig. Dessen Gewichtung ist stark vom Aufwand einer Entfernungs-
berechnung abhängig. In komplexen Räumen, wie bspw. im Fall der Editierdistanz,
kann auch ein hoher sonstiger CPU-Aufwand ignoriert werden, während er in eukli-
dischen Räumen geringer Dimension erheblich ins Gewicht fällt.
Es ist dabei nicht ausreichend, analytisch die Kosten eines isolierten Einfügeschrittes
zu bestimmen. Dieser konkrete Einfügeschritt beeinflusst die Struktur des Baumes und
damit nicht nur die zukünftige Anfrageperformance. Auch spätere Einfüge-Operationen
agieren auf der verursachten Baumstruktur. Dabei müssen je nach Einfügestrategiekom-
bination suchähnliche Operationen ausgeführt werden, wie bspw. die Suche nach dem
besten Blattknoten192 oder die Schrumpfung der Knoten auf minimal konsistente Radi-
en.193 D.h. ein auf den ersten Blick effizientes Einfügeverfahren kann durch aufwändigere
Suchoperationen auf einer schlechteren Baumstruktur insgesamt einen größeren Einfüge-
aufwand verursachen als ein aufwändigeres Verfahren. Im Folgenden wird kurz der direkte
Aufwand isolierter Einfügeoperationen anhand der originalen M-Baum-Einfügestrategien
diskutiert. Die Kosten komplexerer Strategien lassen sich anhand dessen leicht ableiten.
Insgesamt können folgende Gruppen von Teilungsstrategien unterschieden werden:
• Strategien, die einen Teil oder alle Teilungsmöglichkeiten durchsuchen und nach
einem Gütekriterium194 die beste Teilung auswählen.
• Zufallsbasierte Strategien: Hier werden die beiden neuen Elternknoten (teil-)zufällig
gewählt.
• Strategien, die ohne (aufwändige) Suche eine Teilung algorithmisch berechnen.195
Suchende Strategien. Teilungsstrategien, die den Teilungsraum durchsuchen, besit-
zen jeweils ein Gütekriterium, mit welchem verschiedene Teilungsmöglichkeiten verglichen
werden. Übliche Gütekriterien sind:
• Minimierung der Summe der Radien der neuen Teilbäume [48]: rt1 + rt2 ,
• Minimierung des größeren der Radien der neuen Teilbäume [48]: max{rt1 , rt2}, sowie
• Minimierung des in dieser Arbeit vorgestellten Perf -Wertes:
||t1|| · rt1 + (||n|| − ||t1||) · rt2 .
Zur Bestimmung des Gütekriteriums müssen also in jedem Fall die Radien der beiden
neuen Teilbäume rt1 und rt2 bestimmt werden. Wie in Abschnitt 5.3.1 dargestellt, ge-
nügt zur Berechnung eines stark konsistenten Radius die Bestimmung der Abstände aller
Kindknoten zum neuen Elternknoten. Insgesamt müssen zur Evaluierung eines Teilungs-
zustandes also O(N) Entfernungen bestimmt und verglichen werden. Die Berechnung
eines minimal konsistenten Radius ist deutlich aufwändiger.
192Siehe Abschnitt 5.3.3.
193Siehe Abschnitt 5.3.1.
194Die Teilungskriterien des klassischen M-Baums [48] streben als Gütekriterium Heuristiken, wie die
Minimierung der Radiensumme der beiden neuen Knoten oder die Minimierung des größeren der beiden
Knotenradien an. Die in dieser Arbeit vorgestellte Strategie minimiert dagegen explizit den Perf -Wert.
195Im Normalfall wird ein einfacher Algorithmus verwendet, wenn damit eine analytisch gute Lösung
bestimmt werden kann. Im Fall des B-Baums [166] ist es möglich, durch die einfach bestimmbare Teilung
am Median-Element eine analytisch optimale Teilung zu erreichen. Im Fall den M-Baums kann eine gute
Teilung jedoch analytisch nicht garantiert werden.
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In den meisten Fällen wird aufgrund der extrem hohen Anzahl möglicher Aufteilungen
von O(2N) im Partitionsschritt nicht gesucht. Statt dessen werden einfache Ziele formuliert
(bspw. Teilung an einer generalisierten Hyperebene GHP oder balancierte Teilung [48]),
die algorithmisch zu jeder Variante des Promote-Schrittes bestimmt werden können:
• Zunächst werden von jedem aufzuteilenden Element die Abstände zu den beiden
möglichen Elternknoten bestimmt. Diese O(2 · N) Entfernungen werden für die al-
gorithmische Aufteilung und die spätere Evaluierung des Gütekriteriums benötigt.
Wird der Teilungsschritt tatsächlich so ausgeführt, werden diese Entfernungen an
den Kindknoten im Baum gespeichert.
• Für die Teilung an einer generalisierten Hyperebene (GHP) wird jedes Element
dem nächstliegenden Elternknoten zugeteilt. Dies ist in O(N) Rechenschritten ohne
weitere Entfernungsberechnung möglich.
• Für eine balancierte Teilung werden alle Kindknoten in zwei Warteschlangen einge-
stellt, die jeweils nach der Entfernung zu einem der beiden Elternelemente sortiert
sind. Aus den beiden Warteschlangen wird jeweils abwechselnd ein noch nicht zu-
geteiltes Element entnommen und dem Elternknoten der Warteschlange zugeteilt.
Aufgrund der notwendigen Sortierung entsteht hier ein zusätzlicher CPU-Aufwand
von O(N · log N).
• Im Rahmen dieser Arbeit wird ein Verfahren vorgestellt, bei dem ausgehend von ei-
ner Teilung an der generalisierten Hyperebene (GHP) anschließend ein Hillclimbing
zur Verbesserung der Teilung durchgeführt wird.
Da zur Durchführung und Evaluierung einer Partitionsmöglichkeit bereits O(2·N) Entfer-
nungen bestimmt werden müssen, ist bei vollständiger Suche unter allen Möglichkeiten für
den Promote-Schritt die Untersuchung von insgesamt O(N3) Entfernungen zwischen den
beteiligten N Kindknoten notwendig. Insgesamt existieren aber nur O(N2) bilaterale Ent-
fernungen in der Menge der Kindknoten des geteilten Knotens. Da in den meisten metri-
schen Domänen der Aufwand einer Entfernungsberechnung den sonstigen CPU-Aufwand
weit übersteigt, sollten bei allen umfangreicheren Suchen die bilateralen Entfernungen
während einer Knotenteilung gecacht und mehrfach verwendet werden.196
Zufallsbasierte Strategien. Die im letzten Absatz dargestellten suchenden Strategien
müssen für eine Teilung O(N2) Entfernungen bestimmen und mindestens O(N3) bzw.
O(N3 · log N) sonstige Rechenschritte ausführen. Aus diesem Grund wurden folgende
zufallsbasierten Teilungsstrategien vorgestellt, bei denen die Wahl der neuen Elternknoten
(teil-)zufällig erfolgt:
1. Im Rahmen des klassischen M-Baums [48] wurde die Teilungsstrategie Random vor-
gestellt. Dabei wird der Promote-Schritt der Teilung zufällig ausgeführt, für die
Partition wird eine der beiden Heuristiken (balancierte Teilung oder generalisierte
Hyperebene GHP) gewählt. Insgesamt müssen so O(2 · N) Entfernungen bestimmt
und O(N) bzw. O(N · log N) sonstige Rechenschritte durchgeführt werden.
196Während der Untersuchung verschiedener Teilungsmöglichkeiten werden Entfernungen zweier Knoten
in einem Dictionary gehalten. So müssen sie nur bei ihrer ersten Verwendung bestimmt werden. Bei
weiteren Zugriffen können die Entfernungen effizient im Dictionary abgelesen werden. Nach Teilung des
Knotens wird das Dictionary wieder aus dem Speicher entfernt.
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2. Eine teilzufällige Strategie ist Sampling. [48] Dabei wird der Schritt Random mehr-
fach wiederholt. Analog zur Strategie m_LB_Rad2 wird die Teilung verwendet,
bei der der größere der beiden neuen Knotenradien minimal ist. Wird der Random-
Schritt W mal wiederholt, so müssen O(2 · W · N) Entfernungen bestimmt und
O(W · N) bzw. O(W · N · log N) sonstige Rechenschritte durchgeführt werden.
Algorithmisch-heuristische Strategien. Da für eine vollständige Optimierung der
Teilung O(N2) Entfernungen bestimmt und mindestens O(N3) bzw. O(N3 · log N) sonsti-
ge Rechenschritte durchgeführt werden müssen, wurden folgende Teilungsstrategien vor-
gestellt, die algorithmisch ohne Prüfung verschiedener Teilungsmöglichkeiten eine gute
Teilung anstreben:
1. Die gegenüber zufallsbasierten Strategien nur wenig zielgerichtetere M_LB_Dist
Strategie (Maximum Lower Bound on Distance) wurde ebenfalls von Ciaccia et
al. [48] vorgeschlagen. Dabei wird das alte Elternelement nach der Teilung weiter
als Elternelement verwendet. Das davon entfernteste Kind t wird zur Wurzel des
zweiten Teilbaums. Durch diese Aufteilung existiert nur eine Promote-Möglichkeit,
die nach Untersuchung der O(N) gespeicherten Entfernungen der Kindknoten zum
alten Elternobjekt gefunden werden kann. Während des Partition-Schrittes sind die
Hälfte der notwendigen Entfernungen (die zum alten Elternknoten) bereits bekannt.
Es müssen also nur O(N) Entfernungen aller Kindknoten zum neuen Elternknoten t
bestimmt werden. Insgesamt sind für diese Strategie also O(N) Entfernungsberech-
nungen sowie O(N) bzw. O(N · log N) sonstige Rechenschritte notwendig.
2. Von Patella [157] wurde die Strategie M_UB_Dist (Maximum Upper Bound on
Distance) vorgestellt. Dabei werden das entfernteste und zweitentfernteste Kind zum
alten Elternknoten als neue Elternknoten verwendet. Diese können auf Basis der
gespeicherten Entfernung zum alten Elternknoten in O(N) sonstigen Rechenschrit-
ten ohne weitere Entfernungsberechnung gefunden werden. Zur Durchführung des
Partition-Schrittes müssen die O(2 · N) Entfernungen zu den beiden neuen Elternk-
noten bestimmt und gespeichert werden. Weiterhin sind O(N) bzw. O(N · log N)
sonstige Rechenschritte für den Partition-Schritt notwendig.
3. Bei der im Rahmen des Slim-Tree [202] vorgestellten Minimum-Spanning-Tree-Ein-
fügestrategie ist die Reihenfolge der Teilschritte umgedreht. Zunächst wird mit
O(N2) Entfernungsberechnungen und O(N2 · log N) zusätzlichen Rechenschritten
ein Minimal Spannender Baum aller aufzuteilender Kindknoten erstellt. Die Par-
tition erfolgt durch Entfernen der längsten Kante. In O(N2) zusätzlichen Rechen-
schritten wird aus jedem der beiden Cluster ein Knotenzentrum ausgewählt, welches
den Radius des Teilbaums minimiert. Insgesamt erfordert diese Strategie also O(N2)
Entfernungsberechnungen, aber nur O(N2 · log N) sonstige Rechenschritte. Damit
kann die Anzahl der sonstigen Rechenschritte gegenüber ausführlich suchenden Ver-
fahren um den Faktor N reduziert werden.
4. Eine Gruppe von Strategien mM_XXX_Rad [157] sucht nur im Raum der Promote-
möglichkeiten (ohne Beachtung des Partition-Schrittes) und schätzt das zu optimie-
rende Gütekriterium ab, ohne eine Entfernung zu bestimmen. Der alte Elternkno-
ten wird weiter als Elternknoten verwendet. Minimiert wird der maximal mögliche
Radius des neuen Elternknotens. Zur Bestimmung dieses Radius werden alle bi-
lateralen Knotenentfernungen über die Dreiecksungleichung und die gespeicherten
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Elternentfernungen abgeschätzt. Die Wahl des neuen Elternknotens ist dabei oh-
ne Entfernungsberechnung in O(N2) zusätzlichen Rechenschritten möglich. Für den
anschließenden Partition-Schritt sind O(N) Entfernungsberechnungen (zum neuen
Elternknoten) und O(N) bzw. O(N · log N) sonstige Rechenschritte notwendig.
5.3.4.3 Bewertung existierender Partition-Strategien
Abgrenzung. In diesem Abschnitt werden existierende Partition-Strategien bewertet,
die aufgrund einer Heuristik nach Auswahl der neuen Teilbaumwurzeln die Kindkno-
ten aufteilen. Diese wurden im Rahmen des klassischen M-Baums [48] vorgestellt. Die
Minimum-Spanning-Tree-Einfügestrategie [202] vertauscht die Reihenfolge von Promote
und Partition. Aus diesem Grund wird sie in einem eigenständigen Abschnitt 5.3.4.5
bewertet. In Abschnitt 5.3.5 wird ein neues Verfahren vorgestellt, welches versucht, ei-
ne optimale Knotenteilung bzgl. Perf zu finden. In diesem Rahmen werden existieren-
de Partition-Strategien teilweise modifiziert bzw. neue vorgestellt. Die Bewertung dieser
Strategien erfolgt im selben Abschnitt 5.3.5.
Partition-Strategien. Ciaccia et al. [48] schlagen im Rahmen des klassischen M-Baums
im Wesentlichen zwei Möglichkeiten für den Partition-Schritt vor:
1. Eine Möglichkeit ist die Teilung an einer generalisierten Hyperebene (GHP) in der
Mitte zwischen den beiden neuen Elternknoten. Damit wird jeder Kindknoten dem
Elternknoten zugeschlagen, dessen Zentrum dieser Kindknoten am nächsten ist.
Dieses Verfahren führt zu relativ kleinen Knotenradien.
2. Eine zweite Möglichkeit ist eine balancierte Teilung, bei der jeder Elternknoten
dieselbe Anzahl an Kindknoten erhält. Die Elemente werden dabei nach ihrer Ent-
fernung zu den beiden Elternknoten sortiert. Abwechselnd wird jeweils das nächst-
liegende, noch nicht zugewiesene Element einem Elternknoten zugeordnet.
Keines der beiden Verfahren optimiert direkt den Perf -Wert.
Besonderheiten innerer Knoten. Die beiden Strategien berücksichtigen bei der Zu-
ordnung eines Knotens zu einem neuen Elternknoten nur dessen Zentralobjekt. Damit sind
einfache Aussagen über die Güte der Strategien nur auf Blattebene möglich, da in diesem
Fall punktförmige Datenelementknoten aufgeteilt werden. Im Fall innerer Knoten besit-
zen die umverteilten Kindknoten einen Radius sowie darunter gespeicherte Datenelemente.
Relevant ist dies durch die Beeinflussung der Radien der beiden neuen Teilbaumwurzeln:
• Wird der Radius der Teilbäume nur über die Radien der Kindhyperkugeln abge-
schätzt (stark konsistenter Radius), so bleibt aufgrund der Symmetrie der Hyper-
kugelform auch im Fall innerer Knoten die Semantik der Heuristiken erhalten: Wenn
das Knotenzentrum eines Kindknotens c näher an Teilbaum t1 als an Teilbaum t2
liegt, so gilt dies auch für die maximal mögliche Entfernung zu einem Datenelement
unter c (falls diese über den Radius rc abgeschätzt wird). Dennoch kann es zu leich-
ten Verletzungen implizierter Annahmen kommen, weil bspw. die Hyperkugel eines
Kindknotens über die trennende Hyperebene in den anderen Teilbaum hineinragt.
• Wird der schwach konsistente Radius der Teilbäume auf Basis der tatsächlichen
Entfernungen zu Datenelementen verwendet, können ungewollte und unerwartete
Effekte entstehen. Es ist möglich, dass zwar das Knotenzentrum eines Kindknotens c
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näher bei Teilbaum t1 als bei Teilbaum t2 liegt, das jeweils entfernteste Datenelement
unter c jedoch näher bei t2.
Im Folgenden reduziert sich die Diskussion aus Gründen der Übersichtlichkeit auf die
Teilung auf Blattebene, d.h. die Aufteilung punktförmiger Kindknoten.
Balancierte Partition. Das Verfahren führt zu einem balancierten Baum, der eine
Reihe von Eigenschaften des B-Baum erhält, wie bspw. die Abwesenheit von “Luftwur-
zeln”.197 Die Balanceeigenschaft führt jedoch aufgrund der notwendigen Mehrwegsuche im
Gegensatz zum B-Baum nicht zu einer optimalen Suchstruktur.198 In Abschnitt 5.3.2.2
sowie Abbildung 5.3.4 wurde bereits kurz der negative Effekt einer balancierten Teilung
diskutiert. Abbildung 5.3.6 zeigt ein Beispiel, wie leicht eine balancierte Partitionsstra-




Abbildung 5.3.6: Degenerierte balancierte Partition: Dargestellt sind die beiden Teilbaumwurzeln t1 (fett,
Kreis) und t2 (fett, Kreuz), sowie die aus einer balancierten Partition resultierende Aufteilung der Punkte
p1bis p5. Die Zuordnung wird durch das Symbol (Kreis oder Kreuz) dargestellt. Jedem Zentrum wird
abwechselnd das nächste, nicht zugeordnete Element zugeteilt. t2 beginnt und erhält p1. Anschließend
wird p2 der Teilbaumwurzel t1 zugeschlagen. Danach beginnt das Verfahren zu degenerieren, weil das t2
nächstliegende verbleibende Element p3 hinter t1 liegt. Das diesem nächstliegende verbleibende Element
p4 liegt weit hinter t2 – p5 wird dann wieder t2 zugeteilt. Insgesamt sind die Elemente nach der Aufteilung
gut vermischt, die beiden Hyperkugeln überlappen sich nahezu vollständig.
lineare Anordnung von Punkten p1 bis p5 sowie mittig zwei Teilbaumwurzeln t1 und t2. Es
ist leicht ersichtlich, dass bei dieser Wahl der Teilbaumwurzeln die Zuordnung von p1, p2
sowie p3 zu t1 und p4 und p5 zu t2 eine gute und balancierte Teilung ergeben würde. Die ab-
wechselnde Zuordnung des jeweils nächstliegenden verbleibenden Elementes führt jedoch
zu einer vollständigen Durchmischung der Elemente. Die Radien der neuen Teilbaumwur-
zeln entsprechen beide nahezu dem Radius des geteilten Knotens. Die Hyperkugeln der
Teilbäume überlappen sich zu großen Teilen. Die entscheidungsrelevante Veränderung des
Perf -Wertes ist also ca.:199
∆PerfSplitMBaum ≈ 2 ·
||n||
2 · rn = ||n|| · rn. (5.3.62)
Durch den Kompromiss einer balancierten Teilung steigen im Gegenzug zur erreichten
Balance die Knotenradien. Dies führt zwar zu einer Verkürzung maximaler Suchpfade,
aber auch zu einer Zunahme von Mehrwegsuchen und somit zu einer Erhöhung des Such-
aufwandes. Der Effekt auf den Einfügeaufwand ist zweigeteilt.
197Siehe u.a. Abschnitt 5.1.3.
198Siehe u.a. Abschnitt 3.8.3.2.
199Die allgemeine Formel 5.3.61 zur entscheidungsrelevanten Veränderung des Perf -Wertes wurde in
Abschnitt 5.3.4.1 hergeleitet. Setzt man für rt1 und rt2 jeweils den alten Knotenradius rn ein und nimmt
eine Halbierung der Knotenkardinalität an, so ergibt sich leicht die dargestellte Formel 5.3.62.
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• Einerseits müssen auch im Rahmen des Einfügeprozesses suchähnliche Operationen
ausgeführt werden, bspw. zur Wahl des Blattknotens, in den ein Element eingefügt
wird, oder zur Bestimmung minimal konsistenter Knotenradien. Dieser Aufwand
steigt mit der hier prognostizierten schlechteren Baumstruktur an.
• Andererseits führt die Balance des Baumes zu einer guten Auslastung aller Knoten
und somit zu einer Verringerung der Knotenteilungsvorgänge gegenüber einer nicht
balancierten Teilung. Durch diesen Effekt dürfte der Einfügeaufwand sinken.
In eigenen experimentellen Untersuchungen (Abschnitt 6.3.4) war die balancierte Teilung
der Teilung entlang einer generalisierten Hyperebene bzgl. des Suchaufwandes in jeder
Domäne und Strategiekombination der Teilung an einer generalisierten Hyperebene weit
unterlegen. In niederdimensionalen euklidischen Räumen überwog beim Einfügeaufwand
der negative Effekt der schlechteren Baumstruktur (stark vergrößerter Einfügeaufwand),
während in höherdimensionalen euklidischen und anderen hochdimensionalen Räumen
(bspw. Editierdistanz von Texten) der Einfügeaufwand aufgrund der Verringerung der
Zahl von Teilungsvorgängen verbessert war.
Teilung an einer generalisierten Hyperebene. Bei einer Teilung an einer genera-
lisierten Hyperebene werden implizit die Radien der neuen Teilbäume minimiert. Dies
erreicht zumindest einen Teilaspekt der Minimierung von PerfMBaum. Diese Teilung ist
ein einfach erreichbarer, relativ guter Kompromiss. Im Folgenden soll kurz analysiert wer-
den, wann eine Veränderung dieser Teilung zu einer Verbesserung des Perf -Wertes führen
kann. Dazu wird von einer Teilung entlang einer generalisierten Hyperebene ausgegan-
gen. Anschließend wird untersucht, welche Veränderungen an PerfMBaum die Umvertei-
lung einzelner Kindknoten bewirkt. Aus Gründen der Übersichtlichkeit beschränkt sich
die Diskussion auf die Umverteilung von punktförmigen Datensätzen auf Blattebene. (Bei
Umverteilung innerer Knoten muss zusätzlich deren Volumen berücksichtigt werden.) Ab-
bildung 5.3.7 zeigt die Effekte der Umverteilung einzelner Datenelemente auf Basis einer









Abbildung 5.3.7: Lokale Änderung GHP-Partition: Zwei M-Baum-Blattknoten t1 und t2 nach GHP-
Teilung, sowie Raumbereiche, die relevante Datenelemente e enthalten können. Datenelemente können
nur im Volumen der beiden Hyperkugeln (konsistenter EM-Baum) und nicht im Bereich R1 (solche
Elemente wären bei GHP t1 und nicht t2 zugeschlagen worden – in diesem Fall müsste t1 groß genug sein,
diese aufzunehmen) liegen. Es verbleiben die Raumbereiche R2 (rechts von H aber noch in t1), R3 (links
von H, aber noch in t2), R4 (rechts von H außerhalb von t1) und R5 (links von H außerhalb von t2).
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In der Ausgangssituation wurde entlang einer eingezeichneten generalisierten Hyper-
ebene zwischen einem kleineren Knoten t1 (links) und einem größeren Knoten t2 (rechts)
mit den Radien r1 bzw. r2 geteilt. Es lassen sich nun die mit R1 bis R5 bezeichneten Raum-
bereiche unterscheiden, in denen umverteilte Elemente liegen können. Die Zuordnung vor
der Umverteilung ist implizit durch die Position des Raumbereiches relativ zur Hyperebe-
ne gegeben. Bspw. liegt ein Element aus R3 links der Hyperebene. Entsprechend wurde es
im Ausgangszustand dem Teilbaum t1 zugeschlagen. Nach einer potentiellen Umverteilung
gehört es somit zum anderen Teilbaum t2.
1. In R1 können keine Elemente liegen. Sie wären bei der GHP-Partition t1 zugeordnet
worden, dessen Radius ist jedoch zu klein um sie aufzunehmen.
Abbildung 5.3.8: Der Bereich R1 (Lage potentieller Datenelemente nach einer GHP-Teilung)
2. R2 enthält Elemente rechts der Hyperebene im Überlappungsbereich beider Knoten.
Abbildung 5.3.9: Der Bereich R2 (Lage potentieller Datenelemente nach einer GHP-Teilung)
Aktuell sind sie t2 zugeordnet. Wird ein Element e aus R2 statt dessen t1 zugeord-
net, kann sich weder am Radius r1 noch am Radius r2 etwas ändern, da e innerhalb
beider Hyperkugeln liegt. An den Kostenbeiträgen der sonstigen Kinder ändert sich
entsprechend nichts. Das umverteilte Element e selbst wird nun aufgrund des ge-
ringeren Radius des neuen Elternknotens t1 mit einer geringeren Wahrscheinlichkeit
Poverlap(r1) anstelle bisher Poverlap(r2) untersucht. Insgesamt sinkt also PerfMBaum,
die Änderung beträgt ∆Perf = r1 − r2. Es ist folglich ausgehend von einer GHP-
Teilung auf Blattebene immer vorteilhaft, Elemente aus dem Bereich R2 umzuver-
teilen. Im Fall der Umverteilung eines inneren Knotens n aus dem Bereich R2 ist es
jedoch möglich, dass n aus dem Überlappungsbereich von t1 hinausragt und entspre-
chend der Radius r1 erhöht werden muss. In diesem Fall könnte sich der Perf -Wert
verschlechtern, da die anderen Kindknoten von t1 öfter expandiert werden müssen.
3. Die Situation der Elemente aus R3 ist umgekehrt zu denen aus R2.
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Abbildung 5.3.10: Der Bereich R3 (Lage potentieller Datenelemente nach einer GHP-Teilung)
Sie sind derzeit dem kleineren Knoten t1 zugeordnet. Werden sie in t2 verschoben,
ändert sich an den Radien nichts. Der einzige Unterschied ist die gestiegene Wahr-
scheinlichkeit, dass bei einer Suche die Entfernung zu einem solchen umverteilten
Element bestimmt werden muss.200 Die Änderung an Perf durch die Umverteilung
eines Elementes aus R3 beträgt ∆Perf = r2 − r1.201 Ausgehend von einer GHP-
Teilung führt eine solche Umverteilung also immer zu einer Verschlechterung des
Perf -Wertes. Ein Sonderfall tritt ein, wenn das umverteilte Datenelement auf dem
Rand von t1 liegt. Da dieses Element (mit) den Radius von t1 bestimmt, ermöglicht
dessen Umverteilung in t2 die Schrumpfung von r1, ohne dass dafür r2 erweitert
werden muss. Diese Verringerung von r1 verringert die Wahrscheinlichkeit, dass t1
in einer Suche expandiert wird und somit die Häufigkeit der Untersuchung der rest-
lichen Elemente unter t1. Der Nettoeffekt dieser Umverteilung ist in diesem Fall
∆Perf = r2 − rbefore1 + ∆r1 · (||t1||before − 1). (5.3.63)
4. Elemente aus R4 befinden sich in der größeren Hyperkugel t2 außerhalb von t1.
Abbildung 5.3.11: Der Bereich R4 (Lage potentieller Datenelemente nach einer GHP-Teilung)
Sie können t1 nur zugeordnet werden, wenn dafür dessen Radius steigt. Der Beitrag
des umverteilten Elements selbst ist
∆Perfe = rafter1 − rbefore2 . (5.3.64)
(Wenn r1 nicht zu stark steigt, bedeutet dies zumeist eine Senkung von Perf.) Wei-
terhin erhöht sich der Kostenbeitrag der bereits vorher in t1 gespeicherten Elemente
durch den gestiegenen Radius um
∆Perft1 = ∆r1 · ||t1||before. (5.3.65)
200Die Wahrscheinlichkeit, dass das umverteilte Element e von einer Suche betroffen ist, steigt, weil der
neue Elternknoten einen größeren Radius besitzt.
201Wie im Fall von R2 setzt dies voraus, dass es sich bei dem umverteilten Element um ein reines Da-
tenelement ohne Volumen handelt. Andernfalls kann Perf sich weiter verschlechtern, wenn r2 vergrößert
werden muss, um es aufzunehmen. Gleichzeitig ist jedoch auch eine Verbesserung von Perf möglich,
wenn die Datenelemente unter dem umverteilten Knoten den Radius r1 aufspannen. In diesem Fall kann
r1 nach der Umverteilung verringert werden.
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Ein positiver Effekt ist nur möglich, wenn das umverteilte Element am Rand von t2
lag und nun r2 schrumpfen kann:
∆Perft2 = ∆r2 · (||t2||before − 1). (5.3.66)
Wie in Abbildung 5.3.11 ersichtlich ist, müsste jedoch bei Umverteilung eines Ele-
mentes e vom Rand von t2 der Radius r1 extrem ansteigen, um e aufzunehmen.
Der optimistischste Fall ist die Umverteilung eines Elementes am Schnittpunkt des
Randes von t2 mit der Hyperebene. Selbst hierfür muss r1 bereits stark erweitert
werden. Der Gesamteffekt setzt sich aus den drei Teileffekten 5.3.64, 5.3.65 sowie
5.3.66 zusammen und dürfte zumeist in einer Steigerung von Perf resultieren:
∆PerfMBaum = rafter1 − rbefore2 + ∆r1 · ||t1||before + ∆r2 · (||t2||before − 1). (5.3.67)
5. Elemente aus R5 sind derzeit t1 zugeordnet.
Abbildung 5.3.12: Der Bereich R5 (Lage potentieller Datenelemente nach einer GHP-Teilung)
Ihre Umverteilung führt zu äquivalenten Effekten wie die Umverteilung von Ele-
menten aus R4. Es gibt jedoch zwei wesentliche Unterschiede:
(a) Der Beitrag des umverteilten Elementes 5.3.64 selbst steigt (bei R4 sinkt er).202
(b) Bei Umverteilung eines Elementes vom Rand von t1 (und damit Senkung von
r1) muss in den meisten Fällen r2 nicht so stark erweitert werden wie umgekehrt
im Fall von R4. Es ist also eher möglich, dass in diesem Fall die positiven
Aspekte überwiegen.
Insgesamt lassen sich ausgehend von einer Teilung entlang der generalisierten Hyperebene
nur wenige Fälle feststellen, in denen eine Umverteilung klar vorteilhaft ist (Bereich R2
im Fall von Blattknoten). In allen anderen Bereichen gibt es positive und negative Effek-
te, bei einer vollständigen Optimierung müsste eine Abwägung für jeden Knoten separat
erfolgen. Im Fall innerer Knoten kann nicht einmal für R2 eine klar vorteilhafte Umver-
teilungsentscheidung getroffen werden. Es ist möglich, dass zwar das Knotenzentrum des
umverteilten Kindknotens in R2 liegt, dessen Hyperkugel aber aus R2 in R4 hineinragt.
Dies führt dazu, dass bei Umverteilung dieses Elementes r1 vergrößert werden muss. Ins-
gesamt kann GHP als guter, effizient bestimmbarer Kompromiss für den Partition-Schritt
verwendet werden.
202Da r1 < r2 wird jedes umverteilte Element weniger häufig untersucht, wenn es in t1 liegt. Somit
resultiert eine Umverteilung eines Elementes aus R4 in den kleineren Knoten t1 in eine Senkung dessen
Kostenbeitrages, während eine Umverteilung eines Elementes aus R5 in den größeren Knoten t2 zu einer
Steigerung führt.
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5.3.4.4 Bewertung existierender Promote-Strategien
Die meisten Knotenteilungsstrategien [48, 219, 157] wählen zunächst die Knotenzentren
der beiden neuen Elternknoten (Promote) und teilen anschließend die restlichen Kind-
knoten auf (Partition).
Algorithmische Strategien. Im Rahmen des klassischen M-Baums [48] bzw. einer
späteren Veröffentlichung von Patella [157] wurden folgende Strategien vorgestellt, die al-
gorithmisch oder (teil-)zufällig die beiden neuen Elternknoten finden. Es wird also jeweils
nur eine Möglichkeit für Promote in Betracht gezogen. Der Partition-Schritt wird erst
nach endgültiger Wahl der neuen Elternknoten einmalig durchgeführt.
Die erste Gruppe dieser Strategien wählt die neuen Elternknoten (teil-)zufällig. Bei der
Strategie Random werden die Teilbaumwurzeln zufällig gewählt – entsprechend schlecht
ist dann auch die Teilung. Dies konnte in eigenen Experimenten validiert werden. (Siehe
Abschnitt 6.3.4.) Eine abgeschwächte Form der Zufallsauswahl ist das Sampling, bei dem
nur wenige zufällige Promote-Möglichkeiten im Hinblick auf ein Gütekriterium203 vergli-
chen werden. In eigenen Experimenten mit einer Knotenkapazität von 10 waren Sampling-
Strategien sowohl bezüglich des Einfüge- als auch des Suchaufwandes Strategien mit einer
vollständigen Untersuchung aller Promote-Möglichkeiten weit unterlegen.
Eine zweite Gruppe von Strategie wurde von Ciaccia et al. [48] mit “Maximum lower
bound on distance” (M_LB_Dist) bzw. von Patella [157] mit “Maximum Upper Bound
on Distance” (M_UB_Dist) benannt. Erklärtes Ziel dieser Strategien ist die Redukti-
on der notwendigen Entfernungsberechnungen während der Teilung. Wie in Abschnitt
5.3.4.2 dargestellt wurde, ist bei dieser Strategie eine Entscheidung mit O(N) sonstigen
Rechenschritten und O(N) Entfernungsberechnungen möglich.204
Um dieses Ziel zu erreichen, werden bei M_LB_Dist der alte Elternknoten und das
davon entfernteste Element als Teilbaumwurzeln gewählt. Der sehr schnellen Teilungsent-
scheidung steht eine relativ schlechte Teilung gegenüber. Abbildung 5.3.13 verdeutlicht
den negativen Effekt dieser Teilungsstrategie. Im dargestellten (realistischen) Beispiel wird
ein Knoten e mit Radius rbeforee aufgeteilt. Nach der Teilung entstehen zwei neue Knoten
c und eafter, deren Radius jeweils in etwa dem alten Knotenradius rbeforee entspricht. Die
entscheidungsrelevante Verschlechterung des Perf -Wertes ist also205
∆PerfSplitMBaum = ||n|| · rbeforee . (5.3.68)
In eigenen Experimenten (siehe Abschnitt 6.3.4) konnte die sehr schlechte Baumgüte
dieser Strategie validiert werden. Da die experimentelle Validierung unter Nutzung an-
derer M-Baum-Erweiterungen erfolgte (Min.Cost-Blattauswahl206, minimal konsistente
Knotenradien207), die während der Einfügephase viele suchähnliche Operationen erfor-
dern, war sogar der Einfügeaufwand in den meisten Domänen gegenüber aufwändigeren
Strategien erhöht.
203Als Gütekriterium wurde von Ciaccia et al. [48] das selbe verwendet, wie für die Strategie
m_LB_Rad2 – die Minimierung des größeren der beiden neuen Knotenradien.
204Bei Verwendung der ineffizienten balancierten Teilung liegt der sonstige CPU-Aufwand etwas höher
bei O(N · log N). Bei M_UB_Dist werden zwei neue Elternknoten anstelle eines verwendet, entsprechend
müssen O(2 · N) Entfernungen bestimmt werden.
205Die allgemeine Formel zur entscheidungsrelevanten Veränderung des Perf -Wertes wurde in Ab-
schnitt 5.3.4.1 hergeleitet. Setzt man für rt1 und rt2 jeweils den alten Knotenradius rn ein, so ergibt













Abbildung 5.3.13: Effekt der Kombination der Promote-Strategie M_LB_Dist mit der Partition-Strate-
gie GHP. Vor der Teilung existiert der Knoten e mit den durch die Hyperkugel Hbeforee (Radius rbeforee )
abgedeckten Bereichen R1, R2 sowie R3. Da zusätzlich das entfernteste Kind c als neue Teilbaumwurzel
verwendet wird, muss dieses auf dem Rand von He liegen. Die Entfernung beider Knoten von der genera-
lisierten Hyperebene ist somit re2 . Nach der Teilung muss der alte Elternknoten alle in R1 und R2 gespei-
cherten Elemente abdecken, sein Radius kann also nicht (wesentlich) reduziert werden: raftere ≈ rbeforee .
Die Hyperkugel des neuen Teilbaums Hc muss alle Elemente abdecken, die im Bereich R3 liegen – im
Extremfall ist also ebenfalls ein Radius von rc ≈ rbeforee notwendig. Der Bereich R4 stellt den größten
Anteil am Raum von Hc. Da dieser Bereich außerhalb der alten Hyperkugel Hbeforee liegt, handelt es sich
um leeren Raum, der keinerlei Datenelemente enthalten kann.
Noch deutlich schlechter verhält sich die Strategie M_UB_Dist. Dabei werden als
zwei neue Elternknoten das entfernteste und das zweitentfernteste Kind gewählt. Da bei
dieser Strategie leicht zwei Elternknoten gewählt werden können, die nah beieinander,
aber weit entfernt von allen anderen Kindknoten liegen, entsteht eine extrem ungünstige
Raumaufteilung. Bei Verwendung der GHP-Partition-Strategie wird der etwas entferntere
der beiden neuen Elternknoten kein Kind (außer sich selbst) zugeteilt bekommen, wäh-
rend das etwas nähere Kind alle restlichen Kindknoten erhält. Dieser Elternknoten lag
bislang am Rande des alten Knotens, muss aber alle Kindknoten aufnehmen. Aus diesem
Grund ist der Radius gegenüber dem alten Elternknoten bei gleichbleibender Kardinalität
nahezu verdoppelt. Der Perf -Wert des M-Baums verschlechtert sich also drastisch. Eige-
ne Experimente (siehe Abschnitt 6.3.4) bestätigen die extrem schlechte Baumgüte dieser
Strategie sowohl gegenüber suchenden Strategien als auch gegenüber M_LB_Dist.
Strategiegruppe mM_XXX_Rad. Diese von Patella [157] vorgestellte Gruppe von
Strategien ist ein Zwitter aus suchenden und heuristischen Strategien. Einerseits sind sie
den algorithmisch-heuristischen Strategien zuzuschlagen, da sie während der Wahl der
neuen Elternknoten den Partition-Schritt nicht ausführen und auch keine Entfernung be-
rechnen. Andererseits durchsuchen sie einen Teilraum der Promote-Möglichkeiten (unter
Beibehaltung des alten Elternknotens) unter Optimierung eines Gütekriteriums.
Das optimierte Gütekriterium ist der größtmögliche Radius des neuen Elternknotens
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t2. Es wird weder der neue Radius rt1 des alten Elternknotens noch die Kardinalität
der beiden neuen Elternknoten berücksichtigt. Insofern wird nur der Teilterm rt2 der
entscheidungsrelevanten Veränderung von Perf
∆PerfSplitMBaum = ||t1|| · rt1 + (||n|| − ||t1||) · rt2
optimiert. Zudem ist die Abschätzung von rt2 in verschiedene Richtungen extrem ungenau:
• Es wird dasjenige andere Kind c bestimmt, welches den Radius rt2 aufspannen wür-
de, wenn c dem Teilbaum t2 zugeordnet wäre. Wenn aber c weit von t2 entfernt ist,
wird es wahrscheinlich t1 zugeteilt und beeinflusst den Radius rt2 nicht.
• Der potentiell entstehende Radius r̃t2 wurde in der Veröffentlichung von Patella [157]
nur über eine Abschätzung des Abstandes von t2 und c bestimmt. Tatsächlich gilt
diese Abschätzung jedoch nur auf Blattebene. Im Falle innerer Knoten muss zu-
mindest der Radius des Kindknotens berücksichtigt werden.208 Im Rahmen dieser
Arbeit wurde die Strategie dahingehend erweitert:
r̃t2 = maxci {d̃(t2, ci) + rci}.
• Der Abstand von t2 und c wird nur extrem ungenau auf Basis der vorberechne-
ten Entfernung zum alten Elternknoten abgeschätzt. Patella [157] schlägt hier-
bei die drei Möglichkeiten einer optimistischen (mM_LB_Dist), pessimistischen
(mM_UB_Dist) und mittleren (mM_AVG_Dist) Schätzung vor. Die Aussagekraft
einer derart ungenauen Radiusabschätzung erscheint extrem fragwürdig. Lediglich
mM_UB_Dist gibt tatsächlich eine obere Schranke des Knotenradius an.
Eigene Experimente (siehe Abschnitt 6.3.4) konnten die schlechte Baumgüte dieser Strate-
giegruppe bestätigen. Aufgrund der Kombination mit Einfügestrategien, die suchähnliche
Operationen erfordern (Min.Cost-Blattauswahl209, minimal konsistente Knotenradien210),
war auch der Einfügeaufwand gegenüber vollständig optimierenden und bewertenden Stra-
tegien deutlich erhöht.
Suchende Strategien. Bei den suchenden Strategien werden verschiedene Möglichkei-
ten für den Promote-Schritt im Hinblick auf ein Gütekriterium getestet. Ciaccia et al. [48]
schlagen als Zielkriterium zwei Werte vor:
• Minimierung der Summe der Radien der beiden neuen Knoten m_Rad,
• Minimierung des größeren der Radien der beiden neuen Knoten m_LB_Rad2.
Implizit führt die Strategie m_LB_Rad2 dabei zu zwei ähnlich großen Knotenradien,
während bei m_Rad eher unterschiedlich große Knotenradien resultieren.
Dies soll an einem kleinen Beispiel illustriert werden. Eine Knotenteilung mit der
Strategie m_Rad führt zu zwei Teilbäumen t1 und t2, bei denen o.B.d.A. gilt: r1 ≥ r2.
Der Gütewert dieser Teilung ist r1 +r2. Wird nun statt dessen die Strategie m_LB_Rad2
angewendet, so ist diese Teilung ebenfalls erreichbar. Unter der neuen Strategie ist ihr
208Genauer wäre die Bestimmung des entferntesten Datenelementes unter c zu t2. Dies würde jedoch die
Einsparung von Entfernungsberechnungen konterkarieren. Des weiteren würde so ein prinzipiell extrem
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Gütewert r1. Jede Verringerung von r1 auf einen Wert ≥ r2 führt zu einer Verbesserung
des Gütewertes, während eine Vergrößerung von r2 auf einen Wert ≤ r1 den Gütewert nicht
negativ beeinflusst. Entsprechend wird sich bei Verwendung von m_LB_Rad2 gegenüber
m_Rad im Allgemeinen r1 leicht reduzieren, während r2 stark bis auf nahezu das Niveau
von r1 ansteigt.
Keines der beiden Kriterien minimiert dabei den eigentlichen Perf -Wert. (Dieser
hängt zusätzlich von der Kardinalität der beiden neuen Knoten ab.) Hierzu sei noch kurz
die entscheidungsrelevante Veränderung des Perf -Wertes (Gleichung 5.3.61) wiederholt,
die in Abschnitt 5.3.4.1 hergeleitet wurde:
∆PerfSplitMBaum = ||t1|| · r1 + (||n|| − ||t1||) · r2. (5.3.69)
Da ein größerer Knoten im Allgemeinen mehr Elemente enthält (||t1|| ≫ ||n|| − ||t1||),
führt ein Übergang von m_Rad zu m_LB_Rad2 zu mehreren, im Allgemeinen positiven
Effekten auf den Perf -Wert:
• Die Kostenbeiträge vieler (||t1||) Knoten unter t1 sinken (da r1 sinkt), dementspre-
chend steigen die Kostenbeiträge weniger (||n|| − ||t1||) Knoten unter t2 (weil r2
steigt).
• Durch die Schrumpfung von t1 und die Vergrößerung von t2 werden Kindknoten von
t1 (mit hohem Kostenbeitrag r1) in t2 mit niedrigerem Kostenbeitrag r2 umverteilt.
Auch dies senkt den Perf -Wert des M-Baums.
Insgesamt kann also für die Strategie m_LB_Rad2 eine bessere Baumstruktur postuliert
werden als für die Strategie m_Rad. Eigene Experimente (Abschnitt 6.3.4) fanden eine
generelle Überlegenheit der m_LB_Rad2 -Strategie gegenüber m_Rad.
5.3.4.5 Minimum Spanning Tree
Motivation. Traina et al. [202] schlagen im Rahmen des Slim-Tree die Verwendung
eines Knotenteilungsalgorithmus auf Basis eines minimal spannenden Baumes [120] vor.211
Primäres Ziel dieser Strategie ist es, den sonstigen CPU-Aufwand der Knotenteilung zu
reduzieren.
Verfahren. Bei diesem Algorithmus erfolgt im Gegensatz zu den bisherigen Verfahren
zuerst der Partition-Schritt – ohne Bestimmung von Teilbaumwurzeln werden die Elemen-
te in zwei “Partitionen” (Cluster) aufgeteilt. Anschließend wird wird aus den Elementen
einer Partition eines als neuer Elternknoten gewählt.
Für die Partition wird zunächst ein Minimal Spannender Baum aller Elemente gebil-
det. Danach wird dessen längste Kante entfernt. So entstehen zwei unabhängige Minimal
Spannende Teilbäume, deren Elemente jeweils gut geclustert sind. Die Aufteilung der Ele-
mente auf die beiden Minimal Spannenden Teilbäume wird als natürliche Partition der
Elemente verwendet.
Der Promote-Schritt erfolgt unabhängig für die beiden Partitionen. Aus jeder Partition
wird der neue Elternknoten so ausgewählt, dass der Radius des neuen Knotens minimal
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Bewertung. Der Schritt “Partition” versucht, mit minimalem Aufwand relativ kom-
pakte, gut geclusterte Knoten zu erreichen. Der anschließende Promote-Schritt minimiert
bei gegebener Partition direkt den Perf -Wert, da bei gegebener Kardinalität der Radius
minimiert wird. Das Verfahren verwendet eine Heuristik und schränkt entsprechend den
Suchraum stark ein. Dies dürfte trotz der guten Heuristik zu einer Verschlechterung der
Baumgüte gegenüber suchenden Verfahren führen.
Während für “normale” suchende Knotenteilungsstrategien O(N3) bzw. O(N3 · log N)
sonstige Rechenschritte notwendig sind,212 werden für die Strategie Minimum Spanning
Tree nur O(N2) sonstige Rechenschritte benötigt.213 Während in beiden Fällen O(N2)
Entfernungsberechnungen durchgeführt werden müssen,214 kann der sonstige Rechenauf-
wand um den Faktor O (N) bzw. O(N · log N) reduziert werden.
Inwieweit durch die Strategie der gesamte Einfügeaufwand tatsächlich substanziell
reduziert werden kann, hängt von zwei Faktoren ab:
1. dem domänenabhängigen Verhältnis zwischen dem Aufwand einer Entfernungsbe-
rechnung und einem “normalen” Rechenschritt. In multimedialen Domänen mit
aufwändig bestimmten Entfernungen dominiert die Entfernungsberechnung alle an-
deren Rechenschritte, so dass deren Reduktion für den Gesamtaufwand nicht ins
Gewicht fällt. In niederdimensionalen euklidischen Räumen kann dagegen der Ge-
samtaufwand substanziell reduziert werden.
2. der Verschlechterung der Baumgüte durch diese Strategie. Die Verschlechterung der
Baumgüte führt nicht nur zu einer Erhöhung der Abfrageaufwandes, sondern auch
zu aufwändigeren Einfügeverfahren und einer Zunahme von Knotenteilungen. Da-
durch kann ein einzeln betrachtet schnellerer Teilungsschritt insgesamt sogar zu
einer Vergrößerung des gesamten Einfügeaufwandes führen.
Experimentelle Ergebnisse. In eigenen Experimenten (Abschnitt 6.3.4) ergab sich im
Vergleich mit dem klassischen m_LB_Rad2 -Verfahren ein gemischtes Bild. In den meisten
Fällen war die Minimum Spanning Tree-Einfügestrategie etwas schlechter als die klassische
Strategie. Da in den Experimenten nur Entfernungsberechnungen und nicht der sonstige
CPU-Aufwand verglichen wurde, schnitt Minimum Spanning Tree auch beim Einfügen
schlechter ab als m_LB_Rad2. Der weit größere Suchraum von suchenden Strategien
wie m_LB_Rad2 erreicht also eine deutlich höhere Baumgüte als die grundsätzlich gute
Heuristik der Minimum Spanning Tree-Strategie.
212Siehe Abschnitt 5.3.4.2.
213Für die Erstellung eines Minimal Spannenden Baumes ist die Kenntnis aller O(N2) bilateralen Ent-
fernungen notwendig. Traina et al. [202] verwenden zur Erstellung des Minimal Spannenden Baumes
den Algorithmus Kruskal [120], der O(N2 · log N) Rechenschritte benötigt. Mit dem Verfahren von Di-
jkstra [61] ist der Aufbau des Minimal Spannenden Baumes jedoch auch noch schneller in O(N2) möglich.
Ein Minimal Spannender Baum enthält O(N) Kanten, die längste Kante kann also ebenfalls in O(N) ge-
funden werden. Zur Suche der besten Teilbaumwurzeln wird jedes Element in einer Partition untersucht.
Zur Bestimmung des resultierenden Radius des neuen Knotens müssen die Entfernungen der potentiellen
Teilbaumwurzel zu allen anderen Elementen der Partition verglichen werden. Der Promote-Schritt besitzt
folglich einen Aufwand von O(N2). Der gesamte Rechenaufwand für eine Knotenteilung ist also O(N2).
214Im Fall suchender Strategien werden im Verlauf des Evaluierens aller Promote-Möglichkeiten al-
le O(N2) bilateralen Element-Entfernungen bestimmt. Für die Bestimmung des Minimal Spannenden
Baumes ist ebenfalls die Kenntnis aller O(N2) bilateralen Entfernungen notwendig. Im Promote-Schritt
kann die vorberechnete Entfernungstabelle wiederverwendet werden. Werden jedoch minimal konsistente
Radien innerer Knoten verwendet, so sind deutlich mehr Entfernungsberechnungen und Rechenschritte
notwendig, um bei gegebener Partition optimale Teilbaumwurzeln zu bestimmen.
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5.3.5 Min-Cost-Knotenteilung
Nach Vorstellung der existierenden Verfahren soll nun ein neues Verfahren vorgestellt
werden, welches bei der Teilung direkt den Perf -Wert minimiert. Dieses besteht aus
mehreren unabhängigen Teilkomponenten:
• Slim-Down-Schritt zur Vermeidung von Knotenteilungen.
• Schrumpfung aller Knoten auf minimal konsistente Knotenradien und Bewertung
von Teilungen anhand minimal konsistenter Knotenradien.
• Minimierung des Perf -Wertes in einer vollständig suchenden Promote-Strategie.
• Erweiterung der GHP-Partition-Strategie um die Suche nach lokalen Optima.
Die einzelnen Aspekte lassen sich unabhängig voneinander einsetzen und auch mit anderen
existierenden Strategien kombinieren.
5.3.5.1 Slim-Down
Das in [202] vorgestellte und in [203, 194] erweiterte Slim-Down-Verfahren (siehe Abschnitt
4.6.4) versucht durch Umverlagern von Knoten eine bessere Baumstruktur zu erreichen.
Das Verfahren ist dabei eigentlich keine Knotenteilungsstrategie. Es kann zu einem
beliebigen Zeitpunkt über einer beliebigen Knotenmenge angewendet werden, um die
Baumstruktur zu verbessern. Im Rahmen dieser Arbeit wurde es in Anlehnung an ein
ähnliches Verfahren für R-Bäume [93] von Garcia et al. [86] jedoch erstmals eingesetzt,
um Knotenteilungen hinauszuzögern.
Jeder Knoten n des M-Baums hat einen Radius. Dieser wird im Fall starker Konsistenz
von den Radien der Kindknoten und im Fall schwacher Konsistenz von enthaltenen Da-
tenelementen aufgespannt.215 Kann der relevante Kindknoten c aus dem M-Baum-Knoten
entfernt werden, so sinkt der Knotenradius. Die Idee des Slim-Down-Verfahrens ist es, die-
sen radienbestimmenden Kindknoten c in einen anderen Knoten b derselben Baumebene
zu verschieben. Diese Verschiebung wird nur dann ausgeführt, wenn der Zielknoten b nicht
erweitert oder geteilt werden muss, um c aufzunehmen. Ist eine Verschiebung möglich, so
sinkt i.d.R. die Radiensumme im M-Baum.216
Traina et al. [202, 203] diskutieren dabei nur am Rande die Menge der zu unter-
suchenden Verschiebeziele und den Zeitpunkt, an welchem ein solcher Slim-Down-Schritt
durchzuführen wäre. Im Rahmen dieser Arbeit wurde in Anlehnung an die R-Baum-
Optimierung von Garcia et al. [86] ein adaptierter Slim-Down-Schritt optional der Kno-
tenteilung vorgeschaltet. Muss ein Knoten n geteilt werden, so wird der Slim-Down-Schritt
auf diesen Knoten n angewendet. Ist die Optimierung erfolgreich (d.h. konnte ein Kind-
knoten c von n in einen Bruderknoten b verschoben werden), so wurde nicht nur die
Baumstruktur verbessert,217 sondern auch die Knotenkardinalität von n um eins redu-
ziert (den verschobenen Knoten c). Damit ist die Knotenkapazität von n nicht mehr
215Siehe Abschnitt 5.2.2.2.
216Bei Verwendung minimal konsistenter Radien ist es nicht (immer) möglich, den radienrelevanten
Kindknoten c effizient zu bestimmen. Selbst wenn der tatsächlich radienrelevante Kindknoten c ver-
schoben werden kann, ist es möglich, dass ohne aufwändige Suche des verbleibenden entferntesten Da-
tenelementes e keine Radienreduktion von n möglich ist. (Für eine ausführliche Diskussion siehe Ab-
schnitt 5.3.1.)
217Eine klare Verbesserung der Baumstruktur ergibt sich nur bei Anwendung des Fat-Faktors von Traina
et al. [203]. Bei einer Analyse auf Basis des Perf-Wertes ist sowohl eine Verbesserung als auch eine
Verschlechterung der Baumstruktur möglich.
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überschritten, und der Knoten n muss zumindest in diesem Schritt nicht geteilt wer-
den. Als Verschiebungsziele werden auf Grund der Suchkomplexität nur direkte Brüder
des zu teilenden Knotens n in Betracht gezogen. Diese Optimierung kann mit beliebigen
Knotenteilungsstrategien kombiniert werden.
Der Einfluss auf den Perf -Wert lässt sich leicht quantifizieren, jedoch ohne Kenntnis
der genauen Parameter nicht bewerten:
• Sei n der zu teilende Knoten, b das in Frage kommende Verschiebeziel und p der
gemeinsame Elternknoten von n und b. Im Fall einer Teilung entstünden anstelle
von n die neuen Teilbäume t1 und t2.
• Müsste der Knoten n geteilt wären, so würde folgende Veränderung des Perf -Wertes
entstehen:218
∆PerfSplitMBaum = −||n|| · rn + ||t1|| · rt1 + (||n|| − ||t1||) · rt2 + rp + a. (5.3.70)
• Ein Slim-Down-Verschieben führt dagegen zu folgender Veränderung:
– Ein Kindknoten wird von n in b verschoben. Entsprechend ändern sich die
Kardinalitäten von ||n|| auf ||n|| − 1 bzw. von ||b|| auf ||b|| + 1.
– Der Radius rn von n sinkt um ∆rn von rbeforen auf raftern , während der Radius
rb von b konstant bleibt.
– Durch Einsetzen in die Formel 5.2.24 des Kostenbeitrags eines Knotens (siehe
Abschnitt 5.2) folgt
∆PerfSlimdownMBaum = rb − rbeforen + ||n|| · ∆rn. (5.3.71)
Ohne Kenntnis des erreichbaren Teilungszustandes, der Radien des Eltern- und Bruder-
knotens sowie des Knotens selbst lassen sich diese beiden Zustände nicht pauschal mit-
einander vergleichen. Experimente dieser Arbeit in Abschnitt 6.3.2 bestätigen dieses ge-
mischte Bild. Abhängig von der Einfügestrategie und dem metrischem Raum kann sich
der Abfrageaufwand sowohl verschlechtern als auch verbessern.
5.3.5.2 Verwendung minimal konsistenter Knotenradien
Minimal konsistente Knotenradien. In Abschnitt 5.3.1 wurde eine strukturelle Ver-
besserung des M-Baums gegenüber dem Original vorgestellt:
Um eine konsistente Suche zu ermöglichen, müssen M-Baum-Knoten nur alle enthal-
tenen Datenelemente (minimal konsistente Radien rn,min) und nicht die Hyperkugeln di-
rekter Kindknoten vollständig umschließen (stark konsistente Radien rn,max). Jeder Kno-
tenradius rn ≥ rn,min führt somit zu einem gültigen M-Baum. Vor dieser Arbeit wurden
Knotenradien zumeist auf das leicht bestimmbare rn,max gesetzt. Da rn,max ≥ rn,min, wa-
ren die so erzeugten Bäume konsistent durchsuchbar. Wie anhand der in Abschnitt 5.2




||n|| · (rn + a) (5.3.72)
ersichtlich ist, verbessert jede Reduktion des Radius rn um ∆rn jedoch die Baumgüte um
||n|| · ∆rn. Darum wird eine Optimierung angestrebt, die für möglichst viele Knoten den
218Siehe Abschnitt 5.3.4.1, Gleichung 5.3.60.
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Radius von rn,max auf einen kleineren Wert rn ≥ rn,min (idealerweise rn = rn,min) redu-
ziert. Nachteilig an einer solchen Optimierung ist der potentiell erhöhte Einfügeaufwand.
Während die Bestimmung von rn,max in jedem Fall ohne Suchaufwand und zusätzliche
Entfernungsberechnungen möglich ist, kann rn,min nur bei einigen Einfügeoperationen in-
krementell eingegrenzt werden. In allen anderen Fällen muss der minimale Radius relativ
aufwändig bestimmt werden.219
Diese Optimierung ist in zwei Stufen möglich:
1. Ohne erhöhten Einfügeaufwand ist es möglich, in manchen Fällen die Knotenradien
auf den minimal konsistenten Radius rn,min zu reduzieren. In anderen Fällen kann
nur ein Radius zwischen dem minimal konsistenten (rn,min) und dem stark konsis-
tenten (rn,max) Radius effizient bestimmt werden. In dieser Stufe der Optimierung
werden die Knotenradien zwar gegenüber dem Original reduziert, jedoch nicht auf
die minimal mögliche Größe.
2. Unter Inkaufnahme erhöhten Einfügeaufwandes ist es möglich, in jedem Fall minimal
konsistente Radien rn,min zu erreichen. Diese Stufe der Optimierung verbessert den
Abfrageaufwand weiter, erhöht jedoch auch den Einfügeaufwand.
In diesem Abschnitt sollen notwendige Anpassungen an den Knotenteilungsschritt sowie
Konsequenzen der Anwendung der zweiten Optimierungsstufe diskutiert werden.
Auswirkungen der Anwendung minimal konsistenter Knotenradien auf den
Knotenteilungsschritt. Insbesondere bei der Knotenteilung (und der Vermeidung ei-
ner Knotenteilung durch Slim-Down) ist es nicht möglich, minimal konsistente Radien
effizient zu bestimmen bzw. inkrementell fortzuschreiben. Wird nur die erste Optimie-
rungsstufe angewendet, würde der Algorithmus für den Knotenteilungsschritt auf stark
konsistente Knotenradien zurückfallen. Für die zweite Optimierungsstufe werden statt
dessen die minimal konsistenten Radien mit dem in Abschnitt 5.3.1.8 vorgestellten Ver-
fahren zumindest teilweise effizient bestimmt.220 Die Auswirkung der Anwendung der
zweiten Optimierungsstufe auf den Knotenteilungsschritt besteht aus zwei Teilen:
1. Aufwändigere Bestimmung oder Anpassung von Knotenradien nach einer Teilung
(oder einer Slim-Down-Verschiebeaktion).
2. Bewertung einer Partition aufgrund der resultierenden Knotenradien.
1. Bestimmung von Knotenradien nach einer Teilung. Die Bestimmung der mi-
nimal konsistenten Radien wird dabei wenn möglich durch inkrementelle Fortschreibung
und andernfalls mit Hilfe des in Abschnitt 5.3.1.8 vorgestellten Verfahrens zur Suche des
entferntesten Datenelementes durchgeführt.
2. Bewertung einer Partition aufgrund der resultierenden Knotenradien. Die
eigentliche Anpassung von Knotenradien (Teilschritt 1) nach einer durchgeführten Teilung
verursacht dabei nur einen geringen Teil des Aufwandes. Vor Durchführung der eigent-
lichen Teilung evaluieren übliche (suchende) Teilungsstrategien verschiedene Teilungs-
möglichkeiten. Da die Bewertung meist u.a. aufgrund der resultierenden Knotenradien
219In Abschnitt 5.3.1.8 wurde ein Verfahren vorgestellt, welches die Berechnung von rn,min erheblich
beschleunigt. Dennoch ist gegenüber der Bestimmung von rn,max eine Suche mit zusätzlichen Entfer-
nungsberechnungen notwendig.
220Das Verfahren beschleunigt zwar die Bestimmung von rn,min gegenüber dem naiven Ansatz erheblich,
ist aber immer noch mit einer aufwändigen Suche und zusätzlichen Entfernungsberechnungen verbunden.
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der potentiellen neuen Teilbäume erfolgt,221 müssen für eine korrekte Evaluierung einer
Teilungsmöglichkeit auch die tatsächlich resultierenden Knotenradien verwendet werden.
Werden Knotenradien nach der Teilung auf den minimal konsistenten Wert reduziert,
so sollte sich dies auch in der Evaluierung niederschlagen. Somit müssen auch in jedem
Evaluierungsschritt die aufwändiger zu bestimmenden minimal konsistenten und nicht die
effizient bestimmbaren stark konsistenten Radien verwendet werden.
Caching von Zwischenergebnissen zur Bestimmung minimal konsistenter Kno-
tenradien während der Evaluation. Während der Evaluierung von Teilungsmöglich-
keiten wird die Bestimmung minimal konsistenter Knotenradien sehr oft durchgeführt.
Dabei wiederholen sich viele Teilschritte. Ein Beispiel soll dies verdeutlichen:
Angenommen sei die Teilung eines Knotens mit den Kindknoten c1, c2, ..., c10. Bei einer





Möglichkeiten untersucht, 2 Zentren dieser
10 Kindknoten als neue Teilbaumwurzeln zu verwenden. Für jede dieser Möglichkeiten
muss nach Durchführung einer Partition-Strategie der resultierende minimal konsistente
Radius der beiden potentiellen Teilbaumwurzeln bestimmt werden. Seien bspw. t1 = c1
und t2 = c2 die beiden potentiellen Teilbaumwurzeln. Weiterhin sei angenommen, dass
der Partitionsschritt t1 die Kindknoten c1, c3, c5, c7 und c9 zugewiesen hat. (t2 erhält
entsprechend c2, c4, c6, c8 und c10.) Zur Bestimmung des stark konsistenten Radius von




Die Entfernung dt1,c muss dabei ohnehin für den Partition-Schritt berechnet werden, der
stark konsistente Radius kann entsprechend ohne zusätzliche Entfernungsberechnung be-
stimmt werden. Im Fall der Verwendung minimal konsistenter Radien muss statt dessen




DistanceToFurthestElementBelow entspricht dabei einer Ausführung des Suchalgorith-
mus 5.5 aus Abschnitt 5.3.1.8. (Für den Sonderfall der Bestimmung des entferntesten
Datenelementes unter dem Kindknoten mit gleichem Zentrum
DistanceToFurthestElementBelow(ci, ci)
ist keine Suche erforderlich, da dieser Abstand dem Radius des Kindknotens ri entspricht.)
Die Berechnung DistanceToFurthestElementBelow(ti, ci) als Teilschritt einer Eva-
luation einer Teilungsmöglichkeit wird im Laufe eines Teilungsschrittes oft benötigt. Je-
der Kindknoten ist an C − 1 Teilungsmöglichkeiten als potentielle neue Teilbaumwurzel
beteiligt und wird in vielen Fällen ähnliche (nahegelegene) Kindknoten zugewiesen be-
kommen. Bspw. wird im Laufe einer Knotenteilung t1 = c1 in Kombination mit t2 = c2,
mit t2 = c3, ... sowie t2 = c10 als Teilbaumwurzel erwogen. Wenn c2 relativ nahe bei
c1 liegt, wird in den meisten dieser Möglichkeiten c2 ein Kind der neuen Teilbaum-
wurzel t1. In jedem dieser Fälle muss zur Bestimmung des resultierenden Radius von
t1 DistanceToFurthestElementBelow(t1, c2) ausgewertet werden.
221Bisherige Knotenteilungsstrategien, wie m_LB_Rad2 oder m_Rad, verwenden direkt und ausschließ-
lich die resultierenden Knotenradien. In diesem Abschnitt wird ein neues Verfahren vorstellt, welches das
in Abschnitt 5.2 hergeleitete Baumgütemaß (Gleichung 5.2.23) minimiert. Auch in diese Formel gehen
die Knotenradien ein.
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Aus diesen Gründen ist ein intelligentes Caching der jeweils entferntesten Elemente
unter den einzelnen Kindknoten notwendig, um den Zusatzaufwand zu reduzieren. Ent-
sprechend sollten nicht nur die bilateralen Entfernungen der Kindknoten untereinander
dci,cj für eine Teilungssuche gecacht werden, sondern auch die Entfernung zu dem entfern-
testen Datenelement unter den anderen Kindknoten.
Ergebnisse. Wie in eigenen Experimenten (Abschnitt 6.3.2) festgestellt wurde, verbes-
sert dieser Optimierungsaspekt die Baumstruktur deutlich. Sowohl Einfüge- als auch Ab-
frageaufwand sind stark verringert. Somit konnte eine universell einsetzbare Querschnitts-
optimierung gefunden werden, die den M-Baum drastisch verbessert.
5.3.5.3 Minimierung von Perf im Promote-Schritt
Das in diesem Abschnitt vorgestellte neue Knotenteilungsverfahren führt eine vollstän-
dige Suche über allen Promote-Möglichkeiten durch. Für jede dieser Möglichkeiten neu-
er Teilbaumwurzeln wird heuristisch eine Aufteilung der Kindknoten bestimmt (Parti-
tion), die anschließend evaluiert wird. Unter allen Promote-Möglichkeiten wird dieje-
nige gewählt, die nach Durchführung der Partition die beste Bewertung besitzt. Das
neue Verfahren entspricht somit von seiner Grundstruktur her den klassischen M-Baum-
Teilungsstrategien [48], wie bspw. m_LB_Rad2.
Als Gütekriterium zur Bewertung einer Knotenteilung wird der erreichte Perf -Wert
gewählt. Wie in Abschnitt 5.3.4.1 (Gleichung 5.3.61) beschrieben, verändert sich durch
eine Teilung Perf wie folgt:
• Sei n der zu teilende Knoten, p sein direkter Elternknoten und t1 bzw. t2 die nach
der Teilung entstehenden neuen Teilbaumwurzeln.
• Sei weiterhin rn der Radius der Hyperkugel eines Knotens und ||n|| dessen Kardi-
nalität, d.h. die Anzahl der direkten Kindknoten.
• Die entscheidungsrelevante Veränderung des Perf -Wertes aufgrund einer Knoten-
teilung ist
∆PerfSplitMBaum = ||t1|| · rt1 + (||n|| − ||t1||) · rt2 . (5.3.73)
• Es wird die Promote-Möglichkeit gewählt, die nach anschließend durchgeführter




Die Bestimmung von rt1 und rt2 ist im Fall der Verwendung minimal konsistenter Kno-
tenradien (siehe Abschnitt 5.3.5.2) relativ aufwändig:
• Wird die Schrumpfung auf rt,min nicht angewendet (erste Optimierungsstufe aus




Die Kindradien rc sind während der Suche bekannt und unverändert. Die Abstän-
de dt,c werden für die Partitionsheuristik ohnehin bestimmt. Es sind also für die
Bewertung eines Teilungsschrittes keine zusätzlichen Entfernungsberechnungen not-
wendig. Der Aufwand zur Bestimmung einer optimalen Teilung entspricht in diesem
Fall dem der der klassischen Teilungsstrategien. Insgesamt werden im Verlauf der
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vollständigen Suche alle O(N2) bilateralen Entfernungen zwischen den beteiligten
Kindknotenzentren bestimmt. Um Mehrfachberechnungen von Entfernungen zu ver-
meiden, werden die im Suchverlauf berechneten Entfernungen intelligent gecacht.
• Werden minimal konsistente Knotenradien auch während der Knotenteilung ange-
wendet (zweite Optimierungsstufe aus Abschnitt 5.3.5.2), so genügt es nicht, die
bilateralen Entfernungen aller Kindknoten zu bestimmen. Der relevante Teilbaum-




Somit muss anstelle des bereits bekannten dt,c deutlich aufwändiger
DistanceToFurthestElementBelow(t, c)
bestimmt werden. Im Suchverlauf werden nahezu alle O(N2) Möglichkeiten dieser
Entfernung mindestens einmal benutzt. Diese aufwendig bestimmten Entfernungen
sollten für die Dauer einer Suche intelligent gecacht werden, um Mehrfachbestim-
mungen zu vermeiden.
Insgesamt kann so eine sehr gute Teilung gefunden werden, die sich experimentell besser
verhält als die klassischen Teilungsstrategien. (Siehe Abschnitt 6.3.4.)
5.3.5.4 Lokal optimierte Partition
Bei den suchenden Knotenteilungsstrategien (wie auch der in diesem Abschnitt vorgestell-
ten) werden alle Möglichkeiten für den Promote-Schritt getestet. Aufgrund des deutlich
größeren Suchraums für den Partition-Schritt verwendet der klassische M-Baum hierfür
einen von zwei heuristischen Algorithmen, die zu jeder Promote-Möglichkeit die Partition
ohne Suche berechnen. Die so gefundene Teilung wird anschließend mit einem Gütekrite-
rium bewertet und mit Teilungen, die aus anderen Promote-Entscheidungen resultieren,
verglichen. Von diesen beiden Heuristiken ist die Teilung an einer generalisierten Hyper-
ebene (GHP) der balancierten Teilung klar überlegen.
Da keine analytische Bestimmung einer Perf -optimalen Partition zu einer gegebenen
Promotion bekannt ist, muss der Suchraum auf mehr Partitionsmöglichkeiten ausgeweitet
werden, um die erreichte Baumgüte zu verbessern. Dabei kann jedoch aufgrund der O(2N)
Möglichkeiten der Raum nicht vollständig durchsucht werden. Aus diesem Grund wird
zunächst die GHP-Partition als gute Basisstrategie angewendet, um eine erste Teilung
zu erreichen. Diese Teilung wird anschließend mit Hilfe einer Hillclimbing-Suche unter
Berücksichtigung des Gütekriteriums Perf weiter verbessert.
Hierzu wird ausgehend vom Zustand nach der GHP-Teilung versucht, durch kleine
Veränderungen (Verschieben von einzelnen Kindknoten in den jeweils anderen Teilbaum)
den Perf -Wert zu verbessern. Ist eine solche Verbesserung möglich, gilt der verbesserte
Zustand als neue Basissituation. Ausgehend von dieser wird weiter versucht, durch kleinere
Änderungen eine erneute Verbesserung von Perf zu erreichen. Das Verfahren bricht in
einem (lokalen) Optimum ab, wenn keine weitere Verbesserung mehr gefunden werden
kann. Dieser letzte Ausgangszustand wird als beste Partition zur gegebenen Promote-
Möglichkeit bewertet und verwendet.222
Der Aufwand für einen Hillclimbing-Schritt (eine einzelne Verbesserung von Perf
durch eine kleine Knotenverlagerung) kann wie folgt abgeschätzt werden:
222Beim klassischen Hillclimbing wird aufgrund der Problematik lokaler Optima üblicherweise mehrfach
mit unterschiedlichen Ausgangszuständen gestartet (“Random Restart” – siehe u.a. [175]). Aufgrund des
hohen Einflusses auf die Laufzeit wurde von einem solchen Restart abgesehen.
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• Bei N aufzuteilenden Knoten, von denen 2 als neue Teilbaumwurzeln ausgewählt
sind, kann in einem Schritt einer von N − 2 Knoten umverteilt werden. Es müssen
jeweils N − 2 Möglichkeiten auf eine mögliche Perf -Verbesserung getestet werden.
• Wird ein Kindknoten c von Teilbaum t1 in t2 verschoben, müssen die Radien von t1
und t2 erneut bestimmt werden, um die Änderung von Perf zu bewerten:
– t2 erhält ein neues Kind c. Die relevante Entfernung drelevantt2,c zu diesem Kind
(dt2,c+rc bei stark konsistenten Radien bzw. Distanz zum entferntesten Element
zu t2 unter c bei minimal konsistenten Radien) muss bestimmt bzw. aus einem
Entfernungscache entnommen werden. Der neue Radius rafter2 ergibt sich aus
dem bisherigen rbefore2 und drelevantt2,c :
rafter2 = max{rbefore2 , drelevantt2,c }. (5.3.75)
– t1 verliert ein Kind c. Im Fall einer Verbesserung des Gütekriteriums sinkt
dabei auch meist r1. Hierfür muss c vor dem Schritt das extremste Kind von t1
gewesen sein. Aus diesem Grund kann rafter1 nicht iterativ bestimmt werden, da
die zweitgrößte relevante Entfernung (die größte relevante Entfernung zu einem
verbliebenen Kind) den Radius aufspannt. Im Normalfall können die relevanten
Entfernungen aus einem Cache verwendet werden. In jedem Fall müssen O(N)
Entfernungen zu den verbliebenen Kindknoten verglichen werden.
• Der Aufwand zur Durchführung eines einzelnen verbessernden Hillclimbingschrittes
ist also O(N2).
Der Gesamtaufwand hängt von der schwer abschätzbaren Gesamtanzahl an verbessernden
Hillclimbingschritten ab.
Eigene Experimente (Abschnitt 6.3.4) zeigten abhängig von der Domäne Verbes-
serungspotential der Baumstruktur durch Anwendung eines zusätzlichen Hillclimbing-
Schrittes. Im Gegenzug war der Einfügeaufwand deutlich erhöht.
5.3.6 Fazit
In diesem Abschnitt wurden die Auswirkungen verschiedener Einfügestrategien auf den
Perf -Wert und die Baumstruktur untersucht. Es wurden verschiedene Blattauswahl-,
Promote-, Partition, sowie Gesamt-Strategien (wie bspw. Bulk-Loading) diskutiert. Für je-
de Strategie wurde aufgrund des Perf -Wertes die damit erreichbare Abfrage- und Einfüge-
performance postuliert. Die vorhergesagten Eigenschaften konnten in eigenen Experimen-
ten bestätigt werden, die in Abschnitt 6.3 beschrieben sind.
Ein zweiter Aspekt dieses Abschnittes bestand in der Verbesserung der existierenden
Verfahren bzw. der Vorstellung völlig neuer Strategien. So wurde der M-Baum allgemein
durch minimal konsistente Knotenradien verbessert.223 Hierfür wurde ein Verfahren vor-
gestellt, um diese minimalen Radien effizient zu bestimmen. Existierende Bulk-Loading-
Verfahren konnten signifikant verbessert werden, um neben dem sehr geringen Einfüge-
Aufwand auch eine gute Baumstruktur zu erreichen.224 In Abschnitt 5.3.5 wurde für nor-
male (inkrementelle) Einfügevorgänge ein neues Verfahren vorgestellt, welches alle in die-
ser Arbeit gesammelten Erkenntnisse benutzt, um eine optimale Knotenteilungsstrategie
zu finden. Wie das Folgekapitel 6 darlegen wird, konnte die Überlegenheit der neuen
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5.4 Zusammenfassung
Der in Kapitel 4.5 vorgestellten M-Baum und seine Erweiterungen wurden in diesem
Kapitel systematisch analysiert, um eine in jeder Hinsicht effiziente Struktur zur Ähn-
lichkeitssuche in metrischen Räumen zu schaffen. Aufbauend auf dieser Analyse wurden
sowohl verbesserte Suchalgorithmen für M-Baum-artige Datenstrukturen beschrieben als
auch eine Optimierung vieler Aspekte des Baums vorgestellt – von der Minimierung der
Knotenradien über einen verbesserten Knotenauswahlmechanismus, die Vermeidung von
Knotenteilungen bis zu einer optimierten Knotenteilung. Die gesamten Optimierungen
werden unter dem Namen EM-Baum als optimierte, universell einsetzbare Datenstruktur
zur Ähnlichkeitssuche in metrischen Räumen zusammengefasst. Dieser Baum ist bzgl. sei-
ner Grundstruktur ein reiner M-Baum und somit mit den dazu vorgestellten Algorithmen
kompatibel.
In Abschnitt 5.1 wurden zunächst die üblichen Anfragealgorithmen für die Ähnlich-
keitssuche im M-Baum überarbeitet. Dabei konnte eine deutliche Steigerung der Effekti-
vität der Anfragen über jedem konsistenten M-Baum erreicht werden.
Neben den reinen Anfragealgorithmen wird die Effektivität der Anfragen analog zur
Balanciertheit eindimensionaler Bäume vor allem durch die Baumstruktur beeinflusst.
Es sind jedoch im Gegensatz zu eindimensionalen Bäumen andere Eigenschaften als die
Balance für eine effiziente Anfragestruktur wichtig. In Abschnitt 5.2 wird der Einfluss der
Baumstruktur auf die Effektivität von Anfragen systematisch analysiert. Abschließend
wird als Gütekriterium einer bestimmten Baumstruktur der Perf -Wert abgeleitet. Ein
niedriger Perf -Wert induziert dabei eine gute erwartete Anfrageperformance.
Die Baumstruktur resultiert aus den Einfügevorgängen in den Baum. Da der M-Baum-
Einfügealgorithmus deutlich komplexer ist als bspw. der Algorithmus zum Einfügen in den
B-Baum, gibt es hier beim Einfügen große Spielräume, deren Ausnutzung die Baumstruk-
tur positiv oder negativ beeinflussen kann. In Abschnitt 5.3 wird aufbauend auf dem im
Vorabschnitt 5.2 abgeleiteten Perf -Wert der Einfügealgorithmus des M-Baums analysiert
und verbessert. Der gesamte Perf -Wert setzt sich additiv aus den Beiträgen einzelner
Knoten zusammen. Somit können lokale Veränderungen der Baumstruktur während des
Einfügens lokal im Hinblick auf die durch sie verursachte Veränderung des Perf -Wertes
untersucht werden. Nach einer Bewertung existierender Verfahren wird zu jedem Einfü-
geaspekt eine neue Einfügestrategie konstruiert, die vollständig auf die Minimierung des
Perf -Wertes ausgerichtet ist.
Insgesamt konnte so ein in allen Aspekten verbesserter Baum gebildet werden. Im
Folgekapitel 6 werden die in diesem Kapitel theoretisch durchgeführten Diskussionen ex-
perimentell validiert und bestätigt. (Eine kurze Beschreibung der praktischen Implemen-
tierungsdetails sowie Hinweise für eine effiziente Umsetzung für Produktivumgebungen




Der M-Baum [48] mit seinen Varianten (u.a. [45, 194, 202, 157, 203]) ist eine der wichtigs-
ten Indexstrukturen zur Ähnlichkeitssuche in allgemeinen metrischen Räumen. Sowohl
von Ciaccia et al. [48] selbst als auch in zahllosen nachfolgenden Arbeiten225 wurden eine
Vielzahl von Variationen der Algorithmen zum Aufbau des M-Baums vorgestellt. Die so er-
zeugten Varianten von M-Bäumen sind kompatibel zueinander, d.h. die Datenstruktur ist
unverändert. Dies ermöglicht bspw. die Verwendung derselben Verfahren zur Persistierung
und zur Beantwortung von Suchanfragen. Es existieren auch inkompatible Erweiterungen
mit veränderter Datenstruktur. Diese wurden in Abschnitt 4.7 kurz vorgestellt, jedoch in
dieser Arbeit nicht vertieft.
Im Vorkapitel 5 wurde für die gemeinsame Datenstruktur des M-Baums und kompati-
bler Erweiterungen eine umfassende Optimierung aller relevanten Aspekte vorgenommen.
Die Optimierung zerfiel in drei Teile:
1. Verbesserung der Suchalgorithmen für die gemeinsame Datenstruktur.
2. Analyse der Baumstruktur.
3. Verbesserung der Baumstruktur (unter Erhaltung der grundsätzlichen Datenstruk-
tur), so dass eine effizientere Suche (mit den alten sowie den neuen Suchalgorithmen
möglich ist).
1. Verbesserung der Suchalgorithmen. Es wurden verbesserte Suchalgorithmen für
die Bereichs- und die k-Nearest-Neighbor-Suche vorgestellt. Weiterhin wurden Heuristiken
für neue Entfernungsschranken (u.a. für die Domäne der Editierdistanz) vorgestellt. Auch
dies ermöglicht die Einsparung von Entfernungsberechnungen während der Suche.
2. Analyse der Baumstruktur. Die Datenstruktur wurde mathematisch analysiert,
um den aus einer bestimmten Baumstruktur resultierenden durchschnittlichen Suchauf-
wand vorhersagen zu können.
3. Verbesserung der Baumstruktur. Nach der Analyse der Baumstruktur sollte nun
eine Möglichkeit gefunden werden, eine Baumstruktur mit geringem durchschnittlichen
Suchaufwand tatsächlich zu erreichen. Eine konkrete Baumstruktur resultiert aus der An-
wendung verschiedener Teilschritte eines Einfüge- oder Löschalgorithmus auf die in einer
bestimmten Reihenfolge eingefügten (oder gelöschten) Daten. Der Fokus dieser Arbeit
liegt auf dem Einfügealgorithmus. Hierfür wurden von Ciaccia et al. [48] selbst als auch in
225Siehe Abschnitt 4.6.
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den kompatiblen Erweiterungen eine Vielzahl von Strategien und Strategiekombinationen
vorgestellt. Während im Rahmen einer M-Baum-Erweiterung dabei zumeist ein vollstän-
diger Einfügealgorithmus vorgestellt wurde, besteht dieser jedoch aus verschiedenen Teil-
schritten, die so oder so ähnlich auch im klassischen M-Baum und anderen Erweiterungen
auftauchen. Und während einzelne Aspekte einen positiven Einfluss auf die Baumstruk-
tur besitzen, ist der Einfluss anderer Teilschritte eher negativ. Es kann also insgesamt ein
besserer Baum erzeugt werden, wenn jeweils gute Teilschritte aus verschiedenen Arbeiten
kombiniert werden. Hierzu wurden im Vorkapitel diese Strategiekombinationen zunächst
in kompatible Teilschritte zerlegt und anschließende einzeln im Hinblick auf ihren Einfluss
auf die resultierende Such- und Einfügeperformance analysiert.
Nach umfassender Evaluierung existierender Teilschritte des Einfügealgorithmus wur-
den abschließend neue Einfügealgorithmen vorgestellt, die vollständig auf die Optimierung
der Baumstruktur im Hinblick auf den resultierenden Abfrageaufwand ausgerichtet sind.
Experimentelle Validierung. Während die Analysen des Vorkapitels ausschließlich
theoretischer Natur waren, bedarf es einer experimentellen Überprüfung der dort getätig-
ten Vorhersagen. Diese soll in diesem Kapitel erfolgen. Das Kapitel untergliedert sich in
folgende Teile:
1. Zunächst wird in Abschnitt 6.1 der allgemeine Aufbau der Experimente diskutiert.
Such- und Einfügeaufwand werden dabei zumeist als Anzahl notwendiger Entfer-
nungsberechnungen quantifiziert. (Allgemeine Hinweise zur Implementierung des
EM-Baums finden sich im Anhang A.3.)
2. Der Folgeabschnitt 6.2 untersucht die vorgestellten Verbesserungen an den Such-
algorithmen. Der notwendige Suchaufwand wird mit dem Suchaufwand klassischer
Verfahren und Heuristiken verglichen.
3. Abschließend werden in Abschnitt 6.3 die existierenden und neu vorgestellten Va-
rianten zu den einzelnen Einfügeteilschritten experimentell verglichen. Gemessen
werden dabei die notwendigen Entfernungsberechnungen zum Aufbau des Baumes
und die durchschnittliche Anzahl an Entfernungsberechnungen für eine Suchanfrage.
6.1 Allgemeiner Aufbau der Experimente
6.1.1 Zielstellung der Experimente
In Kapitel 5 wurden in der Literatur vorgestellte Algorithmen in unabhängige Teil-
strategien zerlegt und individuell analysiert. Weiterhin wurden neue Strategien und Stra-
tegievariationen vorgestellt, um den M-Baum in allen Aspekten zu verbessern. In diesem
Kapitel sollen die getätigten Aussagen zu existierenden Teil- und Gesamtstrategien expe-
rimentell validiert werden. Weiterhin soll das Verbesserungspotential der neuen Strategien
untersucht werden. Da der M-Baum seinen Einsatzzweck als universelle metrische Ähn-
lichkeitssuchstruktur besitzt, sollen die Experimente eine Bandbreite von unterschiedli-
chen Metriken und Baumgrößen abdecken. So soll gezeigt werden, dass die Aussagen und
Verbesserungen unabhängig von der Wahl einer konkreten Metrik gelten.
Die Experimente zerfallen analog zur Analyse und Optimierung in Kapitel 5 in zwei
Teile:
• Evaluierung der verbesserten Abfragestrategien und Heuristiken zur Einsparung von
Entfernungsberechnungen.
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• Evaluierung der Teilstrategien zum Baumaufbau.
Evaluierung der verbesserten Abfragestrategien. Ziel des Entwurfs verbesserter
Heuristiken und Abfragestrategien war es, für jeden mit einem beliebigen Verfahren und
einer beliebigen Metrik gefüllten M-Baum den durchschnittlichen Abfrageaufwand zu re-
duzieren. Entsprechend werden in den untersuchten metrischen Räumen mit zufälligen
Daten Bäume unterschiedlicher Baumgröße erstellt. Anschließend werden zufällig Anfra-
gen generiert, die dann sowohl mit existierenden als auch mit den im Rahmen dieser
Arbeit vorgestellte Methoden ausgeführt werden. Verglichen wird dabei der durchschnitt-
liche Aufwand zur Beantwortung der Anfragen mit den verglichenen Strategien.
Evaluierung der Teilstrategien zum Baumaufbau. Neben den konkreten Abfra-
gestrategien wird der Abfrageaufwand von der Güte der Baumstruktur beeinflusst. Diese
resultiert neben den indizierten Daten aus der gewählten Kombination von Teilstrategien
während des Einfügens von Daten. Gesucht ist hier eine Strategiekombination, die wäh-
rend des Einfügens zu einer guten Baumstruktur mit geringem durchschnittlichen Abfrage-
aufwand führt. Die Strategiekombination und Baumstruktur beeinflusst jedoch nicht nur
das Verhalten während der Abfragephase, sondern auch den Einfügeaufwand:
• Jede Teilstrategie besitzt einen unterschiedlichen Aufwand während der Durchfüh-
rung eines Einfügeschrittes. Somit gibt es potentiell eine Abwägung zwischen einem
guten Einfüge- und einem guten Abfrageaufwand.
• Da i.d.R. Daten inkrementell in den Baum eingefügt werden, operieren auch die
meisten Einfügevorgänge über einer existierenden Baumstruktur. Der Aufwand spä-
terer Einfügevorgänge wird somit nicht nur vom Aufwand eines einzelnen Einfüge-
schrittes, sondern auch von der Güte der existierenden Baumstruktur beeinflusst.
Eine kurzfristig schnellere Einfügestrategie mit schlechter Baumstruktur kann somit
nicht nur einen schlechteren Abfrage-, sondern sogar einen schlechteren Einfügeauf-
wand besitzen.
Für den Vergleich der Einfügestrategien werden entsprechend sowohl der durchschnittli-
che Einfüge- als auch der durchschnittliche Abfrageaufwand für verschiedene Verfahren,
Metriken und Baumgrößen erhoben.
6.1.2 Experimentvariationen
Bei den Experimenten sollte jeweils für eine bestimmte Strategiekombination das Wachs-
tum des Einfüge- und Abfrageaufwandes mit der Problemgröße für eine Bandbreite unter-
schiedlicher Metriken beobachtet werden. Aus diesem Grund wurden alle Experimente an
verschiedenen Baumgrößen (100, 200, 500, 1.000, 2.000, 5.000, 10.000 Elemente) durch-
geführt. Weiterhin sollte das Verhalten in unterschiedlichen metrischen Räumen unter-
sucht werden. Aufgrund der guten Verfügbarkeit von Beispieldaten wurden die meisten
Experimente in verschieden dimensionalen euklidischen Räumen (2d, 3d, 5d, 10d, 15d)
durchgeführt. Die gespeicherten Daten und Anfragepunkte wurden dabei zufällig aus einer
geclusterten Verteilung gezogen.226 Als Beispiel für einen rein metrischen Raum wurde die
Editierdistanz über Texten verwendet. Beispieldaten und Anfragezentren wurden dabei
226In höherdimensionalen euklidischen Räumen tritt meist der sogenannte Curse of Dimensionality
auf (siehe Abschnitt 3.5.6). Dieser führt u.a. dazu, dass in höherdimensionalen Räumen bei zufälliger
Punktwahl aus einem Einheitshyperwürfel die meisten Punkte in den Ecken des Würfels liegen und die
Mitte (Einheitshyperkugel) relativ leer ist. Im Fall praktischer Anwendungen sind echte Daten i.d.R.
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zufällig aus einem Pool von 270.000 Quellcodezeilen gezogen. Damit wird eine repräsen-
tative Bandbreite von Metriken abgedeckt.
Um repräsentative Ergebnisse zu erzielen, wurde jedes Experiment dabei mehrfach
wiederholt. Bspw. wurden beim Vergleich verschiedener Strategien für eine Baumgröße
und Metrik 75 Sätze zu speichernder Daten und jeweils 40.000 Anfragen227 zufällig ge-
zogen. Anschließend wurden daraus mit den verglichenen Strategiekombinationen jeweils
75 M-Bäume erzeugt. Aus dem Gesamtaufwand zur Erzeugung dieser 75 Bäume wurde
der durchschnittliche Einfügeaufwand pro eingefügtem Datenelement für jede Strategie
bestimmt. Bei der Beantwortung der Abfragen wurde für jede untersuchte Strategiekom-
bination der resultierende Abfrageaufwand gemessen. Für den Abfrageaufwand wurde
dann der durchschnittliche Aufwand zur Beantwortung einer Suchanfrage verglichen.
6.1.3 Messung der Performance
In den Experimenten sollen verschiedene Einfüge- und Abfragestrategien verglichen wer-
den. Da in dieser Arbeit nur kompatible M-Baum-Erweiterungen betrachtet werden, ver-
wenden alle untersuchten Ansätze die selbe grundlegende Datenstruktur. Deshalb gelten
gewisse Basiseigenschaften, wie die notwendige Speicherkomplexität, für alle untersuch-
ten Strategien. Aus diesem Grund sind die einzigen veränderlichen Zielgrößen die erreichte
Einfüge- und Abfragezeit sowie deren Wachstum mit der Dimension und Baumgröße.
In verschiedenen metrischen Domänen dominieren unterschiedliche Aspekte die ge-
nannten Einfüge- und Abfragezeiten:
• Bei der exakten Suche über eindimensionalen Daten, die im Hauptspeicher gehalten
werden, wird die Abfragezeit einzig von der Anzahl der zu untersuchenden Daten-
sätze bestimmt. Ein Beispiel hierfür ist der klassische AVL-Baum [2].
• Können in der gleichen Domäne die Daten nicht mehr im Hauptspeicher gehal-
ten werden, so dominiert der Aufwand zur Neupositionierung des Lesekopfes der
Festplatte (Seek) den Abfragevorgang. Entsprechend wird im B-Baum [166] diese
Zielgröße minimiert, indem ein Mehrwegbaum geschaffen wird. So können mit ei-
nem Lesevorgang mehrere Baumknoten gelesen und der Baum sehr flach gehalten
werden. Die Anzahl der Elemente eines Knotens wird dabei durch die Größe des in
einem Schritt gelesenen Festplattenbereiches (ein Sektor bzw. eine Seite) bestimmt.
• Die Ähnlichkeitssuche in metrischen Räumen ist sehr heterogen. In den meisten Fäl-
len ist jedoch der Aufwand zur Bestimmung der Entfernung zweier Datensätze sehr
groß, so dass dieser sogar den Aufwand für potentiell notwendige Festplattenzugrif-
fe dominiert. Ein weiteres Problem bzgl. der Externspeicherzugriffe ist, dass Da-
tenpunkte in metrischen Räumen meist relativ viel Speicherplatz benötigen (bspw.
Multimediadaten) und i.d.R. nahezu alle Attribute zur Abstandsberechnung benö-
tigt werden. Wenn die zur Durchführung einer Abstandsbestimmung notwendigen
Attribute mehr Platz belegen als eine Externspeicherseite, so hat die Strategie der
Verwendung eines Mehrwegbaumes keinen Effekt mehr auf die Reduktion der An-
zahl der Neupositionierungen des Festplattenlesekopfes.
jedoch nicht gleichverteilt, sondern neigen zur Clusterbildung. Aus diesem Grund werden zu Beginn des
Tests zufällig 10 Clusterzentren gezogen. Zur Generierung eines zufälligen zu speichernder Punktes oder
eines Abfragezentrums wird zunächst zufällig ein Clusterzentrum gewählt. Um dieses wird anschließend
normalverteilt der eigentliche Punkt gezogen.
227Im Fall der Editierdistanz wurden aus Gründen des zeitlichen Aufwandes jeweils nur 4.000 zufällige
Anfragen gestellt.
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Aus diesen Gründen wird in dieser Arbeit der zeitliche Aufwand der Einfüge- und Abfra-
gevorgänge über die Anzahl notwendiger Entfernungsberechnungen gemessen.
Die einzige Ausnahme hiervon sind die in manchen Domänen möglichen Heuristiken,
mit denen aufwändige Entfernungsberechnungen teilweise durch die Bestimmung weni-
ger aufwändiger Entfernungsschranken substituiert werden. Dabei existieren mehr oder
minder genaue Heuristiken mit unterschiedlichen Rechenaufwand. Je genauer eine Heuris-
tik die tatsächliche Entfernung abschätzt, desto mehr Entfernungsberechnungen können
mit dieser Heuristik eingespart werden. Werden beim Vergleich verschiedener Heuristi-
ken nur die tatsächlichen Entfernungsberechnungen, nicht aber die Zeit zur Bestimmung
der Heuristik gezählt, so wird das Ergebnis verfälscht. Ein Extrembeispiel hierfür ist die
Verwendung der Entfernung selbst als Heuristik. Da damit die Entfernungen perfekt abge-
schätzt werden können, sind keine “tatsächlichen” Entfernungsberechnungen notwendig.
Da aber die Heuristik intern die Entfernungen bestimmt, ist der zeitliche Aufwand ähnlich
dem ohne Verwendung einer Heuristik. Aus diesem Grund wird in Abschnitt 6.2.1 beim
Vergleich verschiedener Heuristiken neben der Anzahl echter Entfernungsberechnungen
auch die Gesamtrechenzeit gemessen.
Zur Quantifizierung der Performance über die notwendige Anzahl an Entfernungs-
berechnungen zum Einfügen (DI) bzw. Abfragen (Dq) wird wie folgt vorgegangen:
• Bei aufwändigen Entfernungsberechnungen wäre es in der Praxis in manchen Fällen
möglich, häufig verwendete Entfernungen zu cachen. Dies wurde in den Experimen-
ten nicht berücksichtigt.228
• In manchen Experimenten können beim Einfügen oder bei Anfragen Entfernungs-
berechnungen vermieden werden, indem diese bspw. durch domänenspezifische Ent-
fernungsschranken approximiert werden. Ist die Bestimmung einer heuristischen
Entfernungsschranken in konstanter Zeit möglich, so gilt sie als effizient und wird
nicht als Entfernungsberechnung mitgezählt. Andere Heuristiken werden in den
Standard-Experimenten nicht verwendet.229
• Jedes Experiment wird ||E|| mal wiederholt. In jedem einzelnen Experiment werden
||Q|| zufällige Suchanfragen gestellt. Es werden stets alle notwendigen Entfernungs-
berechnungen für Einfügen (DI) und Abfragen (DQ) separat aufsummiert.
• Der kumulierte Einfügeaufwand DI 230 wird an der Baumgröße N und der Anzahl
an Wiederholungen dieses Experimentes ||E|| relativiert, um den durchschnittli-
chen Aufwand zum Einfügen eines neuen Elementes in einen Baum zu erhalten:
D̄I = DIN ·||E|| . Idealerweise sollte dieser relative Einfügeaufwand D̄I logarithmisch
oder zumindest sublinear mit der Baumgröße N wachsen.
• Der relative Abfrageaufwand D̄q stellt den Aufwand einer durchschnittlichen Ab-
frage bei gegebener Baumgröße dar. Entsprechend wird die kumulierte Anzahl der
228Ein Verfahren mit einer extensiven Speicherung von vorberechneten Entfernungen ist bspw. AESA
[210]. Dieses kann jedoch aufgrund der quadratischen Speicherkapazität nicht auf größere Problemen
angewendet werden. Ein begrenztes Cachen von Entfernungen verbessert die Performance verschiedener
Bäume gleichermaßen, so dass eine Aussage über die Güte von Baumstrukturen auch ohne Berücksich-
tigung von Caching möglich ist. Ein Caching würde hier den objektiven Vergleich der Strategien verfäl-
schen, weil Cache-Hit bzw. -Miss eher vom im Test verwendeten Zugriffsmuster und nur indirekt von der
konkreten Strategie abhängt.
229Eine Ausnahme hiervon sind die Experimente zum Vergleich dieser Heuristiken.
230Der kumulierte Einfügeaufwand DI entspricht der im Verlauf der ||E|| Wiederholungen eines Expe-
rimentes notwendigen Anzahl an Entfernungsberechnungen für den Einfügealgorithmus.
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während der Abfragen notwendigen Entfernungsberechnungen Dq mit der Anzahl an
Wiederholungen dieses Experimentes ||E|| und der Anzahl der Anfragen pro Experi-
ment ||Q|| relativiert: D̄Q = Dq||E||·||Q|| . Der relative Abfrageaufwand sollte idealerweise
logarithmisch oder zumindest sublinear mit der Baumgröße N wachsen.
6.2 Vergleich neue Anfragestrategien
Im Rahmen dieser Arbeit wurden in Abschnitt 5.1 neue Algorithmen für die Bereichs- und
die k-Nearest-Neighbor-Suche vorgestellt. Die Neuerungen bestehen jeweils aus verschie-
denen, unabhängig einsetzbaren Teiloptimierungen, deren Zweck jeweils in der Reduktion
der Anzahl an Entfernungsberechnungen für eine Suche liegen.
Des weiteren wurde in Abschnitt 5.1 gezeigt, wie verschiedene Heuristiken kombiniert
werden können, um das im Rahmen des klassischen M-Baums [48] aufgezeigte Konzept,
durch Entfernungsschranken Entfernungsberechnungen einzusparen, zu verallgemeinern.
Speziell für die Domäne der Editierdistanz wurde eine Heuristik zur effizienten Abschät-
zung von Entfernungsschranken vorgestellt. Auch diese Heuristiken dienen der Reduktion
der Anzahl an Entfernungsberechnungen während der Suche.
In diesem Abschnitt soll die Effektivität der vorgestellten Verbesserungen überprüft
werden, indem der durchschnittlich resultierende Abfrageaufwand mit dem durchschnitt-
lich aus den klassischen Algorithmen resultierenden Abfrageaufwand verglichen wird.
Hierzu werden für verschiedene Baumgrößen und metrische Räume jeweils Bäume mit
zufälligen Daten gefüllt. Anschließend werden ebenfalls zufällig Bereichs- und k-Nearest-
Neighbor-Anfragen generiert und mit verschiedenen Anfragestrategien beantwortet. Ver-
glichen werden jeweils die durchschnittlich notwendigen Entfernungsberechnungen D̄Q pro
Anfrage.
Der durchschnittliche Abfrageaufwand hängt ebenfalls von der Baumstruktur und da-
mit von der verwendeten Einfügestrategie ab. Diese beeinflusst jedoch nur die absolute
Anzahl an Entfernungsberechnungen, nicht jedoch die Ordnung verschiedener Abfrage-
strategien. Aus Gründen der Vergleichbarkeit und Übersichtlichkeit wurde eine konkrete
Einfügestrategie für alle Vergleiche dieses Abschnitts gewählt.231
6.2.1 Entfernungsschranke auf Basis domänenabhängiger Heu-
ristiken
Weil in manchen metrischen Domänen Entfernungsberechnungen sehr aufwändig sind,
ist es sinnvoll, sie durch heuristische, effizient bestimmbare Entfernungsschranken abzu-
schätzen. So können echte Entfernungsberechnungen eingespart werden. Eine ausführliche
Diskussion der Thematik findet sich in Abschnitt 5.1.
Die Radius-Heuristik232 ist dem M-Baum inhärent. Zusätzlich nutzen Ciaccia et al. [48]
die (domänenunabhängige) Elternentfernungsheuristik.233 Domänenabhängig sind jedoch
231Unter allen Einfüge-Strategiekombinationen sollte eine praxisrelevante verwendet werden. Hierzu wur-
de eine Kombination gewählt, die in allen untersuchten metrischen Räumen eine relativ gute Abfrage-
performance garantiert. Dazu wurde die Min-Cost-Blattauswahl (Abschnitt 5.3.3.5) mit der Min-Cost-
Knotenteilung (Abschnitt 5.3.5) sowie einer Verwendung einer effizient bestimmbaren Knotenradius-
reduktion (d.h. keine zwingende Reduktion auf den minimal konsistenten Radius) kombiniert.
232Die Radius-Heuristik schätzt Entfernungen zu Kindknoten mit Hilfe der Dreiecksungleichung auf
Basis der Entfernung des Anfrageobjektes zum Elternknoten sowie dessen Radius ab. Sie ist Grundlage
jeder effizienten Suche im M-Baum.
233Die Elternentfernungsheuristik schätzt Entfernungen zu Kindknoten mit Hilfe der Dreiecksunglei-
chung auf Basis der Entfernung des Anfrageobjektes zum Elternknoten und der vorberechneten Entfer-
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andere, ebenfalls effiziente Abschätzungen von Entfernungsschranken möglich. Für die
Domäne der Editierdistanz mit einem Entfernungsberechnungsaufwand von O(N · M)234
wurden von Bartolini et al. [14] die in O(N +M) bestimmbare Bag-Heuristik,235 sowie im
Rahmen dieser Arbeit die etwas ungenauere, dafür aber in O(1) bestimmbare Textlängen-
heuristik236 (siehe Abschnitt 5.1.3) vorgeschlagen. In diesem Kapitel sollen vier Varianten
zur Entfernungsbeschränkung verglichen werden:237
• ausschließliche Verwendung der Radius-Heuristik,
• Verwendung der Elternentfernungsheuristik (in Kombination mit der M-Baum-in-
härenten Radius-Heuristik),
• Verwendung der Elternentfernungsheuristik in Kombination mit der domänenabhän-
gigen Textlängenheuristik (und der M-Baum-inhärenten Radius-Heuristik) sowie
• Verwendung der Elternentfernungsheuristik in Kombination mit der domänenab-
hängigen Bag-Heuristik (und der M-Baum-inhärenten Radius-Heuristik).
Die Bereichsanfragen wurden mit Hilfe des in Abschnitt 5.1.4 vorgestellten Algorithmus
durchgeführt.
Weil mit einer rechenzeitintensiven Heuristik beliebig Entfernungsberechnungen ein-
gespart werden können, werden neben der Anzahl an Entfernungsberechnungen auch Pro-
grammlaufzeiten gemessen.238 Für eine bessere Interpretierbarkeit der Ergebnisse wurde
die notwendige Anzahl an Entfernungsberechnungen zu einer durchschnittlich notwen-
digen Anzahl pro Anfrage relativiert. Die je nach Baumgröße und Heuristik sehr un-
terschiedliche Rechenzeit wurde relativ zur durchschnittlichen Laufzeit einer Anfrage an
einen Baum mit 100 Elementen und der Elternentfernungsheuristik (d.h. der ursprüngli-
chen Konfiguration des M-Baum [48]) angegeben (T Elternentfernungrel (100) := 1). Tabelle 6.1
sowie Abbildung 6.2.1 zeigen die Ergebnisse.
Unabhängig von der Baumgröße vermeidet die Textlängenheuristik ca. 42% und die
Bag-Heuristik ca. 73% der bei alleiniger Nutzung der Elternentfernungsheuristik notwen-
digen Entfernungsberechnungen. Aufgrund der effizienten Berechnung der Textlängen-
heuristik gegenüber der vollständigen Bestimmung der Editierdistanz schlagen sich die
eingesparten Entfernungsberechnungen in 42% eingesparter Rechenzeit nieder. Durch die
im Gegensatz zur Textlängenheuristik nicht vernachlässigbare Laufzeit einer Heuristikbe-
rechnung O(N +M) benötigt die Bag-Heuristik jedoch sogar bis zu 30% mehr Rechenzeit
für die Anfragen als bei alleiniger Nutzung der Elternentfernungsheuristik.
nung des Kindknotens zum Elternknoten ab.
234Dabei entsprechen N bzw. M den Längen der beiden verglichenen Texte.
235Die Bag-Heuristik schätzt die Entfernung vom Anfrageelement zu einem Kindknoten direkt ohne
Umweg über den Elternknoten ab. Hierzu werden Texte als unsortierte Menge (“Bag”) von Buchstaben
betrachtet.
236Die Textlängenheuristik schätzt die Entfernung zweier Elemente ebenfalls direkt ohne Nutzung einer
bereits bestimmten Elternentfernung ab. Hierzu werden die Längen der zwei Texte verglichen.
237Theoretisch sind auch andere Kombinationen möglich, wie bspw. die Verwendung der Textlängen- und
der Radius-Heuristik ohne die Elternentfernungsheuristik. Der praktische Sinn derartiger Kombinationen
darf aber bezweifelt werden.
238Der Extremfall wäre eine Heuristik, die die tatsächlichen Entfernungen bestimmt. Die Laufzeit einer
solchen Heuristik entspricht damit der einer Entfernungsberechnung. Da diese Heuristik die Entfernungen
exakt abschätzt, werden außerhalb der Heuristik nur sehr wenige Entfernungsberechnungen benötigt.
Werden also nur Entfernungsberechnungen außerhalb von Heuristiken gezählt, würde eine solche Heuristik
sehr gute Ergebnisse erzielen. Die tatsächliche Programmlaufzeit dürfte dagegen weit über der einfacher
Heuristiken liegen, weil alle Entfernungen im Rahmen der Heuristik und einige Entfernungen anschließend
noch einmal bestimmt werden.
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Heuristik Radius Elternentfernung Textlänge Bag
Baumgröße D̄q Trel D̄q Trel D̄q Trel D̄q Trel
100 80 1,8 51 1 31 0,6 14 1,3
200 151 3,5 101 2,1 60 1,2 27 2,5
500 351 8,0 247 5,1 144 2,9 64 5,8
1.000 668 15,3 485 10,1 279 5,7 126 11,2
2.000 1.263 29,1 937 19,8 536 10,9 245 21,2
5.000 2.905 67,5 2.205 47,9 1.261 26,2 588 49,7
10.000 5.397 125,6 4.149 91,4 2.386 49,5 1.136 92,7
Tabelle 6.1: Einfluss domänenabhängiger Entfernungsschranken für die Editierdistanz auf die Anzahl
an Entfernungsberechnungen und die Anfragezeit bei der Bereichssuche für verschiedene Baumgrößen.
D̄q gibt dabei die durchschnittliche Anzahl an Entfernungsberechnungen an, die während einer Anfra-
ge durchgeführt wurden. Trel gibt eine relativierte Rechenzeit für die Durchführung der Anfragen an
(T Elternentfernungrel (100) := 1). Die Bag-Heuristik benötigt zwar die geringste Anzahl an Entfernungs-
berechnungen, besitzt aber durch die aufwändige Berechnung der Heuristik einen größeren Zeitbedarf als
die klassische Elternentfernungsheuristik. Das mit Abstand günstigste Zeitverhalten weist die in dieser
Arbeit vorgestellte Textlängenheuristik auf.
Diese Effekte schwanken mit den üblichen Textlängen der Domäne. Bei der Suche
nach längeren Texten überwiegen eher die Vorteile eingesparter Entfernungsberechnun-
gen gegenüber den zusätzlich notwendigen Heuristikbestimmungen, so dass in diesem
Fall die Bag-Heuristik Vorteile besitzen kann. In dem hier untersuchten Beispiel mit
Quellcodezeilen-Texten ist Bag-Heuristik völlig ungeeignet, da sie eine schlechtere Such-
performance aufweist als die ausschließliche Verwendung der Elternentfernungsheuristik.
Die Textlängenheuristik ist klar vorteilhaft. Sie besitzt eine sehr gute Effizienz ihrer
Bestimmung, so dass sich eingesparte Entfernungsberechnungen direkt in eingesparter Re-
chenzeit niederschlagen. Ein weiterer Vorteil tritt zu Tage, wenn zwei im Rahmen dieser
Arbeit vorgestellte Optimierungen der Bereichssuche – Upper Bound Intersection und
One Child Cut – betrachtet werden. Bei beiden Optimierungen kann es vorkommen, dass
ein Knoten n expandiert wird, ohne dass die Entfernung des Anfrageobjektes q zu dessen
Zentrum bestimmt wird. Dies spart direkt die Entfernungsberechnung dn,q ein, besitzt
jedoch einen negativen Effekt für die Abschätzung der Entfernung zu den in Folge be-
trachteten Kindknoten c von n. Da nur eine ungenaue Schranke für die Entfernung dn,q
bekannt ist, kann auch die Elternentfernungsheuristik nur sehr ungenau abgeschätzt wer-
den. Dadurch kann es passieren, dass Entfernungen zu Kindknoten c bestimmt werden
müssen, die bei Kenntnis der exakten Entfernung dn,q hätten vermieden werden kön-
nen. In diesen Fällen kann die Verwendung einer domänenabhängigen Schranke (wie der
Textlängenheuristik) gegenwirken. Die Elternentfernungsheuristik für die Kindknoten c
ist zwar immer noch ungenau, allerdings kann dies in den meisten Fällen durch eine
gleichbleibend genaue Textlängenheuristik ausgeglichen werden.
Bei Untersuchungen zur Domäne der Editierdistanz wird im Folgenden jeweils von der
Verwendung der domänenabhängigen Textlängenheuristik ausgegangen.
6.2.2 Bereichssuche
Für die Bereichssuche wurden im Rahmen dieser Arbeit eine Reihe von Optimierungen
vorgestellt, die unabhängig voneinander genutzt und kombiniert werden können (für eine
umfassende Darstellung siehe Abschnitt 5.1.4):
• Sowohl auf Basis der Entfernung zum Elternknoten als auch mit domänenabhängi-
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Abbildung 6.2.1: Einfluss domänenabhängiger Entfernungsschranken für die Editierdistanz auf die durch-
schnittliche Anzahl an Entfernungsberechnungen pro Anfrage (links) und die relative Anfragerechenzeit
(rechts) für verschiedene Baumgrößen. Die Bag-Heuristik benötigt zwar die geringste Anzahl an Ent-
fernungsberechnungen, besitzt aber durch die aufwändige Berechnung der Heuristik einen größeren Zeit-
bedarf als die klassische Elternentfernungsheuristik. Das mit Abstand günstigste Zeitverhalten weist die
in dieser Arbeit vorgestellte Textlängenheuristik auf.
gen Heuristiken ist neben der Bestimmung einer unteren Entfernungsschranke auch
die Bestimmung einer oberen Entfernungsschranke möglich. Damit sind zwei zusätz-
liche Optimierungen möglich:
– Auf Basis dieser oberen Entfernungsschranke oder der echten Entfernung kann
festgestellt werden, dass die Anfragehyperkugel einen kompletten Teilbaum
umschließt. In diesem Fall können alle Elemente des Teilbaums ohne weitere
Entfernungsberechnungen in die Ergebnismenge übernommen werden. (Upper
Bound Enclosure – “Ube”)
– Auf Basis der oberen und unteren Entfernungsschranke kann festgestellt wer-
den, dass die Anfragehyperkugel eine Knotenhyperkugel schneidet. In diesem
Fall kann der Knoten expandiert werden, ohne die Entfernung zu seinem Zen-
trum zu bestimmen. (Upper Bound Intersection – “Ubi”)
• Aufgrund der nicht balancierten Teilung neigt der M-Baum zu “Luftwurzeln”. In
diesem Fall kann die Suche ohne Berechnung von Entfernungen direkt am unteren
Ende der “Luftwurzel” fortgesetzt werden. (One Child Cut – “Occ”)
Die Effektivität dieser Optimierungen soll in diesem Abschnitt experimentell getestet
und mit den klassischen Suchstrategien verglichen werden. Hierzu werden M-Bäume in
verschiedenen metrischen Räumen und verschiedenen Baumgrößen mit einer guten Ein-
fügestrategie239 mit zufälligen Daten gefüllt. Danach werden eine Reihe zufälliger Such-
anfragen jeweils mit jeder getesteten Suchstrategie durchgeführt. Für jede Suchstrategie,
239Prinzipiell kann jede Einfügestrategie zum Vergleich der Suchanfragen verwendet werden, da alle
relevanten Einfügestrategien zu kompatiblen M-Bäumen führen. Allerdings ist es möglich, dass einzelne
Optimierungen abhängig von der Baumstruktur (die durch die Einfügestrategie verursacht wurde) unter-
schiedlich effektiv sind. Bspw. führt eine balancierte Einfügestrategie zur Nicht-Existenz von Luftwurzeln
und damit zur Irrelevanz der entsprechenden Suchoptimierung. Aus diesen Gründen wurde eine praxisre-
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Baumgröße und metrischen Raum wird jeweils die durchschnittliche Anzahl an Distanz-
berechnungen pro Anfrage D̄q gemessen. Verglichen wurden dabei folgende Suchstrategien:
• Radius: Keine Optimierung. (D.h. auch keine Verwendung der Elternentfernungs-
heuristik.) Es wird ausschließlich die definierende M-Baum-Eigenschaft benutzt, dass
alle gespeicherten Datenelemente innerhalb der Hyperkugel eines Knotens liegen
müssen. (Radiusheuristik)
• Elternentfernung: Die originale Strategie von Ciaccia et al. [48] verwendet zusätz-
lich zur Radiusheuristik die Elternentfernungsheuristik (Bestimmung einer unteren
Entfernungsschranke auf Basis der gespeicherten Entfernung zum Elternknoten).
• Textlänge: Zusätzlich zur Radius- und Elternentfernungsheuristik werden (sofern
vorhanden) für Entfernungsschranken auch domänenabhängige Heuristiken benutzt.
Dies ist für die experimentell untersuchten metrischen Räume nur im Fall der
Editier-Distanz für Texte sinnvoll240 – hier wird die in dieser Arbeit vorgestellte
Textlängenheuristik angewendet.
• Luftwurzeln: Zusätzlich zur Radius- und Elternentfernungsheuristik wird der One
Child Cut verwendet, d.h. das Überspringen von “Luftwurzelketten”. Im Fall der
Editierdistanz wird zusätzlich die Textlängenheuristik verwendet.
• Upper Bound Enclosure: Zusätzlich zur Radius- und Elternentfernungsheuristik
wird Upper Bound Enclosure verwendet, d.h. die Übernahme kompletter Teilbäume
in das Ergebnis, wenn mit der oberen Schranke oder der echten Entfernung fest-
gestellt werden kann, dass die Knotenhyperkugel vollständig von der Suchhyperku-
gel umschlossen wird. Im Fall der Editierdistanz wird zusätzlich die Textlängenheu-
ristik verwendet.
• Upper Bound Intersection / UBI : Zusätzlich zur Radius- und Elternentfernungs-
heuristik wird Upper Bound Intersection verwendet, d.h. die Schnittprüfung einer
Knotenhyperkugel bereits auf Basis der oberen Schranke ohne die tatsächliche Ent-
fernung zu bestimmen. Im Fall der Editierdistanz wird zusätzlich die Textlängen-
heuristik verwendet.
• Alle: Zusätzlich zur Radius- und Elternentfernungsheuristik werden alle Optimie-
rungen (Textlängenheuristik, Luftwurzeln, Upper Bound Enclosure, Upper Bound
Intersection) verwendet.
• Alle außer UBI : Upper Bound Intersection (UBI ) besitzt nicht nur positive Konse-
quenzen. Es erspart eine Entfernungsberechnung (zum zu expandierenden Knoten).
Im Gegenzug ist bei der Untersuchung der Kindknoten für die Elternentfernungs-
heuristik keine exakte Elternentfernung bekannt. Die Auswirkungen von UBI sind
levante Einfügestrategie gewählt. Als solche wird eine Strategie verwendet, die (wie später in Abschnitt 6.3
gezeigt) zu einer guten Baumstruktur (mit wenig notwendigen Entfernungsberechnungen für Anfragen)
führt. Es wird die Kombination aus Min.Cost-Blattauswahl und Min.Cost-Knotenteilung unter Redukti-
on der Knotenradien, sofern dies effizient möglich ist, verwendet. D.h. ein minimaler Knotenradius wird
nur dann verwendet, wenn dafür keine zusätzlichen Entfernungen bestimmt werden müssen.
240In allen anderen Fällen wurden L2-Entfernungen verglichen. Auch in diesen Domänen wäre eine
Beschränkung bspw. mit der L1- und der L∞-Metrik möglich. Die Verwendung derartiger Schranken
verringert aber den Aufwand einer Entfernungsberechnung nicht. In einem d-dimensionalen Raum sind bei
allen Lm-Metriken jeweils O(d) Rechenschritte notwendig. Somit besitzen diese Schranken keine sinnvolle
Anwendung zur Beschleunigung der Ähnlichkeitssuche.
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stark von der Verfügbarkeit weiterer domänenabhängiger Heuristiken abhängig.
Aus diesen Gründen wird mit dieser Strategiekombination aus Radius-, Eltern-
entfernungs- und potentiell Textlängenheuristik sowie der Optimierung Luftwurzeln
und Upper Bound Enclosure, jedoch ohne Upper Bound Intersection (UBI) ver-
sucht, ob für eine bestimmte Domäne eine effizientere Suche ohne die Verwendung
von UBI möglich ist.
Tabelle 6.2 zeigt die Ergebnisse der Untersuchung an M-Bäumen mit 10.000 Elementen
für unterschiedliche metrische Räume (2-, 3-, 5-, 10- und 15-dimensionale euklidische
Räume sowie Editierdistanz über Texten). Es ist jeweils die prozentuale Verringerung
(–) oder Vergrößerung (+) der durchschnittlichen Distanzberechnungsanzahl gegenüber
der klassischen Strategie von Ciaccia et al. [48] (Radius- und Elternentfernungsheuristik).
angegeben.
Metrischer Radius Text- Luft- Upper Upper Alle Alle
Raum länge wurzeln Bound Bound außer
Enclosure Intersection UBI
2d 16,5 % – -0,1 % -59,4 % -5,2 % -59,4 % -51,5 %
3d 21,4 % – -0,2 % -40,2 % -4,1 % -40,2 % -34,6 %
5d 16,8 % – -1,5 % -36,6 % -5,5 % -36,8 % -31,2 %
10d 12,1 % – -13,0 % -39,4 % -11,8 % -40,0 % -36,4 %
15d 8,8 % – -22,3 % -44,3 % -17,2 % -44,8 % -41,7 %
Editierdist. 30,0 % -42,6 % -44 % -43,1 % -52,2 % -44,3 % -52,5 %
Tabelle 6.2: Vergleich von Bereichssuchstrategien für verschiedene metrische Räume (2-, 3-, 5-, 10- und
15-dimensionale euklidische Räume, sowie Editierdistanz über Texten). Dabei wurden verglichen: Radius:
naiver Basisalgorithmus, Elternentfernung: original vorgestellter Algorithmus [48] (nicht explizit aufge-
führt, jeweils Basiswert der prozentualen Veränderung, implizit 0%), Luftwurzeln-Optimierung, Upper
Bound Enclosure, Upper Bound Intersection (UBI ), “Alle außer UBI ”: Verwendung von Radius, Elter-
nentfernung, Textlänge, Luftwurzeln und Upper Bound Enclosure. (UBI wurde nicht verwendet.) Alle:
alle Optimierungen. Es wurde jeweils mit der Strategie Elternentfernung verglichen. Eine positive Zahl
bedeutet eine Erhöhung der Anzahl an Entfernungsberechnungen, eine negative Zahl entsprechend eine
Verringerung. Mit den neuen Optimierungen dieser Arbeit kann der Suchaufwand signifikant reduziert
werden. Der Einsatz von UBI bringt allerdings nur in der Domäne der Editierdistanz Vorteile.
Abbildung 6.2.2 zeigt für dieselben Experimente die durchschnittlich notwendige Di-
stanzberechnungsanzahl einzelner Optimierungen graphisch an. Die Ergebnisse der ein-
zelnen Strategien können wie folgt zusammengefasst werden:
Elternentfernung. Zunächst kann festgestellt werden, dass die von Ciaccia et al. [48]
vorgeschlagene Verwendung der gespeicherten Elternentfernungen zur Abschätzung einer
unteren Entfernungsschranke immer einen großen Effekt auf die Verringerung der Zahl der
Entfernungsberechnungen hat. Dadurch können jeweils 9% bis 30% der ursprünglichen
Entfernungsberechnungsanzahl eingespart werden.
Textlänge. Wie bereits in Abschnitt 6.2.1 festgestellt, hat die Verwendung guter do-
mänenabhängiger Heuristiken einen großen Effekt auf die Anzahl der notwendigen Ent-
fernungsberechnungen. Durch die Textlängenheuristik ist bei der Editierdistanz eine Ver-
besserung um 43% gegenüber der Variante von Ciaccia et a. [48] möglich.
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Abbildung 6.2.2: Bereichssuche: Vergleich von Bereichssuchstrategien für verschiedene metrische Räume
(2-, 3-, 5-, 10- und 15-dimensionale euklidische Räume, sowie Editierdistanz über Texten). Dargestellt ist
für jeden metrischen Raum und jede Suchstrategie die durchschnittliche Anzahl notwendiger Distanzbe-
rechnungen in einem Baum mit 10.000 gespeicherten Elementen. Dabei wurden verglichen: Radius: naiver
Basisalgorithmus, Elternentfernung: original vorgestellter Algorithmus [48], Luftwurzeln-Optimierung,
Upper Bound Enclosure, Upper Bound Intersection (UBI ), “Alle außer UBI ”: Verwendung von Radius,
Elternentfernung, Textlänge, Luftwurzeln und Upper Bound Enclosure. (UBI wurde nicht verwendet.)
Alle: alle Optimierungen. Mit den neuen Optimierungen kann der Suchaufwand signifikant reduziert
werden. Der Einsatz von UBI bringt allerdings nur in der Domäne der Editierdistanz Vorteile.
Luftwurzeln. Der One Child Cut hat nur dann einen Effekt zur Verringerung der
Anzahl an Entfernungsberechnungen, wenn eine “Luftwurzel” vorliegt und deren umhül-
lende Hyperkugel von der Anfragehyperkugel geschnitten wird. Die Häufigkeit von Luft-
wurzeln ist dabei abhängig von der Baumgröße und der verwendeten Einfügestrategie.
(Eine balancierte Knotenteilung würde bspw. “Luftwurzeln” komplett vermeiden – auch
ein Aspekt des Bulk-Loading-Verfahrens reduziert Luftwurzeln durch erneutes Einfügen
unterausgelasteter Knoten.) Die Wahrscheinlichkeit, dass ein solcher – meist abgelegener
– Knoten von einer Anfrage geschnitten wird, steigt dabei mit der Dimension (und den
entsprechend vergrößerten Suchradien). Insgesamt ist der Effekt dieser Optimierung eher
gering, in höheren Dimensionen werden Einsparungen von bis zu 22% erreicht.
In Kombination mit anderen Optimierungen kann Upper Bound Intersection diesel-
ben Entfernungsberechnungen eliminieren, wie die Luftwurzel-Optimierung One Child
Cut. D.h. bei gleichzeitiger Anwendung von Upper Bound Intersection ist One Child Cut
überflüssig.
292
6.2. VERGLEICH NEUE ANFRAGESTRATEGIEN
Upper Bound Enclosure. Die Übernahme kompletter Teilbäume in die Ergebnisliste
auf Basis der oberen Entfernungsschranke hat in allen untersuchten metrischen Räumen
einen sehr hohen Effekt von 37% bis zu 59% eingesparten Entfernungsberechnungen. Der
Effekt hängt jedoch stark von der Verteilung der Daten- und Anfrageelemente im Raum
ab. Bei Gleichverteilung sinkt in höherdimensionalen Räumen der Effekt stark ab, weil
die Daten dort aufgrund des Curse-of-Dimensionality so weit verteilt sind, dass Knoten-
hyperkugeln praktisch nicht mehr von der Anfragehyperkugel vollständig umschlossen
werden. In den Experimenten wurde eine realistischere Clusterverteilung gewählt, bei der
der Effekt gut zum Tragen kommt.
Upper Bound Intersection. Die Feststellung, ob eine Knotenhyperkugel von einer
Anfragehyperkugel geschnitten wird, ist dagegen in allen untersuchten metrischen Räumen
sehr oft allein auf Basis der oberen Entfernungsschranke ohne tatsächliche Entfernungs-
berechnung möglich. Diese Optimierung hat jedoch als einzige auch einen negativen Ef-
fekt. Wenn sie an einem Knoten p angewendet wird, wird die Entfernungsberechnung
dp,q eingespart. Dafür steht bei Untersuchung der Kindknoten c nicht mehr die exakte
Entfernung dp,q zur Abschätzung der Entfernung dc,q über die Elternentfernungsheuristik
zur Verfügung. Statt dessen können nur Entfernungsschranken ⊤p,q sowie ⊥p,q verwen-
det werden. Dies senkt die Genauigkeit der bestimmbaren Entfernungsschranken für die
Kindknoten. Aus diesem Grund ist es möglich, dass zwar die Entfernungsberechnung zum
Elternknoten dp,q eingespart werden kann, dafür jedoch deutlich mehr Entfernungen auf
Ebene der Kindknoten berechnet werden müssen. In den untersuchten L2-Räumen kann
Upper Bound Intersection für sich genommen gegenüber dem Original 5% bis 17% der
notwendigen Entfernungsberechnungen einsparen. Durch Überlappungen mit anderen Op-
timierungen wird das beste Ergebnis jedoch erzielt, wenn alle Optimierungen außer dieser
verwendet werden.
Einen stark positiven Effekt hat diese Optimierung bei der Domäne der Editier-
distanz. In diesem Fall wird der negative Effekt der ungenaueren Elternentfernungsheu-
ristik auf Kindebene durch die domänenabhängige Textlängenheuristik zu großen Teilen
kompensiert. Dadurch überwiegt in dieser Domäne der positive Effekt dieser Optimie-
rung. Hier kann zur Abschätzung der Entfernungen zu den Kindknoten dc,q zusätzlich
zur Elternentfernung dp,q die domänenabhängige Heuristik herangezogen werden, so dass
der negative Effekt dieser Optimierung stark an Einfluss verliert. Aus diesem Grund kön-
nen bei alleiniger Verwendung von Upper Bound Intersection kombiniert mit der Text-
längenheuristik gegenüber der alleinigen Verwendung der Textlängenheuristik 21% aller
Entfernungsberechnungen eingespart werden. Auch kombiniert mit den anderen Optimie-
rungen One Child Cut und Upper Bound Enclosure sowie der Textlängenheuristik kann
durch Upper Bound Intersection die Anzahl an Entfernungsberechnungen weiter um 16%
reduziert werden.
Vergleich der Gesamtstrategien. In Abbildung 6.2.3 wird die beste in dieser Ar-
beit vorgestellte Suchstrategiekombination241 mit den existierenden Strategien verglichen.
Aufgrund der unterschiedlich hohen Anzahl an notwendigen Entfernungsberechnungen in
unterschiedlichen metrischen Räumen wurde die Anzahl an Entfernungsberechnungen je-
241Wie im Vorabschnitt festgestellt, sollte in euklidischen Räumen die Luftwurzel-Optimierung zusam-
men mit Upper Bound Enclosure sowie der klassischen Elternentfernungs- und Radiusheuristik kombiniert
werden, um das beste Ergebnis zu erzielen. In der Domäne der Editierdistanz kann das Ergebnis weiter
verbessert werden, wenn zusätzlich die Textlängenheuristik und Upper Bound Intersection verwendet
wird. Es wurde jeweils die domänenabhängig beste Strategiekombination gewählt.
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weils an der Strategie von Ciaccia et al. [48]242 relativiert. In allen metrischen Räumen
Abbildung 6.2.3: Bereichssuche: Vergleich des Gesamteffekts der in dieser Arbeit neu vorgestellten Opti-
mierungen in verschiedenen metrischen Räumen (2-, 3-, 5-, 10- und 15-dimensionale euklidische Räume,
sowie Editierdistanz über Texten). Dargestellt ist für jeden metrischen Raum und jede Suchstrategie die
durchschnittliche Anzahl an Distanzberechnungen pro Anfrage an einen Baum mit 10.000 gespeicherten
Elementen relativiert an der notwendigen Anzahl für die originale M-Baum-Strategie (1). Dabei wur-
den folgende Strategien verglichen: Ohne: naiver Basisalgorithmus, Orig.M-Baum: original vorgestellter
Algorithmus [48], EM-Baum: alle für die Domäne sinnvollen und verfügbaren Optimierungen, die in die-
ser Arbeit vorgestellt wurden. UBI und Textlänge wurden nur für die Editierdistanz angewendet. In
allen Fällen einschließlich der Editierdistanz wurden die neuen Optimierungen Luftwurzeln und Upper
Bound Enclosure neben Radius und Elternentfernung eingesetzt. Mit den neuen Optimierungen kann der
Suchaufwand signifikant reduziert werden.
kann durch die neuen Optimierung die Anzahl notwendiger Entfernungsberechnungen um
nahezu 50% reduziert werden.
Einfluss der Baumgröße. Zuletzt soll noch die Effektivität der vorgestellten Op-
timierungen über verschiedene Baumgrößen verglichen werden. Abbildung 6.2.4 stellt
den Einfluss der Baumgröße auf die Effektivität der Optimierungen am Beispiel eines
2-dimensionalen euklidischen Raumes dar. Dabei wurde die einfache Radius-Heuristik
mit der von Ciaccia et al. [48] vorgestellten Elternentfernungsheuristik und der besten
Kombination der in dieser Arbeit vorgestellten Optimierungen für die Domäne des 2-
dimensionalen Raumes verglichen.243 Die Effektivität der Optimierungen steigt mit der
Baumgröße stark an – insbesondere kann Upper Bound Enclosure häufiger ganze Teil-
bäume in das Ergebnis übernehmen.
242Bei der klassischen Strategie von Ciaccia et al. [48] wird die Radius- mit der Elternentfernungsheuristik
kombiniert.
243Hierfür wurde als Strategie die Kombination aus Luftwurzeln und Upper Bound Enclosure, jedoch
ohne Upper Bound Intersection gewählt, da letzteres in niederdimensionalen euklidischen Räumen einen
eher negativen Effekt besitzt.
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Abbildung 6.2.4: Bereichssuche: Gesamteffekt der Optimierung nach Baumgröße im zweidimensionalen
euklidischen Raum. Dargestellt ist für jede Baumgröße und jede Suchstrategie die durchschnittliche An-
zahl an Distanzberechnungen pro Anfrage. Dabei wurden folgende Strategien verglichen: Ohne: naiver
Basisalgorithmus, original vorgestellter Algorithmus [48], EM-Baum: alle für die Domäne 2D sinnvollen
und verfügbaren Optimierungen, die in dieser Arbeit vorgestellt wurden: Luftwurzeln und Upper Bound
Enclosure (sowie die existierenden Heuristiken Radius und Elternentfernung), aber nicht Upper Bound
Intersection.
Fazit. Insgesamt können durch die in dieser Arbeit beschriebenen Optimierungen in al-
len metrischen Domänen eine signifikante Anzahl an Entfernungsberechnungen eingespart
werden (nahezu 50%). Die Verbesserung der Suche ist in allen untersuchten metrischen
Räumen ähnlich effektiv. Mit wachsender Baumgröße steigt die Effektivität der neuen Op-
timierungen sogar an. Es ist damit gelungen, den Suchalgorithmus für die Bereichssuche
in M-Bäumen signifikant zu verbessern.
6.2.3 k-Nearest-Neighbor-Suche
In diesem Abschnitt sollen verschiedene Varianten des Algorithmus zur k-Nearest-Neigh-
bor-Suche experimentell im Hinblick auf die notwendige Anzahl an Entfernungsberech-
nungen untersucht werden.
Von Ciaccia et al. [48] wurden folgende Optimierungen gegenüber dem naiven Algo-
rithmus (“Radius”) vorgestellt:
• Elternentfernung: Es wurde vorgeschlagen, direkt vor der Entfernungsbestimmung
eines Knotens n zum Anfrageobjekt zu prüfen, ob auf Basis einer effizient bestimm-
baren unteren Schranke (Elternentfernung) bereits ein Ausschluss des Knotens mög-
lich ist.
• Es wurde ein Verfahren zur frühzeitigen Abschätzung des Grenzradius bei einer 1-
Nearest-Neighbor-Suche vorgeschlagen und im Rahmen dieser Arbeit auf den Fall
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von k nächsten Nachbarn erweitert. Bei Anwendung der weiteren Optimierungen,
die in dieser Arbeit vorgestellt wurden, hat dies jedoch keine Auswirkung auf die
Anzahl notwendiger Entfernungsberechnungen,244 so dass diese Optimierung nicht
experimentell untersucht wurde.
Im Rahmen dieser Arbeit wurden folgende Optimierungen vorgestellt:
• Textlänge: In manchen Domänen (in dieser Arbeit wurde dies nur für die Editier-
distanz von Texten untersucht) können untere Entfernungsschranken zusätzlich zur
Elternentfernungsheuristik und der Radius-Heuristik auch auf andere Art abge-
schätzt werden. In [14] wurde für die Editierdistanz hierzu die Bag-Heuristik und
in dieser Arbeit die Textlängenheuristik vorgestellt. Durch Kombination aller effizi-
ent bestimmbaren Schranken kann die tatsächliche Entfernung genauer abgeschätzt
werden. In Abschnitt 6.2.1 wurde bereits gezeigt, dass die Textlängenheuristik der
Bag-Heuristik deutlich überlegen ist, so dass an dieser Stelle nur der Einsatz der
Textlängenheuristik für die k-Nearest-Neighbor-Suche evaluiert wird.
• Verzögerte Entfernungsberechnung: Es wird ein komplett neuer Algorithmus verwen-
det, bei welchem Knoten auf Basis ihrer unteren Entfernungsschranke und nicht der
tatsächlichen Entfernung auf die Expansionswarteschlange gelegt werden.245 Erst
bei Expansion wird die tatsächliche Entfernung bestimmt.
• Luftwurzeln: In dieser Arbeit wurde bereits für die Bereichssuche der auch bei der
Suche nach den k nächsten Nachbarn anwendbare One Child Cut vorgestellt. Mit
diesem werden überflüssige Entfernungsberechnungen an “Luftwurzeln” vermieden.
• Elternhyperkugeln: Im klassischen M-Baum umschließen die Hyperkugeln von Eltern-
knoten die Hyperkugeln der Kindknoten vollständig. Dies wurde in dieser Arbeit op-
timiert. Bspw. erlaubt die für die Experimente verwendete Einfügestrategie schwach
konsistente Knotenradien.246 Dadurch geht jedoch eine implizite Invarianz des klas-
sischen Algorithmus verloren. Bislang stieg bei Expansion eines Knotens die minimal
mögliche Entfernung zu Datenelementen unter Kindknoten monoton an, wenn die-
se minimal möglichen Entfernungen auf Basis der Entfernung zum Knotenzentrum
bestimmt wurden. Da im optimierten M-Baum Kindknoten aus Elternknoten her-
ausragen können, gilt diese Monotonie nicht mehr. Da jedoch die Baumkonsistenz
Monotonie für die tatsächlich gespeicherten Daten erzwingt, kann die minimal mög-
lichen Entfernung zu Datenelementen größer sein, als auf Basis der Entfernung
zum Knotenzentrum bestimmbar ist. Mit dieser Optimierung wird die durch die
Baumkonsistenz vorhandene Monotonie expliziert, indem die Schranke auf Basis
des Elternknotens berücksichtigt wird.
Die verschiedenen Optimierungen sind nahezu beliebig kombinierbar. Verglichen wurden
folgende Kombinationen:
• Radius: Naiver Algorithmus ohne Nutzung der Elternentfernungsheuristik.
• Elternentfernung: Klassischer von Ciaccia et al. [48] vorgestellter Algorithmus.
244Siehe Anhang A.1.
245Das exakte Sortierkriterium der Expansionswarteschlange ist die minimal mögliche Entfernung eines
Datenelementes unter einem Knoten. Bei bisherigen Verfahren wurde diese auf Basis der exakten Ent-
fernung zum Knotenzentrum bestimmt. Mit dem in dieser Arbeit vorgestellten Verfahren wird hierfür
solange wie möglich eine untere Entfernungsschranke verwendet.
246Siehe Abschnitt 5.3.1.
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• Textlänge: Für die Domäne der Editierdistanz von Texten wird zusätzlich zur Eltern-
entfernungsheuristik die Textlängenheuristik im klassischen Algorithmus verwendet.
• Verzögerte Entfernungsberechnung: Knoten werden nach einer minimal möglichen
Kindentfernung auf Basis einer unteren Entfernungsschranke und nicht der tatsäch-
lichen Entfernung sortiert. Dazu werden die Elternentfernungsheuristik, und wenn
verfügbar, die Textlängenheuristik verwendet.
• Luftwurzeln: Im Algorithmus Verzögerte Entfernungsberechnung wird zusätzlich ge-
prüft, ob ein untersuchter Knoten nur ein Kind besitzt. In diesem Fall wird anstelle
des Knotens direkt das Kind untersucht.
• Elternhyperkugeln: Im Algorithmus Verzögerte Entfernungsberechnung wird die Ent-
fernungsschranke aus dem Maximum der Entfernungsschranken aller hierarchisch
über einem Knoten liegenden Vorfahrenknoten gebildet.
• Alle Optimierungen: Es wird der Algorithmus Verzögerte Entfernungsberechnung
zusammen mit den Optimierungen Luftwurzeln und Elternhyperkugeln eingesetzt.
Für alle Variationen des Algorithmus wurden jeweils die durchschnittliche Anzahl an
Distanzberechnungen pro Anfrage D̄q für eine 3-Nearest-Neighbor-Suche gemessen. Die
Experimente wurden für verschiedene metrische Räume und Baumgrößen durchgeführt.
Tabelle 6.3 sowie Abbildung 6.2.5 stellen die Effektivität der Optimierungen in verschie-
denen metrischen Räumen für Bäume mit 10.000 Elementen dar. Der Baum wurde dabei
jeweils mit der besten in Abschnitt 6.3 gefundenen Strategiekombination gebaut.247
Metrischer Radius Text- Verzögerte Luft- Eltern- Alle
Raum länge Entfernungs- wurzeln hyper- Optimierungen
berechnung kugeln
2d 8,4 % - -40,5 % -40,5 % -41,3 % -41,3 %
3d 13,7 % - -26,7 % -26,8 % -28,0 % -28,1 %
5d 29,6 % - -15,7 % -16,0 % -16,7 % -17,1 %
10d 18,6 % - -14,4 % -15,1 % -14,6 % -15,5 %
15d 12,5 % - -14,0 % -15,0 % -14,1 % -15,1 %
Editierdist. 9,3 % -20,9 % -31,2 % -32,3 % -31,4 % -32,5 %
Tabelle 6.3: Vergleich der Effizienz verschiedener Algorithmen für die 3-Nearest-Neighbor-Suche in ver-
schiedenen Metrischen Räumen (2, 3, 5, 10, 15-dimensionale L2-Räume, sowie Editierdistanz in Texten).
Verglichen wurde die durchschnittliche Anzahl an Distanzberechnungen pro Anfrage an einen Baum mit
10.000 gespeicherten Elementen. Basis ist jeweils der (nicht explizit aufgeführte) klassische Algorithmus
von Ciaccia et al. [48]. Angegeben ist die prozentuale Veränderung der Anzahl notwendiger Entfernungs-
berechnungen gegenüber dieser Basisstrategie. Eine negative Zahl bedeutet eine Verringerung der Ent-
fernungsberechnungen und somit eine Verbesserung. Klar erkennbar ist die deutliche Verbesserung durch
den neuen Algorithmus und die Textlängenheuristik in allen metrischen Räumen von bis zu 40% weniger
Entfernungsberechnungen.
Der in dieser Arbeit vorgestellte neue Algorithmus zur k-Nearest-Neighbor-Suche be-
nötigt dabei in jedem metrischen Raum deutlich weniger Entfernungsberechnungen als
der von Ciaccia et al. [48] vorgestellte. Einen signifikanten Effekt auf die Reduktion der
Entfernungsberechnungen besitzt auch die Textlängenheuristik im Fall der Editierdistanz.
247D.h. für Blattauswahl und Teilung wurde jeweils die Min.Cost-Variante gewählt. Zusätzlich wurde vor
der Knotenteilung zur Vermeidung der Teilung und zur Baumstrukturverbesserung ein Slim-Down-Schritt
durchgeführt. Es wurden effizient bestimmbare minimale Knotenradien verwendet.
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Abbildung 6.2.5: Vergleich der Effizienz verschiedener Algorithmen für die 3-Nearest-Neighbor-Suche
in verschiedenen Metrischen Räumen (2, 3, 5, 10, 15-dimensionale L2-Räume, sowie Editierdistanz in
Texten). Verglichen wurde die durchschnittliche Anzahl an Distanzberechnungen pro Anfrage an einen
Baum mit 10.000 gespeicherten Elementen. Die durchschnittliche Anzahl an Distanzberechnungen wurde
für jeden metrischen Raum am klassischen Algorithmus von Ciaccia et al. [48] relativiert (=1). Klar
erkennbar ist die deutliche Verbesserung durch den neuen Algorithmus und die Textlängenheuristik in
allen metrischen Räumen.
Die beiden anderen Optimierungen Luftwurzeln und Elternhyperkugeln haben demgegen-
über nur ein geringes Optimierungspotential, auch wenn dadurch kontinuierlich einige
weitere Entfernungsberechnungen vermieden werden können.
Abbildung 6.2.6 zeigt die Effizienz des naiven (“Radius”) Algorithmus, des klassischen
(“Elternentfernung”) Algorithmus sowie des vollständigen in dieser Arbeit vorgestellten
Algorithmus (“Alle Optimierungen”) für verschiedene Baumgrößen im zweidimensiona-
len euklidischen Raum. Der klassische Algorithmus kann gegenüber dem naiven Algorith-
mus einen kleinen konstanten Prozentsatz der notwendigen Entfernungsberechnungen ein-
sparen. Dagegen benötigt der neu vorgestellte Algorithmus deutlich weniger Entfernungs-
berechnungen. Zusätzlich wächst die Kurve des neuen Algorithmus auch weniger steil, d.h.
der in dieser Arbeit vorgestellte Algorithmus besitzt eine bessere Suchzeitkomplexität.
Insgesamt kann mit Hilfe des in dieser Arbeit vorgestellten Algorithmus die Effizienz
der k-Nearest-Neighbor-Suche in allen metrischen Domänen deutlich gesteigert werden.
6.3 Vergleich der Einfügestrategien
Im Rahmen dieser Arbeit wurde der EM-Baum zur Indizierung der Ähnlichkeitssuche in
metrischen Räumen vorgestellt. Dieser Baum ist strukturell und algorithmisch kompati-
bel mit dem M-Baum [48]. Ziel des Neuentwurfs dieser Datenstruktur ist eine deutlich
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Abbildung 6.2.6: 3-Nächste-Nachbarnsuche: Gesamteffekt der Optimierung nach Baumgröße im 2-
dimensionalen euklidischen Raum (durchschnittliche Anzahl an Distanzberechnungen pro Anfrage). Dar-
gestellt ist der naive (“Ohne”), klassische (“Orig.M-Baum”), sowie neu vorgestellte Algorithmus (“EM-
Baum”). Durch den klassischen Algorithmus kann gegenüber dem naiven Algorithmus ein kleiner kon-
stanter Prozentsatz eingespart werden, während der neu vorgestellte eine klar reduzierte Komplexität
besitzt.
verbesserte Suchperformance. Neben der Verbesserung der Abfragealgorithmen248 wird
die Struktur des Baums (im Rahmen der Kompatibilität mit dem M-Baum) optimiert,
um den Suchaufwand existierender oder neuer Ähnlichkeitssuchalgorithmen reduzieren zu
können.
Eine konkrete Baumstruktur entsteht durch die Reihenfolge der eingefügten Daten
sowie die Verwendung eines bestimmten Einfügealgorithmus. Durch die Variation von
Teilen des Einfügealgorithmus können also für die selben Daten verschiedene Varianten
eines M-Baums erzeugt werden, die eine unterschiedliche Abfrageperformance besitzen.
Gleichzeitig verändert sich durch die Variation des Einfügealgorithmus auch der Einfüge-
aufwand. In Abschnitt 5.3 wurde der Einfügeprozess in unabhängige Teilaspekte zerlegt.
Für jeden Teilaspekt wurden eine Reihe von generischen Teilalgorithmen vorgestellt und
diskutiert, mit denen diese Teilaufgabe des Einfügens gelöst werden kann. Die Auftei-
lung wurde so gewählt, dass jede Strategie eines Teilaspektes mit jeder Strategie eines
anderen Teilaspektes kombiniert werden kann.249 Dabei wurde für jede Teilstrategie eine
Vorhersage der resultierenden Abfrageperformance getätigt. Ziel ist es für verschiedene
Einsatzszenarien optimale Strategiekombinationen für den Einfügealgorithmus zu finden.
In diesem Abschnitt sollen experimentell die vorhergesagte Qualität und Nebenwir-
kungen der existierenden und neuen Strategien im Hinblick auf ihre Eignung in einem
248Die verbesserten Abfragealgorithmen wurden in Abschnitt 5.1 erarbeitet und in Abschnitt 6.3 expe-
rimentell validiert.
249Die konkreten Strategien wurden teilweise aus existierenden kompletten Einfügealgorithmen extra-
hiert und teilweise speziell im Hinblick auf die resultierende Abfrageperformance neu entworfen.
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optimierten Gesamt-Einfügealgorithmus untersucht und validiert werden. Dabei werden
mehrere Zielgrößen verglichen:
• Das Hauptziel einer durch den Einfügealgorithmus verbesserten Baumstruktur ist
die Verringerung des durchschnittlichen Suchaufwandes. Um dies zu erfassen, wird
nach dem Einfügen der Daten die durchschnittlich für eine Anfrage notwendige
Anzahl an Entfernungsberechnungen gemessen.
• Ein weiteres Teilziel ist die Reduktion des Aufwandes zum Aufbau des Baumes.
Je nach Einsatzszenario sind hier jedoch unterschiedliche Kompromisse sinnvoll.250
Auch der Einfügeaufwand hängt von der Wahl der Einfügeteilstrategien ab. Dabei
existiert ein direkter und ein indirekter Einfluss:
– Eine aufwändigere Einfügestrategie kann direkt zu einer größeren Anzahl an
Entfernungsberechnungen für das Einfügen führen.
– Die verbesserte Baumstruktur kann jedoch auch dazu beitragen, dass das Ein-
fügen nachfolgender Elemente effizienter möglich ist.
Die beiden Effekte können nur gemeinsam gemessen werden. Hierzu werden die
durchschnittlich zum Einfügen eines Datensatzes notwendigen Entfernungsberech-
nungen gezählt.
Wie in Abschnitt 5.3 analysiert, existieren für den Einfügeprozess in den (E)M-Baum
folgende Herangehensweisen:
1. Alle Daten werden auf einmal mit einem der in den Abschnitten 4.6.2 und 5.3.2 vor-
gestellten Bulk-Insert-Verfahren eingefügt. In Abschnitt 6.3.1 werden verschiedene
Bulk-Loading-Varianten miteinander und mit ausgewählten “normalen” Einfüge-
varianten verglichen.
2. Die Daten werden nacheinander (dynamisch) in den M-Baum eingefügt. In diesem
Fall lässt sich der Einfügealgorithmus im Groben in drei Teilalgorithmen unterteilen,
für die jeweils mehrere Varianten möglich sind:
(a) Bei jedem einzufügenden Datensatz muss eine Entscheidung über den Blatt-
knoten getroffen werden, in welchem der neue Datensatz initial gespeichert
wird. Verschiedene Strategien für diesen Teilaspekt des Einfügealgorithmus,
der in Abschnitt 5.3.3 theoretisch diskutiert wurde, werden in Abschnitt 6.3.3
experimentell validiert.
(b) B-Baum-artige Bäume wie der (E)M-Baum wachsen durch Knotenteilung. D.h.
wenn die Kapazität eines Blattes oder inneren Knotens überschritten ist, wird
dieser Knoten geteilt. Knotenteilungsstrategien wurden u.a. in Abschnitt 5.3.4
theoretisch diskutiert. In Abschnitt 6.3.4 werden sie experimentell untersucht.
(c) Es existieren verschiedene “Querschnittsverfahren” zur Optimierung der Baum-
struktur und/oder Vermeidung von Knotenteilungen. In Abschnitt 6.3.2 wer-
den die möglichen Kombinationen dieser optionalen Optimierung experimentell
untersucht:
250Wird ein Baum nur einmalig aufgebaut und danach sehr lange und oft abgefragt, kann ein erhöhter
Einfügeaufwand in Kauf genommen werden, wenn dadurch der Abfrageaufwand reduziert wird. Bei einem
Baum, der in Relation zur Einfügefrequenz eher selten abgefragt wird, ist ein geringer Einfügeaufwand
dagegen deutlich wichtiger.
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i. In den Abschnitten 4.6.1 und 5.3.1 wurden drei verschiedene Möglichkeiten
der Verkleinerung der Hüllradien diskutiert.
ii. Mit dem in den Abschnitten 4.6.4 und 5.3.4.5 diskutierten Slim-Down-Ver-
fahren können unter Umständen Knotenteilungen vermieden und gleich-
zeitig Knotenradien reduziert werden.
Bei der Untersuchung eines Teilaspektes des Einfügealgorithmus muss dabei jeweils
eine Strategiekombination der anderen Teilalgorithmen fixiert werden. Aus diesem
Grund wird hier entweder eine in der Literatur “übliche” Strategiekombination oder
ein zuvor gefundenes Optimum eines Teilalgorithmus verwendet. Um systematische
Fehler bei dieser iterativen Vorgehensweise zu vermeiden, werden abschließend in




Untersuchungsgegenstand. In Abschnitt 4.6.2 wurde ein Verfahren von Ciaccia und
Patella [45] vorgestellt, mit welchem alle Datensätze auf einmal in einen M-Baum eingefügt
werden können. Die a priori Kenntnis aller Daten ermöglicht dabei
• einen deutlich beschleunigten Einfügevorgang sowie
• die Erzeugung einer guten Baumstruktur und somit effiziente Abfragen.
In Abschnitt 5.3.2 wurden die Auswirkungen eines solchen Bulk-Insert-Verfahrens theore-
tisch analysiert. Nach der Analyse besteht das ursprüngliche Verfahren aus einem Haupt-
schritt und zwei optional durchführbaren Zusatzschritten:
1. Entfernen unterausgelasteter Knoten sowie
2. Balance des Baumes herstellen.
Es wurde postuliert, dass das allgemeine Bulk-Loading-Verfahren zu einer guten Baum-
struktur führt und die Entfernung unterausgelasteter Knoten potentiell zu einer Verbes-
serung der Baumstruktur beiträgt. Die Herstellung der Baumbalance wurde dagegen als
kontraproduktiv identifiziert.
Weiterhin wurde eine Möglichkeit der Optimierung des Hauptschrittes vorgestellt.
Im ursprünglichen Algorithmus [45] werden die Knotenzentren zufällig gewählt. In Ab-
schnitt 5.3.2 dieser Arbeit wurden zwei Möglichkeiten vorgeschlagen, bei leicht erhöhtem
Einfügeaufwand bessere Knotenzentren zu wählen. Mit diesen Optimierungsmöglichkeiten
gibt es also nun drei Varianten zur Durchführung des Hauptschrittes:
1. “Original”: Zufällige Wahl der Knotenzentren: Für diese Variante wird die beste
Einfügeperformance und die schlechteste Baumstruktur postuliert.
251Bspw. wurde in Abschnitt 4.6.4 der Slim-Tree [202] analytisch in drei unabhängige Teilerweiterungen
des M-Baums zerlegt: eine veränderte Blattauswahl, eine Knotenteilung entlang eines minimal span-
nenden Baumes sowie den Slim-Down-Algorithmus. Diese Teilerweiterungen werden zunächst individuell
evaluiert (bspw. Standard-M-Baum vs. Standard-M-Baum mit Slim-Down). Um systematische Fehler die-
ser analytischen Zerlegung zu vermeiden, werden abschließend alle untersuchten M-Baum-Erweiterungen
in der Kombination vergleichen, in der sie vorgestellt wurden. (D.h. Standard-M-Baum vs. Slim-Baum
mit entsprechender Blattauswahl, Knotenteilung und Slim-Down-Algorithmus.)
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2. “Lokale Optimierung”: Wahl besserer Knotenzentren aus der Menge der direkten
Kindknoten: Für diese Variante wird ein leicht erhöhter Einfügeaufwand bei gleich-
zeitiger Verbesserung der Baumstruktur postuliert.
3. “Globale Optimierung”: Wahl besserer Knotenzentren durch Sampling aller Daten-
sätze unterhalb eines Knotens: Für diese Variante wird die schlechteste Einfüge-
performance und die beste Baumstruktur postuliert.
Insgesamt existieren somit 12 Varianten des Bulk-Insert-Verfahrens:
• Hauptschritt: “Original”, “Lokale Optimierung” oder “Globale Optimierung”
• Entfernung unterausgelasteter Knoten: Ja/Nein
• Balance des Baumes herstellen: Ja/Nein.
Experimente. Ziel dieses Abschnitts ist es, die Auswirkungen verschiedener Bulk-Load-
ing-Varianten auf die Einfüge- und die Abfrageperformance zu untersuchen. Weiterhin
soll Bulk-Loading mit “normalen” inkrementellen Einfügestrategien verglichen werden.
Um die Komplexität zu reduzieren, wird die Analyse aufgespalten. Abschnitt 6.3.1.2 un-
tersucht zunächst die Auswirkungen der ursprünglichen optionalen Schritte (Entfernung
unterausgelasteter Knoten und Herstellung der Baum-Balance) auf das Original-Verfah-
ren. Anschließend werden in Abschnitt 6.3.1.3 die Auswirkungen der neu vorgestellten
Optimierungen auf die beste Kombination der ursprünglichen optionalen Schritte unter-
sucht. Nach optimaler Wahl einer Bulk-Insert-Variante wird diese in Abschnitt 6.3.1.4 mit
“normalen” inkrementellen Einfügestrategien verglichen.
In den Experimenten werden jeweils Bäume in verschiedenen metrischen Räumen und
unterschiedlichen Baumgrößen mit den untersuchten Einfüge-Strategie-Varianten gefüllt
und anschließend mit zufälligen Bereichsanfragen getestet. Es werden dabei sowohl beim
Einfügen als auch bei den Abfragen die Anzahl an durchgeführten Entfernungsberech-
nungen gemessen. Die durchschnittliche Anzahl an Entfernungsberechnungen pro einge-
fügtem Element bzw. pro Anfrage dient als Quantifizierung der Einfüge- bzw. Abfrage-
performance.
6.3.1.2 Auswirkungen der optionalen Schritte
Untersuchungsgegenstand. In der originalen Variante des Bulk Loading [45] wurde
ein Gesamtverfahren vorgestellt. In der Analyse (siehe Abschnitt 5.3.2) konnte das Verfah-
ren jedoch in einen Hauptschritt und zwei unabhängig ausführbare Erweiterungsschritte
zerlegt werden. Da jeder Erweiterungsschritt unabhängig verwendet oder nicht verwendet
werden kann, gibt es also vier Varianten des originalen Verfahrens:
1. “Keine Erweiterung”: Ausschließliche Verwendung des Hauptschrittes
2. “Dichter Baum”: Entfernung unterausgelasteter Knoten nach Durchführung des
Hauptschrittes
3. “Balance”: Herstellung der Baumbalance nach Durchführung des Hauptschrittes
4. “Gesamtverfahren”: Nach Durchführung des Hauptschrittes werden zunächst un-
terausgelastete Knoten entfernt. Anschließend wird die Baum-Balance hergestellt.
Diese Variante wurde von den Ciaccia und Patella [45] als Bulk-Loading-Verfahren
vorgestellt.
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Ergebnisse. Abbildung 6.3.1 zeigt die Ergebnisse des Verfahrens für verschiedene me-
trische Räume mit jeweils 10.000 gespeicherten Elementen.
Abbildung 6.3.1: Effekt der optionalen Schritte beim Bulk-Insert bei verschiedenen metrischen Räumen.
(Jeweils 10.000 Elemente pro Baum) Links der durchschnittliche Einfügeaufwand pro Element, rechts der
durchschnittliche Abfrageaufwand pro Abfrage. Die Aufwände wurden jeweils als Anzahl notwendiger
Entfernungsberechnungen gemessen und relativiert an der Strategie “Keine Erweiterung” (=1). Darge-
stellt sind die vier möglichen Varianten “Keine Erweiterung” (Nur klassischer Hauptschritt), “Dichter
Baum” (Entfernung unterausgelasteter Knoten), “Balance” (Herstellung der Baumbalance) sowie “Ge-
samtverfahren” (Originalvariante [45] mit Entfernung unterausgelasteter Knoten und Herstellung der
Balance). Die Einfügeaufwände sind über alle Domänen relativ ähnlich. Beim Abfrageaufwand erzielt
die Erweiterung “Dichter Baum” die besten Ergebnisse. Dagegen ist die Erweiterung “Balance” in allen
Domänen sowohl bzgl. des Einfüge- als auch des Abfrageaufwandes klar am schlechtesten.
Der Effekt des Schrittes “Herstellung der Baum-Balance” ist dabei klar negativ. Sowohl
beim Vergleich der Möglichkeiten “Keine Erweiterung” mit “Balance” als auch beim Ver-
gleich “Dichter Baum” mit “Gesamtverfahren” verschlechtern sich im zweiten Fall (dieser
enthält den Balance-Schritt) Einfüge- und Abfrage-Performance. Wie in Abschnitt 5.3.2
postuliert, ist also der Effekt der Herstellung der Baumbalance negativ – dieser Schritt
sollte nicht ausgeführt werden.
Verglichen mit “Keine Erweiterung” führt die zusätzliche Entfernung unterausgelas-
teter Knoten zu einer leichten Erhöhung des Einfügeaufwandes bei gleichzeitiger Verbes-
serung der Baumstruktur (d.h. einer Verringerung des Abfrageaufwandes). Dieser Schritt
verbessert also, wie in Abschnitt 5.3.2.2 postuliert, die Baumstruktur. Vor allem vergli-
chen mit inkrementellen Einfügeverfahren (siehe Abschnitt 6.3.1.4) ist die Erhöhung des
Einfügeaufwandes so niedrig, dass dieser Schritt immer ausgeführt werden sollte.
Fazit. Für die einzelnen Schritte des original vorgestellten Bulk-Insert-Verfahrens sollte
der erste optionale Teilschritt (Entfernung unterausgelasteter Knoten) weiterhin ausge-
führt werden. Die finale Herstellung der Baumbalance ist dagegen kontraproduktiv und
sollte entsprechend nicht verwendet werden. Durch diese neuartige Kombination kann die
Performance des Bulk-Loading-Verfahrens deutlich gesteigert werden.
6.3.1.3 Auswirkungen der vorgestellten Optimierungen
Untersuchungsgegenstand. In Abschnitt 5.3.2 wurden aufbauend auf dem originalen
Bulk-Insert-Verfahren [45] zwei neue Varianten des Hauptschrittes vorgestellt, die bei stei-
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gendem Einfügeaufwand gleichzeitig die Baumstruktur durch nicht mehr zufällige Wahl
der Knotenzentren verbessern. Die Idee dabei ist, bei vorgegebener Unterbaumstruktur
ein anderes Knotenzentrum zu finden, welches dieselben Daten mit einem geringeren
Knotenradius umfassen kann. Zur Evaluation einer neuen Knotenwurzel muss jeweils der
entfernteste Datensatz in diesem Knoten gefunden werden. Um diesen Schritt effizient
ausführen zu können, müssen zunächst die Teilbäume unter diesem Knoten vollständig
gebildet werden. Dies ist keine Einschränkung, da dieser Schritt sowieso im Rahmen des
Bulk-Loading-Verfahrens ausgeführt werden muss und von der Wahl des Knotenzentrums
unabhängig ist. Die eigentliche effiziente Bestimmung des entferntesten Elementes ist dann
mit dem in Abschnitt 5.3.1.8 vorgestellten Verfahren möglich.
Insgesamt existieren also nun drei Varianten des Hauptschrittes:
1. “Klassisches Verfahren”: Zufällige Wahl der Knotenzentren.
2. “Lokale Optimierung”: Nach Aufbau der untergeordneten Teilbäume wird versucht,
unter den direkten Kindknoten ein besseres Knotenzentrum zu finden.
3. “Globale Optimierung”: Nach Aufteilung der Datenelemente auf Knoten wird ver-
sucht, unter allen Datenelementen eines Knotens ein besseres Knotenzentrum zu
finden. Weil hierfür sehr viele Möglichkeiten existieren, wird nur ein begrenztes
Sample aus allen Datenelementen getestet.
Wie im letzten Abschnitt 6.3.1.2 festgestellt, sollte unter den optionalen Schritten des
originalen Verfahrens die Entfernung unterausgelasteter Knoten (“Dichter Baum”) aus-
geführt werden, aber die Herstellung der Balance nicht. Aus diesem Grund werden alle
verglichenen Hauptschrittvarianten mit der Entfernung unterausgelasteter Knoten kom-
biniert.
Experimente. Abbildung 6.3.2 zeigt die Ergebnisse der Optimierungen für verschiedene
metrische Räume mit jeweils 10.000 gespeicherten Elementen.
Durch die Optimierungen kann die Baumstruktur in jedem Fall verbessert werden,
wobei Globale Optimierung eine größere Verbesserung als Lokale Optimierung erreicht.
Durch Lokale Optimierung steigt der Einfügeaufwand im Gegenzug weniger an. Allerdings
ist der Einfügeaufwand gegenüber inkrementellen Einfügeverfahren immer noch vernach-
lässigbar (siehe Abschnitt 6.3.1.4), so dass die Globale Optimierung immer angewendet
werden sollte.
Fazit. Die in dieser Arbeit vorgestellte Lokale Optimierung führt in jedem Fall zu ei-
ner deutlichen Verbesserung der Baumstruktur bei gleichzeitig nur geringfügig erhöhtem
Einfügeaufwand. Die globale Optimierung erhöht den Einfügeaufwand und verbessert die
Baumstruktur gegenüber der lokalen Optimierung weiter. Insgesamt konnte mit den in
dieser Arbeit vorgestellten Optimierungen das Bulk-Loading-Verfahren deutlich verbes-
sert werden.
6.3.1.4 Vergleich mit Standard-Einfügestrategien
Untersuchungsgegenstand. Bislang wurden verschiedene Bulk-Loading-Strategien mit-
einander verglichen. Es verbleibt der Vergleich mit “normalen” inkrementellen Einfüge-
strategien, bei denen ein Element nach dem anderen eingefügt wird.
Als beste Bulk-Loading-Strategie wurde in den vergangenen Abschnitten die Verwen-
dung der Globalen Optimierung bei gleichzeitiger Entfernung unterausgelasteter Knoten
(“Dichter Baum”) ohne Herstellung der Baum-Balance identifiziert.
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Abbildung 6.3.2: Effekt der neu vorgestellten Optimierungen beim Bulk-Insert bei verschiedenen metri-
schen Räumen. (Jeweils 10.000 Elemente pro Baum) Links der durchschnittliche Einfügeaufwand pro
Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage (jeweils in Distanzberechnungen, re-
lativiert an der Strategie “Klassisches Verfahren” (=1)). Dargestellt sind die drei möglichen Varianten
“Klassisches Verfahren” (Zufällige Wahl der Knotenzentren), “Lokale Optimierung” (Wahl der Knoten-
zentren unter allen direkten Kindknoten) sowie “Globale Optimierung” (Wahl der Knotenzentren unter
allen untergeordneten Datenelementen durch Sampling). Alle Verfahren wurden mit dem originalen optio-
nalen Schritt “Dichter Baum” kombiniert. In jeder Domäne ist der Abfrageaufwand der neuen Strategie
“Lokale Optimierung” besser als der des “Klassischen Verfahrens”. Die besten Ergebnisse erzielt in allen
Domänen die neue Strategie “Globale Optimierung”. Der Einfügeaufwand ist über alle Domänen rela-
tiv konstant und umgekehrt verteilt. (Das “Klassische Verfahren” besitzt den geringsten und “Globale
Optimierung” den höchsten Aufwand. Da alle Einfügeaufwände jedoch verglichen mit inkrementellen
Strategien vernachlässigbar klein sind, relativiert sich dies.)
Bei den inkrementellen Einfügestrategien wurde zum Vergleich die beste klassische Ein-
fügestrategie252, sowie die in dieser Arbeit vorgestellte Strategiekombination zur Redukti-
on des Perf -Wertes253 herangezogen. Letztere Strategie wurde dabei mit der Querschnitts-
optimierung zur Knotenradiusreduktion auf “Minimal konsistente Knotenradien”254 kom-
biniert, da sich dies generell als vorteilhaft herausgestellt hat.255 Bei den Bulk-Loading-
Verfahren ist dies nicht notwendig, da während des Einfügens ohnehin der minimale Hüll-
radius festgestellt wird.
Insgesamt wurden also folgende Einfügestrategien verglichen:
1. Globale Optimierung: Bulk-Loading mit Entfernung unterausgelasteter Knoten so-
wie lokaler Optimierung
2. m_LB_Rad2 : Beste originale Einfügestrategie (Minimierung des größeren der bei-
den Radien beim Split, Teilung entlang der generalisierten Hyperebene – siehe Ab-
schnitt 4.5.4).
3. “Min.Cost”: In dieser Arbeit (siehe Abschnitte 5.3.3 und 5.3.4) vorgestellte Stra-
tegiekombination zur Reduktion des Perf -Wertes. Es wurde zusätzlich die Quer-
schnittsoptimierung der Reduktion auf minimal konsistente Hüllradien angewendet.
252Siehe Abschnitte 4.5.4 und 6.3.4.
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Ergebnisse. Abbildung 6.3.3 visualisiert die Ergebnisse dieses Vergleiches für verschie-
dene metrische Räume mit jeweils 10.000 gespeicherten Elementen.
Abbildung 6.3.3: Vergleich der besten Bulk-Loading-Variante mit inkrementellen Einfügestrategien bei
verschiedenen metrischen Räumen. (Jeweils 10.000 Elemente pro Baum.) Links der durchschnittliche
Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage (in Distanzbe-
rechnungen, Abfrageaufwand relativiert an der Strategie “m LB Rad2” (=1)). Dargestellt ist die Bulk-
Loading-Variante “Globale Optimierung” (zusammen mit dem originalen optionalen Schritt “Dichter
Baum”). Von den inkrementellen Verfahren wurde die beste klassische Strategie (m_LB_Rad2 ) sowie
die in dieser Arbeit vorgestellte Strategiekombination zur Minimierung des Perf -Wertes kombiniert mit
einer Radienreduktion auf minimal konsistente Knotenradien verglichen. (Zur Diskussion der Radienre-
duktion siehe Abschnitt 6.3.2. Bei den Bulk-Loading-Verfahren wird implizit immer der minimale Hüll-
radius gewählt.) Der Einfügeaufwand des Bulk-Loading-Verfahrens ist über alle Domänen relativ niedrig
und konstant. Dagegen steigt der Einfügeaufwand inkrementeller Strategien mit der Dimension exponen-
tiell an. Bzgl. der erreichten Baumgüte ist die Bulk-Insert in allen Domänen besser als das klassische
Verfahren m LB Rad2. Die Baumgüte des neuen in dieser Arbeit vorgestellten Verfahrens Min.Cost wird
jedoch zumeist nicht erreicht.
Beim Einfügen besitzen die inkrementellen Strategien einen um Größenordnungen hö-
heren Aufwand als das Bulk-Loading. Damit relativiert sich der höhere Aufwand der
Globalen Optimierung gegenüber der Lokalen Optimierung und dem klassischen Bulk-
Loading-Verfahren. Bezüglich der Güte der Baumstruktur übertreffen die Bulk-Load-
ing-Verfahren das beste klassische Verfahren. Das in dieser Arbeit vorgestellte Verfahren
“Min.Cost” erreicht jedoch noch eine wesentlich bessere Baumstruktur.
Insgesamt besitzen inkrementelle Verfahren gegenüber Bulk-Loading-Verfahren den
Vorteil der Flexibilität. Da jedoch in jedem Fall ein kompatibler M-Baum erstellt wird,
kann fallweise zwischen verschiedenen Einfügeverfahren umgeschaltet werden. So ist es
möglich eine Menge initial zu speichernder Datenelemente mit einem Bulk-Loading-Ver-
fahren einzufügen. Anschließend können zusätzliche zu speichernde Datenelemente mit
einem inkrementellen Verfahren in den existierenden M-Baum eingefügt werden. Ob für
den initialen Fall ein Bulk-Loading- oder ein inkrementelles Verfahren gewählt wird, hängt
von den Anforderungen der Anwendungsdomäne ab.
6.3.1.5 Fazit
In Abschnitt 5.3.2 wurde das Bulk-Loading-Verfahren analysiert und in diesem Abschnitt
experimentell validiert. Es konnten vorteilhafte und nicht zielführende Schritte identifi-
ziert und durch Aufspaltung des Verfahrens eine deutliche Verbesserung gegenüber dem
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klassischen Bulk-Loading erreicht werden. Zusätzlich wurden zwei Optimierungen vorge-
stellt, die die Baumstruktur weiter verbessern. Diese erhöhen den Einfügeaufwand leicht
und verbessern den Abfrageaufwand deutlich. Weil auch der erhöhte Einfügeaufwand um
Größenordnungen kleiner ist als der Einfügeaufwand inkrementeller Strategien, sollte im-
mer die umfangreiche Globale Optimierung angewendet werden.
Bulk-Loading-Strategien erreichen einen sehr effizienten Einfügevorgang. Die dabei
erzielte Güte der Baumstruktur erreicht zwar nicht die der in dieser Arbeit neu vor-
gestellten inkrementellen Verfahren, sie übertrifft jedoch zumindest das beste klassische
Einfügeverfahren. Die Entscheidung zur Verwendung eines Bulk-Loading-Verfahrens ist
somit abhängig vom Kontext.256 Wenn auf einer relativ konstanten Datenstruktur lang-
fristig sehr viele Anfragen durchgeführt werden, sollte ein besseres Einfügeverfahren, wie
bspw. “Min.Cost” gewählt werden. Wird die Datenstruktur jedoch nur einen begrenz-
ten Zeitraum genutzt, so sollte (wenn möglich) das Bulk-Loading verwendet werden, weil
dadurch der Einfügeaufwand stark gesenkt werden kann.
6.3.2 Allgemeine Beeinflussung der Baumstruktur
In dieser Arbeit wurden einige Querschnittsverfahren diskutiert, die orthogonal zur Wahl
des (inkrementellen) Einfügeverfahrens eingesetzt werden können, um die Baumstruktur
potentiell zu verbessern. Diese Querschnittsverfahren sollen in diesem Abschnitt experi-
mentell evaluiert werden:
• Unterabschnitt 6.3.2.1 evaluiert die Möglichkeit, mit Hilfe des Slim-Down-Verfahrens
Knotenteilungen zu vermeiden.257
• Unterabschnitt 6.3.2.2 evaluiert Strategien zur Reduktion von Knotenradien unter
den stark konsistenten Radius.258
6.3.2.1 Verwendung des Slim-Down-Verfahrens zur Teilungsvermeidung
Untersuchungsgegenstand. In den Abschnitten 4.6.4 und 5.3.5.1 wurde aus dem
Slim-Tree [202] das Slim-Down-Verfahren extrahiert, analysiert und auf allgemeine M-
Baum-Einfügeverfahren verallgemeinert. Bei diesem Verfahren wird ein Kindknoten so in
einen anderen Elternknoten eneu verschoben, dass der Radius des ursprünglichen Eltern-
knotens ealt sinkt, während der Radius des neuen Elternknotens konstant bleibt. Insgesamt
sinkt so die Radiensumme des M-Baums. Wie in Abschnitt 5.2 herausgearbeitet wurde, ist
die Radiensumme jedoch nur bedingt als Indiz für die Güte einer Baumstruktur geeignet,
so dass es schwierig ist, analytisch vorherzusagen, ob ein solcher Schritt die Baumstruktur
verbessert oder verschlechtert.
In der originalen Veröffentlichung zum Slim-Tree von Traina et al. [202] wurde nicht
spezifiziert, zu welchem Zeitpunkt und auf welchen Knoten das Verfahren angewendet
wird. Im Rahmen dieser Arbeit wurde das Verfahren dahingegen ausgestaltet, dass es
optional auf einem einzelnen Knoten n ausgeführt wird, wenn dessen Kapazität gerade
überschritten wurde und der Bruderknoten b ohne Teilung noch Elemente aufnehmen
kann. Ohne Anwendung dieses Slim-Down-Schrittes müsste der Knoten n geteilt werden.
Wenn der Schritt möglich ist und durchgeführt wird, wird die Knotenteilung hinausgezö-
gert. Der Baum wird in jedem Fall balancierter als ohne Ausführung dieses Schrittes. Wie
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in Abschnitt 5.3.5.1 diskutiert, ist der eigentliche Effekt der Reduktion der Radiensumme
auf die Baumgüte schwer vorherzusagen.
Experimente. Zur Untersuchung dieses Querschnittsverfahrens wurden Bäume in ver-
schiedenen metrischen Räumen mit der besten Strategiekombination dieser Arbeit – der
expliziten Minimierung des Perf -Wertes “Min.Cost”259 – mehrfach mit zufällig erzeugten,
repräsentativen Daten aufgebaut. Sofern effizient möglich wurde einer Radienreduktion
angewendet. Verglichen wurde das Verfahren mit (Slim-Down) und ohne (Kein Slim-
Down) Slim-Down zur Teilungsvermeidung.
Da die Auswirkungen des Slim-Down-Schrittes erheblich von der gewählten Einfüge-
strategie abhängen, wurden die Experimente zusätzlich mit der besten Strategiekombina-
tion des originalen M-Baums [48] (originale Blattauswahl, m_LB_Rad2, GHP) und einer
effizienten Radiusreduktion durchgeführt.
Ergebnisse. Abbildung 6.3.4 visualisiert die Ergebnisse für alle untersuchten metrischen
Räume bei Bäumen mit 10.000 gespeicherten Elementen und der Min.Cost-Einfügestra-
tegie.
Abbildung 6.3.4: Vergleich der Min.Cost-Einfügestrategie mit effizienter Radiusreduktion mit und oh-
ne Verwendung des Slim-Down-Verfahrens zur Vermeidung von Knotenteilungen. Untersucht wurden
verschiedene metrische Räume mit jeweils 10.000 Elementen pro Baum. Links der durchschnittliche Ein-
fügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage. Die Aufwände wur-
den jeweils als Anzahl notwendiger Entfernungsberechnungen gemessen und relativiert an der Strategie
“Kein Slim-Down” (=1). Der Einfügeaufwand bei Verwendung des Slim-Down-Verfahrens ist mit Aus-
nahme des 2-dimensionalen Raumes höher. Bzgl. der erreichten Baumgüte ergibt sich ein gemischtes Bild,
bei dem in manchen metrischen Räumen die Baumgüte verbessert und in anderen verschlechtert wird.
Mit Ausnahme des zweidimensionalen euklidischen Raumes ist der Einfügeaufwand
bei Verwendung des Slim-Down-Verfahrens höher als ohne. Es wird zwar unter Umstän-
den eine Knotenteilung eingespart, dafür muss jeweils relativ aufwändig der entfernteste
Kindknoten sowie ein passender Bruderknoten bestimmt werden.
259Bei dieser im Rahmen dieser Arbeit vorgestellten Strategiekombination wird in allen Phasen des
Einfügeprozesses der in Abschnitt 5.2 hergeleitete Perf -Wert minimiert. Die Überlegenheit dieser Strate-
giekombination wurde sowohl analytisch postuliert als auch experimentell validiert. Für die Blattauswahl-
phase siehe Abschnitte 5.3.3.1 (Analyse) bzw. 6.3.3 (experimentelle Validierung). Die Knotenteilungspha-
se wird in den Abschnitten 5.3.4.1 (Analyse) und 6.3.4 (experimentelle Validierung) untersucht.
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Bzgl. der erreichten Baumgüte ergibt sich ein gemischtes Bild. Im 2- und 5-dimen-
sionalen euklidischen Raum und insbesondere im Raum der Editierdistanzen ergibt sich
eine klare Verbesserung der Baumstruktur, während sich im 3-, 10- und 15-dimensionalen
Raum die Baumstruktur teilweise erheblich verschlechtert.
Die Auswirkungen des Slim-Down-Schrittes hängen stark von der gewählten Einfü-
gestrategie ab. Um dies zu verdeutlichen, zeigt Abbildung 6.3.5 die Auswirkungen des
Slim-Down-Schrittes bei Verwendung der besten originalen Strategiekombination.
Abbildung 6.3.5: Vergleich der besten originalen Einfügestrategie (m_LB_Rad2, GHP) mit effizienter
Radiusreduktion mit und ohne Verwendung des Slim-Down-Verfahrens zur Vermeidung von Knoten-
teilungen. Untersucht wurden verschiedene metrische Räume mit jeweils 10.000 Elementen pro Baum.
Links der durchschnittliche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand
pro Abfrage. Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen gemes-
sen und relativiert an der Strategie “Kein Slim-Down” (=1). Der Einfügeaufwand bei Verwendung des
Slim-Down-Verfahrens ist mit Ausnahme der Editierdistanz niedriger. Der Abfrageaufwand kann durch
Einführung des Slim-Down-Schrittes in den meisten Domänen verbessert werden.
Da in diesem Fall die Baumstruktur nicht so stark durch die Strategiekombination
optimiert wird, wie dies durch Min.Cost der Fall ist, führt Slim-Down zu deutlichen Ver-
besserungen. Der Einfügeaufwand ist bis auf die Domäne der Editierdistanz geringer.
Der Abfrageaufwand kann in nahezu allen Domänen reduziert werden – im 10- und im
15-dimensionalen euklidischen Raum bleibt er konstant.
Fazit. Insgesamt kann das Slim-Down-Verfahrens nicht als generelle Optimierung emp-
fohlen werden. Bei einem konkreten Einsatz in einer Zieldomäne kann jedoch abhängig
von der Domäne und Einfügestrategie experimentell entschieden werden, ob das Slim-
Down-Verfahren die Baumstruktur verbessert oder nicht.
6.3.2.2 Reduktion der Knotenradien
Untersuchungsgegenstand. In Abschnitt 5.2 wurde formell gezeigt, dass Hüllradien
der Knoten die Anfrageperformance negativ beeinflussen. Können also bei gleicher sonsti-
ger Baumstruktur Knotenhüllradien unter Erhaltung der Baumkonsistenz reduziert wer-
den, so sollte sich dies in einer verringerten durchschnittlichen Anzahl an Distanzberech-
nungen während der Abfragen niederschlagen.
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Hierfür wurde zunächst (siehe Abschnitt 4.6.1) von Ciaccia und Patella im Rahmen
des originalen Bulk-Loading-Verfahrens [45] vorgeschlagen, die Radien soweit zu reduzie-
ren, wie dies effizient möglich ist. In Abschnitt 5.3.1 wurde eine neue Möglichkeit vor-
gestellt, die Radien unter leichter Erhöhung des Einfügeaufwandes noch deutlich weiter
zu reduzieren. Weiterhin wurde ein Verfahren ausgearbeitet, um die Radienreduktion von
Bulk-Loading-Verfahren auf normale (inkrementelle) Einfügeverfahren auszudehnen.
Experimente. Zur Untersuchung des Effektes dieser Optimierung wurden Bäume in
verschiedenen metrischen Räumen mit der besten Strategiekombination dieser Arbeit –
der expliziten Minimierung des Perf -Wertes “Min.Cost”260 – gefüllt.
Bezüglich der verkleinerten Hüllradien wurden drei Varianten verglichen:
• “Stark konsistente Radien”: Verwendung des in der originalen M-Baum-Veröffentli-
chung [48] vorgestellten Ansatzes. Dabei umschließt die Hyperkugel eines Knotens
jeweils die Hyperkugeln seiner Kindknoten vollständig. Dies führt zu einem stark
konsistenten M-Baum, bei dem die Knotenradien jeweils effizient aus der Entfernung
der Kindknoten zum Elternknoten sowie den Radien der Kindknoten bestimmt wer-
den können.
• “Effizient reduzierte Radien”: Wenn effizient möglich, wird der Radius auf die Ent-
fernung zum entferntesten Datenelement reduziert. (Diese Entfernung ist effizient
bestimmbar, wenn ein neues Datenelement eingefügt wird, welches weiter entfernt
ist als der bisherige Knotenradius.) Kann das entfernteste Datenelement nicht im-
plizit bestimmt werden (bspw. bei einer Knotenteilung), so wird der Ansatz des
klassischen M-Baums (“Stark konsistente Radien”) verwendet.
• “Minimal konsistente Radien”: Es wird stets der kleinstmögliche konsistente Radius
gewählt. Das entfernteste Element wird dabei entweder implizit festgestellt (wenn
dieses gerade eingefügt wurde) oder mit dem in Abschnitt 5.3.1.8 vorgestellten Al-
gorithmus bestimmt.
Ergebnisse. Abbildung 6.3.6 visualisiert die Ergebnisse für alle untersuchten metri-
schen Räume bei Bäumen mit 10.000 gespeicherten Elementen und der Min.Cost-Einfü-
gestrategie. Sowohl beim Einfüge-Aufwand als auch beim Abfrageaufwand ist eine stete
Verbesserung durch die Radienreduktion in allen Räumen zu erkennen. Die Reduktion
des Abfrageaufwandes konnte analytisch eindeutig vorhergesagt werden, da bei gleicher
sonstiger Baumstruktur kleinere Knoten seltener von Anfragen betroffen sind. Die Reduk-
tion des Einfügeaufwandes ist das Ergebnis zweier widersprüchlicher Effekte. Einerseits
benötigt die Bestimmung minimal konsistenter Radien oft zusätzliche Entfernungsberech-
nungen. Andererseits ist durch die kleineren Radien die Baumstruktur deutlich verbes-
sert. Bspw. benötigen suchende Einfügeoperationen, wie die Bestimmung eines passenden
Blattknotens, weniger Entfernungsberechnungen.
Fazit. Wie in Abschnitt 5.2 postuliert, steigt die Qualität der Baumstruktur (d.h. es
sinkt der durchschnittliche Aufwand für Abfragen) mit sinkenden Knotenradien. Durch
den sehr effizienten Algorithmus 5.5 (Abschnitt 5.3.1.8) ist die Bestimmung minimaler
Radien gleichzeitig so schnell, dass auch für den Einfügeaufwand die positiven Effekte
260Siehe Abschnitte 5.3.3.1 und 5.3.4.1. In den Abschnitten 6.3.3 und 6.3.4 wird experimentell die
Überlegenheit dieser Strategiekombination validiert.
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Abbildung 6.3.6: Vergleich verschiedener Level der Radienreduktion unter Verwendung der Min.Cost-
Einfügestrategie. Untersucht wurden verschiedene metrische Räume mit jeweils 10.000 Elementen pro
Baum. Links der durchschnittliche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrage-
aufwand pro Abfrage. Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen
gemessen und relativiert an der Strategie “Stark konsistente Radien” (=1). Sowohl der Einfügeaufwand
als auch der Abfrageaufwand verbessert sich mit zunehmender Radienreduktion.
reduzierter Radien überwiegen. Damit ist es mit dieser Querschnittsoptimierung gelun-
gen, die Qualität des M-Baums deutlich zu verbessern. Es sollten in jedem Fall minimal
konsistente Knotenradien verwendet werden.
6.3.3 Knotenauswahlstrategien:
Untersuchungsgegenstand. Der erste Schritt jedes iterativen Einfügeverfahrens ist
die Auswahl eines Blattknotens, in den ein neues Element eingefügt wird. Hierzu wurden
in Abschnitt 5.3.3 eine Reihe von Blattauswahlstrategien analysiert bzw. neu vorgestellt:
• Originale Blattauswahl (wie im klassischen M-Baum [48] beschrieben). Hierbei wird
der Baum ausgehend von der Wurzel rekursiv abgestiegen, an jeder Verzweigung
wird nach bestimmten Kriterien (nächstliegendes Knotenzentrum, falls nicht erwei-
tert werden muss, ansonsten geringste Radiuserweiterung) unter den Kindknoten
einer ausgewählt, um weiterverfolgt zu werden.
• Slim-Blattauswahl: Im Rahmen des Slim-Tree [202] wurde u.a. eine neue Blattaus-
wahlstrategie vorgestellt. Das prinzipielle Vorgehen entspricht dabei der originalen
Blattauswahl, lediglich die Auswahlkriterien des aktuellen Kindknotens unterschei-
den sich leicht (geringstes Knotenvolumen, falls nicht erweitert werden muss, an-
sonsten nächstliegendes Knotenzentrum).
• Multiway-Insertion: Diese von Skopal et al. [194] vorgestellte Strategie geht über den
reinen rekursiven Baumabstieg von originaler und Slim-Tree-Blattauswahl hinaus.
Da deren lokale Pfadentscheidungen keinen optimalen Blattknoten finden können,
wird in diesem Ansatz zunächst versucht, mit Hilfe der exakten (Mehrweg-)Suche
ein Blattknoten zu finden, welcher nicht erweitert werden muss. Nur wenn dieser
Versuch fehlschlägt, fällt das Verfahren auf die originale Blattauswahl zurück.
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• Nearest-Neighbor : Ein einfaches, neues, im Rahmen dieser Arbeit entwickeltes Ver-
fahren zur Erzeugung gut geclusterter Bäume ist die Wahl des Blattknotens, welcher
auch den nächsten Nachbarn des einzufügenden Datensatzes enthält.
• Multiway-Nearest-Neighbor : Dieses ebenfalls im Rahmen dieser Arbeit entwickelte
neue Verfahren kombiniert die Vorteile der Multiway-Insertion mit der Strategie
Nearest-Neighbor . Es wird zunächst ein Pfad durch den Baum gesucht, bei dem
kein Knoten erweitert werden muss (leichte Abwandlung der Multiway-Insertion);
kann auf diesem Weg kein Blatt gefunden werden, so fällt das Verfahren auf die
Nearest-Neighbor-Blattauswahl zurück
• Min.Cost-Blattauswahl: Dieses neue, im Rahmen dieser Arbeit entwickelte Verfah-
ren berücksichtigt explizit den in Abschnitt 5.2 entwickelten Perf -Wert. Mit Hilfe
der A∗-Suche wird das bezüglich der Perf -Wert-Minimierung optimale Blatt effizi-
ent gefunden.
Die Blattauswahl-Strategien werden dabei mit
• effizient verkleinerten Hüllradien (“Effizient reduzierte Radien”)261 , sowie
• der Knotenteilungsstrategie Min.Cost262
kombiniert, da sich diese Auswahl als bevorzugt herauskristallisiert hat.
Ergebnisse. Abbildung 6.3.7 visualisiert die Ergebnisse dieses Vergleiches für verschie-
dene metrische Räume mit jeweils 10.000 gespeicherten Elementen. Da Einfüge- und
Abfrageaufwand in jedem Fall mit der Dimension wachsen, wären Unterschiede der Stra-
tegien in niederdimensionalen euklidischen Räumen schlecht zu erkennen. Aus diesem
Grund sind die Ergebnisse für jeden Raum relativiert am Aufwand für die originale Blatt-
auswahlstrategie (=1).
Die Strategie des Slim-Tree erzeugt in allen Fällen die schlechteste Baumstruktur,
d.h. den höchsten Abfrageaufwand. In niederen Dimensionen (2–5) besitzt die Slim-Tree-
Einfügestrategie auch eine der schlechtesten Einfügeaufwände. In höheren Dimensionen
(10D, 15D, Editierdistanz von Texten) ist der Einfügeaufwand zwar relativ niedrig, jedoch
mit Ausnahme der Editierdistanz höher als der des originalen Blattauswahlverfahrens
und der der Min.Cost-Knotenauswahlstrategie. Diese Strategie sollte also unter keinen
Umständen verwendet werden.
Gegenüber der originalen Blattauswahl gelingt es sowohl der Multiway-Blattauswahl
als auch den in dieser Arbeit vorgestellten neuen Strategien Nearest Neighbor , Multiway
Nearest Neighbor , sowie Min.Cost eine deutliche Verbesserung bezüglich der Anfrage-
performance zu erreichen. Insbesondere in höheren Dimensionen steigt dafür jedoch der
Einfügeaufwand stark an. Einzig der in dieser Arbeit vorgestellten Min.Cost Strategie
gelingt es aufgrund der effizienten A∗-Blattsuche und der guten erreichten Baumstruktur,
die Einfügeperformance der originalen Strategie zu erreichen oder sogar zu übertreffen,
obwohl letztere nur eine sehr wenige aufwändige Einwegsuche verwendet.
Der Erfolg der neu vorgestellten Strategie Nearest Neighbor ist stark abhängig vom
metrischen Raum. In niederdimensionalen euklidischen Räumen (2D, 3D) erreicht diese
Strategie sehr niedrige Einfügeaufwände und bzgl. des Abfrageaufwandes die mit Abstand
261Siehe Abschnitt 5.3.1 für eine Analyse, sowie Abschnitt 6.3.2 für die Ergebnisse der experimentellen
Validierung.
262Siehe Abschnitte 5.3.4.1 (Analyse) und 6.3.4 (experimentelle Ergebnisse).
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Abbildung 6.3.7: Vergleich verschiedener Blattauswahl-Strategien in unterschiedlichen metrischen Räu-
men mit jeweils 10.000 Elementen pro Baum. Die Strategien wurden jeweils kombiniert mit der Knoten-
teilungsstrategie Min.Cost sowie einer Reduktion auf minimal konsistente Radien. Links der durchschnitt-
liche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage. Die Auf-
wände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen gemessen und relativiert an der
Strategie Originale Blattauswahl (=1). Sowohl beim Einfüge- als auch beim Abfrageaufwand sticht die
Strategie des Slim-Tree negativ heraus. Unter den existierenden Strategien erreicht die Multiway-Strate-
gie relativ gute Ergebnisse. In niederdimensionalen euklidischen Räumen erreicht die Strategie Nearest-
Neighbor relativ gute Ergebnisse. Die mit Abstand besten Ergebnisse erzielt stabil in allen untersuchten
metrischen Räumen die explizite Minimierung des Perf -Wertes mit der Min.Cost-Strategie. Aufgrund
der sehr effizienten A∗-Suche nach dem besten Blattknoten und der guten Baumstruktur besitzt diese
Strategie zudem in den meisten Domänen den geringsten Einfügeaufwand, d.h. sie unterbietet sogar den
der Verfahren, die nur eine Einwege-Suche anwenden.
beste Baumstruktur. In höherdimensionalen euklidischen Räumen und der Editierdistanz
dagegen steigt aufgrund der aufwändigen Suche nach dem nächsten Nachbarn durch den
Curse-Of-Dimensionality (siehe Abschnitt 3.5.6) der Einfügeaufwand stark an. Die Gü-
te der Baumstruktur liegt dabei jeweils nur im Bereich des originalen Blattauswahlver-
fahrens. Die klassische Strategien Multiway und die neu vorgestellte Strategie Multiway
Nearest Neighbor erreichen jeweils eine relativ ähnliche Güte der Baumstruktur.
Die mit Abstand beste Baumstruktur wird in fast allen Dimensionen vom in dieser Ar-
beit neu vorgestellten Min.Cost-Verfahren zur Blattauswahl erreicht, welches direkt den in
Abschnitt 5.2 hergeleiteten Perf -Wert minimiert. Aufgrund der effizienten A∗-Blattsuche
und der sehr guten Baumstruktur ist das Verfahren auch bzgl. des Einfügeaufwandes unter
den besten Verfahren.
Fazit. In dieser Arbeit wurden mehrere Blattauswahlverfahren vorgestellt und mit exis-
tierenden Verfahren verglichen. Die Slim-Tree-Blattauswahlstrategie ist dabei zu vermei-
den, da sie in jedem Fall eine deutlich schlechtere Einfüge- und Abfrage-Performance
erreicht als die originale Strategie. Diese wiederum ist deutlich schlechter als die drei in
dieser Arbeit vorgestellten neuen Strategien sowie die Multiway-Blattauswahl. Als Vor-
teil der originalen Blattauswahlstrategie verbleibt ein relativ geringer Einfügeaufwand.
Insgesamt ist die in dieser Arbeit vorgestellte Strategie Min.Cost, die direkt die analy-
tisch hergeleiteten Perf -Werte minimiert, die in jeder Hinsicht zu bevorzugende Strate-
gie. Sie besitzt mit den geringsten Einfügeaufwand und erreicht nahezu immer die beste
Baumstruktur. Lediglich in kleinen Dimensionen ist die Nearest Neighbor-Strategie ihr
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leicht überlegen. Somit konnte mit der Min.Cost-Blattauswahl ein deutlich verbesserter
M-Baum erreicht werden.
Im Folgenden werden aus diesem Grund alle zu untersuchenden Knotenteilungsstra-
tegien mit der Min.Cost-Blattauswahl-Strategie kombiniert.
6.3.4 Splitstrategien
6.3.4.1 Untersuchungsgegenstand
Der M-Baum wächst wie ein B-Baum von unten. Jeder Knoten besitzt eine Maximalkapa-
zität von Kindknoten bzw. Datenelementen, die er speichern kann. Wird diese Kapazität
überschritten, so wird der Knoten geteilt. An seiner Stelle werden zwei neue Teilbaum-
wurzeln in seinen Elternknoten eingefügt. Die Überschreitung der Kapazität wird durch
einen Einfügevorgang verursacht. Dabei kann es sich sowohl um ein in den Blättern einge-
fügtes Datenelement handeln wie auch um eine im Zuge einer Knotenteilung unter diesem
Knoten neu erstellte Teilbaumwurzel.
Während beim B-Baum [166] eine eindeutige, optimale Knotenteilung existiert,263 so
gibt es im Fall des M-Baums weder ein klares Optimalitätskriterium,264 noch kann ein
beliebiges existierendes Optimalitätskriterium effizient bestimmt werden. Bereits im Rah-
men des originalen M-Baums [48] wurden aus diesem Grund eine Reihe verschiedener
Strategien zur Knotenteilung vorgestellt. In späteren Erweiterungen des M-Baums sowie
dieser Arbeit wurden weitere Strategien vorgeschlagen. In diesem Abschnitt sollen diese
Strategien experimentell verglichen werden.
Jegliche Knotenteilung besteht aus zwei Teil-Entscheidungen:265
1. Wahl der beiden neuen Teilbaumwurzeln (“Promote”)
2. Zuordnung der Kindknoten zu den beiden neuen Elternknoten (“Partition”)
Die Teilentscheidungen werden dabei bei verschiedenen Knotenteilungsstrategien in un-
terschiedlicher Reihenfolge explizit oder implizit getroffen. Bzgl. jeder einzelnen Teilent-
scheidung können die Knotenteilungsstrategien in zwei Typen untergliedert werden:
• Zielwertoptimierende Strategien: Diese Strategien versuchen ein numerisches Ziel-
kriterium zu optimieren. I.d.R. werden dabei verschiedene oder alle Möglichkeiten
des jeweiligen Entscheidungsraumes untersucht, bis ein Optimum erreicht wird.
• Heuristisch algorithmische Strategien: Diese Strategien legen einen klaren (heuris-
tischen) Algorithmus zur Durchführung dieser Teilungsteilentscheidung fest. Da-
bei ist es möglich, dass der Algorithmus die analytische Lösung des Optimierungs-
problems für das Zielkriterium ist. (Bspw. ist die analytische Lösung des Zielkriteri-
ums “Minimierung des größeren der beiden Hüllradien” beim Partition-Schritt eine
263Im Falle des B-Baums ist die Teilung optimal, die die Kinder gleichmäßig aufteilt, d.h. eine balancierte
Teilung am Median. Da die Kinder in einem Knoten bereits sortiert sind, ist der Median effizient und
eindeutig bestimmbar.
264Ein solches Optimalitätskriterium könnte die Minimierung des im Abschnitt 5.2 vorgestellten Perf -
Maßes sein. In Abschnitt 5.3.4 wurde ein solches Verfahren “Min.Cost” vorgestellt. Selbst in diesem Fall
ist es jedoch schwer, die Auswirkungen einer Knotenteilung (inklusive dadurch verursachter Teilungen
von Elternknoten) vollständig abzuschätzen, insbesondere, da eine bestimmte Teilung die Häufigkeit
zukünftiger Teilungen mit beeinflusst.
265Dies bedeutet nicht, dass eine bestimmte Knotenteilungsstrategie explizit zwei Teilschritte in dieser
Reihenfolge besitzen muss. Manche Strategien partitionieren erst und wählen dann aus jeder Partition
jeweils ein neues Elternobjekt. Andere Strategien untersuchen verschiedene Kombinationen von neuen
Elternobjekten und wählen für jede Kombination eine bestimmte Partition. In jedem Fall müssen beide
Teilentscheidungen implizit oder explizit zu irgendeinem Zeitpunkt während der Teilung getroffen werden.
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Teilung entlang der generalisierten Hyperebene.) In anderen Fällen wird aufgrund
der Komplexität des Lösungsraumes einfach eine heuristische Teilungsstrategie fest-
gelegt. Meist werden algorithmische Strategien gewählt, um den enormen Suchraum
einzuschränken.
Somit existieren theoretisch folgende Kombinationen:
• Heuristisch algorithmische Strategien für Promote und Partition. Diese Kombina-
tionen sind schnell bestimmbar, da kein Suchverfahren notwendig ist.
• Heuristisch algorithmische Strategie für Promote und zielwertoptimierende Strate-
gie für Partition. Aufgrund des deutlich größeren Suchraumes für Partition (O(2N))
gegenüber Promote (O(N2)) ist dies eine sehr ungewöhnliche (und ungünstige) Kom-
bination. Es muss ein sehr großer Suchraum (Partition) durchsucht werden und der
Entwurf einer guten Heuristik für Promote ist deutlich schwieriger als umgekehrt.
Aus diesem Grund ist dem Verfasser kein Einsatz derartiger Kombinationen be-
kannt.
• Zielwertoptimierende Strategie für Promote und heuristisch algorithmische Strate-
gie für Partition. Dies ist ein üblicher und günstiger Kompromiss, dem die meisten
Ansätze folgen. Der Suchraum kann drastisch auf O(N2) reduziert werden. Wei-
terhin ist die Aufteilung der Kindknoten auf zwei feststehende Elternknoten eine
überschaubare Aufgabe. Darum ist es verglichen mit anderen Einfügeschritten hier
relativ einfach, eine gute, zielwertorientierte Heuristik zu entwerfen. Der numeri-
sche Zielwert der Promote-Optimierung kann für jede untersuchte Wahl der neuen
Elternknoten erst evaluiert werden, wenn für diese Elternknotenkombination die
Heuristik für den Partition-Schritt ausgeführt wurde.
• Zielwertoptimierende Strategien für Promote und Partition. In diesem Fall sollte für
beide Schritte der selbe Zielwert optimiert werden. Es werden verschiedene Möglich-
keiten für den Promote-Schritt getestet. Für jede dieser Elternknotenkombinationen
(Promote) werden verschiedene Möglichkeiten für den Partition-Schritt getestet.
Erst eine konkrete Wahl für den Promote- und Partition-Schritt kann evaluiert
werden. Deshalb besitzt diese Strategiekombination einen extrem großen Suchraum
(O(N2 · 2N)). Aus diesem Grund wurde sie in existierenden Arbeiten nie verwen-
det. In dieser Arbeit wurde eine eingeschränkt suchende Strategie für den Partition-
Schritt vorgestellt – das Hillclimbing. Dieses geht von einer guten Heuristik (GHP)
aus und durchsucht nur geringe Teile des gesamten Suchraums.
Abschnitt 6.3.4.2 untersucht zunächst die Güte verschiedener Partition-Algorithmen. Auf-
grund der Vielzahl der von den M-Baum-Autoren [48, 157] vorgestellten Promote-Algo-
rithmen wird die Evaluierung der Promote-Strategien zweigeteilt. Zunächst werden in
Abschnitt 6.3.4.3 die klassischen Promote-Verfahren verglichen. Das beste dieser Verfah-
ren wird anschließend in Abschnitt 6.3.4.4 zum Vergleich der neuen Promote-Verfahren
herangezogen. Alle Promote-Verfahren werden jeweils mit der im Vorabschnitt 6.3.4.2
herausgearbeiteten besten Partition-Strategie kombiniert. Weiterhin existieren Knoten-
teilungsstrategien, bei denen die Partition-Entscheidung nicht auf Basis bereits gewählter
neuer Teilbaumwurzeln getroffen wird. Beim Minimum Spanning Tree werden die Knoten
zuerst partitioniert – erst in einem zweiten Schritt wird für jede Partition eine neue Teil-
baumwurzel gewählt. Dieses inverse Gesamtverfahren wird ebenfalls in Abschnitt 6.3.4.4
mit den Promote-Verfahren verglichen.
Die Knotenteilungsstrategien werden dabei mit
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• minimal konsistenten Hüllradien266 sowie
• der Blattauswahlstrategie Min.Cost267
kombiniert, da sich diese Auswahl als bevorzugt herauskristallisiert hat (siehe Abschnitte
6.3.2 und 6.3.3).
6.3.4.2 Partition-Algorithmen
Untersuchungsgegenstand. In diesem Abschnitt werden Strategien für die Partitions-
teilentscheidung untersucht, d.h. die Aufteilung der Kindknoten auf die neuen Eltern-
knoten. Die Untersuchung beschränkt sich dabei auf Verfahren, bei denen die Partitions-
entscheidung getroffen wird, wenn bereits die Wahl der beiden neuen Teilbaumwurzeln
feststeht. Strategien, bei denen die Teilentscheidungen in umgekehrter Reihenfolge ge-
troffen werden, wie bspw. “Minimum Spanning Tree”, haben andere Voraussetzungen
und lassen sich nicht separat vergleichen. Die Strategie “Minimum Spanning Tree” wird
aus diesem Grund im Folgeabschnitt 6.3.4.3 mit den Promote-Strategien verglichen.
Alle untersuchten Partition-Strategien werden mit der Promote-Strategie Min.Cost
kombiniert, da sich diese als bester Kompromiss aus Einfügeaufwand und erreichter Baum-
struktur herausgestellt hat.268 Dies ist wie die meisten Promote-Strategien eine zielwert-
optimierende algorithmische Strategie, die den gesamten Suchraum von Promote (O(N2))
durchsucht. Weiterhin wurden die Blattauswahlstrategie Min.Cost sowie minimal konsis-
tente Knotenradien verwendet.
Partition-Strategien besitzen einen sehr großen Suchraum (O(2N)) – in Kombination
mit der gewählten Promote-Strategie müsste also ein Raum von O(N2 · 2N) Möglich-
keiten durchsucht werden. Dies ist selbst für kleine Knotenkapazitäten zu groß – bspw.
müssten bei eine Knotenkapazität von 10 jeweils O(100.000) Knotenteilungsmöglichkeiten
verglichen werden. Aus diesem Grund sind die meisten Partition-Strategien als effizien-
te, nicht-suchende Heuristiken implementiert. Im Rahmen des klassischen M-Baums [48]
wurden hier die beiden Möglichkeiten
• Balancierte Knotenteilung (jeder Elternknoten erhält die selbe Anzahl von Kind-
knoten) sowie
• GHP: Teilung an der mittleren, generalisierten Hyperebene zwischen den beiden
Elternknoten (jeder Kindknoten wird in dem Elternknoten gespeichert, dem er am
nächsten liegt)
vorgeschlagen.
In dieser Arbeit wurde ein neuer Ansatz vorgestellt:
• GHP+Hillclimbing: Bei diesem Verfahren wird zwar nicht der gesamte Suchraum
der Partitionsentscheidung durchsucht, aber dennoch mehr als eine Möglichkeit für
den Partition-Schritt evaluiert. Hierzu wird zunächst die heuristische GHP-Teilung
durchgeführt. Anschließend wird durch Hillclimbing versucht, die Aufteilung bzgl.
des Zielwertes weiter zu verbessern. Ist dies nicht mehr möglich, so ist ein lokales Op-
timum erreicht. Somit wird zumindest ein wichtiger Teil des Partition-Suchraumes
durchsucht.
266Siehe Abschnitt 6.3.2 für eine experimentelle Validierung.
267Siehe Abschnitte 5.3.3.1 und 6.3.3.
268Die experimentelle Evaluation dieser Tatsache folgt in Abschnitt 6.3.4.3.
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Ergebnisse. Abbildung 6.3.8 visualisiert die Ergebnisse des Vergleiches der drei Partition-
Verfahren Balanciert, GHP sowie GHP+Hillclimbing für verschiedene metrische Räu-
me mit jeweils 10.000 gespeicherten Elementen in Kombination mit minimal konsisten-
ten Knotenradien sowie der Blattauswahl-Strategie Min.Cost und der Promote-Strategie
Min.Cost.
Abbildung 6.3.8: Vergleich der Partition-Strategien in unterschiedlichen metrischen Räumen mit jeweils
10.000 Elementen pro Baum. Die Strategien wurden jeweils kombiniert mit minimal konsistenten Radien
sowie der Blattauswahl- und Promote-Strategie Min.Cost. Links der durchschnittliche Einfügeaufwand
pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage. Die Aufwände wurden jeweils als
Anzahl notwendiger Entfernungsberechnungen gemessen und relativiert an der Strategie GHP (=1). In
allen metrischen Räumen erreicht die balancierte Partition die mit Abstand schlechteste Baumstruktur.
In niederdimensionalen euklidischen Räumen (2D – 10D) gilt dies auch für den Einfügeaufwand, in
höherdimensionalen euklidischen Räumen und der Domäne der Editierdistanz ist der Einfügeaufwand
unter allen Strategien am besten. Die suchende Hillclimbing-Strategie kann die Baumstruktur in den
meisten metrischen Räumen zumindest leicht verbessern, besitzt jedoch dafür einen deutlich erhöhten
Einfügeaufwand. Die GHP-Strategie besitzt einen relativ niedrigen Einfügeaufwand und führt zu einer
relativ guten Baumstruktur. Für die meisten Einsatzszenarien sollte diese Kombination gewählt werden.
Unabhängig vom metrischen Raum ist die erreichte Baumgüte bei der balancierten
Teilung stets deutlich schlechter als die der anderen Strategien. In niederdimensionalen
euklidischen Räumen (2D – 10D) ist zudem der Einfügeaufwand stark erhöht. In höher-
dimensionalen euklidischen Räumen besitzt die Baumbalance zumindest den positiven
Effekt, einige Knotenteilungen zu vermeiden. Aus diesem Grund hat in diesen Domänen
die balancierte Teilung den geringsten Einfügeaufwand.
Die Teilung entlang der generalisierten Hyperebene (GHP) ist ein guter Kompromiss,
der einen stabil niedrigen Einfügeaufwand mit einer relativ guten erreichten Baumstruktur
verbindet. Diese Strategie sollte in den meisten Einsatzszenarien standardmäßig gewählt
werden.
Das neu vorgestellte Hillclimbing-Verfahren kann in den meisten metrischen Räumen
die Baumstruktur leicht verbessern. Dafür ist jedoch den Einfügeaufwand stark erhöht.
Dieser Effekt kann nur bedingt aus Abbildung 6.3.8 abgelesen werden, da darin als Ein-
fügeaufwand nur Entfernungsberechnungen abgebildet sind. Diese spiegeln nur die baum-
strukturabhängigen Aufwände zur Auswahl des Blattknotens, der Bestimmung minimal
konsistenter Knotenradien und der Anzahl der Knotenteilungsvorgänge wieder, nicht je-
doch den Aufwand einer einzelnen Knotenteilung.269 Zusätzlich entsteht ein großer sonsti-
269Da alle untersuchten Strategien alle O(N2) Promote-Möglichkeiten evaluieren, müssen zumeist auch
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ger CPU-Aufwand, der von den Entfernungsberechnungen nicht erfasst wird. Aus diesem
Grund sollte Hillclimbing nur eingesetzt werden, wenn die Datenstruktur eher statisch
verwendet wird, d.h. die abfragenden Zugriffe die einfügenden Zugriffe weit überwiegen.
Fazit. Insgesamt sollte also von den beiden Partition-Strategien in jedem Fall die Tei-
lung entlang der generalisierten Hyperebene gewählt werden. Wie u.a. in Abschnitt 5.3.4.3
postuliert, existieren bei nicht überlappungsfreier und nicht vollständig suchraumabde-
ckender Knotenteilung nur noch sehr geringe Vorteile durch eine balancierten Teilung.
Der Nachteil der deutlich größeren Knotenradien im Vergleich zu einer GHP-Teilung
überwiegt die Vorteile jedoch bei weitem. Die geringen Vorteile, die das Hillclimbing für
die Baumstruktur besitzt, werden in den meisten Einsatzszenarien durch den stark erhöh-
ten Einfügeaufwand überschattet. In den Folgeabschnitten wird aus diesem Grund immer
die GHP-Partition verwendet, wenn zunächst eine Promote-Entscheidung getroffen und
anschließend dafür eine gute Partition gesucht wird.
6.3.4.3 Klassische Promote-Algorithmen
Untersuchungsgegenstand. In diesem Abschnitt sollen die von Ciaccia et. al [48]
sowie Patella [157] vorgestellten klassischen M-Baum-Promote-Strategien für die Knoten-
teilung verglichen werden. Von den genannten Autoren wurde relativ unreflektiert eine
Vielzahl von Strategien vorgeschlagen. Bereits frühere Veröffentlichungen [221, 157] fanden
in der m_LB_Rad2 -Strategie einen klaren Favoriten. Diese Einschätzung soll in diesem
Abschnitt im Kontext der bislang gefundenen Optima der sonstigen Einfügeteilschritte
• Verwendung minimal konsistenter Knotenradien,270
• Min.Cost-Knotenauswahl271 sowie
• GHP-Partition272
validiert werden, bevor die beste gefundene klassische Strategie im Folgeabschnitt mit den
in späteren Erweiterungen und dieser Arbeit vorgestellten neuen Knotenteilungsstrategien
verglichen wird.
Die klassischen Promote-Strategien können dabei grob in folgende Kategorien unter-
teilt werden:
• Zielwertoptimierende Strategien sowie
• Algorithmisch-heuristische Strategien.
alle O(N2) bilateralen Knotenentfernungen bestimmt werden. Werden bspw. im Rahmen des Hillclimbing-
Verfahrens mehr Teilungsmöglichkeiten evaluiert, so werden viele bilateralen Knotenentfernungen mehr-
fach benötigt. Durch Cachen aller bilateralen Entfernungen während einer Teilungsoptimierung wird
die Mehrfachbestimmung dieser Distanzen vermieden. Zur Durchführung einer einzelnen Knotenteilung
benötigen also alle untersuchten Strategien die selbe Anzahl von O(N2) Entfernungsberechnungen. Im
verwendeten Fall minimal konsistenter Knotenradien gilt dies analog, nur dass nicht mehr O(N2) bi-
laterale Knotenentfernungen, sondern O(N2) Entfernungen zum entferntesten Kind unter dem jeweils
anderen Knoten bestimmt werden müssen.
270Siehe Abschnitt 5.3.1 für eine Beschreibung und Motivation des Verfahrens sowie Abschnitt 6.3.2 für
eine experimentelle Validierung.
271Siehe Abschnitt 5.3.3 zur Motivation und Erklärung sowie Abschnitt 6.3.3 für eine experimentelle
Validierung.
272Siehe Abschnitte 4.5.4.4 und 5.3.4.3 für eine Erklärung und Analyse sowie Abschnitt 6.3.4.2 für eine
experimentelle Validierung.
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Zielwertoptimierende Strategien. Zielwertoptimierende Strategien durchsuchen ei-
nen Teilbereich aller Teilungsmöglichkeiten. Jede Möglichkeit wird nach einem Gütekri-
terium bewertet. Letztendlich wird die Teilung mit dem besten Gütewert durchgeführt.
Eine erste Gruppe dieser Strategien wurde von Ciaccia et al. [48] vorgeschlagen. Dabei
wird der Raum der Möglichkeiten für den Promote-Schritt vollständig untersucht. Für jede
dieser Möglichkeiten wird die Partition durchgeführt und bewertet. Entsprechend müs-
sen insgesamt O(N2) Entfernungen bestimmt und O(N3) sonstige Rechenschritte (GHP)
durchgeführt werden.
• m_Rad: Zielkriterium ist die Minimierung der Summe der beiden neuen Eltern-
radien.
• m_LB_Rad2 : Zielkriterium ist die Minimierung des größeren der beiden neuen
Elternradien.
Eine zweite Gruppe von Strategien wurde von Patella [157] vorgestellt. Diese Verfah-
ren durchsuchen nur einen Teilraum aller Möglichkeiten für Promote, da sie den alten
Elternknoten erhalten. Eine Promote-Möglichkeit wird ohne Durchführung der Partiti-
on aufgrund einer fragwürdigen Heuristik273 bewertet. Es wird der maximal durch eine
Partition entstehende Radius des neuen Elternknotens minimiert. Die drei Strategien un-
terscheiden sich lediglich darin, wie sie auf Basis der gespeicherten Elternentfernung die
Entfernung des neuen Elternknotens zum entferntesten anderen Kind und damit dem
maximal möglichen Radius abschätzen:
• mM_LB_Rad: Als Entfernung des potentiellen neuen Elternknotens zu einem an-
deren Kindknoten wird der über die Elternentfernung minimal mögliche Wert an-
gesetzt.
• mM_UB_Rad: Als Entfernung des potentiellen neuen Elternknotens zu einem an-
deren Kindknoten wird der über die Elternentfernung maximal mögliche Wert an-
gesetzt.
• mM_AVG_Rad: Als Entfernung des potentiellen neuen Elternknoten zu einem an-
deren Kindknoten wird der Durchschnitt des über die Elternentfernung maximal
und minimal möglichen Wertes angesetzt.
Abbildung 6.3.9 zeigt die Ergebnisse des Vergleichs der klassischen suchenden Promote-
Strategien. Die klar besten Ergebnisse erzielt dabei, wie vorher von verschiedenen Veröf-
fentlichungen [221, 157] postuliert, m_LB_Rad2. Die Gruppe der mM_XXX_Rad Stra-
tegien erreicht, wie bereits in ihrer Analyse in Abschnitt 5.3.4.4 vorhergesagt, eine dürftige
Baumstruktur. Ihr einziger Vorteil besteht darin, gegenüber m_Rad in manchen Domänen
einen geringeren Einfügeaufwand zu besitzen. Gegenüber der originalen Veröffentlichung
dürfte die Aussagekraft des notwendigen Einfügeaufwandes jedoch eingeschränkt sein,
da im Rahmen dieser Arbeit zwei suchähnliche Operationen (minimal konsistente Radien
und Min.Cost-Knotenauswahl) während des Einfügens durchgeführt werden, die von einer
273Es wird der maximal mögliche Radius eines der beiden Elternknoten minimiert. Der andere Ra-
dius, die Kardinalitäten oder der tatsächlich resultierende Radius werden ignoriert. Zudem entspricht
der “maximal mögliche Radius” keiner tatsächlichen Schranke dieses Radius, da diese Schranke optimis-
tisch, pessimistisch oder durchschnittlich abgeschätzt wird. Die einzige Kombination, in der tatsächlich
eine obere Radius-Schranke bewertet wird, ist mM_UB_Dist. Zu einer ausführlichen Diskussion siehe
Abschnitt 5.3.4.4.
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Abbildung 6.3.9: Vergleich der klassischen suchenden Promote-Strategien in unterschiedlichen metrischen
Räumen mit jeweils 10.000 Elementen pro Baum. Die Strategien wurden jeweils kombiniert mit mini-
mal konsistenten Radien, der Min.Cost-Blattauswahl sowie der GHP-Knotenteilung. Links der durch-
schnittliche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage.
Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen gemessen und relati-
viert an der Strategie m_LB_Rad2 (=1). In allen metrischen Räumen besitzt m_LB_Rad2 sowohl
den besten Einfüge- als auch Abfrageaufwand. Die schlechteste Baumstruktur wird mit der Familie der
mM_XXX_Rad-Promote-Verfahren erreicht. In höherdimensionalen euklidischen Räumen sowie der Do-
mäne der Editierdistanz besitzen sie dafür zumindest einen geringeren Einfügeaufwand als m_Rad.
guten Baumstruktur profitieren. Der Einfügeaufwand der Strategien in ihrer ursprüngli-
chen Form dürfte also geringer sein. Abschnitt 6.3.5 vergleicht aus diesem Grund noch
ausgewählte Strategien in der Kombination, in der sie veröffentlicht wurden.
Als beste Strategie dieser Gruppe wird m_LB_Rad2 als Vergleich in die Untersuchung
der folgenden Strategien einbezogen.
Algorithmisch-heuristische Strategien. Aufgrund der teilweise hohen Anzahl von
O(N2) Entfernungsberechnungen und O(N3) sonstigen Rechenschritten (GHP) bei ziel-
wertoptimierenden Strategien wurden von Ciaccia et al. [48] bzw. Patella [157] eine Reihe
von Strategien vorgestellt, die auf Basis einer einfachen Heuristik ohne Suche die beiden
neuen Elternobjekte wählen. Für eine solche Strategie sind lediglich O(N) Entfernungs-
berechnungen und O(N) sonstige Rechenschritte (GHP) für den Promote-Schritt notwen-
dig. Der Vorteil des geringen Aufwandes einer Knotenteilung relativiert sich jedoch bei
Verwendung der in dieser Arbeit vorgestellten, fortgeschrittenen sonstigen Einfügeschritte
(Verwendung minimal konsistenter Knotenradien, Min.Cost-Blattsuche), da deren Auf-
wand stark von der Baumgüte abhängt.
• M_LB_Dist: Maximum Lower Bound on Distance. [48] Als ein Elternknoten wird
der bisherige Elternknoten ealt weiter verwendet. Der zweite neue Elternknoten eneu
ist der Kind-Knoten, der am weitesten vom bisherigen Elternknoten entfernt ist. eneu
kann ohne Entfernungsberechnung auf Basis der gespeicherten Elternentfernungen
bestimmt werden. Auch müssen während des Promote-Schrittes nur die O(N) Ent-
fernungen zu eneu bestimmt werden, da die Entfernungen zu ealt bereits bekannt
sind.
• M_UB_Dist: Maximum Upper Bound on Distance. [157] Es werden das entfernteste
und das zweitentfernteste Kind als neue Elternknoten verwendet.
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• Random: [48] schlagen vor, die beiden Elternknoten zufällig zu wählen.
• Sampling: Eine Abwandlung von Random führt die zufällige Auswahl der Elternkno-
ten mit anschließendem Partitioning mehrfach durch und wählt die Teilung mit dem
kleinsten größeren Radius. Das Optimierungskriterium entspricht somit m_LB_Rad2,
es wird lediglich ein deutlich kleiner Raum von Möglichkeiten durchsucht.
Abbildung 6.3.10 zeigt die Ergebnisse des Vergleichs der klassischen algorithmisch-heuris-
tischen Promote-Strategien. Die mit Abstand beste heuristische Strategie ist M_LB_Dist.
Abbildung 6.3.10: Vergleich der klassischen algorithmisch-heuristischen Promote-Strategien in unter-
schiedlichen metrischen Räumen mit jeweils 10.000 Elementen pro Baum. Die Strategien wurden jeweils
kombiniert mit minimal konsistenten Radien, der Min.Cost-Blattauswahl sowie der GHP-Knotenteilung.
Links der durchschnittliche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand
pro Abfrage. Zum Vergleich ist auch die beste klassische suchende Promote-Strategie m_LB_Rad2 dar-
gestellt. Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen gemessen und
relativiert an der Strategie m_LB_Rad2 (=1). In allen metrischen Räumen erreicht m_LB_Rad2 die
beste Baumgüte. Das heuristische Verfahren M_LB_Dist erreicht eine nahezu ähnliche Güte und besitzt
in der Domäne der Editierdistanz den geringsten Einfügeaufwand. Alle anderen heuristischen Strategien
führen zu einer erheblich schlechteren Baumstruktur und haben auch einen deutlich höheren Einfügeauf-
wand.
Sie erzielt fast die Baumgüte der zielwertoptimierenden Strategie m_LB_Rad2. In der
Domäne der Editierdistanz besitzt sie mit Abstand den geringsten Einfügeaufwand. Die in
allen Domänen sowohl bzgl. des Einfüge- als auch des Abfrageaufwand schlechteste Strate-
gie ist wie in Abschnitt 5.3.4.4 prognostiziert M_UB_Dist. Ebenfalls erwartungsgemäß ist
die erzielte Baumgüte der beiden zufallsbasierten Strategien Random und Sampling eher
schlecht. Aufgrund der verwendeten komplexeren sonstigen Einfügeschritte (Herstellung
minimal konsistenter Radien, Min.Cost-Blattauswahl) spiegelt sich die schlechte Baum-
struktur auch im Einfügeaufwand wieder – im Kontext ihrer ursprünglichen Veröffentli-
chung kann ein geringerer Einfügeaufwand postuliert werden. Aus diesem Grund werden
in Abschnitt 6.3.5 die wichtigsten Strategien nochmals in der Kombination verglichen, in
der sie ursprünglich veröffentlicht wurden. Insgesamt kann unter den heuristischen Stra-
tegien nur M_LB_Dist in Betracht gezogen werden – die zielwertoptimierende Strategie
m_LB_Rad2 erreicht jedoch eine noch bessere Baumstruktur.
Fazit. Insgesamt konnte in diesem Abschnitt bestätigt werden, dass m_LB_Rad2 die
mit Abstand beste klassische Promote-Strategie ist. Lediglich M_LB_Dist kann fast die
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damit erreichte Baumgüte erzielen. Weil, wie in den Vorabschnitten 6.3.2 und 6.3.3 vali-
diert, die in dieser Arbeit vorgestellten komplexen Einfügeschritte der Herstellung mini-
mal konsistenter Radien sowie die Min.Cost-Knotenauswahl in jedem Fall vorteilhaft sind,
wurden diese Schritte bei allen in diesem Abschnitt verglichenen Strategien mit eingesetzt.
Diese Zusatzschritte erfordern jedoch suchähnliche Operationen während des Einfügens.
Somit profitiert auch der Einfügeaufwand von einer besseren Baumstruktur, selbst wenn
ein isoliert betrachteter Knotenteilungsschritt eigentlich weniger Entfernungsberechnun-
gen erfordert. Aus diesen Gründen besitzen die Strategien mit einer schlechten Baum-
struktur meist auch einen sehr hohen Einfügeaufwand. In der Form ihrer ursprünglichen
Veröffentlichung waren die neuen Einfügeoperationen noch nicht bekannt. Aus diesem
Grund ist der in der Ursprungsform verursachte Einfügeaufwand der meisten Strategien
geringer. Abschnitt 6.3.5 vergleicht deshalb repräsentative Strategien in der Form und
Kombination ihrer ursprünglichen Veröffentlichung.
Für die Evaluierung der folgenden Promote-Strategien wird m_LB_Rad2 als Vergleich
herangezogen.
6.3.4.4 Neue Promote-Algorithmen
Untersuchungsgegenstand. In diesem Abschnitt sollen Promote-Strategien aus M-
Baum-Erweiterungen sowie dieser Arbeit mit der besten klassischen Promote-Strategie
m_LB_Rad2 verglichen werden. Kombiniert werden alle Strategien mit den bislang ge-
fundenen Optima der sonstigen Einfügeteilschritte
• Verwendung minimal konsistenter Knotenradien,274
• Min.Cost-Knotenauswahl275 sowie
• GHP-Partition.276
Als Promote-Strategien werden dabei verglichen:
• m_LB_Rad2 : [48] Beste klassische Promote-Strategie.
• Minimum Spanning Tree: Dieses Knotenteilungsverfahren wurde ursprünglich für
den Slim-Tree [202] vorgestellt. Es wird ein vollständig anderer Ansatz als bei den
anderen Verfahren verfolgt. Zunächst wird algorithmisch eine Partition bestimmt
(ohne die neuen Teilbaumwurzeln zu kennen, die Partition geschieht auf Basis ei-
nes minimal spannenden Baumes durch Entfernung dessen längster Kante). Erst in
einem zweiten Schritt wird aus den Elementen der Partition ein Knoten als neue
Teilbaumwurzel gewählt, so dass der Radius dieses Teilbaums minimal wird.
• Min.Cost: Dieses Verfahren wurde im Rahmen dieser Arbeit vorgestellt. Analog zu
m_Rad und m_LB_Rad2 wird ein Zielwert durch vollständige Suche im Raum
der Promote-Möglichkeiten optimiert. Als Gütekriterium wird der in Abschnitt 5.2
hergeleitete Perf -Wert minimiert.
274Siehe Abschnitt 5.3.1 für eine Beschreibung und Motivation des Verfahrens sowie Abschnitt 6.3.2 für
eine experimentelle Validierung.
275Siehe Abschnitt 5.3.3 zur Motivation und Erklärung sowie Abschnitt 6.3.3 für eine experimentelle
Validierung.
276Siehe Abschnitte 4.5.4.4 und 5.3.4.3 für eine Erklärung und Analyse sowie Abschnitt 6.3.4.2 für eine
experimentelle Validierung. Im Fall des Verfahrens Minimum Spanning Tree ist die Partition Teil des
Verfahrens – somit wird hier GHP nicht angewendet.
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Ergebnisse. Abbildung 6.3.11 visualisiert die Ergebnisse des Vergleichs dieser neuen
Promote-Strategien mit der besten klassischen Promote-Strategie m_LB_Rad2. Die in
Abbildung 6.3.11: Vergleich der neuen Promote-Strategien Minimum Spanning Tree (aus Slim-Tree [202])
sowie Min.Cost (aus dem in dieser Arbeit vorgestellten EM-Baum) mit der besten klassischen Strategie
m_LB_Rad2 in unterschiedlichen metrischen Räumen mit jeweils 10.000 Elementen pro Baum. Die Stra-
tegien wurden jeweils kombiniert mit minimal konsistenten Radien, der Min.Cost-Blattauswahl sowie der
GHP-Knotenteilung. Links der durchschnittliche Einfügeaufwand pro Element, rechts der durchschnitt-
liche Abfrageaufwand pro Abfrage. Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungs-
berechnungen gemessen und relativiert an der Strategie m_LB_Rad2 (=1). In allen metrischen Räumen
besitzt Min.Cost den besten Abfrageaufwand. In höheren euklidischen Dimensionen (15D) und der Do-
mäne der Editierdistanz ist dafür der Einfügeaufwand erhöht. Die Strategie Minimum Spanning Tree
erreicht in manchen Domänen eine bessere Baumstruktur als m_LB_Rad2, jedoch nie die Güte der EM-
Baum-Strategie Min.Cost. Ihr Einfügeaufwand ist jedoch bis auf die Domäne der Editierdistanz schlechter
als alle anderen Strategien inklusive Min.Cost.
dieser Arbeit vorgestellte Strategie Min.Cost erreicht in allen Domänen die beste Baum-
struktur. In niederen euklidischen Räumen (2D – 10D) schlägt sich dies auch im Einfüge-
aufwand nieder. In höheren Dimensionen und der Domäne der Editierdistanz überwiegt
der durch die zusätzliche Suche verursachte Aufwand, so dass hier der Einfügeaufwand
erhöht ist.
Der als Teil des Slim-Tree [202] vorgestellten Promote-Strategie Minimum Spanning
Tree gelingt es, in manchen Domänen (3D – 10D) eine bessere Baumstruktur zu erzielen
als m_LB_Rad2. Die Baumgüte von Min.Cost wird jedoch nie erreicht. Der Einfügeauf-
wand ist gegenüber m_LB_Rad2 in allen Domänen und gegenüber Min.Cost in nahezu
allen Domänen erhöht. Ursprüngliche Intention dieser Strategie war die Reduktion der
sonstigen Rechenschritte für eine Knotenteilung. Da nur Entfernungsberechnungen ge-
messen wurden, kann nicht entschieden werden, ob dieses Ziel erreicht wurde.
6.3.4.5 Fazit
In diesem Abschnitt wurden die im klassischen M-Baum [48, 157], in späteren Erweiterun-
gen [202] sowie in dieser Arbeit vorgestellten Strategien zur Knotenteilung experimentell
verglichen. Bei der Mehrzahl der Strategien wird der Partition-Schritt nach dem Promote-
Schritt ausgeführt. In diesem Fall konnte für den Partition-Schritt die Teilung entlang der
Generalisierten Hyperebene (GHP) als bester Algorithmus identifiziert werden. In man-
chen Szenarien kann ein auf die GHP-Teilung folgendes Hillclimbing die Baumstruktur
weiter verbessern, jedoch zulasten eines erhöhten Einfügeaufwandes.
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Von den klassischen Strategien ist die Kombination von m_LB_Rad2 für den Pro-
moteschritt das beste Verfahren. Wird das Knotenteilungsverfahren Minimum Spanning
Tree aus dem Slim-Tree herausgelöst, so kann in manchen Räumen gegenüber dem ori-
ginalen M-Baum eine deutliche Verbesserung der Baumstruktur erreicht werden. Das in
dieser Arbeit vorgestellte Knotenteilungsverfahren Min.Cost führt mit Abstand zur besten
Baumstruktur und besitzt auch in den meisten Räumen den niedrigsten Einfügeaufwand.
Es ist mit den in dieser Arbeit entwickelten Methoden somit gelungen, durch analy-
tische Bestimmung eines optimalen Zielkriteriums und dessen Anwendung auf den Kno-
tenteilungsalgorithmus, den M-Baum deutlich zu verbessern.
6.3.5 Vergleich der Gesamtstrategien
Untersuchungsgegenstand. In den vergangenen Abschnitten wurden jeweils nur ein-
zelne Aspekte (Knotenradienminimierung, Slim-Down, Blattauswahl, Knotenteilung) ver-
schiedener M-Baum-Erweiterungen c.p. untersucht. Der jeweils untersuchte Aspekt wurde
dabei jeweils mit der besten Kombination der übrigen Aspekte kombiniert.
Diesem Vorgehen immanent sind gewisse systematische Verzerrungen. Bspw. sind die
einzelnen Teilschritte der klassischen Einfügeverfahren analog zum B-Baum strikt lokal.
Dadurch ist der Einfügeaufwand klassischer Verfahren relativ unabhängig von der Baum-
güte:
• Bei der Blattsuche wird jeweils nur ein Pfad verfolgt. Die notwendigen Entfernungs-
berechnungen für eine derartige Blattsuche sind nur von der Baumtiefe und damit
von der Baumbalance abhängig.
• Beim Anpassen von Knotenradien bzw. der Untersuchung des Einflusses von Teilungs-
entscheidungen auf Knotenradien muss nur lokal eine begrenzte Anzahl von Entfer-
nungen bestimmt werden. Die Anzahl an Entfernungsberechnungen pro Teilungs-
schritt wird damit ausschließlich lokal durch den gewählten Teilungsalgorithmus
bestimmt.
Aufgrund dieser Tatsachen schlagen sich bei klassischen Knotenteilungsverfahren wäh-
rend einer Knotenteilung eingesparte Entfernungsberechnungen direkt in einer Senkung
des Einfügeaufwandes nieder. Die einzigen potentiell negativen Effekte solcher Strate-
gien für den Einfügeaufwand sind die Vergrößerung der durchschnittlichen Pfadlängen für
die Blattsuche und die Erhöhung der Anzahl an Knotenteilungen. Einige Knotenteilungs-
strategien wurden entworfen, um den Einfügeaufwand extrem zu minimieren. Dabei wurde
eine schlechtere Abfrageperformance billigend in Kauf genommen.
Viele generell vorteilhafte Erweiterungen dieser Arbeit, wie die Verwendung minimal
konsistenter Knotenradien oder die Min.Cost-Blattauswahl, arbeiten dagegen nicht-lokal.
Bei ihnen sind auch während des Einfügens suchähnliche Operationen notwendig:
• Zur Verwendung minimal konsistenter Radien müssen diese jeweils bei Knoten-
teilungsoperationen durch eine Suche des entferntesten Datenelementes unter einem
M-Baum-Knoten bestimmt werden. Dies gilt sowohl für die finale Knotenteilung
als auch für jede während der Optimierung evaluierte Teilungsmöglichkeit. Für die
Suche nach dem entferntesten Datenelement wurde in Abschnitt 5.3.1.8 der effizi-
ente Algorithmus 5.5 vorgestellt, der analog zu einer Nearest-Neighbor-Suche arbei-
tet. Der Aufwand zur Durchführung dieses Algorithmus ist stark von der Güte der
Baumstruktur abhängig.
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• Bei der Min.Cost-Blattauswahl wird der zu einem neuen Datensatz am besten pas-
sende Blattknoten in einer A∗-ähnlichen Suche bestimmt. Auch der Aufwand dieser
Suche ist abhängig von der Güte der Baumstruktur.
Während der Experimente der vergangenen Abschnitte wurden diese beiden Optimierun-
gen aufgrund ihrer großen Vorteilhaftigkeit grundsätzlich eingesetzt. Dies zerstört jedoch
die Kompromisse einiger klassischer Einfügeverfahren. Deren schlechtere Baumstruktur
wirkt sich aufgrund der beiden Optimierungen bereits negativ auf den Einfüge- und nicht
erst auf den Abfrageaufwand aus.
In diesem Abschnitt sollen aus diesem Grund alle untersuchten M-Baum-Einfüge-
strategien in ihrer Ursprungsform und -kombination verglichen werden. D.h. jede Strategie
wird genau so verwendet (Kombination mit anderen Aspekten), wie dies in der jeweils
ursprünglichen Veröffentlichung beschrieben wurde.
Aufgrund der hohen Anzahl an Strategiekombinationen wird der Vergleich zweigeteilt.
Im Folgenden werden zunächst die wichtigsten klassischen Einfügestrategien verglichen,
bevor im Folgeabsatz die beste klassische Strategie den Strategien der M-Baum-Erweite-
rungen sowie der in dieser Arbeit vorgestellten Min.Cost-Strategie des EM-Baums gegen-
übergestellt werden.
Klassische Einfügestrategien. Im klassischen M-Baum [48] wurde genau eine Blatt-
auswahl-Strategie beschrieben, ohne dieser einen expliziten Namen zu geben. Die klassi-
schen M-Baum-Knoten umschließen Kindknoten (und nicht nur Datenelemente) vollstän-
dig. Ein Slim-Down-Schritt zur Vermeidung von Knotenteilungen ist nicht vorgesehen. Es
wurden eine Reihe von Promote- und Partition-Strategien vorgestellt. Da sich nur eine der
beiden Partition-Strategien (GHP) als vorteilhaft erwiesen hat, wird die Partition-Stra-
tegie Balanciert nur exemplarisch mit der Promote-Strategie m_LB_Rad2 kombiniert,
alle anderen Strategien werden ausschließlich mit GHP verwendet. Es wurde jeweils aus
verschiedenen ähnlichen Strategien eine vielversprechende ausgewählt, um den Vergleich
übersichtlich zu halten:
• Zufallsbasierte Strategien (Random, Sampling) wurden nicht verglichen, da sie in
jeder Hinsicht klar schlechter als alle anderen Strategien waren.
• Von den beiden heuristischen Strategien M_LB_Dist und M_UB_Dist wurde das
klar bessere M_LB_Dist mit in den Vergleich einbezogen.
• Aus der Gruppe der Strategien mM_XXX_Rad, die ohne Entfernungsberechnung
suchen, wurde die beste Strategie mM_LB_Rad verwendet.
• Von den beiden optimierenden Strategien m_Rad und m_LB_Rad2 wurde das
deutlich bessere m_LB_Rad2 gewählt.
Insgesamt wurden folgende Kombinationen klassischer M-Baum-Einfügeverfahren ver-
glichen:
• m_LB_Rad2 : Minimierung des größeren der beiden Elternradien, Teilung entlang
der generalisierten Hyperebene,
• m_LB_Rad2 (Balanciert): Minimierung des größeren der beiden Elternradien, ba-
lancierte Knotenteilung,
• M_LB_Dist: Weiterverwendung des bisherigen Elternknotens zusammen mit dem
am weitesten entfernten Kind, Teilung entlang der generalisierten Hyperebene,
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• mM_LB_Rad: Weiterverwendung des bisherigen Elternknotens. Zweiter Eltern-
knoten ist der, dessen maximal möglicher Radius minimal wird. Der maximal mög-
liche Radius wird optimistisch abgeschätzt (“LB”). Die Teilung erfolgt entlang der
generalisierten Hyperebene.
Abbildung 6.3.12 visualisiert die Ergebnisse dieses Vergleiches für verschiedene metrische
Räume mit jeweils 10.000 gespeicherten Elementen. Über alle Domänen am schlechtesten
Abbildung 6.3.12: Vergleich der klassischen Gesamt-Einfügestrategien in unterschiedlichen metrischen
Räumen mit jeweils 10.000 Elementen pro Baum. Die Strategien wurden jeweils kombiniert mit stark
konsistenten Radien und abgesehen von “m_LB_Rad2 (Balanciert)” mit der GHP-Partition. Links der
durchschnittliche Einfügeaufwand pro Element, rechts der durchschnittliche Abfrageaufwand pro Abfrage.
Die Aufwände wurden jeweils als Anzahl notwendiger Entfernungsberechnungen gemessen und relativiert
an der Strategie m_LB_Rad2 (=1). Am schlechtesten sowohl bzgl. Einfüge- als auch Abfrageaufwand ist
in allen Domänen die balancierte Knotenteilung. Die beste Strategie ist m_LB_Rad2. Nur M_LB_Rad
gelingt es in höherdimensionalen Räumen den Einfügeaufwand von m_LB_Rad2 tatsächlich zu unter-
bieten.
verhält sich auch in der originalen Kombination die balancierte Knotenteilung. Diese sollte
unter keine Umständen eingesetzt werden. Das Ziel von M_LB_Dist und mM_LB_Rad
war es, gegenüber vollständig optimierenden Strategien wie m_LB_Rad2 den Einfüge-
aufwand zu senken. Auch in der originalen Kombination gelingt dies mM_LB_Rad nicht
– die Strategie ist in jeder Domäne bzgl. Einfüge- und Abfrageaufwand m_LB_Rad2 un-
terlegen. Dagegen verursacht M_LB_Dist zwar aufgrund der schlechteren Baumstruktur
einen höheren Abfrageaufwand als m_LB_Rad2, zumindest sinkt jedoch in höherdimen-
sionalen Räumen der Einfügeaufwand.
Auch in der originalen Kombination bleibt also die Partition-Strategie GHP zusammen
mit der Promote-Strategie m_LB_Rad2 die beste Wahl.
Erweiterungen und neue Einfügestrategien. Im Folgenden sollen nun die frühe-
ren kompatiblen M-Baum-Erweiterungen sowie die in dieser Arbeit vorgestellten Opti-
mierungen mit der besten klassischen Strategie verglichen werden. Wesentliche frühere
kompatible Erweiterungen des M-Baums sind:
• Slim-Tree: Im Rahmen des Slim-Tree [202] wurde für jeden Einfügeschritt eine neue
Strategie vorgestellt. Für die Blattauswahl wurde das Slim-Verfahren verwendet. Bei
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der Knotenteilung nutzen Traina et al. [202] das inverse Verfahren Minimum Span-
ning Tree. Weiterhin erlauben sie, dass Baumknoten nur die enthaltenen Daten-
elemente und nicht ihre vollständigen Kindknoten umschließen. Dies entspricht den
effizient bestimmbaren minimalen Knotenradien. Zuletzt führen die Autoren den
Slim-Down-Schritt ein. Sie erklären allerdings nur dessen Verwendung auf Blatt-
ebene und nicht für innere Knoten. Verwendet wird er nur, um die Baumstruktur
zu verbessern und nicht, um Knotenteilungen zu vermeiden. Die Autoren lassen auch
offen, zu welchem Zeitpunkt und in welchem Umfang ein solcher Schritt ausgeführt
werden sollte. Aus diesen Gründen wird der Slim-Down-Schritt in der Variante ver-
wendet, der in dieser Arbeit vorgestellt wurde, auch wenn dies eine Erweiterung
gegenüber dem originalen Slim-Tree [202] darstellt.
• Multiway Insert: Von Skopal et al. [194] wurde der Multiway-Insertion M-Baum vor-
gestellt. Er umfasst mehrere Einzelaspekte, die in dieser Arbeit separat untersucht
wurden. Als Blattauswahl dient die Multiway-Blattauswahl. Für die Knotenteilung
verwenden die Autoren das Standard-Teilungsverfahren m_LB_Rad2 des origina-
len M-Baums zusammen mit einer Teilung entlang der generalisierten Hyperebene
(GHP) als Partitionsalgorithmus. Die Autoren erweitern weiterhin den Slim-Down-
Schritt auf innere Knoten. Auch sie spezifizieren jedoch nicht, zu welchem Zeitpunkt
und in welchem Umfang diese Optimierung angewendet werden sollte. Aus diesem
Grund wird er in der Variante verwendet, die in dieser Arbeit vorgestellt wurde
(lokal vor jeder Knotenteilung, um diese potentiell zu vermeiden und gleichzeitig
die Baumstruktur zu verbessern). Baumknoten müssen nur die enthaltenen Da-
tenelemente und nicht mehr die vollständigen Kindknoten umschließen (“Effiziente
Radienreduktion”).
• Bulk Loading: Die erste Möglichkeit, a priori bekannte Daten effizient auf einmal in
den M-Baum einzufügen, wurde von Ciaccia und Patella [45] vorgestellt. Im Rahmen
dieser Arbeit (Abschnitt 5.3.2) wurde das ursprüngliche Bulk-Loading-Verfahren
stark verbessert. Da in Abschnitt 6.3.1 die Überlegenheit des neuen Bulk-Load-
ing-Verfahrens Globale Optimierung zusammen dem klassischen Schritt Entfernung
unterausgelasteter Knoten jedoch ohne Herstellung der Baum-Balance gegenüber
dem klassischen Bulk-Loading gezeigt wurde, wird diese in dieser Arbeit vorgestell-
te Variante des Bulk-Loading mit den anderen M-Baum-Erweiterungen verglichen.
• Min.Cost: Der Fokus dieser Arbeit lag auf der mathematischen Analyse der M-
Baum-Datenstruktur und der Nutzung dieser Analyse zum Entwurf eines besseren
Einfügealgorithmus, welcher zu einer Verbesserung der Baumstruktur und damit
einer Verringerung des Abfrageaufwandes führt. Hierzu wurden in verschiedenen
Kapiteln neue Strategien und Optimierungsaspekte für die entsprechenden Einfü-
geschritte vorgestellt. Die einzelnen Verfahren sowie ihre Kombination werden mit
Min.Cost bezeichnet, der gesamte Baum zusammen mit den verbesserten Such-
algorithmen mit EM-Baum. Die Strategiekombination ist in allen Aspekten auf die
Minimierung des in Abschnitt 5.2 hergeleiteten Perf -Wertes ausgerichtet. Sie be-
steht aus folgenden Teilen:
– Min.Cost Blattauswahl,
– Min.Cost-Promote-Schritt während der Knotenteilung,
– GHP-Partition (Teilung entlang einer generalisierten Hyperebene),
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– Reduktion der Knotenradien auf den minimal konsistenten Wert. (Baumknoten
müssen nur die enthaltenen Datenelemente und nicht mehr die vollständigen
Kindknoten umschließen.)
Insgesamt wurden folgende Kombinationen neuer und klassischer M-Baum-Einfügever-
fahren verglichen:
• m_LB_Rad2 : Beste klassische Einfügestrategiekombination (Minimierung des grö-
ßeren der beiden Elternradien, Teilung entlang der generalisierten Hyperebene),
• Slim-Tree: Slim-Blattauswahl, Minimum Spanning Tree Knotenteilung, effiziente
Radienreduktion, Slim-Down-Schritt zur Vermeidung der Knotenteilung,
• Multiway: Multiway-Blattauswahl, m_LB_Rad2 -Knotenteilung mit GHP, effiziente
Radienreduktion, Slim-Down-Schritt zur Vermeidung der Knotenteilung,
• Bulk (EM-Baum): Bulk-Loading des M-Baums unter Nutzung der optionalen Schrit-
te Entfernung unterausgelasteter Knoten sowie Globale Optimierung. Bulk-Insert
reduziert Knotenradien in jedem Fall auf den minimal konsistenten Wert.
Abbildung 6.3.13 visualisiert die Ergebnisse dieses Vergleiches für verschiedene metrische
Räume mit jeweils 10.000 gespeicherten Elementen. Die schlechteste Baumstruktur mit
Abbildung 6.3.13: Vergleich der Gesamt-Einfügestrategien von früheren M-Baum-Erweiterungen und Op-
timierungen dieser Arbeit mit der besten klassischen Strategie in unterschiedlichen metrischen Räumen
mit jeweils 10.000 Elementen pro Baum. Links der durchschnittliche Einfügeaufwand pro Element, rechts
der durchschnittliche Abfrageaufwand pro Abfrage. Die Aufwände wurden jeweils als Anzahl notwendi-
ger Entfernungsberechnungen gemessen und relativiert an der klassischen Strategie m_LB_Rad2 (=1).
Am schlechtesten bzgl. der Baumstruktur ist die Einfügestrategie des Slim-Tree, gefolgt von der klas-
sischen m_LB_Rad2 -Strategie. Die beste Baumstruktur kann mit der Strategiekombination Min.Cost
des in dieser Arbeit vorgestellten EM-Baumes erreicht werden. Die in dieser Arbeit vorgestellte Strate-
giekombination zum Bulk-Loading benötigt nur eine sehr geringen Einfügeaufwand um eine relativ gute
Baumstruktur zu erzielen.
dem höchsten Abfrageaufwand erreicht in nahezu allen Domänen der Slim-Tree. Zudem
besitzt dieser in den meisten Räumen auch einen sehr hohen Einfügeaufwand. Wie in der
Analyse in Abschnitt 5.3.3.2 vorhergesagt bzw. in Abschnitt 6.3.3 experimentell validiert
wurde, ist dies vor allem der sehr schlechten Blattauswahlstrategie des Slim-Tree geschul-
det. Die zweitschlechteste Baumstruktur erreicht das klassische m_LB_Rad2 -Verfahren.
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Dieses hat jedoch den Vorteil eines relativ geringen Einfügeaufwandes. Demgegenüber
kann der Multiway-Baum die M-Baum-Struktur deutlich verbessern, im Gegenzug steigt
jedoch der Einfügeaufwand an. Ein extrem geringer Einfügeaufwand bei gleichzeitig rela-
tiv guter Baumstruktur kann bei a priori Kenntnis der zu speichernden Daten mit dem
in dieser Arbeit vorgestellten Bulk-Loading-Verfahren erzielt werden. Die beste Baum-
struktur über alle Domänen wird mit der konsequenten Nutzung der in dieser Arbeit
vorgestellten Min.Cost-Strategien erreicht. In niederdimensionalen euklidischen Räumen
(2D – 10D) kann damit sogar der mit Ausnahme des Bulk-Loading niedrigste Einfüge-
aufwand erreicht werden. In höheren Dimensionen und der Domäne der Editierdistanz ist
der Einfügeaufwand dagegen leicht erhöht.
Insgesamt erzielt die in dieser Arbeit vorgestellte Strategiekombination die beste Baum-
struktur mit dem geringsten Abfrageaufwand. Falls alle Daten a priori bekannt sind und
die Abfragephase gegenüber der Einfügephase verringert ist, kann auch die ebenfalls sehr
gute Bulk-Loading-Strategiekombination genutzt werden. Insgesamt ist es in dieser Arbeit
also gelungen, durch neue Optimierungen, aber auch die Herausarbeitung guter Einfüge-
aspekte aus großen kombinierten Strategien eine deutliche Verbesserung des M-Baums
gegenüber allen bekannten existierenden Varianten zu erreichen.
6.4 Zusammenfassung
In Kapitel 5 wurde der M-Baum zum EM-Baum erweitert. Dabei wurden sowohl ver-
besserte Anfragealgorithmen entwickelt als auch der Baum durch neue Einfügeverfahren
strukturell verbessert. Im Rahmen der theoretischen Analyse wurden dabei sowohl für
existierende als auch für neu vorgestellte Einfügestrategien theoretische Vorhersagen über
deren Güte getroffen. Im aktuellen Kapitel 6 wurden die Performance der neuen Abfrage-
algorithmen sowie die getroffenen Vorhersagen experimentell validiert. So konnten die
besten Strategiebausteine gefunden werden, um damit optimale Einfüge- und Abfrage-
algorithmen zu konstruieren.
Suchalgorithmen. Zunächst wurden in verschiedenen Domänen Bäume unterschiedli-
cher Größe mehrfach zufällig mit repräsentativen Daten gefüllt, um die Effizienz der neu
vorgestellten Abfragealgorithmen mit den existierenden Algorithmen zu vergleichen.
Eine allgemeine Verbesserung aller Suchalgorithmen ist die zusätzliche Nutzung do-
mänenspezifischer, effizient bestimmbarer Entfernungsheuristiken. In dieser Arbeit wurde
für die Editierdistanz die effizient bestimmbare Textlängenheuristik entwickelt. In den
Experimenten konnte gezeigt werden, dass damit sowohl die Anzahl der Entfernungs-
berechnungen als auch die Rechenzeit um ca. 42% gesenkt werden konnte. Dagegen konnte
die von Bartolini et al. [14] vorgestellte Bag-Heuristik für die untersuchte Domäne zwar
die Anzahl der Entfernungsberechnungen um 73% reduzieren, erhöhte aber aufgrund der
deutlich komplexeren Heuristikberechnung die Gesamtrechenzeit um 30%.
Bei der Bereichssuche wurden verschiedene Optimierungsbausteine identifiziert. Fast
alle davon konnten in den untersuchten Szenarien den Abfrageaufwand deutlich senken,
so dass diese zu einem universellen, verbesserten Bereichssuchalgorithmus kombiniert wer-
den können. Damit kann der gesamte Abfrageaufwand um nahezu 50% gesenkt werden.
Ein Optimierungsbaustein besitzt positive und negative Effekte, wobei letztere durch eine
zusätzliche Verwendung domänenabhängiger Entfernungsheuristiken kompensiert werden
können. Dieser Optimierungsbaustein sollte also nur in ausgewählten Domänen konfigura-
tiv eingesetzt werden, in denen effizient bestimmbare zusätzliche Entfernungsheuristiken
existieren.
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Für die k-Nearest-Neighbor-Suche wurde mit einem A∗-ähnlichen Verfahren ein völlig
neuer Anfragealgorithmus entwickelt. Dieser ist optimal, da er genau so viele Entfernungs-
berechnungen benötigt, wie eine Bereichssuche mit dem finalen Grenzradius. Mit diesem
Algorithmus konnte der Abfrageaufwand je nach Domäne um 30 bis 40% reduziert werden.
Einfügealgorithmen und Baumstruktur. Der zweite Teil dieses Kapitels beschäftig-
te sich mit der Verbesserung der Baumstruktur. Dazu wurden in verschiedenen Domänen
zu speichernde Daten und Anfragen zufällig erstellt. Die Daten wurden dann mit ver-
schiedenen Einfügestrategien und Baumkonfigurationen in einen Baum eingefügt. Daraus
resultieren jeweils unterschiedliche Baumstrukturen bei gleichen gespeicherten Daten, die
zu einem unterschiedlichen Abfrageaufwand führen. So konnte der Einfluss der Einfüge-
strategie und Baumkonfiguration auf den Abfrageaufwand untersucht werden. Gleichzeitig
wurde der ebenfalls mit der Einfügestrategie variierende Einfügeaufwand bestimmt.
Zunächst wurden Bulk-Loading-Verfahren analysiert, bei denen alle zu speichernden
Daten a priori bekannt sind. Aus diesen wird in einem Schritt (d.h. nicht inkrementell) ein
kompletter Baum aufgebaut. Inkrementelle (“normale”) Einfügeverfahren sind deutlich




Bulk Loading. Diese Verfahren (sowohl die bereits existierenden als auch die neu vor-
gestellten) besitzen verglichen mit allen anderen Strategien einen sehr niedrigen Einfüge-
aufwand. Es wird dabei eine Baumstruktur erreicht, deren Güte im Bereich der besseren
“normalen” (inkrementellen) Verfahren (jedoch nicht der besten Verfahren) liegt. Durch
Analyse des existierenden Bulk-Loading-Verfahrens konnten im Rahmen dieser Arbeit
zielführende und nicht zielführende Schritte identifiziert und dadurch sowie durch zusätz-
liche Optimierungen die Baumstruktur weiter verbessert werden. Dabei verschlechtert
sich zwar der Einfügeaufwand leicht – allerdings auf einem so niedrigen Niveau, dass dies
gegenüber inkrementellen Verfahren nicht ins Gewicht fällt.
Allgemeine Baumstruktur. Für inkrementelle Einfügeverfahren wurden Ansätze va-
lidiert, um die allgemeine Baumstruktur zu verbessern.
• Ein Ansatz zur Reduktion von Knotenradien unter Beibehaltung der Konsistenz-
eigenschaft ist die Verschiebung des entferntesten Kindknotens in einen anderen
Knoten, der nicht erweitert werden muss (Slim-Down). In dieser Arbeit wurde das
Verfahren verbessert, so dass es ein effizienter Vorverarbeitungsschritt einer jeden
Knotenteilung sein kann, bei dem die Teilung hinausgezögert wird. Leider hat sich
dieser Schritt als nur bedingt vorteilhaft herausgestellt.
• Ein anderer Ansatz ist die Reduktion der Knotenradien. Die Baum-Knoten müssen
nicht ihre Kindknoten vollständig umschließen, wie im klassischen M-Baum postu-
liert wurde. Für die Konsistenz des M-Baums genügt es, wenn der Raumbereich
eines Knotens alle unter ihm gespeicherten Datenelemente umfasst. Dies ist u.U.
mit einem geringeren Radius möglich und erlaubt einen früheren Abbruch mancher
Suchanfragen. In früheren Arbeiten [45, 202, 194] wurde die Radienreduktion nur
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für das begrenzte Einsatzgebiet des Bulk-Loading bzw. nicht im maximal möglichen
Umfang und nur in Kombination mit bestimmten Strategien durchgeführt. In dieser
Arbeit wurde ein Ansatz vorgestellt, um die Knotenradienreduktion in deutlich mehr
Fällen effizient zu erreichen. In eigenen Experimenten wurden verschiedene Stufen
des Verfahrens zur Knotenradienreduktion evaluiert. Als beste Kombination hat sich
die in dieser Arbeit mit dem DistanceToFurthestElementBelow-Algorithmus 5.5 erst
ermöglichte Minimierung der Knotenradien auf den minimal konsistenten Radius er-
wiesen. Dies minimiert sowohl den Abfrage- als auch den Einfügeaufwand und kann
den M-Baum deutlich verbessern.
Blattauswahl. Der erste Schritt inkrementeller Einfügevorgänge ist die Auswahl des
Blattknotens. Hierfür wurden verschiedene Strategien evaluiert. Als beste Blattauswahl-
strategie hat sich die in dieser Arbeit vorgestellte Min.Cost-Strategie herausgestellt, die
mit einem A∗-ähnlichen Verfahren ein Blatt sucht, so dass das in Abschnitt 5.2 heraus-
gearbeitete Gütekriterium Perf -Wert für den M-Baum minimiert wird.
Knotenteilung. Beim inkrementellen Einfügen kann es zu einer Kaskade von Knoten-
teilungen kommen, sofern die Kapazität überschritten ist und dies nicht durch einen Slim-
Down-Schritt unterbrochen werden kann. Hierfür wurden eine Reihe von Strategien un-
tersucht. Für den Fall eines separaten Partition-Schrittes nach Wahl zweier neuer Eltern-
knoten konnte festgestellt werden, dass die originale Strategie GHP einer balancierten Tei-
lung klar überlegen ist. Unter Inkaufnahme eines stark erhöhten Einfügeaufwandes kann
die Baumgüte durch Nutzung der in dieser Arbeit vorgestellten Hillclimbing-Partition
weiter leicht verbessert werden. Die insgesamt beste Knotenteilungsstrategie ist das in
dieser Arbeit vorgestellte Min.Cost-Verfahren, bei dem während der Knotenteilung die
beiden Elternknoten so gewählt werden, dass das in Abschnitt 5.2 herausgearbeitete Gü-
tekriterium Perf -Wert für den M-Baum minimiert wird.
Gesamteinfügeverfahren. Insgesamt hat sich der durchgehende Fokus auf die Mini-
mierung des Perf -Wertes in allen metrischen Domänen über alle Schritte des Baum-
aufbaus in einer deutlich verbesserten Baumstruktur bei gleichzeitig relativ geringem
Einfügeaufwand niedergeschlagen. Es ist also gelungen, eine deutliche Verbesserung des
M-Baums für beliebige Einsatzszenarien zu erreichen. In Szenarien, in denen die einzu-
fügenden Daten a priori bekannt sind, kann der Einsatz eines Bulk-Loading-Verfahrens
erwogen werden. Es wird zwar nicht dieselbe Baumgüte erreicht wie unter Einsatz der
Min.Cost-Strategien. Die erzielte Güte ist jedoch immer noch relativ hoch. Gleichzeitig
ist der Einfügeaufwand sehr stark reduziert. Auch hier konnte im Rahmen dieser Arbeit
eine deutliche Verbesserung der Baumstruktur unter Beibehaltung des niedrigen Einfüge-
aufwandes erreicht werden.
331




Thema dieser Arbeit ist die Ähnlichkeitssuche in metrischen Räumen. Es wurde her-
ausgearbeitet, dass hierzu eine ähnlich universelle und datenunabhängige Infrastruktur
notwendig wäre und möglich ist, wie sie relationale Datenbankmanagementsysteme für
strukturierte Daten bieten. Analog zu anderen Datenbankerweiterungen, wie R-Baum-
Indices, Volltextsuche oder XML-Abfragen kann die in dieser Arbeit entwickelte Infra-
struktur zur Ähnlichkeitssuche in existierende Datenbankmanagementsysteme integriert
und so universell verfügbar gemacht werden.
Anforderungen. Zunächst wurden die Anforderungen an eine solche Infrastruktur zur
Unterstützung der Ähnlichkeitssuche herausgearbeitet:
• Es soll eine möglichst große Bandbreite von Anwendungsdomänen unterstützt wer-
den. Die Unterstützung soll generisch sein. Aus diesem Grund ist die einzige Anfor-
derung an die zu indizierenden Daten die Existenz einer metrischen Distanzfunktion.
• Die Speicherkomplexität darf O(N) nicht übersteigen.
• Sowohl Änderungen am Index (Einfügen und Löschen von Daten) als auch Abfra-
geoperationen sollen effizient möglich sein.
• In manchen Anwendungsgebieten sind alle Daten statisch und a priori bekannt, in
anderen Szenarien werden Daten inkrementell in den Index eingefügt oder gelöscht.
Die Infrastruktur muss beide Szenarien bestmöglich unterstützen.
• Die Infrastruktur muss adaptierbar sein, um in allen Domänen die beste Performance
zu liefern. Insbesondere wird in manchen Domänen die Reduktion von Festspeicher-
zugriffen minimiert, während in anderen Domänen die Zahl an Distanzberechnungen
das für die Performance wichtige Gütekriterium ist.
• Zu großen Teilen soll eine automatische Domänenadaption möglich sein, so dass
bspw. im Fall einer in einen 100-dimensionalen Raum eingebetteter zweidimensiona-
len Datenebene automatisch die Performance einer zweidimensionalen Ähnlichkeits-
indexstruktur (bspw. kd-Baum [21]) erreicht wird.277
277In höheren euklidischen Dimensionen ist aufgrund des Curse of Dimensionality keine effiziente Indizie-
rung von Ähnlichkeitsanfragen möglich. In vielen Domänen besitzen Daten aber eine geringere intrinsische
Dimensionalität, als die Anzahl an kardinalen Merkmalen vermuten lässt. Bspw. existiert oft eine Korre-
lation zwischen verschiedenen Merkmalen. Durch geeignete Transformation des Raumes lassen sich diese
Daten bspw. mit Hilfe der Principal Component Analysis [160] ohne oder mit geringem Informationsver-
lust in einen deutlich niederdimensionaleren Raum abbilden. In diesem ist eine weit effizientere Indizierung
333
KAPITEL 7. ZUSAMMENFASSUNG
• Übliche Ähnlichkeitssuchanfragen wie die Bereichssuche oder die Suche nach den (k)
nächsten Nachbarn müssen effizient unterstützt werden. Die meisten komplexeren
Anfragen lassen sich aus diesen einfachen Anfragen zusammensetzen.
Beiträge der Arbeit. Um eine Infrastruktur für die Ähnlichkeitssuche zu entwerfen,
die obigen Anforderungen genügt, wurde zunächst ausführlich der theoretische Hinter-
grund der Ähnlichkeitssuche in metrischen Räumen herausgearbeitet. Anschließend wurde
ein Überblick über existierende Verfahren zur Ähnlichkeitssuche in metrischen Räumen
(und bedingt auch für Ähnlichkeitssuche in niederdimensionalen euklidischen Räumen)
erstellt. Dabei konnte die Indexstruktur des M-Baums [48] und seiner Varianten als am
besten geeignete Basis zur Entwicklung der oben spezifizierten Infrastruktur identifiziert
werden.
Der M-Baum ist zwar eine gute Basis für die universelle Ähnlichkeitssuche – er besitzt
jedoch noch einige Schwächen. Aus diesem Grund wurde er in dieser Arbeit zu einer
flexibleren und effizienteren Datenstruktur – dem EM-Baum – erweitert. Hierzu wurde
wie folgt vorgegangen.
1. In dieser Arbeit wurden die Basis-Suchanfragen, wie die Bereichssuche oder die Su-
che nach den (k) nächsten Nachbarn, deutlich verbessert. D.h. bei gegebener Baum-
struktur ist die Beantwortung derartiger Anfragen deutlich effizienter möglich als
mit den bislang existierenden Algorithmen. Weiterhin wurden effiziente neue Anfra-
gen, wie die Suche nach dem entferntesten Element unter einem Knoten, vorgestellt,
die unter anderem für interne Baumwartungsoperationen wichtig sind. Für die in
vielen Anwendungsgebieten278 wichtige Metrik der Editierdistanz konnte eine sehr
effektive neue Heuristik entwickelt werden, die zur weiteren Steigerung der Effizienz
von Suchanfragen in der Domäne genutzt werden kann.
2. Der klassische M-Baum und existierende Varianten wurden in kleinere, frei aus-
tauschbare Strategiemodule unterteilt. Beim Austausch von Modulen bleibt die
Grundstruktur des Baumes gewahrt, d.h. existierende Algorithmen können unverän-
dert weiter verwendet werden. Analog zur Balance in klassischen eindimensionalen
Suchbäumen werden jedoch implizite Qualitätsmerkmale des M-Baumes verändert.
Mit einer entsprechenden Rekombination von Strategiemodulen ist so eine Reduk-
tion des Suchaufwandes und potentiell auch des Aufwandes von Änderungsopera-
tionen möglich.
3. Metrische Bäume sind in ihren Eigenschaften deutlich schwieriger analysierbar als
bspw. eindimensionale Suchbäume, wie der AVL-Baum [2, 11] oder der B-Baum [166].
Bei eindimensionalen Bäumen nützliche Eigenschaften (wie eine Balance des Bau-
mes) haben in metrischen Bäumen keine oder im schlimmsten Fall negative Auswir-
kungen auf den Suchaufwand. Viele der identifizierten existierenden Strategiemodule
wurden von ihren Autoren entweder nicht oder nur mit einem impliziten Hinweis auf
möglich. Eine universelle Ähnlichkeitssuchstruktur sollte auch ohne explizite Raumtransformation eine
ähnlich effiziente Indizierung erreichen.
278In Gebieten wie Text-Retrieval, Genomanalyse oder dem fallbasierten Schließen über Patienten-
anamnesen lassen sich Datenelemente als lineare Ketten atomarer Bestandteile (Buchstabe, Basenpaar,
Symptome im zeitlichen Verlauf) repräsentieren. In derartigen Domänen treten Veränderungen durch
Einfügen, Entfernen oder den Austausch einzelner atomarer Bestandteile auf. Entsprechend kann die
Distanz zweier Datenelemente über die gewichtete Anzahl an atomaren Veränderungsaktionen gemessen
werden, um ein Datenelement in das andere zu überführen. Diese Editierdistanz erfüllt die Axiome einer
Metrik. U.a. in den genannten Gebieten ist sie die Basis der Ähnlichkeitssuche.
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das Verhalten eindimensionaler Suchbäume begründet. Aus diesem Grund wurde in
dieser Arbeit die Struktur des M-Baums mathematisch analysiert. Damit können
die Güte einer Baumstruktur quantifiziert und verschiedene inhaltlich äquivalente
Varianten eines Baumes verglichen werden.
4. Auf Basis der mathematischen Analyse der Baumstruktur wurden zunächst die exis-
tierenden Strategiemodule für Änderungsoperationen theoretisch analysiert und be-
wertet.
5. Anschließend wurden neue Strategiemodule für Änderungsoperationen im Hinblick
auf die optimale Baumstruktur entworfen. Alle Operationen wurden so ausgelegt,
um ohne oder nur mit geringer Vergrößerung des Einfügeaufwandes eine Baumstruk-
tur zu erzeugen, die die effiziente Beantwortung von Anfrageoperationen ermöglicht.
Dabei werden sowohl inkrementelle Einfüge-Operationen als auch Vorgänge, bei de-
nen der Baum aus a priori bekannten Daten auf einmal aufgebaut wird, effizient
unterstützt.
6. In dieser Arbeit wurde eine Vielzahl von Aussagen zunächst theoretisch abgeleitet.
Dies betrifft bspw. die verbesserten Suchalgorithmen, die Bewertung existierender
Strategiemodule auf Basis der mathematischen Analyse sowie die neu vorgestellten,
optimierten Strategiemodule. Diese Aussagen wurden für verschiedene metrische
Räume und Baumgrößen experimentell validiert. Die postulierten Verbesserungen
der Baumperformance konnten in jeder Weise bestätigt werden.
Grenzen der Arbeit. Die Arbeit beschränkt sich auf die Unterstützung der Ähn-
lichkeitssuche in Räumen mit metrischer Ähnlichkeitsfunktion. Während dies eine große
Bandbreite an Anwendungsdomänen abdeckt, gibt es jedoch eine Reihe von Beschrän-
kungen:
1. In den meisten metrischen Räumen existieren neben der Distanzfunktion weitere
Informationen über die gespeicherten Daten und die Eigenschaften des entsprechen-
den Raumes. Diese Informationen und Eigenschaften können von einer generischen
Indexstruktur wie dem EM-Baum nicht für die Indizierung genutzt werden. Aus die-
sem Grund erreichen Spezialverfahren für eine Domäne und einen metrischen Raum
zumeist eine bessere Performance als der universell einsetzbare EM-Baum. So kön-
nen bspw. Voronoi-Diagramme für eine sehr effiziente Ähnlichkeitsindizierung im
zweidimensionalen euklidischen Raum genutzt werden. Aufgrund der sehr speziellen
Eigenschaften zweidimensionaler euklidischer Räume sind Voronoi-Diagramme aber
bereits im dreidimensionalen Raum nicht mehr effizient nutzbar.
2. Aufgrund der Reduktion der Daten auf ihre Distanzfunktion sind auch manche
semantischen Konzepte nicht mehr darstellbar. Implizit werden alle Daten in me-
trischen Räumen als Punkte betrachtet. Speziell in zwei- und dreidimensionalen
Räumen unserer Welt werden jedoch nicht nur Punkte, sondern auch ausgedehn-
te Objekte gespeichert. Für diese existieren andere Ähnlichkeitssuchanfragen, wie
bspw. die nach einer Überlappung, Umhüllung oder dem geringsten Abstand zwi-
schen zwei Objekten. Derartige Probleme können mit dem EM-Baum nicht gelöst
werden. Es existieren jedoch eine Reihe von Verfahren zur Indizierung ausgedehnter
Objekte in niederdimensionalen euklidischen Räumen, wie bspw. der R-Baum [93]
oder die Transformation in höherdimensionale Räume[98, 118, 154].
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KAPITEL 7. ZUSAMMENFASSUNG
3. Eine Indexstruktur soll eigentlich Daten indizieren und nicht Distanzfunktionen. Es
ist in manchen Domänen denkbar, für die selben Daten wechselnde Distanzfunk-
tionen in Anfragen zu verwenden, um bspw. die individuellen Präferenzen einzelner
Nutzer widerzuspiegeln. Bei einer Bildsuche in einer Suchmaschine durch Angabe
von Beispielbildern hat jeder Nutzer implizit eine unterschiedliche Distanzfunkti-
on. Während bspw. im Fall eines auf einer Küstenstraße um eine Klippe fahrenden
Autos ein Nutzer nach ähnlichen Szenerien sucht, um seinen Urlaub zu planen, in-
teressiert sich ein anderer Nutzer vor allem für das abgebildete Auto und ein dritter
für diesen Felsen. Suchmaschinen können durch Analyse des Suchverhaltens einen
Einblick in die impliziten Präferenzen eines Nutzers gewinnen und so dem ersten
Nutzer ähnlich schöne Urlaubsgebiete und dem zweiten Nutzer mehr Bilder und In-
formationen zu diesem Autotyp zu liefern. Intern muss hierzu die Datenstruktur, die
die Bilder speichert, mit wechselnden Distanzfunktionen umgehen können. Derartige
nachträgliche Veränderungen der Distanzfunktion sind mit metrischen Indexfunktio-
nen wie dem einfachen EM-Baum nicht möglich, da die einzige zur Strukturierung
der Daten verwendete Information eben jene initiale Distanzfunktion ist. Es gibt
jedoch Ansätze [71, 72, 73, 50, 47] durch Kombination mehrerer metrischer Index-
strukturen mit jeweils unterschiedlichen Basisdistanzfunktionen eine Variation der
Anfrage-Distanzfunktion zu ermöglichen. Diese muss hierfür eine variabel gewichtete
Linearkombination der fixen Basisdistanzfunktionen sein. Für eine effiziente Umset-
zung einer derartigen Indexstruktur können als Basisindices EM-Bäume verwendet
werden.
4. Es existieren Domänen, in denen die Distanzfunktion nicht den Axiomen einer Me-
trik (Selbstidentität, Nicht-Negativität, Positivität, Symmetrie und Dreiecksunglei-
chung) genügt. Bspw. sind Abstände im Straßennetz aufgrund der Existenz von
Einbahnstraßen nicht symmetrisch, und bei Nutzung der Ausgabe eines neurona-
len Netzes als Ähnlichkeitsfunktion kann die Dreiecksungleichung nicht garantiert
werden. Die metrischen Datenstrukturen nutzen jedoch diese Eigenschaften an vie-
len Stellen. Während durch geeignete Adaption der Algorithmen und Datenstruk-
turen oder durch Kapselung der eigentlichen Distanzfunktion potentiell von der
Symmetrieeigenschaft abgesehen werden kann, ist die Dreiecksungleichung ein fun-
damentaler Kernbestandteil jeder Indexstruktur für die metrische Ähnlichkeitssu-
che. In derartigen Domänen ist keine Indizierung der Ähnlichkeitssuche möglich –
auch nicht mit Hilfe des EM-Baumes.
Ausblick. Bislang wurde der EM-Baum nur prototypisch umgesetzt. Für eine tatsäch-
liche Verwendung als universeller Index für die Ähnlichkeitssuche in metrischen Räumen
müssten weitere Anpassungen erfolgen. So wird eine paginierte Speicherung zwar theore-
tisch von der Struktur unterstützt, die tatsächlichen Dateisystemzugriffe wurden jedoch
nicht umgesetzt. Weiterhin wurde aus Zeitgründen von der Umsetzung einer Funktion
zum Entfernen von Datensätzen abgesehen. In späteren Arbeiten müssten die derartigen
Erweiterungen erfolgen.
Die mathematische Analyse und Optimierung des Baumes, sowie die experimentelle
Validierung erfolgte ausschließlich im Hinblick auf die Reduktion der Anzahl notwendi-
ger Distanzberechnungen. In den meisten Domänen, die eine generische Ähnlichkeitssuche
verlangen, ist dies tatsächlich der größte zeitliche Aufwand und erlaubt somit fundierte
Aussagen über die Performance während Änderungs- und Abfrageoperationen. In man-
chen Domänen und Anwendungsgebieten existieren jedoch andere Anforderungen. In nie-
derdimensionalen euklidischen Räumen ist eine Distanzberechnung bspw. vergleichsweise
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schnell gegenüber anderen internen Suchabläufen oder gar einem Externspeicherzugriff.
Der Einfluss der Verwendung der neuen EM-Strategiebausteine, der existierenden Stra-
tegiebausteine und der existierenden und neuen Anfragealgorithmen auf die Anzahl an
Knoten- und Externspeicherzugriffen wurde nicht untersucht. Auch dies wäre im Rahmen
weiterer Forschungen möglich.
Es existieren gewisse Parameter der Struktur und der Algorithmen, die die Performance
des Baumes beeinflussen. Diese besitzen in unterschiedlichen metrischen Räumen unter-
schiedliche Auswirkungen. Während die gewählten Voreinstellungen einen guten Kom-
promiss für die meisten Anwendungsgebiete darstellen, sind dennoch domänenspezifische
Optimierungen möglich. Diese Parameter können zwar vom Anwender gesetzt werden, es
bedarf jedoch eines tieferen Wissens über die Datenstruktur und domänenspezifische Ex-
perimente, um die Performance tatsächlich zu verbessern. An dieser Stelle ist es denkbar,
dass die Datenstruktur statistisch Informationen über den indizierten Raum gewinnt und
automatisch eine Optimierung der Parameter vornimmt.
Fazit. In dieser Arbeit ist es gelungen, die Grundlagen für eine universelle, datenun-
abhängige, effiziente Infrastruktur zur Indizierung von Ähnlichkeitssuchen in metrischen
Räumen zu legen. Hierfür wurde eine grundsätzlich geeignete Basisstruktur – der M-Baum
– zum EM-Baum erweitert und vielfach verbessert. Dessen Struktur wurde mathematisch
analysiert, so dass bei statischer Betrachtung eines Baumes Aussagen über den resultie-
renden Anfrageaufwand möglich sind. Diese Analyse wurde genutzt, um die Baumstruktur
in jeder Hinsicht zu optimieren. Die relevanten Algorithmen sind sowohl im Text als auch






A.1 Beweis der Äquivalenz des Suchaufwandes von
k-Nearest-Neighbor-Suche und Bereichssuche
In Abschnitt 5.1.5 wurde ein neuer, optimierter Algorithmus für die Suche nach den k
nächsten Nachbarn in einem M-Baum [48] vorgestellt. In diesem Rahmen wurde während
der Analyse des Grundalgorithmus eine wichtige Eigenschaft festgestellt:
Satz. 5.9 Wird bei der k-Nearest-Neighbor-Suche die Expansionswarteschlange nach d⊥n
sortiert, so werden dieselben Knoten expandiert, die auch von einer Bereichssuche um das
Anfrageelement q mit dem finalen Suchradius rq,final expandiert werden:
Expand = {n ∈ MBaum|d⊥n ≤ rq,final}.
Zunächst sollen einige Begriffe für diesen Beweis präzisiert werden:
Definition A.1. (Äquivalenz von Ähnlichkeitssuchanfragen): Zwei Instanzen von
Ähnlichkeitssuchanfragen (d.h. Anfragen mit vollständig instanziierten Parametern) sind
äquivalent, wenn sie die selbe Ergebnismenge besitzen.
Sieht man von Sonderfällen ab, bei denen mehrere gespeicherte Elemente denselben
Abstand zum Anfrageobjekt q besitzen, so existiert zu jeder k-Nearest-Neighbor-Suche
Qknn(q, k) um ein Anfrageobjekt q mit einer Ergebniskardinalität von k ein Intervall von
Suchradien rq ∈ [r⊥q , r⊤q [, mit denen eine Bereichssuche QR(q, rq) um dasselbe Anfrage-
objekt q äquivalent zu Qknn ist. Die untere (inklusive) Intervallgrenze r⊥q ist dabei der
Abstand zum kt nächsten Nachbarn von q, während die obere (exklusive) Intervallgrenze
r⊤q der Abstand zum (k + 1)t nächsten Nachbarn von q ist.
Definition A.2. (Minimale Bereichssuche): Eine Instanz einer Bereichssuche QR(q, rq)
ist minimal, wenn unter allen äquivalenten Instanzen von Bereichssuchen um dasselbe An-
frageobjekt q keine Instanz existiert, die einen geringeren Suchradius besitzt.
Bei einer Bereichssuche QR und einem gegebenen (stark konsistenten279) M-Baum M
ist die zu expandierende Knotenmenge unabhängig von Details des Suchalgorithmus durch
alle M-Baum-Knoten gegeben, die die Suchhyperkugel HQ überlappen. Wird der Such-
radius rq bei gleichbleibender Ergebnismenge reduziert, so bleibt die zu expandierende




einer k-Nearest-Neighbor-Anfrage Qknn führt die äquivalente Bereichssuche QR(q, r⊥q ) zur
minimal möglichen Menge an zu expandierenden Knoten.
Für eine k-Nearest-Neighbor-Suche ist also ein Algorithmus optimal bzgl. der expan-
dierten Knotenmenge, der dieselben M-Baum-Knoten expandiert wie QR(q, r⊥q ).
Satz A.3. Wird bei der k-Nearest-Neighbor-Suche die Warteschlange der zu expandieren-
den Knoten nach d⊥n aufsteigend sortiert, so expandiert diese Suche keine Knoten, die
eine äquivalente Bereichssuche mit minimalem Radius r⊥q nicht expandiert hätte.
Beweis. Der Beweis erfolgt induktiv.
Induktionsanfang: Am Anfang der k-Nearest-Neighbor-Suche muss der Wurzelknoten w
(bei nicht leerem Baum und k ≥ 1) immer expandiert werden. (Da rlimit = ∞.) Der
Wurzelknoten muss auch bei einer äquivalenten minimalen Bereichssuche expandiert wer-
den, da bei nicht leerem Baum und k ≥ 1 der Baum (und damit der Wurzelknoten) immer
mindestens ein Ergebnisdatenelement enthält. Damit ist
r⊥q ≥ d⊥w = dw,q − rw.
Induktionsschritt 1: Seien bis zu dieser Situation nur Knoten m expandiert worden, für
die gilt m ∈ NQR . Die Expansionswarteschlange enthält mehrere Knoten. Bislang wurden
weniger als k Datenelemente expandiert. Entsprechend ist der aktuelle Grenzradius noch
bei rlimit = ∞. Der vorderste Knoten n1 der Expansionswarteschlange wird also in jedem




Da noch nicht k Datenelemente untersucht wurden, ist noch mindestens ein Datenelement
e der Ergebnismenge E unter einem noch nicht expandierten Knoten gespeichert. Da alle
Knoten ni aufsteigend nach dem potentiellen Minimalabstand d⊥ni eines Datenelementes
e unter ni sortiert sind, ist
de,q ≥ d⊥n1 .
Da weiterhin für jedes Element der Ergebnismenge gilt
∀e ∈ E : r⊥q ≥ de,q,
folgt
d⊥n ≤ r⊥q .
Auch dieser Expansionsschritt erhält also die Induktionsbehauptung und damit die Op-
timalität der Suche.
Induktionsschritt 2: Seien nun mindestens k Datenelemente e expandiert. Der aktuelle
Suchradius rlimit entspricht also dem Abstand zum kt nächsten aller bislang expandierten
Datenelemente. Der vorderste Knoten der Expansionswarteschlange sei n1. Es können nun
3 Fälle unterschieden werden:
1. d⊥n1 > rlimit. In diesem Fall wird n1 nicht expandiert. Gleichzeitig gilt aufgrund der
Sortierung für alle in der Expansionswarteschlange verbliebenen Knoten ni :
d⊥ni > rlimit.
Alle verbliebenen Knoten würden also auch verworfen werden. Aus diesem Grund
wird an dieser Stelle die Suche abgebrochen. Weil kein weiterer Knoten mehr ex-
pandiert wird, wird auch die Induktionsbehauptung nicht verletzt.
II
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2. d⊥n1 ≤ rlimit ∧ rlimit = r
⊥
q . In diesem Fall wird n1 expandiert. Dies ist jedoch optimal,
da d⊥n1 ≤ r
⊥
q und somit n1 ∈ NQR .
3. d⊥n1 ≤ rlimit ∧ rlimit > r
⊥
q . In diesem Fall muss unter den verbliebenen Knoten
der Warteschlange (inklusive dem aktuell expandierten Knoten n1) mindestens ein
Datenelement e gespeichert sein, für das gilt
de,q < rlimit.
(Andernfalls kann rlimit nicht weiter schrumpfen.) Da alle Knoten ni der Warte-
schlange nach dem minimal möglichen Abstand eines Datenelementes d⊥ni sortiert
sind, gilt für dieses Element e
de,q ≥ d⊥n1 .




Somit gilt auch für diesen Expansionsschritt
n1 ∈ NQR .
Damit konnte gezeigt werden, dass eine k-Nächste-Nachbarn-Suche nicht mehr Kno-
ten expandiert als eine äquivalente, minimale Bereichssuche. Der Umkehrschluss (eine k-
Nearest-Neighbor-Suche expandiert nicht weniger Knoten als eine äquivalente, minimale
Bereichssuche) kann leicht über die Konsistenz der Suchen gezeigt werden.
Somit besitzt bei Sortierung der Expansionswarteschlange nach d⊥n die k-Nearest-
Neighbor-Suche denselben Suchaufwand (gemessen an der Anzahl an Knotenexpansio-
nen) wie eine äquivalente minimale Bereichssuche und ist damit optimal.
A.2 Beweise zur Konsistenz des M-Baums
In Abschnitt 5.2.2.2 wurden im Zusammenhang mit der Herleitung der Suchkosten im
M-Baum verschiedene Aussagen über stark und schwach konsistente M-Bäume getätigt.
Diese sollen in diesem Anhang formell bewiesen werden.
Aus Gründen der Übersichtlichkeit werden die beiden Definitionen hier kurz wieder-
holt:
Definition. 5.11 (Schwache Konsistenz): Ein M-Baum ist (schwach) konsistent, wenn
die Hyperkugel jedes M-Baum-Knotens alle unter ihr gespeicherten Datenelemente voll-
ständig umschließt.
Definition. 5.13 (Starke Konsistenz): Ein M-Baum ist stark konsistent, wenn die




A.2.1 Beweis der Korrektheit der Bereichssuche für einen kon-
sistenten M-Baum
Die Einhaltung der schwachen Konsistenzbedingung (die auch erfüllt ist, wenn die starke
Konsistenzbedingung eingehalten wird) ist eine grundlegende Eigenschaft des M-Baums,
die erst die Effizienz als Ähnlichkeitssuch-Indexstruktur ermöglicht. Auf Basis dieser Be-
dingung ist es möglich, in einer Ähnlichkeitssuche ganze Teilbäume zu verwerfen, wenn
die entsprechende Hyperkugel nicht von der Suchhyperkugel geschnitten wird. Dies wurde
in Abschnitt 5.2.2.2 formalisiert:
Satz. 5.12 Ein (schwach) konsistenter M-Baum liefert unabhängig von seiner Baum-
struktur bei jeder Ähnlichkeitssuchanfrage stets die korrekten Ergebnisse (bei Anwendung
der Standard-Suchalgorithmen).
Die Korrektheit wird hier nur für Bereichssuchen gezeigt. Für komplexere Anfragen,
wie bspw. nach den k nächsten Nachbarn kann ein ähnlicher Beweis geführt werden.
Weiterhin beschränkt sich der Beweis aus Platzgründen auf den Basisalgorithmus (ohne
Erweiterungen dieser Arbeit und Nutzung der gespeicherten Entfernung eines Knotens
zum Elternknoten).
Beweis. Die korrekten Ergebnisse einer Bereichssuche QR mit Suchzentrum q und Radius
r sind alle im M-Baum gespeicherten Datenelemente, die von q nicht weiter als r entfernt
sind. Das in allen Standard-Suchalgorithmen verwendete Prinzip ist ein hierarchischer
Mehrwege-Abstieg im Baum ausgehend von der Wurzel. An jedem Knoten n (Radius rn)
wird untersucht, ob dn,q ≤ rn + rq. In diesem Fall wird die Suche an den Kindknoten
von n fortgesetzt, andernfalls wird sie an diesem Baumast abgebrochen. Wird bei der
Suche die Blattebene erreicht, so wird für jedes Datenelement e unter einem expandierten
Blattknoten l getestet, ob gilt de,q ≤ rq. In diesem Fall wird das Datenelement in die
Ergebnismenge übernommen.
Somit findet die Suche unter allen Datenelementen, die in expandierten Blattknoten
gespeichert sind, die richtigen Ergebnisse. Durch diesen finalen Test auf Blattebene ist es
nicht möglich, dass eine Suche Datenelemente als Ergebnisse betrachtet, die die Anfrage-
bedingung nicht erfüllen. Falls zu viele Blattknoten expandiert werden, verschlechtert dies
zwar die Sucheffizienz, nicht jedoch die Korrektheit der Lösung.
Zu prüfen ist also noch, ob es möglich ist, dass Blattknoten nicht expandiert werden,
obwohl sie Elemente der Lösungsmenge enthalten. Sei ein solches nicht gefundenes Daten-
element e und der innere Knoten, an welchen fälschlicherweise die Suche abgebrochen
wurde der Knoten n.
In Bezug auf e und n besagt die schwache Konsistenz, dass die Hyperkugel von n das
Element e umschließen muss, d.h. rn ≥ dn,e. Da die Suche an n abgebrochen wurde, gilt
dn,q > rn + rq. Somit gilt
dn,q > dn,e + rq.
Weiterhin ist e korrekter Teil der Ergebnismenge, d.h. de,q ≤ rq. Damit ist
dn,q > dn,e + de,q.
Dies widerspricht einer fundamentalen Annahme metrischer Räume der Dreiecksunglei-
chung. Damit liefert eine Standard-Bereichssuche über einem (schwach) konsistenten M-
Baum stets korrekte Ergebnisse.
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A.2.2 Beweis der Überlappung von Elternknoten bei starker
Konsistenz
Wie in Abschnitt 4.6.1 diskutiert, ist die Einhaltung der starken Konsistenzbedingung
für die Suchperformance in geringem Maße nachteilig. Sie ermöglicht es jedoch, Aussagen
über die Überlappung und Expansion von Knoten bei einer Bereichssuche zu treffen (siehe
Abschnitt 5.2.2.2):
Satz. 5.14 Wird in einem stark konsistenten M-Baum die Hyperkugel eines Knotens c
von einer Suchhyperkugel HQ überlappt, so überlappt HQ auch die Hyperkugel des direkten
Elternknotens n.
Beweis. Sei n ein innerer Knoten, c ein beliebiger Kindknoten dieses Knotens und QR eine
Suchanfrage. Seien ferner rn, rc sowie rq die entsprechenden Knoten- bzw. Suchradien und
da,b der Abstand zweier Objekte (Knoten- oder Anfragezentren) a und b.
Formell muss nach Definition 5.13 im Fall der starken Konsistenz für alle inneren
Knoten n des M-Baums aufgrund der Dreiecksungleichung gelten:
∀n ∈ MBaum : ∀c ∈ childs(n) : rn ≥ dn,c + rc.
Die Hyperkugel eines Knotens n wird von einer Suchhyperkugel mit Zentrum q und Radius
rq überlappt, wenn gilt:
dn,q ≤ rn + rq.
In der Voraussetzung von Satz 5.14 gilt dies für einen beliebigen Kindknoten c:
dc,q ≤ rc + rq.
Gleichzeitig ist nach Voraussetzung dieser Kindknoten c Teil eines stark konsistenten
Baumes, so dass für seine Beziehung zum direkten Elternknoten n die Aussage von Defi-
nition 5.13 gilt:
rc ≤ rn − dn,c.
Damit ist
dn,c + dc,q ≤ rn + rq.
Mit Hilfe der Dreiecksungleichung folgt
dn,q ≤ rn + rq
und somit die Überlappung der Elternhyperkugel.
A.2.3 Beweis der vollständigen Umhüllung von Nachfahren-Kno-
ten für einen stark konsistenten M-Baum
Definition 5.13 und Satz 5.14 gelten induktiv auch für indirekte Nachfahren eines Knotens,
wie in Abschnitt 5.2.2.2 dargelegt wurde:
Satz. 5.15 In einem stark konsistenten M-Baum umschließt die Hyperkugel eines Knotens
n alle unter diesem Knoten gespeicherten Knoten und Datenelemente vollständig.
Beweis. Dies folgt induktiv aus Definition 5.13. Formell muss nach dieser Definition im
Fall der starken Konsistenz für alle inneren Knoten n des M-Baums aufgrund der Dreiecks-
ungleichung gelten:
∀n ∈ MBaum : ∀c ∈ childs(n) : rn ≥ dn,c + rc.
V
ANHANG A. ANHANG
Induktionsanfang: Nach obiger Definition umschließt n seine direkten Kindknoten, d.h.
∀c ∈ childs(n) : rn ≥ dn,c + rc.
Induktionsbehauptung: Wenn eine beliebige Hyperkugel mit Zentrum h und Radius rh
einen M-Baum-Knoten n umschließt, so umschließt sie auch alle Kindknoten c von n.
Induktionsbeweis: Das Umschließen von n durch die Hyperkugel lässt sich formell aus-
drücken als
rh ≥ dh,n + rn.
Einsetzen der Definition der starken Konsistenz liefert:
∀c ∈ childs(n) : rh ≥ dh,n + dn,c + rc.
Mit Hilfe der Dreiecksungleichung gilt folglich auch
∀c ∈ childs(n) : rh ≥ dh,c + rc,
d.h. die Hyperkugel umschließt auch alle direkten Kindknoten von h.
Der induktive Beweis wurde für beliebige Hyperkugeln geführt. Somit gilt er auch
für die Hyperkugeln aller direkten oder indirekten Elternknoten von n. Die Hyperkugel
eines beliebigen Knotens eines stark konsistenten M-Baums umschließt also alle unter
diesem Knoten gespeicherten Knoten und Datenelemente (atomare Knoten mit Radius 0)
vollständig.
A.2.4 Beweis der Überlappung von Vorfahren-Knoten für einen
stark konsistenten M-Baum
Definition 5.13 und Satz 5.14 gelten induktiv auch für indirekte Vorfahren eines Knotens,
wie in Abschnitt 5.2.2.2 dargelegt wurde:
Satz. 5.16 Wird die Hyperkugel eines Knotens n eines stark konsistenten M-Baums von
einer Suchhyperkugel HQ überlappt, so werden auch alle Hyperkugeln von Knoten auf dem
Pfad zur M-Baum-Wurzel (einschließlich des Wurzelknotens selbst) von HQ überlappt.
Beweis. Nach Satz 5.14 wird im Fall einer Überlappung der Hyperkugel des Knotens
n auch die Hyperkugel dessen Elternknotens p überlappt. Weiterhin wird im Fall einer
Überlappung von p dessen Elternknoten gp überlappt. Da sich diese Kette bis zum Wurzel-
knoten fortsetzen lässt, folgt aus einer Überlappung von n die Überlappung aller Knoten
auf dem Pfad von n bis zur M-Baum-Wurzel.
A.2.5 Beweis der unbedingten Expansion eines von einer Suchan-
frage überlappten Knotens in einem stark konsistenten
M-Baum
Bei jeder Suche wird jeder untersuchte Knoten, der von der Anfragehyperkugel über-
lappt wird, expandiert. Da die M-Baum-Wurzel in jedem Fall untersucht wird und bei
Überlappung der Hyperkugel eines Knotens n mit der Suchhyperkugel in einem stark
konsistenten M-Baum alle Knoten auf dem Pfad zur Wurzel auch überlappt werden, folgt
induktiv Satz 5.17 aus Abschnitt 5.2.2.2:
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Satz. 5.17 In einem stark konsistenten M-Baum wird jeder von einer Suchhyperkugel HQ
überlappte Knoten unabhängig von seiner Zuordnung zu einem Elternknoten expandiert.
Beweis. Es wird hier von dem gleichen Standard-Suchalgorithmus ausgegangen, der in
Anhang A.2.1 im Beweis zu Satz 5.12 skizziert wurde:
Das Grundprinzip der Bereichssuche ist ein hierarchischer Mehrwege-Abstieg im Baum
ausgehend von der Wurzel. An jedem Knoten n (Radius rn) wird untersucht, ob n von
der Suchhyperkugel HQ überlappt wird. In diesem Fall wird die Suche an den Kindknoten
von n fortgesetzt, andernfalls wird sie an diesem Baumast abgebrochen.
Satz 5.17 soll durch einen Gegenbeweis gezeigt werden. Sei n ein Knoten, der trotz
Überlappung mit HQ nicht expandiert wird. Der Wurzelknoten des Baumes ist ein Vor-
fahrenknoten von n, der bei jeder Suche expandiert wird. Da n hier nicht expandiert
wird, wurde die Suche an einem Knoten auf dem Weg zum Wurzelknoten (einschließlich
des selben) abgebrochen. Da n von HQ überlappt wird, werden nach Satz 5.16 jedoch
auch alle Knoten auf dem Pfad von n zur Wurzel von HQ überlappt, so dass ein ent-
sprechender Suchabbruch im Standard-Suchalgorithmus nicht möglich ist. Damit kann in
einem stark konsistenten M-Baum kein von einer Suchanfragehyperkugel HQ überlappter
Knoten existieren, der im Rahmen dieser Suche nicht expandiert wird.
A.3 Implementierung des EM-Baums
In diesem Abschnitt soll die verwendete Implementierung des EM-Baums in groben Zügen
skizziert werden. Weiterhin werden Hinweise zu notwendigen oder möglichen Änderungen
gegeben, die für eine Umsetzung mit Hinblick auf einen Produktiveinsatz eine Steigerung
der Laufzeiteffizienz sowie eine Behebung der Beschränkungen des Prototypen ermögli-
chen.
Ziel der Arbeit war die Entwicklung neuer Konzepte zur Unterstützung der Ähn-
lichkeitssuche in metrischen Räumen. Aus diesen Gründen genügt die Entwicklung eines
Prototypen. Da nahezu alle Experimente die Zahl notwendiger Entfernungsberechnungen
und nicht tatsächliche Rechenzeiten vergleichen, kann von den meisten Implementierungs-
und Hardware-Details abstrahiert werden. Es müssen also weder eine maximale Laufzeit-
geschwindigkeit erreicht, noch alle Features des EM-Baums vollumfänglich umgesetzt wer-
den. So wurde weder ein Lösch-Algorithmus noch eine tatsächliche paginierte Speicherung
des Baumes implementiert, obwohl beides konzeptuell einfach möglich ist.
Aus diesem Grund erfolgte die prototypische Umsetzung in der produktiv program-
mierbaren, aber verglichen mit C++ etwas weniger performanten Sprache C# unter Win-
dows. In diesem Abschnitt soll die Software-Architektur kurz beleuchtet werden. An ge-
eigneter Stelle erfolgen Hinweise auf mögliche andersartige Umsetzungen eines Features
zu Produktivzwecken in C++.
A.3.1 Allgemeine Softwarearchitektur
Beim Entwurf der Architektur wurden zwei unterschiedliche Anwendungsszenarien des
EM-Baums beachtet:
• Im Rahmen der in Kapitel 6 beschriebenen Experimente zur Evaluierung des EM-
Baums bzw. zur Validierung der getroffenen Aussagen über verschiedene Varianten
des M-Baums musste die Implementierung verschiedene Anforderungen erfüllen:




– Verwendung in verschiedenen metrischen Räumen, d.h. bspw. einfacher Aus-
tausch der verwendeten Distanz-Funktion und anderer Eigenschaften des je-
weiligen metrischen Raumes,
– hochkonfigurierbare Änderbarkeit bzgl. einzelner Details von Einfüge- und Such-
algorithmen (um deren Auswirkungen experimentell vergleichen zu können)
sowie
– Vergleichbarkeit mit komplett andersartigen Implementierungen der Ähnlich-
keitssuche (bspw. zur Validierung der Korrektheit).
• Für den angestrebten Produktiveinsatz als universell verwendbare Datenstruktur
zur Indizierung der Ähnlichkeitssuche müssen andersartige Anforderungen erfüllt
werden, die sich nur teilweise mit obigen Anforderungen überschneiden:
– Verwendung in verschiedenen metrischen Räumen, d.h. bspw. einfacher Aus-
tausch der verwendeten Distanz-Funktion und anderer Eigenschaften des je-
weiligen metrischen Raumes,
– Voreinstellung sinnvoller Strategiekombinationen bzw. automatische Detektion
dieser auf Basis des metrischen Raumes (und potentiell von Beispieldaten),
– Konfigurierbarkeit bestimmter Algorithmendetails, weil bspw. je nach Verhält-
nis von Einfüge- und Abfrageaufwand andere Strategiekombinationen optimal
sind,
– sehr effiziente Implementierung, d.h. auch Reduktion der Abstraktionskosten,
die durch die hohe Konfigurierbarkeit aller algorithmischer Details entstehen,
sowie
– vollständige Umsetzung aller möglichen Features (paginierte Speicherung auf
Externspeicher, Löschen, ...).
Einordnung in eine universelle Ähnlichkeitssuchinfrastruktur. Für die Imple-
mentierung eines Prototypen zur Durchführung der Experimente, aber auch zur Verwen-
dung in einer universellen Ähnlichkeitssuchinfrastruktur wurde zunächst eine gemeinsame
Schnittstelle für alle Datenstrukturen, die Ähnlichkeitssuche unterstützen, erstellt. Abbil-











Abbildung A.3.1: ISimilarityIndex– Programmierschnittstelle für Auflistungen zur Indizierung der Ähn-
lichkeitssuche
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Damit ist ein Vergleich verschiedener Datenstrukturen für die Ähnlichkeitssuche im
Rahmen der Experimente sowie Transparenz einer universellen Ähnlichkeitssuchinfra-
struktur gegenüber Implementierungsdetails gegeben. Die Schnittstelle sowie die Daten-
strukturen sind dabei generisch bzgl. der tatsächlich gespeicherten Daten. Manche Daten-
strukturen, wie der kd-Baum, unterstützen dagegen nur die Speicherung eines konkreten
Datentyps.
Konfiguration metrischer Ähnlichkeitsindices für verschiedene metrische Räu-
me. Eine Indexstruktur zur Ähnlichkeitssuche (bspw. EM-Baum, AESA, D-Index, usw.)
in einem bestimmten metrischen Raum interagiert auf vielfältige Weise mit den gespei-
cherten Daten, wobei diese Interaktion jeweils abhängig vom verwendeten metrischen
Raum sehr unterschiedlich ausfallen kann. Domänenabhängig sind bspw.:
• Bestimmung der Entfernung zweier Datenobjekte
• Serialisierung und Deserialisierung von Datenobjekten zur persistenten Speicherung
• Existenz domänenabhängiger, effizient bestimmbarer Entfernungsschranken und tat-
sächliche Berechnung dieser
• weiche Faktoren, die die Strategieauswahl beeinflussen können, wie bspw. Zeit zur
Berechnung einer Entfernung in Relation zum Laden eines Datensatzes vom Extern-
speicher, Speicherbedarf eines Datensatzes, usw.
Diese Eigenschaften werden allen untersuchten Klassen in Form einer Schablonenklasse
zur Verfügung gestellt. Eine konkrete Implementierung einer solchen Schablonenklasse
stellt die domänenabhängigen Operationen für einen konkreten metrischen Raum zur
Verfügung. Eine konkrete Instanz eines metrischen Index (wie dem EM-Baum) zur Spei-
cherung eines bestimmten Datentyps (bspw. Texte) benötigt Traits, die Operationen
über diesem Datentyp bereitstellen (im Fall von Texten bspw. in Form der Levenshtein-














Abbildung A.3.2: IMetricDistanceTraits – Bereitstellen ähnlichkeitsrelevanter Informationen über den
gespeicherten Datentyp für die Indexdatenstruktur.
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Für die Durchführung der Experimente musste die Anzahl an Entfernungsberechnun-
gen gezählt werden. Da dies nur in einer zentralen Methode dieser Schablonenklasse er-








Abbildung A.3.3: DistanceCounter-Traits – Erweitern beliebiger Traitsklassen um die Fähigkeit, Entfer-
nungsberechnungen zu zählen
Konfiguration verschiedener Varianten der Suchalgorithmen. Frühere Varian-
ten des M-Baums sind mit dem EM-Baum strukturkompatibel. Aus diesem Grund kön-
nen die Suchalgorithmen für jede (strukturkompatible) Variation des M-Baums verwendet
werden. In dieser Arbeit wurden für die Bereichssuche und die k-Nearest-Neighbor-Suche
eine Reihe unabhängig einsetzbarer Optimierungen entwickelt (bspw. die Behandlung von
Luftwurzeln oder die Verwendung der oberen Schranke). Für die k-Nearest-Neighbor-
Suche wurde zusätzlich ein grundlegend verbesserter Algorithmus vorgestellt, der ebenfalls
mit den genannten Optimierungsbausteinen kombiniert werden kann.
Für die Durchführung der Experimente wurde die Konfigurierbarkeit der Algorithmen











Abbildung A.3.4: Strategie-Muster zur Konfigurierbarkeit der k-Nearest-Neighbor-Suche
280Für eine ausführliche Beschreibung dieses und anderer Pattern siehe u.a. [85].
281Siehe u.a. [85].
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Für produktive Implementierungen ist dieses Muster nur bedingt sinnvoll, da es nicht
vernachlässigbare Abstraktionskosten besitzt282 und sich in den meisten Fällen ein kon-
kreter Suchalgorithmus als überlegen herausgestellt hat. Einzig ein Optimierungsaspekt
(Upper Bound Intersection) war in bestimmten Domänen sinnvoll und in anderen nicht.
Konfiguration des Baumaufbaus. Die in dieser Arbeit untersuchten M-Baum-Vari-
anten sind strukturkompatibel zum EM-Baum. In allen Varianten des M- und EM-Baums
besitzen Algorithmen zum Baumaufbau die selbe Grundstruktur und unterscheiden sich
nur in der Ausgestaltung einzelner Schritte dieser Implementierung. Bspw. wird bei inkre-
mentellen Einfügevorgängen stets zuerst ein Blattknoten gesucht, in den ein Datenelement
eingefügt wird, übervolle Knoten werden rekursiv geteilt (zumeist verbunden mit einer
zweistufigen Optimierung der beiden Schritte Promote und Partition) und es erfolgen
allgemeine Wartungsoperationen, wie das Anpassen der Knotenradien. Aus diesen Grün-
den wurde das Muster der Schablonenmethode zusammen mit mehreren Instanzen von
Strategiemustern verwendet, um mit einer einzigen Implementierung des EM-Baums die
gesamte strukturkompatible M-Baum-Familie beschreiben zu können.283 Eine konkrete
Variation des M-Baums wird lediglich durch Austausch der relevanten Blattauswahl und









































Abbildung A.3.5: Strategien für das inkrementelle Einfügen in den EM-Baum
Die Situation für Bulk-Insert ist ähnlich. Der Unterschied hierbei ist, dass die Bulk-
Insert-Strategie nur einmalig (beim initialen Baumaufbau durch Bulk-Insert) benötigt
wird und somit als Besucher-Muster [85] realisierbar ist.
In Produktivumgebungen wird nicht die Bandbreite an Konfigurierbarkeit benötigt,
die für einen experimentellen Vergleich aller in der Literatur vorgestellten Varianten not-
282In Abschnitt A.3.2 werden Ansätze angerissen, wie derartige Abstraktionskosten in produktiven Im-
plementierungen vermieden oder stark reduziert werden können.
283Die genannten und viele weitere Entwurfsmuster werden u.a. in [85] beschrieben.




wendig ist, da einige Strategien anderen klar unterlegen sind. Die mit der Konfigurierbar-
keit erreichte Flexibilität besitzt auch Abstraktionskosten, die in Produktivumgebungen
möglichst zu vermeiden sind. (Abschnitt A.3.2 gibt Hinweise, wie derartige Abstraktions-
kosten vermieden oder zumindest reduziert werden können.)
A.3.2 Produktive Implementierung mit der Template Meta-Pro-
grammierung
Der EM-Baum wurde (zunächst zum Zweck der experimentellen Evaluation) hochkonfigu-
rierbar entworfen. Für einen Produktiveinsatz des EM-Baums ist nur ein Teil dieser Kon-
figurationen sinnvoll, weil sich oft in den Analysen und Experimenten dieser Arbeit eine
bestimmte Konfiguration als überlegen herausgestellt hat. Nur wenn die Strategieauswahl
nicht Pareto-optimal [156] ist, weil bspw. in einer Kombination eine schnelle Baumauf-
bauzeit und in einer anderen Variante eine schnelle Abfragezeit erreicht wird, oder wenn
in verschiedenen Domänen unterschiedliche Strategiekombinationen optimal sind, muss
weiterhin Konfigurierbarkeit erhalten werden. Die flexible Auslegung des EM-Baums be-
sitzt jedoch nicht zu vernachlässigende Abstraktionskosten zur Programmlaufzeit, die in
produktiven Szenarien nicht erwünscht sind.
Am Beispiel domänenabhängiger Entfernungsschranken soll kurz demonstriert werden,
wie derartige Abstraktionskosten entstehen und auch wie sie zur Laufzeit vermieden oder
zumindest reduziert werden können. Algorithmus A.1 skizziert kurz in Pseudocode die
innerste Schleife einer Bereichssuche.
Algorithmus A.1 Verwendung domänenabhängiger Entfernungsschranken in der
Bereichssuche im EM-Baum
recurs iveRangeQuery (rq , q , n , dn,q , r e f r e s u l t L i s t )
. . .
i f e x i s t domain s p e c i f i c e f f i c i e n t d i s t anc e bounds :
compute domain s p e c i f i c bounds
i f can dec ide about f u r t h e r proceed ing :
. . .
e l s e :
compute d i s t anc e
. . .
e l s e :
compute d i s t anc e
. . . proceed search based on d i s t anc e . . .
Algorithmus A.2 zeigt als Gegenstück dazu beispielhaft Teile einer Traits-Klasse zur
Konfiguration des EM-Baums für zweidimensionale euklidische L2-Vektorräume.
Bei jedem Durchgang wird geprüft, ob in der aktuellen Domäne effizient bestimmbare
Schranken existieren, obwohl diese Tatsache für die Lebenszeit dieser EM-Baum-Instanz
immer den selben Wahrheitsgehalt besitzt. Analog wird auch immer wieder eine virtuelle
Methode der selben Schablonenklasse aufgerufen, um die Entfernung oder Entfernungs-
schranke zu bestimmen. Abbildung A.3.6 zeigt beispielhaft die Sequenz der Interaktion
von Bereichssuchalgorithmus und Traits-Klasse.
Hinsichtlich der Laufzeiteffizienz besitzen virtuelle Methoden diverse Nachteile:
• Ihr Aufruf ist zur Laufzeit mit einem Nachschlagen der Adresse der Funktion in einer
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Algorithmus A.2 Beispiel-Traits für den 2-dimensionalen euklidischen Vektorraum mit
einer L2-Metrik.
Point2d−Tra i t s :
hasDomainSpec i f i cEf f i c i entDis tanceBounds :
f a l s e
computeDistance (p1 ,p2 ) :√

















Abbildung A.3.6: Sequenz der Interaktion der Bereichssuche mit der Traits-Klasse
Tabelle verbunden. Diese Kosten sind zwar marginal, da sie aber in der innersten
Schleife sehr oft anfallen, ist eine Optimierung dennoch überdenkenswert.
• Der Compiler kennt beim Übersetzen der Methode zur Bereichssuche die konkrete
Instanz der Methode nicht. Wäre die Methode zur Distanzberechnung dagegen nicht
virtuell, hätte der Compiler verschiedene Möglichkeiten zur Optimierung. Bspw.
könnte er ihren Inhalt in der Bereichssuchmethode inline ersetzen. Anschließend
könnte er erkennen, dass die Verzweigungsanweisung aufgrund einer konstanten Be-
dingung immer den selben Zweig nimmt und somit die komplette Verzweigungsan-
weisung zusammen mit dem toten Zweig entfernen.
Die Template Meta-Programmierung285 bietet für Programmiersprachen, die dies unter-
stützen (bspw. C++ oder D) unter anderem Möglichkeiten, eine flexible Konfigurierbar-
keit zur Compile-Zeit mit einer hohen Laufzeiteffizienz zu verbinden. Hier kann ein Ansatz
verwendet werden, wie er sich auch in den Traits-Klassentemplates der Standard Tem-
plate Library von C++ findet. Operationen über den gespeicherten Typen, wie bspw. die




Berechnung eines Hashcodes für Hashtabellen, werden dort nicht als Laufzeitobjekt mit
virtuellen Methoden in der Auflistungsklasse gespeichert. (Dies ist der in der prototypi-
schen Implementierung des EM-Baums verwendete Ansatz.) Statt dessen werden diese
Operationen als generische Template-Objekte übergeben. Überträgt man diesen Ansatz
auf die Distanzberechnungen im EM-Baum, so könnte der Compiler für einen EM-Baum
zur Indizierung zweidimensionaler Punkte mit einer L2-Metrik erkennen, dass hasDomain-
SpecificEfficientDistanceBounds immer false liefert, während alle Distanzberechnungen
durch √
(p1,x − p2,x)2 + (p1,y − p2,y)2
ersetzt werden können. Somit könnte er deutlich effizienteren Code für die innere Schleife
der Bereichssuche generieren, wie in Algorithmus A.3 skizziert wird. Nachteilig an diesem
Algorithmus A.3 Verwendung domänenabhängiger Entfernungsschranken in der Be-
reichssuche im EM-Baum
recurs iveRangeQuery (rq , q , n , dn,q , r e f r e s u l t L i s t )
. . .
d i s t ance =
√
(p1,x − p2,x)2 + (p1,y − p2,y)2
. . . proceed search based on d i s t anc e . . .
Ansatz ist, dass er nur von bestimmten Sprachen wie C++ oder D unterstützt wird.
Weiterhin müssen alle Konfigurationen zur Compile-Zeit feststehen. Es ist also schwierig
ein bestehendes Indexsystem um einen neuen unterstützten Datentyp zu erweitern – hierzu
wäre eine Neuübersetzung erforderlich.
A.3.3 Struktur des EM-Baums

















Abbildung A.3.7: Struktur des EM-Baums
Der EM-Baum enthält also hauptsächlich einen Zeiger auf den Wurzelknoten, der re-
kursiv innere Knoten und letztendlich Blattknoten mit den eigentlichen Daten enthält.
Der Baum wurde als Blattbaum entworfen. Innere Knoten dienen somit nur als Routing-
Objekt, obwohl hierfür abgesehen von Löschoperationen auch echte Datensätze verwendet
werden. Blattknoten enthalten einen Verweis auf den vollständigen Datensatz, innere Kno-
ten dagegen einen Radius und eine Liste mit direkten Kindknoten. Wie in Abschnitt 4.5
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beschrieben, besitzt jeder Knoten zusätzlich ein Routing-Objekt und bis auf den Wurzel-
knoten auch eine Entfernung zu seinem direkten Elternknoten.
Der Baum wurde grundsätzlich als Mehrwegbaum entworfen, d.h. jeder innere Kno-
ten kann Kindknoten bis zu einer vorgegebenen Maximalkapazität besitzen. Dies dient
analog zum B-Baum [166] einer effizienten Suche bei Berücksichtigung paginierter Zugrif-
fe in der Speicherhierarchie.286 Der Fokus dieser Arbeit lag nicht auf dieser Eigenschaft.
Um tatsächlich einen Effizienzgewinn bei paginierten Zugriffen zu erreichen, müssen be-
stimmte Eigenschaften (Routing-Objekt, Distanz zum Elternknoten, Radius) anstelle im
Knoten selber im Elternknoten gespeichert werden. (Nur so können diese suchrelevanten
Eigenschaften aller Kindknoten eines Knotens in einer Speicherseite liegen.)
Anzumerken bleibt hier noch der potentiell sehr geringe Performancegewinn durch
Verwendung einer paginierten Datenstruktur. Im Gegensatz zum klassischen B-Baum
dürfte der Unterschied in der Zugriffszeit selbst bei Speicherung der Daten auf einer
klassischen Festplatte in den meisten metrischen Domänen eher gering ausfallen. Dieser
Unterschied beruht auf zwei wesentlichen Unterschieden zu den Schlüsselvergleichen im
B-Baum:
1. Wie bereits angemerkt, ist in vielen Domänen mit multimedialen Domänen der
Aufwand einer Entfernungsberechnung immens. Er kann leicht den Aufwand des
Ladens eines solchen multimedialen Objektes von einer Festplatte übersteigen. Mit
einer paginierten Speicherstruktur kann zwar der I/O-Aufwand reduziert werden,
in diesem Fall ist der jedoch gegenüber dem Rechenaufwand zur Distanzberechnung
vernachlässigbar.
2. Die Effizienz der paginierten Speicherung zur Reduktion von I/O beruht darauf, die
Entscheidungsmerkmale vieler Kindknoten in einer Speicherseite zu halten. Beim B-
Baum muss hier nur die zumeist kompakte indizierte Teileigenschaft gehalten wer-
den, also bspw. ein Schlüssel, ein Alter oder ein Name. Aufgrund der Kompaktheit
der indizierten Eigenschaft ist das Effizienzkriterium meist erfüllt. Beim EM-Baum
müssen dagegen neben zwei Gleitkommawerten die kompletten metrischen Objekte
gehalten werden, die zur Distanzbestimmung dienen. In den meisten multimedialen
Domänen muss hierzu entweder das komplette multimediale Objekt oder nach einer
Vorverarbeitung ein relativ großer Beschreibungsvektor herangezogen werden. Aus
diesen Gründen passen wenn überhaupt nur sehr wenige Kindknoten-Daten in eine
Speicherseite. Dies relativiert die Effizienz der paginierten Speicherung.
Da eine tatsächliche paginierte Speicherung die Baumstruktur erheblich verkompliziert,
ohne Einfluss auf die Anzahl an Entfernungsberechnungen zu besitzen, wurde in dieser
Arbeit die in Abbildung A.3.7 gezeigte einfache Struktur gewählt. Um vergleichbare Eigen-
schaften bzgl. der Anzahl an Entfernungsberechnungen zu erzielen, wurde ein semantisch
äquivalenter Mehrwegbaum verwendet. Es ist problemlos mit entsprechendem Aufwand
möglich, die komplexere Struktur für eine paginierte Speicherung umzusetzen.
A.3.4 Fazit
In diesem Anhang wurde die Implementierung des EM-Baums charakterisiert und auf
einem groben Level die Softwarearchitektur des Prototypen beschrieben.
286Derartige Zugriffe treten beispielsweise beim Lesen von einer klassischen rotierenden Festplatte auf.
Seitenweise Zugriffe ziehen sich aber auch durch die gesamte Speicherhierarchie. So werden zusammen-
hängende Speicherbereiche auch gemeinsam in Cache-Linien geladen.
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Die Erstellung eines Prototypen war für die Durchführung der Experimente sinnvoll.
Die Messungen an diesem Prototypen zeigen die prinzipielle Komplexität der verschiede-
nen Algorithmen im Zeitverhalten (gemessen in der Anzahl an Entfernungsberechnungen)
unabhängig von Prozessorgeschwindigkeit oder der Anzahl der Prozessorkerne. Für eine
produktive Implementierung sind weitere Änderungen notwendig, um den geänderten An-
forderungen an Laufzeiteffizienz und vollständige Erfüllung aller Features zu genügen. Die
hierfür notwendigen Schritte wurden diskutiert und sind leicht umsetzbar.
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⊥n Untere Schranke für die Entfernung einer bestimmten (aus dem Kontext der Formel
implizit hervorgehenden) Suchanfrage q zum Zentrum des M-Baum-Knotens n.
⊤n Obere Schranke für die Entfernung einer bestimmten (aus dem Kontext der Formel
implizit hervorgehenden) Suchanfrage q zum Zentrum des M-Baum-Knotens n.
CAPACITY Kapazität eines Knotens eines M-Baums. Ein Knoten kann diese Menge
an direkten Kindern speichern. Nach Überschreiten dieser Anzahl muss der Knoten
analog zum B-Baum geteilt werden.
da,b Entfernung zweier Elemente a und b. Handelt es sich bei den Elementen um hyper-
kugelförmige Kugeln (bspw. im M-Baum), so ist die Entfernung zum Zentrum der
Hyperkugel gemeint.
D̄I Durchschnittliche Anzahl an Entfernungsberechnungen zum Einfügen eines neuen
Elementes in einen M-Baum gemessen während eines Experimentes
DI Gesamtanzahl der beim Einfügen in M-Bäume während eines Experimentes gemesse-
nen Entfernungsberechnungen
d⊥n Untere Entfernungsschanke aller unter dem M-Baum-Knoten n gespeicherten Daten-
elemente e zum Anfrageobjekt q einer Ähnlichkeitsanfrage. Aus Gründen der Über-
sichtlichkeit wird dabei meist q weggelassen, da i.d.R. immer nur eine Suchanfrage
diskutiert wird, und q somit implizit aus dem Kontext der Formel herausgeht.
d⊤n Obere Entfernungsschanke aller unter dem M-Baum-Knoten n gespeicherten Daten-
elemente e zum Anfrageobjekt q einer Ähnlichkeitsanfrage. Aus Gründen der Über-
sichtlichkeit wird dabei meist q weggelassen, da i.d.R. immer nur eine Suchanfrage
diskutiert wird, und q somit implizit aus dem Kontext der Formel herausgeht.
D̄q Durchschnittliche Anzahl an Entfernungsberechnungen zum Durchführen einer Ab-
frage an einen M-Baum gemessen während eines Experimentes
Dq Gesamtanzahl der beim Abfragen von M-Bäumen während eines Experimentes ge-
messenen Entfernungsberechnungen
e Im Rahmen eines Beispiels bezeichnet e ein bestimmtes Datenelement, welches in den
Blättern eines M-Baums (zumeist unterhalb des aktuell diskutierten inneren Knotens
n) gespeichert ist.
GHP Generalized Hyperplane: Verfahren zur Aufteilung von Datenelementen und Unter-
knoten in einem metrischen Baum auf zwei potentielle Elternknoten. Entscheidungs-
kriterium ist die Lage bzgl. einer mittigen Hyperbene zwischen den zwei Elternknoten.




hi Hyperkugel eines Elementes i. Damit können bspw. die Hyperkugeln innerer Knoten
n des M-Baums: Hn oder die Hyperkugel HQ einer Bereichsanfrage Q bezeichnet
werden.
HQ Hyperkugel einer Bereichssuche Q.
kNN k Nächste Nachbarn-Suche (bzw. k Nearest Neighbor-Search): Anfragetyp der Ähn-
lichkeitssuche. Zu einem Anfrageobjekt q werden die k ähnlichsten gespeicherten Ob-
jekte gesucht. Die Ähnlichkeit wird dabei zumeist über eine (oft metrische) Distanz-
funktion bestimmt. Die Ergebnismenge enthält also die (maximal) k Objekte, deren
Distanz zu q unter allen gespeicherten Objekten am geringsten ist.
n Bezeichnet in einem Beispiel einen bestimmten innerer Knoten eines M-Baums.
N0 Raum der natürlichen Zahlen (einschliesslich 0).
NN Nächster Nachbar-Suche (bzw. Nearest Neighbor-Search): Anfragetyp der Ähnlich-
keitssuche. Zu einem Anfrageobjekt q wird das ähnlichste gespeicherte Objekt ge-
sucht. Die Ähnlichkeit wird dabei zumeist über eine (oft metrische) Distanzfunktion
bestimmt. Das Ergebnis ist also das Objekt, dessen Distanz zu q unter allen gespei-
cherten Objekten am geringsten ist.
∆Perf Veränderung von Perf durch eine Umstrukturierung des M-Baums. (Bspw. durch
Einfügen eines Elementes.) Mit einem Subskript kann dabei bezeichnet werden, ob
es sich um die Perf -Veränderung des gesamten Baumes (∆PerfMtree) oder nur den
Beitrag eines inneren Knotens n zur gesamten Perf -Veränderung (∆Perfn) handelt.
Perf Gütekriterium für die Struktur eines M-Baums. Ein kleiner Perf -Wert entspricht
einem kleinen Erwartungswert für die Anzahl an Distanzberechnungen für eine durch-
schnittliche Suchanfrage.
PerfMtree Perf -Wert für den gesamten M-Baum. Dies ist ein zu minimierendes Gütekri-
terium für die Baumstruktur.
Perfn PerfMtree setzt sich additiv aus den Perf -Beiträgen aller innerer Knoten zusam-
men. Perfn bezeichnet dabei den Teil, den ein konkreter innerer Knoten n zum ge-
samten Perf -Wert beiträgt.
q Zentrales Element einer Ähnlichkeitsanfrage in metrischen Räumen. Bei einer Be-
reichssuche Zentrum des Suchbereichs, bei einer k-Nächsten-Nachbarn-Suche Positi-
on, zu der die k nächsten Nachbarn gesucht werden
QR Bereichssuche in metrischen Räumen, definiert über das Suchobjekt q, sowie den
Suchradius rq
R+0 Raum der nicht negativen reellen Zahlen einschliesslich 0.
ri Radius der Hyperkugel des Elementes i
rq Radius der Bereichssuche Q
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