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Thema: Visualisierung der Evolution von Softwarearchitektur
Hintergrund: Die Architektur, die sich im Source-Code großer, langlebiger Software-
systeme auspra¨gt weicht ha¨ufig von der urspru¨nglich geplanten oder dokumentierten
Architektur ab. Um den aktuellen Status der Softwarearchitekturen aus dem vorliegen-
den Quellcode zu extrahieren, gibt es bereits Verfahren, die beispielsweise mit statischer
Analyse arbeiten. Speziell bei Software, die auf einem reichhaltigeren Komponenten-
Framework (z.B. OSGi) aufbaut, lassen sich u¨ber die Analyse von Metainformationen
noch weitere Informationen u¨ber die Struktur der Software ableiten. Bestehende Verfah-
ren lassen allerdings den entscheidenden Aspekt der Evolution, also der A¨nderung der
Architektur u¨ber die Zeit, unberu¨cksichtigt.
Aufgabenstellung: Basierend auf dem Stand der Technik in der 2D- und
3D-Visualisierung von Softwarearchitekturen sind Sichten und Darstellungsformen aus-
zuwa¨hlen bzw. zu definieren, die Aufschluss auf die zeitliche Vera¨nderung der Softwarear-
chitektur geben. Um die Visualisierung der zeitlichen Vera¨nderung einer Softwarearchi-
tektur effizient zu gestalten, sind im zweiten Teil der Arbeit Kriterien festzulegen, wann
eine A¨nderung im Quellcode-Repository als relevant fu¨r die Architektur zu bezeichnen
ist. Im dritten Teil der Arbeit ist das Zusammenstellen der fu¨r die Visualisierung not-
wendigen Daten fu¨r ein OSGi-Softwaresystem zu konzipieren und aus den aufbereiteten
Daten sind die Sichten zu generieren, die in Teil 1 der Arbeit festgelegt wurden. Basie-
rend auf diesen Daten ist die Wirksamkeit der Effizienzverbesserungen aus dem zweiten
Teil der Arbeit zu belegen.
Meilensteine:
• Zusammenfassen des Stands der Technik in der Visualisierung von
Softwarearchitekturen
• Festlegen der Sichten fu¨r Evolution
• Festlegen der Kriterien fu¨r
”
architekturrelevante A¨nderungen“
• Generieren der Sichten
• Validierung der Ergebnisse
• Endvortrag im Kolloquium
• Anfertigung der Ausarbeitung
Betreuung: Prof. Dr. Michael Philippsen
Dr.-Ing. Martin Jung
Bearbeiter: Lynn von Kurnatowski
Abstract
Softwarearchitektur wird klassischerweise mithilfe von UML-Diagrammen zum Beginn
eines Projektes dokumentiert. Doch aufgrund neu formulierter Anforderungen durchla¨uft
die Software wa¨hrend des gesamten Lebenszyklus eine Evolution, in der auch kontinuier-
lich eine Anpassung der Architektur erfolgt. Es besteht also keine U¨bereinstimmung mehr
zwischen der anfa¨nglich dokumentierten Softwarearchitektur und der implementierten.
Somit sind die anfa¨nglich erstellten UML-Diagramme besonders bei langja¨hrigen und
komponentenreichen Softwaresystemen schnell u¨berholt und stellen keine ideale Lo¨sung
zur Kommunikation dar.
In dieser Arbeit wird ein Konzept vorgestellt, mit dem die gesamte Evolution komplexer
Softwarearchitekturen versta¨ndlich dargestellt werden kann. Unter anderem wird die Fra-
ge beantwortet, wie Softwarevisualisierungen wa¨hrend des Entwicklungsprozesses helfen
ko¨nnen und welche Vorteile sich daraus fu¨r Softwarearchitekten und Entwickler ergeben.
Es wird gezeigt wie alle relevanten Daten fu¨r die Visualisierung durch Repository Mining
auf dem gesamten Quellbaum und Data Mining auf Quellcodeebene aufbereitet werden.
Durch die Implementierung der Softwarevisualisierung wird verdeutlicht wie die zeitliche
Vera¨nderung der Architektur greifbar gemacht und als Kommunikationsmittel eingesetzt
werden kann, um technische Probleme zu identifizieren oder Qualita¨tsmerkmale zu be-
urteilen. Denn es ist von großer Wichtigkeit die gesamte Evolution zu betrachten und
nicht nur einen Schnappschuss, um in der Lage zu sein, komplexe Systeme zu verstehen.
i
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1 Einleitung - The What and Why
Dieses Kapitel beginnt mit einer kurzen Beschreibung der Arbeitsumgebung, legt die
Motivation der Arbeit dar und erla¨utert das Ziel. Abschließend wird der Aufbau der
Arbeit beschrieben.
1.1 Arbeitsumgebung
Diese Arbeit wurde in Kooperation mit dem Deutschen Zentrum fu¨r Luft- und Raum-
fahrt e.V. in der Abteilung Intelligente und verteilte Systeme der Einrichtung Simulations-
und Softwaretechnik verfasst.
1.1.1 Deutsches Zentrum fu¨r Luft- und Raumfahrt e.V.
Das Deutsche Zentrum fu¨r Luft und Raumfahrt e.V. (DLR) ist das Forschungszentrum in
Deutschland fu¨r Luft- und Raumfahrt. Es werden Forschungs- und Entwicklungsarbeiten
in den Bereichen Raumfahrt, Luftfahrt, Energie, Verkehr, Sicherheit und Digitalisierung
an 40 Instituten und Einrichtungen an 20 Standorten durchgefu¨hrt.
Die Mission des DLR ist die Erforschung der Erde und des Sonnensystems, die Entwick-
lung umweltfreundlicher Technologien fu¨r die Energieversorgung, Mobilita¨t, Kommuni-
kation und Sicherheit. Um diese Aufgaben zu bewerkstelligen, folgt sie verschiedenen
Richtlinien wie
”
One DLR“, Exzellenz in Wissenschaft und Professionalita¨t, Aufmerk-
samkeit fu¨r Pra¨zision und Zuverla¨ssigkeit und vieles mehr. Des weiteren ist das DLR der
gro¨ßte Softwarehersteller in Deutschland.
1.1.2 Einrichtung Simulations- und Softwaretechnik
Zu den Aufgaben der Einrichtung Simulations- und Softwaretechnik geho¨rt die Forschung
und Entwicklung auf dem Gebiet innovativer Software-Engineering-Technologien und die
Bereitstellung und Anwendung dieses Wissens.
Zu den derzeitigen Themenschwerpunkten geho¨ren die Softwareentwicklung fu¨r verteil-
te und mobile Systeme, Software fu¨r eingebettete Systeme, Visualisierung und High
Performance Computing. Durch die stetige Zusammenarbeit mit anderen Instituten im
DLR beteiligt sich die Einrichtung an anspruchsvollen Softwareentwicklungsprojekten
und la¨sst somit das gewonnene Know-How mit in die Projekte einfließen.
Die Einrichtung ist an den Standorten Ko¨ln, Braunschweig und Berlin vertreten und
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gliedert sich in die Abteilungen
”
Intelligente und verteilte Systeme“,
”
High Performance
Computing“ und
”
Software fu¨r Raumfahrtsysteme und interaktive Visualisierung“.
Die vorliegende Masterarbeit
”
Visualisierung der Evolution von Softwarearchitektur“
wurde in der Abteilung Intelligente und verteilte Systeme erarbeitet. In der Abteilung
wird unter anderem das OSGi-basierende Softwareprogramm Remote Component Envi-
ronment entwickelt.
Remote Component Environment, kurz RCE, ist ein Open Source Framework, welches
Ingenieuren und Wissenschaftlern beim Design und der Simulation komplexer Systeme,
durch die Verwendung und Integration ihrer eigenen Design- und Simulationswerkzeuge,
unterstu¨tzt [15]. RCE soll dieser Arbeit als Anwendungsbeispiel dienen.
1.2 Motivation
”
The data is out there. The problem is making practical use of it.“ [6]
Software-Systeme nehmen immer mehr an Komplexita¨t zu. Deshalb ist, wie auch in
den Ingenieursdisziplinen, fu¨r die Softwareentwicklung eine Form von
”
Bauplan“ notwen-
dig, der die wesentlichen Eigenschaften eines Systems darstellt. Die Softwarearchitektur
wird oft als solch ein Bauplan eines Software-Systems gesehen und dient als wesentliche
Beschreibung um den Aufbau und das Verhalten eines Systems zu verstehen. Gerade
fu¨r große und komplexe Softwareprojekte ist die Softwarearchitektur als Kommunikati-
onsvehikel wichtig, als Basis fu¨r ein wechselseitiges Verstehen zwischen allen beteiligten
Personen, zur Festlegung von Entscheidungen sowie zur Kommunikation u¨ber das Sys-
tem.
Doch der urspru¨ngliche Bauplan kann im Laufe der Zeit nicht mehr zur Kommunikati-
on und Versta¨ndigung u¨ber das entwickelnde System eingesetzt werden. Denn wa¨hrend
des gesamten Lebenszyklus durchla¨uft die Software eine Evolution, in der aufgrund neu
formulierter Anforderungen auch eine Anpassung der Architektur erfolgen mu¨sste. In-
folgedessen weicht die Architektur, die sich im Source Code u¨ber den gesamten Ent-
wicklungsprozess hinweg auspra¨gt ha¨ufig von der initial geplanten und dokumentierten
Architektur ab. Ein Versta¨ndnis von den bisherigen und aktuell bestehenden Strukturen
zu erhalten ist somit ein schwieriges Unterfangen, da keine U¨bereinstimmung zwischen
dem Modell und der Implementierung vorhanden ist.
Um dieser Problematik entgegenzuwirken ist es von Vorteil den Quellcode, die aktu-
ellste und detaillierteste Quelle eines Softwareprojektes, hinzuzuziehen und die fehlende
U¨bereinstimmung zu revidieren. Jedoch eignet sich Quellcode bei der Betrachtung und
Analyse nur im begrenztem Maße als Darstellungsart, um ein U¨berblick u¨ber die Archi-
tektur und den Aufbau des Systems zu erlangen. Denn das menschliche Gehirn ist nicht
dafu¨r ausgelegt, effektiv hunderttausend Zeilen verschra¨nkten Codes zu verstehen.
Geeignete Visualisierungen sind leistungsstark, wenn Sie große Datenmengen erfassen
mu¨ssen. Unser menschliches Gehirn ist eine erstaunliche Muster-Matching-Maschine,
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die eine erstaunliche Menge an visuellen Informationen verarbeitet kann.
Doch die wenigen bisher bestehenden Visualisierungsmethoden lassen den Aspekt der
Evolution, also der A¨nderung der Architektur u¨ber die Zeit, unberu¨cksichtigt. Dabei
entha¨lt der Quellcode im Repository alle wesentlichen Informationen u¨ber die zeitliche
Vera¨nderung. Jede A¨nderung am System, die jemals durchgefu¨hrt wurde, wurde aufge-
zeichnet.
Dabei ist es von großer Wichtigkeit die gesamte Evolution zu betrachten, denn der
Mensch wird niemals in der Lage sein, komplexe Systeme zu verstehen, wenn er sich nur
einen Schnappschuss der Software betrachtet. Durch eine entsprechende Visualisierung
der Evolution einer Architektur lassen sich, neben der Dokumentation, Schlussfolgerun-
gen aus dem bisherigen Entwicklungsprozess ziehen, mit deren Hilfe sich die weiteren
und zuku¨nftigen Entwicklungsarbeiten optimieren lassen.
1.3 Ziel der Arbeit
Ziel dieser Arbeit ist es, die zeitliche Vera¨nderung von Architekturen einer
OSGi-basierenden Java-Software zu visualisieren, um ein Versta¨ndnis des Projektes zu
vermitteln und somit einen Mehrwert fu¨r den Entwicklungsprozess zu schaffen.
Das reichhaltige Komponenten-Framework OSGi beinhaltet besonders viele Aspekte, die
bei der Betrachtung der Architektur eine wichtige Rolle spielen. Dafu¨r muss zuna¨chst
definiert werden, welche Aspekte bei der Betrachtung einer Architektur von Interesse
sind. Um eine geeignete Auswahl der Granularita¨tsebene zu finden, muss die zuvor fest-
gelegte Zielgruppe und die Nutzungsszenarien beru¨cksichtigt werden.
Da in dieser Arbeit vorrangig große und komplexe Softwareprojekte betrachtet werden,
entstehen bei der Extraktion der Historie einer Architektur aus dem Repository eine
große Menge an Daten, in Form von Komponenten und Beziehungen in allen Revisio-
nen. Um die Visualisierung dieser Daten effizient zu gestalten, sollen im ersten Teil
dieser Arbeit diese Daten auf die Wesentlichen beschra¨nkt werden. Dafu¨r muss zuna¨chst
der Begriff Softwarearchitektur definiert werden und Kriterien dafu¨r gefunden werden,
wann eine A¨nderung als relevant fu¨r die Architektur betrachtet werden kann. Anschlie-
ßend muss auf Grundlage der Extraktion, das heißt auf Grundlage der Datenbank, ein
Vorgehen entwickelt werden, diese Kriterien entsprechend anzuwenden. Somit soll die
Datenmenge in der Datenbank auf die wichtigsten Bestandteile beschra¨nkt, und die Vi-
sualisierung der zeitlichen Vera¨nderung der Architektur effizienter gestaltet werden.
Im zweiten Teil der Arbeit sollen diese Daten visuell dargestellt werden. Die Ausar-
beitung der Konzeption der Visualisierung stellt einen entscheidenden Teil dar. Dar-
stellungsarten sind auszuwa¨hlen beziehungsweise zu definieren, fu¨r die sich die Visua-
lisierung der Evolution einer Softwarearchitektur eignet. Besonders die Visualisierung
des Zeitverlaufs muss geschickt in die Darstellung integriert werden und die architek-
turrelevanten A¨nderungen hervorgehoben werden. Des Weiteren ist zu kla¨ren, inwiefern
Interaktionsmo¨glichkeiten, wie zum Beispiel das Filtern von Informationen oder das Her-
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vorheben und Selektieren von bestimmten Elementen, fu¨r den Betrachter von Interesse
beziehungsweise notwendig sein ko¨nnten.
Bei der Implementierung sollen die im Konzept ausgearbeiteten Darstellungsarten und
Interaktionsmethoden umgesetzt werden. Dazu geho¨rt zuna¨chst die Beantwortung tech-
nischer Fragen. Es muss gekla¨rt werden in welcher Umgebung die Visualisierung laufen
soll und wie die Schnittstelle zwischen der Analyse und der Visualisierung aussehen soll.
1.4 Gliederung der Arbeit
In Kapitel 2 werden die fu¨r diese Arbeit relevanten theoretischen Grundlagen beschrie-
ben, um einen einheitlichen Konsens der Begriffswelt zu schaffen. In Kapitel 3 werden
Grundlagen der Softwarevisualisierung und der Stand der Technik in diesem Forschungs-
bereich erla¨utert. Basierend auf den Grundlagen wird im vierten Kapitel ein Konzept
fu¨r die Analyse und Visualisierung von OSGi-Anwendungen vorgestellt. In Kapitel 5
wird die Umsetzung des Konzepts, gegliedert in drei Teilen (Extraktion, Analyse und
Visualisierung), vorgestellt. Anhand des Anwendungsbeispieles RCE, welches im Kapi-
tel 1.1.2 kurz beschrieben wurde, wird in Kapitel 6 die Evaluation der Implementierung
beschrieben, welche durch eine Effizienzbetrachtung der Analyse und anhand von User
Stories durchgefu¨hrt wurde. Zum Schluss wird in Kapitel 7 ein Fazit der Arbeit gezogen
und ein Ausblick auf mo¨gliche Erweiterungen gegeben.
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In diesem Kapitel werden fu¨r die Arbeit relevante theoretische Grundlagen vorgestellt
und Begriffe definiert, damit spa¨ter beim Entwurf des Konzeptes und der Umsetzung
von einer einheitlichen Grundlage und Begriffswelt ausgegangen werden kann.
Zuna¨chst soll ein Einblick in die Architekturanalyse und der eingesetzten Technik, Re-
pository Mining, gegeben werden. Im Hinblick auf die zu erstellenden Kriterien architek-
turrelevanter A¨nderungen soll eine Einfu¨hrung in die Softwarearchitektur im allgemeinen
und das Konzept und die Eigenschaften der Programmiersprache Java und des OSGi-
Frameworks gegeben werden.
2.1 Softwareanalyse
Die Analyse von Daten, welche aus dem Softwareentwicklungsprozess hervorgehen, stel-
len einen erheblichen Reiz fu¨r Forschung und Entwicklung dar. Vor, wa¨hrend und nach
dem Entwicklungsprozess eines Softwareprojektes werden Gigabytes an Daten produ-
ziert. Im Bereich der Softwareanalyse wird immer intensiver an dem Thema gearbeitet,
diese Daten sowohl nutzbar zu machen als auch fu¨r Analysezwecke zu verwenden, mit
der Zielsetzung den allgemeinen Entwicklungsprozess von Softwaresystemen zu optimie-
ren [6].
Eine allgemeingu¨ltige Definition fu¨r den Begriff Softwareanalyse aufzustellen, bedeutet
ebenso wie die Arbeit an dem Thema eine Herausforderung. Die Softwareentwicklung
ist ein sehr komplexer Prozess mit einer Vielzahl an Zusta¨ndigkeiten und beteiligten
Personen. Fu¨r jedes Team ergeben sich andere doma¨nenspezifische Anforderungen an
die Softwareanalyse.
In dieser Arbeit liegt der Schwerpunkt auf der Architekturanalyse, welche mithilfe der
aus dem Softwareentwicklungsprozess entstandenen Daten umgesetzt wird.
2.1.1 Architekturanalyse
Im Softwareentwicklungsprozess ist der Architekturentwurf die fru¨heste Softwaredesign-
Entscheidung. Er dient der Kommunikation, Dokumentation und der Versta¨ndigung
u¨ber das zu entwickelnde Programm. Doch im Laufe der weiteren Entwicklung findet
ha¨ufig keine U¨berpru¨fung bezu¨glich der U¨bereinstimmung zwischen dem Modell mit
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der tatsa¨chlichen Implementierung statt, was fatale Folgen nach sich ziehen kann. Ein
falsches Modell kann einem Entwickler ein falsches Versta¨ndnis der Ursachen des Pro-
grammverhaltens vermitteln. Das Fehlen einer U¨bereinstimmung kann dazu fu¨hren, dass
das Modell mit der Zeit immer unbrauchbarer beziehungsweise irrefu¨hrend wird, bis der
Entwickler sich nicht mehr auf die Aussage des Modells verlassen kann [17]. Daher kann
die Architekturanalyse ein wichtiges Werkzeug im Entwicklungsprozess sein.
Die Architekturanalyse besteht aus drei ineinandergreifende Vorga¨nge, siehe Abbildung
2.2:
Extraktion Wesentliche Strukturinformationen werden aus den Quellcode- und Doku-
mentationsdateien extrahiert und in die richtigen Beziehungen gesetzt.
Abstraktion Informationen werden durch die Kombination und Transformation der ge-
gebenen Beziehungen abgeleitet.
Pra¨sentation Die Komponenten und Beziehungen werden grafisch dargestellt.
Zu beachten ist, dass der Vorgang der Extraktion, Abstraktion und Pra¨sentation
projekt- und sprachspezifisch ist. Konkret bedeutet dies, dass sie von der im Projekt
verwendeten Programmiersprache und den jeweiligen Architekturregeln abha¨ngig sind.
Abbildung 2.1: Worfklow einer Architekturanalyse [17]
Zusammenfassend la¨sst sich sagen, dass mithilfe einer Architekturanalyse eines ge-
samten Repository, eine lu¨ckenlose und stets aktuelle Dokumentation der Architektur
u¨ber den gesamten Entwicklungszeitraum gewa¨hrleistet werden kann. Dafu¨r werden die
beno¨tigten Daten mithilfe von Repository Mining extrahiert.
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Mining Software Repository
Repository Mining ist die empirische und systematische Untersuchung von Software-
Repositories. Das Ziel besteht darin, Daten durch Codeanalyse zu erhalten und un-
entdeckte Informationen, Beziehungen oder Trends im zu analysierenden Repository
zu identifizieren. Das Untersuchungsartefakt sind die Depots, welche die Historie und
die vollsta¨ndige A¨nderungsnachverfolgung der jeweiligen Projekte enthalten. Daher ist
mithilfe von Repository Mining eine gru¨ndliche Analyse des Quellcodes und seiner Me-
tadaten mo¨glich.
Grundvoraussetzung fu¨r Repository Mining ist jedoch der Umstand, dass heutzutage
fu¨r die kollaborative Zusammenarbeit in Softwareprojekten Versionsverwaltungssyste-
me, wie zum Beispiel Git, vermehrt zum Einsatz kommen. Womit diese Depots mit den
no¨tigen Daten gefu¨llt werden, welche fu¨r den Prozess von No¨ten sind.
2.2 Softwarearchitektur
Wie zu Beginn der Arbeit schon erla¨utert liegt das Hauptaugenmerk bei der Analyse auf
der Architektur. Da es mehr als 50 verschiedene Definitionen von Softwarearchitektur
gibt, die jeweils bestimmte Aspekte von Architekturen hervorheben, soll im folgenden
eine Definition festgelegt werden, an der sich die weitere Arbeit orientiert:
Das Gebiet der Softwarearchitektur bescha¨ftigt sich vordergru¨ndig mit der Struktu-
rierung von Softwaresystemen. Entsprechend dem IEEE-Standard 1471-2000 wird Soft-
warearchitektur folgendermaßen definiert [29]:
”
The fundamental organization of a system embodied in its components,
their relationships to each other, and to the environment, and the principles
guiding its design and evolution.“
Die Softwarearchitektur ist laut dem IEEE-Standard die grundlegende Organisation
eines Systems. Dabei ko¨nnen zwei Aspekte einer Architektur betrachtet werden: zum
einen die Beschreibung der Dynamik, das heißt der Verlauf des Kontrollflusses wird be-
schrieben und zum anderen die Abbildung der Komponenten, was Thema dieser Arbeit
ist - die Komponenten und die Verbindungen zwischen diesen. Eine gute Softwarear-
chitektur hat einen großen Einfluss auf den Erfolg eines Softwareprojektes. Es ergibt
sich die Frage, wie große Systeme so strukturiert werden ko¨nnen, dass letztendlich alle
Anforderungen und die gewu¨nschte Qualita¨t erreicht werden. Je gro¨ßer, umfangreicher,
langwieriger und komplexer ein Softwareprojekt ist, desto wichtiger ist die Softwarear-
chitektur [55].
Zusa¨tzlich kann die Softwarearchitektur in mehrere Sichten unterteilt werden, beispiel-
weise Conceptual Architecture View, Module View, Execution View und Code View [25].
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Sichten Beschreibung
Conceptual Architecture View dient als High-Level-Karte, die anzeigt wie das
System das tut, was es machen soll
Module View zeigt, wie Module Maschinen und Netzwerke zu-
geordnet sind
Execution View zeigt, wie die Software in Module und Subsysteme
gegliedert ist
Code View zeigt, wie Quellcode und Konfigurationen in
Paketen organisiert sind, einschließlich deren
Abha¨ngigkeiten
Tabelle 2.1: typische Sichten auf die Software Architektur
Die Tabelle 2.1 dient als U¨bersicht. In dieser Arbeit werden die letzten drei aufgelisteten
Sichten aus der Tabelle nicht beru¨cksichtigt. Ausschließlich die Conceptual Architecture
View soll Bestandteil dieser Arbeit sein, Komponenten und deren Abha¨ngigkeiten und
Beziehungen.
Soll- und Ist-Architektur
Abbildung 2.2: Soll-Architektur ungleich der Ist-Architektur
Wie im Kapitel 2.1.1 schon angedeutet, weicht im Laufe eines Entwicklungsprojektes
ha¨ufig die Ist-Architektur von der Soll-Architektur ab.
Dabei ist die Soll-Architektur die vom Entwicklungsteam geplante Architektur und die
im Sourcecode implementierte Architektur die Ist-Architektur.
Folgende Faktoren ko¨nnen das Auseinanderlaufen der Ist-Architektur und der Soll-
Architektur beeinflussen [51]:
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1. Funktionale und qualitative Ziele
2. Organisatorische Bedingungen
3. Technische Rahmenbedingungen
2.2.1 Evolution von Software
”
All successful software gets changed.“ [7]
Die sta¨ndige Vera¨nderung spielt auch eine entscheidende Rolle bei der erfolgreichen
Entwicklung von Software. Ein Softwaresystem muss sich fortwa¨hrend an die vera¨nderten
Anforderungen anpassen. Meir M. Lehman definierte die Gesetzte
”
Laws of Program
Evolution“, die diese Behauptung untermalen [35]. Die fu¨r diese Arbeit wichtigsten Ge-
setzte werden im Folgenden aufgelistet und beschrieben:
Law of Continuing Change Ein Softwaresystem wird kontinuierlich wa¨hrend des ge-
samten Lebenszyklus weiterentwickelt und vera¨ndert. Bis es von einem anderen
System abgelo¨st wird.
Law of Increasing Complexity Durch die sta¨ndige Vera¨nderung, dem ein Softwaresys-
tem unterliegt, nimmt es an Komplexita¨t zu.
Aus den beiden Gesetzen la¨sst sich ableiten, dass Gro¨ße, Funktionalia¨t und Komple-
xita¨t mit der Zeit in einem Softwaresystem zunehmen, wa¨hrend die Qualita¨t abnimmt.
Die im Laufe des Entwicklungsprozess zunehmende Gro¨ße und Komplexita¨t, also die ste-
tige Vera¨nderung der Ist-Architektur, soll im zweiten Teil der Arbeit durch die Visuali-
sierung der Evolution auf einer ho¨heren Abstraktionsebene dem Betrachter ersichtlicher
gemacht werden.
2.3 Refactoring
In den Laws of Program Evolution wird die Aussage getroffen, dass sich ein Sofwtaresys-
tem fortwa¨hrend vera¨ndert und dadurch an Komplexita¨t zunimmt. Daher ist es dringend
erforderlich, die zunehmende Komplexita¨t einer Software zu reduzieren, indem die in-
terne Qualita¨t verbessert wird. Den Prozess des Refactoring beschrieb William Opdyke
folgendermaßen [39]:
”
The process of changing a software system in such a way that it does not
alter the external behaviour of the code, yet improves its internate structure.“
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Im Bezug zu der Evolution einer Software, siehe Abschnitt 2.2.1, werden Refactorings
zum Verbessern der Qualita¨t der Software eingesetzt.
Martin Fowler hat in seinem Buch Refactoring. Improving the design of existing co-
de. [21] einen Katalog von verschiedenen Refactoringarten zusammengestellt. Da in die-
ser Arbeit ausschließlich die Architektur einer Software betrachtet wird, sind nur eine
begrenzte Anzahl an Refactorings bei der weiteren Architekturanalyse relevant. Auf die-
se wird bei der Betrachtung der architekturrelevanten A¨nderungen (Kapitel 5.2) genauer
eingegangen.
2.4 Java
Java ist eine statisch typisierte, objektorientierte Programmiersprache.
Der Java-Quellcode wird in maschinenlesbaren Bytecode kompiliert. Zur Laufzeit wird
der Bytecode von der Java Virtual Machine (JVM) ausgefu¨hrt [3]. Das bedeutet, Java-
Anwendungen ko¨nnen auf jedem beliebigen Gera¨t geschrieben, in Bytecode kompiliert
und auf jedem beliebigen Gera¨t ausgefu¨hrt werden. Einzige Voraussetzung ist, auf dem
Zielsystem muss eine JVM vorhanden sein. Somit ist Java eine plattformunabha¨ngige
Programmiersprache und kann auf verschiedener Hardware und unter verschiedenen Be-
triebssystemen ausgefu¨hrt werden.
2.4.1 Struktur
Software-Programme werden in Java als eine Menge von Packages organisiert. Die Glie-
derung in Packages dient als zentrales Konzept fu¨r die Modularisierung. Dies bietet
die Mo¨glichkeit, verwandte Klassentypen zusammenzufassen oder auch Sub-Packages
anderen Packages unterzuordnen. Packages stellen unter anderem einen hierarchischen
Namesraum fu¨r Klassen bereit und ordnen die Klassen wie Dateien in Verzeichnissen.
Das bietet den Vorteil, dass Projekte besser strukturiert, Klassen durch die Verwendung
von Namesra¨umen systematisch geordnet werden und deren Sichtbarkeit eingeschra¨nkt
werden kann.
Der Source Code wird in Java in Dateien mit der Endung .java gespeichert und ent-
spricht einer Compilation Unit. Dies ist eine Einheit, die der Java-Compiler als Eingabe
verarbeitet. Eine Compilation Unit entha¨lt immer eine Typ-Deklaration, die eine Klas-
se definiert. Eine Klasse wiederum kann beliebig viele weitere Typ-Deklarationen (auch
Nested Classes) enthalten.
2.5 OSGi
In dem Kapitel 2.4.1 wurde erwa¨hnt, dass Packages in Java ein zentrales Konzept fu¨r
die Modularisierung von Code darstellen. Doch ist diese Art der Modularisierung gerade
fu¨r große und lang andauernde Projekte oftmals zu schwach.
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Daher wurde mit der OSGi Spezifikation die fu¨hrende Modularita¨tslo¨sung fu¨r Java-
Anwendungen entwickelt [37]. OSGi ist die Spezifikation eines Java-Frameworks, dass
zur Erstellung und Ausfu¨hrung dynamischer, modularer Systeme benutzt werden kann
und ein komponenten- und serviceorientiertes Entwicklungsmodell unterstu¨tzt. Bei der
Spezifikation handelt es sich um ein modulares Laufzeitsystem und dient als Laufzeit-
umgebung fu¨r Softwarekomponenten [56]. Java-Applikationen werden in Module un-
terteilt, wobei das Framework den Lebenszyklus dieser Module verwaltet und deren
Abha¨ngigkeiten. Zudem stellt es Mittel zum Suchen und Vero¨ffentlichen von Services
zur Verfu¨gung.
Es gibt diverse Implementierungen der OSGi-Spezifikation, Laufzeitumgebungen, die
als OSGi-Container bezeichnet werden. Zu den bekanntesten geho¨ren: Apache Felix 1,
Knopflerfish 2 und Equinox 3, welcher unter anderem als Grundlage fu¨r die Eclipse IDE
dient.
Wie in diesem Abschnitt schon erwa¨hnt, ist die OSGi Spezifikation eine Modularita¨tslo¨sung
fu¨r Java-Anwendungen. Deshalb soll im folgenden Kapitel der Begriff Modularita¨t, im
Kontext OSGi-basierender Java-Anwendungen, genauer erla¨utert werden.
2.5.1 Modularita¨t
Modularita¨t und folgende drei Prinzipien stehen in direktem Zusammenhang:
• Entkopplung
• Einfachheit
• Erweiterbarkeit
Diese drei nicht-funktionalen Eigenschaften spielen bei der Umsetzung modularer Sys-
teme eine entscheidende Rolle.
Um eine stetige Weiterentwicklung ohne Gefa¨hrdung und Beeinflussung des Gesamt-
systems zu ermo¨glichen, muss das System modular aufgebaut sein. Besonders bei der
Entwicklung von großen und lang andauernden Projekten ist es entscheidend, die Prin-
zipien der Entkopplung und der Erweiterbarkeit zu beru¨cksichtigen. Dadurch steht das
Prinzip der Einfachheit oftmals in Kontrast zu den beiden anderen genannten Prinzi-
pien. Oft mu¨ssen zusa¨tzliche Abstraktionsschichten eingefu¨hrt werden, um ein System
entkoppelt und erweiterbar umzusetzen. Daher ist es umso wichtiger, die richtige Balan-
ce zwischen den drei Prinzipien zu erreichen [20].
Wie der Begriff Modularita¨t schon impliziert, ist das Modul die entscheidende Entita¨t,
1http://felix.apache.org/
2https://www.knopflerfish.org/
3http://www.eclipse.org/equinox/
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um die Wiederverwendung von Code zu fo¨rdern und die Komplexita¨t bei der Entwick-
lung durch Zerlegung zu verringern. Module sind abgeschlossene funktionale Einheiten
und bieten eine klare Trennung zwischen Schnittstelle und Implementierung. Sie stellen
sozusagen die Strukturierungseinheit fu¨r Software dar. Zudem stellen Module nach au-
ßen Services fu¨r andere Module u¨ber eine definierte Schnittstelle zur Verfu¨gung. Was zu
einer weiteren Eigenschaft von Modulen fu¨hrt: dem Black-Box Paradigma, womit lose
Kopplung erreicht wird. Durch das Anbieten explizit definierter Schnittstellen bleibt der
innere Aufbau und die innere Funktionsweise nach Außen hin verborgen, daher ko¨nnen
intern beliebig viele A¨nderungen vorgenommen werden. In den folgenden Kapiteln wird
das Wort Komponente benutzt, wenn diese umfassende Bedeutung gemeint ist.
Doch auch das Design von Modulen muss betrachtet und bewertet werden. Fu¨r die Ana-
lyse wurden zwei Metriken entwickelt, die Koha¨sion und die Kopplung.
Ein fundamentales Konzept in der objektorientierten Programmierung ist es, eine gerin-
ge Kopplung zwischen Modulen und hohe Koha¨sion innerhalb von Modulen zu erreichen.
Dabei pra¨sentiert Kopplung das Maß dafu¨r, wie stark die Abha¨ngigkeit zwischen Mo-
dulen ist. Koha¨sion dagegen ist ein Maß dafu¨r, wie stark die Abha¨ngigkeit zwischen
Funktionen innerhalb eines Moduls ist. Sowohl Kopplung als auch Koha¨sion lassen sich
in verschiedene Arten klassifizieren [51]. Da die Klassifizierungsmo¨glichkeiten keine re-
levante Rolle in dieser Arbeit spielen, wird an dieser Stelle nicht na¨her auf deren Arten
eingegangen. Die OSGi-Serviceplattform basiert auf diesem Konzept der geringen Kopp-
lung und hohen Koha¨sion.
2.5.2 Framework
Der gezielte Einsatz von Access Modifier und Packages kann dazu beitragen, Java-Source
Code modular zu gestalten. Wenn eine Klasse jedoch als public deklariert wurde, ist diese
global zuga¨nglich. Es ist nicht mo¨glich, o¨ffentliche Klassen eines Packages nur fu¨r be-
stimmte andere Packages freizugeben. Abhilfe schafft das u¨bergeordnete Modulkonzept
von OSGi. Wie im Kapitel 2.5 schon erwa¨hnt, werden mithilfe des OSGi-Frameworks
Java-Anwendungen in Module unterteilt. In OSGi werden diese Module als Bundles
bezeichnet.
Bundles
Ein Bundle ist eine zusammenha¨ngende Einheit von Klassen und anderen Ressour-
cen, deren Abha¨ngigkeit zu anderen Modulen und Services explizit definiert sind.
Um der zuvor beschriebenen Problematik, der globale Zugriff o¨ffentlicher Klassen,
entgegenzusetzen, kann ein Bundle selbst eine API auf Basis von Packages definie-
ren. O¨ffentliche Klassen sind somit nur noch in Packages sichtbar, die expliziert
exportiert wurden [60].
Ein Bundle wird anhand seiner Manifest-Datei definiert. Eine Manifest-Datei kann,
wie in Listing 2.1 dargestellt, aufgebaut sein. Diese ist in dem zugeho¨rigen JAR-
Archiv enthalten, somit sind alle Metainformationen u¨ber ein Bundle in dem JAR-
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Archiv verfu¨gbar. Die Import-Package-Anweisung gibt an, von welchen Packages
das Bundle abha¨ngt. Es wird erkannt, welche Packages zu einer einwandfreien
Ausfu¨hrung eines Bundles beno¨tigt werden. Fu¨r die Auflo¨sung der Abha¨ngigkeiten
ist der OSGi-Container zur Laufzeit zusta¨ndig. Das Pendant zur Import-Package-
Anweisung ist die Export-Package-Anweisung. Durch die Verwendung der Bundle-
ManifestVersion-Anweisung ist es mo¨glich, zu ein und derselben Komponente gleich-
zeitig mehrere Versionen laufen zu lassen [1].
Listing 2.1: Beispiel einer Manifest-Datei aus dem RCE-Projekt
Manifest-Version: 1.0
Bundle-ManifestVersion: 2
Bundle-Name: RCE Components DOE Common
Bundle-SymbolicName: de.rcenvironment.components.doe.common
Bundle-Version: 8.1.0.qualifier
Bundle-RequiredExecutionEnvironment: JavaSE-1.7
Bundle-Vendor: DLR
Export-Package: de.rcenvironment.components.doe.common
Import-Package: de.rcenvironment.core.datamodel.api,
de.rcenvironment.core.utils.common,
org.apache.commons.csv;version="1.1.0",
org.apache.commons.logging;version="1.1.1",
org.codehaus.jackson;version="1.9.13",
org.codehaus.jackson.map;version="1.9.13",
org.codehaus.jackson.node;version="1.9.13"
Services
OSGi Services werden durch Declarative Service Components deklariert, die durch
je eine XML-Datei definiert werden (siehe Listing 2.2). Eine Service-Component
kann auf mehrere Services verweisen (reference) und diese auch bereitstellen (provi-
de). Interfaces dienen dazu Services zu definieren, die dann durch Bundles realisiert
werden.
Mit dem Einsatz von OSGi Service Registry ko¨nnen Services leichter ausgetauscht
werden, da sie von der konkreten Implementierung entkoppelt sind. Die Kompo-
nenten verstecken ihre Implementierungen, somit findet die Kommunikation u¨ber
Services statt. Damit beispielsweise andere Bundles diese Services nutzen ko¨nnen,
mu¨ssen diese importiert oder exportiert werden [60].
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Listing 2.2: Deklaration eines Service-Components
<scr:component xmlns:scr="http://www.osgi.org/xmlns/scr/v1.1.0"
activate="activate" name="Service Remote File Connection Factory">
<implementation class="de.rcenvironment.core.communication.file.
service.legacy.internal.ServiceRemoteFileConnectionFactory" />
<service>
<provide interface="de.rcenvironment.core.communication.
fileaccess.spi.RemoteFileConnectionFactory"/>
</service>
<reference
name="Communication Service"
interface="de.rcenvironment.core.communication.api.
CommunicationService"
cardinality="1..1"
bind="bindCommunicationService"
policy="dynamic"
/>
</scr:component>
Abbildung 2.3: Bundles und Services im OSGi-Framework [56]
Das OSGi-Framework ist, wie in Abbildung 2.4 zu sehen, in vier konzeptionelle Ebenen
unterteilt:
• Services Layer
• Life Cycle Layer
• Modules Layer
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• Security Layer
Im Life Cycle Layer wird der Lebenszyklus von Modulen spezifiziert und kontrolliert.
Module ko¨nnen dynamisch in ein laufendes System geladen und dessen Abha¨ngigkeiten
zur Laufzeit auflo¨sen. Der dynamische Aspekt von OSGi wird im Rahmen dieser Arbeit
aber nicht beru¨cksichtigt. Genauso wie das Security Layer an dieser Stelle nicht weiter
relevant ist [56].
Modules Layer
In dem OSGi Modules Layer werden Bundles als Modularisierungseinheit definiert.
Die Metadaten der installierten Bundles werden an dieser Stelle verarbeitet [1].
Services Layer
Der OSGi Service Layer unterstu¨tzt eine serviceorientierte Architektur. Somit wird
eine zuverla¨ssige Kopplung zwischen Bundles u¨ber Interfaces ermo¨glicht, ohne dass
eine explizite Abha¨ngigkeit zwischen diesen vorhanden sein muss. In dem Service
Layer ko¨nnen Services systemweit u¨ber ein Service Registry verfu¨gbar gemacht
werden [1].
Abbildung 2.4: Aufbau des OSGi-Frameworks [1]
Classloading
Wie unter dem Kapitel 2.5.2 schon erla¨utert, besitzt jedes Bundle in einem OSGi-
Container einen eigenen Classloader. Dieser wird von der OSGi-Implementierung be-
reitgestellt und ist dafu¨r zusta¨ndig, die Klassen des Bundles zu laden. Wird eine Klasse
aus einem anderen Bundle beno¨tigt, wird dazu der entsprechende Classloader angefragt,
die Klassen werden somit von verschiedenen Classloadern geladen [60]. Durch diesen
Classloading-Mechanismus werden die Klassen der einzelnen Bundles voneinander iso-
liert und der Zugriffsschutz wird durchgesetzt. Daher ist es mo¨glich, dass in einer An-
wendung mehrere Versionen ein und derselben Komponente zur gleichen Zeit ausgefu¨hrt
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werden und in einer Anwendung mehrere Klassen existieren ko¨nnen, deren vollsta¨ndig
qualifizierte Namen identisch sind.
Diese Tatsache muss bei der Metamodellierung in Kapitel 4.2 beru¨cksichtigt werden.
2.6 Software-Measurement
Auf die aus der Analyse gewonnenen Daten ko¨nnen Funktionen fu¨r die Bestimmung von
Softwareeigenschaften angewandt werden. Dieser Prozess wird
”
Software-Measurement“,
zu Deutsch
”
Softwaremessung oder -bewertung“, genannt und von Fenton folgenderma-
ßen definiert [19]:
”
Measurement is concerned with capturing information about attributes of
entities. (...) Measurement assigns numbers or symbols to these attributes of
entities in order to describe them.“
Die visuelle Darstellung, siehe Kapitel 3, kann eine unterstu¨tzende Funktion einneh-
men, um die Attribute der Entita¨t zu bewerten. Im Rahmen dieser Arbeit handelt es
sich bei der Entita¨t um die Softwarearchitektur.
Es wird zwischen internen und externen Attributen unterschieden. Interne Attribute
ko¨nnen meistens direkt gemessen werden, ohne auf andere Attribute zuru¨ckgreifen zu
mu¨ssen. Softwareentwickler setzen sich hauptsa¨chlich mit internen Attributen auseinan-
der, zu denen unter anderem Gro¨ße, Modularita¨t und Portierbarkeit geho¨ren.
Externe Attribute sind vor allem fu¨r Endbenutzer und Manager von Interesse. Diese
ko¨nnen nur indirekt durch die Betrachtung von internen Attributen bestimmt werden.
Die Visualisierung kann dabei eine unterstu¨tzende Funktion einnehmen, beispielswei-
se kann aus dem internen Attribut der Komplexita¨t eine Aussage u¨ber die Wartbar-
keit der Software getroffen werden. Der Betrachter kann mithilfe der Visualisierung
Ru¨ckschlu¨sse auf externe Attribute ziehen. Weitere externe Attribute sind beispiels-
weise: Zuverla¨ssigkeit, Funktionalita¨t und Benutzbarkeit.
Doch werden im Folgenden ausschließlich interne Attribute als Basis fu¨r die Visualisie-
rung betrachtet.
2.6.1 Metriken
Es gibt eine große Anzahl von Softwaremetriken, die Kenngro¨ßen der Software oder
des Softwareentwicklungsprozesses messen, siehe Tabelle 2.2. Dabei handelt es sich um
die Herleitung einer Zahl, welche die Eigenschaften von Software Code charakterisiert
oder die Qualita¨t der Software vorhersagen. Auch die quantitativen Aspekte der Qua-
lita¨tskontrolle, wie das Erfassen und U¨berwachen von Fehlern wa¨hrend der Entwicklung
fallen unter den Sammelbegriff Softwaremetriken [18]. Zudem gibt die Tabelle einen
Einblick in die Attribute, welche am bekanntesten sind (die externen Attribute) und
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diejenigen, welche direkt gemessen werden ko¨nnen (die internen Attribute). In den fol-
genden Abschnitten werden ausschließlich fu¨r diese Arbeit relevante Metriken, wie Gro¨ße,
Kopplung und Koha¨sion, genauer erla¨utert, also interne Attribute des Produkts.
Entita¨ten Attribute
Intern Extern
Produkte
Spezifikation Gro¨ße, Wiederverwendung,
Modularita¨t, Redundanz,
Funktionalita¨t, Syntaktische
Korrektheit,...
Versta¨ndlichkeit
Design Gro¨ße, Wiederverwendung,
Modularita¨t, Kopplung,
Koha¨sion, Funktionalia¨t, ...
Komplexita¨t, Wartbarkeit, ...
Code Gro¨ße, Wiederverwendung,
Modularita¨t, Kopplung,
Funktionalita¨t, algorithmi-
sche Komplexita¨t, Struktu-
riertheit des Kontrollflusses,
...
Zuverla¨ssigkeit, Benutzbar-
keit, Wartbarkeit, Wieder-
verwendbarkeit
Testdaten Gro¨ße, Testabdeckung, ... Qualita¨t, Wiederverwend-
barkeit, ...
... ... ...
Prozesse
Spezifikation Zeit, Aufwand, Anzahl von
Anforderungsa¨nderungen, ...
Qualita¨t, Kosten, Stabilita¨t,
...
Design Zeit, Aufwand, Anzahl der
spezifizierten Fehler, ...
Kosten, Kosteneffizienz, ...
... ... ...
Ressourcen
Personal Alter, Preis, ... Produktivita¨t, Erfahrungen,
Intelligenz
Team Gro¨ße, Kommunikationsle-
vel, Strukturiertheit, ...
Produktivita¨t, Qualita¨t
... ... ...
Tabelle 2.2: Klassifikation von Softwaremetriken (nach Fenton [18])
Gro¨ße
Das Attribut Gro¨ße hat zwei unterschiedliche Bedeutungen: es wird zwischen funktio-
naler und technischer Gro¨ße unterschieden.
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Funktionale Gro¨ße Die funktionale Gro¨ße gibt die Gro¨ße von Komponenten aus Benut-
zersicht an und stellt eine quantitative Bewertung der Funktionalita¨t dar. Sie ist
unabha¨ngig von technischen Rahmenbedingungen. Ein verbreitetes Verfahren zur
Bestimmung der funktionalen Gro¨ße ist die Function-Point-Analyse (FPA), wel-
che in der ISO/IEC 20926 international normiert wurde. Bei der Function-Point-
Analyse handelt es sich um eine Methode, um die Gro¨ße einer Software objektiv
und unabha¨ngig von der Programmiersprache, der Entwicklungsumgebung oder
der Laufzeitumgebung zu messen. Die Gro¨ße der Software stellt in diesem Zu-
sammenhang den Leistungsumfang, das heißt die Menge an Funktionen, die eine
Software dem Anwender bietet, dar [22]. Da es sich hierbei aber lediglich um die
Aufwandsscha¨tzung in Softwareprojekten handelt, stellt die funktionale Gro¨ße der
gesamten Software in dieser Arbeit keinerlei Bedeutung dar. Im Gegensatz zu der
funktionalen Gro¨ße der einzelnen Komponenten, welche bei der Visualisierung von
Interesse sein kann.
Technische Gro¨ße Bei der technischen Gro¨ße ist die wohl bekannteste Metrik die Li-
ne of Code Metrik (LOC). Die Anzahl der Code-Zeilen (LOC) sollte einen ersten
Ru¨ckschluss auf die Qualita¨t und Leistung ermo¨glichen. Zudem kann die Kennzahl
helfen, den Entwicklungs- und Wartungsaufwand der Klassen besser einscha¨tzen
zu ko¨nnen [10]. Weitere Kennzahlen um die Gro¨ße von Klassen zu messen sind
zum Beispiel die Anzahl von Attributen oder Methoden.
Doch in dieser Arbeit spielen neben Klassen und Methoden weitere Entita¨ten auf
ho¨herer Ebene, wie Packages und Bundles, eine wichtige Rolle. Hamza et al. [24]
setzten bei der Betrachtung von OSGi-Anwendungen Metriken ein, deren kleinste
Granularita¨t die Klasse ist, zum Beispiel den Gro¨ßenaspekt der einzelnen Kompo-
nenten. Diese ko¨nnen bezogen auf Bundles folgende Komponenten sein:
• Anzahl der enthaltenen Packages
• Anzahl der enthaltenen Klassen
• Anzahl der enthaltenen abstrakten Klassen und Interfaces
Kopplung
Die Kopplung ist ein Maß, welches eine Aussage u¨ber die Abha¨ngigkeit von Software-
Komponenten trifft. Es besagt, wie stark zwei Komponenten zusammenha¨ngen. Es gibt
verschiedene Arten der Kopplung, die sich auf einer Skala von starker Kopplung bis
hin zu schwacher Kopplung unterscheiden. Dabei steht die schwache Kopplung fu¨r die
gro¨ßtmo¨gliche Unabha¨ngigkeit zwischen Komponenten, was bei der Umsetzung einer
Software angestrebt wird.
Im Zusammenhang mit dem Prinzip der geringen Kopplung und hohen Koha¨sion wird
der Begriff Kopplung nur fu¨r die modulu¨bergreifenden Beziehungen eingesetzt. Beck
und Diehl [4] betrachten den Begriff in ihrer Arbeit im allgemeinen fu¨r Beziehungen und
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erla¨utern wie die verschiedenen Arten von Kopplung zwischen zwei Klassen bewertet
werden ko¨nnen. Dabei unterscheiden sie zwischen, die fu¨r diese Arbeit relevanten,
Arten : strukturelle Abha¨ngigkeit und evolutiona¨re Kopplung. Mit struktureller Abha¨ngigkeit
ist die direkte Abha¨ngigkeit zwischen zwei Klassen gemeint, eine Methode ruft eine an-
dere Methode auf, eine Klasse erweitert eine andere Klasse oder eine Klasse aggregiert
Objekte einer anderen Klasse. Bei der evolutiona¨ren Kopplung werden zwei Klassen
ha¨ufig gemeinsam vera¨ndert. Dieses Vorgehen la¨sst sich auch auf die Kopplung zwischen
Bundles, siehe Kapitel 2.5.2, u¨bertragen. Dazu siehe folgende Tabelle 2.3:
Kopplungsart Bewertung
Strukturell
Anzahl der importierten Packages des anderen
Bundles
Anzahl der Bundles
Anzahl der benutzen Services
Evolutiona¨r Anzahl der gemeinsamen A¨nderungen
Tabelle 2.3: Bewertung der Kopplungsarten zwischen Bundles nach Beck und Diehl [4]
Koha¨sion
Die Koha¨sion definiert das Maß der Abha¨ngigkeiten zwischen Funktionen innerhalb eines
Moduls. Ob die einzelnen Fragmente einer Komponente zusammenha¨ngen und sich vor-
wiegend auf eine Funktion konzentrieren. Auch bei der Koha¨sion gibt es unterschiedliche
Arten, die sich auf einer Skala von zufa¨lliger Koha¨sion bis hin zur funktionalen Koha¨sion
unterscheiden [49]. Die einzelnen Stufen der Koha¨sion spielen in dieser Arbeit nur eine
untergeordnete Rolle, lediglich die Gro¨ße der Komponenten kann bei der Visualisierung
fu¨r den Betrachter von Interesse sein.
2.7 Graphdatenbanken
Viele Jahre wurden in relationalen Datenbankmanagementsystemen (RDBMS) jegliche
Arten von Daten abgespeichert. Ganz nach dem Motto
”
One Size Fits All“. Doch nicht
fu¨r jeden Anwendungszweck und jede Art von Daten sind relationale Datenbanken geeig-
net. Klassische relationale Datenbanken verlieren an Bedeutung, da sie bei den Mengen
an Daten heutzutage vermehrt an ihre Grenzen stoßen. Die Daten sind oftmals nicht in
das klassische Raster der relationalen Datenbanken zu integrieren [32].
Die Informationen von Relationen sind in dieser Arbeit mindestens genauso wichtig wie
die Entita¨ten selbst. Die Beziehungen der Objekte ko¨nnen untereinander mit Hilfe von
gerichteten und ungerichteten Kanten spezifiziert werden. Denn Datenbanken, die Bezie-
hungen als ein Kernaspekt ihres Datenmodells umfassen, sind in der Lage, Verbindungen
effizient zu speichern, zu verarbeiten und abzufragen. Diese Eigenschaften sorgen dafu¨r,
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dass Graphdatenbanken einfach in der Bedienung sind. Viele Datensa¨tze, so auch die Ar-
chitektur eines Softwareprojektes, lassen sich auf natu¨rliche Art und Weise auf Graphen
abbilden. Zudem stehen Graphdatenbanken fu¨r eine gewisse Agilita¨t. Sie unterliegen
keiner Beschra¨nkung oder starren Datenschemata [53].
Obwohl relationale Datenbanken im Vergleich zu Graphdatenbanken durch ihren jah-
relangen Einsatz in Industrie und Forschung erprobter und dadurch auch ausgereifter
sind, ist ihr Datenschema festgelegt, was die Erweiterbarkeit und Zusammenfu¨hrung von
Daten erschwert. Zudem werden Relationen zwischen Objekten erst zur Abfragezeit be-
rechnet, siehe Abbildung 2.5. Fu¨r die Abfrage komplizierter Beziehungsgeflechte bedarf
es einer großen Anzahl an Join-Klauseln, welche teuer zu berechnen sind. Im Gegen-
satz zu den relationalen Datenbanken weisen Graphdatenbanken mehr Flexibilita¨t auf
und sind in der Lage, relevante Informationsnetzwerke transaktional zu speichern und
besonders schnell und effizient abzufragen.
Abbildung 2.5: Abfrage von Beziehungen mit Hilfe von JOIN-Klauseln
Relationale Datenbanken sind ohne Zweifel ausgereifter, doch Graphdatenbanken be-
stechen durch ihre Flexibilita¨t und Agilita¨t und weisen eine bessere Performance im
Umgang mit verknu¨pften Daten auf.
Flexibilita¨t Mit dem Einsatz von Graphen besteht die Mo¨glichkeit, einer vorhandenen
Struktur neue Arten von Beziehungen, neue Knoten, neue Beschriftungen und neue
Untergraphen hinzuzufu¨gen, ohne vorhandene Abfragen und Anwendungsfunktio-
nen vera¨ndern zu mu¨ssen. Somit sind Strukturen und Schemata nicht von Beginn
an festgesetzt. Die Folge ist, dass aufgrund der Flexibilita¨t die Doma¨ne nicht im
Voraus detailliert festgeschrieben werden muss.
Agilita¨t Die schemafreie Eigenschaft des Graphdatenbankmodells und die Abfragespra-
che einer Graphdatenbank bieten die optimale Mo¨glichkeit, ein Projekt systema-
tisch weiterzuentwickeln und anzupassen.
Performance Bei relationalen Datenbanken verschlechtert sich die Abfragezeit mit gro¨ßer
werdendem Datensatz. Im Gegensatz dazu bleibt die Leistung der Graphdatenban-
ken relativ konstant. Die Ausfu¨hrungszeit fu¨r jede Abfrage ist nur proportional zu
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der Gro¨ße des Teils des Graphen, der durchquert wird, um die Abfrage zu erfu¨llen,
und nicht der Gro¨ße des Gesamtgraphen [53].
Die Flexibilita¨t und Agilita¨t spielen besonders im Hinblick auf die Anwendung ar-
chitekturrelevanter Regeln eine große Rolle. Denn durch den Architekturvergleich von
zwei Systemversionen werden immer wieder Beziehungen und Untergraphen hinzugefu¨gt
und gelo¨scht, siehe Kapitel 5.2. Der Inhalt der Graphdatenbank befindet sich in einer
stetigen Vera¨nderung und ist nicht vorhersehbar.
Da die Reaktionszeit der Graphdatenbank eine wichtige Anforderung ist, wurde von
Partner und Vukotic anhand eines Experimentes gezeigt, dass die Performance der
Graphdatenbank Neo4j im direkten Vergleich mit einer relationalen Datenbank im Um-
gang mit verbundenen Daten wesentlich besser ist [53].
Wie in der Abbildung 2.6 zu sehen ist, stehen die relationale Datenbank und die Graph-
datenbank bei einer Abfrage der Abfragetiefe zwei sich nichts nach. Eine Abfrage der
Tiefe zwei ko¨nnte zum Beispiel der Namen eines Freundes von einem Freund sein. Doch
schon bei einer Abfrage der Tiefe drei stellt sich heraus, dass die relationale Datenbank
die Anfrage nicht mehr in einem vernu¨nftigen Zeitraum bearbeiten kann. Im Gegensatz
zu der Graphdatenbank, deren Reaktionszeit sehr gering geblieben ist. Spa¨testens bei
einer Abfrage der Tiefe fu¨nf la¨sst sich eindeutig erkennen, dass Graphdatenbanken im
Umgang mit verbundenen Daten besser geeignet sind.
Abbildung 2.6: Reaktionszeit relationale Datenbank versus Graphdatenbank [53]
Wie im Experiment kommt auch in dieser Arbeit die Graphdatenbank Neo4j zum
Einsatz.
2.7.1 Neo4j
Es gibt eine Vielzahl verschiedener Graphdatenbanken. Zu den bekanntesten Open Sour-
ce Graphdatenbanken geho¨ren unter anderem ArangoDB, Neo4j, GraphBase, Titan und
HypergraphDB. Von den genannten Graphdatenbanken besitzt ausschließlich Neo4j eine
eigene, eigens von Neo4j selbst entwickelte Abfragesprache - Cypher. Die leistungsstarke
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Abfragesprache Cypher ist besonders fu¨r den zweiten Teil der Arbeit, der Visualisierung,
von großer Wichtigkeit.
Bei Neo4j handelt es sich zudem um eine quelloffene ACID-transaktionale Graphdaten-
bank, welche in der Community-Version unter der General Public License v3 vero¨ffentlicht
wurde. Des weiteren ist die Graphdatenbank u¨ber eine integrierte REST-Web-API-
Schnittstelle erreichbar und unterstu¨tzt Hot-Backups. Daher geho¨rt Neo4j zu den meist
verwendetsten Graphdatenbanken [28].
Cypher
Cypher ist eine deklarative Abfragesprache spezifisch fu¨r Neo4j. Mit Hilfe von Cypher
kann die Datenbank aufgefordert werden, Daten zu finden, die einem bestimmten Muster
entsprechen. Die Anfragen werden auf Basis des American Standard Code for Informa-
tion Interchange (ASCII) formuliert [48].
Wie die meisten Abfragesprachen besteht Cypher aus Klauseln. Die grundlegende Ab-
frage besteht aus einer MATCH -Klausel gefolgt von einer RETURN -Klausel. Dabei gibt
die RETURN -Klausel an, welche Knoten, Beziehungen und Eigenschaften an den Client
zuru¨ckgegeben werden soll [42].
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‘Es gibt Dinge, die sind schwer zu erkennen, nicht etwa weil sie fu¨r unsere
Augen zu klein waren, sondern weil sie zu complex sind.’ V. Braitenberg [17]
Bei der Softwarearchitektur handelt es sich um ein unsichtbares und immaterielles
Konzept, sie ist nicht direkt greifbar. Quellcode als Darstellungsart ist hierbei keine Al-
ternative. Ein Entwickler kann durchschnittlich 30 000 Zeilen Code u¨berblicken, doch
heutzutage bewegen sich die Softwaresysteme in der Gro¨ßenordnung zwischen 200 000
und 100 Millionen Zeilen Code [36]. Daher ist eine Betrachtung auf ho¨herer Abstrakti-
onsebene no¨tig. Eine geeignete Visualisierung der Softwarearchitektur ist somit sowohl
fu¨r Softwarearchitekten als auch fu¨r Entwickler, Tester und fu¨r das Projektmanagement
gewinnbringend. Mit dem Ziel Softwaresysteme zu verstehen und die Produktivita¨t des
Entwicklungsprozesses zu verbessern.
Trotzdem die Softwarevisualisierung mittlerweile ein großes Forschungsgebiet ist, man-
gelt es weiterhin an praxistauglichen Werkzeugen. Im folgenden Kapitel soll eine U¨bersicht
u¨ber den aktuellen Stand der Technik im Bereich der Softwarevisualisierung gegeben
werden.
3.1 Datenvisualisierung
Die Datenvisualisierung umfasst viele verschiedene Teilbereiche, dazu geho¨rt auch die
Softwarevisualisierung, genauso wie zum Beispiel die Informationsvisualisierung, wis-
senschaftliche Visualisierung oder medizinische Visualisierung. Sie stellt eine Art der
Kommunikation von Informationen mittels grafischer Darstellungen dar, mit dem Ziel
den Entscheidungsprozess und die Erkenntnisgewinnung eines Menschen zu unterstu¨tzen
[59].
Visualisierungen werden schon seit Jahrhunderten als Kommunikationsmittel verwendet.
Sie enthalten eine Fu¨lle an Informationen, welche vom Menschen schneller als beim Lesen
von Wo¨rtern aufgenommen werden ko¨nnen. Denn im menschlichen Wahrnehmungssys-
tem finden Bildinterpretationen parallel statt,wa¨hrend durch den sequentiellen Prozess
des Lesens die Textanalyse begrenzt ist [59].
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Grafische Semiologie
In der Semiologie wird versucht, bestimmte Bedeutungen auf grafische Symbole ab-
zubilden. Die gro¨ßte Herausforderung dabei ist die grafische Darstellung entsprechend
auszuwa¨hlen, dass sie eindeutig interpretierbar ist, ohne sie vorher definieren zu mu¨ssen.
Dies bedeutet, dass zum einen die Darstellung des einzelnen Objektes an sich und zum
anderen die Darstellung aller Objekte zusammen betrachtet werden muss [5].
Des Weiteren ko¨nnen die einzelnen Komponenten einer Visualisierung mit grafischen
Variablen versehen werden, um den Informationsgehalt zu erho¨hen beziehungsweise
versta¨ndlicher zu gestalten. Grafische Variablen sind:
• Gro¨ße
• Form
• Position
• Textur
• Helligkeit
• Richtung
• Farbe
Die Variablen Form und Textur ko¨nnen zur Unterscheidung von Komponenten ein-
gesetzt werden, wenn keinerlei Ordnungsrelationen der Komponenten zueinander vorlie-
gen. Helligkeit und Gro¨ße dagegen ko¨nnen eingestezt werden, um Ordnungsrelationen
hervorzuheben.
3.1.1 Interaktionsmethoden
Die Interaktion ist ein wichtiges Werkzeug in der Datenvisualisierung. Denn mit Hil-
fe folgender Interaktionsmethoden wird dem Betrachter die Mo¨glichkeit gegeben, die
Visualisierung anzupassen [59]:
Filterung Die angezeigten Daten ko¨nnen reduziert werden, indem zum Beispiel Daten
ausgeblendet werden.
Navigation Mit Hilfe von Zoomen, Rotieren oder Verschieben ko¨nnen Blickwinkel und
Ansichten vera¨ndert werden.
Selektion Bestimmte Elemente oder Teile der Darstellung, die von besonderem Interesse
sind, lassen sich auswa¨hlen.
Verbindung Ermo¨glicht das Aufzeigen von Verbindungen und Beziehungen.
Kodierung Die grafische Darstellung kann vera¨ndert werden.
Rekonfigurierung Ermo¨glicht das Vera¨ndern des Layouts oder die Darstellung der Ele-
mente.
Abstraktion Der Detailgrad kann mit Hilfe der Abstraktion angepasst werden.
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3.2 Definition und Ziele
Es ist besonders zeitaufwendig und teuer große und komplexe Softwaresysteme anhand
des Quellcodes zu verstehen [9]. Die Abbildung 3.1 macht das typisches Verha¨ltnis zwi-
schen Code-Lesen und Code-Schreiben deutlich, welches bei 70% Code verstehen, 20%
Problem lo¨sen und 10% Code schreiben liegt [36]. Um diesen Zeit- und Arbeitsaufwand
zu minimieren, ko¨nnen Kosten durch die Verwendung von Visualisierungswerkzeugen
reduziert werden, damit eine effiziente Sicht der Software geschaffen wird.
Abbildung 3.1: Verha¨ltnis zwischen Code-Lesen und Code-Schreiben
In einer Umfrage [33] wurden 82 Forscher bezu¨glich des Themas Softwarevisualisie-
rung befragt. Auf die Frage wie wichtig sie die Visualisierung von Software einstufen,
antworteten 42% mit sehr wichtig, 40% mit wichtig und nur 1% mit unwichtig. Die Um-
frage zeigt, dass Softwarevisualisierung ein wichtiger Bereich in der Softwareentwicklung
ist.
Sie kann durch folgende Aspekte den Entwickler und Architekten unterstu¨tzen [46]:
1. Versta¨ndnis
2. Debugging
3. Design-Entscheidung
Gershon [14] definierte die Visualisierung folgendermaßen:
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‘Visualization is more than a method of computing. Visualization is the pro-
cess of transforming information into a visual form, enabling users to observe
the information. The resulting visual display enables the scientist or engineer
to perceive visually features which are hidden in the data but nevertheless
are needed for data exploration and analysis.’
3.2.1 Visualisierungs-Pipeline
Der Prozess der Softwarevisualisierung umfasst weit mehr als die bloße Darstellung von
Grafiken und Bildern. Die Visualisierungs-Pipeline beschreibt den Prozess von der Da-
tenerfassung bis hin zu der graphischen Darstellung [14].
Datenerfassung Wie in Kapitel 2.1.1 schon erwa¨hnt, gibt es verschiedene Quellen an
Informationen. Die Methoden um relevante Daten aus den Quellen zu extrahieren
und zu sammeln, sind so unterschiedlich wie die Quellen selbst.
Analyse Verschiedene Analyseverfahren ko¨nnen genutzt werden, um die Datenmenge
auf die wichtigsten Bestandteile zu beschra¨nken. Analyseverfahren ko¨nnen Filter,
statische Programmanalysen oder statistische Methoden sein.
Visualisierung Die aus der Datenerfassung und Analyse resultierenden Daten werden
auf ein visuelles Modell abgebildet, das heißt in geometrische und graphische In-
formationen transformiert.
In dieser Arbeit wird die gesamte Visualisierungs-Pipeline durchlaufen. Von der Ex-
traktion der Daten aus dem Source Code u¨ber die Filterung von architekturrelevanten
A¨nderungen bis hin zu der Visualisierung der Evolution einer Softwarearchitektur.
3.3 Klassifizierung
Softwarevisualisierungen werden ha¨ufig nach den folgenden Kategorien klassifiziert.
3.3.1 Aspekte von Software
Visualisierungen neigen dazu, bei besonders komplexen Softwaresystemen nur bestimmte
Aspekte anzusprechen [58]. Dabei lassen sich die Aspekte in folgende drei Arten
einteilen:
1. Statisch
2. Evolution
3. Dynamisch
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Im Gegensatz zu den dynamischen Aspekten, wo eine Programmausfu¨hrung notwendig
ist, um Informationen eines bestimmten Programmlaufs zu erfassen und ein Versta¨ndnis
des Ausfu¨hrungsverhaltens zu erhalten, werden statische Aspekte aus Quellen vor der
Ausfu¨hrung abgeleitet, wie zum Beispiel vom Quellcode. Die Visualisierung der Evoluti-
on zeigt, wie sich die statischen Aspekte einer Software im Laufe der Zeit vera¨ndern. Im
Rahmen dieser Arbeit sollen nur die ersten beiden Punkte betrachtet werden, daher wer-
den im Folgenden bei der Visualisierung ausschließlich die statischen und evolutiona¨ren
Aspekte beru¨cksichtigt.
3.3.2 Granularita¨t
Die Softwarevisualisierung kann auf drei verschiedenen Abstraktionsebenen erfolgen.
Caserta und Zendra [9] klassifizieren sie nach ihrer Granularita¨t, basierend auf der Ab-
straktionsebene, die sie darstellen:
• Source Code-/Instruktionsebene
• Package-, Klassen und Methodenebene
• Architekturebene
Die niedrigste Abstraktionsebene, die Source Codeebene, befasst sich mit dem Quell-
code und ist fu¨r jedes Projekt sehr bedeutend, da die IDE auch als Low-Level-Form der
Visualisierung angesehen werden kann. Die mittlere Ebene gibt Einblick in die Funkti-
onsweise einer Klasse oder einer Methode. Auf der obersten Ebene wird die Gesamtheit
der Softwarearchitektur visualisiert und geho¨rt damit zu dem wichtigsten Bereich der
Softwarevisualisierung.
Diese Arbeit beschra¨nkt sich auf die Architekturebene, sie gibt Einblick in die zugrunde
liegende hierarchische Komponentenstruktur und deren Beziehungen.
3.3.3 Anzahl der Sichten
Eine Softwarevisualisierung kann aus einer oder mehreren Sichten bestehen. Dabei ver-
wendet jede Sicht einen anderen Ansatz und kann sich somit auf verschiedene Aspekte
der Software konzentrieren. Dieser sogenannte Multi-View-Ansatz stellt eine Vielzahl an
Informationen von unterschiedlicher Granularita¨t dar. Mehrere Interessengruppen mit
unterschiedlichen Anforderungen an die Visualisierung werden angesprochen, die jedoch
durch die Vielzahl an Informationen auch eine erhebliche kognitive Belastung fu¨r den Be-
nutzer sind. Zudem wird die Kommunikation zwischen den Interessengruppen erschwert,
da keine gemeinsame Grundlage vorhanden ist. Denn jeder verwendet in erste Linie eine
andere Sichtweise.
Neben dem Multi-View-Ansatz gibt es den Single-View-Ansatz, welcher einfacher zu
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navigieren ist und zu einem kollektiven Versta¨ndnis der Software beitra¨gt, da alle Be-
teiligten mit der gleichen Sicht arbeiten und somit alle die gleichen Informationen als
gemeinsame Grundlage vor sich liegen haben [45]. Allerdings kann als Folge dessen nur
eine verminderte Menge an Informationen dargestellt werden.
3.3.4 Dimensionen
Visualisierungen ko¨nnen fu¨r den zweidimensionalen oder dreidimensionalen Raum ent-
wickelt werden, siehe Abbildung 3.2. Da die Benutzer heutzutage mit einer 2D-Desktop-
Umgebung vertraut sind, wird die zweidimensionale Visualisierung als leicht zu bedienen
eingestuft. Die Navigation und Interaktion sind bekannt und somit einfacher. Wie im vor-
herigen Abschnitt 3.3.3 schon erwa¨hnt, wird bei komplexen Projektsystemen oder schnell
wachsenden Datensa¨tzen teilweise der Mulit-View-Ansatz verfolgt. Dieser wird gerne in
einer zweidimensionalen Umgebung eingesetzt, um eine u¨berladene Ansicht zu vermei-
den. Dadurch wird hingegen auch die Visualisierung komplexer und unu¨bersichtlicher,
was zu einer kognitiven U¨berbelastung fu¨hren kann. Um dem entgegenzuwirken, kann
das Hinzufu¨gen einer dritten Dimension das Raumproblem verbessern. Dadurch wird die
Informationsdichte in der Visualisierung erho¨ht. Da hierfu¨r das Wahrnehmungssystem
beansprucht wird, fu¨hrt dies zu keiner kognitiven Belastung [52]. Die Benutzer ko¨nnen
einen besseren Bezug zu Metaphern aus der realen Welt herstellen und dadurch Infor-
mationen besser aufnehmen. 3D-Visualisierungen stellen diese realen Metaphern genauer
dar wie 2D-Visualisierungen, was als weiterer Vorteil beru¨cksichtigt werden muss. Jedoch
sollen auch folgende Nachteile gegenu¨ber der Visualisierung in einem zweidimensionalen
Raum genannt werden. Die Rechenkomplexita¨t ist bei einer 3D-Visualisierung wesent-
lich ho¨her. Zudem ist die Navigation und Interaktion in einem dreidimensionalen Raum
wesentlich komplexer, da den Benutzern hauptsa¨chlich der Umgang mit 2D-Desktop-
Umgebungen gebra¨uchlich ist [57]. Des Weiteren sind nicht alle Informationen auf den
ersten Blick ersichtlich, Objekte ko¨nnen fu¨r den Betrachter teilweise verborgen erschei-
nen, was fu¨r diesen eine Verzerrung des Informationsgehaltes zur Folge ha¨tte.
3.3.5 Virtual Reality
Wie im vorherigen Kapitel schon erwa¨hnt, ko¨nnen 3D-Visualisierungen gegenu¨ber ei-
nem zweidimensionalen Raum mehr Informationen darstellen. Zudem bietet die 3D-
Visualisierung die Mo¨glichkeit des Einsatzes von Virtual Reality. Mit Hilfe von Virtual
Reality steigt der Betrachter direkt in die Metapher ein. Dadurch wird dem Betrachter
eine noch tiefergehende Auseinandersetzung mit der Softwarevisualisierung ermo¨glicht.
Allerdings ist fu¨r die Umsetzung zusa¨tzliche Hardware erforderlich. Zwar ermo¨glichen
VR-Brillen eine intuitive Interaktion, indem die Kopfbewegung des Betrachters mit Hilfe
von Sensoren erfasst werden und sich somit die Darstellung automatisch an diese anpasst.
Doch seien an dieser Stelle auch Begriffe wie Simulator Sickness oder Disorientierung
erwa¨hnt, an denen einige Menschen unter der Verwendung von VR-Brillen leiden.
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(a) (b)
Abbildung 3.2: (a) Beispiel einer 2D-Visualisierung [9] (b) Beispiel einer 3D-
Visualisierung [57]
Trotzdem wird immer mehr im Bereich der Softwarevisualisierung unter Einsatz von
Virtual Reality geforscht. Doch a¨ußern Softwarearchitekten und Entwickler immer wie-
der Kritik, dass gemeinschaftliches Arbeiten innerhalb eines Teams mit einer VR-Brille
nicht mo¨glich ist.
An dieser Stelle wird darauf hingewiesen, dass die Visualisierung in Virtual Reality nicht
Bestandteil dieser Arbeit ist. Daher werden in dieser Arbeit ausschießlich Visualisierung
als Desktopanwendung betrachtet.
3.4 Herausforderungen
Die gro¨ßte Herausforderung in der Softwarevisualisierung liegt darin, ein wirkungsvolles
Mapping-Schema zwischen den Komponenten der Softwarearchitektur und der visuellen
Metapher zu finden. Dabei sind zwei Aspekte bei der Ausarbeitung eines wirkungsvollen
Mapping-Schema von entscheidender Bedeutung.
Zuna¨chst hat jede an einem Softwareprojekt beteiligte Person einen anderen Anspruch
an die Visualisierung und deren Informationsgehalt. Daher ist es unwahrscheinlich, dass
ein einziges Softwarevisualisierungstool allen Anspru¨chen gleichzeitig gerecht werden
kann [47]. Um so wichtiger ist eine klare Definition der Zielgruppe, um die, fu¨r de-
ren Aufgabengebiet, am besten geeignete Visualisierung zu finden.
Zum anderen muss eine geeignete Lo¨sung fu¨r den Maßstab der Visualisierung entwickelt
werden. Neben der Datenkomplexita¨t, welche durch die große Anzahl an Komponenten
und Beziehungen entsteht, gibt es noch den wichtigen Aspekt der visuellen Komple-
xita¨t. Das menschliche Gehirn hat nur beschra¨nkte Fa¨higkeiten und ist daher nicht in
der Lage, extrem komplexe Datenmodelle mit vielen einzelnen Komponenten zu verar-
beiten [23]. Daher ist,
”
das einfache Umpacken von massiven Textinformationen in eine
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massive grafische Darstellung nicht hilfreich.“ [47]. Durch die Datenkomplexita¨t sind die
zu visualisierenden Informationen zu groß, um sie alle vollsta¨ndig in einer Ansicht zu
erfassen. Daher ist die Auswahl einer effektiven und nutzbringenden Sichtweise fu¨r eine
bestimmte vordefinierte Aufgabe entscheidend.
3.5 Metapher
Im folgenden Kapitel sollen bekannte Visualisierungstechniken im Bereich der Architek-
turvisualisierung und der Visualisierung der Evolution vorgestellt werden.
Leonel Merino et al. [40] betrachteten 368 Paper, welche auf der SOFTVIS- und VISSOFT-
Konferenz vero¨ffentlicht wurden. Dabei analysierten sie 86 Paper bezu¨glich der Art der
eingesetzten Visualisierungstechnik genauer. Die Abbildung 3.3 zeigt eine Zuordnung
zwischen der zu beantwortenden Problemstellung und der Art der eingesetzten Visua-
lisierungstechnik, welche dafu¨r vorrangig eingesetzt wurden. Bei der Betrachtung der
Felder History und Architecture fa¨llt besonders auf, dass beide ha¨ufig mit Hilfe geome-
trischer Formen visualisiert werden.
3.5.1 Visualisierung der Architektur von Software
Die Visualisierung auf Architekturebene ist eines der gro¨ßten Gebiete der Softwarevi-
sualisierung. Im folgenden Abschnitt sollen bekannte 2- und 3-Dimensionale Visualisie-
rungstechniken vorgestellt werden.
Baummodelle dienen oftmals zur Visualisierung von Organisationen und Hierarchien.
Allerdings ist das klassische Baummodell, siehe Abbildung 3.4 a, bei der Datenkom-
plexita¨t großer und langlebiger Softwaresysteme ungeeignet, da die große Anzahl an
Bla¨ttern schnell unu¨bersichtlich und ausufernd wirken wu¨rde.
Fu¨r eine Darstellung auf ho¨herer Abstraktionsebene eignet sich die von Johnson und
Shneiderman entwickelte Treemap-Visualisierungstechnik, siehe Abbildung 3.4 b. Nach-
teil an dieser Form der Visualisierung ist zum einen die schwere Unterscheidbarkeit der
Elemente und zum anderen die fehlende Visualisierung der hierarchischen Strukturen [9].
Daher sind sowohl das Baummodell als auch die Treemap-Visualisierung fu¨r die Darstel-
lung der Komponenten und Beziehungen einer großen Software ungeeignet.
Mit Hilfe der Sunburst-Visualisierung wurden die Problematiken der Unterscheid-
barkeit der Elemente und der Darstellung hierarchischer Strukturen angegangen, siehe
Abbildung 3.5 a. Der Kreis in der Mitte symbolisiert das Wurzelelement und die Ringe
stellen die Hierarchieebene dar. Um so tiefer sich die Komponente auf der Hierarchieebe-
ne in der Software befindet, desto weiter ist es vom Wurzelelement in der Mitte entfernt.
Doch Experimente haben gezeigt, dass kreisfo¨rmige Treemaps in einem dreidimensio-
nalen Raum besser die unterschiedlichen Hierarchieebenen und die Unterscheidbarkeit
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Abbildung 3.3: Mapping zwischen der zu beantwortenden Problemstellung und der um-
gesetzten Visualisierung [40]
der einzelnen Komponenten darstellen wie Treemaps in 2D [9]. Da mit Hilfe der dritten
Dimension zusa¨tzlich mit unterschiedlichen Ho¨henniveaus gearbeitet werden kann, wor-
aus sich fu¨r den Betrachter besser die Hierarchie einer Komponente ableiten la¨sst, siehe
Abbildung 3.5 b.
Aufgrund der zahlreichen Beziehungen und Abha¨ngigkeiten in einem großen und
langlebigen Softwaresystem stellt deren Visualisierung eine große Herausforderung dar.
U¨berlappungen und Verdeckungen sind die gro¨ßte Problematik. Abgeleitet von der be-
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(a) (b)
Abbildung 3.4: (a) Baummodell [9] (b) Treemap [9]
(a) (b)
Abbildung 3.5: (a) Sunburst-Visualisierung 2D [9] (b) Sunburst-Visualisierung 3D [9]
kanntesten Softwaredarstellung, dem UML-Diagramm, leiteten Iranie et al. [30] die Vi-
sualisierung unter Verwendung des Geon-Diagramms ab, siehe Abbildung 3.6 a. Mit
Hilfe von 3D-Ko¨rpern werden die einzelnen Komponenten dargestellt und liefern Infor-
mationen, wie sie miteinander verbunden sind. Als weitere Technik zur Darstellung der
Beziehungen sei das Rufdiagramm genannt [26], siehe Abbildung 3.6 b. Zum Rufdia-
gramm sei gesagt, dass die Anzahl der Komponenten beschra¨nkt ist und zudem sind
Beziehungen bei der Darstellung einer großen Software schlecht nachvollziehbar.
Reale Metapher
Globale Softwarestrukturen und komplexe Situationen werden laut Dos Sontas et al. [54]
unter Verwendung einer realen Metapher schneller und besser erkannt, wenn der Betrach-
ter einen vertrauten Kontext wiederfindet. Reale Metaphern sind Visualisierungen, die
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(a)
(b)
Abbildung 3.6: (a) Geon-Diagramms [30] (b) Rufdiagramm [26]
aus der physischen Welt abgeleitet wurden.
Visualisierungen basierend auf realen Metaphern machen sich das fu¨r den Betrachter
Bekannte zunutze, wie zum Beispiel die City-Metapher, siehe Abbildung 3.7 a. Damit
wird eine intuitive Interpretation von Software geschaffen. Große Sta¨dte sind zumeist
so strukturiert, dass Elemente in Unterelemente zerlegt werden ko¨nnen. Diese unter-
schiedlichen Granularita¨tsebenen ko¨nnen hervorragend genutzt werden, um die Hier-
archie abzubilden. Beispielweise kann eine Stadt ein Softwaresystem repra¨sentieren,
Bezirke Bundles, Geba¨ude Packages und die einzelnen Etagen stellen die zugeho¨rigen
Klassen dar. Dabei steht jedoch immer die Visualisierung der Hierarchie im Vorder-
grund. Abha¨ngigkeiten und Beziehungen zwischen den Komponenten sind in einer City-
Metapher schwer darstellbar, denn Straßen wu¨rden nicht ausreichen, um die Zusammen-
geho¨rigkeit u¨bersichtlich darstellen zu ko¨nnen.
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Eine weitere sehr bekannte Visualisierungstechnik ist das Sonnensystem. Wie in Abbil-
dung 3.7 b zu sehen ist, wird die Software als virtuelle Galaxie pra¨sentiert. Ein Packa-
ge wird durch eine Sonne dargestellt, wa¨hrend mehrere Planeten, die fu¨r die einzel-
nen Klassen stehen, die Sonne auf verschiedenen Umlaufbahnen umkreisen. Allerdings
ist die Visualisierung der Beziehungen untereinander schwierig, da die Metapher keine
”
natu¨rliche“, dem Sonnensystem entsprechende Zuordnung dafu¨r bietet.
(a)
(b)
Abbildung 3.7: (a) City-Metapher [9] (b) Sonnensystem [43]
3.5.2 Visualisierung der Evolution von Software
Ein Softwaresystem durchla¨uft eine Evolution, in der sie sich kontinuierlich vera¨ndert,
siehe Kapitel 2.2.1. Daher sollen in der Visualisierung einer Softwarearchitektur nicht
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nur Komponenten, Beziehungen und Hierarchien dargestellt werden, sondern auch die
Entwicklung der Software u¨ber den gesamten Lebenszyklus hinweg [11]. Doch sobald die
zeitliche Dimension zur Visualisierung hinzugefu¨gt wird, nimmt der Informationsgehalt
signifikant zu. Was wiederum schnell zu einer visuellen Komplexita¨t fu¨hren kann, siehe
Kapitel 3.4. Caserta und Zendra liefern in ihrem Paper [9] einen umfassenden U¨berblick
u¨ber den aktuellen Stand im Bereich der Softwarevisualisierung. Sie pra¨sentieren ein
breites Spektrum der verschiedensten Visualisierungstechniken, von der Visualisierung
statischer Aspekte zu einem bestimmten Zeitpunkt, bis hin zu der Visualisierung von
Metriken. Doch gleichzeitig betonen die oben Genannten:
”
Note that we are not aware of
any visualization technique that focuses on visualizing how relationships change across
software versions.“ . Die Aussage stellt fu¨r diese Arbeit eine besondere Bedeutung dar,
da die Visualisierung der Architektura¨nderung als Zeitraffer ausschlaggebend fu¨r diese
Arbeit ist.
Holten und Wijk [27] stellten eine alternative Visualisierungstechnik vor um die Evolu-
tion einer Architektur zu visualisieren. Darin wird die Hierarchie zweier Versionen einer
Software gegenu¨ber gestellt, siehe Abbildung 3.8a. Damit ist ein Vergleich sehr leicht
ablesbar, doch werden damit immer noch
”
nur“ zwei Versionen abgebildet und vergli-
chen. Doch die gesamte Historie la¨sst sich auch mit dieser Visualisierungstechnik nicht
darstellen. Eine weitere alternative Darstellung ist die Evolution einer Software in Form
einer Matrix [34], siehe Abbildung 3.8b.
Allerdings konnte bei den durchgefu¨hrten Recherchearbeiten keine Visualisierungstech-
nik ausfindig gemacht werden, mit der die Evolution der Softwarearchitektur in einer
Art Zeitraffer dargestellt wird.
(a) (b)
Abbildung 3.8: (a) Gegenu¨berstellung zweier Versionen einer Architektur [27] (b) Ma-
trixdarstellung [34]
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3.6 Vorhandene Visualisierungstools
Allgemein fiel bei Recherchearbeiten auf, dass es nur eine ganz geringe Anzahl an
frei-verfu¨gbaren Visualisierungstools gibt, die direkt auf das eigene Projekt angewen-
det werden ko¨nnen. Beim Großteil handelt es sich um akademische Lo¨sungen oder
Vero¨ffentlichungen, in denen ausschließlich ein Prototyp entwickelt wurde und somit
nicht in der Praxis einsatzbereit sind.
Leonel Merino et al. [40] vero¨ffentlichte eine Studie, in der eine Auswahl an Visualisie-
rungspaper, welche auf der SOFTVIS- oder VISSOFT-Konferenz vero¨ffentlicht wurden,
kritisch begutachtet wurden. Dabei war ein ha¨ufiger Kritikpunkt die fehlende Evaluati-
on, wie anhand der Abbildung 3.9 erkennbar. Zu sehen ist, dass nur wenige bis gar keine
Vero¨ffentlichungen eine aussagekra¨ftige Evaluierung enthalten. Vorrangig bescha¨ftigen
sich Paper mit Designstudien oder einem bestimmten System. Es bleibt also weiterhin
die Frage, wie nutzbringend die bisher vero¨ffentlichten Ergebnisse sind.
Abbildung 3.9: Anzahl der Paper nach Typ sortiert [40]
Das einzige Programm, welches Open Source verfu¨gbar ist und auf das eigene Projekt
angewendet werden kann, ist das Visualisierungstool Gource, siehe Abbildung 3.10 [2].
Doch fu¨r den Einsatz in dieser Arbeit bietet die Visualisierung mit Gource keinen großen
Mehrwert. Das Ergebnis ist eine Video, welches eine geringe Aussage u¨ber den Inhalt
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der zu analysierenden Daten vermittelt und keinerlei Interaktionsmo¨glichkeiten bietet.
Abbildung 3.10: Visualisierung mit Gource
Einzig und allein die kommerzielle Lo¨sung KeyLines1 bietet die Mo¨glichkeit, mit Hilfe
eigener Daten individuell eine Visualisierung umzusetzen. Auf KeyLines wird im Kapitel
5.3 genauer eingegangen.
1https://cambridge-intelligence.com/keylines/
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4 Konzept - From the Model to the
Visualization
Im folgenden Kapitel wird das Konzept erla¨utert, welches als Grundlage fu¨r die im
na¨chsten Kapitel beschriebene Umsetzung dient. Anhand der in der Einfu¨hrung dar-
gelegten Beschreibung dieser Arbeit wird der Fokus der Arbeit genauer erkla¨rt. Die
Zielgruppe wird eingeschra¨nkt und Nutzungsszenarien definiert und anschließend wird
das zur Verfu¨gung stehende Datenmodell pra¨sentiert. Zum Schluss des Kapitels wird der
Visualisierungsansatz mit der angestrebten visuellen Metapher und ein erster U¨berblick
des Implementierungsansatzes gegeben.
4.1 Zielgruppe
Um einen Nutzen aus der Visualisierung ziehen zu ko¨nnen, mu¨ssen sowohl die Ziele als
auch die Zielgruppe klar definiert sein.
Die Zielgruppe kann von Softwarearchitekten und Entwicklern bis hin zu Managern und
Kunden reichen. Da Entwickler und Architekten andere Kenntnisse und Erwartungen an
die Visualisierung haben wie Manager und Kunden, ist es selten mo¨glich, allen gleicher-
maßen gerecht zu werden. Deshalb ist an dieser Stelle eine Eingrenzung der Zielgruppe
wichtig.
Die prima¨re Zielgruppe stellen in dieser Arbeit Softwarearchitekten und Entwickler dar,
welche aktiv an der Entwicklung der Software beteiligt sind. Die Visualisierung der
Architektur OSGi-basierender Systeme soll Architekten dabei unterstu¨tzen, bestehende
Strukturen zu erkennen, zu verstehen und gegebenenfalls zu u¨berdenken. Besonders im
Hinblick auf Attribute wie Komplexita¨t, Kopplung und Koha¨sion, siehe Kapitel 2.6.
Entwickler sollen einen U¨berblick u¨ber die Softwarearchitektur und den Entwicklungs-
prozess bekommen, da dieser besonders bei großen und langja¨hrigen Projekten wichtig
ist. Doch nicht nur Entwickler, die aktiv an der Entwicklung beteiligt sind, ko¨nnen von
der Visualisierung profitieren. Auch neue Mitarbeiter oder neue Teammitglieder, die in
den Entwicklungsprozess integriert werden sollen, mu¨ssen sich zuna¨chst mit der Software
und deren Aufbau auseinandersetzen. Hier liegt der Fokus weniger auf dem Erkennen
von Indikatoren, als viel mehr auf dem Versta¨ndnis, welches aus der Analyse gezogen
werden kann. Zuna¨chst soll die Visualisierung als eine gute Informations-Grundlage fu¨r
Architekten und Entwickler dienen, mit der Mo¨glichkeit immer die aktuellste Dokumen-
tation vorliegen zu haben.
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Zu der prima¨ren Zielgruppe der Architekten und Entwickler ist noch eine weitere Ziel-
gruppe zu beru¨cksichtigen. Manager wollen in der Regel das System nur auf einer hohen
Ebene verstehen und einen U¨berblick u¨ber den Fortschritt des Systems bekommen. Die
Visualisierung kann ihnen diesen Einblick gewa¨hren. Forscher werden an dieser Stelle nur
der Vollsta¨ndigkeit halber als weitere Zielgruppe erwa¨hnt. Durch die Forschung im Be-
reich der Nachvollziehbarkeit und Analyse von Softwareprozessen ko¨nne sie neue Trends
erkennen und optimieren.
4.1.1 Nutzungsszenarien
Im folgenden Kapitel werden Nutzungsszenarien fu¨r die Visualisierung der Evolution
einer Softwarearchitektur aufgelistet.
Dokumentation
Mithilfe des Tools soll es mo¨glich sein, eine lu¨ckenlose und aktuelle Dokumenta-
tion der Architektur jederzeit zur Verfu¨gung zu haben. Eine bessere Einsicht, wie
neue Anforderungen in die bestehende Softwarearchitektur integrierbar sind, wird
gewa¨hrleistet.
Somit kann Zeit- und Arbeitsaufwand minimiert werden, indem eine effiziente Sicht
der Softwarearchitektur geschaffen wird und die Kosten durch die Verwendung der
Visualisierung reduziert werden.
Ru¨ckverfolgung
Die Visualisierung der Evolution kann dazu beitragen, die bisher angeha¨uften tech-
nischen Schulden zu identifizieren und der weiteren Erosion der Architektur Schritt
fu¨r Schritt entgegenzuwirken, wieder in den Korridor der geringen technischen
Schulden zuru¨ckzubringen.
Der Begriff der technischen Schulden wurde 1992 von Ward Cunningham gepra¨gt
und besagt, dass bewusst oder unbewusst falsche oder suboptimale Entscheidun-
gen getroffen wurden, die nicht mehr der, zu Beginn des Projektes festgelegten,
Strukturvorgaben des Softwaresystems entsprechen [36].
Qualita¨tsbeurteilung
Das Analysetool kann Nutzer unterstu¨tzen, Qualita¨tsmerkmale von bereits be-
stehenden Systemen zu beurteilen und zu pru¨fen, ob alle Anforderungen erfu¨llt
wurden. Qualita¨tsmerkmale ko¨nnen in diesem Zusammenhang Wartbarkeit, Mo-
difizierbarkeit, Effizienz und Wiederverwendbarkeit sein.
4.2 Datenbankmodell
Bestandteil dieser Arbeit ist die Anwendung architekturrelevanter Kriterien und die
Umsetzung einer visuellen Darstellung der Evolution einer Softwarearchitektur. Diesen
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beiden Vorga¨ngen liegt eine Graphdatenbank zugrunde, deren Aufbau im folgenden Ka-
pitel beschrieben wird, um fu¨r die weitere Umsetzung ein grundlegendes Versta¨ndnis
vom Aufbau der Daten zu bekommen.
In der Abbildung 4.1 ist die Gesamtansicht des Datenbankmodells dargestellt. Bei der
Konzeption des Datenbankmodells musste abgewa¨gt werden, wie umfassend und feingra-
nular das Modell aufgebaut sein soll. Auf der einen Seite ist es von Vorteil, mo¨glichst viele
Architekturkomponenten abzuspeichern, um somit einen vielseitigen Einsatz der Ana-
lyse zu gewa¨hrleisten. Auf der anderen Seite ist besonders im Hinblick auf die darauf
aufbauende Visualisierung eine zu feingranulare Speicherung der Daten unvorteilhaft.
Da durch die Visualisierung zu kleiner Komponenten schnell der U¨berblick verloren ge-
hen kann und somit nicht mehr der Zielsetzung dieser Arbeit entsprochen werden kann
- mit Hilfe der Visualisierung einen U¨berblick und ein besseres Versta¨ndnis zu schaffen.
Es ist zu erwa¨hnen, dass die dynamischen Eigenschaften von OSGi an dieser Stelle nicht
weiter beru¨cksichtigt werden. Es handelt sich somit um eine statische Sicht auf die zu
analysierende OSGi-Anwendung.
Das Modell la¨sst sich in drei grobe Teilbereiche gliedern, welche in den na¨chsten Ab-
schnitten genauer erla¨utert werden:
• Historie
• Bundles und Packages
• Services
Historie
In der Graphdatenbank ist die komplette Historie einer Softwarearchitektur abgespei-
chert. Durch die Abbildung der Historie im Modell entsteht eine große Datenmenge.
Um trotz dieses Umstandes eine u¨bersichtliche Datenbankstruktur zu schaffen und eine
Unterscheidung der einzelnen Versionen der Architektur ausmachen zu ko¨nnen, wurde
eine weitere Entita¨t eingefu¨hrt, bei der es sich um keine Softwarearchitekturkomponen-
te handelt. Das Versionskontrollsystem wird durch die Entita¨t CommitID modelliert.
Unter dieser Entita¨t wird der Stand der Softwarearchitektur zu einem bestimmten Zeit-
punkt abgespeichert. Somit ist es mo¨glich, eine Unterscheidung der Architektur zwischen
den einzelnen Versionen vorzunehmen. Durch die gerichtete Beziehung HAS von der
Entita¨t CommitID zu Bundle, ko¨nnen alle zu einem bestimmten Commit geho¨renden
Bundles bestimmt werden, siehe Abbildung 4.2. Dabei werden nur die Komponenten
beru¨cksichtigt, die in dem jeweiligen Commit existieren. Gelo¨schte Komponenten fallen
somit weg.
Daru¨ber hinaus wird zu jedem Commit der Autor als Attribut mit gespeichert, um zum
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Beispiel in darauf aufbauenden Analysen und bei der Visualisierung eine Aussage u¨ber
die Wissensverteilung im Team treffen zu ko¨nnen.
Abbildung 4.2: Modellierung der Historie im Datenbankmodell
Bundles und Packages
OSGi-Bundles werden als Entita¨t Bundle modelliert. In Kapitel 2.5.2 wurde beschrie-
ben, dass bei der Datenbankmodellierung beru¨cksichtigt werden muss, dass jedes Bundle
einen eigenen Classloader besitzt. Ein bestimmtes Package kann somit gleichzeitig in
mehreren Bundles vorhanden sein, siehe Kapitel 2.5.2. Das gleiche gilt fu¨r Compilation
Units. Daher wurde die Unterscheidung zwischen den Entita¨ten Package und Package-
Fragment eingefu¨hrt, siehe Abbildung 4.3. Damit soll ersichtlich werden, ob ein Package
in mehreren Bundles verwendet wird (fragmentiert).
Ein Java-Package muss streng genommen immer eine Compilation Unit enthalten. So-
mit stellt die konkrete Auspra¨gung eines Packages in einem Bundle die Entita¨t Package-
Fragment dar. Die Entita¨t Package dagegen repra¨sentiert den Namensraum und die
zugrunde liegenden Hierarchieverha¨ltnisse, durch die Beziehung parentPackage und sub-
Package. Die Hierarchie ist ausschließlich fu¨r die Umsetzung der Visualisierung nu¨tzlich.
Zwischen den Entita¨ten Package und Package-Fragment besteht eine bidirektionale Be-
ziehung. Ein Package, welches in einem Bundle vorhanden ist und mindestens eine
Compilation Unit entha¨lt, verweist auf genau ein Package-Fragment. Existiert dieses
Package jedoch in mehreren Bundles, so verweist es entsprechend auf mehrere Package-
Fragmente. Ein Package-Fragment kann mehrere Compilation Units enthalten. Diese
definieren wiederum eine Klasse oder ein Interface.
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Abbildung 4.3: Modellierung von Packages und Package Fragmenten
Services
Eine Service Component repa¨sentiert eine Service-Deklaration durch eine XML-Datei
innerhalb eines Bundle, siehe Kapitel 2.5.2. Diese werden durch die Entita¨t Service
Component modelliert und durch eine bestimmte Klasse implementiert, siehe Abbildung
4.4. Eine Service Component kann Services zur Verfu¨gung stellen (provide) und benutzen
(reference). Bei einem Service handelt es sich letztendlich um ein Java-Interface, welches
durch die Entita¨ten Service und Interface modelliert sind.
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Abbildung 4.4: Modellierung der Services
In der eben beschriebenen Graphdatenbank sind alle Daten enthalten, um das folgende
Konzept fu¨r die Visualisierung umsetzen zu ko¨nnen.
4.3 Visualisierungsansatz
Aufgrund der in Kapitel 4.1 festgelegten Zielgruppe und Nutzungsszenarien sollen als Ba-
sis fu¨r die Visualisierung ausschließlich die internen Attribute einer Software beru¨cksichtigt
werden, da sie fu¨r Softwarearchitekten und Entwickler einen gro¨ßeren Mehrwert, im Ge-
gensatz zu den externen Attributen, darstellen, siehe Kapitel 2.6.1.
Ein wichtiges internes Attribut ist die Modularita¨t. Da das Hauptfeature des OSGi-
Frameworks die komponenten- und serviceorientierte Entwicklung ist, also die Modula-
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risierung, sollte der Fokus auf den Komponenten und deren Beziehungen liegen. Denn
Modularisierung bedeutet auch immer, dass Module in Beziehung zueinander stehen.
Weitere Metriken wie Kopplung und Koha¨sion ko¨nnen mit einbezogen werden. Je-
doch liegt der Fokus auf der Visualisierung der gesamten Software und nicht auf der
Pra¨sentation von Metriken. Sie soll lediglich eine Unterstu¨tzung darstellen, um Schwach-
stellen selber ausfindig zu machen und nicht dem automatischen Erkennen und
Pra¨sentieren solcher eben genannten Stellen zu dienen (siehe Kapitel 4.1). Mithilfe des
gezielten Einsatzes von Interaktionsmethoden, siehe Kapitel 3.1.1, kann der Betrachter
beim Erkennen der eben genannten Metriken unterstu¨tzt werden.
Dennoch darf das Ziel nicht sein, so viele Informationen wie mo¨glich in die Visualisie-
rung zu integrieren. Die wesentlichen Informationen sollen geschickt zusammengefasst
und anschließend zielgruppengerecht visuell aufbereitet werden.
Da in dieser Arbeit nicht der Stand zu einem bestimmten Zeitpunkt, sondern die Histo-
rie der zu analysierenden Software, betrachtet werden soll, kann es sich bei der visuellen
Metapher keinesfalls um ein statisches Bild handeln. Auch mithilfe einer Darstellung der
gesamten Historie in einem statischen Bild kann die Abfolge von Architektura¨nderungen,
wa¨hrend des gesamten Entwicklungsprozesses, nicht aussagekra¨ftig umgesetzt werden.
Viel mehr soll in einer Art Zeitraffer durchgehend die gesamte Architektur dargestellt
werden, in der sich ausschließlich Stellen, an denen eine Architektura¨nderung stattge-
funden hat, vera¨ndern.
Bei der Erarbeitung eines wirkungsvollen Mapping-Schema soll die Beantwortung der
von Ghanam et al. [23] empfohlenen Fragen als Unterstu¨tzung dienen.
Wer geho¨hrt zu der Zielgruppe?
Was soll durch die Visualisierung beantwortet werden?
Wie ko¨nnen visuelle Metaphern genutzt werden, um die gestellten Fragen zu beantwor-
ten?
Denn die sorgfa¨ltige Ausarbeitung einer zielgruppengerechten Visualisierung ist von
besonderer Wichtigkeit im Bereich der Softwarevisualisierung. Forscher stellten fest, dass
einer der Gru¨nde warum Softwarevisualisierungen in der Praxis immer noch sehr wenig
eingesetzt werden, die Differenz zwischen den Ergebnissen der Visualisierung und den
Bedu¨rfnissen der Benutzer ist [40].
Wer?
McNair et al. [38] definierten drei verschiedene Zielgruppen. Zum einen Entwickler, wel-
che mit Hilfe der Visualisierung eine U¨bersicht u¨ber den Aufbau des Systems erhalten
wollen und somit ein besseres Versta¨ndnis der Software. Zum anderen Forscher, welche
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mo¨gliche Trends und Erkenntnisse erkennen und Manager, welche den Fortschritt des
Projektes u¨berwachen wollen.
Wie in Kapitel 4.1 bereits ausfu¨hrlich definiert, geho¨ren zu der prima¨ren Zielgruppe die-
ser Arbeit ausschließlich Softwarearchitekten und Entwickler. Welche andere Erkennt-
nisse aus der Visualisierung ziehen wollen wie zum Beispiel Manager und Forscher. [44].
Was?
Priya et al. [50] fanden in ihrer Arbeit heraus, dass die an einem Softwareprojekt beteilig-
ten Personengruppen, je nach Grad der Beteiligung, unterschiedliche Interessen bezu¨glich
des Informationsgehalts eines Projektes haben, siehe Abbildung 4.5. Dies muss in der
Visualisierung beru¨cksichtigt werden. Denn wie anhand der Abbildung 4.5 zu erkennen
ist, hat ein Software-Architekt ein gro¨ßeres Interesse an einem hohen Detailgrad der
Visualisierung als Manager oder Kunden. Architekten wollen einen U¨berblick u¨ber die
gesamte Software erhalten und gewisse Charakteristika und Eigenschaften, wie Modula-
rita¨t, Komplexita¨t oder Kopplung mithilfe der Visualisierung beurteilen.
Des Weiteren ist anhand der Abbildung zu erkennen, dass es selbst zwischen dem Ar-
chitekten und dem Entwickler Interessensunterschiede gibt, wobei beide Personengrup-
pen direkt an der Softwareentwicklung involviert sind. Wa¨hrend der Architekt eine Ge-
samtu¨bersicht erhalten mo¨chte um die Architektur betrachten zu ko¨nnen, ist der Ent-
wickler an einer noch tiefgru¨ndigeren Visualisierung interessiert. Fu¨r den Entwickler liegt
der Fokus auf Source-Code-Ebene, dabei spielen Metriken wie LOC, siehe Kapitel 2.6.1,
eine große Rolle.
Eine Visualisierung auf Source-Code-Ebene wird nicht angestrebt, da der Fokus der
Arbeit auf der Erstellung einer Visualisierung von Architektura¨nderungen u¨ber den ge-
samten Entwicklungsprozess hinweg liegt und somit eine Betrachtung auf ho¨herer Ab-
straktionsebene no¨tig ist.
Auf Grundlage der, in der Graphdatenbank enthaltenen, Daten, siehe Kapitel 4.2, soll
im Folgenden genauer beschrieben werden, welche Aspekte im Hinblick auf die Visuali-
sierung von Interesse sind. Dabei liefert die Tabelle 4.1 einen ersten U¨berblick.
Historie Bei einer Visualisierung der gesamten Softwarearchitektur u¨ber den gesamten
Lebenszyklus hinweg ko¨nnen einzelne Vera¨nderungen in Bezug auf Komponenten
und deren Beziehungen und Abha¨ngigkeiten deutlich herauskristallisiert werden.
Nicht die Architektur der einzelnen Commits soll mithilfe einer Visualisierung dar-
gestellt werden, sondern die Vera¨nderungen der Architektur die u¨ber den gesamten
Entwicklungszeitraum stattgefunden haben. Schlussendlich soll in der Visualisie-
rung durchgehend die gesamte Architektur dargestellt werden, ausschließlich die
Stellen mit architekturrelevanten A¨nderungen sollen in der Visualisierung ange-
passt werden.
Hotspots ko¨nnen identifiziert werden, zu welchem Zeitraum besonders viele
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Eigenschaften Implementierung
H
is
to
ri
e Evolutiona¨re Abha¨ngigkeiten X
Architekturrelevante Vera¨nderungen X
Hotspots X
A
b
h
a¨n
gi
gk
ei
te
n
Abha¨ngigkeiten zw Klassen X
Abha¨ngigkeiten zw Packages X
Abha¨ngigkeiten zw Bundles X
Art der Abha¨ngigkeiten X
M
o
d
u
la
ri
ta¨
t
Exports und Imports X
interner und o¨ffentlicher genutzter Code X
S
er
v
ic
es Services X (provide)
Service-Nutzung X (reference)
Service-Implementierung X (implements)
Tabelle 4.1: Eigenschaften, die auf Grundlage der vorhandenen Daten dargestellt
werden ko¨nnen. Dabei steht Xfu¨r umgesetzt.
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Abbildung 4.5: Verschiedene Ebenen des Interesses an Software Visualisierung - Quelle
suchen
A¨nderungen stattgefunden haben. Diese Information kann als Indikator genutzt
werden, um mit Hilfe weiterer Informationen nach der Ursache zu suchen und so-
mit den Entwicklungsprozess zu optimieren, siehe Kapitel 2.1. Zum Beispiel kann
ein Hotspot in der Maintenance-Phase ein Indikator dafu¨r sein, dass die Kompo-
nente viele Fehler entha¨lt. Weshalb es sinnvoll sein wu¨rde, weitere Test zu erstel-
len oder die Architektur zu u¨berarbeiten. Mehrere Hotspots, die sich zusammen
a¨ndern, ko¨nnen ein Zeichen fu¨r instabilen Code sein. In einem gut durchdachten
System wird erwartet, dass der Code im Laufe der Zeit stabiler wird. Doch wenn
die Module instabil sind, beruht das auf Versagen einer geringen Koha¨sion. Die
einzelnen Subsysteme a¨ndern sich laufend, weil zu viele Verantwortlichkeiten dazu
fu¨hren.
Daru¨ber hinaus wa¨re die zeitlich Einordnung in Entwicklungsphasen als Erweite-
rung wu¨nschenswert.
Abha¨ngigkeiten Im Fokus der Visualisierung steht die Modularita¨t, das Hauptfeature
des OSGi-Frameworks, siehe 4.3. Daher sollen die einzelnen Komponenten und de-
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ren Abha¨ngigkeiten auf unterschiedlichen Abstraktionsschichten visualisiert wer-
den, auf Klassen-, Package- und Bundleebene.
Modularita¨t Komponenten ko¨nnen drei verschiedene Arten von Beziehungen eingehen:
• Beziehungen zwischen internen Komponenten
• Eingehende Beziehungen
• Ausgehende Beziehungen
Mit Hilfe der Darstellung der Komponenten und den unterschiedlichen Beziehun-
gen, lassen sich Metriken wie Kopplung und Koha¨sion ableiten.
Des Weiteren kann es von Interesse sein, wie viel Code o¨ffentlich, das heißt ex-
portiert wurde und wie viel Code intern gekapselt ist. Die Manifest-Datei bietet
durch die Import- und Export-Package-Deklaration, auf Packageebene, alle dafu¨r
notwendigen Informationen. Dies ermo¨glicht zusa¨tzliche Informationen u¨ber die
Modulstruktur.
Services Services spielen eine besondere Rolle in OSGi-Anwendungen, siehe Kapitel
2.5.2. Bei der Darstellung dieser, sollen die drei verschiedenen Arten von Bezie-
hungen zwischen Bundle und Services beru¨cksichtigt werden: Bereitstellung, Im-
plementieren und Referenzieren.
Wie?
Die Visualisierungstechnik einer Software kann durch folgende drei Aspekte klassifiziert
werden: Anzahl der Sichten, Dimensionen und die Wahl der Metapher. Alle drei Aspekte
ko¨nnen der Kla¨rung dienen, wie die Visualisierung umgesetzt werden soll.
Anzahl der Sichten In der Forschung werden zwei unterschiedliche Ansa¨tze im Um-
gang mit der Anzahl der Sichten verfolgt. Auf der einen Seite wird die Meinung
vertreten, dass die Umsetzung mehrerer Sichten von Vorteil ist. Denn mit der Un-
terstu¨tzung mehrerer Sichten sollen mit einer Visualisierung gleichzeitig mehrere
Zielgruppen mit unterschiedlichen Anforderungen angesprochen werden, der so-
genannte Multi-View-Ansatz. Auf der anderen Seite wird die Meinung vertreten,
dass es sinnvoller und effektiver ist, eine sorgfa¨ltig ausgearbeitete Einzelansicht zu
implementieren [23].
Fu¨r die Darstellung von Architekturen wurde in der internationalen Norm IEEE
42010 [31] festgelegt, dass eine Architekturbeschreibung aus mehreren Architek-
turansichten bestehen soll, wenn die Darstellung mehr wie eine Problemstellung
behandelt. Denn eine zu beantwortende Problemstellung soll genau mit einer An-
sicht dargestellt werden. Da die Visualisierung in dieser Arbeit ebenfalls mehr wie
eine Problemstellung beantwortet, ist es von Vorteil den Multi-View-Ansatz fu¨r
die Umsetzung zu verfolgen, siehe Kapitel 4.3.
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Dimensionen Durch die Komplexita¨t der Daten und der Menge an Knoten und Kan-
ten ist es sinnvoll eine 3D-Visualisierung in Betracht zu ziehen, da auf den ersten
Blick somit viele Informationen eines großen und langja¨hrigen Softwareprojektes
mit einer komplexen Architektur gut darstellbar sind. Doch die U¨bersicht kann bei
einer 3D-Visualisierung auch schnell verloren gehen.
Zudem kann die Verwendung von drei Dimensionen zu extremen Informations-
verlust fu¨hren. Denn nicht immer sind alle Elemente im Modell, an denen eine
Vera¨nderung stattfindet, mit Hilfe eines Blickwinkels darstellbar. Fu¨r die Um-
setzung der Visualisierung bedeutet dies, dass nicht immer alle architekturrele-
vanten A¨nderungen fu¨r den Betrachter auf einem Blick ersichtlich sind. Mit dem
gezielten Einsatz von Interaktionsmo¨glichkeiten, wie der entsprechenden Navigati-
on, ko¨nnte dem Problem Abhilfe geschaffen werden. Doch wu¨rde dies implizieren,
dass der Betrachter nach jeder Anpassung der Visualisierung die Darstellung nach
Architektura¨nderungen absuchen mu¨sste. Das Hervorheben der entsprechenden
Komponenten und Beziehungen ko¨nnte eine Unterstu¨tzung bei der Suche darstel-
len, trotzdem mu¨sste der Betrachter wertvolle Zeit mit der Suche hervorgehobene
Stellen verbringen. Dies wu¨rde bei großen und langlebigen Systemen ein großer
Aufwand fu¨r den Betrachter darstellen.
Ziel dieser Arbeit ist es, dem Betrachter auf einen Blick die A¨nderungen der Ar-
chitektur u¨ber den gesamten Lebenszyklus u¨bersichtlich und versta¨ndlich darzu-
stellen. Daher wird in dieser Arbeit die Visualisierung in 2-D erfolgen.
Metapher Bei der Wahl der visuellen Metaphern wurden bisher ha¨ufig geometrische
Formen wie Kugeln oder Vierecke verwendet. Doch inzwischen wird bei der Visua-
lisierung von Softwarearchitekturen vermehrt auf reale Metaphern zuru¨ckgegriffen.
Im folgenden Kapitel 4.3.1 soll genauer auf die Auswahl der Metapher eingegangen
werden.
4.3.1 Visuelle Metapher
Basierend auf den zur Verfu¨gung stehenden Basisdaten und den, in Kapitel 4.1, defi-
nierten Stakeholdern wurde eine geeignete Darstellungsform fu¨r die Visualisierung aus-
gewa¨hlt. Diese bildete alle fu¨r den Betrachter interessanten Software-Komponenten ab,
siehe Abschnitt 4.3, und stellt folgende Aspekte aussagekra¨ftig dar:
1. Abha¨ngigkeiten zwischen Bundles und Packages
2. Package- und Klassenstruktur
3. Service-Components und ihre Beziehungen (providing/ referencing)
4. Evolution der Architektur
51
4 Konzept - From the Model to the Visualization
OSGi ist ein sehr reichhaltiges Komponenten-Framework, daher werden reale Meta-
phern als Darstellungsart, fu¨r die Visualisierung großer und langlebiger Softwareprojekte,
nicht in Betracht gezogen. Zum einen wurden bisher keine aussagekra¨ftigen Evaluationen
durchgefu¨hrt, die den Beweis erbracht haben, dass Entwickler und Architekten besser die
Architektur eines System mithilfe realer Metaphern aufnehmen ko¨nnen. Zum anderen
wirkt eine reale Metapher bei der großen Anzahl an Komponenten und Beziehungen sehr
schnell u¨berladen. Sowohl die City-Metapher als auch das Sonnensystem ko¨nnen nicht
genug Elemente bereitstellen, um alle Komponenten, Beziehungen und Abha¨ngigkeiten
sinnvoll und strukturiert darzustellen (siehe Kapitel 3.5.1). Besonders die zeitliche Di-
mension la¨sst sich in diese visuellen Metaphern nicht sinnvoll integrieren.
Stattdessen soll durch die ausgewa¨hlte Darstellungsart gewa¨hrleistet werden, dass die
Software auf verschiedenen Abstraktionsebenen (Levels-of-Detail), von Bundles u¨ber
Packages und Klassen bis hin zu Services, betrachtet werden kann. Metriken und Eigen-
schaften, wie zum Beispiel die Gro¨ße der Komponenten oder die Sta¨rke von Abha¨ngigkeiten,
sollen durch Anpassung der grafischen Variablen in die Darstellung einbezogen werden.
Abha¨ngigkeiten zwischen Bundles
Um Elemente der gleichen Informationskomponente und ihre Beziehungen untereinander
darzustellen eignet sich eine Netzdarstellung. Ein gerichteter Graph mit Bundles als Kno-
ten und Abha¨ngigkeiten als gerichtete Kanten, eignet sich gut um die Abha¨ngigkeiten
zwischen Bundles zu visualisieren, siehe Abbildung 4.6. Neben der Darstellung der Kom-
ponenten und deren Abha¨ngigkeiten mithilfe eines Graphen, ko¨nnen durch den Einsatz
grafischer Variablen zusa¨tzliche Informationen mit in die Visualisierung integriert wer-
den. Durch die Gro¨ße der Knoten soll dargestellt werden, wie groß die Komponenten
im Verha¨ltnis zu den anderen Komponenten sind und durch die Dicke der Kante soll
dargestellt werden, wie Stark die Abha¨ngigkeiten sind.
Abbildung 4.6: Ausgewa¨hlte Darstellungsart fu¨r Bundles
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Package- und Klassenstruktur
Fu¨r die Visualisierung der Packages und Klassen innerhalb eines Bundles sind vor allem
die hierarchischen Strukturen und Gro¨ßenverha¨ltnisse von Interesse. Dafu¨r eignet sich
zum einen die Treemap, siehe Kapitel 3.5.1. Die Gro¨ße der einzelnen Bla¨tter stellt die
Gro¨ße der zugeho¨rigen Klassen dar und durch die Farbe lassen sich die Packages zuord-
nen. Die Abha¨ngigkeiten zwischen den Komponenten lassen sich durch das Hierarchical
Edge Bundling darstellen, welches auch auf Treemaps anwendbar ist.
Doch das Wechseln der Darstellungsform innerhalb einer Visualisierung kann dazu fu¨hren,
dass der Betrachter die Orientierung und U¨bersicht im Gesamtkontext verliert. Der Be-
trachter mu¨sste sich zusa¨tzlich zu der Informationsflut die er durch die Menge an Daten
verarbeiten muss, noch zusa¨tzlich wa¨hrend der Visualisierung in einer neue Darstel-
lungsform einarbeiten und die Zusammenha¨nge neu interpretieren. Daher eignet sich,
auf Grund der zuvor definierten Nutzungsszenarien (siehe Kapitel 4.1.1), ein Wechsel
der Darstellungsform innerhalb einer Visualisierung nicht. Doch schon die Treemap an
sich eignet sich nicht zur Darstellung der zeitlichen Vera¨nderung der Architektur, da die
zeitliche Dimension nicht in die Darstellungsform integrierbar ist.
Stattdessen soll auch an dieser Stelle ein gerichteter Graph eingesetzt werden und gra-
fische Variablen dazu genutzt werden, zusa¨tzliche Informationen anzuzeigen.
• Die Gro¨ße der Knoten soll die Gro¨ße der Komponenten darstellen.
• Durch die Farbe der Knoten sollen die unterschiedlichen Arten der Komponenten
visualisiert werden.
• Die Dicke der Kanten soll die Sta¨rke der Abha¨ngigkeiten darstellen.
• Die Richtung der Kanten soll die Richtung der Abha¨ngigkeiten visualisieren.
Service-Components und ihre Beziehungen
Bei der Visualisierung der Service-Components und deren Beziehungen muss beachtet
werden, dass an dieser Stelle zwischen zwei Arten von Komponenten unterschieden wer-
den muss: Service-Components und Services. In diesem Fall soll ebenfalls ein gerichteter
Graph als Darstellungsform dienen, wobei Service-Components und Services durch die
Form der Knoten unterschieden werden sollen, siehe Abbildung 4.7. Bei der Visuali-
sierung muss jedoch nicht nur zwischen zwei Arten von Komponenten unterschieden
werden, sondern auch zwischen zwei Varianten von Beziehungen zwischen diesen Kom-
ponenten. Die Beziehungen provide und reference (siehe Kapitel 2.5.2) ko¨nnen durch die
Form der Kanten dargestellt werden. Das Anbieten (provide) kann durch eine gestrichel-
te und die Benutzung (reference) durch eine durchgezogene Kante umgesetzt werden.
Die Zuordnung zu den Bundles soll u¨ber die Farbe realisiert werden.
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Abbildung 4.7: Ausgewa¨hlte Darstellungsart fu¨r Service-Components und Services
Evolution der Architektur
Die Darstellung der Evolution stellt die gro¨ßte Herausforderung bei der Umsetzung der
Visualisierung dar. Denn durch die zeitliche Dimension nimmt der Informationsgehalt si-
gnifikant zu. Bisher ist keine Visualisierungstechnik bekannt mit der die gesamte zeitliche
Vera¨nderung einer Architektur in einer Art Zeitraffer umgesetzt wurde, siehe Abschnitt
3.5.2. Gegenstand dieser Arbeit ist nicht die Gegenu¨berstellung zweier Versionen einer
Architektur oder die Gesamtansicht einer Architektur in der alle A¨nderungen abgebil-
det sind (siehe Kapitel 3.5.2), sondern die Visualisierung der zeitlichen Vera¨nderung der
gesamten Architektur.
Das soll in dieser Arbeit mithilfe eines Zeitraffers umgesetzt werden. Der Betrachter kann
die Entwicklung der Architektur vom Anfang bis zum Ende des Entwicklungsprozesses
in einer Art Video abspielen und dabei betrachten. Dabei sollen die A¨nderungen am
Graphen nacheinander automatisch angepasst werden. Wurde zum Beispiel eine Kompo-
nente hinzugefu¨gt soll in der Visualisierung ein neuer Knoten erkennbar sein und durch
farbliche Hervorhebung dem Betrachter auf dem ersten Blick ersichtlich sein. Wurde
dagegen eine Komponente gelo¨scht soll der dazugeho¨rige Knoten in der Grafik ausge-
graut werden, somit ist auf dem ersten Blick ersichtlich an welcher Stelle Komponenten
gelo¨scht wurden. Wu¨rden die Knoten komplett aus der Grafik verschwinden, wu¨rde die
Information bei der Menge an Knoten untergehen.
Durch zusa¨tzliche Elemente, wie einer Timebar und einer Suchanzeige, sollen dem Be-
trachter zusa¨tzliche Informationen und Interaktionsmo¨glichkeiten geboten werden. Mit-
hilfe der Timebar am unteren Rand der Visualisierung soll die zeitliche Einordnung der
im Bild dargestellten Architektur realisiert werden und durch Filterung und Selektion
dem Betrachter die Mo¨glichkeit geboten werden die Menge an Informationen zu redu-
zieren und auf die individuellen Bedu¨rfnisse einzuschra¨nken.
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4.4 Implementierungsansatz
Die Implementierung soll in zwei u¨berwiegend unabha¨ngige Teile, die nacheinander
ablaufen, aufgeteilt werden, siehe Abbildung 4.8. Zuna¨chst werden die Daten des zu
analysierenden Git-Projektes extrahiert, analysiert und in ein Modell transformiert.
Dazu geho¨rt auch die Einschra¨nkung der analysierten Daten auf architekturrelevante
A¨nderungen. Im zweiten Teil soll das Datenmodell durch eine interaktive Visualisierung
dargestellt werden, siehe Kapitel 5.3.
Die Zweiteilung der Anwendung hat den Vorteil, dass sie unabha¨ngig voneinander um-
gesetzt werden ko¨nnen. Dies kann hilfreich sein, da jeder Teil unterschiedliche technische
Anforderungen hat. Somit ko¨nnen unterschiedliche Programmiersprachen und Laufzeit-
umgebungen eingesetzt werden. Des Weiteren ko¨nnen sie alleinstehend ausgefu¨hrt wer-
den. Wa¨hrend die Analyse auf einem Server durchgefu¨hrt wird, kann die Pra¨sentation
der Visualisierung separat auf einem Client erfolgen. Durch die Aufteilung besteht auch
keine direkte Abha¨ngigkeit zwischen der Analyse und Visualisierung, denn beide Tei-
le greifen ausschließlich auf das Datenmodell zu. Wodurch das Datenmodell als einzige
Schnittstelle zwischen beiden Teilen fungiert. Somit wird der Wartungsaufwand verrin-
gert und die Mo¨glichkeit verbessert, den Analyseteil jederzeit durch weitere Features
zu erweitern oder andere Visualisierungstechniken auf Basis der gespeicherten Daten
anzuwenden.
Abbildung 4.8: grober Ablaufplan der Applikation
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In diesem Kapitel wird die Umsetzung erla¨utert, auf Grundlage des vorgestellten Kon-
zeptes in Kapitel 4. Die Implementierung la¨sst sich in zwei separate Teile unterteilen:
die Analyse und die Visualisierung. Es wird jeweils der Aufbau der Implementierung
vorgestellt, technische Entscheidungen begru¨ndet und an ausgewa¨hlten Stellen detail-
lierter auf die Umsetzung und Herausforderungen eingegangen. Da die Realisierung aller
Ideen den Rahmen dieser Arbeit sprengen wu¨rde, musste besonders im Bezug auf die
Visualisierung ein Fokus gesetzt werden. Doch auf Basis des Konzeptes ist in Zukunft
eine Erweiterung der Implementierung mo¨glich.
5.1 Extraktion
Als Grundlage fu¨r diese Arbeit dient die Projektarbeit
”
Effiziente Verarbeitung von his-
torisierten Software-Entwicklungsergebnissen“. Ziel dieser Arbeit war es, die Evolution
der Softwarearchitektur mithilfe eines iterativen Vorgehens aus einem Git-Repository zu
extrahieren und in einer Graphdatenbank abzuspeichern. Im Folgenden sollen die fu¨r
diese Arbeit relevanten Ergebnisse des Analyseteils beschrieben werden.
5.1.1 Aufbau
Die Abbildung 5.1 stellt den Workflow des Analyseteils dar, welcher die Extraktion der
Daten und die Beschra¨nkung der Daten auf die architekturrelevanten A¨nderungen bein-
haltet. Als Datenquelle wurde das Versionsverwaltungsprogramm Git verwendet. Ein
Git-Repository entha¨lt den kompletten historischen Verlauf einer Software und somit
alle, fu¨r diese Arbeit, relevanten Daten.
Vor der ersten Durchfu¨hrung mu¨ssen in der analysis- und config-Datei Angaben hinter-
legt werden, siehe Kapitel 5.1.2. In der config-Datei werden unter anderem die Zugangs-
daten des zu analysierenden Repository angegeben, in der analysis-Datei die Zugangs-
daten zur Neo4j-Graphdatenbank. Im ersten Schritt wird eine lokale Repository-Kopie
auf dem Rechner abgespeichert. Ist diese bereits vorhanden werden ausschließlich die
fehlenden Commits hinzugefu¨gt und das Repository auf den aktuellsten Stand gebracht.
Mithilfe einer Datenbankabfrage wird u¨berpru¨ft, welche Daten bereits in der Graph-
datenbank vorhanden sind. Dieses Vorgehen soll verhindern, dass immer das gesamte
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Repository analysiert werden muss und Daten doppelt abgespeichert werden. Abschlie-
ßend folgt die Extraktion der Daten und die Speicherung in einer Graphdatenbank. Um
nur die relevanten Daten, also die Architektura¨nderungen in der Datenbank abzuspei-
chern, werden die extrahierten Daten zuvor auf architekturrelevante A¨nderungen hin
gefiltert. Dieses Vorgehen wird in Kapitel 5.2 noch einmal genauer beschrieben.
5.1.2 Konfiguration
Der Benutzer hat durch die Konfigurationsdatei ServiceConfig die Mo¨glichkeit, auf eine
einfache Art und Weise das zu analysierende Repository anzugeben. Dafu¨r muss die URI
des zu analysierenden Git-Repository angegeben werden und da nicht alle Repositories
o¨ffentlich zuga¨nglich sind, muss des weiteren der Benutzername und das Passwort des
Git-Benutzerkontos angegeben werden.
Zudem kann die Ordner-Struktur bei der Analyse nicht komplett automatisiert erfasst
werden, da diese von Projekt zu Projekt unterschiedlich sein kann. Daher muss in der
analysis-Datei angegeben werden, wo die Bundles liegen und welche Bundles bei der
Analyse gegebenenfalls ausgeschlossen werden sollen, siehe Beispieldatei 5.1. Des wei-
teren mu¨ssen Angaben zu der zur Speicherung verwendeten Graphdatenbank gemacht
werden.
Listing 5.1: Beispieldatei analysis.conf
[Project]
name=ProjektXY
bundleSourceFolder=/src/main/java
bundleRoot=com/
bundlePaths=de.rcenvironment.*
bundlePathsExclude=\de.rcenvironment.core.gui.workflow,
\de.rcenvironment.core.component.integration, \
[Neo4j]
uri=bolt://neo4j.de:1234
user=neo4j
password=************
5.1.3 Persistierung
Um die Evolution einer Softwarearchitektur dauerhaft auf einer Neo4j-Graphdatenbank
abzulegen, wird die Neo4j Object Graph Mapping Library (OGM) und die Spring Data
Neo4j Library eingesetzt.
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Abbildung 5.1: Workflow
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Neo4j Object Graph Mapping Library
Die Neo4j Object Graph Mapping Library (OGM) ist eine reine Java-Bibliothek von
Neo4j entwickelt. Sie bietet drei Treiber als Mo¨glichkeiten an, um eine Verbindung zur
Datenbank herzustellen, Embedded, HTTP oder u¨ber das bina¨re Protokoll Bolt. In der
Arbeit kommt das Bolt-Protokoll fu¨r die Verbindung zum Neo4j-Server zum Einsatz.
Mithilfe der Session-Factory ko¨nnen Sessions geo¨ffnet und wieder beendet werden. Wa¨hrend
einer Session werden Interaktionen zwischen den definierten Entita¨ten und der Neo4j-
Graphdatenbank gesteuert. Um eine Session zu o¨ffnen, wird die URL der Neo4j-Datenbank
beno¨tigt. Daher muss diese zu Beginn in der analysis-Datei hinterlegt werden, wie in Ka-
pitel 5.1.2 ausfu¨hrlich erkla¨rt wurde. Alle A¨nderungen, welche wa¨hrend einer Session an
Entita¨ten oder Beziehungen vorgenommen werden, sind zu protokollieren.
Der Object Graph Mapper ordnet mit Anmerkungen versehene POJOs Knoten, Be-
ziehungen und Eigenschaften zu. Die Zuordnung zwischen Objekt und Graph findet in
dieser Arbeit in einer Klasse Namens OSGiApplicationModel statt.
Mit @NodeEntity annotierte POJOs werden als Knoten im Graph dargestellt. Wenn
dem Knoten keine Beschriftung u¨ber die Eigenschaft label zugewiesen wurde, wird stan-
dardma¨ßig der Klassenname verwendet. Ein Feld in einer Entita¨t, welches auf eine andere
Entita¨t verweist, definiert eine Beziehung. Mit Hilfe der Annotation @Relationship wird
der Typ und die Richtung der Beziehung in der Entity-Klasse angegeben. In dem Projekt
wurden die Richtungen ausschließlich als Outgoing definiert, um so das Modell von den
großen Komponenten hin zu den kleineren zu gestalten.
Spring Data Neo4j
Die Spring Data Neo4j Library basiert auf der Neo4j-OGM Library, siehe Abbildung
5.2. Die Kernfunktionalia¨t der Bibliothek kann jedoch standalone verwendet werden,
ohne dass die Ioc-Dienste des Spring Containers aufgerufen werden mu¨ssen. Spring Da-
ta Neo4j bietet erweiterte Funktionen, um annotierte Entity-Klassen der Graphdaten-
bank zuzuordnen, welche bei der Umsetzung zur Speicherung der architekturrelevanten
A¨nderungen einen Vorteil schaffen, siehe Kapitel 5.2. In dieser Arbeit wurden unter
anderem folgende Entity-Klassen definiert :
• BundleImpl
• ClassImpl
• CommitImpl
• CompilationUnitImpl
• InterfaceImpl
• PackageImpl
• PackageFragmentImpl
• ServiceImpl
• ServiceComponentImpl
• VersionImpl
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Abbildung 5.2: Aufbau der Neo4j-OGM Library und Spring Data Neo4j Library
5.2 Architekturrelevante Softwarea¨nderungen
Lehman traf in den Laws of Program Evolution die Aussage, dass ein Softwaresystem
mit der Zeit an Gro¨ße, Funktionalita¨t und Komplexita¨t zunimmt. Dies beeinflusst im
Laufe der Zeit auch die Architektur des Systems. Doch nicht jede in einem Repository
gespeicherte A¨nderung stellt eine Relevanz bei der Betrachtung der Architektur dar -
nicht in jedem Commit befinden sich architekturrelevante A¨nderungen. Deshalb soll im
Folgenden erla¨utert werden, wie architekturrelevante A¨nderungen definiert, identifiziert
und in einer Graphdatenbank abgespeichert werden ko¨nnen.
Von jedem Commit wurde ein Architekturmodell des jeweiligen Zeitpunktes erstellt,
siehe Kapitel 5.1.1. Teil dieser Arbeit ist es jedoch nicht die Architektur eines jeden
Commits zu betrachten, sondern ausschließlich die zeitliche Vera¨nderung der Architek-
tur. Daher sollen auf Grundlage, des in der Analyse, erstellten Models die wesentlichen
A¨nderungen identifiziert werden. Dazu geho¨ren A¨nderungen auf Komponentenebene und
A¨nderungen, die Abha¨ngigkeiten und Beziehungen der Komponenten betreffen. Konkret
sind das folgende A¨nderungen:
• Bundles, Packages oder Klassen/Interfaces wurden hinzugefu¨gt
• Bundles, Packages oder Klassen/Interfaces wurden gelo¨scht
• Services wurden bereitgestellt
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• Services wurden hinzugefu¨gt
• Es wird auf ein Service referenziert
5.2.1 Identifizierung architekturrelevanter A¨nderungen
Im folgenden Kapitel soll erla¨utert werden, anhand welcher Vorgehensweise architektur-
relevante A¨nderungen vor dem Speichervorgang identifiziert und die Menge der Daten
auf die wesentlichen Informationen reduziert werden ko¨nnen.
Anhand des Workflows, siehe Abbildung 5.1, ist zu erkennen, dass zuna¨chst von je-
dem analysierten Commit ein Architekturmodell erstellt wird. Dieses Modell besteht
aus verschachtelten Listen, in denen die einzelnen Komponenten abgespeichert sind. Da
der Speichervorgang pro Modell sehr aufwa¨ndig ist (siehe Kapitel 6.2), ist es sinnvoll
das Modell vor dem Speichervorgang auf die wichtigsten Komponenten zu reduzieren
und den Vergleich nicht erst danach, auf Grundlage der Datenbank, durchzufu¨hren. Um
Gleichheit und Vera¨nderungen in der Architektur zu identifizieren, werden die Modelle
zwei zeitlich benachbarter Commits miteinander verglichen. Der Einfachheit halber wer-
den die Commits im weiteren Kapitel C1 und C2 genannt.
Der Vergleich der zwei Modelle beginnt auf ho¨chster Komponentenebene - den Bundles
- und wird absteigend, bis zu den Klassen und Interfaces, durchgefu¨hrt. Das bedeutet,
dass im ersten Schritt die Liste der Bundles aus C1 und C2 miteinander verglichen wer-
den. Dies fu¨hrt zu einer Laufzeitkomplexita¨t von O(nm).
Um das Vorgehen zur Identifikation architekturrelevanter A¨nderungen versta¨ndlich
zu erla¨utern, wird die Vorgehensweise in folgende zwei Teile gegliedert und mithilfe von
Entscheidungstabellen verdeutlicht:
• Keine architekturrelevanten A¨nderungen
• Identifizierung von Architektura¨nderung
Keine architekturrelevanten A¨nderungen
Wenn die Listen der einzelnen Komponenten von C1 und C2 gleich geblieben sind, kann
auf dem ersten Blick davon ausgegangen werden, dass keine Architektura¨nderungen vor-
liegen, wie in der Entscheidungsmatrix 5.1 zu sehen. Es sind auf Bundle-,
Package-, Package Fragment-, Klassen-/Interface- und Serviceebene keine Komponenten
hinzugefu¨gt oder gelo¨scht worden, auch die Beziehungen zwischen den Komponenten ha-
ben sich nicht vera¨ndert.
Allerdings ist ein wichtiger Aspekt, der im Bezug auf die Identifizierung architektur-
relevanter A¨nderungen beachtet werden muss, Refactorings. Durch die stetige Zunahme
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Bundles gleich 1
Packages gleich 1
Package Fragmente gleich 1
Klassen/Interfaces gleich 1
Services gleich 1
Architektur gleich x
Architektura¨nderungen
Tabelle 5.1: Entscheidungsmatrix, wenn keine Architektura¨nderungen vorliegen
der Komplexita¨t mu¨ssen Refactorings eingesetzt werden, um die interne Qualita¨t zu ver-
bessern, siehe Kapitel 2.3. Doch nur eine begrenzte Anzahl an Refactorings sind bei der
Betrachtung der Evolution einer Softwarearchitektur von Interesse, wie zum Beispiel:
• Extract/Inline Class
• Extract Packages
• Replace Type Code with Subclasses
• Replace Data Value with Object
Renames dagegen ko¨nnen leicht als architekturrelevante A¨nderung identifiziert wer-
den, wobei sie in diesem Kontext keine Relevanz darstellen. Das Lo¨schen einer Kompo-
nente und das Hinzufu¨gen einer scheinbar
”
neuen“ Komponente unter anderem Namen
lassen leicht die Schlussfolgerung zu, dass es sich hierbei um eine Architektura¨nderung
handelt. Doch da sich die Funktionalita¨t der Komponente und deren Beziehungen und
Abha¨ngigkeiten nicht vera¨ndert haben, sollen Renames nicht als architekturrelevante
A¨nderung aufgenommen werden. Sie bieten bei der Betrachtung der Evolution der Ar-
chitektur keinen Mehrwert.
Um Renames fa¨lschlicherweise nicht als Architektura¨nderung zu identifizieren, werden
die daru¨ber und darunter liegenden Komponentenebenen zusa¨tzlich betrachtet. Wenn
die Anzahl der jeweiligen Komponentenebene zwischen C1 und C2 gleich geblieben ist,
sich lediglich nur eine Komponente vera¨ndert hat, doch die darunter und daru¨ber lie-
genden Komponentenebenen ebenfalls unvera¨ndert geblieben sind, haben sich die Be-
ziehungen und die Funktionalita¨t der Komponente nicht vera¨ndert. Daher liegt keine
Architektura¨nderung vor, siehe Entscheidungsmatrix 5.2.
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Bundles gleich 0 1 1 1
Packages gleich 1 0 1 1
Package Fragmente gleich 1 1 0 1
Klassen/Interfaces gleich 1 1 1 0
Services gleich 1 1 1 1
Architektur gleich x x x x
Architektura¨nderungen
Tabelle 5.2: Entscheidungstabelle, wenn keine Architektura¨nderungen vorliegen trotz-
dem sich eine Komponente scheinbar vera¨ndert hat
Bundles gleich 0 1 1 1
Packages gleich 1 0 1 1
Package Fragmente gleich 1 1 0 1
Klassen/Interfaces gleich 1 1 1 0
Services gleich 1 1 1 1
Architektur gleich
Architektura¨nderungen x x x x
Tabelle 5.3: Entscheidungstabelle, wenn eine Komponenten gelo¨scht oder hinzugefu¨gt
wurden
Identifizierung von Architektura¨nderung
Eine Architektura¨nderung liegt auf jeden Fall vor, wenn eine Komponente gelo¨scht oder
hinzugefu¨gt wurde, siehe Entscheidungsmatrix 5.3. Sich somit die Anzahl der Kompo-
nenten vera¨ndert hat.
Es liegt ebenfalls eine Architektura¨nderung vor, wenn sich auf mehr wie einer Kompo-
nentenbene die Liste der Komponenten gea¨ndert hat, siehe Entscheidungsmatrix 5.4 und
5.5. In diesem Fall a¨ndern sich die Beziehungen und die Funktionalita¨ten der jeweiligen
Komponenten.
Auch Renames ko¨nnen in diesem Fall ausgeschlossen werden. Liegt zum Beispiel eine
A¨nderung auf Package Fragmentebene vor, aber die Anzahl der Package Fragmente und
die Bundles, Klassen und Interfaces sind gleich geblieben, kann davon ausgegangen wer-
den, dass es sich hierbei um ein Rename handelt. Wenn allerdings auch eine A¨nderung
auf Klassen-/Interfacebene oder auf Bundlebene identifiziert wurde, handelt es sich um
keinen Rename, da sich die Beziehungen und die Funktionalita¨t des Package Fragments
vera¨ndert hat und somit eine Architektura¨nderung vorliegt.
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Bundles gleich 0 0 1 1 1 0 0 1
Packages gleich 0 0 0 1 1 1 1 0
Package Fragmente gleich 0 1 0 0 1 0 1 1
Klassen/Interfaces gleich 0 1 1 0 0 1 0 0
Services gleich 0 1 1 1 0 1 1 1
Architektur gleich
Architektura¨nderungen x x x x x x x x
Tabelle 5.4: Entscheidungstabelle, wenn Architektura¨nderungen vorliegen
Bundles gleich 0 1 1 1 1 0 0 0 0 1
Packages gleich 0 0 1 0 0 0 0 0 1 0
Package Fragmente gleich 0 0 0 1 0 0 0 1 0 0
Klassen/Interfaces gleich 1 0 0 0 1 0 1 0 0 0
Services gleich 1 1 0 0 0 1 0 0 0 0
Architektur gleich
Architektura¨nderungen x x x x x x x x x x
Tabelle 5.5: Entscheidungstabelle, wenn Architektura¨nderungen vorliegen
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5.2.2 Speicherung architekturrelevanter A¨nderungen
Nachdem die Architektura¨nderungen zwischen dem Commit C1 und C2 identifiziert wur-
den, sollen diese ohne Informationsverlust in der Graphdatenbank abgespeichert werden.
Da der Inhalt der Graphdatenbank auf die wesentlichen Daten reduziert werden soll, um
den Speichervorgang und die Visualisierung effizient zu gestalten, bleibt zuna¨chst die
Schlussfolgerung ausschließlich die identifizierten Architektura¨nderungen zu speichern.
In der Abbildung 5.3 wurde dieses Vorgehen beispielhaft dargestellt. Unter dem Node
C1, welcher den ersten analysierten Commit darstellt, wurde die gesamte Architektur
gespeichert. Unter dem nachfolgenden Node C2 ausschließlich die identifizierten Kom-
ponenten, die sich von Commit C1 zu Commit C2 vera¨ndert haben. In der Abbildung ist
zu erkennen, dass sich Bundle A vera¨ndert hat und ein Package Fragment D mit einer
Compilation Unit und einem Interface hinzugefu¨gt wurden.
Doch ist mit diesem Vorgehen keine Aussage mo¨glich, was mit Bundle B und Bundle
C von C1 zu C2 passiert ist beziehungsweise ob Package Fragment A in Bundle A von
C1 zu C2 gelo¨scht wurde oder einfach unvera¨ndert geblieben ist. Das heißt, eine Unter-
scheidung zwischen gelo¨schtem Element und unvera¨ndertem Verhalten ist somit nicht
mo¨glich. Es kommt dadurch zu einem Informationsverlust.
Ein anderes Vorgehen wurde entwickelt, um diesen Informationsverlust zu umgehen und
die Graphdatenbank trotzdem auf die wesentlichen Daten zu reduzieren, siehe Abbil-
dung 5.4.
Wenn keine Architektura¨nderung von C1 zu C2 identifiziert wurde, wird eine Beziehung
von dem Commit-Node C2 zu dem unvera¨nderten Bundle hergestellt. In der Abbildung
wird dieses Vorgehen durch den rot gestrichelten Pfeil von C2 zu dem Bundle B her-
vorgehoben. Somit ist leicht zu erkennen, dass Bundle B unvera¨ndert im Commit C2
enthalten ist, Bundle C jedoch von C1 zu C2 gelo¨scht wurde.
Wenn allerdings eine Architektura¨nderung von C1 zu C2 vorliegt, wird unter dem Node
C2 das gesamte Bundle mit allen dazugeho¨rigen Komponenten gespeichert. Denn wu¨rde
nicht das gesamte Bundle mit den vera¨nderten Komponenten gespeichert werden, wu¨rde
dies zu einer falschen Schlussfolgerung fu¨hren, wie in Abbildung 5.5 dargestellt. Das Vor-
gehen in Abbildung 5.5 wu¨rde dazu fu¨hren, dass das Package Fragemt im Bundle sowohl
in C1 als auch in C2 vorliegt und somit keine A¨nderung identifiziert wurde. Daher muss
immer das gesamte Bundle mit allen Komponenten abgespeichert werden, wenn eine Ar-
chitektura¨nderung vorliegt. Wenn keine A¨nderung vorliegt, wird eine Art Querverweis
zum unvera¨nderten Bundle hergestellt.
Mithilfe dieses Vorgehens, siehe Abbildung 5.4, la¨sst sich auf der einen Seite zu jedem
beliebigen Zeitpunkt die komplette Architektur reproduzieren und auf der anderen Seite
wird die Datenmenge auf die wesentlichen Informationen beschra¨nkt.
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Abbildung 5.3: Beispielhafter Datenbankausschnitt mit Informationsverlust
Abbildung 5.4: Beispielhafter Datenbankausschnitt ohne Informationsverlust
Technische Umsetzung
Jeder Knoten und jede Beziehung mu¨ssen in einer Graphdatenbank eine eindeutige ID
besitzen. Neo4j bietet die Mo¨glichkeit mit Hilfe der Annotation @Index jedes belie-
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bige Feld in einer Entity-Klasse als Indize zu deklarieren. Durch den Parameter uni-
que=true kann diesem Feld zusa¨tzlich eine Einschra¨nkungen hinzugefu¨gt werden. Die
Einschra¨nkung wird bei der Speicherung der architekturrelevanten A¨nderungen zunutze
gemacht. Bei allen Entity-Klassen, siehe Kapitel 5.1.3, wurde die Property, welche den
Namen entha¨lt, mit dieser Einschra¨nkung versehen. Wenn keine Architektura¨nderung in
einem Bundle vorliegt werden auch keine neuen Knoten erzeugt. Es wird automatisch
eine Beziehung zu dem bereits bestehenden Knoten erstellt. Stimmt beispielsweise das
komplette Bundle zwischen C1 und C2 u¨berein, werden keine neuen Knoten erzeugt,
ausschließlich eine Beziehung zwischen dem Commit C2 und dem unvera¨nderten Bundle
wird hergestellt.
Wurde allerdings eine Architektura¨nderung identifiziert wird allen unvera¨nderten Kom-
ponenten in diesem Bundle eine Versionsnummer, welche sich an dem Commit orien-
tiert, zu dem Namen hinzugefu¨gt. Somit wird die Einschra¨nkung unique=true in diesem
Fall umgangen und das komplette Bundle mit allen dazugeho¨rigen Komponenten wird
als architekturrelevante A¨nderung abgespeichert. So findet keine Vermischung zwischen
vera¨nderten und unvera¨nderten Komponenten eines Bundles in den Commits C1 und
C2 statt, siehe Kapitel 5.2.2.
Durch dieses Vorgehen werden nur neue Knoten erzeugt, wenn eine Architektura¨nderung
vorliegt, wodurch die Graphdatenbank auf die wesentlichen Komponenten beschra¨nkt
wird.
Abbildung 5.5: Beispielhafter Datenbankausschnitt architekturrelevanter A¨nderungen
5.2.3 Mo¨gliche Erweiterungen
Die Analyse findet mithilfe eines iterativen Vorgehens statt, wenn sich bereits Daten in
der Graphdatenbank befinden, beginnt der Analyseprozess nicht bei dem ersten Com-
mit, sondern nach dem zuletzt in der Graphdatenbank gespeicherten Commit. Um ar-
chitekturrelevante A¨nderungen zwischen dem zuletzt in der Graphdatenbank gespeicher-
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ten Commit und dem analysierten Commit danach zu identifizieren, muss eine weitere
Funktion implementiert werden. Die Architekturinformationen aus der Graphdatenbank
mu¨ssen von dem jeweiligen Commit extrahiert werden, bevor ein Vergleich der zwei Mo-
dels erfolgen kann.
Des Weiteren wurde bei dem zuvor beschriebenen Vorgehen nicht die Anwendung von
Renames auf Klassen und Interfaces beru¨cksichtigt. Da es in dieser Arbeit vordergru¨ndig
um die Komponenten und deren Beziehungen geht, werden Renames auf Klassen und
Interfaces nicht weiter beachtet. Die Funktionalita¨t der einzelnen Klassen und Interfaces
spielt bei der Betrachtung der gesamten Architektur eine untergeordnete Rolle. Daher
wird in dieser Arbeit ausschließlich die Anzahl und die Beziehungen der Klassen und
Interfaces beru¨cksichtigt. Neben den Klassen und Interfaces deckt der bisher implemen-
tierte Algorithmus nicht alle, im Abschnitt 5.2.1 beschriebenen, Fa¨lle ab.
5.3 Visualisierung
Wenn das menschliche Gehirn große Datenmengen erfassen muss, sind Visualisierungen
extrem leistungsstark. Daher soll im folgenden Kapitel die Umsetzung des im Kapitel
4.3 beschriebenen Konzepts zur Visualisierung der gesamten Evolution einer Softwarear-
chitektur vorgestellt werden.
5.3.1 Plattform
Fu¨r die Umsetzung der Visualisierung bieten sich zwei grundlegende Ansa¨tze an: die
Entwicklung einer eigensta¨ndigen Anwendung und die einer webbasierten Anwendung
im Browser. Beide Ansa¨tze haben Vor- und Nachteile, welche in den folgenden Tabellen
5.6 und 5.7 aufgelistet werden.
Vorteile Nachteile
- Performance - Implementierungsaufwand
- freie Wahl der Programmiersprache - Verfu¨gbarkeit
Tabelle 5.6: Vor- und Nachteile einer eigensta¨ndig entwickelten Anwendung
Vorteile Nachteile
- Plattformunabha¨ngigkeit - Einschra¨nkung auf Webtechnologien und
Programmiersprachen
- Verfu¨gbarkeit - Performance
Tabelle 5.7: Vor- und Nachteile einer webbbasierten Anwendung im Browser
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Trotz der gleichen Anzahl an Vor- und Nachteilen fiel die Entscheidung fu¨r die ei-
gensta¨ndig entwickelte webbasierte Anwendung im Browser aus. Gru¨nde fu¨r diese Wahl
waren vorrangig die Plattformunabha¨ngigkeit und die hohe Verfu¨gbarkeit. Dies fu¨hrt zu
einer geringen Einstiegshu¨rde, denn der Benutzer hat dadurch die Mo¨glichkeit jederzeit
von u¨berall aus auf die Visualisierung zuzugreifen. Des Weiteren kann die Analyse im
Hintergrund auf dem Server ausgefu¨hrt werden, wodurch die Visualisierung immer den
aktuellsten Stand pra¨sentieren kann.
5.3.2 Herausforderung
Im folgenden Kapitel soll die Herausforderung bei der Umsetzung einer Visualisierung
zur Evolution von Softwarearchitekturen erla¨utert werden.
Erste Ansa¨tze
Die verbreitetsten Bibliotheken zur Visualisierung von Daten sind D3.js, OpenGL und
Roassal [40]. Die bekannteste unter diesen ist D3.js.
D3.js steht fu¨r Data-Driven Documents. Dabei handelt es es sich um eine Javascript
Bibliothek, mit der Daten in Form von HTML und SVG manipuliert werden ko¨nnen.
D3.js beinhaltete drei Hauptfunktionen:
1. Laden der Daten in den Browser
2. Binden der Daten an Elemente des Dokuments
3. Transformation der Elemente
4. U¨bergang der Elemente in verschiedene Zusta¨nde aufgrund von Benutzereingaben
Dies ermo¨glicht die Umsetzung vieler Visualisierungsaspekte. Durch die Verwendung
diverser Layout-Algorithmen, die D3.js zur Verfu¨gung stellt, ist der Aufwand der Um-
setzung u¨berschaubar. Der Force-Layout sorgt zum Beispiel dafu¨r, dass Knoten in der
Darstellung nicht u¨berlappen und Kanten sich nicht kreuzen. Damit lassen sich Gra-
phen einfach darstellen. Auch die Gro¨ße der Knoten kann individuell angepasst werden,
wodurch zum Beispiel die Art der Komponenten und Metriken veranschaulicht werden
ko¨nnen. Durch die farbliche Hervorhebung von Kanten kann die Richtung und die Art
der Beziehungen zwischen diesen visuell dargestellt werden, siehe Abbildung 5.6. Folgen-
de grafische Variablen lassen sich mit D3.js leicht umsetzen, um die unterschiedlichen
Komponenten, Beziehungen und Metriken dazustellen:
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• Gro¨ße der Knoten
• Farbe der Knoten
• Dicke der Kanten
• Farbe der Kanten
Abbildung 5.6: Darstellung eines Graphen mit D3.js
Neben den Layout-Algorithmen bietet die Bibliothek auch eine große Anzahl an In-
teraktionsmo¨glichkeiten. Knoten ko¨nnen mit einem Mausklick selektiert werden, um
na¨here Informationen u¨ber ein bestimmtes Element zu erhalten. Zudem kann mithilfe
eines Suchfeldes nach bestimmten Informationen gefiltert werden. Dies ermo¨glicht es nur
bestimmte Komponenten oder ausschließlich einen Teil des Graphen darzustellen. Somit
kann der Inhalt der Darstellung auf bestimmte Merkmale reduziert werden, um dem
Betrachter eine bessere Aufnahme der Informationen zu gestatten.
Doch bei all diesen Mo¨glichkeiten, bietet die ma¨chtige Bibliothek D3.js keinen Visuali-
sierungsansatz zur Darstellung der zeitlichen Vera¨nderung der Architektur anhand eines
Graphen in einer interaktiven Videosequenz.
Integration historischer Informationen
Im Gegensatz zu vielen bisherigen Vero¨ffentlichungen zum Thema Softwarevisualisie-
rung, soll in dieser Arbeit die gesamte Evolution einer Softwarearchitektur visualisiert
werden und nicht ein bestimmter Zeitpunkt. Die zeitliche Vera¨nderung der Architektur
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soll in einer Art Zeitraffer dargestellt werden.
Wa¨hrend der interaktiven Videosequenz wird durchgehend die Entwicklung der gesam-
ten Architektur im Zeitraffer dargestellt. Die Architektur wird als Graph visualisiert,
der automatisch beim U¨bergang von einem Zeitpunkt zum na¨chsten ausschließlich an
den Elementen, welche Architektura¨nderungen vorweisen, angepasst wird, wa¨hrend der
Rest des Graphs unvera¨ndert bleibt. Die durchgehend gleichbleibende Darstellung des
Graphen verhilft dem Betrachter den U¨berblick zu behalten und den Fokus auf die Ar-
chitektura¨nderungen zu legen. Doch genau darin besteht die gro¨ßte Herausforderung,
den U¨bergang von eine Zeitpunkt zum na¨chsten Zeitpunkt umzusetzen.
Um die Architektur zu einem Zeitpunkt darzustellen mu¨ssen die entsprechenden Da-
ten im Browser gerendert werden. Der Graph richtet sich entsprechend den Daten aus,
sodass Knoten nicht u¨berlappt dargestellt werden und Beziehungen sich so wenig wie
mo¨glich kreuzen. Doch wenn die Architektur zum na¨chsten Zeitpunkt dargestellt werden
soll, erha¨lt der Browser neue Daten, die neu gerendert werden. Dies bedeutet, dass sich
der Graph von einem Zeitpunkt zum na¨chsten jedes mal vollkommen anders anordnet.
Wie zum Beispiel in der Abbildung 5.7 bildlich dargestellt, wurde ein neuer Knoten E
hinzugefu¨gt und der Graph zeigt eine deutliche Vera¨nderung in seiner Anordnung. Fu¨r
den Betrachter wu¨rde in diesem Fall der Wiedererkennungseffekt und die Orientierung
innerhalb der Architekturdarstellung verloren gegangen. Insbesondere bei Graphen mit
mehr als 200 Knoten erha¨lt der Benutzer keinen U¨berblick mehr, wenn sich der Graph
bei jeder Vera¨nderung neu anordnet. Das ha¨tte zur Folge, dass der Betrachter sich bei
jeder Darstellung eines Zeitpunktes neu orientieren mu¨sste und wesentliche Informatio-
nen zur Architektura¨nderungen nicht mehr auf den ersten Blick ersichtlich wa¨ren.
Es ist deshalb essentiell, dass die unvera¨nderten Elemente des Graphen von einem Zeit-
punkt zum na¨chsten ihre Position beibehalten. Wie in Abbildung 5.8 zu sehen ist, soll
sich der Graph nicht vollkommen neu anordnen, wie in Abbildung 5.7, sondern lediglich
an die neuen Daten anpassen. Daher wurde versucht ausschließlich die Differenz zwi-
schen den beiden Zeitpunkten an der Browser zu u¨bergeben und nicht die komplette
Architektur. Doch auch dieser Ansatz konnte das Problem nicht beheben.
Ein weiterer Lo¨sungsansatz ist jedem Knoten eine Position zu u¨bergeben, die so lange
unvera¨ndert bleibt, wie keine Architektura¨nderung vorliegt. Doch wenn neue Knoten
zum Graphen hinzukommen, wu¨rde sich der Graph beim Zuweisen von Positionen nicht
mehr automatisch ausrichten. Alle Positionen mu¨ssten manuell angepasst werden, um
entsprechend Platz fu¨r neue Knoten zu schaffen. Der Graph vera¨ndert kontinuierlich
seine Form und Gro¨ße im Laufe der Zeit, Knoten entstehen und verschwinden, neue
Verbindungen werden hergestellt und wieder gebrochen. Das manuelle anpassen und
ausrichten der Knoten und Verbindungen, fu¨r einen reibungslosen U¨bergang von einem
Zeitpunkt zum na¨chsten, ist im Rahmen dieser Arbeit nicht umsetzbar. Daher wurde
zur Umsetzung der Visualisierung das Toolkit KeyLines verwendet.
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Abbildung 5.7: Ausgewa¨hlte Darstellungsart fu¨r Bundles
Abbildung 5.8: Ausgewa¨hlte Darstellungsart fu¨r Bundles
5.3.3 KeyLines
KeyLines ist das erste Visualisierungs-Toolkit fu¨r dynamische Graphen. Mit Hilfe der
JavaScript-SDK ko¨nnen individuelle Visualisieurungsanwendungen fu¨r Graphen erstellt
werden.
Schnittstelle zwischen Neo4j und Visualisierung
Die Visualisierung la¨uft vollsta¨ndig im Webbrowser ab und die Architektur der Anwen-
dung ist an den Model-View-Controller-Ansatz angelehnt. Das bedeutet, zu Beginn wird
eine Verbindung zwischen der Graphdatenbank Neo4j und der Anwendung hergestellt,
sowie eine Neo4j-Instanz eingerichtet. URL, Benutzername und Passwort der Graphda-
tenbank mu¨ssen angegeben werden, um spa¨ter mit der REST-Schnittstelle interagieren
zu ko¨nnen, siehe Abbildung 5.9.
Daten werden von Neo4j mit der Funktion
”
sendQuery“ abgefragt, welche eine AJAX-
Cypher-Query abschickt, siehe Kapitel 2.7.1. Anschließend folgt mit der Callback-Funktion
die Antwort. Da die Graphdatenbank ein Array zuru¨ckgibt, in dem jedes Element selbst
ein Array ist, muss dieses in ein JSON-Format geparst werden.
In der Beispieldatei 5.2 ist die Funktion
”
makeNode“ abgebildet, mit Hilfe dieser Funkti-
on werden alle Informationen eines Knotens in das JSON-Format geparst, das A¨quivalent
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Abbildung 5.9: Darstellung der Architektur [8]
dazu ist die Funktion
”
makeLinks“. Nachdem die Daten peparst und in die Anwendung
geladen wurden, wird der Graph in der Visualisierung dargestellt.
Listing 5.2: Funktion makeNode
var makeNode = function (neoItem) {
var label = neoItem.label;
var isBundle = label === "BundleImpl";
return {
type: ’node’, // tells this object is a node
c: isBundle ? "#1f77b4" : "#F54444", // Colour of the node
e: isBundle ? 2 : 1, // Size of the node
id: neoItem.id,
dt: [neoItem.properties.timestamp], // Info for the timebar
t: neoItem.id
};
};
Detailebenen
Da die Darstellung der Architektur gerade bei großen und langlebigen Softwareprojek-
ten zu einem Zeitpunkt mehrere tausend Knoten und Kanten enthalten kann, ist es von
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Vorteil die Visualisierung in mehrere Detailebenen zu unterteilen. Die Darstellung der
gesamten Architektur innerhalb eines Bildes, ha¨tte fu¨r den Betrachter keinen Mehrwert.
Die große Anzahl an Knoten und Kanten ist nicht u¨bersichtlich auf einem Blick darstell-
bar. Der Betrachter kann somit keine Informationen mehr aus der Visualisierung ziehen,
siehe Abbildung 5.10.
Abbildung 5.10: Darstellung der gesamten Architektur
Daher wurde die Visualisierung in folgende drei Sichten unterteilt:
1. Bundle-Graph
2. Service-Graph
3. Package- und Klassen-Graph
Die zentrale Ansicht der Visualisierung ist der Bundle-Graph, der einen ersten U¨berblick
u¨ber alle Bundles darstellt, welche in einem Zeitraffer visualisiert werden, siehe Abbil-
dung 5.11.
Somit erha¨lt der Betrachter eine erste U¨bersicht u¨ber die Architektur auf ho¨chster Kom-
ponentenebene und kann sich den eigenen Interessen entsprechend durch selektieren eines
bestimmten Bundles dessen Aufbau anzeigen lassen. Besonders fu¨r Entwickler ist diese
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Funktion von Interesse, da diese nicht immer eine U¨bersicht u¨ber die gesamte Architektur
erhalten wollen. Entwickler sind in großen und komplexen Systemen fu¨r eine bestimmte
Menge an Modulen verantwortlich die sie ausschließlich visualisieren wollen. Durch die
beschriebene Funktion ist es ihnen mo¨glich sich eine konzentrierte Ansicht der fu¨r sie
relevanten Komponenten sowie deren Aufbau zu generieren.
Daru¨ber hinaus hat der Betrachter die Mo¨glichkeit zwischen den beiden weiteren Sichten
zu wechseln, dem Service-Graph und dem Package- und Klassen-Graph, welche eben-
falls als Zeitraffer dargestellt werden, siehe in Abbildung 5.12 das Beispiel eines solchen
Service-Graphen.
Abbildung 5.11: Darstellung des Bundle-Graphen
Im Vordergrund der Visualisierung steht, dass der Betrachter sich vollkommen ei-
gensta¨ndig die fu¨r ihn relevanten Sichten zusammenstellen kann. Mithilfe der interak-
tiven Visualisierung ko¨nnen auch eigene Detailebenen gewa¨hlt werden. Auf der einen
Seite durch Mausklick auf eine Komponente, wie oben beschrieben, auf der anderen
Seite durch die Query-Funktion, siehe Abbildung 5.13. Dadurch hat der Betrachter die
Mo¨glichkeit durch eigene Queries die Darstellung der Architektur vollkommen individu-
ell auf seine Bedu¨rfnisse anzupassen.
Interaktionsmo¨glichkeiten
Da in dieser Arbeit der Multi-View-Ansatz verfolgt wird, ist es wichtig eine intuitive
Navigation zwischen den verschiedenen Sichten zu ermo¨glichen.
Die Knoten ordnen sich durch das Auto-Layouting automatisch an, ko¨nnen jedoch auch
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Abbildung 5.12: Darstellung des Service-Graphen
Abbildung 5.13: Darstellung der Query-Funktion
mit der Maus vom Benutzer verschoben werden. Des Weiteren ko¨nnen durch die Zoom-
leiste, siehe Abbildung 5.14, Ausschnitte des Graphen vergro¨ßert, verkleinert oder ver-
schoben werden. Somit kann der Betrachter in einem Standbild das Layout dahingehend
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manipulieren, um bestimmte Aspekte besser betrachten zu ko¨nnen.
Abbildung 5.14: Darstellung der Zoomleiste in der Visualisierung
Um den Verlauf des Graphen in einen zeitlichen Kontext zu setzen und in einem
Zeitraffer abspielen zu lassen, bietet KeyLines die Komponente Timebar, siehe Abbil-
dung 5.15. Die Zeitleiste am unteren Rand ist vollsta¨ndig in die Visualisierung integriert.
Neo4j hat standardma¨ßig kein Datumsformat als Eigenschaft eines Knotens. Daher wur-
de jedem Knoten zusa¨tzlich die Eigenschaft
”
timestamp“ hinzugefu¨gt, in der das Da-
tum des jeweiligen Commits als UNIX-Zeitstempel gespeichert wird. Die Zuordnung des
Zeitstempels zum Knoten oder zu der Beziehung ist fu¨r die Umsetzung der Zeitleiste
nicht von Interesse. In dieser Arbeit wurde die Property timestamp jeder Node-Entity-
Klasse, siehe Kapitel 5.1.3, hinzugefu¨gt. Zusa¨tzlich bietet die Eigenschaft timestamp die
Mo¨glichkeit Informationen nach dem Datum zu filtern.
Wie anhand der Abbildung 5.15 zu sehen ist, bietet die Zeitleiste noch zusa¨tzliche Steu-
erelemente. Somit ist nicht nur das Abspielen des Zeitraffers mo¨glich. Somit ist nicht
nur ein Abspielen des Zeitraffers mo¨glich, auch anhalten, zuru¨ck- und vorspulen.
Zusammengefasst la¨sst sich mithilfe mehrerer Interaktionsmo¨glichkeiten innerhalb Key-
Lines der zeitliche Verlauf der gesamten Architektur so manipulieren, dass dem Be-
trachter Informationen zuga¨nglich gemacht werden, welche ansonsten verborgen bleiben
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wu¨rden.
Abbildung 5.15: Darstellung der Zeitleiste
5.3.4 Mo¨gliche Erweiterungen
Wie zuvor schon erwa¨hnt, beschra¨nkt sich die Umsetzung der Visualisierung hauptsa¨chlich
auf die Implementierung des Zeitraffers. Daher sind Erweiterungen wie sie in dem Kon-
zept, siehe Kapitel 4.3.1, beschrieben wurden mo¨glich.
Des Weiteren ist es sinnvoll dem Betrachter die Mo¨glichkeit zu geben aus einer Liste von
vorgegebene Metriken auszuwa¨hlen und sich diese in der Visualisierung hervorheben zu
lassen oder vollkommen losgelo¨st vom Rest der Visualisierung in einem extra Fenster
anzeigen zu lassen.
Zusa¨tzlich ko¨nnte die Visualisierung dahingehend erweitert werden, dass durch das Se-
lektieren einer Komponente deren Spezifikation oder Source Code in einem separaten
Fenster angezeigt wird. Inwiefern dieses Feature fu¨r Entwickler von Interesse ist, mu¨sst
jedoch erst noch gepru¨ft werden.
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In diesem Kapitel soll die Evaluation des Analyseteils der Arbeit und der Visualisierung
vorgestellt werden. Als Anwendungsbeispiel soll das Remote Component Environment
dienen, eine Software des Deutschen Zentrum fu¨r Luft- und Raumfahrt (DLR).
Eine Gegenu¨berstellung des Analyseverfahrens ohne Filterung architekturrelevanter A¨nderungen
und mit der Filterung von Architektura¨nderungen soll aufzeigen, welchen Vorteil eine
Selektierung der Daten bietet.
Im zweiten Teil sollen ausgewa¨hlte User Stories mit der Visualisierung umgesetzt werden,
was als Grundlage fu¨r die Evaluierung dienen soll.
6.1 Remote Component Environment
Remote Component Environment (kurz RCE) ist eine Open-Source-Software, mit der
komplexe Berechnungs- und Simulationsworkflows erstellt werden ko¨nnen [41].
Ein Workflow besteht dabei aus mehreren miteinander verbundenen Komponenten, siehe
Abbildung 6.1. Dabei kann es sich um ein Simulationstool, ein Werkzeug fu¨r den Daten-
zugriff oder ein benutzerdefiniertes Skript handeln. Die Verbindung der Komponenten
definiert den Datenfluss zwischen ihnen. Die Software stellt vordefinierte Komponenten,
welche ha¨ufig beno¨tigte Funktionen anbieten, zur Verfu¨gung. Der Benutzer kann jedoch
auch eigene Komponenten entwickeln und somit eigene Tools in ein Workflow integrie-
ren. Bei RCE handelt es sich zudem um eine verteilte Anwendung, weshalb es mo¨glich
ist, die Komponenten lokal oder auf Remote-Instanzen von RCE auszufu¨hren [13].
RCE ist ein ma¨chtiges Werkzeug, welches in vielen Bereichen, wie zum Beispiel bei
der Entwicklung von Flugzeugen oder bei der Optimierung des Wa¨rmemanagements
von Raumgleitern, Verwendung findet. Das Projekt wird seit 10 Jahren kontinuierlich
(weiter-)entwickelt und gewartet, Wa¨hrend der Entstehung dieser Arbeit sind fu¨nf Voll-
zeitmitarbeiter fu¨r das Projekt zusta¨ndig. Die Software besteht aus u¨ber 2000 Quellcode-
Dateien und Modulen. Das Repository der aktuellsten Version 8.2.0 umfasst 5588 Da-
teien in 3292 Ordnern.
RCE ist eine in Java implementierte Software, welche auf dem OSGi-Framework ba-
siert. Zudem nutzt RCE die Eclipse Rich Client Platform, welche zur Entwicklung von
Desktop Anwendungen angewendet wird [16].
Bei RCE handelt es sich um ein a¨ußerst umfangreiches und langlebiges Softwaresystem,
weshalb die Analyse und Visualisierung der Evolution der Architektur des Systems von
außerordentlichem Interesse ist.
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Abbildung 6.1: Screenshot einer RCE-Instanz (Workflow zur Optimierung des Thermal
Management Systems eines SpaceLiners) [12]
6.2 Modellerstellung
Vor der eigentlichen Visualisierung muss die gesamte Architekturhistorie von RCE ex-
trahiert und die wesentlichen Informationen in der Graphdatenbank gespeichert werden.
Dieser Vorgang wurde auf einem Computer mit einem Intel i7-Prozessor aus dem Jahr
2009 mit 2,80GHz Grundtaktfrequenz ausgefu¨hrt.
Dabei war zu beobachten, dass das Speichern der gesamten Architektur fu¨r jeden Com-
mit aus dem Repository sehr zeitaufwendig ist. Ungefa¨hr 90% der Zeit wird fu¨r die
Speicherung der Architektur in der Graphdatenbank beno¨tigt, wobei die Analyse nur
circa 2% beanspruchte, siehe Tabelle 6.1. Die restliche Zeit wird fu¨r das Herunterladen
des Repository beno¨tigt.
Um diesen Vorgang effektiver und zeitsparender zu gestalten, wurde in dieser Arbeit
nicht die gesamte Architektur sondern ausschließlich die A¨nderungen der Softwarear-
chitektur gespeichert, siehe Kapitel 5.2. Wie anhand der Tabelle 6.2 zu sehen ist, fu¨hrt
dieses Vorgehen tatsa¨chlich zu einer Zeitersparnis, wenn ausschließlich die Differenzen
von einem Commit zum na¨chsten gespeichert werden. Nur beim ersten Commit ist keine
Zeiteinsparung zu erkennen, da an dieser Stelle intitial die gesamte Architektur abge-
speichert wird und noch keine Architektura¨nderungen, wie sie in Kapitel 5.2 definiert
wurden, vorliegen.
Es la¨sst sich festhalten, dass die Beschra¨nkung der Daten auf die wesentlichen Infor-
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Anzahl der
Commits
Anzahl der
Bundles
Gesamt in
min
Analyse in
%
Speicherung
in %
1 213 38:25 2,63 86,84
2 426 75:38 1,33 94,67
3 639 103:21 1,94 92,23
5 1.065 172:43 1,74 95,35
Tabelle 6.1: Zeiten fu¨r die Speicherung der gesamten Architektur fu¨r jeden Commit
Anzahl der
Commits
Anzahl der
Bundles
Gesamt in
min
Analyse in
%
Speicherung
in %
1 213 40:15 2,51 87,57
2 426 48:02 2,33 86,79
3 639 61:23 2,72 85,64
Tabelle 6.2: Zeiten fu¨r die Speicherung der Architektura¨nderungen
mationen von Nutzen ist. Wie die Zahlen besta¨tigen, bringt das Identifizieren von Ar-
chitektura¨nderungen und ausschließlich deren Speicherung eine erhebliche Zeitersparnis.
6.3 Evaluation der Visualisierung
Im folgenden Kapitel wird die Visualisierung am Beispiel von RCE und fu¨r jede der
folgenden User Stories evaluiert:
1. Der Betrachter erha¨lt eine U¨bersicht u¨ber die zeitliche Vera¨nderung der Architek-
tur.
2. Neue Entwickler erhalten einen U¨berblick u¨ber die gesamte Architektur.
U¨bersicht u¨ber die zeitliche Vera¨nderung
In diesem Anwendungsfall wird davon ausgegangen, dass sich die Architektur eines Soft-
wareprojektes im Laufe der Zeit an vera¨ndernde Anforderungen anpassen muss. Des
Weiteren wird davon ausgegangen, dass Entwickler wa¨hrend der Projektphase bewusst
oder unbewusst falsche oder suboptimale Entscheidungen treffen, die nicht mehr der,
zu Beginn des Projektes festgelegten, Strukturvorgaben entsprechen. Weshalb im Lau-
fe eines Entwicklungsprojektes die Ist-Architektur von der Soll-Architektur abweicht
und somit keine U¨bereinstimmung mehr zwischen diesen beiden vorhanden ist. Oftmals
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liegt es an den technischen Schulden die u¨ber die Zeit hinweg entstanden sind. Daher
soll die Visualisierung dazu beitragen, dass Entwickler oder Softwarearchitekten eine
U¨bersicht u¨ber die zeitliche Vera¨nderung einer Architektur erhalten, um somit die bis-
her angeha¨uften technischen Schulden zu identifizieren und der weiteren Erosion der
Architektur gezielt entgegenwirken zu ko¨nnen, siehe Abbildung 6.2.
Abbildung 6.2: Use Case - U¨bersicht u¨ber die zeitliche Vera¨nderung erhalten
Die Visualisierung der zeitlichen Vera¨nderung der Architektur als Zeitraffer ermo¨glicht
dem Betrachter eine große Menge an Daten visuell aufzunehmen und dadurch mit einem
geringen Aufwand einen U¨berblick vom Entwicklungsverlauf einer Softwarearchitektur
zu erhalten. Um konkret einzelne A¨nderungen in der Darstellung zu identifizieren, wer-
den hinzugefu¨gte Komponenten automatisch in den Graphen eingegliedert und die im
bisherigen Entwicklungsverlauf gelo¨schten Komponenten transparenter abgebildet. Die-
se Darstellung bietet den Vorteil, dass auf einem Blick fu¨r den Benutzer erkennbar ist
welche Komponenten von einem Zeitpunkt zum anderen Zeitpunkt hinzugekommen oder
nicht mehr vorhanden sind. Wenn der Knoten dagegen vollkommen aus der Visualisie-
rung verschwinden wu¨rde, wa¨re dem Betrachter bei der großen Anzahl an Knoten nicht
bewusst, dass die entsprechenden Komponenten aus der Architektur gelo¨scht wurden.
Um die Interaktion zwischen Nutzer und Visualisierung nicht auf eine Betrachtung zu be-
schra¨nken, wurden zusa¨tzliche Interaktionsmo¨glichkeiten integriert, welche es gestatten
aktiv in die abgebildete graphische Oberfla¨che einzugreifen. Dabei wurde eine spezielle
Timebar zu Kontrolle der zeitlichen Dimension direkt in die Visualisierung integriert,
um so durch eine intuitive Bedienung auf ausgewa¨hlte Stellen der gesamten Historie
zugreifen zu ko¨nnen.
U¨berblick u¨ber die gesamte Architektur
Wenn ein neuer Entwickler nachtra¨glich in ein laufendes Softwareprojekt einsteigt, beno¨tigt
dieser einen ersten U¨berblick u¨ber die Software. Da das menschliche Gehirn nicht tausen-
de Zeilen von Quellcode u¨berblicken kann, soll die Visualisierung einen ersten U¨berblick
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verschaffen, siehe Abbildung 6.3.
Abbildung 6.3: Use Case - U¨berblick u¨ber die gesamte Architektur bekommen
Im ersten Schritt ist es sinnvoll ein Gefu¨hl fu¨r die Gro¨ße des Projektes zu vermitteln.
Der Bundle-Graph welcher unmittelbar nach dem Start der Visualisierung dargestellt
wird, vermittelt schnell einen ersten Eindruck von der Anzahl der Komponenten. Um
einen ersten Einstieg in die Software zu erhalten, ko¨nnen die zentralen Module als Orien-
tierung dienen. Durch das Einblenden der gerichteten Beziehungen la¨sst sich feststellen,
wie viele eingehende Abha¨ngigkeiten ein Bundle besitzt. Die zentralen Bundle, welche
ha¨ufig benutzt werden, sind in dem Anwendungsbeispiel von RCE Core Communication,
Core Component und Core Workflow. Diese Feststellung ko¨nnte durch das darstellen der
Gro¨ße der einzelnen Komponenten noch weiter untermauert werden. Daher ist es sinnvoll
die Gro¨ße der Knoten der Gro¨ße der Komponenten in der Visualisierung anzupassen.
Daru¨ber hinaus werden durch das Layout die Bundles mit den meisten Abha¨ngigkeiten
eher in der Mitte der Visualisierung platziert. Da es jedoch Ausnahmen gibt, sollte dieser
Annahme nicht zu viel Gewicht beigemessen werden.
Da neben den Bundles die Services ein weiteres zentrales Konzept von OSGi darstellen,
ist eine Betrachtung dieser ebenfalls fu¨r den Einstieg relevant. Wie im Konzept, siehe
Kapitel 4.3.1, bereits vorgestellt, sollen die Services u¨ber die Farbe den entsprechenden
Bundles zugeordnet werden. Allerdings verursacht die Große Anzahl an Bundles zu viele
verschiedene Farben, um auf den ersten Blick eine Unterscheidung treffen zu ko¨nnen.
Daher ist eine Orientierung innerhalb des Service-Graph schwer. Der Service-Graph kann
dem Betrachter insofern als Unterstu¨tzung dienen, indem zuvor nur eine begrenzte An-
zahl an Bundles selektiert wird.
Doch neben den einzelnen Sichten ist auch als U¨berblick fu¨r neue Entwickler die zeitliche
Komponente von Interesse. Denn es ist von großer Wichtigkeit die gesamte Evolution
zu betrachten und nicht nur einen aktuellen Schnappschuss, um in der Lage zu sein,
komplexe Systeme zu verstehen.
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Als Ergebnis der Evaluation la¨sst sich festhalten, dass die Visualisierung der zeitlichen
Vera¨nderung einer Architektur als Zeitraffer von Nutzen sein kann. Die hier dargestellte
Visualisierung soll ausschließlich als Prototyp dienen und ist in einigen Aspekten noch
ausbaufa¨hig. Doch die Darstellung der gesamten Evolution hat eine viel gro¨ßere Aussage-
kraft u¨ber ein Softwareprojekt wie die Visualisierung einer einzelnen Momentaufnahme.
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Im folgenden Kapitel werden die Ergebnisse dieser Arbeit zusammengefasst und an-
schließend ein Ausblick auf mo¨gliche Verbesserungen und auf diese Arbeit aufbauende
Erweiterungen gegeben.
7.1 Zusammenfassung
Die Visualisierung der zeitlichen Vera¨nderung von Architekturen kann dazu beitragen
ein Versta¨ndnis des Softwareprojektes zu vermitteln und bietet durch die Darstellung des
bisherigen Entwicklungsprozesses die Mo¨glichkeit, Schlussfolgerungen aus diesem ziehen
zu ko¨nnen. Jedoch gibt es bisher fu¨r die Darstellung der Evolution einer Softwarearchi-
tektur noch keine praxistauglichen Visualisierungsanwendungen. Daher wurde in dieser
Arbeit ein Visualisierungsansatz fu¨r die zeitliche Vera¨nderung einer OSGi-Software kon-
zipiert und beispielhaft implementiert.
Eine Java-Anwendung lieferte die dafu¨r beno¨tigten Daten, indem die Architekturinfor-
mationen u¨ber den gesamten Entwicklungszeitraum aus einem Git-Repository extrahiert
und in ein Modell transformiert wurden. Um sowohl den Speichervorgang des Models in
eine Graphdatenbank als auch die Visualisierung so effizient wie mo¨glich zu gestalten,
wurde das Java-Programm um weitere Funktionen erweitert. Das Modell wurde auf die
wesentlichen Komponenten beschra¨nkt, somit der Speichervorgang wesentlich Zeitspa-
render gestaltet und die Datenmenge der Graphdatenbank verringert.
Aufbauend auf dem Stand der Technik im Bereich der Softwarevisualisierung wurden
Sichten konzipiert. Als visuelle Metapher wurden Graphen eingesetzt, um das Modell
grafisch abzubilden. Zur Darstellung des zeitlichen Verlaufs der Architektur werden die
einzelnen Models in einem Zeitraffer abgespielt. Interaktionsmethoden, wie die Selektion
oder Navigation, bieten dem Benutzer die Mo¨glichkeit spezifischere Informationen u¨ber
einzelne Komponenten und Beziehungen der Software zu erhalten.
Sowohl die Beschra¨nkung der Modelle auf die wesentlichen Komponenten als auch die
Visualisierung wurden an dem Beispiel der OSGi-Anwendung RCE vom Deutschen Zen-
trum fu¨r Luft- und Raumfahrt evaluiert. Trotz der Umsetzung bietet diese Arbeit wei-
terhin Potential fu¨r Verbesserungen und Erweiterungen.
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7.2 Ausblick
An dieser Stelle soll ein Ausblick gegeben werden, welche als Basis fu¨r eine Weiterent-
wicklung des Systems dienen kann.
Der Schwerpunkt dieser Arbeit liegt auf der Visualisierung der zeitlichen Vera¨nderung
von Softwarearchitekturen. Diese sollte unter anderem eine unterstu¨tzende Funktion ein-
nehmen um Schwachstellen und Metriken ausfindig zu machen. Bisher ko¨nnen Metriken
durch eigene Query-Abfragen visualisiert werden. Daru¨ber hinaus wa¨re es besonders fu¨r
unerfahrene Benutzer von Vorteil, wenn diese die Mo¨glichkeiten bekommen aus einer
Liste mit vorgegebenen Metriken zu wa¨hlen und die ausgewa¨hlte Metrik in der Visuali-
sierung hervorzuheben oder in einem separaten Fenster anzeigen zu lassen.
Doch nicht nur Metriken wie Koha¨sion, Kopplung oder die Gro¨ße ko¨nnen fu¨r den Be-
trachter von Interesse sein. Auch der Name des Entwicklers, der die entsprechende
A¨nderung committet hat, kann in die Visualisierung integriert werden. Da die Informa-
tion in der Datenbank bereits vorhanden ist, muss im na¨chsten Schritt eine geschickte
visuelle Metapher gefunden werden, mit der die Information zusa¨tzlich in die Visualisie-
rung integriert werden kann. Damit ko¨nnte eine Aussage u¨ber die Aufgabenverteilung
getroffen werden, ob die Verantwortlichkeiten im Entwicklungsteam gut verteilt sind
oder vorrangig bei einer kleinen Menge an Teammitgliedern liegen.
Durch die Visualisierung der Historie als Zeitraffer kann beobachtet werden, wie die
Architektur kontinuierlich wa¨chst und an Komplexita¨t zunimmt. Doch daru¨ber hinaus
kann diese Information erweitert werden, indem die einzelnen Releases in der Datenbank
gespeichert und in der Timebar farblich hervorgehoben werden. Das kann neben dem
Wachstum Aufschluss u¨ber die Produktivita¨t oder Stagnation des Projektes geben.
Wie anhand der mo¨glichen Erweiterungen schon angedeutet, ist das Erkennen einer Soft-
warearchitektura¨nderung nur ein Indikator. Fu¨r die weitere Ursachenforschung mu¨ssen
weitere Quellen und Informationen herangezogen und in der Datenbank und Visualisie-
rung integriert werden.
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