Abstract. Krein -de Branges spectral theory establishes a correspondence between the class of differential operators called canonical Hamiltonian systems and measures on the real line with finite Poisson integral. We further develop this area by giving a description of canonical Hamiltonian systems whose spectral measures have logarithmic integral converging over the real line. This result can be viewed as a spectral version of the classical Szegő theorem in the theory of polynomials orthogonal on the unit circle. It extends Krein-Wiener completeness theorem, a key fact in the prediction of stationary Gaussian processes.
Introduction
In this paper, we look at the spectral theory of de Branges' canonical system, which is defined by the system of differential equations of the form The 2ˆ2 matrix-function H on R`" r0,`8q is called the Hamiltonian of canonical system (1.1). We will always assume that H satisfies the following conditions:
paq Hptq 0 and trace Hptq ą 0 for Lebesgue almost every t P R`, pbq the entries of H are real measurable functions absolutely integrable on compact subsets of R`.
In 1960's, L. de Branges developed his theory of Hilbert spaces of entire functions (see [12] and [33, 34] for recent exposition). One result of this monumental work is the theorem that establishes a bijection between Hamiltonians H in (1.1) and nonconstant analytic functions in C`" tz P C : Im z ą 0u with nonnegative imaginary part. Every such function is generated by a nonnegative measure on the real line.
In this paper, we make a further step in de Branges' theory by identifying Hamiltonians that correspond to measures in the Szegő class, i.e., the measures whose logarithmic integral converges over R.
To formulate the main results of the paper, we need some definitions. A Hamiltonian H on R`is called singular if ż`8 0 trace Hptq dt "`8.
Two Hamiltonians H 1 , H 2 on R`are called equivalent if there exists an increasing absolutely continuous function η defined on R`such that ηp0q " 0, lim tÑ`8 ηptq "`8, and H 2 ptq " η 1 ptqH 1 pηptqq for Lebesgue almost every t P R`. Clearly, ηptq rescales the variable t. We say that Hamiltonian H is trivial if there is a non-negative matrix A with rank A " 1, such that H is equivalent to A, i.e., Hptq " η 1 ptqA for a.e. t P R`, where η is an increasing absolutely continuous function on R`, which satisfies ηp0q " 0 and lim tÑ`8 ηptq "`8. If Hamiltonian is not trivial, it is called nontrivial.
Recall that function m belongs to the Herglotz-Nevanlinna class NpC`q if it is analytic in C`and Im mpzq 0 for z P C`. It is well-known [18] , that m P NpC`q if and only if it admits the following representation mpzq " 1 π ż Rˆ1 x´z´x x 2`1˙d µpxq`bz`a, z P C`,
where b 0, a P R, and µ is a Radon measure on R, which satisfies ż R dµ 1`x 2 ă 8.
(
1.3)
We call measures on R satisfying (1.3) Poisson-finite. The class NpC`q appears naturally in the theory of canonical Hamiltonian systems. Let H be a nontrivial and singular Hamiltonian. Given condition pbq on H, there exists unique matrix-valued function M that solves (1.1). Denote by Θ˘, Φ˘its entries so that M pt, zq " pΘpt, zq, Φpt, zqq "ˆΘ`p t, zq Φ`pt, zq Θ´pt, zq Φ´pt, zq˙.
(1.4)
Fix a parameter ω P R Y t8u. The Titchmarsh-Weyl function of H is defined by
ωΦ`pt, zq`Φ´pt, zq ωΘ`pt, zq`Θ´pt, zq , z P C`, (1.5) where the fraction 8c1`c2 8c3`c4 for non-zero numbers c 1 , c 3 is interpreted as c 1 {c 3 . In Weyl's theory for canonical systems (see [19] or Section 8 in [34] ), it is shown that the expression under the limit in (1.5) is well-defined for large t ą 0 (i.e., the denominator is non-zero) for every given singular nontrivial Hamiltonian H. Moreover, the limit mpzq exists, does not depend on ω, m is analytic in z P C`and has non-negative imaginary part, i.e., m P NpC`q. In particular, m admits representation (1.2). The measure µ in (1.2) is called the spectral measure for the Hamiltonian H. It is easy to check that equivalent Hamiltonians have equal Titchmarsh-Weyl functions, see [39] . Now we can formulate the result of de Branges that establishes a bijection between Hamiltonians and Herglotz-Nevanlinna functions. See [12] , [34] , [38] and also [21] for its proofs. Theorem 1.1. (de Branges) For every nonconstant function m P NpC`q, there exists a singular nontrivial Hamiltonian H on R`such that m is the Titchmarsh-Weyl function (1.5) for H. Moreover, any two singular nontrivial Hamiltonians H 1 , H 2 on R`generated by m are equivalent.
For trivial Hamiltonians, function m is a real constant. Indeed, in that case, one can solve (1.1) explicitly and this calculation shows that mpzq " const P R Y 8. For example, H " p 1 0 0 0 q gives Θ`" 1, Θ´"´zt, Φ`" 0, Φ´" 1, (1.6) so m " 0. Similarly, if H " p 0 0 0 1 q, then Θ`" 1, Θ´" 0, Φ`" zt, Φ´" 0 and we let m " 8. Given a Poisson-finite measure µ on R, we will denote by w the density of µ with respect to the Lebesgue measure dx on R, and by µ s the singular part of µ, so that µ " w dx`µ s . In this paper, our aim is to characterize singular nontrivial Hamiltonians whose spectral measures have finite logarithmic integral, i.e., the integral ż R log wpxq 1`x 2 dx converges. The trivial bound log w w shows that logarithmic integral of a Poisson-finite measure can diverge only to´8. It will be convenient to call the set of all measures with finite logarithmic integral the Szegő class SzpRq, i.e.,
SzpRq "
! µ :
) .
If m P NpC`q and measure µ in (1.2) is in Szegő class, we can define
( Since the entries of H are locally integrable functions, the function t Þ Ñ a det Hptq is also locally integrable on R`and tη n u make sense. It is not difficult to check (see Lemma 10.8 second example, we have K m " L and r KpHq " L, where L is again arbitrarily large parameter. Thus, the left bound in (1.9) can not be improved.
The problem of controlling the entropy of the spectral measure for various differential operators has a long history and dates back at least to M. Krein's work [26] published in 1955. Quite recently, a large number of results that relate coefficients in differential or difference operators and spectral data were obtained (see, e.g., [4] , [9] , [13] , [15] , [23] , [24] , [28] , [31] , [36] , and a book [35] ). Many of them can be considered as analogs of Szegő theorem from the theory of polynomials orthogonal on the unit circle. Our main theorem provides, perhaps, the most natural and far-reaching extension of this classical result. The following less general and a bit weaker version of Theorem 1.2 has been proved in [11] . A characterization of Krein strings for which the spectral measure has finite logarithmic integral has been given in [11] as well. That was an immediate corollary of Theorem 1.3. Some proofs in [11] relied on the fact that diagonal matrices (arising from diagonal Hamiltonians) commute, which forces us to find a different argument for the proof of Theorem 1.2 in full generality. We also want to emphasize here that the method used in our proof does not involve any "sum rules", which often times is the basis for other proofs found in the literature. We outline the main steps of the proof in Section 3.
The Szegő class proved to be important in mathematical physics, in particular, in the scattering theory of wave propagation. For example, in [14] , strong wave operators for a one-dimensional Dirac system with a L 2 pR`q-potential were expressed in terms of the Szegő function of the spectral measure. The main result of [10] shows that regularized version of strong wave operator for a one-dimensional Dirac system exists and is complete under the single assumption that the spectral measure belongs to the Szegő class SzpRq. Using Theorem 1.2, we describe such Dirac systems below. Corollary 1.4. Let µ be the spectral measure of the Dirac operator D V on R`, defined by
with a real-valued locally summable 2ˆ2 potential V " V˚which satisfies condition trace V " 0. Then, µ P SzpRq if and only if N0 N 0 P H, where N 0 solves JN 1 0 ptq`V ptqN 0 ptq " 0, N 0 p0q " I 2ˆ2 , t P R`. One version of classical Krein-Wiener completeness theorem says that the future subspace of a Gaussian stationary process is not determined by its past subspace if and only if the spectral measure of the process belongs to the Szegő class, see, e.g., [20] . Very interesting direction for further research is to find probabilistic applications of Theorem 1.2. We mention two papers [2] , [17] related to the subject.
Here is an outline of the paper. In the second section, we give more detail about canonical systems. In the third section, we explain the main steps of the proof of the main result, Theorem 1.2. Section 4 contains some examples relevant to Theorem 1.2. It is followed by sections which contain different parts of the proof. In the Appendix, we collect auxiliary results used in the main text.
Notation.
‚ SLp2, Rq denotes the set of real 2ˆ2 matrices with unit determinant. ‚ If A is dˆd matrix, }A} stands for operator norm in
Let L 1`L2 denote the set of sums V " V 1`V2 equipped with the norm
Similar notation will be used for scalar functions. ‚ The symbol C denotes the absolute constant which can change the value from formula to formula.
If we write, e.g., Cpαq, this defines a positive function of parameter α. ‚ For two non-negative functions f 1 and f 2 , we write f 1 f 2 if there is an absolute constant C such that f 1 Cf 2 for all values of the arguments of f 1 and f 2 . We define similarly and say that f 1 " f 2 if f 1 f 2 and f 2 f 1 simultaneously. If |f 3 | f 4 , we will write f 3 " Opf 4 q. ‚ Given any interval I Ă R and f P L 1 pIq, we define
‚ Entire function E is called Hermite-Biehler function if it has no zeroes in C`and |E 7 pzq| |Epzq|, z P C`, with E 7 pzq def " Epzq. ‚ If S is a set, χ S denotes the characteristic function of S. ‚ We sometimes use symbol K H p0q instead of K m . The reader should be aware that these two quantities are identical by definition. Notation K H p0q will be explained in the next section. ‚ Z`" t0, 1, . . .u. ‚ If A is self-adjoin matrix, we denote its smallest and largest eigenvalues by λ min pAq and λ max pAq, respectively. ‚ For a ą 0, we define log`a "
so log`a 0, log´a 0, and log a " log`a´log´a.
Preliminaries on canonical Hamiltonian systems
In this section, we collect some definitions and known results that will be used later in the text. In fact, we almost literally repeat the content of Section 1 in [11] and Section 2 in [10] . See monographs [12] , [33] , [34] for the classical theory of de Branges systems.
2.1.
Two results on canonical systems. Later in the text, we will need two classical results from the spectral theory of canonical Hamiltonian systems. Given a Hamiltonian H on R`, define the function
Since 2 a det Hpsq trace Hpsq for all s 0, the function s Þ Ñ a det Hpsq is integrable on compact subsets of R`. In particular, ξ H is correctly defined and absolutely continuous function on R`. In the case when ? det H R L 1 pR`q, one can define the function
Observe that η H pnq " η n for η n in ( 
1)
where µ r " w r dx`µ r,s is the decomposition of µ r into the absolutely continuous and singular parts. In the case when µ r R SzpRq for some r 0, we set Y H prq "´8. The entropy function of H is introduced as follows h h2˘b e a singular nontrivial Hamiltonian on R`and let µ " wdx`µ s be the spectral measure of H. Assume that µ P SzpRq. Then, for every r 0 the measure µ r " w r dx`µ r,s belongs to SzpRq and
If, moreover, det H " 1 a.e. on R`, then K H , I H , and R H are absolutely continuous on R`and
Proof. For items paq and pbq, see Lemma 2.3 in [10] and its proof therein (Appendix I in [10] ). Identities pcq-peq are equivalent to formulas p39q-p41q in [10] after elementary algebraic manipulations are performed.
Remark. In the case of diagonal H, identities paq-peq can be found in Lemma 2.5 and Lemma 2.7 in [11] .
Recall that SLp2, Rq is related to fractional linear transformations that leave C`invariant, i.e.,
Given any A P SLp2, Rq, we define conjugation of H by A as follows:
The spectral measure of H A will be denoted by µ A . Next lemma proves that both r KpHq and K H are invariant under conjugation and under linear fractional transform, respectively. Lemma 2.4. Let H be a singular nontrivial Hamiltonian on R`, and let µ be its spectral measure. Then, (a) H P H if and only if H A P H, (b) µ P SzpRq if and only if µ A P SzpRq.
Moreover, r KpHq " r KpH A q and K H p0q " K HA p0q whenever these quantities are finite.
Proof.
Since det H A ptq " det Hptq for a.e. t P R`and A is t-independent, we see that H P H if and only if H A P H, and, moreover, r KpHq " r KpH A q. This proves paq. To show pbq, we first compute Titchmarsh-Weyl function for H A . Suppose M and M A are the solutions of (1.1) for the Hamiltonians H and H A , respectively. We are claiming that
Indeed, by definition of M we have JM 1 " zHM , M p0, zq " I 2ˆ2 . This implies pA˚JAqpA´1M Aq 1 " zpA˚HAqpA´1M Aq, A´1M p0, zqA " I 2ˆ2 .
To prove (2.4), we only need to notice that A˚JA " J by Lemma 10.1. For A "`a b c d˘, we have
(2.5)
Taking ω " 0 in (1.5) for H A , we get
p´cΘ`pz, tq`aΘ´pz, tqqb`p´cΦ`pz, tq`aΦ´pz, tqqd p´cΘ`pz, tq`aΘ´pz, tqqa`p´cΦ`pz, tq`aΦ´pz, tqqc
It remains to note that Im m A "
Im m |cm`a| 2 , hence
where we used Lemma 10.9 in Appendix.
The Hamiltonian dual to H is defined by conjugating with A " J, i.e., Proof. The first part of the statement follows from Lemma 2.4 by taking A " J. Formula (2.6) shows that m d "´1{m.
Remark. In (1.7), the definition of K m , we evaluate Im m at z 0 " i and the Poisson kernel inside the integral is evaluated at the same point. Changing this reference point results in the whole family of entropies indexed by parameter z 0 P C`. Clearly, if entropy at one point is finite, it is finite at any other point. In this paper, we do not study how our main result can be modified (i.e., how constants in two-sided estimates in Theorem 1.2 depend on z 0 ) but we believe this is a promising direction.
3. Main steps in the proof of Theorem 1.2
In this short section, we explain the structure of the proof of Theorem 1.2. The following special factorization of Hamiltonian lies at the core of our approach.
Definition. Suppose q, v 1 , v 2 are three non-negative parameters. Let H be a Hamiltonian which satisfies det H " 1 for a.e. t 0. We will say that H admits pq, v 1 , v 2 q -factorization if H " G˚QG for some 2ˆ2 matrix-valued functions Q, G with real entries such that
Remark. This pq, v 1 , v 2 q-factorization is not unique, in general. Since Q 0 and det Q " 1, we get trace Q 2. Note that the matrix-valued function V in this definition necessarily has real entries.
For 2ˆ2 real matrices, the condition tracepJV q " 0 is equivalent to V being symmetric. Therefore, V being symmetric and det Gp0q " 1 already imply det Gptq " 1 for all t. The factor G can be regarded as "slow" and factor Q can be regarded as the "fast" one. Indeed, elements of G are absolutely continuous and elements of Q are only locally integrable. On the other hand, Gptq can grow infinitely when t Ñ`8 although Qptq is "close to I 2ˆ2 " at infinity as follows from paq and pbq.
Remark. In the definition of Hamiltonians that admit factorization, we didn't specify Gp0q. This was done intentionally. In fact, given G, Q and H " G˚QG, we can take H G´1p0q " pGG´1p0qq˚QpGG´1p0qq.
The parameters Q, V in the factorization of H G´1p0q can be chosen the same as in that of H and K H p0q " K H G´1p0q p0q, r KpHq " r KpH G´1p0by Lemma 2.4 (and we will later prove that these quantities are in fact finite).
Definition. The class FC (shorthand for "finally constant") is the set of singular nontrivial Hamiltonians H on R`such that H " A on rℓ,`8q for some ℓ 0 and a constant positive matrix A. Parameter ℓ and matrix A might depend on H. Theorem 1.2 follows from five theorems formulated below. Their proofs are given in Sections 5-9.
2) holds for every Hamiltonian H P FC such that det H " 1 almost everywhere on R`. Then, the conclusions of Theorem 1.2 follow, i.e., paq The spectral measure µ P SzpRq of a singular nontrivial Hamiltonian H belongs to SzpRq if and only if H P H. pbq Moreover, (3.2) holds for all H P H with the same constants c 1 , c 2 , and c 3 .
Theorem 3.2. Let H be a singular nontrivial Hamiltonian which satisfies det H " 1 almost everywhere on R`, and let µ be its spectral measure. If µ P SzpRq, then H admits pq,
Theorem 3.3. Let H be a singular nontrivial Hamiltonian on R`and let µ be its spectral measure. If Assuming Theorems 3.1-3.5 are proved, we can easily finish the proof of the main result.
Proof of Theorem 1.2. By Theorem 3.1, it suffices to show that
for every Hamiltonian H with unit determinant, which belongs to class FC. Take such H. Combining Theorem 3.3 and Theorem 3.5, we see that H admits pq, v 1 , v 2 q-factorization. Moreover, we get the estimates
so K H p0q r KpHq. From Theorem 3.4 and Theorem 3.2, we get r KpHq cpq`q
Hamiltonians in class H, matrix-valued A 2 -condition, and some examples
The diagonal Hamiltonians in class H have been thoroughly studied in [11] . If we assume that
i.e., if H is diagonal and det H " 1 for a.e. t P R`, then condition H P H reads as follows:
r KpHq "
In [11] , the class of functions h 1 that satisfy this condition was denoted by A 2 pR`, ℓ 1 q in analogy to the standard Muckenhoupt A 2 condition on the weights. We recall that, given non-negative matrix-valued function W defined on R, the matrix A 2 Muckenhoupt characteristics of W is defined by (see, e.g., [37] )
where the supremum is taken over all intervals I in R. To see the connection with our condition (1.8), we need the following lemma.
Lemma 4.1. Suppose H is 2ˆ2 nonnegative matrix-valued function defined on I def " ra, bs and H satisfies det H " 1 for a.e. t P I. Then,
In particular, for every H P H that satisfies det H " 1, we have
Proof. By a change of variables, we can assume that I " r0, 1s. Let Ω " xHy 1{2 I . Since det H " 1 and H " H˚, we have
Hdt˙J " p´JqxHy I J.
Notice thatˆp´J
as can be checked directly. Then, since }A} " }A˚} for every matrix A, we can write }Ωp´JqΩJ} " }JΩJΩ} " }ΩJΩ}, because J, being the unitary matrix, preserves the norm. Notice that for all positive 2ˆ2 matrices Ω " p a1 a a a2 q, we have an identity }ΩJΩ} " det Ω, which follows from the formula
nd an observation that the last self-adjoint matrix has eigenvalues˘pa 1 a 2´a 2 q "˘det Ω.
We will call the class of weights satisfying (4.1) the matrix-valued A 2 pR`, ℓ 1 q class. The following lemma asserts that the diagonal elements of mappings in the matrix-valued class A 2 pR`, ℓ 1 q belong to the scalar class A 2 pR`, ℓ 1 q.
Lemma 4.2. Let H "`h
1 h h h2˘b elong to H and det H " 1 a.e. on R`. Then, we have
Similar bound holds for h 2 .
Proof. For every interval I, we have by Cauchy-Schwarz inequality
Recall that h 1 h 2´h 2 " 1 so h 2 " p1`h 2 qh´1 1 . Then, we can rewrite the last bound as
Taking I " rn, n`2s, subtracting 1 from both sides and summing in n finishes the proof.
If the Hamiltonian H is diagonal, the proofs of Theorems 3.4 and 3.5 are much easier since they can be reduced to the scalar case. The following lemma gives a characterization of all functions in A 2 pR`, ℓ 1 q and reveals the structure of diagonal Hamiltonians in the class H provided they have unit determinant on R`.
Lemma 4.3.
A function h on R`belongs to A 2 pR`, ℓ 1 q if and only if there exist functions q and v on R`such that paą 0 almost everywhere on R`and q`q´1´2 P L 1 pR`q, pbq v is real-valued and v P L 1 pR`q`L 2 pR`q, pcq hptq " qptq exp´ş t 0 vpτ q dτ¯, t P R`. Every diagonal H P H that satisfies det H " 1 almost everywhere on R`can be written in the form
where q and v meet conditions paq and pbq.
There is a direct proof of this lemma that uses only elementary function theory but it is fairly long. For completeness, we give a short proof which is based on Theorems 3.4 and 3.5 in Section 9.
We now provide some examples of Hamiltonians in class H. The first two of them show that Theorem 1.2 is essentially sharp.
The Titchmarsh-Weyl function can be computed using the formula (2.13) from [11] :
in which m L pzq " i, because the Titchmarsh-Weyl function of Hamiltonian I 2ˆ2 is equal to constant i.
For L Ñ 8, we can write
Example 2. Consider Dirac system
with potential V " χ r0,T s p 0 ε ε 0 q, where T is a large integer and ε is a small parameter. They will be chosen such that L def " T ε 2 Ñ 8. Define the Hamiltonian H : t Þ Ñ N˚pt, 0qN pt, 0q on R`. Then, a straightforward calculation gives
t P pT,`8q.
We have η n " n, n P Z`and
after applying Taylor expansion in small ε. To estimate entropy, we notice that H allows factorization H " G˚QG in which Q " I 2ˆ2 and G " N pt, 0q. Moreover, V is already taken in truncated form similar to (7.19) . The spectral measure µ of H is absolutely continuous and Lemma 7.5 gives µ 1 pxq " | r P2 T pxq|´2, where p r P , r P˚q solve Krein system (7.6),(7.7):
with v " εχ r0,T s . We consider z " x P r´ε, εs and r P r0, T s. Finding eigenvalues µ˘" ix˘?´x 2`ε2 and eigenvectors p έ µ`q ,p έ µ´q of matrix`0´έ ε 2ix˘, we take into account initial data to find P2 r pxq " ε`µμ`´µ´e µ´r´ε`µμ`´µ´eµ`r , P 2r pxq "´µ´p ε`µ`q εpµ`´µ´q e µ´r`µ`p ε`µ´q εpµ`´µ´q e µ`r , for r T . We have ε`µμ`´µ´e µ´T`ε`µμ´´µ`eµ`T " ε`µμ´´µ`e µ`Tˆ1´ε`µὲ`µ´epµ´´µ`qT˙.
Consider x P r ε 10 , 9ε 10 s. Then,ˇˇˇε`µμ`´µ´ˇˇˇˇ"
1,ˇˇˇˇε`µὲ`µ´ˇˇˇˇ" 1,´Repµ´T q " εT, Repµ`T q " εT.
Since εT " pε 2 T qε´1 " Lε´1 Ñ 8, this gives us
10 s. Thus, recalling notation (1.12), we get the following estimate ż 9ε 10 ε 10
for the spectral measure µ " w dx`µ s of H. We notice that lim εÑ0,T Ñ8 Hpt, ε, T q " p 1 0 0 1 q and this convergence is uniform in t P I for every fixed segment I Ď R`. Thus, lim εÑ0,T Ñ8 mpi, ε, T q " i. The trivial bound log`a a yields
and thus
On the other hand, (1.9) says that K m r KpHq so the left-hand side bound in (1.9) is sharp up to a constant.
Example 3: Hamiltonians generated by N 0 . Consider equation
from Corollary 1.4 in the case when V "`v 0 0´v˘. Then, we can find N 0 and H " N0 N 0 explicitly. These calculations give
Then, the Theorem 3.4 implies
In the case when V takes the form V " p 0 v v 0 q, the equation (4.4) can also be solved explicitly. That gives yet another class of examples of Hamiltonians in H. It was discussed in [10] in connection with scattering theory for Dirac system. Example 4: Szegő condition and indeterminate moment problem. Consider µ for which all moments ts k u, 5) are finite. The sequence ts k u defines the Hamburger moment problem (see [1] and, e.g., [5, 6, 8] , [3] , [32] for recent developments) and µ is one of its solutions. We recall that, given a sequence ts k u, k 0, the moment problem ts k u Ñ σ is called indeterminate if, firstly, there is a measure σ on the line having ts k u as its moments and, secondly, this measure is not unique. It was noticed by M. Krein, that measures µ that satisfy both µ P SzpRq and (4.5) give rise to indeterminate moment problem (see, e.g., [1] , pp. 87-88). One example of such measures is dµ " w dx, where w is the Freud weight: wpxq " e´| x| β , β ą 0, provided that β P p0, 1q (see [27] for detailed study of this case).
Every measure that satisfies (4.5) and has support different from a finite number of points gives rise to a system of polynomials orthogonal on the real line. These polynomials satisfy the three-term recurrence which defines the semi-infinite Jacobi matrix. The inclusion of Jacobi matrices to the more general class of de Branges systems is well-known [22] , [34] . In particular, it shows that measure µ P SzpRq that satisfies (4.5) gives rise to a Hamiltonian H P H for which there is an interval r0, ℓs on which rank H " 1. This interval r0, ℓs represents the Jacobi matrix and the elements of M pt, zq in (1.1) can be expressed in terms of orthogonal polynomials for t P r0, ℓq. However, even for the classical case of Freud weight wpxq " e´| x| β we are not aware of any systematic study of the corresponding Hamiltonian Hpβq on the interval rℓ, 8q. We notice that our Theorem 1.2 yields Hpβq P H for every β P p0, 1q.
The extensive literature on moment problem contains some cases for which the moments, Jacobi recurrence coefficients, and Nevanlinna matrix of the indeterminate moment problem can be explicitly found. This gives a way of constructing explicit examples of Hamiltonians H P H with known spectral measures in Szegő class. For instance, one can consider an example from [7] , Section 2.3, which is related to birth/death processes. Here, the polynomials tF n u involved satisfy recursion
which can be easily symmetrized (see formulas (2.28)-(2.32) in [7] ) to produce Jacobi matrix. In the special case when
Berg and Valent obtained the asymptotics of F n pzq for large n and this allowed them to write (Proposition 3.3.2) the associated Nevanlinna matrixˆA pzq Cpzq Bpzq Dpzqi n terms of elementary functions. According to classical theory [1] , all solutions tµu to indeterminate moment problem can be parameterized using Nevanlinna matrix in the following way:
where ϕ is arbitrary function from NpC`q. In particular, taking ϕ " i, corresponds to choosing H " I 2ˆ2 on the interval rℓ, 8q, where ℓ was mentioned above and can be computed as well. This gives rise to orthogonality measure µ i with density determined by the formula (see (2.15) and section 3.5 in [7] )
Since B and D are known, we have (see formula (3.35) in [7] )
where u " C 3 |x| 1{4 and C 1 , C 2 , p C 1 , p C 2 , C 3 are some positive constants known explicitly. Simple analysis shows that´log w i " |x| 1{4 which places µ i to SzpRq class.
5. Reduction to Hamiltonian with unit determinant. Proof of Theorem 3.1
In this section, we show that the general case in Theorem 1.2 can be reduced to the case when Hamiltonian has the unit determinant. Our considerations are based on several lemmas that use additivity of the entropy function (see assertion paq in Lemma 2.3) and its upper-semicontinuity. The same ideas were employed in [11] .
Proof. Recall the definition of class FC. By Lemma 2.2, one can assume that A " p 1 0 0 1 q. Formula (2.14) in [11] then gives
where Θ˘are the entries of the matrix in (2.2). In particular, F ℓ is a function of bounded characteristic in C`and we have µ P SzpRq, see Proposition 2.1 in [11] .
Lemma 5.3. Assume that for every Hamiltonian H P FC such that det H " 1 a.e. on R`we have
with an absolute constant c. Then, the same estimates with the same constants c 1 , c 2 hold for every H P FC.
Proof. Let H be such that Hptq " A for t P rℓ,`8q, where ℓ 0 and A is some positive matrix. For every ε ą 0, define H pεq : t Þ Ñ Hptq`εχ r0,ℓs ptqI 2ˆ2 on R`. As before, I 2ˆ2 " p 1 0 0 1 q and χ r0,ℓs denotes the characteristic function of r0, ℓs. For t ą 0, set
and let η ε " η H pεq be the inverse function to ξ ε . Since ξ ε bijectively maps R`onto R`, the function η ε is defined correctly on R`. Moreover, we have det H pεq ą 0 a.e. on R`, hence η ε is absolutely continuous on R`. Consider the Hamiltonian r H pεq : t Þ Ñ η Θε pℓ, iq " Θ˘pℓ, iq, lim
Applying (5.5) to r " ℓ, we get I H p0q " Im m 0 piq " lim εÑ0 Im m 0,ε piq " lim εÑ0 I H pεq p0q. Formula (2.15) in [11] can be rewritten (see also (58) in [10] ) as where the first estimate follows from construction and definition of r KpHq, the second inequality follows from assumption of the theorem, and the third one follows from assertion (a) of Lemma 2.3. Thus, H P H and the first estimate in (3.2) holds.
Conversely, suppose that H P H. For every integer k 0, define
Hpsq ds, if t P pη k`2 ,`8q. Indeed, r H pkq is constant on rη k`2 , 8q " rr η k`2 , 8q and H " r H pkq on r0, η k`2 s, hence the terms with indices n k`2 in formula (1.8) for r H pkq vanish, while the terms with indices n k coincide with the corresponding terms in (1.8) for the Hamiltonian H. Since r
Hpsq ds on rη k`2 , 8q, we have ż r
Hpsq ds, where we used r η k`3´r η k`2 1. To obtain the last bound, we recalled (5.8) which gives where the first inequality follows from Lemma 5.1. The theorem is proved.
Szegő condition implies factorization. Proof of Theorem 3.2
In this section we prove Theorem 3.2.
Lemma 6.1. The following estimates are true
Proof. We will prove the third one, the other bounds can be obtained similarly. Notice that (6.3) is equivalent to showing that
for x P r1, 2s. We check that p 1 p1q " pp1q " pp2q " 0 so factoring gives p " p2x´1qpx´1q 2 px´2q and we get the needed estimate.
Proof of Theorem 3.2. Recall I H , R H , K H , the functions in r, which were introduced in (2.1) and (2.2). Let H "`h 1 h h h2˘a nd det H " 1. Consider
Now, we can use calculations done in the proof of Lemma 4.3 in [10] , to conclude the following:
‚ From the last line in (44), [10] and Lemma 10.1, we get H " G˚QG. ‚ From the third line in (44), [10] , we obtain G 1 " JV G. ‚ The fourth line from the bottom on the same page gives trace Q " 2´K Observe that G P SLp2, Rq and K H in non-increasing by assertion paq of Lemma 2.3. Hence, Q is a symmetric matrix with real entries such that trace Q 2, det Q " detppG˚q´1HG´1q " 1, almost everywhere on R`. It follows that Q 0 almost everywhere on R`. Moreover, we have ż
where the last equality follows from Lemma 2.3. It remains to estimate the norm of V in L 1`L2 . Let S 1 " tt P R`: 1{2 I H ptqh 1 ptq 2u, S 2 " R`zS 1 . Then, we see from the assertion pdq of Lemma 2.3 that
Lemma 6.1 and assertion pcq of Lemma 2.3 imply that
By assertion pcq of Lemma 2.3 and (6.2), the right hand side of the above inequality does not exceed 16K
a K H p0q, as required.
Factorization implies Szegő condition. Proof of Theorem 3.3
The key idea of the proof is to find and estimate an outer function r P˚defined in C`, which satisfies wpxq " | r P˚pxq|´2 (7.1)
for almost every x P R. This will provide required bound on the entropy after the multiplicative representation for r P˚is written at point i. We start with some auxiliary statements.
Lemma 7.1. Let H be a singular nontrivial Hamiltonian on R`that admits pq, v 1 , v 2 q -factorization. Then, there exists A P SLp2, Rq such that
or some a P p0, 1s. pbq m A piq " i for the Titchmarsh-Weyl function m A of H A .
Proof. Consider A " G´1p0qBC ϕ , where C ϕ "´c os ϕ sin φ sin ϕ cos ϕ¯f or some parameter ϕ P r0, 2πq and B P SLp2, Rq to be chosen later. Define
Using identity CφJC ϕ " J (see Lemma 10.1), one can check that
Thus, H A admits pq, v 1 , v 2 q -factorization for any choice of ϕ and B. Next, choose symmetric matrix B P SLp2, Rq as piq " i. Therefore, m A piq " m r A piq " i for any choice of ϕ P r0, 2πq. From B " B˚, B P SLp2, Rq, and trace B 0, we conclude that B ą 0.
Since p
Gp0q " CφBC ϕ , we can take ϕ to make sure that C ϕ diagonalizes B and p Gp0q "`a 0 0 a´1˘f or some a P p0, 1s. That proves paq and pbq.
Lemma 7.2. Assume that matrix-functions
Let S " tt P R`: q 1 ptq 3, q 2 ptq 3u. At each point of S, we have |q 1´q2`2 iq| 2 " pq 1`q2´2 qpq 1`q2`2 q 8pq 1`q2´2 q " 8ptrace Q´2q.
Therefore, }χ S pq 1´q2`2 iqq} L 2 pRq 3 ? q. We also have R`zS Ď tt : q 1`q2´2 1u so Chebyshev inequality gives
Using the estimate |q 1´q2`2 iq| (7.2) q 1`q2 " ptrace Q´2q`2, we obtain
The lemma is proved.
Next, we will reduce the canonical system with H, which admits factorization, to a system of Dirac type. Then, the system of Dirac type will be further reduced to generalized Krein system. The generalized Krein system turns out to be more convenient for finding representation (7.1).
Assume that H admits pq, v 1 , v 2 q -factorization and H " G˚QG.
where Θ is the first column of the solution to Cauchy problem (1.1). Since JM 1 " zHM , we have pG˚q´1JG´1pGM 1 q " zQpGM q. By Lemma 10.1, this yields JpGM 1 q " zQpGM q, which could be rewritten in the form JppGM q 1´p
for almost every t 0. In the case when Q " I 2ˆ2 , this equation reduces to Dirac system (4.3).
Fix absolutely continuous function u : t Þ Ñ´1 2 ş t 0 trace V psq ds on R`and consider the following functions for each r 0: r E r : z Þ Ñ r Θ`pr, zq`i r Θ´pr, zq, r P 2r : z Þ Ñ e irz´iuprq r E 7 r pzq, (7.4) r E 7 r pzq : z Þ Ñ r Θ`pr, zq´i r Θ´pr, zq, r P2 r : z Þ Ñ e irz`iuprq r E r pzq. (7.5) Lemma 7.3. For every z P C, the function r Þ Ñ r Pr pzq is absolutely continuous in r. There are functions f pr, zq and gprq that satisfy
such that d dr r P2 r pzq " f pr, zq r P 2r pzq´izgprq r P2 r pzq, (7.6) d dr r P 2r pzq " izp2`gprqq r P 2r pzq`f pr,zq r P2 r pzq, (7.7)
for almost every r 0 and all z P C. Moreover, }f p¨,˘iq} 1,2 v 1`v2`q`? q, (7.8)
Proof. Define the mapping P r pzq : r Þ Ñ˜r P r pzq r Pr pzq¸, r 0, z P C.
We can rewrite (7.4) and (7.5) as
Differentiating with respect to r, we get or any a, b, c P C. Put aprq " zq 1 prq´v 1 prq, bprq " zq 2 prq´v 2 prq, cprq " zqprq´vprq, where
Then, p a c c b q " zQ´V and (7.10) shows
where we used identity 2u
1`v 1`v2 " 0. Now, we only need to take f pr, zq def " zq´v`ipv 1´v2 q{2´izpq 1´q2 q{2, gprq def " trace Qprq{2´1, (7.11) to get (7.6). Formula (7.7) then follows from the relation r P 2r pzq " e 2izr r P2 r pzq, which can be proved directly by noticing that Θ and r Θ are real for z P R. Lemma 7.2 gives }f pr, zq} 1,2 v 1`v2`q`? q, z "˘i, and we have }g} 1 q by pbq in (3.1). Function g is non-negative since trace Q 2 (use det Q " 1 and Q ą 0 to see this).
Remark. Equations (7.6) and (7.7) define the generalization of Krein system. The Krein system was introduced in [25] (see also [15] ). In fact, (7.6) and (7.7) are identical to Krein system if g " 0 and f does not depend on z.
Remark. Consider the dual Hamiltonian H d " J˚HJ. Note that if H admits pq, v 1 , v 2 q factorization H " G˚QG, then the same is true for 
The eigenvalues of self-adjoint matrix Ω 2 are´1˘b1`|Q . To finish the proof of the first bound in (7.12), it is left to apply Lemma 10.3. Now, consider (7.13). Denote δ " v 1`v2`q`? q. If δ ą 1, (7.13) follows from (7.12). Thus, we can assume that δ 1. This implies, in particular, that maxtq, v 1 , v 2 u 1 and we only need to show that
If f pr, zq is the function from Lemma 7.3, we let f prq " f pr, iq and r f prq " f pr,´iq for all r 0. Define κprq " ż r 0 gptqdt, p˚prq " a´1e´κ prq r P2 r piq, pprq " a´1e 2r`κprq r P 2r piq, r 0, where g was introduced in (7.11). Then, we have p˚p0q " pp0q " 1, p˚1prq " e´2 r´2κ f p and p 1 " e 2r`2κ r f p˚a.e. on R`. It follows that
Now we can apply Grönwall inequality to get
where we extended f, r f to p´8, 0q by zero. From Young's inequality for convolution, i.e., ż
It follows that sup r 0 |p˚prq| p1`}f } 1,2 qe }f }1,2} r f }1,2 . By Lemma 7.3, we have }f } 1,2 δ, hence sup r 0 |p˚prq| p1`cδqe where we used formula (7.17) and the fact that f d "´f (see Remark before the proof). It follows that sup r 0 |pd prq| p1`cδqe cδ 2 . Multiplying p˚with pd , we see that the linear in f terms cancel out, while the other terms are controlled by δ. This yields the following estimate: Given ℓ 0 and a Hamiltonian H which allows pq, v 1 , v 2 q -factorization H " G˚QG, we can define the following approximation (compare it with (2.3) which always exists): 19) where Q pℓq " Qχ r0,ℓs`I2ˆ2 χ rℓ,8q and G pℓq solves Cauchy problem
From the definition, we get Hptq " H pℓq ptq for t P r0, ℓs and H pℓq ptq " G˚pℓqGpℓq for t P rℓ, 8q. Clearly, Hamiltonian H pℓq admits pq, v 1 , v 2 q-factorization. Moreover, (7.11) shows that f pℓq ptq " g pℓq ptq " 0 for t ą ℓ. Therefore, (7.6) yields r P2 r,pℓq " r P2 ℓ for r ą ℓ. In the next lemma, we show that 1{ r P2 ℓ is the function we are looking for: an outer function in C`which provides a factorization of the spectral measure of H pℓq . Lemma 7.5. Let H be a Hamiltonian which allows pq, v 1 , v 2 q-factorization. Let r P2 ℓ be defined by (7.5) for r " ℓ. Then, r P2 ℓ satisfies the following properties:
paq | r P2 ℓ pxq|´2 dx is the spectral measure for H pℓq , pbq r P2 ℓ pzq is an outer function in z P C`and, in particular, is equal to i. Therefore, the density of the spectral measure of H pℓq can be written as follows (see pbq, Lemma 2.2 in [10] ):
which proves paq. Recall that r Θ " GΘ "´r Θr Θ´¯.
By definition of J, we have 2i Imp r Θ`pr, zq r Θ´pr, zqq " xJ r Θpr, zq, r Θpr, zqy C 2 .
Since G P SLp2, Rq, we can apply Lemma 10.1 to get xJ r Θpr, zq, r Θpr, zqy C 2 " xJΘpr, zq, Θpr, zqy C 2 .
It follows that
Imp r Θ`pr, zq r Θ´pr, zqq " ImpΘ`pr, zqΘ´pr, zqq, z P C`. (7.21) Let E r pzq " Θ`pr, zq`iΘ´pr, zq and notice that | r E r pzq| 2 " | r Θ`pr, zq`i r Θ´pr, zq| 2 " }GprqΘpr, zq} 2 C 2`2 Imp r Θ`pr, zq r Θ´pr, zqq " }GprqΘpr, zq} 2 C 2`2 ImpΘ`pr, zqΘ´pr, zqq, (7.22) |E r pzq| 2 " |Θ`pr, zq`iΘ´pr, zq| 2 " }Θpr, zq} 2 C 2`2 ImpΘ`pr, zqΘ´pr, zqq. Since Gprq P SLp2, Rq, it is invertible and we have 0 ă c pGprqq }Θpr, zq}
for all z P C. Formulas (7.22) 
On the other hand, it is known that the entire function E r is in Hermite-Biehler class. In particular, it has no zeroes in C`, which implies that r E r and r Pr have no zeroes in C`as well. It is also known (see, e.g., Section 6 in [34] ) that E r has bounded type in C`and, moreover,
Therefore, the function r P2 r " e irz`iuprq r E r pzq has bounded type in C`as well (in particular, log | r P2 r pxq|p x 2`1 q´1 P L 1 pRq), and lim sup
Since r P2 r is of bounded type, it allows canonical factorization (see Theorem 5.5 in [18] ):
where B 1 , B 2 are Blaschke products, I 1 , I 2 are inner functions, and O is an outer function. However, since r P2 r has no zeroes and it is entire, we get B 1 " B 2 " 1 and I 1 {I 2 " e iβz , β P R. Then, (7.23) shows that β " 0 so r P2 r is an outer function in C`and (7.20) holds.
Proof of Theorem 3.3. By Lemma 5.1, it is sufficient to consider H pℓq and prove
for all ℓ. Denote Titchmarsh-Weyl function of H pℓq by m pℓq . By Lemma 7.1, we may additionally assume that m pℓq piq " i and that H pℓq admits pq, v 1 , v 2 q -factorization H pℓq " G˚QG with Gp0q "`a 0 0 a´1˘f or some a ą 0. We notice here that if Hamiltonian is an approximation of the type (7.19), it will be of the same type after modifying it as in Lemma 7.1. Using Lemma 7.5, we obtain
By Corollary 2.5, we have I H pℓ,dq p0q " Imp´1{iq " 1 and K H pℓ,dq p0q " K H pℓq p0q for the dual Hamiltonian
Then, Lemma 7.4 gives the estimate
and the theorem follows. Remark. In this paper, we do not develop the full Szegő theory for generalized Krein systems. In particular, we do not study convergence of r Pr pzq to Szegő function when z P C`. In [10] , this question was addressed for a special kind of Krein systems. We believe that the same argument works in full generality.
Factorization controls mean oscillation. Proof of Theorem 3.4
In this section, we show that a Hamiltonian which admits pq, v 1 , v 2 q-factorization belongs to H.
Proof of Theorem 3.4. Suppose that H " G˚QG is pq, v 1 , v 2 q-factorization of H. Take n P Z`and define U n ptq as the solution to U 1 n " JV U n , U n pnq " I 2ˆ2 . Then, we have Gptq " U n ptqGpnq for t n. Defining we iterate integral equation
JV psqU n psqds once to write G in the form
Gptq "´I 2ˆ2`Wn ptq`∆ p1q n ptq¯Gpnq, t n.
Since Gpnq P SLp2, Rq, we get
by Cauchy-Schwarz inequality. It follows that sup tPrn,n`2s 
For 2ˆ2 matrices A and B, we have
as can be easily seen by doing calculation on the determinant. So, taking
Notice, that the sum of smaller order terms δ n allows the bound ÿ n 0 |δ n |, it remains to estimate det A n . We have
Let λptq, λ´1ptq denote the eigenvalues of the matrix Qptq for t 0 and we can assume that λptq 1, because det Q " 1. Then λptq`λ´1ptq´2 " trace Qptq´2 is a non-negative function whose integral over R`does not exceed q. Define the function k : t Þ Ñ |λptq´1|`|λ´1ptq´1| " λptq´λ´1ptq on R`and observe that }Qptq´I 2ˆ2 } " maxt|λptq´1|, |λ´1ptq´1|u kptq. Consider two sets S " tt P R`: λptq 2u and S c " R`zS. We define k 1 " χ S k, k 2 " χ S c k and use (6.1) and (6.3) to get
Recall that V " V 1`V2 and introduce
Then, Cauchy-Schwarz inequality gives sup tPrn,n`2s
Hence,
Notice that detpI 2ˆ2`B q " 1`trace B`Op}B} 2 q for any 2ˆ2 matrix B and tracepV J˚`JV q " tracepV pJ`J˚qq " 0.
So, we are left with
Since trace ∆ p2q n 2}∆ p2q n }, we have
Combining it with (8.4) and using a trivial bound 2vq 1{2 pv 2`q q, we get r K H cpq`q 2`v2 qe cv with an absolute constant c.
9.
The condition on mean oscillation implies factorization. Proof of Theorem 3.5
Now, we turn to proving Theorem 3.5. We need first one auxiliary result on triangular factorization of matrices. Suppose A " p a1 a a a2 q is positive real 2ˆ2 matrix. We denote by Λ A real upper-triangular matrix which satisfies
One can solve equations for λ, λ 1 , λ 2 and find Λ A uniquely:
‚.
Lemma 9.1. Suppose A, B are positive real 2ˆ2 matrices, det A 1, det B 1, and det`A`B 2˘ 1`δ for some δ 0. Consider C def " pΛ´1 A q˚BΛ´1 A and write Λ C " p x y 0 z q. Then, there is p δ such that
Proof. Identities (9.4) are straightforward. Using det A 1 and det B 1, we obtain the estimates
We have
Since pxzq 2 " det C " det B{ det A and det B 1, we also have
where the second inequality follows from Lemma 10.4. Together with (9.8), this yields
Inequalities p4κq´1 x 2 z 2 and x 2`z2 (9.8) 4κ imply p4κq´1 4κx 2 . Therefore, x p4κq´1. In a similar way, one gets z p4κq´1. Thus, (9.3) is proved. Note that for δ 10´4 relations (9.2) follow from (9.3) and the fact that |y| 2 ? κ. Now, assume that δ ă 10´4 and write
1´2δ, (9.10) p1`uqp1`wq´v 2 " detpI 2ˆ2`C q (9.5) 4p1`δq.
These inequalities imply uw 1´2δ, (9.11) uw´1`2δ, we also have
and
Relations (9.2) now follow from (9.7) and Taylor expansion.
Remark. In the case δ ă 10´4, the above calculations provide explicit bounds: |u´1| 0.16, |w´1| 0.16, |v| 0.16.
Thus,
Proof of Theorem 3.5. For integer n 0, we introduce H n , ε n as follows:
The inequality (10.1) from Lemma 10.7 and Corollary 10.6 yield
for all integers n 0. Let Λ 0 be real upper-triangular matrix (check the formula (9.1)) such that H 0 " Λ0 Λ 0 . Iteratively applying Lemma 9.1 and taking A " H n´1 , B " H n , n 1, we obtain representation H n " GnG n for some G n " Λ n . . . Λ 0 , where tG k u and tΛ k u, k 0 are real matrices written coordinate-wise as
and satisfying
For t P rn, n`1q, n P Z`, we introduce the following functions which will be used later in the proof:
Qptq " ν´2ptqpG n g´1ptqq˚Q n ptqpG n g´1ptqq,
so H " G˚QG. In the next lemmas, we prove that it is indeed a required factorization for H.
Lemma 9.2. We have
for all n 0, t P rn, n`1q.
Proof. By construction, Q n ptq 0 and det Q n ptq " 1{ det H n . In particular, det Q n is constant on each rn, n`1q. We also have
By (9.17), det H n 1. Corollary 10.6 yields the bound
which gives det H n p1`ε n q 2 . Lemma 10.4 provides inequality det H n detpH n`Hn`1 q " 4 detˆH n`Hn`1 2˙" 4p1`ε n q, and this establishes an alternative estimate. The proof of (9.20) is finished. The bounds for det H n imply inequalities for det Q n since det Q n " 1{ det H n .
Lemma 9.3. For every t 0, the matrix gptq is invertible, absolutely continuous, and
for almost every t P R`. We also have Zpn`tq "ˆp x n´1 qu n y n u n v n 0 pz n´1 qv n˙, 0 t ă 1, n 0, (9.23) where u n " 1{p1´t`tx n q, v n " 1{p1´t`tz n q. (9.24)
Proof. For t P r0, 1q, we have
and detpI 2ˆ2`t pΛ n`1´I2ˆ2" p1´t`tx n qp1´t`tz n q ą 0, 0 t ă 1, hence gpt`nq is invertible and Zptq is defined correctly on R`. Direct calculation shows that g 1 " Zg almost everywhere on R`. We also have Zpn`tq " pΛ n`1´I2ˆ2 qG n g´1pn`tq " pΛ n`1´I2ˆ2 qG n pG n`t pΛ n`1´I2ˆ2 qG n q´1 " pΛ n`1´I2ˆ2 qpI 2ˆ2`t pΛ n`1´I2ˆ2 qq´1, (9.26) which yields (9.23).
Remark. This lemma allows us to write det gptq " det gp0q¨expˆż and we can use definition of ν to get
28) since det gp0q " pdet H 0 q 1{2 . We notice here that det gptq ą 0 for all t thus we can take a square root in the formula above.
Lemma 9.4. For n 0, t P rn, n`1q, we have trace Zptq " Opε n q.
(9.29)
If ε n ă 10´4, we use (9.15), (9.18), and Taylor expansion to get
If ε n ą 10´4, we recall (9.18) again and writěˇˇˇx
where we, first, used the fact that a linear function in t P r0, 1s achieves its minimum at an endpoint of the segment r0, 1s and, second, combined all four possible values in the sum in right hand side.
Lemma 9.5. The matrix-function V is symmetric and has real entries for all t P R`. Moreover, there exist V 1, , V 2 such that V " V 1`V2 , and
Proof. Indeed, for all t P r0, 1q, we have
It follows from (9.18) that |x n´1 |`|z n´1 | maxt ? ε n , ε n u and |y n | maxt ? ε n , ε n u for every n 0. In particular, there exists r ε ą 0 such that the estimate ε n ă r ε implies
Therefore, if we define ζ n " χ tn:εnăr εu and d 2,n " ζ n y n u n v n , then |d 2,n | ?
n qy n u n v n " y n u n v n´d2,n and, finally, define V 1 and V 2 on each rn, n`1q by (recall that trace Z " px n´1 qu n`p z n´1 qv n q, see (9.23))
trace Z{2´px n´1 qp1´ζ n qu n trace Z{2´px n´1 qp1´ζ n qu n´d1,n˙,
so the identity V " V 1`V2 follows from (9.31). By (9.29), we have
Similarly to (9.30), we get |px n´1 qu n p1´ζ n q| (9.18) ε n . (9.33)
We claim that |d 1,n | ε n (9.34) for every t P r0, 1s. Indeed, we have
.
At the endpoints of r0, 1s the quadratic polynomial P ptq def " ptpx n´1 q`1qptpz n´1 q`1q takes values 1 or x n z n . It is also positive on r0, 1s. We can use (9.18) to write a bound x n z n ε´1 {2 n . If the first coefficient satisfies px n´1 qpz n´1 q 0, P reaches minimum over r0, 1s at an endpoint and we are done because |y n | ? ε n and |y n {px n z n q| ε n . Otherwise, consider, e.g., the case x n P p0, 1q, z n P p1, 8q.
The point of minimum of P over R is given by t˚"´x n`zn´2 2px n´1 qpz n´1 q . If x n`zn´2 0, then t˚ 0 and P again reaches minimum over r0, 1s at zero, an endpoint of r0, 1s. If, however, x n`zn´2 ă 0, we get z n ă 2 and x n px n z n q{2 ε´1 {2 n so we can write ptpx n´1 q`1qptpz n´1 q`1q mint1, x n , z n , x n z n u " x n ε´1 Moreover, if we have equality above and det A ą 0, then A " D. If we have equality and det A " 0, then either A " 0 or there is µ P r1, 8q such that D " µA. The following bound is known as Minkowski estimate for determinants (e.g., [29] , p.115). and equality holds if and only if one of the following conditions holds: ‚ det B ą 0 and A " µB with some µ P r0, 8q, ‚ det A ą 0 and B " µA with some µ P r0, 8q, ‚ rank B`rank A 1, ‚ rank B " rank A " 1 and there is κ P p0, 8q such that A " κB.
Proof. If det B " 0 or det A " 0, the proof follows from the previous lemma. Otherwise, we can always reduce the setup to the case when B " I by dividing the both sides by det B. If Equality holds if and only if A " κI, κ P r0, 8q.
We immediately get the following corollary.
Corollary 10.6. Suppose A, B are two real non-negative 2ˆ2 matrices, then det A`B 2 ě ? det A det B, detpA`Bq det A`det B.
Lemma 10.7. Let H be real and non-negative 2ˆ2 matrix function on ra, bs, det Hptq " 1 for almost every t P ra, bs, and H P L 1 pa, bq. If equality holds in (10.1), then xHptqx, xy is constant in t for every x P R 2 . We can call this constant C x . By polarization identity, C x`y´Cx´y " 4xHptqx, yy is constant in t for every x, y. Taking x " e j , y " e l for j, l " 1, 2, where te n u is standard basis in R 2 , we see that elements of H are constants in t. Proof. We can assume that a " 0 and b " 1. Let us first do the proof assuming that there is δ ą 0 such that det Hptq ą δ, t P r0, 1s. since the integrand is equal to 1. Now that we have proved the lemma under assumption (10.3), we can use the standard approximation argument (e.g., by considering H`δI 2ˆ2 with δ ą 0 and then sending δ Ñ 0), to show (10.2) in full generality.
Next, assume that a " 0, b " 1 and that we have equality in (10.2). Then, for every c P p0, 1q, we get We skip the proof of this well-known fact, which is based on mean value formula for harmonic functions.
