Abstract. This note is concerned with reaction-diffusion equations with a convex nonlinearity. It is shown that a solution to such an equation can be represented as the value function of a particular stochastic optimal control problem. A consequence of this representation is that upper and lower bounds on the solution can be easily found. As an application, the speed of the right-most particle of a branching Lévy process is calculated.
Introduction
In this note, we study solutions u : R + × E → R of certain reaction-diffusion equations of the form ∂u ∂t = Lu + f (t, x, u) (1) where the non-linearity f (t, x, ·) is convex for all (t, x), and where the operator L is the generator of a Markov process valued in some space E. The motivating example is the so-called Fisher-Kolmogorov-Petrovskii-Piskunov 1 (FKPP) equation Reaction-diffusion equations with convex non-linearities are of interest to probabilists as they arise naturally in the study of branching processes. We briefly spell out the key result. Given a Markov process X and a random N non-negative integer, construct a branching process {X i t , i ∈ I t , t ≥ 0} as follows. Initially, there is one particle following the process X. After an exponentially distributed time, this particle is replaced with N particles located at the same position. This procedure then repeats, with each particle moving and branching independently 2 . Let I t be the set of particles alive at time t, and let L be the generator of X and
be the probability generating function of N. Given a function u 0 : E → [0, 1], consider the function where E x denotes the conditional expectation given that the initial particle begins at X 0 = x. Skorokhod [14] and later McKean [12] showed that u solves, in a certain sense to be made precise below, the FKPP-type equation ∂u ∂t = Lu + G(u) − u u(0, x) = u 0 (x) for all x ∈ E.
It is possible to extract information directly from FKPP-type equations to apply to the study of branching process. For instance, let {B i t , i ∈ I t , t ≥ 0} be a dyadic (that is, N = 2 a.s.) branching Brownian motion starting at B 0 = 0, and set u(t, x) = P max i∈It
so that u(t, ·) is the distribution function of the right-most particle. Note if we set B A well-known aspect of FKPP-type equations is their propensity to propagate travelling wave fronts. In fact, this property was the focus of the original papers of Fisher [5] and Kolmogorov-Petrovskii-Piskunov [10] , which dealt with the spread of an advantageous gene through a population. Again, consider the solution u of equation (2) with the Heaviside initial condition u 0 (x) = ½ {x≥0} . In this case, the equation propagates a travelling wave front in the following sense: defining the median m(t) for t > 0 by u(t, m(t)) = 1 2 there exists an increasing function w such that
as t → ∞. The asymptotic speed of the wave front is √ 2 in sense that
The McKean-Skorokhod representation combined with travelling wave speed calculation (4) can be interpreted to say that the right-most particle max i∈It B i t of the branching Brownian motion moves asymptotically linearly with speed √ 2. In particular, this is an example where studying a partial differential equation yields probabilistic information.
Conversely, it is possible to study the FKPP and related reaction-diffusion equations via their connection to branching processes. See, for example, the papers of Harris [7] and HenryLabordere-Oudjane-Tan-Touzi-Warin [8] , and the references therein, for applications of the Skorokhod-McKean representation to the analysis of semilinear partial differential equations.
We now outline the main contributions of this note.
1.
1. An optimisation-based representation. Our main result is that a solution of equation (1) can be calculated as the value function of a certain minimisation problem. Indeed, for each t ≥ 0 and each suitable function u 0 , let U t (u 0 ) be the function defined by
where X is the Markov process with generator L, the supremum is taken over a certain set Z of adapted controls Z = (Z s ) 0≤s≤t and
where, for each (t, x) the functionf (t, x, ·) is the Legendre transform of f (t, x, ·), defined by
Theorem 2.4 below says that, subject to some conditions, if u solves equation (1) in a certain sense with initial condition u(0, ·) = u 0 , then
The proof, given in Section 2, amounts to verifying that equation (1) is essentially the Hamilton-Jacobi-Bellman equation for the stochastic optimal control problem. A first application of the optimisation-based representation given by equation (8) is that equation (1) satisfies a comparison principle: if
. To see why, simply note that Ξ(t, X, Z; u 1 0 ) ≤ Ξ(t, X, Z; u 2 0 ) almost surely, for any control Z. In particular, the operator U t is increasing for each t.
A related application is that upper and lower bounds of a solution to equation (1) can be found. For instance, clearly we have
for any feasible control Z ∈ Z, and indeed
for any subset Z sub ⊆ Z of feasible controls. On the other hand, we have
for any set Z super ⊇ Z of controls that contains the set of feasible controls.
1.2.
The case of time and space independent non-linearity. In the case where the convex non-linearity f (t, x, ·) = f (·) does not depend on (t, x) is particularly interesting. That is, we restrict attention to the equation
In this case, rather explicit upper and lower bounds can be found. Let R t (r 0 ) be the solution r(t) be the solution of the ordinary differential equation
By equation (8), applied to the constant Markov process X = X 0 with generator L = 0, we have
where the supremum is over a set Z determ of deterministic controls. Hence,
Similarly, we have Ξ(t, X, Z; u 0 ) ≤ R t (u 0 (X t )) almost surely, for all (possibly anticipating) processes Z with suitably integrable sample paths. Hence the above inequality holds for adapted controls Z, and so we have
We can rewrite the calculations of the above paragraph as follows. The 'diffusion' term of equation (9) corresponds to a Markov (linear) semigroup (P t ) t≥0 generated by L, while the 'reaction' term corresponds to the non-linear semigroup (R t ) t≥0 generated by the convex (but independent of time and space) function f . Since each of the operators R t , P t and U t are increasing, we have shown that
where U is the non-linear 'reaction-diffusion' semigroup generated by the sum L + f . Note that inequality (10) already says something interesting about branching processes. Indeed, note that in the case where the convex non-linearity is of the form f (u) = G(u) − u where G is the probability generating function of the offspring distribution of a branching process, then the Skorokhod-McKean representation says R t is the probability generating function of |I t |, the number of particles alive at time t:
Hence, inequality (10) says
where X is an independent copy of the Markov process. However, for our application, the power of inequality (10) is that it can be iterated, leading to the following non-asymptotic form
of the Trotter product formula. For another implication of the representation (8), consider the case when E = R. Suppose that if x ≥ y then the conditional law of X t given X 0 = x stochastically dominates the conditional law of X t given X 0 = y. Examples of processes X satisfying this stochastic dominance condition is a Lévy process or the solution to a stochastic differential equation satisfying a comparison principle. Then an application of representation (8), is that if u 0 is decreasing then U t (u 0 ) is decreasing for all t ≥ 0. This fact will also be useful for the discussion of the propagation of wave fronts.
1.
3. An application to branching Lévy processes. Consider a branching Lévy process {L i t , i ∈ I t , t ≥ 0} starting at L 0 = 0 where N is the random number of particles produced at each branching event.
Our Theorem 4.1 below says that, conditional on the event that the population does not go extinct, the right-most particle max i∈It L i t moves asymptotically linearly with speed q defined by
where Λ is the cumulant generating function of the underlying Lévy process, defined by
Versions of Theorem 4.1 have appeared before, notably in Biggins [2, Corollary 2] . In contrast to the probabilistic approach taken there, the novelty of our approach is to study the appropriate FKPP-type equation. The key insight is that inequality (11) above can be used to find good upper bounds on the solution of the equation.
1.4.
Roadmap. The remainder of the paper is structured as follows. Section 2 contains the statement and proof of Theorem 2.4 which gives precise conditions under which the representation of equation (8) holds true. Section 3 reviews existence and comparison results for the reaction-diffusion equations of interest. Section 4 contains the statement and proof of Theorem 4.1 which finds the speed of the right-most particle of a branching Lévy process. The proof is based on Proposition 4.4 which shows that a certain FKPP-type equation propagates a wave front at the required speed.
An optimisation-based representation
The main theorem of this paper says that the solution of the reaction-diffusion equation (1) can be represented as the value function of a certain optimal control problem. Before giving a precise statement of this result, we give a heuristic account of the structure of the proof.
Suppose u is a solution of equation (1) with initial condition u(0, ·) = u 0 . Fix a time horizon t ≥ 0 and for 0 ≤ s ≤ t let
where u r = u(t − r, X r ). Notice that the process (M s ) 0≤s≤t is a local martingale in the filtration generated by X. Now pick a suitable adapted process Z, and consider the process
wheref is the Legendre transform of f defined by equation (7). By construction, the terminal condition is ξ t = Ξ(t, X, Z; u 0 ) as defined by equation (6) . Also, the dynamics are given by
The key observation is Young's inequalitŷ
with equality if
assuming f is differentiable. In particular, the drift of ξ is non-negative in general and vanishes if Z = Z * where
Assuming enough integrability so that ξ is a supermartingale, we have
with equality if Z = Z * . It remains to exhibit sufficient conditions under which the above argument can be made rigorous. Rather than strive for maximum generality, we present a reasonable set of sufficient conditions. Other choices are possible, but the conditions listed below are sufficient for our application.
The argument appears to require that the stochastic integral e Z dM to be a martingale, or at least a supermartingale for any feasible control and a martingale for the optimal control. However, so far we have made few assumptions on the underlying filtered probability space, so the stochastic integral may not even be defined. Rather than invoking the technicalities of stochastic integration theory, it is easier to avoid stochastic integrals altogether. This is achieved by noting that, in fact, the key step is is the inequality E(ξ t ) ≤ M 0 for any feasible 6 control with equality for the optimal control. By applying the integration by parts formula we have the candidate identity
This observation leads to the following definition: Definition 2.1. Given the non-linearity f : R + × E × R → R, the operator L which is the generator of the time-homogeneous Markov process X and the initial condition u 0 : E → R, a mild solution to equation (1) is a measurable function u :
Remark 2.2. Note that the notion of mild solution implicitly assumes certain measurability and integrability of the data f , X and u 0 . To be explicit, we assume the process X is measurable, that
One advantage of the mild formulation of equation (1), rather than the classical one, is that it not necessary to give meaning to the expression Lu. Indeed, in most cases of interest, the operator L is not everywhere-defined. Some results on the existence and uniqueness of mild solutions are reviewed in Section 3.
Another other benefit of the mild formulation is that the process M defined above is a true martingale: Proposition 2.3. Suppose u is a mild solution of equation (1) . Fix t ≥ 0 and for 0 ≤ s ≤ t let
where for all τ ≥ 0, x ∈ E we let h(τ, x) = f (τ, x, u(τ, x)).
7 Then (M s ) 0≤s≤t is a martingale in the filtration generated by X.
Proof. Fix 0 ≤ s ≤ t. We have
whereX is a Markov process independent of X, which of course has the same law as a shifted copy of X, and where F s = σ(X r : 0 ≤ r ≤ s) defines the filtration generated by X. Hence
Finally, to ensure that the maximum is attained by a feasible control, we note that by equation (12) it is sufficient to assume that f is differentiable and uniformly Lipschitz.
To summarise, we have proven the following:
Theorem 2.4. Suppose that the measurable function f : R + × E × R → R is such that f (t, x, ·) is convex and differentiable. Suppose that the function u : R + × E → K is a mild solution of equation (1), for some subset K ⊆ R. Suppose there exists a constant C > 0 such that ∂f ∂v (t, x, u) < C for all (t, x, u) ∈ R + × E × K. Let Ξ(t, X, Z; u 0 ) be defined by equation (6) wheref is the Legendre transform of f , defined by equation (7) . Finally, let U t (u 0 ) be defined by equation (5) where Z is the set of bounded measurable processes adapted to the filtration generated by
holds for all (t, x). Furthermore, the supremum is achieved for the process Z * given by equation (12).
Existence, comparison and an extension
In this section we address the question of whether equation (1) Proposition 3.1. Suppose that the measurable function f : R + × E × R → R is such that, uniformly in (t, x), the function f (t, x, ·) is Lipschitz and f (t, x, 0) is bounded. For every bounded measurable u 0 : E → R there exists a unique mild solution u : R + × E → R to equation ( 
For the application to branching processes, we need to consider the case f (u) = G(u) − u, where G is the probability generating function of the offspring distribution. The function f is convex, but unfortunately, it is not necessarily globally Lipschitz. Indeed, in the case of dyadic branching we have f (u) = u 2 − u. Hence, it is not clear a priori whether Theorem 2.4 is applicable. The idea is to restrict attention to the compact set K = [0, 1]. Fortunately, we can use the fact that f (0) ≥ 0 and f (1) = 0 together with the comparison result in Proposition 3.1 to show that there are solutions valued in K. (Zr+1)dr we have the alternative representation
s ds where the maximum is over absolutely continuous adapted, positive and bounded processes Y with Y 0 = 1, whereẎ is its weak derivative.
The right-most particle of a branching Lévy process
Consider a branching Lévy process {L i t , i ∈ I t , t ≥ 0} starting at L 0 = 0 where N is the random number of particles produced at each branching event. See, for instance, the paper Kyprianou [11] for a general discussion of this process. Recall from the introduction that we are considering the special case where, at a branching event, the offspring particles are born at the current location of its parent.
Let E = {|I t | → 0} be the event that the branching process eventually becomes extinct, and E c the complementary event of non-extinction. We will assume here that the branching process is supercritical, meaning that that P(E) < 1. Recall that the necessary and sufficient condition of supercriticality is E(N) > 1. Furthermore, recall that the probability of extinction P(E) is the smallest non-negative root of the equation G(s) = s where
is the probability generating function of N. See the book of Athreya & Ney [1, Theorem III.4.1]. We will also assume that E(N) < ∞. This is a sufficient condition that the branching process does not explode in finite time, so that P(|I t | < ∞) = 1 for all t ≥ 0. Again, see the book of Athreya & Ney [1, Theorem III.2.1] Let Λ be the cumulant generating function of the underlying Lévy process, defined by
Suppose that Λ is finite in a neighbourhood of θ = 0. Recall that by the Lévy-Khintchine formula we have
for some constants b, σ and measure ν, where we are supposing that (e θy ∧ y 2 )ν(dy) < ∞ for all θ in some neighbourhood of θ = 0.
Then for any ε > 0 we have
as t → ∞, where sup ∅ = −∞ as usual.
Remark 4.2. Note that if L is degenerate, in the sense that L t = bt for some constant b, then there is no branching and hence the right-most particle moves with speed b. This agrees with Theorem 4.1 since in this case Λ(θ) = bθ and hence q = b + inf θ>0 1 θ (E(N) − 1) = b. Therefore, for the remainder of this section, we will assume that L is non-degenerate, so that Var(L t ) > 0 for t > 0.
Remark 4.3. It is possible to express the speed q in several ways. For instance, following an idea in the paper of Hiriart-Urruty & Martínez-Legaz [9] , define a new function Λ
• by the formula
Note that the function Λ
• is convex, and indeed, it is related to the perspective function of the cumulant generating function Λ. Define its Legendre transform in the usual fashion
We can then see that q can be rewritten as
Alternatively, we will see in the following proof that q can be rewritten as
whereΛ is the Legendre transform of Λ. This formulation for the speed of the right-most particle appears in the paper of Biggins [2] or, more recently, in the paper of Groisman & M. Jonckheere [6] .
To prove Theorem 4.1, we let
be the distribution function of the right-most particle. By the trick outlined in the introduction, we can let
t so that the process {X i t , i ∈ I t , t ≥ 0} is a branching Lévy motion starting at X 0 = x and
By the Skorokhod-McKean representation (3), the function u satisfies, in a certain sense, the FKPP-type equation
with the Heaviside initial condition
where and L is the generator of X. Note that by the Lévy-Khintchine formula the generator L of X is given by
for compactly supported smooth functions φ. So far, we have not specified in what sense the FKPP-type equation holds in this setting. Fortunately for us, Skorokhod [14, Equation (4) ] showed that the precise sense in which the FKPP-type equation holds is the mild sense. In fact, letting f (u) = G(u) − u, the equation
is called the S-equation by Sawyer [13] . Furthermore, since we have assumed that E(N) < ∞, the non-linearity f is Lipschitz on [0, 1]. In particular, Theorem 2.4 and its corollaries are applicable.
Theorem 4.1 will follow from the following result. Proof of Theorem 4.1. Let M t = sup i∈It L t , where M t = −∞ when I t is empty. First note P M t ≤ rt ∩ E → P(E) since
On the other hand, applying Proposition 4.4 we have
The conclusion follows since
It remains to prove Proposition 4.4. We will use inequality (11) to establish upper and lower bounds. However, it will be more convenient to work with v = 1 − u. Let us introduce some new notation. Let g(v) = −f (1 − v). Note that g is concave, that g(0) = 0 and g(1) ≤ 0. Also, g ′ (0) = γ and the larger root of g is β = 1 − α ∈ (0, 1]. Let Q t (q) = 1 − R t (1 − q) and note that if q(t) = Q t (q 0 ) then q satisfies the ordinary differential equation
In this notation, inequality (11) becomes
Our goal is to show v(t, rt) → β if r < q 0 if r > q. Of the two bounds, the upper bound is easier to obtain. Using the n = 1 case we have
By the concavity of g we have g(v) ≤ γv and hence by Grönwall's inequality
Now by standard large deviation calculations we have
for any θ > 0. Putting this together, we have shown
(Λ(θ) + γ) then the right-hand side vanishes as t → ∞, as claimed. For the lower bound, we will introduce some more notation. Let
be the conditional distribution function of the random variable X t given X 0 = 0. Note that by spacial homogeneity of the Lévy process, we have
be the quantile function, defined as
The key estimates are the following: Lemma 4.5. For all 0 < b < β, n ≥ 1, t > 0 and x ∈ R we have
Remark 4.6. It is interesting to note that Lemma 4.5 actually holds with no assumption on law of the Lévy process. In particular, it holds for processes, such as stable processes, for which the cumulant generating function Λ(θ) is infinite for all θ = 0.
Proof. We fix δ and use induction on n. We first consider the n = 1 case. Since the points 0 and β ≤ 1 are fixed points of g, we have Q δ (0) = 0 and Q δ (1) ≥ β. In particular, we have
To do the inductive step, we will make use of the following observation: for any 0 < b < β and k ∈ R we have Q δ [bF δ (k)] ≥ b½ {F δ (k)≥Q Proof. Note that q > −E 0 (X 1 ) with strict inequality since since Λ(θ) > −θE 0 (X 1 ) by Jensen's inequality. Hence we need only consider r such that −E 0 (X 1 ) < r < q.
In particular, we may invoke Cramér large deviation principle to conclude that, So given ε > 0, there exists δ *
