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Abstract 
 
Microscopy imaging is of fundamental importance in diverse disciplines of science and 
technology. In a typical microscopy imaging platform, the light path can be generalized to 
the following steps: photons leave the light source, interact with the sample, and finally are 
detected by the image sensor. Based on such a light path, this thesis presents several new 
microscopy imaging techniques from three aspects: illumination design, sample 
manipulation, and imager modification.  
The first design strategy involves the active control of the illumination sources. 
Based on this strategy, we demonstrate a simple and cost-effective imaging method, termed 
Non-interferometric Aperture-synthesizing Microscopy (NAM), for breaking the spatial-
bandwidth product barrier of a conventional microscope. We show that the NAM method is 
capable of providing two orders of magnitude higher throughput for most existing bright-
field microscopes without involving any mechanical scanning. Based on NAM, we report 
the implementation of a 1.6 gigapixel microscope with a maximum numerical aperture of 
0.5, a field-of-view of 120 mm
2
, and a resolution-invariant imaging depth of 0.3 mm. This 
platform is fast (acquisition time of ~ 3 minutes), free from chromatic aberration, capable 
for phase imaging, and, most importantly, compatible with most existing microscopes. 
High quality color images of histology slides were acquired by using such a platform for 
demonstration. The proposed NAM method provides a robust way to transform the 
problem of high-throughput microscopy from one that is tied to physical limitations of the 
optics to one that is computationally solvable. The active control of illumination sources 
can also be adapted for chip-scale microscopy imaging. To this end, we present a lensless 
microscopy solution termed ePetri-dish. This ePetri-dish platform can automatically 
perform high resolution (~ 0.66 micron) microscopy imaging over a large field-of-view (6 
mm × 4 mm). This new approach is fully capable of working with cell cultures or any 
samples in which cells/bacteria may be contiguously connected, and thus, it can 
significantly improve Petri-dish-based cell/bacteria culture experiments. With this approach 
providing a low-cost and disposable microscopy solution, we can start to transit Petri-dish-
based experiments from the traditionally labor-intensive process to an automated and 
streamlined process.  
 viii 
The second strategy in design considerations is to manipulate the sample. We 
present a fully on-chip, lensless, sub-pixel resolving optofluidic microscope (SROFM). 
This device utilizes microfluidic flow to deliver specimens directly across an image sensor 
to generate a sequence of low-resolution projection images, where resolution is limited by 
the sensor’s pixel size. This image sequence is then processed to reconstruct a single high-
resolution image, where features beyond the Nyquist rate of the LR images are resolved. 
We demonstrate the device’s capabilities by imaging microspheres, protist Euglena 
gracilis, and Entamoeba invadens cysts with sub-cellular resolution. 
The third accessing point in design considerations is the image sensor. Imager 
modification is an emerging technique that performs pre-detection light field manipulation. 
We present two novel optical structure designs: surface-wave-enabled darkfield aperture 
(SWEDA) and light field sensor. These structures can be directly incorporated onto optical 
sensors to accomplish pre-detection background suppression and wavefront sensing. We 
further demonstrate SWEDA’s ability to boost the detection sensitivity, with a contrast 
enhancement of 27 dB. 
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Chapter 1 
Overview of optical microscopy 
Optical microscopy imaging is of fundamental importance in diverse disciplines of science 
and technology; to name a few key areas, optical microscope is a vital instrument in 
microelectronics, medical diagnosis, pharmaceutical research and microbiology. Since its 
debut in the early 17th century, the architecture of the optical microscope has not deviated 
much from the use of bulky and expensive optical components. Most modern optical 
microscopes consist of a condenser for light illumination, an objective lens for light 
collection, and an eyepiece/tube lens for eye observation or digital recording.  
In this chapter, we will first discuss the imaging model of the conventional 
microscopy. Based on that, we will point out the limitations set by the objective lens, the 
image sensor and the design conflict for different parameters. Next, we will review two 
groups of the modern microscopy techniques and discuss how they bypass these 
limitations. Finally, we will introduce our efforts and outline the structure of this thesis. 
    
1.1    Limitations of the conventional microscope 
Conventional microscopes are instruments designed to produce magnified visual image of 
small specimens. The core components of an infinite-corrected digital microscope system 
are shown in Fig. 1-1: the objective, the tube lens and the image sensor. The objective plays 
a central role in determining the quality of images that the microscope is capable of 
producing. It is characterized by two main parameters: resolution (numerical aperture, NA) 
and field-of-view (also known as field number). On the other hand, the tube lens is used to 
focus the virtual image to the image sensor. Combined with the objective, it determines the 
magnification of the microscope system.  
From the signal transfer function point-of-view, there are two limitations associated 
with such a microscope system, as shown in Fig. 1-1. The first limitation comes from the 
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objective lens. The objective acts like a low-pass filter, with a cutoff frequency determined 
by the NA. Only the spatial frequency component within the passband can be collected by 
the objective. Such a low-pass filtering process imposes a resolution limit on the system. 
Based on Rayleigh criterion, this resolution limit is expressed as 
                                                                  ܴ ൌ ଴.଺ଵఒே஺                                                            (1.1)  
, where ߣ is the wavelength of the incidence. The second limitation comes from the image 
sensor. Adequate resolution of a specimen imaged with the microscope can only be 
achieved if at least two samples are made for the smallest feature (i.e., R in Eq. (1.1)). In 
other words, if the pixel size of image sensor is too big, it will induce the aliasing problem 
for the final image, as shown in Fig. 1-1 (bottom left). A smaller pixel size of the image 
sensor helps to address the aliasing issue; however, it may also impose limitations on the 
dynamic range and the signal-to-noise ratio of the device.  
 
Figure 1-1 (color): Limitations of an infinite-corrected digital microscope system. Top: 
the sample is magnified by the objective / tube lens system, and sampled by image sensor. 
Bottom: Two limitations imposed by the objective lens and the image sensor. In this 
simulation, the following parameters are used: NA = 0.15, λ = 0.53 µm, pixel size = 5.8 
µm, magnification factor = 2.    
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From the optical design point of view, there are other limitations associated with the 
conventional microscope system: limited field-of-view, short depth-of-focus, geometric 
and chromatic aberrations. In conventional microscopy, a better resolution (larger NA) 
usually implies a smaller field-of-view, a shorter depth-of-focus, and makes it harder for 
aberration correction. As a reference point, the field-of-view of a typical 0.5 NA 20X 
objective lens is about 1.1 mm and the depth-of-focus is about 3 microns. The tradeoff 
between the resolution and other parameters imposes a big limitation for high throughput 
imaging.  For example, in digital pathology industry, the typical imaging area is about 1.5 
cm by 1.5 cm, with a desired resolution of 0.5 µm. Therefore, in order to capture the image 
of the entire field-of-view, we need to perform 3D (x-y-z) mechanical scanning of the 
sample and stitching the captured images at the end. The x-y scan is for expanding the 
field-of-view, and the z scan is for bringing the sample into focus for different region of the 
field-of-view. The design conflict of the conventional microscope system is summarized at 
Fig. 1-2. 
 
Figure 1-2 (color): The design conflict of the conventional microscope system.  A better 
resolution (larger NA) implies a smaller field-of-view, a shorter depth-of-focus, and makes 
aberration correction harder.  
 
Regarding the design conflict of the microscope system, can we design better 
objective lens to expand the field-of-view without compromising on resolution? The 
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answer is ‘Yes, but very challenging’. The common strategy to expand the field-of-view of 
an imaging system is to scale the size of the lens up [1]. However, simple size-scaling also 
introduces geometric aberrations to the system. To compensate for these aberrations, more 
optical surfaces need to be introduced to increase the degrees of freedom in lens 
optimization. With the constraint of the tube length and parfocal length of the conventional 
microscope, expanding field-of-view without compromising resolution is considered very 
challenging in objective lens design.  On the other hand, even though we can design such a 
‘super’ objective lens, we still face the limitation on the digital recording. Currently, the 
total pixel count of a state-of-art image sensor is only about 20 million. In other words, 
without mechanical scanning, the best image we can capture only contains 20 megapixels, 
regardless the space-bandwidth product (i.e., the total number of resolvable points) 
provided by the microscope system.  
1.2    Modern microscopy techniques 
In the previous section, we discussed the limitations as well as the intrinsic design conflict 
of the conventional microscope. Fortunately, different types of new microscopy techniques 
have been developed over the past years, aiming to address some of these issues. In this 
sub-section, we discuss two types of these developments: super resolution microscopy and 
digital in-line holography. Super resolution microscopy breaks the diffraction limit 
imposed by the objective lens. Digital in-line holography technique, on the other hand, 
addresses the design conflict between different parameters. 
 
1.2.1 Super resolution microscopy 
Super-resolution techniques address the low-pass filtering process of the objective lens and 
allow the capture of images with a higher resolution than the diffraction limit. There are 
two major groups of methods for the super-resolution microscopy: deterministic and 
stochastical methods.  
Stimulated Emission Depletion Microscopy (STED) and Spatially Structured 
Illumination microscopy (SSIM) are two good examples of deterministic super resolution 
microscopy. STED is a process that provides super resolution by selectively deactivating 
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fluorophores to enhance the imaging resolution in that area [2]. It uses two laser pulses, one 
for raising the fluorophores to their fluorescent state and the other for the de-excitation of 
fluorophores by means of stimulated emission [3]. Due to the non-linear dependence of the 
stimulated emission rate on the intensity of the STED beam, all the fluorophores around the 
focal excitation spot will be in their off state (the ground state of the fluorophores). By 
scanning this focal spot across the sample, one retrieves the 2D image. The size of the 
excitation focal spot can theoretically be infinitely small by raising the intensity of the 
STED pulse. The other example of deterministic super resolution microscopy, SSIM, is 
based on the nonlinear dependence of the emission rate of fluorophores on the intensity of 
the excitation laser [4]. By applying a sinusoidal illumination pattern with a peak intensity 
close to that needed to saturate the fluorophores, one retrieves nonlinear moiré fringes. The 
fringes contain high order spatial information that can be extracted by computational 
techniques. Once the information is extracted, a super-resolution image beyond the 
diffraction limit is recovered. 
Another type of super resolution microscopy is based on the stochastical method. 
Photoactivated localization microscopy (PALM) [5] or stochastic optical reconstruction 
microscopy (STORM) [6] is a good example of it. This technique utilizes sequential 
activation and localization of photoswitchable fluorophores to create a precise location map 
of fluorophores. During imaging, only a small subset of fluorophores is activated at any 
given time, as such, the position of each fluorophore can be determined with high precision 
by locating the centroid of the single-molecule. To date, the spatial resolution achieved by 
this technique is ~20 nm in the lateral dimensions and ~50 nm in the axial dimension and 
the temporal resolution is as fast as ~0.5-1s [7].  
 
1.2.2 Digital in-line holography 
Dennis Gabor invented holography in 1948 as a lensless imaging technique to recover both 
phase and amplitude information simultaneously [8]. Combined with the recent 
development of digital image sensors, such a technique has been demonstrated as a 
promising microscopy solution to address some of the design conflicts in the conventional 
system [9-17]. The basic idea of this technique is to record the interference pattern between 
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the reference light wave and the wave scattered by small objects. Such an interference 
pattern is called hologram, after the Greek word ‘holos’, meaning whole. The hologram 
contains information, by the way of interference fringes, corresponding to both the 
amplitude and phase of the scattering wave from objects.  
In Gabor’s setup, the sample is directly placed between the light source and the 
intensity recording plane (Fig. 1-3); as such, the axes of both the scattering wave of objects 
and the reference wave were in parallel (termed in-line holography). The reconstruction of 
this hologram results in the real image of objects superimposed with an out-of-focus image 
(termed “twin image”) laying on the same optical axis. There are different approaches to 
solve this “twin image” problem: 1) introduce an off-axis reference wave [18, 19]; 2) 
introduce a phase shift of the reference wave [20] ; 3) numerically remove the twin image 
from post-processing [21-23]. In the context of chip-scale microscopy, the third option is 
preferable due to the simplicity of the in-line setup, the fast development of digital image 
acquisition/processing technology and the inherent higher space-bandwidth product of the 
in-line setup. 
 
 
Figure 1-3 (color): The typical setup of digital in-line holographic microscope. The 
reconstruction process involves the light field propagation back and forth between the 
imaging domain (where the intensity data is applied) and the object domain (where the 
object support is applied). 
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 The simplicity and the cost effectiveness of the digital in-line holography platform 
hold great potentials for different applications [9, 10, 12, 13, 24, 25]. However, there are 
also several limitations worth noting. First, such an approach relies on the imposed object 
support in the iterative phase retrieval process; in other words, it only works well for 
isolated targets with true boundary [26-28]. For a contiguously connected sample like cell 
cultures, it is difficult to generate an object support mask by intensity thresholding. Second, 
the iterative phase recovery process may post a heavy load on computational resources. 
The time to reach a converged solution strongly depends on the scattering property of the 
sample. It is also possible that no solution can be reached due to the stagnation problem 
[29]. Third, the interference nature of this approach implies that coherence-based noises, 
such as cross-interference and speckles, would be presented and would need to be 
addressed [10, 30, 31]. While methods for mitigating these have been reported [27, 32-34], 
reconstructed images are still identifiably different, due to artifacts associated with 
coherence-based noises, from images acquired by the conventional bright-field microscope. 
 
1.3    Structure of this thesis 
In a typical microscopy imaging platform, the light path can be generalized to the following 
steps: photons leave the light source, interact with the sample and finally are detected by 
the image sensor. Based on such a light path, this thesis presents several new microscopy 
imaging techniques from three aspects: illumination design, sample manipulation and 
imager modification.  
The first design strategy involves the active control of the illumination sources. 
Based on this strategy, we will present the first successful implementation of a gigapixel 
bright-field microscope without mechanical scanning (Chapter 2). The active control of 
illumination sources can also be adapted for chip-scale microscopy imaging. To this end, 
we will present a lensless microscopy solution termed ePetri-dish (Chapter 3). Based on 
the combination between the active illumination control and tomography reconstruction, 
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we will further demonstrate the implementation of 3D imaging without involving 
mechanical scanning (Chapter 4).    
The second strategy in design considerations is to manipulate the sample. To this 
end, we will present a fully on-chip, lensless, sub-pixel resolving optofluidic microscope 
(SROFM). We will demonstrate the device’s capabilities by imaging microspheres, protist 
Euglena gracilis, and Entamoeba invadens cysts with sub-cellular resolution (Chapter 5).  
 
 
Figure 1-4 (color): The structure of this thesis. Based on the light path of typical 
imaging system, this thesis presents several new microscopy imaging techniques from three 
aspects: illumination design, sample manipulation and imager modification.  
 
The third accessing point in design considerations is the image sensor. Imager 
modification is an emerging technique that performs pre-detection light field manipulation. 
We will present two novel optical structure designs: surface-wave-enabled darkfield 
aperture (SWEDA) and light field pixel. These structures can be directly incorporated onto 
optical sensors to accomplish pre-detection background suppression and wavefront sensing 
(Chapter 6 and Chapter 7). Lastly, we will show that the image sensor can also be 
replaced by a flatbed scanner to achieve ultrahigh pixel count for wide field-of-view 
imaging (Chapter 8). 
The structure of this thesis is summarized in Fig. 1-4. 
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Chapter 2 
Computational gigapixel microscopy without 
mechanical scanning 
Spatial-bandwidth product characterizes the total resolvable pixels of an imaging system. A 
typical microscope platform operates on the order of 10 megapixels. In this chapter, we 
demonstrate a simple and cost-effective imaging method, termed Non-interferometric 
Aperture-synthesizing Microscopy (NAM), for breaking the spatial-bandwidth product 
barrier of a conventional microscope. We show that the NAM method is capable for 
providing two orders of magnitude higher throughput for most existing bright-field 
microscopes without involving any mechanical scanning. Based on NAM, we report the 
implementation of a 1.6 gigapixel microscope with a maximum numerical aperture (NA) of 
0.5, a field-of-view (FOV) of 120 mm2, and a resolution-invariant imaging depth of 0.3 
mm. High quality color images of histology slides were acquired by using such a platform 
for demonstration. The proposed NAM method, readily implemented with a conventional 
microscope, has the potential to broadly impact digital pathology, histology, phytotomy, 
immunochemistry and forensic photography.  
     
2.1    Background 
The throughput of an optical imaging system is fundamentally limited by the spatial-
bandwidth product (i.e., the total resolvable points) of the optics. For a conventional 
microscope platform, the spatial-bandwidth product is on the order of 10 megapixels, 
regardless different magnification factors of objective lenses. As a reference point, the 
resolution of a 20X objective lens (NA of 0.4) is ~0.8 µm and the corresponding FOV is 
~1.1 mm in diameter, resulting in a spatial-bandwidth product of ~7 megapixels. Barriers to 
higher spatial-bandwidth product include 1) scale-dependent geometric aberrations, 2) 
constraints of the fixed mechanical tube length of the relay optics and the fixed objective 
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parfocal length, 3) the availability of gigapixel digital recording devices. These three 
barriers are considered very challenging in the realm of optical and electronic design.    
In the past years, there have been attempts to apply the interferometric synthetic 
aperture technique to increase the spatial-bandwidth product of an objective lens [1-11]. 
Most of these concerned setups record both the intensity and phase information by using 
interferometric holography approaches, such as off-line holography and phase-shifting 
holography. The recorded data are then synthesized in the Fourier domain in a 
deterministic manner. Although improvements in resolution have been demonstrated, such 
an interferometric synthetic aperture technique is still rarely applied for practical 
applications in the microscopy community. Limitations of this technique lie in fourfold: 1) 
interferometric holography recordings in these setups require the use of highly-coherent 
light sources (i.e., lasers). As such, the reconstructed images are suffered from coherent 
noise sources, such as speckles noise, fixed pattern noise (induced by diffraction from dust 
particles and other optical imperfections in the beam path), and multiple interferences 
between different optical interfaces. The image quality is, therefore, not comparable to that 
of a conventional microscope. On the other hand, the use of off-axis holography approach 
also scarifies useful spatial-bandwidth product (i.e., the total pixel number) of the image 
sensor [12]. 2) Interferometric imaging used in this technique is subjected to the 
uncontrollable phase fluctuation between different measurements. A priori knowledge of 
the sample may be needed for setting a reference point in the image recovery process (also 
shown as phase referring). 3) All of reported setups require mechanical scanning, either for 
rotating the sample or for changing the illumination angle. Therefore, precise optical 
alignments, mechanical control in sub-micron level and associated maintenances are all 
needed for these platforms. In terms of the spatial-bandwidth product, they present no 
advantage compared to a platform using a conventional microscope with sample scanning 
and image stitching. 4) The reported platforms are not compatible to a conventional 
microscope. In other words, it is difficult to incorporate such an imaging technique into 
most existing microscope platforms without substantial modifications. Due to the high 
complexity of these platforms, to the best of our knowledge, color imaging capability 
(pivotal for pathology and histology) has also not been demonstrated so far.  
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A major step forward to extend the potential of synthetic aperture technique is to 
develop a method that is capable for breaking the spatial-bandwidth product barrier of a 
conventional microscope and address above discussed issues in a simple and cost-effective 
manner. In this chapter, we introduce and demonstrate such an imaging method, termed 
Non-interferometric Aperture-synthesizing Microscopy (NAM). We show that the NAM 
method is capable for providing two orders of magnitude higher throughput for most 
existing bright-field microscopes without involving any mechanical scanning. Based on 
NAM, we report the implementation of a 1.6 gigapixel microscope with a maximum NA of 
0.5, a FOV of 120 mm2, and a resolution-invariant imaging depth of 0.3 mm. This chapter 
is structured as follows. We will first describe the principle and simulation results of the 
NAM method. Next, we will report on our experimental setup of the gigapixel imaging 
platform. We will then demonstrate the phase and color imaging capabilities of the 
proposed platform for biological applications. Finally, we will discuss the application 
advantages as well as limitations of the NAM platform.  
 
2.2    Principle and simulations 
2.2.1  Principle of NAM 
Principle of the NAM method is illustrated in Fig. 2-1. To understand the principle, we first 
consider a 2D sample with an intensity profile ܫሺݔ, ݕሻ and a phase profile ߮ሺݔ, ݕሻ (Fig. 1a, 
left-hand side). We use a conventional microscope with a 2X objective lens (0.08 NA) to 
acquire low-resolution intensity images of this sample.  We assume the sample is placed at 
the axial position ݖ ൌ ݖ଴, while the in-focus position of the objective lens locates at 
position ݖ ൌ 0; in other words, the sample is out-of-focus by the amount of ݖ଴. In the 
measurement process, we illuminate the sample with different incident angles and capture 
corresponding low-resolution intensity images, as shown in the middle part of Fig. 2-1(a). 
The wave vector of the incidence in x and y direction can be denoted as kxi and kyi. Based 
on these low-resolution intensity measurements, our goal is to recover high-resolution 
intensity and phase profiles of the sample (Fig. 2-1(a), right-hand side).  
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Figure 2-1 (color): Principle and simulation of the proposed NAM approach. (a) We 
consider a 2D sample with an intensity profile ܫሺݔ, ݕሻ and a phase profile ߮ሺݔ, ݕሻ. In the 
measurement process, we illuminate the sample with different incident angles and capture 
corresponding low-resolution intensity images. Based on these low resolution intensity 
measurements, we then recover high-resolution intensity and phase profiles of the sample 
(right-hand side). (b) The recovery procedure of the NAM method. (c) Graphical summary 
of the recovery procedure: the intensity of the low-pass filtered image is replaced by the 
actual low-resolution measurement and the corresponding Fourier space of the high-
resolution reconstruction is updated accordingly.  
 
The basic idea of the proposed recovery process is to iteratively look for a solution 
that can satisfy all the intensity measurements. Before diving into the detailed recovery 
procedure, we would like to first clarify several important concepts: 1) spatial and Fourier 
domain representations. In the recovery process, we keep switching back and forth between 
two working domains: one is the spatial domain (i.e. x-y space) and the other is the Fourier 
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domain (i.e. kx-ky space; kx and ky are the wave number in x and y directions). The 
connection between these two domains is through discrete Fourier transform. 2) Oblique 
incidence. Illuminating the sample by an oblique plane wave with a wave vector (kxi, kyi) is 
equivalent to shift the spectrum of the sample by the amount of (kxi, kyi) in the Fourier 
domain. 3) Optical-transfer-function of the objective lens. In the Fourier domain, the 
objective lens acts as a low-pass filter. The filtering function is a circular pupil with a 
radius of NA*k0, where k0 equals 2π/λ (the wave number in vacuum). 4) Free-space 
propagating. We assume the sample is placed at position ݖ ൌ ݖ଴, while the in-focus 
position of the objective lens locates at ݖ ൌ 0. In other words, the image we capture is not 
the sample profile itself; it is the sample profile propagating by െݖ଴ distance. Such a free-
space propagating step can be modeled by a multiplication of a phase factor in the Fourier 
space. Later this chapter, we will show that free-space propagating in the recovery process 
allows us to perform digital refocusing without mechanical moving the sample at the z 
direction, and it is pivotal for extending the imaging depth and correcting the chromatic 
aberration of the optics.   
With these four concepts in mind, we precede to the detailed description of the 
recovery procedure shown in Fig. 2-1(b): 1) we start with a guess of the high-resolution 
object function in the spatial domain: ඥܫ௛௥݁௜ఝ೓ೝ (‘hr’ stands for ‘high-resolution’). The 
guess can be a random complex matrix (for both intensity and phase) or an interpolation of 
the low-resolution intensity measurement with a random phase. 2) Based on the ඥܫ௛௥݁௜ఝ೓ೝ, 
we then perform low-pass filtering to generate a low-resolution image ඥܫ௟݁௜ఝ೗ (‘l’ stands 
for ‘low-resolution’) corresponding to an oblique plane wave incidence. We note that the 
low-pass filtering process is performed at the Fourier domain of ඥܫ௛௥݁௜ఝ೓ೝ. The filter we 
applied is the optical transfer function of the objective lens discussed in the previous 
paragraph (concept 3). For an oblique incidence with a wave vector (kxi, kyi), we simply 
center such a filter at position (-kxi ,-kyi) in the Fourier space to perform the filtering. 3) We 
then propagate the filtered image to the in-focus position of the objective lens and get 
ඥܫ௟௙݁௜ఝ೗೑ (‘f’ here stands for ‘focused position’). This step only involves the multiplication 
of a phase factor in the Fourier space. 4) We then replaced ܫ௟௙ in the low-resolution image 
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ඥܫ௟௙݁௜ఝ೗೑ by the actual low-resolution intensity measurement ܫ௟௙௠. As such, the updated 
low-resolution image corresponding to incident wave vector (kxi, kyi) is ඥܫ௟௙௠݁௜ఝ೗೑. 5) The 
updated low-resolution image ඥܫ௜௙௠݁௜ఝ೔೑ is then back-propagate to the position of sample 
plane and we get ඥܫ௟௦݁௜ఝ೗ೞ (‘s’ here stands for ‘sample’). 6) Next, we perform Fourier 
transform of ܫ௟௦݁௜ఝ೗ೞ and update the corresponding region of the Fourier space of 
ඥܫ௛௥݁௜ఝ೓ೝ accordingly. As an example, the region corresponding to the normal incidence 
locates at the center part of the Fourier space (enclosed by the yellow circle in Fig. 2-1(c)). 
7) Repeat steps 2-6 for other incident angles.  8) Repeat step 2-7 until the solution 
converges. In a typical implementation (including all the simulation and experimental data 
demonstrated in this chapter), we only repeat step 2-7 for once. Finally, we note that, step 3 
and 5 can be ignored if the sample is placed at the in-focus position of the objective lens. 
 
2.2.2  Simulations of NAM 
We first investigated the performance of the proposed NAM method by simulations. The 
simulated sample intensity and phase are shown in the left-hand side of Fig. 2-1(a). The 
pixel size of these two input profiles is 275 nm and the wavelength of the simulated 
incidence is 632 nm (also see the discussion on sampling requirement in Section 2.2.3). 
The sample was illuminated by plane waves with 137 different incident angles, filtered by a 
2X objective lens (0.08 NA) and then captured by an image sensor with 5.5 µm pixel size. 
In this simulation (Fig. 2-1), we assume the sample is placed at the in-focus position of the 
objective lens (the case for defocusing will be discussed in Fig. 2-3). The resulting low-
resolution images, added with 1% random speckle noise, are shown in the middle part of 
Fig. 2-1(a). Based on these low-resolution images, we then reconstructed the high-
resolution image following the recovery procedure discussed above, with a maximum NA 
of 0.5 in the Fourier space. Intensity and phase profiles of the reconstructed image are 
shown in the right-hand side of Fig. 2-1(a). We can see that, high-resolution images of the 
sample can be recovered without involving phase measurement in the data acquisition 
process. In other words, interferometry-based setup is not needed in the proposed NAM 
method. We graphically summarized the recovery procedure in Fig. 2-1(c): the intensity of 
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the low-pass filtered image is replaced by the actual low-resolution measurement and the 
corresponding Fourier space of the high-resolution reconstruction is updated accordingly.  
To further demonstrate the relationship between low-resolution measurements and 
the high-resolution reconstruction, we show 9 (out of 137) low-resolutions raw images and 
their corresponding regions in the reconstructed Fourier spectrum in Fig. 2-2.  
 
 
Figure 2-2 (color): The relationship between low-resolution measurements and the 
high-resolution reconstruction. (a1-a9) Low-resolution measurements (9 out of 137). (b1-
b2) The reconstructed intensity and phase images. (b3) The Fourier space of the recovered 
image. Corresponding regions for low-resolution measurements are highlighted.  
 
In a conventional microscope, the resolution degrades as the sample moves away 
from the in-focus position; to achieve the optimal resolution, one needs to use the stage to 
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mechanically bring the sample back into focus. In the proposed NAM method, such a 
sample focusing step can be done digitally rather than mechanically. To perform digital 
refocusing in NAM, we only need to include two free-space propagating steps in the 
recovery procedure (step 3 and 5 in Fig. 2-1(b)). In Fig. 2-3, we perform a set of 
simulations to verify the capability of NAM for digital refocusing. From this figure, we can 
see that the high-resolution reconstruction (column 2 and 3) is invariant to the sample 
defocusing. Reconstructions without digital refocusing are also provided in column 4 and 5 
in Fig. 2-3 for comparison.  
 
 
Figure 2-3 (color): Extending imaging depth by digital refocusing. Each row represents 
a different defocused amount at z direction. Column 1 is the low-resolution image. Column 
2 and 3 are the recovered high-resolution intensity and phase profiles with digital 
refocusing. Column 4 and 5 are the recovered high-resolution intensity and phase profiles 
without digital refocusing.   
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The numerical analysis demonstrated in this sub-section verifies the principle of the 
proposed NAM method. Since we can reconstruct the high-resolution image with a low NA 
lens, the FOV can be decoupled from the resolution of the lens and the throughput of the 
imaging system is not limited by the spatial-bandwidth product of the optics anymore. 
 
2.2.3  Sampling requirement of NAM 
There are two questions regarding the sampling requirement of the proposed NAM method: 
1) given the NA of an objective lens, what is the largest pixel size we can use for acquiring 
the low-resolution intensity images; 2) given the synthetic NA of the reconstructed image, 
what is the largest pixel size we can use for representing the reconstructed intensity image. 
In this sub-section, we try to answer these two questions. We further defined the pixel size 
ratio between the raw image and the reconstructed image as the ‘enhancement factor’ of the 
NAM method (the larger this factor, the higher the system throughput).  
Since we can recover both intensity and phase information with NAM, the answer 
to question 1 is the same as the sampling requirement for coherent optical systems: 
λ/(2·NAobj). For question 2, we note that, the synthetic NA is for the electric field E (with 
amplitude and phase). The final reconstruction, on the other hand, is for the intensity 
profile ܫ (ܫ ൌ ܧ ∙ ܧ∗, where ‘*’ denotes for complex conjugate). Such a multiplication of 
electric field in the spatial domain corresponds to a convolution operation in the Fourier 
domain. As such, the passband of the reconstructed intensity image double in the Fourier 
domain. Therefore, the largest pixel size we can use for representing the reconstructed 
intensity image is λ/(4·NAsyn) at the sample plane. If we choose the largest pixel sizes both 
for the raw image and the reconstructed image, the enhancement factor of NAM can then 
be expressed as:  
                          Enhancement factor ൌ 2 ∙ ܰܣ௦௬௡/ܰܣ௢௕௝                                   (2-1)               
For implementing the NAM method in this chapter, we use a 2X objective with 
0.08 NA and an image sensor with 5.5 μm pixel size. From the answer to question 1, we 
can see that the largest pixel size we can use at the image plane is 2·λ/(2·NAobj) = 5.88 μm 
for blue light. The 5.5 μm pixel size of our image sensor is, therefore, in accord with such a 
requirement. On the other hand, based on the answer to question 2, pixel sizes (at the 
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sample plane) of the reconstructed image are 0.33 μm, 0.29 μm and 0.27 μm for red, green 
and blue wavelengths. For simplicity, we choose a reconstructed pixel size of 0.275 μm for 
these three wavelengths in our implementation, corresponding to an enhancement factor of 
10. 
 
2.2.4  Computational cost of NAM 
A major difference between the proposed NAM method and conventional microscopy 
techniques lies in the image recovery process. Therefore, it is worth to discuss the 
computational cost of such a process in detail. Assuming the low-resolution image we 
captured using the image sensor contains n pixels and we use m different LEDs for 
illuminations, the computational complexity of NAM can be estimated in the following: 1) 
in step 2 of the recovery process, we perform a fast Fourier transform (FFT) to generate the 
low-resolution image ඥܫ௟݁௜ఝ೗. The corresponding computational cost is n·log(n). 2) In step 
6, we perform another FFT to update the corresponding region of the Fourier space of 
ඥܫ௛௥e௜ఝ೓ೝ. The corresponding computational cost is n·log(n). 3) In step 7, the above 
computation is repeated for all incident angles; therefore, we get m·2·n·log(n). 4) In step 8, 
the above computation is repeated for once; therefore, we get 2·m·2·n·log(n). Other steps in 
the recovery process are negligible compared to the above value.         
In summary, the computational complexity of the proposed NAM method is 
4·m·n·log(n), given that m is the total number of oblique incidences and n is the total 
number of pixels of a low-resolution image. 
 
2.3    Experimental characterizations of NAM 
To further validate the proposed NAM method in experiment, we used an Olympus BX 41 
microscope platform with a 2X objective lens (0.08 NA, Olympus) and a CCD camera 
(Kodak KAI-29050, 5.5 µm pixel size) as our experimental imaging setup. The field 
number of the 2X objective lens is 26.5; in other words, the aberration-corrected FOV at 
the sample plane is 13.25 mm in diameter. We placed a programmable LED matrix under 
the sample stage as the illumination source (Fig. 2-4(a) and 2-4(b)). This LED matrix 
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contains 32*32 surface-mount full-color LEDs (SMD 3528). The central wavelengths of 
the full-color LED are 632 nm, 532 nm and 472nm for red, green and blue, with a 5 nm 
bandwidth (also see the inset of Fig. 2-4(b)). The measured distance (at z direction) 
between the sample stage and the LED array (i.e., ‘H’) was 83 mm. The size of this 32*32 
LED array is 128 mm; in the words, the distance between adjacent LEDs is 4 mm). An 
Atmel ATMEGA-328 microcontroller provided the logical control for this LED matrix. To 
achieve maximum brightness, the matrix was driven statically rather than in normal 
scanning mode, eliminating the duty cycle and boosting currents through the LEDs at its 
maximum level. The measured light intensities were 0.9, 1.2 and 0.5 W/m2 for color red, 
green and blue, respectively.  
 
2.3.1  Resolution improvement by NAM 
The improvement in resolution provided by NAM was demonstrated by imaging a USAF 
resolution target in Fig. 2-4(c) and 2-4(d). In this experiment, we used 137 red LEDs as our 
light sources for oblique illuminations. The corresponding maximum NA of the 
reconstructed image is ~0.5 in the diagonal direction of the Fourier space. Fig. 2-4(c1) 
shows the full FOV image of the USAF target. Fig. 2-4(c2) and 2-4(c3) show the zoom-in 
views of the raw data, with a pixel size of 2.75 µm (5.5 µm divided by the magnification 
factor). The corresponding high-resolution NAM images are shown in Fig. 2-4(d1) and 2-
4(d2) for comparison, where the pixel size is 0.275 µm. From these figures, we can clearly 
see the resolution improvement by using the NAM method. In Fig. 2-5, we further 
demonstrate cases with different numbers of LED light sources and their corresponding 
NAM reconstructions with different synthetic NAs. This experiment further verified that 
the FOV can be decoupled from the resolution of the optics via NAM; as such, we can get 
ultra-wide FOV and high-resolution at the same time.  
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Figure 2-4 (color): Experimental setup of the gigapixel microscope.  (a) Scheme of the 
setup. Step 3 and 5 in the image recovery process are highlighted. These two steps are 
critical for extending the imaging depth of NAM. (b) A 32*32 programmable LED matrix 
is placed beneath the sample stage for illuminations. (Inset) Each LED can provide red, 
green and blue illuminations. (c1) The full FOV image of the USAF resolution target. (c2 
and c3) Zoom-in views of the raw data, with a pixel size of 2.75 µm. (d1 and d2) The 
corresponding reconstructed NAM images, where the pixel size is 0.275 µm.  
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Figure 2-5 (color): NAM reconstructions with different numbers of LED light sources 
and their corresponding spectrums in the Fourier space. (a) 5 frames reconstruction 
with a maximum NA of 0.13. (b) 64 frames reconstruction with a maximum NA of 0.3. (c) 
137 frames reconstruction with a maximum NA of 0.5. Each small circle in (a2)-(c2) 
represents the spectrum region corresponding to one low-resolution measurement. 
 
2.3.2  Extending imaging depth by digital refocusing 
Another limitation of the conventional microscope platform is the limited depth-of-field. 
As a reference point, the depth-of-field of a 20X objective lens with 0.4 NA is about 5 µm. 
In this regard, a precise mechanical stage is needed in the conventional setup to 
mechanically bring the sample back into the in-focus position of the objective lens. In the 
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proposed NAM method, such a sample focusing step can be done digitally rather than 
mechanically. To perform digital refocusing in NAM, we only need to include two light-
field propagating steps in the recovery procedure (step 3 and 5 in Fig. 2-1(a)).  
 
Figure 2-6 (color): Extending imaging depth by digital refocusing. (a) The USAF target 
is moved to different z positions with defocused distances ranging from -300 um to +300 
um. (b1)-(f1) Low-resolution raw data corresponding to different defocused distances. 
(b2)-(f2) High-resolution reconstructed images with digital refocusing. 
 
In Fig. 2-6, we performed an experiment to validate such a capability of NAM. We 
first moved the sample (USAF target) to different z positions with defocused distances 
ranging from -300 um to +300 um, as shown in Fig. 2-6(a). We then acquired low-
resolution images (corresponding to 137 different LEDs) for all these defocused positions, 
as shown in Fig. 2-6(b1)-(f1). Finally, we reconstructed high-resolution intensity profiles of 
the sample in Fig. 2-6(b2)-(f2), following the recovery procedure discussed before. Line 
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traces of the reconstructed images are also provided in Fig. 2-7.  From these reconstructed 
images, we can see that the proposed NAM method is capable for achieving resolution-
invariant imaging depth of 0.3 mm. In Fig. 2-8, we further compared the case of image 
reconstructions with and without digital refocusing.  
 
 
Figure 2-7 (color): Characterization of the imaging-depth of the NAM platform. (a1)-
(c1) Low-resolution raw data corresponding to different defocused distances. (a2)-(c2) 
High-resolution reconstructed images with digital refocusing. (d) Line traces for the 
smallest features in (a2)-(c2).   
 
 
Figure 2-8 (color): Comparison between cases with and without digital refocusing. (a) 
The raw data taken at position z = -150um. High resolution reconstructions with (b) and 
without (c) digital refocusing.  
26 
 
2.3.3  Auto-focusing index  
In real applications, the exact z-position of the sample is not a priori knowledge. To address 
this problem, we defined a parameter to locate the z-position of the sample automatically. 
We called such a parameter ‘auto-focusing index’, and it is defined by the following 
equation: 
                         Auto-focusing index ൌ 1/	∑ሺඥܫ௟௙ െ ඥܫ௟௙௠ሻ                              (2-2)               
, where ඥܫ௟௙ is the amplitude image from the low-pass filtering, ඥܫ௟௙௠ is the actual low-
resolution measurement. The summation in Eq. (2-2) is for all oblique incidences. The 
logic behind Eq. (2-2) is that the solution converges better for a correct z-position. In other 
words, if the sample is placed at z0 = 100 μm and we try to reconstruct the high-resolution 
image assuming z0 = -100 μm, the solution won’t converge (corresponding to a smaller 
auto-focusing index).  
 
 
Figure 2-9 (color): Auto-focusing index for locating the axial position of the sample 
automatically. (a1)-(a3) Different reconstructions for the sample placed at z0 = -150 μm. 
(b1)-(b3) Different reconstructions for the sample placed at z0 = -50 μm. (c) The maximum 
values of the auto-focusing index indicate the estimated z-positions of the sample, which 
are in a good agreement with the actual values. 
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Fig. 2-9 demonstrates the use of the auto-focusing index for locating the axial 
position of the sample automatically. We first placed the sample at z0 = -150 μm. We then 
calculated the auto-focusing index for different z-positions. The maximum value of the 
auto-focusing index indicates the estimated z-position of the sample, as shown in Fig. 2-9 
(a) and (c) (color code: red). We then repeat the experiment by placing the sample at z0 = -
50 μm, as shown in Fig. 2-9(b) and (c) (color code: blue). We can see that the estimated 
positions are in a good agreement with the actual positions of the sample.  
The capability to perform digital refocusing via the proposed NAM method 
represents another significant improvement over the conventional microscope platform, 
especially for 1) cases where samples are not perfectly aligned over the entire FOV, and for 
2) correcting chromatic aberrations digitally (assigning different defocused distances for 
different colors).  
 
2.4    Demonstration of imaging capabilities of NAM 
In this section, we demonstrate imaging capabilities of the NAM method for biological 
applications. Two samples were used for this purpose: one is a blood smear (human chronic 
lymphocytic leukemia smear, Carolina) and the other is a pathology slide (human 
adenocarcinoma of breast section, Carolina).  
 
2.4.1  High-resolution intensity and phase imaging via NAM 
In section 2.2, we have demonstrated, through simulations, the capability of the NAM 
method for recovering both the intensity and phase profiles of a sample. In this section, we 
verify such a capability through two biological samples. The first sample is the blood 
smear, with the result shown in Fig. 2-10; the second sample is the pathology slide, with 
the result shown in Fig. 2-11. The experimental setting for acquiring these two figures is 
the same as before. From these two figures, we can clearly see the resolution improvement 
provided by the NAM method. We also note that, in Fig. 2-11(b) and (c), the reconstructed 
high-resolution phase image reveals different details of the sample (refer to the region 
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highlighted by the black arrow; such a feature will be further verified using a conventional 
microscope in Fig. 2-15).  
The ability to perform phase imaging is useful in numerous applications. For 
example, phase profile of a histopathology slide contains information about the molecular 
scale organization of tissue and can be used as an intrinsic marker for cancer diagnosis 
[13]. Phase information of a sample can also be used to measure the optical path length of 
cells or organelles [14], to determine the growth pattern of cell cultures [15] or to perform 
blood screening [16]. Currently, most of full-field phase imaging techniques involve the 
use of interferometry in one form or another. As such, these platforms require fairly 
sophisticated and well-designed optical alignments.  
         
 
Figure 2-10 (color): High-resolution intensity and phase imaging via NAM (blood 
smear). (a) The low-resolution raw data of a blood smear. Reconstructed high-resolution 
intensity (b) and (c) phase profiles. 
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Figure 2-11 (color): High-resolution intensity and phase imaging via NAM (pathology 
slide). (a) The low-resolution raw data of a pathology slide. Reconstructed high-resolution 
intensity (b) and (c) phase profiles. The region highlighted by the black arrow reveals 
different details of the sample. 
 
Compared to conventional interferometry-based phase imaging techniques, the 
proposed NAM method represents an easy and cost-effective solution for researchers and 
clinicians to incorporate phase imaging functionality into their current microscope systems. 
Based on NAM, specialized phase microscopy techniques become accessible to average 
microscopists or even high school students. 
 
2.4.2  Parallel computing and image blending for large data sets  
In Section 2.2, we have discussed the image recovery procedure and its associated 
computational cost. However, when it comes to large data sets, extra steps are needed to 
further accelerate the recovery process and optimize memory accesses. In this sub-section, 
we discuss two extra steps we used for reconstructing the full FOV image in the NAM 
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platform. In the first step, we divided the full FOV raw image (5320 by 4370 pixels) into 
smaller portions (196 by 196 pixels). Each small portion was independently processed by 
the recovery procedure discussed in section 2.2. In the second step, we combined the 
recovered images of different portions by alpha blending [17]. Fig. 2-12 demonstrates the 
image-blending process for creating the final full FOV gigapixel image. From the blending 
result shown in the right-hand side of Fig. 2-12, we can see that there is no observable 
boundary in the stitching region (the width of the blending region equals to the size of 6 
raw pixels). 
 
 
Figure 2-12 (color): Demonstration of image blending. The large format raw image 
(5320 by 4370) was divided into smaller portions (196 by 196 pixels) for parallel 
computing. Images in the left are two adjacent recovered images (1960 by 1960 pixels) and 
the right one is the combined image by alpha blending. No observable boundary is 
presented in the stitching region.  
 
Benefits of these two extra steps lie in threefold: 1) each small portion of the raw 
image can be processed independently, a requirement for parallel computing; 2) reduce the 
memory requirement of the computer; 3) the light from LEDs can be treated as plane 
waves.    
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Using a personal computer with an Intel i7 CPU, the processing time for each small 
image (converting 196 by 196 raw pixels to 1960 by 1960 pixels) is ~4 seconds with 
Matlab. The processing time for creating the entire full FOV image is ~10 mins by parallel 
computing (using all 4 cores of the CPU). To further reduce the processing time, there are 
two solutions: 1) use a GPU unit. A GPU unit can reduce the processing time by at least 10 
folds, since the major operation in our recovery process is FFT. 2) Implement the algorithm 
using other low-level programming language, such as C++.      
  
2.4.3  Gigapixel color imaging via NAM  
To demonstrate the application of the NAM method for high-throughput digital pathology, 
we acquired a 1.6 gigapixel color image of a pathology slide in Fig. 2-13.  
 
Figure 2-13 (color): Gigapixel color imaging via NAM. (a) FOVs of the slide for 2X and 
20X objective lenses. (b) FOV and the corresponding NA of a 2X objective. (c) FOV and 
the corresponding NA of a 20X objective. (d) FOV and the corresponding NA of our 
gigapixel microscope platform.  
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Fig. 2-13(a) shows two different FOVs of the slide for 2X and 20X objective lenses 
(indicated by the black and red arrows). For the case of 2X objective lens, the FOV is 
~13.25 mm in diameter and the corresponding NA is 0.08, as shown in Fig. 2-13(b). On the 
other hand, the NA of a 20X objective is 0.4, much larger than that of a 2X lens, while the 
corresponding FOV is only 1.1 mm in diameter, as shown in Fig. 2-13(c). The high-
throughput imaging performance of our platform is demonstrated in Fig. 2-13(c). The FOV 
of our platform is the same as the 2X lens (i.e., 13.25 mm in diameter) while the maximum 
NA is ~0.5, resulting in more than 1.6 gigapixel across the entire image by Nyquist rate 
(also refer to Section 2.2.3). Fig. 2-14 further demonstrates the use of digital refocusing for 
correcting the chromatic aberration and creating the high-resolution color image. As shown 
in Fig. 2-14 (a)-(c), raw data for red, green and blue colors are refocused to z-positions of -
70 μm, 28 μm, and -16 μm for high-resolution reconstructions. 
 
Figure 2-14 (color): Comparison between the raw data and the recovered color image 
with NAM. Raw data and the corresponding reconstructed images are shown in (a) for red, 
(b) for green and (c) for blue. (d) The raw color image. (e) The recovered color image with 
digital refocusing. (f) Image captured by a 40X objective lens and a color image sensor.  
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In this example of gigapixel color imaging, we use 137 different LED light sources 
for illuminations. For each LED, at least two images are captured with a different exposure 
time. These images are then combined to form a high dynamic-range image. The total 
acquisition time is ~3 mins for each color, mainly limited by the low light intensity of the 
LED matrix. With a brighter LED matrix, the acquisition time can be reduced to ~50 
seconds with the same CCD in the current setup (maximum frame rate of the CCD: 5.5 
fps). We note that, there is no theoretical limit on the throughput of the proposed platform. 
The practical limit is the data transfer rate of the image sensor.     
To further validate the performance of the proposed gigapixel imaging platform, a 
detailed comparison of image-quality between NAM and different objective lenses is given 
in Fig. 2-15.   
 
Figure 2-15 (color): Comparison of image quality between NAM and different 
objective lenses. Image captured by a 2X (a1), 4X (a2), 10X (a3), 20X (a4) and 40X (a5) 
objective lenses. (b) The recovered color image of NAM.  
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2.5    Discussions 
To summarize, we have demonstrated a simple and cost-effective high-throughput 
microscopy imaging method named Non-interferometric Aperture-synthesizing 
Microscopy (NAM). Such a method is able to break the spatial-bandwidth product barrier 
of a conventional microscope without involving any mechanical scanning. Based on NAM, 
we demonstrated a 1.6 gigapixel microscope platform with a maximum NA of 0.5, a FOV 
of 120 mm2, and a resolution-invariant imaging depth of 0.3 mm. The acquired images 
using NAM are closely comparable to those obtained with a conventional microscope.  
There are several advantages associated with the proposed NAM method that are 
worth noting: 
1) Compatible to most existing microscopes. In the NAM method, we only need to 
capture low-resolution intensity images of the sample (i.e., non-interferometric 
measurements). No phase measurement is needed in the data acquisition process. The setup 
configuration is the same as the conventional microscope platform.  
2) Simple, cost-effective and high-throughput. The only modification we made to 
the conventional microscope platform is to add a LED matrix under the sample stage. Such 
an LED matrix is commercially available and in low-cost (~$20). With this simple 
modification, we are able to increase the throughput of most existing microscopes by two 
orders of magnitude.   
3) No mechanical scanning involved. Different from other synthetic-aperture and 
scanning-based wide FOV microscopy techniques, mechanical scanning is not needed in 
the proposed NAM method. As such, it simplifies the platform design, reduces associated 
costs and allows for a higher throughput limit. We note that the practical throughput limit 
of the NAM method is only determined by the data transfer rate of the camera.   
4) Capable for digital refocusing. To achieve the optimal resolution in the 
conventional microscope platform, one needs to use a stage to mechanically bring the 
sample back into focus. In the proposed NAM method, such a sample focusing step can be 
done digitally rather than mechanically. We demonstrated, with both simulations and 
experiments, that the proposed NAM platform is capable for achieving resolution-invariant 
imaging depth of 0.3 mm. The ability to perform digital refocusing via the proposed NAM 
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method represents another significant improvement over the conventional microscope. It is 
especially useful for cases where samples are not perfectly aligned over the entire FOV. 
We also demonstrated the application of digital refocusing for correcting chromatic 
aberrations of the optics.  
5) Capable for color imaging. High-throughput color imaging is considered pivotal 
in digital pathology, histology, and immunochemistry. In our NAM platform, color 
imaging can be easily achieved via a color LED matrix. The reconstructed image is also 
free from chromatic aberrations of the optics (by digital refocusing).   
6) Capable for phase imaging. Phase profile of a biological sample contains 
information about the molecular scale organization of sample and can be used as an 
intrinsic marker for different applications. The ability to perform phase imaging is also 
useful for digital image processing, such as cell segmentation and cell counting. Currently, 
most of full-field phase imaging techniques require fairly sophisticated and well-designed 
optical alignments. The proposed NAM method provides an easy and cost-effective 
solution for researchers and clinicians to incorporate phase imaging functionality into their 
current microscope systems. Based on NAM, specialized phase microscopy techniques 
become accessible to average microscopists or even high school students. 
7) Throughput scalable. We have demonstrated that, resolution and FOV were not 
coupled in the NAM method. To scale the proposed NAM method for higher throughput, 
one can simply use a lower NA objective lens with more LED illuminations.  
8) The proposed NAM method can also be extended to other spectrum such as THz 
and X-ray regions, where lenses are poor and of very limited numerical aperture.  
There are three future improvements that are worth further investigations:  
1) In the current platform, the acquisition time for a 1.6 gigapixel image is about 3 
mins, limited by the low light intensity of the LED. The implementation with a brighter 
LED matrix will cut down the acquisition time to ~50 seconds. 
2) The image processing time for a 1.6 gigapixel image is about 10 mins. We can 
shorten this number significantly by GPU-assist processing. 
3) By integrating the tomography reconstruction technique into the proposed 
method, we can potentially extend the NAM for 3D imaging. 
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Chapter 3 
ePetri dish, an on-chip cell imaging platform  
The active control of illumination sources can also be adapted for chip-scale microscopy 
imaging. In this chapter, we report on a chip-scale microscopy solution, termed Sub-pixel 
Perspective Sweeping Microscopy (SPSM) and demonstrate a proof-of-concept self-
imaging digital Petri dish solution [1]. This on-chip platform has the ability to 
automatically image confluent cell sample with sub-cellular resolution over a large field-of-
view. As such, it is well suited for long-term cell culture imaging and tracking applications. 
This chapter is structured as follows. We will first present our prototype setup and the 
principle of SPSM. Then, we will report on our large field-of-view on-chip imaging of 
Giemsa-stained confluent HeLa cell samples. We will then report on our experimental 
demonstration of long-term cell imaging and tracking of embryonic stem cell culture 
growth with the ePetri platform. Next, we will discuss the resolution and limitations of the 
SPSM method. Finally, we will discuss the application advantages of the ePetri platform. 
 
3.1    Background 
Recent rapid advances and commercialization efforts in CMOS imaging sensor has led to 
broad availability of cheap and high pixel density sensor chips. In the past few years, these 
sensor chips enabled the development of new microscopy implementations that are 
significantly more compact and cheaper than traditional microscopy designs. The 
optofluidic microscope [2-4] and the digital in-line holographic microscope [5-11] are two 
examples of these new developments. Both of these technologies are designed to operate 
without lenses and, therefore, circumvent their optical limitations, such as aberrations and 
chromaticity. Both technologies are suitable for imaging dispersible samples, such as 
blood, fluid cell cultures and other suspensions of cells or organisms. However, neither can 
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work well with confluent cell cultures or any sample in which cells are contiguously 
connected over a sizable length scale.  
In the case of the optofluidic microscope, imaging requires the microfluidic flow of 
the specimens across a scanning area. Adherent cells are simply incompatible with this 
imaging mode. In digital in-line holographic microscopy, the interference intensity 
distribution of a target under controlled light illumination is measured and then an image 
reconstruction algorithm is applied to render microscopy images of the target. There have 
been two major types of algorithms that have been reported [12-14]. In both cases, the 
image quality depends critically on the extent of the target, the scattering property and the 
signal-to-noise ratio (SNR) of the measurement processes [6, 8, 9, 15-17]. The method 
works well for well-isolated targets, such as diluted blood smear slides. However, to our 
knowledge, such approaches have not been applied to targets that occupy more than 0.1 
mm2 in total contiguous area coverage with sub-micron resolution [5-8, 18]. The reason of 
this limitation is well-known: the loss of phase information during the intensity recording 
process. In order to recover the phase information, object support has to be used in the 
iterative phase recovery algorithm, which involves the light field propagation back and 
forth between the imaging domain (where the intensity data are applied) and object domain 
(where a priori object constrains are applied) [13]. When the test object is real or non-
negative, it is easy to apply the powerful non-negativity support constraint to extract the 
phase information from the recorded diffraction intensity [13]. However, for digital in-line 
holography, light field in the object domain is complex valued, and therefore, the phase 
recovery is possible only if the support of the object is sufficiently isolated (i.e., sparsity 
constrains) [16, 17, 19, 20] or the edges are sharply defined (true boundary) [16, 17, 20]. 
Furthermore, the interference nature of the technique implies that coherence based noise 
sources, such as speckles and cross-interference, would be present and would need to be 
addressed [8, 9, 21]. While methods for mitigating these have reported [15, 16, 22, 23], the 
generated images are, nevertheless, identifiably different from images acquired with 
conventional microscopes due to coherence-based noise sources.   
The need for a high-quality, autonomous and cost-effective microscopy solution for 
imaging confluent cell culture samples, especially for longitudinal studies, is a strong one 
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[24]. To name a few specific examples, the determination of daughter fates before the 
division of neural progenitor cells [25], the existence of haemogenic endothelium [26], 
neural and hematopoietic stem and progenitor divisional patterns and lineage choice [27, 
28], the in-vitro tissue culture studies using the neutral red dye [29], the studies of 
dynamics of collective cell migration [30], detection of toxic compound [31], and drug 
screening [32, 33]. In these cases, the labor intensive nature of these experiments and the 
challenge of efficiently imaging large assays have typically plagued this type of experiment 
format.  
A chip-scale microscopy method that can automatically image growing or confluent 
cell cultures can significantly improve Petri-dish-based cell culture experiments. In fact, 
with this approach providing a compact, low-cost and disposable microscopy imaging 
solution, we can start to transit Petri-dish-based experiments from the traditionally labor-
intensive process to an automated and streamlined process. This technological shift from an 
inert Petri dish to a self-imaging Petri dish, which we term ePetri, is appropriately timely as 
well, because, the cost of high performance CMOS imaging sensors (which are widely 
used in cellphone cameras and webcams) have recently reached a price point where they 
can be used as recyclable or disposable components. We believe that such a self-imaging 
Petri dish, can significantly impact cell-culture-based procedures in both medicine and 
science. 
 
3.2    Principle of sub-pixel perspective sweeping microscopy  
The principle of SPSM is summarized in Fig. 3-1. In this method, we simply culture cells 
or place cells of interest directly on the surface of a CMOS image sensor. To start, consider 
an idealized image sensor that has a high density grid of infinitesimally small pixels. In 
such a case, as long as the cells are right on the sensor, this idealized sensor would be able 
to collect a high resolution shadow image of the cells with excellent acuity. Unfortunately, 
currently available sensor chips have rather large pixels (2.2 microns in our particular 
experiment). This implies that the direct shadow images we collect with our sensor chips 
are intrinsically coarse [34, 35]. Specifically, the raw shadow image resolution would be no 
better than two times the pixel size (as dictated by Nyquist criterion considerations). To 
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address this, we take the following approach to improve resolution or, more specifically in 
our case, to generate a denser grid of smaller virtual pixels.  
 
 
Figure 3-1: (color) Principle of SPSM and the ePetri prototype. (a-c) With the 
incremental tilt/shift of the illumination, the target cells' shadow will incrementally shift 
across the sensor pixels. These sub-pixel shifted low resolution images will be used to 
reconstruct the high resolution image by using pixel super resolution algorithm. (d) The 
ePetri prototype. A thin PDMS layer is used as a cover to prevent the evaporation of the 
culture media while allowing for CO2 exchange between the well and exterior. (e-f) The 
ePetri imaging platform. We used the LED screen of a smartphone as the scanning light 
source. The holder is built with LEGO blocks. 
 
First, we take note of the fact that there is a thin transparent passivation layer that 
separates the cells from the actual light sensitive region of the sensor chip. With this 
recognition in mind, we sequentially tilt/shift an incoherent illumination source above the 
sample and acquire a sequence of raw images. With the incremental tilt/shift of the 
illumination, the target cells' shadow will incrementally shift across the sensor pixels (Fig. 
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3-1(a-c)). The amount of shadow shift is proportional to the passivation layer thickness and 
the tilt/shift extent of the light source.  As long as the shadow shift between each raw image 
frame is much smaller than the physical pixel size, we can then combine the information 
from multiple sub-pixel-shifted low resolution (LR) shadow images to create a single high 
resolution (HR) image with a pixel super-resolution algorithm [36-41].  
The algorithm we used in this experiment is a simple, fast and non-iterative method 
[38] that preserves the estimation optimality in the Maximum-Likelihood sense. In this 
note, we briefly describe the general pixel super resolution model and solution. Detailed 
description can be found in Ref. [37-39, 41]. We denote the N measured low-resolution 
images by  Y୩ሺk ൌ 1,2⋯Nሻ. These images are used to reconstruct a single improved high 
resolution image, denoted as X. The images are all represented by lexicographically 
ordered column vectors. The low resolution image can be modeled by the following 
equation 
                                                 Y୩ ൌ DHF୩X ൅ V୩ሺk ൌ 1,2⋯Nሻ                                    (3-1)                           
The matrix F୩ stands for the sub-pixel shift operation for the image X. The matrix H is the 
pixel transfer function of the image sensor. The matrix Dstands for the decimation 
operation, representing the reduction of the number of observed pixels in the measured 
images. V୩ represents Gaussian additive measurement noise with zeros mean and auto-
correlation matrix W୩ ൌ E{V୩V୩୘}. 
The Maximum-Likelihood estimation of X can be described as following expression 
                         X෡ ൌ ArgMinሼ∑ ሺY୩ െ DHF୩Xሻ୘W୩ି ଵ୒୩ୀଵ ሺY୩ െ DHF୩Xሻሽ                    (3-2)     
And the closed-form solution for X෡ is shown to be 
                                                                   X෡ ൌ HିଵRିଵP                                                 (3-3) 
, where R ൌ ∑ F୩୘୒୩ୀଵ D୘DF୩ , P ൌ ∑ F୩୘D୘Y୩୒୩ୀଵ . It can be proved that, R is a diagonal 
matrix and the computation complexity of this approach is O(n*log(n)), where n is the 
number of pixels. For readers interested in building their own ePetri, a free Matlab-based 
super-resolution software package can be downloaded at Ref. [42].  
Our ePetri prototype based on SPSM imaging, is shown in Fig. 3-1(d). This 
prototype was built on a commercial available CMOS image sensor with a 6mm*4mm 
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imaging area filled with 2.2 micron pixels (Aptina MT9P031). The microlens layer and 
color filter on the sensor surface were removed to provide us with direct access to the 
sensor pixels. In a separate experiment, we determined that the sensor top passivation layer 
was about 0.9 µm thick. We glued a home-made square plastic well to the image sensor 
with poly-dimethylsiloxane (PDMS) (see Methods for details). We then used a thin PDMS 
layer (~100 µm) as a cover for this ePetri prototype. The thin PDMS layer served to 
prevent the evaporation of the culture media while allowing for CO2 exchange between the 
well and exterior. For illumination, we used the LED screen of a smartphone as the 
scanning illumination light source, as shown in Fig. 3-1(e-f). A holder was built with 
LEGO building blocks to house the image sensor socket board and the smartphone. The 
screen of smartphone was set at about 2.0 cm away from the image sensor. In this method, 
the alignment between the smartphone and the image sensor is not a critical consideration. 
During imaging, we arranged the perspective illumination angle from -60 degree to +60 
degree with respect to the surface of the image sensor. The entire platform can be placed in 
an incubator for automatic long term cell imaging and tracking, as we shall report in a later 
section. Fig. 3-2 shows the scanning pattern on the smartphone screen. 
 
 
Figure 3-2 (color): (a) The scanning pattern on the smartphone screen, with 640*640 pixel 
size. (b) We use 15*15 steps for illumination. When the bright spot moves away from the 
center of smartphone screen, the readout from the image sensor chip will decease because 
of the large incident angle; therefore, in our setup, the bright spot size linearly increases 
when it moves away from the center of the screen. 
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We used a smartphone screen as illumination to highlight the point that the light 
intensity requirement of this imaging scheme is low. The scheme can flexibly work with a 
LED display panel, a television screen or a LED matrix. In our experiments, the average 
light intensity incident on a sensor pixel was 0.015 W/m2. As a point of reference, a 
halogen-lamp-based conventional microscope typically delivers intensity of 20 W/m2 on a 
sample.   
 
3.3    Wide field-of-view cell imaging using ePetri  
In this section, we demonstrate the ability of the ePetri prototype to image confluent cell 
samples and perform longitudinal cell study from within an incubator.  
3.3.1 Color imaging of the stained confluent cell sample 
To demonstrate the ability of this ePetri prototype to image confluent cell samples, we 
cultured HeLa cells on the ePetri platform (Fig. 3-1(f)) for about 48 hours. The sample was 
then stained with Giemsa (detailed procedures of fixation and staining are explained in the 
Methods section). The entire image area was 6 mm*4 mm. We used 15*15 scanning steps 
for each color illumination. The image capture rate was set at 10 frames per second with 
the pixel clock of the image sensor running at 70 MHz. The entire data acquisition process 
took about 20 seconds.  
Fig. 3-3(a) shows the reconstructed color image of the confluent HeLa cell sample. 
The image enhancement factor used in the algorithm to generate the image was set at 13. In 
other words, each pixel at the low-resolution raw image level (2.2 µm) was enhanced into a 
13*13 pixel block in the reconstructed image. The entire image of Fig. 3-3(a) contains 
about 8.45 x 108 pixels. The prototype took about 22 second to capture each raw image set 
for each color. Given the sheer amount of data generated, the data transfer rate of ~100 
MB/s between the image sensor and the computer via Ethernet connection imposed a 
throughput limit. After transferring the raw data into the computer, it took us 2-3 minutes to 
reconstruct the entire high-resolution image using a personal computer with an Intel i7 
CPU. We note that, the solution for the reconstructed image was non-iterative, 
deterministic and was optimized in the Maximum-Likelihood sense. The relative long time 
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for image reconstruction was simply attributable to the fact that we were dealing with a 
large amount of data. However, with the use of a GPU unit, we expect the image 
processing time can be cut down to less than one second for the entire image. As we 
believe the primary use of ePetri would be for tracking cell culture growth directly from 
within an incubator, we do not believe that the current data transfer limitation or the current 
processing speed of the prototype will be the bottleneck for the proposed platform. 
 
 
Figure 3-3 (color): (a) Large-field-of-view color imaging of the confluent cell sample. The 
field of view of a 40X objective lens is also shown in left bottom. (b1) and (c1), raw images 
of a small region of (a). (b2) and (c2), the reconstructed high resolution images 
corresponding to (b1) and (c1). (d) The conventional microscopy image, with 40X 
objective lens (0.66 N.A.), acquired from similar cells cultured on a Petri dish. The slightly 
color difference between (d) and (c2) may due to the reflective surface of the image sensor 
of the ePetri platform.    
 
The amount of details in the reconstructed color image is too large to fully display 
on a computer screen or print on a printer; we have provided vignette views of selected 
regions for comparison in Fig. 3-3.  Fig. 3-3(b1) and (c1) show the raw images from a 
small region of Fig. 3-3(a). Fig. 3-3(b2) and (c2) shows the corresponding reconstructed 
high resolution image of (b1) and (c1). From the reconstructed high resolution image in 
45 
 
Fig. 3-3(b2) and (c2), we can readily discern organelles within the HeLa cell, such as 
multiple nuclear granules (indicated by red arrows), and the nucleus. The images also 
closely corresponded to conventional microscopy images acquired from similar cells 
cultured on a Petri dish (see Fig. 3-3(d), image acquired with an Olympus BX 51 
microscope with a 40X, NA = 0.66 objective). This strongly indicates that the ePetri can 
directly replace and improve (by providing a wide field-of-view) upon the conventional 
microscope for cell culture analysis. The comparison between the conventional microscopy 
image and the image acquired by the ePetri is shown in Fig. 3-4. 
 
 
Figure 3-4 (color): The comparison between the conventional microscopy image (in 
reflection mode) and the image acquired by the ePetri platform. The Hela cells were 
cultured on a CMOS sensor chip, fixed and stained with Giemsa. (a1-a3): the conventional 
microscopy images with red, green and blue LED illuminations (Olympus BX41 with a 
20X objective, 0.5 N.A.). (a4) is the color image based on (a1) to (a3). Note that, the sensor 
chip is not transparent, and thus, these microscopy images are taken in the reflection mode. 
The color we saw in (a4) is due to the light interference between the sensor surface and 
sample. The grid pattern in (a1) to (a4) is the pixel array of the image sensor (2.2 µm pixel 
size). (b1) to (b3): the reconstructed high resolution images of ePetri platform under the 
red, green, blue light source scanning. (b4) is the reconstructed color image based on (b1) 
to (b3). Scale bar = 20 µm.     
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3.3.2 Longitudinal cell imaging and tracking 
The ePetri platform can also be used to perform longitudinal cell imaging and study from 
within an incubator. Two experiments were performed to demonstrate such a capability. In 
the first experiment, we seeded HeLa cells onto the ePetri and the entire imaging platform 
(as shown in Fig. 3-5(b)) was placed into the incubator. An Ethernet cable connected our 
prototype to a personal computer outside the incubator for data transfer. In this experiment, 
we took a complete image set at 15 minutes interval for the entire growth duration of 48 
hours. The number of cells grew from 40+ to hundreds in this period.  Fig. 3-5 (a) shows 
the reconstructed images of the cells from a specific sub-location acquired at t = 10hr, t = 
17.5hr, t = 25hr and t = 32.5hr. Based on the time-lapse cell imaging data, we can detect 
and track each individual cell’s movements in space and time, and generate corresponding 
lineage trees (i.e., mother-daughter relationship). For example, Fig. 3-5(c) shows tracking 
trajectories of three cell families annotated by a biologist. The lineage trees for these cell 
families are also shown in Fig. 3-5(c).  
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Figure 3-5 (color): (a) Time-lapse imaging of HeLa cell culture on the ePetri platform. 
Scale bar 20 µm. (b) The experimental setup. The ePetri platform was placed into the 
incubator; the data was read out by an Ethernet cable to a personal computer. A customized 
program was created to automatically reconstruct and display the image onto the screen for 
user monitoring. (c) The tracking trajectories of three cell families and the corresponding 
lineage trees for these cell families. 
 
In order to further demonstrate the versatility of the ePetri as a general platform for 
culturing various types of cells, we perform a second experiment using embryonic stem 
(ES) cells. These cells are derived from the inner cell mass of developing embryos. ES cells 
offer tremendous biomedical potential on two inter-related levels: first, they provide a 
model system for uncovering the fundamental mechanisms governing cell fate decision-
making and differentiation; second, they are the basis for a new generation of regenerative 
therapies for a wide range of neurodegenerative, autoimmune, and hematopoietic diseases, 
among others.  
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In order to visualize the process of stem cell differentiation and the spatial 
heterogeneity in cell fate decisions, we cultured them on ePetri and followed changes in 
cell morphology during the differentiation process. We used the E14 mouse ES cell line as 
a specific example of ES cells. We cultured E14 mouse ES cells in vitro and imaged them 
both under stem cell maintaining conditions and under differentiation-inducing conditions.  
Initially, we imaged stem cells while maintaining their pluripotent state. For this stage, cells 
were resuspended using 0.25% trypsin plated and 104 cells were plated on the ePetri chip 
(2*104 cells per cm2). We pre-coated the ePetri with fibronectin (5ug/ml) for 3 hours prior 
to plating the cells, in order to allow cells to adhere efficiently to the sensor surface. Cells 
were then maintained in a standard stem cell medium (High glucose DMEM, supplemented 
with 15% FBS, L-glutamine/Pen/Strep, NEAA, sodium pyruvate, and 0.1 mM 2-
mercaptoethanol) enriched with LIF (1000U/ml, Millipore) in order to sustain pluripotency. 
The media were replaced daily to resupply nutrients and maintain a proper pH level. In the 
differentiation stage, cells were first plated at low density (~5000 cells) on a fibronectin-
coated ePetri. Initially, cells were maintained in pluripotency-sustaining media for 24 hours 
to allow adherence of the cells. After that point, the media was replaced with N2B27, a 
defined serum free media. In order to induce differentiation, pluripotency-sustaining 
signaling molecules were not included. Media were being replaced every two days until 
cells differentiated and began to exhibit various morphologies. 
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Figure 3-6 (color): Time-lapse imaging of first-stage embryonic stem cell culture on 
the ePetri platform. For this stage, cells were maintained in a standard stem cell medium.  
 
Initially, we imaged stem cells while maintaining their pluripotent state, as shown 
in Fig. 3-6. Then, in the second stage of this experiment, we imaged the differentiation 
process and the dynamical morphological changes in stem cells. Media were being 
replaced every two days until cells differentiated and began to exhibit various 
morphologies.  
Fig. 3-7 (a) shows the reconstructed images of ES cells at the differentiation stage. 
Fig. 3-7(b1)-(b9) show a specific sub-location (corresponded to cell type 1) acquired at 
different time. We were able to identify at least three cell variations in the reconstructed 
image (denoted by arrow in Fig. 3-7(a)). From the morphologies, we estimate the likely 
identities of the cells in Fig. 3-8(a) were adipocytes, the cells in Fig. 3-8(b) were 
undifferentiated ES cells, and the cells in Fig. 3-8(c) were neural progenitor cells.  Based 
on the time-lapse cell imaging data, we can track the cell division event for each type of 
cell, as shown in Fig. 3-8(a), (b) and (c). The time increment between each image frame is 
about 0.5 hr. This experiment clearly demonstrates that the ePetri can collect microscopy 
resolution images over the entire area of the sensor, which is orders of magnitude larger 
than the field-of-view of a conventional microscope with comparable resolution.  
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Figure 3-7 (color): Time-lapse imaging of embryonic stem cell culture on the ePetri 
platform. (a) Based on the morphologies, at least three types of cells were found in the 
reconstructed image, denoted by the red, green and blue arrows.  (b1-b9) A specific sub-
location for cell type 1 (adipocytes) acquired at different time. The observable 
differentiation for this cell type occurred at about 20 hours after the stem cell plating. 
 
Thus we were able to visualize dynamically one of the striking characteristics of ES 
cells – their intrinsic heterogeneity. In addition to morphological heterogeneity, ES cells are 
known to exhibit wide variations in gene expression. Furthermore, individual cells often 
differentiate at different times and locations and choose different fates even when exposed 
to the same media conditions in the same Petri dish. Consequently, the ability to 
continually monitor ES cells over time across a very large area could provide qualitatively 
new insights into the behavior of these cells across a variety of protocols and experiments. 
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Figure 3-8 (color): Tracking of cell division (denoted by the arrows) for cell type 1 (a), 
type 2 (b), and type 3 (c). The defocus effect in some of the images is due to the cell 
detaching from the sensor surface when cell division occurs. The time increment between 
each image frame is about 0.5 hr. The location of these cell types are denoted at Fig. 3-7(a). 
 
 
3.4    Resolution of the ePetri platform 
The optical resolution of ePetri platform was investigated by imaging 500nm microspheres 
(Polysciences) that were directly placed on the image sensor surface. The imaging process 
was identical to the one previously described for HeLa cell culture. For a single 500nm 
microsphere, the bright center of the microsphere was clearly resolved (shown in Fig. 3-
9(a)), with the full-width at half maximum (FWHM) of 690 nm. Since microscopy 
resolution is formally defined based on a given microscope's ability to resolve two closely 
spaced feature points, we further analyzed the case of two closely spaced microspheres to 
better establish our prototype’s resolution. Fig. 3-9(a) also showed the reconstructed 
images of two closely packed 500 nm microspheres with center-to-center distance of 660 
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nm. The data trace clearly showed a valley between the two peaks and, thus, established 
that the resolution of our prototype was 660 nm or better. To further verify this point, Fig. 
3-9(b) shows the magnified small feature of the stained HeLa cell sample and the FWHM 
of this feature was estimated to be 710 nm, which was in good agreement with the 
estimated resolution limit.  
We do, hereby, note that the resolution of the SPSM will deteriorate if the target 
samples are placed at a substantial distance above the sensor surface. The exact resolution-
to-height function is not trivially expressible and instead depends on the angular 
distribution function of the sample scattering, presence/absence and characteristics of pixel 
lens, characteristics of the pixel structure, sensor passivation layer thickness, and the 
physical dimensions of the light sensitive area on each sensor pixel [43, 44]. The last four 
parameters are proprietary information that are not publicly disclosed by the chip maker. 
We believe the method we just described provide an adequate resolution characterization 
recipe for readers interested in building their own ePetri, especially if a different sensor 
chip type is used. 
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Figure 3-9 (color): Resolution of the proposed platform. (a) The line traces of images of 
one 500 nm microsphere (black line) and two 500 nm microspheres (red line). (b) The line 
traces of the small feature of reconstructed high resolution HeLa cell image.   
 
3.5    Discussions 
We have developed a new lensless microscopy imaging method, sub-pixel perspective 
sweeping microscopy (SPSM) that is able to image confluent cell culture with high 
resolution and incoherent light sources. The images are closely comparable with those 
obtained with a conventional microscope. Our prototype has a demonstrated resolution of 
660 nm. This imaging method can be applied to implement a smart Petri dish, ePetri, which 
is capable of performing high resolution and autonomous imaging of cells plated on or 
growing on a low-cost CMOS sensor chip. Our preliminary cell culture experiment 
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indicates that the ePetri can be a useful tool for in-vitro long-term cell observations. To 
demonstrate that this imaging platform can be easily assembled, our prototype was 
constructed out of Lego blocks, a smartphone and an imaging sensor chip.  
There are three aspects to the ePetri technology that are worth further 
investigations:  
1) At present, our ePetri is incapable of performing fluorescence imaging. In 
principle, we can create a fluorescence-capable ePetri by simply coating the sensor chip 
with an appropriate filter material. However, the added thickness of the filter can 
significantly separate the cell culture from the sensor's light sensitive region and result in 
resolution deterioration. On the other hand, if the filter layer is too thin, we may not be able 
to sufficiently block the fluorescence excitation light field from the sensor. In the near 
future, we plan to examine several ePetri design permutations (for example, grid pattern 
scanning [45, 46]) that is able to circumvent this problem.  
2) Our ePetri prototype sustained cell culture growth by immersing the cells in a 
nutrient filled fluid, rather than providing them with a solid growth substrate. A thick solid 
growth substrate would have compromised resolution in much the same way a thick filter 
would have. For experiments that absolutely require solid growth substrate, we encourage 
the user to experimentally seek an appropriate compromise that can sustain cell growth 
without deteriorating resolution beyond the user's requirements.   
3) Our current ePetri can acquire a full set of data (~20 seconds) to render a high-
resolution image in a time period of 2-3 minutes. We did not optimize our system for speed 
as our focus here is on tracking cell culture growth - a relatively slow process. Interested 
user can certainly optimize the system for speed by improving on all aspects of the system.  
There are several advantages associated with this technology that are worth noting: 
1) Low cost. The ePetri uses a CMOS imaging sensor as the base substrate for cell 
culture growth. Post-experiment, the sensor can either be disposed or washed-and-reused. 
Given the low cost of these sensor chips, they are unlikely to represent a major cost 
component in most cell culture experiments.  
2) Disposable. In certain biohazardous experiments, the ability to treat the sensor 
chips as disposable units would significantly reduce any associated risks.  
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3) Direct readout from the incubator. As our demonstration experiment shows, the 
ePetri is sufficiently compact to fit comfortably in a typical incubator. In fact, given its 
footprint, it would be possible to fit multiple ePetri units into the same incubator. Upon 
connecting the ePetri to an exterior processor via an appropriate data cable, a user can start 
to collect images of the growing cell culture without removing the unit from the incubator. 
This advantage saves labor and cut down on the perturbations the cell culture is subjected 
to. It is also possible to design a compact and portable incubator ePetri combination that is 
suitable for point-of-care diagnostic and/or other uses. 
4) Continuous from-the-incubator monitoring. On a related point, an ePetri user 
would be able to monitor cell growth continuously. In bioscience research, this represents a 
good means for performing longitudinal studies. In medical applications, this can 
significantly cut down on the diagnostic time for medical procedures that requires culture 
growth based assessment. As an example, the ePetri can replace the standard Petri dish for 
tuberculosis, staph and other bacterial infection diagnosis. Whereas standard medical 
practice would start initiate a bacteria culture growth and then check the growth at 
relatively long time intervals (checking frequently would be too time consuming), a 
modified ePetri may potentially be able to continuously and autonomously monitor for 
growth changes and notify the user to examine the sample when significant changes have 
been detected.  
5) Platform technology. Finally, we note that the ePetri is a platform technology. 
Since the top surface of the sensor chip is unmodified, a user is free to build upon it. It is 
very possible to simply use the ePetri as an imaging platform for a large number of 
sophisticated lab-on-a-chip designs, such as microorganisms detection based on the use of 
closed dielectrophoretic cages [47], droplet-based platforms for cell encapsulation and 
screening [48], microfluidics-based phenotyping imaging and screening of multicellular 
organisms [49], and high throughput malaria infected erythrocyte separation and imaging 
[50] . It is also possible to modify the ePetri to serve as a self-contained incubator and 
imaging unit. 
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Chapter 4 
Digital 3D refocusing using a LED matrix  
The active control of the illumination light source can also be combined with tomography 
reconstruction technique for 3D imaging. In this chapter, we present the implementation of 
digital 3D refocusing approach using a simple LED matrix [1]. Images of a starfish embryo 
were acquired by using such an approach for demonstration. 
  
4.1    Background 
Appropriate illumination of the specimen is an important factor in achieving high 
resolution and high quality images in microscopy and critical photomicrography. Most 
modern laboratory microscopes are equipped with the Köhler illumination setup, which 
was first introduced in 1893 by August Köhler, and is now recommended by most 
microscope manufacturers. Such a Köhler illumination setup is composed of collector lens, 
field diaphragm, condenser diaphragm and condenser lens.  It can provide specimen 
illumination that is uniformly bright and free from glare [2]. More advanced illumination 
schemes have also been reported in recent years, including structured illumination [3, 4], 
light sheet illumination [5], focus-grid illumination [6] and non-diffracted Bessel beam 
illumination [7]. 
With the maturation of LED technology, the use of LEDs as the light source for 
optical microscopy can bring certain cost- and usage- advantages [4, 8, 9]. In this chapter, 
we demonstrate a simple and cost-effective microscopy illumination scheme by replacing 
the optical condenser with a programmable LED array. The proposed illumination scheme 
has several advantages. 1) A conventional bright field image can be acquired by digitally 
matching the illumination numerical aperture (NA) to the collection NA (i.e. NA of 
objective lens). 2) A dark field image of the specimen can be acquired by simply turning on 
the LEDs at the edge of the array, where the illumination NA is beyond the collection NA. 
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3) We can sequentially turn on each individual LED and capture a sequence of specimen 
images. These images contain the information for different view angles, and therefore we 
can post-process them to digitally refocus the specimen into different depths. 4) The 
aforementioned imaging schemes can be accomplished simultaneously by a single LED 
scan process. We can select the images corresponding to LEDs within the collection NA to 
form a bright field image. On the other hand, the images corresponding to LEDs beyond 
the collection NA can be used for dark field imaging. Furthermore, we can re-align all the 
images (with different view angles) to digitally refocus the specimen into different depths. 
5) No mechanical moving parts are involved in the proposed scheme. The scanning rate of 
the LEDs can easily operate in the kHz domain. The limiting factor in our prototype is the 
capturing frame rate / data transfer rate of the camera. Due to the rapid development of the 
semiconductor industry, we believe that such a data transfer rate will not be a significant 
bottleneck for the proposed illumination scheme in the near future.  6) The proposed 
scheme is cost-effective and compatible with most modern laboratory microscopes.  
 
4.2    Principle and experimental setup 
The proposed illumination scheme is shown in Fig. 4-1(a), where the optical condenser is 
replaced by an LED array. To understand the principle, we first consider only one LED lit 
in the LED array. The location of this LED can be denoted as (xi, yi), as shown in Fig. 4-
1(b). Assuming the distance (at the z direction) between the LED array and specimen is 
‘H’, the illumination NA of this LED can be defined as 
                                                     ௥√௥మାுమ                                                                (4-1) 
, where 	ݎ ൌ ඥሺݔ௜ െ ݔ௖ሻଶ ൅ ሺݕ௜ െ ݕ௖ሻଶ and (ݔ௖, ݕ௖) is the location of the center of the LED 
matrix. For microscopy bright-field imaging, the illumination NA is matched to the 
collection NA of the objective lens. Such a matching procedure can be performed by 
adjusting the size of the condenser diaphragm in the Köhler illumination setup. In the 
proposed scheme in Fig. 4-1(a), we can calculate the illumination NA for each individual 
LED by using Eq. (4-1). We can then separate them into two groups using the following 
criteria. Group 1: illumination NA > collection NA; group 2: illumination NA < collection 
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NA. To achieve the bright field illumination condition, we simply turn off the group 1 
LEDs and turn on the group 2 LEDs. Fig. 4-1(c) shows an example of NA matching by 
using the proposed scheme for the bright field imaging (the LEDs at the edge, whose 
illumination NA is larger than the collection NA, are turned off).  
Another important microscopy method is dark field microscopy. Darkfield 
microscopy can be used to enhance the contrast in unstained samples [10, 11]. It works by 
illuminating the sample with light that will not be collected by the objective lens, and thus, 
it will not form part of the image. In a conventional microscopy setup, a light stop is placed 
at the condenser to create a dark field illumination cone. For the proposed scheme, we can 
simply turn on the LEDs in group 1 to collect the scattering light component from the 
specimen and turn off the LEDs in group 2 to reject the direct light illumination. Such an 
illumination scheme is illustrated in Fig. 4-1(d), where we need only turn on the LEDs 
whose illumination NA is larger the collection NA.  
 
 
Figure 4-1 (color): The proposed illumination scheme. (a) The optical condenser is 
replaced by a programmable LED array. No lens is placed between the LED array and the 
sample stage. (b) One LED is turned on for illumination. (c) The LEDs in central part are 
turned on for the bright field imaging. (d) The LEDs at the edge are turned on for dark field 
imaging. (e) The actual LED array prototype used in our experiment. (f) A simple ray-trace 
diagram showing different z-planes result in different image shifts (also see Eq. (4-2)). 
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As we can see from Fig. 4-1(a), each individual LED illuminated the specimen at a 
specific incident angle. Therefore, each frame of the captured image provided a unique 
perspective view of the specimen. Conceptually, the idea is similar to tilted-view 
microscopy [12], where the sample is mechanically tilted to provide different view angles. 
Based on Fourier slice theorem, each image provides us information on one slice of 3D 
Fourier space. Therefore, based on the captured images with different LEDs, we can 
reconstruct the specimen at different depths. The process is equivalent to tomography 
reconstruction. The data processing procedures can be described in the following steps. 1) 
Select the images from group 2 LEDs. 2) For different LEDs in group 2, the incident angles 
are different, and thus the shifts of the specimen at different depths are also different. This 
second step is to calculate image shifts in x and y directions (denoted as ‘ܵ௫, ܵ௬’) for 
different depths (denoted as ‘h’) based on the following equation:  
                                  ܵ௫ሺ݄ሻ ൌ ݔ௜݄/ܪ, ܵ௬ሺ݄ሻ ൌ ݕ௜݄/ܪ                                           (2) 
, where (ݔ௜, ݕ௜) is location of the LED and ‘H’ is the distance between the LED array and 
specimen (Fig. 4-1(f)). 3) Each captured image is normalized by its maximum intensity (i.e. 
the maximum pixel value of the image). 4) The normalized images are back shifted by the 
amount of (sx, sy) and merged to one image [13]. 5) (Optional) the merged image can be 
further deblurred with the point spread function (PSF) of the objective lens at that certain 
depth ‘h’. The PSF can be estimated from the Airy pattern. 
  
4.3    Demonstration in biological imaging 
To demonstrate the capabilities of the proposed approach, we used an Olympus BX41 
microscope with a 10X (0.3 NA) objective lens as our demonstration imaging setup. We 
replaced the condenser with a programmable LED array as shown in Fig. 4-1(e). This LED 
array contained 10*10 phosphor-based diffused white LEDs (Betlux BL-L513UWC, with 
160 degree wide illumination angles), which were mounted on a PCB board (the PCB 
board can support up to 25*25 LEDs). The measured distance (at z direction) between the 
sample stage and the LED array (i.e., ‘H’) was 80 mm. The size of this 10*10 LED array 
was 54 mm (i.e., the distance between adjacent LEDs is 6 mm). This 10*10 array was 
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driven in a traditional row/column format using a Macroblock constant-current LED driver 
(MBI5027) and a demultiplexed transistor-switched column select. An Atmel ATMEGA-
328 microcontroller provided the logical control on the lines.  To achieve maximum 
brightness, the array was driven statically rather than in normal scanning mode, eliminating 
the duty cycle and boosting current through the LEDs to 125 mA (the measured light 
intensity is ~0.9 W/m2) with 100 ohms on the MBI5027 resistive input for current control.  
We next used the proposed system for bright field and dark field imaging 
demonstrations (Fig. 4-2). We used a microscope slide of starfish embryo (Carolina 
Biological Supply) as the specimen. The experimental procedures can be described as 
follows: 1) turn on the individual LEDs one by one; 2) capture the corresponding images 
(total 100 frames are captured for 10*10 LEDs); 3) sum the images from the group 2 LEDs 
to create the bright field image, as shown in Fig. 4-2(a); 4) sum the images from the group 
1 LEDs to create the darkfield image, as shown in Fig. 4-2(b). The entire image capturing 
process required 2 seconds. The scanning rate of LEDs can reach the kHz regime, and the 
limiting factor in our prototype was the data transfer rate of the CMOS image sensor 
(Aptina MT9M001; we captured images at 50 fps).   
 
 
Figure 4-2 (color): Demonstration of bright-field and dark-field imaging. The bright 
field (a) and dark field (b) images of a starfish embryo captured using the proposed 
illumination scheme. 
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Next, we demonstrate the most important feature of the proposed scheme: digital 
refocusing. In the previous experiment shown in Fig. 4-2, we captured 100 frames (one for 
each individual LED) and then regrouped them to form a bright field/dark field image. In 
fact, this 100-frame data set contained useful information on the 3D structure of the 
specimen and it can be used to digitally refocus the specimen into different depths. 
 
 
Figure 4-3: Demonstration of digital 3D refocusing. (a1-a8) Based on the captured 
images for different individual LEDs, we can digitally refocus the starfish embryo into 
different depths. No mechanical scanning is involved in this process. (b) The image taken 
by the conventional Köhler illumination. We use a halogen lamp as the light source with an 
illumination NA of 0.3 (matching to 0.3 NA objective lens). 
 
The result of digital refocusing following the above procedure is shown in Fig. 4-
3(a1)-(a8). Fig. 4-3(b) is image taken by the conventional Köhler illumination. From this 
figure, we can see the cell development of the starfish embryo at different sections. We 
note that the sectioning ability of our approach is determined by the objective lens. For a 
conventional microscopy setup with a plane wave illumination, the captured image is a 
superposition of images from different depth sections through the entire depth of field. By 
using the proposed illumination scheme, we can separate all these different sections from 
the captured images. Most importantly, we can accomplish this without mechanically 
moving the sample or changing the setup. The image processing time was less than 0.2 
second by using a personal computer with an Intel i7 CPU. 
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4.4    Discussion 
A special case of Eq. (4-2) is ‘h = 0’, i.e. the image in focus. In this case, the reconstructed 
image is equivalent to the image taken by the conventional Köhler illumination approach. 
Fig. 4-4 shows such a comparison. The slight difference in image contrast can be attributed 
to the difference of the light-emitting spectra of the two approaches (the point spread 
function of objective lens is different for different wavelengths).  
 
 
Figure 4-4 (color): Comparison between the proposed method and Kohler 
illumination. The images of a 0.5 µm bead by using (a) the proposed method (b) Köhler 
illumination. (c) The line traces of (a) and (b). 
 
To summarize, a simple microscopy illumination scheme based on a cost-effective 
programmable LED array is proposed in this letter. A sequence of images is captured, one 
for each individual LED. Each image provides a unique view angle of the specimen. We 
showed that these images can be post-processed to render a bright field image, dark field 
image, and more importantly, sectioned images at different depths. The ability to digitally 
refocus the specimen into different depths without mechanically scanning the sample is 
useful for quantitative phase imaging [14], 3D position sensing and metrology. We note 
that the proposed illumination scheme is not a simple tradeoff between time and imaging 
functionalities. A relatively long capturing time (2 seconds) allows us to acquire multiple 
frames, and thus the signal to noise ratio of the final result is also higher than in a single 
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frame (Note that the bit depth of the image sensor is limited). This is similar to averaging 
frames to reduce noise in the conventional still microscope. We also note that the 
illumination angle of the diffuse LEDs we used spanned a range of 160 degrees, therefore 
the maximum illumination NA was close to one. To further enhance the light collecting 
efficiency, we can place the LED array at the black focal plane of the condenser (the rest of 
microscope setup would remain unchanged). 
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Chapter 5 
Sub-pixel resolving optofluidic microscope 
The second strategy in design considerations is to manipulate the sample. In this chapter, 
we present a fully on-chip, lensless microscope device, termed sub-pixel resolving 
optofluidic microscope (SROFM) [1]. This device utilizes microfluidic flow to deliver 
specimens directly across an image sensor to generate a sequence of low-resolution 
projection images, where resolution is limited by the sensor’s pixel size. This image 
sequence is then processed to reconstruct a single high resolution image, where features 
beyond the Nyquist rate of the LR images are resolved. We demonstrate the device’s 
capabilities by imaging microspheres, protist Euglena gracilis, and Entamoeba invadens 
cysts with sub-cellular resolution. 
 
5.1    Background 
There is a growing interest in miniaturized microscopy systems [2-12]. Compact, 
inexpensive and portable imaging systems can fulfill many needs in biological research, 
point-of-care analysis and field diagnostics. For example, an on-chip microscope, produced 
at scale at existing semiconductor foundries and capable of imaging blood cell or parasite 
morphology in high resolution, would bring affordable healthcare diagnostics to less 
developed populations in rural settings, where it is too costly to deploy expensive 
conventional microscopes and skilled technicians. 
In recent years, two classes of on-chip microscopy methods have been extensively 
reported to address these needs. The first method, optofluidic microscopy (OFM) [2], scans 
target objects across an aperture array using a microfluidic flow. The second method, inline 
holography [3], computationally renders images of target objects from interferometry 
measurements of the objects’ scattered light field. Both methods achieve resolutions better 
than the sensor pixel size, but each has its respective strengths and tradeoffs. The inline 
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holography approach works well with samples prepared on glass slides and represents a 
good direct alternative to conventional microscopy. The OFM approach works directly 
with fluid samples and has the potential for integration with streamlined and high 
throughput microfluidic systems. The OFM achieves its highest sharpness at the floor of 
the microfluidic channel and its resolution is limited by the aperture size [4, 13]. The 
resolution degrades as a function of sample-to-floor separation [4]. Inline holography’s 
resolution is directly related to the SNR of the capture image and sensor pixel size.    
Recently, Bishara et al. combined inline holography with a multiframe pixel super-
resolution approach to effectively shrink their image pixel size and thereby attain higher 
resolution images [14]. Multiframe pixel super-resolution approaches rely on combining 
information from multiple sub-pixel-shifted low resolution (LR) images to create a single 
high resolution (HR) image. Effectively, pixel super-resolution approaches take advantage 
of over-sampling in the time domain (capturing a sequences of images rather than a single 
image) to compensate for under-sampling in the spatial domain, for which the resolution is 
limited by the image sensor pixel size. To capture such a sequence of shifted LR images, 
either a fixed image sensor could image a spatially translating object, or a translating image 
sensor could image a fixed object.  In either case, the success of the applied pixel super-
resolution algorithm for HR image restoration depends critically on the precise control over 
and knowledge of the relative sub-pixel shifts between subsequent LR images. In the inline 
holography experiment reported in Ref. 13, a mechanical stage was employed 10cm above 
the sample to generate these sub-pixel shifts by precisely translating an optical fiber 
coupled with a light source. 
Interestingly, not only is this multiframe pixel super-resolution approach adaptable 
for use in OFM as well, but it also greatly simplifies the microscopy scheme. More 
specifically, the microfluidic flow of the samples across the sensor suffices for generating 
sub-pixel shifts and precludes the need for an additional precision scanning setup.  
Furthermore, the resolution enhancement provided by the aperture arrays employed in 
current OFM system can be replaced by the enhancement provided by applying the pixel 
super-resolution algorithm.  Without the aperture arrays, the OFM would be an even 
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simpler on-chip microscopy design, consists solely of a microfluidic channel emplaced 
upon a commercial 2D sensor chip.  
In this chapter, we report on the implementation of a sub-pixel resolving optofluidic 
microscope (SROFM) based on this concept of applying pixel super-resolution algorithms 
in a new and simplified OFM scheme.  We first give an overview of the entire imaging 
scheme, and then define in detail some of the more critical hardware design requirements 
and image processing techniques used, including methods for sub-pixel-shift estimation 
and a shift-and-add pixel super-resolution algorithm.  We then present SROFM images of 
microspheres, protist Euglena gracilis, and Entamoeba invadens cysts and characterize the 
resolution limit of SROFM. Next, we discuss some of the advantages of SROFM, 
including the ability to image various different three-dimensional projections of rotating 
samples, and demonstrate our results in reconstructing high resolution video, where the 
time-varying interaction between the sample and the microfluidic flow is shown. Finally, 
we conclude with a discussion on possible biomedical and bioscience applications for 
SROFM.    
 
5.2    The SROFM device 
5.2.1   Principle of SROFM 
The SROFM technique involves flowing a sample within a microfluidic channel directly 
above the surface of a CMOS image sensor (Fig. 5-1(a)).  A sequence of pixel-size-limited 
low resolution (LR) direct-projection images of the sample, in which the sample within 
subsequent LR images is shifted by a sub-pixel amount, is captured and processed using a 
pixel super-resolution algorithm to produce a single high resolution (HR) image.  The 
microscopy scheme is based on the OFM technique described earlier, except that it does 
not require a metal layer or an aperture array. 
The SROFM hardware is compact, measuring approximately 1.5 cm x 1.5 cm in 
size (Fig. 5-1(b), and consists of a polydimethyl-siloxane (PDMS) microfluidic channel 
(Fig. 5-1(c)) of width between 50 μm and 300 μm and height between 15 μm and 27 μm, 
with an inlet and outlet hole, bonded directly to an inexpensive, commercially available 
CMOS image sensor (Aptina MT9T001), with 3.2 μm pixel size. We designed the channel 
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height to be just slightly larger than the dimensions of the samples being imaged and 
removed the color filter and microlens layer on the sensor surface to ensure the samples 
flowed as close as possible to the sensor’s active sensing layer. The microfluidic channel 
was attached to the CMOS sensor at an angle between 10 to 30 degrees with respect to the 
x direction of the CMOS pixel grid to ensure that the captured LR image sequence 
contained the necessary sub-pixel translations in both the x and y directions.  Our choice of 
angle struck a balance between using a smaller angle with an imaging-area-of-interest with 
fewer pixel rows (and hence higher frame rate) and using a larger angle to obtain sufficient 
displacement along the y-direction with fewer frames. Our experiments were conducted 
under light intensity of 1.2 W/m2 (comparable to room light) provided by a conventional 
LED lamp and we employed a single frame exposure time of 0.3 ms.  
 
 
Figure 5-1 (color): Schematic of the SROFM device. (a) A sample, depicted as a cell in 
the figure, is flown in a microfluidic channel on top of an image sensor and the LR 
projection images are recorded. (b) Photograph of an actual sub-pixel resolving optofluidic 
microscope (SROFM) device. (c) Image of the microfluidic channel directly captured by 
the SROFM image sensor. 
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5.2.2   Fabrication of SROFM device  
The device is comprised of two parts; a CMOS image sensor and a PDMS microfluidic 
channel. We used MT9T031C12STC (3.2 μm pixel, Aptina) for the image sensors. We 
removed the color filter and the microlens layer by treating the sensor under oxygen plasma 
for 10 min (80 W).  
The PDMS channel is fabricated by conventional soft lithography; SU-8 (SU-8 
2002, 2007, 2015, Microchem) mold is fabricated on a 3-inch silicon wafer by mask 
photolithography. The mold is then casted by poly-dimethylsiloxane (Sylgard, Dow-
Corning) of 1:10 mix with base and curing agent, baked at 80°C for 1 hour. The fluidic 
channel is peeled, punched, and cut. The surfaces of the fluidic channel and the sensor are 
cleaned with ethanol and oxygen plasma, and then bonded to each other.  
Polyethylene glycol (PEG, Sigma-Aldrich) surface treatment is used to render the 
channel surface hydrophilic and to reduce cell adhesion [15]. PEG solution is injected into 
the channel and the device is left under UV [4] lamp for 30 min. Then, the channel is 
flushed with DI water and dried.   
 
5.3   On-chip imaging using the SROFM device 
5.3.1   Imaging of non-rotating sample  
For imaging, a liquid containing an adequate concentration of target objects is introduced 
into the channel from the inlet and the pressure difference between the inlet and outlet and 
capillary action induce a flow, delivering the samples across the sensor pixel grid of the 
CMOS sensor. Samples were typically imaged at a flow velocity of 200 μm/s, with a frame 
rate of 500 fps and a field-of-view (FOV) of 250 μm by 3mm. Note that the ultimate 
throughput limitation of SROFM is the speed of the CMOS image sensor.  Even with our 
sensors (Aptina MT9T001), assuming the same fixed data transfer rate, with a more 
restricted FOV of 50 μm by 100 μm and maximum frame rate of 75000 fps, our current 
device could image a continuous stream of cells at a rate of 1300 HR images/sec with each 
image possibly containing multiple cells; to further increase the throughput of our device, 
we could use a high speed global shutter CMOS image sensors. 
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In multiframe pixel super-resolution techniques, the quality of the reconstructed HR 
image depends largely on knowledge of the precise sub-pixel shifts between subsequent 
images, collectively termed the motion vector of the LR image sequence. While the motion 
vector of a LR image sequence is in theory a known set of values in pixel super-resolution 
schemes involving precision scanning stages or actuators, implementation of a compact, 
micro-scanning system would not only be difficult and costly, but also prone to structural 
stability issues that could affect the accuracy of the motion vector.  In contrast, the motion 
vector in SROFM can be estimated, quite accurately, by analyzing the rough position of the 
sample across the LR image sequence since the flow of the sample is highly stable within 
the microfluidic channel (low Reynolds number). For the simplest assumption of a sample 
flowing at constant velocity, the motion vector can be calculated from the location of the 
sample in the first and last frames. However, in many cases, the sample’s motion is not 
strictly uniform or purely translational due to the geometry of the sample itself, defects in 
the microfluidic channel or changes in the flow rate. To compensate for this non-uniform 
motion, we developed several fast image processing techniques, discussed in the 
supplementary material S1, to estimate the motion vector from the LR sequence.  
Once the motion vector of the LR image sequence is calculated, a shift-and-add 
pixel super-resolution algorithm can be applied to reconstruct a single HR image [16]. Such 
an algorithm consists of shifting each LR image by the relative sub-pixel shift given by the 
computed motion vector and adding them all together to fill a blank HR image grid of 
enhancement factor of n, where each n-by-n pixel area of the HR image grid corresponds to 
a single 1-by-1 pixel area of the LR image grid.  The wiener deconvolution method is then 
used to remove pixel blurring in the final HR image.  Fig. 5-2 shows both LR and HR 
SROFM images of several microscopic objects: a 15 μm microsphere, protist Euglena 
gracilis (d = ~15μm) and Entamoeba invadens cysts (d = ~25μm). Taking into account the 
Nyquist sampling criteria and image sensor pixel size of 3.2 μm, the resolution limit of 
each LR image should be 6.4 μm. Note that each individual LR image contains very little 
spatial information about the sample other than its rough location and size, but each HR 
image is clearly improved in resolution. Conventional microscope images taken with a 20x 
objective are also shown for comparison.  
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Figure 5-2: Images obtained from the SROFM device. Euglena gracilis (a-c), 
microsphere (d-f) and Entamoeba invadens cysts (g-o). Raw low-resolution (LR) images 
from the sensor (Top row), high-resolution (HR) images reconstructed from the sequence 
of LR images (Middle row), and conventional bright field microscope images taken with 
20x objective lens (Bottom row). 40 to 50 LR frames were used to reconstruct each HR 
image. 
 
5.3.2   Imaging of rotating sample  
SROFM is not only simpler than the previous aperture-based OFM, but also more robust 
and able to image samples flowing with non-uniform translational motion and even 
rotation.   Since the motion vector of a LR image sequence with SROFM is estimated from 
the image sequence itself, precise flow control is no longer required.  Hence, whereas 
aperture-based OFM would utilize an additional electrokinetic driving scheme to ensure 
uniform flow, SROFM devices can be used with a drop-and-flow scheme, where a small 
volume of liquid sample is injected from the inlet and drawn into the channel by capillary 
action and the pressure difference between inlet and outlet.  Even though the flow rate will 
gradually decrease as pressure between the inlet and the outlet equalizes, a non-linear 
motion vector can be estimated and used to reconstruct a high quality HR image.  
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Furthermore, SROFM can image samples flowing with rotational movement, as long as the 
rate of rotation is slow relative to the image capture frame rate. Fig. 4b shows the sequence 
of HR images of a cell near the channel side wall, flowing with both in-plane and out-of-
plane rotation.  
 
 
Figure 5-3 (color): Sequential HR images of rotating cells (scale bar 10 µm). (a) Cells 
flowing with rotational movement allow the SROFM to capture images of different 
projections, revealing the three-dimensional inner cellular structures. (b) HR sequence of 
an Entamoeba invadens cyst traveling with in-plane rotation. Note that the highlighted part 
of the sample is rotating in the sequence. The length of the dark spot in the highlighted 
region is also decreasing in the time lapse, indicating that the sample has out-of-plane 
rotation as well. (c) Sample translating with out-of-plane rotation. The highlighted regions 
with the same color reveal that the pairs of images are rotated 180 degrees out-of-plane of 
each other. Each pair of images is distinct from the others, showing the complex inner 
structure of the cell from a different projection plane. 
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SROFM’s ability to image samples with rotational movement provides us with the 
unique opportunity to image samples from different perspectives. When cells rotate out-of-
plane while flowing through the channel, we can observe the cells from different 
projections, and hence better resolve their three-dimensional inner structures. The requisite 
rotational motion for such imaging is naturally provided by the interaction of the cell with 
the non-uniform flow velocity profile of pressure-driven laminar fluid flow in the 
microfluidic channel. Fig. 4c shows sequential HR images of an Entamoeba invadens cyst 
rolling in the channel. Note that pairs of images highlighted with the same color are mirror 
images of each other, indicating that the cell has rotated 180 degrees along the direction of 
flow. These images reveal the three-dimensional location of each of the dark and bright 
spots in the cyst, as well as its external morphology. 350 frames of the LR image sequence 
were used to reconstruct the HR images, with 50 LR frames used for each HR frame. The 
motion blur due to the rotation within each 50 frames is not itself significant in the HR 
images, but if the rate of rotation of the sample is too fast relative to the translational 
movement, then the rotation blur would degrade the image quality. Additional modification 
in the design of the microfluidic channel could help control the rotation of the sample to 
achieve consistent rotational imaging without significant motion-blur. As such, we can 
perform rotational imaging with SROFM without any additional scanning stages or 
multiple light sources.  The flexible ability of SROFM in imaging samples that are rotating 
or flowing with non-uniform velocities is a significant advantage over other designs. 
 
5.3.3   Reconstruction of high-resolution video  
SROFM can not only acquire HR still images of samples, but also capture HR videos of the 
samples as they flow through the channel and interact with the fluid. This is accomplished 
by using a sliding window sampling approach in combination with the pixel super-
resolution algorithm (Fig. 5, See supplementary material S2 for the reconstructed HR 
video). We demonstrate HR video of Entamoeba invadens cysts flowing within the 
channel. In S2, we observe multiple non-rotating cysts flowing across the channel, a 
single rotating cyst and a single cyst flowing with out-of-plane rotation. To reconstruct 
each frame of each HR video, 45 LR frames were used with an enhancement factor n = 7. 
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SROFM’s implementation of pixel super-resolution HR video reconstruction may find 
many practical applications, including the monitoring of the dynamic behavior, rotation and 
deformation, of a cell in a fluidic channel and creation of synthetic “video zoom”, where a 
region of interest within a video sequence is enlarged and enhanced by some factor. 
 
 
Figure 5-4: Reconstruction of HR video using the multiframe pixel super-resolution 
algorithm (scale bar = 10 µm). 
 
5.3.4   Resolution of SROFM   
To establish the extent of resolution improvement, we imaged a solution of 0.5 μm 
microspheres. Figure 3 shows the reconstructed HR image of a 0.5 μm sphere with the 
enhancement factor of 10 and 13. The centers of these microspheres can clearly be resolved 
and identified with the full with half maximum of 0.80 μm and 0.65 μm. The second data 
set implies that our prototype has a resolution limit of ~ 0.75 μm (adjacent particles can be 
resolved as long as they are 3 or more HR pixels apart). Note that the resolution of a 
conventional microscope resolution with 20x objective lens is 0.84 μm, which can be 
obtained by 
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                                                   r = 0.61λ/NA                                                       (5-1) 
, where NA is the numerical aperture of the objective lens and λ is the wavelength of light. 
For aperture-based OFM, 0.8 μm resolution has been achieved with 1-μm apertures [4]. It 
has been shown that the resolution of aperture-based OFM is dependent on the aperture 
diameter and that a 450-nm aperture can achieve ~400 nm resolution [17]. Resolution of 
SROFM can also be improved by using smaller LR pixel size and/or higher enhancement 
factor with longer LR sequences. 
 
 
Figure 5-5 (color): Resolution of the SROFM prototype obtained with 0.5 μm 
microspheres. (a) Intensity profile of the 0.5 μm sphere from image reconstructed with an 
enhancement factor of 10 (inset). (b) Intensity profile of the same sphere reconstructed with 
an enhancement factor of 13 (inset). FWHMs of the profiles in (a) and (b) are 0.8 μm and 
0.66 μm, respectively. 
 
5.4    Discussion 
We proposed and demonstrated a new on-chip optofluidic microscope that utilizes a 
multiframe pixel super-resolution algorithm to capture and reconstruct HR images and 
videos of biological samples. The novel combination of a pixel super-resolution and 
optofluidic approach towards microscopy removes the need for bulky and expensive lenses, 
coherent illumination sources and precision microscanning mechanisms. In addition, the 
SROFM system also allows us to capture images and videos of rotating samples in high 
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resolution and, thereby, reveal three-dimensional sub-cellular structures from different 
perspectives.  
SROFM’s simplicity, compactness, and cost-effectiveness make it well-suited for 
drop-and-flow screening of fluidic samples such as blood, urine or water. We believe that 
the SROFM technique can potentially play a significant role in the eventual development 
and commercialization of a mass-distributed, portable microscope for point-of-care 
analysis and third-world diagnostics, for the detection of water-borne parasites, blood-
borne parasites and diseases involving blood cell deformations.   
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Chapter 6 
Surface-wave-enabled darkfield aperture 
The third accessing point in design considerations is the image sensor. Imager modification 
is an emerging technique that performs pre-detection light field manipulation. In this 
chapter, we present a novel optical structure design, termed surface-wave-enabled darkfield 
aperture (SWEDA) [1], which can be directly incorporated onto optical sensors to 
accomplish pre-detection background suppression. This SWEDA structure consists of a 
central hole and a set of groove pattern that channels incident light to the central hole via 
surface plasmon wave and surface scattered wave coupling. We show that the surface wave 
component can mutually cancel the direct transmission component, resulting in near-zero 
net transmission under uniform normal-incidence illumination. In this chapter, we report 
the implementation of two SWEDA structures. The first structure, circular-groove based 
SWEDA, is able to provide polarization independent suppression of uniform illumination 
with a suppression factor of 1230. The second structure, linear-groove-based SWEDA, is 
able to provide a suppression factor of 5080 for TM wave and can serve as a highly 
compact (length = 5.5 micron) polarization sensor (the measured TE/TM transmission ratio 
is 6100). A detection system that can effectively suppress background contributions (prior 
to detection) and allow detection of small signals in extremely compact device architectures 
is potentially useful for a broad range of applications from on-chip bio-sensing to 
metrology and microscopy. 
 
6.1    Background 
There is a growing interest in miniaturized microscopy systems [2-11]. Compact, 
inexpensive and portable imaging systems can fulfill many needs in biological research, 
point-of-care analysis and field diagnostics. For example, an on-chip microscope, produced 
at scale at existing semiconductor foundries and capable of imaging blood cell or parasite 
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morphology in high resolution, would bring affordable healthcare diagnostics to less 
developed populations in rural settings, where it is too costly to deploy expensive 
conventional microscopes and skilled technicians. 
The ability of a sensor to observe a weak optical signal in the presence of a strong 
background can be significantly limited even if the sensor is fully capable of measuring the 
same weak signal in the absence of background [12, 13]. There are several factors that can 
contribute to this degradation in sensitivity, and their relative significance is dependent on 
the measurement scenarios involved.  
The case of stars in the sky provides a good illustration of some of these limitations. 
A bright star that is quite visible at night may disappear from our sight during the day. This 
disappearing act is attributable to two major factors. First, the bright daytime background 
can introduce a proportionate noise term that the brightness of the star must exceed in order 
to be observable. Second, our eyes naturally adjust their dynamic range to accommodate 
the bright daytime background. As the bit depths of most measurement systems (including 
our eyes) are finite, we necessarily view the sky with a coarser brightness scale during the 
day. If the incremental brightness of the star versus the background is smaller than this 
gradation scale, the star is simply indistinguishable from its background.   
The approach of adding bit depth can address part of the problem; however, it is an 
‘engineering’ solution that comes at a price of more sophisticated electronics and greater 
data volume. Moreover, it does not eliminate the proportionate noise term from the 
background. Interference arrangements can potentially be employed to destructively 
interfere and cancel the background (for situations where the light sources involved are 
coherent). However, such schemes are understandably elaborate and non-trivial to employ. 
A sensor that can intrinsically cancel a strong background prior to signal detection would 
be a simpler solution with broad applicability.   
In this chapter, we report a novel sensor structure that accomplishes this type of 
darkfield sensing for coherent light field in a robust, compact and simple format. This 
structure, termed surface-wave-enabled darkfield aperture (SWEDA), operates by 
interfering surface wave with the direct light transmission component in such a way that a 
uniform light field at normal incidence will actually generate no detectable signal in a 
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sensor bearing this structure. A sensor bearing SWEDA is insensitive to the background 
normal-incidence light field but is, instead, highly sensitive to weak localized light field 
variations or light fields at non-zero incident angles that disrupt the exquisitely balanced 
interference condition.  
We will next describe the operating principle of the proposed structure. Then, we 
will report on our simulations and experimental implementation of a polarization-
independent SWEDA, which utilizes a circular groove pattern for surface wave coupling. 
We next extend the SWEDA concept to a polarization-sensitive case by using a linear 
groove pattern for surface wave coupling. Finally, we report on our experimental 
demonstration of the ability of the circular-groove-based SWEDA to detect weak signals in 
the presence of a strong background; we also present a proof-of-concept that, amongst 
other applications, shows that sensors based on such structures can be used to implement a 
new class of darkfield microscopes.  
 
6.2    SWEDA concept 
The light interaction between the subwavelength features on a metal-dielectric interface has 
been a subject of intensive study in recent years [14-31]. It has been shown that 
appropriately patterned rings of metal corrugation around a hole can significantly change 
the total amount of light transmission through the aperture [15, 17, 18, 22, 23, 25, 27]. One 
primary component involved in such a light-interaction between the central hole and the 
metal corrugation is the surface plasmon (SP) wave, the electromagnetic surface wave 
existing at the interface between a dielectric and a noble metal [32]. SP wave exhibits 
intrinsic field localization at the interface and thus allow for the manipulation of light in the 
subwavelength scale. Recently, some theoretical and experimental results [18, 21-24, 28, 
30] also show that SP wave is not the only component involved in the light-interaction of 
subwavelength features on the metal-dielectric interface. A surface scattered component 
also plays a role at the short range interaction. Therefore, the mediated-transmission 
behavior of this corrugation based aperture can be intuitively explained as follows. When 
light falls on a patterned groove structure on the metal, it couples into the surface wave, 
including the SP wave and the surface scattered wave. By choosing the groove periodicity 
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such that the surface wave launched at each groove adds up in phase, we can generate a 
strong propagative surface wave that is directed towards the hole. The surface wave can 
then be converted back to a propagating optical wave at the central hole. In essence, the 
groove structure serves as an antenna for light collection and uses the surface wave to 
transport the collected optical power to the hole. Using this approach, researchers have 
reported both light transmission enhancement and suppression [15, 17, 18, 22, 25, 33]. 
Our SWEDA design differs from previous surface-wave-modulated aperture design 
by exactly balancing the direct transmission component of the central hole and the surface 
wave component induced from the grooves (for clarity, we refer to the center opening as 
the central hole and the entire structure as the aperture). This creates a situation where the 
two transmission components can interact significantly – thus providing an additional 
means for light manipulation. To be specific, we precisely control the amplitude of the 
surface wave by changing the periodicity and depth of the groove structure. Through 
judicious choice of the groove structure and the central hole size, we can arrive at a 
situation where the surface wave component is equal in strength to the direct transmission 
component. Furthermore, we can adjust the phase lag between the surface wave and the 
direct transmission component by choosing the gap between the innermost groove and hole 
appropriately. If we adjust this phase lag such that the optical wave generated by the 
surface wave component is 180 degree out-of-phase with the direct transmission 
component, the two components will destructively interfere and result in little or no light 
transmits through the hole in the presence of uniform normal-incidence illumination. Since 
this destructive interference condition critically depends on an exact balance of the two 
mentioned components, a small change in spatial distribution of the input light field 
intensity or phase will disrupt the destructive interference condition and permit significant 
light transmission through the hole.  
In the context of high sensitivity optical signal detection, the advantage of SWEDA 
can be easily appreciated. The structure can effectively suppress a uniform normal-
incidence background from reaching the underlying sensor and instead only permit highly 
localized light field variations or light fields at non-zero incidence angles to pass through 
and be detected. As such, the underlying sensor no longer needs to contend with a high 
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background and its associated noise fluctuation terms. The bit depth can also be optimized 
and devoted to the detection of the weaker light field variations. Used in an appropriate 
manner, such devices can potentially allow for greater signal detection sensitivity in weak-
signal-buried-in-high-background scenarios. This method also enables a new way to build 
darkfield microscopes on the sensor level that does not rely on elaborate bulk optical 
arrangements. 
 
6.3    SWEDA device 
6.3.1   SWEDA with circular groove pattern 
The first type of SWEDA is shown in Fig. 6-1(A). It adopts a circular pattern for the 
groove design. We refer to this structure as the circular-groove-based SWEDA. Due to its 
circular symmetry nature, this type of SWEDA provides a polarization-independent 
behavior for signal detection and imaging. We began the implementation of such a 
SWEDA by using a commercial software (CST Microwave Studio) to perform a set of 
simulations to understand the interplay between our design parameter choices and system 
characteristics. The simulations were performed at a nominal wavelength of 738 nm. The 
permittivity of gold at this wavelength is -19.95 + 1.48i [34]. The simulations were 
performed in 3 dimensions. The calculation domain was 12 λ × 12 λ × 3 λ and contained 
~12 million meshes. The transmission of the SWEDA and single hole were calculated by 
integrating the Poynting vector over a 6 λ × 6 λ region (0.85 λ beneath the aperture). For all 
simulations, we applied a perfect match layer (PML) at the outer boundaries. 
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Figure 6-1 (color): Simulations of the circular-groove based SWEDA. Displayed is the 
real part of the electric-field at λ = 738 nm (equivalent to the time-domain fields at the 
instant of time when the source phase is zero). (A) The optimized SWEDA structure, where 
s = 774.3 nm, p = 560 nm, thickness of gold = 340 nm, diameter of hole = 300 nm and 
groove depth=140 nm and refraction index of the dielectric substrate = 1.5. The simulation 
predicts that the darkfield suppression factor of this structure equals 6640. (B) Simulation 
for the simple hole. (C-E) Simulations of a cylindrical scatterer (radius 300 nm, thickness 
200 nm, displacement height 300 nm, permittivity 2.25) transiting across the SWEDA. (F) 
The transmission signal curve from the SWEDA as the cylindrical scatterer (the same as 
(C)-(E)) moves across it. The full width at half maximum was determined to be 395 nm. 
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There are primarily 4 specific parameters that impact the performance of the 
SWEDA; they are:  1) Groove periodicity and groove depth. The groove periodicity 
(defined here as the p-parameter in Fig. 6-1(A)) and groove depth can be adjusted to 
control the magnitude of the surface wave coupled into the structure. Note that the exact 
match of the groove periodicity to the wavelength of the surface wave is not necessarily 
desired, as this may induce an overly strong surface wave component, which cannot be 
matched by the direct transmission component. 2) The number of grooves. The strength of 
the coupled surface wave increases as a function of groove numbers. On the other hand, we 
desire a low number of grooves for overall SWEDA structure compactness considerations. 
3) Central hole size. This affects the strength of the direct transmission component. We 
would additionally aim to restrict the aperture size such that the light transmission is not 
multi-moded. Multi-mode light transmission significantly complicates the destructive 
interference balancing act as we would need to achieve destructive interference between the 
surface wave component and the direct transmission component for all modes involved. 4) 
The distance between the innermost groove and the rim of the central hole (defined here as 
the s-parameter in Fig. 6-1(A) determines the phase difference between the surface-wave 
induced and the direct transmission components. To accomplish exact cancellation of the 
two components, we require this phase difference to be 180 degrees. Other parameters such 
as the groove profile can also be used to tune the surface wave component; however, from 
the fabrication point of view, the profile of the groove is not as easy to control as the 4 
parameters we mentioned.      
The simulation program allowed us to map out the interplay of these parameters 
and the overall SWEDA system characteristics.  We define the darkfield suppression factor 
as the ratio of the total power transmission through a simple hole (without grooves) to the 
total power through a SWEDA. For good darkfield performance, we desire this ratio to be 
as high as possible. We were able to arrive at a design parameter set (Fig. 6-1(A)) that 
provides a suppression factor of 6640 by the simulation program. The simulated electric-
field distributions for this particular SWEDA design (Fig. 6-1(A)) and that of a 
corresponding simple hole (Fig. 6-1(B)) are shown here. We can see that the SWEDA 
structure should indeed be able to suppress light transmission through the central hole 
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significantly. We next simulated the translation of a cylindrical dielectric object (radius 300 
nm, thickness 200 nm, displacement height 300 nm, permittivity 2.25) across the top of the 
SWEDA structure (Fig. 6-1(C-F)). We can see that the SWEDA began to transmit light 
significantly when the object’s presence directly above the central hole significantly 
perturbed the direct transmission component and, consequently, disrupted the delicately 
balanced destructive interference condition. We further observed that the presence of the 
object above the groove structures did perturb the SWEDA to a certain extent as well. 
However, the impact was much less significant (Fig. 6-1(F)); this can be well appreciated 
by noting that the generation of surface wave occurred over the entire area associated with 
the ring grooves and localized changes of the light field over the area had a diminished 
impact on the overall surface wave component. As a whole, this simulation indicates that 
the SWEDA is maximally sensitive to light field heterogeneity directly above the central 
hole.  
We next fabricated a number of SWEDA structure based on the parameters 
suggested by our simulation results. Fig. 6-2(A) shows the scanning electron microscope 
(SEM) image of a typical SWEDA that we have created by focus ion beam (FIB) milling. 
The fabrication process can be described as following: We started with a 2 nm thick 
titanium layer (adhesion layer) and 340-nm-thick gold layer that were coated on a 1-mm-
thick glass substrate by an e-beam evaporator (Temescal BJD-1800). A focused ion beam 
(FEI Nova200 dual-beam system using Ga+ ions with a 5 nm nominal beam diameter) was 
employed to perform milling. A low ion beam current was used (30 pA, 30 keV) in the 
milling process to accomplish the requisite fine structure. We fabricated a set of 13 
SWEDAs with different spacing ‘s’ ranging from 540 nm to 1020 nm. A single hole 
without the groove structure was also fabricated to serve as a control. To characterize the 
optical property of the SWEDA, we used a tunable wavelength laser (Spectra-Physics 
Tsunami continuous wave Ti: Sapphire) as the illumination source. The transmissions 
through the apertures were collected by an inverted microscope with a 20X objective lens.  
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Figure 6-2 (color): Experimental characterization of the circular-groove-based 
SWEDA. (A) The SEM image of a typical fabricated SWEDA. (B) The optical 
transmission images of the 13 SWEDAs and the reference single-hole under normal-
incidence illumination for three different wavelengths. (C) The measured optical 
transmission signals from SWEDAs with different ‘s’ ranging from 540 nm to 1020 nm 
(left to right). The signals from the SWEDA were normalized by single hole (signal from 
the single hole at normal incidence was set to unity). The simulated intensity is also shown 
for comparison. (D) The normalized optical transmission signals of SWEDA (s = 780 nm) 
with different incident wavelengths. (E) The normalized optical transmission signals of 
SWEDA with different normalized transverses wave vector.  
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Fig. 6-2(B) shows the optical transmission images of the 13 SWEDAs and the 
reference single-hole at normal incidence for three different wavelengths. We can see that 
the spacing parameter ‘s’ does indeed have a significant impact on the transmission of the 
SWEDA structures. The transmission intensity measured for these SWEDA structures are 
plotted in Fig. 6-2(C) (wavelength of 738 nm); we used the unadorned simple hole for 
normalization. The simulation prediction for each of the structures is also plotted for 
comparison. From the plots, the implemented SWEDA structure with s-parameter of 780 
nm exhibited the desired near-zero transmission characteristics. The optimized SWEDA’s 
structure parameters were a close match with our simulation predictions – the s-parameter 
differed by 6 nm (less than 0.8%). The measured suppression factor for the optimized 
SWEDA was 1230. In other words, this SWEDA transmitted 1230 times less light than an 
unadorned simple hole of size equal to that of the central SWEDA hole.   
We next measured the spectral response of the optimized SWEDA over a spectral 
range of 700 nm to 790 nm. Since SWEDA’s operation depends on the exact amplitude 
balance and opposing phase relationship of the surface-wave-assisted transmission 
component and the direct transmission component, we can expect that the darkfield 
property of SWEDA to be optimized for one single wavelength. Fig. 6-2(D) shows the 
experimentally measured and simulation-predicted spectral transmission of the SWEDA. 
As expected, there is a single minimum over the range of interest and the transmission 
increased monotonically away from this point. It is also worth noting that the suppression 
factor actually remained fairly high (> 50) for a bandwidth of ~10 nm.  
For a given incident light field, we can decompose it into different plane wave 
component with respect to the transverses wave vector [35]. In Fig. 6-2(E), we measure the 
transmission of the SWEDA as a function of the normalized transverses wave vector 
(kx/k0). Fig. 6-2(E) represents the system transfer function of the SWEDA: SWEDA 
rejects the normal incident plane wave component and transmits other components with 
efficiency as dictated by this transfer function. 
The good agreement between the experimental and simulated spacing, wavelength 
and transverses wave vector trends, as evident in Fig. 6-2(C), (D), and (E), is a proof of the 
SWEDA working principle. The discrepancy in darkfield suppression factor is attributable 
91 
 
to fabrication imperfections associated with the FIB milling process. We tend to end up 
with rounded structure edges experimentally. Another contribution might be the variation 
in groove depth due to the intrinsic roughness of the groove bottom (metals mill non-
uniformly as a function of grain orientation due to channeling). If exact matches of 
experiments and simulation are desired in specific applications, such imperfections may be 
mitigated by employing a sacrificial layer, as described in Ref. [36], during fabrication to 
help preserve the sharpness of edges.  
 
6.3.2   SWEDA with linear groove pattern 
The second type of SWEDA is shown in Fig. 6-3(A) and 6-3(B). It adopts a linear pattern 
for the groove design (refer as the linear-groove-based SWEDA), and as such, it is highly 
sensitive to the polarization state of the incident light. As shown in Fig. 6-3(A), incoming 
TM polarized light (where the electric-field is perpendicular to the groove structure) can be 
collected and converted into a surface wave by the periodic grooves and then be recoupled 
into propagating light through the central hole. On the other hand, the TE (with magnetic-
field perpendicular to the groove structure)  coupling efficiency of the SP wave, a major 
component of the total surface wave,  is much smaller than the TM case [32], and thus, the 
absence of interference with SP wave permits significant TE polarized light transmission 
through the hole in Fig. 6-3(B). Fig. 6-3(C) and 6-3(D) show the simulations of this 
SWEDA at a nominal wavelength of 750 nm (the permittivity of gold at this wavelength is 
-20.96 + 1.55i [34]). We were able to arrive at a set of design parameters that provide a 
darkfield suppression factor of 35400 for TM wave in our simulations. The simulated 
magnetic-field distributions for this particular design are shown in Fig. 6-3(C). In Fig. 6-
3(D), we also show the electric-field distributions for the TE wave, from which we can see 
that the structure does transmit TE wave significantly. The difference between the TM and 
TE cases also verifies the surface-wave-enabled mechanism of the linear-groove-based 
SWEDA, since the SP wave can only be induced efficiently for TM polarization [32].  We 
also note that, from the simulations shown in Fig. 6-3(C) and 6-3(D), the linear-groove-
based SWEDA provides a polarization extinction ratio of 42500 for the two orthogonal 
polarization states.  
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Figure 6-3 (color): Working principle and simulation of the linear-groove based 
SWEDA. (A) The TM incident light is coupled into surface wave by the linear groove 
pattern. The destructive interference between the surface wave component and the direct 
transmission component results in zero transmission. (B) The TE incident light cannot be 
coupled into SP waves (a primary component of the total surface wave), and transmission 
is induced in the absence of destructive interference. (C) Simulation of the TM case. 
Displayed is the real part of the electric-field at λ = 750 nm. The parameters of the 
optimized SWEDA are: s = 658 nm, p = 660 nm, thickness of gold = 340 nm, diameter of 
hole = 300 nm, groove depth = 140 nm and refractive index of the dielectric substrate = 
1.5. The simulation predicts a TM darkfield suppression factor of this structure versus a 
simple hole is 35400. (D) Simulation of the TE case. Displayed is the real part of the 
magnetic-field at λ = 750 nm. The simulation predicts the polarization extinction ratio of 
the two orthogonal polarization states is 42500. 
 
We next fabricated a number of linear-groove-based SWEDAs with linear groove 
patterns.  Fig. 6-4(A) shows the SEM image of a typical linear-groove-based SWEDA that 
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we have created by FIB milling. We fabricated a set of 9 linear-groove-based SWEDAs 
with different spacing ‘s’ ranging from 455 nm to 775 nm. The optical transmission signals 
of linear-groove-based SWEDAs are normalized and plotted as a function of spacing ‘s’ 
and wavelength  ‘λ’ in Fig. 6-5. The measured darkfield suppression factor for the 
optimized linear-groove based SWEDA was 5080. In other words, this structure 
transmitted 5080 times less TM light than an unadorned simple hole of size equal to that of 
the central SWEDA opening.  In Fig. 6-4(B), a light field is incident on the SWEDA with a 
polarization angle θ – this geometry is used for our subsequent measurements. The optical 
images with different polarization angles are shown in Fig. 6-4(C), and the normalized 
signals of SWEDAs are plotted in Fig. 6-4(D). The measured polarization extinction ratio 
is 6100, meaning that the amount of TE light transmission through the linear-groove-based 
SWEDA is 6100 times higher than the TM case. Such a high extinction ratio positively 
indicates that the linear-groove-based SWEDA can serve as a highly compact and highly 
efficient polarization sensor.  
Fig. 6-5(A) shows the optical transmission images of the 9 linear-groove-based 
SWEDAs and the reference single-hole at normal-incidence TM illumination for three 
different wavelengths. We can see that the spacing parameter ‘s’ does indeed have a 
significant impact on the TM transmission of these structures. The TM transmission 
intensity measured for these linear-groove-based SPEDAs with different spacing ‘s’ are 
plotted in Fig. 6-5(B) (wavelength of 750 nm); we used the transmission of the unadorned 
simple hole for normalization. The simulation prediction for each of the structures is also 
plotted for comparison. From the plots, we can see that the implemented linear-groove-
based SWEDA structure with s-parameter of 655 nm exhibited the desired near-zero 
transmission characteristics. The optimal structure parameters were a close match with our 
simulation predictions – the s-parameter differed by 3 nm (less than 0.5%). The measured 
darkfield suppression factor for the optimized linear-groove-based SWEDA was 5080. In 
other words, this structure transmitted 5080 times less TM light than an unadorned simple 
hole of size equal to that of the central SWEDA hole.  We next measured the spectral 
transmission response of the optimized linear-groove-based SWEDA over a spectral range 
of 700 nm to 800 nm. Since operation of the linear-groove-based SWEDA depends on the 
94 
 
exact balance and opposing phase relationship of the surface-wave-assisted transmission 
component and the direct transmission component, we can expect that the TM darkfield 
property of linear-groove-based SWEDA to be optimized for only a single wavelength. Fig. 
6-5(C) shows the experimentally measured and simulation-predicted spectral transmission. 
As expected, there is a single minimum over the range of interest and the transmission 
increases monotonically away from this point. It is also worth noting that the suppression 
factor actually remained fairly high (> 50) for a bandwidth of ~10 nm. 
 
 
Figure 6-4 (color): Experimental characterization of the linear-groove-based 
SWEDA. (A) The SEM image of a typical fabricated SWEDA. (B) The light is incident on 
the SPEDA with a polarization angle θ. (C) The optical transmission images of the 
SWEDAs for different polarization angles at λ = 750 nm. (D) The normalized optical 
transmission signals of SWEDA are plotted as a function of polarization angle. The 
measured polarization extinction ratio for TE and TM incidence is 6100. 
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Figure 6-5 (color): Transmission characterization of the linear-groove-based SWEDA. 
(A) The optical transmission images of the 9 SWEDAs and the reference single-hole under 
normal-incidence illumination for three different wavelengths. (B) The measured optical 
transmission signals from SWEDAs with different spacing ‘s’ ranging from 455 nm to 775 
nm (left to right). The signals from the SWEDA were normalized by single hole (signal 
from the single hole at normal incidence was set to unity). The measured suppression factor 
for the optimized SWEDA is 5080. The simulated intensity is also shown for comparison. 
(C) The measured normalized optical transmission signals from SWEDA (s = 655 nm) with 
different incident wavelengths. The simulation result is also shown for comparison. 
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6.4    Boosting detection sensitivity by SWEDA 
Due to the polarization-independent nature of the circular-groove based SWEDA, it can be 
used to suppress a bright normal-incidence background regardless of the incident light 
field’s polarization state. The ability of such a SWEDA to improve small signal detection is 
illustrated in the following experiment. We prepared a sample comprised of an ITO-coated 
glass slide that was marked with shallow pits of radius of 175 nm and 250 nm via the FIB 
(Fig. 6-6(A) and 6-6(B)). Next, we transmitted a uniform light field of intensity about 0.2 
W/cm2 from a 738 nm laser through the sample. We then used a 1:1 relay microscope to 
project a virtual image of the pits onto our optimized circular-groove-based SWEDA (see 
Methods for more details). We next raster-scanned the sample and measured the light 
transmission through the SWEDA at each point of the scan. We then generated an image of 
the sample from the collected data. As is evident in Fig. 6-6(C) and 6-6(D), SWEDA 
allowed us to identify the presence of the two pits with little difficulty. We next acquired 
images of the same pits (Fig. 6-6(E) and 6-6(F)) with a simple camera (based on the same 
sensor chip). It is difficult to identify the presence of the two pits in this case. The total light 
fluence incident on the sample for both the SWEDA and camera image acquisitions was 
kept the same to allow for direct result comparisons.  
Fig. 6-6(G) shows plots of signal traces across the images. The SWEDA-acquired 
data were normalized on the same scale. The camera image data were normalized versus 
the average background signal. The backgrounds associated with the SWEDA-acquired 
data were low and the contributive signals from the pits were well discernible. In fact, the 
contributive signals were sufficiently well-resolved that we can use them to quantify their 
relative strengths for the two pits. In comparison, the high backgrounds in the camera 
images combined with the associated noise masked the scattering contributions from the 
pits. The measured contrast improvement was 25 dB for the 175 nm pit and 27 dB for the 
250 nm pit. 
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Figure 6-6 (color): The sensitivity enhancement demonstration for the circular-groove 
based SWEDA. (A and B) The SEM images of the 175 nm and 250 nm pits on the ITO 
coated glass. (C and D) The SWEDA-based raster-scanned images of the samples (A) and 
(B). (E and F) Microscope images of the samples (A) and (B) under the same illumination 
condition as the SWEDA collected images using a conventional camera with the same 
CMOS chip. (G) Center line traces of the images in (C-F). Please see (C-F) for color 
reference guide. The observed image contrast (signal / background) enhancement is ~25 dB 
for the 175 nm pit and ~27 dB for the 250 nm pit. (H and J) The SWEDA-based raster-
scanned images of the starfish embryos. (I and K) Conventional bright field microscope 
images. 
 
As pointed out in our introduction, circular-groove-based SWEDA can potentially 
be employed to perform darkfield microscopy imaging at the sensor level. The principle 
involved is substantially different from that of a conventional darkfield microscope. While 
a conventional system depends on oblique illumination and a relatively small objective 
angle of collection to screen out the uniform background via a fairly sophisticated bulk 
optical arrangement, the ability of circular-groove-based SWEDA to screen out uniform 
background presents a more direct approach. To demonstrate that such a system can indeed 
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be implemented, we employed our optimized circular-groove based SWEDA in the same 
experimental scheme to scan slides of starfish embryos in different developmental stages. 
The illumination intensity was 0.2 W/cm2. Fig. 6-6(H) and 6-6(J) show the results. Similar 
images of the specimens taken with a standard microscope are shown in Fig. 6-6(I) and 6-
6(K) for comparison. We can see that the SWEDA generated image has a dark background, 
as is consistent with a darkfield microscope image. We can also see that the edge and 
interior of the starfish embryo appeared brighter in the SWEDA image and darker in the 
control image. This is again consistent with our expectations of a darkfield image as sample 
locations with substantial scattering should appear brighter in a darkfield image and darker 
in a simple transmission image. We would like to emphasize that this is a proof-of-concept 
experiment. A feasible darkfield microscope can be implemented by employing a laser as 
the light source in a standard microscope and using a sensor chip patterned with a grid of 
tightly spaced circular-groove-based SWEDA as the microscope camera.  
 
6.5    Biotin-streptavidin biosensing with SWEDA 
Another application of SWEDA is for highly sensitive biosensing experiments.  In 
particular, the widely used biotin-streptavidin reaction could be adapted for use with 
SWEDA for the optical detection of streptavidin tagged molecules of interest, according to 
preliminary experiments and simulations.  In this detection scheme, biotin is placed on the 
gold surface layer of the SWEDA.  As a solution containing the corresponding streptavidin 
molecules brings these molecules into contact with the biotin-coated surface of the 
SWEDA, streptavidin molecules will bind to the biotin molecules, causing a local change 
in the index of refraction on the surface of the SWEDA structure.  This change in the index 
of refraction will chance the surface wave component of light, disturbing the delicate 
destructive interference condition and allowing light to be transmitted through.  Hence, the 
presence of the streptavidin-tagged molecules would be converted into an optical signal by 
the SWEDA. 
To explore this concept, we conducted a simulation using CST Microwave Studio 
again.  We first optimized for a new set of parameters for the SWEDA structure to operate 
in water (refractive index 1.33). Next, to simulate streptavidin molecules, about 5 nm in 
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size with refractive index 1.45, we conducted another simulation with a 5 nm thick layer of 
streptavidin covering the entire surface.  As we can see in Fig. 6-7, the presence of the 
streptavidin on the surface of the SWEDA breaks the deconstructive interference condition, 
allowing for much greater light transmission. The transmission ratio shown in Fig. 6-7(b) 
and 6-7(c) is about 1000. These simulation results demonstrate the feasibility of using 
SWEDA in biosensing applications with biotin and streptavidin. As our experimental 
findings indicate, SWEDA is a robust, structurally simple and highly compact approach to 
accomplish optical background suppression and/or polarized light field suppression. It is 
also worth noting that, in principle, there is no theoretical limit to how close the SWEDA 
darkfield suppression factor can approach infinity; the practical limit is only set by the 
fabrication tolerance and the net transmission through the opaque metal layer. 
 
 
Figure 6-7 (color): Biotin-streptavidin biosensing with SWEDA. (a) The spectrum of 
intensity of transmitted E-field (the intensity of incident E-field is set to be 1). (b) The E-
field intensity distribution without streptavidin binding. (c) The E-field intensity 
distribution with 5 nm streptavidin binding. 
 
Compared with the conventional surface-plasmon-resonance (SPR) sensor, the 
proposed platform does not employ the Kretschmann configuration and is based on direct 
coupling of normally incident radiation, making this scheme very sensitive to localized 
changes in refractive index in the vicinity of the metallic surface of the structure. The 
sensing approach described here does not require any prism coupling mechanism, thereby 
making the miniaturization of these sensors feasible. 
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6.6    Discussion 
As our experimental findings indicate, SWEDA is a robust, structurally simple and highly 
compact approach to accomplish optical background suppression and/or polarized light 
field suppression. It is also worth noting that, in principle, there is no theoretical limit to 
how close the SWEDA darkfield suppression factor can approach infinity; the practical 
limit is only set by the fabrication tolerance and the net transmission through the opaque 
metal layer. 
There are a few limitations associated with the SWEDA structure that are worth 
discussing presently. First, the structure is optimized for single wavelength operations. This 
limitation can be overcome by using more complicated SWEDA-type structures involving 
multibeam interference that can operate over a broad range of wavelengths. Second, the 
amount of light transmitted is largely limited by the size of the central hole. We believe that 
this issue can be potentially addressed by replacing the central opening of SWEDA with 
multiple C-shape apertures [37] to increase light collection efficiency. Third, this structure 
works well at only blocking uniform light field at normal incidence. Fortunately, the 
general SWEDA concept can be extended with asymmetric structure designs to screen out 
light at other incidence angles.    
SWEDA technology can potentially be used in a range of different applications. 
The linear-groove-based SWEDA demonstrated in the present work is a highly compact 
and highly sensitive polarization sensor. Since the polarization state of light will change 
during the interaction with chiral materials, this SWEDA design may also find some 
applications in on-chip detection of some chiral materials such as sugar, proteins and DNA 
[38, 39]. The ability to fully suppress a coherent background as exhibited by the circular-
groove-based SWEDA can be useful for small signal detections in metrology applications. 
It is especially applicable in detection scenarios where the overall background intensities 
fluctuate with time. As our background subtraction occurs at the individual pixel level, 
SWEDA technology removes the need for balanced detection schemes. The pre-detection 
background subtraction, which is a light cancellation process, is also intrinsically more 
sensitive than post-detection cancellation schemes that are susceptible to intrinsic detection 
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statistical variations. The inclusion of chemical reagents in the central hole can also turn 
such a SWEDA structure into a high-sensitivity sensor that can react to small refractive 
index changes of the reagents. 
From a practical implementation viewpoint, SWEDA structures can be fabricated 
directly on top of CCD or CMOS sensor pixels. The small size and planar design of 
SWEDA make such implementation particularly suited for foundry fabrication. Sensor 
chips with broad-bandwidth SWEDA can then be used in place of the standard camera 
sensor to accomplish sensor level darkfield imaging. Such systems, in combination with a 
coherent light source, can transform a standard microscope into a simpler and cheaper 
darkfield microscope than current darkfield microscopes. Such systems can also enable 
edge-detection imaging in machine vision applications if the illumination source employed 
is coherent. A SWEDA array can also replace the hole array in the optofluidic microscope 
(OFM) [2, 4] – a low-cost, lensless and high resolution microscopy approach, to 
accomplish darkfield microscopy imaging on a chip. The use of SWEDA in this case is 
especially appropriate as both the OFM and SWEDA implementation are well suited for 
semiconductor mass-fabrication. In fact, it is difficult to envision a more compact and cost-
effective approach for incorporating darkfield ability in an OFM system. 
Finally, we would like to note that the general concept of exact balancing the 
surface-wave-induced component and direct light transmission component in a destructive 
interference manner is a novel idea that can inspire other surface-wave-structures with 
novel properties. Effectively, such structures are tiny interferometers (~ 6 microns or less) 
that can be fabricated on a single metal substrate and which have excellent stability (our 
SWEDA structures exhibited no significant performance drift over the entire duration of 
our experiments). Since the structure is planar, it can be mass produced in a semiconductor 
foundry. The proposed structure can also be redesigned for operation at longer 
wavelengths. As an example of other potential applications, we believe that the concept of 
SWEDA can be applied to optical isolation in a ultra-compact format, polarization control 
in semiconductor lasers [40], wavefront detection, extending depth of field of the type II 
aperture-based imaging device [41], and perspective imaging [42] by customizing the 
optical transfer function on the pixel level.   
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Chapter 7 
Angle-sensitive pixel design for wavefront sensing  
Conventional image sensors are only responsive to the intensity variation of the incoming 
light wave. By encoding the wavefront information into the balanced detection scheme, we 
demonstrate an image sensor pixel design that is capable of detecting both the local 
intensity and angular information simultaneously. With the full compatibility to the CMOS 
fabrication process, the proposed pixel design can benefit a variety of applications, 
including light field photography, phase microscopy, lensless imaging and machine vision.  
 
7.1    Background 
The concept of light field camera (or plenoptic camera) has received much attentions in 
recent years [1, 2]. Such a camera can capture both intensity and angular information of 
incoming light waves. Based on these two types of information, it is possible for the user to 
interactively change the focus, the view point and the perceived depth-of-field of the 
captured image upon digital post-processing. However, conventional CCD/CMOS image 
sensors can only capture a 2D intensity map of the incoming light wave; angular 
information is lost in the measurement process. To address this issue, several schemes have 
been developed to record both the intensity and the angular distribution of the light field, 
including the use of an array of conventional cameras [3], multiple masks in the optical 
path [4] and a microlens array [2]. These approaches recover the angular information based 
on the relative position between the external optical component and the imaging recording 
pixel array.  
Recently, it is shown that, the measurement of the angular information can be 
integrated at the pixel level of a CMOS image sensor, termed light field imager [5-7]. Such 
a light field imager has been successfully demonstrated for synthetic refocusing, depth 
mapping, 3D localization and lensless imaging [5-7]. The key idea of this light field imager 
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is to encode the angular information in the intensity measurement at pixel level. It employs 
a pair of diffraction gratings placed above photodiodes to achieve angular sensitivity. Upon 
illumination, the top grating generates diffraction patterns that have periodicity identical to 
the grating pitch (Talbot effect). The bottom grating is used to selectively transmit the 
diffracted light to the photodiode below. In such a pixel design, there are two ambiguity 
needed to be addressed: 1) the ambiguity between the local intensity and the local incident 
angle; 2) the intrinsic periodicity of the angular response. To resolve these two ambiguities, 
8 pixels are needed to fully determine the local angular information in two dimensions. 
In this chapter, we present a simple angle-sensitive pixel (ASP) design based on the 
balanced detection scheme. We combined 4 conventional pixels to form one ASP group. 
The summation of pixel values represents the local light intensity and the difference of 
pixel values represents the local incident angle. This chapter is structured as follows. We 
will first describe the principle of the proposed ASP. Next, we will report on our full wave 
simulation of the ASP design for two typical pixel structures. Finally, we will draw our 
conclusion at the end of this chapter. 
 
7.2    Angle-sensitive pixel design 
7.2.1   Principle 
The proposed ASP design is shown in Fig. 7-1(a), where 4 conventional pixels share one 
top metal opening. The cross-section view in x-z plane is shown in Fig. 7-1(b1) and (b2). In 
the rest of the paper, we will focus our discussion on the angular response at x direction. 
The case for y direction can be treated in the same manner. As shown in Fig. 7-1(b1), upon 
normal incidence, readout of pixel 1 is exactly the same as pixel 2, and we refer this case as 
the balanced state. With a non-zero incident angle θ shown in Fig. 7-1(b2), the readout of 
pixel 1 is higher than that of pixel 2 and the incident angle can be recovered from the 
intensity difference of these two pixels.    
In the large scale limit (i.e., the ray-optics limit), intensity readouts of pixel 1 and 2 
can be expressed as 
                            ܫଵ ൌ ܫ଴ሺݓ െ ݄ ∗ ݐܽ݊ߠ/݊ሻ, ܫଶ ൌ ܫ଴ሺݓ ൅ ݄ ∗ ݐܽ݊ߠ/݊ሻ                         (7-1)   
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, where ܫ଴ is the local intensity of the incoming wave, n is the refraction index of the 
passivation layer,  w is the opening size of individual pixels (denoted in Fig. 7-1(b1)), h is 
the thickness of the top passivation layer. The local intensity of the light wave can be 
simply measured by pixel binding, i.e., ሺܫଶ ൅ ܫଵሻ. The incident angle in x direction can be 
recovered based on the following equation:  
                                             2 1
2 1
=arctan( ) arctan( )
total
I In w n w I
h I I h I
                                      (7-2) 
, where ‘w/h’ is a structure parameter to characterize the angular sensitivity of the ASP. A 
smaller ‘w/h’ promises a higher angular sensitivity, with the tradeoff in the total 
measurement range and the pixel crosstalk.  
 
 
Figure 7-1 (color): (a) The proposed ASP design. (b1) Balanced state of the ASP under 
normal incidence. (b2) The incident angle can be recovered based on the difference of the 
two pixel values. 
 
7.2.2   Simulations of the angle-sensitive pixel design 
In a practical CMOS image sensor pixel design, the size of individual pixel is at the 
micrometer scale (For example, the pixel size of image sensor in most of mobile modules 
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ranges from 1.1 to 3 micrometers). The light diffraction effect at this scale plays an 
important role in the angular response of the proposed ASP. Next, we will present our 
FDTD-based full-wave simulations for two types of ASP design, one for the front-side 
illuminated pixel structure and the other for the back-side illuminated structure.  
Fig. 7-2 demonstrates an ASP design based on a 2.2 μm front-side illuminated pixel 
structure. In this design, the size of entire ASP is 4.4 μm; the top metal opening is 2.4 μm; 
the refraction index and the thickness of the passivation layer is 1.47 and 1.2 μm. To reduce 
the complexity of the simulation, we use perfect electric conductor as metal layers. The 
bottom part of the ASP is the silicon layer, where we define a 1.6 μm * 1 μm region 
(denoted by the dash line) as the active sensing area for power flow integration. Two types 
of simulation result are given in Fig. 7-2: the electric field (Fig. 7-2(a1) and (b1)) and the 
time averaged power flow (Fig. 7-2(a2) and (b2)). Fig. 7-2(a) demonstrates the case of the 
balanced state, corresponding to Fig. 7-1(b1). Fig. 7-2(b) demonstrates the case of 10 
degree incidence, corresponding to Fig. 7-1(b2). In Fig. 7-1(b2), the power flow in the 
active region of pixel 2 is higher than that of pixel 1, and the ratio between I1 and I2 is 
determined to be 2.5 from this simulation. 
An important feature shown in Fig. 7-2 is the diffraction-based focusing effect of 
the top metal opening. In Fig. 7-2(a2), as the light wave passes through the top metal 
opening, the effective beam width decreases; in other words, the top metal opening acts an 
effective lens to focus the light wave into the center part of the ASP. In this regard, we can 
define an effective opening size weff to correct for w defined in Eq. (7-1). For Fig. 7-2(a2), 
the effective weff  is about 1.8 times smaller than the w.   
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Figure 7-2 (color): The FDTD simulation of the front-side illuminated ASP design with 
normal incidence (a) and 10 degree incidence (b). The wavelength is chosen to be 550 nm, 
the center of visible spectrum. 
 
The angular response of the front-side illuminated ASP is shown in Fig. 7-3. We 
observe that (I2 -I1)/(I2 +I1) is a monotonically increasing function with respect to the 
incident angle θ. Therefore, there is no ambiguity for the angular response for different θs. 
In Fig. 7-3(b), we also compare the simulation result with the theoretical calculation based 
on Eq. (7-1). The effective opening size weff is used to correct the focusing effect of the top 
metal opening. We can see that the overall trends of these two curves are in a good 
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agreement with each other. However, there are also some discrepancies worth discussing. 
The simulated angular sensitivity is higher than that of Eq. (7-1) for small incident angles, 
and lower for large incident angles. Such discrepancies can be attributed to the uniform 
light ray assumption used in Eq. (7-1). Due to the focusing effect of the top metal opening, 
the actual power flow is stronger in the center of the ASP. Therefore, for small incident 
angles, the focused light wave enters into one of the individual pixels, resulting in a steeper 
slope of the angular response in Fig. 7-3(b). The lower angular sensitivity at larger incident 
angles can be explained in a similar manner. 
 
 
Figure 7-3 (color): Characterization of the propose ASP design.  (a) Intensity readouts 
for pixel 1 and 2 with respect to the incident angle. (b) The angular response of the 
proposed ASP.  
-20 -16 -12 -8 -4 0 4 8 12 16 20
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
 Intensity of Pixel 1 (I1)
 Intensity of Pixel 2 (I2)
Pi
xe
l r
ea
do
ut
 (a
.u
.)
Incident angle (in degree)
(a)
-20 -16 -12 -8 -4 0 4 8 12 16 20
-0.75
-0.50
-0.25
0.00
0.25
0.50
0.75
(I 2
-I 1
)/(
I 2
+I
1)
Incident angle (in degree)
 Calculation based on Eq.(1)
 Full-wave simulation
F# = 1.8 (Photography)
(b)
F# = 15 (Microscopy)
111 
 
The angular range of the simulation spans from -20 to +20 in Fig. 7-3. It covers 
most of applications in photography and microscopy. Based on the red curve in Fig. 7-3(b), 
we can also determine the minimum angular sensitivity of the proposed ASP. For 
photography application (with an f-number of 1.8), the minimum angular sensitivity locates 
at the largest incident angle (~15 degree). Assuming we have a 10 bit image sensor with 
1023 intensity levels, the minimum angular variation we can detect is 0.47 mrad (in upper 
limit) in this case. For microscopy application, the angular range at the image plane is 
about -2 degree to +2 degree, corresponding to an f-number of 15. In this range, the 
minimum angular variation we can detect is 0.12 mrad, about 4 times better than the 
previous case. Such a high angular sensitivity at small angle range also perfectly fit into 
microscopy applications, where high accuracy is desired for quantitative analysis. 
Another trend of the CMOS image sensor development is the use of back-side 
illuminated pixel structure. Such a structure orients the wiring behind the photocathode 
layer by flipping the silicon wafer during manufacturing and then thinning its reverse side 
so that light can strike the photocathode layer without passing through the wiring layer. The 
proposed ASP can also be adapted to the back-side illuminated pixel structure. Fig. 7-4(a) 
and 4(b) show the FDTD simulation of the back-side illuminated ASP design. As shown in 
Fig. 7-4(a2), the effective opening size weff is about 1.7 times smaller than w in this case. In 
Fig. 7-4(c), we also compare the simulated angular response with Eq. (7-1). In such a back-
side illuminated pixel structure, the active region locates at the bottom of the silicon layer. 
The effective layer height h is larger than that of Eq. (7-1), and thus, the simulated angular 
response exhibits a steeper slope in Fig. 7-4(c).  The minimum angular sensitivity of such 
an ASP design is about 0.3 mrad over the range of -20 degree to +20 degree. 
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Figure 7-4 (color): The FDTD simulation of the back-side illuminated ASP design with 
normal incidence (a) and 10 degree incidence (b). (c) The angular response of the proposed 
ASP.  
 
7.3    Discussion 
To conclude, we have demonstrated a simple ASP design for both the front-side and back-
side illuminated pixel structures. The proposed ASP employs the balanced detection 
scheme to measure the local intensity and the angular information simultaneously. The 
estimated angular sensitivity is about 0.1-0.4 mrad per intensity-level for a typical 10 bit 
CMOS image sensor. There are several advantages associated with the proposed ASP 
design: 
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1) No angular ambiguity. Unlike the diffraction-grating approach, the angular 
response of the proposed ASP is a monotonically increasing function with respect to the 
incident angle; therefore, there is no angular ambiguity for the proposed ASP.  
2) High pixel density. In the proposed ASP, the recovery of the 2D angular 
information is based on intensity measurements of 4 conventional pixels. In other words, 
the ASP density is only 4 times less than that of a conventional CMOS imager, and it is 
generally higher than the microlens/pinhole-based wavefront sensor [8].  
3) Full compatibility with the CMOS fabrication process. With only one extra metal 
layer on top, the proposed ASP design can be easily integrated in the conventional CMOS 
fabrication process. We can even directly modify an existing CMOS imager by post-
fabrication processes [9, 10]. 
Finally, we note that, the concept of balanced detection scheme is not new. It has 
been demonstrated for wavefront detection at a relative large scale (~0.5 mm) [11]. 
However, we believe that the integration of such a scheme at the pixel level, especially in 
combination with the emerging back-side illuminated structure, enables a variety of new 
application possibilities in light field photography [2], phase microscopy [8], lensless 
imaging [6, 12]  and machine vision. Some further studies of the proposed ASP, including 
the diffraction-based focusing effect, the optimal angular response and the optical 
confinement methods for adjacent ASPs [13], are highly desired in the future. 
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Chapter 8 
0.5 gigapixel microscopy using a flatbed scanner  
The third accessing point in design considerations is the image sensor. In this chapter, we 
show that the image sensor can also be replaced by a flatbed scanner to achieve ultrahigh 
pixel count for wide field-of-view imaging. We show that such an imaging system is 
capable of capturing a 10 mm * 7.5 mm FOV image with 0.77 micron resolution, resulting 
in 0.54 gigapixels (10^9 pixels) across the entire image (26400 pixels * 20400 pixels). The 
resolution and field curve of the proposed system were characterized by imaging a USAF 
resolution target and a hole-array target. Microscopy image of a blood smear and a 
pathology slide was acquired by using such a system for application demonstration. 
 
8.1    Background 
The conventional microscope architecture can be generally defined as consisting of a 
microscope objective for light collection from a sample slide, intermediate relay optics and 
a pair of or a singular eyepiece that projects a magnified image of the sample into our eyes. 
With the advancement of digital cameras, the eyepiece(s) segment of the microscope has 
undergone adaptation changes to be replaced with appropriate optics and camera to enable 
electronic imaging. Over the past decades and with the broad acceptance of infinity 
correction, the conventional microscope design has achieved extensive standardization 
across the microscopy industry - objectives and eyepieces from the major microscope 
makers are largely interchangeable. This standardization helps with cost-effectiveness. 
However, it has also limited the commercial design space for conventional microscopy - 
any significant design deviation that exceeds the standardization parameter space would 
have to contend with its incompatibility with the entrenched microscopy consumer base.      
Recently, there has been an increased recognition that bioscience and biomedical 
microscopy imaging needs are outstripping the capability of the standard microscope. One 
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salient need of modern bioscience and biomedical community is for a microscopy imaging 
method that is able to electronically acquire a wide field-of-view (FOV) image with high 
resolution [1]. The standard microscope was originally designed to provide sufficient 
image details to a human eye or a digital camera sensor chip. As an example, the resolution 
of a conventional 20X objective lens (0.4 numerical aperture) is about 0.7 µm and the FOV 
is only about 1 mm in diameter. The resulting space-bandwidth-product (SBP) [2] is about 
8 mega-pixels (the number of independent pixels to characterize the captured image). This 
pixel count has only been recently reached or exceeded by digital camera imager. 
Interestingly, this SBP shows only slight variation across the range of commercial 
microscope objectives. Placed in different context, the relative invariance of SBP 
necessarily ties resolution and FOV together for most commercial objectives - high-
resolution imaging necessarily implies a limited FOV. 
In the past years, there has been significant progress in the development of system 
that increases the FOV of the conventional microscope system by incorporating sample 
slide scanning to acquire image over a large area [3] or by implementing parallel imaging 
with multiple objectives [4]. In addition, there have also been exciting research efforts into 
wide FOV imaging system, including ePetri dish [5], digital in-line holography [6], focus-
grid scanning illumination [7, 8], off-axis holography microscopy [9, 10]. All these 
methods try to break the tie between resolution and FOV by abandoning the conventional 
microscopy design and shifting away from the use of optics schemes that perform optical 
image magnification.  
The underlying assumptions that underpin all of these developments appear to be 1) 
a higher SBP (order of magnitude or more) with a magnification-based optical scheme is 
commercially impractical and 2) the associated pixel count for a radically higher SBP 
would face electronic image acquisition issues for which a viable solution does not yet 
exist. 
In this chapter, we demonstrate an optical magnification microscopy solution that 
challenges these assumptions. The configuration of this imaging system is based on two 
cost-effective items: a commercial available closed-circuit-television (CCTV) lens system 
and a low-cost consumer flatbed scanner. We show that, such a system is capable of 
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capturing a 0.54 gigapixel microscopy image with a FOV of 10 mm * 7.5 mm and that a 
0.77 resolution is achieved across the entire FOV. Remarkably, the CCTV lens system has 
a SBP of at least 0.5 gigapixel (10^9 pixels), which is about 2 orders of magnitude larger 
than those of conventional microscope objectives.  
This chapter is structured as follows: we will first present our proof-of-concept 
setup; then, we will present the automatic focusing scheme of the platform. Next, we will 
report on the resolution and the field-curve characterization of the platform. Then, we will 
demonstrate the application of the proposed setup by imaging a blood smear and a 
pathology slide; finally, we will discuss some limitations as well as future directions for the 
proposed gigapixel microscopy system. 
 
8.2    The prototype setup 
Driven by the recent trend of small pixel size of the image sensor (0.7 µm pixel size has 
been reported in Ref. [11]), significant efforts have been put into the design of 
consumer/industry camera lens to match this diffraction-limited pixel size. In the past 
years, it has been demonstrated that the SBP of some consumer camera lenses can achieve 
count on the order of billion pixels, i.e., these camera lenses are capable of capturing 
gigapixel images [12, 13].  
In our proposed microscopy imaging system, we redirected this gigapixel imaging 
effort [12, 13] to microscopy. The main component of the setup was a commercial 
available high-quality CCTV lens (C30823KP, Pentax, f/1.4, focal length 8mm). Like other 
consumer/industry camera lenses, the conventional use of this lens is to demagnify the 
scene onto the image plane, where the CMOS/CCD imager is located. In our setup (Fig. 8-
1), we put our sample at the image plane to replace the CMOS/CCD imager and used the 
CCTV lens to magnify the sample, i.e., using the lens in the reverse manner. With a 
magnification factor of ~30, the projected image was too large to be directly imaged with a 
CMOS/CCD imager. Instead, we modified and employed a consumer flatbed scanner 
(Canon LiDE 700F) to accomplish image acquisition. We chose this scanner for two 
reasons: 1) its “LED Indirect Expose (LiDE)” design and 2) the high scanning resolution 
(2400 dpi is measured, corresponding to a 10 µm pixel size of the scanner). Due to its 
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LiDE design, this scanner actually possesses a linear CCD that covers the complete width 
of the scanning area. In comparison, other conventional scanners use a combination of 
mirrors and lenses to accomplish the same functionality, and it will take additional steps to 
modify these scanners for our application. In our setup, we disabled the LED light source 
of the Canon LiDE 700F scanner by using a black tape. The relay lens array and the light 
guide on top of the linear CCD were also removed. Therefore, the linear CCD shown in 
8-1 was directly exposed to the projected image from the CCTV lens. 
 
 
Figure 8-1 (color): The setup of the proposed 0.54 gigapixel microscopy (not to scale). 
A CCTV lens is used to magnify the sample by a factor of 30 and a scanner is used to 
capture the projected image. The distance between the sample and the lens is about 1 cm. 
Inset on the top right shows the magnified image of a USAF target on an A4 paper held in 
front of the scanner.  
 
The scanning resolution was set to 2400 dpi, the maximum resolution of the 
scanner (corresponds to a 10 µm pixel size); the FOV of the scanner was set to the 
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maximum scanning area (297 mm * 216 mm). The magnification factor was ~30 in our 
platform, and it corresponded to a FOV of 10 mm * 7.5 mm at the object side. The distance 
between the sample and the CCTV lens is about 1 cm and the distance between scanner and 
the lens is about 30 cm. We used a diffuse LED light source from top for illumination. 
Based on these settings, the capture image contained 26400 pixels * 20400 pixels, and thus, 
it produced a 0.54 gigapixel microscopy image of the sample. Inset of Fig.1 shows the 
projected image of a USAF target on a letter size paper held in front of the scanner. 
 
8.3    Automatic focusing scheme  
In a conventional microscope setup, the image recording device can give real time update 
on the object, and therefore, it is easy to adjust the position of the stage to the best focus 
position. In the proposed platform, the scanner takes a relative long time to acquire the 
entire image of the object, and thus, it takes a long time to find out the best focus position. 
To address this issue, we used an automatic focusing scheme with a programmable stage in 
our setup, as shown in the inset of Fig. 8-2(a2). This focusing scheme consists of three 
steps: 1) move the stage with a constant speed (5 µm/s); 2) acquire the image at the same 
time (only certain part of the image is in-focus along the scanning direction); 3) define an F 
index to find out the best focus position from the acquire image. In step 3, we define the F 
index using the following equation 
            F index =     1 , , )2 ,(endx f x y f x step y f x step y                         (8-1) 
Such an F index is a measurement of the sharpness of the image.  
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Figure 8-2 (color): The automatic focusing scheme of the proposed setup. (a1) The 
acquired image of a blood smear with the stage moving at a constant speed at z-direction. 
(b) Based on the motion speed, we can plot the F index with respect to different z positions, 
and thus, automatically locate the best focused position of the sample. (b) The magnified 
image of (a), where the depth-of-focus is estimated to be ~20 µm. In this experiment, a 
diffused green LED with 20 nm spectrum bandwidth is used for illumination.   
 
Fig. 8-2(a1) is the acquired image of a blood smear following the above steps (only 
a small portion of the image is acquired for faster scanning). We can see that the sample is 
out-of-focus at the beginning, then, the stage bring the sample into focus at the middle part 
of the image, and finally, the sample is out-of-focus again. Based on the motion speed of 
the programmable stage, we can plot the F index (with ‘step’ = 2) versus different z-
positions, as shown in Fig. 8-2(a2). The peak of the F index is estimated to be located at z = 
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381 µm. The magnified image and the corresponding F index are shown in Fig. 8-2(b), 
where the depth-of-focus (DOF) is estimated to be ~20 µm. The proposed automatic 
focusing scheme works well with biological samples and pathology slides. The entire 
focusing process takes about 1~2 minutes for the proposed platform. However, we note 
if the sample is extremely sparse (for example, one small hole on a metal mask), such a 
scheme will fail and we have to take multiple images at different z positions to find out the 
best focus position.  
 
8.4    Resolution and field curve of the platform  
We next characterize the resolution and the field-curve of the proposed imaging system. 
We first imaged a USAF target, as shown in Fig. 8-3. It is well known that, the aberration 
of a physical lens will degrade the image resolution at different FOVs of the lens, i.e., the 
resolution may be different from the center to the edge FOVs. In order to test the resolution 
at different FOVs, we translated the USAF target across the FOV of the CCTV lens and 
captured the corresponding images in Fig. 8-3(a-c). A diffused green LED light source (530 
nm wavelength, with ~20 nm spectrum bandwidth) was used in this experiment for 
illumination. 
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Figure 8-3 (color): USAF resolution target acquired by the proposed 0.54 gigapixel 
microscopy system. The effective FOV is about 10 mm * 7.5 mm, with 26400 pixels * 
20400 pixels across the entire image. The imaging performance at the (a) center, (b) 50% 
away from center and (c) 95% away from center. The line widths of group 9, element 1, 2 
and 3 are 0.98 µm, 0.87µm and 0.77 µm respectively. 
 
In the USAF target, the line widths of group 9, element 1, 2 and 3 are 0.98 µm, 0.87 
µm and 0.77 µm, respectively. The image performance at the center of the FOV is shown 
in Fig. 8-3(a), where we can clearly see the feature at group 9, element 3 (0.77 µm line 
width). In Fig. 8-3(b) and (c), we translate the sample to 50% and 95% of the FOV away 
from center (100% corresponds to 10 mm). In both images, we can still clearly see the fine 
feature at group 9, element 3 (0.77µm line width). This establishes the resolution of our 
prototype system is, under the monochromatic green light illumination, 0.77 µm over the 
entire FOV. We note that, by Nyquist theorem, we need at least two pixels to capture the 
smallest detail of the image, and thus, the effective pixel size at the object size should be 
less than 385 nm. Based on Section 1, the effective pixel size of our platform is about 330 
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nm (10 µm divided by magnification factor), which fulfills the requirement of Nyquist 
theorem in this regard. In Fig. 8-3(c), the horizontal resolution is worse than the vertical 
resolution. Such an effect is due to the high order aberration of the lens, such as coma. We 
also note that, due to the pixel-response differences of the linear CCD, line-artifact is 
present in the raw scanning data [13]. This effect can be eliminated by performing a simple 
normalization process: 1) capture a reference image without any sample; 2) normalized the 
raw scanning image of the sample with the reference image. In this process, the reference 
image is sample-independent, i.e., it can be used for any sample.  
 
 
Figure 8-4: Displacement of the best focal plane of different FOVs (from center to 
edge FOV). In this figure, 100% in x-axis corresponds to 10 mm. 
 
In the second experiment, we want to characterize the field curve of the imaging 
system. Our sample was a chrome mask (1.8 cm * 1.8 cm) with a hole-array on it 
(fabricated by lithography). The size of the hole was about 1 µm in diameter and 
periodicity of the hole-array was 30 μm. The light source of this experiment is the same as 
before (a green LED with a 20 nm spectrum bandwidth). First, we captured a series of 
images as we mechanically shifted the chrome mask into different z positions; then, we 
analyzed the spot size to locate the best focal plane for different FOVs, with the result 
shown in Fig. 8-4 (for example, at 50% FOV, the best focal plane locates at z = 6 µm). The 
displacement of the best focal plane is directly related to field curve of the imaging system. 
Remarkably, the result shows that the field curvature is relatively small (maximum 
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observed of 12 micron z-displacement) over the entire FOV under the monochromatic 
illumination. 
 
8.5   Imaging of a blood smear and a pathology slide 
We next used our system for imaging demonstration. First, we acquired a monochromatic 
image of a human blood smear using a green LED light source. The sample was 
automatically tuned to its in-focus position based on the automatic focusing scheme 
described in Section 8.3. Fig. 8-5 shows the acquired image, where the scanner and 
magnification setting is the same as before. There are 200 times difference in the scale bars 
between Fig. 8-5(a) and (b3). In order to appreciate the wide FOV capability, we also 
prepare a video showing the entire and the magnified view of the image.  
 
 
Figure 8-5 (color): 0.54 monochromatic gigapixel image of a blood smear. (a) The full 
FOV of the captured image. (b1), (b2), (b3) and (c1), (c2) are the expanded view of the (a). 
 
The proposed platform can also be used for color imaging. We used R/G/B diffused 
LED light sources for three color illuminations, similar to Ref. [14]. The sample slide was 
automatically tuned into its in-focus position for each color illumination (∆z=3 µm for the 
blue LED and -12 µm for the red LED). Three images (for R/G/B) are separately acquired, 
normalized, aligned [15] and then combined into the final color image. Fig. 8-6 shows the 
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acquired color image of a pathology slide (human metastatic carcinoma to liver, Carolina 
Biological Supply). Fig. 8-6(a) shows the wide FOV image of the pathology sample. Fig.6 
(b1), (b2) and (c1), (c2) are the corresponding expanded view for Fig. 8-6(a).  
 
 
Figure 8-6 (color): 0.54 gigapixel color image of a pathology slide (human metastatic 
carcinoma to liver). (a) The full frame of the acquired image. (b1), (b2) and (c1), (c2) are 
the expanded view of (a). 
 
8.6   Conclusion  
In summary, we report a wide-FOV (10 mm * 7.5 mm) microscopy system which can 
generate a 0.54 gigapixel microscopy image with 0.77 µm resolution across the entire 
FOV. We note that there are other large-format professional camera lenses for even larger 
FOV (for example, 35 mm in diameter). The bottom line we want to convey in this paper is 
that lenses from the photography/industry community may provide a potential solution for 
high throughput microscopy imaging. Interested readers can choose their lenses based on 
the balance between the price and the performance.  
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It is interesting to contrast the SBP and resolution of our demonstrated system 
versus those of the conventional microscope. As shown in Fig. 8-7, the effective SBP of 
our system is more than one order of magnitude greater than those of the microscope 
objectives. Compared to a typical 10X and 4X objectives, our system has both superior 
SBP and resolution. 
 
 
Figure 8-7 (color): The SBP-resolution summary for microscope objectives and the 
proposed system. 
 
We note that one important limitation of the system is the scanning speed. A full-
scan at 2400 dpi scanning resolution with USB 2.0 link took about 10 minutes. There are 
three strategies to address this issue: 1) use other high speed scanners; 2) use multiple 
scanners for parallelization (we can take out the linear CCDs and its housing components 
from multiple scanners and assemble them into one scanner); 3) use other scanning devices 
such as the digital scanning back (for example, a commercial available digital scanning 
back takes 29 seconds to capture a 0.312 gigapixel image). Our future directions include: 1) 
improve the speed of setup using the strategies discussed above; 2) incorporate other 
imaging functionaries such as 3D, darkfield and phase imaging into the proposed wide 
FOV platform [16, 17].  
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Chapter 9 
Summary  
In this thesis, we have presented several new microscope imaging techniques from three 
aspects: illumination design, sample manipulation and imager modification.  
Illumination source is the first accessing point in the optical path of a microscopy 
imaging system. The first design strategy involves the active control of the illumination 
sources. Based on this strategy, we demonstrated a simple and cost-effective imaging 
method, termed Non-interferometric Aperture-synthesizing Microscopy (NAM), for 
breaking the spatial-bandwidth product barrier of a conventional microscope (Chapter 2). 
We showed that the NAM method is capable of providing two orders of magnitude higher 
throughput for most existing bright-field microscopes without involving any mechanical 
scanning. Based on NAM, we demonstrated the implementation of a 1.6 gigapixel 
microscope with a maximum numerical aperture of 0.5, a field-of-view of 120 mm2, and a 
resolution-invariant imaging depth of 0.3 mm. The proposed NAM method is also able to 
recover the phase profile of the sample. In this regard, NAM provides an easy and cost-
effective solution for researchers and clinicians to incorporate phase imaging functionality 
into their current microscope systems. The proposed NAM method, readily implemented 
with a conventional microscope, has the potential to broadly impact digital pathology, 
histology, phytotomy, immunochemistry and forensic photography. It can also be extended 
to other spectrum such as THz and X-ray regions, where lenses are poor and of very limited 
numerical aperture. 
The active control of illumination sources can also be adapted for chip-scale 
microscopy imaging. In Chapter 3, we introduced a chip-scale microscopy solution, 
termed Sub-pixel Perspective Sweeping Microscopy (SPSM) and demonstrated a proof-of-
concept self-imaging digital Petri dish solution. This on-chip platform has the ability to 
automatically image confluent cell sample with sub-cellular resolution over a large field-of-
view. As such, it is well suited for long-term cell culture imaging and tracking applications. 
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Unlike the other lensless microscopy methods, this new approach is fully capable of 
working with cell cultures or any samples in which cells/bacteria may be contiguously 
connected, and thus, it can significantly improve Petri-dish-based cell/bacteria culture 
experiments. With this approach providing a compact, low-cost and disposable microscopy 
imaging solution, we can start to transit Petri-dish-based experiments from the traditionally 
labor-intensive process to an automated and streamlined process. 
The active control of the illumination light source can also be combined with 
tomography reconstruction technique for 3D imaging. In Chapter 4, we present the 
implementation of digital 3D refocusing approach using a simple LED matrix. We showed 
that such an approach can be used to render a bright field image, dark field image, and 
more importantly, sectioned images at different depths without involving mechanical 
scanning.  
The second strategy in design considerations is to manipulate the sample. In 
Chapter 5, we presented a fully on-chip, lensless microscope device, termed sub-pixel 
resolving optofluidic microscope (SROFM). The novel combination of a pixel super-
resolution and optofluidic approach towards microscopy removes the need for bulky and 
expensive lenses, coherent illumination sources and precision microscanning mechanisms. 
In addition, the SROFM system also allows us to capture images and videos of rotating 
samples in high resolution and, thereby, reveal three-dimensional sub-cellular structures 
from different perspectives. SROFM’s simplicity, compactness, and cost-effectiveness 
make it well-suited for drop-and-flow screening of fluidic samples such as blood, urine or 
water. The SROFM technique can potentially play an important role in the eventual 
development and commercialization of a mass-distributed, portable microscope for point-
of-care analysis and third-world diagnostics, for the detection of water-borne parasites, 
blood-borne parasites and diseases involving blood cell deformations.   
The third accessing point in design considerations is the image sensor. Imager 
modification is an emerging technique that performs pre-detection light field manipulation. 
In Chapter 6, we presented a novel optical structure design, termed surface-wave-enabled 
darkfield aperture (SWEDA), which can be directly incorporated onto optical sensors to 
accomplish pre-detection background suppression. A detection system that can effectively 
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suppress background contributions (prior to detection) and allow detection of small signals 
in extremely compact device architectures is potentially useful for a broad range of 
applications from on-chip bio-sensing to metrology and microscopy. 
Conventional image sensors are only responsive to the intensity variation of the 
incoming light wave. By encoding the wavefront information into the balanced detection 
scheme, we demonstrated an image sensor pixel design that is capable of detecting both the 
local intensity and angular information simultaneously in Chapter 7. 
In Chapter 8, we showed that the image sensor can also be replaced by a flatbed 
scanner to achieve ultrahigh pixel count for wide field-of-view imaging. We showed that 
such an imaging system is able to capture a 10 mm * 7.5 mm field-of-view image with 0.77 
micron resolution, resulting in 0.54 gigapixels (109 pixels) across the entire image (26400 
pixels * 20400 pixels). 
To summarize, the new microscopy imaging techniques presented in this thesis 
could increase the throughput, reduce the cost and improve the efficiency and quality of 
microscopy imaging in biological research. We also anticipate that they will generate a 
revolutionary impact on some of industry applications, such as digital pathology, histology, 
immunochemistry, and cell-culture-based clinical diagnosis. 
