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Summary
This thesis addresses the problem of automatic segmentation of calvarial tumors from Computed To-
mography (CT) images and open issues related to validation in the medical image segmentation. The
motivation for this work is based on the development of the CRANIO system for computer and robot
assisted craniotomy under development at the Chair of Medical Engineering, Helmholtz-Institute for
Biomedical Engineering, RWTH Aachen University.
Calvarial tumors comprise different tissue types, occupy a wide range of image intensities, have frail
borders, and may often exhibit isolated islands of the bone within the soft tissue. Therefore, modeling
and segmentation of the calvarial tumors is a challenging task.
In the first part of the thesis, commonly used statistical and geometrical validation metrics are
presented, followed by feature analysis and definition of requirements for an application oriented
figure-of-merit. Finally, a novel statistical metric is proposed and evaluated.
Intensity and shape appearance of calvarial tumors is analyzed to obtain information that might
be used in a knowledge-guided segmentation algorithm. Different intensity distribution models are
presented and statistically compared.
The models are integrated in a knowledge-driven segmentation algorithm, based on the level set
variational framework. A novel level set speed function, combining image and a priori knowledge
terms is proposed. The impact of modeling approaches on the outcome is investigated, followed by a
clinical validation study.
The major obstacle for using automated segmentation algorithms in medical practice is their incapa-
bility to capture the biological and image quality variability. To overcome this problem, segmentation
algorithms are guided with an inherent parameter set. In this thesis, a framework for an automatic
statistical parameter screening is proposed and validated.
Finally, some practical considerations for the integration of the proposed methods in a medical
system and guidelines for the further work are given.
This work offers three major contributions: a medically-oriented segmentation validation metric,
a knowledge-guided extension of the level set segmentation framework, and an automatic parameter
screening algorithm.

Zusammenfassung
Die vorliegende Arbeit befasst sich mit dem Problem der automatischen Segmentierung von Schädel-
tumoren aus Computer-Tomographie-Bildern und offenen Fragen im Bereich der Validation der Seg-
mentierung medizinischer Bilder. Die Motivation dieser Arbeit liegt in der Entwicklung des CRANIO-
Systems für die computer- und robotergestützte Craniotomie (in Entwicklung am Lehrstuhl für Mediz-
intechnik, Helmholtz-Institut für Biomedizinische Technik der RWTH Aachen). Schädeltumore beste-
hen aus verschiedenen Gewebetypen, erzeugen eine große Bandbreite von Bildintensitäten, zeigen
schwache Konturgrenzen und weisen oft isolierte knöcherne Inseln im Weichgewebe auf. Dies macht
die Modellierung und Segmentierung von Schädeltumoren zu einer herausfordernden Aufgabe.
Im ersten Teil der Arbeit werden gebräuchliche statistische und geometrische Maße zur Validierung
vorgestellt und analysiert. Hierauf folgt eine Anfoderungsanalyse für ein anwendungsorientiertes Be-
wertungskriterium. Zum Schluss wird ein neues statistisches Validierungsmaß vorgeschlagen und
evaluiert. Bildintensität und Form von Schädeltumoren werden analysiert um Informationen zu er-
halten, die für wissensbasierte Segmentierungsalgorithmen verwendet werden können. Verschiedene
Modelle zur Beschreibung von Intensitätsverteilung werden vorgestellt und statistisch verglichen.
Die Modelle werden in einen wissensgesteuerten Segmentierungsalgorithmus integriert, der auf
einem Level-Set Framework basiert. Eine innovative Level-Set Speed-Function wird vorgeschlagen,
welche Bildinformationen und a-priori-Wissen verbindet. Der Einfluss der Modellierungsmethoden
auf das Segmentierungsergebnis wird untersucht, gefolgt von einer klinischen Studie mit zehn Patien-
ten. Die größte Hürde für die Nutzung automatischer Segmentierungsalgorithmen in der medizinis-
chen Praxis ist ihre Unfähigkeit, sich an biologische und Bild-Variationen anzupassen. Zur Lösung
dieses Problems werden Segmentierungsalgorithmen durch inhärente Parameter gesteuert.
In dieser Arbeit wird ein Rahmen für ein automatisches statistisches Parameter-Screening vorgeschla-
gen und validiert. Zum Abschluss werden einige praktische Überlegungen für die Integration der
vorgeschlagenen Methoden in ein medizinisches System sowie Richtlinien für die weitere Arbeit
gegeben. In der Arbeit werden drei Beiträge entwickelt: eine medizinisch orientiertes Maß zur
Segmentierungsvalidierung, ein wissensbasierte Verbesserung des Level-Set-Algorithmus sowie einen
Rahmen für ein automatisches Parameter-Screening.
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1 Introduction
1.1 Background
Medical image analysis is a rapidly growing field, steered by the improvements in imaging devices
construction, resolution, and availability. Tomographic imaging modalities, such as Magnetic Res-
onance Imaging (MRI) and Computed Tomography (CT), offer a possibility to visualize parts of the
body with a sub-millimetric precision. They are used for non-invasive diagnosis, intervention planning,
intra-operative assistance, and post-operative follow-up. Navigation systems allow surgeons to inter-
actively track the position of surgical tools relative to preoperative and intraoperative images. Due to
complexity of human body, it is crucial to provide anatomical 3D models for a successful navigation.
A growing number of image elements available from 3D imaging studies makes manual localiza-
tion and delineation of anatomical structures in tomographic images extremely time consuming and
prone to user induced errors. From the very beginnings of medical imaging, the idea to involve com-
puters into image analysis has emerged. Computers have been widely employed for interpretation
and registration of medical images, utilizing their capability to efficiently manipulate large amounts of
data.
Computer assistance in medical image interpretation is developing in two main directions:
• Computer Aided Diagnosis (CADx) with the main goal to detect a pathological process and/or
a structure in image. It is typically used for frequent and small lesions (e.g. small lung nodules
or breast tumor) that are difficult to be noticed by a human observer [SUMMERS 2003]. Result
from a CADx process is a recommendation which objects in the image might indicate a lesion.
Additionally, morphological characterizations could be provided to assist in the diagnostic pro-
cess. As from 2007, to the author’s knowledge, there are six commercially available CADx
systems.
• Automatic and semi-automatic segmentation with the main goal to classify image elements into
labeled regions, e.g. tissue classes [YOO 2004]. A typical result of a segmentation process
is a set of delineated anatomical structures. This information is commonly used for treatment
planning, intraoperative navigation, and/or patient follow-up.
Whereas CADx systems have been used for the detection of diseases, segmentation tasks have been
more focused on delineation of healthy structures. These two branches in medical image interpretation
are not clearly differentiated since they overlap in many segments, e.g. CADx systems use the same
or similar image segmentation procedures in the detection process.
Historically, medical image analysis emerged from the general framework of image processing and
recognition. The nature of common problems in the general image understanding is to analyze an
image without prior knowledge about the imaged objects. On the contrary, in the medical image
interpretation, the nature of image and imaged objects is initially known. Recent endeavors have
been made to integrate a priori knowledge about image intensity and shape in the analysis algorithms.
However, the majority of methods applied in medical image analysis rely on the general concepts, such
as low level image processing (e.g. threshold and region growing based procedures) [POHLE AND
TOENNIES 2001], image intensity clustering [LEEMPUT ET AL. 1999, ZHANG ET AL. 2001], edge
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detection, and active contours [XU AND PRINCE 1998, BARREIRA AND PENEDO 2004]. Moreover,
the majority of researchers focus on segmentations of the healthy anatomy, such as brain structures for
brain mapping (e.g. VIVODTZEV ET AL. [2005]) or neuronavigation (e.g. KIKINIS ET AL. [1996]),
segmentation of calcified tissue for the orthopedic applications (e.g. KANG ET AL. [2003]), and
segmentation of cardiovascular structures for radiological interventions.
Segmentation of diseased tissue is a particulary challenging task given the variance in appearance,
position, size, and often unknown biological properties. Late 1990s saw a large breakthrough in the
segmentation of brain tumors from the MRI images, especially gliomas and meningiomas, for planning
of surgical removal or radiotherapy [KIKINIS ET AL. 1996, KAUS ET AL. 2001, HO ET AL. 2002,
POLLO ET AL. 2005]. Those tumors are typically encapsulated and lucent-centered in the MRI images.
None of the methods proposed in the literature so far have been integrated into a medically certified
software. Furthermore, a standard segmentation validation methodology is not established [GERIG
ET AL. 2001], making cross-comparison between methods rather difficult.
Knowledge-based systems for the image analysis use a priori knowledge about objects in an image.
The most common approach is to use model-based segmentation assuming a pre-defined standard
shape as an input and adjusting it to the borders of a specific object. Although those methods have
shown promising results in segmentation of the healthy anatomies (e.g. JOLLY [2001] and PARAGIOS
AND ROUSSON [2003]), CLARK ET AL. [1998] point out that prior shapes are virtually unfeasible
for segmentation of tumors, due to a morphological discrepancy between the subjects. They propose
a method for segmentation of brain tumors based on a multi-spectral histogram thresholding of T1-
weighted, T2-weighted, and PD MRI images, combined with knowledge-based techniques (screening
in the feature space). The algorithms have been trained on three patients and validated on additional
ten patients. Authors report a high number of pixels classified wrongly as tumor, which is a persistent
problem for all classification-based methods. In contrast to this study, GERING ET AL. [2002] pro-
pose a method that uses a priori knowledge about healthy subjects in order to detect a deviation from
normalcy in MRI data sets of patients suffering from a brain tumor. The Expectation-Maximization
method has been used, with the following features: voxel intensities, neighborhood coherence, intra-
structure properties, inter-structure relationships, and user input. An obvious advantage of this ap-
proach is that the training set consists of the healthy patients. As authors reported, the major obstacle
are image inhomogeneities and the partial volume effect that can often be misclassified. No validation
data is provided. HO ET AL. [2002] used multi-parameter image data (T1 and T2 MRI) to build an
initial tumor probability map. The segmentation is performed on a set of large blobby-shaped brain
tumors. A spatial overlap with the manual segmentation of more than 80% is reported. In this case,
only a priori knowledge used is presumption of intensity bi-modality. Sensitivity to front initializa-
tion, i.e. probability map, is the major limitation factor of this method. Furthermore, since it uses
multi-parameter images it is not applicable for the CT image analysis.
1.2 Objectives
The CRANIO project for computer and robot assisted craniectomy addresses problems of preopera-
tive planing and navigated robot assisted surgery, followed by individual implant design [POPOVIC
ET AL. 2003b]. Within this framework, a need for the computer assisted detection and segmentation
of calvarial tumors from the CT images emerged, for purposes of the planning and intraoperative nav-
igation [POPOVIC ET AL. 2005b]. Computed Tomography is the imaging modality of choice, due to
the following reasons:
• CT is more sensitive in revealing bone changes [GROVER ET AL. 2003].
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• The part of the tumor residing in the bone is more textured, less continuous, and requires more
attention.
• CT is more suitable for the precise image guided resection due to its low spatial distortion
[GRUNERT ET AL. 2003].
In contrast to brain tumor segmentation from the MRI images, segmentation of calvarial tumors is,
to author’s best knowledge, not found in the literature. Variability of appearance of those lesions in CT
and MR images poses a difficulty for classification and characterization [ARANA ET AL. 1999]. Bone-
infiltrating tumors occupy both soft and calcified tissue, having a wide range of the image intensities
with very frail borders.
SOERGEL ET AL. [1998] present a method to detect tumor edges from the X-ray images of a human
jaw. An active contour semiautomatic segmentation is used. The main pitfall of this method is the
lack of self-correcting features in the active contour progression. As a similarity measure, a small
circle around a seed point given by the user has been used. This is possible if changes in the imaging
characteristics are not expected to change significantly with a distance from the seed point, which is
not the case in calvarial tumors. Authors provide a visual inspection of lesion border without a clinical
validation. PETERSEN ET AL. [2000] propose a general framework for the segmentation of bone
tumors in MRI perfusion images using neural networks. However, this algorithm cannot be used for
other imaging modalities. ZHAO ET AL. [2003], SUN ET AL. [2004] and HONG ET AL. [2004] present
a joint effort in the segmentation of osteosarcomas using MRI images with different contrast agents
(T1, T2, EPI). They have used preprocessing with Sobel edge detection, morphological operators to
close borders, and smoothing, followed by postprocessing of segmented area using registered images
of different MRI procedures. The segmentation has been done on 2D MRI slices, and is prone to
discontinuities in 3D borders.
1.3 Original Contributions
In this work, following issues are addressed for the case of calvarial tumors:
• Analysis of goodness-of-fit metrics for the evaluation in medical image processing. Develop-
ment of a novel, application oriented metric.
• Analysis of intensity and shape of the calvarial tumors followed by generation of computational
appearance models.
• Integration of the prior models into a novel segmentation algorithm, based on the level set prop-
agation.
• Automatic statistical algorithm parameter screening.
The basis of the segmentation algorithm is a level sets framework, developed by SETHIAN [1996]
and adopted for image processing and recognition by MALLADI ET AL. [1995]. Level set methods
are a surface fitting strategy reliable in presence of small clustered noise as well as smooth intensity
fluctuation in the image [WHITAKER ET AL. 2001]. Therefore, level sets are useful for segmentation
of calvarial tumors, since they often exhibit small insulated islands of bone within the soft tissue. The
level sets work as a solver of a Partial Differential Equation (PDE) of a front movement within an
image. Properties of the movement and guiding forces are defined for each individual algorithm. A
common approach is to have a constant term for forward movements, combined with image gradients
and negative exponent filter [WHITAKER ET AL. 2001]. Additional advection term could be added,
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Figure 1.1: The segmentation concept
e.g. [PARAGIOS AND DERICHE 2000]. The method proposed in this work is a combination of the
general level set framework and an a priori knowledge about structures in the image. A group of 3D
CT images with manually extracted tumors is used as a training set for the intensity modeling. The
modeling is achieved by approximating normalized intensity distributions of the tissue classes.
The algorithm is guided with several inherent parameters. One of the possibilities is to allow an user
interaction with the algorithm and change parameters during the executing [HO ET AL. 2003]. This
method is not practical for the following reasons:
• A typical user of a surgical planning system has insufficient knowledge about image processing
algorithms and cannot decide which parameter to change and how.
• Even for an experienced user, this process can be time consuming, since the front propagation
has to be slow for the visualization purposes.
The method proposed herein, performs a statistical optimization of the algorithm parameters based
on a combination of the Expectation-Maximization (EM) method and the Chi-squared statistics. As
the input to the optimization process, segmentation results (binary images) from different parameter
sets are taken. Under a hypothesis that within these results a latent true segmentation is hidden, a
procedure is performed to find its closest approximation. YITZHAKY AND PELI [2003] proposed a
similar method to detect optimal parameter sets for two different edge detection algorithms in general
2D image processing. The proposed Chi-squared based optimization is optimal in presence of struc-
tural errors but is prone to false decisions in case of a random noise. The Expectation-Maximization
algorithm (DEMPSTER ET AL. [1977]) is used to approximate the probability function in case of in-
complete samples, by maximizing likelihood estimates. As proposed by WARFIELD ET AL. [2002]
it is used for maximizing the logarithmic likelihood function of the probability density function of
a segmentation result and statistical goodness parameters, sensitivity and specificity. However, the
EM algorithm fails in case of large structural errors and small number of samples. Furthermore, EM
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requires initialization parameters, i.e. assumption about quality of all raters and a priori probability
of object under investigation. The method proposed in this work attains the initialization from a pre-
processing using the Chi-squared procedure. Thus, optimization methods are pipelined in order to
achieve an optimal solution.
The concept of segmentation algorithm is given in Fig.1.1.
1.4 Thesis Structure
Medical background of the problem of detection and segmentation of calvarial tumors with an overview
of classical treatment procedures and computer and robot assistance in the framework of CRANIO
project is given in Chapter 2. Current medical image analysis methods are discussed in the Chapter 3.
Overview of evaluation methodology for medical image analysis is given in Chapter 4. In this
chapter, a novel statistical validation metric is proposed.
In Chapters 5, 6, and 7 each component in the detection and segmentation framework is described
on the basis of mathematical background and application in medical image analysis. In each chapter,
the validation results are presented and discussed, according to the guidelines defined in the Chapter 4.
Practical considerations for the system integration and discussion of the clinical impact are offered
in Chapter 8.
Finally, conclusions and outlook are given in Chapter 9.

2 Medical Motivation
Osseous tumors of the calvaria are rare diseases presented with various histological and imaging find-
ings [ARANA ET AL. 1999, ENGELHARDT ET AL. 2006]. The majority of calvarial tumors encoun-
tered in the field of neurosurgery are either meningiomas or metastases. They are usually treated by a
total or a subtotal recision followed by a removal of the tumorous tissue.
2.1 Classification of Calvarial Tumors
Different classification schemes have been proposed in the literature. The most common are listed
below:
• According to location: skull base territories, anterior, middle, and posterior cranial base [MORITA
ET AL. 1998].
• According to cell origin: bone, cartilage or blood vessels[PAPAVASSILIOU AND JIHICI 2005].
• According to histopathology: vascularity, shape of cells, or state of the cytoplasm [PAPAVAS-
SILIOU AND JIHICI 2005].
• According to WHO grade: neuroepithelial, non-neuroepithelial, and other CNS neoplasms
[TATTER ET AL. 1995].
• According to location and origin [AMARAL ET AL. 2003].
The last classification scheme (Fig. 2.1) is used in this work since it is the most suitable for the appear-
ance analysis.
Calvarial Tumors
A: Primary skull tumors
B: Skull metastases
C: Direct intracranial tumors extension
A2: Benign
A1: Malignant
D: Tumor-like lesions
B2: From other organs
B1: From IC structures
Figure 2.1: Classification scheme of calvarial tumors ([AMARAL ET AL. 2003]).
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Primary skull tumors (benign and malignant, classification A1, A2) are rare disease constituting
about 1% of all bone tumors. They usually appear radiolucent in the X-ray images, with weak, some-
times calcified borders [PAPAVASSILIOU AND JIHICI 2005].
Skull metastases are rarely clinically diagnosed but are often found in the post mortem studies [STARK
ET AL. 2003]. A reason for this could be found in the fact that they are typically slow growing, rarely
causing neurological dysfunction. However, cases of compression of dural sinuses caused by calvarial
metastasis have been reported in the literature [CONSTANS AND DONZELLI 1981].
The most common calvarial tumors are meningiomas (class C, Fig 2.1), tumors arising from the
outer part of the arachnoid mater in the meninges of the brain (Fig. 2.2).
Meningioma
Dura matter
Archanoid
Pia matter
Brain
Figure 2.2: (a) Meninges of the brain, structural overview. Source: National Library of Medicine (b)
Structural scheme of meningioma. Source: Mayo Clinic
Meningiomas are further classified according to WHO (World Health Organization) grades. Based
on the microscopic or imaging appearance of cancer cells, tumor grades are commonly described by
four degrees of severity (Table 2.1). The grading of meningiomas is challenging due to the fact that
they often invade other structures (brain or bone) but the invasion can not be easily microscopically
or radiologically registered or quantified. A common practice is to grade meningiomas that invade
other tissue as grades 2 and 3, since brain/bone invasion is the key indication of the malignancy in
meningiomas [PERRY ET AL. 1997, GROVER ET AL. 2003].
Table 2.1: WHO tumor grading
Grade Features
X Grade cannot be assessed (Undetermined grade)
1 Well-differentiated (Low grade)
2 Moderately differentiated (Intermediate grade)
3 Poorly differentiated (High grade)
4 Undifferentiated
Meningiomas are commonly located in the arachnoid layer of the meninges with a frequent bone
invasion or hyperostosis (calcification of the soft tissue). Rare cases of meningiomas without a soft
tissue component have also been registered [CIRAK ET AL. 2000, ROSAHL ET AL. 2004].
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2.2 Diagnosis of Calvarial Tumors
Selection of an appropriate imaging modality for diagnosis of the calvarial tumors is an open issue. It
strongly depends on inherent features of a specific tumor. Whereas MRI is used in the case of no bone
involvement, for a multi-component tumor, a decision which tissue type needs more attention has to
been made. Some authors [AMARAL ET AL. 2003] discuss that capabilities of MRI to depict details in
the soft tissue and bone marrow make MRI the modality of choice in the imaging of the cranial vault.
On the contrary, GROVER ET AL. [2003] and AVRAHAMI AND EVEN [2000] point out the importance
of quantification of the bone involvement for the tumor grading and determination of the malignancy.
A multi-modal registration of MRI and CT images, combining information about bone and soft tissue,
can offer a good perspective for the improvement of the diagnostic capabilities. However, in every-
day clinical practice, images of both modalities are typically not available, due to the cost (MRI) and
radiation issues (CT).
An overview of typical calvarial tumors and their appearance in the CT images, compiled from
TROTTER ET AL. [2001], PAPAVASSILIOU AND JIHICI [2005], and ARANA ET AL. [2004] is presented
in Table 2.2. With an exception of uncommon primary bone tumors (osteoma and osteoblastoma)
prevalence of shape and border irregularity is evident.
Table 2.2: Typical calvarial tumor types and their appearance in the CT images
Type Appearance in CT images
Meningioma (osteolytic) radiolucent, poorly defined borders
Meningioma (ossifying) radiopaque, poorly defined borders
Meningioma (en-plaque) radiopaque, elongated, irregular shape
Metastasis radiolucent, poorly defined borders a
Paget’s disease radiopaque, irregular bone thickening
Osteoma radiopaque, good defined borders
Haemangioma radiopaque
Osteoblastoma radiolucent + radiopaque, well-demarcated
with calcified borders
Fibrosarcoma radiolucent, irregular margins
Primary bone tumor radiolucent, poorly defined borders
Fibrous dysplasia b radiolucent, regular shaped, well-demarcated
aARANA ET AL. [2004] present a study comprising 21 patients suffering from metastatic lesion of calvaria, of which 71%
with poorly, 23% with moderate, and 5% with well-defined borders
bFibrous dysplasia is a tumor-like lesion
ARANA ET AL. [2004] propose a list of the radiological features important for the differential diag-
nosis of calvarial tumors (Table 2.3). These features have been used as the input variables to a neural
network (NN) learning algorithm for a differential diagnosis of metastases. Their experiments have
shown a strong dependence of malignancy on edge definition, i.e. malignancy is less probable in pa-
tients with well-defined edge. ARANA ET AL. [2004] conclude that radiological features (gained from
CT) might be sufficient for the differential diagnosis.
Most of the features listed in Table 2.3 are strongly associated with the location of the tumor (Cen-
tricity, Cortical involvement, Periosteal reaction, Bone, Shape, Number). Therefore, knowing the
exact tumor edges and tumor location (anatomical and histological) is one of the prerequisites for the
successful differential diagnosis.
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Table 2.3: Radiological features for the diagnosis of calvarial tumors proposed by ARANA ET AL.
[2004]
Feature Values
Edge poor, moderate,well
Centricity diploë, intracranial, extracranial
Cortical involvement both, external, internal
Periosteal reaction no, yes
Marginal sclerosis no, yes
Lobulated edges no, yes
Expansivity mild, moderate, severe
Shape circular, ovoid
Bone frontal, parietal, occipital
Matrix none, ossified, sequestruma
Soft tissue mass subgaleal, subgaleal and intracranial
Cortical disruption no, yes
Number isolated, multiple
aNecrotic bone
2.3 Clinical Treatment of Calvarial Tumors
A common clinical treatment of calvarial tumors is a surgical removal of the diseased tissue [MC-
CARTHY ET AL. 1998, ENGELHARDT ET AL. 2006]. Although most of the calvarial neoplasms are
benign, their vicinity to the brain and related structures makes them dangerous and potentially life-
threatening [YAMASAKI ET AL. 2000]. CRAWFORD ET AL. [1995] and KHOSROVI ET AL. [1997]
recommend a wide surgical resection with a removal of the margin of healthy bone. The quality of
life and 5-years prognosis in patients surgically treated for calvarial tumors is highly dependent on the
completeness of the tumor removal [DOLINSKAS AND SIMEONE 1998]. In some cases, due to the
attachment to sensitive tissue, a total removal is not possible.
Craniotomy is a procedure to remove a bone flap from the skull to gain access to the brain (Fig. 2.3).
The main indication for a craniotomy is brain tumor removal. It is also done for the removal of blood
clots (hematomas), to control a hemorrhage, to perform a biopsy, or to control the intracranial pressure.
It starts with a resection of a skin flap, followed by drilling of small burr holes. A high-speed saw is
used to cut the bone between the holes. If the skull is not affected with the tumor, the bone flap is
replaced after the surgery.
A special case of craniotomy, if the bone flap is not replaced is commonly referred to as craniectomy
(Fig. 2.4). A craniectomy could be performed in the same manner as craniotomy or using a high-speed
micro-milling tool [COLÓN ET AL. 1998].
If a tumor has no connection to the dura mater, e.g. primary calvarial meningioma [TOKGOZ ET AL.
2005], excision is done with the classical craniotomy resection procedure. In the case of a dural
involvement, if the bone flap and dura mater can not be separated, a micro-milling is performed. In
some cases, a combination of craniotomy and craniectomy is performed [NAKAMURA AND SAMII
2003].
Cranioplasty is a surgical procedure to repair cranial defects. Besides protective and therapeutical
motivation for the skull repair, an important issue is the cosmetic outcome [ENGELHARDT ET AL.
2006]. Despite cranioplasty being one of the oldest surgical procedures [DUJOVNY ET AL. 1997],
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Figure 2.3: Illustration of a standard craniotomy procedure. Skin is resected to allow approach to cra-
nial bone; Five burr holes are drilled, and connected using a high-speed saw (craniotome);
After the procedure on the brain, removed bone flap is replaced at the end of the surgery. If
the bone flap is completely removed, the procedure is referred as craniectomy (steps A-D).
Source: Mayo Clinic
it has accomplished a breakthrough with development of the 3D imaging techniques alongside with
CAD/CAM (Computer Aided Design/Manufacturing) processes. During 1990s, computer aided de-
sign and manufacturing of custom implants has been established in the everyday clinical practice
[EUFINGER ET AL. 1995, SANAN AND HAINES 1997, LEE ET AL. 1998, EUFINGER ET AL. 1999].
In the standard procedure, after a tumor removal, a patient receives a temporary implant, e.g. from
PMMA (PolyMethyl MethAcrylate). Cranioplastic surgery takes place approximately six months af-
terwards, as the permanent implant (e.g. titanium) is placed. An alternative approach is preopera-
tive manufacturing and immediate implantation using individual resection templates [WEHMOELLER
ET AL. 2002]. The main disadvantage of templates is that they are not suitable for the cases requiring
a micro-milling.
2.3.1 Neuronavigation
Surgical navigation is an interactive localization technique to establish a relation between surgical
instruments, patient’s anatomy, and additional data (e.g. preoperative or intraoperative patient images
or atlases).
The first attempt to localize structures within the brain using orientation points on the skull surface
and a standardized brain atlas was done at the beginning of 20th century (1908) by Sir Victor Horsley
and Robert H. Clarke. They have used a rigid frame (Horsley-Clarke apparatus) designed to measure
12 2. Medical Motivation
Figure 2.4: Illustration of the craniectomy performed with a micro-milling tool for the removal of an
ossified calvarial tumor.
salient points on the skull in Cartesian 3D coordinate system and transform them to the coordinate
system of a brain atlas. Coordinate system computations allowed a surgeon to position the tool to a
desired position within the skull. Findings of Horsley and Clarke were followed by further improve-
ments in frame design, coordinates computations, and brain atlases. However, the major breakthrough
is achieved as imaging technologies emerged, Computed Tomography in 1973 and Magnetic Reso-
nance Imaging during 1980s. Three-dimensional brain images allowed an extension of stereotactic
computation to the entire intracranial space. Until the end of 1990s, stereotaxy has been the most
common localization technique in the neurosurgery [GRUNERT ET AL. 2003].
Frameless navigation emerged as an alternative to conventional stereotactic surgery, in order to
decrease invasiveness and improve localization and targeting. The main objective of image-guided
surgery is to track surgical instruments in relation to the patient images. To achieve this, a geometric
transformation between physical and image space has to be established in a registration procedure.
First attempts to avoid invasive stereotactic frames in neurosurgical navigation emerged at the end
1980s with neuronavigator arms [WATANABE ET AL. 1987, WATANABE 1996, LABORDE ET AL.
1992], six-dimensional mechanical digitizers performing a point-based registration of the patient and
image space and computer-based arm tracking. The main disadvantage of those systems is the need
for repeated registration after each repositioning of patient’s head [SCHIFFBAUER 1999]. Further
development of digitalization system introduced magnetic [TAN ET AL. 1993] and optical localiz-
ers [ZAMORANO ET AL. 1992; 1993] in the neuronavigation, able to interactively track instruments
and patient position. Although optical tracking devices have a disadvantage of requiring permanent
line-of-sight during tracking, they are currently state-of-the-art technique in surgical navigation due to
better localization accuracy compared with the magnetic systems. Commercially available optical neu-
ronavigation systems include StealthStation©(Medtronic, USA) and Vector Vision©cranial (BrainLab,
Germany).
A technique in which an operator freely moves tracked surgical instruments is normally referred
to as the free-hand navigation. Although an image-guidance combined with a preoperative planning
allows better spatial orientation through the position feedback, the positioning accuracy is restrained by
human factors, such as hand-eye coordination. For some deep brain targeting applications, requiring
high precision, frame-based stereotaxy is still preferred to free-hand image-guidance [SPIVAK AND
PIROUZMAND 2005]. An alternative approach is to use a robotic system, providing a high spatial
accuracy, an ability to perform time-lasting repetitive movements, and a high movement predictability
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[NATHOO ET AL. 2005]. In the recent years, research efforts have been made to introduce robotic
systems in the neurosurgical practice [BAI ET AL. 2001, FEDERSPIL ET AL. 2003, FEDERSPIL AND
PLINKERT 2004, HANDINI ET AL. 2004].
2.3.2 Robot Aided Craniotomy - CRANIO System
The CRANIO1 system for computer and robot assisted craniectomy [BAST ET AL. 2006] is being de-
veloped for the surgical treatment of patients suffering from calvarial tumors, accompanied by preop-
erative design and manufacturing of individual implants for immediate cranial defect repair (Fig. 2.5).
Clinical motivation for the robotic craniectomy is twofold:
• A robotic removal of the cancerous bone is significantly more time-efficient than manual proce-
dures. Laboratory experiments showed 50%-70% milling time reduction in comparison to the
manual micro-milling [BAST ET AL. 2003]. This might lead to a decrease in operating time with
benefits to patient’s health and cost reduction. Furthermore, the operating surgeon is relieved
from a tenacious instrument holding.
• In order to preoperatively manufacture an individual implant and perform cranioplasty immedi-
ately following a tumor ablation, the resection geometry has to be known prior to the operation
and has to be accurately reproduced during the operation. Free-hand neurosurgical milling, even
with a navigational help, cannot meet the accuracy requirements. Moreover, template-based ap-
proach is not suitable for craniectomy, as discussed in section 2.3.
To achieve these objectives, all aspects of the computer aided surgery have to be addressed: segmenta-
tion, resection planning, milling path generation and simulation, implant planning and manufacturing,
intraoperative navigation and robot control.
Initial information needed to plan a resection path in 3D and model implant geometry are 3D models
of the skull and the tumor, both gained from a CT data set. Besides diagnostic issues mentioned in
section 2.2, motivation to use Computed Tomography could be also found in its better geometrical
precision (compared to field distortions inherent to MRI) needed for more accurate navigation and
localization [GRUNERT ET AL. 2003]. Using rendered 3D skull and tumor models combined with
2D grey-level CT slices, a surgeon plans resection path on the skull in respect to the tumor position.
Resection path is a 3D closed contour on the bone surface. This step is followed by the generation of
a milling path and a simulation of the resection outcome [POPOVIC ET AL.]. The resection planning
results in three models: a skull model with the simulated defect, a full robotic milling path, and a
model of the resected geometry. Additional information available to user is cranial thickness along
perpendicular direction in each voxel of the skull model [POPOVIC ET AL. 2003a;b; 2005a]. Based on
the simulated skull defect the implant modeling is performed [WU ET AL. 2006].
Intraoperatively, a geometrical relation between patient’s physical space and preoperative data (e.g.
the resection path in coordinate system of the CT scanner) has to be established in the process of an
intraoperative registration (see section 2.3.1). For the CRANIO system, different registration methods
have been implemented and tested [POPOVIC ET AL. 2005b, HEGER ET AL. 2005], namely: paired-
point matching (with bone screws, anatomical landmarks, and skin markers) and surface-based match-
ing (with direct surface palpation and transcutaneous A-mode US bone surface digitalization). Using
the relation established during registration, preoperatively generated robotic milling path can be trans-
formed in the patient’s coordinate system. Following, a spatial relation between robot and patient has
1CRANIO project is under development at the Chair of Medical Engineering, Helmholtz-Institute for Biomedical Engi-
neering, RWTH Aachen University
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Figure 2.5: The concept of CRANIO system for computer and robot assisted craniectomy.
to be established (robot registration). Accuracy of execution of preoperative plan intraoperatively is
therefore dependent on three factors:
1. Patient registration accuracy, i.e. transformation accuracy of the planed milling path from the
coordinate system of 3D patient data to the coordinate system of the patient.
2. Robot registration accuracy, i.e. transformation accuracy of the planed milling path from the
coordinate system of patient to the the robot coordinate system.
3. Robot accuracy, i.e. the positioning accuracy of the robot.
2.4 Conclusion
Cranial tumor delineation is an important part of the CRANIO planning system described in sec-
tion 2.3.2. Medical motivation for the computer aided segmentation could be comprehended in the
following points:
1. Knowledge about extension of a calvarial tumor, i.e. the location of the tumor in respect to the
soft-tissue and the bone can be valuable information for diagnosis.
2. Exact resection path and geometry have to be known prior to the surgery to allow preoperative
implant manufacturing. Therefore, it is necessary to know the precise tumor borders in order
to avoid in situ residuals after the surgical procedure.
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3. Manual delineation of tumor borders is a time consuming process, due to the size of calvarial tu-
mors spreading often over tenths of the CT slices. Automatic and semiautomatic approaches can
offer a better time efficiency. In this case, time efficiency does not only address the execution
speed of a algorithm itself but the amount of time a surgeon has to interact with the system.
4. Automatic approaches offer more robustness and reproducibility compared with unpredictable
intra and inter-operator variability inherent to manual segmentations.
This work concentrates on the development and evaluation of computer aided segmentation algo-
rithms according to above defined criteria.

3 Medical Image Analysis
The field of medical imaging has experienced a large breakthrough in terms of new modalities and
the improvements in image quality and resolution. This is accompanied by an increased amount of
the information available to clinicians and researchers. Medical image analysis has been developed
parallel to the medical imaging to help interpretation of the information obtained. It emerged in the
following directions:
• Medical image registration performed to combine the information gained from different imag-
ing modalities (e.g. CT and MRI) or in different times (e.g. preoperative and postoperative).
Imaging modalities deployed in a registration process can be divided into two groups: anatom-
ical (depicting morphology: X-Ray, CT, MRI, Ultrasound, images from endoscopes, etc.) and
functional (depicting metabolism: scintigraphy, SPECT (Single Photon Emission Computed
Tomography, PET (Positron Emission Tomography), fMRI (functional MRI)) [MAINTZ AND
VIERGEVER 1998].
• Medical visualization performed to transform the information into a visual form for the human
user. A typical application is a volumetric rendering of anatomical structures or a visualization
of the morphological and functional information.
• Medical image segmentation could be defined as "labeling of individual voxels in the volumet-
ric scan by tissue type" [LEVENTON ET AL. 2003].
Registration, segmentation, and visualization overlap in almost all modern medical image analysis
applications. For instance, in order to volumetrically render an organ it has to be extracted from the
volumetric medical images. Likewise, medical image registration is sometimes performed by seg-
menting distinct features from the images and finding a spatial transformation between the features.
Frameworks for joint registration and segmentation, such as voxel classification using interactive reg-
istration with a statistical atlas are also often found in the literature [POLLO ET AL. 2005, CUADRA
ET AL. 2004]. However, registration and visualization are out of scope of this work.
Medical image processing problems can be classified taking the medical objective into account:
• Compute-aided Diagnosis (CADx) with the goal to discover lesions in the images.
• Medical image segmentation with the goal to label image voxel according to a tissue type.
3.1 Medical Image Segmentation
Segmentation methods can be classified according to different criteria such as: dimensionality (2D,
3D, 3D + time), amount and type of the user interaction (manual, semiautomatic, automatic), etc.
Categorization in this thesis will focus on the type of information being processed and used in the
segmentation process. Two different types of information are important to distinguish: image-specific
information and knowledge-specific information, i.e. a priori shape and/or intensity knowledge about
anatomy to be segmented as well as about adjacent regions. Two major approaches are identified:
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• Data-driven: Data-driven approaches process the image information without prior knowledge
about objects in it. Those methods are suitable if the prior knowledge is not available or difficult
to model. They combine low-level image processing and classification schemes.
• Model-based: Model based algorithms are utilized if structures contained in the image are
known prior to the segmentation. Those methods use a knowledge on intensity distributions,
textures, or shapes of the structures to be segmented.
Modern segmentation algorithms usually combine both approaches [NGUYEN ET AL. 2003, LEVEN-
TON ET AL. 2003]. Further categorization could be given according to the technique used to process
the information:
• Voxel classification. Voxels are labeled according to some pre-defined features. A simple
method is thresholding, a classification of voxels according to the intensity. Further approaches
for data-driven voxel classification are region-based algorithms taking spatial relations between
the voxels into account, adaptive thresholding, such as Otsu algorithm [OTSU 1979], minimizing
the probability of misclassification, and derivatives from Otsu, e.g. [SAHA AND UDUPA 2001].
Bayesian classification, introduced by LAIDLAW ET AL. [1998] is used to label different ma-
terials maximizing posterior probability utilizing Bayes logic. A priori knowledge frequently
used for model-based voxel classification problems is assumption about intensity distribution
and number of classes within the image [CLARK ET AL. 1998, RUF ET AL. 2005, WOOLRICH
ET AL. 2005] or Markov priors limiting the local variation of labels [KAPUR 1999, FRISKEN
ET AL. 2000].
• Boundary localization. Voxels are labeled according to their position relative to a closed bound-
ary. Examples of the basic boundary localization approaches are low-level edge detectors, such
as first order edge detectors (e.g. Prewitt, Sobel, Canny), second order edge detectors (e.g. zero
crossing, Laplacian, Laplacian of Gaussian), and edge detectors considering other boundary
properties (e.g. curvature, connectivity).
3.2 Computer Aided Diagnosis (CADx)
The major objective of Computer Aided Diagnosis (CADx), sometimes referred to as Computer Aided
Detection, is to assist clinicians in detection of the lesions otherwise difficult to observe. CADx found
immense use in tasks such as "looking for a needle in a haystack", e.g. detection of lung nodules
from the chest radiographs or tasks involving complex feature combination, or breast masses and
microcalcifications detection in the mammography images [SUMMERS 2003]. The objective of CADx
is detection of structures rather than voxel labeling (segmentation) although this two areas share many
common approaches and techniques. VAN GINNEKEN ET AL. [2001] brake down the process of CADx
into three steps:
• General processing: image enhancement, subtraction techniques.
• Segmentation: segmentation of the important anatomical structures (e.g. in lung nodule detec-
tion: lung lobuli, rib cage).
• Analysis: lesions detection, analysis of texture, size, and position.
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Figure 3.1: Exemplary histogram of a 3D CT image of a calvarial tumor (histogram represents inten-
sities of manually extracted tumor only). At least two tissue types are commonly found
in a calvarial tumor, namely: soft tissue and bone. Bony tissue could be further classified
into trabecular and cortical bone. Furthermore, due to the osteolytic or ossifying processes
bone voxels can take atypical values between first and second peak in the image.
Major fields in CADx are the detection of lung nodules in plain radiographs [VAN GINNEKEN ET AL.
2001, KAKEDA ET AL. 2004, ABE ET AL. 2004] and CT [LI ET AL. 2005b;a, SHAH ET AL. 2005,
PELDSCHUS ET AL. 2005, WIEMKER ET AL. 2005], breast mass detection in mammography [SAHINER
ET AL. 2001, VAN ENGELAND ET AL. 2003, HELVIE ET AL. 2004, WEI ET AL. 2005, TAYLOR AND
GIVEN-WILSON 2005], emerging fields are polyp detection in CT colonography [GÖKTÜRK ET AL.
2001, SUMMERS ET AL. 2005, NÄPPI ET AL. 2005] and pulmonary embolus detection in CT angiog-
raphy [MASUTANI ET AL. 2002, ZHOU ET AL. 2005]. CADx share common techniques with medical
image segmentation, e.g. edge detection, voxel/pixel classification, Markov random field modeling,
region growing, texture analysis, etc.
CADx system typically have a high rate (above 90%) of true positive classifications coupled with
likewise high rate of false positive classification [SAHINER ET AL. 2001, HELVIE ET AL. 2004]. A
number of CADx system are currently commercially available and FDA approved, e.g. R2 ImageChecker©
(mammography and CT lung diagnosis) and SecondLook© (mammography).
The automatic segmentation of calvarial tumors presented in this work addresses both detection and
segmentation problems.
3.3 Characteristics of CT Image Analysis
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Figure 3.2: Result of the region growing segmentation of a calvarial tumor based on Confidence Con-
nected region growing IBANEZ ET AL. [2006] with multiplier (t) set to 2 (A) An axial
slice of segmentation result; (B) 3D visualization of segmentation result from (A); (C)
Enhanced 3D result from (B) with morphological operators (erosion and dilation)
of Calvarial Tumors
Calvarial tumors are slow growing and often do not cause a significant neurological dysfunction.
Therefore, they are found in the later stages of disease. For a neuroradiologist or a neurosurgeon,
detection of those lesions is an elementary problem. Subsequent differential diagnosis and segmen-
tation is a challenging task [ARANA ET AL. 1999; 2004]. Therefore, the clinical relevance of the
automatic detection of calvarial tumors resides in automatic segmentation and characterization.
Segmentation of a diseased tissue is a challenging task since its features (size, position, intensity
values, shape, etc.) and biological properties are to a lesser extent known than for the healthy anatom-
ical structures. Inter-patient variability is also more prominent. Late 1990s saw a large breakthrough
in the segmentation of brain tumors in the MRI images, especially gliomas and deep-seeded menin-
giomas, for planning of surgical removal or radiotherapy [KIKINIS ET AL. 1996, KAUS ET AL. 2001,
HO ET AL. 2002, POLLO ET AL. 2005]. Those tumors are typically encapsulated and lucent-centered
in MRI. However, to author’s best knowledge, none of the methods proposed in the literature have
been integrated into a certified software.
In contrast to the brain tumors, the calvarial tumors often comprise different tissue types (soft tissue
and bone). Figure 3.1 depicts an exemplary histogram of a 3D CT image of a calvarial tumor showing
a wide range of HU intensities (in this case approx. [0:1400]) with two distinctive peaks, in the soft
tissue and the bone.
The characteristic of intensity distributions of calvarial tumors and its relation to the neighboring
tissue limits the utilization of the intensity sensitive segmentation algorithms (e.g. thresholding or
region growing). Figure 3.2 presents an exemplary segmentation result of a region growing algorithm
(confidence connected from IBANEZ ET AL. [2006], multiplier m = 2). Apparent over-segmentation is
due to the a wide intensity range capturing other intracranial structures (dura mater and cerebrospinal
fluid) and leaking into them (Fig. 3.2B). Morphological post-processing algorithms (dilation and
erosion) can enhance the result by disconnecting and removing thin outflows along the skull, but have
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Figure 3.3: Example of isolated islands of bone tissue inside of the soft tissue component of the tumor.
Conventional edge detection or region growing algorithms tend to detect borders around
the bony structures. Post-processing (e.g. closing) can remove the noise from binary image
but influences the outer borders of the segmentation region, as well.
limited efficiency and tend to change topology. Edge detection algorithms fail in segmenting calvarial
tumors owed to the feeble edges, primarily in the bony part.
The appearance complexity of calvarial tumors demands a segmentation algorithm able to meet the
following criteria:
• Capability to detect objects of a non-uniform complex intensity distribution. Capability to pro-
cess two disjoint regions and unite them into a merged object.
• Robustness to noise and isolated areas (Fig. 3.3). Capability to eliminate inherent noise without
changing the actual tumor borders.
• Capability to detect weak borders without leaking to the neighboring structures.
In Chapter 5, computation models of calvarial tumors appearance will be proposed, followed by
an introduction to a knowledge-based level sets segmentation algorithm with analysis of algorithms
characteristics in respect to criteria above described (Chapter 6).

4 Evaluation Methodology in the Medical Image
Analysis
Evaluation of the medical image segmentation algorithms is an important issue, not only if image
processing systems are to be introduced into the routine clinical practice, e.g. for image-guided ther-
apy [JANNIN ET AL. 2002], but also during the algorithm design phase. Different evaluation frame-
works and criteria have been proposed. UDUPA ET AL. [2002], JANNIN ET AL. [2002], UDUPA ET AL.
[2006] define three components for the assessment of the efficacy of a segmentation method:
• Accuracy, as the degree to which a segmentation result agrees with the reality. Accuracy assess-
ment is limited by nonexistence of a gold standard.
• Reproducibility, as the extent to which the same segmentation process produces similar results
over different segmentation runs. A standard method to test the repeatability is to segment
the same object with the same segmentation algorithm and inherent parameters under different
user inputs (e.g. seed points, initial curves, etc.). Using this approach, both inter and intra-
observer reproducibility could be assessed. The reproducibility could be enhanced by reducing
the amount of user interaction and by optimizing input tools.
• Robustness, as the measure of performance in presence of disruptive factors, such as noise,
interindividual variability, or image quality. Robustness of a segmentation algorithm is tested as
an accuracy variance within a set of different segmentation tasks.
• Fault detection capability, the capability of an algorithm to report a failure or a success.
• Efficiency, addressing the time needed to perform an operation. It is important to distinguish
between the computational time and the time invested by the user to accomplish the task. An
unsupervised algorithm requiring long computational time is considered more efficient than a
fast algorithm demanding an exhaustive user interaction. OLABARRIAGA AND SMEULDERS
[2001] define efficiency as an inverse of the effort required to perform the segmentation task.
Although numerous validation metrics have been proposed and utilized, adopted from general com-
puter vision techniques or medical tests evaluation, there is no general consensus in the medical
image processing society which metric(s) are to be used in the validation of segmentation results.
Many authors in computer vision [CARDOSO AND CORTE-REAL 2005] and medical image process-
ing area [UDUPA ET AL. 2002; 2006, YOO ET AL. 2000, DUNCAN AND AYACHE 2000] emphasize
the need for a unification of validation procedures.
Validation in medicine is substantially different from general image processing, given that the al-
gorithm accuracy has to be considered alongside clinical relevance and impact. For instance, though
some computer vision metrics rate the same amount of over or under-segmentation equivalently, in
some cases in medical image segmentation an over-segmentation could lead to a trauma of the sensi-
tive healthy tissue with severe consequences for the patients life. Likewise, in other tumor segmenta-
tion applications, under-segmentation could result in recurrence and a need for another intervention.
Therefore, each application of medical image segmentation has to be specifically validated, not only
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based on the accuracy of the method itself, but on the impact on clinical outcome and patients’ health.
UDUPA ET AL. [2002] define an application domain which is to be specified for each validation pro-
cess.
According to CARDOSO AND CORTE-REAL [2005], empirical validation metrics in the image seg-
mentation are classified into two types: goodness methods and discrepancy methods.
The goodness methods validate image-specific properties of the segmented object, e.g. color uni-
formity, shape, edge quality. However, this approach is not suitable in medical image processing, due
to the subjectivity of the selected property and incapability to measure clinical relevance. As further
discussed by CARDOSO AND CORTE-REAL [2005], those properties are used to design algorithms
and are not suitable for the evaluation.
Discrepancy methods measure the amount of agreement between the gold standard and a segmenta-
tion result.
Validation of medical image segmentation is addressing three key issues:
• What is the discrepancy between the desirable and the achieved segmentation result?
• What is the clinical impact of this discrepancy?
• How robust is the algorithm in relation to patient anatomy variation and image properties fluctu-
ations?
In section 4.1 an overview of approaches to define the gold standard for evaluation are given, fol-
lowed by analysis of statistical (section 4.2.1) and geometrical validation metrics (section 4.2.2). In
section 4.3, a novel statistical validation criterion is proposed, analyzed, and compared to other met-
rics.
4.1 Gold Standard
An important issue in the medical image segmentation validation is selection of a reference segmen-
tation, referred to as the ground truth. Ideally, the ground truth corresponds to the reality. Such gold
standards are difficult to find due to limitations to exactly detect and delineate an object in the medical
images.
Cadavers provide a realistic model of anatomy, but fail to aim the clinical segmentation problem
since cadaveric data may differ from in vivo data [SPITZER ET AL. 1996]. Cadaveric studies assess a
joint quality of the medical imaging device and the algorithm, which is questionable if the accuracy
of the algorithm is to be measured. Correlation of image space and the cadaver is a further source of
inaccuracies due to a limited precision of the registration procedures (See section 2.3.1).
Digital and physical phantoms present further evaluation prospects, despite a questionable real-
ism [WARFIELD AND WELLS 2004]. Public availability of such data sets is limited to a small number
of anatomies (brain [COLLINS ET AL. 1998], Fig. 4.1, head and torso [ZUBAL ET AL. 1995]).
The method most frequently used, a manual segmentation performed by an expert overcomes real-
ism problems but suffers from intra and inter-rater variability and is not reliable for conclusive results.
In the recent years, methods to combine segmentation results from various expert raters have been pub-
lished, resulting in so called latent gold standards. One of the first methods applied is a voxel voting
[KIKINIS ET AL. 1992], followed by more complex methods optimizing correspondence between the
latent gold standard and individual expert segmentations [WARFIELD ET AL. 2002, YITZHAKY AND
PELI 2003, WARFIELD AND WELLS 2004]. More details on these methods are given in Chapter 7.
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Figure 4.1: Digital healthy brain phantom from COLLINS ET AL. [1998]. The phantom is designed
from an example MRI dataset with simulation of MRI processes. It is given as a set of
probability maps of different tissues (white matter, grey matter, cerebrospinal fluid).
4.1.1 Gold Standards Used in This Work
Two approaches to establish the ground truth have been used: digital phantom, i.e. synthetic data and
combination of the expert segmentations. The synthetic data are used for the algorithm design and
verification whereas the expert segmentations are utilized in a clinical validation procedure.
(A) (B) (C)
Figure 4.2: Coronal (secondary reconstruction) view of the digital phantom and the original im-
ages. (A) Patient with interosseous meningioma, (B) Healthy patient,(C) Simulated digital
phantom.
The simulated data set is generated by manually superimposing two images: one of a healthy patient
and one of a patient with a diagnosed and postoperatively verified large meningioma. Furthermore, the
thickness and the curvature in the simulated part have been taken into account. The image has further
blurred with a Gaussian filter to weaken sharp edges produced by the emulation. The final result of
the procedure is depicted in Fig. 4.2, for a simulated ellipsoidal shape of the tumor.
The reality of the model is questionable since it does not take important biological and imaging
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features into account and therefore it is not used for validation but for verification of the algorithm. If
the algorithm fails to segment the phantom image with a satisfactory result it is most likely that it will
fail for the real images as well. This data set has been used to verify the segmentation results [POPOVIC
ET AL. 2005c].
Manual segmentations performed by surgeons and residents of the Clinic for Neurosurgery, Ruhr-
University Bochum, have be used to evaluate the results. The experts have been using a commercial
software Osirix (Aycan Medical Systems) which they use in the every-day practice. Windowing pa-
rameters have been freely selected by each expert. A procedure to combine expert segmentations is a
combination of approaches proposed by WARFIELD AND WELLS [2004] and YITZHAKY AND PELI
[2003] and is given in more details in Chapter 7.
4.2 Validation Metrics: An Overview and Limitations
A measurement of the performance of automated segmentation algorithms requires an appropriate
metrics, quantifying the ’goodness’ of a segmentation algorithm in comparison with the previously es-
tablished ground truth. Numerous metrics have been proposed and utilized, originating from different
fields, e.g. medicine/radiology, information technology, geometry, data mining, etc. The validation
metrics can be classified in two types:
• Statistical metrics, measuring discrepancy by voxelwize comparison with the ground truth. They
lack notions on the spatial relations between the voxels but are powerful to show an overall
accuracy and are intuitive due to a correspondence with the general medical validation measures.
• Geometrical metrics, measuring discrepancy by a spatial comparison with the ground truth. A
common approach is to measure edge distances. The major disadvantage is their local nature
without an information about the overall accuracy.
4.2.1 Statistical Metrics
Let I(~x) : R3 → R be a 3-D medical image, and S(I(~x)) : R3 → Ω, Ω = {0,1}, be a binary decision
segmentation of the image I(~x). If the ground truth is G and a segmentation result R, each voxel can
be classified as follows:
true positive , G(x,y,z) = 1∧R(x,y,z) = 1,
false positive , G(x,y,z) = 0∧R(x,y,z) = 1,
true negative , G(x,y,z) = 0∧R(x,y,z) = 0,
false negative , G(x,y,z) = 1∧R(x,y,z) = 0.
Based on these, statistical parameters are defined: number of true positives (TP), number of false
positives (FP), number of true negatives (TN), and number of false negatives (FN) (Fig. 4.3). These
values are typically presented in a 2x2 matrix, usually referred to as the confusion matrix (Table 4.1)
[KOHAVI AND PROVOST 1998].
Left diagonal elements in the matrix represent correctly classified voxels (hits) while right diagonal
represents falsely classified voxels (misses). This 2x2 matrix has three degrees of freedom.
From the confusion matrix, different statistical parameters can be derived [KRAEMER 1992], such
as:
p =
T P
T P+FN
, (4.1)
q =
T N
T N+FP
, (4.2)
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Table 4.1: 2x2 Confusion matrix
Gold standard
+ -
Result
+ TP FP
- FN TN
G
R
TPFN
FP
TN
Figure 4.3: Example of statistical comparison of a segmentation result (R) and the ground truth (G). TP
- number of true positives, FP - number of false positives, TN - number of true negatives,
FN - number of false negatives.
pi =
T P+FN
T P+FP+FN+T N
, (4.3)
θ =
T P+FP
T P+FP+FN+T N
, (4.4)
where p, q, pi , θ are sensitivity, specificity, prevalence, and level of test, respectively. Prevalence (pi)
is the probability of the ground truth within the image, while level of test (θ ) represents probability of
the segmented object. Sensitivity (p) represents a probability of detecting positive voxel among voxel
classified as positive by the ground truth. Specificity (q) represents a probability of detecting negative
voxel among negatives. For an ideal segmentation, p = q = 1 and pi = θ .
Dice Similarity Coefficient (DSC) is defined as the amount of the intersection between a segmented
object and the gold standard, or in terms of the statistical parameters [ZOU ET AL. 2004]:
DSC =
2 ·T P
2 ·T P+FP+FN . (4.5)
DSC is sometimes referred to as the precision-recall balanced F-measure [HRIPCSAK AND ROTH-
SCHILD 2005] or the positive specific agreement [FLEISS 1975]. It is related to sensitivity, specificity,
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and prevalence, in the following equation (See ZOU ET AL. [2003]):
DSC =
2pi p
pi(1+ p)+(1−pi)(1−q). (4.6)
As reported by KRAEMER [1992], commonly used validation metrics in medicine, sensitivity and
specificity, have drawbacks not only for the medical image processing but also for the medical test
evaluation. The major difficulty in using sensitivity and specificity as validation metrics is their depen-
dence on the disease prevalence, or in case of image segmentation, on the relative size of an object
within the image. As stated by KRAEMER [1992]: "Sensitivity and specificity are uncalibrated mea-
sures of test quality, measures with a variable zero-point and scale".
In contrast to sensitivity and specificity, DSC expresses the overlap independently of the size of
object. Although geometrically intuitive, it is insensitive to the type of error occurred, namely whether
over or under-segmentation occurred, as shown in Fig. 4.4.
gold standard
segmentation result
DSC = 0.33
p = 0.5
q = 1.0
DSC = 0.33
p = 1.0
q < 1.0
Figure 4.4: An example of symmetry of DSC with respect to over or under-segmentation
A simultaneous visualization and analysis in the sensitivity/specifcity space is usually performed
using the Receiver Operating Characteristic (ROC) space (Fig. 4.5). A segmentation process yields
one point in the ROC space. A perfect segmentation result is represented with the point (0,1). If
image voxels are randomly classified assuming some probability pr, the corresponding point in the
ROC space is (pr,pr) on the random line. Below the line, algorithm is performing less accurate than a
random classifier (D) and those cases will not be further analyzed. An algorithm is performing better
than some other if its associated point is both above and left from other point. In Fig. 4.5 the point
A represents a better result than points B and C. Which one of the algorithms is better (B or C) is
dependent on the application field. If the objective is to detect as many positives as possible (namely:
p>q) algorithm with point C is better. In inverse case, B is better.
If a segmentation algorithm has different results in the ROC space regarding parameter changes,
its response in the ROC space can be represented as a ROC curve (Fig. 4.5). An objective of the
ROC curve analysis is a selection of the most appropriate algorithm parameter. An approach is to
take the parameter yielding a performance point geometrically closest to the perfect segmentation
4.2. Validation Metrics: An Overview and Limitations 29
p
1-q
1.0
1.0
ra
nd
om
 
line
A B
C
D
p
1-q
1.0
1.0pi
pi
diagn
osis
 line
(A) (B)
Figure 4.5: (A) ROC space with 4 typical segmentation results and the random line. (B) Example of a
ROC curve.
(0,1) [SBONER ET AL. 2004]. An alternative approach is to take the parameter performing at the
intersection with the diagnosis line, ((pi,pi)→ (0,1)) as in YITZHAKY AND PELI [2003] (Fig. 4.5).
To compare two algorithms and their parameter spaces, the ROC performance analysis can be reduced
to a single scalar value representing the performance quantification. A common method is to calculate
the area under the ROC curve (AUC). AUC can take values in the range [0,1], but since the assumption
is made that the algorithm has a better performance than a random classifier, a typical range is (0,5,1].
AUC has important features (BRADLY [1997]): It represents the probability of how well positive
and negative cases are separated and it is invariant to prevalence. However, the AUC is incapable to
differentiate tendency to under or over-segment. A further obstacle for using the ROC analysis in the
image segmentation is a spatial response of more complex algorithms in the ROC space. The majority
of segmentation algorithms is dependent on more than one parameter and has a complicated behavior
yielding a field rather than a curve in the ROC space. A common approach is to capture the most
"north-western" points in a convex hull and analyze the AUC of the hull ( Fig. 4.6A.) This method
could be misleading because the variance is not being measured (Fig. 4.6B). Furthermore, computation
complexity of a convex hull is O(N logN), N being number of points. An alternative measure is AUC
of a point (AUCp,q) defined as the area under the trapezoid bounded by points [0,0], [p,1-q], [1,1].
AUCp,q is the mean between p and q.
4.2.2 Geometrical Metrics
In contrast to the statistical metrics, the geometrical discrepancy measures are surface rather than
volume oriented. Let R be the outer surface of a segmentation result (R), and G the outer surface of
the ground truth (G). Hausdorff-Chebyshev measure defines the largest distance between two surfaces
[GERIG ET AL. 2001]. For each point r on the surfaceR, the minimal Euclidean distances (d(·, ·)) to
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Figure 4.6: ROC Convex Hull. Majority of segmentation algorithms are dependent on more than one
parameter and have a complicated behavior yielding a field rather then a curve in the ROC
space.
all points on the surface G are calculated:
dr(r,G ) = {min{d(r,g)},r ∈R,g ∈ G }. (4.7)
The maximal value of minimal distances is defined as:
h(R,G ) = max{dr(r,G )}. (4.8)
It is important to notice that the given measure is not symmetrical:
h(R,G ) 6= h(G ,R). (4.9)
This problem is solved by maximizing these two measures, resulting in so called Hausdorff measure:
H(R,G ) = H(G ,R) = max{h(R,G ),h(G ,R)}. (4.10)
The Hausdorff measure satisfies the following properties for any given set of three surfaces (A ,B,C ):
1. H(A ,A ) = 0
2. H(A ,B) = H(B,A )
3. H(A ,C )≤ H(A ,B)+H(B,C )
Whereas the first two features are direct repercussions of the computation process (Eq. 4.7-4.10), the
third feature can be proven using the triangle rule for the Euclidean distance [CHALANA AND KIM
1997].
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An alternative measure, mean distance, is calculated by averaging all closest distances:
D = {1
n
n−1
∑
i=0
dr(ri,G ), ∀r ∈R}. (4.11)
H
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R
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Figure 4.7: Two examples of the Hausdorff comparison of 2D segmentation result (R) and the ground
truth (G). In both cases (A,B) the measure is the same (H) although the mean distance
along the line is significantly different. A similar example is given in CHALANA AND
KIM [1997].
Difference between two metrics, D and H, is shown in Fig. 4.7. The Hausdorff measure will rate
those two cases with the same value while the mean distance will give advantage to the case A.
Whereas the Hausdorff measure can detect pronounced local structural segmentation errors (Fig. 4.7A)
it fails to distinguish a local from a global error, as in Fig. 4.7B. The mean distance has the com-
plementary behavior, suggesting possibility to combine both geometrical measures in the validation
procedure.
In this work an emphasis is set to the statistical validation metrics due to the following reasons:
• Geometrical measures are edge/surface oriented and are less suitable for validating volumetric
results, especially if structural inhomogeneities are to be detected.
• Geometrical measures have no direct relation with the general medical evaluation procedures
and therefore are less intuitive.
• Simultaneous analysis of mean and Hausdorff distance can offer a sound validation procedure
but is not as well established as simultaneous analysis of the sensitivity and specificity in the
ROC space.
4.3 C-Factor: A New Discrepancy Measure
Different validation metrics and their strengths and weaknesses have been analyzed in sections 4.2.1
and 4.2.2. With considerations given above, the following requirements for a statistical validation
metric can be identified:
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1. Prevalence independence in the ROC-space: The metric should perform a trade-off between
sensitivity and specificity independently from the prevalence.
2. Asymmetric: The accuracy metrics should distinguish between an over and under-segmentation.
As discussed previously, for most clinical applications, one of this features is more important and
has to be properly identified. An intuitive range of the metrics, in order to achieve asymmetry of
over and under-segmentation is [−1,1], where -1 is full under-segmentation (p = 0, q = 1) and
+1 full over-segmentation (p = 1, q = 0).
3. Clinically intuitive: The metric has to refer to metrics traditionally used for the medical test
evaluation.
In this work, a novel image segmentation validation metric called C-Factor (from Coverage) is
proposed1. If d is a discrepancy measure, defined as:
d =
2 · p · (1−q)
p+(1−q) +
2 · (1− p) ·q
(1− p)+q (4.12)
then the C-Factor is defined as:
C =

d , p≥ q∧ p > 1−q
−d , p < q∧ p > 1−q
undefined , p≤ 1−q
(4.13)
If p≤ 1−q, the algorithm is performing less accurate than the random classifier, and the C-Factor
is undefined.
A similar criterion, called Gini-ROC 2 (d = Gini-ROC) was proposed by FLACH [2003] as a de-
cision tree splitting criteria for the machine learning applications, which is an extension to the Gini
index, used as a difference measure in various applications, e.g. XU [2000], CASTILLO-SALGADO
ET AL. [2001]. FLACH [2003] has proven that the Gini-ROC is a prevalence insensitive variation of
the χ2 statistics. Mathematical formalism behind Gini and Gini-ROC criteria could be found in VI-
LALTA AND OBLINGER [2000] and FLACH [2003]. Further details about the origin of the C-Factor is
given in Appendix A.
4.3.1 Prevalence Independence
It is obvious from Eq. 4.13, that the C-Factor is insensitive to variations of the prevalence in the ROC-
space. This is achieved through the trade-off between sensitivity and specificity. Figure 4.3.1 presents
a 3D-ROC space plot depicting dependence of the C-Factor from sensitivity and specificity. It is
important to notice that the proposed metric is dependent on the level of test, sign-inverse symmetrical
around zero.
4.3.2 Asymmetry
For the same amount of over and under-segmentation, C-Factor has the same absolute value but a
different sign. From the Eq. 4.13 following could be concluded:
∀{p1,q1}∧{p2,q2} | p1 = q2∧ p2 = q1∧ p1 6= q1
⇒C(p1,q1) =−C(p2,q2). (4.14)
1POPOVIC ET AL. [2007]
2Note: This is not the Gini-Coefficient defined as 2 ·AUC−1
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Figure 4.8: Full simulation of C-Factor on the entire segmentation space (all possible results) (A) Fixed
prevalence (pi = (0.1,0.8)). Both surfaces are analytically the same, although they are not
defined in all points (some p-q combinations are not possible for a defined pi); (B) Fixed
level of test (Q = (0.1,0.8)). For the small level of test (10%) the tendency is to < 0 and
for large (80%) > 0. Note that this is a simulation of all possible cases with prevalence
changing as well.
Further obvious features of C-Factor are:
∀{p,q} | p > q ⇒C(p,q)> 0, (4.15a)
∀{p,q} | p < q ⇒C(p,q)< 0. (4.15b)
Let us consider the diagnostic meaning of the sensitivity being larger than the specificity and vice
versa. Two important conclusions could be drawn:
Theorem 1.
p≥ q⇒ T P≥ pi
1−pi ·T N
Proof. Let N be a total number of image elements:
p =
T P
Npi
q =
T N
N− (T P+FN) =
T N
N(1−pi) .
p≥ q⇒ T P
Npi
≥ T N
N(1−pi)
p≥ q⇒ T P≥ pi
1−pi T N.
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Theorem 2.
p≥ q⇒ FP≥ 1−pi
pi
·FN
Proof.
T P = piN−FN,
T N = (1−pi)N−FP.
From the Theorem 1:
p≥ q⇒ T P≥ pi
1−pi T N
T P≥ pi
1−pi T N ⇒ piN−FN ≥ (1−pi)N−FP,
p≥ q⇒ FP≥ 1−pi
pi
·FN
 100
 0
 100 0
F P
FN
pi=0.1
pi=0.2
pi=0.3
pi=0.4
pi=0.5
pi=0.6
pi=0.7
pi=0.8
pi=0.9
Figure 4.9: Prevalence isolines for p=q. Positive range of the C-Factor is above the line (for the given
prevalence). For low prevalence, false positives have to outnumber the false negatives by
the factor ≈ 1pi .
The prevalence dependent factor pi1−pi , also called skew ratio [VILALTA AND OBLINGER 2000,
FLACH 2003] shows whether positives or negatives are more important in the ROC-space. In the
typical case of image processing, the prevalence (pi) is significantly below one, as well as the skew
ratio (for pi ¿ 1, pi1−pi ≈ pi). The relation from Theorem 2 could be analyzed in 2D projection of the
three-dimensional function (FP, FN, pi), for the defined prevalence (Fig. 4.9). For a low prevalence,
false positives have to outnumber the false negatives by the factor ≈ 1pi in order to achieve positive
values of the C-Factor.
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4.3.3 Absolute Value
The absolute value of the C-Factor can be analyzed in the ROC-space (Fig. 4.10). A C-Factor isometric
curve (C = c) has the following intersections with axes in the ROC-space (Eq. 4.13):
p = 1⇒ q = 2 · 1− c
2− c ⇒ 1−q =
c
2− c , (4.16)
q = 1⇒ p = 2 · 1− c
2− c . (4.17)
An important geometrical property of the C-Factor is its relation to the Area Under Curve (AUC).
For cases in which C-Factor is small, the isometric curve could be approximated with a line. Hence,
AUC is:
AUCC = 1−∆, (4.18)
where ∆ is the area of the triangle in the left corner of the ROC space, with vertexes in [0,1], [0,2 · 1−c2−c ],
and [ c2−c ,1], according to Eq. 4.16. Hence:
∆ =
1
2
· (1−2 · 1− c
2− c) ·
c
2− c (4.19)
=
1
2
· c
2
(2− c)2 . (4.20)
For c¿ 1⇒ (2− c)2 ≈ 4:
∀C,C ¿ 1⇒ AUCC ≈ 1−C
2
8
. (4.21)
Since the C-Factor is defined for a single point in the ROC space, Eq. 4.21 needs more attention.
If a point in the ROC space has a C = c,c ¿ 1, it rests on a virtual ROC curve (Fig. 4.10) with an
AUC ≈ 1− c28 . This quadratic relation makes C-Factor more sensitive to performance changes in the
area close to the up-left corner.
Figure 4.10 represents a comparison of the DSC and C-Factor isometric curves. For the simplicity of
the image, the prevalence is set to 0.1. It is straight forward to demonstrate that for growing prevalence,
the slope declines and the lines shift forward on the X-axis (Fig. 4.10). In the case near left-up corner,
DSC is overrating the specificity over the sensitivity. Further analysis of the relations between different
figures-of-merit is given in section 4.3.4.
4.3.4 Comparison with Other Metrics
To compare two different segmentation validation measures, f (R,G) and g(R,G), R and G being a
segmentation result and the ground truth, respectively, three criteria are defined (similar definitions
could be found in VILALTA AND OBLINGER [2000] and HUANG AND LING [2005]). Λ is defined as
the domain of R and G, and N as a total number of possible instances of R in Λ.
Definition 1. A segmentation result R1 is better than a segmentation result R2, for a given validation
metric f (R,G) if f is rating R1 over R2. The symbol for this relation is Â:
f (R1,G)Â f (R2,G).
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Figure 4.10: (A) Ten isometric curves of the C-Factor absolute value in the ROC-space (range [0:1],
step 0.1). In the area below the dashed line, C-Factor is negative. Area above each
curve is approx. C
2
8 for C ¿ 1. (B) Isometric lines of the C-Factor absolute value and
DSC (dashed lines, for a fixed prevalence pi = 0.1). Note that in the area closest to the
up-left corner of the ROC-space (perfect match), DSC is overrating specificity against
sensitivity. As the prevalence grows, the slope of DSC isometric lines declines and the
lines shift right.
Definition 2 (Bias). The segmentation validation metrics f (R,G) is biased if a pair {R1,G} and
{R2,G}, such that f (R1,G) = f (R2,G) and R1 6= R2 exists.
Definition 3 (Consistency). Two segmentation validation metrics f (R,G) and g(R,G) are consistent
if a pair {R1,G} and {R2,G}, such that f (R1,G)Â f (R2,G) and g(R1,G)≺ g(R2,G) does not exist.
Definition 4 (Discriminancy). Segmentation validation metric f (R,G) is more discriminating than
g(R,G) if a pair {R1,G} and {R2,G}, such that f (R1,G) 6= f (R2,G) and g(R1,G) = g(R2,G) exists
and a pair {R1,G} and {R2,G} such that f (R1,G) = f (R2,G) and g(R1,G) 6= g(R2,G) does not exist.
A formal analysis of segmentation validation metrics in terms of consistency and discriminancy is
possible. However, as will be shown below, validation metrics rarely have total consistency, therefore
we define probabilistic measures.
Definition 5 (Degree of bias). If a segmentation validation metrics f (R,G) has Nb pairs {Ri,G} and
{R j,G}, such that f (Ri,G) = f (R j,G) and Ri 6= R j, degree of bias is defined as:
B =
Nb
N
. (4.22)
Definition 6 (Degree of consistency). If for two segmentation validation metrics f (R,G) and g(R,G)
there exist Nc pairs {Ri,G} and {R j,G}, such that f (Ri,G)Â f (R j,G) and g(Ri,G)≺ g(R j,G), degree
of consistency is defined as:
C =
N−Nc
N
(4.23)
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Definition 7 (Degree of discriminancy). If for two validation metrics f (R,G) and g(R,G) there exist
N f g pairs {Ri,G} and {R j,G}, such that f (Ri,G) 6= f (R j,G) and g(Ri,G) = g(R j,G), and Ng f pairs
{Ri,G} and {R j,G}, such that g(Ri,G) 6= g(R j,G) and f (Ri,G) = f (R j,G), degree of discriminancy
is defined as:
D f g =
N f g
Ng f
(4.24)
Value of degree of consistency is in the range [0,1]. Degree of discriminancy is in the range [0,∞].
Degrees of consistency are symmetrical while the degrees of discriminancy are reciprocal (D f g =
D−1g f ).
4.3.4.1 Numerical Simulations
Numerical simulations have been performed to test the relations from Def. 5-7. Three validation
metrics have been selected for the simulations: DSC, C-Factor, and AUCp,q. AUCp,q is chosen since it
represents a trade-off between sensitivity and specificity, and is, in this manner, similar to the C-Factor.
Dividing right sides of the equations 4.1 and 4.2 by N, where N is a total number of image elements
(voxels), it is obvious that both sensitivity and specificity are dependent on the rate of statistical
parameters from the confusion matrix:
p =
t p
t p+ f n
, (4.25)
q =
tn
tn+ f p
, (4.26)
where tp=TP/N, fp=FP/N, tn=TN/N, fn=FN/N, are rates of true positives, false positives, true negatives,
and false negatives, respectively, such that:
t p+ f p+ tn+ f n = 1 (4.27)
0≤ {t p, f p, tn, f n} ≤ 1. (4.28)
From the Eq. 4.12 and Eq. 4.25 it can be concluded that the C-Factor depends also from rate of
statistical parameters only. Therefore, different combinations from the confusion matrix can be sim-
ulated by selecting all possible rates of the rates of statistical parameters between zero and one. For
the experiments described here, all possible combinations of the {t p, f p, tn, f n} have been generated
with a sampling rate = 10−3. Two simulated segmentation results are considered different if at least
two statistical parameters from the confusion matrix are different. Only values above the random line
in the ROC space have been taken into consideration, since the C-Factor is defined above the random
line only.
Results of simulations are given in Tables 4.2, 4.3, and 4.4. Notice that the absolute value of C-
Factor has been analyzed for discriminancy and consistency, to avoid application specific decisions
for {(C1,C2)|C1 =−C2}.
The most biased metric is AUC. It is invariant to mirroring over axes in the ROC space. As discussed
above, DSC is insensitive to type of the error occurred (Fig. 4.4). Numerical experiments have shown
that the C-Factor is biased in a smaller number of cases (B(C) ∝ B(DSC) ·10−1 and B(C) ∝ B(AUC) ·
10−2). Further analysis has shown that biased values do not occur for C < 0.85. Although bias is an
undesired feature, it is less critical if it occurs for segmentation results that could be discarded as bad
based on their high C-Factor value.
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Table 4.2: Results of numerical simulations for degree of bias
Ca 0.308 ·10−3
AUC 13.24 ·10−3
DSC 4.21 ·10−3
aBiased C-Factor values are > 0.85.
Table 4.3: Results of numerical simulations of degree of consistency of three validation metrics
|C| AUC DSC
|C| \ 0.935 0.847
AUC 0.935 \ 0.933
DSC 0.847 0.933 \
The numerical experiments have yielded consistencies above 0.8. DSC and C-Factor are inconsis-
tent in the cases if p≈ 1 and q< 1, when DSC is overvaluing leaks over the object borders. This effect
could be analyzed for a case where p = 1 and q < 1. From Eq. 4.6:
DSC(p = 1) =
2pi
2pi +(1−pi)(1−q) , (4.29)
with DSC ∈ [ 2 pipi+1 ,1]. Therefore, DSC can overestimate over-segmentations for the larger values of
the prevalence. Recommendations by ZIJDENBOS ET AL. [1994] and ZOU ET AL. [2004] state that a
’very good’ segmentation result is obtained for DSC > 0.7. However, this might be misleading since
for pi ≥ 0.54 lower bound of DSC, for q = 0, is approx. 0.7 (Eq. 4.29). Therefore, if DSC is to be
used as a quality measure, a region of interest for the validation has to be carefully selected to avoid
misinterpretations.
Based on the similar reasoning as for the bias, C-Factor is more discriminating than AUCp,q and
DSC. Table 4.4 shows that C-Factor is more discriminating, Def. 4, than other two metrics.
HUANG AND LING [2005] claim that a metric f (R,G) is better than g(R,G) if C> 0.5 and D f g > 1.
4.3.5 C-Factor: Sign Calibration
The major drawback of the C-Factor is that it is an uncalibrated measure with a variable zero point,
inherited from sensitivity and specificity. An implication of C-Factor’s uncalibrated nature is that it
Table 4.4: Results of numerical simulations of degree of disriminancy of three validation metrics
|C| AUC DSC
|C| \ ∞ ∞
AUC 0 \ 0
DSC 0 ∞ \
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cannot be used for a cross-comparison between different subjects. It can be, however, used for the
comparison between different algorithms or algorithm inherent parameters, as will be done in the
following chapters.
In order to calibrate the C-Factor, the prevalence has to be used. An attempt could be made to
calibrate the C-Factor by modifying the sign of the C-Factor could to capture object prevalence as
well. From Theorems 1 and 2 it could be concluded that the prevalence performs a balance between
the true positives and true negatives, and false positives and false negatives. A sign calibrated C-Factor
(C-Factor) is defined as follows:
C =

d , FP≤ FN∧ p > 1−q
−d , FP > FN∧ p > 1−q
undefined , p≤ 1−q
(4.30)
If the number of false positives is smaller than the number of false negatives, the result is considered
to be an over-segmentation. Otherwise, it is an under-segmentation. The condition that the results has
to be better than a random classifier is preserved.
It is straight forward to show that:
FP < FN ⇒ p > (1− (1−pi) · (1−q)
pi
) ·q. (4.31)
The implications of the modification are following:
• Disadvantages:
– Only the absolute value and not the sign is prevalence independent.
– The absolute value of C-Factor cannot be used for a cross-subject comparison.
• Advantages:
+ The sign of C-Factor can be used for a cross-subject comparison. Therefore, the tendency
of the algorithm to over or under-segment could be detected.
+ All considerations from sections 4.3.2 and 4.3.3 are preserved.
+ Comparison of the C-Factor with other metrics has remained the same since the absolute
value of C-Factor has been used in section 4.3.4.
+ For subjects with a very small prevalence, the C-Factor is expected to be more sign dis-
criminating.
4.4 Conclusions
The accuracy assessment of the medical image segmentation algorithms is the key issue in the clinical
validation but also an every-day problem in the design and testing of the segmentation algorithms. A
novel metrics measuring the accuracy of a segmentation result in comparison to the reference segmen-
tation has been proposed. It has been demonstrated that the metric satisfies all the prerequisites defined
in this section. Furthermore, a new metrics could be used for different clinical application spaces, de-
pendent on which classifier characteristic is more desirable. Although not as simple to interpret as the
spatial overlap, it is free of ambiguousness inherent to the DSC. Nevertheless, it could be interpreted
as a trade-off between sensitivity and specificity, being well-established measures in both medical and
image processing societies. A simple relation between the AUC and the proposed metric has been
demonstrated.
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It has been shown (section 4.3.4) that the proposed metric performs better than DSC and AUC.
These properties will be analyzed in following chapters.
A sign adaptation of C-Factor (C-Factor) is proposed in section 4.3.5. The calibration is done in
order to provide a possibility for a cross-comparison of subjects and to detect the tendency of an
algorithm to over or under-segment. Although some of the desirable features are lost in the calibration
process, this measure will be used alongside DSC in the further chapters for a cross-validation.
5 Calvarial Tumors Analysis and Modeling
Variation in position, origin, tissues involvement, and shape produces variations in the appearance
(Fig. 5.1) making a characterization of the calvarial tumors a difficult task. In this chapter, the ap-
pearance of tumors is analyzed based on grey-scale (intensity) and binary images (shape and calvarial
thickness).
Meningioma Methastasis
(Mamma)
Meningioma
Figure 5.1: Example slices (soft tissue and bone window) of three patients with calvarial tumors
5.1 Materials
For the appearance analysis, nine datasets have been available. Manual tumor segmentations (Ta-
ble 5.1) performed by surgeons and residents at the Clinic for Neurosurgery, Ruhr-University Bochum,
have been used and combined as introduced in section 4.1 and explained in detail in section 7.3.1.
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Table 5.1: Datasets used for the appearance analysis and modeling.
Patient Diagnosis Nr Experts DSC range
A Meningioma (WHO III) 4 [0.74,0.82]
B Metastasis 1 -
C Meningioma (WHO III) 4 [0.78,83]
D Meningioma (WHO I) 1 -
E Meningioma (WHO I) 1 -
F Metastasis 4 [0.83,0.85]
G Metastasis 2 0.54
H Meningioma 4 [0.79,0.86]
I Meningioma 3 [0.79,0.84]
J Meningioma 3 [0.88,0.92]
5.2 Intensity Analysis and Modeling
The objective of the intensity analysis of calvarial tumors is to obtain a reliable prior model of the
intensity distribution from a set of training images. A characterization of intensities is a challenging
task, given the variety of involved tumors and tissues they occupy. However, the CT images are
calibrated, enabling a computation of distributions in the absolute values without a normalization.
The intensity distribution patterns are often modeled with probability density functions (PDFs) rep-
resenting an a priori probability of intensities within an image. Thus, the modeling problem is reduced
to fitting the observed PDF to a model. If more than one distribution function is present, a finite mix-
ture model is used.
The intensity modeling in image analysis is an often used method to label voxels corresponding
to anatomical objects in the images. A common method is to assume that each class in the im-
age has a Gaussian distribution. Hence, it is possible to compute the Gaussian mixture model for
a training set and use this information as an initialization for an estimation of classes, as in LAIDLAW
ET AL. [1998], SCHROETER ET AL. [1998], LEEMPUT ET AL. [1999], RUF ET AL. [2005], WOOL-
RICH ET AL. [2005].
The approach proposed here is somewhat different.
First, the goal is to model one class (tumor) only. From the empirical PDF, it is obvious that a
premise that intensities within a tumor follow a Gaussian distribution is not plausible. Therefore, it
is necessary to model the tumor with more than one Gaussian distributions, i.e. a Gaussian mixture
model (GMM). The Expectation-Maximization method is used for the model learning. An alternative
is to use a discrete estimation as in TOUHAMI ET AL. [2005].
Second, the models are not used for a classification, but as a guiding term for a deformable model
segmentation.
5.2.1 Expectation-Maximization (EM) Algorithm
Expectation Maximization (EM) algorithm is an iterative optimization method to estimate unknown
parameters (Θ) from the measurement data U under an assumption that there are some missing data V .
For the finite mixture modeling, U is a d-dimensional measurement vector U = {u0, ...,ud−1}, Θ is a
set n unknown parameters of the mixture model, and V are missing data from the probability density
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function defined by U . A finite mixture model, p(U |Θ) of U is:
p(U |Θ) =
n
∑
i=0
pii · p(U |θi), (5.1)
where Θ = {θ0, ...θn−1,pi0, ...pin−1}. The goal of the EM algorithm is to maximize the likelihood of Θ
for a given distribution probability p(U |Θ). The optimization is performed for a logarithmic likelihood.
Since the logarithm is a monotone function it does not reduce generality of the concept:
Θˆ = argmax
Θ
[log p(U |Θ)], (5.2)
where Θˆ is an optimal parameter set. If the complete data are represented as (U,V ), a joint density
function is:
p(U,V |Θ) = p(V |U,Θ)p(U |Θ). (5.3)
The Expectation-Maximization (EM) algorithm works iteratively through expectation (E) and max-
imization step (M) [BILMES 1997, FIGUEIREDO 2004].
Expectation step: The conditional expectation of V , referred to as Q-function, is computed from
the existing sample and the current estimate Θn:
Q(Θ,Θˆn) = E[log p(V,Θ|U)|U,ΘˆN ] (5.4)
∝ log p(Θ)+E[log p(V,U |Θ)|U,ΘˆN ] (5.5)
Maximization step: The current estimation is updated:
Θˆn+1 = argmax
Θ
[Q(Θ|Θn)]. (5.6)
5.2.2 Adaptation of EM to Intensity Modeling
Let I(~x), I : R3 → R,~x = [x,y,z]T , be a 3D gray-level CT image, and S(~x), S : R3 → {0,1}, an image
segmentation1, then T (~x), T : R3 → R, an extracted tumor gray-level region is defined as follows:
T (~x) =
{
I(~x), ∀~x | S(~x) = 1
0, ∀~x | S(~x) = 0 . (5.7)
For a finite mixture modeling of an intensity distribution of a tumor, the measurement data are:
U = T (~x). (5.8)
The probability density function from Eq. 5.1 can be specialized for Gaussian mixture models as
follows:
p(U |Θ) =
N
∑
i=0
pii · p(U |µi,σi), (5.9)
where θi = {µi,σi} are parameters of the Gaussian distribution:
Gµ,σ (x) =
1
σ
√
2pi
· e− x−µ2σ2 . (5.10)
1The gold standard segmentation is gained from the manual segmentations performed by surgeons. For the generality of
the framework, at this moment manual segmentation will not be discussed
44 5. Calvarial Tumors Analysis and Modeling
To obtain a joint model between all images in the training set (Ti(~x), i = 1...N), a following procedure
is performed. First, a GMM model is fitted to each image, resulting in parameter vector {µ ji ,σ ji ,pi ji },
i = 1...Nc, j = 1...N, where Nc is the number of classes in the GMM. Parameters of the joint model,
Θ = {µi,σi,pii}, i = 1...Nc, are computed as:
µi =
1
N
N
∑
j=0
µ ji (5.11)
σi =
1
N
N
∑
j=0
σ ji (5.12)
pii =
1
N
N
∑
j=0
pi ji . (5.13)
An alternative approach is to collect all intensities from the training set into a single sample:
U = {T1(~x), ...,TN(~x)}. (5.14)
The final parameter set Θ = {µi,σi,pii}, i = 1...Nc is obtained by applying the EM method for the
sample U from Eq. 5.14.
Major difficulties for using the EM algorithm for estimating and modeling of distributions are the fol-
lowing (compiled from FIGUEIREDO AND JAIN [2002] and PERNKOPF AND BOUCHAFFRA [2005]):
• EM algorithm cannot optimize the number of classes (Nc) in the model.
• EM algorithm is sensitive to the initialization sice it is a local greedy method.
• EM algorithm may converge to the edge of the parameter space, producing meaningless results.
In the following sections, an analysis of those features and their influence on the intensity modeling of
the calvarial tumors is performed.
5.2.3 Delta Priors
A discrete distribution modeling, proposed by TOUHAMI ET AL. [2005], represents an alternative to
the EM-GMM estimation. It is attractive due to its computational simplicity. With the same notation
as in section 5.2.1 a discrete distribution is defined as follows:
p(I(~x)) =
1
N
N−1
∑
i=0
(
1
k ∑Ti(~x)=1
δ (Ti(~x)− t)
)
, (5.15)
where k is the number of voxels~x such that Ti(~x) = 1 and δ is Dirac delta function:∫ ∞
−∞
δ (x)dx = 1, (5.16)∫ ∞
−∞
f (x)δ (x)dx = f (0). (5.17)
An obvious advantage of this approach is its forward computation without initialization or optimization
problems.
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5.2.4 Accuracy of Intensity Modeling
The quality of modeling and the comparison between the models have been performed using Kol-
mogorov - Smirnov (KS) method in CDF (Cumulative Distribution Function) domain:
CDF(a) =
∫ a
−∞
PDF(x)dx (5.18)
If PDFi is the empirical PDF of an image and PDFm is a modeled PDF (the method how PDFm is
obtained is, for this moment, irrelevant), a two-sided KS statistics is given as:
K = max
x
(|CDFi(x)−CDFm(x)|). (5.19)
Depending on the size of the sample, look-up tables have been developed for the relation between K
and significance percentages, e.g. in [KNUTH 1997]. However, the sample data used for the modeling
of the calvarial tumor appearance are not of a Gaussian nature. Gaussian distribution is used for its
simplicity, convenient handling, and a PDF shape similar to observed empirical histograms. Therefore,
the goal is not to test the hypothesis that a tumor distribution follows the Gaussian distribution, since
it does not, but to compare various modeling approaches.
5.2.5 Results
5.2.5.1 Materials and Set-up
Nine manually segmented tumor regions have been available for the training (Fig. 5.2).
BA C D
FE G H I
Figure 5.2: Nine manually extracted tumors
Three modeling methods have been employed:
• Separate training for all samples. GMM modeling of each tumor intensity map separately and
computation of the mean distribution parameters (PDFGMMn, n = 1...Nc, Nc being the number
of classes).
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• Joint training. GMM modeling of the entire sample consisting of the combined tumor images
(PDF ˆGMMn, n = 1...Nc, Nc being the number of classes).
• Discrete training. Modeling of the entire sample consisting of the combined tumor images
using delta priors(PDFδ ).
For all test samples, the number of classes never exceeded three, i.e. EM algorithm has not been able
to find a fourth class in the sample.
5.2.5.2 Separate Gaussian Training
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Figure 5.3: Empirical probability density function of the extracted tumor region of the patient A, i.e.
histogram (H) and modeled Gaussian probability function PDF ˆGMM1 (G). Standard devia-
tion of the tumor intensities is large (in this case > 400 HU) flattening the modeled PDF.
The results of the Gaussian model fitting for the patient A with one, two, and three classes are
given in Figs. 5.3-5.5. Similar graphs have been obtained for all patients in the training set. The
modeling with one normal distribution did not exhibit a good fit, due to a strong deviation in the sample.
The sample is obviously skewed around 80 HU (tumorous soft tissue) with a long tail towards the
high densities (osseous tumor parts). Therefore, the predicted PDFGMM1 underestimates probabilities
around the first spike. The modeling with two and three Gaussian functions has shown a similar
behavior for the lower intensities (i.e. between 80 and 400HU), both achieving a reasonable good fit.
As expected, the three-class Gaussian modeling performs better for the higher intensities, since it is
able to distinguish between the calcified and the bony tumorous tissue. A better fit of the PDFGMM3 is
verified using Kolmogorov - Smirnov statistics (Table 5.2).
For all tumor samples, PDFGMM1 showed a significantly worse goodness-of-fit, approximately one
order of magnitude. The result is in accordance with Figs. 5.3-5.5. Difference between two and three
modal Gaussian fitting is less obvious. The maximal observed difference has been for the patient
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Figure 5.4: Empirical probability density function of the extracted tumor region of the patient A, i.e.
histogram (H) and modeled Gaussian probability functions PDF ˆGMM2 (G1, G2 are the
components of the model). Two graphs represent two parts of the intensity range. Notice
that scales on X-axis are not the same.
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Figure 5.5: Empirical probability density function of the extracted tumor region of the patient A, i.e.
histogram (H) and modeled Gaussian probability functions PDF ˆGMM2 (G1, G2 are the
components of the model). Two graphs represent two parts of the intensity range. Notice
that scales on X-axis are not the same.
F (PDFGMM3 approx. three times better than PDFGMM2). For the patient H the better fit has been
achieved with two-class GMM, due to a very weak third class (bony tissue). This indicates a lack
of dense bone in the tumor sample H. Furthermore, standard deviation of the soft tissue class in the
sample H is higher than in other samples, suggesting a beginning of an ossification process.
To get more insight into the nature of the modeling and the accuracy of fitted models, a distribution
of differences between CDFs can be analyzed. Fig. 5.6 shows those distributions for two tumor
samples, one typical (A) and one with a better fitting with two Gaussians, according to KS statistics
(H). For the sample A, although the KS test has not shown a substantial difference between two
methods (Table 5.2), the graph indicates a significant improvement in the fitting accuracy if a third
class is introduced, particularly for the higher HU values. A similar behavior concerning accuracy for
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Table 5.2: Maximal Kolmogorov - Smirnov distances for Gaussian modeling with one (GMM1), two
(GMM2) and three (GMM3) classes
Patient A B C D E F G H I
KGMM1 0.34 0.34 0.24 0.21 0.33 0.18 0.16 0.15 0.38
KGMM2 0.037 0.03 0.062 0.11 0.065 0.12 0.015 0.04 0.042
KGMM3 0.033 0.012 0.047 0.057 0.046 0.038 0.012 0.045 0.038
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Figure 5.6: Kolmogorov - Smirnov differences measured for each HU value.
low/high HU values has been observed for the sample H.
5.2.5.3 Joint Gaussian Training
The joint training has been performed on a sample consisting of a collection of the extracted tumor
images. The training has been be done twofold: using all nine extracted tumor images and employing
leave-one-out principle, resulting in ten PDF models. Due to much larger samples in comparison to
the separate training, the robustness of the outcome, both in terms of the model and KS statistics, has
been significantly higher. Table 5.3 gives KS differences for five training samples.
Table 5.3: Maximal Kolmogorov - Smirnov distances for joint Gaussian modeling with one (GMM1),
two (GMM2) and three (GMM3) classes
Training set 1 Training set 2 Training set 3 Training set 4 Training set 5
GMM1 0.34 0.36 0.37 0.34 0.33
GMM2 0.036 0.043 0.042 0.038 0.046
GMM3 0.017 0.025 0.026 0.024 0.026
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Table 5.4: Parameters of three-class GMM using separate and joint training.
Parameters µ1 σ1 pi1 µ2 σ2 pi2 µ3 σ3 pi3
Separate training 1108 34 0.67 1288 119 0.17 1648 205 0.15
Joint training 1096 26 0.72 1242 158 0.14 1747 345 0.14
5.2.5.4 Delta Priors Training
Delta priors are trained on a collection of the extracted tumor images. Modeling has been done using
the leave-one-out principle, resulting in ten models.
5.2.6 Final Models
The following models have been produced:
• Three Gaussian mixture models (one, two, three classes) for each of the nine training images.
Removing one image from the training in each iteration the mean model is obtained (Eq. 5.11).
Therefore, 30 final models have been computed, ten for each mixture estimation.
• Three Gaussian mixture models (one, two, three classes) for each of ten joint samples, as ex-
plained in section 5.2.5.3.
• Ten delta prior models, as explained in section 5.2.5.4
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Figure 5.7: Final models trained on the set of all nine extracted tumor images. S=separate training
(GMM3), J=joint training (GMM3), D=delta priors.Two graphs represent two parts of the
intensity range. Notice that scales on X-axis are not the same.
The models obtained from different approaches are depicted in Fig. 5.7. Models trained with delta
and joint GMM training are very similar, which is expected, given that they represent the same sample
(joint GMM PDF is a smooth approximation of delta priors PDF). Separately and jointly trained GMM
models have a very similar soft tissue peak, as could be seen in Table 5.4. The major difference is
observable for osteolyzed, ossified, and bony tissue, i.e. for higher intensity values. This indicates that
large tumor samples with a substantial bone portion have a strong influence on the estimation of the
joint GMM.
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Table 5.5: Maximal and mean variation of the Gaussian parameters estimation using separate and joint
modeling
µ˜1 σ˜1 p˜i1 µ˜2 σ˜2 p˜i2 µ˜3 σ˜3 p˜i3
Separate MAX 0.92 25.31 4.76 3.58 10.62 10.74 4.39 8.44 28.63
Separate MEAN 0.28 7.07 2.73 1.14 3.68 6.17 1.31 2.29 10.86
Joint MAX 0.81 18.54 10.23 7.51 34.86 32.82 11.11 37.78 35.79
hline Joint MEAN 0.19 6.28 6.28 1.68 8.91 12.19 3.90 6.53 14.25
5.2.7 Robustness of the Intensity Models
The robustness could be analyzed twofold: as a stability of the modeling outcome, i.e. stability of
the EM algorithm, and as a stability of the final model if an image is removed from or added to the
training set.
As stated in section 5.2.2, the EM algorithm is sensitive to initialization, due to its local nature.
However, owed to reasonably good differentiated classes with significantly different mean values, the
modeling has shown a strong robustness. For instance, GMM with three classes has resulted in the
same estimates for different initial values (µ1 = {500, ...,1000}, σ1 = {10, ...,200}, pi1 = 13 , µ2 =
{1000, ...,1500}, σ2 = {100, ...,300}, pi2 = 13 ,
µ3 = {1500, ...,2000}, σ3 = {100, ...,300}, pi3 = 13 ).
Stability of the GMM models is assessed as follows. First, the Gaussian parameters of the models
computed for all nine images (either by averaging or by joint training) have been taken as the refer-
ence: µ¯i, σ¯i, pii. Second, the parameters computed by removing one image from the training set are
taken: {µ !Ai , ...,µ !Hi }, {σ !Ai , ...,σ !Hi }, {pi !Ai , ...,pi !Hi }. Parameter variations are defined as a change of
a parameter relative to the mean values, e.g. ˜µ !A = |µi−µ
!A
i |
µi . For each training set under investigation,
nine sets of nine parameter variations are computed. Table 5.5 shows the maximal and mean variation
of parameters. The joint training has shown a better stability for the first class (soft tissue), whereas
separate training has demonstrated a better robustness for the bony classes (second and third). A rea-
son for such a behavior is in the fact that the large tumors with a substantial bone infiltration have a
significant influence on the sample. The stability of the soft tissue class in the joint training is due to
the presence of this class in all training images.
Stability of delta priors is not trivial to assess, due to their parameter-free nature. However, since
delta priors training is performed on the same sample as joint GMM, it is reasonable to assume that
two methods have a similar stability. An example of two delta priors PDFs with a visually observable
difference is given in Fig. 5.8.
5.3 Shape Analysis and Modeling
The objective of the shape analysis presented in this work is to detect similarities between tumor
shapes, analyze shape variations and establish common criteria for segmentation. Variability between
tumor shapes is evident and significantly larger than between the healthy anatomical structures. A
systematical analysis of the possibilities to describe the shape is therefore crucial, in order to establish
guidelines for an employment of shape terms in the segmentation algorithm.
The following nomenclature is assumed:
• Shape representation is the way how the shape is described (voxel model, parameterized curve,
distance map, etc). Between unique shape representations exists one-to-one mapping.
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Figure 5.8: Two delta PDFs; for all nine image in the training set (ALL) and with patient F removed
from the set (no F).
• Shape descriptor identify and quantify one or more features of the object. Shape descriptors
are usually represented with a number or a function.
• Shape model represent a family of similar shapes, with a mean shape and a variation between
the shapes.
5.3.1 Shape Descriptors
A shape descriptor is an operator applied to a binary image of a shape, resulting in a numerical quantity
or a function/pictorial output. Descriptors could be region or boundary based. In this work, the focus
is on volumetric objects, hence region-based descriptors are used.
For a volumetric object O, the following notation has been assumed:
• P: Perimeter of the object (2D)
• A: Area of the object (2D)
• S: Area of the surface bounding the object (3D)
• V: Volume of the object (3D)
5.3.1.1 Surface Signature: A Statistical Approach
A contour signature is an one-dimensional function of the 2D shape boundary. The function represents
the radial distance of each point on the object boundary to the center of mass of the object. The
distances are ordered starting from an arbitrarily defined reference line. The argument of the function
is an angle ϕ to the reference line. The contour signature is a periodic function with the period 2pi .
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This representation is dependent on scaling, rotation, and reflection. If a line segment starting from
the center of mass with an angle to the reference line (ϕi) crosses the object boundary more than once,
the contour signature is not defined in ϕi. If the direction of computation, the reference line, and the
signature are saved, any star-like shape could be uniquely reconstructed.
O
φ
x
y
c(φ)
Figure 5.9: Definition of contour signature. For a reference point, i.e. center of mass (O), reference
line (x-axis), and selected direction (e.g. CCW), contour signature (c(ϕ)) is defined as a
radial distance from O for a given angle to the reference line (ϕ).
From the contour signature c(ϕ), the object area and perimeter can be computed:
P =
∫ 2pi
0
√
c(ϕ)2+(
dc(ϕ)
dϕ
)2dϕ, (5.20)
A =
1
2
∫ 2pi
0
c2(ϕ)dϕ (5.21)
A direct transfer of the contour signature concept to a 3D object is not trivial. Selection of the
sampling direction is not as intuitive as for the 2D case (clockwise or counterclockwise). One method
is to define a 3D radial function with two spatial angles or to define radial distances against an angle
along a spherical helix. However, interpretation of those results is not trivial and requires a complex
mathematical apparatus.
Here, a statistical approach to extend the contour signature framework to 3D problems is proposed.
First, the radial distances are measured in an arbitrary direction. Second, the proposed surface signa-
ture presents an amplitude distribution of radial distances against the number of boundary voxels with
a given distance. In this manner, a surface signature s(p) is defined in 3D. Normalization of both X
and Y axes can be done to obtain a representation irrelevant to object size (Y-axis) or sampling rate
(X-axis), resulting in the normalized surface signature sn(p). A drawback of this approach is that the
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shape cannot be reconstructed from the signature. However, some desirable features are gained: in-
variance to rotation, reflection, translation, and size. Furthermore, the surface signature is defined for
all shape types.
Functions c(φ) and sn(p) are in the following relation:
P[
r1
rm
< c(φ)<
r2
rm
] =
∫ r2
r1
sn(p), (5.22)
where rm is the maximal radial distance and P is probability.
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Figure 5.10: Surface signature of a tumor with sphere-like shape. Patient E, diagnosis: benign menin-
gioma WHO grade I) (B) 3D model of the tumor shape
Surface signature of a circle is:
sn(p) =
{
1 , p = 1
0 , p = 0
(5.23)
For more complex shapes, surface signature has different components between zero and one. Fig-
ure 5.10 shows the surface signature of a tumor with a sphere-like shape (diagnosis: benign menin-
gioma WHO grade I). Figure 5.11 shows the surface signature of a large tumor of an irregular shape
(diagnosis: malignant meningioma WHO grade III). It is obvious that surface signature depends on
the aggressiveness of a tumor, feature observed for all test images. Malignant tumors that exhibit a
strong bone invasion have less regular shapes and therefore flatter surface signatures.
5.3.1.2 Scalar Descriptors
5.3.1.2.1 Circularity Circularity is a quantitative measure associated with the signature. If µR is
defined as the mean value of shape radial distances, and σR is the standard deviation of radial distances,
the circularity is defined as:
Cr =
µR
σR
, 0≤Cr ≤ ∞. (5.24)
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Figure 5.11: (A) Surface signature of a tumor with an irregular shape. Patient A, diagnosis: malignant
meningioma WHO grade III) (B) 3D model of the tumor shape
Circularity is a dimensionless number, measuring deviations in a shape. This measure, alongside
roughness, has been widely used for characterization of the breast tumors, e.g. in POHLMAN ET AL.
[1996], RANGAYYAN ET AL. [1997].
5.3.1.2.2 Roughness Surface roughness (R) is calculated by counting the number of angles in
which more than one boundary point is observed and diving it by the total number of angles. Rough-
ness is a dimensionless measure, invariant to rotation, translation, and reflection. A drawback of the
roughness is its dependence on a digitalization step used for the computation.
5.3.1.2.3 Compactness A dimensionless geometric descriptor of shape, compactness Cp, could is
defined for 2D objects as:
Cp = 4pi
A
P2
, 0≤C ≤ 1. (5.25)
The scaling factor 4pi descended from the iso-perimetric inequality [WEISSTEIN 2006b]:
4piA≤ P2. (5.26)
Cp could be interpreted as a relative compactness of an object in comparison to a circle.
For a 3D case, area and perimeter from the Eq. 5.25 could be interpreted as volume and area of the
bounding surface, respectively. Using the same consideration as for a circle, compactness in 3D is
defined as ratio of compactness of an object and a sphere (SLADOJE [2005]):
C´p =
A
3
√
36piV 2
, 1≤ C´p≤ ∞. (5.27)
C´p reaches minimum (one) for a sphere. Other shapes have C´p > 1. However, to have a compactness
measure that is larger if the compactness (similarity to sphere) is larger, the inversion of C´p is used:
Cp =
1
C´p
, 0≤Cp≤ 1. (5.28)
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Table 5.6: Scalar shape descriptors for all nine shapes in the training set
A B C D E F G H I
Cp 0.246 0.363 0.324 0.388 0.392 0.350 0.252 0.221 0.212
Cr 2.29 2.11 2.21 2.40 2.44 2.56 2.29 2.12 2.42
R 0.907 0.559 0.252 0.217 0.195 0.491 0.449 0.475 0.431
The compactness is invariant to uniform contraction or expansion of the surface in the perpendicular
direction.
5.3.1.2.4 Results Table 5.6 shows scalar descriptors for all nine patients in the training set. Benign
tumors with less or no bone involvement, exhibit more regular shapes than malignant ones. Thence,
a higher compactness of the benign tumors (e.g. B, D, E) is observable, in contrast to a lower com-
pactness in the malignant tumors (e.g. A, H, I). Both circularity and roughness have shown a similar
behavior, however with less prominent differences. This indicates that the proposed scalar descriptors
could be used to predict the nature of a tumor. However, extensive experiments on a larger data sample
are necessary to obtain a conclusive result.
5.3.1.3 Characteristics of Shape Descriptors
Table 5.7: Features of shape analysis measures used in this work; I - a measure is invariant to the given
transformation; V - a measure is variant to the given transformation
Method/Transformation Scaling Rotation Translation Reflection
Contour signature V V I V
Surface signature I I I I
Circularity V I I I
Roughness I I I I
Compactness I I I I
Three scalar shape descriptors (Circularity, Roughness, and Compactness) and one function-based
shape representation (surface signature) have been used. Table 5.7 gives a summary of their features.
5.3.2 Shape Modeling
In contrast to the shape descriptors presented in the previous section, shape models intend to capture
the variance between a number of shapes. The goal of shape modeling is to detect shape features and
construct their statistical model. Selection of a shape representation plays a crucial role in the modeling
process. STAIB AND DUNCAN [1992] use shape representation with the Fourier descriptors assuming
a Gaussian prior of the coefficients. COOTES ET AL. [1999] use a cloud of point representation, find a
set of corresponding points between the registered shapes in the training set, and perform a Principal
Component Analysis (PCA) on the selected data. One drawback of this approach is a non-trivial
selection of the corresponding points.
In this work, an implicit probabilistic approach, as proposed by TSAI ET AL. [2003], LEVENTON
ET AL. [2003], and PARAGIOS AND ROUSSON [2003] is considered.
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(A) Shape (B) Distance map
Figure 5.12: (A) A slice of the binary tumor shape (B) Corresponding color-coded distance map
Calvarial tumor shapes extracted from the manual segmentations are captured in a voxel model.
For the shape modeling used in this work, voxel representation is converted to a signed distance map:
Φ(~x)2 (Fig. 5.12). If Rc is a region captured by the contour C, I the entire region of the image, and d(~x)
a distance of an image voxel~x to the contour C, the signed distance map could be defined as follows:
Φ(~x) =

0 , ~x ∈C
−d(~x) , ~x ∈ Rc
+d(~x) , ~x ∈ I−Rc
(5.29)
Signed distance map offers a non-parameterized, smooth, and monotonic representation, with piece-
wise continuous derivatives, defined over the entire image space. In contrast to the Fourier descriptors
or cloud of points representation it is able to capture distant iso-contours [PARAGIOS AND ROUSSON
2003].
The objective of the shape modeling is to compute a mean shape and shape variations from a training
set of N different shapes {Φ1,Φ2, ...,ΦN}. In order to train shapes obtained from different patients,
i.e. different images, a common coordinate system has to be defined. In the case of cranial tumors,
it is impossible to obtain a point to point correspondence, due to the variability in size and position.
Therefore, the centers of mass of shapes have been aligned to a zero point of a common coordinate
system (Fig. 5.13). The representation with a signed distance map allows provisory changes in the
image size. Therefore, all shape images have been resized to the same size, with the total voxel
number M.
The mean shape (Φµ ) is computed by taking the mean of signed distances:
Φµ =
1
N
N
∑
i=1
Φi (5.30)
To capture the variance between the shapes, a Principal Component Analysis (PCA) is applied. The
mean shape is subtracted from the each distance map:
Φˆi = Φi−Φµ , (5.31)
2Distance map is closely related to the level set concept, described in detail in section 6.1
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Figure 5.13: Nine tumor shapes aligned at the centers of mass
to obtain offset maps Φˆi, i = 1...N. The offset maps are broken into 1×M dimensional vectors,
placed as a columns in a M×N matrix M. The matrix M could be decomposed using Singular Value
Decomposition:
UΣUT =
1
N
MMT . (5.32)
Principal modes are represented in the column vectors of M×N dimensional matrix U, while the
corresponding singular values (σi, i = 1...N) are in a diagonal matrix Σ:
Σ =
σ1 0 ... 00 σ2 ... 0
0 0 ... σN
 (5.33)
If an i-th column of the matrix U is re-ordered in the image in the same manner M is built, it results
in an offset map Ui. From Ui, the principal shapes can be computed:
Φ˜+i = Φµ +n ·σi ·Ui (5.34)
Φ˜−i = Φµ −n ·σi ·Ui, (5.35)
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where n∈N. Assuming that the shape has a Gaussian distribution, a commonly used value for n is two.
Due to the strong shape variations in calvarial tumors, not usually confronted in the shape analysis of
healthy anatomical objects, n = 1 is used in Fig. 5.14 and Fig. 5.15.
+Φ1
−Φ1
+Φ2
−Φ2
+Φ3
−Φ3µΦ
Figure 5.14: Three principal models of tumor shape analysis for shapes from Fig. 5.13
5.4 Cranial Thickness Analysis
In the context of the CRANIO project, methods for the assessment and analysis of the cranial thick-
ness have been developed. The primary goal of the cranial thickness computation is to give an input
information for a robotic path generation algorithm. Nevertheless, the analysis of the cranial thickness
has shown promising results for the localization and visualization of the changes on the inner surface
of the skull produced by the calvarial tumors.
A number of methods for the assessment of skull thickness has been reported in the literature,
including direct measurements (e.g. Ultrasound) and assessment from the medical images.
ELAHI ET AL. [1997] and ELAHI ET AL. [1999] reported two studies in the ultrasonic (A-mode)
skull thickness prediction using ten adult male cadaver skulls and ten in vivo porcine skulls. Mea-
surement has been performed in individual points using the information about the time of flight of
propagating waves and the physical properties of the cranial bones. The reported mean error was 0.16
mm and 0.22 mm for cadaver and in vivo studies, respectively, measured with a digital caliper.
TELLIOGLU ET AL. [2001] made an attempt to verify the reliability of the CT scans as a source of
the information about cranial thickness. Five holes in 64 parietal bones, diameter three millimeters,
have been burred prior to the scans. The skull thickness has been estimated as the deepness of the hole,
using a hard copy of 2-D CT image. Results have been verified with a micrometer. High correlation
between two measurement methods was reported: 62 of 64 trials have been within 95% limits of
agreement.
WEBER ET AL. [2000] reported on a semi-automatic analysis of the occipital bone of nine human
skulls. Metric has been defined as the distance between a point on the inner surface of the skull and the
closest point on the outer surface. The analysis has been based on two-dimensional images, extracted
from CT such that the reconstruction cut was roughly orthogonal to the inner surface. Analysis was
performed in 1973 points per occipital bone, with maximum distance between neighboring points of
1.6 mm. No error analysis has been reported in this study.
HERTEL AND HIRSCHFELDER [1999] analyzed the occiput for the purpose of planning of occipi-
tocervical fusion. They have measured thickness of the occipital bone from two-dimensional images,
taken from the multi-planar reconstruction of axial scanned CT data set. Results have been compared
with direct bone measurements. The difference between CT and direct measurement has been below
one millimeter in 80% of all cases.
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Figure 5.15: Three dimensional visualization of the principal shape modes of tumors in the training
database. Mean shape (green), Φ˜+i for n=1 (gray), and Φ˜
−
i for n=1 (red). Due to the
strong shape variance, Φ˜+1 extends over the edges of images in the training set.
Works mentioned in the area of CT measurements, is focused on the measurement of the healthy
skull, where surfaces are highly continuous with similar curvatures of inner and outer surface. In con-
trast, in the case of calvarial tumors, the inner surface tend to increase the curvature and convolve with
the outer surface. HERTEL AND HIRSCHFELDER [1999] have discussed the reliability of their method
for analysis of a cranial bone with a pathological process. They conclude that a two-dimensional
reconstruction in the axial direction may not be sufficient.
5.4.1 Estimation of Surface Normal Vectors
A common way to estimate the normal vectors in medical image processing and visualization is to
compute gradients from the grey-level images. This method is sensitive to noise and partial volume
effect. A further possibility is to triangularize the surface and estimate the normal vectors according
to the normal vectors in corresponding triangles. However, triangularization is computational time
expensive and not sufficiently accurate.
In this work, normals have been estimated from the segmented (binary) 3D voxel-based model of
the head. It could be assumed that the 3D model is a point cloud data (PCD). Due to irregularities in
CT images (noise and partial volume effect) and errors inherent to the segmentation process, the PCD
is "noisy" 3.
3Notice that "noise" in this case represents all irregularities in the model, originating both from the imperfect scanner and
the segmentation algorithm
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HOPPE ET AL. [1992] and MITRA AND NGUYEN [2003] claim that the optimal approach to esti-
mated normals from a PCD is to use a least squares plane fitting with respect to a neighborhood of
the point. This method is robust in the presence of noise due to its inherent low pass filtering. HOPPE
ET AL. [1992] use empirical setting of the neighborhood size. MITRA AND NGUYEN [2003] propose
an adoptable neighborhood selection, based on their analysis of the maximal error of the normal vector
computation in relation to the amount of noise.
For estimation of the normal vectors on the surface of a calvaria, an assessment of noise is very
difficult, due to different sources of geometrical irregularities. The key issue concerning accuracy of
this method is a selection of an appropriate size of the neighborhood radius around the voxel in which
the normal is being computed. For noiseless models, the neighborhood radius should be as small as
possible. However, if the noise is present, the radius has to be larger in order to minimize the influence
of noisy voxels. Therefore, an experimental assessment is required.
5.4.2 Computation of Calvarial Thickness
With a known normal vector, thickness in a voxel is computed as distance from the original voxel and
a point in 3D model where the straight line starting in the original, with the perpendicular direction,
leaves the 3D model. Thus, the thickness could be measured with a sub-voxel precision, if the step for
the propagation along the straight line is smaller than a voxel.
Although the thickness definition along the normal vector of the inner surface is the only one ac-
ceptable for robotic milling paths, for detection of structural changes within the skull, other methods
have to be considered. As local changes in cranial thickness are typically found on the inner surface
of the skull measurements from outside of the skull are not sensitive. Different methods have been
tested: standard measurement in the perpendicular direction (outer surface), mean thickness between
the inner and outer surface, and distance to the closest point on the opposite surface (Fig. 5.16).
In order to visualize these changes, a thickness color map is used, coding each voxel with 32 differ-
ent RGB color values.
5.4.3 Results
The perpendicular measurements have been initially performed on the synthetic 3D models with a
known thickness and varying amount of the random noise (0.01÷1%)4. For higher levels of the noise,
the neighborhood radius required for acceptable results (average error < 1 voxel) has been 10÷ 15
voxels. The voxel size in of CT data set of a head in general is smaller than 0.5 mm. For the cases
without the noise acceptable results have been obtained for neighborhood radii between one and five
voxels. Since the computation time increases with the neighborhood size the following modification
has been adopted: if distances between points and the fitted plane are below a given threshold a
neighborhood of a radius five has been used, if the distances are above the threshold, a neighborhood
radius = fifteen is assumed. For diagnostic purposes and visualization, the closest point method showed
the best sensitivity to changes in the cranial thickness. The sensitivity and specificity of detection of
bone changes using the thickness color mapping has been tested on 28 data sets, of which 10 diseased
and 18 healthy patients. Following statistical diagnostic parameters have been obtained: sensitivity =
90%, specificity = 88%, positive predictive value = 82% and negative predictive value = 88%.
4These results are in part published in POPOVIC ET AL. [2005a]
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Figure 5.16: Thickness computations. Thickness measured from the point A on the outer surface to
corresponding point B along the perpendicular direction on the inner surface is a standard
thickness measure (OIT). If the the ray casted from A to B is reflected in the perpendicular
direction of the inner surface, a point C is found and corresponding thickness is IOT. The
mean thickness is computed as T = OIT+IOT2 . Finally the thickness (Tc) is found between
point A and its closest point D. Value d represents closest distance from A to C.
5.5 Conclusions
In this chapter, methods for computational modeling of the appearance of calvarial tumors have been
proposed. Three feature classes have been analyzed:
• Intensity distribution
• Shape features
• Cranial thickness
Intensity distribution has been modeled using Gaussian mixture models with two different training
approaches (separate and joint training) and a discrete modeling approach (delta priors). It has been
demonstrated that the calvarial tumors have a rather complex intensity appearance. In contrast to
recently published work in the area of brain tumor segmentation, where tumor tissue is modeled with
one Gaussian class, the intensity distribution of the extracted calvarial tumor images is optimally
predicted with a finite mixture model of three Gaussian functions. This results have been validated
using analysis of Kolmogorov - Smirnov (KS) statistics. For instance, in all training sets, KS values for
three-class Gaussian mixture models (GMM) have been about ten times better than those of one-class
GMM. However, the obtained KS values do not prove the hypothesis that the predicted and empirical
models are the same. Thence, an improvement prospective is to investigate finite mixture models of
alternative distribution functions, e.g. Poisson or Laplace.
It has been demonstrated that the Expectation-Maximization (EM) optimization is stable. The op-
timization robustness is due to fairly separated Gaussian classes in the samples. An improvement
perspective is to use an unsupervised learning method proposed by FIGUEIREDO AND JAIN [2002].
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Figure 5.17: Visualization of thickness information as a help for detection and resection planning
As a result of the intensity modeling, a number of probability models have been obtained. The
separate EM training has been performed for all extracted tumor images individually, followed by
averaging to get a mutual model. The joint EM and delta priors training have been performed on
a collection of images. The major difference between separate and joint training is for osteolyzed,
ossified, and bony tissues, i.e. for higher intensity values. This indicates that the large tumor samples
with a substantial bone portion have a strong influence on the joint estimation. Medically, for both
separate and joint training defendable arguments could be put forward:
• Separate training eliminates differences between tumor sizes in the training images. Thus, the
model is the average appearance of the tumors.
• Joint training takes the size into account, since large tumors play a more important role in the
sample. Intensity distribution of a tumor could not be considered apart from the size: larger
tumors have a higher probability to occupy different tissue types.
A detailed discussion which method to use for the segmentation of calvarial tumors will be given in
Chapter 6.
To conclude, the intensity distribution modeling methods have shown a fairly good fit, despite dif-
ferences in origin, position, and location of the tumors, giving a prospective to utilize those models in
a tumor segmentation framework.
Shape analysis and modeling has been performed using three scalar shape descriptors (circularity,
compactness and roughness) and a shape function, i.e. surface signature. A statistical method to adapt
the contour signature (RANGAYYAN ET AL. [1997], KINDRATENKO [2003], SLADOJE [2005]) to a
3D case has been proposed. A drawback of the approach is the lack of one-to-one transformation
between the shape and the function. However, some desirable features are gained: invariance to
rotation, reflection, translation, and size.
The shape analysis has strongly indicated that it might be used in a diagnostic tool as the shapes
features are closely related to the nature (benign/malignant) of a tumor. The most prominent scalar
feature is compactness. A significant difference in compactness has been observed for tumors with
a sphere-like shape and tumors of an irregular shape. More conclusive results can not be obtained
without a larger set of training images.
The shape modeling has been performed using a Principal Component Analysis of a training set
of implicitly represented shapes. In comparison to shape analyzes presented in the literature much
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Figure 5.18: Mean shape and three principal modes of shape analysis of calvarial tumors (A) and left
ventricle from TSAI ET AL. [2003] (B)
stronger shape variabilities have been observed. The variance is due to the fact that other authors
have been modeling healthy anatomical structures (e.g. TSAI ET AL. [2003], LEVENTON ET AL.
[2003], and PARAGIOS AND ROUSSON [2003]), rather than tumors of an unknown and varying shape.
Figure 5.18 shows a comparison between the principal shape modes of calvarial tumors (A) and same
components of left ventricle modeling (B), from TSAI ET AL. [2003]. A much stronger variance and
slower vanishing of higher moments is evident.
In contrast to the intensity modeling, the shape analysis did not offer a reliable model that could
be used in a knowledge-based segmentation algorithm. However, the shape analysis has given a good
perspective for the computer aided diagnosis of calvarial tumors.
Calvarial thickness analysis has been performed on 3D models of skull. Error of thickness as-
sessment has been less than one voxel, a result important for the robotic milling path generation. A
detailed discussion of the accuracy and its influence on the milling path generation is out of scope of
this work. The low specificity of visual detection of thickness changes of cranium is due to the fact
that those variances can often occur in healthy anatomy as well. However, from a diagnostic point of
view, sensitivity is more significant, as already discussed in section 3.2.

6 Segmentation of Calvarial Tumors
The concept of the segmentation algorithm proposed in this work is shown in Fig. 6.1. Lower part
of the flowchart is described in the previous Chapter. In this Chapter, an overview of level set frame-
work (section 6.1) and the proposed extension of the level sets for the knowledge-based segmentation
(section 6.2) are given. Segmentation results and evaluation are given in sections 6.3 and 6.4.
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Figure 6.1: The concept of the segmentation algorithm proposed in this work.
6.1 Level Sets
6.1.1 Mathematical Formulation
Level set method for tracking of moving fronts has been introduced by OSHER AND SETHIAN [1987].
Motivation has been to analyze motion of a front under a velocity field using an implicit contour/surface
representation. Explicit representations are unsuitable for many applications since morphological
changes of the moving front, such as splitting and merging, are difficult to manipulate.
Let S be a geometrical surface in n ∈ N dimensions and ℜ a region enclosed by S. Instead of a
parametric surface, an interface Γ over the domain Rn is defined (Fig. 6.2), where Γ(~x) is the signed
distance to the surface S for all~x ∈ Rn:
Γ(~x) =

0 , ~x ∈ S
−d(~x) , ~x ∈ℜ
+d(~x) , ~x ∈ Rn−ℜ−S
(6.1)
The surface S is recovered by taking the zero level set of the distance map Γ:
Γ(~x) = 0 on S (6.2)
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Figure 6.2: Explicit contour representation in 2D. Instead of a parametric surface, an interface Γ is
defined, where Γ is the signed distance to the surface C
If the boundary is moving, the values of Γ(~x) will change in each iteration. A new n+1 dimensional
function to capture this movement is defined as:
Ψ(~x(t), t) = Γ(~x). (6.3)
Ψ(~x(t), t) is referred to as the level set function. It is important to notice that Ψ is two-fold time
dependent: implicitly (through ~x(t)) and explicitly (through the argument t). Differentiating Eq. 6.3,
by the chain rule, the following partial differential equation (PDE) is obtained:
∂Ψ
∂ t
+∇Ψ(~x(t), t) · d
~x(t)
dt
= 0. (6.4)
If the front movement is in the perpendicular direction, i.e. direction of the gradients of Ψ, without
losing the generality, the gradient d~x(t)dt could be represented as:
d~x(t)
dt
·~n = F(~x), (6.5)
where ~n is the unit normal vector, ~n = ∇Ψ|∇Ψ| , and F(~x) is a scalar field representing the velocity in the
perpendicular direction. The final PDE for level set motion is obtained by replacing d~xdt from Eq. 6.5
to Eq. 6.4:
∂Ψ(~x, t)
∂ t
+F(~x) · |∇Ψ(~x, t)|= 0 (6.6)
There are several obvious advantages of level set vs. parametric surface representation (compiled
from OSHER AND PARAGIOS [2003] and SETHIAN [1996]):
• Implicit representation allows a straight forward managing of topological changes (merging and
splitting). On the contrary, explicit surfaces require a set of rules for topological manipulations.
• The implicit representation is dimension-independent.
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Figure 6.3: An illustration of a level set propagation in 2D. Instead of employing parameterized con-
tour representation, front movement is integrated in a higher order (here:3) propagation
function Ψ(~x, t). In each moment of time (here: t = 1,2,3) the current front could be
obtained from the zero level set of the 3D function Ψ(~x, t).
• Computation of surface intrinsic features (normal vector (~n) and curvature (κ)) is straight for-
ward:
~n =
∇Ψ
|∇Ψ| (6.7)
κ =−∇( ∇Ψ|∇Ψ|) (6.8)
• Equation 6.6 belongs to the family of extensively studied Hamilton-Jacobi partial differential
equations.
Numerical solutions of PDE in Eq. 6.6 is out of scope of this work. An example of numerical im-
plementation of level sets is given in Appendix C. An illustration of the propagating front is given in
Fig 6.3.
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6.1.2 Fast Marching
Fast Marching method is a specialization of the level set framework for speed functions of a constant
sign. In this section, a strictly positive F(~x) is assumed. Formulation for F(~x)< 0 is analogous. Since
the front is arriving in a point exactly once, its movement can be described with an arrival function
T (~x), representing the time at which the front arrives in a point. Hence, the front propagation in the
orthogonal direction is defined as:
|∇T (~x)|F(~x) = 1. (6.9)
Analogously to general level set framework: T (~x) = 0 on the surface Γ.
The level set method has an obvious advantage. It allows more complex speed functions and differ-
ent forms of movement. However, an optimized numerical computation of the PDE from Eq. 6.9 can
significantly outperform level sets implementations. An implementation of Fast Marching does not
require time step, therefore is practical for fast changing speed functions. Level set method can fail to
meet Courant-Friedrichs-Lewy condition1 and diverge.
6.1.3 Utilization of Level Sets
An implementation of the level sets depends on the application field. The general framework from the
Eq. 6.6 can be utilized for various problems from both physical and geometrical worlds. Originally
designed for solving fluid propagation problems, the level sets have been used in various applications
such as geometry (geometry flow, grid generation, computational geometry,etc) image processing (de-
noising and computer vision), or physics oriented applications (combustion, solidification, electro-
migration).
The speed function determines both the application and the nature of the propagation. The speed
function could be internal, depending on the level set function itself or external, depending on an
underlaying velocity field.
The objective of this work is to use the level set framework for image segmentation. The speed
function in image processing can have both internal (e.g. curvature) and external (e.g. image gradients)
terms.
A slightly different representation of the level set is shown in Fig. 6.3. If the level set front is
interpreted as a border of an object in an image and the level set propagation as an evolution of a
surface over the image, a graphical representation of a 2D propagation is depicted in Fig. 6.4.
6.1.4 Level sets in Medical Image Analysis: An Overview
The first implementations of the level set method in image analysis are works of CASELLES ET AL.
[1993] and MALLADI ET AL. [1995]. The authors have proposed methods to segment 2D images
using geometry and gradient dependent speed functions.
Since gradient magnitude images are strictly positive, a movement based on the gradients is de facto
a fast marching method. However, if the curvature is used for the front guidance, the general level set
framework has to be applied. Corresponding speed function is:
F(~x) = gm(~x)(1− εκ). (6.10)
where
gm(~x) =
1
1+ |∇(G∗ I(x,y))| , ε = const. (6.11)
1"Courant Friedrichs Lewy (CFL) condition is a condition in numerical equation solving which states that, given a space
discretization, a time step bigger than some computable quantity should not be taken", WEISSTEIN [2006a]
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Figure 6.4: An image processing-based illustration of a level set propagating front. Left: A simplified
example of the level set function Ψ(x,y, t). The third variable, time, is represented by color
(yellow (t = 0)→ blue ((t = 6)). The Ψ(x,y, t) is defined for all points of the domain. Mid-
dle: An extracted front at the moment t = 4. Right: Corresponding image segmentation at
t = 4.
Figure 6.5: Image based speed function from MALLADI ET AL. [1995] kix,y = 11+|∇(G∗I(~x))|
Eq. 6.10 is called Malladi (classical) level set speed function and is used in numerous applications, e.g.
MAGEE ET AL. [2001], JIN ET AL. [2002], ZHUKOV ET AL. [2003], LIN ET AL. [2004].
Extensions of the framework from Eq. 6.10 have been proposed by CASELLES ET AL. [1997] based
on the work of KASS ET AL. [1987]. CASELLES ET AL. [1997] have proposed following energy
function for the propagation of an active contour (C), under a parameter p ∈ [0,1]:
E(C) =
∫ 1
0
g(|∇I(~x)(C(p))|) · |dC(p)
d p
|d p. (6.12)
The term g(·) is a monotonically decreasing function, e.g. the image term in the Malladi speed
function.
CASELLES ET AL. [1997] have demonstrated that by introducing a level set formulation in Eq. 6.12,
a steady state solution of the equation is:
∂Ψ(~x, t)
∂ t
= g(|∇I(~x)|)κ |∇Ψ(~x, t)|+∇g(|∇I(~x)|)∇Ψ(~x, t). (6.13)
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Notice that the first term in Eq. 6.13 has the same nature as the second term in the Malladi speed
function. This term controls a curvature-guided front movement. The second term in Eq. 6.13 is a
pure passive advection of the surface under the velocity field, spatially dependent on the gradient. A
similar model has been used by PARAGIOS AND DERICHE [2000].
6.1.4.1 Generalization of the Level Set Speed Function for Image Processing
Following generalizations are assumed:
1. Different image pre-processing filters (g(·)) could be used for advection, curvature, and propa-
gation term.
2. Each term is multiplied with a scalar constant.
3. All propagation forms from equations 6.13 and 6.10 are used.
Hence, the generalized level set propagation is as follows:
∂Ψ(~x, t)
∂ t
+αP(~x) · |∇Ψ(~x, t)|+βC(~x) · |∇Ψ(~x, t)|+ γA(~x) ·∇Ψ(~x, t) = 0, (6.14)
where P(~x), C(~x), A(~x) are the propagation, curvature, and advection term, respectively, and [α,β ,γ]
is a set of scalar constants. Some differences from formulations of MALLADI ET AL. [1995] and
PARAGIOS AND DERICHE [2000] (Eq. 6.10 and 6.13) are observable. MALLADI ET AL. [1995]
define the propagation and curvature such that:
κ ·P(~x) =C(~x). (6.15)
PARAGIOS AND DERICHE [2000] (Eq. 6.13) omit the curvature term using the following relation
between the propagation and advection:
A(~x) = ∇C(~x). (6.16)
Other authors follow the general framework, while some omit one of the terms, e.g. WHITAKER
ET AL. [2001], YAN ET AL. [2004], CARDINAL ET AL. [2006] use propagation term only, BAILLARD
AND BARILLOT [2000], FRANASZEK ET AL. [2006] use propagation and curvature.
6.2 Knowledge-Based Level Sets
Knowledge-based image segmentation uses an image-independent knowledge about images and the
objects within them. Medical imaging applications are suitable for the knowledge-based approaches
since the semantic information about objects in images is present. Types of the prior models used in
the knowledge-based level sets are classified as follows:
• Shape priors. Knowledge about the expected shape of an object is used in the segmentation
process. The nature of level sets algorithm allows incorporation of the shape restrictions into
the propagation.
• Intensity priors. Distribution of image intensities within an anatomical object is typically com-
plex. Prior knowledge about the distribution can be represented in the level set framework
through an additional term in the speed function.
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6.2.1 Related Work
LEVENTON ET AL. [2000] introduced a novel method to incorporate shape information into an image
segmentation process. They define a probability distribution over the variances of a set of training
shapes. The assumption has been made that the shapes in the training set have a Gaussian distribution.
A surface propagation has been performed within the geodesic active contours framework, using image
specific terms (gradients) and maximum a posteriori (MAP) optimization of shape parameters. The
method is illustrated with a segmentation of the healthy structures in MRI images (bones and corpus
callosum) (Fig. 6.6).
Figure 6.6: Segmentation procedure as proposed by LEVENTON ET AL. [2000]. The prior shape infor-
mation is being aligned parallel to the evolution process
TSAI ET AL. [2003] introduced an extension of the framework proposed by LEVENTON ET AL.
[2000]. They use a parametric model for an implicit representation of the segmenting curve by ap-
plying a Principal Component Analysis. Prior to the modeling, training shapes of different sizes and
positions have to be aligned. The method is illustrated with a segmentation of prostate and hearth in
the MRI images.
PARAGIOS AND ROUSSON [2003] use similar approach as LEVENTON ET AL. [2000] and TSAI
ET AL. [2003], incorporating the shape prior into the geodesic curve propagation. Both global shape
restrictions and a local deformation term are used. The method has been demonstrated for segmenta-
tion in cardiac MRI and US images.
LEVENTON ET AL. [2003] propose a joint probability distribution modeling of intensity and shape.
The intensity distribution of an object has been modeled with a Gaussian distribution. Prior intensity
model has been coupled with distances to the object edge as in Fig. 6.7. The front curvature has been
used an additional surface evolution restriction.
YANG ET AL. [2004] have used probabilistic classification of the coronary structures in the CT
images with assumed one-class Gaussian intensity distributions. The models have been used as a
shape arterialization of the gradients guided geodesic active contour level sets.
COLLIOT ET AL. [2005] proposed a knowledge-based region competition algorithm for segmenta-
tion of focal dysplasia lesions in the MRI images. This work is of a special interest for this thesis
since it deals with the knowledge-based level sets segmentation of lesions in contrast to previously
mentioned papers dealing with healthy structures. COLLIOT ET AL. [2005] use three image features:
cortical thickness (Th), relative intensity index (RI), and gradient map (G). An unsupervised learning
(as in ANTEL ET AL. [2002]) has been performed to obtain the prior probability of a voxel belonging
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Figure 6.7: Joint intensity-distance to boundary probability density function from LEVENTON ET AL.
[2003] Left: An example of boundary of a bone in MRI. Middle and Right: Joint intensity-
distance probability for the contour and image from the left image. The probability (color
coded) is computed as a combination of the probability density function of MRI image
intensity and a probability defined as distance from the contour.
to lesion (RL(~x)) and not belonging to lesion (RNL(~x)). The surface evolution is defined as:
∂Ψ(~x, t)
∂ t
= α[RNL(~x)−RL(~x)]|∇Ψ(~x, t)|+ εκ|∇Ψ(~x, t)|, (6.17)
where α and ε are constants.
The propagation from Eq. 6.17 can be rewritten in the general framework (Eq. 6.14) as:
P(~x) = RNL(~x)−RL(~x), (6.18)
C(~x) =−κ, (6.19)
A(~x) = 0. (6.20)
Figure 6.8: COLLIOT ET AL. [2005]: (A) Lesion (B) Cortical thickness (Th) (C) Relative intensity
(RI) (D) Gradient map (G)
6.2.2 A Knowledge-Based Speed Function: The Proposed Framework
The segmentation approach proposed in this work is based on the level set deformable model, guided
with a knowledge-based belief map and gradients derived from the image.
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6.2.2.1 Edge Potential Map
If the boundary of an object is modeled as a change in the image intensity, it could be detected by
analyzing the spatial derivatives of the image intensity. The amplitude of the first directional derivative
of an image I(~x), also called gradient magnitude, is defined as:
|∇I(~x)|=
√
(
∂ I(~x)
x
)2+(
∂ I(~x)
y
)2+(
∂ I(~x)
z
)2 (6.21)
Local maxima of |∇I(~x)| represent edges in the image. Since the grey-scale gradient map is used as
feature image, local maxima are of no interest for this work.
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Figure 6.9: The procedure of edge potential map generation
The operator from Eq. 6.21 produces a noisy output if applied to a raw image. It has been demon-
strated (e.g. in DERICHE [1990]) that smoothing with a Gaussian kernel is an optimal preprocessing.
The resulting filter is a gradient magnitude Gaussian (GMG) filter:
GMGσ (I(~x)) = |∇(Gσ ∗ I(~x))|, (6.22)
where Gσ is a Gaussian kernel. For the intensity analysis results presented in Chapter 5 it is known that
a strong intensity distribution peak is observable at the intensity∼ 85 HU with a standard deviation of
∼ 20 HU. This knowledge is utilized for the preprocessing of images with a sigmoid filter:
Sα ,β (I(~x)) =
1
1+ e−
I(~x)−α
β
, (6.23)
with α = 85 HU and β = 20 HU. A level set edge-based speed function should have high values in the
uniform regions and low values at the edges. Therefore, a postprocessing with a negative exponential
filter:
NExp(I(~x)) = e−cI˙(~x), c = const, (6.24)
followed by the sigmoid (S0.95,0.05) for the intensity re-scaling is performed. The final edge model
(E(I(~x))) can be expressed as:
E(I(~x)) = S0.99,0.01(NExp0.3(GMGσ (S85,20(I(~x))))). (6.25)
The full procedure and example results of the edge potential map generation are given in Fig. 6.9.
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6.2.2.2 Belief Map
A belief map represent a priori likelihood that an image element belongs to the tumor.
The belief map is based on a statistical analysis of the image intensities from the manual segmented
tumors available in the training set. It is generated using a probability density function (PDF), es-
timated from the training set, as described in Chapter 5. For an image I(~x), a belief map B(~x) is
computed as:
B(~x) = PDF(I(~x)), (6.26)
where PDF(·) is a probability density function. Since Gaussian mixture models give very low proba-
bilities (e.g. See Fig. 5.7), intensity of the belief map is re-scaled to the range [−1,1]. A justification
of the negative values will be given in section 6.2.2.4.
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Figure 6.10: Generation of a belief map. A probability density function (PDF) is estimated from a
training set. The a priori belief that a voxel with the given image intensity belongs to the
tumor could be computed from the PDF. Left: color coded belief map enhanced with a
median filter.
In this work, three approaches for belief map generation have been used and evaluated: separately
trained Gaussian mixture models (GMM) PDF (one-, two-, and three-class):
BGMMi =
{
PDFGMM1(I(~x)) : i-class GMM
}
(6.27)
jointly trained Gaussian mixture models PDF (one-, two-, and three-class):
BĜMMi =
{
PDFĜMMi(I(~x)) : i-class GMM
}
(6.28)
and delta priors:
Bd =
{
PDFd(I(~x)) : delta priors
}
(6.29)
Figures 6.11 and 6.12 depict a patient case with the corresponding belief maps. It is evident, as
suggested in Chapter 5, that for more classes in the finite mixture model, a better differentiation be-
tween the tumor and the neighboring tissue could be achieved. Also, Fig. 6.12 indicates that the
separate training exhibits a better contrast. In sections 6.3 and 6.4, the influence of the belief map on
the segmentation results will be presented and discussed.
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Original GMM1 GMM2 GMM3
Figure 6.11: Belief maps generated using different numbers of classes. (A) Original image (window:
sigmoid with 1100/300) (B) GMM with one-class and separate training (C) GMM with
two-classes and separate training (D) GMM with three-classes and separate training.
Original Delta GMM3 GMM3 (joint)
Figure 6.12: Belief maps generated using different prior models. (A) Original image (window: sig-
moid with 1100/300) (B) Delta priors (C) GMM with three-classes and separate training
(D) GMM with three-classes and joint training.
6.2.2.3 Enhancement With Spatial Relations
To capture spatial relations between the voxels and filter out the noise inherent to the statistical ap-
proach, the belief map is post-processed with a median filter. With this method, isolated noise islands
are removed (Fig. 6.13).
6.2.2.4 Final Model
The final level set segmentation model is an extension of the geodesic active contour framework with
a knowledge-based propagation term. This section describes the final speed function. According to
the general framework defined in Eq. 6.14, the speed function has the following form:
P(~x) = E(~x)+δ ·B(~x), (6.30)
C(~x) =−κ · (E(~x)+δ ·B(~x)), (6.31)
A(~x) =−|∇(E(~x)+δ ·B(~x))|, (6.32)
where E(~x) is an edge potential map and B(~x) is a belief map.
The final PDF is:
δΨ( ~x, t)
δ t
+F(~x)|∇Ψ( ~x, t)|= 0, (6.33)
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Original Median R=1 Median R=2 Median R=3
Figure 6.13: Belief maps generated using spatial enhancement (A) GMM with three-classes and sepa-
rate training. (B) Median, radius=1 (C) Median, radius=2 (D) Median, radius=3
Original EPM BM [-1:1] EPM+BM [-1:1]
Figure 6.14: Final LS propagation terms. (A) Original image (B) Edge potential map (C) Belief map
rescaled to [-1:1] (D) Added edge potential map and belief map
where
F(~x) = (α−β ·κ)(E(~x)+δB(~x))− γ|∇(E(~x)+δB(~x))| ∇Ψ( ~x, t)|∇Ψ( ~x, t)| . (6.34)
The propagation term P(~x) is a balloon-like force. It presents a combination of an edge map (E(~x))
and a belief map (B(~x)). Due to ill-defined borders of the calvarial tumors, driving the model only with
gradients is not appropriate since the surface would leak over lower gradients. The knowledge-based
term serves both as a regularization and a propagation force. In the middle of the object, where prior
probability is high, B(~x) increases the value of P(~x) stimulating a faster propagation. Close to the
borders and beyond them, it takes negative values, stopping the propagation. This behavior explains
the motivation to re-scale the intensities in the belief map to the range [−1,1]. With a positive B(~x) the
surface leakage due to the weak borders could not have been avoided. An example of the propagation
term is given by Fig. 6.13. It appears in the figure that an addition of gradients to the belief map
weakens the contrast in the bony tissue. However, gradients are important as a regularization/stopping
term, especially if an untypical tumor has to be segmented. An analysis of the influence of both
knowledge- and image-based terms in different patient images will be given in section 6.3.
The curvature term is an intrinsic geometric feature of the level set function Ψ(~x, t). It is used
to overcome the problems of noise or isolated islands within the object. The concept is to grow the
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model around the false edges and close the surface around them. Isolated islands of bone within the
soft tissue are common in the calvarial tumors. A further use of the curvature term is to regularize and
smoothen the surface of the model. However, a strong curvature term might overcome propagation
and advection to collapse the surface in a point2.
The advection term is active close to the object borders. This feature is evident from the spatial
derivation term in the definition of A(~x). Therefore, it attracts the surface to the object boundaries. It
is employed to overcome the curvature term during the final stages of the propagation. Furthermore,
the advection term has refinement capabilities to centralize the surface around the edges [PARAGIOS
2000].
6.2.2.5 Front Initialization
The first level set (Ψ(~x, t), t = 0) is defined as a distance map for the initial front, (Ψ(~x, t), t = 0). The
initialization is a binary image describing an arbitrary shape (point or contour/surface). The distance
map is computed using the level set propagation with an unit speed function:
F(~x) = 1. (6.35)
An initial binary image can be generated using following methods:
• Manual delineation of tumor borders is a time consuming process due to a large number of
slices in which the tumor is present. Also, reproducibility of the segmentation results is not
guaranteed.
• Manual selection of seed points takes much less time but it might introduce a decrease in
reproducibility of the segmentation results.
• Automatic generation of seed points from the belief map by thresholding high probability
values guarantees a high reproducibility but might be prone to errors due to the noise in the
belief map.
• Automatic generation of seed points from the cranial thickness map has similar features as
automatic generation from the belief map, with a larger noise factor.
The initialization and its influence on the algorithm accuracy will be analyzed in more detail in sec-
tion 6.3.
6.3 Validation
In this section, results obtained using the segmentation algorithm proposed in the previous sections
will be presented. Section 6.3.1 provides illustrative cases for the analysis of different modeling ap-
proaches. Section 6.3.2 offers a detailed analysis of the segmentation results.
6.3.1 Influence of the Prior Models
Different approaches to generate the prior models for the segmentation of calvarial tumors have
been proposed in Chapter 5. Preliminary results for comparison of methods have been given in sec-
tion 6.2.2.2. In this section, a quantitative analysis of the results is given. Following open issues will
be analyzed:
2Grayson’s theorem: Every simple closed curve (surface) moving under its curvature collapses nicely to a circle (sphere)
and then disappears.
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Table 6.1: Mean and standard deviation of DSC metric for two characteristic patient datasets. Patient
C is diagnosed with skull metastasis and patient E with meningioma, WHO grade II.
Patient GMM2 GMM3
C 0.622 ± 0.1308 0.801 ± 0.0045
E 0.873 ± 0.0171 0.893 ± 0.0016
• Which method for the modeling of intensity priors is the most suitable for the segmentation of
calvarial tumors?
• If a Gaussian mixture model is used, how many classes should be assumed?
• What is the influence of the modeling on the accuracy and robustness of the segmentation algo-
rithm?
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Figure 6.15: ROC plots of segmentation results for two illustrative patient images, one with a substan-
tial bone involvement (A) and one with a majority of tumor in in the soft tissue (B)
6.3.1.1 Influence of Number of Classes in GMM
In Chapter 5, it has been shown that the best modeling accuracy is achieved using a three-class Gaus-
sian Mixture Model (GMM). Here, two examples of the influence of the number of classes in GMM
on segmentation accuracy are given3.Two illustrative patient images have been selected, one with a
substantial bone involvement and one with the majority of tumor in the soft tissue. Table 6.3.1.1 shows
results of the DSC evaluation for these two patients. Figure 6.15 depicts accuracy results in the ROC
space.
Whereas in the case of a substantial bone involvement, GMM3 has significantly outperformed
GMM2 (Table 6.3.1.1 and Fig. 6.15) in the case of a minor bone involvement, difference between
GMM2 and GMM3 is less obvious. For some parameter values (patient E), GMM2 outperformed
GMM3 in the ROC space, but has shown an inadequate robustness. A reason for this behavior could
3These results are published in part in POPOVIC ET AL. [2006b;a]
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Table 6.2: C-Factor values for the results of different approaches for prior intensity map modeling. R1
is the difference between maximum and minimum; R2 is the difference between the first
and the third quartile
Method Minimum 1st Quartile Median 3rd Quartile Maximum R1 R2
Separate 0.27 0.32 0.34 0.37 0.41 0.14 0.05
Joint 0.62 0.68 0.70 0.72 0.75 0.13 0.07
Delta -0.70 -0.68 -0.68 -0.67 -0.65 0.05 0.01
be found in the fact that the calcified tissue class in GMM2 is significantly wider than in the case of
GMM3. Therefore, in case of two classes, leaks over the bone borders could be observed. However,
for the patient E, a slightly better performance of GMM2 in comparison to GMM3 (in terms of sen-
sitivity) close to the borders with brain can be observed. It can be concluded that GMM2 might be
sufficient for tumors with a small bony part, but might fail if a significant bone involvement is present.
Three-class Gauss Mixture Models will be used for a detailed validation.
6.3.1.2 Influence of the Training Approach
Two training approaches have been proposed: separate training (separate Gaussian modeling and aver-
aging of the model parameters) and joint training (joint Gaussian modeling and Delta priors). It is not
possible to compare those models using Kolmogorov - Smirnov statistics, as it has been done for the
number of classes in the Gaussian models, due to the fact that the models represent different samples.
In section 6.2.2.2, it has been suggested (and demonstrated with selected belief map images) that the
separate GMM training offers a better contrast than the joint GMM. Since the size of tumors in the
training set influences the sample for the joint training, this outcome is expected. Furthermore, it has
been shown that delta priors also do not offer a good contrast. A reason could be found in the fact
that delta priors represent the same sample used for joint GMM training and therefore have similar
features. The patient data set E has been used for the illustration of influence of prior models on the
segmentation outcome. Figure 6.16 depicts the original image and belief maps generated using three
approaches. In Fig. 6.17 and Table 6.2, ROC and C-Factor analysis of the three methods are given.
A B C D
Figure 6.16: (A) original image (B) Belief map generated using delta priors (i.e. joint training) (C)
Belief map generated using jointly trained three-class GMM (D) Belief map generated
using separately trained three-class.
Segmentation results using the delta priors have exhibited high specificity values, observable from
the ROC plot and through negative C-Factor values. A reason for the high specificity could be found
in the fact that for an intensity that has never occurred in the training set, the computed belief value
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Figure 6.17: ROC analysis of the segmentation results for different priors training.
is minus one, contracting the surface and stopping the propagation. This behavior leads to a lower
sensitivity. The abrupt margins of the model are the reason for a better robustness of the algorithm
(Table 6.2).
The joint GMM modeling is a smooth representation of the same sample used for the Delta priors.
Therefore, it is to expect that the trade-off between sensitivity and specificity is shifted towards sensi-
tivity. In contrast to delta priors, in the case of the joint GMM, if an intensity has never occurred in
the training set, its probability is either a result of an interpolation between smaller and larger values
appearing in the training set, or a value on the borders of the model with a low probability. As could
be seen from the belief map (Fig. 6.16) this results in higher probabilities in the bony tissue, higher
sensitivity and lower specificity. As an implication of the softer edges in the GMM modeling, the
robustness is decreased in comparison to the delta priors.
A B C D
Figure 6.18: Segmentation results generated using different belief maps (Fig. 6.16). The same slice as
in Fig. 6.16 is depicted. Parameters: σ = 1, α = 5, β = 7, γ = 1, δ = 1. (A) Manual
segmentation (B) with delta priors (C) with joint GMM priors (D) with separate trained
GMM priors.
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Table 6.3: C-Factor values for the results of different approaches for spatial enhancement; R1 is the
difference between maximum and minimum; R2 is the difference between the first and the
third quartile
Method Minimum 1st Quartile Median 3rd Quartile Maximum R1 R2
r = 0 -0.33 0.20 0.21 0.22 0.26 0.58 0.023
r = 1 0.15 0.16 0.17 0.18 0.27 0.12 0.03
r = 2 0.14 0.15 0.15 0.15 0.16 0.022 0.008
As anticipated (see section 6.2.2.2), the separate GMM modeling has shown significantly better sen-
sitivity and specificity than the joint modeling. In contrast to the comparison between GMM and delta
priors, this behavior is not trivial to explain. A reason could be found in Table 5.4. The joint training
overestimates standard deviations in the bone tissue classes (σ2 and σ3). Therefore, the differentiation
between tumorous and non-tumorous tissue in bone is weaker, resulting in a decrease of both sensitiv-
ity and specificity. This effect could be further analyzed from Fig. 6.18, that shows the segmentation
results for the same slice as in Fig. 6.16. As discussed, delta priors fail to detect the bony part of the
tumor. Further to notice is that the jointly trained priors fail to segment the bony part of the tumor
whereas an over-segmentation is present in the soft tissue.
6.3.1.3 Influence of Enhancement with Spatial Relations
The enhancement with spatial relations has been done using a median filter. Here, the influence of
the median filter and its inherent parameter (radius) will be analyzed. As in the previous sections, an
example patient data set is selected and segmented. The upper limit for the radius has been set r = 2
to avoid a significant blurring. Example slices of belief maps and the ROC analysis of the results are
given in Figs. 6.19 and 6.20. The C-Factor and robustness measures are presented in Table 6.3.
The smoothing inherent to median filter stabilizes the outcome of the segmentation algorithm, im-
proving the sensitivity and worsening the specificity. Similar reasoning as the one offered for the
comparison of delta and GMM priors is applicable. The decrease of specificity takes place in the bony
part of the tumor whereas in the soft tissue a better sensitivity is exhibited (Fig. 6.21).
A B C
Figure 6.19: (A) Belief map without enhancement (B) Belief map with enhancement (r=1) (C) Belief
map with enhancement (r=2)
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Figure 6.20: ROC analysis of the segmentation results for different spatial enhancement.
6.3.1.4 Conclusions
In section 6.3.1 an analysis of the influence of different approaches to build a knowledge-based belief
map is given. Figure 6.22 gives a symbolic review of the results obtained in sections 6.3.1.1-6.3.1.3.
Whereas in the case of the number of classes or the training approach it is obvious that the separately
trained three-class Gaussian model is optimal, for spatial enhancement, the trade-off between sensitiv-
ity and specificity has to be carefully balanced. Median filter with radius (r = 1) is selected to obtain
an improvement in sensitivity and preserve an acceptable specificity.
In conclusion, for the further validation, the following model is assumed:
• Number of classes: 3.
• Training: Separate.
• Spatial enhancement: Median with (r = 1).
6.3.2 Evaluation of the Segmentation Results
Eleven patient CT data sets with manually4 outlined tumor borders have been used for the evaluation
(Table 6.3.2).
The modeling of priors has been preformed as given in the guidelines (section 6.3.1.4) using the
leave-one-out principle. Different segmentations for different parameters have been done, to assess the
accuracy and robustness of the method. Besides the ROC and the C-Factor analysis, Dice Similarity
Coefficient (DSC, Eq. 4.5) has been used in order to compare results with those published in the field
of tumor segmentation.
For one datasets (F) the algorithm has not able to achieve the convergence. In this case, both belief
map and gradients have not been able to detect any contrast in the soft tissue. Thence, the surface
4Tumors have been manually segmented by at least one rater per tumor. More details about manual segmentations are
given in Chapter 4.
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A B C D
Figure 6.21: Segmentation results generated using different spatial enhancement (Fig. 6.19). The same
slice as in Fig. 6.19 is depicted. (A) Manual segmentation (B) Without enhancement (C)
With enhancement (r = 1) (D) With enhancement (r = 2)
Patient Diagnosis Resolution [mm]
A Meningioma (WHO III) 0.43 × 0.43 × 2
B Metastasis
C Meningioma (WHO III) 0.43 × 0.43 × 2
D Meningioma (WHO I) 0.43 × 0.43 × 2
E Meningioma (WHO I) 0.43 × 0.43 × 2
F Metastasis 0.36 × 0.36 × 2
G Metastasis 0.43 × 0.43 × 2
H Meningioma 0.38 × 0.38 × 2
I Meningioma 0.47 × 0.47 × 2
J Meningioma 0.44 × 0.44 × 2
K Meningioma 0.43 × 0.43 × 2
propagation has been leaking over the tumor borders. Due to a very low number of slices in which
the tumor was present (two), a proper 3D segmentation has not been possible. Figure 6.23 shows both
slices with the tumor, the manual segmentations, and the propagation terms (belief map and gradients).
It is obvious that in the second slice, contrast at the borders is strong since the tumor is encapsulated
within the bone. In the first slice, no contrast could be detected, leading to a strong over-segmentation.
An analysis of the C-Factor results for remaining ten patients is given in Fig. 6.24. A different
behavior of the algorithm for different datasets is noticeable. Whereas in six datasets (A, B, C, E, I, J)
both over- and under-segmentation are noticeable, in four datasets (D,G,H,K) a systematic under- or
over segmentation is present. This effect strongly depends on the speed function (gradients and belief
map). There are several possible scenarios to explain this behavior:
• Scenario 1: The gradients underestimate the tumor borders by imposing a strong stopping crite-
rion prior to the real borders. In this scenario, an under-segmentation is observable.
• Scenario 2: Structures with the same or similar intensity as the tumor are adjacent to the tumor
class. In this scenario, a high probability of those structures prevails over the gradients and an
over-segmentation is observable.
• Scenario 3: Due to unusual image intensities within the tumor, the probability map poses a
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Figure 6.22: Symbolic overview of the results obtained in sections 6.3.1.1-6.3.1.3. S-GMM (sep-
arately trained GMM); J-GMM (jointly trained GMM); Delta (delta priors); GMMn
(GMM with n classes); R=k (median with the radius k).
stopping criterion for the propagation, resulting in an under-segmentation. This scenario is
observable if a tumor is unusual concerning both border profile and intensities.
• Scenario 4: Due to an imperfect manual segmentation (e.g. originating from an inappropriate
CT window) tumor borders are underestimated/overestimated by the gold standard.
Combinations between the scenarios are possible.
An example of the scenarios one and three could be found in the data set H depicted in Fig. 6.25
(the least accurate case in this study). First, a moderate enhancement of the tumor in the belief map,
due to an unusual tissue composition can be observed. Second, the gradients impose a strong stopping
criterion due to poorly defined borders5. Therefore, an under-segmentation in the upper part of the
tumor is present. If the gradients have been used as a sole propagation term, as in the standard level
set framework, the algorithm would not propagate.
An example for the scenario two could be found in the data set E depicted in Fig. 6.26. The belief
map slightly overestimates the edges of the tumor. The effect is not strong enough to enforce the
surface to stretch out over the total border area (a "black belt" in Fig. 6.26 (C)). However, in this case,
it is not clear whether this effect is combined with the problem stated in the scenario four, since there
has been only one manual segmentation available.
An illustrative example for scenario four is the dataset D (Fig. 6.27). The arrows point to slightly
ossified areas not detected by the expert segmentation. From figures 6.27B-C it is evident that the
prior modeling has enhanced the contrast between the ossified tissue and the background whereas the
gradients impose stopping in this area. In the case of a strong advection (Fig. 6.27D) the algorithm
has been able to capture the ossified structures. For a weaker advection term (Fig. 6.27E) only some
parts of disputable structures are captured.
5In Figure 6.25 borders appear fairly strong due to the narrow window selected for the visualization (25/20).
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A B C D
1
2
Figure 6.23: Both slices for dataset F (A) Original slice (Window: 80/20) (B) Manual segmentation
(C) Belief map (D) Gradients
Table 6.4: Maximal DSC achieved for each dataset with automatic algorithm (A) and manual (M)
segmentations. For dataset F no successful segmentation was obtained. For datasets B, D,
E, and K manual segmentation by one rater only was available. For patient G two manual
segmentation have been available.
A B C D E F G H I J K
A max 0.75 0.87 0.72 0.78 0.74 - 0.90 0.54 0.72 0.82 0.86
max 0.82 - 0.83 - - 0.85 0.54 0.86 0.84 0.92 -
M
min 0.74 - 0.78 - - 0.83 0.54 0.79 0.79 0.88 -
The maximal DSC achieved for each data set are given in Table 6.4. For a completeness of the
analysis, values for maximal and minimal DSC agreement between the expert rates are repeated. The
minimal DSC for the automatic algorithm is a vague value. It depends on the initial parameter space
defined prior to the segmentation. Therefore, the minimal algorithmic DSC has not been used here.
For one dataset (H), the algorithm performed significantly worse than what is the literature declared
as a "very good overlap" of DSC>0.7 [ZIJDENBOS ET AL. 1994, ZOU ET AL. 2004]. As discussed
above, this dataset is specific for its unusual tumor intensity distribution and very weak gradients
close to the borders. In other datasets, value of the spatial overlap is larger than 0.7 and comparable
to the intra-rater variability (Table 6.4). From Table 6.4 it could be concluded that the mean spatial
overlap for the best results of the algorithmic segmentation was 0.77 whereas in the case of manual
segmentation, mean maximal DSC was 0.81 and mean minimal DSC 0.76.
6.4 Conclusions
In this chapter, a novel knowledge-based level set algorithm has been proposed. The algorithm utilizes
the intensity models generated in Chapter 5 to build a belief map, defining an a priori likelihood that
an image element belongs to the tumor. The belief map has been combined with an image-specific
term to build a speed function used in the geodesic curve level sets propagation framework.
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Figure 6.24: Boxplot (min-1st quartile - median - 3rd quartile - max) of C-Factor analysis for seg-
mented datasets. Data set F is not depicted since the algorithm did not converge.
In section 6.3.1, the influence of different approaches to establish an intensity distribution model has
been analyzed and discussed. It has been demonstrated that the Gaussian Mixture Model with three
classes exhibits the best performance concerning both accuracy and robustness. The optimal model is
further used for the accuracy validation for all data sets.
Four main scenarios of the segmentation errors have been defined. An example of a failed segmen-
tation is given (data set F). A failure occurred due to a very small number of slices in which the tumor
appears (two) and a weak contrast in the first slice.
For one data set (H), the algorithm performed significantly worse than what is the literature declared
as a "very good overlap" [ZIJDENBOS ET AL. 1994, ZOU ET AL. 2004] of DSC>0.7. This data set
is specific for its unusual tumor intensity distribution and very weak gradients close to the borders.
In other data sets, value of the spatial overlap is larger than 0.7 and comparable to the intra-rater
variability. However, due to a limited number of raters (up to five) and a small number of cases, it is
not possible to perform a meaningful analysis of the statistical significance of the results.
It has been observed that the algorithm is sensitive to parameter changes. Therefore, it is impos-
sible to train an optimal parameter set prior to the segmentation. This issue will be addressed in the
following Chapter.
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A B C D
Figure 6.25: A selected slice for patient H (A) Original slice (Window: 20/20) with manual segmenta-
tion (B) Belief map (C) Gradient map (D) Automatic segmentation.
A DCB
Figure 6.26: Selected slices for patient E (A) Original slice (Window: 86/100) with manual segmenta-
tion (B) Belief map (C) Gradient map (D) Automatic segmentation (parameters: α = 7,
β = 7, γ = 1, δ = 1, σ = 1).
A B C D E
Figure 6.27: A selected slice for patient D (A) Original slice (Window: 74/50) with manual segmenta-
tion (B) Belief map (C) Gradient map (D) Automatic segmentation (parameters: α = 3,
β = 4, γ = 1, δ = 1, σ = 1), p=0.88, q=0.98 (E) Automatic segmentation (parameters:
α = 3, β = 0.2, γ = 1, δ = 1, σ = 1), p=0.97, q=0.95

7 Automatic Parameter Screening
7.1 Motivation
The major obstacle for using automated segmentation algorithms in the medical image analysis is
their incapability to capture the image quality and biological variability. To overcome this problem,
segmentation algorithms are guided with inherent parameter sets. The task of finding the optimal
parameter set for a given image could be tedious, taking into consideration that a typical user of such a
system has a limited knowledge in image processing. The parameter selection is subjective, relying on
the personal decision which segmentation result is better as well as on the quality of the user interface
provided to the operator. Moreover, the number of parameter sets that a user can test is limited by the
amount of the interaction time she/he is able to spend. In a survey on the interaction in segmentation
of medical images, OLABARRIAGA AND SMEULDERS [2001] conclude that the parameter setting is
the most critical step concerning accuracy, efficiency, and repeatability.
One approach to solve this problem is to estimate the parameters from a training data set. However,
this does not guarantee a successful segmentation, due to the biological variabilities. From the same
reason, a parameter training on a digital phantom is unreliable.
7.2 Related Work
Automated parameter selection is related to the following issues: finding an appropriate quality mea-
sure and finding a credible validation reference. The second issue is a widely acknowledged problem
of the nonexistent gold standard [JANNIN ET AL. 2002]. High inter and intra-rater variability makes
validity of the manual segmentation questionable. Various methods have been proposed to combine
manual segmentations to find a latent gold standard [WARFIELD ET AL. 2002, YITZHAKY AND PELI
2003, WARFIELD AND WELLS 2004]. Even with a reliable manual segmentation, the algorithm pa-
rameters trained on a set of data can fail for a new patient. Therefore, an interactive quality assessment
of the segmentation results is necessary, if the parameters are to be optimized for each segmentation
task. YITZHAKY AND PELI [2003] propose a method for the objective edge detection validation and
parameter selection using results produced by different algorithm parameters. A validation reference
is obtained by a statistical combination of algorithmic segmentation results using a χ2-based statis-
tics. The advantage of this approach is that it does not require any a priori knowledge about the true
algorithm performance. MADDAH ET AL. [2004] also propose a method based on the statistically
estimated ground truth, using the STAPLE algorithm [WARFIELD AND WELLS 2004]. An optimal
parameter selection is achieved using a simultaneous perturbation stochastic approximation and a re-
estimation of the gold standard in each iteration. A drawback of the STAPLE algorithm is necessity
for an initialization of the segmentation quality for each parameter set, which is usually unknown.
WARFIELD AND WELLS [2004] have demonstrated an improvement in the segmentation accuracy
compared to the parameters optimized on a training set, but do not offer an analysis of the selected
parameter set.
Statistical computation of the reference segmentation, proposed in both works, can guarantee the
local maximum only and is highly dependent on the initialization. It favors the segmentation results
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with the best agreement with others in the screening pool which is not necessarily the real optimum. An
alternative to avoid statistical estimation of the reference is to introduce an objective quality measure.
ABDUL-KARIM ET AL. [2005] introduce a quality measure based on the geometrical properties of the
segmented object, i.e. coverage and conciseness. The method is demonstrated for tube like objects
(vessels and neurites). However, for the segmentation of unpredictable shapes, e.g. tumors, objective
quality measure is difficult, if not impossible, to find.
Here, a method to combine segmentation results obtained from different parameter sets, using a
concept of the referent segmentation is proposed.
7.3 General Concept
The objective is to estimate an optimal parameter set from a pool of parameter sets. The proposed
parameter screening method is an iterative process with two main parts: a computation of a reference
segmentation and a quality assessment with a subsequent reduction of parameters. Furthermore, a
parallel process for the shape update (generalized scheme given in Fig. 7.3) is proposed.
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Figure 7.1: Generalized parameter screening work-flow
In each segmentation iteration, a set of segmentation results are generated and combined into a
validation reference, also called Estimated Ground Truth (EGT) (computation of the reference is per-
formed in "Reference Estimation" block). Consequently, segmentation results from the set are com-
pared with the EGT to assess the quality of each result. In the next step, the unfittest parameter sets
are rejected. An optional update of parameters, i.e. generation of the new set is possible. The shape
update feedback is done for the enhancement of the propagation initialization.
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7.3.1 Reference Segmentation
7.3.1.1 Objective
Let I(~x), I : R3 → R,~x = [x,y,z]T , be a 3D image, and Si(~x), S : R3 →{0,1}, the result of a segmenta-
tion algorithm with a parameter set θi. The objective is to find a segmentation, G, with a maximized
correspondence with different segmentation results, Si, i = 0...n−1, for different parameter sets (θi).
Let S = {Si, i = 0, ...,n−1} be a set of all segmentation results.
7.3.1.2 χ2 Optimization
The a priori probability that an image element belongs to the segmented region could be defined as
follows:
p(~x) =
n−1
∑
i=0
Si(~x)
n
. (7.1)
The reference segmentation, Gχ , could be computed using a voxel voting paradigm in the following
manner:
Gχ(~x) =
{
0 , p(~x)< τo
1 , p(~x)≥ τo (7.2)
where τo is an optimal threshold, also called correspondence threshold.
Let us define the average of probabilities of miss and hit:
piSP =
1
n
· 1
N
·
n−1
∑
i=0
SPi, (7.3)
where SP is the given statistical parameter, SP ∈ {T P,T N,FP,FN} and N is number of elements in
the image. The threshold τo could be either manually set or optimized throughout maximization of a
statistical parameter, in this case, a maximization of the χ2:
(7.4)
The optimal threshold τo is found for the highest χ2.
The major drawback of the method is its global nature, selecting one correspondence threshold for
each image element.
7.3.1.3 STAPLE Algorithm
The mathematical background of the STAPLE algorithm, developed by WARFIELD ET AL. [2002],
WARFIELD AND WELLS [2004], is the Expectation-Maximization algorithm, described in section 5.2.1,
Eq. 5.2-5.6.
Here, a specialization of the EM algorithm for the purpose of estimation of reference segmentation
is given (adopted from WARFIELD AND WELLS [2004]).
The optimization is performed over the statistical validation parameters, sensitivity and specificity,
p,q, defined in Eq. 4.1 and Eq. 4.2. Therefore, the optimization term is:
(pˆ, qˆ) = argmax
p,q
log f (S,G|p,q), (7.5)
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where f (S,G|p,q) is a probability density function of a set of segmentation results and the reference
segmentation. Analog to 5.2:
(pk,qk) = argmax
p,q
E[log
f (S,G|p,q) f (G, p,q)
F(G, p,q) f (p,q)
|G, pk−1,qk−1], (7.6)
hence,
(pk,qk) = argmax
p,q
E[log f (S|G, p,q) f (G)|G, pk−1,qk−1], (7.7)
under assumption that G is independent of p,q, namely:
f (G, p,q) = f (G) f (p,q). (7.8)
The full computational scheme is described in Appendix B, here optimization terms are given.
Let α and β be:
α = ∏
j,S j(~x)=1
pˆ j · ∏
j,S j(~x)=0
(1− pˆ j), (7.9)
β = ∏
j,S j(~x)=0
qˆ j · ∏
j,S j(~x)=1
(1− qˆ j), (7.10)
where pˆ j and qˆ j are the current estimates of sensitivity and specificity for j-th rater. The spatial varying
weight is defined as:
Wˆ (~x) =
g0(~x) ·α
g0(~x) ·α +(1−g1(~x)) ·β , (7.11)
where g1(~x) is a current estimate of the probability that a voxel~x belongs to the object. Analogously
is g0(~x) defined. The quality parameters could be computed for each rater (j) as:
pˆ j =
∑
S j(~x)=1
Wˆ (~x)
∑
S j(~x)=1
Wˆ (~x)+ ∑
S j(~x)=0
Wˆ (~x)
(7.12)
qˆ j =
∑
S j(~x)=0
(1−Wˆ (~x))
∑
S j(~x)=1
(1−Wˆ (~x))+ ∑
S j(~x)=1
(1−Wˆ (~x)) . (7.13)
The major drawback of the method is its sensitivity to initialization (p0j ,q
0
j ,g(~x)), inherited from the
Expectation-Maximization algorithm.
7.3.1.4 Hybrid Optimization Method
A benefit of the STAPLE algorithm and the major improvement to the voxel voting paradigm is a spa-
tially varying weight (Eq. 7.11) compared to the global threshold (τ) of the χ2 method. Furthermore,
the STAPLE allows weighting raters considering a priori quality estimate. However, it is efficient if
a priori probability of the ground truth is available, which is typically not the case. We propose a
method that comprises both algorithms. The main idea is to perform the χ2 optimization and acquire
values for the a priori ground truth probability and rater quality parameters. Thus, the intermediate
results from the χ2 algorithm are used as an input into the STAPLE algorithm, namely:
• A priori probability of the ground truth.
• A priori estimation of expert quality parameters (p0j ,q
0
j).
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7.3.1.5 Comparison of the Optimization Methods
In this section, the method proposed in section 7.3.1.4 is compared to the STAPLE and χ2 algorithms
using binary images.
In order to validate the χ2-STAPLE procedure, series of binary images are generated. If the medical
image segmentation is interpreted as a transformation from a grey-level into the binary domain, the
error is observed in two forms: noise and structural changes. For each series, a ground truth of a
specific shape is built and superimposed by noise and/or structural errors. Those sets, with varying
numbers of images, are used as input to all three optimization approaches, Fig. 7.2. Sets are chosen
to be similar to ones already proposed in the literature [GOUMEIDANE ET AL. 2003, WARFIELD AND
WELLS 2004]. The size of the images has been 100x100x30.
(a) (b) (c) (d)
Figure 7.2: Binary images. ( a) Noise; (b) Structural error without volume changes; (c) Structural error
with volume changes; (d) Structural error and noise.
Following features have been tested with the synthetic binary images: the number of rater segmen-
tations needed to acquire acceptable results and comparative performance of all three methods (χ2,
STAPLE, χ2-STAPLE). Results of the simulations are presented in the Table 7.1.
In case of binary images, with modeled noise and structural errors, the proposed statistical method
performed significantly better than STAPLE and χ2 methods, for all variations of the images and the
numbers of raters. As could be seen in Table 7.1, χ2 optimization method fails to detect and remove
noisy changes in the image. This is due to the global threshold. In contrast, the STAPLE is able to filter
out the noise. In case of the structural changes, the superiority of the χ2 method is observable since
it succeeded to find the ground truth even with a small number of raters. The χ2-STAPLE method
assembles both optimization algorithms to achieve better results with all types of errors present in the
rater segmentations.
7.4 Parameter Screening for Segmentation of Calvarial Tumors
In this section, a specialization of the general automatic parameter selection framework given in the
previous sections is proposed. Following changes in the work-flow (Fig. 7.3) have been done:
• Segmentations have been performed prior to the screening. This is a meaningful specialization
given the nature of the segmentation algorithm used. Namely, the algorithm operates with "suc-
cess" (i.e. starts propagation and converges around the edges without filling the entire image) in
a limited parameter space that could be defined prior to the screening. Furthermore, a discrete
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Table 7.1: Spatial overlaps (DSC) for different validation procedures. S1 is an STAPLE procedure
with a priori probability set to 0.5; S2 is an STAPLE with a priori probability manually set
to the correct one. In the cases where S1 had DSC = 1.0 it was no need to validate S2 as
well.
Method χ2 S1 S2 χ2+S
Noise 5%
10 raters 0.9999 1.0 - 1.0
3 raters 0.9955 1.0 - 1.0
Structural (V = const)
7 raters 1.0 1.0 1.0 1.0
3 raters 1.0 0.8 1.0 1.0
Structural (V 6= const)
7 raters 1.0 0.9789 0.9789 1.0
3 raters 0.9205 0.9158 1.0 1.0
Structural + noise 5% (V 6= const)
7 raters 0.9891 0.9946 0.9949 0.9996
4 raters 0.8057 0.2027 0.8371 0.9625
3 raters 0.2713 0.2713 0.2713 0.2713
nature of images and PDE computation for level sets propagation impose smooth changes of
the shapes between two parameter sets. Therefore, a resolution decrease in the parameter space
cannot find hidden accuracy maxima.
• Shape update has not been used. In general, the shape update is used to speed up the level
set propagation but initializing it close to the expected borders. In the case of calvarial tumors,
due to the variability of tissues, structures adjacent to the tumor borders have similar values
of belief map and/or gradient. Therefore, the stopping area around the border is narrow and
re-initialization with the same shape might cause over-segmentations.
7.4.1 Quality Assessment and Parameters Update
For this study, a quality assessment could be performed using one or more statistical validation met-
rics (see Chapter 4). As discussed in Chapter 5, variability of the appearance does not allow shape
restrictions (as in ABDUL-KARIM ET AL. [2005]).
Since calvarial tumors are not deep seeded in the brain, under-segmentation is highly critical, lead-
ing to a post operative recurrence. Slight over-segmentation is less problematic, if there are no sensitive
structures in a vicinity of the tumor. Therefore, C-Factor is selected as an optimal validation metrics
able to distinguish between an over and under-segmentation. Experiments have been performed with
DSC as quality measure, as well.
Whereas the parameters update with DSC is trivial, i.e. rejected are those parameter sets with the
smallest spatial overlap, in case of C-Factor, both positive and negative component can be considered.
Some possible strategies for parameter selection in case of calvarial tumor segmentation are given in
Fig. 7.3. First strategy, selection of parameters without considering the sign (N− = N+) is similar to
the quality assessment with DSC and is expected to yield the similar results, based on the conclusions
from section 4.3.4. Since in the case of calvarial tumor segmentation, sensitivity is more important
than specificity, strategies that give an advantage to the positive C-Factors are aspiring. Here, a de-
cision is made to reject all parameter sets that have negative values. The reason for this decision is
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Figure 7.3: Possible strategies for the selection of parameter sets using C-Factor; N− represents a
number of parameter sets performing with a negative C-Factor that are selected for further
consideration; N+ represents a number of parameter sets performing with a positive C-
Factor that are selected for further consideration
twofold. First, the objective of segmentation favors the sensitivity. Second, the nature of the refer-
ence segmentation computation imposes a strong condition for an image element to be labeled as the
tumor. Therefore, it is beneficial to have a high agreement at the border voxels. Full algorithm de-
scription is given in Algorithm 7.1. Critical numbers three and six have been selected due to the fact
that only above three elements, a meaningful statistics and subsequently reference segmentation could
be derived. The results of the procedure are: three optimal parameter sets and their rating and the
best practice estimation (BPE), a reference segmentation computed from the optimal segmentation
results.
7.5 Results
7.5.1 Materials
The segmentation results presented in Chapter 6 have been used as an initial set for the parameter
screening experiments. Five representative data sets have been used in this study (A,B,D,E,J)1.
The number of parameters that can be optimized (i.e. the number of segmentation results that could
be used for the screening) exceeds the computational resources of a desktop computer. Following
fifteen parameters appear in the segmentation process:
1. Belief map generation:
1.1. Bounds of the intensity re-scaling (two parameters)
2. Gradient map generation:
2.1. Bounds of the first sigmoid (two parameters)
2.2. Sigma in GMG
2.3. Constant in negative exponential filter
2.4. Bounds of the second sigmoid and output range (four parameters)
3. Level set propagation:
3.1. Propagation scaling (α)
3.2. Advection scaling (β )
1These results are in part published in POPOVIC ET AL. [2006c]
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Algorithm 7.1: Parameter selection algorithm
Data: Set of N segmentation results with associated parameters: S = {Sθi}
Result: Three optimal parameter sets and their ratings
Result: BPE
while Set S has more than three elements do
compute reference segmentation;
compute C-Factors for the set S;
if Set S has more than six elements then
sort C-Factors in ascending order;
if All C-Factors have the same sign then
remove lower half of the set S;
else
remove elements from with S with negative C-Factor;
if Number of elements with positive C-Factor is larger than six then
remove half of the remaining elements;
end
end
end
end
3.3. Curvature scaling (γ)
3.4. Belief map scaling (δ )
4. Level set computation:
4.1. Time step
4.2. Number of iterations
In order to simplify the model, empirical values for some parameters are assumed. The bounds for
the intensity re-scaling have been set to [−1,1]. Taking the considerations from Chapter 5, the first
sigmoid bounds have been set to 85/20, i.e. at the first peak in the distribution modeling. Constants
in the negative exponential and the bounds of the second sigmoid have been empirically set to 0.3
and 0.95/0.05, respectively. Belief map scaling has been set to one since the intensity re-scaling is
already introducing a balance between the gradients and the prior information. The implementation
of level set propagation has been taken from ITK library [IBANEZ ET AL. 2006], assuming the global
computation restrictions imposed by the ITK. Finally, three major parameters, i.e. level set propagation
terms coefficients have been used in the screening process (θ = [α,β ,γ]).
7.5.2 Validation
The validation objective is to determine whether the screening method gives plausible results con-
cerning the quality of the segmentation outcome. The procedure does not guarantee to reach either
global nor local maximum, it ensures an optimization of the correspondence among decisions made
by the algorithm associated with different parameter sets. Three optimal parameters as selected by
the automatic procedure and the optimal parameter set as validated with the manual ground truth are
given in Table 7.2. As already discussed, the procedure is not capable to find the best parameter set,
but performs close to the optimum. The distribution of C-Factors per data set as well as the BPE for
each patient is shown in Fig. 7.5. The obtained results confirm the notion that a complex nature of
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Figure 7.4: Boxplot (min-1st quartile - median - 3rd quartile - max) of DSC analysis for segmented
datasets and best practice estimation (BPE)
the segmentation algorithms does not allow presumption that the best correspondence is at the same
time the optimal solution. Furthermore, a validation with the manually segmented ground truth is am-
biguous since the mutual overlap between the raters and the automatic segmentation algorithm are in
the same range. Therefore, the "optimal" parameters as selected with a manual segmentation are not
necessary the best (discussed in more detail in section 6.3.2). The same effect has been observed if the
optimization is performed using DSC (Fig. 7.4).
Exemplary slices for data set B is given in Fig. 7.6. Data set B has a particulary narrow parameter
space in which the algorithm converges. Such a parameter space results in similar segmentation results.
It is noticeable that both DSC and C-Factor based screening yields the same final parameter set and
the same BPE. Second reason for this behavior is the fact that a vast majority of C-Factor values for
dataset B are positive. The negative values are rejected by both optimizations approaches.
An exemplary slice for datasets D and J are given in Fig. 7.7 and Fig. 7.8. In both cases, a better
coverage of the tumor area by the BPE optimized with C-Factor is shown. As discussed in Chapter 4, C-
Factor is more discriminative than DSC, both considering the sign and the absolute value. For the data
set J, an over-segmentation in the bone has been detected, in contrast to a fairly good segmentation in
the soft tissue. The bony part of the tumor residing above the main tumor part is less critical regarding
an over-segmentation since it will be removed to gain the access to the tumor.
7.6 Conclusions
Based on the achieved results, the guidelines for the practical application of the proposed method for
the segmentation of calvarial tumors are the following:
• A wide initial parameter range has to be defined to avoid a local maximum.
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Figure 7.5: Boxplot (min-1st quartile - median - 3rd quartile - max) of C-Factor analysis for segmented
datasets (same as in Fig. 6.24) and best practice estimation (BPE)
Table 7.2: Optimal parameter sets as selected by automatic procedure and the optimal parameter set
as validated with manual segmentation
Patient Automatic Manual
Parameters C-Factor Parameters C-Factor
[1.5,2.0,1.0] 0.395
A [2.5,3.0,1.0] 0.398 [1.5,4.0,1.0] 0.395
[2.5,4.0,1.0] 0.416
[1.6,2.0,1.0] 0.217
B [2.5,2.0,1.0] 0.224 [2.9,1.0,1.0] 0.213
[2.9,2.0,1.0] 0.243
[3.0,0.2,1.0] 0.133
D [4.0,1.0,0.0] 0.134 [3.0,1.0,1.0] 0.128
[2.6,2.0,1.0] 0.139
[10,10,1.0] 0.133
E [12,12,1.0] 0.133 [7.0,7.0,1.0] 0.131
[13,13,1.0] 0.134
[7.0,9.0,1.0] 0.146
J [7.0,8.0,1.0] 0.147 [5.0,7.0,1.0] 0.143
[9.0,9.0,1.0] 0.145
• Both BPE and segmentation results, rated by the automatic assessment of their performance
should be presented to the expert user. Thus, the user is relieved of the interactive parameter
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setting and is expected to give a visual assessment of the quality of the automatic segmentations.
In this case, the design of the visualization interface is a sensitive aspect and should undergo a
user oriented validation procedure.
In the cases where the initial parameter range is too wide for a real time computation, the feedback
stage of the method could include the segmentation stage as well. The further work might focus on
the enhancement of the screening procedure with an improved search in the parameter space. This
extension could be used for a fine tuning of the parameters by an iterative increase of the resolution in
the parameter space and for an optimization of the computation time.
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Figure 7.6: Patient B: Exemplary slices of optimal segmentations. (A) Manual segmentation (B) BPE
with C-Factor (C) BPE with DSC (D-F) three optimal segmentations with C-Factor
A B C D E F
Figure 7.7: Patient D: Exemplary slices of optimal segmentations. (A) Manual segmentation (B) BPE
with C-Factor (C) BPE with DSC (D-F) three optimal segmentations with C-Factor
A B C D E F
Figure 7.8: Patient B: Exemplary slices of optimal segmentations. (A) Manual segmentation (B) BPE
with C-Factor (C) BPE with DSC (D-F) three optimal segmentations with C-Factor
8 Practical Considerations for System Integration
8.1 Concept
The system for the segmentation of calvarial tumors proposed in this work consists of three modules:
training, segmentation, and parameter optimization (Fig. 8.1). Whereas the training could be consid-
ered as a black box from the users viewpoint, the other two modules require a careful analysis of their
features and interfaces if they are to be integrated in a user-oriented product.
The main requirement for user-inputs in medical image segmentation is that they have to be intuitive
for medical users. Based on the work by OLABARRIAGA [1999], OLABARRIAGA AND SMEULDERS
[2001] two types of the user-inputs in medical image segmentation could be defined:
• Setting of parameters is the most complex operation requiring an extensive knowledge about
the algorithm behavior.
• Pictorial input is the most intuitive operation. The user is asked to delineate borders of an
object, place seed points inside the objects, etc. The input is performed on the grey-scale im-
age. Therefore, it is important to provide a sufficient amount of details (e.g. proper CT image
windowing, etc.)
OLABARRIAGA AND SMEULDERS [2001] define a third type of user interaction: Choosing from a
menu. Here, the aforementioned classification has been used, since ’Choosing from a menu’ could be
understood as a method of implementation of parameter selection, rather than a new input type.
The total number of parameters in the segmentation algorithm presented in Chapter 6 is fifteen. With
the theoretical and computational considerations from section 7.5.1 this number might be reduced to
three main parameters of the level set propagation. In Chapter 7, a method to automate the parameter
screening process is proposed. However, it requires an initialization (an initial parameter set) and a
selection of a rejection strategy (importance of positive/negative C-Factors). A full automatization
of the segmentation procedure might be achieved by initializing a starting parameter set with the
following values (discussed in Chapter 6): α ∈ [1,10], β ∈ [1,10], γ ∈ [0,2]. In the experiments
performed for the validation of the segmentation results, for all ten datasets, the optimum1 has been
found within this range. Due to the infinite number of parameter combinations, and questionable
validity of the gold standard, it cannot be claimed that this range is de facto the best one.
8.2 Accuracy
The accuracy analysis of the segmentation algorithm is given in Chapters 6 and 7. It has been shown
that the segmentation work-flow performs similar to the inter-expert variability. Here, a practical
discussion concerning the clinical feasibility is performed.
If the parameter screening is done, using the rejection strategy as proposed in section 7.4.1, an
over-segmentation in bone might be observed. This kind of error is less critical, since the bone above
the tumor is removed in a micro-milling procedure, as explained in section 2.3.2. Conventionally, a
1The best segmentation according to the manual delineations.
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Figure 8.1: Flow chart of the final algorithmic model. Nt is a total number of iterations, i.e. the total
number of parameter sets defined prior to execution.
surgeon plans a safety offset (about 1-3mm) around the segmented tumor to ensure the full removal of
the tumor [ENGELHARDT ET AL. 2006].
Both image processing and optimization algorithms allow us to offer the user not one segmentation
result only, but a selection of different algorithms. Three optimal segmentation and the best practice
estimation can be presented to the surgeon. Furthermore, a sort of a probability map generated from
the offered segmentations might be useful for the final decision. An approach to select the final seg-
mentation result from a set of automatic segmentation is shown in Fig. 8.2. The user can choose (e.g.
with a slider) an amount of correspondence between automatic algorithms based on the color coding
of the probability. This trivial enhancement might be combined with additional tools for interactive
editing of the borders (e.g. random walks [GRADY ET AL. 2005]) to improve the accuracy of the
method and prepare it for a clinical application.
8.3 Reproducibility
Reproducibility of the proposed method depends on the variation of the initial input given by the user.
Owed to the automatic parameter selection, the only user input needed is a selection of the initial
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Figure 8.2: An approach to select the final segmentation result from a set of automatic segmentation.
The user can choose (e.g. with a slider) an amount of correspondence between automatic
algorithms based on the color coding of the probability.
seed points. In section 6.2.2.5, methods to automatize seed points generation have been presented.
However, the methods have not been used in this work for the following reasons:
• A selection of seed points is a medically intuitive process. A practising surgeon or radiologist
copes with detection or outlining problems in the medical images on the daily basis, especially
if a navigation system is often used. The seed point(s) selection process lasts few seconds.
Therefore, there is no need for the automatization.
• An automatization of the initialization takes the total control of the process whereas the goal of
this work is to keep the surgeon in the segmentation loop.
• As shown in Chapter 5, both automatic approaches (calvarial thickness analysis and thresholding
of the belief map) suffer of an inadequate specificity. It is to expect that a surgeon performs a
better initial detection.
8.3.1 Influence of User Interaction on the Reproducibility
Level set image segmentation algorithms are initialized with a starting level set function (Ψ(~x, t = 0)).
The function has been generated by taking the seed point(s), building a constant sphere2 around them,
and growing a distance map with a constant level set process (F(~x) = 1).
Different numbers and positions of the seed points have been manually selected within the object.
The segmentation results have been validated using the same procedures as in Chapters 4, 6, and 7.
Figure 8.4 gives the C-Factor measures for two datasets with variable a number of seed points. In
each iteration, a new seed point is added. The algorithm performance (C-Factor and DSC) was oscil-
lating with the amplitude of about 10% around the mean without an observable pattern, i.e. without a
trivial correspondence between the number of points and the quality of the segmentation outcome.
Selection of a seed point outside the object yielded no convergence in the segmentation, due to
the speed function design. Therefore, the following user guidelines could be given for the seed point
initialization:
• Seed point) have to be selected approximately in the middle of the tumor.
• Both seed point and the associated initial sphere has to be inside a tumor.
• Number of points is selectable by the user, however, it is desired to have at least two points:
within the soft and bony tissue.
2Radius empirically set to three
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Figure 8.3: Generation of the initial level set (Ψ(~x, t = 0)). The user selects the seed points and a
constant sphere (red) is built around them. The distance map has been grown with with a
constant level set process (F(~x) = 1).
8.4 Time Efficiency
All experiments presented in this work have been performed on a desktop computer (Pentium®CPU
3.20 GHz, 1GB RAM) running under Microsoft®Windows®XPT M. The computation time of a level
set propagation has been between 10-20s for a small tumor (e.g. F) up to approximately two minutes
for a very large tumor (e.g. I). If a parameter optimization is performed according to the guidelines as
defined in section 8.1, with different sampling rates for the propagation (sp), advection (sa), and curva-
ture term (sc), the total time (tt) for the generation of the entire segmentation pool for the optimization
is:
tt = ta · 10sp ·
10
sa
·
3
sc
, (8.1)
where ta is the execution time of a single level set propagation. Obviously, the computation time
increases exponentially with the sampling rates, i.e. with a refinement in the parameter space. In case
of a small tumor, segmentations for the entire parameter space with all sampling rates equal to one
would take about 50 minutes, whereas in the case of a large tumor, it would take about 300 minutes.
A perspective to decrease the computation time is to optimize the level sets numerical implementa-
tion (e.g. GPU-based computation [LEFOHN ET AL. 2004]), parallelize the segmentation processes,
and optimize operating system. Those improvements are out of scope of this work.
The amount of time needed for the user interaction can be determined after the system integration
and a user-oriented validation study. However, as demonstrated in section 8.3, initialization of the al-
gorithm could be done by one or more mouse-clicks within the tumor, which significantly outperforms
manual segmentations, lasting between 15 and 60 minutes.
8.5 Software Architecture
As a basis for the software architecture used for implementation of the algorithms, an open source
library "National Library of Medicine Insight Segmentation and Registration Toolkit" (ITK) is used.
ITK is a platform independent collection of pre-compiled libraries and associated C++ template classes
handling data structures and algorithms. Therefore, the ITK classes can be either directly linked to an
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Figure 8.4: Robustness of the segmentation with variable seed point number. Notice that C-Factor is
uncalibrated measure and cannot be used to compare across the patients.
application or an additional interface library can be used. In this work, the second solution has been
chosen for the following reasons:
• The interface library encapsulates implementation (both execution and data handling). There-
fore, a developer must not know the complex ITK architecture.
• New methods implemented in the library are easier to maintain.
• The interface library reduces the amount of data needed in the application software.
• With the interface library, the ITK does not have be installed in order to develop the application
software.
Figure 8.5 gives an overview of the software architecture and the interfaces between the library, the
ITK, and the Graphical User Interface (GUI). The interface library captures filter procedures from
the ITK and offers simplified execution calls from the GUI. The GUI used in this work is a test
environment with options to invoke and cascade the filters, visualize images and results, provide image
information (size, spacing, etc) and perform low-level user interaction (e.g. seed point selection).
In order to integrate the proposed segmentation method in a medical application software, the inter-
face library has to be linked in a medical user-oriented GUI, taking into consideration guidelines from
the previous sections and issues concerning ergonomics and usability.
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9 Conclusions and Outlook
9.1 Conclusions
The main contributions of this thesis are:
1. A novel knowledge-based level sets method for the segmentation of calvarial tumors has been
proposed. The algorithm utilizes a statistical intensity analysis framework (discussed in Chap-
ter 5) to guide the level set propagation according to a belief map generated using a priori
knowledge about the intensity distribution within the tumor, gathered from the training set. It
has been demonstrated that the beneficial features of the implicit surface representation, com-
bined with image and knowledge terms are capable to achieve accuracies in the range of the
inter-observer variability of the manual expert segmentations.
2. A novel statistical validation metric (C-Factor) measuring the accuracy of a segmentation result
in comparison with the reference segmentation has been proposed. It has been proven that the
C-Factor is consistent with however superior to some standard metrics concerning both bias
and discriminancy (section 4.3.4). The major benefit of the proposed metric is its capability to
distinguish between under and over-segmentations.
3. An screening method to automate the image segmentation process and reduce the amount of
time and complexity of the user interaction in medical image processing systems has been pro-
posed. It has been shown that for complex segmentation problems, such as calvarial tumor
segmentation, a generalized optimization of the algorithm parameters on a training data set is
not feasible, due to a high inter-individual variability. The method proposed for a computa-
tion of the best practice reference segmentation has shown a better performance in comparison
with other algorithms. It has been demonstrated that the optimization cannot guarantee the ei-
ther global nor local maximum but is able to reject inadequate segmentation results using the
C-Factor as a validation metric.
An analysis of the appearance of the calvarial tumors in the CT images has been performed in Chap-
ter 5. Several intensity models have been proposed and compared using a statistical validation tool.
Those models have been further analyzed concerning their impact on the segmentation. In conclusion,
the Gaussian Mixture Model with three classes representing the soft tissue, trabecular/osteolysed bone,
and cortical/ossified bone is proven to be the most efficient.
Shape analysis and modeling have not offered reliable models that can be used in the segmentation
process, due to a strong shape variability across the training set. However, the shape analysis has
strongly indicated that it may be used in a diagnostic tool since the shapes features are closely related
to the nature of a tumor. For instance, a significant difference in compactness has been observed for
tumors with a sphere-like shape (benign) and tumors of an irregular shape (malignant). A larger set of
training images would lead to more conclusive results.
The accuracy analysis of the segmentation results has shown that the performance of the algorithm
is comparable to the variability between expert segmentations. In Chapter 8, an approach to improve
the accuracy using a user-oriented interactive selection of the optimal solutions from an automatic
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parameter screening (Chapter 7) is given. The algorithm has shown a good reproducibility against the
variable manual initialization (seed points).
Chapter 8 offers some practical considerations for the integration of the proposed methods into a
clinically-oriented segmentation framework. For a successful integration, a validation on the larger set
of clinical cases and a user-oriented evaluation study are essential.
9.2 Outlook
9.2.1 Modeling
As discussed in Chapter 5, modeling with Gaussian distributions does not yield a significant Kolmogorov-
Smirnov fit. A research prospective would be to perform a study of different, less common, distribution
functions. Computed Tomography images are loaded with noise with, to some extent, known phys-
ical properties. Therefore, a separate modeling of noise (e.g. Poisson distribution) might lead to a
refinement of the model (e.g. [HASSOUNA ET AL. 2006]). The Expectation-Maximization algorithm
used for the training of models has numerous drawbacks considering both performance and initializa-
tion. An unsupervised method, able to optimize the number of classes, such as the one proposed by
FIGUEIREDO AND JAIN [2002], might overcome these problems.
The shape features analyzed in Chapter 5 have indicated that they might be used as guiding features
for a computer aided diagnosis of calvarial lesions. ARANA ET AL. [2004] have proposed a framework
for diagnosis of calvarial metastases using radiological features, neural networks and logistic regres-
sion. The method relies on the subjective beliefs of radiologists about the tumor features. A computer
aided diagnostic tool might benefit from the computational models and findings presented in this work.
Rather than using questionnaires, quantitative shape and/or intensity measures could be utilized in an
unsupervised machine learning and data mining algorithm.
9.2.2 Segmentation
The level set algorithm proposed in this thesis propagates under a region independent velocity field. An
improvement prospective is to integrate the intensity model in the level set framework. The algorithm
could attempt to find a final surface with an intensity distribution featuring the best statistical fit to the
a priori model.
An improvement of the belief map generation might be achieved if a semantic information about
the relation between the skull and the tumor is used. For example, a distance map, showing the closest
distance from the skull in each voxel, can be used for weighting of the belief map in order increase the
possibility of the tumor closer to the skull borders.
The framework could be further extended with a texture-based propagation term. Texture analysis
using the local binary pattern [MAENPAA AND PIETIKAINEN 2005] has not shown a significant texture
difference between the tumorous and healthy tissue. However, first experiments using Hidden Markov
Tree modeling of the Haar wavelet coefficient (e.g. CHOI AND BARANIUK [2001]) have indicated
that the texture might be used for an initial classification or as a belief term MORTADA [2007], since
it result in a probability map.
Generation of the image feature map using a combination of a sigmoid, Gaussian smoothed gra-
dients, and a negative exponential, has a potential for improvement. More advanced edge detection
approaches, such as multi-scale edge detection [TREMBLAIS AND AUGEREAU 2004] or edge flow
[MA AND MANJUNATH 2000] could be used.
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9.2.3 Parameter Optimization
Further work in the area of automatic parameter screening might focus on the enhancement of the
optimization procedure with a less trivial search in the parameter space. This extension could be used
for a fine tuning of the parameters by an iterative increase of the resolution in the parameter space and
for an optimization of the computation time.
In this thesis the basic STAPLE algorithm has been used. An improvement of the outcome might be
achieved if the Markov random field spatial restrictions [WARFIELD AND WELLS 2004] are used. Fur-
thermore, both χ2 and STAPLE optimization are purely statistical methods. Using image features for
quality assessment in tumor segmentation is not a trivial task. However, as demonstrated in Chapter 5
some common characteristics are detectable and might offer a sound basis for the assessment.
9.2.4 Other Applications
The automatic parameter selection algorithm proposed in Chapter 7 is modular and invariant to the
segmentation algorithm used. Parameter set reject strategies have to be specified depending on the ap-
plication field and the segmentation goal. For example, if a volume is to be extracted for visualization
purposes, a balanced C-Factor reject strategy or DSC-based quality assessment are sufficient.
Transfer of the modeling and segmentation modules to other CT segmentation problems is trivial.
Calibration of the CT images, allows a direct modeling of the intensities. However, the modeling
approach has to be modified if a segmentation is performed on the MRI images, i.e. the images have
to be normalized (e.g. Kullaback-Leibler divergence [WEISENFELD AND WARFIELD 2004]). Due
to significantly smaller variabilities in the intensity distribution of healthy tissue (e.g. WANG ET AL.
[1998], SCHROETER ET AL. [1998], SATO ET AL. [2000]) or brain tumors (e.g. CLARK ET AL.
[1998]) in comparison with calvarial tumors, it is well-grounded to expect a better contrast in the
belief map and possibly more accurate segmentation results.
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A Origin of the C-Factor
The C-Factor has its origin in a binary decision tree splitting criterion [BREIMAN 1996]. Gini-split
minimizes impurities in training subset after the tree splitting. If an image segmentation is interpreted
as splitting of the original image into two classes (or child nodes in decision tree terminology), namely:
positive and negative instances, we can assume the notation from FLACH [2003]:
g = 1− ( T P ·FP
(T P+FP)2
+
T N ·FN
(T N+FN)2
), (A.1)
where g is the Gini-split.
The first term in Eq. A.1 ( T P·FP(T P+FP)2 ) represents a trade-off between false and true positives (i.e.
impurity of the positive child) while the second term ( T N·FN(T N+FN)2 ) represents a trade-off between false
and true negatives (i.e. impurity of the negative child). Notice that the skew insensitive Gini-split
FLACH [2003] is used.
From Theorems 1 and 2 we can compute:
FN = N · (1− p)pi, (A.2)
FP = N · (1−q)(1−pi). (A.3)
Substituting Eq. A.2 in Eq. 4.4:
θ = ppi +(1−q)(1−pi) (A.4)
Finally, substituting Theorems 1 and 2 and equations A.2, A.3, A.4 in Eq. A.1:
g = 1− (2 · p · (1−q)
p+(1−q) +
2 · (1− p) ·q
(1− p)+q ). (A.5)
According to the second requirement defined in section 4.3, term from Eq. A.5 is subtracted from
one and multiplied with the sign of p−q.

B STAPLE: EM Optimization
In this Appendix, E and M steps in STAPLE EM optimization are given. Notation and equations from
section 7.3.1.3 are used.
B.1 E-Step
From the Bayes rule, the joint probability of the ground truth (G) and segmentation results (S) could
be computed as follows:
f (G|S, pk,qk) =
=
f (S|G, pk−1,qk−1) f (G)
∑
G′i
f (S|G, pk−1,qk−1) f (G′) =
=
∏
i
[∏
j
f (Si j|Gi, pk−1,qk−1)] f (Gi)
∏
i
[∑
G′i
∏
j
f (Si j|G′i, pk−1,qk−1)] f (G′i)
,
hence, optimization objective in a voxel can be computed taking voxelwise independence:
F(Si,Gi|pk−1,qk−1) =
∏
j
f (Si j|Gi, pk−1,qk−1) f (Gi)
∑
G′i
∏
j
f (Si j|G′i, pk−1,qk−1) f (G′i)
, (B.1)
where f (Gi) is the prior probability of Gi. If we split Eq. B.1 into two cases, namely Gi = 1 and
Gi = 0 we can compute α and β such as:
αki ≡ f (Gi = 1) ·∏
j
f (Si j|Gi = 1, pk,qk) (B.2)
= ∏
j,S j(~x)=1
pˆ j · ∏
j,S j(~x)=0
(1− pˆ j), (B.3)
and similarly:
β ki ≡ f (Gi = 0) ·∏
j
f (Si j|Gi = 1, pk,qk) (B.4)
= ∏
j,S j(~x)=0
qˆ j · ∏
j,S j(~x)=1
(1− qˆ j). (B.5)
Notice that final two optimization terms are the same as in Eq. 7.9.
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B.2 M-Step
From Eq. 7.7 we can compute, for each rater:
(pkj,q
k
j) = argmax
p j,q j
∑
i
E[ln f (Si j|Gi, p j,q j)|S, pk−1,qk−1] (B.6)
= argmax
p j,q j
∑
i
[W k−1i ln f (Si j|Gi = 0, p j,q j)+(1−W k−1i ) ln f (Si j|Gi = 1, p j,q j)] (B.7)
= argmax
p j,q j
[ ∑
i:Si j=1
W k−1i ln p j + ∑
i:Si j=1
(1−W k−1i ) ln(1−q j) (B.8)
+ ∑
i:Si j=0
W k−1i ln(1− p j)+ ∑
i:Si j=0
(1−W k−1i ) lnq j] (B.9)
If we differentiate the optimization objective in respect to p and q we obtain final optimization terms,
same as Eq. 7.12 and Eq. 7.13:
pˆ j =
∑
S j(~x)=1
Wˆ (~x)
∑
S j(~x)=1
Wˆ (~x)+ ∑
S j(~x)=0
Wˆ (~x)
(B.10)
qˆ j =
∑
S j(~x)=0
(1−Wˆ (~x))
∑
S j(~x)=1
(1−Wˆ (~x))+ ∑
S j(~x)=1
(1−Wˆ (~x)) . (B.11)
C Numerical Approximation of Level Set
Propagation
In this appendix, an example of numerical computation of the level set propagation is given.
In order to transfer the continuous version of general PDE of a level set propagation:
∂Ψ(~x, t)
∂ t
+F(~x) · |∇Ψ(~x, t)|= 0, (C.1)
in the domain of digital image processing, some general assumptions and approximations have to be
made. If the speed function F depends only on position and first derivatives of level set function,
Eq. C.1 belongs to the family of Hamilton-Jacobi equations:
α
∂Ψ
∂ t
+H(DΨ,~x) = 0, (C.2)
where:
H(DΨ,~x) = F |∇Ψ|− (1−α), α ∈ {0,1}, (C.3)
where DΨ are the partial derivatives of Ψ in each direction. In case of a digital image, derivatives are
computed in each pixel1 of the image, i.e.{i, j}. A following scheme is assumed:
D+xi, j =
Ψi+1, j−Ψi, j
∆x
, (C.4)
D−xi, j =
Ψi, j−Ψi−1, j
∆x
, (C.5)
D+yi, j =
Ψi, j+1−Ψi, j
∆x
, (C.6)
D−yi, j =
Ψi, j−Ψi, j−1
∆x
. (C.7)
Here, a scheme for a convex speed function, resulting in a convex Hamiltonian as proposed by
SETHIAN [1996] is given. Equation C.1 is approximated as follows:
Ψn+1i, j = Ψ
n
i, j− [max(Fi, j,0)∇++min(Fi, j,0)∇−]δ t, (C.8)
where:
∇+ =
√
max(D−xi, j Ψ,0)2+min(D
+x
i, j Ψ,0)2+max(D
−y
i, j Ψ,0)2+min(D
+y
i, j Ψ,0)2, (C.9)
∇− =
√
max(D+xi, j Ψ,0)2+min(D
−x
i, j Ψ,0)2+max(D
+y
i, j Ψ,0)2+min(D
−y
i, j Ψ,0)2 (C.10)
To compute the normal vector in a pixel (ni, j) one-sided difference approximations to the unit normal
in each possible direction is formed. All four limiting normals are averaged to produce the approximate
1For the simplicity, a two dimensional image is assumed
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normal at the corner. Thus:
n∗i, j =
(D+xi, j ,D
+y
i, j )[
(D+xi, j )2+(D
+y
i, j )2
] 1
2
+
(D+xi, j ,D
−y
i, j )[
(D+xi, j )2+(D
−y
i, j )2
] 1
2
(C.11)
+
(D−xi, j ,D
+y
i, j )[
(D−xi, j )2+(D
+y
i, j )2
] 1
2
+
(D−xi, j ,D
−y
i, j )[
(D−xi, j )2+(D
−y
i, j )2
] 1
2
(C.12)
Final result has to be normalized:
ni, j =
n∗i, j
|n∗i, j|
. (C.13)
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