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GEORGIA INSTITUTE OF TECHNOLOGY 
SCHOOL OF ELECTRICAL ENGINEERING 
ATLANTA, GEORGIA 30332 
TELEPHONE: (404 ) 894-2907 September 22, 1982 
Dr. James C. Aller 
Program Director for Quantum 
Electronics, Waves and Beams 
National Science Foundation 
Washington, DC 20550 
SUBJECT: Annual Progress Report for NSF Grant No. ECS-8105483 
"A Study of Planar Dielectric Grating Couplers" 
(Covering 1 July 1981 to 30 June 1982) 
Dear Dr. Aller: 
Significant progress has been made during the first year of the above re-
search grant. 
For the first time, a state variable approach from linear system theory has 
been applied by us to solve the exact electromagnetic boundary value problem as-
sociated with general slanted planar grating diffraction. This has been done in 
rigorously and has resulted in a method of solution easily implemented and with-
out approximations. With this very powerful and exact method of analysis, which 
is applicable to TE and TM polarizations, to lossy and to mixed gratings, pre- 
viously used approximations have been evaluated for the first time. This new 
method has been duplicated in several universities, government laboratories, and 
in high technology companies. These results are reported in: 
Moharam, M. G. and Gaylord, T. K., "Rigorous coupled-
wave analysis of planar gratings," J. Opt. Soc. Am., 
vol. 71, pp. 811-818, July 1981. 
Moharam, M. G. and Gaylord, T. K., "Coupled-wave 
analysis of reflection gratings," Applied Optics, vol. 
20, pp. 240-244, January 1981. 
A new chain-matrix based method to analyze arbitrary-thickness pure reflec-
tion gratings has been developed. For the first time, this exact, rigorous, and 
simple method has been used to analyze lossy pure reflection gratings with non-
sinusoidal modulation for both TE and TM polarizations. This work is reported in: 
Moharam, M. G. and Gaylord, T. K., "Rigorous chain 
matrix analysis of arbitrary-thickness dielectric 
reflection gratings," J. Opt. Soc. Am., vol. 72, 
pp. 187-190, February 1982. 
A UNIT OF THE UNIVERSITY SYSTEM OF GEORGIA 
AN EQUAL EDUCATION AND EMPLOYMENT OPPORTUNITY INSTITUTION 
For the first time surface-relief grating has been rigorously analyzed 
using a coupled-wave approach. The exact method allows the evaluation of the 
various approximations used in previous work. Surface-relief type gratings 
are of great interest in quantum electronics, spectroscopy, holography and 
integrated-optics. This work is reported in: 
Moharam, M. G. and Gaylord, T. K., "Diffraction 
analysis of dielectric surface-relief gratings," 
J. Opt. Soc. Am., vol. 72, pp. 000-000, October 
1982. 
As a result of our research work an invited paper reviewing the different 
theories used to analyze diffraction gratings and a second paper clarifying 
the different terminologies used in grating diffraction have been published. 
This work is reported in: 
Gaylord, T. K. and Moharam, M. G., "Planar di- 
electric grating diffraction theories," Applied  
Physics B, vol. 28, pp. 1-14, May 1982. (invited) 
Gaylord, T. K. and Moharam, M. G., "Thin and 
Thick gratings: terminology clarification," Ap-
plied Optics, vol. 20, pp. 3271-3273, October 
1981. 
We are continuing investigating planar and surface grating diffraction for 
application to beam-couplers. Our plans for the next year are to study the 
coupling characteristics and performance of grating--couplers. 
If additional information is needed, please contact me and I will supply it 
to you. Your support is deeply appreciated. Thank you. 
Sincerely, 
M. G. ,,Me aram 
Assiglant Professor 
MGM:sys 
Enclosures: Two copies each of above cited papers. 
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Rigorous coupled-wave analysis of planar-grating diffraction 
M. G. Moharam and T. K. Gaylord 
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 
Received July 7, 1980; revised manuscript received February 18, 1981 
A rigorous coupled-wave approach is used to analyze diffraction by general planar gratings bounded by two differ-
ent media. The grating fringes may have any orientation (slanted or unslanted) with respect to the grating sur-
faces. The analysis is based on a state-variables representation and results in a unifying, easily computer-imple-
mentable matrix formulation of the general planar-grating diffraction problem. Accurate diffraction characteris-
tics are presented for the first time to the authors' knowledge for general slanted gratings. This present rigorous 
formulation is compared with rigorous modal theory, approximate two-wave modal theory, approximate multiwave 
coupled-wave theory, and approximate two-wave coupled-wave theory. Typical errors in the diffraction character-
istics introduced by these various approximate theories are evaluated for transmission, slanted, and reflection grat-
ings. Inclusion of higher-order waves in a theory is important for obtaining accurate predictions when forward-dif-
fracted orders are dominant (transmission-grating behavior). Conversely, when backward-diffracted orders domi-
nate (reflection-grating behavior), second derivatives of the field amplitudes and boundary diffraction need to be 
included to produce accurate results. 
1. INTRODUCTION 
The diffraction of electromagnetic waves by planar gratings 
has been extensively studied in recent years. These periodic 
structures have applications in several diverse areas, such as 
acousto-optics, integrated optics, holography, and spectros-
copy. Several different techniques have been used to analyze 
the diffraction of electromagnetic waves by spatially modu-
lated media. The most common of these methods are the 
coupled-wave approach 1-7 and the modal approach 8-17  Both 
of these approaches are capable of being formulated in a rig-
orous manner without approximations. As such they have 
been shown to be exact and equivalent. 18 However, until the 
present work, accurate calculations have been rather difficult 
and time consuming. This paper presents a straightforward 
rigorous coupled-wave analysis that is easily implemented on 
a computer. The method of solution is based on a state-space 
representation of the governing set of differential equa-
tions. 
The coupled-wave approach has long been known to offer 
superior physical insight into wave-diffraction phenomena, 
and it frequently yields simple analytical results in limiting 
cases. In this approach several assumptions typically are 
made in order to obtain solutions. These approximations are 
(1) neglecting boundary diffraction, 1-5,7 (2) neglecting the 
second derivatives of the field amplitudes, 1 •5,7 and (3) re-
taining only one diffracted wave 1,2,4,6  (in addition to the 
transmitted wave). The first two of these approximations are 
interconnecteg and cannot be separated for the case of a 
planar grating. The full modal approach is a rigorous exact 
analysis, but solutions have been published only for the un-
slanted pure transmission case in which the grating vector is 
parallel to the grating surface. Several authors have at-
tempted to analyze general slanted gratings. Kogelnik 4 and 
Magnusson and Gaylord 7 applied the coupled-wave approach, 
with various assumptions discussed above, to this problem. 
Clearly these analyses are not exact, and in some cases they 
give obviously incorrect results because of the use of these 
approximations. Bergstein and Kermisch 12 applied the 
modal approach to slanted gratings, but they assumed a 
two-wave regime to obtain solutions. Chu and Kong 17 have 
also presented a generalized modal approach formulation for 
the general slanted-gratings case. However, they did not 
present any calculated results for general slanted gratings 
because the formulation for slanted gratings in the modal 
approach results in a complicated transcendental relationship 
that may be difficult to solve in general. This paper presents, 
for the first time to the authors' knowledge, accurate dif-
fraction results for slanted gratings. 
By using the straightforward rigorous method of analysis 
presented in this paper, it is a simple matter to analyze the 
precise effect of using the various approximations mentioned 
above. The effect of neglecting boundary diffraction and 
second derivatives of field amplitudes is studied by comparing 
the present theory with multiwave coupled-wave theory. 7 
 The effect of neglecting higher-order waves (retaining only 
one diffracted wave) is analyzed by comparing the present 
theory and the two-wave modal theory. 12 The combined ef-
fect of these approximations is studied by comparing the 
present theory with the two-wave coupled-wave theory. 4 
 These three errors are calculated and presented for the first 
time for several typical transmission, reflection, and general 
planar gratings. 
The rigorous coupled-wave approach presented here ana-
lyzes the diffraction of an electromagnetic plane wave incident 
obliquely at a planar grating bounded by two different media. 
In general, these gratings simultaneously exhibit both trans-
mission and reflection behavior, as indicated by the for-
ward-diffracted a:nd backward-diffracted waves shown in Fig. 
1. This analysis is applicable (1) to holographic gratings in 
air or other media (e l = E3 	E2), (2) to acousto-optic gratings 
within a medium 	= e 3 = €2), and (3) to grating couplers such 
as are used in integrated optics (ci 	E2 	E3 	El). 
Reprinted from Journal of the Optical Society of America, 
Vol. 71, page 811,  July, 1981  
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Fig. 1. Geometry for planar-grating diffraction. 
2. THEORY 
As in most of the work previously cited, the problem under 
consideration is the diffraction of an obliquely incident plane 
wave on a lossless (pure phase) sinusoidal grating with the 
incident wave polarized perpendicular to the plane of inci-
dence (H mode). Therefore the electric field will have only 
one component (in the y direction of Fig. 1). The relative 
permittivity in the modulated region (0 < z < d) is 
E(X,Z) = E2 	AE cos [K (x sinct. + z cos 0)1, 	(1) 
where E 2 is the average dielectric constant, AE is the amplitude 
of the sinusoidal relative permittivity, 4, is the grating slant 
angle, and K = 2r/A, where A is the grating period. The di-
electric constant in the unmodulated regions (z < 0 and z > 
d) is el and C3, respectively. It is assumed that each of the 
three regions has the permeability of free space. 
The general approach to the planar-grating problem in-
volves finding a solution of the wave equation in each of the 
three regions and then matching the tangential electric and 
magnetic fields at the two interfaces (z = 0 and z = d) to de-
termine the unknown constants (resulting from solving the 
differential-wave equation). In region 1, backward-diffracted 
waves exist. In general, these waves are produced both by 
diffraction from within the grating volume (bulk diffraction) 
and by diffraction from the periodic boundary at z = 0 
(boundary diffraction). These diffraction processes produce 
a spectrum of plane waves traveling back into region 1 (z < 
0). The normalized wave amplitudes in region 1 may be ex-
pressed ass-10 
E1 = exP[ —i(Oox + Eioz)] + E R, exp[— j(0,x —Fitz){,  (2) 
where i3i = h1 sin 0 — iK sin 4,  for any integer i (the wave  
index); Eii2 = k i 2 	01 2 for  / = 1, 3 (the region index); ki = 
27rE/ 1 /2/X for 1 = 1, 2, 3; X is the free-space wavelength; j = 
(-1) 1/2 ; 0 is the angle of incidence in region 1; and R, is the 
normalized amplitude of the ith reflected wave and is to be 
determined from the matching of the electric and magnetic 
fields. In region 3 (z > d) the spectrum of transmitted plane 
waves may be expressed as 16,17 
E3 = ETi expl —j[13ix + 31(z - d)1}, 	(3) 
where Ti is the normalized amplitude of the ith transmitted 
wave to be determined from the field matching. In region 2, 
the modulated region (0 < z < d), the electric field may be 
expressed as 
E2 = E •C'i(z) exp[ —j(j3ix + 
	
(4) 
where S2i = k 2 cos 0' — iK cos 4,, 6' is the angle of refraction 
inside the modulated region, and ,(z) is the normalized 
amplitude of the ith wave field at any point within the mod-
ulated region. For a given value of i, the wave field inside the 
grating is not a simple plane wave. It may be expressed as a 
superposition of an infinite number of plane waves (inherent 
in the coupled-wave formulation). This superposition in-
cludes forward-traveling waves (components in +z direction) 
and corresponding backward-traveling waves (components 
in —z direction). These amplitudes are to be determined from 
solving the modulated-region wave equation 
v 2E2 + (2r/X) 2E(x ,z )E 2 = 0. 	 (5) 
Note that the three electric fields El, E2, and E3 in the three 
regions are phase matched along the two interfaces. It is 
important to point out that the above analysis is valid for all 
slant angles 4) except when the slant angle is identically zero 
(pure reflection grating). In this case, the modulation is no 
longer periodic since it has only a finite number of cycles. 
Equations (2)—(4) are thus not valid because they are derived 
from the Floquet theorem, which is correct only for infinite 
periodic structures. However, the above analysis can be used 
to analyze pure reflection gratings (4) = 0) by considering 4, = 
and allowing 6 to become arbitrarily small. As 4,  approaches 
(but does not reach) zero, the slab retains a periodicity in the 
modulation along its boundaries. All the R, and T, ampli-
tudes for the reflected and transmitted waves may then be 
calculated. As 4) approaches zero, all the reflected wave 
vectors in region 1 approach a common direction, and the re-
sulting reflected intensity of the composite wave is I, IR, I 2 . 
Likewise, all the transmitted wave vectors in region 3 ap-
proach a single direction, and the resulting transmitted in-
tensity of this composite wave is Zi IT, I 2 . For a more detailed 
discussion of planar reflection gratings, see Ref. 19. 
3. METHOD OF SOLUTION 
To obtain the diffracted amplitudes 8'1 (z), Eqs. (1) and (4) are 
substituted into Eq. (5), resulting in the infinite set of cou-
pled-wave equations 
d2S, (u)  
(AE/8E 2 ) 	= 
du g 	




X 	pt(t — B)S,(u) + Si- F 1(u) + Si -1(u), (6) 
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with S, (u ) = (z), u = j71- 6,Ez/2X(E 2) 112  = iKZ, = A/A ( (2)1/2 , 
p = 2X 2/A2,6, ( = 2122(2/6,(, and B = 2A(E2) 1/2 cos (0 — 0')/X = 
2 cos (.75 — 0')11.1. This system of coupled -wave equations has 
been derived without the common assumptions and approx-
imations associated with previous coupled-wave analyses,' -7 
 such as neglecting the second derivatives of the amplitudes. 
Therefore the present analysis is as rigorous and as exact as 
the modal approach. There are five fundamental parameters 
[0', 0, Ac/c2, d/A, X/A(e2) 1 /2] contained within Eq. (6). The 
composite parameters used in Eq. (6) may be expressed in 
terms of these parameters. Other equivalent sets of param-
eters obviously may also be chosen. The regime parameter 
p determines the boundary between the Bragg regime and the 
intermediate diffraction regime. 2° The parameter B repre-
sents the Bragg condition, i.e. for incidence at the pth Bragg 
condition B = p (note that B is not an integer for off-Bragg 
incidence). The parameter K is the widely used coupling 
coefficient. As is shown in the Appendix, if S and S' are de-




= lb-1 Is ,1 
	
(7) 
where S, S', and S" indicate the column vectors of Si , dS, /du, 
and d2Si /du 2, respectively. The quantity [b] is the coefficient 
matrix specified from Eq. (6). Equation (7) corresponds to 
an unforced state equation in the state-space description of 
linear systems. The system of differential equations given 
by Eq. (7) has a relatively simple and straightforward solution, 
obtainable in terms of the eigenvalues and the eigenvectors 
of the coefficient matrix [b]. It is 
S1(u) = E Cmwim exp(q mu), 	 (8) 
m 
where q m is the mth eigenvalue and w, m is the mth element 
of the row in the matrix [W] composed of the eigenvectors, 
corresponding to the ith wave (not the ith row of the matrix 
[id). The coefficients C m are unknown constants to be de-
termined together with R, and Ti by matching the tangential 
electric and magnetic fields at the two boundaries (z = 0 and 
z = d). The four quantities to be matched and the resulting 
boundary conditions are tangential E at z = 0: 
R, + bio = E Cmuim, 
m 
tangential H at z = 0: 
— o io) = Cm wim (q m K — 
tangential E at z = d: 
Ti = Cmwim expU(q,„K — 
rn 
tangential H at z = d: 
—E 3i Ti  = L Cm w im (g roc — E2i) exPU(qmK — 
where 6,,c, is the Kronecker delta function. Eliminating Ti and 
R, from these equations gives 
25iki = Cmwim(E2i — qmK + 
m 
0 = I Cm wim (E 2i — d u ( — E31 ) exp(jq rn K). 	(14) 
m 
Note that 
= (2PK4t 2 )(COS 0' — iµ cos 0), 	(15) 
Eii = (2pK/12 2 )1(0/(2) — (sin 0' — ill. sin 0)211/2 1 = 1, 3. 
(16) 
In regions 1 and 3, Et, is either positive real (propagating wave) 
or negative imaginary (evanescent wave). The system of 
linear equations given by Eqs. (13) and (14) can be solved for 
Cm , and then R, and Ti can be calculated from Eqs. (9) and 
(11). Note that the number of equations available is exactly 
equal to the number of unknowns. For example, if n waves 
are retained in the analysis, then there will be n unknown 
values each of R, and of Ti and 2n unknown values of Cm . 
This is because the coefficient matrix [b] in Eq. (7) is a 2n X 
2n matrix and therefore has 2n eigenvalues, and thus there 
are 2n unknown values of C m . Alternatively, this may be 
viewed as being due to the n coupled-wave equations, each 
being a second-order differential equation, and thus there are 
2n roots or eigenvalues and 2n unknown constants C m to be 
determined from the boundary conditions. Therefore the 
total number of unknowns is 4n, and Eqs. (9)—(12) provide 4n 
linear equations in these unknowns. 
To summarize, the algorithm used to solve this problem 
proceeds as follows: First the coefficient matrix [b] is con-
structed, and then eigenvalues and eigenvectors are calculated 
(typically by using a computer library program). The system 
of linear equations, Eqs. (13) and (14), is then constructed and 
solved for C m (using a technique such as gauss elimination). 
Equations (9) and (11) are then used to calculate the diffracted 
amplitudes R, and Ti . Power conservation requires that the 
sum of the efficiencies for all of the propagating waves be 
unity. That is, 
E (DEli + DE3i ) = 1, 	 (17) 
where DE,, and DE3i are the diffraction efficiencies in regions 
1 and 3, respectively. These diffraction efficiencies are given 
by 
DE,, = Re(EiA10)R,Ri* 	 (18) 
and 
DE3, = Re(3,160)T,T, 	 (19) 
The real part of the ratio of the propagation constants occurs 
when the time-average power-flow density is obtained by 
taking the real part of the complex Poynting vector. The 
quantity Re(E/i/ro) is just the usual ratio of the cosine of the 
diffraction angle for the ith wave to the cosine of the angle of 
the zeroth-order wave for the /th medium. The results of 
sample calculations for the diffraction efficiencies are shown 
in Figs. 2-6 as a function of the grating strength parameter y 
(= Kd/cos 0') arid as a function of d/A for a pure transmission 
grating (0 = 7r/2), for general slanted gratings (4i = 7r/3, 7r/6), 
and for a pure reflection grating (0 = 0). 
4. COMPARISON WITH PREVIOUS ANALYSES 
A. Rigorous Modal Approach 
Basically, the rigorous coupled-wave approach presented in 
this paper and the rigorous modal approach analyze the pla- 
-1 
0 
p = 2 
= 60° 
6 = -20°  
B 1 
At /E2 = 0.121 
00 1.0 2.0 3.0 
00 1.0 2.0 3.0 
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p = 2 
= 90° 
6 = 10° 
 B 1 
AE it, = 0.121 
0 0 	1.0 	2.0 	3.0 	4.0 	5.0 	6.0 d /A 
Fig. 2. The diffraction efficiencies of the transmitted waves for pure 
transmission grating (0 = 90°), with p = 2. The diffraction ef-
ficiencies of all reflected and transmitted waves not shown in the 
figure are less than 0.01. Here and in Figs. 3-6, Ei = (2 = (3. 
KOGELNIK 
0 0 	1.0 	2.0 	3.0 	4.0 	5.0 	d /A 
Fig. 3. The diffraction efficiencies of the transmitted waves for a 
0 = 60° slanted grating with p = 2. The diffraction efficiencies of all 
reflected and transmitted waves not shown in the figure are less than 
0.01. 
M. G. Moharam and T. K. Gaylord 
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0 0 	1.0 	2.0 	3.0 	4.0 	5.0 	6.0 	7.0 	din 
Fig. 4. The diffraction efficiencies for a 0 = 30° grating with p = 10. 
The diffraction efficiencies of all reflected and transmitted waves not 
shown in the figure are less than 0.01. 
1.00 KOGELNIK 
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P 10 



























II I 	 I 	 I 
0.0 	 1.0 2.0 	 3.0 4.0 	5.0 	d m 
Fig. 5. The diffraction efficiencies of the transmitted and reflected 
waves at first-Bragg incidence (B = 1) for a pure reflection grating 
(0 = 0°) with p = 10. These two waves are the only waves that 
propagate in the unmodulated regions. 
nar-grating diffraction problem by solving the wave equation 
in the three regions (Fig. 1) and then matching the tangential 
electric and the magnetic fields at the two boundaries to de-
termine all the unknowns. The main difference between the 
two approaches is in the technique used to find solutions of 
the wave equation in the modulated region. In the present 
coupled-wave approach, the resulting system of coupled-wave 
equations is formulated into a simple matrix form for which 
the solution is readily obtained by calculating the eigenvalues 
and the eigenvectors of the coefficient matrix constructed 
from the.coupled-wave equations. The eigenvalue problem, 
although not simple, has been extensively studied, and nu-
merous efficient and straightforward computer programs to 
calculate the eigenvalues and the eigenvectors are available 
in typical computer-program libraries. The modal approach, 
on the other hand, requires that a transcendental relationship 
M. G. Moharam and T. K. Gaylord 
	


































0.0 	2.0 	4.0 	6.0 	8.0 	10.0 	d/A 
Fig. 6. The diffraction efficiencies of the transmitted and reflected 
waves at second-Bragg incidence (B = 2) for a pure reflection grating 
(0 = 0°) with p = 10. These two waves are the only waves that 
propagate in the unmodulated regions. 
in the form of a continued fraction expansion be solved to find 
the wavenumbers and their corresponding coefficients that 
are needed to solve the wave equation in the modulated region. 
This primary difficulty when applying the modal approach 
to the analysis of slanted gratings is due to the fact that there 
is no systematic technique yet available to solve this tran-
scendental continued fraction relation for the general 
slanted-grating case. 8 For the modal approach the tran-
scendental relationship can also be formulated as a matrix. 
This matrix is always n X n (as opposed to 2n X 2n for the 
present coupled-wave analysis). Only for the unslanted, 
physically.symmetric case is the resulting matrix for the modal 
approach in standard eigenvalue form. The corresponding 
wave numbers needed in the solution are the positive and 
negative square roots of the eigenvalues. The vector of 
coefficients, which is the same for both the positive and neg-
ative wave numbers, is the corresponding eigenvect .or of the 
problem. For slanted gratings the resulting modal-approach 
n X n matrix is not in the form of a standard eigenvalue 
problem. Therefore the wave numbers occurring in the ma-
trix cannot be systematically determined. 
B. Approximate Modal and Coupled-Wave Analyses 
With the exception of the rigorous modal theory, previous 
analyses have typically been approximate. The present 
coupled-wave analysis is exact and rigorous, and it reduces to 
each of the previous analyses with the appropriate approxi-
mations and simplifications. For example, it reduces to 
Kong's coupled-wave analysis 8 and to Bergstein and Ker-
misch's analysis, 12 if a two-wave regime is assumed (that is, 
retaining only the first- and zero-order waves and neglecting 
all higher-order waves). Kogelnik's 4 analysis is obtained by 
assuming a two-wave regime, neglecting boundary diffraction, 
and neglecting second derivatives of the field amplitudes in 
Eq. (6). This last approximation, which is common in almost 
all previous coupled-wave analyses, 1-8,7 implies that the pa-
rameter De/8e 2 was assumed to be very small in these analyses. 
Magnusson and Gaylord's 7 analysis is obtained by neglecting 
boundary diffraction and the second derivatives of the field 
amplitudes. It is important to note that in previous cou-
pled-wave analyses,' -5,7  the amplitudes and intensities of the 
diffracted waves were calculated inside the modulated region. 
These analyses are based on solving the half-space grating 
problem. They do not (and cannot, because of the various 
approximations) solve the problem of general planar slab 
grating bounded by two different media. 
C. Evaluation of Approximate Approaches 
The rigorous coupled-wave theory presented in this paper is 
easily implemented and permits calculations to be performed 
rapidly. As such, this analysis is a powerful tool for analyzing 
the precise effect of using the various assumptions employed 
in the above approximate methods. It is difficult to quantify 
the error in general terms. However, the trends shown here 
have been consistently observed in the results of numerous 
calculations. Figures 7-10 show, for some typical cases, the 
absolute error in the primary +1 order that is due to using (a) 
the two-wave coupled-wave theory, 4 (b) the multiwave cou-
pled-wave theory,? and (c) the two-wave modal theory. 12 In 
general, these grating structures do not behave simply as 
transmission gratings or reflection gratings. This is most 
obvious in slanted gratings (such as that shown in Fig. 4). A 
combination of transmission and reflection behaviors is typ-
ically present, even though one or the other dominates in each 
case, as determined by the location of the primary +1 dif-
fracted order. For the slanted grating of Fig. 4, the +1 re-
flected order is the primary +1 diffra6ted order, and reflection 
behavior dominates in this case. Note that the +1 trans-
mitted wave (which is phase matched to the +1 reflected 
wave) would have been assumed to be zero in the two-wave 
and multiwave (approximate) coupled-wave theories. This 
nonzero +1 transmitted diffracted wave is attributable en-
tirely to the inclusion of second derivatives in this rigorous 
theory. 
The gratings :represented in Figs. 7-10 include the param-
eter values used in Figs. 2-5. The effect of neglecting 
boundary diffraction and second derivatives of field ampli-
tudes is determined by the absolute error that results from 
using multiwave coupled-wave theory. As is shown in Figs. 
7 and 8, this error is relatively small when forward-diffracted 
waves are dominant (transmission-grating behavior). How-
ever, when backward-diffracted waves are dominant (reflec-
tion-grating behavior), this error becomes relatively large, as 
is shown in Fig. 9. The effect of neglecting higher-order waves 
and thus retaining only one diffracted wave is determined by 
the absolute error that results in using two-wave modal theory. 
In a complementary way to the preceding results, Figs. 7 and 
8 show that this error is large when forward-diffracted waves 
are dominant, and Fig. 9 shows that it is small when back-
ward-diffracted waves are dominant. The results of many 
calculations support these conclusions. For example, calcu-
lations for two slanted-gratings with exactly the same modu-
lation, but one with transmission behavior dominant and the 
other with reflection behavior dominant, show that higher-
order waves are more important in the transmission case and 
second derivatives and boundary diffraction are more im-
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GRATING STRENGTH, y 
Fig. 7. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 2. 
sions are supported by calculations for slanted gratings of 
equal modulation over a wide range of grating modulations. 
For example, at very small modulations, even though the er-
rors that are due to the neglect of higher-order waves are small 
and the errors that are due to the neglect of second derivatives 
and boundary diffraction are small, the importance of these 
assumptions relative to each other is exactly the same as for 
large modulations. For equal grating modulations, higher-
order waves are more important when transmission behavior 
dominates, and second derivatives and boundary diffraction 
are more important when reflection behavior dominates. 
This relative importance is unchanged regardless of whether 
the calculated errors are large or small. The combined effect 
of neglecting both higher-order waves and second derivatives 
and boundary diffraction is determined by the absolute error 
that results from using two-wave coupled-wave theory. This 
error is also shown in Figs. 7-9. From the two-wave cou-
pled-wave theory error, it is consistently found that the total 
error that is due to neglecting both higher-order waves and 
second derivatives and boundary diffraction is approximately 
equal to the larger of the two constituent errors. The errors 
shown in Figs. 7-9 are all for the primary +1 order. However, 
numerous additional calculations for the other waves show 
a similar dependence on the approximations. For a large 
variety of cases analyzed, it was found in every case that if 
higher-order waves or boundary diffraction and second de-
rivatives are important in accurately calculating the primary 
+1 order, then they are similarly important in accurately 
calculating the other orders. 
For the case of a pure reflection grating (4) = 0), the situation 
is somewhat more complicated. As (/) approaches zero, all the 
forward-diffracted and all the backward-diffracted waves 
outside the modulated region converge to a single forward and 
a single backward direction, respectively. The directions of 
the various orders inside the modulated medium remain dis-
tinct. The error associated with the total backward-diffracted 
wave is shown in Fig. 10. In this case, the errors that are due 
to neglect of second derivatives and boundary diffraction are 
similar to those that are due to neglect of higher-order 
waves. 
GRATING STRENGTH,)' 
Fig. 8. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
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GRATING STRENGTH,Y 
Fig. 9. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 4. 
Incidence at the second-order Bragg condition is shown for 
a pure reflection grating in Fig. 6. It is important to note that 
solutions are not possible at even-order Bragg incidence (B 
= 2, 4, 6, . .) unless second derivatives and boundary dif-
fraction are included in the analysis. For even-order Bragg 
conditions the coefficient of the first derivative term in Eq. 
(6) vanishes for pure reflection gratings. Thus calculations 
such as those shown in Fig. 6 are not even possible with most 
approximate theories. 
5. DISCUSSION AND CONCLUSIONS 
The diffraction of a plane electromagnetic wave incident 
obliquely upon a planar grating bounded by two different 
media has been analyzed by using an exact and rigorous cou-
pled-wave approach. The grating vector may have any ar-
bitrary angle with respect to the boundaries. The solution 
has been formulated in terms of state variables in a simple 
matrix form that is easily implemented on a digital computer. 
Sample rigorous calculations have been presented for trans- 
mission, reflection, and, for the first time, for general slanted 
gratings. 
The present coupled-wave approach has been compared 
with the rigorous modal approach and with approximate 
modal and coupled-wave approaches. It was shown that in-
clusion of higher-order waves is more important than the in-
clusion of second derivatives and boundary diffraction for 
obtaining accurate predictions of diffraction efficiency when 
forward-diffracted waves are dominant (transmission-grating 
behavior). Conversely, it was shown that inclusion of second 
derivatives of the field amplitudes and boundary diffraction 
is more important for obtaining accurate predictions of dif-
fraction efficiency when backward-diffracted waves are 
dominant (reflection-grating behavior). 
The present method of analysis is useful in all applications 
in which planar gratings are utilized. However, it is especially 
valuable in applications in which slanted gratings and re-
flection gratings are used, such as in grating couplers and 
distributed-feedback lasers, since it is difficult to use the 
modal approach in these cases. This analysis may also be 
GRATING STRENGTH, Y 
Fig. 10. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 5. 
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straightforwardly extended to absorption gratings and to 
mixed phase and absorption gratings, if desired. 
APPENDIX: THE STATE EQUATION 
The elements of the matrix [b,- 8 ] in Eq. (7), the state equation, 
are determined by Eq. (6), the governing set of differential 
equations. By defining the state variables as 
S1,i = Si (u), 	 (Al) 
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state equations may be written as 
S1,i = S2,i, 
S2,, = aS1,i+i + biSLi + 	+ ciS2,i, 
a = 8( 2/0E, bi = —api(i — B), and c, = a (cos EP — 
Writing Eqs. (A3) and (A4) as a single matrix 
gives Eq. (7). 	In expanded form it is 
• 
0 0 0 	0 	0 	1 	0 0 0 	0 
0 0 0 	0 	0 0 	1 	0 	0 	0 
. . . 0 	0 	0 	0 	0 	. . 0 	0 	1 	0 	0 
0 0 0 0 	0 0 0 0 	1 	0 
0 0 0 	0 	0 	0 0 0 	0 	1 
b2 a 0 	0 	0 	c 2 0 0 	0 	0 
a 	b i a 	0 	0 0 	c 1 0 	0 	0 
. 	0 	a 	b o a 	0 	0 	0 	c o 0 	0 
0 0 a a 0 	0 0 	c_ 1 0 
0 0 0 	a 	b_2 	0 	0 0 	0 	c_ 2 
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Rigorous Coupled-Wave Analysis of Grating Diffraction-- 
E Mode Polarization and Losses 
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Rigorous coupled-wave theory of diffraction by dielectric gratings is ex-
tended to cover E mode polarization and losses. Unlike the H mode polari-
zation case, it is shown that, in the E mode case, direct coupling exists 
between all diffracted orders rather than just between adjacent orders. 
2 
1. INTRODUCTION 
Optical diffraction by dielectric gratings has been the subject of 
extensive, sustained research for many years. Fields of application in-
clude acousto-optics, integrated optics, quantum electronics, holography, 
and spectroscopy. Grating device functions include laser beam deflection, 
modulation, coupling, filtering, distributed feedback, distributed Bragg 
reflection, holographic beam combining, wavelength multiplexing, wave-
length demultiplexing, and others. 
A rigorous coupled-wave theory (without approximations) has recent- 
ly been formulated for dielectric gratings. 1  This analysis applies for 
incident light of H mode polarization (electric field perpendicular to the 
plane of incidence and perpendicular to the grating vector). It is the 
purpose of this letter: (1) to show how the rigorous coupled-wave analysis 
can be extended to treat E mode polarization (electric field in the plane 
of incidence and in the plane of the grating vector) and lossy gratings, 
(2) to show that coupling exists between all diffracted orders for E mode 
polarization (unlike the case for H mode polarization in which the coupling 
is only between adjacent orders), and (3) to compare rigorous E mode 
results for gratings with and without losses to previous approximate E mode 
results, rigorous H mode results, and approximate H mode results. 
2. GRATING WAVE EQUATIONS 
A. General vector wave equations 
The lossy dielectric grating is characterized by a relative permit-





cos[K(x sing, + z cos0)] 
where c
o 
is the average complex realtive permittivity given by 
c
o = c o — ja /w E 0 0 
and e
o 
is the average relative permittivity, a
o 
is the average conductivity 
(representing the non-spatially-varying losses), o is the optical radian 
frequency, Eo is the permittivity of freespace, c1 is the amplitude of the 
sinusoidal relative permittivity, 0 is the grating slant angle, K is the 
magnitude of the grating vector given by K = ZIT/A, and A is the grating 
period. The planar boundaries of the grating are perpendicular to the z 
direction at z=0 and z=d. Although Eq. (1) represents the particular case 
of a sinusoidal permittivity, other grating profiles can also be treated. 
The electromagnetic fields inside a planar lossy dielectric grating with a 
spatially-varying relative permittivity are given by vector wave equations 
obtained directly from Maxwell's equations. The electric field vector 
wave equation is 
2- 	DE) %- V E + V(E • —) + k
2
c(x,z)E = 0 (3) 
where E is the electric field, c(x,z) is the periodic complex relative 
permittivity (dielectric constant), k = 2n/A, and A is the freespace wave-








where H is the magnetic field. These general wave equations may be consi-
derably simplified for particular incident wave polarizations. 
B. H mode polarization wave equation 
For H mode polarization (electric field perpendicular to plane of 
incidence and perpendicular to the grating vector), the electric field is 
solely in the y direction and so E = EY where y is the unit vector in the y 
direction. Because the electric field is perpendicular to the grating 
modulation, then E. Vc = 0. The electric field vector wave equation (3) 
therefore reduces to the scalar Helmholtz wave equation 
V2E + k2e(x,z)E = 0 
	
(5) 
This is the equation that is commonly solved in the analysis of dielectric 
grating diffraction. 
C. E mode polarization wave equation 
For E mode polarization, the electric field is in the plane of 
incidence and this plane contains the grating vector. The magnetic field 
is solely in the y direction and so H = Hy. Because the magnetic field is 
only in the y direction, it is advantageous to select and to work with the 
magnetic field vector wave equation (4). This vector wave equation may be 
simplified using the vector identities Ve x V xITEV(Ve• TO - - 
OT • v)ve - H x (v x Ve) and V x ye r: 0. For E mode polarization, H is 
perpendicular to Ve and thus Vc- H = 0 and (g • aye = 0. The magnetic 
field vector wave equation thus reduces to 
2 -( VE 	2 V H 	— • V)H + k c(x,z)H = 0 (6) 
5 
This equation contains an additional term in comparison to the E mode wave 
equation (5). 
3. COUPLED-WAVE EQUATIONS 
A. H mode coupled-wave equations 
The H mode polarization coupled-wave equations may be obtained by 
expanding the electric field in space harmonics as
1 
4.°D 
E(x,z) = 	S.(z) exp(-ja1 	 (7 ) 
where i is the integer space harmonic index, S.(z) is the space harmonic 
electric field amplitude, o f =it2 - ikfrom the Floquet theorem, and Tc 2 is 
the wavevector of the zero-order (i=0) refracted wave in region 2, the 
grating region 0 < z < d. (Region 1 is the input region z < 0 and region 3 
is the output region z > d.) The magnitude of k2 is k2 = 2r(Eo ) IX. Each 
space harmonic S i (z) inside the grating is phase matched to a forward-
diffracted and a backward-diffracted wave. These waves may be either 
propagating or evanescent. Substitution of (7) into (5) leads to an 
infinite exponential series in terms of S.(z). Each coefficient may be 
expressed as a function of i and z and each exponent as a function of i and 
x. For nontrivial solutions, each coefficient must be equal to zero. This 
gives the coupled-wave equations. After simplification the H mode coupl-
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where 8' is the angle of incidence in region 1 of the input plane wave, c
I 
is the average relative permittivity in region 1, and m is defined as 
	




(3 1 ) cos4] . 	(9 ) 
When the real part of m is an integer, this represents a Bragg condition. 
These rigorous coupled-wave equations may be solved by the state variable 
methods 2 and together with the appropriate boundary conditions, all of the 
diffracted fields may be determined. ) 
B. E mode coupled-wave equations 
The vectorial E mode wave equation (6) can also be reformulated as a 
set of scalar coupled-wave equations. The vector term may be expanded as 
- 	• V)H = 	 ( sink -M cos4) 
Vc 	 all 2n 
co + 1 
cosOZ . 	ax 	cz 
c sin(Z • 7) 	
( 10 ) 
and thus only a y component equation exists. 	To put this term into 









 sin (K • r) 	 +co 
= -j 	Ah exp(jh • 7) 
where Ah = -{f(e"
o  /e.)
2 
 — 11 — (C o /c 1 )1
h 
for h > 1, A_h = -Ah , and A
o 
= O. 
For the E mode case the magnetic field is expanded in space harmonics as 
H(x,z) 	U. 	e3cl)(-) 
i=—co 1 
(12) 
where Ur.(z) is the space harmonic magnetic field amplitude and the other 
7 
quantities are defined as before. Substituting (10), (11), and (12) into 
(6) and proceeding as before gives the E mode coupled-wave equations as 
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 (z) = 0 
2 (13) 
These equations for E mode polarization are clearly more complicated than 
the H mode coupled-wave equations (8). The two additional terms in (13) 
both contain a series in Ah and Ui_h . Whereas the H mode equations only 
contain S.
1-1 , +1 
S i ,., and S. amplitude terms, the E mode equations contain 




 amplitude terms. Therefore in the H mode case 
1+1  
there is direct coupling only between adjacent orders, but in the E mode 
case there is direct coupling between all of the diffracted orders. Al-
though the number of terms in the E mode case is larger, the resulting 
coupled-wave equations may be solved by the state variables method in 
exactly the same manner as in the H mode case. 
4. BOUNDARY CONDITIONS 
At the boundaries of the grating (z=0 and z=d), the tangential 
components of the electric field and magnetic field must be continuous. In 
this way the field of each diffracted-order outside of the grating volume 
is related to the corresponding space harmonic field inside the grating. 
Thus in order to construct the boundary conditions, the tangential compo-
nents of E and H must be determined. 
8 
A. H mode polarization tangential fields 
For H mode polarization, the tangential component of the electric 
field is the y component of E and it is given by Eq. (7) directly. The 
valuesofS
i MandS.(d) needed in Eq. (7) are obtained by solving the H- 
mode coupled-wave equations (8) for Si (z). The tangential component of the 
magnetic field is the x component of H. It may be obtained from the 
Maxwell curl equation V x E = —ai/at. The result is Hx = (-j/wi) aEy/3z and 
together with Eq. (7) the tangential magnetic field is 
H = (-j/au) az — 	
S.(z) exp(-ja i '‘ 	. 
a 
B. E mode polarization tangential fields 
For E mode polarization, the tangential component of the magnetic 
field is the y component of H and it is given by Eq. (12) directly. The 
values of U.(0) and U.(d) to be used in Eq. (12) are obtained by solving 
theEmodecoupled-waveequations(13)forU.W. The tangential electric 
field is the x component of E. It may be obtained from the other Maxwell 
curl equation V x H = 0/3t. The result is Ex = [Vox o E(x,z)] all /az. 
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 ) . Substituting this 
into the above equation for E
x 
and using H as given by Eq. (12), yields 
the tangential electric field as 
+4= +m 	[dUi-h (z) 
E --0 /wc )1 ""-F -3 - .-1) 	Gh 	dz 	- j( 
	• z)U 	(z)] (16) 




The rigorous scalar coupled-wave equations describing diffraction 
by planar lossy dielectric gratings have been presented for both H mode and 
E mode polarizations as derived from the general vector wave equations. 
The resulting coupled-wave equations for both cases can be solved in the 
same manner using state variable methods.
2 
Using these in combination, any 
arbitrary input polarization may thus be treated. 
For H mode polarization, the well-known result of direct coupling 
only between adjacent diffracted orders is obtained. However, for E mode 
polarization it has been shown that direct coupling exists between all 
diffracted orders. The set of boundary condition equations for each polar-
ization is a set of linear algebraic equations and after the coupled-wave 
equations are solved, these may then be solved for the phase-matched pro-
pagating and evanescent wave amplitudes outside of the grating. 
Numerous calculations have been performed to obtain the fundamental 
and higher-order forward and backward diffracted wave amplitudes for both 
H mode polarization and E mode polarization incident waves. Results for an 
example lossless situation are shown in Fig. 1. The rigorously-calculated 
diffraction efficiencies of several forward-diffracted orders are shown in 
Fig. 1(a). The power in the E mode diffracted waves is initially less 
than that for the H mode polarization due to the reduced coupling in E mode 
compared to H mode. However as the thickness is increased the E mode 
fundamental (+1) diffraction efficiency exceeds the corresponding H mode 
diffraction efficiency. Diffraction efficiency results from Kogelnik's 
two-wave first-order coupled-wave theory
3 
are shown for comparison. In 
this theory, the higher-order waves are neglected and so only the transmit- 
ted (0) and fundamental (+1) orders can be shown in Fig. 1(b). 	The 
1 0 
rigorously-calculated diffraction efficiencies are seen to be generally 
less than those predicted by two-wave first-order coupled-wave theory. In 
addition, the E mode fundamental diffraction efficiency has been shown to 
have a larger maximum value than H mode in this case. 
The diffraction efficiencies. for the same grating but with the 
addition of losses are shown in Fig. 2. The non-zero conductivity produces 
an average absorption that is seen to cause a reduction in all of the 
diffracted intensities as would be anticipated. 
In separate calculations, it was found that both H mode and E mode 
diffraction efficiencies reduce to the values predicted by Kogelnik's two-
wave first-order coupled-wave theory in the licit of small modulation. In 
other rigorously-calculated E mode results, it was verified that the 
first-order diffraction efficiency goes to zero when the zero-order space 
harmonic field in the grating is perpendicular to the fundamental first-
order (+1) space harmonic field. For E mode polarization this means that 
the electric field vectors inside the grating associated with the trans-
mitted and diffracted waves are perpendicular to each other and thus there 
is no coupling between them. Therefore the diffraction efficiency is zero. 
These characteristics are, of course, expected and serve as additional 
verification of the analysis. 
The generalized rigorous coupled-wave analysis presented here is 
mathematically exact. There are no theoretical deficiencies or approxima-
tions. Any arbitrary level of accuracy is obtainable by increasing the 
number of orders retained in the analysis. However, convergence is very 
rapid. In the numerical calculations presented here, the diffracted amp-
litudes were determined to one part in 10
8
. Conservation of power among 
the beams was accurate to one part in 10 12 . It should be recognized that 
1 1 
this level of accuracy greatly exceeds that usually presented in grating 
diffraction calculations. 
This work was supported by the National Science Foundation and by 
the Joint Services Electronics Program. 
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FIGURE CAPTION 
Fig. 1 	Diffraction efficiencies of forward-diffracted waves for a loss- 
less 0 = 60° slanted grating. The diffraction efficiencies for 
all diffracted waves not shown are less than 0.01. The average 
permittivity inside and outside the grating is the same. The 
angle of incidence El v = -20° is at the first Bragg angle (m=1). 




= 0.120. (a) Rigorously calculated re-
sults for both H mode and E mode polarizations. (b) Two-wave 
first-order coupled-wave theory results for both H mode and E 
mode polarizations. 
Fig. 2 Diffraction efficiencies of forward-diffracted waves for the same 





. Other parameters are A = 514.5 nm, A 
= 0.9876 microns, and c o = 2.25. The average permittivity outside 
of the grating is the same as that inside. (a) Rigorously calcu-
lated results for both H mode and E mode polarizations. (b) Two-
wave first-order coupled-wave theory results for both H mode and 
E mode polarizations. 
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Coupled-wave analysis of reflection gratings 
M. G. Moharam and T. K. Gaylord 
Diffraction of electromagnetic waves by longitudinally periodic media (reflection gratings) is rigorously ana-
lyzed using an exact coupled-wave approach. The analysis is formulated in a simple matrix form easily im-
plemented on a digital computer. The intensities of the two waves, the diffracted (reflected) and transmit-
ted waves, are calculated for a wide range of parameters. These exact results are then compared to results 
obtained with approximate two-wave modal, and with multiwave and two-wave coupled-wave analyses. 
The applicability of these approximate theories is discussed. The case of other than first-order Bragg inci-
dence is also included. 
I. Introduction 
Planar gratings have applications in many different 
areas such as acoustooptics, integrated optics, holog-
raphy, and spectroscopy. Consequently, the diffraction 
of electromagnetic waves by these periodic structures 
has been extensively studied in recent years. 
Most of the previous work, whether utilizing the 
rigorous modal approachl -th or the simpler but ap-
proximate coupled-wave approach, 11-15 have been for 
transversely periodic media. These are unslanted 
transmission gratings (the direction of the periodicity 
is parallel to the grating surface). However, recent 
applications such as grating couplers and distributed 
feedback lasers are either slanted or reflection type 
gratings. Kogelnik 13 and Magnusson and Gaylord" 
have analyzed general slanted gratings using the two-
wave and the multiwave coupled-wave analyses, re-
spectively. Their analyses are not exact because of 
approximations introduced into the coupled-wave ap-
proach such as (1) neglecting higher-order waves," (2) 
neglecting the second derivatives of the field ampli-
tudes, 13,14 and (3) neglecting the boundary diffracted 
waves. 13,14 Bergstein and Kermisch 5 analyzed slanted 
gratings using the modal approach, but their analysis 
is for very small modulations (two-wave approxima-
tion). Chu and Kong9 have studied the general slanted 
grating problem using an exact modal approach, but 
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they did not present calculated results for reflection or 
slanted gratings because of the extremely difficult nu- 
merical problem resulting from the modal formula- 
tion. 16 
In this paper, reflection gratings hounded by two 
different media are analyzed rigorously using an exact 
coupled-wave approach that has recently been devel-
oped. 16 The analysis is formulated in a simple matrix 
form and numerical solutions are easily obtained. The 
intensities of the diffracted and the transmitted waves 
are calculated for a wide range of parameters. These 
exact results are compared with those from the ap-
proximate two-wave modals and two-wave and multi-
wave coupled-wave analyses of Kogelnik 13 and of 
Magnusson and Gaylord." The applicability of these 
approximate theories is discussed. The case of light 
incidence at other than first-order Bragg condition is 
also included. 
II. Theory and Method of Solution 
The grating under consideration is a lossless (pure 
phase) sinusoidal permittivity grating with an obliquely 
incident wave polarized perpendicular to the plane of 
incidence (H-mode). The modulated region is bounded 
by two different media with relative permittivities ( 1 
 and f3 , as shown in Fig. 1. All three regions have the
permeability of free space. The relative permittivity 
in the modulation region of thickness d is given by 
((x,z) = 6 2 + Ae cos[K(x sing — z cos0)], 	(1) 
where K = 27r/ A , and A is the grating period. The 
quantities ( 2 and A( are the average relative per-
mittivity and amplitude of the modulation in the rela-
tive permittivity. The slant angle is 0, and for the case 
of pure reflection gratings, 0 is zero. In the modal and 
coupled-wave analyses, 0 approaches zero but is not 
equal to zero because that causes the grating not to be 





REGION 2 	 IIIFD,OPI 
Fig. 1. Geometry for diffraction of an electromagnetic wave by a 
planar reflection grating. 
strictly periodic and the Floquet theorem, which is the 
basis for the modal and the coupled-wave analyses, will 
not apply. As outlined in Ref. 16 the assumed solutions 
of the wave equation in the two unmodulated and the 
modulated regions for the normalized electric field 
are: 
In region 1 (z < 0), 
E1 = exPE—i(i3ox + Eioz)] + Ri exi)[ —ib3ix — 
In region 3 (z > d), 
E3 = E Ti expl—j[kiix + 	(z — d)]1. 
In region 2 (0 < z < d), 
E2 = E 	exPE —i(0,x + E2iz)], 
where l3 = k i sines — iK sirp; Sli = (ki — 0 2 ) 1 / 2 for 1 = 
1, 3; 52i = k 2 cos0' — iK cos0; kl = 27r(e/ ) 1 / 2 ;X for 1 = 1, 
2, 3, where X is the free-space wavelength of the light, 
is the angle of incidence in region 1, and 0' is the angle 
of refraction in region 2. R, and Ti are the amplitudes 
of ith reflected and ith transmitted waves and are to be 
determined. Si (z) is the amplitude of the ith wave 
anywhere in the modulated region and is to be deter-
mined by solving the wave equation 
v2E 2 + (27r/X) 2 f(x,z)E2 = 0, 	 (5) 
in the modulated region. It is important to note that 
by taking 0 approaching, but not equal to, zero all of the 
individually calculated values of f3i converge to the same 
value. That is, all of the reflected waves (Ri) and all of 
the transmitted waves (Ti ) have virtually the same 
propagation constant but are still individually distin-
guishable. With an understanding of this limiting 
process, 0 can be taken to be equal to zero in the calcu-
lations. 
To find Si (z), Eqs. (1) and (4) are substituted into Eq. 
(5) with (0 = 0) resulting in the system of coupled-wave 
equations with S, (v) = S, (z ): 
1 d 2S,(u) 	 dS (u)  
— 	 (21 1Rd 
pR 2 due du 
— pi(i — 13)Si(v) + Si+i(u) + Si-1(v), 	(6) 
where p = 2X2/( A 2AE), B = 2 A (2 1/2 cosh'/A, and v = 
jrAcz/(2A( 2 1 /2 cos0') = jy(z/d). Here B is the Bragg 
condition parameter, which is unity for first Bragg in-
cidence. The quantity p is the regime parameter, which 
is shown in this paper to determine the boundary for the 
two-wave Bragg diffraction regime (p > 10) for reflec-
tion gratings. Thus, this parameter is shown to have 
a significance for reflection gratings similar to its sig-
nificance in transmission gratings.'' 
Equation (6) can be written in matrix "state equa-




-1 ' (7) 
where S, S', and S" are the column vectors Si(v), 
dSi(v)Idv, and d 2Si(v)Idv 2, respectively, and [b] is the 
coefficient matrix determined from Eq. (6). The so-
lution of Eq. (7) gives the field amplitude Si (v) as 
= 	Crnwirm exp(q m v), 	 (8) 
where qm  are the eigenvalues of the matrix [w] com-
posed by the eigenvectors of the coefficient matrix [b]. 
Note that w,„, is the mth element of the row of the ma-
trix [w] that corresponds to the ith wave (not the ith 
row). Cm together with Ti and R, are determined by 
matching the tangential electric and magnetic fields at 
the two boundaries. The boundary conditions givers 
26i06id = E 	+ E1id — q„2 7), 	 (9) 
0 = E C„,toi,.(E2id — 3id — 9. -y) exP(itimy), 	(10) 
where Said = p-yB 2 (cil (2 — sin20') 1 /2/2 cos0' for 1 = 1,3, 
and 2id = pyB(B — 2i)/2. The values of C m are found 
by solving this system of linear equations. Then Ri and 
Ti are calculated from 
6io + Ri = 	C m  wim, 	 (11) 
Ti = Cm  wi m exp[j(qmy — 64)1, 
	(12) 
where 6, 0 is the Kronecker delta function. As cp ap-
proaches zero all the reflected waves collapse into one 
wave of intensity 1,R,R 7 and all the transmitted waves 
collapse into one wave of intensity E,T,T;'. Clearly the 
sum of these two individual sums should be equal to the 
input intensity [normalized to unity in Eq. (2)]. 
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region, but there is only one reflected and one trans-
mitted wave in the two unmodulated regions as (13, ap-
proaches zero. 
Ill. Comparison to Previous Coupled -Wave Analyses 
Although many authors state that their analyses 
apply to reflection gratings, very few results have been 
presented for these gratings. Authors 9 using the modal 
approach to analyze reflection gratings did not present 
any calculated results because solutions of the modal 
formulation are extremely difficult to obtain for this 
case. In most coupled-wave analyses, the second de-
rivatives of the field amplitudes and the boundary dif-
fraction are neglected. That is, coupled-wave analyses 
calculate the wave amplitudes inside the grating, not 
those of the diffracted waves leaving the grating. In the 
present analysis both the wave amplitudes inside and 
outside the grating are calculated. Kogelnik" analyzed 
reflection gratings using the coupled-wave approach 
where he assumed a two-wave regime in addition to the 
other approximations mentioned above. Our present 
analysis reduces to his analysis in the limit when 11pB 2 
= 0 and retaining only the zero-order and first-order 
waves in Eq. (6). Kogelnik" obtained closed form ex-
pressions for the field amplitudes in the modulated 
region, which may be written in terms of our parameters 
as 
So(u) = cosh(y + ju)/cosh-y, (13)  
Si (u) = —j sinh(y + ju)/cosh-y, (14) 
Si(u) = 0, 	i 	0, 1. (15) 
In this case, the reflected intensity 
= R 1Ri = S1(0)S1(0) = tanh 2y. (16) 
The transmitted intensity is the difference between the 
incident intensity and the reflected intensity. Note, 
that in obtaining S o and S l Kogelnik assumed that 
S o (0) = 1 and S,(jy) = 0 (thus, neglecting boundary 
reflections). Magnusson and Gaylord" extended Ko-
gelnik's analysis to allow for all the higher-order waves 
in the modulated region. They neglected boundary 
diffraction and the second derivatives of the field am-
plitudes. The present analysis reduces to their analysis 
if 11 pB 2 = 0 in Eq. (6). They also did not present cal-
culated results for reflection gratings. But, if one cal-
culates all the Si field amplitudes in the modulated 
region, then the intensity of the reflected wave leaving 
the grating is 
E (2i — 1)S, (0)S:(0). 	 (17) 
>o 
Note that to obtain Si Magnusson and Gaylord 14 as-
sumed Si(h) = 0 for i > 0, Si (0) = 0 for i < 0, and So(0) 
= 1, thus neglecting boundary diffraction. It is im-
portant to note that in these approximate coupled-wave 
analyses that neglect the second derivatives of the field 
amplitudes, solutions are not possible for incidence at 
even-order Bragg conditions (i.e., B = 2, 4, 6, . . .) be-






























GRATING STRENGTH, Y 
Fig. 2. Calculated intensity of the diffracted (reflected) wave for 
incidence at the first Bragg condition (B = 1). 
ative of ith wave also vanishes [1 — 21/B = 0 in Eq. (6)]. 
The results of the Bergstein and Kermisch 5 two-wave 
modal analysis can be obtained from the present for-
mulation by keeping only the zero-order and first-order 
waves in Eqs. (2) through (4) and neglecting all 
higher-order waves. 
In the next section the intensities of the transmitted 
and diffracted waves are calculated using the present 
exact coupled-wave analysis; these intensities are then 
compared to the approximate results of Kogelnik," of 
Magnusson and Gaylord," and of Bergstein and Ker-
misch. 5 
IV. Calculated) Results and Discussion 
Following the procedure outlined in Sec. II, the in-
tensities of the reflected and transmitted waves are 
calculated for the first Bragg incidence B = 1, over a 
range of grating strengths y from zero to 3.0, and for 
several values of the parameter p. The average per-
mittivities of all three regions are taken to be equal so 
that comparisons can he made with the previous ap-
proximate coupled-wave analyses."'" In Fig. 2 the 
calculated intensities of the reflected wave are plotted 
vs the grating strength y for two different values of the 
parameter p. The transmitted and reflected intensities 
sum to unity. The intensity of the reflected wave in-
creases initially in a parabolic manner and finally 
reaches saturation at a maximum value of 1 as y ap-
proaches infinity. This corresponds to 100% conversion 
of the incident wave into the reflected wave. Nearly 
100% conversion is possible with moderate grating 
strengths, for example, more than 97% conversion oc-
curs at y = 2.5. The errors in the calculated diffracted 
intensities due to the approximations in the Kogelnik" 
(two-wave), in the Magnusson and Gaylord" (multi-
wave) coupled-wave analyses, and in the Bergstein and 
Kermisch5 modal analysis are plotted in Fig. 3. The 
absolute error is defined as the difference between the 
actual reflected wave intensity and the intensity cal-
culated using each of the three approximate methods. 
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lc)  
Fig. 3. The absolute error in the diffraction efficiency of the dif- 
fracted (reflected) wave defined as the difference between the dif- 
fraction efficiency calculated using the present exact analysis and the 
diffraction efficiency calculated using various approximate theories: 
(a) Kogelnik's two-wave coupled-wave analysis; (b) Magnusson and 
Gaylord's multiwave coupled-wave analysis; and (c) Bergstein and 
Kermisch's two-wave modal analysis. 
Figure 3 shows that both the multiwave coupled-wave 
analysis of Magnusson and Gaylord," and the two-wave 
modal analysis of Bergstein and Kermisch 5 produce 
roughly the same error and the Kogelnik" two-wave 
analysis produces slightly more error. This indicates 
that the second derivatives of the field amplitudes are 
as important as the higher-order waves for reflection 
gratings. Close examination of Fig. 3 shows that the 
error is usually within ±p -2. For example, for p = 20 
the maximum magnitude of the error is 0.0027 [Fig. 
3(a)], 0.0020 [Fig. 3(b)], and 0.0024 [Fig. 3(c)] respec-
tively, corresponding to p-2 = 0.0025. For p = 10, the 
error is 0.011 [Fig. 3(a)], 0.009 [Fig. 3(b)J, and 0.010 [Fig. 
3(c)] respectively, corresponding to p-2 = 0.010. A large 
number of additional calculations confirm this general 
observation. Thus, diffraction efficiencies calculated 
from the approximate coupled-wave and modal analyses 
are essentially within ±p-2 of the exact results. 
The reflected intensity for incidence at the second 
Bragg condition is plotted vs y in Fig. 4 for several val-
ues of p. Figure 4 shows that for moderate values of the 
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Fig. 4. Calculated diffraction efficiency of the diffracted (reflected) 
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large p and that smaller values of p are needed to pro-
duce significant second-order diffraction. This indi-
cates that p, which has been shown to delineate the 
two-wave diffraction regime in transmission gratings, 
plays the same role for reflection gratings. 
Services Electronics Program under Grant DAAG29- 
78-C -0005. 
V. Conclusion 
The diffraction of a light wave by planar reflection 
gratings bounded by two different media has been an-
alyzed using the recently-developed exact rigorous 
coupled-wave approach. The solution is cast in a sim-
ple matrix form that is suitable for straightforward so-
lution using a digital computer. The present analysis 
is compared with previous approximate coupled-wave 
and modal analyses of reflection gratings. It is shown 
that the approximations introduced in previous work 
cause significant errors in the calculated results and 
cause the formulation to break down for light incident 
at even-order Bragg conditions. It is also shown that 
the error in the diffraction efficiency introduced by the 
various approximations in the previous coupled-wave 
and modal analyses is within ±1/p2 of the exact value, 
where p is the regime parameter. Calculated results for 
incidence at higher-order Bragg conditions show that 
the reflected intensity is very small unless the regime 
parameter p is small. The present analysis may be 
applied to grating filters, distributed Bragg reflector 
lasers, and other devices that use reflection gratings. 
This work was sponsored by the National Science 
Foundation under Grant ECS-7919592 and by the Joint 
References 
1. T. Tamir, H. C. Wang, and A. A. Oliner, IEEE Trans. Microwave 
Theory Tech. MTT - 12, 323 (1964). 
2. T. Tamir and H. C. Wang, Can. J. Phys. 44, 2073 (1966). 
3. T. Tamir, Can. J. Phys. 44, 2461 (1966). 
4. C. B. Burckhardt, J. Opt. Soc. Am. 56, 1502 (1966). 
5. L. Bergstein and D. Kermisch, Proc. Symp. Modern Opt. 17, 655 
(1967). 
6. R. S. Chu and T. Tamir, IEEE Trans. Microwave Theory Tech. 
MTT- 18, 486 (1970). 
7. R. S. Chu and T. Tamir, Proc. IEE 119, 797 (1972). 
8. F. G. Kaspar, J. Opt. Soc. Am. 63, 37 (1973). 
9. R.S. Chu and J. A. Kong, IEEE Trans. Microwave Theory Tech. 
MTT-25, 18 (1977). 
10. S. T. Peng and E. S. Cassedy, Proc. Symp. Modern Opt. 17, 299 
(1967). 
11. P. Phariseau, Proc. Indian Acad. Sci. Sect. A. 44, 165 (1965). 
12. W. R. Klein and B. D. Cook, IEEE Trans. Sonic Ultrason. SU- 14, 
123 (1967). 
13. H. Kogelnik, Bell Sys. Tech. J. 48, 2909 (1969). 
14. R. Magnusson and T. K. Gaylord, J. Opt. Soc. Am. 67, 1165 
(1977). 
15. J. A. Kong, J. Opt. Soc. Am. 67, 825 (1977). 
16. M. G. Moharam and T. K. Gaylord, J. Opt. Soc. Am., (1981) 
submitted. 
17. M. G. Moharam, T. K. Gaylord, and R. Magnusson, Opt. Com-
mun. 32, 14 (1980). 
244 	APPLIED OPTICS / Vol. 20, No. 2 / 15 January 1981 
(1 ) 	(A,: 
Er 	i=i 3i* 
B i 1 	1 (1 
X- 
rn+ i) (Et) 
1 	) (3) Tn+1 rn+1 
M. G. Moharam and T. K. Gaylord 	 Vol. 72, No. 2/February 1982/J. Opt. Soc. Am. 	187 
Chain-matrix analysis of arbitrary-thickness dielectric 
reflection gratings 
M. G. Moharam and T. K. Gaylord 
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A simple but rigorous chain-matrix analysis is used to determine the plane-wave diffraction efficiencies and angular 
selectivities of planar pure-reflection gratings (zero-slant angle) of arbitrary thickness, arbitrary-starting and arbi-
trary-ending conditions, and arbitrary incidence angle. The results from rigorous coupled-wave theory in the an-
gular limit as the fringes become parallel to the surfaces are shown to approach these results in a particular average 
sense. 
INTRODUCTION 
Pure slab-reflection gratings have fringes parallel to the sur-
faces of the medium. It is due to their finite thicknesses that 
these structures are not strictly periodic. There may be a 
large number of grating periods present, but modal 1-8 and 
coupled-wave 9-15 grating theories based on the Floquet the-
orem require a truly periodic grating (an infinite number of 
periods). These theories may be applied in the angular limit 
as the slanted fringes of a general grating approach being 
parallel to the surface. However, for exact parallelism with 
the surface, a continuum of solutions is possible, depending 
on the number of periods, the starting conditions, and the 
ending conditions of the grating. 
The chain-matrix method of solution 18,17 is often applied 
to the analysis of single-layer and multilayer thin-film coat-
ings. However, a reflection grating with a continuous varia-
tion in permittivity may be represented as a large stack of thin 
homogeneous slabs. 18 If the individual planar slabs are al-
lowed to be sufficiently thin, the resulting model can be made 
arbitrarily accurate. The chain matrix relates quantities at 
the input to the corresponding quantities at the output. In 
various forms, the chain matrix is also referred to as the 
characteristic matrix, the ABCD matrix, and the transmission 
matrix. This method of analysis is used here. It is rigorous 
for the case of pure-reflection gratings. 
The purpose of this paper is (1) to present rigorously cal-
culated plane-wave diffraction efficiency and angular selec-
tivity results for dielectric reflection gratings showing the 
effect of grating thickness, the effect of fractional periods, and 
the effect of starting and ending conditions, and (2) to show 
that results from rigorous periodic-based theories approach, 
in the reflection grating limit, the average of the continuum 
of results from rigorous reflection grating theory. 
THEORY 
An obliquely incident plane wave illuminates a lossless di-
electric reflection grating. The modulated region (region 2) 
extends from z = 0 to z = d. The regions outside the grating 
(regions 1 and 3) are homogeneous. The relative permittivity 
(dielectric constant) in the grating is of a general sinusoidal 
form given by 
E(z ) = E2 + AE cos(Kz — 43), 	0 z d, 	(1) 
where E2 is the average relative permittivity of region 2, Ac is 
the amplitude of the grating, K = 27r/A, A is the grating pe-
riod, and 1 is a phase constant that determines the starting 
condition for the grating (4) = 0, 7r/2, r, 37r/2 correspond, re-
spectively, to cosine, sine, -cosine, -sine gratings). For this 
case of a planar-reflection grating with fringes exactly parallel 
to the surfaces, there are no higher-order waves: that is, the 
incident wave (region 1) is divided into a transmitted wave 
(region 3) and a diffracted (reflected) wave (region 1). There 
are no other waves for this grating configuration. 
The planar-reflection grating given by Eq. (1) may be rep-
resented by a large number of sufficiently thin homogeneous 
slabs. The incident and reflected electric fields at the input 
of the ith slab may be related to those at the input of the (i + 
1)th slab by a chain matrix 
Erefl,i 	i * 	k* Erefl,i+1 
(Ai Bi 	)• 	(2) 
In this type of formulation, the effect of having multiple slab 
layers together is represented simply by multiplying their 
respective chain matrices together and then multiplying that 
product by the chain matrix of region 3 (z > d). Thus, for a 
reflection grating that is divided into n thin slabs, the gov-
erning equation is 
where Er and Et are the reflected and transmitted normalized 
electric-field amplitudes, respectively. For a lossless dielectric 
layer, the matrix elements are 
Ai = ( 1 	)exp U27r (e2,i ) 1 /2di cos 02 ,i /X], 	(4) 
Bi = riAi*, (5) 
where X is the free-space wavelength and c2,i, 02,i, and di are 
the relative permittivity, the angle of refraction, and the 
thickness of the ith layer. The amplitude reflection and 
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transmission coefficients are 
ri = (Zi — Zi_ 1 )/(Zi + Zi _ 1 ), 
Ti = 1 + ri , 	 (6) 
where Zi is the normalized characteristic impedance of the ith 
layer. For H-mode polarization (electric field perpendicular 
to plane of incidence), 
Zo = 1, 	region 1, 
Zi = cos 0/[((2,i/(1) — sin2 0]1/2, 	1 < i < n, 
Zn+1 = cos 0/[((3/( i ) —sin2 0]1/2, region 3, 	(7) 
and for E-mode polarization (electric field parallel to plane 
of incidence), 
Zo = 1, 	region 1, 
Zi = ((1/(2,i )[(E2,i/E1) — sin 2  8] 1/2/cos 0, 	1 < i < n, 
Zn+ 	 region 3, 	(8) = (f if s) [((s/E ) — sin 2 0] 1 /2/cos 
where 0 is the angle of incidence in region 1. The diffraction 
efficiency (fraction of power reflected) is simply DE = 
E,Er*. 
RESULTS AND DISCUSSION 
Since much of the literature describes the simple case of the 
same average permittivity inside and outside the grating (c i 
 = (2 = (3), the situation is also used here. This case applies 
directly, for example, in integrated optics. However, this is 
not an essential assumption, and the theory applies in gen-
eral. 
At the input surface (z = 0), the grating may start with any 
value of relative permittivity. The permittivity may be 
continuous at z = 0, as in the cases of the +sine and —sine 
gratings, or may be discontinuous by a maximum amount, as 
in the +cosine and —cosine gratings. The starting condition 
for the grating is determined by the value of (I) in Eq. (1). 
There is a continuum of starting conditions given by the range 
0 —<< < 27r. 
Typical reflected intensities are shown in Fig. 1 for H-mode 
polarization for a thickness of 3.125 grating periods and p = 
20, where p, the Bragg-regime parameter, is given by p = 
2X 2/A2Ae. The input wave is incident at the Bragg angle. 
That is, the Bragg condition A/(ei) 1 /2 = 2A cos 0 is satisfied. 
Thus, for the present case, p = 8 cos2 0(( 1/A(). For the par-
ticular grating thickness and modulation of Fig. 1, the 43 = 
97r/8 grating (between a —cosine grating and a —sine grating) 
has the largest diffraction efficiency (58.8%). For the same 
thickness and modulation the (13 = 57r/8 grating (between a 
+sine grating and a —cosine grating) and the 'F = 137r/8 
grating (between a —sine grating and a +cosine grating) both 
have the lowest diffraction efficiency (54.3%). Gratings with 
all other starting conditions (values of cI3) have efficiencies 
between these two values. This continuum of solutions is 
represented by the vertical line in Fig. 1. For any thickness 
and modulation, the maximum diffraction efficiency is found 
to occur for the grating with 
= [1 + (d/A)modulo 1]7r 	(9) 
for 0 < (d/A)modulo 1 0.5 and 
= [±(1/2) + (d/A)modulo 111- 	(10)  
0 
GRATING SLANT ANGLE 
Fig. 1. Rigorously calculated total on-Bragg-angle diffraction ef-
ficiencies for H-mode polarization for dielectric reflection gratings 
with Ei = E2 = E3. The results from rigorous coupled-wave theory for 
slanted reflection gratings are shown to approach the average of the 
continuum of solutions for the unslanted pure-reflection gratings. 
for 0.5 < (d/A)modulo 1 1.0. For example, if d/A = 5.5, the 
maximum efficiency occurs for (13 = 37r/2 (a —cosine grating). 
If d/A = 7.75, the maximum efficiency occurs for gratings with 
(13 = 7r/4 and 43 = 57r/4. The ending condition for a grating is 
determined by its thickness. By the reciprocity principle the 
+sine and —sine gratings produce the same efficiency for 
thicknesses that are an integer number of periods. Likewise, 
the +cosine and —cosine gratings have the same efficiency for 
thicknesses that are an odd-integer multiple of a half-pe-
riod. 
Also plotted in Fig. 1 is the total diffracted intensity as 
calculated by rigorous coupled-wave theory. This theory 
applies to periodic gratings with slanted fringes. The grating 
slant angle may approach (but not equal) zero in this theory. 
A grating slant angle of zero corresponds to a nonperiodic 
pure-reflection grating. The transition of the grating slant 
angle from near zero to exactly zero involves a singularity. 
The total diffraction efficiency changes from a single-valued 
function to a multiple-valued function (a continuum of solu-
tions), as shown in Fig. 1. An important result of this work 
is that the rigorous coupled-wave theory in the limit of van-
ishingly small slant angle predicts a total diffraction efficiency 
equal to the average of the pure-reflection grating efficiencies 
with respect to the entire range of starting conditions (0 5 (I) 
27r). That is, for a given thickness and given modulation 
pure-reflection grating, the average diffraction efficiency for 
all possible starting conditions is equal to the diffraction ef-
ficiency for a slightly slanted reflection grating. In the case 
of a slanted-fringe reflection grating, the permittivity is pe-
riodic along the grating surfaces (z = 0, d) even if the slant is 
small. Only for the exactly unslanted case is the permittivity 
equal to a constant over all the grating surfaces. It seems 
intuitively correct that a slightly slanted reflection grating 
behaves like the average of all possible reflection gratings of 
the same thickness and modulation. The slanted grating is 
periodic along the z = 0 surface, at some points starting at a 
peak (like a cosine grating), at some points starting at a min-
imum (like a —cosine grating), etc. 
1 1 
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The diffraction efficiencies of the +cosine and +sine grat-
ings as calculated by the rigorous chain-matrix theory for 
H-mode polarization for the cases of E i = (2 = (3 are shown in 
Fig. 2 as a deviation from the average value for all possible 
starting conditions. This average value is within +1/p 2 (which 
in this case is +0.25%) of the diffraction efficiency predicted 
by DE = tanh2 [7r0Ed/2A(fi) 112 cos 0] from Kogelnik. 9 As can 
be seen from this figure, a grating thickness that is a multiple 
of A/4 produces a small (or zero) deviation of the diffraction 
efficiency from the average. The largest deviations from the 
average occur for thicknesses that are odd multiples of A/8. 
A plot of the deviations for the —cosine and —sine gratings is 
similar to Fig. 2 and has all the basic features of Fig. 2. When 
the grating has a thickness that is an integer multiple of A, the 
diffraction efficiencies of the +sine gratings are exactly the 
same. For this case, there are small deviations in efficiency 
between the +cosine grating, the —cosine grating, and the 
+sine gratings. As the thickness of the reflection grating 
increases, the deviations from the average diffraction effi-
ciency, as shown in Fig. 2, increase as d/A increases from zero 
to about 3, and then the deviation oscillations decrease in 
amplitude as d/A increases further. For this case of p = 20 
and for a grating thickness greater than 10 periods, the pres-
ence of fractional periods produces essentially negligible 
variations from the case of integer period thickness. The 
diffraction efficiency deviation from the average value (or 
equivalently the deviation from the rigorous coupled-wave 
theory result) does not exceed approximately +2.5% efficiency 
for any thickness. Thus the results from rigorous coupled-
wave theory with the grating slant angle approaching zero are 
within 12.5% of the rigorous pure-reflection grating results 
regardless of the thickness and the starting conditions. In 
addition, the average value of the diffraction efficiency for all 
starting conditions is within 11/p2 of the value predicted by 
Kogelnik's theory. 9 Therefore, in this case, the deviations 
(±2.5%) that are due to starting conditions are an order of 
magnitude greater than the error (+0.25%) that is due to the 
neglect of second derivatives of field amplitudes and neglect 




Fig. 2. Deviation of the rigorously calculated on-Bragg-angle dif-
fraction efficiencies for H-mode polarization for +cosine and +sine 
gratings from the average of the continuum of diffraction efficiencies 
for pure-reflection gratings as a function of thickness. 
Fig. 3. Angular selectivity characteristics (fraction of on-Bragg-angle 
diffracted power that is reflected as a function of angle of incidence) 
for H-mode polarization for pure-reflection gratings of various • 
thicknesses. 
Typical plots of chain-matrix-calculated angular selectivity 
responses of pure-reflection gratings (—cosine gratings) are 
shown in Fig. 3.. The diffraction efficiency is normalized to 
the value at the Bragg angle (10° in this example case). The 
angular selectivity is symmetric about normal incidence. The 
diffracted (reflected) power remains nearly constant from 
normal incidence to the Bragg angle. Beyond the Bragg angle 
the diffracted power decreases, thus producing the well-known 
angular selectivity feature of thick gratings. 9 For gratings of 
only two periods' thickness, the large Fresnel-reflection 
component may cause the total reflected power to increase 
initially for angles greater than the Bragg angle. As the 
thickness of the grating increases, the angular selectivity is 
enhanced. That is, to achieve a large fraction of reflected 
power, the input wave must be incident in an angular corridor 
of decreasing width as the grating thickness increases. For 
comparison, the corresponding angular selectivity from Ko-
gelnik's approximate two-wave coupled-wave theory is also 
plotted for the case of a grating that is two periods thick. This 
approximate theory predicts a smaller angular selectivity 
width than that from rigorous theory. The approximate 
Kogelnik theory also does not predict the initial rise in re-
flected power beyond the Bragg angle that is due to the 
Fresnel component of the reflection. Angular selectivity plots 
for +sine and cosine gratings are similar in general form to 
the —cosine grating case shown in Fig. 3. 
SUMMARY 
A rigorous chain-matrix method of analysis has been used to 
calculate the diffraction characteristics of pure- (unslanted) 
reflection gratings. Since pure-reflection gratings diffract 
(reflect) only a single order, the diffraction efficiency of this 
order is a complete description of the diffraction process. The 
analysis has been applied to reflection gratings of arbitrary 
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thickness, arbitrary starting and ending conditions, and ar-
bitrary incidence angle. For the same average permittivity 
inside and outside the grating, a variation in the starting 
conditions of the grating (e.g., ±cosine and ±sine grating) 
produces approximately ±2.5% maximum change in the dif-
fraction efficiency from the average value for a grating with 
p = 20. The results from rigorous coupled-wave theory, in the 
angular limit of the fringes' becoming parallel to the surface, 
have been shown to approach the average value of the pure- 
reflection grating diffraction efficiencies for all possible 
starting conditions. 
The rigorous chain-matrix method has been applied here 
to sinusoidal grating profiles with the same average permit-
tivity inside and outside the grating (e l = €2 = Es). However, 
other grating profiles and other surrounding permittivities 
may be treated by using the analysis presented without 
modification. 
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Abstract 
Diffraction by a dielectric surface-relief grating is analyzed us-
ing rigorous coupled-wave theory. The analysis applies to arbitrary grat-
ing profiles, groove depths, angles of incidence, and wavelengths. Exam-
ple results for a wide range of groove depths are presented for sinusoidal, 
square-wave, triangular, and sawtooth gratings. Diffraction efficiencies 
obtained from the present method of analysis are compared with previously 
published numerical results. To obtain large diffraction efficiencies 
(greater than 85%) for gratings with typical substrate permittivities, it 




Dielectric surface-relief (or corrugated) gratings are of wide in-
terest owing to their many applications in quantum electronics, integrated 
optics, spectroscopy, and holography. ' Example devices include distri-
buted feedback lasers, distributed Bragg reflector lasers, beam deflec-
tors, waveguide couplers, spectral filters, wavelength multiplexers and 
demultiplexers, beam deflectors, holographic beam combiners, and others. 
Several investigators have obtained rigorous solutions for the exact elec-
tromagnetic boundary value problem that apply to gratings with rectangular 
or triangular grooves. 2-8 Others have obtained approximate results by 
applying perturbation techniques. 9-10 For gratings with arbitrary pro-
files, the integral method 1 ' 11-13 was first used to obtain numerical re-
sults. Later the differential method was developed 1 '
2 
and it is probably 
the most widely-used method for analyzing arbitrary-profile gratings. 2 '
14- 
16 The differential method requires advanced numerical techniques such as 
the combined Runge-Kutta and Adam-Moulton algorithm, 1 '
2 
the unimoment 
method, 14 Numerov's algorithm,1 the modified Adam-Moulton algorithm, or 
other similar algorithms. Some of these algorithms do not converge for 
relatively deep grooves. 
Recently, a rigorous coupled-wave approach has been formulated and 
applied to planar dielectric gratings. 17 A state variables representation 
of the coupled-wave amplitudes allows closed-form expressions to be ob-
tained for these amplitudes in terms of the eigenfunctions and eigenvec-
tors of the coefficient matrix defined by the rigorous coupled-wave equa-
tions. 
3 
In this paper, the rigorous coupled-wave approach is adapted to the 
exact electromagnetic boundary value problem associated with dielectric 
surface-relief gratings of arbitrary profile. In this method, a surface-
relief grating is divided into a large number of thin layers parallel to 
the surface. Each thin grating is then analyzed using the state variables 
method of solution of the rigorous coupled-wave equations for that grat-
ing. By formulating the problem in a particular manner, it is shown that 
the grating layers may be treated one-at-a-time in sequence thus reducing 
the numerical calculations to an easily manageable size. There are no 
approximations in the analysis and results are obtainable to an arbitrary 
level of accuracy. The diffraction efficiencies of all orders of both the 
transmitted and reflected waves are determined in the process. Peng, 
Tamir, and Bertoni 5  were the first to propose partitioning the grating into 
thin layers and approximating each layer by a rectangular profile. They 
then calculated the field in each layer using the Lewis and Hessel
18 
method 
of analyzing a periodic array of slabs. However, they presented numerical 




gratings. In the present work, the 
rigorous coupled-wave approach is used to find the fields in each layer and 
a large number of layers (typically 50 to 100) are used. 
To illustrate the utility of this method of analysis, the diffrac-
tion characteristics of sinusoidal, square-wave, triangular, and sawtooth 
gratings are determined for a wide range of groove depths for a plane wave 
incident at the first Bragg angle. Very large groove depths (four 
grating periods deep for the examples presented) may be handled routinely 
with this analysis without any type of numerical difficulties. In a final 
section the accuracy and the convergence of the present method is discussed 
in detail. The diffraction efficiency results obtained by the present 
4 
method are compared to numerical results obtained by other techniques.
12- 
14,16 It is shown that the rigorous coupled-wave method accurately pre-
dicts conservation of power when all of the individual diffracted powers 
are summed. 
2. THEORY 
The general dielectric surface-relief grating diffraction problem 
treated in this paper is shown in Fig. 1. An electromagnetic plane wave is 
obliquely incident upon the grating. The periodic structure produces, in 
general, both forward-diffracted and backward-diffracted waves as shown in 
the figure. Region 1 (the input region) is a homogeneous dielectric with a 
relative permittivity (dielectric constant) of c i . Likewise, region 3 is 
homogeneous with a relative permittivity of cIII Region 2 (the grating 
region) consists of a periodic distribution of both types of dielectrics. 
The boundary between the c
I dielectric and the c dielectric in region 2 
is given by 
z = F(x) = F(x + A) 	 (1) 
where A is the grating period. The function F(x) thus represents the 
grating surface profile. There are no restrictions on the form of F(x) in 
this analysis. Curved lines, straight lines, shadow regions, etc. are all 
allowed. In this paper, for simplicity, the case of lossless dielectrics 
and incident plane wave polarization perpendicular to the plane of inci-
dence (H-mode) are treated. 
5 
The total electric field in region 1 is the sum of the incident and 
the backward-traveling waves. The normalized total electric field in 
region 1 may be expressed as 
03 
El = exp(-jrci • r) + I 	Ri exp(-jitcii • r) 
	
(2) 
where j = (-1) 11, ICI is the incident field wavevector of magnitude, k J. = 
2n(e 1 ) 1/2/A, A is the free space wavelength, and i= xx + yy + zz with - 
denoting unit vectors. R. is the normalized amplitude of the i-th reflect- 
ed wave in region 1 with wavevector k 11 . Likewise the normalized total 
electric field in region 3 is 
co 
E3 = I Ti exp[-jku •(r - d2)] 	 (3) i=-co 
where Ti is the normalized amplitude of the i-th transmitted wave into 
region 3 with wavevector k
3i 
and d is the groove depth. The quantities k 
and. k31 are determined below by using the phase matching requirement. 
In the present analysis, the grating region (region 2) is divided 
into N thin planar grating slabs perpendicular to the z-axis. Then the 
rigorous coupled-wave analysis that has been developed for planar grating 
is applied to each slab grating.
17 
 If the individual planar gratings are 
sufficiently thin, any grating profile can be analyzed to an arbitrary 
level of accuracy. The n-th slab within region 2 as shown in Fig. 2 will 
consist of a periodic distribution of e I and eI.II dielectrics. The rela-
tive permittivity for the n-th slab grating is periodic, en(x l zn) = en
(x + 
A,zn), and may be expanded in a Fourier series as 
+co 
en(x, zn) = 
eI 	(cIII 	
ei) 	, Zun exp(jhKx) 
h=m-co " 
where z
n is the z-coordinate of the n-th slab, h is the harmonic index, K 
is the magnitude of the grating vector (K 2T/A), and e. n are the 
normalized complex harmonic amplitude coefficients given by 
A 
h,n 




where the function f(x,zn) is equal- to either zero or unity depending 
whether, for a particular value of x, the grating relative permittivity is 
CI or E III respectively. 
In the coupled-wave representation used in this treatment, the 
fields inside each grating slab are expanded in terms of the space harmon-
ics of the fields in the periodic structure. These space harmonics inside 
the grating correspond to diffracted orders outside of the grating. Thus, 
the partial fields inside the modulated medium are visualized as diffract-
ed waves that progress through the planar slab and couple energy back and 
forth between each other as they progress. In the coupled-wave approach 
the total field is thus expressed as 
+co 
E
21al uSi. n 
(z) exp(-jai,  • i) 
is—oo , - 
(6) 




 (z) are the space 
harmonic field amplitudes. As a result of the Floquet theorem, the dif-
fractedvmvevectorsinsidethen-ulgrating 2 0. 
n1 may be represented 
6 
(4) 




where K = KX and k
2 ,n 
is the wavevector of the zero-order (i=0) refracted 




) 1%, and e
0 n 
 is the average 
relative permittivity for the n-th slab grating. 
Each i-th diffracted field in regions 1 and 3 must be phase matched 
to the i-th space harmonic field inside each n-th slab grating. Thus 
_ . . . 
k
li
. x = a
2 ,n - iK) • x = k3i .. x for any i and n. In the homogeneous 
regions (1 and 3) the backward- and forward-diffracted waves have wavevec- 
tors with magnitudes riciil = 1
k
11 and 1 17311 = 11(31 where k3 = 1/2 2w(eIII ) i x ' 
Knowing the total amplitudes and the x components of the diffracted wave- 
• vectors, the z components are then determined to be k l . z = [ 1 k 1 I2  
(tT1 i • ;) 2 ] 1/2 and i31 	= [1 i3 12 - 3i X) 2 ] 1/2. Therefore the total fields 
in all regions may be rewritten as 
= exp {-j[ki (sine' x +,cose' z)]). + 
+00 
+ 	R exp 4-j{(k
1 
sine' - iK) x + 
- [14 - (k1 sine' - iK) 2 ] z}} 	• 	 (8) 
440 
E














sine' - iK) x + 
ist-03 
+ [1c1 — (1c, sine' — iK) 2 ] 11 (z—d)}} 	. 	 (10) 
8 
In region 2, the wave equation for H-mode polarization 
v2E2n k2en(x, 
zn) E2 n " 
where k = 2.,r/A, must be satisfied for each n-th slab grating. Substituting 
cn  (x,z n) from Eq. (4) and E2 n from Eq. (9) into the wave equation, per- 
forming the indicated differentiations, and setting the coefficient of 
each exponential term equal to zero for nontrivial solutions yields the 








n (z) - j2(k2 	- k2 sin 28')"2 	 + K2i(m-i) S. (z) + 2,n 1 	 1,n 




) 	fE h n Si-h,n(z) + h,n (z)] = 0 . (12) 
h=1 
These coupled-wave equations are an infinite set of second-order coupled 
difference-differential equations. Each diffracted wave (i) is coupled to 
other diffracted waves through the harmonics of the grating (i-h and i+h). 
The quantity m has been defined as 
m = 2A (c1 ) 3/4 sine'/A 	. (13) 
For the case when m is an integer, this represents a Bragg condition. 
3. METHOD OF SOLUTION 
The dielectric surface-relief grating diffraction problem as formu-
lated in the previous section will be solved in a sequence of steps. 
First, the rigorous coupled-wave equations will be solved for the n-th slab 
9 
grating using a state variables method of solution. Second, electromagne-
tic boundary conditions (continuity of tangential E and tangential H) will 
be applied between region 1 and the first slab grating, then between the 
first and second slab gratings, and so forth and finally between the N-th 
slab grating and region 3. Third, the resulting array of boundary condi-
tion equations are solved for the reflected and transmitted diffracted 
amplitudes, Ri and Ti . From these amplitudes, the diffracted efficiencies 
are determined directly. 
Using the methods of linear systems analysi
s19 the coupled-wave 
differential equation description of the diffraction problem may be trans-
formed into a state space description. Defining the state variables for 
the n-th slab grating as 
S1 1,n 
 )1 = 	n(z) 	
(14) 
S . (z) = dS. (z)/dz 
2,1,n 	l o n 
(15) 
transforms the infinite set of second-order differential equations (12) 
into two infinite sets of first-order state equations: 
dSi n(z) 
= 5




= - k(E 	- E ) 	Z
h n 
S1,i-h,n (z) + dz 	 III 	I 
h=1 	' 
co 






 - k2 sin26') 
S2,i,n(z) 	. 1 (1 7) 
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where S 	E S kli,n (for i=1,2), 	= dS/dz and the elements of the four 
submatrices (p = 1 to s and q = 1 to s) are specified by Eqs. (16) and (17) 
for the n-th slab grating. The integers p and q are the row and column 
indices of the four submatrices. The maximum value of these indicies, s, 
is equal to the number of diffracted orders retained in the analysis. The 
value p = 1 corresponds to the most negative order (value of i) retained in 
the analysis and p = s corresponds to the most positive order retained. 
For example, if an odd number of waves are retained symmetrically about i=0 
(the undiffracted wave) in the analysis, then p = i + (s+1)/2. Equation 
(18) corresponds to an unforced state equation and may be expressed con-
cisely as i = AS where S and S are the column vectors from Eq. (14) and A is 
the total coefficient matrix. Although A is an infinite matrix, results 
may be obtained in practice to an arbitrary level of accuracy with a 
truncated matrix. Each of the four submatrices is truncated to a x s. As 
the integer s increases, the calculated results rapidly converge to the 























(for 2.=1,2) has been rewritten as S p 
 , 
,n 
 with p' = p + (X-1)s. 
The quantities A , and w , are the eigenvalues and eigenvectors of 
q ,n 	p,qn 
the matrix A. These values are typically calculated using a computer 
library program.
20 The integers p' and q' are the row and column indices 
of the eigenvector matrix [w] and p' = 1 to 2s and q' = 1 to 2s. The 
quantities C, are unknown constants to be determined by the boundary 
q ,n 
 conditions. The desired diffracted wave amplitudes for the n-th grating 






 , ,n(z) 	 (20) 
where p' is chosen to correspond to the i-th diffracted wave. 
Electromagnetic boundary conditions require that the tangential 
electric and tangential magnetic fields be continuous across the boundar-
ies between the slabs. For the H mode polarization described in this 
paper, the electric field only has a tangential component (y direction). 
The tangential component of H is in the x direction and from Maxwell's 
equations it is given by Hx 
= (-3M') E /az. Therefore, for the boundary 
(z=0) between region 1 (the input region) and the first slab grating, the 
boundary condition for tangential E is 
2s 





and for tangential H is 
2s 
j(171 i • 2)(Ri 	60) m I Co' 1 
- ' p




 is the Kronecker delta function and the value of p' is chosen to 
correspond to the i-th wave. For the boundary between the n-th and n+l-th 
slab gratings (z = nd/N), the boundary condition for tangential E is 
2s 
w 
ce.1 C q ,n p l ,q 1 ,n exp 	




(1',111-1 P 1 ,e,n+1 e 
	1 q ,n+1 -i(iii,Tra  • 	 2)]nd/N 	(23) 
and for tangential H is 
2s 
I c , 	w qt .]. q ,n p'oe,n [Aq , ,n - i,n • 2)] exp {[Aci , ,n -j(ay ^ n 2)] nd/N) 
2s 
y cq',n+1 wp 1 ,q,n+1[A  ,n+1 - i,n+1 • 2)] 
exp {[X
ce,n+1 j(ai,n+i • 2)] nd/14} 
For the boundary between the N-th slab grating and region 3 (z=d), the 
boundary condition for tangential E is 
2s 
	
ql=1 Cq' N 
 w PW
,N exPl[Aci l ,N i(ai,N I)] d} 	Ti 
	(25) 
and for tangential H is 
2s 
/ ai 	• 2)1 exP i[A q , 	
C
.1 
w 	[A p',q',N 	ql,N - J i,N 	'4 	ce,N 	J(ai ,N • 2)] d} = 
j(k3i • 2) Ti 	 (26) 
Equations (21) through (26) represent a total of 2(N+1)s equations. There 
aresunknownvalueseachofiL




each slab grating. Thus, the total number of unkowns is 2(N+1)s, the same 
as , the number of boundary condition equations. If s values of i are 
retained in the analysis, then the calculations will yield s transmitted 
wave amplitudes (T i ) and s reflected wave amplitudes (R i ). 
An efficient procedure to solve this large system of equations is to 
use a technique like Gauss elimination21 applied successively to each 
boundary starting at the z=0 input surface. By using this technique N+1 
timesinsequence,thesvaluesofR.andsvaluesofT.may be obtained in 
a single pass on the last step. As depicted in Fig. 3 the boundary 
condition equations are written as a matrix equation. The matrix is 





 .(s values). For each slab 
grating, the boundary condition equations for its two boundaries produces 
a 4s by 2s submatrix. Starting with the first (n=1) slab grating (repre-
sented by upper left submatrix), a technique like Gauss elimination is 
applied to make all of the elements of the lower half of the submatrix 
equal to zero. This reduces the system to 2Ns equations. Repeating this 
procedure on the next (n=2) 4s by 2s submatrix reduces the system to 2(N-
1)s equations. This process is continued until after N steps, only 2s 
equations in the diffracted amplitudes, R i and Ti remain. These are then 
solvedforR.and T i . At each step in this sequential process, a new set of 
coefficientsofR.are produced as shown by the dashed box in Fig. 3. 
After N steps these coefficients have moved to the bottom of the matrix and 
thefinalsetof2sequationsinR.andT.are formed. This sequential 
procedure enormously reduces the storage and computational requirements 
for this type of problem. At each step, only a small 4s by 2s matrix is 
14 
being treated as opposed to the entire 2(N+1)s by 2(N+1)s matrix where N 
might typically be 50 to 100. 
WhentheamplitudesR i andT.are known, then the diffraction effi-
ciencies (ratio of diffracted intensity to input intensity) may be direct-
ly determined. The diffraction efficiencies in regions 1 and 3 are 
DEli = Re [(Eli e 2)/ (110 • 2) I RiRi 
	 (27) 
and 
DE3i = Re [(k,i • 2)/(E10  *2)] TiTi 
	
(28) 
The real part of the ratio of the propagation constants occurs when the 
time-average power-flow density is obtained by taking the real part of the 
complex Poynting vector. For lossless gratings the input power is conserv-
ed and thus the sum of all of the efficiencies for the propagating waves is 
unity. That is, 
(DE + DE
3i
) = 1 . 	 (29) 
This relationship may be used to verify the convergence of the numerical 
calculations. 
4. RESULTS AND DISCUSSION 
Using the method of solution described in the previous section, it 
is possible to calculate the diffraction efficiencies of dielectric sur-
face relief gratings to an arbitrary level of accuracy. The analysis 
15 
contains no restrictions with respect to grating profile, groove depth, 
angle of incidence, or wavelength. Example results are presented in this 
section for sinusoidal (Fig. 4), square-wave (Fig. 5), triangular (Fig. 
6), and sawtooth (Figs. 7 and 8) gratings. In each case the input wave is a 
plane wave with polarization perpendicular to the plane of incidence (H-
mode) and incident at the first Bragg angle (m=1). For the cases present-
ed, A=A and so the first Bragg angle is 6' = 30°. Unlike previous methods, 
large groove depths do not cause numerical instabilities or inaccuracies. 
Results for groove depths as deep as four grating periods (d/A = 4) are 
presented in Figs. 4 to 8. Previous published results have had maximum 




The input region has a 
relative permittivity of c i = 1.00 (air) and the substrate a relative 
permittivity of c iii  2.50 (refractive index of 1.58). 
With the exception of the zero-order wave, the reflected waves have 
diffraction efficiencies of less than 1%. The zero-order (specularly 
reflected) wave generally was found to decrease in intensity from the 
Fresnel reflection value with increasing groove depth. In the square-wave 
grating case, however, the zero-order reflected intensity is seen to os-
cillate with groove depth. 
For the combination of relative permittivities used (c 1 = 1.00 and 
c
III = 2.50), the transmitted first-order (i = +1) diffraction efficiency 
was found to be maximum for a groove depth in the range from 1.5 to 2 
grating periods. For the sinusoidal, square-wave, and triangular grating 
profiles, the first-order diffraction efficiency was found to reach nearly 
100% for the properly chosen groove depth. For the sawtooth gratings, 
however, the maximum first order diffraction efficiency was only about 
50%. A result that was consistently found in this work is: Dielectric 
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gratings with profiles that are expressable as even functions are capable 
of high (greater than 85%) diffraction efficiency. Thus, if the grating 
profile is symmetric so that the x=0 origin can be chosen so that F(x) is 
an even function, then large first-order diffraction efficiencies are pos-
sible. The diffraction efficiencies calculated for any case are, of 
course, independent of the choice of the x=0 origin. But if the grating 
has even symmetry, large diffraction efficiencies are possible. For grat-
ing profiles that lack even symmetry, such as the sawtooth profile, the 
maximum diffraction efficiencies are correspondingly less. Maximum dif-
fraction efficiency results for several profiles are given in Table I. 
Notice that the stairstep grating profile of even symmetry has maximum 
first-order diffraction efficiency of 89.4%. However, the same stairstep 
grating with steps shifted producing a profile of only odd symmetry has a 
maximum first-order diffraction efficiency of only 67.7% or 71.8% (depend-
ing on orientation of Bragg angle). The lack of even symmetry obviously 
produces dephasing of the fundamental first-order diffracted beam and 
causes the diffraction efficiency not to reach a large value. Because the 
lack of even symmetry is less severe in the stairstep than in the sawtooth, 
the maximum efficiency for the stairstep is correspondingly larger. Fur-
ther, it is noted from Table I that the choice of orientation of an 
asymmetric grating with respect to the Bragg angle does not appreciably 
affect the maximum possible diffraction efficiency. There is a modest 
trend among the first four gratings in Table I (each expressable as an even 
function) that indicates higher maximum diffraction efficiencies are ob-
tainable with sharper, more pointed grating profiles. Thus in the sequence 
of square-wave, stairstep, sinusoid, and triangular grating, the maximum 
diffraction efficiency steadily increases (from 88.5% to 99.0%). Again, 
17 
however, the dominant factor controlling the maximum diffraction efficien-
cy is the degree of even symmetry in the grating profile. 
The method of analysis presented in this paper is rigorous and any 
arbitrary level of accuracy is attainable if needed. The method can be 
applied to any grating profile. Further, it is straightforward to add 
substrate and cover layers using this method of analysis if they are 
present. 
5. NUMERICAL ACCURACY 
In this section the accuracy, the convergence, and the stability of 
the numerical technique are discussed. Comparisons to previously publish-
ed results from other techniques are also presented. 
For all of the numerical results presented, both the number of waves 
(space harmonics) included and the number of layers were increased until 
the changes in the calculated diffraction efficiencies were less than 
10
-8 . Typically 50 to 100 layers and 8 to 12 waves (values of i) were used. 
The algorithm described was always stable and it converged in every case 
considered. The conservation of power was also always accurately achiev-
ed. In all of our results the error in the conservation of power, Eq. 
(29), was on the order of 10 -12 . 
Although the resulting system of simultaneous linear equations is 
2(N+1)s by 2(N+1)s, the technique described in this paper handles this very 
large system by reducing it to the problem of converting a 4s by 2s system 
into upper matrix form N times. This reduces the data storage requirement 
by a factor of (N+1)
2
/3 and reduces the execution time by a factor of N
2 
where N is the number of layers. Without such savings, it would be 
extremely difficult to solve this large system of equations on even the 
18 
largest of computers. Using the present method, a typical execution time 
for an 8-wave, 50-layer configuration is about 6 seconds for each diffrac-
tion efficiency point on a CDC 730/760 computer. 
In the present work the rigorous coupled-wave approach is used to 
find the fields in each of the layers of the grating. Another possible 
technique is that of Lewis and Hesse1 18 which analyzes a periodic array of 
dielectric,slabs. The coupled-wave approach is as accurate and as rigorous 
as the array of slabs technique. Both require finding the eigenvalues of a 
truncated characteristic or coupled-wave equation matrix. However, the 
coupled-wave approach is more suitable for computer implementation. 
To show the accuracy and the effectiveness of the present tech-
nique, results obtained in the present work were compared to those results 
that are available in the literature. Our results show excellent agreement 
with the graphical results of Tremain and Mei 14 (their Figs. 8-10). Of 
course, this agreement is limited by the accuracy of the graphs. In Table 
II, results calculated by the present method are compared to numerical 
results from Chang, Shah, and Tamir
16 
 (their Table I). As can be seen, our 
results agree extremely well with theirs. However, in the present work the 
deviation from the conservation of power (10 -12 ) is much smaller than 
. 
either that of van den Berg
13 
(-10-4) or Chang, Shah, and Tamtr
16  (-10-6 ). 
In Table III results obtained by the present rigorous coupled-wave ap- 
proach are compared to those presented by Tremain and Mei
14  (their Table 
II). It is shown that the deviations from the conservation of power in the 
.12 
present results (-10
-12 ) are much smaller than those of Zak]. 	(-10
-2) or 




). The small size of the residual error in the 
conservation of power in the present work provides additional strong evi- 
dence that the diffraction efficiency results are similarly accurate. 
19 
Thus it may be concluded that the rigorous coupled-wave method of analysis 
of surface-relief gratings is accurate, stable, reliable, and efficient. 
This work was sponsored in part by the National Science Foundation 
and the Joint Services Electronics Program. 
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FIGURE CAPTIONS 
	
Fig. 1. 	Geometry of dielectric surface-relief grating. 
Fig. 2. 	The n-th planar grating resulting from the decomposition of the 
surface-relief grating into N thin gratings. 
Fig. 3. 	Matrix equation representation of 2(N+1)s boundary condition 
equations where s is the total number of diffracted waves re-
tained in the analysis. C
1 represents the column vector Cq
,
11 
where q' = 1 to 2s and likewise for C 2 through CN. The reflected 
and transmitted amplitudes, Ri and Ti , are column vectors of 
length s. The product output vector, before manipulation, is 
all zeros except for the two ones that are shown. These corre-
spond to the normalized E and H values in the input wave. 
Fig. 4. 	Diffraction efficiency as a function of groove depth for a 
lossless sinusoidal surface relief grating. 	Incidence is at 
first Bragg angle (m=1), A = A, e l = 1.00, and ciii = 2.50. 
. 5. Diffraction efficiency as a function of groove depth for a 
lossless square-wave surface-relief grating. Incidence is at 
first Bragg angle (m=1), A = A, c I = 1.00, and en, = 2.50. 
Fig. 6. Diffraction efficiency as a function of groove depth for a 
lossless triangular grating. Incidence is at first Bragg angle 
(m=1), A = A, c I = 1.00, and ciii = 2.50. 
Fig. 7. 	Diffraction efficiency as a function of groove depth for a 
lossless sawtooth grating. Incidence is at first Bragg angle 
(m=1) with the inclined surfaces of the sawtooth facing the 
incident beam. Also A= A, C I = 1.00, and cm = 2.50. 
Fig. 8. 	Diffraction efficiency as a function of groove depth for a 
lossless sawtooth grating. Incidence is at first Bragg angle 
(m=1) with the inclined surfaces of the sawtooth facing away 
from the incident beam. Also A= A, c I = 1.00, and eI
II 
 = 2.50. 
Table I. Maximum transmitted first-order (i = +1) diffraction efficien-
cies for various grating profiles. Incidence is at first Bragg 
angle, 6' = 30°, e i = 1.00, and En, = 2.50. Diffraction effi-
ciencies correspond to the value at the first peak of the DE 3,1 
versus d/A curve. 
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Table II. Comparison of diffraction efficiencies calculated by van den Berg 13 
. and Chang, Shah, Tamil- 16  to values calculated in the present work. 
The sinusoidal surface-relief grating is characterized by c





The incident plane wave is characterized by X xi/1 and 
Diffraction 
Efficiency 




DE1.0 0.005 0.203990 0.2037150 0.2037170 
DE 1.1 0.005 0.000027 0.0000265 0.0000262 
DE3,-1 0.005 0.000074 0.0000817 0.0000820 
DE3.0 0.005 0.795207 0.7961250 0.7961205 
DE31 0.005 0.000056 0.0000550 0.0000543 
DE 3 2 0.005 0.000000 1.3 x 10 9 1.3 x 10 9  
IDE-1 0.005 -1.1 x 10 4 3.6 x 10 6 3.3 x 10-12 
DE 1.0 0.5 0.02418 0.0349913 0.0346051 
DE
1.1 0.5 0.06367 0.0537149 0.0537065 
DE
3,-1 0.5 0.11222 0.1693248 0.1690036 
DE
3.0 
0.5 0.39340 0.3492882 0.3484211 
DE3.1 0.5 0.34700 0.3307839 0.3323272 
DE3.2 0.5 0.05563 0.0618147 0.0619366 
IDE-1 0.5 -3.9 x 10 3 8.2 x 10 5 1.7 x 10-12 
Table III. Comparison of diffraction efficiencies calculated by Tremain and 
Mei14 and Zaki 12 to values calculated in the present work. The 
sinusoidal surface-relief grating is characterized by El - 1.0, cIII 
= 2.3104, and d/A = 1.1765. The plane wave is incident at d = 36°. 
The sum of the diffraction efficiencies includes other propagating 








0.202 0.16 0.15377 
DE
3.1 
0.750 0.547 0.50 0.57732 
DE
3.2 
0.750 0.241 0.29 0.20013 
1DE-1 0.750 7 x 10 3 -4 x 10 2 1.35 x 10
12 
DE 0.941 0.301 0.30 0.30290 
3 0 , 
DE
3.1 
0.941 0.647 0.62 0.63689 
DE
3.2 
0.941 0.050 0.03 0.05058 







1.030 0.339 0.33 0.34202 
DE
3.1 
1.030 0.643 0.555 0.62361 
DE
32 
1.030 0.023 0.01 0.02398 






DE 1.177 0.396 0.39 0.39857 3 0 , 
DE
3.1 1.177 0.598 0.58 0.59051 
DE
3.2 1.177 0.000 0.00 0.00000 




 1.36 x 10
12 
DE 1.471 0.493 0.49 0.49355 3 0 , 
DE
3.1 
1.471 0.497 0.47 0.49134 
DE3 2 1.471 0.000 0.00 0.00000 
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Abstract. Various planar dielectric grating diffraction theories are reviewed for the case of a 
general sinusoidal permittivity planar grating with slanted fringes and plane wave incidence 
at an arbitrary angle. Exact formulations without approximations (rigorous coupled-wave 
analysis and rigorous modal analysis) are developed first. Then, using a series of 
fundamental assumptions, rigorous theory is shown to reduce to the various approximate 
theories in the appropriate limits. The implications of these fundamental assumptions are 
discussed. 
PACS: 42.10, 42.20, 42.30 
Since 1930 there have been over 400 scientific papers 
on the subject of grating diffraction. Many of these 
papers have been applicable to planar dielectric grat-
ings. These periodic structures have been applied in 
numerous areas such as acousto-optics, holography, 
integrated optics, and spectral analysis. The diffraction 
of electromagnetic waves by spatially periodic media 
may be analyzed by numerous methods and with a 
wide variety of possible assumptions. The purpose of 
this paper is to review both rigorous and approximate 
planar grating diffraction theories and to show ex-
plicitly the relationships between the various 
theories. 
The most common methods of analyzing planar dielec-
tric grating diffraction are the coupled-wave approach 
[1-8] and the modal approach [9-18]. These theories 
have recently been treated in two extensive reviews 
[19, 20]. Both coupled-wave and modal approaches 
can produce exact formulations without approxi-
mations. In their full rigorous forms these formulations 
are completely equivalent [21]. They represent merely 
alternative methods of representing the electromag-
netic fields inside the grating (Sect. 2). 
Starting with the rigorous theories and using a series of 
fundamental assumptions, these general theories are 
shown to reduce to the various approximate theories 
[two-wave modal theory, two-wave second-order 
coupled-wave theory, multiwave coupled-wave theory, 
two-wave first-order coupled-wave theory (Kogelnik 
theory), Ramaif-Nath theory, and amplitude transmit-
tance theory] in the appropriate limits. This is shown 
in Sect. 8. 
1. Planar Dielectric Grating Diffraction 
The general planar grating diffraction problem is 
depicted in Fig. 1. An electromagnetic wave is ob-
liquely incident upon a slanted-fringe planar grating 
bounded by two different homogeneous media. In 
general, there will be simultaneously both forward-
diffracted and backward-diffracted waves as shown in 
the figure. This geometry is applicable 1) to holograph-
ic gratings in air or other media (el = Effl = en), 2) to 
acousto-optic gratings within a medium (8, = eo = e„i), 
and 3) to grating couplers such as used in integrated 
optics (e, e o + cm + c,). The quantities ep eo , and Em are 
the average relative permittivities (dielectric constants) 
in regions 1, 2, and 3, respectively. 
In this paper, for simplicity, the case of a lossless 
dielectric grating with sinusoidal permittivity is treat-
ed. The incident plane wave polarization is perpendic-
ular to the plane of incidence (H mode). This is proba-
bly the case of widest general interest. However, these 
assumptions are not essential to the theories described. 
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Fig. 1. Geometrical configuration of planar 
grating diffraction 
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grating region is given by 
E(x, Z)= e o + e cos(K .1^) 
=E0 + e i cos [K(x sin 4) + z cos (¢)] , 	 ( 1 ) 
where E is the amplitude of the sinusoidal relative 
permittivity, (j) is the grating slant angle, and K = 2ir/A, 
where A is the grating period. The cosinusoidal form 
used in (1) is common in the volume holographic 
grating literature. In the acousto-optics literature, a 
sinusoidal form for (1) is more common. Using the 
sinusoidal form would alter the resulting equations in 
the following sections as well as their amplitude so-
lutions. However, the diffracted intensities are identi-
cal in either case. 
The general approach to the planar-grating diffraction 
problem involves finding a solution of the wave equa-
tion in each of the three regions and then matching the 
tangential electric and magnetic fields at the two 
interfaces (z = 0 and z = d). In region 1, the normalized 
amplitude of the incident plane wave is 
E1nc = exp( 	-17) 
= exp [ jk l (x sin 0' + z cos OA , 	 (2)  
where 0' is the angle of incidence on region 1, 
k 1 = 2n(e,) 1/2/4,, and 2 is the free space wavelength. The 
wave equation for the H mode polarization is the 
scalar wave equation (Helmholtz equation) 
v2E+ k 2 E(x, z)E =0 , 	 ( 3 ) 
where k =27E11 For H mode polarization, the electric 
field only has a component in the y direction. The 
fields and the grating are unchanging in the y direction. 
For any arbitrary direction the grating as bounded by 
regions 1 and 3 is periodic only in the x component of 
the direction. If region 2 was infinite in all directions 
(not bounded) the resulting grating would be periodic 
in any direction that was not perpendicular to the 
grating vector K. The Floquet theorem [22, 23] re-
stricts the possible fields that can exist in a periodic 
structure at steady state. As a result of the Floquet 
theorem the diffracted wavevectors inside the grating 
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where a, is the wavevector of the i-th space harmonic in 
the grating, i is any integer, and k 2 is the wavevector of 
the zero-order (1 = 0) space harmonic having a magni-
tude of k 2 =2n(e0 ) 11211. For the bounded grating that 
is periodic only in the x-component of direction, the 
Floquet theorem only requires 
di =(k2 — ik). , 	 ( 5 ) 
where" denotes a unit vector. This expression is just the 
x-component of (4). Only the form as represented by 
(5) is necessary for the present problem. However, for 
subtle reasons that will become clear in the next 
section, the Floquet requirement as expressed by (4) 
will be used. This is certainly acceptable since it 
contains the necessary (5) within it. 
2. Rigorous Coupled-Wave and Modal Theories 
It is possible to formulate the planar grating diffraction 
problem depicted in Fig. 1 in an exact manner. This 
may be done with the coupled-wave approach or the 
modal approach. The modal approach is sometimes 
referred to as the Floquet, Floquet -Bloch, eigenmode, 
characteristic-mode, or coupled-mode approach. The 
coupled-wave approach is confusingly also sometimes 
called coupled-mode approach. Both the coupled-
wave and modal approaches are altenrative methods 
of representing the fields inside the grating medium. 
In the coupled-wave representation, the fields inside 
the grating are expanded in terms of the space har-
monics of the fields in the periodic structure. These 
space harmonics inside the grating correspond to 
diffracted orders outside of the grating. Thus, the 
partial fields inside the modulated medium are vi-
sualized as diffracted waves that progress through the 
planar slab and couple energy back and forth between 
each other as they progress. This picture agrees rather 
well with simple physical intuition about the process of 
diffraction by a volume grating. In the coupled-wave 
approach the total field is thus expressed as 
+ 00 
E(x, z) = E Si(z) exp ( — j6 , •F), 	 (6) 
where i is the space harmonic index. Equation (6) has 
the general appearance of a plane wave expansion of 
diffracted waves with amplitudes S i . This would be true 
if the S i's were constants. However, since the Se's are 
not constants but are functions of z, each i does not 
correspond to a single plane wave. In general there are 
an infinite number of plane waves associated with each 
i. Si varies only in the direction perpendicular to the 
boundary. The sum of all of the i-th partial fields as 
represented by E(x, z) in (6) satisfies the wave equation. 
However, individually the partial fields do not satisfy 
the wave equation. 
In the modal representation, the fields inside the 
grating are expanded in terms of the allowable modes 
of the periodic medium. The fields are visualized as 
waveguide modes in the grating region. In the modal 
approach, the total electric field is expressed as a 
weighted summation over all possible modes, 
oc 
= E 	on,(F) exP( 	• 
	
(7) 
where m is the mode index. The function O n.,(1,) is 
periodic with a period equal to the grating period. 
That is 0.(F)= O m(i. + A). The summation includes 
both forward and backward propagating modes. The 
backward propagating modes are due to diffraction in 
the grating volume (when the grating fringes are 
slanted) and due to reflections at the z = d boundary. 
Each individual m-th mode satisfies the wave equation 
and may be either evanescent or propagating. These 
modes in the grating are precisely analogous to modes 
in a waveguid.e. Each waveguide mode satisfies the 
wave equation by itself and it may be either cutoff or 
propagating. Each mode (m) consists of an infinite 
number of space harmonics (i) and each mode propa- 
gates through the medium without change. The space 
harmonics may be viewed as arising from the Fourier 
expansion of the periodic function O n (Y). 
The coupled-wave representation or expansion in 
terms of space harmonics, (6), and the modal repre-
sentation or expansion in terms of modes, (7), are 
merely alternative representations of the same physical 
problem. Both approaches are complete and both are 
rigorous formulations (without approximations). 
These two approaches are thus completely equivalent 
and this will be demonstrated in Sect. 5. 
3. Rigorous Coupled-Wave Equations 
The rigorous coupled-wave equations are developed 
by starting with the field expansion in terms of space 
harmonics, (6). There are mutliple versions of the 
rigorous coupled-wave equations for the physical situ-
ation depicted in Fig. 1 depending on the form of the 
modulation chosen (sinusoidal or cosinusoidal per-
mittivity), the form of the Floquet condition chosen, (4) 
or (5), and the polarization chosen (H mode or E 
mode). The basic case treated in this paper is cosi-
nusoidal permittivity and H mode polarization. Both 
forms of the Floquet condition are analyzed in this 
section. 
The Flog uet condition for an infinite periodic medium, 
(4), will be treated first since this gives rise to the very 
useful, common form of the rigorous coupled-wave 
equations. In fact, only the component of the wavevec-
tors along the boundary in the direction of periodicity 
2n 2 dz2 	
21r°
)1„ 2 sin 0 	i sin 01 2 go 1 d 2 S i(z) 
A2 }S,(z) 
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(x) needs to satisfy the Floquet condition. This is given 
by (5) and will be treated below. The Floquet condition 
for an infinite grating, (4), contains the required x 
dependence. The z dependence in (4) will be shown to 
be very useful in obtaining a directly solvable form of 
the coupled-wave equations. Substituting (4) into (6) 
yields 
E(x, z)— 	Si(z) exp [ — j(k 2 — iK)- F] 
- co 
= 	S i(z) exp { —Mk, sin 0 — iK sin 0) x 
i= - x 
	
+(k2 cos@ — iK cos q5)z]) , 	 (8) 
where 0 is the angle of refraction of the incident beam 
from region 1. Thus 0 is related to 0' through 
k, sin 0' = k 2 sin e . 	 (9) 
Substituting (1) and (8) into (3) and performing the 
indicated differentiations gives 
+ co { a2 si(z)  S 
	
j2(k, cos() iK cos 0) fizz)  
i= - dz 
— [(k 2 sin 0 — iK sin 4) 2 (k2 cos 0 — iK cos 0) 2 ] S i (z) 
OE 	k 2 e 




(z)+ 	S i+ i(z)} 
exp { —j[(k 2 sin 0 — iK sin 0) x + (k 2 cos 0 
— iK cos q5)z]) =0 . 
This equation must be satisfied for all values of the 
variables. Thus the coefficient of each exponential 
must individually be zero for nontrivial solutions. 
Using this and the definitions of k, k 2 , and K, (10) 
reduces to the rigorous coupled-wave equations : 
1 	d 2 S i(z) 2 Re o) 112 cos° i cos 01 dS ,(z) 




	S i(z) + 	[Si+ i(z) + S ,.(z)] = 0 . 	(11) 
This is an infinite set of second-order coupled 
difference-differential equations. By inspection, it is 
seen that the wave corresponding to each value of i 
(space harmonic inside the grating or diffracted order 
outside of the grating) is coupled to its adjacent (i + 1 
and i— 1) space harmonics. There is no direct coupling 
between nonadjacent orders. 
In the rigorous coupled-wave equations the quantity m 
has been defined as 
2A( 
) 1/2  m = 	cos(0 — (19) . 	 (12) 
The quantity m may have any value in general. For the 
case when m is an integer, (12) becomes the Bragg 
condition. However, it is important to realize that the 
Bragg condition is not specifically an input into this 
theory. The approach applies to an arbitrary angle of 
incidence and wavelength. Only if the angle of in-
cidence and wavelength are such that m is an integer 
does Bragg incidence occur. The rigorous coupled-
wave equations given by (11) are in a from that is 
directly solvable using a state variables approach from 
linear systems theory. This method of solution will be 
used in the next section. 
The Floquet condition as given by (5) may also be used 
in space harmonic field expansion, (6), to obtain an 
alternative set of rigorous coupled-wave equations. 
Substituting (5) into (6) yields 
E(x, z)= E si(z) exp [ — j(k 2x — iK x)x] 
= E si(z) exp [ — j(k 2 sin 0 — iK sin 0)x] . (13) 
The field expansion given by (13) is the same as that in 
(8) except that the z dependent part of the exponential 
has been included in the S i(z) functions in (13). 
Substituting (1) and (13) into (3), performing the 
indicated differentiations, and setting the coefficients of 
each exponential equal to zero as before, produces 
2nz cos
4 






i 	 ) s i(z) 0  
+ 	 ( 
A 
This set of coupled-wave equations contains no first 
derivative terms in contrast to the coupled-wave equa-
tions given in (11). In addition, (14) is a nonconstant 
coefficient differential equation due to the presence of z 
in the coefficients of the S i _ 1 (z) and Si +1 (z) terms. The 
equations in the form of (14) represent a linear shift-
variant system and direct solution would be difficult. 
For the case of an unslanted grating (0 = n/2, fringes 
perpendicular to the surface), the equations become 
constant coefficient differential equations. For this 
limiting case, the equations become identical to the 
coupled-wave equations of Kong [Ref. 6, Eqs. (6a) and 
(6b)] if only two waves are retained (i = 0, 1). 
4. Solution of the Rigorous Coupled-Wave Equations 
The rigorous coupled-wave equations as given by (11) 
represent a set of second-order linear differential equa-
tions with constant coefficients. Using the methods of 
linear systems analysis [24] this differential equation 
description of this continuous system may be trans- 
(10) 
(14) 
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formed into a state space description and a solution 
obtained directly. By defining the state variables as 





the infinite set of second-order differential equations 
(11) are transformed into two infinite sets of first-




=S, ,(z), 	 (17) 
dz 
dS 2 i(z) 27r2g c 	t „.1 	47r2i(i — m) S1,,(z) 
dz 	A2 '1,z - 1V-1 -1- A2 
27E28 1 
10+ 1 -. .! 
( 	
A 
	 S (z). 
(E0) 1 /2 COS 0 	i COS 41 2, i +jzin  (18) 
Equations (17) and (18) are the state equations corre-
sponding to the rigorous coupled-wave equations (11). 
Since these are homogeneous equations, they corres-
pond to unforced state equations. State equations that 
are linear differential equations with constant coef-
ficients such as these, may be solved for closed-form 
expressions for the state variables. In this case, only the 
homogeneous solution is necessary as there are no 
driving terms in these equations. The homogeneous 
solutions are 
s i , i(z)= E cm w,, im exp (),,„z) 	 (19) 
m= - 
for 1=1, 2. The coefficients C. are unknown constants 
to be determined from the boundary conditions. The 
quantity w,,„, is an element of an eigenvector and is 
an eigenvalue. These quantities are determined as 
described below. The solution for the wave amplitudes 
(the "output equation" in linear systems terminology) 
is S i(z)= S, ,(z). 
The constituent state equations (17) and (18) may be 
written in matrix form as 
where a= 	bi = 47r2 i(i — m)/A 2 , and c, =j4.7r 
[(e 0) 112 cos0/.1-- i cos4/A]. This equation may be re-
presented concisely as S= AS where S and S are the 
column vectors in (20) and A is the coefficient matrix. 
The needed eigenvalues and eigenvectors are deter-
mined from this coefficient matrix. Although A is an 
infinite matrix, results may be obtained in practice to 
an arbitrary level of accuracy with a truncated matrix. 
Each of the four submatrices is truncated to n x n. As 
the integer n increases, the calculated results rapidly 
converge to the exact results. The quantity n cor-
responds to the total number of space harmonics 
retained in the analysis. This in turn means that the 
analysis includes n diffracted waves in region 1 and n 
diffracted waves in region 3. To put the four sub-
matrices into standard form, the integers i and m are 
replaced with the new integers p and q that run from 1 
to n. For example, if an odd number of waves are 
retained symmetrically about i = 0 (the undiffracted 
transmitted wave) in the analysis, then p = i + (n + 1)/2 
and q=m+(n+1)/2. The 2n solutions may then be 
expressed 
2 	n 
Si , p(Z)= E E (21) 
r = 1 q=1 
for 1=1,2 and p=1 to n. The eigenvalues A,, ,q are 
determined by solving the determinantal equation 
	
— q Ii=0, 	 (22) 
where I is the unit matrix. The eigenvector correspond-
ing to a particular eigenvalue ^ r is determined byq
substituting 2n expressions (1=1, 2 and p=1 to n) for 
Si , p of the form S, p exp().„) into the stateP , r
equation (20), performing the indicated differentia-
tions, and then solving for each element of the eigen-
vector as P . r using Cramer's ruleq
and thus expressing each element as a ratio of 
determinants. The eigenvalues and eigenvectors for a 
• 
5 1, - 2 0 0 0 0 0 1 0 0 
5 1, - 1 0 0 0 0 0 0 1 0 
, o 0 0 0 0 0 0 0 1 
5 1 ,1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
ST2, - 2 b -2 a 0 0 0 c _ 2 0 0 
52. - 1 a b_ 1 a 0 0 0 c _ 1 0 
S2,0 0 a b o a 0 0 0 co 
'`2 	1 0 0 a b 1 a 0 0 0 
2 0 0 0 a b 2 0 0 0 










0 C 2 
 
Si _ 2 
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matrix are typically calculated numerically using a 
computer library program [25]. 
5. Equivalence of Coupled-Wave 
and Modal Representations 
The total field inside the grating may be expressed in 
coupled-wave form, (6), or in modal form, (7), depend- 
ing whether the field is expanded in terms of space 
harmonics or in terms of modes, respectively. These 
two forms are alternative representations that are 
completely equivalent. This equivalence has been dis-
cussed previously [14, 19, 21]. It can be shown ma-
thematically in a simple manner as follows. 
c0 
Substituting S i(z)= E Cm w 1 ,„n exp(;tniz) into the 
m 
coupled-wave expansion (8) gives 
E(x,z)= 	=Cm w,, in, 
i= n m= — m 
• exp — j[(k 2 sin 0 — iK sin 0)x 
+ (k 2 cos 0 — iK cos 0 +j 1m) z]} . 	(23) 
Changing the order of the summation this may be 
rewritten as 
+ cc 	+ cc 
E(x, z)= E Cm  E w,, im exp[ — j(fc 2m — iK) • F] , 
(24) 
where k 2m = k 2 sin65i + (k 2 COS + jylm) . Identifying the 
complex Fourier series and its representation of a 
periodic function 
+ ao  
E w 1 , exp(jiK • 1,) = O m(F) = Om(i. + A) 	(25)i m 
i= - m 
gives the modal expansion 
E(x, z)= E crnornc -oexP( — /k 2 . • F) 
m = 
which is identical to (7). Thus the coupled-wave and 
modal representations are seen to be equivalent. 
where R i is the normalized amplitude of the i-th 
reflected wave in region 1 with wavevector k 11 . 
Likewise the normalized total electric field in region 3 
is 
E 3 = 	Ti exp[— jk 3 ,•(i—cE)], 	 (28) 
i = — m 
where T is the normalized amplitude of the i-th 
transmitted wave in region 3 with wavevector T‘3i- 
These fields in regions 1 and 3 are phased matched to 
the field in the grating, (8). Thus the x components of 
the wavevectors of the i-th wave (regions 1 and 3) and 
the x component of the wavevector of the i-th space 
harmonic field (region 2) must be the same. That is 
=k3i -5c 
k, sin 0; = k2 sin — iK sin 0 = k 3 sin 0i". 	 (29) 
In the homogeneous regions (1 and 3) the backward-
and forward-diffracted waves have wavevectors with 
magnitudes 
=1kt I and  1k3i1=Ik31, 
	 (30) 
where k 3 = 2n(Ein)1 / 2/,1. Knowing the total amplitudes 
and the x components of the diffracted wavevectors, 
the z components are then determined to be 
= 	— (k sing— iK sin 0) 2] 1 / 2 	 (31) 
and 
11 ( = [Ik 312 — (k3 • i) 2]"2 
=[q. — (k 2 sin 0 — iK sin 0) 2] 112 	 (32) 
These quantities are either positive real (propagating 
wave) or negative imaginary (evanescent wave). 
Using the phase matching conditions (29), (31), and 
(26) 	(32), the total fields in regions 1 and 3, (27) and (28), 
may be rewritten 
E = exp { — j[k , (sin 0' x + cos 0' 4] } 
6. Phase Matching and Boundary Conditions 
Each i-th field in region 1 and 3 must be phase 
matched to the i-th space harmonic field inside the 
grating. In addition, the magnitude of the fields in 
regions 1 and 3 must be such that the electromagnetic 
boundary conditions are satisfied at the two grating 
boundaries (z = 0 and z =d). 
The total electric field in region 1 is the sum of the 
incident and the backward-traveling waves. The nor-
malized total electric field in region 1 may be expressed 
as 
E = exp(—jk, • F)+ 	R i exp(—A„•17), 	(27) 
CO 
+ E R i exp[—j{(k, sin e — iK sin 0) x 
i=-. 
— [k 2, —(k 2 sin 0— iK sin 0) 2 ] 112 Z1] 
and 
E 3 = E 	exp — j{(k2 sin 0 — iK sin 0)x 
i=-00 
+ [k 32 — (k 2 sin 0 — iK sin 0) 2]" (z — dill 	(34) 
Electromagnetic boundary conditions require that the 
tangential electric and tangential magnetic fields be 
continuous across the two boundaries (z =0 and z = d). 
For the H mode polarization described in this paper, 
the electric field only has a component in the y 
(33) 
i =- — 
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direction and so it is the tangential electric field 
directly. The magnetic field intensity, however, must 
be obtained through the Maxwell equation V xE = 
—00B/7t. The tangential component of H is in the x di-
rection and is thus given by H x =(—j/w,u)0E y/ez. For 
each value of i, the four quantities to be matched and 
the resulting boundary condition are: 
1) tangential E at z = 0 : 
io + Ri = S ,(0) , 
2) tangential H at z = 0 : 
dS,(0)  
j[14 — (k 2 sin 0—   iK sin q5) 2] 1/ (R i — 6,0= 
dz 
3) tangential E at z= d : 
7; = Si(d)exp 	j(k 2 cos 0— iK cos c/o)d] , 
4) tangential H at z = d : 





j(k 2 cos° — iK cos 0) 5' e (d)1 
dz  
• exp j(k 2 cos 0 — iK cos cb)d] , 
where 	is the Kronecker delta function. 
7. Diffraction Efficiency 
The quantity commonly measured in grating diffrac-
tion is the diffraction efficiency. It is defined as the 
diffracted intensity of a particular order divided by the 
input intensity. In the above formulation, the incident 
plane wave amplitude was normalized to unity. Thus 
the diffraction efficiencies in regions 1 and 3 are 
DE,, = Re {(1z,,•)/(rcio•2)}RiRt 
= Re {{1 — [sin 0' — O. sin /001/2 A] zlii 
cos 0' R iRt 	 (39) 
and 
DE 3 , = Re {(Tc„ • &(rci o 2)} Ti 
= Re { {(e ml e i) — Din 0' — i1 sin (801/2A]2}1/2/ 
cos 0') 'Ti Tt . 	 (40) 
The real part of the ratio of the propagation constants 
occurs when the time-average power-flow density is 
obtained by taking the real part of the complex 
Poynting vector. For an unslanted grating (0=7E12) 
with the same medium on both sides (8, =8„,), the real 
part of the ratio of the propagation constants is just 
the usual ratio of the cosine of the diffraction angle for 
the i-th diffracted wave to the cosine of the incidence 
angle. 
If n values of i are retained in the analysis, then there 
will be n forward-diffracted waves (n values of 7;) 
and n backward-diffracted waves (n values of R e). 
Correspondingly, there will be 2n unknown values of 
Cm. This is because the coefficient matrix in (20) is a 
2n x 2n matrix and therefore has 2n eigenvalues and 
thus there are 2n unknown values of C m. Also this may 
be viewed as being due to the n coupled-wave equa-
tions, each being a second-order differential equation, 
and thus there are 2n roots or eigenvalues and 2n 
unknown constants Cm to be determined from the 
boundary conditions. Therefore, the total number of 
unknowns is 4n. Substituting S i(z), as given by (15) and 
(19), into the equations for the boundary conditions 
(35}-(38) produces n linear equations containing the 4n 
unknowns. An efficient procedure to solve these equa-
tions is to eliminate R i and 7; from these equations and 
to solve the resulting 2n equations for the 2n values of 
Cm using a technique such as Gauss elimination. Then 
the n values of R i and n values of 7", may be determined 
from (35) and (37) respectively. Finally, the diffraction 
efficiencies DE 1i and DE, are calculated using (39) 
and (40). For phase gratings the input power is con- 
served and thus the sum of all of the efficiencies for the 
propagating waves is unity. That is, 
E(DE„+DE„)=1 	 (41) 
Equation (41) may be used to verify the convergence of 
the numerical calculations. 
S. Approximate Theories 
The vast majority of the papers on grating diffraction 
theory have dealt with approximate theories. There are 
a large number of possible approximations and as-
sumptions that can be made. These generally lead to 
enormous simplifications in the analyses. In some 
cases, these simplifications allow analytic solutions to 
be obtained. A.number of famous analytic expressions 
occur for special limiting cases. 
In this section, a large number of planar grating 
diffraction theories are classified in terms of the funda- 
mental assumptions : 1) neglect of higher-order waves, 
2) neglect of second derivatives of the field amplitudes, 
3) neglect of boundary effects, 4) neglect of dephasing 
from the Bragg condition, and 5) the small grating 
modulation approximation. In addition to these as-
sumptions, a number of other approximations such as 
normal incidence, unslanted gratings, and large grating 
period compared to a wavelength, may also be made. 
However, in this section, only the fundamental as-
sumptions enumerated above are treated. Thus all of 
the approximate theories are presented in their general 
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arbitrary grating slant angle (0), and arbitrary grating 
period (A). The various further reductions can then be 
easily formulated, if desired, from these general forms 
of the approximate theories. 
In region 1 of Fig. 1, backward-traveling waves exist. 
In general, these waves are produced both by diffrac-
tion from within the grating volume and by boundary 
effects (diffraction and reflection from the periodic 
boundaries at z = 0 and z = d). These physical processes 
produce a spectrum of plane waves traveling back into 
region 1 (z <0). For the general planar grating of 
Fig. 1, neglecting the second derivatives of the field 
amplitudes in the wave equation reduces the number 
of waves in the analysis from 2n to n. The bulk 
diffracted orders are retained and the boundary-
produced waves are eliminated. Thus for a planar 
grating, the neglect of second derivatives and the 
neglect of boundary effects are absolutely linked to-
gether. When these assumptions are made, the result-
ing first-order coupled-wave analyses have the ampli-
tudes of the diffracted waves calculated inside the 
modulated region. Then the amplitudes Ti of the 
forward-diffracted output waves are obtained (approx-
imately) by arguing that they are equal to S i(d), the 
space harmonic field amplitude at a distance d from 
the input surface z =O. Likewise for those values of i 
that represent backward-diffracted waves, the ampli-
tudes '/ 2, are estimated to be S,(0). However, in the 
physical problem being analyzed, there are no boun-
daries at z =0 and z = d. These planes just represent 
reference locations. There are no reflected or diffracted 
waves resulting from these planes and thus there are no 
physical boundaries at these locations! Thus, the 
assumptions of neglecting the second derivatives of 
field amplitudes and neglecting boundary effects have 
transformed the problem into a filled-space problem (a 
grating filling all space) with imaginary boundaries at 
z =0 and z = d that are used only to obtain an approxi-
mate mathematical formulation of the problem. The 
first-order theory approaches are not capable of solv-
ing the problem of the general planar slab grating 
bounded by two media different from the grating 
medium. These two linked assumptions therefore, un-
mistakably imply the filled-space problem. Af ter the 
filled-space problem is solved, then it is assumed that 
the grating terminates at z = 0 and z = d and, as a 
result, that T ''''S,(d) for the forward-diffracted waves 
and R i :',S,(0) for the backward-diffracted waves. This 
is obviously only an approximation to the actual 
situation. 
Another consequence of neglecting second derivatives 
is the exclusion of some propagating waves. In first-
order theory, only half of the waves can be retained in 
the analysis. That is, only one set of i values (as 
opposed to two sets) is included. For a genral slanted 
grating, some of these waves may be forward-diffracted 
and some of them may be backward-diffracted. From 
(8), if lc, cos° — iK cos d) is positive, the wave is forward-
diffracted and if negative, it is backward-diffracted. 
For forward-diffracted waves, the boundary condition 
used must be S,(0)= 0. For backward-diffracted waves, 
the appropriate boundary condition is S i(d)= O. The 
second set of waves (set of i values) are phase matched 
to these waves. This second set of waves is, of course, 
neglected in any first order analysis. For the example 
depicted in Fig. 2, the backward-diffracted waves for 
— 1 <= i + 4 would all be neglected in first-order 
theory. The diffraction efficiencies of these backward-
diffracted waves are arbitrarily set equal to zero. For 
the case of a slanted-fringe grating, the power in the 
neglected phase-matched waves has been shown to be 
very significant in some cases [8]. Thus the errors 
introduced by using first order theory can be particu-
larly significant for slant angles away from cp =0 and 
= n/2. 
Still another consequence of neglecting second de-
rivatives is the exclusion of evanescent waves from the 
analysis. In first order theory, the filled-space nature of 
the grating being analyzed, causes one complete set of 
diffracted orders (i) to exist inside the grating, since all 
of the S,(z)'s exist there. These calculated values of S i(z) 
may have wavevectors with components either in the 
+ or — z directions. However, many of the wavevec-
tors of the S 1 (z)'s cannot be phased matched to plane 
waves outside of the grating (regions 1 and 3). This 
may be seen from Fig. 2. For this example, the values 
—1 +4 correspond to propagating plane waves 
in regions 1 and 3. The values i — 2 and i + 5 
correspond to evanescent waves in region 1 and 3. 
However, in first order analysis (without second de-
rivatives) all values of i are treated as representing 
propagating waves. This is obviously not true. 
Nevertheless, diffraction efficiencies can be calculated 
for these evanescent waves as though they were propa-
gating. These predicted efficiencies are clearly incorrect 
since they should be zero. If the grating period is much 
larger than a wavelength (A> ).), then there will be a 
large number of propagating waves and the effect of 
excluding evanescent waves would be reduced. 
Therefore, it is concluded that all first-order theories 
inherently contain : 1) the approximate method for 
calculating diffracted amplitudes described above, 
2) neglect of phase-matched waves, and 3) neglect of 
evanescent waves. 
A depiction of various planar grating diffraction theo-
ries and their interrelationships in terms of fundamen-
tal assumptions is shown in Fig. 3. Most of the litera-
ture on planar grating diffraction theory can be con-
nected with a particular block in this diagram. The 
importance of the various assumptions cannot always 
REGION 1 REGION 3 
EDI 
REGION 2 
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Fig. 2. Allowed wavevectors in re-
gions 1 and 3 due to the presence of a 
slanted grating with wavevector K. 
Phase matching of the diffracted 
waves outside of the grating with 
the boundary components of the 
wavevectors inside the grating (via 
Floquet construction) is shown. For 
—1 5 1 < + 4, propagating diffracted 
orders exist in regions 1 and 3 where-
as for i_<-2 and +5, the waves 
are evanescent 
PLANAR GRATING DIFFRACTION THEORY HIERARCHY 
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Fig. 3. Interrelationships between various planar grating diffraction theories in terms of fundamental approximations 
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be isolated. For example, retaining only two waves 
(1=0, 1) and the small modulation approximation can 
be linked for the case of a sufficiently "thick" grating. 
8.1. Two-Wave Modal Theory 
If only the zero and first order waves (i =0,1) are 
retained and all higher-order waves are neglected, a 
two -wave regime is being assumed. There are actually 
a total of four waves in this analysis since there are two 
more waves phased matched to these. Modal theory 
solutions in the two-wave regime were first obtained 
by Bergstein and Kermisch [13] with more recent 
results being contributed by Lederer and Langbein 
[26], and Russell [19]. In this approch, the standard 
modal expansion (7) is used to represent the fields in 
the grating. However, in the two-wave case only the 
first two Fourier components (i = 0, 1) of the periodic 
function Om(i) are retained in the analysis, (25). 
Comparison of two-wave modal theory with exact 
rigorous theory [8] has shown that this can be valid 
near Bragg incidence in reflection gratings (backward-
diffracted waves dominate). Comparison data are 
shown in [Ref. 8, Fig. 9]. 
8.2. Two-Wave Second-Order Coupled-Wave Theory 
Two-wave second-order coupled-wave theory and 
two-wave modal theory represent exactly the same 
approximation. Both representations include second 
derivatives of field amplitudes and boundary effects. 
Both theories retain only the transmitted wave (i = 0) 
and the fundamental diffracted wave (i= 1) and their 
phased matched waves and neglect higher-order 
waves. This approximate theory has been used by Kong 
[6]. Additional approximations in this theory have 
been made by Kessler and Kowarschik [27-29], and by 
Jaaskelainen et al. [30]. The two governing equations 
may be obtained directly from the rigorous coupled-
wave equations (11) by keeping only terms in S, and S 1 
 and neglecting all other field amplitudes. The resulting 
two equations from (11) are : 
1 	d 2 S 0(z) 	2(e 0) 112 COS 0 dS0(z) E  1S ,(z) —  , 	(42) 
2ir 2 	dz 2 	Tr/1 	dz ) 2 
1 	d 2 S 1 (Z) 	2 [(E0 ) 112 cos 0 	cos 4 dS 1 (z) 




E  	S = 0 . 0 (Z) (43) i(Z) 
A 2 )2 
Kong [6] has presented analytical solutions for the 
two-wave second-order coupled-wave theory ex-
pressed in the form of two transmission and two 
reflection coefficients for the unslanted-fringe planar 
slab grating. 
8.3. Multiwave Coupled-Wave Theory 
Multiwave first-order coupled-wave theory may also 
be developed directly from the rigorous coupled-wave 
equations (11). In this approach higher-order waves 
are retained (hence "multiwave"). The second de-
rivatives of the field amplitudes (and thus boundary 
effects) are neglected. The resulting multiwave 
coupled-wave equations from (11) are : 
2 [(4) 112 cos@ 	i cos 01 dS i(z) 	2i(m — i) s (z) 
[ 	 A 	dz A 2 	i 
+ 	[Si+1(z)+ S i _ 1 (z)] = 0 . 	 (44) 
For the case of an unslanted transmission grating 
(0 = rc12) and normal incidence (0=0, m = 0), the mul-
tiwave coupled-wave equations first appeared in a 
1936 paper by Raman and Nath [31] for a sinusoidal 
(rather than cosinusoidal) grating. This paper was the 
fourth in a series of five papers by Raman and Nath 
[31-35] on the diffraction of light by sound waves. The 
first three papers [32-34] from the basis of the 
"Raman-Nath theory" described below. This sim-
plified multiwave coupled-wave equation was referred 
to by Nath [36] as being due to Nath [37]. In this 1936 
paper, Nath [37] obtained a very slowly converging 
series solution for the multi-wave coupled-wave 
difference-differential equations. An alternative series 
solution was later presented by Berry [38]. This series 
solution is in terms of Bessel functions and is also very 
slowly converging. Numerical solutions of the mul-
tiwave coupled-wave equations (also for acousto-optic 
interaction studies) have been obtained by Klein and 
Cook [3]. 
The multiwave coupled-wave equations have been 
generalized to include loss and gratings of arbitrary 
nonsinusoidal profile by Magnusson and Gaylord [7]. 
In that paper, numerical solutions were obtained for 
unslanted transmission gratings using a Runge-Kutta 
algorithm to solve the first-order system of coupled-
wave equations. Diffraction efficiency results for si-
nusoidal, square-wave, and sawtooth phase gratings at 
first, second, and third Bragg incidence are presented 
there. 
Comparison of diffraction efficiency results from mul-
tiwave first-order coupled-wave theory with exact ri-
gorous theory has shown that this theory without 
second derivatives gives good results in transmission 
gratings (forward-diffraction waves dominate) when 
the grating modulation is small. Comparison data are 
shown in [Ref. 8, Figs. 7 and 8]. 
8.4. Two-Wave First-Order Coupled-Wave Theory 
If higher-order waves (i + 0,1) and second derivatives 
of field amplitudes (and thus boundary effects) are both 
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neglected, the rigorous coupled-wave equations(11) 
reduce to two-wave first-order coupled-wave theory. 
For general slanted gratings at arbitrary incidence the 




 + j 	1/22 S l (z) = 0 , 	 (45) 2(c
n
o ) 
)dS i (z) 	,n2(m —1) 
cosO — 0 	 
A(e„) 112 	dz +.1  A2(4)11 2 	S,(z) 
g6 1  





Two-wave first-order coupled-wave theory was ap-
plied to acousto-optics by Phariseau [2]. It was first 
applied to holography by Kogelnik [4]. His thorough 
1969 paper [4] is now very widely referenced. As a 
result, this theory is commonly called "Kogelnik 
theory" and this is noted in Fig. 3. The substantial 
recognition received by Kogelnik's paper [4] is due in 
part to the comprehensive coverage of 1) phase, ab-
sorption, and mixed gratings ; 2) on-Bragg and off-
Bragg incidence ; 3) pure transmission (0 = rc/2), pure 
reflection (0 =0), and general slanted fringe gratings ; 
and 4) both H-mode and E-mode polarization. 
From (8), if k 2 cos B — K cos 0 is positive, the single 
diffracted wave in this analysis is forward-diffracted 
and the grating is called a transmission grating. If 
k 2 cos° — K cos 0 is negative, the single diffracted wave 
is backward-diffracted and the grating is called a 
reflection grating. For the forward-diffracted case, the 
boundary condition used is S,(0) = 0. In the backward-
diffracted case, the boundary condition used is 
S i (d) = O. Due to the first-order nature of this theory, 
some phase matched waves will be neglected. In the 
transmission grating case, for example, the two 
backward-traveling waves (that are phase matched to 
the zero-order transmitted wave and the fundamental 
diffracted wave) are neglected. 
For the special case of a phase grating with unslanted 
fringes (0 = rr/2) and incidence at the first Bragg angle 
(m = 1), the first-order diffracted amplitude from (45) 
and (46) is given by [2, 4] 
S (z) = —j sin ( 	7rE 
2(0 1 / 2 ,ticos0) 
where z is the distance into the grating at which the 
amplitude is determined. This well-known expression 
predicts a diffraction efficiency [DE = S i(d)Sr(d) for 
this case] that is sinusoidal in modulation and has a 
maximum value of 100 %. Although the two-wave first-
order coupled-wave theory neglects higher-order dif-
fracted waves and second derivatives of field ampli-
tudes (and thus also boundary effects), it nevertheless 
contains many of the basic features of the diffraction 
process in an extended grating. This theory has been 
sucessfully extended to numerous other cases including 
finite beams [39, 40], finite and nonplanar gratings 
[41-43], and attenuated gratings [29, 44-46]. When 
grating diffraction is described by the two-wave result, 
(47), it is often referred to as "Bragg regime" diffrac-
tion. Incidence at the Bragg angle is essential in "Bragg 
regime" diffraction whereas in "Raman Nath regime" 
diffraction described below it is not. Criteria for 
"Bragg regime" behavior are given in [47]. 
For the basic case of a uniform grating and plane wave, 
a comparison of diffraction efficiency results from two-
wave first-order coupled-wave theory with exact ri-
gorous theory is presented in [8] for a series of grating 
slant angles. When transmission grating behavior do-
minates, the error in two-wave coupled-wave theory. is 
due primarily to the neglect of higher-order waves in 
the theory. Conversely, when reflection grating be-
havior dominates, the error is primarily due to the 
neglect of second derivatives and boundary effects. 
8.5. Raman-Nath Theory 
The theory of Raman and Nath [32--35] may also be 
obtained directly from the rigorous coupled-wave 
equations. If second derivatives of the field amplitudes 
and dephasing, from the Bragg condition are both 
neglected, the rigorous coupled-wave equations (11) 
reduce to the Raman-Nath diffraction equations : 
2 [(c 0)" cos 0 	i cos 01 dS i(z)  
;t 	 A 	dz 
+ 	1.A2  ES 1  •+ 1 (Z) + • 1 (2)] = 0 —  
where a general angle of incidence and grating slant 
angle have been retained. The S term in (11) has been 
neglected. For the i-th diffracted order, this term is 
zero for the m-th Bragg incidence, (12), when i =m. For 
an arbitrary angle of incidence, each diffracted order 
will be dephased by varying amounts from their 
corresponding Bragg conditions. This in turn reduces 
the synchronism between the input wave and that 
diffracted order. The result is less coupling from the 
input to that order. The Raman-Nath theory therefore, 
treats all diffracted orders as though the Bragg con-
ditions for all them were simultaneously satisfield. 
For the important case of an unslanted fringe trans-
mission grating (0 =7r/2), (48) takes the form of a 
recurrence relation satisfied by Bessel functions. The 
solution is 
S i(z)= 	 71z 	 ) 	 (49) 
(a0 ) , ' 2 ). cos0 
for boundary conditions S 0(0)=1 and S 1(0)=0 (i + 0) 
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first kind. Equation (49) is the famous Bessel func-
tion expression of Raman and Nath. It predicts 
maximum diffraction efficiencies of DE, = 33.8 %, 
DE +2 = 23.6 %, DE ± = 18.8 %, and so forth. When 
grating diffraction behavior may be approximated by 
(49), it is referred to as "Raman-Nath regime" diffrac-
tion. This result, (49), has been extensively used to 
predict the light intensities diffracted by sound waves 
[38, 48]. Criteria for "Raman-Nath regime" diffraction 
are given in [49]. Raman-Nath theory has been 
extended to describe nonsinusoidal phase gratings 
[50-52]. 
8.6. Amplitude Transmittance Theory 
For gratings, the amplitude transmittance approach is 
closely related to Raman-Nath diffraction theory. The 
amplitude transmittance approach is widely used in 
optics [53-54] and may be applied to slabs, lenses, 
apertures, and general two-dimensional objects as well 
as gratings. The amplitude transmittance is defined as 
the ratio of the field amplitude over the output plane to 
the field amplitude incident on the input plane. The 
amplitude transmittance function in general is complex. 
It may be applied to gratings with unslanted fringes. 
Both amplitude gratings [53-57] and phase gratings 
[51-56] have been treated in the literature using the 
amplitude transmittance approach. 
For a phase grating with periodicity in the x direction, 
the amplitude transmittance function is 
where z is the grating thickness and n(x) = [c(x)] 1 / 2 is 
the periodic refractive index. Since the transmittance 
function is also periodic in x, it may be expanded in a 
complex Fourier series. Further, because the exponen-
tials in this series are in the form of an expansion of the 
diffracted plane waves, then the Fourier coefficients are 
the diffracted wave amplitudes. The Fourier series 
expansion may thus be written 
r(x, z)= 	S i(z) exp(jiKx), 	 (51) 
where S i represents the amplitude of the i-th diffracted 
order. By definition, the coefficients of the Fourier 









)]li 2 z) 
exp( — j iKx)dx 	(52) 
A 0 	A c 
Thus the diffracted amplitudes may be determined 
directly knowing e(x) by integrating (52). Results for 
sinusoidal, square-wave, sawtooth, triangular, and 
rectangular refractive-index profiles are given in 
[51]. 
For the unslanted-fringe (co)sinusoidal-permittivity 
transmission grating, the corresponding index of re-
fraction is 
n(x)=_ [e(x)] 2 = (c o + E COS KX) 1 / 2 	 (53) 
which may be expanded in a Fourier cosine series as 
oc 
NA 1/ 2 = EE()Cn i2 	[E(X)] 1, /2 cos(hKx) 	(54) 
h= 1 
with Fourier harmonic amplitudes given by 
2 ^  
[e(x)],1i i 2 = —f (E O +E 1 COS KX) 112 COS(hKx)dx . 	(55) 
0 
The average value of the refractive index may be 
expressed concisely as 
no(x) NAV =(2/7)(E, + 1 ) 112 E(, n/2) , 	(56) 
where EG, n/2) is the complete elliptic integral of the 
second kind and 21-;,/(E, +130. Clearly, the case of a 
sinusoidal permittivity (or dielectric constant) being 
treated throughout this paper is not the same as a 
sinusoidal refractive-index grating. The index of re-
fraction corresponding to sinusoidal permittivity has 
higher spatial frequency harmonics (h> 1) in addition 
to a fundamental sinusoidal component (h =1) as 
represented by (54). However, for the case of suf-
ficiently small modulation, a sinusoidal permittivity 
produces nearly a sinusoidal index of refraction. In the 
limit of small modulation (e 
and (56) yield 
approaches zero), (55) 
i!) "2 ti E 0 (57) 
[e(x)] 	/2 i /2(c o) 1 / 2  (58) 
[£(x)] 2 12 , 	[e(x)] / 2 , 	. (59) 
This analysis is important in that it now allows the 
Raman-Nath theory and amplitude transmittance 
theory to be interrelated. The result is that although 
(52) was obtained using the amplitude transmittance 
approach, it is also a solution of the Raman-Nath 
difference-differential equation (48) for unslanted grat-
ings in the limit of small modulation. This may be 
shown by direct substitution of S i as given by (52) into 
the Raman-Nath diffraction equation (48). Thus, for a 
cosinusoidal refractive-index profile, the integral in (52) 
when evaluated gives the Bessel function result (49). 
This may be accomplished using the identity 
exp( — j b cos a) 	E (H)i./ i(b)exp(j Lc) 	(60) 
and the orthogonality relationship 
1 A 
I exp(j 1Kx) exp ( — j iKx)dx=6„, 	 (61) 
27r[e(x)] 1 / 2 z 
t(x, z)= exp I j 	 
A cos() )' 
(50) 
Planar Dielectric Grating Diffraction Theories 	 13 
where (5 11 is the Kronecker delta. Therefore, as depicted 
in Fig. 3, it has been shown that Raman-Nath theory 
and amplitude transmittance theory are equivalent in 
the limit of small grating modulation. This is true in 
general for unslanted gratings regardless of the grating 
profile (squarewave, sawtooth, etc.). 
9. Discussion and Conclusions 
Theories describing the diffraction of a plane elec-
tromagnetic wave incident with arbitrary wavelength 
and angle of incidence upon a slanted fringe planar 
sinusoidal permittivity grating have been reviewed. 
For simplicity the analysis has been restricted to H-
mode polarization (electric field perpendicular to plane 
of incidence). Exact formulations without approxi-
mations (rigorous coupled-wave analysis and rigorous 
modal analysis) have been developed and shown to be 
mathematically equivalent. Rigorous coupled-wave 
equations have been developed in alternative forms, 
(11) and (14), and their usefulness discussed. The 
solution of the rigorous coupled-wave equations (11) in 
terms of state variables has been presented in detail 
along with the phase matching and boundary con- 
ditions necessary to determine the diffracted ampli-
tudes outside of the grating. 
These rigorous theories have been shown to reduce to 
the approximate theories : 1) two-wave modal theory, 
2) two-wave second-order coupled-wave theory, 
3) multiwave first-order coupled-wave theory, 4) two-
wave first-order coupled-wave theory (Kogelnik 
theory), 5) Raman-Nath theory, and 6) amplitude 
transmittance theory in the appropriate limits. The 
assumptions associated with each of these approxi-
mate theories have been explicitly presented. 
The rigorous theories presented in this paper (and thus 
their approximate versions) are based on the Floquet 
theorem. As such, they require a truly periodic grating 
(an infinite number of periods). These theories may be 
applied in the angular limit as the slanted fringes of a 
general grating approach being parallel to the surface 
(0 approaches zero). However, for exact parallelism 
with the surface (4) = 0), the grating is no longer strictly 
periodic and a continuum of solutions is possible 
depending on the number of periods, the starting 
conditions, and the ending conditions of the grating. 
This pure reflection grating case can be analyzed 
without approximation using a rigorous chain-matrix 
method of analysis. This is discussed in [58]. 
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The terminology thin and thick gratings is widely used. 
However, these terms frequently either are not defined, 
vaguely defined, or defined in an ambiguous way. Interpre-
tations of thin and thick grating behavior appear in the lit-
erature dating back to the 1930's. These interpretations with 
their various degrees of preciseness and accuracy have been 
carried forward in parallel in many cases. The terminology 
of thin and thick gratings is often confusing to workers in 
fields that use planar gratings (such as acoustooptics, holog-
raphy, integrated optics, and spectroscopy). The purpose of 
this short paper is to clarify the possible practical explicit 
definitions of thin and thick gratings. This is done in terms 
of the diffraction regime characteristics and angular and 
wavelength selectivity characteristics of the grating. For 
brevity, only the common case of planar gratings with grating 
fringes perpendicular to the surfaces is discussed. however, 
planar absorption gratings and slanted fringe gratings may 
be similarly analyzed. 
For a plane wave incident upon a planar grating with (co)-
sinusoidal permittivity fringes normal to the surface, the fields 
inside the grating may be completely described by the rigorous 
coupled-wave equations.' These equations are obtained by 
substituting the periodic relative permittivity, the plane wave 
field expansion, and the Floquet theorem into the wave 
equation. For H-mode polarization the result is 
1 d 2S,(z) 	2(60) 1 /2 cos0 dS, (z) 	2i(m — i) 
X2 
El 
- 1S,+1(2) S,_1(2)1 = 0, (1) 
where Si (z) are the fields inside the grating, i is the (integer) 
order of diffraction, (—Co < i < +00), eo is the average relative 
permittivity, e l is the amplitude of the (co)sinusoidal relative 
permittivity, X is the free space wavelength, 0 is the angle of 
refraction of the incident wave, A is the grating period, and 
m is given by 
n7X/((o)"2 = 2A sine. 	 (2)  
This is a Bragg condition when m is an integer. Equation (1) 
is derived without approximation. 
The Raman-Nath diffraction regime 2 may be obtained from 
Eq. (1) by neglecting the d 2S,Idz 2 and Si terms. The Bragg 
diffraction regime may be obtained from Eq. (1) by neglecting 
the d 2S,Idz 2 term and considering only i = 0,1. This corre-
sponds to the Kogelnik two-wave coupled-wave theory. 3 In 
any case, the diffraction efficiency is given by ni = SiS,* for 
unslanted phase gratings. 
A thin grating may be described as a grating that produces 
Raman -Nath regime diffraction. 2 In this case, the multiple 
grating diffracted-orders ideally have diffraction efficiencies 
ni given by 
= 	 (3) 
where i is the integer representing the diffracted-order, J, is 
an integer-order ordinary Bessel function of the first kind, and 
-y is the grating strength parameter given by y = rEid/2X(fo) 1/2 
cos0, and d is the grating thickness. The occurrence (or lack 
of occurrence) of Raman-Nath regime diffraction as given by 
Eq. (3) may be determined using a number of different crite-
ria( depending on the application of the grating. The prac-
tical criteria and their interpretations are: (1) Zero-Order 
Beam Criterion—the transmitted (zero-order) diffraction 
efficiency is predicted by Eq. (3) to within some specified 
limit; (2) First-Order Beam Criterion—the fundamental 
(first-order) diffraction efficiency is predicted by Eq. (3) to 
within some specified limit; and (3) Composite Criterion—all 
diffracted-orders simultaneously have diffraction efficiencies 
predicted by Eq. (3) to within some specified limit. Each of 
these criteria is evaluated in Ref. 4. Those evaluations 
showed that each of these criteria is met to within 1% dif-
fraction efficiency when the condition 
1 	 (4) 
is satisfied. Q' is a grating parameter given by Q' = Q/cos0 
= 271- Xd/(f o ) 1 /2A2  cos0. This condition was originally used by 
Extermann and Wannier 5 and later in the form of Q'y r 2/8 
by Willard.6 From Eq. (4) it is apparent that Raman-Nath 
regime diffraction behavior will be observed for any value of 
y (proportional to grating modulation € 1 ) if Q' is sufficiently 
small. This has led to the incomplete popular condition of 
Q' < 1 for describing thin gratings.? The first-order dif-
fraction efficiency J; (2y) for ideal Raman-Nath regime dif-
fraction is shown in Fig. 1. 
A thick grating (or volume grating) may be described as a 
grating that produces Bragg regime (or two-wave regime) 
diffraction. This is described by the two-wave coupled-wave 
— S,(z) 
• 27r 2 dz 2 	7rX 	dz A2 
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Fig. I. Ideal first-order diffraction efficiencies for Raman-Nath (thin 
grating) regime Hi = Ji(2-y)] and for Bragg (thick grating) regime 
(711 = sin 2-y). 
theory of Kogelnik. 3 In this regime, the single fundamental 
diffracted-order ideally has a diffraction efficiency given by 
	
ni = sin27- 	 (5) 
Correspondingly, the transmitted (zero-order) wave has a 
diffraction efficiency given by cos 2y. For E-mode polariza-
tion the -y in Eq. (5) is -y = re id cos20/2X(0) 1/2 cos°. The 
occurrence (or lack of occurrence) of Bragg regime diffraction 
as given by Eq. (5) may be determined using a number of 
different criteria8 depending on the application. The prac-
tical criteria include the Zero-Order Beam Criterion and 
First-Order Beam Criterion defined as before except that the 
deviation is with respect to Eq. (5). The other criteria and 
their interpretations are: Two-Wave Criterion—the sum of 
the diffraction efficiency associated with all higher-order 
waves is less than some specified limit; and Composite Cri-
terion—all three criteria are met to within some specified 
limit. Each of these criteria is evaluated in Ref. 8. Those 
evaluations showed that each of these criteria is met to within 
1% diffraction efficiency when the condition 
p = Q'/2y L- 	10 (6) 
is satisfied. The parameter p was first used by Nath. 9 It is 
now clear that this parameter determines the Bragg regime 
diffraction boundary. Since p = 2X2/A2 E 1 for H mode and p 
= 2X2/A2E1 cos26 for E mode, it is particularly notable that this 
diffraction-regime-based definition of a thick grating is in-
dependent of grating thickness. If, in addition to the above 
criteria, it is also required that nj > (for example, in ho-
lography, to make the power in the conjugate image beam be 
small compared with that in the primary diffracted beam), the 
condition Q' > 1 is also needed in addition to (6). 10,11 From 
Eq. (6) it is apparent that Bragg regime diffraction behavior 
will occur for any value of -y (or e l ) if Q' is sufficiently large. 
Thus, the incomplete condition Q' > 1 is often used alone to 
describe thick gratings. 3,7 
For exact Bragg regime diffraction, the diffraction efficiency 
is given by sin2y and this is also shown in Fig. 1. For small 
values of the grating strength y, the diffraction efficiencies 
of the fundamental diffracted-order converge to the same 
diffraction efficiency n i = y2 for both thin and thick gratings. 
When both conditions (4) and (6) are simultaneously satisfied 
the distinction between thin and thick is lost when using 
diffraction-regime-based definitions. 
When neither condition (4) nor (6) is satisfied, the grating 
will be neither thin nor thick according to diffraction-re-
gime-based definitions. The first-order diffraction efficiency 
will not be accurately predicted by either Eqs. (3) or (5). In 
general, in the intermediate regime, a rigorous (without ap- 
proximations) planar grating diffraction theory (e.g., Refs. 1, 
12, and 13) is required. 
A thin grating may be alternatively described as a grating 
exhibiting relatively little angular and wavelength selectivity. 
As the incident wave is dephased (either in angle incidence 
or in wavelength) from the Bragg condition, the diffraction 
efficiency decreases. The angular range or wavelength range 
for which the diffraction efficiency decreases to half of its 
on-Bragg-angle value is determined by the thickness of the 
grating d expressed as a number of grating periods A. For a 
thin grating this number may be reasonably chosen to be 
d/A < 10. 	 (7) 
The region of thin grating behavior according to the angu-
lar-and-wavelength-selectivity-based definition (7) is depicted 
in Fig. 2. Gratings having angular and wavelength selectivi-
ties with FWHM wider than that for d/A = 10 may be con-
sidered to be thin gratings. This definition does not accu-
rately predict the diffraction regime. It has the desirable 
feature that the governing parameter (d /A) is directly pro-
portional to the grating thickness, and thus thin and thick 
have direct physical interpretations. 
A thick grating may conversely be described as a grating 
exhibiting strong angular and wavelength selectivity. A rel-
atively small change in the angle of incidence from the Bragg 
angle or a relatively small change in the wavelength at the 
Bragg angle produces significant dephasing and the diffraction 
efficiency decreases correspondingly. Thick grating behavior 
may be considered to occur when 
d/A > 10. 	 (8) 
This is the angular-and-wavelength-selectivity-based defi-
nition of a thick grating. The region of this behavior is also 
shown in Fig. 2. Unlike with the diffraction-regime-based 
definitions (yQ' S 1 and Q'/2y 10), there is a single simple 




DEVIATION FROM BRAGG ANGLE (RADIANS) 
Fig. 2. Typical angular selectivity plots (normalized first-order 
diffraction efficiency vs angular deviation from the Bragg angle) for 
various values of d/A. 
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The terms thin and thick gratings may he ambiguous. 
However, distinct meaningful definitions are possible based 
on either the diffraction regime or on the angular and wave-
length selectivity. These definitions may be concisely sum-
marized as follows: 
(I) If thin grating is intended to mean Raman-Nath regime 
diffraction, then the required condition is Q'-y 	I. 
(2) If thin grating is intended to mean broad angular and 
wavelength selectivity, then the required condition is d/A < 
10. 
(3) If thick grating is intended to mean Bragg regime dif-
fraction, then the required condition is p 	10. (If m > .1?_ 1 
 is also included in the definition of Bragg regime, Q' > 1 is 
required in addition.) 
(4) If thick grating is intended to mean narrow angular and 
wavelength selectivity, then the required condition is d/A > 
10. 
This work was sponsored by the National Science Foun-
dation and the Joint Services Electronics Program. 
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ABSTRACT 
A program of study of planar dielectric grating couplers was under-
taken. The study focused on the problems associated with using dielectric 
grating couplers to achieve high efficiency beam coupling to planar waveguide 
structures. 
A number of important problems were identified and significant analytical 
results were obtained in the study of these areas. A new and exact rigorous 
electromagnetic coupled-wave theory to analyze grating diffraction has been 
developed. This new theory allows the exact prediction of the diffraction 
characteristics of these periodic structures. The dependence on the various 
parameters has been extensively and systematically studied. The theory is 
applicable to both TE and TM polarization. The coupled-wave approach was 
extended to surface-relief dielectric grating thus enabling the study of 
surface-relief dielectric grating couplers. A three-dimensional rigorous 
coupled-wave theory has been developed to analyze gratings where the direction 
of the periodicity is not in the plane of incidence, thus resulting in conical 
diffraction. 
Knowledge of the exact diffraction characteristics of diffraciton grating 
will result in significant improvements in the design and the fabrication of 
devices that utilize diffraction grating in their operation (for example, 
grating couplers, acoustic and electro-optic modulators, grating lens, and 
holographic optical elements). • 
DESCRIPTION OF PROJECT AND RESULTS 
The purpose of this project is to study dielectric planar grating 
couplers and to determine its coupling characteristics when integrated into a 
planar dielectric waveguide strucure. The study was to investigate the 
coupling efficiency and its dependence on the various grating and waveguide 
paramenters. 
The first phase of this research was to investigate the diffraction 
characteristic of planar dielectric gratings. Existing approximate theories 
are not applicable to structures where the refraction and transmission at the 
boundaries are essential to the analysis, such structures include grating 
couplers on dielectric planar waveguides. In addition, approximate theories 
are limited in applicability to situations where the approximates can be 
tolerated, which may not be the case in grating couplers where maximizing the 
coupling efficiency depends on both the grating and the dielectric waveguide. 
To overcome the limitations, a new exact electromagnetic theory of 
grating diffraction was needed. Such a theory, the rigorous coupled-wave 
theory has been developed [1-2]. For the first the exact diffraction charac-
teristics of planar dielectric gratings have been calculated without 
approximations and without limitations on the range of the different grating 
parameters. The rigorous coupled-wave analysis which is applicable to both TE 
and TM polarizations has been used for an extensive study of the dependence of 
the diffraction characteristics on the grating parameters such as grating 
period, grating slant, permittivity modulation, incident light wavelength, 
angle of incidence, and grating thickness. The theory has been also used to 
evaluate the existing approximate theories and to study the effect of the many 
approximations on the accuracy of the predicted diffraction characteristics 
[1-3]. 
This exact rigorous coupled-wave theory has been extended to surface-
relief dielectric gratings [4] and for the first time the diffraction charac-
teristics of surface-relief gratings of various profiles are determined. It 
is shown for the first time that transmission dielectric surface-relief 
gratings can diffract almost 100% of the incident energy into one diffracted 
order [4]. This new finding generated great interest in surface-relief 
gratings and they are considered by .many as superior to conventional 
holographic planar gratings [5]. 
As a secondary result the rigorous coupled-wave theory is applied to 
reflection gratings [6,7] which play an important role in distributed-feedback 
semi-conductor lasers. It is also applied to pure absorption gratings [8] 
where the maximum possible diffraction efficiency of these gratings has been 
rigorously determined. In the design of grating devices an important consid-
eration is the regime of diffraction, that is, two wave or Bragg regime an 
multi-wave or Raman-Nath regime of diffraction. Using the exact coupled-wave 
theory, a better criteria for the two regimes have been developed [8]. 
In some recent grating devices, the grating vector (the direction of 
periodicity) is not in the plane of incidence. In this configuration the 
diffracted waves directions are on the surface of a cone. In this conical 
diffraction, as opposed to planar diffraction, the electromagnetic fields may 
not be decoupled into TE and TM polarizations. An exact rigorous three-
dimensional coupled-wave theory has been developed to analyze conical 
diffraction [10]. An extensive study of the angular selectivity of such 
gratings has been carried out with interesting results and conclusions [10]. 
The calculated exact diffraction characteristics of square wave dielec-
tric gratings on a planar waveguide structure have been compared to the 
experimental results supplied by Professor W. S. C. Chang of the University 
of California at San Diego [11]. 	Excellent agreement has been obtained 
indicating that the coupled-wave theory is a powerful, accurate, and useful 
technique to analyze grating diffraction. 
As a result of the expertise developed in the grating diffraction, an 
extensive review paper on diffraction gratings and their applications is to be 
published as an invited paper in the Proceedings of IEEE [12]. 
SUMMARY 
Significant contributions have been made on the understanding and the 
analysis of grating diffraction. An exact rigorous coupled-wave theory to 
analyze grating diffraction has been developed. This unified theory is appli-
cable without approximations or limitations to planar and surface-relief 
grating and to dielectric (phase) and metallic (absorption) gratings. The 
theory is applicable to configurations where the electromagnetic fields may 
not be decoupled into TE and TM polarizations. This method of analysis is 
having and will have a significant impact on the analysis and the design of 
grating devices. 
Based on the work performed under this grant, over 12 refereed papers, 
and over 7 abstracts have been published, and over 9 presentations have been 
made. 
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A rigorous coupled-wave approach is used to analyze diffraction by general planar gratings bounded by two differ-
ent media. The grating fringes may have any orientation (slanted or unslanted) with respect to the grating sur-
faces. The analysis is based on a state-variables representation and results in a unifying, easily computer-imple-
mentable matrix formulation of the general planar-grating diffraction problem. Accurate diffraction characteris-
tics are presented for the first time to the authors' knowledge for general slanted gratings. This present rigorous 
formulation is compared with rigorous modal theory, approximate two-wave modal theory, approximate multiwave 
coupled-wave theory, and approximate two-wave coupled-wave theory. Typical errors in the diffraction character-
istics introduced by these various approximate theories are evaluated for transmission, slanted, and reflection grat-
ings. Inclusion of higher-order waves in a theory is important for obtaining accurate predictions when forward-dif-
fracted orders are dominant (transmission-grating behavior). Conversely, when backward-diffracted orders domi-
nate (reflection-grating behavior), second derivatives of the field amplitudes and boundary diffraction need to be 
included to produce accurate results. 
1. INTRODUCTION 
The diffraction of electromagnetic waves by planar gratings 
has been extensively studied in recent years. These periodic 
structures have applications in several diverse areas, such as 
acousto-optics, integrated optics, holography, and spectros-
copy. Several different techniques have been used to analyze 
the diffraction of electromagnetic waves by spatially modu-
lated media. The most common of these methods are the 
coupled-wave approach 1-7 and the modal approach . 8--17 Both 
of these approaches are capable of being formulated in a rig-
orous manner without approximations. As such they have 
been shown to be exact and equivalent. 18 However, until the 
present work, accurate calculations have been rather difficult 
and time consuming. This paper presents a straightforward 
rigorous coupled-wave analysis that is easily implemented on 
a computer. The method of solution is based on a state-space 
representation of the governing set of differential equa-
tions. 
The coupled-wave approach has long been known to offer 
superior physical insight into wave-diffraction phenomena, 
and it frequently yields simple analytical results in limiting 
cases. In this approach several assumptions typically are 
made in order to obtain solutions. These approximations are 
(1) neglecting boundary diffraction,' -s,7  (2) neglecting the 
second derivatives of the field amplitudes,' -5.7  and (3) re-
taining only one diffracted WaVel '2,4 •6 (in addition to the 
transmitted wave). The first two of these approximations are 
interconnected and cannot be separated for the case of a 
planar grating. The full modal approach is a rigorous exact 
analysis, but solutions have been published only for the un-
slanted pure transmission case in which the grating vector is 
parallel to the grating surface. Several authors have at-
tempted to analyze general slanted gratings. Kogelnik 4 and 
Magnusson and Gaylord7 applied the coupled-wave approach, 
with various assumptions discussed above, to this problem. 
Clearly these analyses are not exact, and in some cases they 
give obviously incorrect results because of the use of these 
approximations. Bergstein and Kermisch 12 applied the 
modal approach to slanted gratings, but they assumed a 
two-wave regime to obtain solutions. Chu and Kong 17 have 
also presented a generalized modal approach formulation for 
the general slanted-gratings case. However, they did not 
present any calculated results for general slanted gratings 
because the formulation for slanted gratings in the modal 
approach results in a complicated transcendental relationship 
that may be difficult to solve in general. This paper presents, 
for the first time to the authors' knowledge, accurate dif-
fraction results for slanted gratings. 
By using the straightforward rigorous method of analysis 
presented in this paper, it is a simple matter to analyze the 
precise effect of using the various approximations mentioned 
above. The effect of neglecting boundary diffraction and 
second derivatives of field amplitudes is studied by comparing 
the present theory with multiwave coupled-wave theory. 7 
 The effect of neglecting higher-order waves (retaining only 
one diffracted wave) is analyzed by comparing the present 
theory and the two-wave modal theory." The combined ef-
fect of these approximations is studied by comparing the 
present theory with the two-wave coupled-wave theory.* 
These three errors are calculated and presented for the first 
time for several typical transmission, reflection, and general 
planar gratings. 
The rigorous coupled-wave approach presented here ana-
lyzes the diffraction of an electromagnetic plane wave incident 
obliquely at a planar grating bounded by two different media. 
In general, these gratings simultaneously exhibit both trans-
mission and reflection behavior, as indicated by the for- 
ward -diffractedand backward-diffracted waves shown in Fig. 
1. This analysis is applicable (1) to holographic gratings in 
air or other media (al = a3 a2), (2) to acousto-optic gratings 
within a medium (a l = as = az), and (3) to grating couplers such 
as are used in integrated optics (al 0 a2 it as # al). 
812 	J. Opt. Soc. Am./Vol. 71, No. 7/July 1981 
Fig. 1. Geometry for planar-grating diffraction. 
2. THEORY 
As in most of the work previously cited, the problem under 
consideration is the diffraction of an obliquely incident plane 
wave on a lossless (pure phase) sinusoidal grating with the 
incident wave polarized perpendicular to the plane of inci-
dence (H mode). Therefore the electric field will have only 
one component (in the y direction of Fig. 1). The relative 
permittivity in the modulated region (0 < z < d) is 
f(x,z) = e2 + AE cos[K(x sirup + z cos 0)], 	(1) 
where €2 is the average dielectric constant, A€ is the amplitude 
of the sinusoidal relative permittivity, 0 is the grating slant 
angle, and K = 2T/A, where A is the grating period. The di-
electric constant in the unmodulated regions (z < 0 and z > 
d) is e l. and €3, respectively. It is assumed that each of the 
three regions has the permeability of free space. 
The general approach to the planar-grating problem in-
volves finding a solution of the wave equation in each of the 
three regions and then matching the tangential electric and 
magnetic fields at the two interfaces (z = 0 and z = d) to de-
termine the unknown constants (resulting from solving the 
differential-wave equation). In region 1, backward-diffracted 
waves exist. In general, these waves are produced both by 
diffraction from within the grating volume (bulk diffraction) 
and by diffraction from the periodic boundary at z = 0 
(boundary diffraction). These diffraction processes produce 
a spectrum of plane waves traveling back into region 1 (z < 
0). The normalized wave amplitudes in region 1 may be ex-
pressed ass-10 
El = exPi-Atiox + tioz )1 + E Hi exP[—Mix - Eliz)], (2) 
where = /e l sin 0 - iK sin s 0 for any integer i (the wave 
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index); Eu 2  = ki 2 - 13i 2 for 1 = 1, 3 (the region index); lei = 
27re/ 1/2/X for 1 = 1, 2, 3; X is the free-space wavelength; j = 
(-1) 1/2; 0 is the angle of incidence in region 1; and Ri is the 
normalized amplitude of the ith reflected wave and is to be 
determined from the matching of the electric and magnetic 
fields. In region 3 (z > d) the spectrum of transmitted plane 
waves may be expressed as 16,17 
E3 = 	j[13ix + EN(z - d)]), 	(3) 
where Ti is the normalized amplitude of the ith transmitted 
wave to be determined from the field matching. In region 2, 
the modulated region (0 < z < d), the electric field may be 
expressed as 
E2 = E Si (z) exp[-Mix + E2iz )], 	(4) 
where Eli = k 2 cos — iK cos 0, 0' is the angle of refraction 
inside the modulated region, and Si(z ) is the normalized 
amplitude of the ith wave field at any point within the mod-
ulated region. For a given value of i, the wave field inside the 
grating is not a simple plane wave. It may be expressed as a 
superposition of an infinite number of plane waves (inherent 
in the coupled-wave formulation). This superposition in-
cludes forward-traveling waves (components in +z direction) 
and corresponding backward-traveling waves (components 
in -z direction). These amplitudes are to be determined from 
solving the modulated-region wave equation 
v2E2 + (2x1X) 2E(x ,z )E2 = 0. 	(5) 
Note that the three electric fields E1, E2, and E3 in the three 
regions are phase matched along the two interfaces. It is 
important to point out that the above analysis is valid for all 
slant angles 0 except when the slant angle is identically zero 
(pure reflection grating). In this case, the modulation is no 
longer periodic since it has only a finite number of cycles. 
Equations (2)-(4) are thus not valid because they are derived 
from the Floquet theorem, which is correct only for infinite 
periodic structures. However, the above analysis can be used 
to analyze pure reflection gratings (0 = 0) by considering 0 = 
and allowing 5 to become arbitrarily small As 0 approaches 
(but does not reach) zero, the slab retains a periodicity in the 
modulation along its boundaries. All the Ri and Ti ampli-
tudes for the reflected and transmitted waves may then be 
calculated. As 0 approaches zero, all the reflected wave 
vectors in region 1. approach a common direction, and the re-
sulting reflected intensity of the composite wave is 	Ri I 2. 
Likewise, all the transmitted wave vectors in region 3 ap-
proach a single direction, and the resulting transmitted in-
tensity of this composite wave is Zi I Ti I 2. For a more detailed 
discussion of planar reflection gratings, see Ref. 19. 
3. METHOD OF SOLUTION 
To obtain the diffracted amplitudes Si(z), Eqs. (1) and (4) are 




 (u)  
du 




pi(i - B)Si(u) + Hi4-1(u) + 	(6) 
d 
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with S,(u) = (z), u = j7rAez/2X(e2) 1 /2 KZ, EL = x/A 
p = 2X2/A20a = 2u2e2/6,e, and B = 2A(e2) 112 cos (4) — 811X = 
2 cos (0— 011u. This system of coupled-wave equations has 
been derived without the common assumptions and approx-
imations associated with previous coupled-wave analyses,' -7 
 such as neglecting the second derivatives of the amplitudes. 
Therefore the present analysis is as rigorous and as exact as 
the modal approach. There are five fundamental parameters 
[0', m, DE/€2, d/A, X/A(c2) 1/2] contained within Eq. (6). The 
composite parameters used in Eq. (6) may be expressed in 
terms of these parameters. Other equivalent sets of param-
eters obviously may also be chosen. The regime parameter 
p determines the boundary between the Bragg regime and the 
intermediate diffraction regime. 2° The parameter B repre-
sents the Bragg condition, i.e. for incidence at the pth Bragg 
condition B = p (note that B is not an integer for off-Bragg 
incidence). The parameter K is the widely used coupling 
coefficient. As is shown in the Appendix, if S and S' are de-
fined as state variables, Eq. (6) may be written in matrix form 
as 
1:1 = H 1:,l 
	
(7) 
where S, S', and S" indicate the column vectors of Si , dS,/du, 
and d2S,/du 2 , respectively. The quantity [b] is the coefficient 
matrix specified from Eq. (6). Equation (7) corresponds to 
an unforced state equation in the state-space description of 
linear systems. The system of differential equations given 
by Eq. (7) has a relatively simple and straightforward solution, 
obtainable in terms of the eigenvalues and the eigenvectors 
of the coefficient matrix [b]. It is 
Si(u) = E Cmwim exp(q,„u), 	 (8) 
m 
where q„, is the mth eigenvalue and w i„, is the mth element 
of the row in the matrix [w] composed of the eigenvectors, 
corresponding to the ith wave (not the ith row of the matrix 
[w]). The coefficients C m are unknown constants to be de-
termined together with Ri and Ti by matching the tangential 
electric and magnetic fields at the two boundaries (z = 0 and 
z = d). The four quantities to be matched and the resulting 
boundary conditions are tangential E at z = 0: 
Ri + aio = E Crnivim, 
m 
tangential H at z = 0: 
— 	= E Cnzwirn(q.K — k2i), 
m 
tangential E at z = d: 
Ti = E Cmwim exp[ j(q,„K — tw)d], 
m 
tangential H at z = d: 
= E Cmwim (q.K — E2i) exP[j(qmk — E 2i)d], 
m 
where o,0  is the Kronecker delta function. Eliminating Ti and 
R, from these equations gives 
25,oti, E Cmwim(4: — q„,K + tt 
m  




zi = (2pK1u 2)(cos 0' — iu cos 0), 	(15) 
tli = (2PKI14 2)[(ftlf2) — (sin — iu sin 021" 	I = 1, 3. 
(16) 
In regions 1 and 3, Sri  is either positive real (propagating wave) 
or negative imaginary (evanescent wave). The system of 
linear equations given by Eqs. (13) and (14) can be solved for 
Cm , and then Ri and Ti can be calculated from Eqs. (9) and 
(11). Note that the number of equations available is exactly 
equal to the number of unknowns. For example, if n waves 
are retained in the analysis, then there will be n unknown 
values each of Ri and of Ti and 2n unknown values of C m . 
This is because the coefficient matrix [6] in Eq. (7) is-a 2n X 
2n matrix and therefore has 2n eigenvalues, and thus there 
are 2n unknown values of Cm . Alternatively, this may be 
viewed as being due to the n coupled-wave equations, each 
being a second-order differential equation, and thus there are 
2n roots or eigenvalues and 2n unknown constants C m to be 
determined from the boundary conditions. Therefore the 
total number of unknowns is 4n, and Eqs. (9)—(12) provide 4n 
linear equations in these unknowns. 
To summarize, the algorithm used to solve this problem 
proceeds as follows: First the coefficient matrix [6] is con-
structed, and then eigenvalues and eigenvectors are calculated 
(typically by using a computer library program). The system 
of linear equations, Eqs. (13) and (14), is then constructed and 
solved for Cm (using a technique such as gauss elimination). 
Equations (9) and (11) are then used to calculate the diffracted 
amplitudes Ri and Ti. Power conservation requires that the 
sum of the efficiencies for all of the propagating waves be 
unity. That is, 
E (DEii + DEN ) = 1, 	 (17) 
where DEli and DEN are the diffraction efficiencies in regions 
1 and 3, respectively. These diffraction efficiencies are given 
by 
DEli = Re(kiilEio)RiRi* 	 (18) 
and 
DEN = Re(Ew/Eio)TiTj*. 	 (19) 
The real part of the ratio of the propagation constants occurs 
when the time-average power-flow density is obtained by 
taking the real part of the complex Poynting vector. The 
quantity Re(Etil tic)) is just the usual ratio of the cosine of the 
diffraction angle for the ith wave to the cosine of the angle of 
the zeroth-order wave for the /th medium. The results of 
sample calculations for the diffraction efficiencies are shown 
in Figs. 2-S as a function of the grating strength parameter y 
Kd/cos 8') and as a function of d/A for a pure transmission 
grating (0 = ir/2), for general slanted gratings (4) =1.13, T/6), 
and for a pure reflection grating (0 = 0). 
4. COMPARISON WITH PREVIOUS ANALYSES 
A. Rigorous Modal Approach 
Basically, the rigorous coupled-wave approach presented in 
this paper and the rigorous modal approach analyze the pla- 
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Fig. 2. The diffraction efficiencies of the transmitted waves for pure 
transmission grating (4) = 90°), with p = 2. The diffraction ef-
ficiencies of all reflected and transmitted waves not shown in the 
figure are less than 0.01. Here and in Figs. 3-6, E l = E2 = E3. 
Fig. 4. The diffraction efficiencies for a 46 = 30° grating with p = 10. 
The diffraction efficiencies of all reflected and transmitted waves not 
shown in the figure are less than 0.01. 
p - 2 
0 • GO° 
6 - -20° 
1 







Y 0.0 1.0 2.0 3.0 
2.0 d/A 0.0 1.0 
1 	 1 







p - 10 
0 0° 
1 
Fig. 3. The diffraction efficiencies of the transmitted waves for a 
= 60° slanted grating with p = 2. The diffraction efficiencies of all 
reflected and transmitted waves not shown in the figure are less than 
0.01. 
Fig. 5. The diffraction efficiencies of the transmitted and reflected 
waves at first-Bragg incidence (B = 1) for a pure reflection grating 
(46 = 0°) with p = 10. These two waves are the only waves that 
propagate in the unmodulated regions. 
nar-grating diffraction problem by solving the wave equation 
in the thee regions (Fig. 1) and then matching the tangential 
electric and the magnetic fields at the two boundaries to de-
termine all the unknowns. The main difference between the 
two approaches is in the technique used to find solutions of 
the wave equation in the modulated region. In the present 
coupled-wave approach, the resulting system of coupled-wave 
equations is formulated into a simple matrix form for which 
the solution is readily obtained by calculating the eigenvalues 
and the eigenvectors of the coefficient matrix constructed 
from the coupled-wave equations. The eigenvalue problem, 
although not simple, has been extensively studied, and nu-
merous efficient and straightforward computer programs to 
calculate the eigenvalues and the eigenvectors are available 
in typical computer-program libraries. The modal approach, 
on the other hand, requires that a transcendental relationship 
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Fig. 6. The diffraction efficiencies of the transmitted and reflected 
waves at second-Bragg incidence (B = 2) for a pure reflection grating 
(0 = 0°) with p = 10. These two waves are the only waves that 
propagate in the unmodulated regions. 
in the form of a continued fraction expansion be solved to find 
the wavenumbers and their corresponding coefficients that 
are needed to solve the wave equation in the modulated region. 
This primary difficulty when applying the modal approach 
to the analysis of slanted gratings is due to the fact that there 
is no systematic technique yet available to solve this tran-
scendental continued fraction relation for the general 
slanted-grating case. 8 For the modal approach the tran-
scendental relationship can also be formulated as a matrix. 
This matrix is always n X n (as opposed to 2n X 2n for the 
present coupled-wave analysis). Only for the unslanted, 
physically symmetric case is the resulting matrix for the modal 
approach in standard eigenvalue form. The corresponding 
wave numbers needed in the solution are the positive and 
negative square roots of the eigenvalues. The vector of 
coefficients, which is the same for both the positive and neg-
ative wave numbers, is the corresponding eigenvector of the 
problem. For slanted gratings the resulting modal-approach 
n x n matrix is not in the form of a standard eigenvalue 
problem. Therefore the wave numbers occurring in the ma-
trix cannot be systematically determined. 
B. Approximate Modal and Coupled-Wave Analyses 
With the exception of the rigorous modal theory, previous 
analyses have typically been approximate. The present 
coupled-wave analysis is exact and rigorous, and it reduces to 
each of the previous analyses with the appropriate approxi-
mations and simplifications. For example, it reduces to 
Kong's coupled-wave analysis 8 and to Bergstein and Ker-
misch's analysis, 12 if a two-wave regime is assumed (that is, 
retaining only the first- and zero-order waves and neglecting 
all higher-order waves). Kogelnik's4 analysis is obtained by 
assuming a two-wave regime, neglecting boundary diffraction, 
and neglecting second derivatives of the field amplitudes in 
Eq. (6). This last approximation, which is common in almost 
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all previous coupled-wave analyses,'- 8.7  implies that the pa-
rameter AE/8e2 was assumed to be very small in these analyses. 
Magnusson and Gaylord's7 analysis is obtained by neglecting 
boundary diffraction and the second derivatives of the field 
amplitudes. It is important to note that in previous cou-
pled-wave analyses, 15,7 the amplitudes and intensities of the 
diffracted waves were calculated inside the modulated region. 
These analyses are based on solving the half-space grating 
problem. They do not (and cannot, because of the various 
approximations) solve the problem of general planar slab 
grating bounded by two different media. 
C. Evaluation of Approximate Approaches 
The rigorous coupled-wave theory presented in this paper is 
easily implemented and permits calculations to be performed 
rapidly. As such, this analysis is a powerful tool for analyzing 
the precise effect of using the various assumptions employed 
in the above approximate methods. It is difficult to quantify 
the error in general terms. However, the trends shown here 
have been consistently observed in the results of numerous 
calculations. Figures 7-10 show, for some typical cases, the 
absolute error in the primary +1 order that is due to using (a) 
the two-wave coupled-wave theory, 4 (b) the multiwave cou-
pled -wave theory; and (c) the two -wave modal theory.12 In 
general, these grating structures do not behave simply as 
transmission gratings or reflection gratings. This is most 
obvious in slanted gratings (such as that shown in Fig. 4). A 
combination of transmission and reflection behaviors is typ-
ically present, even though one or the other dominates in each 
case, as determined by the location of the primary +1 dif-
fracted order. For the slanted grating of Fig. 4, the +1 re-
flected order is the primary +1 diffracted order, and reflection 
behavior dominates in this case. Note that the +1 trans-
mitted wave (which is phase matched to the +1 reflected 
wave) would have been assumed to be zero in the two-wave 
and multiwave (approximate) coupled-wave theories. This 
nonzero +1 transmitted diffracted wave is attributable en-
tirely to the inclusion of second derivatives in this rigorous 
theory. 
The gratings represented in Figs. 7-10 include the param-
eter values used in Figs. 2-5. The effect of neglecting 
boundary diffraction and second derivatives of field ampli-
tudes is determined by the absolute error that results from 
using multiwave coupled-wave theory. As is shown in Figs. 
7 and 8, this error is relatively small when forward-diffracted 
waves are dominant (transmission-grating behavior). How-
ever, when backward-diffracted waves are dominant (reflec-
tion-grating behavior), this error becomes relatively large, as 
is shown in Fig. 9. The effect of neglecting higher-order waves 
and thus retaining only one diffracted wave is determined by 
the absolute error that results in using two-wave modal theory. 
In a complementary way to the preceding results, Figs. 7 and 
8 show that this error is large when forward-diffracted waves 
are dominant, and Fig. 9 shows that it is small when back-
ward-diffracted waves are dominant. The results of many 
calculations support these conclusions. For example, calcu-
lations for two slanted gratings with exactly the same modu-
lation, but one with transmission behavior dominant and the 
other with reflection behavior dominant, show that higher-
order waves are more important in the transmission case and 
second derivatives and boundary diffraction are more im-
portant in the reflection case. Further, these basic conclu- 
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GRATING STRENGTH. ? 
Fig. 7. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 2. 
sions are supported by calculations for slanted gratings of 
equal modulation over a wide range of grating modulations. 
For example, at very small modulations, even though the er-
rors that are due to the neglect of higher-order waves are small 
and the errors that are due to the neglect of second derivatives 
and boundary diffraction are small, the importance of these 
assumptions relative to each other is exactly the same as for 
large modulations. For equal grating modulations, higher-
order waves are more important when transmission behavior 
dominates, and second derivatives and boundary diffraction 
are more important when reflection behavior dominates. 
This relative importance is unchanged regardless of whether 
the calculated errors are large or small. The combined effect 
of neglecting both higher-order waves and second derivatives 
and boundary diffraction is determined by the absolute error 
that results from using two-wave coupled-wave theory. This 
error is also shown in Figs. 7-9. From the two-wave cou-
pled-wave theory error, it is consistently found that the total 
error that is due to neglecting both higher-order waves and 
second derivatives and boundary diffraction is approximately 
equal to the larger of the two constituent errors. The errors 
shown in Figs. 7-9 are all for the primary +1 order. However, 
numerous additional calculations for the other waves show 
a similar dependence on the approximations. For a large 
variety of cases analyzed, it was found in every case that if 
higher-order waves or boundary diffraction and second de-
rivatives are important in accurately calculating the primary 
+1 order, then they are similarly important in accurately 
calculating the other orders. 
For the case of a pure reflection grating (4) = 0), the situation 
is somewhat more complicated. As (1) approaches zero, all the 
forward-diffracted and all the backward-diffracted waves 
outside the modulated region converge to a single forward and 
a single backward direction, respectively. The directions of 
the various orders inside the modulated medium remain dis-
tinct. The error associated with the total backward-diffracted 
wave is shown in Fig. 10. In this case, the errors that are due 
to neglect of second derivatives and boundary diffraction are 
similar to those that are due to neglect of higher-order 
waves. 




Fig. 8. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
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Fig. 9. Absolute error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 4. 
Incidence at the second-order Bragg condition is shown for 
a pure reflection grating in Fig. 6. It is important to note that 
solutions are not possible at even-order Bragg incidence (B 
= 2, 4, 6, . . .) unless second derivatives and boundary dif-
fraction are included in the analysis. For even-order Bragg 
conditions the coefficient of the first derivative term in Eq. 
(6) vanishes for pure reflection gratings. Thus calculations 
such as those shown in Fig. 6 are not even possible with most 
approximate theories. 
5. DISCUSSION AND CONCLUSIONS 
The diffraction of a plane electromagnetic wave incident 
obliquely upon a planar grating bounded by two different 
media has been analyzed by using an exact and rigorous cou-
pled-wave approach. The grating vector may have any ar-
bitrary angle with respect to the boundaries. The solution 
has been formulated in terms of state variables in a simple 
matrix form that is easily implemented on a digital computer. 
Sample rigorous calculations have been presented for trans- 
mission, reflection, and, for the first time, for general slanted 
gratings. 
The present coupled-wave approach has been compared 
with the rigorous modal approach and with approximate 
modal and coupled-wave approaches. It was shown that in-
clusion of higher-order waves is more important than the in-
clusion of second derivatives and boundary diffraction for 
obtaining accurate predictions of diffraction efficiency when 
forward-diffracted waves are dominant (transmission-grating 
behavior). Conversely, it was shown that inclusion of second 
derivatives of the field amplitudes and boundary diffraction 
is more important for obtaining accurate predictions of dif-
fraction efficiency when backward-diffracted waves are 
dominant (reflection-grating behavior). 
The present method of analysis is useful in all applications 
in which planar gratings are utilized. However, it is especially 
valuable in applications in which slanted gratings and re-
flection gratings are used, such as in grating couplers and 
distributed-feedback lasers, since it is difficult to use the 
modal approach in these cases. This analysis may also be 
GRATING STRENGTH. V 
Fig. 10. Absoluite error in the first-order diffraction efficiency as 
predicted by (a) two-wave coupled-wave theory, (b) multiwave cou-
pled-wave theory, and (c) two-wave modal theory for the grating 
conditions shown in Fig. 5. 
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straightforwardly extended to absorption gratings and to 
mixed phase and absorption gratings, if desired. 
APPENDIX: THE STATE EQUATION 
The elements of the matrix [b,„] in Eq. (7), the state equation, 
are determined by Eq. (6), the governing set of differential 
equations. By defining the state variables as 
	
S1,1: = Si(u), 	 (Al) 
Szi = Si(U), 	 (A2) 
the constituent state equations may be written as 
S2,i, 
	 (A3) 
Szi = aSi.i+ + biSi,i + aSi,i-i ciS2,i , 
	(A4) 
where a = 8e2/Ac, bi = -api(i - B), and ci = a (cos 8' - ill cos 
0). Writing Eqs. (A3) and (A4) as a single matrix state 
• 
equation gives Eq. (7). 
• 




0 0 0 0 
0 0 0 0 




1 0 0 0 
0 1 0 0 







S1,-1 0 0 0 0 0 0 0 0 1 0 51,-1 
S1,-2 0 0 0 0 0 0 0 0 0 1 S1,-2 
S2,2 b2 a 0 0 0 c2 0 0 0 0 S2,2 
S2,1 a bi a 0 0 0 ci 0 0 0 S2,1 
S2,0 ... 0 	a 	bo a 0 	... 0 0 co 0 0 S2,0 
S2,-1 0 0 a a 0 0 0 c-i 0 S2,-1 
S2,-2 0 0 0 a b_2 0 0 0 0 	c-2 S2,-2 
(A5) 
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Rigorous coupled-wave analysis of grating diffraction 
E-mode polarization and losses 
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Rigorous coupled-wave theory of diffraction by dielectric gratings is extended to cover E-mode polarization and 
losses. Unlike in the H-mode-polarization case, it is shown that, in the E-mode case, direct coupling exists between 
all diffracted orders rather than just between adjacent orders. 
INTRODUCTION 
Optical diffraction by dielectric gratings has been the subject 
of extensive, sustained research for many years. Fields of 
application include acousto-optics, integrated optics, quantum 
electronics, holography, and spectroscopy. Grating-device 
functions include laser-beam deflection, modulation, coupling, 
filtering, distributed feedback, distributed Bragg reflection, 
holographic beam combining, wavelength multiplexing, 
wavelength demultiplexing, and others. 
A rigorous coupled-wave theory (without approximations) 
has recently been formulated for dielectric gratings.' This 
analysis applies for incident light of H-mode polarization 
(electric field perpendicular to the plane of incidence and 
perpendicular to the grating vector). It is the purpose of this 
paper (1) to show how the rigorous coupled-wave analysis can 
be extended to treat E-mode polarization (electric field in the 
plane of incidence and in the plane of the grating vector) and 
lossy gratings, (2) to show that coupling exists between all 
diffracted orders for E-mode polarization (unlike the case for 
H-mode polarization in which the coupling is only between 
adjacent orders), and (3) to compare rigorous E-mode results 
for gratings with and without losses with previous approxi-
mate E-mode results, rigorous H-mode results, and approx-
imate H-mode results. 
GRATING WAVE EQUATIONS 
General Vector Wave Equations 
The lossy dielectric grating is characterized by a relative 
permittivity that is periodic and is given by 
e(x , z) = Eo + ei cos[K(x sin 	z cos 0)], 	(1) 
where io is the average complex relative permittivity given 
by 
EO = to — .icro/(Deo, 	 (2) 
eo is the average relative permittivity, ob is the average con-
ductivity (representing the nonspatially varying losses), w is 
the optical radian frequency, co is the permittivity of free 
space, el is the amplitude of the sinusoidal relative permit-
tivity, is the grating slant angle, K is the magnitude of the 
grating vector given by K = 27/A, and A is the grating period. 
The planar boundaries of the grating are perpendicular to the 
z direction at z = 0 and z = d. Although Eq. (1) represents 
the particular case of a sinusoidal permittivity, other grating 
profiles can also be treated. The electromagnetic fields inside 
a planar lossy dielectric grating with a spatially varying rela-
tive permittivity are given by vector wave equations obtained 
directly from Maxwell's equations. The electric-field vector 
wave equation is 
v2E + v(E • —v1 + k 2E(x, z)E = 0, 	(3) 
where E is the electric field, f(x, z) is the periodic complex 
relative permittivity (dielectric constant) k = 27/A, and A is 
the free-space wavelength. Similarly, the magnetic-field 
vector wave equation is 
VE 
V 211+ 	X V X11+ k 2E(X,2)17 = 0, 	(4) 
where H is the magnetic field. These general wave equations 
may be considerably simplified for particular incident wave 
polarizations. 
H-Mode-Polarization Wave Equation 
For H-mode polarization (electric field perpendicular to plane 
of incidence and perpendicular to the grating vector), the 
electric field is solely in they direction, and so E = E9, where 
is the unit vector in the y direction. Because the electric 
field is perpendicular to the grating modulation vector, then 
E` • ye = 0. Electric-field vector wave Eq. (3) therefore re-
duces to the scalar Helmholtz wave equation 
v 2E + k 20x, z)E = 0. 	 (5) 
This is the equation that is commonly solved in the analysis 
of dielectric grating diffraction. 
E-Mode-Polarization Wave Equation 
For E-mode polarization, the electric field is in the plane of 
incidence, and this plane contains the grating vector. The 
magnetic field is solely in the y direction, and so H = 119. 
Because the magnetic field is only in the y direction, it is ad-
vantageous to select and to work with the magnetic-field 
vector wave El. (4). This vector wave equation may be sim-
plified by using the vector identities vt XvX77 = v (ye -17) 
— (ye • v)H — (H • v)v — H x (v X e) and V X ve O. 
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For E-mode polarization, H is perpendicular to Ve, and thus 
V e • H = 0 and (H. v )ve = 0. The magnetic-field vector wave 
equation thus reduces to 
v 2H - (-1v  • v)1/ + k 2e(x, z)H & 0. 	(6) 
This equation contains an additional term in comparison with 
E-mode wave Eq. (5). 
COUPLED-WAVE EQUATIONS 
H-Mode Coupled-Wave Equations 
The H-mode polarization coupled-wave equations may be 
obtained by expanding the electric field in space harmonics 
as' 
+0) 
E(x, z) = E Si (z)exp(—jc7i • F), 	(7) 
where i is the integer space-harmonic index, Si (z) is the 
space-harmonic electric-field amplitude, Qi = k 2 - iK from 
the Floquet theorem, and k2 is the wave vector of the zero-
order (i = 0) refracted wave in region 2, the grating region 0 
z < d. (Region 1 is the input region z 5. 0, and region 3 is 
the output region z d.) The magnitude of F2 is h2 = 
2/r(E0) 1/2/X. Each space harmonic Si (z) inside the grating is 
phase matched to a forward-diffracted and a backward-dif-
fracted wave. These waves may be either propagating or 
evanescent. Substitution of Eq. (7) into Eq. (5) leads to an 
infinite exponential series in terms of S,(z). Each coefficient 
may be expressed as a function of i and z, and each exponent 
as a function of i and x. For nontrivial solutions, each coef-
ficient must be equal to zero. This gives the coupled-wave 
equations. After simplification, the H-mode coupled-wave 
equations are 
1 d2S;(z) 	. 2 	 — sin 011/2 i cos 4)1dSi(z)  






 Si (z) + 
X2 
— [S,4-1(z) + 	1(z)1 = 0, (8) 
where 0' is the angle of incidence in region 1 of the input plane 
wave, el is the average relative permittivity in region 1, and 
m is defined as 
m a 2(A/X)[ei 1/2 sin 4) sin 0' + 	- ei sing 0,)1/2 cos 01 
(9) 
When the real part of m is an integer, this represents a Bragg 
condition. These rigorous coupled-wave equations may be 
solved by the state variable methods, 2 and, together with the 
appropriate boundary conditions, all the diffracted fields may 
be determined.' 
E-Mode Coupled-Wave Equations 
The vectorial E-mode wave Eq. (6) can also be reformulated 
as a set of scalar coupled-wave equations. The vector term 
may be expanded as 
(Ve v)Ill 	sing?' • T.) 	( . 2 w 
sin — + cos 
(0 + cos(K •• F) ax 	az A 
(10) 
term into standard form, the leading factor is expanded in a 
Fourier series as 
i i sin(K • F) 4... 
	
eo + el cosa? • F) 
- -.i E Ah exp(ihr? • )7), 	(11) 
where Ah = - 1[00102 - 111/2 - Ode i)lh for h 1, A-h = 
-Ah, and Ao = 0. For the E-mode case, the magnetic field 
is expanded in space harmonics as 
H(x, z) = E Ui (z)exp(—)Tri • F), 	(12) 
where Ui (z) is the space-harmonic magnetic-field amplitude 
and the other quantities are defined as before. Substituting 
Eqs. (10)-(12) into Eq. (6) and proceeding as before gives the 
E-mode coupled-wave equations as 
1 d2U,(z) . 2 rio - ei sin 01 1 /2 i cos 01 dU1(z)  
2w 2 CIZ 2 	7r 	A 	 A 1 dz 
. cos dUi-h(z) 2i(m - i)  
E Ah 	 U, (z) wA h 	dz 	A2 
+ 11. Wi+t(z) + Ui-1(z)1 + E — h - 
A2 h 	2 
X AhUi-h(Z) = 0. (13) 
These equations for E-mode polarization are clearly more 
complicated than H-mode coupled-wave Eqs. (8). The two 
additional terms in Eq. (13) both contain a series in Ah and 
Ui-h. Whereas the H-mode equations contain only Si-i, 
and Si+, amplitude terms, the E-mode equations contain 
Ui-1, Eli, U14-1, and Ui-h amplitude terms. Therefore in the 
H-mode case there is direct coupling only between adjacent 
orders, but in the E-mode case there is direct coupling among 
all diffracted orders. Although the number of terms in the 
E-mode case is larger, the resulting coupled-wave equations 
may be solved by the state-variables method in exactly the 
same manner as in the H-mode case. 
BOUNDARY CONDITIONS 
At the boundaries of the grating (z = 0 and z = d), the tan-
gential components of the electric field and the magnetic field 
must be continuous. In this way, the field of each diffracted 
order outside the grating volume is related to the corre-
sponding space-harmonic field inside the grating. Thus, in 
order to construct the boundary conditions, the tangential 
components of E and H must be determined. 
H-Mode-Polarization Tangential Fields 
For H-mode polarization, the tangential component of the 
electric field is they component of E, and it is given by Eq. (7) 
directly. The values of Si (0) and Si (d) needed in Eq. (7) are 
obtained by solving H-mode coupled-wave Eq. (8) for S i (z). 
The tangential component of the magnetic field is the x 
component of H. It may be obtained from the Maxwell curl 
equation v X E = -aElat. The result is fix = (-j/ 
11)0Ey Thz , and, together with Eq. (7), the tangential magnetic 
field is 
452 	J. Opt. Soc. AmNol. 73, No. 4/April 1983 
fix = (-j/wµ) 	E Si (z) exP(-jai • P). 	(14) 
02 i=-. and thus only a y-component equation exists. To put this 
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Fig. 1. Diffraction efficiencies of forward-diffracted waves for a 
lossless 4, = 120° slanted grating (120° angle from z axis to grating 
vector) for both H-mode and E-mode polarizations. The average 
permittivity inside and outside the grating is the same (c = 2.25). The 
angle of incidence 61' = 42° is at the first Bragg angle (m = 1). For 
these conditions the i = —1 field is evanescent (cut off). The modu-
lation is elho = 0.120. The diffraction efficiencies for all diffracted 
waves not shown are less than 0.01. (a) Rigorously calculated results. 
The fields i = —4 to i = +5 were retained to achieve convergence in 
field amplitudes. (b) Multiwave first-order coupled-wave theory 
results, showing the effect of neglecting second derivatives and 
boundary effects. Notice that the diffraction efficiency of the i = —1 
field is predicted to be as large as 9% even though this wave, in fact, 
is evanescent! The fields i = —4 to i = +5 were retained to achieve 
convergence in the field amplitudes. (c) Two-wave (i = 0, +1) sec-
ond-order coupled-wave theory results showing the effect of neglecting 
higher-order waves. 
E-Mode-Polarization Tangential Fields 
For E mode polarization, the tangential component of the 
magnetic field is they component of H, and it is given by Eq. 
(12) directly. The values of Ui(0) and U, (d) to be used in Eq. 
(12) are obtained by solving E-mode coupled-wave Eq. (13) 
for U, (z). The tangential electric field is the x component of 
E. It may be obtained from the other Maxwell curl equation 
v X 1-1 = an/at. The result is ET = Wcococ(x, z)PH y /az. 
Expanding 1/f(x, z) into a Fourier series gives 
1 	+- 
- E 	Gh exp(jhR •7), 	(15) 
f(x,z) 	12.—= 
where Gh = 11(io/(1)2 - 1i1i2 - a0/olihi/(E02 - e1 2)1/2 
Substituting this into the above equation for Ex and using Hy  
as given by Eq. (12) yields the tangential electric field as 
= (Pomo) E exp(-jai • F) 
X 	Gh IL 	diji—h(2) 	• i)Ui—h(2)1. (16) 
dz 
DISCUSSION 
The rigorous scalar coupled-wave equations describing dif-
fraction by planar lossy dielectric gratings have been pre-
sented for both H-mode and E-mode polarizations as derived 
from the general vector wave equations. The resulting cou-
pled-wave equations for both cases can be solved in the same 
manner by using state-variable methods. 2 By using these in 
combination, ally arbitrary input polarization may thus be 
treated. 





























































Fig. 2. Diffraction efficiencies of forward-diffracted and back-
ward-diffracted waves for a lossless = 150° slanted grating for both 
H-mode and E-mode polarizations. The average permittivity inside 
and outside the grating is the same (e = 2.25). The angle of incidence 
0' = 20° is at the first Bragg angle (m = 1). The modulation is ii/to 
= 0.330. The diffraction efficiencies for all diffracted waves not 
shown are less than 0.01. (a) Rigorously calculated results. The 
fields i = —4—+5 were retained to achieve convergence in field am-
plitudes. (b) Multiwave first-order coupled-wave theory results, 
showing the effect of neglecting second derivatives and boundary 
effects. The fields i = —4—+5 were retained to achieve convergence 
in field amplitudes. (c) Two-wave (i = 0, +1) second-order cou-
pled-wave theory results, showing the effect of neglecting higher-order 
waves. 
For H-mode polarization, the well-known result of direct 
coupling only between adjacent diffracted orders is obtained. 
However, for E -mode polarization, it has been shown that 
direct coupling exists among all diffracted orders. The set 
of boundary-condition equations for each polarization is a set 
of linear algebraic equations, and, after the coupled-wave 
equations are solved, these may then be solved for the 
phase-matched propagating and evanescent wave amplitudes 
outside the grating. 
Numerous calculations have been performed to obtain the 
fundamental and higher-order forward and backward-dif-
fracted wave amplitudes for both H-mode-polarization and 
E-mode-polarization incident waves. Results for an example 
lossless transmission grating are shown in Fig. 1. The rigor- 
ously calculated diffraction efficiencies of several forward-
diffracted orders are shown in Fig. 1(a). The power in the 
E -mode diffracted waves is initially less than that for the 
H-mode polarization because of the reduced coupling in E 
mode compared with H mode. However, as the thickness is 
increased, the E-mode fundamental (+1) diffraction efficiency 
exceeds the corresponding H-mode diffraction efficiency. 
Diffraction-efficiency results from multiwave first-order 
coupled-wave theory 3 are shown for comparison in Fig. 1(b). 
In this half-space theory, second derivatives of the field am-
plitudes and boundary effects are neglected. Thus a field that 
is in fact evanescent (cut off) is still treated as a propagating 
wave. In Fig. 1, the i = —1 field is evanescent. However, this 
field is predicted by multiwave first-order coupled-wave 
4.0 5.0 3.0 1.0 2.0 
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44. = 20 
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Fig. 3. Rigorously calculated diffraction efficiencies of forward-
diffracted waves for a lossy 4, = 120° slanted grating for both H-mode 
and E-mode polarizations. The average conductivity is ao = 400 
(ohm - m)-1 . The angle of incidence 0' = 20° is at the first Bragg 
angle. The modulation is Eileo = 0.120, and the wavelength A = 514.5 
nm. The average permittivity outside the grating is the same as that 
inside (e = 2.25). 
theory to have a diffraction efficiency as large as 9%, even 
though this wave is not propagating! Diffraction-efficiency 
results from two-wave second-order coupled-wave theory 4 are 
shown for comparison in Fig. 1(c). In this theory, the 
higher-order waves are neglected, and so only the i = 0 and i 
= +1 fields are shown in Fig. 1(c). 
Results for an example lossless reflection grating are shown 
in Fig. 2. The incident wave is at the Bragg angle for i = +1 
backward-diffracted wave. Rigorously calculated diffraction 
efficiencies are shown in Fig. 2(a). Diffraction efficiencies 
from multiwave first-order coupled-wave theory are shown 
in Fig. 2(b). The poor agreement with rigorously calculated 
results is apparent and is expected for a reflection grating (see 
Ref. 1). Diffraction-efficiency results from two-wave sec-
ond-order coupled-wave theory are presented in Fig. 2(c). 
The good agreement of the H-mode-polarization results with 
rigorously calculated results is apparent and is expected for 
a reflection grating (see Ref. 1). However, for E-mode po-
larization, the presence of coupling to all higher-order 
(space-harmonic) fields (not just to adjacent orders, as in the 
case of H-mode polarization) causes this two-wave theory to 
give erroneous results for this polarization. The i = +1 fun-
damental backward-diffracted (reflected) wave for E-mode 
polarization is predicted by this two-wave theory to be much  
smaller than it actually is. This is a result of artificially re-
stricting the coupling to be between the i = 0 and +1 space-
harmonic fields rather than among all space-harmonic 
fields. 
It may thus be concluded that, to obtain accurate results 
for E-mode polarization, it is necessary to include higher-order 
space-harmonic fields regardless of whether the fundamental 
propagating order is forward or backward diffracted. In ad-
dition, if the fundamental propagating order is backward 
diffracted, the second derivatives and boundary effects need 
to be included for accurate results for both H-mode and E - 
mode polarizations. 
Rigorously calculated diffraction efficiencies for an example 
lossy grating are shown in Fig. 3. The nonzero conductivity 
produces an average absorption that reduces all the diffracted 
• intensities, as would be anticipated. 
In separate calculations, it was found that both H-mode and 
E-mode polarization diffraction efficiencies reduce to the 
values predicted by Kogelnik's two-wave first-order cou-
pled-wave theory5 in the limit of sufficiently small modula-
tion. 
Coupled-wave analysis is based on the Floquet condition 
and as such applies to a truly periodic grating (an infinite 
number of periods). If the grating fringes are exactly parallel 
to the boundaries (0 s 0), the structure is no longer periodic, 
and coupled-wave analysis does not apply. In this case, 
however, a simple rigorous chain-matrix method of analysis 
may be used.6 
The generalized rigorous coupled-wave analysis presented 
here is mathematically exact. There are no theoretical defi-
ciencies or approximations. Any arbitrary level of accuracy 
is obtainable by increasing the number of orders retained in 
the analysis. However, convergence is very rapid. In the 
numerical calculations presented here, the diffracted ampli-
tudes were determined to one part in 10 8. Conservation of 
power among the beams was accurate to one part in 10 12. It 
should be recognized that this level of accuracy greatly exceeds 
that usually presented in grating-diffraction calculations. 
This research was supported by the National Science 
Foundation and by the Joint Services Electronics Program. 
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Abstract. Various planar dielectric grating diffraction theories are reviewed for the case of a 
general sinusoidal permittivity planar grating with slanted fringes and plane wave incidence 
at an arbitrary angle. Exact formulations without approximations (rigorous coupled-wave 
analysis and rigorous modal analysis) are developed first. Then, using a series of 
fundamental assumptions, rigorous theory is shown to reduce to the various approximate 
theories in the appropriate limits. The implications of these fundamental assumptions are 
discussed. 
PACS: 42.10, 42.20, 42.30 
Since 1930 there have been over 400 scientific papers 
on the subject of grating diffraction. Many of these 
papers have been applicable to planar dielectric grat-
ings. These periodic structures have been applied in 
numerous areas such as acousto-optics, holography, 
integrated optics, and spectral analysis. The diffraction 
of electromagnetic waves by spatially periodic media 
may be analyzed by numerous methods and with a 
wide variety of possible assumptions. The purpose of 
this paper is to review both rigorous and approximate 
planar grating diffraction theories and to show ex-
plicitly the relationships between the various 
theories. 
The most common methods of analyzing planar dielec-
tric grating diffraction are the coupled-wave approach 
[1-8] and the modal approach [9-18]. These theories 
have recently been treated in two extensive reviews 
[19, 20]. Both coupled-wave and modal approaches 
can produce exact formulations without approxi-
mations. In their full rigorous forms these formulations 
are completely equivalent [21]. They represent merely 
alternative methods of representing the electromag-
netic fields inside the grating (Sect. 2). 
Starting with the rigorous theories and using a series of 
fundamental assumptions, these general theories are 
shown to reduce to the various approximate theories 
[two-wave modal theory, two-wave second-order 
coupled-wave theory, multiwave coupled-wave theory, 
two-wave first-order coupled-wave theory (Kogelnik 
theory), Raman-Nath theory, and amplitude transmit-
tance theory] in the appropriate limits. This is shown 
in Sect. 8. 
1. Planar Dielectric Grating Diffraction 
The general planar grating diffraction problem is 
depicted in Fig. 1. An electromagnetic wave is ob-
liquely incident upon a slanted-fringe planar grating 
bounded by two different homogeneous media. In 
general, there will be simultaneously both forward-
diffracted and backward-diffracted waves as shown in 
the figure. This geometry is applicable 1) to holograph-
ic gratings in air or other media (E, = En, 4 to), 2) to 
acousto-optic gratings within a medium (c =e0 =Ern), 
and 3) to grating couplers such as used in integrated 
optics (ei *E0 *em *Ei). The quantities Ei, Eo, and cm are 
the average relative permittivities (dielectric constants) 
in regions 1, 2, and 3, respectively. 
In this paper, for simplicity, the case of a lossless 
dielectric grating with sinusoidal permittivity is treat-
ed. The incident plane wave polarization is perpendic-
ular to the plane of incidence (H mode). This is proba-
bly the case of widest general interest. However, these 
assumptions are not essential to the theories described. 











Fig. 1. Geometrical configuration of planar 
grating diffraction 




REGION 3 REGION 2 
+2 
grating region is given by 
e(x, z)= eo + e l cos(K • F) 
= eo + e l cos [K(x sin + z cos0)] , 	(1) 
where e t is the amplitude of the sinusoidal relative 
permittivity, is the grating slant angle, and K =2n/ A, 
where A is the grating period. The cosinusoidal form 
used in (1) is common in the volume holographic 
grating literature. In the acousto-optics literature, a 
sinusoidal form for (1) is more common. Using the 
sinusoidal form would alter the resulting equations in 
the following sections as well as their amplitude so-
lutions. However, the diffracted intensities are identi-
cal in either case. 
The general approach 'to the planar-grating diffraction 
problem involves finding a solution of the wave equa-
tion in each of the three regions and then matching the 
tangential electric and magnetic fields at the two 
interfaces (z=0 and z =d). In region 1, the normalized 
amplitude of the incident plane wave is 
exp(— 	T.) 
= exp [ — jk i (x sin 0' + z cos 0')] , 	 (2)  
where 0' is the angle of incidence on region 1, 
k 1 = 2n(s,) 1 / 'A and 2 is the free space wavelength. The 
wave equation for the H mode polarization is the 
scalar wave equation (Helmholtz equation) 
172 E + k2e(x, z)E =0 , 	 (3) 
where k =27r/ A. For H mode polarization, the electric 
field only has a component in the y direction. The 
fields and the grating are unchanging in the y direction. 
For any arbitrary direction the grating as bounded by 
regions 1 and 3 is periodic only in the x component of 
the direction. If region 2 was infinite in all directions 
(not bounded) the resulting grating would be periodic 
in any direction that was not perpendicular to the 
grating vector K. The Floquet theorem [22, 23] re-
stricts the possible fields that can exist in a periodic 
structure at steady state. As a result of the Floquet 
theorem the diffracted wavevectors inside the grating 
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where ai is the wavevector of the i-th space harmonic in 
the grating, i is any integer, and k 2 is the wavevector of 
the zero-order (i ==0) space harmonic having a magni-
tude of k 2 = 274E0) 1121k For the bounded grating that 
is periodic only in the x-component of direction, the 
Floquet theorem only requires 
51 .i =(E2 —if).i , 	 (5) 
where" denotes a unit vector. This expression is just the 
x-component of (4). Only the form as represented by 
(5) is necessary for the present problem. However, for 
subtle reasons that will become clear in the next 
section, the Floquet requirement as expressed by (4) 
will be used. This is certainly acceptable since it 
contains the necessary (5) within it. 
2. Rigorous Coupled-Wave and Modal Theories 
It is possible to formulate the planar grating diffraction 
problem depicted in Fig. 1 in an exact manner. This 
may be done with the coupled-wave approach or the 
modal approach. The modal approach is sometimes 
referred to as the Floquet, Floquet-Bloch, eigenmode, 
characteristic-mode, or coupled-mode approach. The 
coupled-wave approach is confusingly also sometimes 
called coupled-mode approach. Both the coupled-
wave and modal approaches are altenrative methods 
of representing the fields inside the grating medium. 
In the coupled-wave representation, the fields inside 
the grating are expanded in terms of the space har-
monics of the fields in the periodic structure. These 
space harmonics inside the grating correspond to 
diffracted orders outside of the grating. Thus, the 
partial fields inside the modulated medium are vi-
sualized as diffracted waves that progress through the 
planar slab and couple energy back and forth between 
each other as they progress. This picture agrees rather 
well with simple physical intuition about the process of 
diffraction by a volume grating. In the coupled-wave 
approach the total field is thus expressed as 
+co 
E(x, 	E Si(z) exp( — 	F) , 	 (6) 
where i is the space harmonic index. Equation (6) has 
the general appearance of a plane wave expansion of 
diffracted waves with amplitudes S i. This would be true 
if the Si's were constants. However, since the Si 's are 
not constants but are functions of z, each i does not 
correspond to a single plane wave. In general there are 
an infinite number of plane waves associated with each 
i. Si  varies only in the direction perpendicular to the 
boundary. The sum of all of the i-th partial fields as 
represented by E(x, z) in (6) satisfies the wave equation. 
However, individually the partial fields do not satisfy 
the wave equation. 
In the modal representation, the fields inside the 
grating are expanded in terms of the allowable modes 
of the periodic medium. The fields are visualized as 
waveguide modes in the grating region. In the modal 
approach, the total electric field is expressed as a 
weighted summation over all possible modes, 
+co 
E(x, z)-= E 	(r) exp( —Jrc2m •F), 	(7) 
In= — OD 
where m is the mode index. The function O m(7) is 
periodic with a period .equal to the grating period. 
That is 0.0)=0,,,fil+ A). The summation includes 
both forward and backward propagating modes. The 
backward propagating modes are due to diffraction in 
the grating volume (when the grating fringes are 
slanted) and clue to reflections at the z=d boundary. 
Each individual m-th mode satisfies the wave equation 
and may be either evanescent or propagating. These 
modes in the grating are precisely analogous to modes 
in a waveguide. Each waveguide mode satisfies the 
wave equation by itself and it may be either cutoff or 
propagating. Each mode (m) consists of an infinite 
number of space harmonics (i) and each mode propa-
gates through the medium without change. The space 
harmonics may be viewed as arising from the Fourier 
expansion of the periodic function 0.(F). 
The coupled-wave representation or expansion in 
terms of space harmonics, (6), and the modal repre-
sentation or expansion in terms of modes, (7), are 
merely alternative representations of the same physical 
problem. Both approaches are complete and both are 
rigorous formulations (without approximations). 
These two approaches are thus completely equivalent 
and this will be demonstrated in Sect. 5. 
3. Rigorous Coupled-Wave Equations 
The rigorous coupled-wave equations are developed 
by starting with the field expansion in terms of space 
harmonics, (6). There are mutliple versions of the 
rigorous coupi[ed-wave equations for the physical situ-
ation depicted in Fig. 1 depending on the form of the 
modulation chosen (sinusoidal or cosinusoidal per-
mittivity), the form of the Floquet condition chosen, (4) 
or (5), and the polarization chosen (H mode or E 
mode). The basic case treated in this paper is cosi-
nusoidal permittivity and H mode polarization. Both 
forms of the IFloquet condition are analyzed in this 
section. 
The Floquet condition for an infinite periodic medium, 
(4), will be treated first since this gives rise to the very 
useful, common form of the rigorous coupled-wave 
equations. In fact, only the component of the wavevec-
tors along the boundary in the direction of periodicity 
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(x) needs to satisfy the Floquet condition. This is given 
by (5) and will be treated below. The Floquet condition 
for an infinite grating, (4), contains the required x 
dependence. The z dependence in (4) will be shown to 
be very useful in obtaining a directly solvable form of 
the coupled-wave equations. Substituting (4) into (6) 
yields 
+ op 
E(x, z) = Z S i(z)exp[ — j(ic2 — ii1)• F] 
- co 
+ co 
= E si(z),exp { —j[(k 2 sin 0— iK sin 0)x 
i= 
+ (k 2 cos 0 — iK cos 0) z]). , 	 (8) 
where 0 is the angle of refraction of the incident beam 
from region 1. Thus 0 is related to 0' through 
sin0'=k2 sine. (9) 
Substituting (1) and (8) into (3) and performing the 
indicated differentiations gives 
(a 2s 
 z
i(z) 	 as (z) 
	 j2(k, cos 0 iK cos 0) a  iz  
 





	Si , 1 (z)} 
• exp { — j[(k2 sin — iK sin rk)x + (k2 cos 0 
— iK cos 0)z]) =0. 	 (10) 
This equation must be satisfied for all values of the 
variables. Thus the coefficient of each exponential 
must individually be zero for nontrivial solutions. 
Using this and the definitions of k, k 2, and K, (10) 
reduces to the rigorous coupled-wave equations: 
	
1 d2 Si(z) . 2 (0) 112 cos() 	i cos 01 dSi(z)  
27r2 dz 2 	n[ 	 A J dz 
+ 
21( 
	S.(z)+ 	[S (z)+ S. (z)] = 0 	(11) A z 	22 i+i 	1-1 
This is an infinite set of second-order coupled 
difference-differential equations. By inspection, it is 
seen that the wave corresponding to each value of i 
(space harmonic inside the grating or diffracted order 
outside of the grating) is coupled to its adjacent (i + 1 
and i— 1) space harmonics. There is no direct coupling 
between nonadjacent orders. 
In the rigorous coupled-wave equations the quantity m 
has been defined as 
m= 
2A( E0)112 
	cos(0-- 0). 	 (12) 
The quantity m may have any value in general. For the 
case when m is an integer, (12) becomes the Bragg 
condition. However, it is important to realize that the 
Bragg condition is not specifically an input into this 
theory. The approach applies to an arbitrary angle of 
incidence and wavelength. Only if the angle of in-
cidence and wavelength are such that m is an integer 
does Bragg incidence occur. The rigorous coupled-
wave equations given by (11) are in a from that is 
directly solvable using a state variables approach from 
linear systems theory. This method of solution will be 
used in the next section. 
The Floquet condition as given by (5) may also be used 
in space harmonic field expansion, (6), to obtain an 
alternative set of rigorous coupled-wave equations. 
Substituting (5) into (6) yields 
E(x, z)= E sAz)exp[—j(k2.— iKx)x] 
- 
E s,(z)exp [ —fik2 sin 0 — iK sin 4)) x] . (13) 
i= - 
The field expansion given by (13) is the same as that in 
(8) except that the z dependent part of the exponential 
has been included in the S 1(z) functions in (13). 
Substituting (1) and (13) into (3), performing the 
indicated differentiations, and setting the coefficients of 





) 112 sine 	i sinck] 	
2 } Si 
2 80 
(z) 
27r2 dz 2 	A 	A 





S _ i (z) 
 
E l 	( .27rz s0/ 
A 
This set of coupled-wave equations contains no first 
derivative terms in contrast to the coupled-wave equa-
tions given in (11). In addition, (14) is a nonconstant 
coefficient differential equation due to the presence of z 
in the coefficients of the Si _ 1 (z) and Si + 1 (z) terms. The 
equations in the form of (14) represent a linear shift-
variant system and direct solution would be difficult. 
For the case of an unslanted grating (4, =7r/2, fringes 
perpendicular to the surface), the equations become 
constant coefficient differential equations. For this 
limiting case, the equations become identical to the 
coupled-wave equations of Kong [Ref. 6, Eqs. (6a) and 
(6b)] if only two waves are retained (i =0, 1). 
4. Solution of the Rigorous Coupled-Wave Equations 
The rigorous coupled-wave equations as given by (11) 
represent a set of second-order linear differential equa-
tions with constant coefficients. Using the methods of 
linear systems analysis [24] this differential equation 
description of this continuous system may be trans- 
2 	ft 
r=1 41=1 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 S1 ,_ 1 
0 0 0 0 1 0 0 S1,0 
0 0 0 0 0 1 0 S 1 , 1 
0 0 0 0 0 0 1 5 I,2 
(20) 
0 0 c_ 2 0 0 0 0 S2.-2 
0 0 0 c_ t 0 0 0 S2. - 1 
a 0 0 0 co 0 0 S2.0 
b 1 a 0 0 0 c 1 0 S2,1 
a b 2 0 0 0 0 c2 S2.2 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
b-2 a O 
a b_ 1 a 
0 a b o 
0 0 a 
0 0 0 
• 
S l. - 2 
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formed into a state space description and a solution 
obtained directly. By defining the state variables as 
S 1 , t(z) S t(z) , 	 (15) 
dS.(z)  
S2 ,,(z)— 	 (16) 
dz 
the infinite set of second-order differential equations 
(11) are transformed into two infinite sets of first-
order differential equations: 
dSt , t(z) 
	










dz 	12 	1,I-1 	A 
27t2e t 
— --a - (z) A2 	1, 
+An(
(en)ii2 cos° i COS1
S2 (z). , i (18) 
■ A A 
Equations (17) and (18) are the state equations corre-
sponding to the rigorous coupled-wave equations (11). 
Since these are homogeneous equations, they corres-
pond to unforced state equations. State equations that 
are linear differential equations with constant coef- 
ficients such as these, may be solved for closed-form 
expressions for the state variables. In this case, only the 
homogeneous solution is necessary as there are no 
driving terms in these equations. The homogeneous 
solutions are 
St , t(z) = E 	exp (A„,z) 	 (19) 
m= - m 
for 1=1, 2. The coefficients C. are unknown constants 
to be determined from the boundary conditions. The 
quantity wt , tm  is an element of an eigenvector and 2m is 
an eigenvalue. These quantities are determined as 
described below. The solution for the wave amplitudes 
(the "output equation" in linear systems terminology) 
is Si(z)=S t , t(z). 
The constituent state equations (17) and (18) may be 
written in matrix form as 
where a= 27061 /22, bi=4704i _ mv • 2, A and ci = j4n 
[(60) 112 COS6 ►/A— iCOSOM]. This equation may be re 
presented concisely as S = AS where S and S are the 
column vectors in (20) and A is the coefficient matrix. 
The needed eigenvalues and eigenvectors are deter- 
mined from this coefficient matrix. Although A is an 
infinite matrix, results may be obtained in practice to 
an arbitrary level of accuracy with a truncated matrix. 
Each of the four submatrices is truncated to n x n. As 
the integer n increases, the calculated results rapidly 
converge to the exact results. The quantity n cor- 
responds to the total number of space harmonics 
retained in the analysis. This in turn means that the 
analysis includes n diffracted waves in region 1 and n 
diffracted waves in region 3. To put the four sub- 
matrices into standard form, the integers i and m are 
replaced with the new integers p and q that run from 1 
to n. For example, if an odd number of waves are 
retained symmetrically about i=0 (the undiffracted 
transmitted wave) in the analysis, then p= i + (n + 1)/2 
and q=m +(n +1)/2. The 2n solutions may then be 
expressed 
(21) 
for / = 1, 2 and p = 1 to n. The eigenvalues 	are 
determined by solving the determinantal equation 
IA— 	=0 , 	 (22) 
where I is the unit matrix. The eigenvector correspond-
ing to a particular eigenvalue .1,4 is determined by 
substituting 2n expressions (1=1, 2 and p = 1 to n) for 
St,,, of the form SI, p = B,. eXP (Ar . q) into the state 
equation (20), performing the indicated differentia-
tions, and then solving for each element of the eigen-
vector as = 131, p; using Cramer's rule 
and thus expressing each element as a ratio of 
determinants. The eigenvalues and eigenvectors for a 
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matrix are typically calculated numerically using a 
computer library program [25]. 
5. Equivalence of Coupled-Wave 
and Modal Representations 
The total field inside the grating may be expressed in 
coupled-wave form, (6), or in modal form, (7), depend-
ing whether the field is expanded in terms of space 
harmonics or in terms of modes, respectively. These 
two forms are alternative representations that are 
completely equivalent. This equivalence has been dis-
cussed previously [14, 19, 21]. It can be shown ma-
thematically in a simple manner as follows. 
Substituting Si(z)== E cin w,, exp(iimz) into the 
171= - OD 
coupled-wave expansion (8) gives 
+ co 	+ co 
E(x,z)= E E 
i= -co m= -co 
• exp j [(k 2 sin 0 — iK sin 4)x 
+ (k2 cos e — iK cos 4 +P. m) z]) . 
Changing the order of the summation this may be 
rewritten as 
+ co 
E(x,z)= E cm E 	 ig) • ] , 
171= - 	 = - 03 (24) 
where Tc 2ni = k2 sin 05i + (k 2 cos +j1 )z. Identifying the 
complex Fourier series and its representation of a 
periodic function 
+ ao 
E 	expus .:F)= 0.(F)= om(r+ A) 	(25)  
where R i is the normalized amplitude of the i-th 
reflected wave in region 1 with wavevector 
Likewise the normalized total electric field in region 3 
is 
03 
E3 = 	Ti exp[— jii 3i • (F.— di)] , 	 (28) 
i= -co 
where Ti is the normalized amplitude of the i-th 
transmitted wave in region 3 with wavevector 
These fields in regions 1 and 3 are phased matched to 
the field in the grating, (8). Thus the x components of 
the wavevectors of the i-th wave (regions 1 and 3) and 
the x component of the wavevector of the i-th space 
harmonic field (region 2) must be the same. That is 
Eli z=  (R2 — 
k 1 sin 0: = k 2 sin 0— iK sin(/' = k3 sin 07 . 	(29) 
In the homogeneous regions (1 and 3) the backward-
and forward-diffracted waves have wavevectors with 
magnitudes 
lki 	and =1Eil 	1rc3ii=1E31, 	 (30) 
where k3 =27r(E /0 1 / 2/A. Knowing the total amplitudes 
and the x components of the diffracted wavevectors, 
the z components are then determined to be 
k i • 2=0E112 	.5011/2 
= 	(k1 sin 0 — iK sin (P) 2] 1 / 2 	 (31) 
and 
E31  = [IE3 12 (E3i . 5)2]1 / 2 
— (k2 sin 0 — iK sin 0)11/2 . 	 (32) 
(23) 
= OD 
gives the modal expansion 
+ ao 
E(x,z)= E  cmom()exP(—fk2. 
171= OD 
These quantities are either positive real (propagating 
wave) or negative imaginary (evanescent wave). 
Using the phase matching conditions (29), (31), and 
(26) 	(32), the total fields in regions 1 and 3, (27) and (28), 
may be rewritten 
E =exp { — j[k I (sin O'x + cos O' z)]) 
which is identical to (7). Thus the coupled-wave and 
modal representations are seen to be equivalent. 
6. Phase Matching and Boundary Conditions 
Each i-th field in region 1 and 3 must be phase 
matched to the i-th space harmonic field inside the 
grating. In addition, the magnitude of the fields in 
regions 1 and 3 must be such that the electromagnetic 
boundary conditions are satisfied at the two grating 
boundaries (z =0 and z = d). 
The total electric field in region 1 is the sum of the 
incident and the backward-traveling waves. The nor-
malized total electric field in region 1 may be expressed 
as 
El = exp( —jrc i • F)+ E R i exp ( —.11711 .), 	(27) 
i= — ao  
co 
+ E 	exp[ — j{(k 2 sin — iK sin (/))x 
i= - OD 
— [14 — (k 2 sin 0— iK sin 41)2] 1 /2 Z}] 	 (33) 
and 
03 
E3 = E exp I —j{(k 2 sine — iK sin0)x 
i=-c0 
+ [ki — (k 2 sin 0 — iK sin 4))2] 1 /2 — d)}} . 	(34) 
Electromagnetic boundary conditions require that the 
tangential electric and tangential magnetic fields be 
continuous across the two boundaries (z = 0 and z = d). 
For the H mode polarization described in this paper, 
the electric field only has a component in the y 
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direction and so it is the tangential electric field 
directly. The magnetic field intensity, however, must 
be obtained through the Maxwell equation VxE = 
—8B/at. The tangential component of H is in the x di-
rection and is thus given by fix =(—j/cop)0E y/Oz. For 
each value of i, the four quantities to be matched and 
the resulting boundary condition are: 
1) tangential E at z =0: 
6io+ R = S r( 0) 
2) tangential H at z =0 : 




3) tangential E at z =d: 
Ti = S i(d) exp[ — j(k 2 COS 0 - iK cos 41)d] , 
4) tangential H at z=d: 
—j[ki—(k 2 sin — iK sin 01 112 7; 
=[
dS.  
Ad) j(k 2 cos 0 — iK cos 0)S i(d)1 
dz  
exp [ —j(k 2 cos 0 — iK cos Od] , 
where ow is the Kronecker delta function. 
7. Diffraction Efficiency 
The quantity commonly measured in grating diffrac-
tion is the diffraction efficiency. It is defined as the 
diffracted intensity of a particular order divided by the 
input intensity. In the above formulation, the incident 
plane wave amplitude was normalized to unity. Thus 
the diffraction efficiencies in regions 1 and 3 are 
DEli = Re {(rc i i • IVO 710 • I)) 
= Re { {1 — [sin O' — 0. sin 0/401 /2A] 2) 1 /2/ 
COS 0' ) RiRt 	 (39) 
and 
DE3i = Re {(Tc 3 , • mit, 0 .2)) 7; 77 
= Re{ {(Ein/e) -- [sin 0' — Li sin 0/(01/2A]2)1/2/ 
cos 0') 7;77 . (40) 
The real part of the ratio of the propagation constants 
occurs when the time-average power-flow density is 
obtained by taking the real part of the complex 
Poynting vector. For an unslanted grating (4) =7r/2) 
with the same medium on both sides (e, =E rn), the real 
part of the ratio of the propagation constants is just 
the usual ratio of the cosine of the diffraction angle for 
the i-th diffracted wave to the cosine of the incidence 
angle. 
If n values of i are retained in the analysis, then there 
will be n forward-diffracted waves (n values of Ti) 
and n backward-diffracted waves (n values of R 1). 
Correspondingly, there will be 2n unknown values of 
Cm . This is because the coefficient matrix in (20) is a 
2n x 2n matrix and therefore has 2n eigenvalues and 
thus there are 2n unknown values of C m. Also this may 
be viewed as being due to the n coupled-wave equa-
tions, each being a second-order differential equation, 
and thus there are 2n roots or eigenvalues and 2n 
unknown constants C. to be determined from the 
boundary conditions. Therefore, the total number of 
unknowns is 4n. Substituting S i(z), as given by (15) and 
(.19), into the equations for the boundary conditions 
(35)—(38) produces n linear equations containing the 4n 
unknowns. An efficient procedure to solve these equa-
tions is to eliminate R i and Ti from these equations and 
to solve the resulting 2n equations for the 2n values of 
C. using a technique such as Gauss elimination. Then 
the n values of Ri and n values of Ti may be determined 
from (35) and (37) respectively. Finally, the diffraction 
efficiencies DE and DE 3i are calculated using (39) 
and (40). For phase gratings the input power is con-
served and thus the sum of all of the efficiencies for the 
propagating waves is unity. That is, 
E(DE 1i +DE3)=1. 	 (41) 
Equation (41) may be used to verify the convergence of 
the numerical calculations. 
8. Approximate. Theories 
The vast majority of the papers on grating diffraction 
theory have dealt with approximate theories. There are 
a large number of possible approximations and as-
sumptions that can be made. These generally lead to 
enormous simplifications in the analyses. In some 
cases, these simplifications allow analytic solutions to 
be obtained. A. number of famous analytic expressions 
occur for special limiting cases. 
In this section, a large number of planar grating 
diffraction theories are classified in terms of the funda- 
mental assumptions : 1) neglect of higher-order waves, 
2) neglect of second derivatives of the field amplitudes, 
3) neglect of boundary effects, 4) neglect of dephasing 
from the Bragg condition, and 5) the small grating 
modulation approximation. In addition to these as-
sumptions, a number of other approximations such as 
normal incidence, unslanted gratings, and large grating 
period compared to a wavelength, may also be made. 
However, in this section, only the fundamental as-
sumptions enumerated above are treated. Thus all of 
the approximate theories are presented in their general 
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arbitrary grating slant angle (0), and arbitrary grating 
period (A). The various further reductions can then be 
easily formulated, if desired, from these general forms 
of the approximate theories. 
In region 1 of Fig. 1, backward-traveling waves exist. 
In general, these waves are produced both by diffrac-
tion from within the grating volume and by boundary 
effects (diffraction and reflection from the periodic 
boundaries at z = 0 and z = d). These physical processes 
produce a spectrum of plane waves traveling back into 
region 1 (z <0). For the general planar grating of 
Fig. 1, neglecting the second derivatives of the field 
amplitudes in the wave equation reduces the number 
of waves in the analysis from 2n to n. The bulk 
diffracted orders are retained and the boundary-
produced waves are eliminated. Thus for a planar 
grating, the neglect of second derivatives and the 
neglect of boundary effects are absolutely linked to-
gether. When these assumptions are made, the result-
ing first-order coupled-wave analyses have the ampli-
tudes of the diffracted waves calculated inside the 
modulated region. Then the amplitudes 7• of the 
forward-diffracted output waves are obtained (approx-
imately) by arguing that they are equal to S i(d), the 
space harmonic field amplitude at a distance d from 
the input surface z = O. Likewise for those values of i 
that represent backward-diffracted waves, the ampli-
tudes *R 1 are estimated to be SAO). However, in the 
physical problem being analyzed, there are no boun-
daries at z =0 and z=d. These planes just represent 
reference locations. There are no reflected or diffracted 
waves resulting from these planes and thus there are no 
physical boundaries at these locations! Thus, the 
assumptions of neglecting the second derivatives of 
field amplitudes and neglecting boundary effects have 
transformed the problem into a filled-space problem (a 
grating filling all space) with imaginary boundaries at 
z =0 and z=d that are used only to obtain an approxi-
mate mathematical formulation of the problem. The 
first-order theory approaches are not capable of solv-
ing the problem of the general planar slab grating 
bounded by two media different from the grating 
medium. These two linked assumptions therefore, 
mistakably imply the filled-space problem. After the 
filled-space problem is solved, then it is assumed that 
the grating terminates at z =0 and z=d and, as a 
result, that Ti :41 S i(d) for the forward-diffracted waves 
and R i ;t- S.(0) for the backward-diffracted waves. This 
is obviously only an approximation to the actual 
situation. 
Another consequence of neglecting second derivatives 
is the exclusion of some propagating waves. In first-
order theory, only half of the waves can be retained in 
the analysis. That is, only one set of i values (as 
opposed to two sets) is included. For a genral slanted 
grating, some of these waves may be forward-diffracted 
and some of them may be backward-diffracted. From 
(8), if k 2 cos0— iK cos d, is positive, the wave is forward-
diffracted and if negative, it is backward-diffracted. 
For forward-diffracted waves, the boundary condition 
used must be S ;(0)=0. For backward-diffracted waves, 
the appropriate boundary condition is Si(d)=0. The 
second set of waves (set of i values) are phase matched 
to these waves. This second set of waves is, of course, 
neglected in any first order analysis. For the example 
depicted in Fig. 2, the backward-diffracted waves for 
—15 +4 would all be neglected in first-order 
theory. The diffraction efficiencies of these backward-
diffracted waves are arbitrarily set equal to zero. For 
the case of a slanted-fringe grating, the power in the 
neglected phase-matched waves has been shown to be 
very significant in some cases [8]. Thus the errors 
introduced by using first order theory can be particu-
larly significant for slant angles away from 0=0 and 
(1) = n/2. 
Still another consequence of neglecting second de-
rivatives is the exclusion of evanescent waves from the 
analysis. In first order theory, the filled-space nature of 
the grating being analyzed, causes one complete set of 
diffracted orders (i) to exist inside the grating, since all 
of the Si(z)'s exist there. These calculated values of Si(z) 
may have wavevectors with components either in the 
+ or — z directions. However, many of the wavevec-
tors of the Si(z)'s cannot he phased matched to plane 
waves outside of the grating (regions 1 and 3). This 
may be seen from Fig. 2. For this example, the values 
—15 i +4 correspond to propagating plane waves 
in regions 1 and 3. The values — 2 and i +5 
correspond to evanescent waves in region 1 and 3. 
However, in first order analysis (without second de-
rivatives) all values of i are treated as representing 
propagating waves. This is obviously not true. 
Nevertheless, diffraction efficiencies can be calculated 
for these evanescent waves as though they were propa-
gating. These predicted efficiencies are clearly incorrect 
since they should be zero. lf the grating period is much 
larger than a wavelength (A> A), then there will be a 
large number of propagating waves and the effect of 
excluding evanescent waves would be reduced. 
Therefore, it is concluded that all first-order theories 
inherently contain : 1) the approximate method for 
calculating diffracted amplitudes described above, 
2) neglect of phase-matched waves, and 3) neglect of 
evanescent waves. 
A depiction of various planar grating diffraction theo-
ries and their interrelationships in terms of fundamen-
tal assumptions is shown in Fig. 3. Most of the litera-
ture on planar grating diffraction theory can be con-
nected with a particular block in this diagram. The 
importance of the various assumptions cannot always 
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Planar Dielectric Grating Diffraction Theories 
Fig. 2. Allowed wavevectors in re-
gions 1 and 3 due to the presence of a 
slanted grating with wavevector L 
Phase matching of the diffracted 
waves outside of the grating with 
the boundary components of the 
wavevectors inside the grating (via 
Floquet construction) is shown. For 
— 1 < i < +4, propagating diffracted 
orders exist in regions 1 and 3 when:- 
as for —2 and i +5, the wave 
are evanescent 
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Fig. 3. Interrelationships between various planar grating diffraction theories in terms of fundamental approximations 
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be isolated. For example, retaining only two waves 
(i =0, 1) and the small modulation approximation can 
be linked for the case of a sufficiently "thick" grating. 
8.1. Two-Wave Modal Theory 
If only the zero and first order waves (i=0, 1) are 
retained and all higher-order waves are neglected, a 
two-wave regime is being assumed. There are actually 
a total of four waves in this analysis since there are two 
more waves phased matched to these. Modal theory 
solutions in the two-wave regime were first obtained 
by Bergstein and Kermisch [13] with more recent 
results being contributed by Lederer and Langbein 
[26], and Russell [19]. In this approch, the standard 
modal expansion (7) is used to represent the fields in 
the grating. However, in the two-wave case only the 
first two Fourier components (i= 0, 1) of the periodic 
function 0.(F) are retained in the analysis, (25). 
Comparison of two-wave modal theory with exact 
rigorous theory [8] has shown that this can be valid 
near Bragg incidence in reflection gratings (backward-
diffracted waves dominate). Comparison data are 
shown in [Ref. 8, Fig. 9]. 
8.2. Two-Wave Second-Order Coupled-Wave Theory 
Two-wave second-order coupled-wave theory and 
two-wave modal theory represent exactly the same 
approximation. Both representations include second 
derivatives of field amplitudes and boundary effects. 
Both theories retain only the transmitted wave (i =0) 
and the fundamental diffracted wave (i =1) and their 
phased matched waves and neglect higher-order 
waves. This approximate theory has been used by Kong 
[6]. Additional approximations in this theory have 
been made by Kessler and Kowarschik [27-29], and by 
Jaaskelainen et al. [30]. The two governing equations 
may be obtained directly from the rigorous coupled-
wave equations (11) by keeping only terms in S o and S 1 
 and neglecting all other field amplitudes. The resulting 
two equations from (11) are: 
.2(60) 1/2 cos0 dS0(z) 
 + 	S (z)= 0, (42) 
	
rt2 	dz 	22 1 
2 [(eo) 1 /2 cos() 	cosOldS i (z)  
n 	A 	A j dz 
2(m-1) fi l 
+ 	A2 Si(Z) -
F 
So(z)= 0. 
Kong [6] has presented analytical solutions for the 
two-wave second-order coupled-wave theory ex-
pressed in the form of two transmission and two 
reflection coefficients for the unslanted-fringe planar 
slab grating. 
8.3. Multiwave Coupled-Wave Theory 
Multiwave first-order coupled-wave theory may also 
be developed directly from the rigorous coupled-wave 
equations (la In this approach higher-order waves 
are retained (hence "multiwave"). The second de-
rivatives of the field amplitudes (and thus boundary 
effects) are neglected. The resulting multiwave 
coupled-wave equations from (11) are: 
2 140) 112 COS° 	i COS tbldS  i(z) 	2i(m — i) 
Si(z) 
A j dz A 2 
2 - i + [S (Z)+ i (Z)] =0 . 
For the case of an unslanted transmission grating 
= it/2) and normal incidence (0 = 0, m = 0), the mul-
tiwave coupled-wave equations first appeared in a 
1936 paper by Raman and Nath [31] for a sinusoidal 
(rather than cosinusoidal) grating. This paper was the 
fourth in a series of five papers by Raman and Nath 
[31-35] on the diffraction of light by sound waves. The 
first three papers [32-34] from the basis of the 
"Raman-Nath theory" described below. This sim-
plified multiwave coupled-wave equation was referred 
to by Nath [36] as being due to Nath [37]. In this 1936 
paper, Nath [37] obtained a very slowly converging 
series solution for the multi-wave coupled-wave 
difference-differential equations. An alternative series 
solution was later presented by Berry [38]. This series 
solution is in terms of Besse] functions and is also very 
slowly converging. Numerical solutions of the mul-
tiwave coupled-wave equations (also for acousto-optic 
interaction studies) have been obtained by Klein and 
Cook [3]. 
The multiwave coupled-wave equations have been 
generalized to include loss and gratings of arbitrary 
nonsinusoidal profile by Magnusson and Gaylord [7]. 
In that paper, numerical solutions were obtained for 
unslanted transmission gratings using a Runge-Kutta 
algorithm to solve the first-order system of coupled-
wave equations. Diffraction efficiency results for si-
nusoidal, square-wave, and sawtooth phase gratings at 
first, second, and third Bragg incidence are presented 
there. 
Comparison of diffraction efficiency results from mul-
tiwave first-order coupled-wave theory with exact ri-
gorous theory has shown that this theory without 
second derivatives gives good results in transmission 
gratings (forward-diffraction waves dominate) when 
the grating modulation is small. Comparison data are 
shown in [Ref. 8, Figs. 7 and 8]. 
8.4. Two-Wave First-Order Coupled-Wave Theory 
If higher-order waves (i= 0, 1) and second derivatives 
of field amplitudes (and thus boundary effects) are both 
1 d2S0(z) 
2n2 dz2 
1 d2S 1 (z)  
27t2 dz 2 
(43) 
(44) 
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neglected, the rigorous coupled-wave equations(11) 
reduce to two-wave first-order coupled-wave theory. 
For general slanted gratings at arbitrary incidence the 






 +j 	S (z)= 0, 	 (45) dz 	2(e0) 112 A 
cos 0 A  \  i (z) 	itA(m — 1) 
*Ed") dz A 2(e0) 112 ‘z1  
7CE, 
240 2 	SO (2) = 0 • 	
(46) 
) A 
Two-wave first-order coupled-wave theory was ap-
plied to acousto-optics by Phariseau [2]. It was first 
applied to holography by Kogelnik [4]. His thorough 
1969 paper [4] is now very widely referenced. As a 
result, this theory is commonly called "Kogelnik 
theory" and this is noted in Fig. 3. The substantial 
recognition received by Kogelnik's paper [4] is due in 
part to the comprehensive coverage of 1) phase, ab-
sorption, and mixed gratings; 2) on-Bragg and off-
Bragg incidence ; 3) pure transmission (4) = ir12), pure 
reflection (4) = 0), and general slanted fringe gratings; 
and 4) both H-mode and E-mode polarization. 
From (8), if k 2 cose K cos(/' is positive, the single 
diffracted wave in this analysis is forward-diffracted 
and the grating is called a transmission grating. If 
k2 cose—K cos¢ is negative, the single diffracted wave 
is backward-diffracted and the grating is called a 
reflection grating. For the forward-diffracted case, the 
boundary condition used is S 1 (0)=0. In the backward-
diffracted case, the boundary condition used is 
S i (d)= 0. Due to the first-order nature of this theory, 
some phase matched waves will be neglected. In the 
transmission grating case, for example, the two 
backward-traveling waves (that are phase matched to 
the zero-order transmitted wave and the fundamental 
diffracted wave) are neglected. 
For the special case of a phase grating with unslanted 
fringes (0 = rr/2) and incidence at the first Bragg angle 
(m=1), the first-order diffracted amplitude from (45) 
and (46) is given by [2, 4] 
S i(z)= —jsin( 	lrElz 	 
2(e0) 112 cose) 
	
(47) 
where z is the distance into the grating at which the 
amplitude is determined. This well-known expression 
predicts a diffraction efficiency [DE =Si(d)S1'(d) for 
this case] that is sinusoidal in modulation and has a 
maximum value of 100 %. Although the two-wave first-
order coupled-wave theory neglects higher-order dif-
fracted waves and second derivatives of field ampli-
tudes (and thus also boundary effects), it nevertheless 
contains many of the basic features of the diffraction 
process in an extended grating. This theory has been 
sucessfully extended to numerous other cases including 
finite beams [39, 40], finite and nonplanar gratings 
[41-43], and attenuated gratings [29, 44-46]. When 
grating diffraction is described by the two-wave result, 
(47), it is often referred to as "Bragg regime" diffrac-
tion. Incidence at the Bragg angle is essential in "Bragg 
regime" diffraction whereas in "Raman Nath regime" 
diffraction described below it is not. Criteria for 
"Bragg regime" behavior are given in [47]. 
For the basic case of a uniform grating and plane wave, 
a comparison of diffraction efficiency results from two-
wave first-order coupled-wave theory with exact ri-
.gorous theory is presented in [8] for a series of grating 
slant angles. When transmission grating behavior do-
minates, the error in two-wave coupled-wave theory. is 
due primarily to the neglect of higher-order waves in 
the theory. Conversely, when reflection grating be-
havior dominates, the error is primarily due to the 
neglect of second derivatives and boundary effects. 
8.5. Raman-Nath Theory 
The theory of Raman and Nath [32-35] may also be 
obtained directly from the rigorous coupled-wave 
equations. If second derivatives of the field amplitudes 
and dephasing from the Bragg condition are both 
neglected, the rigorous coupled-wave equations (11) 
reduce to the Raman-Nath diffraction equations: 
.2 {(E0) 112 cos 	i cos OldS i(z) 
—.1 n 	2 A j dz 
iTaS 1 (2) S _ 1 (Z)] , (48) 
where a general angle of incidence and grating slant 
angle have been retained. The Si term in (11) has been 
neglected. For the i-th diffracted order, this term is 
zero for the m-th Bragg incidence, (12), when i=m. For 
an arbitrary angle of incidence, each diffracted order 
will be depha .sed by varying amounts from their 
corresponding Bragg conditions. This in turn reduces 
the synchronism between the input wave and that 
diffracted order. The result is less coupling from the 
input to that order. The Raman-Nath theory therefore, 
treats all diffracted orders as though the Bragg con-
ditions for all them were simultaneously satisfield. 
For the important case of an unslanted fringe trans-
mission grating (0= x/2), (48) takes the form of a 
recurrence relation satisfied by Bessel functions. The 
solution is 
Si(z)=(—j) ( Ji ( 	"1 z 	 (49) (E0) 1 /2 ). cos19/ 
for boundary conditions S o(0) =1 and SAO) =0 (i +0) 
where Ji is an integer-order Besse] function of the 
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first kind. Equation (49) is the famous Bessel func-
tion expression of Raman and Nath. It predicts 
maximum diffraction efficiencies of DE 11 =33.8 %, 
DE ± 2 = 23.6 %, DE ± 3 = 18.8 %, and so forth. When 
grating diffraction behavior may be approximated by 
(49), it is referred to as "Raman-Nath regime" diffrac-
tion. This result, (49), has been extensively used to 
predict the light intensities diffracted by sound waves 
[38, 48]. Criteria for "Raman-Nath regime" diffraction 
are given in [49]. Raman-Nath theory has been 
extended to describe nonsinusoidal phase gratings 
[50-52]. 
8.6. Amplitude Tkansmittance Theory 
For gratings, the amplitude transmittance approach is 
closely related to Raman-Nath diffraction theory. The 
amplitude transmittance approach is widely used in 
optics [53-54] and may be applied to slabs, lenses, 
apertures, and general two-dimensional objects as well 
as gratings. The amplitude transmittance is defined as 
the ratio of the field amplitude over the output plane to 
the field amplitude incident on the input plane. The 
amplitude transmittance function in general is complex. 
It may be applied to gratings with unslanted fringes. 
Both amplitude gratings [53-57] and phase gratings 
[51-56] have been treated in the literature using the 
amplitude transmittance approach. 
For a phase grating with periodicity in the x direction, 
the amplitude transmittance function is 
TOC, = exp j 
2r, [s(x)]1/22.1 
A. cos 	) 
where z is the grating thickness and n(x)= [6(9] 1/2 is 
the periodic refractive index. Since the transmittance 
function is also periodic in x, it may be expanded in a 
complex Fourier series. Further, because the exponen-
tials in this series are in the form of an expansion of the 
diffracted plane waves, then the Fourier coefficients are 
the diffracted wave amplitudes. The Fourier series 
expansion may thus be written 
z(x, z) = E Si(z) exp(jiKx), 	 (51) 
where Si represents the amplitude of the i-th diffracted 
order. By definition, the coefficients of the Fourier 
series may be calculated from 
Si(z)= A — exp j 





Thus the diffracted amplitudes may be determined 
directly knowing c(x) by integrating (52). Results for 
sinusoidal, square-wave, sawtooth, triangular, and 
rectangular refractive-index profiles are given in 
[51]. 
For the unslanted-fringe (co)sinusoidal-permittivity 
transmission grating, the corresponding index of re-
fraction is 
n(x) = [e(x)] 112  =(so +s 1 cos Kx) 1 I 2 	 (53) 
which may be expanded in a Fourier cosine series as 
[e(x)] 1/2 = [e(x)]o 2 + E ce(x)1112cos(hKx) 	(54) 
h= 1 
with Fourier harmonic amplitudes given by 
l ei 
[49]% 12 = — J (so+e cos Kx) 1 /2 cos (hKx)dx . 	(55) 
o 
The average value of the refractive index may be 
expressed concisely as 
no(x) -=_[ (x)] (1)/2 =(2/7r)(so + 8 1 ) 112  E(C, n/2) , 	(56) 
where E(C, n/2) is the complete elliptic integral of the 
second kind and C m2e,/(s 0 + e s). Clearly, the case of a 
sinusoidal permittivity (or dielectric constant) being 
treated throughout this paper is not the same as a 
sinusoidal refractive-index grating. The index of re-
fraction corresponding to sinusoidal permittivity has 
higher spatial frequency harmonics (h> 1) in addition 
to a fundamental sinusoidal component (h =1) as 
represented by (54). However, for the case of suf-
ficiently small modulation, a sinusoidal permittivity 
produces nearly a sinusoidal index of refraction. In the 
limit of small modulation (s i approaches zero), (55) 
and (56) yield 
[44)4/2 = eo 	 (57) 
Nxn112 =c1/2(60)" 2 , 	 (58) 
[OUP, NAP, (59) 
This analysis is important in that it now allows the 
Raman-Nath theory and amplitude transmittance 
theory to be interrelated. The result is that although 
(52) was obtained using the amplitude transmittance 
approach, it is also a solution of the Raman-Nath 
difference-differential equation (48) for unslanted grat-
ings in the limit of small modulation. This may be 
shown by direct substitution of S i as given by (52) into 
the Raman-Nath diffraction equation (48). Thus, for a 
cosinusoidal refractive-index profile, the integral in (52) 
when evaluated gives the Bessel function result (49). 
This may be accomplished using the identity 
exp( — jb cos a) Ea E (—DiJi(b)exp(j ia) 	(60) 
and the orthogonality relationship 
711 j exp(j IKx) exp( — j iKx)dx=o ii , 	 (61) 
(50) 
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where bu is the Kronecker delta. Therefore, as depicted 
in Fig. 3, it has been shown that Raman-Nath theory 
and amplitude transmittance theory are equivalent in 
the limit of small grating modulation. This is true in 
general for unslanted gratings regardless of the grating 
profile (squarewave, sawtooth, etc.). 
9. Discussion and Conclusions 
Theories describing the diffraction of a plane elec-
tromagnetic wave incident with arbitrary wavelength 
and angle of incidence upon a slanted fringe planar 
sinusoidal permittivity grating have been reviewed. 
For simplicity the analysis has been restricted to H-
mode polarization (electric field perpendicular to plane 
of incidence). Exact formulations without approxi-
mations (rigorous coupled-wave analysis and rigorous 
modal analysis) have been developed and shown to be 
mathematically equivalent. Rigorous coupled-wave 
equations have been developed in alternative forms, 
(11) and (14), and their usefulness discussed. The 
solution of the rigorous coupled-wave equations (11) in 
terms of state variables has been presented in detail 
along with the phase matching and boundary con-
ditions necessary to determine the diffracted ampli-
tudes outside of the grating. 
These rigorous theories have been shown to reduce to 
the approximate theories: 1) two-wave modal theory, 
2) two-wave second-order coupled-wave theory, 
3) multiwave first-order coupled-wave theory, 4) two-
wave first-order coupled-wave theory (Kogelnik 
theory), 5) Raman-Nath theory, and 6) amplitude 
transmittance theory in the appropriate limits. The 
assumptions associated with each of these approxi-
mate theories have been explicitly presented. 
The rigorous theories presented in this paper (and thus 
their approximate versions) are based on the Floquet 
theorem. As such, they require a truly periodic grating 
(an infinite number of periods). These theories may be 
applied in the angular limit as the slanted fringes of a 
general grating approach being parallel to the surface 
(4) approaches zero). However, for exact parallelism 
with the surface (4) =0), the grating is no longer strictly 
periodic and a continuum of solutions is possible 
depending on the number of periods, the starting 
conditions, and the ending conditions of the grating. 
This pure reflection grating case can be analyzed 
without approximation using a rigorous chain-matrix 
method of analysis. This is discussed in [58]. 
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Diffraction analysis of dielectric surface-relief gratings 
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Diffraction by a dielectric surface-relief grating is analyzed using rigorous coupled-wave theory. The analysis 
applies to arbitrary grating profiles, groove depths, angles of incidence, and wavelengths. Example results for a 
wide range of groove depths are presented for sinusoidal, square-wave, triangular, and sawtooth gratings. Diffrac-
tion efficie:ncies obtained from the present method of analysis are compared with previously published numerical 
results. To obtain large diffraction efficiencies (greater than 85%) for gratings with typical substrate permittivi-
ties, it is shown that the grating profile should possess even symmetry. 
1. INTRODUCTION 
Dielectric surface-relief (or corrugated) gratings are of wide 
interest owing to their many applications in quantum elec-
tronics, integrated optics, spectroscopy, and holography.' 
Example devices include distributed-feedback lasers, dis-
tributed-Bragg-reflector lasers, beam deflectors, waveguide 
couplers, spectral filters, wavelength multiplexers and de-
multiplexers, holographic beam combiners, and others. 
Several investigators have obtained rigorous solutions for the 
exact electromagnetic boundary-value problem that apply to 
gratings with rectangular or triangular grooves. 2-8 Others 
have obtained approximate results by applying perturbation 
techniques .33° For gratings with arbitrary profiles, the in-
tegral method 1,11-13 was first used to obtain numerical results. 
Later the differential method was developed, 1 •2 and it is 
probably the most widely used method for analyzing arbi-
trary-profile gratings. 2,14-16 The differential method requires 
advanced numerical techniques, such as the combined 
Runge-Kutta and Adam-Moulton algorithm, 1 •2 the unimo-
ment method," Numerov's algorithm,' the modified Adam-
Moulton algorithm, 16 and other similar algorithms. Some of 
these algorithms do not converge for relatively deep 
grooves. 
Recently, a rigorous coupled-wave approach was formulated 
and applied to planar dielectric gratings?"' A state-variables 
representation of the coupled-wave amplitudes permits these 
amplitudes to be obtained in terms of the eigenfunctions and 
eigenvectors of the coefficient matrix defined by the rigorous 
coupled-wave equations. 
In this paper, the rigorous coupled-wave approach is 
adapted to the exact electromagnetic boundary-value problem 
associated with dielectric surface-relief gratings of arbitrary 
profile. In this method, a surface-relief grating is divided into 
a large number of thin layers parallel to the surface. Each 
thin grating is then analyzed by using the state-variables 
method of solution of the rigorous coupled-wave equations 
for that grating. By formulating the problem in a particular 
manner, it is shown that the grating layers may be treated one 
at a time in sequence, thus reducing the numerical calculations 
to an easily manageable size. There are no approximations 
in the analysis, and results are obtainable to an arbitrary level 
of accuracy. The diffraction efficiencies of all orders of both 
the transmitted and reflected waves are determined in the  
process. Peng et al. 5 were the first to propose partitioning 
the grating into thin layers and approximating each layer by 
a rectangular profile. They then calculated the field in each 
layer by using the Lewis and Hessel" method of analyzing a 
periodic array of slabs. However, they presented numerical 
results only for one- 3 and two-layered 4 gratings. In the 
present work, the rigorous coupled-wave approach is used to 
find the fields in each layer, and a large number of layers 
(typically 50-400) are used. 
To illustrate the utility of this method of analysis, the dif-
fraction characteristics of sinusoidal, square-wave, triangular, 
and sawtooth gratings are determined for a wide range of 
groove depths for a plane wave incident at the first Bragg 
angle. Very large groove depths (4 grating periods deep for 
the examples presented) may be handled routinely with this 
analysis without any type of numerical difficulty. In a final 
section the accuracy and the convergence of the present 
method are discussed in detail. The diffraction-efficiency 
results obtained by the present method are compared with 
numerical results obtained by other techniques. 12-14,16  It is 
shown that the rigorous coupled-wave method accurately 
predicts conservation of power when all the individual dif-
fracted powers are summed. 
2. THEORY 
The general dielectric surface-relief grating diffraction 
problem treated in this paper is shown in Fig. 1. An electro-
magnetic plane wave is obliquely incident upon the grating. 
The periodic structure produces, in general, both forward-
diffracted and backward-diffracted waves as shown in the 
figure. Region 1 (the input region) is a homogeneous dielec-
tric with a relative permittivity (dielectric constant) of et 
Likewise, region 3 is homogeneous with a relative permittivity 
of ent Region 2 (the grating region) consists of a periodic 
distribution of both types of dielectrics. The boundary be-
tween the el dielectric and the fill dielectric in region 2 is given 
by 
z = F(x) = F(x + A), 	 (1) 
where A is the grating period. The function F(x) thus rep- 
resents the grating-surface profile. There are no restrictions 
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Fig. 1. Geometry of dielectric surface-relief grating. 
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Fig. 2. The nth planar grating resulting from the decomposition of 
the surface-relief grating into N thin gratings. 
on the form of F(x) in this analysis. Curved lines, straight 
lines, shadow regions, etc. are all allowed. In this paper, for 
simplicity, the case of lossless dielectrics and incident plane-
wave polarization perpendicular to the plane of incidence (H 
mode) are treated. 
The total electric field in region 1 is the sum of the incident 
and the backward-traveling waves. The normalized total 
electric field in region 1 may be expressed as 
00 
	
E, = exp(—jk1 • r) + E Ri exp(—jkii • r), 	(2) 
where j = ( - 1) 1/2, k, is the incident-field wave vector of 
magnitude, k, = 27r(4)1/2A, A is the free-space wavelength, 
and r = x2 + y9 + z2, with denoting a unit vector. Ri is the 
normalized amplitude of the ith reflected wave in region 1 
with wave vector Likewise, the normalized total electric 
field in region 3 is 
E3 = E Ti  exPf—ikai • (r — 	 (3) 
where Ti is the normalized amplitude of the ith transmitted 
wave into region 3 with wave vector k3, and d is the groove 
depth. The quantities k11 and k3i are determined below by 
using the phase-matching requirement. 
In the present analysis, the grating region (region 2) is di-
vided into N thin planar-grating slabs perpendicular to the 
z axis. Then the rigorous coupled-wave analysis that has been 
developed for planar gratings is applied to each slab grating. 17 
 If the individual planar gratings are sufficiently thin, any 
grating profile can be analyzed to an arbitrary level of accu-
racy. The nth slab within region 2 as shown in Fig. 2 will 
consist of a periodic distribution of El and Ern dielectrics. The 
relative permittivity for the nth slab grating is periodic, e n (x, 
zn ) = en(x + A, zn), and may be expanded in a Fourier series 
as 
En(x, zn) = El + (EIII 	E 	exp(jhKx), 	(4) 
h .— 
where zn is the z coordinate of the nth slab, h is the harmonic 
index, K is the magnitude of the grating vector (K = 2T/A), 
and lit ,n  are the normalized complex harmonic amplitude 





A) Jo f(x, zn ) exp(—jhKx)dx, 	(5) 
where the function f(x, z n ) is equal to either zero or unity, 
depending on whether, for a particular value of x, the grating 
relative permittivity is Ei or E111, respectively. 
In the coupled-wave representation used in this treatment, 
the fields inside each grating slab are expanded in terms of the 
space harmonics of the fields in the periodic structure. These 
space harmonics inside the grating correspond to diffracted 
orders outside the grating. Thus the partial fields inside the 
modulated medium are visualized as diffracted waves that 
progress through the planar slab and couple energy back and 
forth between each other as they progress. In the coupled-
wave approach the total field is thus expressed as 
Ezn = E Si,n (z)exp( —jai„, • r), 	(6) 
where i is the space-harmonic index (integer) and Si,„ (z) are 
the space-harmonic field amplitudes. As a result of the Flo-
quet theorem, the diffracted wave vectors inside the nth 
grating, rri,„, may be represented by 
gi,n = k2,n 	 (7) 
where K = K2 and k2,„ is the wave vector of the zero-order (i 
= 0) refracted wave having a magnitude of kz n = 27(E01) 1/2/X, 
and ao,„ is the average relative permittivity for the nth slab 
grating. 
Each ith diffracted field in regions 1 and 3 must be phase 
matched to the ith space-harmonic field inside each nth slab 
grating. Thus kii • s = (k an — • I = k 3i for any i and 
n. In the homogeneous regions (1 and 3) the backward- and 
forward-diffracted waves have wave vectors with magnitudes 
I kul = ikti and 1 1[311 = 1k31, where k 3  = 27r(a111) 1/2/X. 
Knowing the total amplitudes and the x components of the 
diffracted wave vectors, the z components are then k deter- 
mined to [i k ir _ (kii .1)211/2 be u • 	 and k3i • = 11k3 1 2 
— (k3i • 2)21 1 /2. Therefore the total fields in all regions may 
be rewritten as 
E, = exp(—j[k i(sin O'x + cos O'z)]) 
+ E Ri exp(—j{(k I sin 0' — iK)x 
— [k,2 — (k, sin 0' — iK)9 1/2z1), 	(8) 
Ezn 22  E Si ,n (z) exPl—iRk I sin 0' — iK)x 




E3 = E T , exp(—ji(k I sin 0' — iK)x 
—Ea 
+ [k32 — (k, sin — iK) 2] 1/2(z — d)1). 	(10) 
In region 2, the wave equation for H-mode polarization 
v2E2,„ + k 2c„(x, z„)E2,„ = 0, 	(1 1) 
where k = 27r/X, must be satisfied for each nth slab grating. 
Substituting en (x , z n ) from Eq. (4) and Ean from Eq. (9) into 





dS 1 ,i,„(z)  
= — 
dz 	 h=1 
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and setting the coefficient of each exponential term equal to 
zero for nontrivial solutions yields the rigorous coupled-wave 
equations for the nth slab grating: 
d2Sdi,z„2(z) i2(k2,n2 
dz 
k, 2 sine 9,)112 dS i.n (z)  
     
ap,q,n 	bp, im  
c p ,q ,n 	dp,q,, 	'2,q,n 
, (18) 
+ K2i(m —0Si,„(z)+k 2(Em — el) E [Eh,nSi_h,n(Z) 
h=1 
     
     
     
      
+ Zh,„*Si +n,„(z)] = 0. (12) 
These coupled-wave equations are an infinite set of second-
order coupled difference-differential equations. Each dif-
fracted wave (i) is coupled to other diffracted waves through 
the harmonics of the grating (i — h and i + h). The quantity 
m has been defined as 
m = 2A(01/2 sin 8'/A. 	 (13) 
For the case when m is an integer, this represents a Bragg 
condition. 
3. METHOD OF SOLUTION 
The dielectric surface-relief grating diffraction problem as 
formulated in Section 2 will be solved in a sequence of steps. 
First, the rigorous coupled-wave equations will be solved for 
the nth slab grating by using a state-variables method of so-
lution. Second, electromagnetic boundary conditions (con-
tinuity of tangential E and tangential H) will be applied be-
tween region 1 and the first slab grating, then between the first 
and second slab gratings, and so forth, and finally between the 
Nth slab grating and region 3. Third, the resulting array of 
boundary-condition equations is solved for the reflected and 
transmitted diffracted amplitudes, R, and Ti. From these 
amplitudes, the diffracted efficiencies are determined di-
rectly. 
By using the methods of linear systems analysis, 19 the 
coupled-wave differential-equation description of the dif-
fraction problem may be transformed into a state-space de-
scription. Defining the state variables for the nth slab grating 
AS 
Sij,n(Z) = Si,n(Z), 
	 (14) 
S2,i,n(Z) = dSi,n (z)/dz (15) 
transforms the infinite set of second-order differential 
equations [Eq. (12)] into two infinite sets of first-order state 
equations: 
—k 2(sru — q) E ih,n*S1,i+h,n(2 ) 
h=1 
j2(k2 A 2 k1 2 sin2  8')S2i,n (z). 	(17) 
In matrix form, the state equation for the nth slab grating may 
be written as 
where gl,pjyr-- Sli,n (for 1 = 1, 2), S = dS/dz, and the elements 
of the four submatrices (p = 1 to s and q =1 to s) are specified 
by Eqs. (16) and (17) for the nth slab grating. The integers 
p and q are the row and column indices of the four subma-
trices. The maximum value of these indices, s, is equal to the 
number of diffracted orders retained in the analysis. The 
value p = 1 corresponds to the most negative order (value of 
i) retained in the analysis, and p = s corresponds to the most 
positive order retained. For example, if an odd number of 
waves are retained symmetrically about i = 0 (the undiffracted 
wave) in the analysis, then p = i + (a + 1)/2. Equation (18) 
corresponds to an unforced-state equation and may be ex-
pressed concisely as = AS, where and S are the column 
vectors from Eq. (14) and A is the total coefficient matrix. 
Although A is an infinite matrix, results may be obtained in 
practice to an arbitrary level of accuracy with a truncated 
matrix. Each of the four submatrices is truncated to s X s. 
As the integer s increases, the calculated results rapidly con-
verge to the exact results. The solutions of Eq. (18) arel 9 
2s 
	
4`1,',n(Z) = E 	exP(av,„z), 	(19) 
q'=1 
where 	(for 1 = 1, 2) has been rewritten as 	with p' 
= p + (1 — 1)s. The quantities Aq , ,n and are the ei-
genvalues and eigenvectors of the matrix A. These values are 
typically calculated by using a computer library program. 2° 
The integers p' and q' are the row and column indices of the 
eigenvector matrix [w] and p' = 1 to 2s and q' = 1 to 2s. The 
quantities Cq •,n are unknown constants to be determined by 
the boundary conditions.. The desired diffracted-wave am-
plitudes for the nth grating layer are given by 
= Sp,,n(z), 	 (20) 
where p' is chosen to correspond to the ith diffracted wave. 
Electromagnetic boundary conditions require that the 
tangential electric and tangential magnetic fields be contin-
uous across the boundaries between the slabs. For the H - 
mode polarization described in this paper, the electric field 
only has a tangential component (y direction). The tangential 
component of H is in the x direction, and from Maxwell's 
equations it is given by flx = (—j/cop)Ey /az. Therefore, for 
the boundary (z = 0) between region 1 (the input region) and 
the first slab grating, the boundary condition for tangential 
E is 
2s 




and the boundary condition for tangential H is 
28 1)(Ki — = E	 Ago • 0, 
q'=1 
(22) 
where 5i0 is the Kronecker delta function and the value of p' 
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Fig. 3. Matrix-equation representation of 2(N + 1)s boundary-
condition equations, where s is the total number of diffracted waves 
retained in the analysis. C1 represents the column vector C•,1, where 
q' = 1 to 2s and likewise for C2 through CN. The reflected and 
transmitted amplitudes R1 and T1 are column vectors of length s. The 
product output vector, before manipulation, is all zeros except for the 
two ones that are shown. These correspond to the normalized E and 
H values in the input wave. 
is chosen to correspond to the ith wave. For the boundary 
between the nth and n + lth slab gratings (z = nd/N), the 
boundary condition for tangential E is 
2s 
ezPI[Xq',n 	(0.1,n • 2)1nd/N] 
q'-i 
	
= E 	 expl[ke,n+i 	i,n+ • 2)]nd/N, 
g'-i 
(23) 
and the boundary condition for tangential H is 
2s 
E 	 [k',. — i(ori ,, • 2)] 
q'-1 
X expl[ki, ,„ - j(ei,„ • 2)]nd/N] 
^
2. 
 CQ , ,n + iWp'oe,n+1 [Aq',n+1 	 2 )] 
4'=1 
X expl X 11%714-1 — i(gi,n+ 1 • 2)Incl/NI. (24) 
For the boundary between the Nth slab grating and region 3 
(z = d), the boundary condition for tangential E is 
2. 
E 	 expt[X,, ,N — j(ai,N • 2)]di = Ti, (25) 
s'-1 
and the boundary condition for tangential H is 
24 
E Cq%Nwp',,e,N[Xq',N — 	.1)] 
q'=1. 
X expl[X4, , ,N - j(ei,N • 2)]d) = -j(k 3i • 2) Ti. (26) 
Equations (21)-(26) represent a total of 2(N + 1)s equations. 
There are s unknown values each of Ri and Ti and 2s unknown 
values of Cq •,„ for each slab grating. Thus the total number 
of unknowns is 2(N + 1)s, which is the same as the number of 
boundary-condition equations. If s values of i are retained 
in the analysis, then the calculations will yield s transmitted 
wave amplitudes (Ti) and s reflected wave amplitudes (Ri). 
An efficient procedure to solve this large system of equa-
tions is to use a technique like Gauss elimination 21 applied 
successively to each boundary starting at the z = 0 input 
surface. By using this technique N + 1 times in sequence, the  
s values of Ri and the s values of Ti may be obtained in a single 
pass on the last step. As depicted in Fig. 3, the boundary-
condition equations are written as a matrix equation. The 
matrix is 2(N + as by 2(N + 1)s and consists of the coeffi-
cients of Cq •,,, (for 47' = 1 to 2s and n = 1 to N), Ri (s values), 
and Ti (s values). For each slab grating, the boundary-con-
dition equations for its two boundaries produces a 4s by 2s 
submatrix. Starting with the first (n = 1) slab grating (rep-
resented by upper-left-hand submatrix), a technique like 
Gauss elimination is applied to make all the elements of the 
lower half of the submatrix equal to zero. This reduces the 
system to 2Ns equations. Repeating this procedure on the 
next (n = 2) 4s by 2s submatrix reduces the system to 2(N 
1)s equations. This process is continued until, after N steps, 
only 2s equations in the diffracted amplitudes Ri and Ti re-
main. These are then solved for Ri and Ti. At each step in 
this sequential process, a new set of coefficients of Ri is pro-
duced, as shown by the dashed box in Fig. 3. After N steps 
these coefficients have moved to the bottom of the matrix, and 
the final set of 2s equations in Ri and Ti are formed. This 
sequential procedure greatly reduces the storage and com-
putational requirements for this type of problem. At each 
step, only a small 4s by 2s matrix is being treated, as opposed 
to the entire 2(N + 1)s by 2(N + 1)s matrix, where N might 
typically be 50-100. 
When the amplitudes Ri and Ti are known, then the dif-
fraction efficiencies (ratio of diffracted intensity to input in-
tensity) may be directly determined. The diffraction ef-
ficiencies in regions 1 and 3 are 
DEli = ReRkii • i)/(kio • 2)]RiRi* 	(27) 
and 
DE3i = ROE& • 2)/(k io  • 2)1T,Ti*. 	(28) 
The real part of the ratio of the propagation constants occurs 
when the time-average power-flow density is obtained by 
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Fig. 4. Diffraction efficiency as a function of groove depth for a 
lossless sinusoidal surface-relief grating. Incidence is at first Bragg 
angle (m = 1),71= A, e1= 1.00, and em = 2.50. 
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Fig. 5. Diffraction efficiency as a function of groove depth for a 
lossless square-wave surface-relief grating. Incidence is at first Bragg 
angle (m = 1), A = A, El = 1.00, and Elli = 2.50. 
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Fig. 6. Diffraction efficiency as a function of groove depth for a 
lossless triangular grating. Incidence is at first Bragg angle (m 1), 
A = A,El=1.00,andtinn=2.50. 
lossless gratings the input power is conserved, and thus the 
sum of all the efficiencies for the propagating waves is unity. 
That is, 
This relationship may be used to verify the convergence of the 
numerical calculations. 
4. RESULTS AND DISCUSSION 
By using the method of solution described in Section 3, it is 
possible to calculate the diffraction efficiencies of dielectric 
surface-relief gratings to an arbitrary level of accuracy. The 
analysis contains no restrictions with respect to grating profile, 
groove depth, angle of incidence, or wavelength. Example 
results are presented in this section for sinusoidal (Fig. 4), 
square-wave (F ig. 5), triangular (Fig. 6), and sawtooth (Figs. 
7 and 8) gratings. In each case the input wave is a plane wave 
with polarization perpendicular to the plane of incidence (H 
mode) and incident at the first Bragg angle (m = 1). For the 
cases presented, A = A, and so the first Bragg angle is 0' = 30°. 
Unlike with previous methods, large groove depths do not 
cause numerical instabilities or inaccuracies. Results for 
groove depths as deep as four grating periods (d/A = 4) are 
presented in Figs. 4-8. Previously published results have had 
maximum groove depths of d/A = 0.60 (Ref. 5), 1.0 (Ref. 14), 
and 2.4. 16 Thee input region has a relative permittivity of q 
WA 
Fig. 7. Diffraction efficiency as a function of groove depth for a 
lossless sawtooth grating. Incidence is at first Bragg angle (m = 1) 
with the inclined surfaces of the sawtooth facing the incident beam. 
Also A = A, Ei = 1.00, and Em = 2.50. 
WA 
Fig. 8. Diffraction efficiency as a function of groove depth for a 
lossless sawtooth grating. Incidence is at first Bragg angle (m = 1) 
with the inclined surfaces of the sawtooth facing away from the inci-
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= 1.00 (air), and the substrate a relative permittivity of em = 
2.50 (refractive index of 1.58). 
With the exception of the zero-order wave, the reflected 
waves have diffraction efficiencies of less than 1%. The 
zero-order (specularly reflected) wave generally was found to 
decrease in intensity from the Fresnel reflection value with 
increasing groove depth. In the square-wave grating case, 
however, the zero-order reflected intensity is seen to oscillate 
with groove depth. 
For the combination of relative permittivities used (q = 1.00 
and Em = 2.50), the transmitted first-order (i = +1) diffraction 
efficiency was found to be maximum for a groove depth in the 
range from 1.5 to 2 grating periods. For the sinusoidal, 
square-wave, and triangular grating profiles, the first-order 
diffraction efficiency was found to reach nearly 100% for the 
properly chosen groove depth. For the sawtooth gratings, 
however, the maximum first-order diffraction efficiency was 
only about 50%. A result that was consistently found in this 
work is the following: Dielectric gratings with profiles that 
are expressable as even functions are capable of high (greater 
than 85%) diffraction efficiency. Thus, if the grating profile 
is symmetric so that an x = 0 origin can be chosen so that 
F(x) is an even function, then large first-order diffraction 
efficiencies are possible. The diffraction efficiencies calcu-
lated for any case are, of course, independent of the choice of 
the x = 0 origin. But if the grating has even symmetry, large 
diffraction efficiencies are possible. For grating profiles that 
lack even symmetry, such as the sawtooth profile, the maxi-
mum diffraction efficiencies are correspondingly less. 
Maximum diffraction efficiency results for several profiles are 
given in Table 1. Notice that the stairstep grating profile of 
even symmetry has a maximum first-order diffraction effi-
ciency of 89.4%. However, the same stairstep grating with 
steps shifted, producing a profile of only odd symmetry, has 
a maximum first-order diffraction efficiency of only 67.7 or 
Table 1. Maximum Transmitted First-Order (i = +1) 













° Incidence is at first Bragg angle, 0' = 30°, Ei = 1.00, and fin = 2.50. Dif-
fraction efficiencies correspond to the value at the first peak of the DE3,1 versus 
d/A curve.  
71.8% (depending on the orientation of the Bragg angle). The 
lack of even symmetry obviously produces dephasing of the 
fundamental first-order diffracted beam and causes the dif-
fraction efficiency not to reach a large value. Because the lack 
of even symmetry is less severe in the stairstep grating than 
in the sawtooth grating, the maximum efficiency for the 
stairstep is correspondingly larger. Further, it is noted from 
Table 1 that the choice of orientation of an asymmetric grating 
with respect to the Bragg angle does not appreciably affect the 
maximum possible diffraction efficiency. There is a modest 
trend among the first four gratings in Table 1 (each expres-
sable as an even function) that indicates that higher maximum 
diffraction efficiencies are obtainable with sharper, more-
pointed grating profiles. Thus, in the sequence of square-
wave, stairstep, sinusoid, and triangular grating, the maximum 
diffraction efficiency steadily increases (from 88.5 to 99.0%). 
Again, however, the dominant factor controlling the maximum 
diffraction efficiency is the degree of even symmetry in the 
grating profile. 
The method of analysis presented in this paper is rigorous, 
and any arbitrary level of accuracy is attainable if needed. 
The method can be applied to any grating profile. Further, 
it is straightforward to add substrate and cover layers using 
this method of analysis if they are present. 
5. NUMERICAL ACCURACY 
In this section the accuracy, the convergence, and the stability 
of the numerical technique are discussed. Comparisons with 
previously published results from other techniques are also 
presented. 
For all the numerical results presented, both the number 
of waves (space harmonics) included and the number of layers 
were increased until the changes in the calculated diffraction 
efficiencies were less than 10 -8. Typically 50-100 layers and 
8-12 waves (values of i) were used. The algorithm described 
was always stable, and it converged in every case considered. 
The conservation of power was also always accurately 
achieved. In all our results the error in the conservation of 
power [Eq. (29) was of the order of 10 -12. 
Although the resulting system of simultaneous linear 
equations is 2(N + 1)s by 2(N + 1)s, the technique described 
in this paper handles this large system by reducing it to the 
problem of converting a 4s by 2s system into upper-matrix 
form N times. This reduces the data-storage requirement by 
a factor of (N + 1) 2/3 and reduces the execution time by a 
factor of N2, where N is the number of layers. Without such 
savings, it would be extremely difficult to solve this large 
system of equations on even the largest of computers. By 
using the present method, a typical execution time for an 8-
wave, 50-layer configuration is about 6 sec for each diffrac-
tion-efficiency point on a CDC 730/760 computer. 
In the present work the rigorous coupled-wave approach 
is used to find the fields in each of the layers of the grating. 
Another possible technique is that of Lewis and Hesse1, 18 
 which analyzes a periodic array of dielectric slabs. The cou-
pled-wave approach is as accurate and as rigorous as the 
array-of-slabs technique. Both require finding the eigen-
values of a truncated characteristic or coupled-wave equation 
matrix. However, the coupled-wave approach is more suit-
able for computer implementation. 
To show the accuracy and the effectiveness of the present 
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Table 2. Comparison of Diffraction Efficiencies Calculated by van den Berga and Chang et al.b with Values 




d/A van den Berg Chang et al. 
Present 
Work 
DEL() 0.005 0.203990 0.2037150 0.2037170 
DE1,1 0.005 0.000027 0.0000265 0.0000262 
DE3,_1 0.005 0.000074 0.0000817 0.0000820 
DE3,o 0.005 0.795207 0.7961250 0.7961205 
DE3,1 0.005 0.000056 0.0000550 0.0000543 
DE3,2 0.005 0.000000 1.3 X 10-9 1.3 X 10-9 
EDE-1 0.005 -1.1 X 10-4 3.6 X 10-6 3.3 X 10-12 
DEL() 0.5 0.02418 0.0349913 0.0346051 
DE1,1 0.5 0.06367 0.0537149 0.0537065 
DE3,_1  0.5 0.11222 0.1693248 0.1690036 
DE3,o 0.5 0.39340 0.3492882 0.3484211 
DE3,1 0.5 0.34700 0.3307839 0.3323272 
DE3,2 0.5 0.05563 0.0618147 0.0619366 
EDE-1 0.5 -3.9 X 10-3 8.2 X 10-6 1.7 X 10-12 
a Ref. 13. 
6 Ref. 16. 
c The sinusoidal surface-relief grating is characterized by fi = 1.0 and sin = 4.0. The incident plane wave is characterized by A = A and 0' = 45°. 
Table 3. Comparison of Diffraction Efficiencies Calculated by Tremain and Mei° and Zakib with Values 








and Mei Zaki 
	
Work 
DE3,o 0.750 0.202 0.16 0.15377 
DE3,1 0.750 0.547 0.50 0.57732 
DEa,z 0.750 0.241 0.29 0.20013 
EDE-1 0.750 7 X 10-3 -4 X 10-2 1.35 X 10-12 
DE3,o 0.941 0.301 0.30 0.30290 
DE3,1 0.941 0.647 0.62 0.63689 
DE3,2 0.941 0.050 0.03 0.05058 
EDE-1 0.941 8 X 10-3 -4 X 10-2 1.34 X 10-12 
DE3,o 1.030 0.339 0.33 0.34202 
DE3,, 1.030 0.643 0.555 0.62361 
DE3,2 1.030 0.023 0.01 0.02398 
EDE-1 1.030 1 X 10-2 9 X 10-2 8.6 X 10-13 
DE3,o 1.177 0.396 0.39 0.39857 
DE3,1 1.177 0.598 0.58 0.59051 
DE3,2 1.177 0.000 0.00 0.00000 
EDE-1 1.177 6 X 10-3 2 X 10-2 1.36 X 10-12 
DE3,o 1.471 0.493 0.49 0.49355 
DE3,1 1.471 0.497 0.47 0.49134 
DE3,2 1.471 0.000 0.00 0.00000 
EDE-1 1.471 5 X 10-3 2 X 10-2 1.03 X 10-12 
° Ref. 14. 
b Ref. 12. 
c The sinusoidal surface-relief grating is characterized by ei = 1.0, em = 2.3104, and d/A = 1.1765. The plane wave is incident at 0' = 36°. The sum of the diffraction 
efficiencies includes other propagating waves even though these are not listed separately in this table. 
technique, results obtained in the present work were com-
pared with those results that are available in the literature. 
Our results show excellent agreement with the graphical re-
sults of Tremain and Mei" (their Figs. 8-10). Of course, this 
agreement is limited by the accuracy of the graphs. In Table 
2, results calculated by the present method are compared with 
numerical results from Chang et a1. 16 (their Table I). As can 
be seen, our results agree extremely well with theirs. How-
ever, in the present work, the deviation from the conservation 
of power (--40 -12) is much smaller than that of either van den 
Berg 13 (-40-4) or Chang et al. 16 (-40-6). In Table 3 results 
obtained by the present rigorous coupled-wave approach are 
compared with those presented by Tremain and Mei" (their 
Table II): It is shown that the deviations from the conser-
vation of power in the present results (-10 -12) are much 
smaller than those of Zaki 12 (-10-2) or of Tremain and Mei" 
(-10-3). The small size of the residual error in the conser-
vation of power in the present work provides additional strong 
evidence that the diffraction-efficiency results are similarly 
accurate. Thus it may be concluded that the rigorous cou-
pled-wave method of analysis of surface-relief gratings is ac-
curate, stable, reliable, and efficient. 
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Chain-matrix analysis of arbitrary-thickness dielectric 
reflection gratings 
M. G. Moharam and T. K. Gaylord 
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 
Received August 12, 1981 
A simple but rigorous chain-matrix analysis is used to determine the plane-wave diffraction efficiencies and angular 
selectivities of planar pure-reflection gratings (zero-slant angle) of arbitrary thickness, arbitrary-starting and arbi-
trary-ending conditions, and arbitrary incidence angle. The results from rigorous coupled-wave theory in the an-
gular limit as the fringes become parallel to the surfaces are shown to approach these results in a particular average 
sense. 
INTRODUCTION 
Pure slab-reflection gratings have fringes parallel to the sur-
faces of the medium. It is due to their finite thicknesses that 
these structures are not strictly periodic. There may be a 
large number of grating periods present, but modal' and 
coupled-wave8-18 grating theories based on the Floquet the-
orem require a truly periodic grating (an infinite number of 
periods). These theories may be applied in the angular limit 
as the slanted fringes of a general grating approach being 
parallel to the surface. However, for exact parallelism with 
the surface, a continuum of solutions is possible, depending 
on the number of periods, the starting conditions, and the 
ending conditions of the grating. 
The chain-matrix method of solution 18,17 is often applied 
to the analysis of single-layer and multilayer thin-film coat-
ings. However, a reflection grating with a continuous varia-
tion in permittivity may be represented as a large stack of thin 
homogeneous slabs. 18 If the individual planar slabs are al-
lowed to be sufficiently thin, the resulting model can be made 
arbitrarily accurate. The chain matrix relates quantities at 
the input to the corresponding quantities at the output. In 
various forms, the chain matrix is also referred to as the 
characteristic matrix, the ABCD matrix, and the transmission 
matrix. This method of analysis is used here. It is rigorous 
for the case of pure-reflection gratings. 
The purpose of this paper is (1) to present rigorously cal-
culated plane-wave diffraction efficiency and angular selec-
tivity results for dielectric reflection gratings showing the 
effect of grating thickness, the effect of fractional periods, and 
the effect of starting and ending conditions, and (2) to show 
that results from rigorous periodic-based theories approach, 
in the reflection grating limit, the average of the continuum 
of results from rigorous reflection grating theory. 
THEORY 
An obliquely incident plane wave illuminates a lossless di-
electric reflection grating. The modulated region (region 2) 
extends from z = 0 to z = d. The regions outside the grating 
(regions 1 and 3) are homogeneous. The relative permittivity 
(dielectric constant) in the grating is of a general sinusoidal 
form given by 
E(z) = e2 + cos(Kz — 	0 S z < d, 	(1) 
where e2 is the average relative permittivity of region 2, Ae is 
the amplitude of the grating, K = 2/r/A, A is the grating pe-
riod, and 4> is a phase constant that determines the starting 
condition for the grating (4) = 0, 7/2, 3w/2 correspond, re-
spectively, to cosine, sine, -cosine, -sine gratings). For this 
case of a planar-reflection grating with fringes exactly parallel 
to the surfaces, there are no higher-order waves: that is, the 
incident wave (region 1) is divided into a transmitted wave 
(region 3) and a diffracted (reflected) wave (region 1). There 
are no other waves for this grating configuration. 
The planar-reflection grating given by Eq. (1) may be rep-
resented by a large number of sufficiently thin homogeneous 
slabs. The incident and reflected electric fields at the input 
of the ith slab may be related to those at the input of the (i + 
1)th slab by a chain matrix 
	
rE ismi 	(Ai 	Ei rEinc,i+1) . 
refl,i 	tBi* refl,i+1 
In this type of formulation, the effect of having multiple slab 
layers together is represented simply by multiplying their 
respective chain matrices together and then multiplying that 
product by the chain matrix of region 3 (z > d). Thus, for a 
reflection grating that is divided into n thin slabs, the gov-
erning equation is 
(1 	I . (Ai Bi 1 x 
Er) lft7 i* Ai*I 7,1+1 
(1 	rm. ') (Et) 
trn+1 1 	0 () 
where E, and Et are the reflected and transmitted normalized 
electric-field amplitudes, respectively. For a lossless dielectric 
layer, the matrix elements are 
Ai = (11r i)expij2ir(Ezt ) 1/2d, cos  °U/AL 	(4)  
A = rifle 1', 	 (5) • 
where A is the free-space wavelength and (2,i, 02,i, and di are 
the relative permittivity, the angle of refraction, and the 
thickness of the ith layer. The amplitude reflection and 
(2) 
- COONS GRATING 
• CO11111 CIRATING 
AVIGIA01 If FMNENCY POR 
ANA VALUII Of • 
a 
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transmission coefficients are 
(Zi -Zi-i)/(Zi +Zi_ 1), 
7i IN 1 
	
(6) 
where Zi is the normalized characteristic impedance of the ith 
layer. For H-mode polarization (electric field perpendicular 
to plane of incidence), 
Zo = 1, 	region 1, 
Iii = cos 0/[(e2,i/e i) - sin2 0] 1/2, 
Zn+1 COS 0/[(E3/ei) — sin2  
and for E-mode polarization (electric field parallel to plane 
of incidence), 
ZO 1, 	region 1, 
(Ei/e2,0Re2,i/ei) sin 2 01 1/2/cos 0, 	1 5 i < n, 
Zn+1 = (ei/e3)Res/ii) - sin 2 OP/2/cos 0, region 3, 	(8) 
where 0 is the angle of incidence in region 1. The diffraction 
efficiency (fraction of power reflected) is simply DE = 
EA.*. 
RESULTS AND DISCUSSION 
Since much of the literature describes the simple case of the 
same average permittivity inside and outside the grating (€1 
= ez = es), the situation is also used here. This case applies 
directly, for example, in integrated optics. However, this is 
not an essential assumption, and the theory applies in gen-
eral. 
At the input surface (z 0), the grating may start with any 
value of relative permittivity. The permittivity may be 
continuous at z = 0, as in the cases of the +sine and -sine 
gratings, or may be discontinuous by a maximum amount, as 
in the +cosine and -cosine gratings. The starting condition 
for the grating is determined by the value of 4) in Eq. (1). 
There is a continuum of starting conditions given by the range 
0 < < 27. 
Typical reflected intensities are shown in Fig. 1 for H-mode 
polarization for a thickness of 3.125 grating periods and p = 
20, where p, the Bragg-regime parameter, is given by p = 
2X2/A2,1e. The input wave is incident at the Bragg angle. 
That is, the Bragg condition Mei)1/2 = 2A cos 0 is satisfied. 
Thus, for the present case, p = 8 cost 0(446g). For the par-
ticular grating thickness and modulation of Fig. 1, the 4' = 
97/8 grating (between a --cosine grating and a -sine grating) 
has the largest diffraction efficiency (58.8%). For the same 
thickness and modulation the 4) = 57/8 grating (between a 
+sine grating and a -cosine grating) and the 4 , = 137/8 
grating (between a -sine grating and a +cosine grating) both 
have the lowest diffraction efficiency (54.3%). Gratings with 
all other starting conditions (values of 4)) have efficiencies 
between these two values. This continuum of solutions is 
represented by the vertical line in Fig. 1. For any thickness 
and modulation, the maximum diffraction efficiency is found 
to occur for the grating with 
= [1 + (d/A)modulo 1]7 	 (9) 
for 0 < (d/A)modulo 1 :5 0.5 and 
= [1(1/2) + (d/A)modulo 	(10)  
MATINGo.AINT WWI 
Fig. 1. Rigorously calculated total on-Bragg-angle diffraction ef-
ficiencies for H-mode polarization for dielectric reflection gratings 
with ei es. The results from rigorous coupled-wave theory for 
slanted reflection gratings are shown to approach the average of the 
continuum of solutions for the unslanted pure-reflection gratings. 
for 0.5 < (d/A)modulo 1 5. 1.0. For example, if d/A = 5.5, the 
maximum efficiency occurs for 4' = 37/2 (a -cosine grating). 
If d/A = 7.75, the maximum efficiency occurs for gratings with 
= 7/4 and 4) = 5r/4. The ending condition for a grating is 
determined by its thickness. By the reciprocity principle the 
+sine and -sine gratings produce the same efficiency for 
thicknesses that are an integer number of periods. Likewise, 
the +cosine and -cosine gratings have the same efficiency for 
thicknesses that are an odd-integer multiple of a half-pe-
riod. 
Also plotted in Fig. 1 is the total diffracted intensity as 
calculated by rigorous coupled-wave theory. This theory 
applies to periodic gratings with slanted fringes. The grating 
slant angle may approach (but not equal) zero in this theory. 
A grating slant angle of zero corresponds to a nonperiodic 
pure-reflection grating. The transition of the grating slant 
angle from near zero to exactly zero involves a singularity. 
The total diffraction efficiency changes from a single-valued 
function to a multiple-valued function (a continuum of solu-
tions), as shown in Fig. 1. An important result of this work 
is that the rigorous coupled-wave theory in the limit of van-
ishingly small slant angle predicts a total diffraction efficiency 
equal to the average of the pure-reflection grating efficiencies 
with respect to the entire range of starting conditions (0 5 4) 
5 27). That is, for a given thickness and given modulation 
pure-reflection grating, the average diffraction efficiency for 
all possible starting conditions is equal to the diffraction ef-
ficiency for a slightly slanted reflection grating. In the case 
of a slanted-fringe reflection grating, the permittivity is pe-
riodic along the grating surfaces (z = 0, d) even if the slant is 
small. Only for the exactly unslanted case is the permittivity 
equal to a constant over all the grating surfaces. It seems 
intuitively correct that a slightly slanted reflection grating 
behaves like the average of all possible reflection gratings of 
the same thickness and modulation. The slanted grating is 
periodic along the z = 0 surface, at some points starting at a 
peak (like a cosine grating), at some points starting at a min-
imum (like a -cosine grating), etc. 
1 < i < n, 
region 3, 	(7) 











Fig. 2. Deviation of the rigorously calculated on-Bragg-angle dif-
fraction efficiencies for H-mode polarization for +cosine and +sine 
gratings from the average of the continuum of diffraction efficiencies 
for pure-reflection gratings as a function of thickness. 
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The diffraction efficiencies of the +cosine and +sine grat-
ings as calculated by the rigorous chain-matrix theory for 
H-mode polarization for the cases of e1 = €2 = €3 are shown in 
Fig. 2 as a deviation from the average value for all possible 
starting conditions. This average value is within ±1/p 2 (which 
in this case is ±0.25%) of the diffraction efficiency predicted 
by DE = tanh2 [7rAed/2X(E1) 1/2 cos 0] from Kogelnik. 9 As can 
be seen from this figure, a grating thickness that is a multiple 
of A/4 produces a small (or zero) deviation of the diffraction 
efficiency from the average. The largest deviations from the 
average occur for thicknesses that are odd multiples of A/8. 
A plot of the deviations for the —cosine and —sine gratings is 
similar to Fig. 2 and has all the basic features of Fig. 2. When 
the grating has a thickness that is an integer multiple of A, the 
diffraction efficiencies of the ±sine gratings are exactly the 
same. For this case, there are small deviations in efficiency 
between the +cosine grating, the —cosine grating, and the 
±sine gratings. As the thickness of the reflection grating 
increases, the deviations from the average diffraction effi-
ciency, as shown in Fig. 2, increase as d/A increases from zero 
to about 3, and then the deviation oscillations decrease in 
amplitude as d/A increases further. For this case of p = 20 
and for a grating thickness greater than 10 periods, the pres-
ence of fractional periods produces essentially negligible 
variations from the case of integer period thickness. The 
diffraction efficiency deviation from the average value (or 
equivalently the deviation from the rigorous coupled-wave 
theory result) does not exceed approximately ±2.5% efficiency 
for any thickness. Thus the results from rigorous coupled-
wave theory with the grating slant angle approaching zero are 
within ±2.5% of the rigorous pure-reflection grating results 
regardless of the thickness and the starting conditions. In 
addition, the average value of the diffraction efficiency for all 
starting conditions is within 11/p 2 of the value predicted by 
Kogelnik's theory.9 Therefore, in this case, the deviations 
(±2.5%) that are due to starting conditions are an order of 
magnitude greater than the error (±0.25%) that is due to the 
neglect of second derivatives of field amplitudes and neglect 
of boundary diffraction in the Kogelnik coupled-wave for-
mulation. 
Fig. 3. Angular selectivity characteristics (fraction of on-Bragg-angle 
diffracted power that is reflected as a function of angle of incidence) 
for H-mode polarization for pure-reflection gratings of various 
thicknesses. 
Typical plots of chain-matrix-calculated angular selectivity 
responses of pure-reflection gratings (—cosine gratings) are 
shown in Fig. 3. The diffraction efficiency is normalized to 
the value at the Bragg angle (10° in this example case). The 
angular selectivity is symmetric about normal incidence. The 
diffracted (reflected) power remains nearly constant from 
normal incidence to the Bragg angle. Beyond the Bragg angle 
the diffracted power decreases, thus producing the well-known 
angular selectivity feature of thick .gratings. 9 For gratings of 
only two periods' thickness, the large Fresnel-reflection 
component may cause the total reflected power to increase 
initially for angles greater than the Bragg angle. As the 
thickness of the grating increases, the angular selectivity is 
enhanced. That is, to achieve a large fraction of reflected 
power, the input wave must be incident in an angular corridor 
of decreasing width as the grating thickness increases. For 
comparison, the corresponding angular selectivity from Ko-
gelnik's approximate two-wave coupled-wave theory is also 
plotted for the case of a grating that is two periods thick. This 
approximate theory predicts a smaller angular selectivity 
width than that from rigorous theory. The approximate 
Kogelnik theory also does not predict the initial rise in 're-
flected power 1beyond the Bragg angle that is due to the 
Fresnel component of the reflection. Angular selectivity plots 
for ±sine and +cosine gratings are similar in general form to 
the —cosine grating case shown in Fig. 3. 
SUMMARY 
A rigorous chain-matrix method of analysis has been used to 
calculate the diffraction characteristics of pure- (unslanted) 
reflection gratings. Since pure-reflection gratings diffract 
(reflect) only a single order, the diffraction efficiency of this 
order is a complete description of the diffraction process. The 
analysis has been applied to reflection gratings of arbitrary 
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thickness, arbitrary starting and ending conditions, and ar-
bitrary incidence angle. For the same average permittivity 
inside and outside the grating, a variation in the starting 
conditions of the grating (e.g., ±cosine and ±sine grating) 
produces approximately ±2.5% maximum change in the dif-
fraction efficiency from the average value for a grating with 
p = 20. The results from rigorous coupled-wave theory, in the 
angular limit of the fringes' becoming parallel to the surface, 
have been shown to approach the average value of the pure-
reflection grating diffraction efficiencies for all possible 
starting conditions. 
The rigorous chain-matrix method has been applied here 
to sinusoidal grating profiles with the same average permit-
tivity inside and outside the grating (el = EZ = (3). However, 
other grating profiles and other surrounding permittivities 
may be treated by using the analysis presented without 
modification. 
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The descriptions of diffraction by pure reflection gratings (fringes parallel to surfaces) and by reflection gratings 
with slanted fringes are clarified. The rigorous coupled-wave analysis, the chain-matrix analysis, and the new 
method presented by Zylberberg and Marom [J. Opt. Soc.'Am. 73, 392 (1983)] are compared and their regions of 
applicability determined. Zylberberg and Marom refer to their method as a coupled-wave analysis, a description 
that is inconsistent with previous use of this terminology. 
INTRODUCTION 
Because of its widespread importance, grating diffraction has 
been the subject of considerable investigation. Numerous 
methods of analysis have been applied to this problem. In 
1956, Phariseaui introduced coupled -wave theory to analyze 
acoustic gratings. In 1967, Klein and Cooke used a multiwave 
first-order coupled-wave analysis to describe transmission 
grating diffraction. In 1969, Kogelnik 3 presented a general 
two-wave first-order coupled-wave analysis of both trans-
mission and reflection gratings. This treatment included 
absorption and phase gratings, E and H polarizations, and 
slanted-fringe gratings. In 1977, Kong' presented a two-wave 
second-order coupled-wave analysis of transmission gratings. 
In 1981, a rigorous (without approximation) coupled-wave 
analysis of transmission and reflection gratings was introduced 
by Moharam and Gaylord. 5 The last-named method has 
generated considerable interest because it is an exact formu-
lation, and calculations can be performed with any desired 
level of accuracy. However, in all coupled-wave analyses the 
field inside the grating is expanded in terms of space-harmonic 
(Floquet) components. 
An example alternative method that was introduced by 
Marcuse6 involves the expansion of the space-harmonic am-
plitudes in a Fourier series. Since the space-harmonic am-
plitudes are not periodic in the grating, the period used in the 
expansion must be chosen suitably larger than the grating 
thickness, and a relatively large number of terms must be used 
to obtain good convergence. Zylberberg and Marom, in Ap-
pendix A of Ref. 7, analyze the pure-reflection-grating case 
by correctly expanding the field that is present in a Fourier 
series in a, the phase-shift parameter that describes the 
starting condition of the grating. They refer to this method 
of analysis as rigoroui coupled-wave theory, but this termi-
nology is not consistent with the previous use of this expres-
sion. 
REFLECTION -GRATING DIFFRACTION 
Reflection gratings with slanted fringes (0 0; see Fig. 1 of 
Ref. 7) were previously analyzed by using rigorous coupled-
wave theory.5'8 Pure reflection gratings with fringes parallel 
to the surface (0 a 0) have also been analyzed by the chain-
matrix methoc1, 9,1° in which the grating is represented as a 
large stack of thin homogeneous slabs, and by a new method 
presented by Zylberberg and Marom. 7 In previous rigorous 
coupled-wave analyses, Moharam and Gaylord 5 .5 were careful 
to indicate that they were treating the slanted-fringe-grating 
case and not the pure -reflection -grating case (contrary to the 
interpretation of this work presented in Ref. 7). This is evi-
dent from the following quoted statements from the first 
paper on rigorous coupled-wave analysis (p. 241 of Ref. 8): "It 
is important to note that by taking 0 approaching, but not 
equal to, zero, all of the individually calculated values of 
converge toward the same value. That is, all of the reflected 
waves (R,) and all of the transmitted waves (T,) have virtually 
the same propagation constant but are still individually dis-
tinguishable. With an understanding of this limiting process, 
0 can be taken to be equal to zero in the calculations." 
There are a number of important distinctions between the 
slanted- (0 0) and unslanted- (0 = 0) fringe reflection-
grating cases. First, when the grating slant angle is exactly 
zero, there is a continuum of solutions possible depending on 
the grating phase-shift parameter (a). For example, a sine 
grating f(Z) el sin Kz and a cosine grating e(z) = Eo + 
el cos Kz, with all other parameters held constant, would 
typically have different diffraction efficiencies. Here e(z) is 
the relative permittivity, eo is its average value, el is the am-
plitude of its sinusoidal component, and K is the magnitude 
of the grating vector (K = 27r/A, where A is the grating peri-
od), and the grating extends from the plane z = 0 to the plane 
z = d. However, for 0 0 the continuum of solutions dis-
appears and only a single solution is obtained. This is because 
the grating is now periodic along the boundary, and all possible 
starting conditions from ea — ei to co + el are presented to the 
incident plane wave. In this slanted case the value of a does 
not affect the diffraction-efficiency results in any way. 
Second, in the limit of unslanted fringes (0 a 0), the field 
inside the grating is not periodic along the boundary. For any 
value of z inside the grating, the field is composed of two plane 
waves, one with a component in the positive z direction and 
one with a component in the negative z direction. This field 
is phase matched to only two waves outside the grating. 
These are the transmitted wave (T) and the reflected wave 
(R), as shown in Fig. 1. In this limit, the pure reflection 
grating may be analyzed in a straightforward manner without 
field expansion by using the chain-matrix method 9,10  For 
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Fig. 1. Rigorously calculated first-Bragg-angle (m = 1) reflected 
diffraction efficiencies for an unslanted-fringe E 0) pure reflection 
grating for If-mode polarization (electric field perpendicular to plane 
of incidence) and for E-mode polarization (electric field in plane of 
incidence). Results for a sinusoidal relative permittivity [E(z) = co 
+ ei sin Kz] and a cosinusoidal relative permittivity [E(z) = eo + El cos 
Kz] are given. The average relative permittivity is the same inside 
and outside the grating. 
d /A 
Fig. 2. Rigorously calculated first-Bragg-angle reflected diffraction 
efficiencies for a slanted-fringe reflection grating. There is a 1.0° 
angle between the grating fringes and the grating surfaces (0 = 1.0°). 
The grating modulation level and the Bragg angle are the same as in 
Fig. 1. Notice the disappearance of the oscillatory behavior of the • 
diffraction efficiency for fringes not parallel to the grating surfaces. 
The diffraction efficiencies of all the reflected orders (other than the 
+1 order) and all the transmitted orders (other than the zero order) 
are less than 2%. 
the unslanted-fringe, pure-reflection-grating case, the dif-
fraction efficiency tends to oscillate with increasing grating 
thickness. This is illustrated by the rigorous calculations in 
Fig. 1 for the cases of a sine grating [e(z) = co + e l sin Kz] and 
a cosine grating [e(z) = + ci cos Kz]. The input boundary 
for the grating is at z = 0. This oscillatory behavior was shown 
in Ref. 10 and is shown again by Zylberberg and Marom? 
However, for even slightly slanted fringes, the grating dif-
fraction efficiency becomes a smooth, monotonic function of 
thickness. This is shown with rigorous calculations in Fig. 
2 for a grating with exactly the same parameters as that in Fig. 
1 except for the slightly slanted fringes (0 = 1.0°). The 
monotonic diffraction-efficiency characteristic curve remains 
until the fringes become exactly parallel to the surface, and 
then oscillations are observed. 
Third, for un slanted-fringe reflection gratings, the average 
diffraction efficiency over the entire range of starting condi-
tions (0 5 a 27r) is the same as that predicted by rigorous 
coupled-wave theory in the limit as 0 approaches zero. This 
was first shown in Ref. 10, and now the details of the proof are 
provided by Zyl berberg and Marom 7 in their Appendix B. 
DISCUSSION 
In the body of their accompanying paper, Zylberberg and 
Marom7 analyze slanted-fringe reflection gratings using true 
rigorous coupled-wave theory. Since the phase-shift pa-
rameter a does not affect the diffraction-efficiency results, 
this formulation duplicates the previously published rigorous 
coupled-wave analysis. 5 For slanted-fringe gratings and 
plane-wave incidence, the value of a may be chosen arbitrarily, 
and choosing it is equivalent to selecting the origin for the x 
axis. No matter how a is selected, the resulting diffraction 
efficiencies are unchanged, as was pointed out previously in 
Ref. 10. 
In Appendix A of their paper, Zylberberg and Marom 
present a new, interesting method for analyzing pure reflection 
gratings (0 E 0). In this case of zero slant, the coupled-wave 
expansion in terms of space harmonics is no longer an ex-
pansion in terms of space harmonics. In this case, all the 
space-harmonic components inside the grating collapse into 
one field (composed of two plane waves) that is phase matched 
to the single transmitted and to the single reflected fields. 
The expansion of the field (which is periodic along the 
boundary with the boundary periodicity of the grating) in 
terms of space-harmonic components for 0 # 0 is replaced by 
an expansion of this field in terms of the phase-shift parameter 
when 0 E 0. The analysis is no longer a coupled-wave analysis. 
In all coupled-wave grating analyses, the field is periodic along 
the boundary; it is expanded in space harmonic components 
inside the grating, and these correspond to diffracted orders 
outside the grating. In the expansion used in Appendix A of 
Ref. 7 to perform all the calculations presented, the integer 
i is not over diffracted "orders," as shown in Figs. 1 and 4 of 
Ref. 7 (since there is only one diffracted "order" for 0 E- 0) but 
is over terms in the Fourier expansion of the electric field with 
a periodicity in the phase-shift parameter. The S, quantities 
in Appendix A of Ref. 7 do not correspond to the S, space-
harmonic fields used in the body of that paper and in other 
coupled-wave analyses. 3,5,8,11 This represents an unfortunate 
mixing of notation. Note that, although Eqs. (12) and (A.12) 
for 0 a 0 are mathematically identical, the quantities repre-
sented are not the same. 
An important difference between all coupled-wave analyses 
(expansion in terms of space harmonics) and the expansion 
of Zylberberg and Marom (Fourier expansion in terms of 
phase-shift parameter) relates to conservation of energy. By 
the nature of the coupled-wave expansion, conservation of 
energy for a lossless grating is automatically incorporated in 
the analysis. This has been proved for the rigorous cou-
pled-wave analysis,5 multiwave first-order coupled-wave 
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two-wave first-order coupled-wave analysis, 3 and Raman-
Nath theory 12-14 (which is multiwave first-order coupled-wave 
analysis in which dephasing from the Bragg angle is ignored). 
In coupled-wave analyses, conservation of energy is obtained 
independently of the number of orders retained in the anal-
ysis. The accuracy of the diffraction efficiency of a particular 
order depends on the total number of orders retained in the 
analysis, but convergence is rapid with increasing number of 
orders retained. 
By comparison, the Fourier expansion in terms of the 
phase-shift parameter used by Zylberberg and Marom re-
quires a large number of terms (rather than "orders") to ap-
proach both energy-conservation and diffraction-efficiency 
convergence. This is shown in Figs. 4 and 5 of Ref. 7. In 
contrast, the convergence of the space-harmonic amplitudes 
in the coupled-wave analyses has consistently been found to 
be rapid, requiring relatively few orders to be retained. 
For slanted-fringe (0 s 0) reflection gratings, the number 
of space-harmonic components is infinite even though these 
decrease in amplitude rapidly with increasing order. By 
comparison, unslanted-fringe ( = 0) reflection gratings have 
a field that is not periodic along the boundary and thus cannot 
be expanded in space-harmonic components. In the case of 
slanted-fringe reflection gratings, each space-harmonic 
component inside the grating contributes a separate distinct 
forward- and backward-diffracted order, as shown in Fig. 2. 
Each order has its own individual diffraction efficiency. As 
4) approaches zero, the forward-diffracted orders angularly 
collapse, approaching a single transmitted wave, and the 
backward-diffracted orders angularly collapse, approaching 
a single reflected wave, as shown in Fig. 2. In the practical 
case of finite beams, these diffracted beams may or may not 
be sufficiently separated to be measured individually. If they 
are separable, the individual diffraction efficiencies may be 
measured. If all the diffracted orders fall on the detector, 
then the sum of the individual intensities will be measured. 
This will apply when 0 approaches infinitesimally close to zero 
but does not reach zero. 
For unslanted-fringe reflection gratings, a field expansion 
is not necessary, as has been shown by the chain-matrix 
analysis method. 9.1° However, if the field is expanded in the 
pure-reflection-grating case (as has been done by Zylberberg 
and Marom7), it is correct to sum all the individual Fourier 
amplitude components (as opposed to intensities) to deter-
mine the diffraction efficiency. This has been correctly done 
by Zylberberg and Marom? However, the summing of in-
tensities of the diffracted orders for slanted -fringe reflection 
gratings to obtain the total diffraction efficiency, as done in 
Ref. 8, is correct for the case of 0 infinitesimally close to zero 
and is not "erroneous," as stated in Ref. 7. 
As has been discussed, pure reflection gratings may be an-
alyzed by the rigorous chain-matrix analysis method'° (not 
mentioned in Ref. 7). This method has the strong advantages 
that (1) an expansion of the field is not required, (2) no ei-
genvalue problem need be solved, (3) numerical implemen-
tation is simple, (4) numerical computation is very rapid 
(typically 25 times faster than a rigorous coupled-wave com-
putation), (5) E'-mode and H-mode polarization may be 
treated with equal ease, and (6) any grating profile (not just 
sinusoidal) may be analyzed. These advantages are not 
possessed by the pure-reflection-grating analysis method 
described in Ref., 7. 
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Abstract. Planar (co)sinusoidal conductivity (absorption) transmission gratings are ana-
lyzed using rigorous coupled-wave theory. The first-order and higher-order diffraction 
efficiencies are determined over the entire range of possible conductivities and Bragg angles 
of incidence (or equivalently, grating periods) for H -mode polarization incident plane 
waves. The maximum possible first diffracted order efficiency is found to be 5.26 %. 
Rigorous results are compared to approximate results from the Raman-Nath theory and 
the two-wave first-order coupled-wave (Kogelnik) theory. A regime parameter, Q0, is defined 
which delineates the regions of Raman-Nath diffraction behavior (g < 1) and the region of 
two-wave first-order diffraction theory behavior (g o > 1). Likewise, the angular selectivity 
characteristics of conductivity gratings are determined from rigorous theory and are 
compared with corresponding results from approximate theory. 
PACS: 42.20, 42.40 
Optical diffraction by planar transmission gratings is a 
subject of fundamental importance in optics. Fields of 
application include acousto-optics, integrated optics, 
quantum electronics, holography, and spectroscopy. 
Grating device functions include laser-beam deflection, . 
modulation, coupling filtering, distributed feedback, 
distributed Bragg reflection, holographic beam com-
bining, wavelength multiplexing, and wavelength 
demultiplexing. 
A rigorous coupled-wave theory (without approxi-
mations) has recently been formulated for lossless 
dielectric gratings with relative permittivity (dielectric 
constant) modulation [1]. This analysis has been 
shown to be general and the approximations used in 
previous theories have been explicitly quantified [2]. It 
is the purpose of this paper: 1) to extend the rigorous 
coupled-wave analysis to (co)sinusoidal conductivity 
(absorption) gratings, 2) to show that the maximum 
diffraction efficiency is 5.26 % (rather than 3.70 % from 
Kogelnik theory [3] or 4.80 % from Raman-Nath 
theory [4] for these gratings), 3) to define the diffrac-
tion regimes and their boundaries for transmission 
absorption gratings, and 4) to determine rigorously the 
angular selectivity characteristics of these gratings and 
compare them to those from approximate theory. To 
assist in isolating the basic diffraction characteristics 
from other physical effects, the fundamental case of the 
same permittivity inside and outside the grating, an 
unslanted grating (fringes perpendicular to surface), 
and H-mode polarization (electric field perpendicular 
to the plane of incidence and perpendicular to the 
grating vector) is treated. 
1. Theory 
1.1. Conductivity Grating 
The gratings analyzed in this work have a conductivity 
of the form 
cr(x)= ao + c. , cos Kx 	 (1) 
The grating is unslanted with grating vector K (of 
magnitude K = 2n/ A, A being the grating period) along 
the x-axis. The planar surfaces of the grating medium 
are at z=0 and z=-- d. The plane of incidence is the x — z 
plane and thus all quantities are invariant in the 
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y-direction. The permittivity E of the grating is con-
stant and equal to the permittivity of the surrounding 
medium. The permeability it is that of free space. In 
terms of these parameters the attenuation factor a(x) is 
a(x)= (00401/2(im + (0./0102] 1/2 ID 1/2 , 	(2) 
where w is the angular frequency of the incident light 
wave. The primary quantities of interest here are the 
diffraction efficiencies of the first-order and higher-
order transmitted diffracted waves. In particular, the 
maximum value of the first-order diffraction efficiency 
is obtained for the total range of conductivities and 
grating periods at Bragg incidence. 
1.2. Rigorous Coupled-Wave Theory 
The rigorous coupled-wave equations for an unslanted 
(co)sinusoidal conductivity grating for H-mode polar-
ization are 
d 2Si(z) 4n ao 	
E COS 1g 
2 11/2 dS1(z) 
dz 2 	k we ° ° 	dz 
(-2Al2 +i(m — i)Si(z) I croo[si+1 (z)+,s,.. i (z)]=o, 
(3) 
where S,(z) is the normalized amplitude of the ith space-
harmonic field at any point within the modulated 
region, .1. is the free space wavelength of the incident 
plane wave, € 0 is the permittivity of free space, e o is the 
relative permittivity (dielectric constant) inside and 
outside of the grating, 0' is the angle of incidence in the 
input region, 
m = 2AE k2 sin 07.1. 	 (4) 
is the Bragg condition for an unslanted absorption 
grating (m= 1 for incidence at the first Bragg angle, OB ), 
= (p0/60) 1 /2 is the characteristic impedance of free 
space, and go is the permeability of free space. These 
rigorous coupled-wave equations can be solved by 
state-variable methods [5]. Then with the application 
of electromagnetic boundary conditions (continuity of 
tangential E and tangential H at z =0 and z = d), the 
diffracted fields and thus the diffraction efficiencies 
can be calculated for any order, reflected or 
transmitted [1]. 
1.3. Two- Wave First-Order Theory 
In this approximation to the rigorous theory 
(Kogelnik theory [3]), the only orders retained in the 
analysis are i =0 and + 1; the second derivatives of 
field amplitudes are assumed negligible ; and the 
boundary conditions on the two space-harmonic field 
amplitudes are assumed to be S o(0)= 1 and S 1 (0) = 0. 
The diffraction efficiency for the first-order transmitted 
wave according to this theory is given by 
DE, =exp 	sinh 2 (  (E1/21c°0a:oi) 	4e 1 /2 cost)/ 	(5)  
and the zero-order (undiffracted) transmitted efficiency 




cos 8' cosh 
( i  
o 	
2 	/°g1d 
4e 1 / 2 costr) • 
(6) 
The maximum first-order diffraction efficiency occurs 
when a i = ao and 1 o cr od/2412 cos& = ln 3. This maxi-
mum efficiency has a value of DE 1 , o,, =1/27 -.• 3.70 %. 
The results of this well-known two-wave, first-order 
approximation are used as a comparison for the results 
obtained from rigorous theory. 
1.4. Multiwave First-Order Theory Without Dephasing 
In this approximation to the rigorous theory (an 
extension of the Raman-Nath theory of phase gratings 
[6-8] to absorption gratings [4]), the second de-
rivatives of the space-harmonic field amplitudes are 
assumed negligible, dephasing from the Bragg con-
dition is ignored, and the boundary conditions on the 
space-harmonic field amplitudes are assumed to be 
So(0)= 1 and S.(0) _= 0 for i +0. The diffraction ef-
ficiency predicted for any transmitted diffracted order i 
is given by 
—ti ocrod 12 ( nou l d 
kE 1/ 2 COO') 0 	 k2E 1/ 2 COS0') ' 0 
where I. is a modified Bessel function of the first kind 
of integer order i. The quantity i is equal to the 
diffracted order. The maximum first-order diffraction 
efficiency occurs when a, =a0 and tie:rod/242 cose' 
=1.545 and has a value of 4.80%. The 
results of this multiwave, first-order theory without 
dephasing are used as a comparison for the results 
obtained from rigorous theory 
2. Diffraction Characteristics 
To determine the diffraction characteristics of planar 
(co)sinusoidal conductivity gratings, the first-order and 
higher-order diffraction efficiencies were calculated 
using the rigorous coupled-wave theory. The maxi-
mum first-order transmitted diffraction efficiency was 
determined for each value of conductivity modulation 
and Bragg angle of incidence (or equivalently, the 
grating period). The rigorously-determined diffraction 
efficiencies were then compared with results from the 
two-wave first-order coupled-wave (Kogelnik) theory 
DE; =exp (7) 
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Table 1. Maximum diffraction efficiencies for sinusoidal conductive gratings. The maximum diffraction efficiencies (given in percent) are shown 
for each combination of conductivity and Bragg angle. The amplitude of the conductivity modulation in each case is equal to the average 
conductivity of the grating. The indices of refraction inside and outside of the grating are equal 
a 
[mho/m] 
Angle of incidence (at first Bragg angle) 
s -1 (1/9) s -1( 1 /7) s -1(1/5) s -1 (1/3) 
1. 5° 6.38° 8.21° 10° 11.54° 15° 19.47° 20° 25° 30° 35° 40° 45 0 
1 3.704 3.700 3.699 3.698 3.698 3.704 3.702 3.704 3.704 3.698 3.703 3.696 3.703 3.704 
10 3.760 3.700 3.700 3.691 3.698 3.704 3.702 3.704 3.704 3.698 3.703 3.696 3.703 3.704 
102 4.687 3.710 3.703 3.700 3.698 3.704 3.702 3.704 3.7(4 3.698 3.703 3.696 3.703 3.704 
103 4.800 4.390 4.118 3.836 3.759 3.737 3.714 3.713 3.705 3.698 3.702 3.695 3.701 3.700 
5 x 103 4.794 4.775 4.751 4.659 4.498 4.385 4.000 3.857 3.745 3.683 3.675 3.657 3.609 3.575 
9,375 4.777 4.797 4.802 4.788 4.743 4.682 4.459 4.251 4.015 3.674 3.607 3.562 3.529 3.454 
104 4.773 4.791 4.799 4.794 4.754 4.704 4.499 4.319 4.046 3.673 3.596 3.557 3.499 3.432 
14,375 4.747 4.775 4.789 4.808 4.807 4.787 4.659 4.627 4.332 3.693 3.515 3.420 3.330 3.230 
28,125 4.641 4.666 4.688 4.748 4.787 4.881 4.793 5.126 4.851 3.590 3.275 3.129 3.020 2.906 
5 x 104 4.481 4.520 4.552 4.635 4.700 4.837 4.688 5.256 4.906 3.646 3.137 2.927 2.777 2.639 
55,937 4.450 4.488 4.512 4.604 4.672 4.812 4.673 5.260 4.911 3.648 3.139 2.900 2.730 2.576 
105 4.272 4.320 4.362 4.474 4.526 4.717 4.518 4.197 4.849 3.622 3.062 2.721 2.493 2.295 
5 x105 3.441 3.505 3.569 3.744 3.793 4.050 3.736 4.473 4.151 3.141 2.642 2.318 2.114 1.981 
106 3.053 3.117 3.180 3.353 3.417 3.687 3.408 4.253 3.928 3.001 2.558 2.279 2.102 1.993 
and the Raman-Nath theory. The regions of validity of 
these approximate theories were then delineated. 
Similarly, the angular selectivity characteristics were 
calculated using rigorous theory and compared with 
results from approximate theory. 
2.1. Maximum Diffraction Efficiency 
The maximum first-order transmitted diffraction ef-
ficiencies in percent for a range of Bragg angles of 
incidence and grating conductivity amplitudes are 
presented numerically and graphically in Table 1 and 
Fig. 1, respectively. The conductivity modulation 
amplitude is always equal to the average conductivity 
value, as this is necessary for maximum diffraction 
efficiency. The wavelength of the incident light is 
500nm, and the grating period is varied to keep the 
angle of incidence always at the first Bragg angle 
(m = 1). The relative permittivity (dielectric constant) 
both inside and outside the grating is the same in order 
to eliminate the effects due to discontinuities in the 
average index of refraction. For near-normal incidence 
and lower values of conductivity, the maximum dif-
fraction efficiency tends to the value of 4.80 % predicted 
by the Raman-Nath multiwave theory, which neglects 
dephasing. For conditions of near-normal incidence, 
there are many closely angularly-spaced propagating 
diffracted orders and dephasing is indeed expected to 
be of minor importance. For larger Bragg angles of 
incidence and lower values of conductivity, the maxi-
mum diffraction efficiency tends to the value of 3.70% 
predicted by the Kogelnik two-wave first-order theory. 
For these larger angles of incidence, the higher-order 
QW 
Fig. 1. Maximum diffraction efficiencies for sinusoidal conductive 
gratings 
waves are evanescent and rigorous multiwave theory 
may be approximated in practice by a two-wave 
calculation. 
A significant structural feature in the resulting maxi-
mum diffraction efficiency surface (Fig. 1) occurs for 
those Bragg angles of incidence at which higher-order 
diffracted waves are at the transition from propa-
gating to evanescent (cut-off). For example, the 
angles sin - '(1/9) 6.38°, sin - '(1/7) = 8.21°, and 
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Table 2. Example fundamental and higher-order diffraction efficiencies for a Bragg angle incidence of 1.00° for sinusoidal conductivity gratings 
according to the Raman-Nath, Kogelnik, and riwrous coupled-wave theories. The first case (a =1 mho/m) is in the Bragg regime (Kogelnik 
theory) and the second case (a, =10 3 mho/m) is in the Raman-Nath regime. Other parameters are i=0.5 Am, A=14.325 Lim, a, =a0, and 
thickness chosen to maximize DE, 
Theory al Qs Diffraction efficiency [ %] 
[mho/m] DE0 DE, DE2 DE3 DE, DES 
Raman-Nath 8.12 x10 1 19.6 4.49 3.05 x10 - 9.66 x10 -3 1.75 x10 -4 2.05 x10 -6 
Kogelnik 8.12 x10' 14.9 3.70 
Rigorous coupled-wave 8.12 x 10' 14.9 3.70 1.38 x 10-4 5.77 x10 - m 6.04 x10 -16 2.28 x10 -22 
Raman-Nath 103 8.12 x  10 -2  13.0 4.80 5.98 x10 - 3.61 x10 -2 1.27 x10 -3 2.93 x10 -5 
Kogelnik 103 8.12 x10 -2 7.84 3.30 
Rigorous coupled-wave 103 8.12 x10 -2 13.0 4.80 5.98 x10 - 3.61 x10 -2 1.27 x10 -3 2.85 x10 -5 
sin -1 (1/5) 11.54° exhibit local diffraction efficiency 
maxima in the surface and correspond to transitions 
from 10 to 8 transmitted propagating waves, 8 to 6 
waves, and 6 to 4 waves, respectively. For the angle 
sin -1(1/3)=-19.47° and a conductivity of 55,937 mho-
s/m, the global maximum of 5.260% occurs in the first-
order transmitted wave diffraction efficiency. This 
angle marks the transition from 4 forward-diffracted 
waves to 2 waves (i = -1 and +2 become cut-oft). 
Other transitions, of course, occur for specific angles 
less than sin - '(1/9). However, the resulting local maxi-
ma are masked by the overall Raman-Nath behavior 
of the surface in that region. 
2.2. DO-action Regimes 
The regime where the two-wave first-order theory 
accurately predicts the diffraction characteristics is 
often referred to as the "Bragg regime". The region 
where Raman-Nath theory is accurate is called the 
"Raman-Nath regime". These regions may be distin-
guished by a regime parameter. The conductivity 
grating regime parameter Q, is defined as 
470. 
c,„= 	 (8) 
loaiA 2 
by analogy to the regime parameter g for phase 
gratings [9-11] which is 
e ,_ 2„121EiA 2 , 	 (9) 
where e l is the amplitude of the relative permittivity 
modulation of the phase grating. The condition ga =1 
separates the a - 0B plane into two regions as shown in 
Fig. 1. For the region of ea > 1, which includes large 
Bragg angles of incidence (small grating periods), the 
two-wave first-order (Kogelnik) result as given by (5) 
produces accurate results for the fundamental dif-
fracted order (i= + 1) for conductivities up to about 
103 mho/m. In the e„:>1 regime, the transmitted power 
is concentrated primarily in the i = 0 and i= +1 orders. 
In fact, the higher-order diffraction efficiencies calcu-
lated by rigorous theory were found to obey the 
condition 
E DEi < 	 (10) 
i*o, 1 
That is, the sum of all of the higher-order diffraction 
efficiencies is less than ve,72. This is exactly analogous 
to the Bragg regime two-wave criterion for phase 
gratings [11]. Also for e,> 1, the values of the trans-
mitted wave (1=0) efficiency calculated by rigorous 
theory were compared with the values predicted by (6) 
from Kogelnik's theory. Good agreement was again 
found except at high conductivities. An example ga >1 
case showing this agreement is given in Table 2. Since 
two-wave first-order theory neglects all diffracted or-
ders except the i =0 and i= + 1 orders, there are no 
predictions for the higher-order waves using this 
theory and these are indicated by dashes in Table 2. 
For the region of e,<1, the diffraction efficiencies of 
all diffracted orders (in addition to the i= +1 order) 
were calculated by rigorous theory and then compared 
with the values predicted by the Raman-Nath theory, 
(7). The e, <1 regime includes near-normal Bragg 
incidence (large grating periods). In this region the 
Raman-Nath formula as given by (7) was found to 
produce accurate results for conductivities up to about 
5 x 104 mho/m. This close agreement for the first-order 
diffracted wave is apparent in Table 1 and Fig. 1. For 
the zero-order and higher-order diffraction efficiencies, 
similar good agreement was found. A single typical 
e,< 1 case showing the agreement with Raman-Nath 
theory is included in Table 2. 
2.3. Angular Selectivity 
A Bragg condition occurs whenever m in (4) is an 
integer. Dephasirig from the Bragg condition may be 
produced for a fixed grating by changing the angle of 
incidence and/or the wavelength. For m =1, it is the 
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first or fundamental Bragg incidence. In this case, there 
is efficient power transfer from the incident wave to the 
+ 1 diffracted order. Mathematically, this is due to 
the factor (m - 0 being zero in the rigorous coupled-
wave equations, (3). This S i(z) term in the rigorous 
coupled-wave equations represents dephasing from the 
Bragg condition. When it is zero, there is no dephasing 
and Bragg incidence occurs. The two-wave first-order 
coupled-wave analysis of Kogelnik retains the effects 
of dephasing from the Bragg condition. The Raman-
Nath theory neglects this term entirely, and any angle 
of incidence and wavelength is treated as Bragg 
incidence. 
The angular selectivity of a grating is a measure of the 
sensitivity of the diffraction to changes in the angle of 
incidence. The angular selectivity, 40, may be defined 
as the full angular deviation about the first Bragg angle 
= 1) which causes a reduction in the diffraction 
efficiency to one half the value at the Bragg angle. This 
angular selectivity may be calculated from rigorous 
coupled-wave theory or from approximate two-wave 
first -order coupled -wave theory since these theories 
include dephasing effects. The angular selectivity is 
given by 
40=0+ -0 - , 	 (11) 
where 0+ and 0 - are the angles of incidence, greater 
than and less than the Bragg angle, respectively, at 
which the diffraction efficiency has dropped to one half 
of the value at the Bragg angle. From two-wave first-
order (Kogelnik) theory, these quantities are given by 
0± =sM 




The quantity is a dephasing parameter. If =0, there 
is no dephasing and 0± =0B indicating 40=0 (in-
cidence at Bragg angle). For the maximum efficiency 
(DE,.= 1/27) in this theory, it is i=0.8952. The 
angular selectivity may not be calculated from Raman-
Nath theory since that theory does not include any 
dephasing effects. 
A comparison of some angular selectivity results from 
rigorous theory and from Kogelnik theory are shown 
in Table 3. In each case the first Bragg angle 0 B = 30°, 
the wavelength 1=500 nm, and the grating is fully 
modulated cri =aw For each conductivity, the thick-
ness that maximizes the first diffracted order power is 
used. For relatively thick gratings, the rigorous theory 
and the Kogelnik theory predict the same angular 
sensitivities. For high conductivity thin gratings, the 
angular selectivity, 40, approaches approximately 
80°. However, approximate two-wave first-order 
(Kogelnik) theory, (12), predicts that the angular selec-
tivity approaches 180° in the limit of increasing 
conductivity. 
Table 3. Angular selectivity for sinusoidal conductive gratings. The 
full angular deviation about the first Bragg angle, 40, that causes a 
reduction in the diffraction efficiency to one half of the value at the 
Bragg angle is given. Both the approximate value of 40 from Kogel-
nik's two-wave first-order coupled-wave theory and the value from 
the present rigorous theory are shown. In each case O B =30', 
2=500 nm, and the grating is fully modulated. The indices of refrac-







10 - 5.05 x10 1 5.08 x10 -4 5.08 x10 -4 
1 5.05 5.08 x10 -3 5.08 x10 -3 
10 5.05 x10 -1 5.08 x10 -2 5.08 x10 -2 
102 5.05 x10 -2 5.08 x10 - ' 5.08 x10 - 
103 5.05 x10 -3 5.07 5.08 
104 5.16 x 10-4 4.69 x 10' 5.06x10' 
105 8.85 x10 -5 1.37 x102 7.83 x10' 
106 1.07 x10 -5 1.75 x102 7.79 x10 1 
10' 1.02x10 -6 1.79x102 7.84x10' 
3. Summary and Discussion 
The rigorous coupled-wave equations for (co)-
sinusoidal conductivity (absorption) gratings have 
been presented. These were then solved subject to the 
appropriate electromagnetic boundary conditions for 
the first-order and higher-order transmitted diffraction 
efficiencies for the entire range of possible conducti-
vities and first Bragg angles of incidence (equivalent to 
the range of possible grating periods). These results 
were then compared to results from the Raman-Nath 
and two-wave first-order (Kogelnik) approximate 
theories. Example results are shown in Table 2. The 
global maximum diffraction efficiency for the first-
order transmitted diffracted wave was found to be 
5.26 % rather than 4.80% or 3.70% predicted respective-
ly by the Raman-Nath and Kogelnik approximate 
theories. 
A conductivity grating regime parameter was defined 
as ec, =4n2/10a 1 A 2 by analogy to the phase grating 
regime parameter [9-11]. The condition e,= 1 was 
shown to delineate Raman-Nath diffraction behavior 
(e,„< 1) and two-wave first-order (Kogelnik) diffraction 
behavior (eu > 1). For sufficiently high conductivities 
(about 5 x 10' mho/m for Raman-Nath theory and 
about 103 mho/m for Kogelnik theory), it was shown 
that these approximate theories no longer give ac-
curate results even though the regime parameter con-
dition is met (:Fig. 1). 
The angular selectivity characteristics of these planar 
conductivity gratings were analyzed using rigorous 
coupled-wave theory. Two-wave first-order approxi-
mate theory was found to give accurate predictions for 
conductivities up to about 104 mho/m, but overesti- 
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mated the angular selectivity for higher con-
ductivities. 
H-mode polarization (electric field perpendicular to 
the plane of incidence and perpendicular to the grating 
vector) has been analyzed. However, E-mode polariza-
tion may be treated in the same manner by starting 
with the E-mode coupled-wave equations, as shown in 
[12]. 
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The terminology thin and thick gratings is widely used. 
However, these terms frequently either are not defined, 
vaguely defined, or defined in an ambiguous way. Interpre-
tations of thin and thick grating behavior appear in the lit-
erature dating back to the 1930's. These interpretations with 
their various degrees of preciseness and accuracy have been 
carried forward in parallel in many cases. The terminology 
of thin and thick gratings is often confusing to workers in 
fields that use planar gratings (such as acoustooptics, holog-
raphy, integrated optics, and spectroscopy). The purpose of 
this short paper is to clarify the possible practical explicit 
definitions of thin and thick gratings. This is done in terms 
of the diffraction regime characteristics and angular and 
wavelength selectivity characteristics of the grating. For 
brevity, only the common case of planar gratings with grating 
fringes perpendicular to the surfaces is discussed. However, 
planar absorption gratings and slanted fringe gratings may 
be similarly analyzed. 
For a plane wave incident upon a planar grating with (co)-
sinusoidal permittivity fringes normal to the surface, the fields 
inside the grating may be completely described by the rigorous 
coupled-wave equations.' These equations are obtained by 
substituting the periodic relative permittivity, the plane wave 
field expansion, and the Floquet theorem into the wave 
equation. For H-mode polarization the result is 
1 d 2S,(z) 	2(fo)' /2 cost) dSi (z) 2i(m - i) 
 Si(z) 
• 272 dz 2 7X 	dz 	A2 
E + — (Si+ i(z) + Si- 1(z)] = 0, (1) 
where Si (z) are the fields inside the grating, i is the (integer) 
order of diffraction, (..C.3 < < +CC. ), E is the average relative 
permittivity, El is the amplitude of the (co)sinusoidal relative 
permittivity, A is the free space wavelength, 0 is the angle of 
refraction of the incident wave, A is the grating period, and 
m is given by 
mX/(Eo)'/2 = 2A sing. 	 (2)  
This is a Bragg condition when m is an integer. Equation (1) 
is derived without approximation. 
The Raman-Nath diffraction regime 2 may be obtained from 
Eq. (1) by neglecting the d 2Si /dz 2 and Si terms. The Bragg 
diffraction regime may be obtained from Eq. (1) by neglecting 
the d 2Si/dz 2 term and considering only i = 0,1. This corre-
sponds to the Kogelnik two-wave coupled-wave theory. 3 In 
any case, the diffraction efficiency is given by ni = SiSi* for 
unslanted phase gratings. 
A thin grating may be described as a grating that produces 
Raman -Nath regime diffraction? In this case, the multiple 
grating diffracted-orders ideally have diffraction efficiencies 
ni given by 
ef? (2'Y), 	 (3) 
where i is the integer representing the diffracted-order, tri is 
an integer-order ordinary Bessel function of the first kind, and 
7 is the grating strength parameter given by 7 = held/2a(E0) 1/2 
cost), and d is the grating thickness. The occurrence (or lack 
of occurrence) of Raman-Nath regime diffraction as given by 
Eq. (3) may be determined using a number of different crite-
ria( depending oat the application of the grating. The prac-
tical criteria and their interpretations are: (1) Zero-Order 
Beam Criterion--the transmitted (zero-order) diffraction 
efficiency is predicted by Eq. (3) to within some specified 
limit; (2) First-Order Beam Criterion—the fundamental 
(first-order) diffraction efficiency is predicted by Eq. (3) to 
within some specified limit; and (3) Composite Criterion—all 
diffracted-orders simultaneously have diffraction efficiencies 
predicted by Eq. (3) to within some specified limit. Each of 
these criteria is evaluated in Ref. 4. Those evaluations 
showed that each of these criteria is met to within 1% dif-
fraction efficiency when the condition 
Q'y 5_ 1 	 (4) 
is satisfied. Q' is a grating parameter given by Q' = Q/cos0 
= 2rXd/(fo) 1/2A 2 cos& This condition was originally used by 
Extermann and Wannier 5 and later in the form of Cry 5 ir2/8 
by Willard. 6 From Eq. (4) it is apparent that Raman-Nath 
regime diffraction behavior will be observed for any value of 
(proportional to grating modulation e l) if Q' is sufficiently 
small. This has led to the incomplete popular condition of 
Q' < 1 for describing thin gratings.? The first-order dif-
fraction efficiency J1(2-y) for ideal Raman-Nath regime dif-
fraction is shown in Fig. 1. 
A thick grating (or volume grating) may be described as a 
grating that produces Bragg regime (or two-wave regime) 
diffraction. This is described by the two-wave coupled-wave 
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Fig. 1. Ideal rust-order diffraction efficiencies for Raman-Nath (thin 
grating) regime [n, tn(27)] and for Bragg (thick grating) regime 
(71 1 = sinay). 
theory of Kogelnik.3 In this regime, the single fundamental 
diffracted-order ideally has a diffraction efficiency given by 
sin27- 	 (5) 
Correspondingly, the transmitted (zero-order) wave has a 
diffraction efficiency given by cos2-y. For E-mode polariza-
tion the y in Eq. (5) is 7 = Te ld cos20/2X(e0) 02 cos& The 
occurrence (or lack of occurrence) of Bragg regime diffraction 
as given by Eq. (5) may be determined using a number of 
different criteria8 depending on the application. The prac-
tical criteria include the Zero-Order Beam Criterion and 
First-Order Beam Criterion defined as before except that the 
deviation is with respect to Eq. (5). The other criteria and 
their interpretations are: Two-Wave Criterion—the sum of 
the diffraction efficiency associated with all higher-order 
waves is less than some specified limit; and Composite Cri-
terion—all three criteria are met to within some specified 
limit. Each of these criteria is evaluated in Ref. 8. Those 
evaluations showed that each of these criteria is met to within 
1% diffraction efficiency when the condition 
p = Q'/27 i= 10 	 (6) 
is satisfied. The parameter p was first used by Nath. 9 It is 
now clear that this parameter determines the Bragg regime 
diffraction boundary. Since p = 2X2/A2e 1 for H mode and p 
= 2X2/A2e 1 cos20 for E mode, it is particularly notable that this 
diffraction-regime-based definition of a thick grating is in-
dependent of grating thickness. If, in addition to the above 
criteria, it is also required that 'h > 71--1 (for example, in ho-
lography, to make the power in the conjugate image beam be 
small compared with that in the primary diffracted beam), the 
condition Q' > 1 is also needed in addition to (6). 10,11 From 
Eq. (6) it is apparent that Bragg regime diffraction behavior 
will occur for any value of I (or t 1) if Q' is sufficiently large. 
Thus, the incomplete condition Q' > 1 is often used alone to 
describe thick gratings.3. 7 
For exact Bragg regime diffraction, the diffraction efficiency 
is given by sin27 and this is also shown in Fig. 1. For small 
values of the grating strength y, the diffraction efficiencies 
of the fundamental diffracted-order converge to the same 
diffraction efficiency th = 72 for both thin and thick gratings. 
When both conditions (4) and (6) are simultaneously satisfied 
the distinction between thin and thick is lost when using 
diffraction-regime-based definitions. 
When neither condition (4) nor (6) is satisfied, the grating 
will be neither thin nor thick according to diffraction-re-
gime-based definitions. The first-order diffraction efficiency 
will not be accurately predicted by either Eqs. (3) or (5). In 
general, in the intermediate regime, a rigorous (without ap- 
proximations) planar grating diffraction theory (e.g., Refs. 1, 
12, and 13) is required. 
A thin grating may be alternatively described as a grating 
exhibiting relatively little angular and wavelength selectivity. 
As the incident wave is dephased (either in angle incidence 
or in wavelength) from the Bragg condition, the diffraction 
efficiency decreases. The angular range or wavelength range 
for which the diffraction efficiency decreases to half of its 
on-Bragg-angle value is determined by the thickness of the 
grating d expressed as a number of grating periods A. For a 
thin grating this number may be reasonably chosen to be 
d/A < 10. 	 (7) 
The region of thin grating behavior according to the angu-
lar-and-wavelength-selectivity-based definition (7) is depicted 
in Fig. 2. Gratings having angular and wavelength selectivi-
ties with FWHM wider than that for d/A = 10 may be con-
sidered to be thin gratings. This definition does not accu-
rately predict the diffraction regime. It has the desirable 
feature that the governing parameter (d/A) is directly pro-
portional to the grating thickness, and thus thin and thick 
have direct physical interpretations. 
A thick grating may conversely be described as a grating 
exhibiting strong angular and wavelength selectivity. A rel-
atively small change in the angle of incidence from the Bragg 
angle or a relatively small change in the wavelength at the 
Bragg angle produces significant dephasing and the diffraction 
efficiency decreas es correspondingly. Thick grating behavior 
may be considered to occur when 
d/A > 10. 	 (8) 
This is the angular-and-wavelength-selectivity-based defi-
nition of a thick grating. The region of this behavior is also 
shown in Fig. 2. Unlike with the diffraction-regime-based 
definitions (-yQ' S 1 and Q'/27 10), there is a single simple 
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Fig. 2. Typical angular selectivity plots (normalized first-order 
diffraction efficiency vs angular deviation from the Bragg angle) for 
various values of d/A. 
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The terms thin and thick gratings may be ambiguous . 
However, distinct meaningful definitions are possible based 
on either the diffraction regime or on the angular and wave-
length selectivity. These definitions may be concisely sum-
marized as follows: 
(1) If thin grating is intended to mean Raman-Nath regine 
diffraction, then the required condition is Q'y 	1. 
(2) If thin grating is intended to mean broad angular and 
wavelength selectivity, then the required condition is d/A < 
10. 
(3) If thick grating is intended to mean Bragg regime dif-
fraction, then the required condition is p a 10. (If n i > n_, 
is also included in the definition of Bragg regime, Q' > 1 is 
required in addition.) 
(4) If thick grating is intended to mean narrow angular and 
wavelength selectivity, then the required condition is d/A > 
10. 
This work was sponsored by the National Science Foun-
dation and the Joint Services Electronics Program. 
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Three-dimensional vector coupled-wave analysis of 
planar-grating diffraction 
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Diffraction by an arbitrarily oriented planar grating with slanted fringes is analyzed using rigorous three-dimen-
sional vector coupled-wave analysis. The method applies to any sinusoidal or nonsinusoidal amplitude and/or 
phase grating, any plane-wave angle of incidence, and any linear polarization. In the resulting (conical) diffraction, 
it is shown that coupling exists between all space-harmonic vector fields inside the grating (corresponding to dif-
fracted orders outside the grating). Therefore the TE and TM components of an incident wave are each coupled 
to all the TE and TM components of all the forward- and backward-diffracted waves. For a general Bragg angle 
of incidence, it is shown that the diffraction efficiency can approach 100% for a lossless grating if either the incident 
electric field or the magnetic field is perpendicular to the grating vector. Maximum coupling between incident and 
diffracted waves is shown to occur when the incident electric field is perpendicular to the grating vector. In gener-
al, the diffracted waves are shown to be elliptically polarized. The three-dimensional vector coupled-wave analysis 
presented is shown to reduce to ordinary rigorous coupled-wave theory when the grating vector lies in the plane of 
incidence. 
INTRODUCTION 
Planar amplitude and phase gratings are of wide interest 
owing to their many applications in quantum electronics, in-
tegrated optics, acousto-optics, spectroscopy, and holography. 
Example grating devices include distributed-feedback lasers, 
beam deflectors, beam modulators, waveguide couplers, 
spectral filters, wavelength multiplexers and demultiplexers, 
and holographic beam combiners. 
The most common methods of analyzing planar grating 
diffraction are the coupled-wave approach'- 9 and the modal 
approach.°-'9 These investigations were restricted to the 
case of a grating vector lying in the plane of incidence (the 
plane defined by the wave normal and the boundary normal). 
In this situation, the TE (electric field perpendicular to the 
plane of incidence) and the TM (magnetic field perpendicular 
to plane of incidence) components of the input plane wave are 
completely decoupled and may be treated separately. In this 
special case, (1) if the incident plane wave has TE polarization, 
the grating-diffraction problem is described as having H-mode 
polarization since the magnetic field lies in the plane of the 
wave normal and the grating vector (the electric field is per-
pendicular to the grating vector) and (2) if the incident plane 
wave has TM polarization, the grating-diffraction problem 
is described as having E- mode polarization since the electric 
field lies in the plane of the wave normal and the grating vector 
(the magnetic field is perpendicular to the grating vector). 
However, in the general case, as treated in this paper, the 
grating vector may have any arbitrary orientation with respect 
to the plane of incidence. In this situation, the TE and TM 
components of the input plane wave are coupled inside the 
grating and may not be treated separately. In this general 
case the grating-diffraction problem may not be decomposed 
into separate TE- and TM-polarization problems, as is usually 
done. 
The description of grating diffraction as a direct solution 
of Maxwell's equations has been considered by Neviere et 
a /. ,20-22 by Chang et al., 23 and by Knop.24 Two first-order 
Maxwell equations were solved directly rather than by the 
usual procedure of solving a single second-order wave equa-
tion. In these analyses, the grating vector was restricted to 
lie in the plane of incidence. The general three-dimensional 
case in which the grating vector is not in the plane of incidence 
is sometimes called conical diffraction (for reasons described 
below). This case has been discussed by Maystre 25 and has 
been treated using a Green function approach by Chuang and 
Kong.26 The present work combines the direct solution of 
Maxwell's equation and the general three-dimensional dif- . 
fraction geometry. 
THEORY 
The general three-dimensional grating-diffraction problem 
is depicted in Fig. 1. A linearly polarized electromagnetic 
wave is obliquely incident at an arbitrary angle a on a 
slanted-fringe nonsinusoidal mixed amplitude and phase 
planar grating of slant angle 0 bounded by two different ho-
mogeneous media. The planar grating has an arbitrary di-
rection of periodicity (direction of grating vector There 
are four fundamental directions that specify this grating-
diffraction geometry: (1) the wave-normal direction of the 
incident wave, ( 2) the electric-field direction (polarization) 
of the incident wave, (3) the normal to the planar grating 
boundaries, and (4) the grating vector. In the analysis pre-
sented here, without any loss of generality, the following ge-
ometry is used: -(1) the boundary normals are in the z direc-
tion, (2) the grating vector is in the x—z plane, and (3) the plane 
of incidence makes an angle & with respect to the x axis. 
The modulated region (0 < z < d) contains a mixed am-
plitude and phase grating. The grating may be characterized 
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Fig. 1. Geometry of a slanted-fringe planar grating with a plane wave 
of wave vector k l  incident at an arbitrary angle and with arbitrary 
linear polarization. 
by a periodic complex relative permittivity (dielectric con-
stant) expandable in a Fourier series as 
c(x, z) = E eh exp(jhK • r). 	 (1) 
h 
The quantity eh  is the hth Fourier component of the complex 
relative permittivity and is given by eh = eh — jcrh/cof co, where 
eh and 0h are the hth Fourier components of the real dielectric 
constant and the conductivity, respectively. The quantity 
w is the angular frequency of the incident radiation, and r o is 
the permittivity of free space. The grating vector is given 
by 
K = Kii + Kii 
	
= K sin 461 + K cos 02, 	 (2) 
where K = 27/A, A is the grating period, and is the slant 
angle (angle between the z axis and the grating vector). 
In region 1, the incident normalized electric-field vector 
is 
= u exp( —At • r), 	 (3) 
with 
k1 = k i (sin a cos 61 + sin a sin 69 + cos al), 	(4) 
where a is the angle of incidence (the angle between the wave 
normal k 1 and the z axis), S is the angle between the plane of 
incidence and the x axis, k 1 = kei 1/2, eir is the relative per-
mittivity in region 1, k = 27A, A is the free-space wavelength, 
and a is the polarization unit vector given by 
is = ux i + u) , + uzi 
= (cos cos a cos 6 — sin 1,t, sin 6)1 
+ (cos 1,1/ cos a sin 6 
+ sin 4, cos 6)9 
— cos Ili sin ai, 	 (5) 
where 4'  is the angle between the polarization vector and the 
plane of incidence. For 4, = 0° and 4' = 90°, the magnetic field 
and the electric field, respectively, are perpendicular to the 
plane of incidence. The general approach to solve the exact 
electromagnetic boundary value problem associated with the 
diffraction grating is to find solutions that satisfy Maxwell's 
equations (or the corresponding wave equations) in each of 
the three regions and then to match the tangential electric and 
magnetic fields at the two boundaries (z = 0 and z = d). In 
the general three-dimensional problem, the polarization 
cannot be decomposed into H-mode and E-mode components 
with each of these treated separately and then the results 
combined to obtain the total diffracted field. All the field 
components are coupled to one another, and solutions for all 
the electric-field and magnetic-field components have to be 
obtained simultaneously. The normalized total vector electric 
field in region 1 (z < 0) and in region 3 (z > d) may be ex-
pressed as 
E1 = Inc E Ri exp(—jkli • r), 	(6) 
E3 = E T1 exp [—jk3i • (r — d)], 	 (7) 
where R1 is the normalized vector electric field of the ith 
backward-diffracted (reflected) wave in region 1 with wave 
vector kli and T1 is the normalized vector electric field of the 
ith forward-dliffracted (transmitted) wave in region 3 with 
wave vector 1E1. Note that, for plane waves, k 1, • R, = 0 = k 3, 
• Ti. Phase matching and the Floquet theorem require 
that 
k ii = [(k1 — iK) 	+ [(k1 — iK) • .9].9 + kill 
= k=,1 + ky9 + kziii, 
where 
k xi = k 1 sin a cos 6 — iK sin 0, 
ky = k1 sin a sin 6, 
(ko kxi 2 — ky 2)1/2 
for 1 = 1, 3 (the region index), k 3  = k€111112, and em is the av-
erage relative pemittivity in region 3. The z component of 
the wave vector, k z3i, is either positive real (a propagating 
wave) or negative imaginary (an evanescent wave). Likewise, 
for region 1, k zi, is either negative real (propagating wave) or 
positive imaginary (evanescent wave). 
The geometrical parameters associated with the diffracted 
waves are shown in Fig. 2. Region 3 is shown in Fig. 2, but the 
parameters shown also apply to the diffracted waves in region 
1. The angle of diffraction for the ith propagating order is 
given by 
tan A i = (kzi 2 + ky 2)1 12/k zii 	 (12) 
Fig. 2. Geometry associated with the ith forward-diffracted wave. 
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Fig. 3. Geometry of forward-diffracted wave vectors showing conical 
nature of diffraction. All forward-diffracted waves (i = —1 to i = +2) 
have wave vectors that are equal in magnitude and have the same y 
component. 
and the angle of inclination of the output plane is given by 
tan ai = ky lk. i . 	 (13) 
The plane of diffraction, in general, is different for each dif-
fracted order, as shown in Fig. 2. In the limiting case when 
the plane of incidence is the x-z plane, k y = 0 and all dif-
fracted orders lie in the same plane (the plane of incidence). 
However, if the plane of incidence does not contain the grating 
vector, the ky is a nonzero constant. The wave vectors of all 
diffracted orders (forward and backward) have the same y 
component (perpendicular to the grating vector). This is 
more clearly shown in Fig. 3, in which the forward-diffracted 
waves in region 3 are depicted. The magnitude of the wave 
vectors for all diffracted waves is ki. This, together with a 
constant value for ky for all diffracted orders, means that the 
wave vectors lie on the surface of a cone (with the cone axis in 
the y direction); hence the terminology "conical diffraction" 
for this general three-dimensional geometry. (In general, the 
cone axis is in the ri X K direction, where n is the normal to 
the boundary.) 
The magnetic-field vector in regions 1 and 3 can be obtained 
by using the Maxwell equation 
H (j/wp,o)v X E, 	 (14) 
where Ao is the permeability of free space, which is the as-
sumed permeability in all regions. 
In the modulated region (0 < z < d), the electric and mag-
netic fields may be expressed as Fourier expansions in terms 
of the space-harmonic fields as 
	
E2 = E 	+ S y, (z)9 + 	(z )flexp(-ja, • r), (15) 
H2 = (e,a/A0) 1/2 E 11-1.(z)i + Uy,(z)s, 
+ 	(z )11exp (-jai • r), 	 (16) 
where 
ai = 	+ ky9 	 (17) 
The x and y components of ai are determined by the Floquet 
theorem and the phase-matching condition; the z component 
is arbitrary and can be included in the Si (z) and U, (z) func-
tions. The z component, however, is chosen in Eq. (17) so that 
the differential coupled-wave equations to be derived later 
will have constant coefficients and will thus be directly solv-
able by the state-variable method. Si (z ) and U, (z ) are the 
normalized amplitudes of the ith space-harmonic vector 
electric and vector magnetic fields such that E2 and 112 satisfy 
Maxwell's equations (or the appropriate wave equations de-
rived from Maxwell's equations) in the grating region. 
For the case when 4) .7:- 0, the grating vector is normal to the 
boundary. Such gratings are called pure reflection gratings. 
The grating fringes (surfaces of constant c) in this case are 
parallel to the grating boundaries (z = 0, d). Since the per-
mittivity is no longer periodic along the boundary, the field 
inside the grating can no longer be expanded in terms of 
space-harmonic components. However, this pure-reflec-
tion-grating case can be simply analyzed without approxi-
mation by using a rigorous chain-matrix method of anal-
ysis.27 
METHOD OF SOLUTION 
In the general three-dimensional vectorial problem under 
consideration, all the electric and magnetic space-harmonic 
fields are coupled to one another. Therefore, rather than 
attempting to construct and solve two complicated vector 
wave equations, it is more convenient and straightforward to 
solve Maxwell's equations 
v x E2 = —ja)P-0112, 	 (18) 
v X 112 = j cof oc(x , z)E2 (19) 
directly. Substituting Eqs. (15) and (16) into these two 
equations, and eliminating the components of E2 and H2 










+ (kxi/k) E ai-p [ky Uxp (z) 
l 
kp Uyp (z)] 	kUyi(z)} , 	 (20) 
(z I - kU,i(1) 
E ch—p Iky U,p(z) 	kpUyp(Z)119 
(21) 
)[kysxi (z) - kiSyi(z)] 
E ii■pSyp (Z) 	 (22) 
E ki -p S,p(Z) - (ky lk)[k y S.,i(z) 
P 








where p = i - /And ah is the hth coefficient of the Fourier 
expansion of c -1 (x, z) in the form 
c'-1 (x, z) = 	ah exp(jh K • r). 	(24) 
h 
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Note that, when the grating vector is in the plane of inci-
dence, ky  = 0 and the coupled-wave equations [Eqs. (20)—(23)] 
are reduced to two sets of coupled-wave equations; the first 
set [Eqs. (20) and (23)] gives the solution for the E-mode-
polarization case, and the second set [Eqs. (21) and (22)] gives 
the solution for H-mode polarization. 
The coupled-wave equations [Eqs. (20)—(23)] may be 
written in a matrix form as 
[ 
 .  '6 
	
+0 1 c_ j d 	Sx1 
f Igl it Syi 	(25) 
__ __ ---r---7-7g—r--6-- u_ T ---7  -- I_____+ -- xi ---
mlniolp 	LIyi 
or in compact form as 
V = AV, 	 (26) 
where V is a vector composed of Sxi, Syi, Uxi, and Uy,. The 
coefficient matrix A is the system matrix composed of the 16 
submatrices in Eq. (25) that are in turn specified by the 4 sets 
of coupled-wave equations. 
Equation (26) may be solved using a state-variable method 
(described in detail in previous publications 8,28) by calculating 
the eigenvalues and eigenvectors associated with the matrix 
A. The solutions of the coupled-wave equations using the 
state-variable method may be expressed as 
Sxj (z) = E CmWi ,im exp(Xmz), 
	(27) 
m 
Syi (z) = E 	exp(Xmz), 	(28) 
m 
Uxi (z)1 = E CmW3 ,im  exp(Xmz), 
	(29) 
m 
Uyi (z) = E CmW4,im exp(Xmz), 	 (30) 
m 
where Cm 's are the unknown constants to be determined from 
boundary conditions, Xm 's are the eigenvalues of the matrix 
A, and w g ,im 's are the elements of the eigenvector matrices 
corresponding to a given value of i (space-harmonic field in-
side the grating or diffracted order outside the grating). The 
eigenvalues and eigenvectors are typically calculated by using 
a computer library program 2 9 Note that, if n space har-
monics (values of i) are retained in the analysis, the matrix A 
will be 4n X 4n and the vector V will be of length 4n. This 
system of equations produces 4n eigenvalues and 4n values 
of the unknown constants C m , and each of the four eigenvector 
submatrices (q = 1, 4) Wq ,im will be an n X 4n matrix (n values 
of i and 4n values of m). 
The amplitudes of the diffracted fields R, and Ti (together 
with Cm ) are calculated by matching the tangential electric 
and magnetic fields at the two boundaries. At z = 0, 
lizajO Rxi = Ssi 
	 (31) 
iiy OR) Ryi = Sy i (0), 
	 (32) 
Oio(kyu, — k 1 cos au y ) — kz 1iRyi + ky Rxi = kUxi (0), 
(33) 
OJAI cos au., — kxouz) + kzliRxi — k xiRzi = kUyi(0). 
(34) 
At z = d, 
= Sxi(d)exp(iiKxd), 	(35) 
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Syt(d)exp(jiK z d), (36) 
—k x3iTyi + ky Tzi = kUxi(d)exp(fiK z d), (37) 
— kxiTzi = kUyi(d)exp(iiLd). (38) 
Note that, since kli • Ri = 0 and k3i • Ti = 0, then 
kxiRxi+ kyRyi + 	= 0, 
kxiTxi + ky Tyi + 11,3iTzi = 0. 
(39) 
(40) 
The system of simultaneous linear equations given by Eqs. 
(31)—(40) may be solved for R, and Ti (by using a technique 
such as Gauss elimination with the maximum pivot strate-
gy3o). Note that the number of equations is exactly equal to 
the number of unknowns. For example, if n waves (values of 
i) are retained in the analysis, there will be 4n values of C m 
 and 3n components of each of R, and Ti. Thus the total 
number of unknowns is 10n, which is exactly the number of 
equations given by Eqs. (31)—(40). The computational time 
and storage requirements may be reduced appreciably by 
eliminating R, and Ti from Eqs. (31)—(38) and solving for the 
Cm 's and then calculating it, and Ti. 
The diffraction efficiency is defined as the ratio of the 
component of the real power carried by the diffracted wave 
normal to the boundary (z component) to the corresponding 
component of the real power associated with the incident 
wave. That is, 
DEli = —Re(kz ni/k cos)IRii 	(41) 
DE3, = R,e(k 23i/k 1  COS)ITil 2 , 	 (42) 
where DEli and DE3, are the diffraction efficiencies of the 
backward-diffracted (region 1) and forward-diffracted (region 
3) waves in the directions k 11 and k31, respectively. 
Power conservation requires that for lossless phase gratings 
the sum of the efficiencies for all the propagating waves be 
unity. That is, 
E (DE li + DE3,) = 1. 	 (43) = 
It is important to note that Eq. (43) is satisfied for lossless 
phase gratings independently of the number of waves included 
in the analysis. Thus it sums to unity for any number of space 
harmonics retained, independently of whether the corre-
sponding fields outside the grating are propagating or evan-
escent. Any significant deviation in the sum would indicate 
the presence of round-off errors in the numerical calculations. 
However, for all the calculations performed, the deviation was 
of the order of 10-12 (when a CDC 760/730 computer was 
• used). However, the accuracy of each individual order de-
pends on the number of space harmonics retained in con-
structing the A matrix. In all the results presented, these 
errors are less than 10 -8. It should be noted that this level 
of accuracy greatly exceeds that usually presented in grat-
ing-diffraction calculations. 
In summary, the algorithm used to solve this problem 
proceeds as follows: First, the coefficient matrix A is con-
structed. Second, the eigenvalues and the eigenvectors are 
calculated. Third, the system of linear equations [Eqs. 
(31)—(40)] (or a modified version of these) is constructed and 
solved for the R, 'a and Ti's. Fourth, the diffraction ef-
ficiencies are calculated using Eqs. (41) and (42). 
It is important to note that, if it is desired to calculate the 
diffraction efficiencies for another polarization (another value 
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culated for the new polarization 0 by using the values of R1 
and Ti for any two noncollinear polarizations (e.g., 01 and 02) 
and the following relationships: 
It (0) = [sin(02 — AP)R. (>h) 
— sin(01 — IP)R1( 1 1/2)1/sin(02 — 01), 	(44) 
T;(0) = [sin 	— 	(1) 
— sin(01 — Iii)T,(02)1/sin(02 — 01). 	(45) 
However, the values of R I; (¢1), (¢2), (OI), and Ti (02) must 
still be determined by using the complete three-dimensional 
vector theory as described in this paper. This does not imply 
that the problem can be decomposed into uncoupled TE and 
TM problems. 
The above method of solution applies equally for incidence 
at a Bragg angle or for a general angle of incidence. Bragg 
incidence occurs when the quantity m given by 
	
m E (2/10)pixolfx + Re (k 	kx02 ky 2)1/2Kzi (46) 
is an integer. This would then correspond to the mth Bragg 
condition. 
1 
THICKNESS. • W.  
RESULTS AND DISCUSSION 
The rigorous three-dimensional vector coupled-wave analysis 
presented in this paper describes the diffraction by an arbi-
trarily oriented planar grating with slanted fringes. In gen-
eral, the grating vector does not lie in the plane of incidence, 
and conical diffraction results. For the special case when (5 
= 0, the grating vector does lie in the plane of incidence, and 
it is possible to compare the results from the present vector 
theory with previously published rigorous scalar theory re-
sults.8•9 Example results for 6= 0° are shown in Fig. 4 for an 
unslanted phase grating with a grating period equal to the 
wavelength of light in the medium. The normalized electric 
field and the diffraction efficiency of the first-order (i = +1) 
forward-diffracted wave are shown. When 0 = 90° or 0 = 0°, 
the incident wave has TE or TM polarization, respectively. 
For 0 = 90°, the incident TE wave is coupled only to TE waves 
[such as the i = +1 diffracted TE wave shown in Fig. 4(a)]. 
However, there is no coupling of the incident TE wave to TM 
waves [see Fig. 4(b)]. Likewise, if the incident wave has TM 
polarization (0 = 0°), it is coupled only to TM waves. There 
00051 Of INCNITICE...1~.1 
(d) 
Fig. 4. Characteristics of first-order (i = +1) forward-diffracted wave for an unslanted-fringe grating (c6 = 90°) with a plane wave of wavelength 
X = 0.500 pm incident at the first Bragg angle (a = 30°) with the grating vector lying on the plane of incidence (15 = 0°). The grating is lossless 
and has an average relative permittivity of co = 2.25 and a relative permittivity modulation of et = 0.01. The relative permittivity outside the 
grating region is the same as the average relative permittivity of the grating. (a) TE component of the normalized diffracted electric-field amplitude 
for various incident linear polarizations. (b) TM component of the normalized diffracted electric field. (c) Diffraction efficiency of diffracted 
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is no coupling of TM waves to TE waves in this (5 = 0 case. For 
the intermediate linear polarizations of the incident plane 
wave, the electric field can, therefore, be decomposed into TE 
and TM components, and the diffraction of these components 
may be treated entirely separately [see Eqs. (20)—(23) with ky 
 = 0]. The output diffracted field may then be obtained by 
vector addition of the individual diffracted TE and TM 
components. The resultant diffraction efficiencies are shown 
in Fig. 4(c). Since the conversion of incident TE to diffracted 
TE waves and the conversion of incident TM to diffracted TM 
waves have different coupling strengths, the resulting TE and 
TM diffracted wave amplitudes change at different rates with 
respect to grating thickness [compare Figs. 4(a) and 4(b)]. 
This out-of-phase behavior (with respect to grating thickness) 
causes the total normalized diffracted field to be less than 
unity, and thus the diffraction efficiency does not reach 100% 
with increasing thickness [see Fig. 4(c)]. However, for an 
incident polarization that is purely TE (and thus E is per-
pendicular to K for (5 = 0°) or purely TM (II perpendicular 
to K for (5 = 0°), the resultant diffraction efficiency will ap-
proach 100% with increasing thickness [see Fig. 4(c)]. For a 
grating of 50-Arm thickness, the diffraction efficiency nor- 
malized to the value at the Bragg angle (30°) is shown as a 
function of angle of incidence in Fig. 4(d). This general form 
of angular selectivity is well known for thick gratings. 4 The 
angular width of the central angular-selectivity lobe is wider 
for E-mode polarization (V/ = 0°) than for H-mode polariza-
tion because the smaller coupling strength of that polarization 
produces less dephasing for a given angular deviation from the 
Bragg angle. All the numerical vector coupled-wave analysis 
calculations in Fig. 4 have been repeated using scalar rigorous 
coupled-wave analysis based on solving scalar-wave equa-
tionsio for the individual TE and TM components. This 
method of analysis duplicates the results shown in Fig. 4. 
Example results for a general-transmission grating when 
the grating vector does not lie in the plane of incidence are 
shown in Fig. 5. The grating and the wavelength are the same 
as those in Fig. 4. However, the plane of incidence is now 
inclined to 13 = 30°. For a general plane-of-incidence incli-
nation angle (5, the Bragg condition [Eq. (46)] may be rewritten 
for a lossless grating as 
m = 12(e1) 1 /2AA j [sin a sin cos (5 
+ (rag - sin2a) 1 /2 cos (1)]. 	(47) 
Fig. 5. Characteristics of first-order (i = +1) forward-diffracted wave for the same unslanted-fringe grating (4) = 90°) as in Fig. 4 with a plane 
wave of wavelength of X = 0.500 ism incident at the first Bragg angle (a = 35.26°) with the plane of incidence inclined at an angle of b = 30°. 
The grating vector is therefore not in the plane of incidence. (a) TE component of the normalized diffracted electric field for various incident 
linear polarizations. (b) TM component of the normalized diffracted electric field. (c) Diffraction efficiency of diffracted wave. (d) Angular 
selectivity for a grating with a thickness of d = 50 gm. 









Fig. 6. Normalized diffracted electric-field amplitude for the same grating as in Figs. 4 and 5 for a grating vector both in plane of incidence 
(6 = 0°) and out of plane of incidence (6 = 30°) for (a) incident electric field perpendicular to the grating vector and (b) incident magnetic field 
perpendicular to grating vector. The solid and dashed lines are the normalized electric fields. The dotted line is the phase. 
Solving this equation for the first Bragg angle (m = 1) gives 
a = 35.26°. For an incident TE wave (' = 90°), coupling is 
now observed to both the TE diffracted wave and the TM 
diffracted wave [Figs. 5(a) and 5(b)]. Likewise, an incident 
TM wave (1,1, = 0°) is coupled to both the TM diffracted wave 
and the TE diffracted wave. 
Whether or not the grating vector lies in the plane of inci-
dence, it is shown that the diffraction efficiency can approach 
100% in a lossless grating if the incident electric field (or 
magnetic field) is perpendicular to the grating vector [see 
Figs. 4(c) and 5(c)]. The condition for E to be perpendicular 
to K is that E • K = 0, and this may be written as 
tan 1,f, = cos a cot 6 — sin a csc (5 cot 0. 	(48) 
For the case represented by Fig. 5, this gives = 54.74°. For 
H to be perpendicular to K, the value of 11 , is changed by 90°' 
from the value given by Eq. (48). For the cases of incident 
E perpendicular to K (or incident H perpendicular to K), 
it is shown that the diffraction-efficiency minima in the 
angular-selectivity curves approach zero. In Fig. 4(d), the 
angular-selectivity minima are nulls because the incident TE 
and TM (4, = 90° and 1,1/ = 0") waves have electric and mag-
netic fields, respectively, perpendicular to the grating vector. 
In Fig. 5(d), the incident TE and TM waves no longer have 
electric and magnetic fields perpendicular to K, and so non-
zero minima occur in the angular-selectivity curves. This is 
due to different dephasing rates with changing angle of inci-
dence for the resultant TE and TM components of the dif-
fracted field. 
Figure 6(a) shows the diffracted electric field for the case 
of E perpendicular to K for the grating of Figs. 4 and 5 ((5 = 0° 
and (5 = 30°). Likewise, Fig. 6(b) shows the diffracted electric 
field for the case of H perpendicular to K. The grating for the 
four cases depicted in Fig. 6 is the same grating as in Figs. 4 
and 5; only the incident direction and the incident polarization 
are changed. When the grating vector is in the plane of in-
cidence 3 = 0°, the diffracted fields for incident E perpen-
dicular to K and incident H perpendicular to K are completely 
decoupled, as was stated before. For the case of the grating  
vector not in the plane of incidence (6 = 30°), incident E 
perpendicular to K results in TE and TM diffracted field 
components that oscillate with increasing thickness with the 
same period, as shown in Fig. 6(a). Because of this syn-
chronism with grating thickness, the diffraction efficiency 
approaches 100% with increasing thickness [Fig. 5(c)]. This 
is in contrast to the TE and TM diffracted components of the 
other incident polarizations (ik = 0°, 30°, 90°) depicted in Figs. 
5(a) and 5(b) for (5 = 30°. Likewise, incident H perpendicular 
to K also results in 'FE and TM diffracted field components 
that are in synchronism with grating thickness as shown in Fig. 
6(b), and this leads to essentially 100% diffraction efficiency, 
as shown in Fig. 5(c). Since there is less incident-wave to 
diffracted-wave coupling for incident H perpendicular to K, 
a larger grating thickness is required to achieve the same 
diffraction efficiency. The phase difference between the TE 
and TM components (Fig. 6, dotted lines) represents the de- 
Fig. 7. Diffraction efficiency of first-order (i = +I) backward-dif-
fracted wave for a slanfed-fringe (4) = 10°) grating with a plane wave 
of wavelength of A = 0.500 /Am incident at the first Bragg angle (a = 
25.87°) with the plane of incidence inclined at an angle of 6 = 45°. 
The grating vector is therefore not in the plane of incidence. The 
grating is lossless and has an average relative permittivity of ro = 2.25 
and a relative permittivity modulation of 0.01. 
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gree of ellipticity of the output polarization. For the case 
shown, the ellipticity is relatively small because of the average 
relative permittivity's being the same in all three regions. If 
these dielectric constants differed significantly in the three 
regions, the ellipticity would be correspondingly greater. 
Figure 7 shows the diffraction efficiency of the first-order 
(i = +1) backward-diffracted wave that is due to a reflection 
grating (4) = 10°). The grating vector does not lie in the plane 
of incidence (5 = 45°). In this case the diffraction efficiencies 
for all linear polarization angles 11/ approach 100% with in-
creasing thickness. However, as before, the coupling between 
incident and diffracted waves is greatest for the incident 
electric field perpendicular to the grating vector. Thus the 
diffraction efficiency increases most rapidly with increasing 
thickness for that case. 
The vector diffraction theory described in this paper can 
also be applied to surface-relief (corrugated) gratings by using 
the method of decomposition into planar gratings described 
in Ref. 31. 
SUMMARY 
A rigorous three-dimensional vector coupled-wave analysis -
of diffraction by a slanted-fringe grating has been presented 
for an arbitrary angle of incidence in three dimensions. The 
method applies to any sinusoidal or nonsinusoidal complex 
permittivity (amplitude and/or phase) grating and any linear 
polarization. Since no physical approximations are made, any 
arbitrary level of numerical accuracy may be achieved. It has 
been shown that the TE and TM components of an incident 
plane wave are each coupled to all the TE and TM compo-
nents of all the forward-diffracted waves and backward-dif-
fracted waves. For a general Bragg angle of incidence in three 
dimensions, it is shown that the diffraction efficiency can 
approach 100% for a lossless grating if either the incident 
electric field or the incident magnetic field is perpendicular 
to the grating vector. Maximum coupling between incident 
and diffracted waves is shown to occur when the incident 
electric field is perpendicular to the grating vector. In general, 
the diffracted waves are elliptically polarized. Even though 
it is possible to calculate the fields for any polarization (ik) 
given the fields for two orthogonal polarizations, these or-
thogonally polarized fields must be first calculated from a 
general three-dimensional vector theory, such as that pre-
sented here, because of the inherent coupling between these 
fields. 
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Diffraction characteristics of photoresist surface-relief 
gratings 
M. G. Moharam, T. K. Gaylord, G. T. Sincerbox, H. Werlich, and B. Yung 
Theoretical results from rigorous coupled-wave analysis are compared with experimental diffraction charac-
teristics for holographically formed dielectric photoresist surface-relief gratings with deep grooves (greater 
than a grating period) and high diffraction efficiency (>85%). The angular selectivity (at a fixed wave-
length) and the wavelength selectivity (at a fixed angle of incidence) are presented for both TE and TM inci-
dent polarizations. Modeling the gratings as a surface-relief modulated half-space and using rigorous cou-
pled-wave analysis are shown to produce good general agreement with the experimentally measured diffrac-
tion characteristics. 
I. Introduction 
Dielectric surface-relief (or corrugated) gratings are 
of considerable interest due to their applications in 
quantum electronics, integrated optics, spectroscopy, 
and holography. Surface-relief gratings with high 
spatial frequencies (in excess of 2000 1p/mm) can be 
fabricated in photoresist using optical holography. 
These holographic optical elements (HOE) may be 
compact and lightweight compared to refractive optics, 
and they may be easy to replicate and thus are poten-
tially low in cost. Example applications include 
waveguide couplers, spectral filters, wavelength mul-
tiplexers and dimultiplexers, scanners (such as super-
market point-of-sale laser scanners), and holographic 
beam combiners (such as in head-up displays). 
Photoresist surface-relief gratings, when used in the 
transmission configuration (using forward-diffracted 
waves), have been traditionally low in diffraction effi-
ciency (<30%). 1-3 However, dielectric surface-relief 
gratings have been analyzed recently by Moharam and 
Gaylord4 using rigorous coupled-wave theory, and 
theoretical maximum diffraction efficiencies of >85% 
were shown to be possible. Recent experimental work 
of Enger and Case3 and Werlich et a/. 6 have shown that 
these high efficiencies are achievable in practice. 
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In this paper, the rigorous coupled-wave analysis is 
applied to photoresist surface-relief gratings with deep 
grooves fabricated by IBM.6 This study compares 
theoretically calculated and experimentally measured 
angular selectivities (angle of incidence dependence of 
the diffraction efficiency at a fixed wavelength) and 
wavelength selectivities (wavelength dependence of the 
diffraction efficiency for a fixed angle of incidence) of 
these gratings for both TE and TM polarizations. Good 
general agreement is found for both the magnitude and 
functional form of the diffraction efficiencies. 
II. Grating Diffraction Geometry 
Diffraction by a photoresist surface-relief grating is 
shown schematically in Fig. 1. Grooves in the photo-
resist are periodically spaced with period A and groove 
depth d. An electromagnetic plane wave in air is inci-
dent upon the grating producing both forward-dif-
fracted and backward-diffracted waves. The angles of 
diffraction of the forward-diffracted (transmitted) 
waves are given by the grating equation (from the 
phase-matching requirement) 
A(sinir + n sin8i), 	 (1) 
where i is the diffracted order, A is the free-space 
wavelength, 0' is the angle of incidence in air, n is the 
refractive index of the photoresist, and 0 is the angle 
of diffraction in the photoresist of the ith-order for-
ward-diffracted wave. For the case illustrated in Fig. 
1(A = 458 nm, A = 458 nm, 0' = 30°, n = 1.64), there are 
four transmitted orders (i = —1 to +2) and two reflected 
orders (i = 0, +1). For other wavelengths and other 
angles of incidence, some of these orders may become 
evanescent (cut off), and this can affect the diffraction 
efficiency of the remaining propagating orders as will 
be shown below. 









Fig. 1. -Geometry of photoresist surface-relief grating. 
If the wavelength and angle of incidence satisfy the 
Bragg condition 
mX 2A sine', 	 (2) 
where m is an integer, the diffraction efficiency is gen-
erally (but not always) maximized for the ith diffracted 
order, where i = m. The first-order (i = +1) diffraction 
efficiency is likewise generally larger than the efficien-
cies associated with the other orders. In the present 
work, the first-order diffraction efficiency is of primary 
interest. 
The photoresist surface-relief gratings treated in this 
work were holographically recorded in Shipley AZ-1400 
series photoresist that had been spincoated at 4000 rpm 
onto a glass substrate. The photoresist was exposed at 
A = 458 nm with two beams at 30° on opposite sides of 
the normal. The resulting grating period was thus also 
458 nm, corresponding to a spatial frequency of 2183 
1p/mm During recording, an absorptive backing plate 
was index matched to the back of the glass to prevent 
reflections. The exposure energy ranged from 140 to 
160 mJ/cm2. The photoresist was developed with 
Shipley AZ 351 (30%) for 25 sec. The short wavelength 
= 458 nm) at 30° incidence allows the gratings to be 
reconstructed with an ordinary He—Ne laser (A = 633 
nm) near 0' = 45° for applications requiring bow-free 
scanning.? A scanning-electron micrograph of a typical 
photoresist grating is shown in Fig. 2. 
Ill. Rigorous Coupled -Wave Analysis 
The rigorous coupled-wave analysis of grating dif-
fraction was first applied to planar (volume) gratings. 8 
 In these gratings, the refractive index and/or optical 
absorption vary periodically between the two parallel 
planar surfaces of the grating. In this method, the field 
inside the grating is expanded in terms of space-har-
monic components that have variable amplitudes in the 
thickness direction (z) of the grating. This field ex-
pansion together with the Floquet condition (due to the 
periodic nature of the structure) are then substituted 
into the appropriate (TE or TM polarization) wave 
equation, and an infinite set of coupled-wave equations 
Fig. 2. Scanning electron micrograph of typical photoresist sur- 
face-relief grating. 
is formed. Using a state space representation, this in-
finite set of second-order equations is converted to a 
doubly infinite set of first-order equations. The 
space-harmonic amplitudes are then solved for in terms 
of the eigenvalues and eigenvectors of the differential 
equation coefficient matrix. Applying boundary con-
ditions (continuity of the tangential components of E 
and H across the boundaries), a set of linear equations 
is formed. Truncating this set of equations so that an 
arbitrary level of accuracy is achieved, the amplitudes 
of the propagating diffracted orders outside of the 
planar grating may then be determined. From these 
amplitudes the diffraction efficiencies may be directly 
calculated. None of the common approximations 
(neglect of second derivatives, neglect of boundary ef-
fects, neglect of higher-order waves, neglect of de-
phasing from the Bragg angle, or small grating modu-
lation) are used in this analysis. The method is rigor-
ous, and any specified level of accuracy can be ob-
tained. 
Rigorous coupled-wave analysis has also been applied 
to surface-relief gratings. 4 In this case, the surface-
relief grating is divided into a large number of thin 
layers parallel to the surface. Each thin layer grating 
is analyzed using the state-variables method described 
above, and then by applying the boundary conditions 
to the boundaries of each thin layer, it is possible to 
obtain the forward- and backward-diffracted wave 
amplitudes. Typically 50-100 layers are used. Details 
of the rigorous coupled-wave approach applied to sur-
face-relief gratings are given in Ref. 4. 
IV. Diffraction Characteristics 
Virtually all applications of gratings require knowl-
edge of the maximum diffraction efficiency of the 
grating. However, in addition, practical applications 
such as those described above require knowledge of how 
the diffraction efficiency varies with (1) angle of inci-
dence, (2) polarization, and (3) wavelength. These 
detailed characteristics are treated for photoresist 
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Fig. 3. Calculated angular dependence of the first-order (i = +1) 
transmitted diffraction efficiency with wavelength as a parameter for 
a sinusoidal surface-relief grating for (a) TE (or s) polarization, and 
(b) TM (or p) polarization. Rapid variations are observed when the 
electric field is parallel to the grooves (TE polarization). 
surface-relief gratings in this section, and both theo-
retical and experimental results are given. 
Before modeling photoresist gratings using the sur-
face-relief profiles as obtained from scanning electron 
micrographs, it is prudent to analyze some elementary 
profiles and to observe the general features of their 
diffraction characteristics. A photoresist grating with 
a sinusoidal surface profile has been analyzed using 
rigorous coupled-wave theory, and the dependence of 
the diffraction efficiency on angle of incidence in air is 
shown in Fig. 3 with polarization and wavelength as 
parameters. In this case the groove depth and the 
grating period are both equal to 500 nm. The photo-
resist is assumed to have a refractive index of 1.64. The 
diffraction efficiency of the first-order (i = +1) wave is 
shown for the incident electric field perpendicular to the  
15 	70 	45 	SO 	75 	SO 
ANGLE OF INCIDENCE(denres) 
(b) 
Fig. 4. Calculated angular dependence of the first-order (i = +1) 
transmitted diffraction efficiency with wavelength as a parameter for 
a square-wave surface-relief grating for (a) TE polarization and (b) 
TM polarization. 
plane of incidence (TE or s polarization) in Fig. 3(a) and 
for the electric field in the plane of incidence (TM or p 
polarization) in Fig. 3(b). 
Similarly, a photoresist grating with a square-wave 
profile has been analyzed with rigorous theory, and the 
diffraction results are presented in Fig. 4. The groove 
depth is again equal to the grating period (500 nm). For 
a given wavelength and angle of incidence, the square-
wave grating has a somewhat higher diffraction effi-
ciency than does the sinusoidal grating. This, of course, 
is for the case of equal groove depths. If the groove 
depth can be chosen to maximize the diffraction effi-
ciency, that sinusoidal surface profile is capable of a 
higher maximum efficiency than is a square-wave 
grating. 4 For both the sinusoidal and square-wave 
gratings, Figs. 3 and 4 show that the diffraction effi- 
(a) 
(b) 
Fig. 5. Scanning electron micrographs of photoresist surface-relief 
gratings (a) 7 and (b) 8 analyzed in this work. All gratings were fab- 
ricated by IBM. 
Hency varies more rapidly with changes in angle of in-
::idence and with changes in wavelength for the TE 
polarization than for the TM polarization. When the 
incident electric field is parallel to the surface-relief 
;rooves (TE polarization), small changes in angle or 
wavelength can produce relatively large changes in the 
iiffraction efficiency. When the incident electric field 
is perpendicular to the surface-relief grooves (TM po-
larization), the diffraction efficiency varies much more 
smoothly with changes in angle or wavelength. 
The angular and wavelength selectivities of a grating 
are measures of the sensitivity of the diffraction to 
changes in the angle of incidence (with the wavelength 
fixed) and to changes in the wavelength (with the angle 
of incidence fixed). The angular selectivity AO for a 
given wavelength may be defined as the full angular 
deviation about the first Bragg angle (m = 1) that causes 
a reduction in the diffraction efficiency to a specified 
fraction of its value at the Bragg angle. The angular 
selectivity is given by 
AO' = 	- B'-, 	 (3) 
where 0'+ and 0' — are the angles of incidence, greater 
than and less than the Bragg angle, respectively, at 
which the diffraction efficiency has dropped to the 
specified fraction of the on-Bragg angle value. The 
wavelength selectivity, AX for a given angle of incidence 
may likewise be defined as the full wavelength deviation 
about the first Bragg wavelength (m =1) that causes a 
reduction in the diffraction efficiency to a specified 
fraction of its value at the Bragg wavelength. The 
wavelength selectivity is given by 
AA = X+ - 	 (4) 
where X+ and A — are the wavelengths, greater than and 
less than the Bragg wavelength, respectively, at which 
the diffraction efficiency has dropped to the specified 
fraction of the Bragg wavelength value. The angular 
and wavelength selectivities may be calculated with the 
rigorous coupled-wave theory described in Sec. III. In 
addition, these values may be roughly estimated using 
the approximate two-wave first-order theory for planar 
gratings of Kogelnik.9 From this theory, the upper and 
lower angles and wavelengths for TE polarized light are 
given by 
girth ± EA/Td)fros20)3 - (EAhrd)11 O'* = 	1  sin- n 	 (5) 
1 + (tAhrd) 2 
X* = as 2nA2t cosh/ad. 	 (6) 
The quantity is a dephasing parameter. If = 0, there 
is no dephasing and 01 = OB and X* = XB indicating AO 
= 0 and AX = 0 (Bragg condition satisfied). For a 
grating with 75% diffraction efficiency at the first Bragg 
condition (m = 1), the dephasing parameter is = 
0.5375 for the diffraction efficiency to decrease to 90% 
of its value at the Bragg condition. For gratings with 
an external Bragg angle of incidence of 30°, A = 500 rim, 
A = 500 nm, d = 500 nm, and n = 1.64 as represented 
in Figs. 3 and 4, these approximate relations predict AO' 
= 35.7° and AX = 534.5 nm. 
Scanning electron photomicrographs of two actual 
photoresist surface-relief grating profiles fabricated and 
characterized at IBM are shown in Fig. 5. The profiles 
are neither sinusoidal nor square wave in shape but have 
some features of both. In addition, small local varia-
tions in the profiles are also apparent and are charac-
teristic of photoresist gratings. For purposes of cal-
culation, representative periods from the scanning 
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Fig. 8. Experimental and theoretical wavelength dependence of the 
diffraction efficiency with the angle of incidence continually adjusted 
to the first Bragg angle (m = 1) for (a) grating 7 and (b) grating 8. 
GRATING NO. 7 GRATING NO. 13 100 
0.5 pm 
Fig. 6. Surface-relief profiles selected for the calculations. The 
groove depths are 0.65 and 0.59 Am for gratings 7 and 8, 
respectively. 
WAVELENGTH Inn.) 
Fig. 7. Experimental and theoretical wavelength dependence of the 
diffraction efficiency for a fixed angle of incidence (0' = 36.86°). 
electron micrographs were digitized and modeled by a 
stack of thin gratings to obtain a high-resolution replica 
of the actual surface profile. The modeled profile 
shapes for gratings 7 and 8 are shown in Fig. 6. The 
groove depths are 0.65 and 0.59 Am for gratings 7 and 
8, respectively. Measured diffraction characteristics 
of these two gratings are shown as data points in Figs. 
7-9. The experimental diffraction efficiencies shown 
represent the power in the first-order (i = +1) for-
ward-diffracted beam divided by the sum of the i = 0 
and i = +1 forward propagating powers. 
Wavelength selectivity results are shown for both 
gratings in Fig. 7. The angle of incidence is fixed (0' = 
38.86°), and when the wavelength is equal to 550 nm, 
the first (m =1) Bragg condition is satisfied. Using the 
rigorous coupled-wave theory, the continuous curves 
shown in Figs. 7-9 were obtained. In these calculations, 
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half-space, and the effect of the back surface is ne-
glected. In addition, the calculated diffraction effi-
ciency is given by the diffracted power divided by the 
entire incident power. Thus, unlike the experimental 
diffraction efficiency definition, the power lost into the 
backward-traveling orders is taken into account. 
However, rigorous coupled-wave calculations of the 
backward-traveling orders as shown in Ref. 4 predict 
these powers to be small. For a wavelength of A = 450 
nm, there are four transmitted diffracted orders. This 
is represented by the case depicted in Fig. 1. As the 
wavelength increases, the transmitted diffracted orders 
spread apart in angle. As given by Eq. (1) the i = —1 
forward-diffracted order becomes cut off (evanescent) 
at A = 476.4 nm producing only three forward-diffracted 
orders. At A = 512.9 nm, the i = +2 forward-diffracted 
order becomes cut off, and then there are only two for-
ward propagating orders (i = 0, +1). Near a cut-off 
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Fig. 9. Experimental and theoretical angle of incidence dependence 
of the diffraction efficiency for a fixed wavelength (A .3 458 nm) for 
TE and TM polarize ions. 
wavelength of a higher order, the form of the i = +1 
diffraction efficiency generally changes, and this is a 
type of Wood's anomaly.19 These changes in the i = +1 
diffraction efficiency are apparent in Figs. 7-9. Further 
wavelength selectivity results are shown in Fig. 8. In 
this case, as the wavelength is changed, the angle of in-
cidence is also changed so that the Bragg condition given 
by Eq. (2) is always satisfied with m = 1. In this sit-
uation both the i = —1 and i = +2 forward-diffracted 
orders become cut off at A = 549.5 nm due to the sym-
metry imposed by always having the angle of incidence 
at the Bragg angle. The diffraction efficiencies for TE 
polarization are usually larger than those for TM po-
larization. The change in the form of the diffraction 
efficiency when higher-order waves become cut off is 
seen to be much more apparent for TE polarization than 
for TM polarization, and this is opposite of that gener-
ally observed for metallic reflection gratings.'o A s in 
 Fig. 7, gratings 7 and 8 are again seen to produce similar 
results. 
Angular selectivity results for grating 8 are shown in 
Fig. 9. In this case, the wavelength remains fixed at the 
recording wavelength A = 458 nm, and the angle of in-
cidence is varied. The Bragg condition with m = 1 is 
satisfied for an angle of incidence of 30°. Decreasing 
the angle of incidence to 21.1° causes the i = +2 wave 
to become cut off, and increasing it to 39.8° causes the 
i = —1 wave to become cut off. The diffraction effi-
ciency for TE polarization is again generally larger than 
that for TM polarization. The effects of Wood's 
anomalies are clearly seen in the calculated TE polar-
ization results but are barely visible in the calculated 
TM polarization diffraction efficiencies. The experi-
mentally measured diffraction efficiencies decrease 
away from the Bragg angle more rapidly than is pre-
dicted by theory. 
In grating diffraction, it is common to have the 
maximum diffraction efficiency occur when the Bragg 
condition is satisfied. However, for highly modulated  
gratings such as surface-relief gratings, this may not 
always occur. The calculated diffraction efficiencies 
given in Figs. 3(a) and (b), 4(a), 7, and 9 provide exam-
ples for both TE and TM polarizations of the diffraction 
efficiency increasing (rather than decreasing) as the 
angle of incidence or the wavelength is deviated from 
the value that satisfies the m = 1 Bragg condition. 
V. Summary and Discussion 
Diffraction efficiency results for photoresist sur-
face-relief gratings fabricated by IBM have been cal-
culated using rigorous coupled-wave theory and com-
pared with experimentally obtained diffraction char-
acteristics. The diffraction characteristics as a function 
of (1) angle of incidence, (2) polarization, and (3) 
wavelength have all been measured experimentally and 
calculated theoretically using a surface-relief modulated 
half-space model Good general agreement is found 
between theory and experiment. Because the thick-
nesses are small compared with those of most planar-
type gratings, the angular selectivities and wavelength 
selectivities are large, and thus the grating diffraction 
characteristics are relatively insensitive to variations 
in angle of incidence and wavelength when compared 
to thick planar gratings. Due to the surface-relief 
modulation as opposed to relatively small refractive- 
index modulations in planar gratings, these gratings are 
capable of high diffraction efficiencies (>85%). 
The diffraction regimes associated with planar-sur-
face (slab) dielectric gratings may be accurately delin-
eated in terms of parameters p, Q', and y as defined and 
discussed in Ref. 11. For Bragg regime diffraction as 
given by Kogelnik's theory9 (one possible definition of 
thick grating behavior"), the required condition is p >> 
1. For Raman-Nath regime diffraction characteristics 
as given by the theory of Raman and Nath 12-19 (one 
possible definition of thin grating behavior"), the re-
quired condition is Q'y << 1. Even though these grating 
parameters were developed for planar-surface slab 
gratings, they can be used to give an approximate in-
dication of the diffraction behavior of the present 
photoresist surface -relief gratings. In spite of the fact 
that the photoresist surface-relief gratings are physically 
thin, their diffraction characteristics are not described 
by Raman-Nath thin grating theory since they are ef-
fectively very highly modulated. According to 
Raman-Nath theory, the maximum i = +1 diffraction 
efficiency is 33.8%. Apparently, by accident, the early 
experimentally measured values of diffraction effi-
ciency1-3 did not exceed 30% in agreement with 
Raman-Nath theory. However, for the surface-relief 
gratings such as those treated in this paper the corre-
sponding grating parameters are p =--• 0.9 and Q'y = 6. 
Since the condition Q'y << 1 is clearly not met, 
Raman-Nath thin grating diffraction behavior should 
not be expected. Indeed for these values of p and Q'y, 
it is apparent that approximate theories will be unable 
to give accurate results and that rigorous theory is def-
initely necessary. 
It has recently been shown 16.17 that photoresist 
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using reactive ion etching. This eliminates the problem 
of potential damage to the photoresist grating and 
provides further motivation for using dielectric sur-
face-relief gratings. 
This work was sponsored in part by the Joint Services 
Electronics Program. 
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