Introduction
In [6] , R. Hamilton established a Harnack-type inequality for solutions to the Ricci flow with nonnegative curvature operator. H.D. Cao [4] has established an analogous inequality for solutions of the Kähler-Ricci flow with nonnegative bisectional curvature. In this paper, we generalize Hamilton's Harnack estimate, replacing the condition of nonnegative curvature operator by a less restrictive curvature condition.
Let (M, g(t)), t ∈ [0, T ], be a solution to the Ricci flow which is complete (for each t) and has uniformly bounded curvature. Following R. Hamilton [6] , we define
Theorem 1. Assume that M × R 2 has nonnegative isotropic curvature. Then (M ik + P ijk v j + P kji v j + R ijkl v j v l ) w i w k ≥ 0 for all points (x, t) ∈ M × (0, T ) and all vectors v, w ∈ T x M .
As a consequence, we obtain a generalization of Hamilton's trace Harnack inequality:
Corollary 2. Assume that M × R 2 has nonnegative isotropic curvature. Then we have
for all points (x, t) ∈ M × (0, T ) and all vectors v ∈ T x M .
The condition that M × R 2 has nonnegative isotropic curvature implies that M has nonnegative sectional curvature, but is less restrictive than nonnegative curvature operator. This condition is preserved by the Ricci flow, and plays a key role in the recent proof of the 1/4-pinching theorem [2] .
S ijkl = R ijkl S ijk0 = S ji0k = S k0ji = S 0kji = P ijk S i0j0 = −S i00j = −S 0ij0 = S 0i0j = M ij for 1 ≤ i, j, k, l ≤ n. The tensor S ijkl satisfies all the algebraic properties of a curvature tensor, including the first Bianchi identity. B. Chow and D. Knopf [5] have shown that S can be interpreted as the curvature tensor of a degenerate metric on M × (0, T ). To each curvature-like tensor S, we assign a new curvature-like tensorQ(S), which is defined bỹ
(Note that the summation is from 1 to n only!) Lemma 3. Let U be a two-form on M , and let W be a vector field on M . We consider the real-valued function H = S(Ũ ,Ũ ), whereŨ is defined bỹ
at (x 0 , t 0 ).
Proof. Clearly,
Hence, it follows from Theorem 4.1 in [6] that
at (x 0 , t 0 ). On the other hand, a straightforward calculation yields
This completes the proof.
Proposition 4. Suppose thatṽ α = (v α , f α ) (α = 1, . . . , 4) are sections of the vector bundle T M ⊕R. We define a real-valued function H on M ×(0, T ) by
Assume that, at some point
Proof.
We write H = I + J, where
and
The function I can be written in the form I = S(Ũ ,Ũ ), whereŨ =ṽ
The assumptions imply that
at (x 0 , t 0 ). Moreover, we have
at (x 0 , t 0 ). Hence, it follows from Lemma 3 that
at (x 0 , t 0 ). This implies
at (x 0 , t 0 ). An analogous calculation yields
at (x 0 , t 0 ). From this the assertion follows.
In order to apply the maximum principle, we need to consider a perturbed tensorŜ. This tensor is defined bŷ
In the remaining part of this section, we establish analogues of Lemma 3 and Proposition 4 for the tensorŜ. To that end, we need to control the error terms stemming from ϕ and ψ.
Lemma 5. Let U be a two-form on M , and let W be a vector field on M .
We consider the real-valued function H =Ŝ(Ũ ,Ũ ), whereŨ is defined bỹ
Proof. This follows from the formula on p. 242 in [6] .
We now specify the auxiliary functions ϕ and ψ. To that end, we fix a point ( 
(Note that, while Hamilton assumes that M has nonnegative curvature operator, this assumption does not enter in the proof of Lemma 5.2.) With this choice of ϕ and ψ, we obtain the following result:
at (x 0 , t 0 ). Moreover, the inequality is strict unlessṽ 1 ∧ṽ 3 +ṽ 4 ∧ṽ 2 = v 1 ∧ṽ 4 +ṽ 2 ∧ṽ 3 = 0 at (x 0 , t 0 ).
Proof. As above, we write H = I + J, where
The function I can be written in the form I =Ŝ(Ũ ,Ũ ), whereŨ =ṽ 1 ∧ṽ 4 + v 2 ∧ṽ 3 . As above,Ũ
at (x 0 , t 0 ). The inequality (1) is strict unlessṽ 1 ∧ṽ 3 +ṽ 4 ∧ṽ 2 = 0 at (x 0 , t 0 ). Similarly, we obtain
at (x 0 , t 0 ). Moreover, the inequality (2) is strict unlessṽ 1 ∧ṽ 4 +ṽ 2 ∧ṽ 3 = 0 at (x 0 , t 0 ). Putting these facts together, the assertion follows.
Proof of the main theorem
We next consider the coneĈ studied in [2] . We shall use the following characterization of the coneĈ: a curvature operator S on R n+1 belongs tô C if and only if
for all vectorsṽ 1 ,ṽ 2 ,ṽ 3 ,ṽ 4 ∈ R n+1 . Note, in particular, thatĈ is invariant under the action of GL(n + 1).
We will show thatŜ lies in the interior ofĈ at all points (x, t) ∈ M ×(0, T ). Once this is known, it follows from a simple approximation argument that S lies in the coneĈ for all (x, t) ∈ M × (0, T ). From this, Theorem 1 follows easily. In order to prove thatŜ lies in the interior ofĈ, we need the following algebraic fact: Proposition 7. Assume that S ∈Ĉ. Moreover, suppose thatṽ 1 ,ṽ 2 ,ṽ 3 ,ṽ 4 are vectors in R n+1 satisfying
Proof. This follows from a slight modification of the arguments in Section 2 of [2] . Consider an arbitrary set of four vectorsw 1 ,w 2 ,w 3 ,w 4 ∈ R n+1 . Since S ∈Ĉ, we have
for all s ∈ R. Taking the second derivative at s = 0, we obtain 0 ≤ S(w 1 ,ṽ 3 ,w 1 ,ṽ 3 ) + S(w 1 ,ṽ 4 ,w 1 ,ṽ 4 ) + S(w 2 ,ṽ 3 ,w 2 ,ṽ 3 ) + S(w 2 ,ṽ 4 ,w 2 ,ṽ 4 ) + S(ṽ 1 ,w 3 ,ṽ 1 ,w 3 ) + S(ṽ 2 ,w 3 ,ṽ 2 ,w 3 ) + S(ṽ 1 ,w 4 ,ṽ 1 ,w 4 ) + S(ṽ 2 ,w 4 ,ṽ 2 ,w 4 )
− 2 S(ṽ 1 ,ṽ 4 ,w 2 ,w 3 ) − 2 S(ṽ 1 ,w 3 ,w 2 ,ṽ 4 ) + 2 S(ṽ 2 ,w 2 ,w 3 ,ṽ 3 ) + 2 S(ṽ 1 ,ṽ 3 ,w 2 ,w 4 ) + 2 S(ṽ 1 ,w 4 ,w 2 ,ṽ 3 ) − 2 S(ṽ 2 ,w 2 ,ṽ 4 ,w 4 ) + 2 S(w 1 ,w 2 ,ṽ 4 ,ṽ 2 ) + 2 S(ṽ 2 ,ṽ 1 ,w 3 ,w 4 ).
We now take the arithmetic mean of (3) and (4) . Using the first Bianchi identity, we obtain
We now consider the following n × n matrices: a pq = S(ṽ 1 , e p ,ṽ 1 , e q ) + S(ṽ 2 , e p ,ṽ 2 , e q ), b pq = S(ṽ 3 , e p ,ṽ 3 , e q ) + S(ṽ 4 , e p ,ṽ 4 , e q ), c pq = S(ṽ 3 , e p ,ṽ 1 , e q ) + S(ṽ 4 , e p ,ṽ 2 , e q ), d pq = S(ṽ 4 , e p ,ṽ 1 , e q ) − S(ṽ 3 , e p ,ṽ 2 , e q ), e pq = S(ṽ 1 ,ṽ 2 , e p , e q ),
(1 ≤ p, q ≤ n). The preceeding inequality implies that the matrix 
is positive semi-definite. Consequently,
Thus, we conclude that
[S(ṽ 1 ,ṽ 3 , e p , e q ) − S(ṽ 2 ,ṽ 4 , e p , e q )]
[S(ṽ 1 ,ṽ 4 , e p , e q ) + S(ṽ 2 ,ṽ 3 , e p , e q )] 
Proof. Consider the following tensor:
We can regard Z as a symmetric bilinear form on the space of two-forms. It follows from the arguments in [6] that Z is positive definite for all (x, t) ∈ (M × (0, T ]) \ K, where K denotes a compact subset of M × (0, T ]. Consequently, Z lies in the interior ofĈ for all points (x, t) ∈ (M × (0, T ]) \ K. Moreover, the differenceŜ − Z lies inĈ since M × R 2 has nonnegative isotropic curvature. This proves the assertion.
Proposition 9. Assume that M × R 2 has nonnegative isotropic curvature. ThenŜ lies in the interior ofĈ for all (x, t) ∈ M × (0, T ).
Proof. Suppose this is false. Then there exists a point (x 0 , t 0 ) ∈ M × (0, T ) such thatŜ(x, t) lies in the interior ofĈ for all (x, t) ∈ M × (0, t 0 ), andŜ(x 0 , t 0 ) ∈ ∂Ĉ. Hence, we can find a set of four vectorsṽ 1 ,ṽ 2 ,ṽ 3 ,ṽ 4 ∈ T x 0 M ⊕ R such that
at (x 0 , t 0 ). In the next step, we extend the vectorsṽ α = (v α , f α ) to a neighborhood of the point (x 0 , t 0 ). We can do this such that
at (x 0 , t 0 ). Using Proposition 6, we obtaiñ
at (x 0 , t 0 ). This contradicts Proposition 7.
Proposition 10. Assume that M × R 2 has nonnegative isotropic curvature. Then S lies inĈ for all (x, t) ∈ M × (0, T ).
Proof. Note thatŜ(x 1 , t 1 ) lies in the interior ofĈ by Proposition 9. Moreover, we have ϕ(x 1 , t 1 ) ≤ η and ψ(t 1 ) ≤ η. Since η > 0 is arbitrary, we conclude that S(x 1 , t 1 ) ∈Ĉ. Since the point (x 1 , t 1 ) is arbitrary, the assertion follows.
The fact that S belongs to the coneĈ implies that S(ṽ,w,ṽ,w) ≥ 0 for all vectorsṽ,w ∈ T x M ⊕ R. Given any pair of vectors v, w ∈ T x M , we can apply the preceeding inequality withṽ = (v, 1) andw = (w, 0). This yields
as claimed.
The equality case
In this final section, we analyze the equality case in the Harnack inequality. As above, we assume that M × R 2 has nonnegative isotropic curvature. We define a connectionD on the vector bundle T M ⊕ R bỹ
Let P be the bundle whose fiber over x ∈ M consists of all quadruplets
We define a real-valued function u on P × (0, T ) by
The function u is nonnegative by Proposition 10. For abbreviation, let F = {u = 0} ⊂ P × (0, T ). We claim that the set F is invariant under parallel transport:
Proposition 11. Assume that ({ṽ 1 ,ṽ 2 ,ṽ 3 ,ṽ 4 }, t) ∈ F , and let γ : [0, 1] → M be a smooth path in M . Then we have {P γṽ1 ,P γṽ2 ,P γṽ3 ,P γṽ3 ,P γṽ4 }, t) ∈ F , whereP γ denotes the parallel transport along γ with respect to the connectioñ D.
Proof. It follows from Proposition 18 in [5] that
where L is a second order differential operator on P that has the same principal symbol as the horizontal Laplacian. Here, the word "horizontal" means "horizontal with respect to the connectionD". (The relation (5) can also be derived from Proposition 4.) Moreover, it follows from Lemma 7 that
where D 2 u denotes the Hessian of u in vertical direction. Putting these facts together, we obtain
We can now apply Bony's version of the strong maximum principle (see [1] and [3] , Proposition 1). Hence, every horizontal path in P × (0, T ) that passes through a point in F is completely contained in F .
We next consider the trace Harnack inequality. To that end, we denote by E the set of all pairs (ṽ, t) such that S(ṽ,w,ṽ,w) = 0 for all vectorsw of the formw = (w, 0). It follows from Proposition 11 that E is invariant under parallel transport: more precisely, if (ṽ, t) ∈ E and γ : [0, 1] → M is a smooth path in M , then (P γṽ , t) ∈ E. Using Theorem 1, we obtain:
Proposition 12. Assume that M × R 2 has nonnegative isotropic curvature and M has positive Ricci curvature. Suppose that the product tR attains its maximum at some point (x 1 , t 1 ) ∈ M × (0, T ). Then there exists a smooth vector field V on M such that D i V j +R ij + 1 2t g ij = 0 for t = t 1 . In particular, g(t 1 ) is an expanding Ricci soliton.
Proof. By assumption, we have
at (x 1 , t 1 ). Fix an arbitrary point x ∈ M , and let γ : [0, 1] → M be a smooth path from x 1 to x. We define a vector v ∈ T x M by (v, 1) =P γ (0, 1). Since E is invariant under parallel transport, we have
at (x, t 1 ). This implies ∂ i R = 2 R ij v j at (x, t 1 ). Since the Ricci tensor is strictly positive, it follows that v is independent of the choice of the path γ.
Hence, there exists a smooth vector field V on M such thatD X (V, 1) = (0, 0) for t = t 1 . Thus, we conclude that D X V + Ric(X) + 1 2t X = 0 for t = t 1 .
Our last result generalizes Theorem 1.1 in [7] :
Proposition 13. Let (M, g(t)), t ∈ (−∞, T ], be a solution to the Ricci flow which is complete and has uniformly bounded curvature. We assume that M × R 2 has nonnegative isotropic curvature and M has positive Ricci curvature. Suppose that the scalar curvature attains its maximum at a point (x 1 , t 1 ) ∈ M × (−∞, T ). Then there exists a smooth vector field V on M such that D i V j + R ij = 0 for t = t 1 . In particular, g(t 1 ) is a steady Ricci soliton.
Proof. Since (M, g(t)) is an ancient solution to the Ricci flow, we can remove the 1/t terms in the Harnack inequality (cf. [7] ). For example, it follows from Corollary 2 that ∂ ∂t R + 2 ∂ i R v i + 2 R ij v i v j ≥ 0 for all points (x, t) ∈ M × (−∞, T ) and all vectors v ∈ T x M . The remainder of the argument is analogous to the proof of Proposition 12 above. The details are left to the reader.
