A vertex cover is a subset of the vertex set of a given graph G such that every edge in G has at least one endpoint in this set. The Minimum Vertex Cover problem consists to find the minimum sized vertex cover in a graph. This problem which belongs to the class of NP-hard graph theoretical problems, has many practical applications in various fields. In this article, we propose a novel heuristic algorithm for solving this problem. The test results obtained on some graph examples available in the literature confirm the effectiveness of the proposed method.
INTRODUCTION
Given an undirected graph G = (V, E), a vertex cover is a subset C ⊆ V, such that every edge in G has at least one endpoint in C. The Minimum Vertex Cover problem is to find the minimum sized vertex cover in a graph. The decision version of this problem is one of Karp's 21 NP-complete problems [1] . This problem has many practical applications, including: VLSI design [2] , multiple sequence alignments for computational biochemistry [3] , network security and scheduling.
Several heuristics and approximations algorithms have been proposed in solving the Minimum Vertex Cover problem. Chleb [4] proposed a branch-and-bound algorithm in finding near optimal solutions which explores the configuration space by deciding about the presence or not of one node by the cover in each step of the recursion and recursively solving the problem of the remaining nodes. Covered node and all adjacent edges are removed, while an ignored node remains, but cannot be selected in deeper levels of the recursion. Friedrich [5] , shows the cases for which the solutions obtained by two approximation algorithms can be improved by an evolutionary algorithm. Clarkson [6] proposed the following improved greedy algorithm:
Output: a vertex cover C C ← Ø while E ≠ Ø choose vertex v ∈ V of maximum degree in the current graph C ← C {v} E ← E \ {e ∈ E : v ∈ e} end while return C Recently, Alom [7] solved this problem by introducing an O(|E|) greedy algorithm for this problem. This algorithm selects the vertex which has maximum number of edges incident to it. All the edges are discarded incident to that vertex. If more than one vertex have the same maximum number of edges, this algorithm select the vertex which have at least one edge that is not covered by other vertices. This process is repeated until to cover all vertices.
As a preliminary work, this paper describes an alternative heuristic algorithm and to tests its performance on some examples.
The rest of this paper is organized as follows: In section II we describe the proposed approach for solving this problem, whereas section III reports the results of the application of the method on some graph examples taken from the literature. Finally, conclusions are given in section IV.
THE PROPOSED APPROACH
Given an undirected graph G = (V, E) with vertex set V (G) of cardinality |V (G)| = n, and edge set E = E(G) of cardinality |E(G)| = m.
The neighborhood of a vertex v ∈ V is the set N(v) = {u ∈ V: vu ∈ E}.
The main idea of the method consists to start with an initial vertex v ∈ V of minimum degree, and to set the initial cover C as the neighborhood N(v) of v. Then we search for another vertex w ∈ V not yet considered which minimize |N(w)  C|, then C is updated by N(w) C. This process is repeated until all vertices have been scanned and resulting C is returned. We summarize the pseudo code of the proposed algorithm as follows: 
EXAMPLES
In order to assess the effectiveness of this approach, we have tested this method on some graph examples taken from the literature. Results are reported in the following The following figures represent some tested graphs, where black vertex belongs to the cover sets found by the proposed method. 
CONCLUSION
In this article, we have suggested a novel heuristic algorithm in order to solve the Minimum Vertex Cover problem. We have tested this method on some graph examples taken from the literature. Results show that the proposed approach is useful. Interesting challenge is to associate this method with some meta-heuristic search and to test the resulted hybrid algorithm on large graph instances. In forthcoming work, we will also investigate whether this method may be applied to other related graph optimization problems, like the maximum clique problem.
