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초    록 
 
문자열 유사도 조인은 데이터 베이스 분야에서 매우 중요하고 자주 
사용되는 질의이다. 최근 토큰 기반 유사도와 문자 기반 유사도의 
장점을 혼합한 Fuzzy 토큰 자카드 유사도가 제안되었다. 그러나 Fuzzy 
토큰 자카드 유사도를 이용한 조인은 수행 시간이 너무 오래 걸려 이를 
대용량 데이터에서도 사용하기는 어려웠다. 따라서 이를 극복하기 위해 
맵리듀스 프레임워크를 이용하는 새로운 분산병렬처리 알고리즘과 이를 
위한 새로운 시그니쳐를 제안하였다. 그리고 기존의 단일 머신 
알고리즘과 실험을 통해 그 성능을 비교하였으며 20대의 컴퓨터를 
이용하였을 때 최대 7배까지 성능이 향상되는 것을 확인할 수 있었다. 
또한 컴퓨터의 수를 늘렸을 때 분산처리 방식의 유사도 조인 알고리즘 
수행시간이 효과적으로 줄어드는 것을 확인하였다. 
 
주요어 : 문자열, 유사도 조인, 맵리듀스, 알고리즘, 하둡 
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제 1 장 서    론 
 
제 1 절 연구의 배경 및 내용 
 
문자열 유사도 조인은 두 문자열 집합 사이에서 유사한 문자열 쌍을 
찾아내는 작업으로, 데이터 통합이나 협업 필터링 등에서 필수로 요구되
기 때문에 데이터베이스 분야에서 매우 자주 사용되며 중요한 일이다. 
예를 들어 인터넷 검색 엔진의 검색 쿼리 데이터를 이용해 문자열 유사
도 조인을 수행한다면 어떤 사용자들이 비슷한 쿼리를 검색했는지 알 수 
있다. 이를 활용하면 수많은 사용자를 유사한 사용자들의 집단으로 나누
어 분류할 수 있게 되며, 집단의 특성을 파악해 검색 결과 표시나 광고 
추천을 더 효율적으로 할 수 있다. 또한 웹 상에 흩어져있는 데이터들을 
통합하려고 할 때, 다양하고 복잡한 형태로 흩어져 있는 수많은 데이터
들 사이에는 오탈자 뿐만 아니라 단어의 순서 또한 섞여있는 경우가 많
다. 따라서 그림1과 같이 비슷한 경우에도 통합이 가능해야 하기에 문자
열 유사도 조인이 반드시 필요하다. 이 밖에도 다양한 방면의 활용이 가




그림 1 데이터 통합에서의 문자열 유사도 조인 
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문자열 유사도 조인을 수행하기 위한 문자열 유사도는 크게 
토큰(token) 기반 유사도와 문자(character) 기반 유사도로 나누어진다. 
그 중에서 토큰 기반 유사도 함수는 문자열을 단어 단위로 잘라 토큰 
집합으로 만든 후 자카드(Jaccard) 유사도나 코사인(cosine) 유사도 
등을 사용해서 계산하는데, 이 방식은 오탈자가 있는 단어나 같은 
의미를 갖는 비슷한 단어들은 다른 단어로 취급하는 문제가 있다. 이에 
반해 문자 기반 유사도는 문자열 두 개 사이에 다른 문자가 얼마나 
있는지를 측정하는 방식을 사용한다. 대표적으로 편집 유사도(edit 
similarity)를 이용하는 방식이 있는데, 이러한 방법으로는 “tv 
show”,“show tv”와 같이 단어의 순서가 바뀐 경우에 비슷한 
문자열임에도 불구하고 찾아내지 못한다는 단점이 있다. 따라서 이 
단점을 해결하는 혼합 유사도[1]가 제안되었는데 이 혼합 유사도는 
유사도 계산의 비용이 매우 크다는 단점을 가지고 있다. 따라서 
대용량의 데이터에는 기존의 단일 머신 알고리즘[1]을 사용할 수 
없기에 이를 분산처리 시스템 중 하나인 맵리듀스를 이용한 새로운 
알고리즘을 제안하고, 실험을 통해 이 알고리즘의 효율성을 보이고자 
한다. 본 논문의 기여는 다음과 같다. 
 
 기존의 시그니쳐 방식보다 후보 레코드 쌍을 적게 만드는 새로운 
방식의 시그니쳐를 제안하여 유사도 조인의 연산 횟수를 줄였다. 
 맵리듀스를 이용한 분산 병렬 처리 알고리즘을 제안하여 대용량의 
데이터도 처리할 수 있게 하였으며, 유사도 조인을 위해 사용하는 
컴퓨터의 수를 늘리면 선형적으로 성능이 향상되기 위한 작업 분배 





이후 본 논문은 다음과 같은 구성으로 이루어져 있다. 2장에서는 
분산 병렬 처리와 문자열 유사도 조인에 대한 관련 연구를 소개하고 
정리하며 3장에서는 본 논문의 분산 처리 알고리즘과 내용을 설명한다. 
4장에서는 실험을 통해 본 논문의 알고리즘과 기존의 알고리즘의 





제 2 장 관련 연구 
 
제 1 절 문자열 유사도 
토큰 기반 유사도는 문자열을 단어 단위로 잘라 토큰의 집합으로 만
들고 이들 간에 공통되는 토큰이 많을수록 유사도 값이 높아지는 함수이
다[1]. 대표적으로 자카드 유사도와 코사인 유사도가 있다. 예를 들어 𝑟𝑟
은 “ todai weather korea ” 를 나타내는 문자열이고 𝑠𝑠 는 “ corea 
weather today”라는 문자열이라고 하자. 이를 이용해 자카드 유사도를 
계산해보면 식(2-1)과 같다. 여기서 𝑡𝑡𝑟𝑟과 𝑡𝑡𝑠𝑠는 각각 𝑟𝑟과 𝑠𝑠을 이용해 만
든 토큰 집합을 말한다.  
𝐽𝐽𝐽𝐽𝐽𝐽(𝑟𝑟, 𝑠𝑠) =
|𝑡𝑡𝑟𝑟 ∩ 𝑡𝑡𝑠𝑠|
|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠| − |𝑡𝑡𝑟𝑟 ∩ 𝑡𝑡𝑠𝑠|
=
1




이 방법의 경우, 𝑟𝑟과 𝑠𝑠는 비슷한 문자열임에도 불구하고 “todai”와 
“today”, “corea”와 “korea”는 서로 다른 토큰이기 때문에 
유사도가 높게 나타나지 않는 단점이 있다. 
문자 기반 유사도 중에서는 편집 거리(edit distance)와 편집 
유사도가 가장 많이 사용된다[1]. 편집 유사도는 비교할 두 문자열 
𝑟𝑟, 𝑠𝑠에 대해 𝑟𝑟 을 𝑠𝑠로 바꾸는데 필요한 최소의 문자 수정(삽입, 삭제, 
대체)개수인 편집 거리를 이용하여 정의된다. 그림2의 예제를 보면 
“todai”를 “corea”로 바꾸는 데는 4번의 대체가 필요하고 
“korea”를 “today”로 바꿀 때도 마찬가지로 4번의 대체가 
필요하다 따라서 𝑟𝑟을 𝑠𝑠로 바꾸기 위해서는 총 8번의 대체가 필요하여 
편집 거리는 8이 계산된다. 따라서 𝑟𝑟 과 𝑠𝑠 사이의 편집 거리와 편집 
유사도는 다음과 같다. 
𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡 𝐷𝐷𝐸𝐸𝑠𝑠𝑡𝑡𝐽𝐽𝐷𝐷𝐽𝐽𝐷𝐷(𝑟𝑟, 𝑠𝑠) = 𝐸𝐸𝐷𝐷(𝑟𝑟, 𝑠𝑠) = 8 식(2-2) 













식(2-3)과 같이 문자 기반 유사도는 순서가 바뀐 문자열을 전혀 
고려하지 못하고 낮은 유사도가 계산되는 것을 볼 수 있다.  
이에 토큰 기반 유사도와 문자 기반 유사도의 단점을 극복하기 위해 
두 방법을 결합시킨 유사도가 혼합 유사도이다. 최근에 Fuzzy 토큰 
자카드 유사도가 새롭게 제안되었는데 이 유사도는 다음과 같은 
방법으로 계산한다. 
① 비교하려는 문자열 𝑟𝑟과 𝑠𝑠를 단어 단위로 잘라 토큰 집합 𝑡𝑡𝑟𝑟과 𝑡𝑡𝑠𝑠로 
만든다. 
② 두 개의 토큰 집합 사이 모든 토큰 쌍의 편집 유사도를 계산하여 
주어진 한계값 𝛿𝛿를 넘는 쌍만 남기고 이들의 집합을 𝐸𝐸라고 한다. 
③ ①에서 만든 𝑡𝑡𝑟𝑟 과 𝑡𝑡𝑠𝑠 에 속해있는 토큰들을 정점으로 하며 𝐸𝐸 에 
존재하는 토큰 쌍들을 간선으로 연결하고, 그 간선들의 가중치는 토큰 
쌍의 편집유사도로 하는 이분 그래프(bipartite graph) 𝐺𝐺 = (𝑡𝑡𝑟𝑟, 𝑡𝑡𝑠𝑠,𝐸𝐸) 를 
만든다. 
④ 이분 그래프 𝐺𝐺에서 그림3에서와 같이 maximal matching을 찾아 
무게 값을 합한 후 이 값을 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑆𝑆 𝑜𝑜𝑜𝑜𝐷𝐷𝑟𝑟𝑆𝑆𝐽𝐽𝑜𝑜(𝐹𝐹𝐹𝐹𝐹𝐹) 이라 한다. 여기서 
그림 2 𝒓𝒓과 𝒔𝒔사이의 편집 거리 
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maximal matching이란 정점이 겹치지 않게 간선들을 선택하였을 때 그 
가중치 값의 합이 최대가 되도록 하는 간선들의 집합이다. 
⑤ Fuzzy 토큰 자카드 유사도 함수는 자카드 유사도 함수의   
|𝑡𝑡𝑟𝑟 ∩ 𝑡𝑡𝑠𝑠|를 𝐹𝐹𝐹𝐹𝐹𝐹로 교체한 것으로 그 정의는 다음과 같다. 
F𝐹𝐹𝐹𝐹𝐹𝐹𝑆𝑆𝐽𝐽𝐽𝐽𝐽𝐽(𝑟𝑟, 𝑠𝑠) =
𝐹𝐹𝐹𝐹𝐹𝐹




예를 들어 편집 유사도 한계 값을 0.2로 할 때 𝑟𝑟과 𝑠𝑠사이의 Fuzzy 
토큰 자카드 유사도를 계산해보자. 먼저 𝑟𝑟과 𝑠𝑠를 이용해 이분 그래프를 
만들면 그림3의 왼쪽 그래프 같이 그려진다. 여기서 maximal 
matching을 찾게 되면[8] 각 정점에서 가중치가 최대인 간선들을 
선택하게 되고 그림3의 오른쪽 그래프와 같이 선택하게 된다. 이를 




|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠| − (𝐹𝐹𝐹𝐹𝐹𝐹)
 =
4
5 + 1 +
4
5







그림 3 𝒓𝒓과 𝒔𝒔사이의 maximal matching 
 
제 2 절 문자열 유사도 조인 
분할 기반 문자열 유사도 조인[3]은 편집 거리를 유사도 함수로 
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하는 조인을 효율적으로 처리하기 위한 알고리즘이다. 비교할 문자열 두 
개 사이의 편집거리가 𝜆𝜆 이하라면 문자열 하나를 𝜆𝜆 + 1 개의 조각으로 
나누었을 때, 그 중 한 조각은 비둘기 집의 원리에 의해 반드시 나머지 
문자열 하나의 일부분과 일치한다. 그렇기에 모든 문자열을 𝜆𝜆 + 1 개의 
조각으로 나눈 후, 그 조각들을 각 문자열에 일치하는 부분이 있는지 
확인해본다. 이 때 일치하는 부분이 있을 경우, 두 문자열 사이의 
유사도를 직접 계산하여 검증하는 방법이다. 일치하는 부분이 없는 
문자열 쌍에 대해서는 유사도 연산을 하지 않아도 되므로 연산량을 줄일 
수 있다. 
맵리듀스 기반 문자열 유사도 조인[4]은 분할 기반 문자열 유사도 
조인[3]을 맵리듀스를 이용한 방법으로 바꾼 알고리즘이다. [3]에서와 
같이 문자열을 여러 조각으로 나눈 후 이를 여러 대의 컴퓨터로 나누어 
병렬적으로 유사도를 계산할 수 있게 만들었다. 
Fuzzy 토큰 기반 유사도 조인[1]에서는 Fuzzy 토큰 유사도를 소개
하고 Fuzzy 토큰 유사도를 이용한 유사도 조인을 제안한다. 이 조인 알
고리즘에서는 각 문자열에서 문자열의 일부를 시그니쳐(signature)로 
만들어 저장한 후, 이를 다른 문자열의 시그니쳐와 비교해 본다. 만약 
두 시그니쳐 사이의 편집 거리가 1이하일 경우, 두 문자열이 비슷할 가
능성이 있다고 판단하고 직접 유사도를 계산한 후 한계값 조건을 만족한
다면 결과로 내보내는 알고리즘이다. 그러나 이 알고리즘의 경우 모든 
시그니쳐를 메모리에 올려놓고 알고리즘을 수행해야 하기 때문에 분산병
렬처리가 불가능하다. 따라서 대용량의 데이터에는 적용이 불가능한 알




제 3 절 분산 병렬 처리 
처리해야 하는 데이터의 양이 급증함에 따라 한 대의 컴퓨터로 모든 
데이터를 처리하기가 어려워졌다. 이에 구글은 여러 대의 컴퓨터를 이용
해 데이터를 분산 병렬처리하는 프레임워크인 맵리듀스(MapReduce)[2]
를 개발하였다. 맵리듀스는 Map함수와 Reduce함수로 구성되어 있으며 
맵리듀스의 작업이 시작되면 각 데이터 조각들은 키-값 쌍 <k1,v1>의 
형태로 변환되어 Map 함수의 입력으로 들어간다. 이후 사용자가 구현한 
Map 함수의 작업을 처리하고 그 결과를 다시 키-값 쌍 <k2,v2>의 형
태로 만들어 내보내게 된다. 이후 프레임워크가 같은 키를 가진 키-값 
쌍들이 한 대의 컴퓨터로 모이도록 나누어주고 Reduce 작업을 수행한
다. Reduce 함수는 각 키마다 한번씩 호출되는데, 이때 해당 키와 쌍을 
이루는 값들의 리스트 list(v2)를 함께 입력으로 받아 호출된다. 이후 사
용자가 구현한 Reduce 함수의 내용대로 값들을 처리하여 키-값 쌍 
<k3,v3>의 형태로 내보낸다. 단어의 개수를 세는 간단한 예제를 통해 
맵리듀스의 과정을 그림4를 통해 설명해보면, 먼저 그림4의 왼쪽과 같
이 입력 데이터가 주어지면 Map 함수에서는 각 단어를 키로 하고 단어
의 개수를 값으로 해서 키-값 쌍 <단어, 개수>의 형태로 내보낸다. 같
은 키를 가진 값들은 모여서 Reduce함수의 입력으로 들어간다. 그리고 
Reduce함수에서는 이 값들을 모두 더해 키-값 쌍 <단어, 총 개수>의 




그림 4 맵리듀스를 이용한 워드 카운트 예제 
맵리듀스 프레임워크는 스카인라인 질의[17], 클러스터링[18], 추
천시스템[19] 등 다양한 분야의 연구[20]에서 활용되고 있으며 이중에
서도 특히 맵리듀스를 이용해 조인 질의를 처리하는 연구는 숫자를 비교
하는 동등조인[11]과 세타조인[9,10]에 대한 연구들과 문자열을 비교하
는 문자열 유사도 조인[4,12,13,14,15,16]에 대한 연구들이 존재한다. 
이 중에서 자카드 유사도를 이용한 유사도 조인에 대한 연구는 
[4,12,14]에서 이루어졌으며 코사인 유사도를 이용한 연구는 [15,16]에
서 이루어졌다. 맵리듀스의 오픈 소스 버전인 하둡(Hadoop)[7]이 널리 





제 3 장 분산 처리 유사도 조인 
 
문자열 유사 조인 문제는 주어진 두 개의 문자열 집합 𝑅𝑅과 𝑆𝑆에서 
두 문자열의 유사도 함수의 값이 한계점보다 크거나 같은 쌍을 모두 
찾아내는 문제이다. 이때 유사도 함수 𝑆𝑆𝑆𝑆𝑆𝑆 과 한계값 𝜃𝜃 가 주어지며 
문자열 𝑟𝑟과 𝑠𝑠에 대해 𝑆𝑆𝑆𝑆𝑆𝑆(𝑟𝑟, 𝑠𝑠) ≥ 𝜃𝜃를 만족하는 (𝑟𝑟, 𝑠𝑠)쌍을 찾아내는 것이 
목표이다. 이 때 유사도 함수는 Fuzzy 토큰 자카드 유사도를 사용한다. 
따라서 조인을 하기 위해서는 편집 유사도의 한계값 𝛿𝛿 와 유사도의 
한계값 𝜃𝜃 두 가지가 필요하다. 
본 논문에서 제안하는 유사도 조인 알고리즘은 유사도 연산의 
횟수를 줄이기 위한 방법으로 레코드를 토큰 집합으로 만든 후, 이를 
이용해 비교하는 두 문자열이 유사하다면 반드시 하나는 일치할 수밖에 
없도록 이 논문에서 제안하는 시그니쳐 생성 방법을 통해 시그니쳐를 
만들어서 내보낸다. 그리고 시그니쳐 사이에 일치하는 쌍을 찾는다면 그 
시그니쳐를 포함하고 있는 문자열들을 여러 대의 컴퓨터에 분산시켜 
동시에 유사도 연산을 수행하는 알고리즘이다. 간략한 방법은 다음과 
같으며 자세한 내용은 다음 1절부터 5절에 걸쳐 설명한다. 
1단계: 문자열 집합 𝑅𝑅, 𝑆𝑆에 있는 단어의 수를 센다. 
2단계: 𝑅𝑅과 𝑆𝑆에 속한 문자열들의 토큰 중 일부를 시그니쳐로 만들어 
내보낸다. 
3단계: 기존의 연구를 이용해 유사한 시그니쳐의 쌍을 모두 찾는다. 
4단계: 3단계에서 찾은 유사한 시그니쳐의 쌍을 이용해 유사할 것으로 
예상되는 레코드 쌍을 찾고 그 수가 많다면 레코드 쌍의 집합을 여러 
개의 조각으로 나누어 각 컴퓨터에 분배한다. 
5단계: 4단계에서 각 컴퓨터에 모인 레코드 쌍들의 Fuzzy 토큰 자카드 
유사도를 계산해 유사한지 확인한다. 
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제 1 절 토큰 빈도 카운팅 
첫 번째 단계에서는 모든 레코드를 단어 단위로 잘라서 토큰으로 
만든 후 각 토큰의 빈도 수를 센다. 이는 다음 단계에서 시그니쳐를 
생성할 때 빈도 수가 적게 나타나는 토큰들로 시그니쳐를 생성해 
연산량을 줄이기 위함이다. 
토큰 빈도 카운팅 알고리즘의 의사코드를 그림6에 나타내었다. 
Map단계에서는 각 토큰을 키로 하고 값을 1로 하여 내보내고 
Reduce단계에서 같은 토큰을 키로 하는 키-값 쌍을 모두 모아 값을 
전부 더해서 내보내 각 토큰의 빈도 수를 계산한다. 그림5를 살펴보면 
테이블 R의 첫 번째 레코드가 “top tv show”라는 문자열일 때, 
Map에서는 “top”, “tv”, “show”라는 토큰들로 나누어 각각의 
개수를 값으로 하여 <top,1>, <tv,1>, <show,1>의 형태로 내보내게 
된다. Reduce에서는 이를 모아 같은 토큰을 키로 하는 값들을 더하여 
Map에서와 같이 <단어, 개수>의 형태로 내보내게 된다. 
 





제 2 절 시그니쳐 생성 
비교하려는 레코드 쌍 𝑟𝑟과 𝑠𝑠가 유사하다면, 𝑟𝑟과 𝑠𝑠를 단어 단위로 
잘라 만든 토큰 집합 𝑡𝑡𝑟𝑟 과 𝑡𝑡𝑠𝑠 사이에는 반드시 유사한 토큰 쌍이 
존재한다. 따라서 유사한 토큰 쌍을 가지고 있는 레코드 쌍을 찾아서 
유사도를 계산해본다면 조인의 결과로 나오는 모든 레코드 쌍을 찾아낼 
수 있다. 따라서 유사도 조인을 하기에 앞서 문자열 집합 𝑅𝑅과 𝑆𝑆의 모든 
Fuction Token-Counting.map(<(db, index), (record)>) 
begin 
1. Split record into token set 𝑇𝑇 
2. 𝑇𝑇 = {t1,t2,...,t|n|} 
3. for ti ∈ 𝑇𝑇 such that 1 ≤ i ≤ |n| do 
4.     emit<ti, 1> 
end 
 
Function Token-Counting.Reduce(<t, list(count)>) 
begin 
1. sum=0 
2. for all count ∈ list(count) do 
3.    sum=sum+count 
4. emit<t, sum> 
end 
그림 6 토큰 빈도 카운팅 알고리즘의 의사코드 
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토큰들을 모아 유사한 토큰 쌍을 먼저 찾아내려 한다. 이 때 두 
레코드가 유사하다면 유사도 조인의 정의에 따라 식(3-1)과 같은 
부등식을 알 수 있고, 이를 𝐹𝐹𝐹𝐹𝐹𝐹에 대하여 정리한다면 식(3-2)와 같다. 
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑆𝑆𝐽𝐽𝐽𝐽𝐽𝐽(r, s) =
𝐹𝐹𝐹𝐹𝐹𝐹







(|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠|) 
 
식 (3-2) 
만약 𝑟𝑟 이 𝑠𝑠 보다 토큰의 수가 적거나 같다면( |𝑡𝑡𝑟𝑟| ≤ |𝑡𝑡𝑠𝑠| 이면) 𝐹𝐹𝐹𝐹𝐹𝐹 의 
최대값은 |𝑡𝑡𝑟𝑟|이 되고 위에 식에 대입한다면 아래와 같은 식이 나온다. 
|𝑡𝑡𝑟𝑟| ≥ 𝐹𝐹𝐹𝐹𝐹𝐹 ≥
𝜃𝜃
1 + 𝜃𝜃
(|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠|) 
 
식 (3-3) 
 |𝑡𝑡𝑟𝑟| ≥ 𝜃𝜃 ∙ |𝑡𝑡𝑠𝑠| ≥ 𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟| 식 (3-4) 




(|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠|) ≥
𝜃𝜃
1 + 𝜃𝜃
(𝜃𝜃 ∙ |𝑡𝑡𝑠𝑠| + |𝑡𝑡𝑠𝑠|) ≥  𝜃𝜃 ∙ |𝑡𝑡𝑠𝑠|






반대로 𝑠𝑠의 토큰 수가 𝑟𝑟의 토큰 수보다 적다면( |𝑡𝑡𝑟𝑟| > |𝑡𝑡𝑠𝑠|이면) 𝐹𝐹𝐹𝐹𝐹𝐹의 
최대값은 |𝑡𝑡𝑠𝑠|가 되고 다음과 같은 식을 얻을 수 있다. 
|𝑡𝑡𝑠𝑠| ≥ 𝐹𝐹𝐹𝐹𝐹𝐹 ≥
𝜃𝜃
1 + 𝜃𝜃
(|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠|) 
 
식 (3-6) 
|𝑡𝑡𝑟𝑟| ≥ |𝑡𝑡𝑠𝑠| ≥ 𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟| 식 (3-7) 




(|𝑡𝑡𝑟𝑟| + |𝑡𝑡𝑠𝑠|) ≥
𝜃𝜃
1 + 𝜃𝜃
(|𝑡𝑡𝑟𝑟| + 𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|) ≥  𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟| 
 
식 (3-8) 
따라서 두 문자열이 유사할 경우, 식(3-5)와 식(3-8)을 통해 
𝐹𝐹𝐹𝐹𝐹𝐹 ≥  𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|를 만족해야 한다는 사실을 알 수 있다. 그러나 하나의 토
큰 쌍의 편집 유사도 값은 1을 넘을 수가 없기 때문에 비슷한 레코드 𝑟𝑟
과 𝑠𝑠사이에는 적어도 ⌈𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|⌉개의 유사한 토큰 쌍이 존재해야 한다. 이
를 이용해 𝑟𝑟에서는 (|𝑡𝑡𝑟𝑟| − ⌈𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|⌉ + 1)개의 토큰을 시그니쳐로 내보내고 
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𝑠𝑠에서는 토큰 전부를 시그니쳐로 내보낸다면, 𝑟𝑟의 시그니쳐 중 적어도   
하나는 𝑠𝑠의 시그니쳐와 유사하다. 만약 유사한 시그니쳐를 내보낸 레코
드 쌍이 발견될 경우, 이를 후보 레코드 쌍이라 하고 직접 유사도 계산
Function Gen-sig.map(<(db, index), (record)>) 
begin 
1. Load frequency list from First Reduce 
2. Split record into token set 𝑇𝑇 
3. 𝑇𝑇 = {t1,t2,...,t|n|} 
4. Sort 𝑇𝑇 in ascending order based on the frequency list 
5. If db==”𝑅𝑅” then 
6. for ti ∈ T s.t. 1 ≤ i ≤ |n|-⌈|θ∙|n|⌉+1 do 
7.     emit<ti, (db, index)> 
8. If db==”𝑆𝑆” then 
9. for tj ∈ T s.t. 1 ≤ j ≤ |n| do 
10.    emit<tj, (db, index)> 
end 
 
Function Gen-sig.reduce(<t, list(db, index)>) 
begin 
1. P←new List 
2. for all (db, index) ∈ list(db, index) do 
3.     append(P,(db,index)) 
4. emit<t, P> 
end 
그림 7 시그니쳐 생성 알고리즘의 의사코드 
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을 하게 된다. 그러나 입력으로 받은 문자열 집합에 자주 등장하는 토큰
을 시그니쳐로 할 경우 후보 레코드 쌍의 수가 매우 커져서 유사도 계산
의 양의 많아진다. 그렇기 때문에 유사한 시그니쳐 쌍의 수를 최대한 적
게 하기 위해 1단계에서 센 토큰의 빈도 수를 이용하여 각 레코드의 토
큰을 빈도의 오름차순으로 정렬하고 앞에서부터 시그니쳐로 내보낸다. 
이를 이용한 시그니쳐 생성 알고리즘의 의사코드는 그림7과 같다. 
먼저 Map단계에서는 각 레코드를 단어 단위로 잘라 토큰의 집합으로 
바꾼 후, 𝑟𝑟 에서는 빈도가 적은 순서대로 (|𝑡𝑡𝑟𝑟| − ⌈𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|⌉ + 1) 개의 
토큰만을 시그니쳐로 만들어 내보내고 s에서는 모든 토큰을 시그니쳐로 
만들어 내보낸다. 이렇게 내보낸 시그니쳐를 모았을 때 만약 𝑟𝑟과 𝑠𝑠가 
유사하다면 둘 사이에 적어도 하나의 유사한 시그니쳐 쌍이 존재한다. 
Reduce단계에서는 공통된 토큰을 시그니쳐로 내보낸 𝑟𝑟 과 𝑠𝑠 들을 
모아 리스트를 만든다. 이를 통해 3단계에서 같은 토큰에 대한 편집 
유사도 연산을 중복해서 하지 않도록 하여 전체 연산량을 줄일 수 있다. 
그림8에서는 테이블 𝑅𝑅 과 𝑆𝑆 에서 각각 시그니쳐를 생성해 내보내는 
예제를 보여준다. 편집 유사도 한계값 𝛿𝛿는 0.6으로 하고 유사도 한계값 
𝜃𝜃가 0.8이라 했을 때, Map단계에서 테이블 𝑅𝑅의 레코드는 모두 3개의 
토큰을 포함하고 있기 때문에 (|𝑡𝑡𝑟𝑟| − ⌈𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟|⌉ + 1)은 1이 되어 한 개의 
토큰만을 시그니쳐로 내보내게 된다. 이 때, 테이블 𝑅𝑅 의 첫 번째 
레코드인 “top tv show”에서 빈도수가 가장 적은 “show”을 
시그니쳐로 만들어 키로 설정하고 값에는 레코드의 id를 넣어 내보낸다. 
그리고 앞에서 설명한 바와 같이 테이블 S의 레코드는 모든 토큰을 
시그니쳐로 내보내는 것을 확인할 수 있다. 그리고 Reduce단계에서 





그림 8 시그니쳐 생성 알고리즘의 예제 
 
제 3 절 문자 기반 유사도 조인 
유사한 시그니쳐 쌍을 찾아내기 위해 이전 단계에서 모인 
시그니쳐들 사이의 편집 유사도를 계산하여 주어진 한계값 𝛿𝛿 를 넘는 
쌍을 찾는 문자 기반 유사도 조인을 수행한다. 이를 위한 관련 연구 중 
가장 뛰어난 성능을 보인 맵리듀스 기반 문자열 유사도 조인[4]을 
사용했다. 이 연구에서는 편집 거리를 유사도 기준으로 사용하는데 두 
문자열 𝑚𝑚와 𝑆𝑆사이의 편집 유사도 한계값이 𝛿𝛿라면 다음과 같은 식을 
통해 편집 거리 한계값 𝜆𝜆로 바꿀 수 있다. 























이 때 비교할 문자열 𝑚𝑚와 𝑆𝑆사이의 편집거리가 𝜆𝜆이하라면 문자열 𝑚𝑚를 
𝜆𝜆 + 1개로 나누었을 때 그 중 반드시 한 조각은 나머지 문자열 𝑆𝑆의 일부
분과 일치한다. 그렇기에 모든 문자열을 여러 조각으로 나눈 후, 그 조
각들을 각 문자열에 일치하는 부분이 있는지 확인해본다. 이 때 일치하
는 부분이 있을 경우, 두 문자열 사이의 편집 유사도를 직접 계산하여 
검증한다. 이 알고리즘은 모인 시그니쳐들 사이에서 유사한 쌍을 찾아내
기 위함이기 때문에 자가 조인(self join)알고리즘이다. 이 알고리즘은 
두 번의 맵리듀스 단계가 필요하고 의사코드는 그림10에 나타냈으며 자
세한 방법은 다음과 같다.  
Map단계에서는 주어진 시그니쳐를 𝜆𝜆 + 1 개의 조각으로 나누어 각 
조각을 키로 하고, 값에는 조각의 시작점과 전체 문자열의 길이 등 전지 
작업(pruning)에 필요한 정보들과 시그니쳐를 포함하고 있는 레코드의 
정보를 함께 넣어 보내준다. 그리고 다시 한 번 주어진 시그니쳐에 대하
여 키-값 쌍을 생성하는데 이 때 생성하는 키-값 쌍들은 앞에서 𝜆𝜆 + 1
로 나눈 조각들과 일치할 가능성이 있는 문자열의 일부분을 후보
(candidate)로 내보낸다. 그리고 마찬가지로 값에는 조각의 시작점과 전
체 문자열의 길이 등 전지 작업에 필요한 정보들과 시그니쳐를 포함하고 
있는 레코드의 정보를 함께 넣어 보내준다.  
Reduce단계에서는 같은 키로 모인 키-값 쌍들을 모아 각 시그니쳐 
쌍 사이의 편집 유사도가 각각 주어진 한계값 조건을 만족하는지 직접 
계산해본다. 만약 시그니쳐 쌍이 유사하다면 시그니쳐 쌍을 키로 하고, 
해당 시그니쳐를 포함하는 테이블𝑅𝑅의 레코드 리스트와 테이블𝑆𝑆의 레코
드 리스트를 모아 값으로 하여 내보낸다. 이 때 중복이 생길 수가 있으
므로 중복 제거를 위한 MapReduce작업이 한 번 더 필요하다. 중복 제
거 작업에서의 키와 값은 문자 기반 유사도 조인 알고리즘의 결과로 나
온 키와 값을 그대로 사용해서 모인 값들 중에 하나만 결과로 내보내는 
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방법으로 중복 결과를 제거한다. 
문자 기반 유사도 조인 알고리즘을 실행하게 되면 그 결과는 그림9와 
같다. 이때 (tv, tv)와 같이 일치하는 시그니쳐 쌍에 대한 레코드 리스트
는 유사도 조인을 하지 않고도 얻을 수 있기에 구하지 않아도 된다. 
 





Function Ed-join.map (<t, P>) 
begin 
1. T[𝜆𝜆+1]←partition t into (𝜆𝜆+1) segments 
2. for i = 1 : 𝜆𝜆+1 do 
3.     emit(T[i],(i,|t|,”𝑋𝑋”,t,P)) 
4. for L = lower_bound : upper_bound do 
5.     for j = 0 : |t| - L do 
6.         emit<(t[j:j+L-1]), (j,|t|,”𝑌𝑌”,t,P)> 
end 
Function Ed-join.reduce(<signature, list(condition, token, list of 
record)>) 
begin 
1. Split list of value into list of “𝑋𝑋” and list of “𝑌𝑌” 
2. for t1 ∈ list of “𝑋𝑋” do 
3.     for t2 ∈ list of “𝑌𝑌” do 
4.         if(edit_similarity(t1,t2)≥𝛿𝛿) 
5.             emit<(t1,t2), list of record>) 
end 
 
Function Rmd.map(<token pair(t1,t2), (list of 𝒓𝒓, list of 𝒔𝒔)>) 
1. emit<token pair(t1,t2), (list of 𝑟𝑟, list of 𝑠𝑠)> 
Function Rmd.reduce(<token pair(t1,t2), list(list of 𝒓𝒓, list of 𝒔𝒔)>) 
1. emit<token pair(t1,t2), (list of 𝑟𝑟, list of 𝑠𝑠)> 
그림 10 문자 기반 유사도 조인 알고리즘의 의사코드 
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제 4 절 작업 분배 
유사한 시그니쳐 쌍을 찾은 후에는 이를 시그니쳐로 내보낸 레코드 
쌍들 간의 유사도를 실제로 계산해보고 검증하여야 한다. 하지만 이 때 
어떤 특정한 시그니쳐를 공통으로 갖고 있는 레코드들이 많다면 레코드 
쌍의 유사도를 계산하여 검증하는 과정에서 연산량이 한대의 컴퓨터로 
몰릴 수가 있다. 이를 막기 위해 하나의 시그니쳐 쌍에서 검증해야 하는 
레코드 쌍의 수를 제한하여 𝑆𝑆𝐽𝐽𝑚𝑚로 정해놓은 수를 초과한다면 레코드의 
리스트를 분할하여야 한다. 그림11을 보면 첫 번째 시그니쳐 쌍과 두 
번째 시그니쳐 쌍을 내보낸 레코드 쌍의 수는 각각 25개, 1개밖에 되지 
않아 유사도 검증이 필요한 횟수가 매우 적지만 세 번째 시그니쳐 쌍을 
보면 포함하고 있는 레코드 쌍의 수가 10000개가 되어 유사도 검증의 
연산량이 많이 몰려있는 것을 알 수 있다. 이를 한 컴퓨터에서 계산하는 
것을 막기 위해 그림11의 결과와 같이 나눠주고자 한다. 
입력으로 받은 𝑆𝑆𝐸𝐸𝑠𝑠𝑡𝑡 𝑜𝑜𝑜𝑜 𝑟𝑟 과 𝑆𝑆𝐸𝐸𝑠𝑠𝑡𝑡 𝑜𝑜𝑜𝑜 𝑠𝑠 를 각각 𝐿𝐿𝑅𝑅 과 𝐿𝐿𝑆𝑆 라고 할 때, 
레코드 리스트 𝐿𝐿𝑅𝑅 과 𝐿𝐿𝑆𝑆 를 조인한다면 만들어지는 레코드 쌍의 수는 
|𝐿𝐿𝑅𝑅| ∙ |𝐿𝐿𝑆𝑆|개가 된다. 이를 컴퓨터의 숫자 𝑆𝑆개로 분할하여 나누어 주고자 
한다. 𝐿𝐿𝑅𝑅을 𝑚𝑚개로 분할하고 𝐿𝐿𝑆𝑆를 𝑆𝑆개로 분할한다고 생각할 때 𝑚𝑚 ∙ 𝑆𝑆 =
𝑆𝑆 이 되어야 한다. 이 때 𝐿𝐿𝑆𝑆 를 𝑆𝑆 개로 분할하였기에 조인 결과를 
올바르게 계산하기 위해서는 같은 내용의 𝐿𝐿𝑅𝑅을 𝑆𝑆번 복사해서 여러 대의 
컴퓨터로 나눠주어야 하고 같은 이유로 𝐿𝐿𝑆𝑆 도 역시 𝑚𝑚 번의 복사가 
필요하다. 그렇다면 검증 단계에 입력으로 들어가는 레코드의 수는 원래 
|𝐿𝐿𝑅𝑅| + |𝐿𝐿𝑆𝑆| 개였지만 레코드 리스트를 분할하게 되면서 𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅| + 𝑚𝑚 ∙





 𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦𝐦    𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅| + 𝑚𝑚 ∙ |𝐿𝐿𝑆𝑆|            𝑠𝑠. 𝑡𝑡.  𝑚𝑚 ∙ 𝑆𝑆 = 𝑆𝑆 식 (3-12) 
𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅| + 𝑚𝑚 ∙ |𝐿𝐿𝑆𝑆| =
𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅|
𝑚𝑚
+ 𝑚𝑚 ∙ |𝐿𝐿𝑆𝑆| 
 
식 (3-13) 
𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅| + 𝑚𝑚 ∙ |𝐿𝐿𝑆𝑆| 은 𝑀𝑀∙|𝐿𝐿𝐿𝐿|
𝑥𝑥
= 𝑚𝑚 ∙ |𝐿𝐿𝑆𝑆| 일 때 최소값을 가지게 되며 그때의 
𝑚𝑚와 𝑆𝑆를 계산해보면 아래와 같다. 
𝑚𝑚 = �𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅|/|𝐿𝐿𝑆𝑆| 식 (3-14) 
𝑆𝑆 = �𝑆𝑆 ∙ |𝐿𝐿𝑆𝑆|/|𝐿𝐿𝑅𝑅|| 식 (3-15) 
 
그러므로 𝐿𝐿𝑅𝑅 을 �𝑆𝑆 ∙ |𝐿𝐿𝑅𝑅|/|𝐿𝐿𝑆𝑆| 개로 분할하고 𝐿𝐿𝑆𝑆 를 �𝑆𝑆 ∙ |𝐿𝐿𝑆𝑆|/|𝐿𝐿𝑅𝑅| 개로 
분할한다. 이를 통해 하나의 컴퓨터에 검증할 𝑟𝑟과 𝑠𝑠의 쌍이 몰리는 것을 
방지한다. 
Map단계에서는 하나의 시그니쳐 쌍에 몰린 레코드 쌍의 개수가 
𝑆𝑆𝐽𝐽𝑚𝑚 보다 큰지 확인해보고 크다면 𝑟𝑟 과 𝑠𝑠 의 레코드 리스트를 위에서 
계산한 개수로 분할하여 내보내는데 이 때 레코드의 리스트를 보낼 
컴퓨터를 선택하기 위해 랜덤하게 컴퓨터 번호를 선택해 키로 하고 
분할된 레코드의 리스트를 값으로 하여 내보낸다. Reduce단계에서는 
받은 레코드들의 리스트를 그대로 결과로 내보내 저장한다.  
 
그림 11 작업 분배 알고리즘의 예제 
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작업 분배 알고리즘에 대한 의사코드는 그림12과 같다. 
  
Function Load-bal.map(<token pair(t1,t2), (𝑳𝑳𝑳𝑳, 𝑳𝑳𝑳𝑳)>) 
begin 
1. If |𝐿𝐿𝑅𝑅| ∗ |𝐿𝐿𝑆𝑆| > 𝑆𝑆𝐽𝐽𝑚𝑚 then 
2.     Split each list of 𝑟𝑟 and 𝑠𝑠 into several segments 
3.     x=�𝑟𝑟𝐷𝐷𝐸𝐸𝐹𝐹𝐽𝐽𝐷𝐷𝑟𝑟 ∙ |𝐿𝐿𝑅𝑅|/|𝐿𝐿𝑆𝑆|,  
4.     y=�𝑟𝑟𝐷𝐷𝐸𝐸𝐹𝐹𝐽𝐽𝐷𝐷𝑟𝑟 ∙ |𝐿𝐿𝑆𝑆|/|𝐿𝐿𝑅𝑅|, 
5.     RL1…RLx ← 𝐿𝐿𝑅𝑅 
6.     SL1…SLy ← 𝐿𝐿𝑆𝑆 
7.     for 1≤i≤x do 
8.         for 1≤j≤y do 
9.             randomly select a computer ID 
10.            emit<computer ID, (RLi,SLj)> 
end 
 
Function Load-bal.reduce(<reducer ID, list of (RL, SL)>) 
begin 
1. for all (RL, SL) ∈ list(RL, SL) do 
2.     emit<null, (RL, SL)> 
end 
그림 12 작업 분배 알고리즘의 의사 코드 
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제 5 절 검증 
모든 후보 레코드 쌍 사이의 유사도를 실제로 계산하고 걸러내는 단
계이다. 이 때 𝜃𝜃 ∙ |𝑡𝑡𝑟𝑟| ≤ |𝑡𝑡𝑠𝑠| ≤ |𝑡𝑡𝑟𝑟|/𝜃𝜃라는 범위에서만 유사할 가능성이 있
다는 것을 식(3-4)와 식(3-7)을 통해 이미 알고 있으므로 불필요한 
연산을 막기 위해 레코드 𝑟𝑟과 레코드 𝑠𝑠의 토큰 수를 비교하여 유사도 한
계값 𝜃𝜃를 넘을 수 없는 쌍을 찾아 미리 걸러낼 수 있다. 이렇게 걸러낸 
모든 쌍에 대하여 Fuzzy 토큰 자카드 유사도를 계산하고 유사도 한계값 
Function Verification.map(<RL, SL>) 
begin 
1. for 𝑟𝑟 ∈ RL do 
2.     for 𝑠𝑠 ∈ SL do 
3.         𝑡𝑡𝑟𝑟←tokenize 𝑟𝑟 
4.         𝑡𝑡𝑠𝑠←tokenize 𝑠𝑠 
5.         if 𝜃𝜃|𝑡𝑡𝑠𝑠| ≤ |𝑡𝑡𝑟𝑟| ≤ |𝑡𝑡𝑠𝑠|/𝜃𝜃 then 
6.             calculate exact 𝑠𝑠𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝐽𝐽𝑟𝑟𝐸𝐸𝑡𝑡𝑆𝑆 between 𝑟𝑟 and 𝑠𝑠 
7.             if 𝑠𝑠𝐸𝐸𝑆𝑆𝐸𝐸𝑆𝑆𝐽𝐽𝑟𝑟𝐸𝐸𝑡𝑡𝑆𝑆≥𝜃𝜃 then 
8.                 emit<(r,s), similarity> 
end 
 
Function Verification.reduce(<(r, s), list(similarity)>) 
begin 
1. emit<(r,s), similarity> 
end 
그림 13 검증 알고리즘의 의사코드 
 23 
 
𝜃𝜃를 넘는다면 결과로 내보낸다. 검증 알고리즘의 의사코드는 그림 13와 
같다. 
Map단계에서 위의 과정을 모두 실행하고 그대로 내보내며 Reduce
단계에서는 같은 키로 모인 값들이 모두 같은 값이기 때문에 그 중 하나
만 내보내면 자연스럽게 중복 제거가 가능해진다. 그림14의 예제를 통
해 확인해보면 총 세 개의 시그니쳐 쌍에 모인 모든 레코드 쌍에 대해 
직접 유사도를 계산해보고 주어진 한계값 0.8을 넘는 (r2, s2)만을 유사
도 조인의 결과로 내보낸다. 
 




제 4 장 실험 및 결과 
 
본 실험은 1대의 마스터 컴퓨터와 20대의 슬레이브 컴퓨터로 
이루어진 클러스터를 이용해 수행했다. 마스터 컴퓨터는 Xeon 2.2GHz, 
10MB cache, 8GB RAM, 1TB 7.2K RPM HDD의 성능을 가지며, 
슬레이브 컴퓨터는 i3 3.3GHz, 3MB cache, 4GB RAM, 250GB 7.2K 
RPM HDD의 성능을 갖고 있다. 본 논문에서는 두 가지 종류의 실험을 
수행하였다. 첫 번째 실험으로는 단일 머신 알고리즘[1]과 본 논문의 
알고리즘이 같은 유사도 조인을 했을 때 수행시간이 어느 정도 차이가 
나는지에 대한 실험을 진행하였다. 그리고 두 번째로는 분산처리 유사도 
조인 알고리즘의 효율성을 알아보기 위하여 큰 데이터에 대해 사용하는 
컴퓨터의 수를 바꿔가면서 수행 시간을 측정하는 실험을 진행하였다. 본 
논문의 알고리즘은 Java로 구현되었고 Hadoop-1.2.1버전을 사용해 
실험을 수행하였다. 그리고 실험데이터는 AOL 검색 쿼리 데이터[6]를 
사용하였다. 
 
제 1 절 단일 머신 알고리즘과의 비교 
본 논문의 알고리즘이 단일 머신 알고리즘[1]과 비교했을 때 어느 
정도의 성능을 보이는지 알기 위한 실험을 수행하였다. 이 실험에서는 
같은 유사도를 사용한 단일 머신 알고리즘[1]과 본 논문의 분산 처리 
유사도 조인 알고리즘의 수행시간을 비교하는 방식으로 진행하였으며 
단일 머신의 알고리즘은 C++으로 구현되어 gcc 4.2.3으로 컴파일 된 
실행파일을 다운 받아 사용하였다[5]. 그리고 사용한 데이터의 레코드 
개수는 2,417,288개이며 용량은 72MB이다. 실험에 필요한 편집 
유사도의 한계값 𝛿𝛿은 0.8을 사용하였고 유사도의 한계값 𝜃𝜃는 0.7부터 





그림 15 수행시간 비교(유사도 한계값 0.7) 
 
그림 16 수행시간 비교(유사도 한계값 0.8) 
 




















































분산 처리 유사도 조인 알고리즘에서 사용하는 슬레이브 컴퓨터의 
수를 1대부터 20대까지 바꿔가면서 실험한 결과, 한대의 컴퓨터를 
이용했을 때는 모두 단일 머신 알고리즘이 더 수행시간이 적게 나타났다. 
이는 맵리듀스 프레임워크를 사용함으로써 발생하는 추가 비용 때문으로 
해석할 수 있다. 하지만 두 대의 컴퓨터를 이용했을 때부터 분산처리 
알고리즘이 수행시간이 더 적게 걸리기 시작했으며 컴퓨터를 늘려갈수록 
분산 처리 유사도 조인 알고리즘이 수행 속도가 향상되는 것을 
그림15~17에서 확인할 수 있다. 20대를 모두 사용했을 때는 분산 처리 
유사도 조인 알고리즘이 단일 머신 알고리즘에 비해 적게는 3.8배부터 
최대 7.3배까지 수행 속도가 빨라지는 것을 확인할 수 있었다. 
또한 이 논문에서는 새로운 시그니쳐를 제안하였기에 단일 머신 
알고리즘에 제안하는 시그니쳐보다 얼마나 효율적으로 레코드 쌍을 
걸러내는지에 대한 실험을 수행하였다. 데이터는 수행 시간 비교에서와 
같은 데이터를 사용하였고 편집 유사도 한계값 𝛿𝛿은 0.8을 사용하였고 
유사도의 한계값 𝜃𝜃도 0.8로 하였을 때 시그니쳐를 이용해 걸러낸 후 
직접 검증하는 후보 레코드 쌍의 수를 세어보았다. 그 결과 그림 
18에서와 같이 단일 머신 알고리즘은 약 30억개 레코드 쌍에 대해서 
실제로 유사도를 계산했지만, 제안한 분산 처리 유사도 조인 알고리즘은 
그의 5% 정도인 1억 6천만 개만의 레코드 쌍에 대해서만 직접 
유사도를 계산하였다. 따라서 제안한 분산 처리 유사도 조인 알고리즘의 
효율성은 분산 병렬 처리를 했기 때문이기도 하지만, 실질적인 유사도 




그림 18 시그니쳐 성능 비교 
 
제 2 절 컴퓨터 수에 따른 수행시간 및 효율 
본 논문의 알고리즘은 여러 대의 컴퓨터를 사용해 수행 시간을 향상
시키기 위한 분산 처리 알고리즘이다. 따라서 컴퓨터의 수를 늘려감에 
따라 비례하여 성능이 향상되는지를 확인해보아야 한다. 이 실험에서는 
32,000,000개의 레코드를 포함하고 있는 1GB의 데이터를 사용했으며 
컴퓨터의 개수를 5대에서 20대까지 바꿔가며 실험을 수행하였다. 실험
에 필요한 편집 유사도의 한계값 𝛿𝛿은 0.8부터 0.9까지 변화시켜 주었으
며 유사도의 한계값 𝜃𝜃은 0.7부터 0.9까지 변화시키며 실험을 수행하였
다. 결과는 유사도 한계값에 따른 수행시간에 대한 그래프와 수행 시간 
결과를 5대의 컴퓨터를 이용해 수행한 실험의 시간으로 나눈 값을 나타
낸 속도비율 그래프가 있다. 단일 머신 알고리즘은 생성한 시그니쳐를 
모두 메모리에 올려야 하는 알고리즘이기에 큰 데이터에 대해서는 실행






그림 19 분산 처리 알고리즘의 수행시간(편집유사도 한계값 0.8) 
 
그림 20 분산 처리 알고리즘의 수행시간(편집유사도 한계값 0.85) 
 
그림 21 분산 처리 알고리즘의 수행시간(편집유사도 한계값 0.9) 
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그림 19~21는 편집 유사도의 한계값 𝛿𝛿과 유사도의 한계값 𝜃𝜃에 따
른 유사도 조인의 수행시간을 보여준다. 편집 유사도의 한계값이 높아질
수록 비슷한 시그니쳐의 수가 줄기 때문에 수행 시간 역시 줄어드는 것
을 확인할 수 있었으며 유사도의 한계값은 생성되는 시그니쳐의 수에 직
접적인 영향을 끼치기 때문에 역시 수행 시간이 줄어드는 것을 확인할 
수 있다. 또한 많은 수의 컴퓨터를 사용할수록 수행시간이 급격하게 줄
어드는 것을 확인할 수 있는데 얼마나 수행 속도를 향상시키는지를 그림 
22~24에 나타내었다. 
 
그림 22 컴퓨터 수에 따른 수행 시간 비율(편집유사도 한계값 0.8) 
 




그림 24 컴퓨터 수에 따른 수행 시간 비율(편집유사도 한계값 0.9) 
그림 22~24에서는 컴퓨터의 수를 늘렸을 때 몇 배나 수행 속도가 증가
하는지를 나타냈다. 가로축은 사용한 컴퓨터의 개수, 세로축은 각 수행
시간을 컴퓨터 5대를 사용했을 때의 수행시간으로 나눈 값이다. 이렇게 
그래프를 그릴 때, 컴퓨터 수를 늘린다면 10대를 사용했을 때는 2배로 
빨라져야 하며 15대일때는 3배, 20대일때는 4배가 나오는 것이 가장 이
상적인 경우이다. 그래프를 확인해보았을 때, 이상적인 경우에 가깝게 
수행시간 비율이 나타났으며 컴퓨터 수를 늘릴수록 거의 사용한 컴퓨터
의 수에 비례하게 선형적으로 성능이 향상되는 것을 확인할 수 있다. 따
라서 이 알고리즘은 분산 처리 효율이 매우 뛰어난 알고리즘이라는 것을 




제 5 장 결론 
본 논문에서는 Fuzzy 토큰 자카드 유사도를 이용한 효율적인 
문자열 유사도 조인을 위한 분산 처리 알고리즘을 제안하였다. 문자열의 
일부분만을 내보내는 새로운 시그니쳐 방법을 제안하여 후보 레코드 
쌍을 줄임과 동시에 유사도 연산량을 줄여 속도를 향상시켰으며 큰 
용량의 데이터에서 한대의 컴퓨터에 작업량이 몰리는 것을 막기 위한 
데이터를 분배하는 방법을 포함하는 총 5단계로 이루어진 분산처리 
알고리즘을 제안하였다. 그리고 실험을 통해 단일 머신 알고리즘에 비해 
그 성능이 뛰어남을 확인할 수 있었다. 또한 여러 대의 컴퓨터를 
사용할수록 성능이 선형에 가깝게 증가하는 효과적인 분산 처리 
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 String similarity joins are very important and used frequently in 
the database area. Recently, the similarity measure based on 
fuzzy-token matching was proposed to take the advantages of 
token-based as well as character-based similarities. However, it is 
very expensive to perform similarity joins for big data. To improve 
the performance of similarity joins, we first propose a parallel 
algorithm using MapReduce framework which utilizes our new 
signature. We next conduct the performance study with the state-
of-the-art serial algorithm on a single machine by experiments. 
Our MapReduce algorithm with 20 machines is 7 times faster than 
the serial algorithm. We show that the more machines we use, the 
shorter execution time our algorithm takes. 
 
Keywords : String, Similarity join, MapReduce, Algorithm, Hadoop 
Student Number :  2013-20864 
 
 36 
