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We study theoretically and numerically the elastic properties of hard
sphere glasses, and provide a real-space description of their mechan-
ical stability. In contrast to repulsive particles at zero-temperature,
we argue that the presence of certain pairs of particles interacting
with a small force f soften elastic properties. This softening affects
the exponents characterizing elasticity at high pressure, leading to
experimentally testable predictions. Denoting P(f) ∼ fθe the force
distribution of such pairs and φc the packing fraction at which pres-
sure diverges, we predict that (i) the density of states has a low-
frequency peak at a scale ω∗, rising up to it as D(ω) ∼ ω2+a, and
decaying above ω∗ as D(ω) ∼ ω−a where a = (1 − θe)/(3 + θe)
and ω is the frequency, (ii) shear modulus and mean-squared dis-
placement are inversely proportional with 〈δR2〉 ∼ 1/µ ∼ (φc − φ)κ
where κ = 2− 2/(3+ θe), and (iii) continuum elasticity breaks down
on a scale `c ∼ 1/
√
δz ∼ (φc − φ)−b where b = (1 + θe)/(6 + 2θe)
and δz = z − 2d, where z is the coordination and d the spatial di-
mension. We numerically test (i) and provide data supporting that
θe ≈ 0.41 in our bi-disperse system, independently of system prepa-
ration in two and three dimensions, leading to κ ≈ 1.41, a ≈ 0.17,
and b ≈ 0.21. Our results for the mean-square displacement are con-
sistent with a recent exact replica computation for d =∞, whereas
some observations differ, as rationalized by the present approach.
The emergence of rigidity near the glass transition is a fun-
damental and highly debated topic in condensed matter, and
is perhaps most surprising in hard sphere glasses where rigid-
ity is purely entropic in nature. The rapid growth of relaxation
time around a packing fraction φg ≈ 0.58 suggests that meta-
stable states have appeared in the free energy landscape, and
that activation above barriers is required for the system to
flow [1]. This scenario is presumably what Mode Coupling
Theory captures [2, 3], can be rationalized via density func-
tional theory [4] and via the replica method [5]. Recently a
real-space description of mechanical stability and elasticity in
hard sphere glasses has been proposed [6, 7], which is most
easily tested at large pressure, deep in the glass phase. It is
based on two results. First, in elastic networks and ather-
mal packings of soft spheres [8, 9, 10], mechanical stability is
controlled by the mean number of contacts per particle, or co-
ordination z (as already discussed by Maxwell [11]), and the
applied compressive strain e [10]. As one may intuitively ex-
pect, increasing coordination is stabilizing, whereas increasing
pressure at fixed coordination is destabilizing. Second, within
a long-lived metastable state the vibrational free energy of a
hard sphere system can be approximated as a sum of local in-
teraction terms between pairs of colliding particles, which are
said to be “in contact”. On a time scale that contains many
collisions, at high packing fraction the interaction follows ap-
proximately V (h) ≈ −kBT log h where h is the time-averaged
distance between two adjacent particles [6, 7]. This directly
leads to an effective force law f(h) ≈ kBT/h and allows one
to map a hard sphere system near the random close packing
φc to a zero-temperature elastic network. These two sets of
results yield a stability constraint on the microscopic structure
of hard sphere glasses, which in practice appears to lie very
close to saturation [6, 7, 12]. Such marginal stability implies
(a) (b)
Fig. 1. Illustrative diagram of cutting argument, showing cut bonds in blue
(thick lines). (a) Bonds are cut around blocks of size L×L, a useful procedure when
α > 0; (b) When α < 0, the variational argument is improved by cutting instead
the fraction q of weakest bonds.
the abundance of very soft elastic modes, as confirmed empir-
ically [6, 7, 13, 14, 12, 15, 16], and fixes the scaling behavior
of elasticity as jamming is approached [7]. In particular the
particles’ mean-squared displacement was predicted to follow
〈δR2〉 ∼ (φc − φ)κ with κ = 1.5 [7] instead of the naive κ = 2,
which would hold in a crystal: particles in the glass fluctuate
much more than the size of their cage (defined as the typical
distance between particles), due to the presence of collective
soft modes.
Significance
How a liquid becomes rigid at the glass transition is a central
problem in condensed matter physics. In many scenarios of the
glass transition, liquids go through a critical temperature below
which minima of free energy appear. However even in the sim-
plest glass – hard spheres– what confers mechanical stability at
large density is highly debated. In this work we show that to un-
derstand quantitatively stability at a microscopic level, the pres-
ence of weakly interacting pairs of particles must be included.
This approach allows us to predict various non-trivial scaling
behavior of the elasticity and vibrational properties of colloidal
glasses, that can be tested experimentally. It also gives a spatial
interpretation to recent calculations in infinite dimensions using
methods widely used in glassy systems.
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Very recently a replica calculation [17, 18] predicted κ =
1.41574 in infinite dimensions, close but different from the
prediction of [6, 7]. At φc it also predicted for the force dis-
tribution P(f) ∼ fθf with θf = 0.42311 and for the gap dis-
tribution g(h) ∼ h−γ with γ = 0.41269. Some of these latter
results are consistent, and some differ, from an earlier analy-
sis based on the stability of jammed packings (at φc) toward
changes of their network of contacts [19, 20]. In these works γ
was argued and shown numerically to be related to the force
distribution exponents θe and θ`, characterizing respectively
two kinds of contacts at low forces [20] (see below). Here we
propose a resolution of these issues: heterogeneity in contact
strength was neglected in [6, 7], but the prevalence of weak
forces in hard-sphere systems corrects scaling exponents, and
leads to the scaling relation κ = 2− 2/(3 + θe) consistent with
the result of [17], if θf = θe in dimension d =∞. We compute
the associated modification in the scaling of elastic properties
as φ→ φc. Furthermore, we argue that some key properties of
packing differ in finite and infinite dimensions, so that θf = θ`
in d = 2, 3 while θf = θe in d = ∞. In general, our approach
leads to a description of the structure of packings in terms of
four exponents related by three scaling relations.
This work is organized as follows: in the Section Elastic Net-
works, we present a variational argument for the density of vi-
brational modes in weakly-coordinated networks with stiffness
heterogeneity. We also use scaling arguments to compute the
shear modulus and the mean-squared displacement. In Section
Effective Medium Theory, we confirm these predictions using
a standard mean-field approximation, and furthermore pre-
dict the length scale below which continuum elasticity breaks
down in such systems. In the Section Hard Spheres we show
how these results apply to colloidal glasses, and discuss the
subtle issue associated with the existence of two kind of con-
tacts at low forces in sphere packings. We also present nu-
merical results supporting our views. In the last two sections,
we compare our results with replica calculations, and discuss
prospects for experimental tests in colloidal systems.
Elastic Networks:
We consider an elastic network of N points of mass m, con-
nected by Nc springs, of coordination z = 2Nc/N , in spatial
dimension d. The quadratic expansion of the elastic energy
for an imposed displacement field |δR〉 follows [21, 22]:
δE ≡ 1
2
〈δR|M|δR〉 = 1
2
∑
β
kβ δR
‖
β
2 − fβ
rβ
δR⊥β
2 [1]
where the sum is over springs β. Here rβ , kβ , and fβ
are the spring length, stiffness, and force (chosen positive
for a repulsive interaction), and δR
‖
β and δR
⊥
β are, respec-
tively, the magnitude of displacements parallel and perpen-
dicular to the spring β, i.e., δR
‖
β = (δ
~Ri − δ ~Rj) · ~nβ , and
δR⊥β = |δ ~Ri − δ ~Rj − ~nβδR‖β |, where ~nβ is a unit vector along
the spring β.
We assume that the rβ are narrowly distributed about their
mean 〈rβ〉 = σ which defines our unit length, and introduce
kc ≡ 〈kβ〉 and ωc =
√
kc/m. Eq.(1) defines the stiffness ma-
trix M, which is positive definite in a stable configuration.
The eigenvalues of M are λ = mω2, where the ω’s are the
frequencies of vibrational modes, of density D(ω).
Variational argument. First we consider the springs at rest
length, so that all fβ = 0 and only the parallel term in
[1] is present. Let δz ≡ z − zc with zc = 2d. As pointed
out by Maxwell, if Nd > Nc (or equivalently δz < 0) it is
clear from Eq.(1) that there are at least Nd − Nc displace-
ment fields with no restoring force (δE = 0), the so-called
floppy modes. They are solutions to the set of linear equa-
tion δR
‖
β = 0 ∀β. We assume that the shape of the stiffness
distribution P(k) is independent of z, and wish to compute
the scaling properties of D(ω) as δz → 0+. Our strategy
is to build trial modes, which are orthonormal displacement
fields with small energy. Using the fact that M is positive
definite then allows one to bound from below the number of
eigenvalues below some threshold, leading to a lower bound on
D(ω). This strategy was used in [23, 10], where trial modes
were constructed from the floppy modes that appear by cut-
ting the system into compact regions of size L, as shown in
Fig. 1a. This requires cutting a fraction q ∼ 1/L of bonds.
For a system at δz = 0, the density of induced floppy modes
per particle is simply (dN − (1 − q)Nc)/(dN) = q ∼ 1/L.
These modes can be distorted to lead to trial modes of fre-
quency ω(L) ∼ ωc/L ∼ ωcq in the original, uncut system [23].
Since the density of states is the density of modes per unit
frequency, one gets D(ω) & q(ω)/ω ∼ ω0/ωc, implying that
the vibrational spectrum does not vanish at zero frequency at
the Maxwell bound. If δz > 0, then when a fraction q of bonds
are cut, the density of induced floppy modes is q−δz/zc. This
leads to a cut-off frequency ω∗ ∼ ωc δz, such thatD(ω) & 1/ωc
above ω∗, as observed numerically [24, 25, 10, 8, 9].
We now show that if the distribution of stiffnesses is broad
enough, then the above bound is not saturated. In this case,
we can improve the variational argument by creating a differ-
ent set of trial modes, illustrated in Fig. 1b; we cut a fraction
q of the weakest links, and use the density q−δz/zc of induced
floppy modes. We then make the key assumption that these
floppy modes do not decay appreciably with distance from
the broken bonds, but extend in the entire system, displac-
ing particles by some characteristic amplitude. On the one
hand, this assumption is supported by the proof that in an
isostatic system, the response to a local strain does not decay
as a power-law of distance [10], unlike what occurs in a nor-
mal (well-connected) elastic medium. On the other hand, this
argument does not exclude the possibility that floppy modes
have a very large amplitude just where the contacts were cut,
and then a small background displacement not decaying with
distance. We shall see below that for hard spheres, our as-
sumption only holds for a fraction of the contacts at low-force.
By definition, the displacements of floppy modes are strictly
perpendicular to bonds, except at the broken bonds them-
selves. In particular, if we cut the bond β, δR
‖
γ = 0 for all
γ 6= β. Our assumption that floppy modes are extended means
that δR
‖
β ∼ 〈|δ ~Ri|〉 ∼ 1/
√
N where the average is made on all
particles i, and the last equation reflects normalization.
We assume that the distribution of stiffnesses follows P(k) ∼
kα/kα+1c at low stiffnesses, where α > −1. Let δz ≡ z−zc > 0.
The fraction q of weakest extended bonds have a characteristic
stiffness k0 with
∫ k0
0
P(k)dk = q, leading to k0 ∼ kc q1/(1+α).
A density q − δz/zc of modes in the system are floppy. In the
original system, these modes stretch or compress the fraction
q of weak springs of characteristic stiffness k0, and thus have
a finite energy of order E ∝ ∑β kβδR‖β2 ∼ qNk01/N = qk0,
leading to a characteristic frequency:
ω(q) ∝
√
E/m ∼ ωc q(2+α)/(2+2α) [2]
The variational inequality implies D(ω) & (q−δz/zc)/ω. This
argument can be applied with any q  1 such that q > δz/zc,
implying that ω & ωc (δz/zc)(2+α)/(2+2α). It is convenient to
2 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author
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Fig. 2. Effective medium theory prediction for the density of states D(ω) for
a marginally-stable material in d = 2 with α = −0.30, at indicated values of
e = φc − φ, in (left) log-log axes, and (right) linear axes. As discussed in the text,
this corresponds to a hard-disk glass with θe = 0.41. The peak appears at the
frequency scale ω∗ ∼ ωc√e.
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Fig. 3. Numerical density of states D(ω) for a hard-sphere glass in d = 2,
at pressure p = 1012, in (left) log-log axes, and (right) linear axes. The triangle
has the predicted slope −0.17, assuming θe = 0.41, as discussed in the main text.
The characteristic frequency ω∗ is expected to be∼ 10−6ωc, outside the accessible
numerical range at this pressure.
let q = rδz with r > 1/zc. Then
D(ω) & (r − 1/zc)
ωc
(
ω
ωc
)α/(2+α)
[3]
These are our central results: at the Maxwell threshold (z =
zc), when weak interactions are abundant (α < 0), the density
of states must diverge at zero frequency, with a non-trivial ex-
ponent. When the coordination is larger (z > zc), the scaling
for D(ω), Eq. [3], holds above the characteristic frequency:
ω∗ ∼ ωc (δz/zc)(2+α)/(2+2α). [4]
For α > 0 the new bound is not useful and the previous argu-
ment of [23] applies. Note that in all cases we consider q  1
so that ω  ωc. Assuming harmonic dynamics and Eq.(3),
one obtains a bound for the particles’ mean-squared displace-
ment 〈δR2〉:
kc〈δR2〉
kBT
= ω2c
∫
D(ω)
ω2
dω > ω2c
∫
ω>ω∗
D(ω)
ω2
dω &
(
ω∗
ωc
) −2
2+α
[5]
To estimate the shear modulus, we cut a fraction q = 2δz/zc
of the weakest links, so that the system is now floppy with
a density of floppy modes δz/zc, and no elasticity. It was
shown [26, 27] that under an applied shear of strain , the
relative displacement of particles (of order of the non-affine
displacement) is of order /
√
δz, as observed numerically
[26, 28, 29]. In the uncut system, this deformation has en-
ergy δE ∼ qk0(q)(/
√
δz)2, leading to a shear modulus:
µ ∼ k0 ∼ kcδz1/(1+α) [6]
Role of pre-stress. The presence of a compressive force in the
bonds reduces the modes’ frequency, as implied by Eq.(1), and
can lead to an elastic instability. It was argued and checked
numerically in [10] that the strongly scattered modes that ap-
pear above ω∗ have large relative displacements, of order of
the displacement itself: |δR⊥β | ∼ |δ ~Ri|. Following Eq.(1) this
implies that some soft modes will be shifted to a frequency ω0
satisfying δE ≡ mω20 = mω∗2−Afc, where fc is the character-
istic compressive force and A a numerical constant. Stability
requires ω0 > 0, implying
ω∗ & ωc
√
e, [7]
where we have defined the contact strain e ≡ fc/kc. Using
Eq.(4) this becomes δz & e(1+α)/(2+α), extending the previous
result δz & √e [10] to the case α < 0. In packings of particles,
e ∝ |φ−φc| and the latter bound was argued to be saturated,
based on dynamical considerations [10, 6, 7].
Effective Medium:
All the above predictions can be derived and extended with
effective medium theory (EMT), a mean-field approximation
that treats disorder in a self-consistent way [30, 31, 32, 33,
34, 35, 36]. EMT has been shown to give quantitatively cor-
rect values for scaling exponents related to the vibrational
spectrum and heat transport properties of frictionless pack-
ings [33, 35]. In EMT, a random elastic network, such as
depicted in Figure 1, is modeled by a regular lattice with ef-
fective frequency-dependent spring constants. Here we follow
the EMT developed in [35] which includes the effect of forces
in Eq.(1). In [35] the randomness in the interaction between
two nodes was limited to the presence or absence of a spring;
when a spring was present, its stiffness was always identical.
Here we relax this assumption and allow a full distribution
of stiffnesses, behaving as P(k) ∼ kα for small k, and allow
a distribution of contact forces, P(f) ∼ fθf at small f . De-
tails of the EMT are presented in Supplementary Information
(SI)[37].
The EMT confirms that when α > 0, previous results of
[10, 35] are obtained. When α < 0, in addition to confirming
the scaling results presented above, EMT gives the form of the
complex shear modulus and density of states when δz is small,
and can be used to extract other vibrational and heat trans-
port properties. In general, two frequency scales are predicted,
as in the variational argument: ω∗ and ω0 = ω∗
√
1− e/ec,
where ec ∼ δz(2+α)/(1+α) is the contact strain at elastic in-
stability [35]. For a marginally stable material, e ≈ ec and
therefore ω0/ω
∗  1. Above its peak at ω∗, EMT predicts
that D(ω) decays as D(ω/ωc) ∼ (ω/ωc)α/(2+α), in agreement
with Eq. (3), with a logarithmic correction in d = 2. Between
ω0 and ω
∗, EMT predicts
D(ω) ∼ 1
ωc
(
ω
ωc
)1+2/(α+2)(
ω∗
ωc
)−4/(α+2)
[8]
Numerical solution of the leading-order EMT equation for a
marginally stable material in d = 2 gives the result shown in
Figure 2, where we have taken α = −0.30. The visible curva-
ture is due to logarithmic corrections, which are only present
in d = 2.
Regarding the shear modulus, EMT confirms the scaling
Eq.(6), and in addition we find the dependence on e/ec. At
fixed δz, we find that µ drops by a finite factor at elastic insta-
bility, relative to its unstressed value. Finally, EMT predicts
that modes at ω∗ have a scattering length `c ∼ δz−1/2, also
characterizing the response to a point force [38].
Footline Author PNAS Issue Date Volume Issue Number 3
i
i
“marginalityHS6-arxiv” — 2018/7/25 — 9:02 — page 4 — #4 i
i
i
i
i
i
Hard spheres:
The above results on elastic networks can be applied to the
free energy of hard spheres within a metastable state, and near
maximum packing at φc. To do so, we consider a mesoscopic
time scale τ , much larger than the typical interval between
collisions, τC , and define a ‘contact’ network by those parti-
cles that collide on the time scale τ [10, 6, 7]. Using the fact
that the contact network at φc is isostatic, one can show that
the Helmholtz free energy of the metastable state is well ap-
proximated by a sum of two-body effective potentials, which
follow
V (h) ≈ −kBT log h, [9]
where h is the time-averaged gap between ‘contacting’ parti-
cles. Hence in link β the force fβ ≈ kBT/hβ , and the stiffness
kβ ≈ kBT/h2β . It was checked previously in simulations that
this effective potential is very closely followed near φc, and in
particular deviations are less than 5% within the glass phase
[6, 7]. We therefore assume that the effective potential is fixed
and independent of z.
The distribution of contact forces at φc is known to fol-
low P(f) ∼ fθf at small f , with θf ≈ 0.2 [39, 20]. This
directly yields a diverging distribution of stiffnesses: P(k) =
P(f)df/dk ∼ kα, with α = −(1 − θf )/2 < 0. Hence there
are indeed very many contacts with a weak stiffness. How-
ever, to apply our earlier results, we have also assumed in the
variational argument that each opened weak link induces an
extended mode that does not decay appreciably with distance.
This condition leads to a subtlety in the exponent α.
In [20] it was observed that when contacts are opened from
hard sphere packings at φc, there are in addition to the ‘ex-
tended’ modes discussed above, also ‘localized’ modes: defor-
mations that decay on the scale of a few grains. Such ‘local-
ized’ modes occur because of local correlations in the struc-
ture, as illustrated in Figure 4. In SI we show that the vari-
ational argument is not improved by including the localized
contacts, and therefore we want to consider only the extended
type. In d = 2 and d = 3, the distribution of localized con-
tacts was observed to follow fθ` with θ` ≈ 0.17, while that of
the extended contacts follows fθe with θe ≈ 0.44 [20]. Since
the localized contacts are more numerous, the distribution of
forces follows P(f) ∼ fθf with θf = θ`. However, only the
extended contacts can be included in our theory, therefore we
have α = −(1− θe)/2.
We can now present our results for hard spheres. Ge-
ometrically, the characteristic gap hc ∼ φc − φ, so that
the characteristic force and stiffness are, respectively, fc ∼
kBT/hc and kc ∼ kBT/h2c . Stability requires the Hessian
is positive-definite, and therefore following Eq.(7) that ω∗ &
ωc(fc/kc)
1/2 ∼ (φc−φ)−1/2, a result identical to the previous
approach [6, 7] neglecting stiffness heterogeneity. In [7, 12] this
bound was observed to be saturated, and here we assume such
marginal stability, ω∗/ωc ∼ (φc − φ)1/2. From Eqs.(3,4,5,6,8)
we then deduce
D(ω) ∼
{
ω2+a for ω < ω∗
ω−a for ω∗ < ω  ωc [10]
〈δR2〉 ∼ 1
µ
∼ (φc − φ)κ [11]
δz ∼ (φc − φ)2b [12]
where
a =
1− θe
3 + θe
, b =
1 + θe
6 + 2θe
, κ =
4 + 2θe
3 + θe
. [13]
f f = 2f0 sinφ
f0f0
f0f0
φ
Fig. 4. Illustration of a local configuration of particles that gives rise to small
displacements when opening the central horizontal contact. Line thickness represents,
schematically, force magnitude in the central region. Even if the force f0 in the sur-
rounding contacts is on the order of the mean force, f0 ∼ 〈f〉, the force in the
horizontal contact can be small if the angle φ is small, and displacements resulting
from opening that contact will be of order δR ∼ sin(φ).
Using that the pressure p ∼ fc, our prediction for δz(p) ap-
pears satisfied in recent simulations [39] if it is assumed that
the contact network corresponds to those particles closer than
a characteristic gap h† where g(h) changes behavior (see SI).
In SI, we argue that these results are not changed if the evo-
lution of P(k) with packing fraction is taken into account.
The new scaling relation (11) relates two experimentally ac-
cessible quantities, 〈δR2〉 and φc − φ, but through an expo-
nent κ that depends on θe, which is not easily measurable. In
[19, 20], stability of jammed packings at φc was shown to re-
late the exponent γ describing the distribution of gaps between
particles, g(h) ∼ h−γ [40, 41, 39, 20], and the exponents θe
and θ`. In particular, triggering one of these contact-opening
excitations can lead to rewiring of the contact network. Sta-
bility of the system to extensive avalanches of rewiring was
shown to imply [19, 20]
γ ≥ 1− θ`
2
[14]
γ ≥ 1
2 + θe
[15]
In [20] it was observed that contact-opening excitations in
packings are marginally stable, so that the the bounds (14) and
(15) are satisfied with equality, with numerical values γ ≈ 0.4,
θ` ≈ 0.17 and θe ≈ 0.44. Indeed assuming such marginal sta-
bility, it follows that θf = θ` < θe and the exponent θe can be
determined from θe = 2θf/(1− θf ) ≈ 0.41, a value consistent
with the direct measurement 0.44.
Equations (11), (14), and (15) lead to a description of
jammed packings and glasses based on 4 exponents, with
three scaling relations between them. We have in particular
κ = 2/(1 + γ), both sides of which can be measured indepen-
dently.
Comparison with numerics. To confirm the novel prediction
that D(ω) is not flat but scales with frequency as jamming
is approached from the hard sphere side, we perform numer-
ical simulations of a hard-sphere glass in d = 2, at pressure
p = 1012kBT and volume fraction φ ≈ 0.83 (details are in the
SI). The density of states D(ω) can be computed by identi-
fying a contact network via time averaging as done in [6, 7].
Our result for the largest pressure is shown in Fig. 3, confirm-
ing the presence of a weak divergence of D(ω) with frequency.
The exponent appears close to that predicted by Eq.(3), but
larger simulations are needed, preferably in d = 3 to avoid
logarithmic corrections. We note that this prediction could
be tested in colloidal systems using static pair correlation to
extract M and D(ω) [13, 14, 12, 15, 16].
4 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author
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Fig. 5. Probability distribution of forces P(f) for isostatic packings of soft
spheres at indicated system sizes, showing that P(f) ∼ fθf at small f , with an
exponent θf = 0.17.
Comparison with Replica Theory in d =∞:
A very recent replica computation [42, 43, 17, 18] was used to
compute exponents in d =∞ to arbitrary precision, and gets
γ = 0.41269, κ = 1.41574 and θf = 0.42311. These values are
consistent with our prediction κ = 2/(1+γ), which appears to
be exactly satisfied. However, the numerical value we found
previously [27, 20] for θf ≈ 0.17 in two and three dimensions
differs from the replica computation at d = ∞. It was ar-
gued based on numerics [39] that exponents weakly depend
on spatial dimensions up to d = 10, leading to the suggestion
that dimension does not play a role. The same work also re-
ported that θf depends somewhat on system preparation. To
check that our value of θf is not due to the specific meth-
ods we used (in [27] results were obtained in two dimensions
by shear-jamming hard disks, while in [20] hard spheres were
compressed in an over-damped medium), we repeat the mea-
surement of force distribution by decompressing soft spheres
as done in [39], but with much higher statistics for the dimen-
sion considered. Figure 5 shows P(f) in 3 dimensions, and
again we find θf = 0.17± 0.02 (details appear in the SI). Our
results therefore support that system preparation does not af-
fect the exponent θf , and that its value is indeed about 0.17
for the bi-disperse system used. Note that for mono-disperse
packings in 3 dimensions our numerics suggest a slightly larger
exponent θf ≈ 0.23 as shown in SI.
The value for θf in d =∞ is therefore distinct from its value
in d = 2, 3, and our relation (14) is not satisfied in d = ∞.
This is puzzling, because γ appears to be independent of di-
mension [39, 20]. To resolve this dilemma, note that Eq.(15)
is also exactly satisfied by the d = ∞ result if θf = θe. This
suggests a simple reconciliation: if it is assumed that localized
excitations do not exist for d = ∞, then θf = θe, and one
is left with 3 exponents constrained by two scaling relations:
Eq.(15) (where θf = θe), and Eq.(11), both exactly satisfied
in the replica calculation. The scaling description we propose
based on the marginality of real space excitations (both lin-
ear and non-linear) is thus fully consistent with the replica
calculation, as these two scaling relations are satisfied.
The fact that localized excitations appear to be absent in
large dimension seems plausible, as their existence depends on
the presence of local arrangements of particles that are very
soft, illustrated in Figure 4, which may become unlikely when
each particle shares many contacts. This situation may be sim-
ilar to the behavior of ‘rattlers’, particles which are trapped in
a packing but do not contribute to mechanical stability. The
fraction of rattlers is observed to decay exponentially with d
[39], so that in large dimension, it is extremely rare to find a
gap that is large enough to hold a particle. The same expo-
nential decay may occur for localized excitations.
Conclusion. We have shown that the stability of hard spheres
glasses is affected by heterogeneity in contact strengths. Our
new numerics on the force distribution exponent θf , together
with the marginal stability relations described above, support
that the key exponent θe ≈ 0.41 in d = 2 and d = 3, indepen-
dent of system preparation. This yields specific predictions for
the exponents (13):
a = 0.17, b = 0.21, κ = 1.41 [16]
If localized excitations are absent in large dimension, then
our results are fully consistent with the replica theory; in this
case the exponent θe = 0.42311.. and the exponents (16) may
change in their final digit.
Our scaling predictions on D(ω), 〈δR2〉, and µ, Eqs. (10)
and (11), may be tested experimentally in colloidal sys-
tems. From the covariance matrix of particle displacements,
Cij ≡ 〈δ ~Ri δ ~Rj〉, one may define a stiffness matrix Mij ≡
(mikBT )
−1 C−1ij . The latter corresponds to the stiffness ma-
trix of a system interacting with an effective potential, which
for hard spheres is Eq.(9). This procedure has been carried
out in simulations [6, 44, 7] and experiments [13, 14, 15], con-
firming the presence of a peak in D(ω) at low frequency. Our
new predictions, Eq.(16) appear to be accessible experimen-
tally [45].
Overall, our approach leads to a description of jamming
in finite dimensions based on the marginal stability of three
distinct types of excitations, both linear and nonlinear. It
remains to be seen if plastic flow under shear and thermally
activated process near the glass transition can be expressed in
terms of the relaxation of these excitations.
ACKNOWLEDGMENTS. We thank the authors of [17] for sharing their preprint
and for discussions, and Jie Lin, Le Yan, Gustavo Du¨ring, Colm Kelleher, and Marija
Vucelja for discussions. MW acknowledges support from NSF CBET Grant 1236378,
NSF DMR Grant 1105387, and MRSEC Program of the NSF DMR-0820341 for partial
funding.
Footline Author PNAS Issue Date Volume Issue Number 5
i
i
“marginalityHS6-arxiv” — 2018/7/25 — 9:02 — page 6 — #6 i
i
i
i
i
i
6 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author
i
i
“marginalityHS6-arxiv” — 2018/7/25 — 9:02 — page 7 — #7 i
i
i
i
i
i
Supplementary Information
In this Supplementary Information, we provide (A) details of
the effective medium theory discussed in the main text, (B)
evidence that including localized modes does not improve the
variational argument, (C) information on the hard-sphere nu-
merical simulations, (D) information on the soft-sphere nu-
merical simulations, and (E) evidence that the change in gap
distribution at finite δz does not affect our results.
A. Effective medium theory
Our effective medium theory (EMT) is an extension of [35].
The difference in the present work is to allow the bond stiff-
nesses and contact forces to follow nontrivial distributions P(k)
and P(f). For the latter, we consider
P(f) = Cffθe−f/f¯ , [A.1]
(θ = θf in the main text) with 0 ≤ θ < 1 and contact force
law
f = k1|h|x, [A.2]
where h is the gap at a contact (h < 0 for overlap). We
are interested in the cases −1 ≤ x < 0 and x > 1: the
former (x < 0) corresponds to hard particles, and the lat-
ter (x ≥ 1) corresponds to soft particles. We do not consider
cusp-like potentials 0 < x < 1. We assume particle diameter
σ = 1 so that k1 has units of stiffness. The contact stiffness is
k = −df/dh ∝ |h|x−1. This implies
P(k) = Ckkαe−(k/k¯)
x/(x−1)
[A.3]
with α = (1 + xθ)/(x − 1). We have α > 0 when x > 1
and α < 0 when x < 0. The contact strain e is defined by
e ≡ 〈f〉/〈k〉. We take units with k¯ = 1.
As in previous work, we model a random elastic network of
coordination z by diluting a regular lattice of coordination z0
down to z. The stiffness in contact α, kα, and the force in the
contact, fα are random variables distributed according to
PEMT (kα) = (1− P )δ(kα) + P P(kα) [A.4]
PEMT (fα) = (1− P )δ(fα) + P P(fα) [A.5]
where P = z/z0 to model random dilution of the lattice.
In EMT, the elastic behavior of a random material, such as
our randomly diluted lattice, is modelled by a regular lattice
with effective frequency-dependent stiffnesses; as in [35] we
will have a longitudinal stiffness, k‖, and a transverse stiffness
−ek⊥. Writing · for disorder average, the EMT equations
are, from [35] 1,
0 =
k‖ − kα
1− (k‖ − kα)G‖ =
ek⊥ − fα
1 + (ek⊥ − fα)G⊥ , [A.6]
where G‖ and G⊥ are related to the Green’s function G(ω) =(M−mω2)−1 by
G‖ = nα · 〈α|G|α〉 · nα [A.7]
G⊥ =
1
d− 1
[
tr(〈α|G|α〉)−G‖
]
, [A.8]
with 〈α| ≡ 〈i| − 〈j|. In the present case this leads to
0 =
(1− P )k‖
1− k‖G‖ +
PCk
G‖
[
− 1
Ck
+
β
G‖
∫ ∞
0
df
fθe−f
c+ fβ
]
[A.9]
0 =
(1− P )ek⊥
1 + ek⊥G⊥
+
PCf
G⊥
[
1
Cf
− f¯
θ
G⊥
∫ ∞
0
df
fθe−f
c2 − f
]
,
[A.10]
with β = 1 − 1/x, c = (1 − k‖G‖)/G‖, and c2 = (1 +
ek⊥G⊥)/(f¯G⊥). These equations need to be supplemented
with an equation for G. As in [35], we consider a simplified
continuum-like Green’s function with a single elastic modulus,
and whose isotropy has been restored. This is
G(r, ω) =
z0
d
δˆ
∫
BZ
ddq
(2pi)d
eiq·r
(k‖ − e˜k⊥)q2 −mω2 , [A.11]
where BZ = {q : |q| < Λ} is an approximate first Brillouin
zone, e˜ = (d− 1)e, and δˆ is the identity tensor. Isotropy of G
implies an identity
G‖ = G⊥ =
2d
z0
1
k‖ − e˜k⊥
(
1 +
mω2
d
tr(G(0, ω))
)
. [A.12]
We solve equations [A.9], [A.10], [A.11], and [A.12] in
the limit e 1 and δz = z − zc  1, for ω  1 (we now take
m = 1). Based on previous results [35], we expect |c|  1 and
|c2|  1 (which can be checked a posteriori), which allows an
expansion∫ ∞
0
df
fθe−f
c+ fβ
=
{
− cαpi
β sin(piα)
+ . . . if − 1 < α < 0
Γαβ + . . . if α > 0,
[A.13]
with Γt =
∫∞
0
xt−1e−xdx. From this result it can deduced
that for α > 0, the previous results of [35] are obtained, up to
prefactors which depend on θ and x. Therefore, for soft parti-
cles with α ≥ 0, the scalings of [35] are unchanged by stiffness
heterogeneity, and henceforth we only consider the case α < 0,
corresponding to an abundance of weak springs, as discussed
in the main text. The other integral is found similarly∫ ∞
0
df
fθe−f
c2 − f =
Γθ+1
c2
+
Γθ+2
c22
+O(1/c32) [A.14]
The leading order EMT equations are then
0 = k‖G‖ − P + (1− k
‖G‖)α+1P
G‖α+1Γθ+1
pi
β sin(pi|α|) [A.15]
0 = ek⊥G⊥ − P f¯G
⊥(θ + 1)
1 + ek⊥G⊥
[A.16]
Assuming ω 
√
k‖/m, it can be checked that
1
d
tr[G(0, ω)] =
A1
k‖ − e˜k⊥ + . . . [A.17]
with
A1 =
z0
d
2pid/2
Γd/2(2pi)d
{
Λd−2
d−2 if d ≥ 3
1
2
log(1/δz) if d = 2
[A.18]
The above equations can be solved for δz  1 following the
procedure in [35]: we let
k‖ ∼ δzξ, ek⊥ ∼ δzη, e = ece′ [A.19]
ec ∼ δzχ, ω ∼ δzζ [A.20]
and balance terms in the above equations. Note that e and δz
are independent parameters: in an elastic network they can be
1Here we correct several typos in that work
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controlled independently. Here ec is the critical contact strain
at elastic instability [35]. One finds
ξ = 1/(α+ 1), [A.21]
χ = η = 2ζ = 1 + ξ =
α+ 2
α+ 1
[A.22]
reproducing the scalings in the main text. To leading order,
the transverse stiffness is
k⊥ =
2d
z0
(θ + 1)Γθ+2−1/x
Γθ+2
[A.23]
while the leading order equation for k‖ is
0 = 2dA1ω
2 − k‖δz + e˜k⊥zc + k‖α+2c3 [A.24]
with c3 = piz0(1− 2d/z0)α+1(z0/(2d))α/(Γθ+1 sin(pi|α|)). This
is a transcendental equation for k‖ that does not have an an-
alytic solution. However, we can determine some of its key
properties.
We expect an onset frequency ω0 where the density of states
D(ω) grows from 0. This requires that at ω0, |dk‖/dω| = ∞,
giving
ω0 = ω
∗√1− e/ec [A.25]
with ω∗ = δzζ
√
c4/(zcA1), ec = δz
2ζc4/(2d(d − 1)k⊥), and
c4 = (c3(α + 2))
−1/(α+1)/η. The onset frequency ω0 vanishes
at elastic instability e = ec.
Below ω0, k
‖ ≈ k‖∗ ≡ k‖(ω0) = (δz/(c3(α+ 2)))1/(α+1). For
ω  ω0, we find instead k‖ ≈ ω2/(α+2)(−2dA1/c3)1/(α+2).
Combining these gives the approximate solution
k‖ ≈ k‖∗ + ω2/(α+2)(−2dA1/c3)1/(α+2). [A.26]
The density of states is determined by
D(ω) =
z0
piω
Im[(k‖ − e˜k⊥)G‖] [A.27]
=
2dA1
pi
ωIm[1/(k‖ − e˜k⊥)] + . . . [A.28]
which readily gives
D(ω) ∼

0 if ω < ω0
ω1+2/(α+2)δz−2/(α+1) if ω0 < ω < ω∗
ω1−2/(α+2) if ω > ω∗
[A.29]
Debye behavior is absent below ω0, but would appear to next
order in δz [35].
For a marginally stable material, 1 − e/ec  1 so that
ω0 = 0. Hard spheres correspond to x = −1 and k1 = kBT ∼ 1
in our units. The predicted behavior in this case is shown in
Fig. 2 in the main text, for d = 2, corresponding to hard
disks. Note that for hard disks, assuming θ ≈ 0.41, we have
α = −0.30, 1 + 2/(α+ 2) = 2.17, and 1− 2/(α+ 2) = −0.17.
The shear modulus is µ = k‖(ω = 0). When e = 0, we find
µ(e = 0) =
(
δz
c3
)1/(α+1)
, [A.30]
while when e = ec, µ(e = ec) = k
‖
∗, so that µ is smaller by a
factor of
µ(e = 0)
µ(e = ec)
= (α+ 2)1/(α+1) [A.31]
at instability. Note that when α = 0 we recover the factor 2
found in earlier theory [35, 46].
Finally, as in [35] we can extract the asymptotic behav-
ior of the Green’s function for large r. To leading or-
der, log(G(r, ω)) ∼ −r/`s(ω) + iωr/ν(ω) where `s(ω) =
−ω−1|∆k|/Im[√∆k] and ν(ω) = |∆k|/Re[√∆k] are, respec-
tively, the scattering length and sound velocity at frequency
ω. Here ∆k = k‖ − e˜k⊥. The former behaves as
`s(ω) ∼

∞ if ω < ω0
ω−(4+α)/(2+α)δz3/(2α+2) if ω0 < ω < ω∗
ω−(1+α)/(2+α) if ω > ω∗
[A.32]
while the latter is instead
ν(ω) ∼
{
δz1/(2+2α) if ω < ω∗
ω1/(2+α) if ω > ω∗
. [A.33]
We expect that a Rayleigh scattering regime would appear for
ω < ω0, at the next order in δz. From these results we note
particularly that `s(ω
∗) ∼ δz−1/2.
The above results give the leading order behavior when
δz  1. In d = 2, the next terms are smaller only by a factor
∼ 1/(log 1/δz), leading to significant corrections. Therefore,
the plot Fig.(2) uses the full form of the Green’s function, i.e.,
1
d
tr[G(0, ω)]|d=2 = A1
∆k
[
log(∆kΛ2 − ω2)− log(−i0+ − ω2)] ,
[A.34]
with A1 = z0/(8pi). In d ≥ 3 the next terms are smaller by
powers of δz and this problem does not arise.
B. Localized modes
In the variational argument presented in the main text, we
only opened those contacts that led to extended displacements.
Here we show that also opening localized contacts, or some
fraction of the two populations, does not improve this result.
We use the characterization of small forces described in [20].
Each contact α = 〈ij〉 (between particles i and j) in an iso-
static packing is opened, and the resulting displacement field
is measured. Using the fact that the packing is isostatic, the
contact force fα can be written in terms of the resulting dis-
placement field ~δR
(α)
. In particular, each force can be written
as
fα = fc bαWα, [B.1]
where fc is a typical force, bα characterizes the strength of
far-field displacements relative to the displacements of i and
j, and Wα characterizes the coupling strength between the dis-
placement ~δR
(α)
and the confining stress (an isotropic pressure
in the case considered). In particular, displacements scale as
~δR
(α)
i ∼ ~δR
(α)
j ∼ C, [B.2]
~δR
(α)
k ∼ bC, k 6= i, j [B.3]
where 1/C2 ∼ 2 + b2N is a normalization constant.
A contact force can be small in two ways: either the far-field
displacement field has a small amplitude, bα  1, correspond-
ing to localized modes, or the displacement ~δR
(α)
is weakly
coupled to the confining stress, Wα  1, corresponding to
extended modes. For small values of b and W , it was found
that
P(b) ∼ bθ` , P(W ) ∼W θe , [B.4]
8 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author
i
i
“marginalityHS6-arxiv” — 2018/7/25 — 9:02 — page 9 — #9 i
i
i
i
i
i
and furthermore that b and W are approximately indepen-
dent. We assume that θe > θ`, as confirmed by numerics,
and as implied by marginal stability relations discussed in the
main text.
We want to allow, in the variational argument, the possibil-
ity of cutting weak links with a certain mix of localized and
extended properties. A convenient way to do so is to cut links
along the curve
b = W η [B.5]
in (b,W ) space, with 0 < η < ∞, so that f ∼ b1+1/η. When
η → 0, we cut links independently of b, corresponding exclu-
sively to extended contacts. When η → ∞, we cut links in-
dependently of W , corresponding exclusively to localized con-
tacts.
Suppose we cut a fraction q of contacts from an isostatic
packing. Then the induced ∼ qN floppy modes will have dis-
placements scaling as in Eq.(B.2), but where i and j corre-
spond to any of the particles adjacent to the cut contacts.
Modifying accordingly the normalization constant C, the en-
ergy of a typical mode in the original uncut system will be
E ∼ qNk0
qN + b2N
=
qk0
q + b2
, [B.6]
where the stiffness k0 is determined by q =
∫ k0
0
P(k)dk.
This corresponds to a force f0 with q =
∫ f0
0
P(f)df . It
follows after some algebra that q ∼ f1+(ηθ`+θe)/(1+η)0 and
b2 ∼ q2η/(1+η+ηθ`+θe). Fixing q  1, the best bound is ob-
tained by minimizing the energy E(q), since this corresponds
to the smallest frequency for a given amount of cut contacts,
and therefore the largest D(ω(q)) & q/ω(q). There are two
cases:
Case (i). Predominantly localized contacts q  b2:. The
condition q  b2 requires η > η0 with η0 = (1 + θe)/(1− θ`).
In this case E ∼ k0 ∼ f20 ∼ qg1(η) with g1(η) = 2(1 + η)/(η +
ηθ`+1+θe). It can be checked that g
′
1(η) > 0 for all η, so that
the energy is minimized at the largest value of η, i.e., η →∞.
In this case
Eη→∞ ∼ q2/(1+θ`) [B.7]
Case (ii). Predominantly extended contacts q  b2:. The
condition q  b2 requires η < η0. In this case E ∼ qk0/b2 ∼
qg2(η) with
g2(η) = 1 +
2
1 + η + ηθ` + θe
. [B.8]
It can be checked that g′2(η) < 0 for all η, so that the energy
is minimized at the smallest value of η, i.e., η → 0. In this
case
Eη→0 ∼ q1+
2
1+θe [B.9]
Now we note that 1 + 2/(1 + θe) > 1 + 2/(1 + 1) = 2, and
2/(1 + θ`) < 2. This implies that Eη→0  Eη→∞ and there-
fore the smallest energy is attained when choosing only the
extended contacts.
C. Hard-sphere numerical simulations
We simulate hard disks using an event-driven molecular dy-
namics code [47], in which particles are in free flight until
10−5 10−3 10−1 101
10−4
10−3
10−2
10−1
f
P
(f
) 1
0.22
Fig. 6. Distribution of rescaled contact forces P (f) measured in isostatic
packings of N = 4000 monodisperse harmonic spheres in three dimensions.
they collide elastically. The system is 50:50 bidisperse, with
size ratio 1.4. We take units with small diameter σ1 = 1, mass
m = 1 (the same for both species), and kBT = 1, so that
time is measured in units of
√
mσ1/(kBT ). To generate very
large packings, we start with random configurations at very
low density and use the Lubachevsky-Stillinger algorithm, in
which particles are inflated [40]. The particle inflation rate Γ
varies with pressure p as Γ = 10−3 up to p = 102 and Γ = 10−5
up to p = 1012. At p = 1012 the packing fraction is distributed
around φc ≈ 0.83. This protocol generates isostatic packings
at φc, as was explicitly checked in all the packings used. To
obtain configurations at φ < φc, particles are then deflated
by a relative amount , and assigned random velocities. Note
that 1
2
NzkBT = p(V − Vc) ≈ p(φc − φ)N3pi/(2φ2c) so that
p(φc − φ) ≈ 0.29kBT .
To measure the vibrational spectrum of hard disks, it is
necessary to define a contact force network within an interval
of time τ [6, 7]. Two particles are said to be in contact if
they collide with each other during τ . In this same interval,
we define hij as the average gap between two particles and
the contact force fij as the average momentum they exchange
per unit of time. We can then define an effective potential
Veff = −kBT log hij [6, 7], which allows a computation of the
dynamical matrix M. In this work we choose τ = 1000N col-
lisions and N = 4096 particles. For larger τ , the vibrational
spectrum does not change in the frequency range shown.
D. Soft-sphere numerical simulations
We prepare three-dimensional isostatic packings of bi-disperse
soft-spheres, of which half are large and half are small, with
the ratio of their respective radii set to 1.4. With ρi denoting
the radius of the ith particle, and rij denoting the pairwise
distance between the centers of particles i and j, the pair-
wise potential reads φ(rij) =
k
2
(rij − (ρi + ρj))2, where k is
the stiffness. We generate isostatic packings by performing
a fast quench of a random configuration using the FIRE al-
gorithm [?] and applying compressive or expansive strains fol-
lowed by additional quenches to obtain the target coordination
of zc = 6. We choose the stopping condition of the quenches
to be ||~Fmax||/〈f〉 < 10−8, where ||~Fmax|| is the magnitude
of the maximum (over all particles in a packing) of the net
force, and 〈f〉 is the mean contact force. We note that for
our largest systems of N = 8000 particles, the isostatic point
occurs at dimensionless pressures of the order 10−9 or smaller;
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equilibrating packings mechanically at such pressures requires
quad floating point precision numerics.
For the sake of comparison, we have also prepared an en-
semble of mono-disperse isostatic packings of N = 4000, using
the same procedure described above. The associated distribu-
tion of contact forces P (f) is presented in Fig. 6. We find
P (f) ∼ fθf with θf ≈ 0.22, which is slightly larger than what
we observe in the bi-disperse isostatic packings, suggesting
that θf might not be universal.
E. Effect of change of stiffness distribution with φ
In the main text and in the EMT described above, we have
assumed that the shape of the distribution of stiffnesses, P(k),
is independent of δz and e. For hard spheres, we have
f = kBT/h and k = kBT/h
2, where h is the average gap be-
tween particles, given that they share a contact (in the sense
of [7]). The main effect of changing φ is to rescale the charac-
teristic stiffness k0, which is included in our approach. How-
ever as discussed in [39] one expects the rescaled distribution
of gaps (and therefore of stiffnesses) to evolve as φ departs
from φc at weak forces. Here we argue that this evolution,
and the presence of additional contacts at large distance and
small force, does not alter our prediction on κ. For simplicity
we shall consider that all particles at distance h . 1 share a
contact (a scenario presumably much worse than what occurs
in packings where contacts are plausibly not made as soon as
h h† defined below). We let kBT = 1.
The hard-sphere gap distribution g(h) has 2 scaling regimes
(denoted Ib and IIIb in [39]), and an intermediate matching
regime (denoted IIb in [39]). In the first scaling regime, cor-
responding to gaps that become contacts in the limit p→∞,
we have
g(h) ∼ p(hp)−2−θf if h ∼ p−1 [E.1]
In the second scaling regime, corresponding to gaps that are
small, but not zero, as p→∞, we have
g(h) ∼ h−γ if h ∼ 1 [E.2]
In [39], these forms are shown to match smoothly in an in-
termediate regime h ∼ p−µ with µ = (1 + θf )/(2 + θf − γ).
Here it will be sufficient to eliminate this intermediate regime
by joining the two primary distributions at an intermediate
gap size h† ∼ p−µ. We also truncate g(h) at microscopic and
macroscopic gap sizes δ  p−1 and hL ∼ 1. We therefore
consider
g(h) ∼
{
p(hp)−2−θf if δ < h < h†
C2h
−γ if h† < h < hL
[E.3]
This implies
P(k) = C1
k3/2
{
p(p/
√
k)−2−θf if k† < k < 1/δ2
C2k
γ/2 if kL < k < k†
[E.4]
where kL = 1/h
2
L and k† = 1/h
2
†. The constants C1 and C2
in these expressions are set by requiring that P(k) is normal-
ized, and the distribution is continuous at h†. This implies
C2 = p
−1−θf k
(2+θf−α)/2
† .
As discussed in the main text, we consider only the subset
of ‘extended’ contacts, in effect replacing θf by θe in this ex-
pression. Then since −3/2 + 1 + θe/2 = α and the cutoff 1/δ2
plays the same role as an exponential cutoff (as in the EMT,
Eq. [A.3]), this distribution differs from what is considered
in the main text by the ultra-weak force regime k < k†. To
show that the presence of this regime does not affect our re-
sults, we estimate its relative contribution to the energy in a
typical mode, R, as
R =
∫ k†
kL
dk k P(k)∫ 1/δ2
k†
dk k P(k)
[E.5]
∼ p1+2θeδ4+2α [E.6]
We can let δ ∼ p−ν with ν ≥ 1, which implies R . pθe−2.
This goes to zero as p → ∞, so to leading order the ultra-
weak springs contain only an infinitesimal fraction of energy,
and will not affect our results.
We note that our prediction for δz(p) discussed in the main
text is satisfied in the numerics of Ref. [39], if the contact
network is assumed to consist of those particles whose gap is
smaller than h ∼ h†. Since our estimate of R assumes con-
tacts are made for h . 1, we expect that R is in fact an upper
bound on the contribution of the ultra-weak forces.
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