Quantitative structure-activity and structure-property relationship (QSAR/QSPR) studies are unquestionably of great importance in modern chemistry and biochemistry. The concept of QSAR/QSPR is to transform searches for compounds with desired properties using chemical intuition and experience into a mathematically quantified and computerized form. 1 
molecular quantum-mechanical calculations. Methods based on classical molecular force fields and quantum-chemical methods are each capable of minimizing the potential energy of a molecular structure. In principle, quantum-chemical theory should be able to provide precise quantitative descriptions of molecular structures and their chemical properties. As an alternative to ab initio methods (the ab initio name is given to computations that are derived directly from theoretical principles with no inclusion of experimental data), semi-empirical quantum-chemical methods can be used for the calculation of molecular descriptors. These methods have been developed within the mathematical framework of the molecular orbital theory (SCF MO), but based on some simplifications and approximations introduced into the computational procedure which dramatically reduce the computational time. Experimental data on atoms and prototype molecular systems have often been used to estimate values of quantities used in the calculations as parameters. For this reason, these procedures are widely known as semi-empirical methods. 15 A number of semi-empirical methods have been developed over the last several decades. To name some of the most popular: extended Hückel theory (EHT), complete neglect of differential overlap (CNDO), 16, 17 intermediate neglect of differential overlap (INDO), 18 modified INDO (MINDO), 19 modified neglect of diatomic overlap (MNDO), 20 Austin Model 1 (AM1), 21 and parametric Model 3 (PM3). 22 MNDO, AM1 and PM3 are methods based on the correct inclusion of one-center overlap (i.e. neglecting diatomic differential overlap only). The MNDO and AM1 methods have the advantages of relatively short computational times (compared with ab initio calculations) and the availability of parametrization for a variety of atoms. In contrast to MNDO, the AM1 method provides good descriptions even for anions and hydrogen-bonded systems. 21, 23 The AM1 method is still popular for modeling organic compounds 24 and this level was used to find the optimum 3D geometry of the studied molecules.
Wavelet and wavelet neural networks
It is well known that Fourier transform (FT) has played an important role in chemical data processing. FT converts a signal from one form into another form and simplifies the complex signal for chemists. In some respects, wavelet transform (WT) is simply an analog to FT. The only difference is the basis functions. In FT, the trigonometric (sine and cosine) functions are the basis functions, while the basis function in WT is the wavelet. 25 In recent years, the wavelet theory has been developed in mathematics. Wavelets are mathematical functions that cut up data into different frequency components, and then study each component with a resolution matched to its scale. They have advantages over traditional Fourier methods in analyzing physical states where the signal contains discontinuities and sharp spikes. Unlike the Fourier transform, the wavelet transform has dual localization, both in frequency and in time. These characteristics make wavelets an active subject with many exciting applications, not only in pure mathematics, but also in acoustics, image compression, turbulence, human vision, radar, earthquake prediction, fluid mechanics and chemical analysis. 26 A series of wavelets is generated by stretching and shifting the wavelet over the data. The shift b is called a translation and the stretching or widening of the basis wavelet with a factor a is called a dilation. In WT, all basis functions ha,b(t) can be derived from a mother wavelet h(t) through the following dilation and translation processes:
where the parameters of translation are b ∈ R and of dilation are a ∈ R and a > 0 (R denotes real numbers). The continuous wavelet transformation of a signal function such as f(t) is given by
where the superscript * represents the complex conjugate. From Eq. (3), Wf(a,b) can be computed through the convolution product. Wavelet functions have been used in processing analytical data such as compression, denoising, variable selection and feature selection. 27 Many papers have been published on applying WT in chemical studies. [28] [29] [30] [31] The wavelet neural network (WNN) is a combination of wavelet transform and the artificial neural network (ANN). The artificial neural network is a popular tool in function learning due to its ability to learn rather complicated functions. However, ANN using sigmoid functions (Eq. (4)) has some limitations such as settling in local minima of the error surface and converging too slowly.
Recently, radial basis function neural networks (RBFNNs) are an alternative to multilayer perceptron (MLP). The RBFNNs are characterized by a number of radial basis function units in the hidden layer. 33 Wavelet neural networks are another novel approach towards the learning function. WNN uses wavelet functions instead of the traditional sigmoid function (Eq. (4)) as its transfer function in each neuron.
The most commonly used wavelet is the Morlet wavelet basis function in the WNN, which is defined as
A series of Morlet wavelets for various translation (b) and dilation (a) values is shown in Fig. 1 .
The wavelet neural network shows surprising effectiveness in solving the conventional problems of poor convergence or even divergence encountered in other kinds of neural networks. Guo et al. have used WNN for prediction of driving forces of α-cyclodextrin complexation with benzene derivatives 34 and the inclusion of β-cyclodextrin with benzene derivatives. 35 Zhang et al. have been used WNN for prediction of programmedtemperature retention values of naphthas. 26 The architecture of the WNN employed in this study is shown in Fig. 2 . The WNN has an input, an output and at least one hidden layer. The connections between input units and hidden units and between hidden units and output units were called weights, Wti and Wt, respectively. The network learns by calculating an error between desired (Vn T ) and actual output (Vn) and propagating this error information back to each node in the network.
E is the error function and N stands for the number of data in the calibration set. This back-propagated error is used to drive the learning at each node. In the WNN, the gradient descent algorithm is employed and the error is minimized by adjusting Wt, Wti, at and bt parameters. These parameters are adjusted using ΔWt, ΔWti, Δat and Δbt:
ΔWti(j + 1) = -η + αΔWti(j) (8)
Here, η and α are the learning rate and the momentum term, respectively, and j is the number of iterations. The variables of ANN and WNN architectures were optimized to obtain the minimum error for the prediction set.
Results and Discussion

Data set
Experimental S′ values for 69 solvents were assembled from previous publications. 14 The solvents in the data set (Table 1 ) included saturated and unsaturated hydrocarbons, solvents containing halogen, cyano, nitro, amide, sulfide, mercapto, sulfone, phosphate, ester, ether and carbonyl groups as well as furan, pyran, dioxane, pyridine, aniline, quinoline, imidazole, pyrrolidinone and pyrazine rings. The data set was randomly divided in two groups, a calibration set and a prediction set consisting of 50 and 19 solvents, respectively. The calibration set was used for the model generation and the prediction set was used for the evaluation of the generated model.
Descriptor generation
Structures of the solvents were drawn in the HyperChem
Ver. 7.0 (Hypercube, Inc.). The optimization of the molecular structures was carried out by semi-empirical AM1 method using the Polack-Rabiere algorithm until the root mean square gradient was 0.1. After optimization of the molecular structures 11 descriptors were calculated for each solvent. The calculated descriptors were total, binding, hydration and HOMO-LUMO gap energies, dipole moment, surface area, log P, refractivity, polarizability, mass and molar volume. Multiple linear regression (MLR) analyses of molecular descriptors and S′ were carried out using the stepwise strategy in the SPSS 13.0 (SPSS Inc.) software. On the basis of stepwise correlation analysis, three descriptors were selected: dipole moment, surface area and EHOMO-LUMO.
Dipole moment
The polarity of a molecule is well known to be important for various physicochemical properties and many descriptors have been proposed to quantify the polarity effects. The most obvious and most often used quantity to describe the polarity is the dipole moment of the molecule.
Surface area
The term molecular surface usually refers to any surface surrounding some or all of the nuclei of the molecule. In the strict quantum mechanical sense, molecules do not have precisely defined surfaces; however, in analogy to macroscopic objects, the electron distribution may be regarded as a 3D molecular body whose boundary is the molecular surface. Different physical properties and molecular models have been used to define the molecular surface; the most common is reported below together with the descriptors proposed as measures of surface areas. Molecular surface area is a parameter of molecules that is very important in understanding their structure and chemical behavior such as solvent polarity.
EHOMO-LUMO
Energies of the HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital) are very popular quantum chemical descriptors. It has been shown that these orbitals play a major role in governing many chemical reactions and determining electronic band gaps in solids; they are also responsible for the formation of many charge transfer complexes. The energy of the HOMO is directly related to the ionization potential and characterizes the susceptibility of the molecule toward attack by electrophiles. The energy of the LUMO is directly related to the electron affinity and characterizes the susceptibility of the molecule toward attack by nucleophiles. Both the HOMO and LUMO energies are important in radical reactions. The concept of hard and soft nucleophiles and electrophiles has also been directly related to the relative energy of the HOMO/LUMO orbitals. Hard nucleophiles have a low-energy HOMO; soft nucleophiles have 939 ANALYTICAL SCIENCES AUGUST 2007, VOL. 23 Fig. 2 The architecture of the WNN. 
Neural networks construction
The artificial neural network and wavelet neural network programs were written in Matlab Ver. 7.0.4 (The MathWorks, Inc.) in our laboratory. Descriptors appearing in the MLR models were used as inputs of networks and signals of the output node represent the solvent polarity (S′) of the compound of interest. Thus, these networks have three nodes in input layer and one node in output layer. The back-propagation algorithm was used for the training of the networks. Before training, the network parameters would be optimized. These parameters for ANN and WNN are: number of nodes in the hidden layer, learning rate (η) and momentum (α). For optimization of these parameters, the initial values of weights (Wti and Wt) for ANN and WNN, and translation (b) and dilation (a) for WNN were randomly selected from a uniform distribution. Procedures for the optimization of these parameters are given elsewhere. 36 It should be noted that the optimization is based on the minimum value for the mean square error of prediction set (MSEP).
(11)
Vn
T and Vn are desired and actual output, respectively, and N stands for the number of data in the prediction set. The results of optimization for two models are shown in Table 1 . After the optimization of neural network parameters, the networks were trained using the calibration set for the optimization of weights (Wti and Wt) for ANN and WNN, and translation (b) and dilation (a) for WNN. For the controlling of the overfitting of the networks during the training procedure, the values of the mean square error of calibration (MSEC) and the mean square error of prediction (MSEP) were calculated and recorded for monitoring the extent of learning after each 10 iterations. Training was continued to 2 × 10 5 , but after 35480 and 12670 epochs MSEP increased with increasing of epochs for ANN and WNN, respectively and therefore 35480 and 12670 iterations were selected as the optimum number of epochs for ANN and WNN, respectively to avoid overfitting. The results showed the WNN needs fewer training epochs than the ANN (Table 1) .
For the evaluation of the prediction power of the networks, trained neural networks were used to predict the solvent polarity of the molecules included in the prediction set. Statistical parameters of the ANN and WNN models for the prediction set are listed in Table 2 . The results of this table also show that the mean square error, the correlation coefficient and the average
relative error values of the prediction set for WNN are better than those for ANN. Table 3 represents the experimental (S′ exp.) and calculated (S′ calc.) values of solvent polarity using the generated WNN for the calibration and prediction sets. The relationships between experimental and calculated solvent polarity for the calibration and prediction sets determined by the WNN are shown in Figs. 3 and 4 , respectively. MSEC was 0.029, and the average relative error and correlation coefficient for the calibration set were 7.9% and 0.9596, respectively, while MSEP was 0.040, and the average relative error and the correlation coefficient for the prediction set were 6.8% and 0.9211, respectively. The residuals of the WNN-calculated values of the solvent polarity for the prediction set are plotted against the experimental values in Fig. 5 . The propagation of residuals on both sides of zero indicates that there was no systematic error in the development of the neural network. Although validation of neural networks is usually based on an independent test set, cross-validation (CV) is also applied for validation of neural networks. 37 In the application of CV, some samples are left out for validation (validation set), while other samples are used for calibration (calibration set). In the application of CV, leave-one-out cross validation, in which only one sample is left out for validation, is usually used; however, it has been proven that leave-one-out cross validation shows an asymptotically incorrect model and often causes over-fitting. Therefore, it is suggested to leave a large number of samples out for data containing large number of samples. However, when too many samples are left out, the regression will be unstable and easily yield under-fitting, and consequently the calibration and prediction error levels will increase significantly. 38 In this work, to further validate of model and to demonstrate the absence of chance correlation, we split the samples randomly into two parts; a calibration set containing 50 samples and a prediction (validation) set with 19 samples. The optimum weights were obtained for calibration set with 3, 6 and 1 nodes in input, hidden and output layers, respectively and η = 0.06 and α = 0.85 (the same amounts for previous WNN optimization) and were calculated the corresponding MSEP value with samples in the prediction set and these steps were repeated five times. The results were shown in Table 4 , with average training quality of R = 0.9493 and average prediction quality of R = 0.9475, which indicates that proposed model has a high statistical stability and validity.
Conclusions
The main aim of the present work was the development of a QSPR method using a wavelet neural network (WNN) for the modeling of the solvent polarity. ANN model was also trained to compare the results of two models (ANN and WNN) . In the comparison, all statistical parameters of WNN are better than those of ANN for the prediction of the S′. Therefore, WNN was applied for the prediction of the S′ of a wide series of solvents. As far as we are aware, this is the first QSPR study using WNN for the prediction of the solvent polarity and the obtained results showed the ability of the WNN developed here to predict solvent polarity. ANALYTICAL SCIENCES AUGUST 2007, VOL. 23 
