ABSTRACT. It is by now well known that the use of Carleman estimates allows to establish the controllability to trajectories of nonlinear parabolic equations. However, by this approach, it is not clear how to decide whether a given function is indeed reachable. In this paper, we pursue the study of the reachable states of parabolic equations based on a direct approach using control inputs in Gevrey spaces by considering a nonlinear heat equation in dimension one. The nonlinear part is assumed to be an analytic function of the spatial variable x, the unknown y, and its derivative ∂ x y. By investigating carefully a nonlinear Cauchy problem in the spatial variable and the relationship between the jet of space derivatives and the jet of time derivatives, we derive an exact controllability result for small initial and final data that can be extended as analytic functions on some ball of the complex plane.
INTRODUCTION
The null controllability of nonlinear parabolic equations is well understood since the nineties. It was derived in [6] in dimension one by solving some "ill-posed problem" with Cauchy data in some Gevrey spaces, and in [4, 5] in any dimension and for any control region by using some "parabolic Carleman estimates".
The null controllability was actually extended to the controllability to trajectories in [5] . However, it is a quite hard task to decide whether a given state is the value at some time of a trajectory of the system without control (free evolution). In practice, the only known examples of such states are the steady states.
As noticed in [16] , in the linear case, the steady states are Gevrey functions of order 1/2 in x (and thus analytic over C) for which infinitely many traces vanish at the boundary, a fact which is also a very conservative condition leading to exclude e.g. all the nontrivial polynomial functions.
The recent paper [16] used the flatness approach and a Borel theorem to provide an explicit set of reachable states composed of states that can be extended as analytic functions on a ball B. It was also noticed in [16] that any reachable state could be extended as an analytic function on a square included in the ball B. We refer the reader to [1, 7] for new sets of reachable states for the linear 1D heat equation, with control inputs chosen in L 2 (0, T ). We notice that the flatness approach applied to the control of PDEs, first developed in [11, 3, 18, 23] , was revisited recently to recover the null controllability of (i) the heat equation in cylinders [14] ; (ii) a family of parabolic equations with unsmooth coefficients [15] ; (iii) the Schrödinger equation [17] ; (iv) the Korteweg-de Vries equation with a control at the left endpoint [13] . One of the main features of the flatness approach is that it provides control inputs developed as explicit series, which leads to very efficient numerical schemes.
The aim of the present paper is to extend the results of [16] to nonlinear parabolic equations. Roughly, we shall prove that a reachable state for the linear heat equation is also reachable for the nonlinear one, provided that its magnitude is not too large and its poles and those of the nonlinear term are sufficiently far from the origin. The method of proof is inspired by [6] where a Cauchy problem in the variable x is investigated. The main novelty is that we prove an exact controllability result (and not only a null controllability result as in [6] ), and we need to investigate the influence of the nonlinear terms on the jets of the time derivatives of two traces at x = 0. Here, we do not use some series expansions of the control inputs as in the flatness approach, but we still use some Borel theorem as in [21, 16] . It is unclear whether the same results could be obtained by the classical approach using the exact controllability of the linearized system and a fixed-point argument.
To be more precise, we are concerned with the exact controllability of the following nonlinear heat equation
3)
where f : R 3 → R is analytic with respect to all its arguments in a neighborhood of (0, 0, 0). More precisely, we assume that f (x, 0, 0) = 0 ∀x ∈ (−4, 4), (1.5) and that f (x, y 0 , y 1 ) = ∑ We infer from (1.6) and (1. Among the many physically relevant instances of (1.1) satisfying (1.5)-(1.8), we quote:
(1) the heat equation with an analytic potential: Note that our controllability result is still valid when the nonlinear term −y∂ x y in (1.9) is replaced by a term like ϕ(x)y p (∂ x y) q with ϕ as in (1), and p, q ∈ N. Because of the smoothing effect, the exact controllability result has to be stated in a space of analytic functions (see [16] for the linear heat equation). For given R > 1 and C > 0, we denote by R R,C the set
We say that a function 
Similarly, we say that a function 
The main result in this paper is the following exact controllability result. 
A similar result with only one control can be derived assuming that f is odd w.r.t. (x, y 0 ). Consider the control system 
Let R >R and T > 0. Then there exists some numberĈ > 0 such that for all y 0 , y 1 ∈ R R,Ĉ with
Corollary 1.2 can be applied e.g. to (i) the heat equation with an even analytic potential; (ii) the Allen-Cahn equation; (iii) the viscous Burgers' equation.
The constantR := 4e (2e) −1 is probably not optimal, but our main aim was to provide an explicit (reasonable) constant. It is expected that the optimal constant isR := 1, with a diamond-shaped domain of analyticity as in [1] and [7] for the linear heat equation.
The paper is organized as follows. Section 2 is concerned with the wellposedness of the Cauchy problem in the x-variable (Theorem 2.1). The relationship between the jet of space derivatives and the jet of time derivatives at some point (jet analysis) for a solution of (1.1) is studied in Section 3. In particular, we show that the nonlinear heat equation (1.1) can be (locally) solved forward and backward if the initial data y 0 can be extended as an analytic function in some ball of C (Proposition 3.6). Finally, the proofs of Theorem 1.1 and Corollary 1.2 are displayed in Section 4.
CAUCHY PROBLEM IN THE SPACE VARIABLE
2.1. Statement of the global wellposedness result. Let f = f (x, y 0 , y 1 ) be as in (1.5)-(1.8). We are concerned with the wellposedness of the Cauchy problem in the variable x:
for some given functions g 0 , g 1 ∈ G 2 ([t 1 ,t 2 ]). The aim of this section is to prove the following result.
4)
there exist some numbers R 1 , R 2 with 4/e < R 1 < R 2 and a solution y
2.2. Abstract existence theorem. We consider a family of Banach spaces
that is, the natural embedding X s ⊂ X s ′ for s ′ ≤ s is of norm less than 1.
We are concerned with an abstract Cauchy problem
where X 0 ∈ X 1 and G(x) 
Moreover, we have the estimate
where λ ∈ (0, 1), a ∞ ∈ (λ , 1) and C 1 > 0 are some constants. In particular, we have
If, in addition, we assume that 
We prove first the existence of a solution on an interval 
where
Proof of Proposition 2.3. We follow closely the proof of [8] , taking care of the choice of the constants and of the time of existence. Consider a sequence of numbers (a k ) k≥0 satisfying the following properties (the existence of such a sequence is proved in Lemma 2.4, see below):
Next, we pick η small enough so that η ∑ ∞ i=0
We define, for k ∈ N∪{∞}, the (Banach) space
12)
We want to define a sequence (U k ) k≥0 by the relations
Note that U 1 (x) = (TU 0 )(x) = U 0 for |x| < 1. Introduce
We prove by induction on k ∈ N the following statements (that contain the fact that the sequence (U k ) k∈N is indeed well defined):
14)
Let us first check that (2.14)-(2.15) are valid for k = 0. For (2.14), we have that
Assume that (2.14)-(2.15) are true up to the rank k. Let us check that they are also true at the rank k + 1.
Take s and x (for simplicity, we assume
In particular, we can apply (2.9) replacing s ′ by s and s by s(τ) =
Note that we have indeed 0 ≤ s < s(τ) < 1. Next
where we have used the fact that
Let us go back to the estimate of the integral. To simplify the notations, we denote A = a k+1 (1 − s) and recall 0 ≤ τ ≤ x < A. We have
, we have obtained
So, we have proved that 17) and hence λ k+1 ≤ 4a 0 ελ k . This yields (2.14) at rank k + 1. Let us proceed with the proof of (2.15) at rank k + 1.
for |x| < a k+2 (1 − s) . This is obtained by noticing that
The proof by induction of (2.14)-(2.15) is complete.
We are now in a position to prove the existence of a solution to (2.11). Let us introduce the function
Note that the convergence of the series is normal in Y ∞ . Indeed,
Note also that (2.15) remains true for
Let us prove that U ∞ is indeed a solution of (2.11). Using the fact that U k+1 − TU k = 0, we have
where all the terms in the equation are in Y ∞ . The same estimates as before yield for 0 ≤ s < 1 and
, and hence
Let us prove the uniqueness of the solution of (2.11) in the same space Y ∞ . Assume that U and U are two solutions of (2.11) in Y ∞ . Pick λ ∈ (0, 1), and let
Then we have by the same computations as above that
Thus U (x) = U(x) for |x| < a ′ ∞ = λ a ∞ , with λ as close to 1 as desired.
It remains to prove the existence of the sequence (a k ) k≥0 . This is done in the next lemma.
Lemma 2.4. There exists a sequence (a k ) k∈N satisfying (i), (ii) and (iii).
Proof. We denote C 0 = 4ε < 1 and we require ∑ ∞ i=0
< +∞. Picking a 0 = 1 and γ > 0 small enough, we define the sequence (a k ) k∈N by induction by setting
The sequence (a k ) k∈N is clearly decreasing, (2) which can be made greater than 1 − δ for γ small.
Let us complete the proof of Theorem 2.2 by using a scaling argument. Pick any number λ ∈ (0, 1) with 1] , and the new unknowñ
).
ThenŨ should solve 
The proof of Theorem 2.2 is complete.
2.3. Gevrey type functional spaces. We follow closely [9, 24] .
2.4. Definitions. We define several spaces of Gevrey λ functions for λ > 1. For our application to the heat equation, we shall take λ = 2, but for the moment we stay in the generality. Introduce
and let Γ denote the Gamma function of Euler. It is increasing on [2, +∞).
We also introduce a variant of those functions with a parameter a ∈ R (a is not necessarily an integer): 
The intermediate space will be the set of functions in
Note that for a = 0, we recover the spaces defined earlier in [24] , and
Definition 1. Yamanaka [24] defined the norms
and similarly we define for a ∈ R
The space G λ L,a is supposed to "represent" the space of functions Gevrey λ with radius L −1 with a derivatives. Roughly, we may
The following result [24, Theorem 5.4] will be used several times in the sequel.
The following result is a variant of Proposition 2.3 of Kawagishi-Yamanaka [9] , where the spaces we consider contain some non-integer "derivatives". 
and hence
Proof. The main tool will be the asymptotic of the Gamma function
, which follows at once from Stirling's formula (see [22] )
In particular, for any δ > 0, there exists a number N = N(λ , δ , a, b, q) such that for all k ∈ N with k ≥ N,
We can also assume that k ≥ N implies k + q > |a| + 1, and
are given by (2.18) . Note that we always have
where we used the fact that sup
This yields the result, for |k+q−a|−|k−b| ≤ C(λ , δ , a, b, q), α −|k−b| ≤ 1, and δ , a, b, q) .
The second statement follows by using the definition of · αL,b and the estimate
for q ≥ 1, the case q = 0 being immediate.
2.6. Application to the semilinear heat equation. We aim to solve the system:
This is equivalent to solve the first order system
.
where the norms are those defined in Definition 1 with λ = 2. (Note that u 0 is more regular than u 1 of one half derivative.) In particular, we have that
In the following result, L 1 stands for the inverse of the radius of the initial datum. 
where r = 2 and τ > 0 will be chosen thereafter. Note that (2.7) is satisfied because of (2.24) and the fact that 
Applying Lemma 2.6 with λ = 2 and δ > 0 as in (2.34), and with q = 0, b = 1/2, a = 0 (respectively q = 1, b = 0, a = 1/2), so that λ d = 1 in both cases, we obtain the existence of some number C = C δ > 0 such that
where we have used
and the fact that te −t ≤ e −1 for t ≥ 0. Minimizing the constant in the r.h.s. leads to the choice r = 2.
(Note that the initial space X 1 = X L 1 is independent on the choice of r.) We arrive to the estimate
By (2.34), we can then pick τ 0 large enough so that 
Proof. Since (2.37) follows from (2.38), for F(x, 0) = 0, it is sufficient to prove (2.38). Pick 0 ≤ s ′ < s ≤ 1, D > 0 and U,V ∈ X s satisfying (2.39). Then
where we used the triangle inequality and Lemma 2.5. Note that, by (2.22), we have for a constant
and similarly
Since, by Lemma 2.5,
we infer that
we have that
Similarly, we can prove that
Therefore, using (2.33), (2.36) and (2.40), we infer that
To complete the proof of (2.38), it is sufficient to pick τ ≥ τ 0 with τ 0 such that 2CM ′ /(eτ 0 ) ≤ ε, and D as in (2.42).
For given 0 ≤ s ≤ 1 and U = (u 0 , u 1 ) ∈ X s with U X s ≤ D, let us prove that the map x ∈ [−1, 1] → F(x,U ) ∈ X s is continuous. Pick any x, x ′ ∈ [−1, 1]. From the mean value theorem, we have for r ∈ N that |x r − x ′r | ≤ r|x − x ′ | for r ∈ N, and hence
We infer that
We are in a position to prove Theorem 2.1. .4) holds. We will show that Theorem 2.7 can be applied provided that C is small enough. Pick
Recall that
Then, if follows that (2.43) is satisfied provided that
(2.48) 
Again, (2.49) and (2.50) are satisfied if the constant C in (2.4) is small enough. We infer from Theorem 2.7 the existence of a solution
. To this end, we prove by induction on n ∈ N the following statement
The assertion (2.51) is true for n = 0, for
Assume (2.51) true for some n ∈ N. Since A is a continuous linear map from X s to X s ′ for 0 ≤ s ′ < s ≤ 1, we have that
On the other hand, as f is analytic and hence of class C ∞ , we infer from (2.51) that
, we obtain that (2.51) is true with n replaced by
, which uses some estimates of the next section, is given in appendix, with eventually a stronger smallness assumption on the initial data.
CORRESPONDENCE BETWEEN THE SPACE DERIVATIVES AND THE TIME DERIVATIVES
We are concerned with the relationship between the time derivatives and the space derivatives of any solution of a general nonlinear heat equation
where f = f (x, y 0 , y 1 ) is of class C ∞ on R 3 . When f = 0, then the jet (∂ n x y(0, 0)) n≥0 is nothing but the reunion of the jets (∂ n t y(0, 0)) n≥0 and
When f is no longer assumed to be 0, then the relations (3.2)-(3.3) do not hold anymore. Nevertheless, there is still a one-to-one correspondence between the jet (∂ n x y(0, 0)) n≥0 and the jets (∂ n t y(0, 0)) n≥0 and
. Then the determination of the jet (∂ n x y(0, τ)) n≥0 is equivalent to the determination of the jets (∂ n t y(0, τ)) n≥0 and (∂ n t ∂ x y(0, τ)) n≥0 . Proof. The proof of Proposition 3.1 is a direct consequence of the following Lemma 3.2. Let f ∈ C ∞ (R 3 ) and n ∈ N * . Then there exist two smooth functions H n = H n (x, y 0 , y 1 , ...,
(3.5)
Proof of Lemma 3.2. Assume first that n = 1. Then (3.4) holds with H 1 (x, y 0 , y 1 ) = f (x, y 0 , y 1 ). Taking the derivative with respect to x in (3.1) yields
and hence (3.5) holds withH 1 (x, y 0 , y 1 ,
(x, y 0 , y 1 )y 2 . Assume now that (3.4) and (3.5) are satisfied at rank n − 1, and let us prove that they are satisfied at rank n. For (3.4), we notice that
for some smooth function H n = H n (x, y 0 , ..., y 2n−1 ). For (3.5), we notice that
x y) for some smooth functionH n =H n (x, y 0 , y 1 , ..., y 2n ).
Next, we relate the behaviour as n → +∞ of the jets (∂ n t y(0, τ)) n≥0 and (∂ n t ∂ x y(0, τ)) n≥0 to those of the jet (∂ n x y(0, τ)) n≥0 . To do that, we assume that in (3.1) the nonlinear term reads
where the coefficients a p,q,r , (p, q, r) ∈ N 3 , satisfy (1.7)-(1.8).
Proposition 3.3. Let −∞ < t 1 ≤ τ ≤ t 2 < +∞ and f = f (x, y 0 , y 1 ) be as in (1.5)-(1.6) with the coefficients a p,q,r , (p, q, r) ∈ N 3 , satisfying (1.7)-(1.8). Pick any R > 4 and any numbers R, R ′ with 4 < R ′ < R < min( R, b 2 ). Then there exists some number C > 0 such that for any C ∈ (0, C], , we can find a number
for some y 0 ∈ RR ,C , is such that
In particular, we have
Proof. We know from Proposition 3.1 that the jets (∂ n t y(0, τ)) n≥0 and (∂ n t ∂ x y(0, τ)) n≥0 are completely determined by the jet (∂ n x y(0, τ)) n≥0 , that is by y 0 . A direct proof of estimates (3.10) and (3.11) (which follow at once from (3.9)) seems hard to be derived, whereas a proof of (3.9) can be obtained by induction on n. We shall need several lemmas. 
The following Lemma gives the algebra property for the mixed Gevrey spaces
. A slight modification of its proof actually yields Lemma 2.5, making the paper almost self-contained.
Then we have
Proof of Lemma 3.5:
q , we obtain
So, denoting µ := µ − q > 2 and
From Leibniz' rule, we have that
This yields
and hence (using again (3.15))
Finally, by convexity of x → x µ , we have that
where we used the fact that µ = µ − q > 2.
It follows that
and hence the proof of Lemma 3.5 is complete once we have noticed that (2n + k)!(2n
Let us go back to the proof of Proposition 3.3. Pick any number µ > 3. We shall prove by induction on n ∈ N that 16) where 0 < C n ≤ C ′ < +∞. For n = 0, using the fact that R < R, we have that
Assume that (3.16 ) is satisfied at the rank n ∈ N for some constant C n > 0. Then, by (1.1), (1.6), we have that
(Note that the sum for I 2 is over p ≥ 1, for A 0,0 (x) = 0.) Since R ′ < R, we can pick some ε ∈ (0, 1) such that
For I 1 , we have that
Since A p,q does not depend on t, we have that ∂ k x ∂ n t A p,k = 0 for n ≥ 1 and k ≥ 0. Next, for k ≥ 0, we have that
Note that, still by (3.16), the function ∂ x y satisfies the estimate
Using µ − 1 > 2, we infer from iterated applications of Lemma 3.5 that
where we denote K := max(K 0,µ , K 1,µ ). We infer from (3.20)-(3.21) that 
is satisfied provided that
Pick a number δ ∈ (0, 1). Assume that
Then, with this choice of C n+1 , (3.24) holds provided that (3.25) is satisfied. Next, one can pick some n 0 ∈ N such that for n ≥ n 0 , we have λ n ≤ 1.
This yields C n+1 ≤ C n for n ≥ n 0 , provided that (3.25) holds for n = n 0 . To ensure (3.25) for n = 0, 1, ..., n 0 , it is sufficient to choose C 0 small enough (or, equivalently, C small enough) so that
The proof by induction of (3.16) is achieved. We can pick
The proof of Proposition 3.3 is complete.
Proposition 3.6. Let −∞ < t 1 ≤ τ ≤ t 2 < +∞ and f = f (x, y 0 , y 1 ) be as in (1.5)-(1.6) with the coefficients  a p,q,r , (p, q, r) ∈ N 3 , satisfying (1.7)-(1.8) . Assume in addition that b 2 >R := 4e (2e) −1 ≈ 4.81. Let R >R. Then there exists some number C > 0 such that for any C ∈ (0, C] and any numbers R, R ′ , L witĥ R < R ′ < R < min(R, b 2 ) and 4e e −1 /R ′2 < L < 1/4, there exists a number 
Proof. LetR := 4e (2e) −1 ,R >R and R, R ′ withR < R ′ < R < min(R, b 2 ). Pick C,C as in Proposition 3.3, and pick any y 0 ∈ RR ,C . If a function y as in Proposition 3.6 does exists, then both sequences of numbers
, n ∈ N can be computed inductively in terms of the coefficients a n = ∂ n x y 0 (0), n ∈ N, according to Proposition 3.1. Furthermore, it follows from Proposition 3.3 (see (3.10)-(3.11)) that we have for some
. Note that both sequences (d n ) n∈N and (d n ) n∈N (as above) can be defined in terms of the coefficients a n 's, even if the existence of the function y is not yet established. 
for some H > 0 and C > 0. Then for allH > e e −1 H there exists a function f ∈ C ∞ (R) such that 
It follows at once from Stirling' formula that (2n)! ≤ C s 4 n (n!) 2 for some universal constant C s > 0, so that (with 4H = L)
Note that 4H = L < 1/4. If C is sufficiently small, then C ′ is as small as desired, and it follows then from Theorem 2.1 that we can pick a function Let ρ ∈ C ∞ (R) be such that
Then by [16, Lemma 3.7 
It follows then from Proposition 3.1 that ∂ n x y(0, T ) = ∂ n xỹ (0, T ) = ∂ n x y 1 (0) for all n ∈ N, and hence y(., T ) = y 1 The proof is by induction on n ≥ 0. Claim 1 is obvious for n = 0 (take H 0 (x, y 0 , y 1 , y 2 ) = y 2 + f (x, y 0 , y 1 )), and if it is true for some n ∈ N, then Our second claim is concerned with the function H n in Lemma 3.2.
CLAIM 2. For all n ≥ 1 we have H n (−x, −y 0 , y 1 , ...., (−1) 2n−1 y 2n−1 ) = −H n (x, y 0 , y 1 , ..., y 2n−1 ). We prove Claim 2 by induction on n ≥ 1. For n = 1, the result is obvious, for H 1 (x, y 0 , y 1 ) = f (x, y 0 , y 1 ). Assume the result true at rank n − 1 ≥ 1. Then we infer from (3.4) and (3.6) that 
Using the estimate Γ(n + 
