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A significant problem in some low thrust rockets is the freezing of atomic species in the ex-
panding region of the nozzle. This freezing phenomena effectively prohibits the conversion
of heat of formation associated with radical species to propulsive work. The motivation
of this thesis is to explore methods to extract heat of formation from an otherwise frozen
flow by enhancing chemical recombination. Since recombination is inherently a collision
process, the intent is to increase the local collision rate in an expanding flow and hence pro-
mote molecular recombination. To increase the collision rate, two methods are proposed
to locally compress the flow.
The approach of this thesis is to numerically model a hypothetical reacting nozzle flow. To
demonstrate the compression hypothesis, an elementary dissociation-recombination set for
pure oxygen flows is considered. To model the reacting nozzle, a node based finite volume
program was written to solve the Euler equations with finite-rate chemical kinetics. The
gas dynamics are fully coupled to the chemistry using a point impicit scheme. Nozzle
thrust calculations are obtained by integrating the pressure distribution along the nozzle
wall. These thrust calculations and the 02 mass fraction distributions are used to evaluate
the effectiveness of the compression methods.
The numerical results of this thesis show that recombination can be induced in a chemically
frozen nozzle flow by introducing compression waves. In particular, a method is proposed
to compress the flow that resembles an isentropic compression ramp. It is suggested that
the nature of this compression process lies within two extremes. The first is that of zero
compression and results in no chemical change to the expanding flow. The other extreme
corresponds to compression induced by shock waves. This degree of compression provides
an excess of collisional energy resulting in net dissociation, instead of recombination.
Thesis Supervisor: David A. Gonzales,
Assistant Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
1.1 Objective
A significant problem in some low thrust rockets is the freezing of atomic species in the
expanding region of the nozzle. This freezing phenomena effectively prohibits the con-
version of heat of formation associated with radical species to propulsive work. Hence,
chemical freezing represents a limitation in nozzle performance. The motivation of this
thesis is to explore methods to extract heat of formation from an otherwise frozen flow by
inducing chemical recombination. Since recombination is inherently a collision process,
the intent is to increase the local collision rate in an expanding flow and hence promote
molecular recombination. To increase the collision rate, two methods are proposed to
locally compress the flow. By increasing recombination, a net gain in thrust may be real-
ized. This improvement in nozzle performance translates into extended thruster lifetimes
or increased payload capacity.
1.2 Background
The importance of non-equilibrium chemistry in high speed propulsive flows has been well
documented in the literature [6], [14], [18]. The phenomenon of chemical freezing, whereby
effectively no chemical activity occurs in a reacting flow, has long been recognized as a
performance limitation in nozzle flows [26]. In response, research has been directed towards
tailoring nozzle design to delay the onset of the freezing point [4]. Recent numerical studies
of a low pressure, low thrust nozzle have reported chemical freezing just downstream of
the nozzle throat [13]. Research efforts continue to place an emphasis on improving nozzle
design and numerical prediction capabilities.
1.3 Approach
The approach of this thesis is to numerically model a hypothetical reacting nozzle flow. To
demonstrate the compression hypothesis, an elementary dissociation-recombination set for
pure oxygen flows is considered. Two nozzle geometries, each having a parabolic contour,
are considered. The contour of these base nozzles are then modified to produce a range of
compression levels in the expanding flow.
To model the reacting nozzle, a node based finite volume program was written to solve
the Euler equations with finite-rate chemical kinetics. The gas dynamics are fully coupled
to the chemistry using a point impicit scheme. Nozzle thrust calculations are obtained by
integrating the pressure distribution along the nozzle wall. These thrust calculations and
the 02 mass fraction distributions are used to evaluate the effectiveness of the compression
methods.
1.4 Research Contributions
The numerical results of this thesis show that recombination can be induced in a chemically
frozen nozzle flow by introducing compression waves. In particular, a method is proposed
to compress the flow that resembles an isentropic compression ramp. It is suggested that
the nature of this compression process lies within two extremes. The first is that of zero
compression and results in no chemical change to the expanding flow. The other extreme
corresponds to compression induced by shock waves. This degree of compression provides
an excess of collisional energy resulting in net dissociation, instead of net recombination.
An increase in the amount of dissociated products in the nozzle tends to decrease rather
than increase thrust.
Chapter 2
Proposed Concept
2.1 Introduction
The role of a rocket nozzle is to convert the internal energy of the working fluid into
kinetic energy of the bulk flow and thereby produce thrust. This energy transformation
is achieved at the molecular level by collisions. These collisions initiate chemical reac-
tions, some of which extract enthalpy from the reactants resulting in an increase in kinetic
energy of the products. Recombination is an example of such a reaction. As a result,
chemical kinetics has a strong influence on nozzle performance. Chemical freezing occurs
when there is effectively no chemical activity in the flow and is discussed below as a per-
formance limiting phenomena. The motivation of this thesis is to address a method of
enhancing chemical recombination rates in an otherwise chemically frozen flow. Methods
of flow compression are investigated as a means to increase the collision frequency and
hence the local recombination rate. Two different methods are proposed, each relying on
a fundamentaly different process. A hypothetical reacting nozzle flow is modeled numer-
ically. For this exploratory investigation, simple dissociation-recombination kinetics are
studied by simulating the supersonic, high enthalpy flow of pure oxygen in a parabolic
nozzle.
2.2 Energy Exchange Mechanisms
The process of thrust generation in a chemically reacting nozzle is an energy exchange
process and may be viewed in two ways. The first is a macroscopic view and involves the
transfer from chemical to thermal energy. This transfer is achieved by collision processes.
The second is a macroscopic view and involves the transfer of thermal energy into kinetic
energy of the bulk nozzle flow. This transfer is a consequence of the conservation of energy.
The net energy transferred into the kinetic energy of the bulk flow appears as a gain in
thrust.
2.2.1 Macroscopic Energy Exchange
The steady form of the integral energy equation for flow in a nozzle is given in vector
notation [15] as
(2.1)SpHt( -i) dS=Q - T
where Q and W are the heat transfer and mechanical work rates, respectively. The fluid
density is p and V is the velocity. The total enthalpy per unit mass Ht is related to the
enthalpy per unit mass h and flow speed 1V1 by
Ht = h + 0.51 V12
where
h = eint + p/p
(2.2)
(2.3)
and eint is the internal energy per unit mass of fluid.
fluid gas constant R and temperature T through the
The flow work p/p is related to the
equation of state, i.e.,
p/p = RT
In the absence of heat transfer or work, Eq. (2.1) simplifies to
Ht = Ho
(2.4)
(2.5)
where Ho is a constant. Therefore, substituting Eqs. (2.2) and (2.3) into Eq. (2.5) yields
the total enthalpy balance,
Ho = eint + RT + 0.51 V 2 (2.6)
The first two terms on the right hand side of Eq. (2.6) correspond to the fluid thermal
energy per unit mass. The remaining term corresponds to the kinetic energy per unit
mass of the bulk flow. Hence, Eq. (2.6) governs the exchange of thermal and kinetic
energy. This energy exchange is responsible for the production of thrust in an expanding
supersonic flow. In this flow regime, the decreasing temperature results in a decrease in
thermal energy of the fluid. From Eq. (2.6), the decrease in thermal energy must appear
as an increase in the kinetic energy of the bulk flow and thus an increase in nozzle thrust.
This concept of energy exchange is extended to chemicaly reacting flows. Using the no-
tation s to denote a chemical species, the internal energy eint is obtained by a weighted
sum over the internal energy of the individual chemical species eint,s i.e.,
eint = Ceint,s + e (2.7)
where eo = ho, the enthalpy of formation for atomic species. C, is the species mass
fraction, which is formally defined in Sec. 3.3.2. The flow work is expressed in terms of a
species gas constant R,,
p/p = RsT (2.8)
Therefore, substituting Eqs. (2.7) and (2.8) into Eq.( 2.6), one obtains,
H o = Cseint,s +E RT + E Csh + 0.51 12 (2.9)
s s atoms
The first two summations appearing in Eq. (2.9) correspond to the thermal energy of the
flow. The remaining summation corresponds to the chemical energy in the flow. As atomic
species recombine, the chemical energy associated with the atomic heat of formation ho is
released to the flow. From Eq. (2.9), the thermal energy increases as the chemical energy
is transferred into random thermal motion. This increase in thermal energy appears as
an increase in temperature. The thermal energy is subsequently converted into kinetic
energy, 0.5 V 2, as the supersonic flow expands in the nozzle. The increase in kinetic
energy of the bulk flow results in an increase in thrust.
2.2.2 Microscopic View
On a microscopic level, the exchange of thermal and chemical energy occur by collisions.
A bimolecular reaction [26] of the form
AB + M - A + B + M (2.10)
involves the dissociation of an AB molecule into its A and B components. The prod-
uct species A and B may be identical or different species. This reaction is endothermic,
with the kinetic energy of the collision providing the necessary energy to break the AB
intermolecular bond. The local temperature decreases as result of the transfer from ther-
mal energy of the system to chemical energy of the radical species A and B. M can be
any species and is chemically inert in the reaction mechanism. The backward or reverse
three-body mechanism,
AB + M- A + B + M (2.11)
results in the recombination of the AB molecule. In this direction, the reaction is exother-
mic, resulting in an energy release associated with the heat of formation of the reactants
A and B. The role of the third body collision partner M is to carry away the released
excess energy. Otherwise, the AB molecule would retain sufficient energy to immedi-
ately dissociate again. Since M is chemically inert in the reaction, the energy exchange
results in an increase in kinetic energy of species M. This transfer from chemical to ther-
mal energy results in an increase in temperature. Combining Eqs. (2.10) and (2.11), a
dissociation-recombination reaction is of the form:
AB + M - A + B + M (2.12)
2.2.3 Chemical Freezing
A reacting gas in chemical equilibrium implies that there are sufficient collisions for chem-
ical reactions to produce a chemical composition consistent with the local values of P and
T. However, in cases of low static pressure and high velocity flows, the gas dynamic resi-
dence time may be very small relative to the collision frequency. In such a flow, although
molecular collisions continue to occur, the frequency is too small to produce any noticeable
changes in chemical composition. The flow is then said to be chemically frozen.
The degree of chemical activity in a reacting flow may be determined by a comparison
of relevant characteristic time scales. A characteristic time associated with chemical re-
actions, r, is the time required for a chemical reaction to approach equilibrium. A gas
dynamic residence time, rf, is associated with the time a fluid element convects through
a specified region in space. The Damkbhler number [26] is formed by the ratio Tf/r,, and
is denoted Da. If the chemical reactions proceed at a rate much slower than the residence
time, Da < 1 (i.e., r, > T-), and the flow is chemically frozen. Conversely, if the reactions
occur on a time scale much faster than the residence time, D, > 1 (i.e., r~ < Tr), the flow
is considered to be in chemical equilibrium. The region bounded by the two extremes is
described as chemical non-equilibrium flow.
2.3 Proposed Concept: Induced Recombination
2.3.1 Compression Waves
Many low thrust rockets operate at frozen conditions. Therefore, there is a critical need
to extract as much energy as possible fom this flow to increase the specific impulse. Since
recombination is a collision process, methods of increasing the collision frequency are
explored in this thesis. Two methods are investigated to increase the collision rate in an
expanding, reacting flow. The two methods are similar in that each rely on compressing the
nozzle flow by modifying the wall contour. The two methods differ in that the resulting
compressions are fundamentally different processes. In the first method, illustrated in
Fig. 2.1, the nozzle wall is modified such that an oblique shock wave is introduced into
the flow. This method corresponds to an abrupt, discontinous compression of the flow.
A second method, illustrated in Fig. 2.2, produces a more gradual compression. It is
important that the resulting compression waves do not coalesce in the flow to form a
shock. When compared with a shock wave, this gradual compression method more closely
resembles an isentropic process.
2.3.2 Reaction Set
For the purposes of this thesis, an elementary dissociation-recombination reaction set for
pure oxygen flows is studied, i.e.,
20 + M -- 02 + M (2.13)
where M can be either 02 or 0.
2.3.3 Nozzle Geometries
Two base nozzle contours were examined in the thesis. Each nozzle is constructed from a
parabolic function. Nozzle A has a generic 2-D parabolic expansion; an inflection point is
included in nozzle B.
2.3.4 Nozzle A
The base contour of nozzle A was constructed from a parabolic function. As a means of
introducing compression into the expanding flow, the base nozzle contour can be modified
to include circular arcs. These arcs protude into the supersonic flow, causing an abrupt
turning of the flow along the nozzle wall. To accommodate the abrupt flow deflection, an
oblique shock wave is formed. Hence, circular arcs are used to generate shock waves in
the flow. These shock waves eminate from the wall surface and penetrate into the interior
nozzle flow. The shock wave strength and hence level of flow compression is controlled by
the size and location of the circular arc.
Base Contour
A generic 2-D nozzle contour was constructed from a parabolic function. The nozzle wall
contour is defined by the equation
y(x)= [ + y] (2.14)
where y;i and xl denote the nozzle inlet half width and axial length, respectively. The
values yin, = 0.5 and xl = 5 were used resulting in a 3:1 exit to inlet area ratio.
Modification
The arc is numerically created as the intersection of a horizontal line with the equation
of a circle. The secant line to the circle is constructed such that the specified maximum
arc height (7) and chord length c are satisfied. The circular arc geometry is illustrated in
Fig. 2.3. Let , denote the streamwise and normal directions. The equation of a circle
of radius r centered at (xo, yo) is
(x - xo) 2 + (Y - yo)2 = r2 (2.15)
The known o, = c/2 and unknown Yo = ra - 7 parameters are substituted into Eq. (2.15),
22
- 2 [y - (ra - 7)]2 = r (2.16)2 a
The intersection of the y = 0 secant line with the circle is located at the points (x, y) =
(0, 0) and (c, 0). To determime the arc radius of curvature ra, the point (x, y) = (0, 0) is
substituted into Eq. (2.16),
( 2 + (a - )2= r2 (2.17)
Solving Eq. (2.17) for the unknown arc radius of curvature ra yields
2 2 72 + 2
Ta 2 [ - (2.18)
Equation (2.18) specifies the required arc radius of curvature that satisfies the 7 and c
geometry constraint. To obtain the relation for the arc height ya(x) along i, Eq. (2.16) is
manipulated,
[ya(x) - (ra ra)]2 -a [ -()]
2
2Y () - [2('a - )] a() + - - 2rar + 72 - 0 (2.19)
The resulting ya(x) expression is quadratic in the independent variable z. The quadratic
equation was used to solve Eq. (2.19) for the positive root of y,(X). The arc construction
procedure is illustrated in Fig. 2.4. The arc function ya(X) is centered about the specified
streamwise arc location Xa. The base contour is approximated as a straight line forming
an angle 9 with the x axis. The circular arc is then rotated thru the angle q. The rotated
arc function is added to the base approximation to form the modified contour.
2.3.5 Nozzle B
The base contour for nozzle B was constructed by adjoining two parabolic functions.
An inflection point is located half-way down the length of the nozzle. As a means of
introducing gradual compression into the expanding flow, the base parabolic nozzle shape
can be altered over a specified region. The modification consists of adding a smooth
protrusion into the flow, over a specified length of the base contour. Based on the function
shape, a hyperbolic tangent function was selected for the modification. The level and
extent of the compression is controlled by the size and location of the hyperbolic shape.
Base Contour
As already mentioned, the base contour was constructed by joining two identical parabolic
segments. The first segment is obtained by substituting the values ofyi, = 0.5 and xzl 2.5
into a form of Eq. (2.14), i.e.,
y() a X)2 + yin (2.20)
where a = 1/4. Referring to Fig. 2.5, the second segment is formed by reflecting the first
segment across the y = -(a + yin) line and then the x = t line. A point of inflection is
located where the two segments are joined at (i,y)=(x,-a - yin). The resulting nozzle
geometry has a 2:1 exit to inlet area ratio.
Modification
The compression zone is constructed by adding a hyperbolic tangent function to the base
contour at a specified streamwise location Xh. Referring to Fig. 2.6, the hyperbolic function
is defined in terms of the specified height t and length 1, i.e.,
y() t tanh 2r (2.21)
where
X= Xhh - 1/2 < X < Xh
I - < < <_ h+ 1/2
Equation (2.21) is added to the base contour to form the modified nozzle contour. The
numerical modification procedure is similar to that of the circular arc.
2.3.6 Physical Grid
To implement the nozzles numerically, each nozzle geometry is discretized using an al-
gebraic method. The exterior of the grid, as defined by the nozzle contour, is initially
generated. The interior region of the nozzle is discretized by vertical lines extending from
the lower to the upper contour surface. The vertical lines are evenly spaced in z and
uniformly partitioned in y. Each partition in y forms a line segment connecting two grid
node points. To complete the structured grid, line segments extending from the inlet to
the exit plane are added. Each segment joins adjacent vertical lines at the node locations.
A typical base and modified nozzle A grid are shown in Figs. 2.7 and 2.8, respectively. The
lower half of a typical base and modified nozzle B grid are shown in Figs. 2.9 and 2.10,
respectively.
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Figure 2.1: Shock Compression
Compression Waves
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Figure 2.2: Gradual Compression
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Figure 2.3: Circular Arc Schematic
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Figure 2.4: Modified Contour Construction
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Figure 2.6: Hyperbolic Tangent Function
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Figure 2.10: Modified Nozzle B Grid
Chapter 3
Numerical Method
3.1 Introduction
A node based finite volume flow solver was written to numerically model the reacting
nozzle flow. To simplifiy the analysis, the Euler equations were selected to model the
gas dynamics. The effects of finite-rate chemistry are included in the species continuity
equations. Both sets of equations are solved simultaneously using a point implicit method.
An explicit four stage Runge-Kutta scheme was selected to integrate the fully coupled
system to the steady state solution. Following each step of the time integration, boundary
conditions are imposed on the exterior nodes of the domain. To accelerate convergence to
the steady solution, the solver is exercised at a constant CFL number. In order to assess
the stability and accuracy of the solver gas dynamics, a series of numerical tests were
performed. The resulting numerical predictions are in excellent agreement with an exact
analytical solution.
3.2 Computational Grid
The nozzle geometries presented in Sec. 2.3.3 are discretized using an algebraic method.
Referring to Fig. 3.1, the non-uniform (z,y) physical domain is mapped into a uniformly
spaced ((,?) computational domain, i.e.,
= y(X, Y)
77 = 7012 Y)
where (z,y) and ( ,yq) correspond to cartesian and general curvilinear coordinate systems,
respectively. In an axisymmetric formulation, the (x,y) coordinates denote the axial di-
rection, i, and the radial direction i. The indicies i,j are used to specify node locations in
the computational domain. The metrics of the transformation x, x., y , y, are evaluated
using second order central difference approximations,
- (xji, - ij)
7  A (xi+1 - Yi-1)
Y = -1 (Yi+ij Ai-ij)
Yr _ _ (Y&,j+l - Yi,j-1)
The uniform computational grid spacing was set to A4 = A17 = 1. The transformation
jacobian Ji,j is
J,j-
Xy n - X7y
3.3 Governing Equations
To simplify the analysis, the Euler equations are chosen to model the nozzle gas dynamics.
The effects of finite rate chemical kinetics are included in the species continuity equations.
The two sets of equations are augmented to form one fully coupled system. Each set of
equations are presented seperately. The fully coupled scheme is then described in detail.
3.3.1 Gas Dynamics
Consider a control volume f of non-reacting fluid, with an outer boundary surface 0. A
unit normal vector dS lies along the boundary surface and is directed out of the domain.
The general integral form of the Euler equations in vector notation [8] is
a ugdQ + Fg -dS Qgd (3.1)
The column vectors Ug and F. contain the conserved gas dynamic variables and their
corresponding fluxes, respectively. The source vector Qg is zero for 2-D simulations and
is non-zero in an axisymmetric formulation. Applying Eq. (3.1) to a 2-D/axisymmetric
geometry discretized on a cartesian grid yields
SJ Udf + (Fgdy - Ggdx) QgdR (3.2)
where the column vectors
p Pu pv 0
pu pu 2 + p puv -0
1g= pu T = = Qg=a
pv puv pv2 + P P/Y
pet puH pvH 0
with
1 2-D
y Azisymmetric
0 2-D
1 Axisymmetric
Referring to Fig. 3.2, g and y denote the axisymmetric edge and cell averaged radial
components. The primitive flow variables density, cartesian velocity components and
pressure are denoted as p, u, v and p, respectively. The fluid total energy per unit mass,
et, and enthalpy per unit mass, H, are related to the primitive variables by
et = - (u2 + 2 )
-Y-lp 2
H = et +-
p
where y = Cp/c~, the ratio of constant specific heats.
3.3.2 Species Continuity Equations
Consider a control volume D of reacting fluid, with an outer boundary surface 0f. A unit
normal vector dS lies along the boundary surface and is directed out of the domain. The
continuity equations involving N, chemical species in general integral vector form [2] is
' Ucd +f F -dS= QcdQ (3.3)
Ot . an '0
The column vectors U, and F, contain the conserved chemical variables and their corre-
sponding fluxes. The source vector Qc is comprised of the individual species production
terms for the reaction set under consideration. Applying Eq. (3.3) to a 2-D/axisymmetric
geometry discretized on a cartesian grid yields
?jUcdQ + (F dy- Gcdx) j QcdQ (3.4)
at n
where the column vectors
pCi puC1 pvC 1  Tbl
pC2 pu 2 PvC 2  -~ 2
Uc = F = Gc = =
pCNs, puCG pvCN, N,
with
1 2-D
y Azisymmetric
1= 2-D
S Azisymmetric
Referring to Fig. 3.2, y and y denote the axisymmetric edge and cell averaged radial
components, respectively. The primitive flow variables density and the cartesian velocity
components are denoted by p, u and v. The mass fraction C, represents the ratio of the
sth species mass to the sum of all N, species. The species partial density p, is related to
the mass fraction by p, = pC,. Conservation of mass requires that the partial densities
sum to the global density, i.e.,
N,
p = pC, (3.5)
s=l
Obtaining an expression for the species source terms i, requires a detailed examination
of the reaction system. Consider a chemical reaction set involving Nl reactions. The
stoichiometric balance equation associated with each 1 th reaction is expressed in general
notation as
V 1ns .. n 1 = 1,2,...I N (3.6)
s=1 s=l
The upper limits of the summation in Eq. (3.6), N,, and Npz, correspond to the num-
ber of reactants and products. The molar concentration n, is obtained from the partial
density (n, = pC,/u,), where [t, is the molecular weight. The coefficients v, and v" are
the stoichiometric coefficients for reactants and products, respectively. The forward and
backward reaction rate coefficients are abbreviated as kf, and kb.
From the law of mass action [26], the rate of change in molar concentration of the sth
species due to the Ith forward reaction is
NId if I n '
-(n)l : (Vli - z4s)kf, 1 Inldt
Similarly, in the backward or reverse direction
dt is
s=1
The net production of species s due to reaction 1 is
= (.)i- ( - ) k 1 H ni - kbl ju n .] (3.7)
s=1 s= s
The total species production term is obtained by summing Eq. (3.7) over all Ni reactions.
Converting from molar to mass concentration yields the total net rate of change in mass
concentration,
N,
b = Its E(h)i (3.8)
l=1
3.3.3 Chemical Kinetics
The chemical species source terms presented in Sec. 3.3.2 are expressed in terms of forward
and backward reaction rate coefficients. The rate coefficients are a function of temperature.
The forward coefficient was obtained from an empirically based expression. The backward
coefficient is extracted from the forward coefficient and the reaction equilibrium constant.
1. Forward Rate Coefficient ky(T)
The forward rate is obtained from an empirically based expression. The relation is of
Arrhenius form [26],
kf,l(T) = AITn' exp (3.9)
where 1 denotes an elementary chemical reaction. Values for the constants Al, 771 and the
"activation energy" El, are available in the literature. The data used in this thesis is based
on the work of Jachimowski [10], with updated values obtained in Ref. [6]. The values for
each reaction are tabulated in Appendix D.
2. Backward Rate Coefficient kb(T)
The backward rate coefficient kb(T) is obtained from the forward rate coefficient kf(T)
and the equilibrium constant Kc(T). From the rate-quotient law [20],
kb(T) kf(T) (3.10)
Kc(T)
The equilibrium constant Ke(T) is a function of temperature only. The subscript c denotes
that the constant is based on partial concentrations.
3. Equilibrium Constant Kc(T)
The equilibrium constant Kc(T) may also be expressed in terms of the equilibrium reac-
tants and products as
N ,,
K(T) = H (=1 n )"
H.r(nt;sv;
The units of Kc(T) are molar concentration raised to the (vjz - l4,) power. The aster-
isk denotes chemical equilibrium conditions. The equilibrium constant Kc(T) may be
determined from statistical thermodynamics. The equilibrium constant Kp(T) based on
pressure is defined as
Kp(T) =
IN (P l* ) 
,
Again, the asterisk denotes chemical equilibrium. The equilibrium constant Kp(T) is
in turn proportional to the change in Gibb's free energy AGP=1(T) associated with the
reaction [3]. For a given elementary chemical reaction, Kp(T) is given by
K,(T) = exp( AGp='(T))RT (3.11)
where
AGP: (T)= v" GP=:(T)- v G='(T)
products reactants
The superscript p = 1 indicates a reference pressure of one atmosphere. The units of
K,(T) are the reference pressure raised to the (v, - vjt) power. The Gibbs free energy
GP= (T) is calculated from the species thermodynamic properties as a function of tem-
perature,
GP=(T)= H,(T) - TS,(T)
where Hs and T, are the species absolute enthalpy and entropy. The species thermody-
namic data is available in the form of polynomial curve fits in temperature. The polynomial
coefficients are tabulated for species typical of combustion reactions. The details of the
free energy calculation are provided in Appendix B.
The equilibrium constant Kc(T) is related to Kp(T) by [7]
Kc(T) = (RT)-A"K(T) (3.12)
where
products reactants
Once Kp(T) is determined, kb(T) is calculated using Eq. (3.10).
3.3.4 Coupling of Chemical Kinetics to Gas Dynamics
The gas dynamics and finite-rate chemical kinetics equations are solved simultaneously.
Equations (3.2) and (3.4) are augmented to form one fully coupled system. From conti-
nuity [Eq. (3.5)], the individual species partial densities must sum to the global density.
Hence, one density equation may be removed from the construction. To allow for con-
sideration of non-reacting flows, the global density equation was retained. The equation
corresponding to the species with the smallest initial mass fraction was omitted. Un-
less otherwise noted, all equations are cast in non-dimensional form. The normalization
is based on an appropriate combination of the specified inlet parameters. The details
of the non-dimensionalization are provided in Appendix A. The fully coupled Euler and
finite-rate chemical kinetic equation applied to a cartesian grid yields
j Ud +f (Fdy - Gdx)= S dR (3.13)
where the column vectors
P pu pv 0
pu pu 2 + p puv 0
pv puv pv 2 +p a?y
pet pu(pet + p) pv(pet + p) O
pC 1  puC1 pvC 1 tl
pC 2  puCG2  pvC 2  fr2
pCN,-1 puCN,-1 PVCN,-1 TWNd_1
and
1 2-D
y Azisymmetric
1 2-D
Azisymmetric
0 2-D
1 Azisymmetric
The variable notation in Eq. (3.13) is consistent with that presented in Secs. 3.3.1 and 3.3.2.
The solution vector U contains N, - 1 partial densities. The remaining partial density
value is updated from continuity [Eq. (3.5)] by the relation
N,-1
pCN, = P- : pCs
s=1
The temperature at each node is specified by performing an energy balance on the system.
All energy terms are treated on a per mass basis. The total energy et is a sum of the total
internal energy ei,nt and the kinetic energy ek associated with the bulk motion of the fluid,
i.e.,
et(T) = ei,t(T) + ek (3.14)
The total internal energy is a weighted sum of the internal energy associated with the
constituent chemical species of the fluid. Summing the internal energy over all N, species,
N.
eint(T) = Cseint,(T) (3.15)
where the species internal energy, eint,,, is a sum of the internal energy modes available
to the species. In general, the modes include translational, rotational, vibrational and
electronic excitation. A reference energy of formation e' is included as well. Thus we
have,
eint,s(T) = etr,s(T) + er,s(T) + evib,s(T) + ee-,s(T) + e °  (3.16)
where et,, e,, evib and ee- are the translational, rotational, vibrational and electronic
energies, respectively. Each mode is assumed a function of temperature only. Given the
temperature range of this study (T < 4000 K), electronic excitation may be neglected
and therefore is not included. Rotational and vibrational excitation are not applicable to
atomic species. From the definition of the specific heat at constant volume c,,j, Eq. (3.14)
is simplified to
eint,(T) = c,,(T)dT + e evib,s(T) (3.17)
where eo = ho, the enthalpy of formation. The specific heat at constant pressure cp,, is
related to c,,, by
R,
cp,j = cj + R (3.18)
ILi
Solving Eq. (3.18) for c,,j and substituting the result into Eq. (3.17) yields
T Ru
eint,s(T) = c,,,(T)dT + ho + evb,, - (T - T,,f) (3.19)
Tef L,
= H(T) + evb,,(T) - R, (T - Tref) (3.20)
The species absolute enthalpy per unit mass H,(T) is available in the form of polynomial
curve fits in temperature. The details of the enthalpy calculation are provided in Appendix
B.
The following assumptions simplify the vibrational energy calculation. The fluid is as-
sumed to be in thermal equilibrium. This assumption permits the fluid to be described
by one temperature. Each molecule is assumed to behave as a simple harmonic oscillator.
The vibrational energy evib is then given by
evibs(T) = R (O,'s/T- (3.21)
P. exp (E), ,, / T) - I
where 0, is the characteristic vibrational temperature of the molecule [6]. Substituting
the kinetic energy, ek = (u 2 + 2 ), and Eqs. (3.17) and (3.21) into the total energy
equation [Eq. (3.14)] yields
et(T) = C, H (T) + R ( /) - R,(T - ef)+ + v )  (3.22)
( =1T exp(CH,T,/T) - 1 2
Equation (3.22) can not be solved explicitly for temperature. A routine was written to
iteratively solve the energy balance of Eq. (3.22). Given an initial guess in temperature,
the routine converges to the unknown temperature that satisfies Eq. (3.22). Once the
temperature is known, the pressure is updated from the equation of state,
p = pRgaT
where the system gas constant Rga is
N 0
Rgas R R, Cj
Pgas j= J
3.4 Spatial Integration
The integral vector form of the fully coupled system, Eq. (3.13), is repeated below for
convenience:
tJ UdQ + (Fdy - Gdx) SdQ (3.23)
Prior to numerically integrating Eq. (3.23), the spatial integrals are transformed from the
non-uniform (x,y) into the uniform computational ((,y) domain. As shown in Sec. 3.2,
the physical (x,y) grid can be expressed as a function of the ( ,y) coordinates
Applying the chain rule of differentiation to the above (x,y) mapping
dx = xd + x7,dy (3.24)
dy = yed + ydy (3.25)
where x, y, x 1, y, are the second order central difference metrics. Substituting Eqs. (3.24)
and (3.25) into the surface integral of Eq. (3.23) yields
_'f, Udf + (dy - Gd ) j- SdQ (3.26)
where the contravariant fluxes F and G are
P - F=Fyn - Gx, G = Gx 4 - Fy4
A node based finite volume scheme was selected to numerically integrate Eq. (3.26). As
shown in Fig. 3.3, the computational domain is sub-divided into quadilateral cells. Integer
increments in the i,j index correspond to node points. Half integer increments of an index
(e.g. i + 1, j) denote a mid point between two nodes (e.g. i,j and i + 1,j). Half integer
increments applied to both indicies denote the corner of a computational cell.
A semi-discrete version of Eq. (3.26) is applied in succession to each node in the domain,
d
Aid Uij + (PAy - CA ) = AijSij (3.27)
edges
The solution and source vectors Uij, Sij are stored at each node and represent a constant
average value across the cell. The volume integrals for a cartesian grid reduce to a product
of the constant Uij or Sj vector and the cell area Aij. Referring to Fig. (3.4), the area of
a quadilateral cell is expressed as a cross product of two vectors, i.e.,
1
A 1j = 2 (l x t2) (3.28)
The surface integral in Eq. (3.26) appears as a flux summation in Eq. (3.27). The sum-
mation is performed around the edges of the computational cell. In the interior region of
the domain, a computational cell can be constructed such that the flux integration path
is centered about each interior grid node. Nodes located along the nozzle wall surface and
the inlet/exit plane do not permit such a construction. These exterior nodes are restric-
tive in that they are located along a cell edge. The integration scheme accounts for the
different cell geometries.
Interior Nodes
Referring to Fig. 3.5, a computational cell is centered about each interior grid node.
Applying Eq. (3.28), the computational area is related to the physical domain by
1 [(+ )( x,'i -S + ,j+ Yj- 2 ' j , L )Y(i- ! + i+ 1 -1 •
Using the points of a compass as reference (see Fig. 3.6), the flux integration in Eq. (3.27)
begins along the east edge of a cell. The integration then proceeds to each of the three
remaining cell edges in a counter-clockwise direction, i.e.,
S(FA - (A) = (FAq - a()i+,! + (FAa - GA ) ji+
edges
(FAq - GA/)j_ + (FAy - GA) (3.29)
Equation (3.29) is simplified by taking advantage of the uniform grid properties in the
computational domain. Specifically, A =- 0 along both the south and north cell edges.
In addition, A = 0 along both the east and west edges. Substituting these uniform
properties into Eq. (3.29) results in a simplified expression for the flux summation,
S(FA7 - GA() = (Pay)i+,i + (-GA )jj+} + (-GA ),jj. + (FAy)i_,j (3.30)
edges
Since the flow variables are stored at the nodes, the required edge values appearing in
Eq. (3.30) are unknown. Edge flux values are evaluated as an average. The average is
based on the node values opposite both sides of the edge. For example, the Fi+!,j flux
contribution would be computed as
F - (Ui,3 ) + F(U1+,j)] (3.31)
Exterior Nodes
Referring to Fig. 3.7, an exterior node located along the inlet plane is shown. Applying
Eq. (3.28), the computational cell area is given by
1 , 1 -
A 2 i+[, + - x i )(Yi, - Y ,_i+ j)-
(Y+ ,1- + - Xi 1 l ,]
The flux integration scheme is modified to include the evaluation of a cell flux. The cell
fluxes F, G are average fluxes of the four nodes that comprise the corners of the grid cell,
i.e.,
F+,j+1  = 4(Fi,j + Fi+,,j + F+l,+ + F i,j+)
Gi+ ,j+ -(Gi,j + Gi+l,j - Gi+ 1,j+1 + Gi,j+ 1)
For convienence, consider an abbreviated notation for an edge flux as
flux = (FAq - GAS) (3.32)
Using the points of a compass as reference, the flux integration applied to each node is of
the form
Sfluxes = fluze + flux, + fluxw + flux (3.33)
edges
where in the uniform ((,y) computational domain
fluxe = Fe Are
flux2 = -GnAha
fluz, = F Arl,
flux, = -GA S
Referring to Fig. 3.7, Eq. (3.33) is applied to a node located along the inlet plane. The
cell edge fluxes are evaluated as
e = (Fi,j + Fi+L,j) Ae = 1
S= (Gij- + Gi )  A- = 1
Each of the exterior nodes are spatially integrated in a similar fashion.
3.5 Artificial Viscosity
In order to stabilize the scheme and smoothly resolve captured shocks, it is necessary to
introduce artificial viscosity into the flux evaluations. These diffusive fluxes appear in the
form of first and third order difference terms. The third order terms provide the necessary
background dissipation to prevent spurious oscillations. Stronger first order dissipation
is required in the vicinity of sharp gradients, such as shocks. The difference terms are
constructed from the solution vectors at neighboring nodes. For example, in a scheme
outlined by Jameson [12], the modified flux at the east (i + L,j) edge of a cell is of the
form
fluxOd = flui - fd (3.34)
The dissipative flux fd is a combination of first and third order differences. Abbreviate a
difference operation as 6t, i.e.,
6Uij = Ui+,j - i-j (3.35)
The dissipative flux fd appearing in Eq. 3.34 is evaluated as
- -I)2W26 Uj+I,-j + 1,4 W4 6U U ,1  (3.36)
where the first order b6 term is
6U U+, - Ui (3.37)
and the third order 6' is
U :i+ I = i+2,j - 3Ui+lj + 3Ui,j -U_ (3.38)
The constants ' 2 and '4 are set by trial and error. The coefficients w2 and w4 are
proportional to the local cell area and time integration step. In addition, a pressure
switch P is included in w2, and is given by
P IPi+i,j - 2pi,j + pi-,,j (3.39)
Pi+1,j + 2pi,j + Pi-1,j
The pressure switch P is introduced to modulate the scheme from third to first order.
In continous regions of the flow, the first order terms are prevented from contributing to
the dissipation. In the region of a pressure gradient, proportional first order dissipation
is applied. A dissipative flux is added to each flux evaluation in the grid. This procedure
requires a similar construction that is applied in 6, and 56'. The result is a five point
difference stencil applied to each node.
Preliminary trials of this scheme indicated that the shock capturing capability was in-
sufficient. Applying excessive first order damping resulted in a severly smeared shock.
The shock was typically spread out over ten or more nodes. Light damping produced
unacceptable severe overshoots and oscillations. A scheme relying on pressure gradients
to modulate the dissipation was deemed to be inadequate. Therefore, a scheme that is
sensitive to gradients in each of the conserved variables was investigated and is described
below.
Here we consider the recent work of Jameson [11] who describes a method by which non-
oscillitory schemes can be constructed. A suggested criteria is that the scheme satisfy the
local extremum diminishing (LED) principle. The LED restriction requires that neither
maxima increase nor minima decrease. To implement the scheme, a limiting function is
introduced into the dissipation. The limiting function is used to modulate the higher
order difference stencil. In regions of the flow which are either continous or contain odd-
even modes, the limiter provides an appropriate five point difference stencil. Where local
maxima or minima exist, first order flux dissipation is applied to severely dampen sharp
gradients. The first order dissipation appears as a three point difference stencil applied to
the node.
Using scalar ordinary differential equations, Jameson demonstrates that if the limiting
function satisfies certain properties, an LED scheme is assured. The method implemented
is based on a symmetric limited positive (SLIP) approach described by Jameson [11], with
modifications suggested by Peraire [19]. The remainder of this section outlines the SLIP
scheme. Consider a function
S(a, b)= - [sign(a) + sign(b)]
2
such that
1 if a>Oandb>0
S (a, b) = 0 if a and b have opposite signs
-1 if a<Oandb<O
The minmod limiting function L(a,b) is
L(a, b) = S(a, b)min(lal, Ibl) (3.40)
Abbreviate an edge difference operation as AU, where
Auil -= Vi+ - Ui
The dissipative flux d 3j applied along the i + 1 cell edge is
d+ =ai+ , (E lA Ui+ - Li+, (3.41)
where
Li+ [E2 AUi+Lj,3  (El - E2 )Li+ ,j3 sign(AUi+, 3 , AU _ )
2 73 2 712j 2
L +, L (2AU+,j, L (2A -, Ai+, A i ,
The scalar coefficient a. j is proportional to the spectral radius of the flux jacobian
matrix [25], i.e.,
where
Juy, - vx| + a x + y1 for gas dynamics
uy, - vxl for chemical kinetics
| vx - uycl + a xx + y for gas dynamics
|vxt - uy for chemical kinetics
The variable a is the local speed of sound. The constants E1 and E2 are determined by
trial and error, with the only restriction that el > e2 . In this work, e1 and e2 were set to
0.15 and 0.00, respectively.
The modified flux can now be constructed. Equation (3.41) is applied at each of the four
cell edges corresponding to each node in the domain. Using the abbreviated flux notation
of Eq. (3.32), the modified flux along the east edge of a cell is
flu oi =d fl +. -d ,j (3.42)
The total dissipation applied to a node is the sum contribution of all four cell edges,
S(fluxesmod) E (fluxes) -
edges edges
where the compact smoothing notation Dilj for a node is
Dl , + 4,j+ 1-+ 3 d.
Exterior Nodes
The numerical dissipation applied in the flux evaluations requires a five point difference
stencil centered about each node. The stencil must extend in both the and i4 direction.
This stencil is not available for nodes located along the exterior of the domain. Dummy
nodes must be constructed to accommodate the extent of the stencil. Dissipation applied
to nodes located along the inlet/exit plane require two additional nodes in the i direction.
The solution vector assigned to the dummy nodes are a zero order extrapolation of the
inlet/exit node values. For example, referring to Fig. 3.8, along the i = imax exit plane,
Uimax+l,j Uimax,j
Uimax-2,j = Uimax,j
Nodes located along the wall surface require two additional nodes in the 7 direction. The
assigned solution vector values are based on a reflection of the wall node values. The
reflected dummy node values are such that the resulting momentum flux through the
wall is zero. Let the subscripts w and r denote the wall and reflected locations. The
contravariant velocities U, and Vw along the wall are
V, uW77 + vWr7y
The reflected solution vectors must satisfy
, = U, (3.43)
, = -W, (3.44)
Solving Eq. (3.43) and (3.44) for the reflected primitive variables yields
PT = Pw
Ur U - v
Pr = Pw
The above primitive variables are used to construct the dummy vector of conserved vari-
ables Ui,. For example, referring to Fig. 3.8, the dummy nodes constructed below the
bottom j = 1 surface are assigned as
Ui,0
3.6 Temporal Integration
U
Ur
The semi-discrete, fully coupled governing equation is of the form
d -
Aijdt Ui + fluxes - Dij = AijSij (3.45)
edges
Equation (3.45) is a system of ordinary differential equations. This system can be inte-
grated in time from an initial condition to a steady state solution. A modified explicit
four step Runge-Kutta method [24] was selected to perform the numerical integration.
3.6.1 Runge-Kutta Scheme
Introducing the notation Rij allows Eq. (3.45) to be simplified to
d -
dt Uj= Rij + Dij (3.46)
dta +
where
1 -
Rj- A (flzuxes)+ S;
"3 edges
A modified four step Runge-Kutta integration scheme is used to solve Eq. (3.46) and is
given by
A t ij ((o) 50)+ aAi (i + Di
Atij -(1) (o)
+ a2-Aj(Rij + Dij
Atij -(2) -(0)
+ 3A j(Rj + Dij
Atij ±(3) -(o)
+ a4-Aij (Ri j + Dij
-+to)
U
,( 1)
Ui~j
-$(2)
-(3)
Ui~j
1(n+1)
U La
= (n)
- ii
= S (0)
= 
_ 
0(0)Uii
Ui
where the coefficients ap = (, L , 1)p=1,...,4 and Atij is the time integration step. The
superscript denotes the step number. The solution vector Uj is initialized at each node to
the prescribed inflow conditions. For computational efficiency, the value of the smoothing
operator Dij is frozen at the nth time step. The above Runge-Kutta scheme is applied in
succession to each node of the grid. The solution is advanced in time to the steady state.
The solution is considered converged to the steady state when the maximum L 2 norm of
AUij has decayed by six orders of magnitude. The convergence criteria in vector form is
jmax imax 1
IAU112 = (A )2 < 10 6  (3.47)
where
3.6.2 Acceleration Techniques
Two methods were utilized to accelerate the convergence to the steady state solution. In
cases of both non-reacting and reacting flow, the flow solver was exercised at a constant
CFL number. This was implemented by including a local time stepping routine. For cases
of reacting flow, the chemical source terms were treated implicitly.
Local Time Stepping
The maximum time step to advance an explicit time integration scheme is governed by the
Courant-Friedrichs-Lewi (CFL) number. The CFL restriction is obtained by a stability
analysis of the explicit scheme. In the cases of both non-reacting or reacting flow, the
code was exercised at a constant CFL number. Each node of the grid is integrated at a
local time step. The local time step is proportional to the local wave propagation speed
relative to the computational cell dimensions. For a given wave speed, larger cells can
tolerate a longer time step. Hence, the smaller cells do not restrict the advancement of
the solution in coarser areas of the grid. The local time step Ati,j is given by
SF - CFL • Ai,j
I jlI + Ifij ai,j (x +y) )+(x 2  y2) + 2(xsx ± y+yn)
where the contravariant velocities Uij and Vij are
Uij = ux + vy
Vi = uxz, + vy,
and correspond to the orthogonal velocity components in the computational ( and 77
directions, respectively. The local speed of sound is denoted aij. For a non-reacting flow,
the speed of sound is
aij, = (3.48)
V Pi,j
In the case of reacting flow, a local frozen speed of sound [23] is given by
ai, = P J 1 + (3.49)
Pi,j Cvij)
The stability restriction of the selected four step Runge-Kutta scheme is that CFL < 2V2.
A safety factor SF < 1 is included in the local time step Atij calculation.
Point Implicit Scheme
In regions of the flow where the chemical activity is high, the chemical source terms Tbj
appearing in Eq. (3.27) can be large. The system of equations is described to be stiff.
Stiff equations typically require very small time steps to advance the solution in a stable
manner. A method of relaxing the severe time step restrictions is to treat the source term
in an implicit fashion. This point implicit method was shown by Bussing and Murman [5]
to be equivalent to rescaling the chemical source terms in time. A Taylor series expansion
of the chemical source vector is
++ s+ ') u + higher order terms
s f HnA
where the superscripts denote the nth and nth + 1 time step. A is referred to as the
chemical source jacobian matrix. The details of the jacobian matrix H are derived in
Appendix C. Substituting the above linear approximation for Sn+1 into Eq. (3.27) yields
AijAu +  (fluxes)- Dij = ASj [i HAUij]
edges
A i Aj - HAUj + 1 (fluxes)- Dij = Aij Sij
edges
Further algebraic manipulation results in the semi-discrete form of the point implicit
scheme,
SU A (- (flues) + Dij + Aj ij) (3.50)
edges
Equation (3.50) can be integrated in time from an initial condition to a steady state solu-
tion. Again, a modified four step Runge-Kutta routine [27] is used to integrate Eq. (3.50)
and is given by
0(n) = (0)
(n) ) A -](n) -( )
[ - alHf(n)At j] 0(1) - ~(0) + at (- 5 (fluxes)(n) +D + AiS 7)
[ - edges
- 2 (1) At] (2) 0(0) + 2 A (fluxes)(1) + D (n -  A
-'j edges
[I - a (2) tij (3) 0(0) +3 a (flUZes)(2) + n) + Aij '(2)
A13  edges
-aH (3)Atj] (n+l) (0) j a4 (
-  
(fluxes)() +  + A j3)) (3.51)j edges
The coefficients ap ( 1, , , )p=1,...,4 and Atij is the time integration step. The solution
vector Uj is initialized at each node to the prescribed inflow conditions. For computational
efficiency, the value of the smoothing operator Dj 3 is frozen at the nth time step. Each
stage of the above Runge-Kutta routine is of the form
I - a H(P-1)Ati] U) - r.h.s. (3.52)
A - U() = r.h.s. (3.53)
where r.h.s. denotes the right hand side of Eq. (3.51). The A matrix represents the terms
enclosed by brakets in Eq. (3.52). Solving for the unknown U(P) requires solving a system
of linear equations. The A matrix is decomposed into the product of a lower (A) and
upper (V) triangular matrix, i,e.,
A = A -V (3.54)
Substituting the L-U decomposition of Eq. (3.54) into Eq. (3.53) yields
(A . V) = r.h.s.
A. (V. -U(P)) - r.h.s.
A . = r.h.s. (3.55)
Since A is in lower triangular form, Eq. (3.55) is solved for the unknown X by forward
substitution. The matrix communative property was used to form A, where
A = A. U() (3.56)
Since V is an upper triangular matrix, Eq. (3.56) is solved by backward substitution
for the unknown solution vector 1U(P). The L - U decomposition and forward/backward
substitution numerical routines were obtained from Ref. [21].
The above Runge-Kutta scheme is applied in succession to each node of the grid. The
solution is advanced in time to the steady state. The solution is considered converged to
the steady state when the L 2 norm of AU has decayed by six orders of magnitude. The
convergence criteria is identical to that of Eq. (3.47).
3.7 Boundary Conditions
Following each step of the Runge-Kutta time integration, boundary conditions are imposed
on the exterior nodes. Far-field boundary conditions are applied to nodes located along
the inlet and exit plane. Quantities specified at these open nodes must be consistent with
characteristics of the governing equations. Flow tangency is enforced on nodes located
along a solid wall surface.
Open Boundary Conditions
Far field boundary conditions are imposed on the nodes located along the inlet i = 1
and exit i = imax plane. Following each step of the time integration, the intermediate
solution at each of these open nodes are updated using characteristics of the Riemann
invariants [22]. The Riemann invariants and their corresponding wave speeds are provided
below in Table 3.1.
Table 3.1: Riemann Invariants
Wave Characteristic Wave Speed
R± - u, ± 2a UIa7-1
Ut Un
The velocity components un and ut are normal and tangent to the node unit normal
vector. The unit normal vector is directed into the domain. The local speed of sound a is
specified by either Eq. (3.48) or Eq. (3.49). The primitive variables at each open node are
updated based on a comparison of the local flow velocity relative to the wave propagation
speeds. The comparison determines the direction by which information may enter and
exit the domain. Information is available from the farfield conditions at infinity, U,, or
from the interior domain solution. Figure 3.9 shows the possible cases for subsonic or
supersonic flow are possible at both the inlet and exit plane. Cases resulting in subsonic
inlet or exit flow were not considered for reacting flows. For clarity, the j subscript on all
variable notation has been omitted.
i. Subsonic Inlet Flow : jun| < a
The right traveling R + , s and ut waves enter the computational domain from the upstream
conditions at infinity, iUO,. The left traveling R- wave arrives at the inlet from the interior
of the domain. Equating the characteristics results in
2aOu
ULoo + 1
7-1
R1 = R2
2a 2
U 2
7-1
s
= Ut,l
- V1
The primitive variables along the inlet plane are then updated according to
U1  1 R+ - R
al 4 L +
1S 1 -1
P1 P
pi (pp-1 )poO
ii. Supersonic Inflow : unl > a
All four characteristic waves enter the domain from the upstream conditions at infinity,
R+ R +
Ro = R1
s--
56 Ut,
56
2al
= u I + 7-1
2al
u 7-1
s
Poo,
PCO,
poo,
Ut,ooU
VOOU
soo
The inlet variables are specified entirely by the upstream conditions at infinity, i.e.,
U1 = 0oo
Pi = Poo.
Pl = Poo,
Pi = Poo,
In the cases of reacting flow, the species
to the upstream infinity condition.
mass fractions and the flow temperature are set
iii. Subsonic Outflow : lul| < a
The right travelling R + , s and ut waves leave the domain at the exit plane. The left
travelling R- wave enters the domain from the downstream conditions at infinity, U,.,.
The downstream velocity at infinity is unknown and R- can not be specified. However,
the exit pressure po, is known and is specified [22]. Abbreviating imaz - 1 as imml and
equating characteristics,
R-+Rimml
2aimml
Uimml +
7-1
= Rtmaaim
= Uimax 
2 aimax
7-1
1
4 7Pood Pimax R R
RP Rimml
S- 1 Pimax Poo
Simml
Pimml
Pimmi
Vimml
S imax
Pimaz
Pimax
Vimax
The primitive variables along the exit plane are updated according to
Uimax [R - Rd]
Vimax - Vimml
-f4 RImaR + Raimax - 4 ax 0d
Pimax ( aimax 
,
-
1
Pima - YSimml1
2
Pimaxaimax
Pimax -
7
iv. Supersonic Outflow : unj > a
All four wave characteristics travel to the right and leave the domain at the exit plane,
imml imax
Simmi = Simax
Ut,imml = Ut,imax
The exit plane solution is specified entirely by the interior solution of the domain. Post
processing of the intermediate solution is not applicable.
Solid Surfaces
In an inviscid flow, the velocity along a solid boundary must be tangent to the surface.
Flow tangency was numerically enforced by using the method of velocity projection [1].
Following each step of the time integration, the velocity vector is projected onto the wall
surface. Consider a unit normal vector i = (nt, n,) directed outward from the wall
surface,
1(,± 2)
Let V = (u, v)T represent the intermediate wall node velocity vector obtained from a
Runge-Kutta time integration step. The velocity vector tangent to the wall surface is
then given by
VanV= (V Vh)
where the subscript tan corresponds to a projected value. In scalar notation, the projected
velocity components are
Vtan =v(l- - un x n y
The intermediate values of p and et are obtained from a Runge-Kutta time integration
step. A prime superscript is used to denote an updated value. For cases of non-reacting
flow, the remaining primitive variables are updated as
1
P' = (Y - 1)(p'et - (Utan + Vtan))
In the case of reacting flows, the procedure is modified. The partial density values remain
unchanged as a result of the velocity projection. As in Sec. 3.3.4, the fluid temperature is
specified by performing a total energy balance,
et(T') = eint(T') + (Un + tan)
where the kinetic energy term includes the projected velocity components. The pressure
is updated by substituting the temperature into the equation of state, i.e.,
p' = p'RgasT'
3.8 Validation
Numerical tests were performed to asses the stability and accuracy of the solver. Published
results of uniform flow over a circular arc provided a basis for qualitative comparison.
Convergence behavior and shock capturing properties were examined. Uniform supersonic
flow over a wedge geometry was selected to validate the gas dynamics. The solver shock
strength predictions are in excellent agreeement with analytical solutions.
Qualitative Tests
Ni [17] has published results of uniform channel flow over a circular arc bump. The bump
thickness (r) is expressed as a fraction of the channel height. The circular arc chord length
is equal to the channel height. A sample grid for the 7 = 10% bump case is shown in
Fig. 3.10. The flow is directed from the left to the right. Mach number contour plots
are provided in reference [17] for cases of subsonic, transonic and supersonic flow. The
subsonic and supersonic cases were selected as an initial numerical test of the solver gas
dynamics. The results of both cases were consistent with that reported in [17].
The subsonic case provides an opportunity to test the inlet/exit boundary conditions
and the higher order smoothing routine. A uniform Moo = 0.5 is incident over a - =
10% circular arc. The converged Mach number contour plot is shown in Fig. 3.11. The
specified exit boundary condition is that Pe,,it = pinlet. The flow accelerates as it is
compressed along the first half of the arc. The peak Mach number (M - 0.65) is located
just above the arc apogee. The flow is diffused over the back side of the arc. The solution
is reasonably streamwise symmetric about the plane of minimum channel height. The
solution convergence history is shown in Fig. 3.12. The plot shows the L2 norm of AU
versus the iteration number. Approximately 4000 iterations result in a residual reduction
of three orders of magnitude.
The supersonic case provides a numerical test of the shock capturing capability of the
solver. A uniform Moo = 1.4 is incident over a T = 4% circular arc. A Mach number
contour plot of the converged solution is shown in Fig. 3.13. An oblique shock wave
is formed as the incident flow is compressed at the leading edge of the arc. The flow
accelerates as it expands over the entire surface of the bump. This expansion weakens the
leading shock, causing it to curve downstream. The leading shock reflects off the upper
channel wall. The shock wave is nearly normal just below the top surface. The reflected
shock is weakened as it penetrates into the expanding flow. A recompression shock is
located at the trailing edge of the arc. The convergence history is shown in Fig. 3.14. A
residual reduction of six orders of magnitude was achieved in approximately 750 iterations.
Quantitative Tests
An exact analytical solution exists for one-dimensional, supersonic flow across an oblique
shock wave. For this reason, uniform supersonic flow over a wedge was selected to validate
the gas dynamics. For weak shock strengths, the oblique shock is attached to the wedge at
the vertex. The wedge and oblique shock geometry is illustrated in Fig. 3.15. An implicit
relation [16] exists between the incident Mach number M 1 , flow deflection angle E, and
the oblique shock angle 3,
M2 sin 2 - 1
tan O = 2 cot /3 (3.57)
M2 (M + cos 23 ) + 2
For a given value of M1 and 0, Eq. (3.57) can be solved iteratively for /. The resulting
oblique shock strength p2/pl is proportional to M and /, i.e.,
P 2 [M Sin2 3- 1] + 1 (3.58)
A series of numerical test cases were performed over a range of wedge angles 0 and
upstream Mach number M 1. A typical grid is shown in Fig. 3.16. The flow is directed
from left to right. A pressure contour plot is shown in Fig. 3.17 for the M = 3, 0 = 90
test case. The oblique shock is attached to the wedge at the vertex and an expansion
fan is located at the end of the inclined region. A more informative plot is that of the
surface pressure shown in Fig. 3.18. Here one observes that the shock wave is captured
over five nodes. In addition, only a very slight undershoot is evident at the location of the
expansion fan. The results of Fig. 3.18 gave confidence that the flux limited dissipation
described in Sec. 3.5 has provided sufficient accuracy for this work.
The wall surface pressure profiles are used to calculate the numerical shock strength pre-
diction, p2/pl. As a result of the variable non-dimensionalization (see Appendix A), the
value of pi is determined by the specified incident Mach number. To calculate P2, the wall
pressure downstream of the shock is averaged over twenty nodes. The average begins ap-
proximately ten nodes downstream of the shock. The resulting numerical shock strength
predictions are compared against the exact analytical solutions obtained using Eqs. (3.57)
and (3.58). The results of three test cases are summarized below in Table 3.2.
Table 3.2: Test Wedge Validation Results
M1 O0 (P2/P1num (P2/P)1 )ol % error
2.5 3.0 1.216319 1.216373 0.004
3.0 6.0 1.561636 1.561637 0.004
3.0 9.0 1.921683 1.921610 0.000
As can be seen, the numerical shock strength predictions, (p2/pl)num, are in excellent
agreement with the analytical solutions, (p2/p1)sol. Over a range in shock strengths (1 S
P2/pl 5 2), the maximium deviation corresponds to a .004% error.
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Chapter 4
Results
4.1 Introduction
To test the proposed flow compression methods presented in Sec. 2.3.1, a series of nu-
merical trials were performed. Using the numerical solver discussed in Chapter 3, both
unperturbed and modified versions of the nozzle A and B geometries are studied for react-
ing and non-reacting 02 flows. Numerical calculations of predicted nozzle thrust serve to
compare the proposed methods of compression. In addition, particular attention is given
to the impact of the compression on the 02 mass fraction along the nozzle wall and exit
plane.
4.1.1 Thrust Calculations
The nozzle thrust Fi is calculated from the converged numerical solution by integrating
the pressure distribution along the nozzle wall surface S, i.e.,
S= - p cos OdS (4.1)
where
cos 0 = 77
and rq,, qy are related to the transformation metrics by
WL = -Jy ; fly = Jx
Reported changes in thrust, AF/F , are calculated relative to the unperturbed base
nozzle geometry, i.e.,
AF (F.)modified - (FT)base
Fe (F)base
4.2 Results of Nozzle A
A series of numerical tests were performed using the nozzle A geometry of Sec. 2.3.3.
Tests were performed for the base (unperturbed) contour and for several modified nozzle
contours. The modified nozzle geometries are characterized by the arc geometry parameter
27/c presented in Sec. 2.3.3. This arc parameter is approximately equal to the local
flow deflection angle and hence is proportional to the shock strength. A uniform inlet
Mach number, M,,, was specified for all cases as M,, = 1.2. In cases of reacting flow,
species concentrations were set to the equilibrium values corresponding to a pressure of
10 atm and temperature of 3500 K: these conditions give Co 2 = 0.92214. The equilibrium
concentrations were obtained by relations given in Ref. [26].
The pressure distribution for reacting flow in the base nozzle is shown in Fig. 4.1. The
flow is directed from left to right with darker regions indicating a higher pressure value.
The expansion is observed to be symmetric about the nozzle center line. The pressure
distribution for reacting flow in a modified nozzle with 2-r/c = 0.010 is shown in Fig. 4.2. It
can be observed that an oblique shock eminates from the leading edge of the arc. The shock
is weakened as it penetrates into the interior expanding flow. A shock reflection occurs
at the nozzle centerline and an expansion fan is evident just prior to the recompression
shock at the trailing edge of the arc. A pressure distribution along the nozzle wall for
both the base and two modified cases (2r/c = 0.030, 0.100) are shown in Fig. 4.3. The
presence of the arc-generated shock and subsequent expansion is evident relative to the
base expansion. As expected, the shock strength increases with increasing arc parameter
27-/c.
Grid resolved thrust data for nozzle A is reported below in Table 4.1.
Table 4.1: Nozzle A Thrust Data
Case Geometry Thrust Fj AF/Fs (%) xb 27/c Remarks
1 base 0.273 n/a n/a 0.000 non-reacting
2 base 0.311 n/a n/a 0.000 reacting
3 arc 0.312 +0.38 2.25 0.015 reacting
4 arc 0.313 +0.69 2.25 0.030 reacting
5 arc 0.275 +0.61 2.25 0.060 non-reacting
6 arc 0.314 +0.89 2.25 0.060 reacting
7 arc 0.313 +0.69 2.25 0.080 reacting
8 arc 0.312 +0.30 2.25 0.100 reacting
9 arc 0.276 +0.97 2.00 0.160 non-reacting
10 arc 0.310 -0.42 2.00 0.160 reacting
Table 4.1 shows that chemical kinetics in the base nozzle configuration produces approx-
imately 14 % more thrust than the non-reacting case. This increase is indicative of the
positive contribution chemical recombination makes in the overall production of thrust. In
Fig. 4.4, the reacting flow data of Table 4.1 are presented in terms of the percent change in
thrust versus the arc parameter 27/c. The point AF/F = 0 at 2r/c = 0 corresponds to
the base reacting nozzle. The simulation data clearly suggests an optimum arc geometry
at which a maximum gain in thrust relative to the base reacting nozzle may be realized.
Case 6, 27/c = 0.060, is selected to ascertain the role of chemical activity in the observed
thrust improvements. This case is chosen because it represents the largest thrust gain.
The mass fraction of 02 along the nozzle wall is shown in Fig. 4.5 for both case 6 and the
reacting base flow. An increase in 02 mass fraction corresponds to 02 recombination. The
arc data deviates from the base nozzle behavior at the location of the oblique shock. The
direction of the deviation indicates dissociation is occuring across the shock wave. This
shock wave induced dissociation is verified by a similar plot along the nozzle centerline
in Fig. 4.6. Here again one observes a decrease in 02 mass fraction (relative to the base
results) beginning at the shock location. The effect of increasing the arc parameter is
shown in the exit plane 02 distribution of Fig. 4.7. Clearly, increasing the shock strength
favors dissociation and results in a lower exit plane 02 mass fraction. Thus, the increases
in thrust observed in Table 4.1 cannot be attributed to an increase in 02 recombination.
Rather, thrust increases occur despite the dissociation of 02 across the shock.
As a final test, non-reacting arc cases 4 and 9 were performed. The resulting thrust
increase of the latter case, AFi/F = 0.89%, exceeds that of the best reacting flow value
shown in Table 4.1. Since the base nozzle is a generic, non-optimized contour, the ob-
served net gains in thrust are likely the result of an improved alignment of the exit plane
momentum. This realignment of momentum is sufficient to overcome losses due to the
dissociation of 02 and still produce a net gain in thrust.
The equilibrium 02 mass fraction value corresponding to the typical exit plane condition
is approximately Co, = 0.988. Exit plane values are shown in Fig. 4.7 to be approximately
Co, = 0.960. Given an inlet value of Co, 0.92, the nozzle flow is slightly frozen. The
test conditions specified below are given to achieve a more frozen flow condition.
4.3 Results of Nozzle B
The unfavorable 02 dissociation observed above motivated a re-evaluation of the use
shock waves to compress the flow. A smoother, more gradual process was selected as an
alternative compression method. This method, when compared to a shock wave, more
closely resembles an isentropic process.
A series of numerical tests were performed on the nozzle B geometry of Sec. 2.3.3. To
test the effect of gradual compression, the nozzle is modified by a perturbation defined
by hyperbolic functions. The modified geometry is a function of the hyperbolic tangent
height t. The strength of the resulting compression is thus proportional to t. Since all
nozzle modifications were applied at the same axial location, the modified geometry is
parameterized by the height parameter t. A uniform Mo = 1.4 flow was specified at the
inlet. For reacting flows, equilibrium conditions were calculated for the inlet conditions of
P=1 atm, T=3500 K, giving Co 2 = 0.7602. To simulate a highly non-equilibrium flowfield,
the inlet 02 mass fraction was specified at a non-equilbrium value of Co 2 = 0.5.
Grid converged pressure distributions for the base and modified nozzle geometries are
shown in Figs. 4.8 and 4.9, respectively. For the modified nozzle, t = 0.0750. The flow is
directed from left to right with the darker regions indicating higher pressure; only the lower
half of the nozzle is shown. The flowfield is similar to that of the arc pressure solution,
with the exception of the thicker compression zone upstream of the nozzle B perturbation.
The nozzle wall pressure distribution is shown in Fig. 4.10 for the base and two modified
nozzle B geometries. As expected, the static pressure is increases as the function height t
increases. In contrast to the shock solutions obtained in nozzle A, Fig. 4.10 clearly shows
that the nozzle B compression is distributed over a longer length.
Grid resolved thrust data for nozzle B are reported below in Table 4.2.
Table 4.2: Nozzle B Thrust Data
Case Geometry Thrust F AFi/Fs (%) XL t Remarks
1 base 0.170960 n/a n/a 0.00000 non-reacting
2 mod 0.170899 -0.036 2.00 0.05000 non-reacting
3 base 0.211083. n/a n/a 0.00000 reacting
4 mod 0.211611 +0.250 2.00 0.00625 reacting
5 mod 0.2118952 +0.385 2.00 0.01250 reacting
6 mod 0.211888 +0.381 2.00 0.02500 reacting
7 mod 0.211957 +0.414 2.00 0.03750 reacting
8 mod 0.212032 +0.450 2.00 0.05000 reacting
9 mod 0.211120 +0.018 2.00 0.06250 reacting
10 mod 0.209232 -0.877 2.00 0.07500 reacting
In Fig. 4.11, the reacting flow data of Table 4.2 are presented as the percent change in
thrust versus the modified function height parameter t. The point located at the origin
corresponds to the base case. The data indicate a net gain in thrust can be obtained over
a broad range of height parameter t. Cases 3, 8 and 10 are selected for closer exami-
nation. Case #3 is the reacting base simulation and is included for a reference. Cases
8 and 10 correspond to the largest increase and decrease in calculated thrust, respec-
tively. Figs. 4.12 and 4.13 show surface and exit plane 02 mass fractions, respectively, for
these cases. Here one observes an increase in 02 mass fraction through the compression
zone. Hence, enhanced chemical recombination is achieved in the region of compression.
This enhancement over the base value is retained through out the remainder of the flow.
Figure 4.14 shows the resulting chemical source term b0o2 along the nozzle wall surface
for the same three cases. The increase in bo02 is consistent with the mass fraction results.
However, the observed gains in thrust cannot be entirely attributed to an increase in 02
recombination. For example, case 10 resulted in a net decrease in thrust, but an increase
in 02 mass fraction, as shown in Fig. 4.13 relative to the base case. Therefore, in addition
to chemical recombination, additional factors are contributing to the net gains in thrust.
Since nozzle B is a generic (non-optimized) parabolic contour, improved flow alignment is
again a likely contributor to the observed improvements in thrust.
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Chapter 5
Conclusions
The motivation of this thesis was to investigate a novel idea of using compression waves to
promote chemical recombination in an otherwise frozen flow. A dissociation-recombination
reaction set for pure oxygen flows was considered. To model the nozzle flow, a finite volume
and fully coupled Euler/finite-rate chemistry flow solver was written. Two parabolic
shaped base nozzle designs were studied. Each base contour was then modifed to include a
region of compression. The size and location of the modification in the nozzle determines
the level of compression. Numerical thrust calculations and 02 mass fraction distributions
served as the basis of comparison between two compression methods.
A method of applying gradual compression, resembling an isentropic process, was observed
to enhance chemical recombination in the reacting nozzle flow. This result corresponds
to an intermediate level of compression that is bounded by two extremes. One extreme
is that of zero compression, having no impact on the collision processes and hence on the
flowfield. The other extreme is excessive compression, such as the oblique shock waves
studied in this thesis. This level of compression provides an excess of collisional energy,
producing dissociation rather than enhancing recombination.
The results of this thesis suggest that additional investigation is warranted. Modelling of
actual nozzle geometry designs should be considered. Presumably these nozzles are less
supsectible to flow alignment improvements and would better isolate the role of chemical
activity in the predicted thrust calculations. Since the proposed methods of compression
rely on modifications to the flowfield along the nozzle wall, extension of the solver to
include the effects of viscosity is suggested. This is especially true if considering small
engine designs, where low Reynolds numbers and thick boundary layers are typical [13].
Finally, including a more realistic reaction set, such as the H2-02 system, would address
the validity of the method when applied to real propulsion devices.
Appendix A
Non-Dimensionalization
This appendix presents the details of the variable non-dimensionalization. The procedure
is based on an appropriate combination of the specified inlet parameters. The variable
notation assignment is consistent with the convention adopted in the main body of the
thesis. An asterisk superscript corresponds to the non-dimensional parameter. For conve-
nience, the asterick notation was omitted in the main body of the thesis. Unless otherwise
noted, all variables in the main body are non-dimensional. The infinity subscript denotes
that the parameter is evaluated at the specified upstream conditions at infinity, U,.
The physical (s,y) domain is normalized by a characteristic length scale Lo,
* X y, y
Lo Lo
where the nozzle inlet dimension was selected to be Lo. The primitive gas dynamic
variables were introduced in Sec. 3.3.1. The non-dimensional form of the flow density
(p*), cartesian velocity components (u*,v*), pressure (p*) and temperature (T*) are
P * U * V * P T*
S- ; v; p- ; T
Poo u U, PoU0 T
Both the fluid total energy per unit mass (et) and enthalpy per unit mass (H) are normal-
ized by the upstream velocity component u,,
e t = et ; -= H
The chemical species related terms were introduced in Sec. 3.3.2. The sth species mass
fraction (C,) is dimensionless by definition. The molecular weight (Ps) and molar concen-
tration (n, = P,) in non-dimensional form are
* ls PC[/] = [/_oo1
s oo $ Ps Poo Poo
The species net source term (ib,) is constructed from the individual reaction species source
terms (ihs)l, i.e.,
ib =A Y8 h~ (A.1)
The non-dimensional form of Eq. (A.1) is
7 = [I1W I-- N1liM [ ooLo ]p oooo .1 Lo [Poo U00
The non-dimensional universal gas constant R* is given by
such that the non-dimensional system gas constant R*ga is
Rgas = RUToo
0TMoO
Appendix B
Thermodynamic Data
The thermodynamic properties of chemical species are available in the form of polynomial
curve fits in temperature [7]. Two sets of the polynomial coefficients al through a5 are
provided for each species. The former set is valid over the 300 to 1000 Kelvin range; the
latter set is valid from 1000 to 5000. The specific heat at constant pressure c, absolute
enthalpy Ho and entropy So are fit to polynomial expressions. A standard enthalpy
of formation is included in Ho. The expressions are in non-dimensional form with a
reference condition of one standard mole at one atmosphere. The polynomial expressions
in temperature are
CP - a +a 2 T +a 3 T2 +a 4 T3 +a5T 4
Ru
H0  1 1 1 1 1
al + 1 a2T + -a 3 T + -a 4 T 3 + -a 5T + -a 6RT 2 3 4 5 T
So 1 2 1 1
= aln T+a 2 T+ -a 3T2 + a 4 T + a 5T 4 +a 7R, 2 3 4
where Ru is the universal gas constant. A non-dimensional form of the Gibbs free energy,
G, = H - TSS, is
Go HO So
RT RT Ru
Appendix C
Source Jacobian
The derivation of the chemical source term jacobian H is provided for a general reaction
set. The notation is consistent with the main body of the thesis. The derivation follows
a procedure outlined in Ref. [9]. Consider a chemical reaction set involving N reactions.
Each reaction may be expressed in a general form
n k
s=1 s=1
where N, and Np denotes the number of reactants and products. The coefficient vj, is the
stoichiometric mole factor of the sth species in the 1th reaction. The prime and seconds
superscript denote a reactant or product, respecively. The s species molar concentration
n, is related to the mass fraction C, and molecular weight t, by n, = pC,/j. The column
source vector S is composed of the individual species production terms 2i,, i.e.,
S = 0 0 0 0 0 t t 2 ... by,_
where
Nh Nr " ' Np
uis ( f n1  - kb,) kf,  (C.1)
/=1 s=1 s=1
The vector of conserved variables U is
U= pu pv pet pC1 pC 2 . pCN, I
The general form of the chemical source jacobian H is then
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
O 0 0 0 0 0
as, as, as, as, as, as,
ap a(pu) a(p) a(pet) a(pcI) a(pC2)
as, as, as, as, as2  as2
ap a(pu) a(p) a(pet) a(pC 1 ) a(pC2 )
aON -1 O S-Ia, 1 aSN -1 asN, _- a, ass,-1
ap a(pu) a(pV) a(pet) a(pc1) a(pc2)
0
0
0
as,
a(pcN,_1)
as2
asN-1
a(PCN.1)
Each column of the Hft matrix is evaluated using partial differentiation.
(i) evaluate -~ termap
The s term is obtained by differentiating equation
i.e.,
9Sj
Op
N
l=1
- z{) [k1 I4i)
(ii) evaluate asj termApplying the chain rule of differentiation,)
Applying the chain rule of differentiation,
s=1 s
s=1
C.1 with respect to the density p,
kb
P (S=1
1)Vi-1 II]~Is] (c.2)
OSj OSj
O(pu) BT
OT
oeint
9eint
O(pu) (C.3)
The first derivative on the right hand side of equation C.3 is obtained by differentiating
equation C.1 with respect to the temperature T, i.e.,
OT - lj)i=1
Ok fi ~
s=l
49kbi N
-T I
s=1
(C.4)
Expressions for the rate coefficient partial derivatives, 2 and , are contained in Ap-
pendix D. From the definition of the specific heat under constant volume, the second
HOUi
9u[
required derivative appearing in equation C.3 is
BT 1O  (C.5)
Oeint c,
To evaluate the third derivative in equation C.3, the total energy equation is manipulated,
eto =eint + 0.5(u 2 + v 2 ) (C.6)
eint = ett - 0.5(u 2 + v 2 ) (C.7)
Applying the chain rule to the internal energy equation C.7,
&eint _eint 9u 1(
O(pu) Ou O(pu) . p P
Substituting equations C.5 and C.8 into equation C.3,
aSj 
-( u (C.9)
O(pu) P , dT
where a is given by equation C.4.
aT
(iii) evaluate s terma(pv)
Applying the chain rule of differentiation,
Sj _ sj aT Oeint (C.10)
a(pu) OT eint a(pu)
The first two derivatives in equation C.10 are equivalent to that appearing in equation C.3.
The third derivative is similar to equation C.8, i.e.,
Beint aeint aV ( v
O(pv) 10v (pv) p P
Interchanging the variable v for the variable u in equation C.9 results in
OS v )OS
O(PV - ( OT (C.12)
d(pv) kc P T
(iv) evaluate ' termt9(pet)
Applying the chain rule of differentiation,
aSj aSj
-(pet) aT
O(pet) - aT
The only modification to the previous derivations is the third derivative in equation C.13,
9eint
(pet)
&eint
aet
Eliminating the variable -u in equation C.9,
Sj
0(pet)
(v) evaluate a term
Abbreviate the partial density as Yi = pCi and apply the chain rule of differentiation,
9sj _ 9sj
dYj aY
asj aT
OT OY Ic,
(C.16)
The first term in the sum of equation C.16 is obtained by differentiating equation 
C.1 with
respect to Y, i.e.,
aS1  Nk
i=1
k -[ 1[f
The inner derivatives of equation C.17 are evaluated by expanding the inner product series,
Hi (H ) (C.18)
a = ,,: 3== Y 3 ,
t e t pC (C.19)
Substituting equations C.18 and C.19 into equation C.17,
Nk, f
E c j 
- yij) . Yi
i--1
(pC, Vt A ""ft1I - ki 1 (3 P1j
SY 3=s
OT
Oeint
oeint
O(pet)
(C.13)
Oet(pet)=1.
d(Pet)
(C.14)
(C.15)
k
-
kb, a (C. 17)
aS-
~I
auj
(C.20)
1T ) S
\Pc, O T
NpJ
The second term of the sum appearing in equation C.16 is the product of two derivatives.
The a term is given by equation C.4. The remaining term is obtained from the chain
rule of differentiation, i.e.,
OT OT Oeinty= •- e (C.21)OY aeint i9Y
The sum of the species internal energy is manipulated to obtain the remaining derivative
in equation C.21,
N,
eint E Cseint,s
s=1
N,-1 N - 1 \
E Ceint,s + 1- E C eint,N
s=1 =1
N Yeints + - Y, eint,N,
e=1t s=
e = 1 (eint, - eint,N, ) (C.22)
0I p
Substituting equations C.5 and C.22 into equation C.21,
dT 1
= - (eint,i - eint,N,) (C.23)
OY pc,
Substituting equation C.23 into equation C.16,
-Sj S 1 OSj
a - + (eint,i - eint,N) -- IC, (C.24)
BY pc, (T
as as
where II and are given by equations C.17 and C.4w an arT
Appendix D
Rate Coefficient Data
The forward rate coefficient data for the oxygen dissociation-recombination reaction set
are provided below in Table D.1. The data was obtained from Ref. [6] and is used in
Eq. (3.9) to calculate the forward reaction rate coefficient. The units of Al and El are
[cm 3 /(mole - sec)] and [cal/mole], respectively.
Table D.1: Forward Rate Coefficient Data
1 Al Ii El
1 6.00 1013 0.00 -1800
2 6.00 1013 0.00 -1800
The following rate coefficient derivatives are required to evaluate the chemical source
jacobian H matrix,
d k Tl  , + El
dT = T RT
and
d =kb 1  dkf - k, (d/dT)K,
dT Kp dT K
where
d KP -A= +
dT - T RT
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