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The issue of the nucleation and slow closure mechanisms of non superhelical stress-induced denaturation
bubbles in DNA is tackled using coarse-grained MetaDynamics and Brownian simulations. A minimal meso-
scopic model is used where the double helix is made of two interacting bead-spring rotating strands with a
prescribed torsional modulus in the duplex state. We demonstrate that timescales for the nucleation (resp.
closure) of an approximately 10 base-pair bubble, in agreement with experiments, are associated with the
crossing of a free-energy barrier of 22 kBT (resp. 13 kBT ) at room temperature T . MetaDynamics allows
us to reconstruct accurately the free-energy landscape, to show that the free-energy barriers come from the
difference in torsional energy between the bubble and duplex states, and thus to highlight the limiting step, a
collective twisting, that controls the nucleation/closure mechanism, and to access opening time scales on the
millisecond range. Contrary to small breathing bubbles, these more than 4 base-pair bubbles are of biological
relevance, for example when a preexisting state of denaturation is required by specific DNA-binding proteins.
PACS numbers: 87.14.gk,87.15.H-,05.70.-a
I. INTRODUCTION
Although the DNA structure in double-helix is robust
enough to enable the preservation of the genetic code, it is
sufficiently loose to allow the formation of denaturation
bubbles, i.e. the cooperative opening of a sequence of
consecutive base-pairs (bps), even at physiological tem-
perature. DNA opening is central in biological mecha-
nisms such as replication, transcription, repair, or protein
binding1–4. The magnitude of the interactions between
two bases is of a few kBT0 (T0 = 300 K is room tem-
perature)5,6, and the base-pair opening is closely related
to DNA elastic properties. Indeed, a denaturation bub-
ble has much smaller bending and torsional moduli than
the double helix one7–10. Considering the timescale of
DNA replication and transcription (replication rates are
roughly 1000 bp/s2), the lifetime of large denaturation
bubbles is expected to be on the order of 1 µs to 1 ms,
as shown in in vitro experiments11, where large bubble
lifetimes of 20 to 100 µs have been observed, even for
DNA constructs as small as 30-bps.
Various numerical and theoretical models have been
proposed in the literature to account for the thermo-
dynamic and dynamical properties of denaturation bub-
bles. DNA denaturation is tackled at different levels of
coarse-graining and timescales, going from classical all-
atom12–14 or coarse-grained (CG)15–19 molecular dynam-
ics simulations, to mesoscopic models focusing either on
the inter-strand distance dynamics20–22, or on the bub-
ble size dynamics using the Poland-Scheraga model23,24.
However, these approaches did not consider explicitly the
twist dynamics and/or were not able to reach the 100 µs
timescale for long enough sequences. Nonetheless, Mielke
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et al.25 studied the interplay between denaturation and
writhe, but the applicability of this model was limited
to non-equilibrium conditions imposed by the dynamic
introduction of torsional stress.
In an attempt to understand the bubble dynamics at
the microsecond scale in the absence of supercoiling, a
simple CG model, introduced in Ref. 10, showed that
long closure times are related to the crossing of a free-
FIG. 1. Free-energy surface associated with the bubble clo-
sure/nucleation mechanism projected along two observables
(β0κφ = 580): the maximal distance between paired bases
ρmax and the minimal twist angle between successive bps,
φmin (see inset). The saddle point is located at ρ
∗ = 1.35 nm.
The typical minimal free-energy path is shown in red color,
and the contour lines are every 2kBT0.
2FIG. 2. (a) Free-energy profile associated with the opening/closure mechanism for β0κφ = 580. (b) Evolution of the twist angle
profile φi(t) for different bubble configurations labelled from (1) to (4) in (a). The fluctuations around the equilibrium value
of 0.55 rad [configuration (5)] are represented in grey.
energy barrier from a metastable bubble of ≈ 10 bps to
the duplex state. This result accounts for the Arrhenius
laws measured experimentally in Ref. 11. Furthermore
the role of torsion was highlighted. However, despite the
relative simplicity of the model, many processes are still
slow to equilibrate due to the presence of a large free-
energy barrier, which made the closure a rare event and
opening rates inaccessible.
In the present work, Well-Tempered MetaDynamics
(WT-metaD)26–29, i.e. biased numerical simulations, al-
low us to study accurately, without these limitations, the
thermodynamic and dynamical properties of denatura-
tion bubbles by constructing the whole free-energy land-
scape, shown in Fig. 1. Whereas most of the theoret-
ical works focused on the dynamics of small breathing
bubbles20,21,30,31, we show that the torsion and bending
of strands play a pivotal role in the nucleation and clo-
sure of bubbles of sizes larger than 4 bps, and which are
not superhelical stress-induced25,32. These are of course
the denaturation bubbles which are of biological rele-
vance when a long-lived preexisting state of denaturation
may be required by specific DNA-binding proteins33. We
highlight that the associated free-energy barrier is of elas-
tic nature, related to single-strand bending and bound-
ary conditions at the bubble extremities, which induce a
torsional modulus, κ∗φ(L), of the whole bubble of length
L. This non-vanishing κ∗φ(L) is shown to be at the ori-
gin of the free-energy barriers. For physically relevant
model parameters, we find an opening free-energy barrier
∆Fop = 22 kBT0 and a closure one ∆Fcl = 13 kBT0. The
respective mean opening and closure times are measured
numerically34,35: τop = 15±3 ms and τcl = 40±9 µs. We
emphasize that the so-obtained thermodynamic and dy-
namical properties are in agreement with experiments11
and biological mechanisms36,37.
II. NUMERICAL MODEL
We use the DNA model of Ref. 10, where the two sin-
gle strands are modeled as freely rotating chains (FRC)38
of N = 70 beads of diameter a = 0.34 nm with a AT-
rich region of 50 bps clamped by GC regions of 10 bps39.
These beads interact through two terms: a Morse po-
tential mimicking the inter-strand hydrogen-bonding and
an effective intra-strand stacking interaction between the
base-pairs modeled through a bare torsional modulus,
κφ,i(ρi), that depends on the distance between comple-
mentary bases, ρi = |ρi| = |r
(1)
i − r
(2)
i | with r
(j)
i the
position of bead i on strand j, and vanishes for fully sep-
arated strands. The evolution is governed by the over-
damped Langevin equation. The full Hamiltonian and
the details of the numerical implementation and of the
parameter values are given in the appendix. Note that, as
compared to Ref. 10, model parameters are modified to
account for realistic opening times, which were not pre-
viously accessible without WT-metaD simulations, but
without any direct a priori on the closure times. The
value of the bare torsional modulus, κφ, in the duplex
state, is chosen so that its actual torsional modulus,
κ∗φ,ds, is close to 450 kBT0, consistent with experimental
values40. The equilibrium properties of this model are
described in Ref. 10 and in the appendix. This model
showed that the twist dynamics plays a key role in the
closure of pre-equilibrated large bubbles, which occurs
in two steps10: First, the large flexible bubble quickly
winds from both ends (zipping regime10,41), thus storing
bending and torsional energy in the bubble, which stops
when it reaches a size of ≈ 10 bps (see Fig. 1). For large
κφ and N , or clamped ends, the ultimate closure of this
metastable bubble is then temperature-activated10.
WT-metaD enhances the sampling of the conforma-
tional space of a system along a few selected degrees
of freedom, named collective variables (CVs), and re-
constructs the equilibrium probability distribution, and
thus the free-energy landscape, as a function of these
CVs (see Fig. 1). The chosen CVs must mainly ac-
3count for the relevant barriers associated with CG vari-
ables on which the free-energy dependence is the most
important. Several observables come out naturally to
describe the metastable state and the transition to the
closed state: (1) the length L(t) of the bubble, i.e. the
number of opened base-pairs, (2) the width ρmax(t) of
the bubble, i.e. the maximal distance between paired
bases, (3) the average twist angle per bp in the bub-
ble10, ∆φ(t) = 〈φi(t)〉i∈bubble, where the local twist
φi ≡ arccos
(
ρ
i
.ρ
i+1
ρiρi+1
)
is the angle between two consec-
utive base-pair vectors, and (4) the minimal twist angle
inside the bubble, φmin(t) = mini∈bubble φi(t). For nu-
merical efficiency, we choose the width ρmax as CV to
bias the dynamics. Computational details are given in
the appendix. To explore the twist dynamics, we choose
to follow the evolution of φmin(t) instead of ∆φ(t), as
the latter is very noisy for small bubble sizes and is not
defined at all in the closed state.
III. RESULTS
In Fig. 2(a) is shown the free-energy profile associ-
ated to the closure mechanism for β0κφ = 580 (β
−1
0 =
kBT0) along the width ρmax(t) of the bubble. A clo-
sure free-energy barrier, ∆Fcl, of approximately 14 kBT0
separates the metastable basin associated with the de-
naturation bubble (ρmax ≥ 1.35 nm) from the closed
state basin (ρmax ≈ 1.1 nm). These two basins are
well separated by a standard free-energy of formation
∆F0 ≈ 8 kBT0, defining the opening free-energy barrier,
∆Fop ≡ ∆F0 + ∆Fcl ≈ 22 kBT0, associated with the
nucleation mechanism. The corresponding evolution of
the twist angle profile φi(t) [and thus the minimal twist
φmin(t)] in the bubble is shown in Fig. 2(b). The minimal
twist inside the bubble increases when the bubble closes,
going from an average value of 0.1 rad (configuration 1)
to the ds one, 0.45 rad (configuration 5). In addition to
the bubble diffusion along the dsDNA axis, we clearly see
that the evolution of φmin(t) confirms a collective twist-
ing mechanism associated with the existence of the free-
energy barrier, i.e. φmin(t) decreases as L(t) decreases.
This mechanism is drastically different from the one at
play during the zipping process for which the system is
controlled by a processive twisting, i.e. L(t) decreases
while keeping φmin(t) ≈ 0 at the center of the bubble
10.
Let us note that switching from AT- to GC-rich region
in the model does not change qualitatively the physics of
nucleation/closure mechanism, mainly affecting ∆Fop.
To go further, we show in Fig. 1 the free-energy sur-
face projected along two observables (ρmax, φmin), and
reconstructed using the reweighing technique of Bonomi
et al.42. A typical minimal free-energy path is also shown
(in red in Fig. 1) and displays two different regimes.
Starting from the metastable basin (ρmax ≈ 2 nm), the
system is driven by a collective twisting (the oblique part
of the red path in Fig. 1) up to the saddle point ρ∗. The
FIG. 3. Evolution of the closure free-energy barrier, ∆Fcl
(triangles), and the free-energy of formation, ∆F0 (circles),
for increasing values of the bare torsional modulus, κφ. 95%
confidence intervals are also provided.
end of the evolution, (ρmax < ρ
∗) shows a plateau at
φmin = φ
eq
min ≈ 0.4. This is characteristic of a breathing
bubble, i.e. the fast opening and closure of a few bps
on nanoseconds without modification of the conforma-
tion of the whole chain. It precises the previous notion
of transient (or breathing) bubble20,21,30,31, and corre-
sponds to bubbles of size L(t) ≤ 4 bps. To ensure the
reliability of the model with experiments, we study in
Fig. 3 the dependence of the closure free-energy bar-
rier, ∆Fcl, and the free-energy of formation, ∆F0, on
β0κφ. As anticipated, the free-energy barriers ∆Fcl (resp.
∆F0), increases (resp. decreases) for increasing values of
β0κφ, scaling affinely in an energy range in agreement
with experimental observations11 and biological mecha-
nisms36,37. Therefore, the opening free-energy barrier,
∆Fop, increases more slowly than ∆Fcl.
Let us now explain the origin of these free-energy bar-
riers. Although the mesoscopic model imposes by hand
a vanishing torsional modulus in the ssDNA state, the
free-energy barrier is actually related to geometrical con-
straints: the 2 single strands in the bubble are strongly
connected to the double-stranded domain at the edges of
the bubble. Indeed, strand stretching and inter-strand
interaction lead to an energetic cost associated with the
bubble twist. The system can thus be seen as 2 rigid
dsDNA arms connected by an effective joint of torsional
rigidity κ∗φ(L) (see Fig. 12 in the appendix). This non-
vanishing κ∗φ is responsible for the stop of the zipping
process. Actually, the collective twisting mechanism as-
sociated with the bubble closure is central for the effective
joint representation: the double-stranded domains at the
edges of the bubble are free to rotate around their own
axis to relax the torsional constraint, but not free to ro-
tate relative to one another (as it is the case in the zipping
process). This torsional modulus is measured, consider-
ing the equipartition theorem, as κ∗φ = kBT/〈(Φ−〈Φ〉)
2〉,
where Φ ≡
∑
i∈bubble φi is the twist angle measured con-
4FIG. 4. Energy surfaces of H(ρ, φ) associated with the clo-
sure mechanism (see text) for β0κφ = 580, and (a) κ
∗
φ 6= 0
(to be compared with Fig. 1) and (b) κ∗φ = 0, for which the
metastable basin is replaced with a flat free-energy landscape.
We use the same free-energy scale as in Fig. 1.
secutively between the bps defining each extremity of the
bubble. It is characterized by a non-trivial power law
behaviour, κ∗φ(L) ∝ L
−α with α = 2.2 ± 0.1, valid down
to L ≈ 3 bps that corresponds to the breathing bubble
regime.
The origin of the free-energy barrier is indeed related
to the finite value of κ∗φ(L) in the metastable bubble and
the crossover between two minima for the minimal twist
angle, φeqmin and 0. Using a mean-field approximation
where we consider only the bp located at the center of
the bubble, and noting ρ the distance between the two
pairing bases and φ its twist, we write the following en-
ergy:
H(ρ, φ) = VMorse(ρ) +
{
κφ(ρ)
2 (φ− φ
eq
min)
2 for ρ ≤ ρb
κ∗φ(ρ)
2 φ
2 for ρ > ρb
(1)
with ρb ≃ 1.2 nm and where VMorse is the Morse po-
tential, and the torsional energy has a bending modu-
lus which depends on the base-pair state: β0κφ ≃ 580
and κ∗φ(ρ) ≃ L(ρ)
−α (the torsional potential is smoothed
with error functions near ρb). Note that the dependence
of L on ρ is almost linear in the metastable state (see
Fig. 11(a) in the appendix). The free-energy surface
H(ρ, φ) is projected along the two observables (ρ, φ)
in Fig. 4. We observe a landscape very similar to the
one shown in Fig. 1. Moreover, comparing Fig. 4(a) and
Fig. 4(b) clearly highlights the role of κ∗φ in the occur-
rence of the metastable state and the saddle point. Of
course this simple model does not account explicitly for
the cooperativity between bubble bps and thus yields a
crude estimate of free-energy values. Nevertheless, it il-
luminates the role played by the torsional energy in the
closure mechanism in the absence of superhelical stress-
induced constraint.
Considering the recent method of Tiwary and Par-
rinello34,35, we extend the standard application scope of
MetaDynamics in order to estimate the rate of transition
between the metastable and the closed states (see com-
putational details in the appendix). In Fig. 5 is shown
the evolution of the mean transition times τcl and τop
(inset) associated with the closure and nucleation mech-
anisms, as a function of the barrier heights. As expected
from the thermodynamic analysis above, τcl and τop in-
crease with the height of the free-energy barriers, i.e.
the value of the torsional modulus β0κφ. Furthermore,
Fig. 5 displays an Arrhenius-like exponential dependence
of the mean transition times τcl and τop on the free-
energy of activation, τ = τ0 exp(∆F/kBT ), which follows
from Kramers theory43. This exponential dependence
remains unchanged with varying values of ρb. Actually,
in the strong friction regime of interest here, one has
τ0 = 2πζ/(ωmetωTS), where ωmet (resp. ωTS) is the an-
gular frequency inside the metastable basin (resp. the
transition state), and ζ the friction coefficient. The an-
gular frequency ωTS (and consequently τ0) depends on
the choice of the parameters controlling the balance be-
tween the hydrogen-bonding and effective stacking in-
teractions (see the appendix). Considering Fig. 9(b) in
the appendix, we see that a change of the values of ρb
does not affect significantly the shape of the transition
state and the metastable basin, i.e. the angular frequen-
cies ωTS and ωmet, only modifying the height of the free-
energy barriers. Consequently, this allows us to compare
our dynamical analysis,with the experimental result of
Altan-Bonnet et al.11, associated with a characteristic
time scale τexpmet ≃ 50 µs. One then deduces from Fig. 5
and Fig. 3, β0κφ = 540, which is significantly different
from the value of Ref. 10, because WT-metaD helped us
to better set the model parameters, and consistent with
hydrogen exchange measurements18. This value corre-
sponds to an activation free-energy ∆Fop ≈ 22 kBT0 and
a characteristic time scale τop ≈ 15 ms, for nucleation.
Finally, these opening and closure timescales lead to an
equilibrium constant K(T0) ≡ τcl(T0)/τop(T0) ≈ 0.003,
comparable with experiments11,18,44. Furthermore, to as-
sert the good matching of the thermodynamic properties
FIG. 5. Mean transition times, τcl and τop (closure and nu-
cleation), at room temperature T0, as a function of the height
of the free-energy barrier ∆Fcl, for ρb = 1.20 nm (circles) and
ρb = 1.50 nm (triangles).
5of our model with experiments, we simulated the hairpin
of Ref. 44 and found similar melting temperatures (see
the appendix). Playing on the model parameters will en-
able us in a mean future to adjust the thermodynamic
and dynamical quantities to different experimental con-
texts (e.g. sequences, ionic strength).
IV. DISCUSSION AND PERSPECTIVES
To go further, it would be interesting to take explic-
itly into account the role of base stacking in the single-
stranded domain. Actually, it is another notable contri-
bution to the energy of stabilization of ssDNA. Therefore,
the classical approach considering the ssDNA as a FRC
and isotropic hydrogen bonding remains questionable45.
However, improving our understanding of particular phe-
nomenon with mesoscopic models necessarily reduces the
question to fundamental aspects. The use of all-atom
simulations, or CG models considering explicitly stack-
ing interaction in the single-stranded domain16,19, cou-
pled to metadynamics, would be interesting, as a second
step, to support our mechanism. Furthermore, the role
of hydrodynamics interactions46, which might accelerate
the closure, would be also relevant. Finally, let us com-
ment on the potential biological implications of this work.
While strand separation plays a pivotal role in many bio-
logical processes, such as replication and transcription, it
is commonly accepted that these phenomena are driven
primarily by the stresses that are imposed by DNA super-
coiling through polymerase actions47–49. However, some
biological mechanisms, such as homology recognition33
or cruciform extrusion50, are believed to be dependent
of spontaneous DNA-breathing dynamics51. Therefore,
even if negative supercoiling of the dsDNA is assumed
to strongly promote the frequency of occurrence and life-
time of DNA-breathing bubbles8,52, there is no definitive
evidence that the mechanism highlighted in the present
work cannot occur in the absence of supercoiling. It
might also be possible that this mechanism takes place to
get behind biological mechanisms where DNA would not
undergo sufficient torsional stress for bubble nucleation.
This roadmap will be considered in the near future.
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APPENDIX
Appendix A: Numerical Model
As discussed in Ref. 9, our mesoscopic DNA model
consists in two interacting bead-spring chains each made
of N = 70 beads (of diameter a = 0.34 nm) at position
ri, with a AT-rich region of 50 bps in the middle, and a
GC region of 10 bps at each extremity. The Hamiltonian
is H = H
(1)
el + H
(2)
el + Htor + Hint, where the first two
contributions are elastic energies of the strands j = 1, 2
which include both stretching and bending energies
H
(j)
el =
N−1∑
i=0
κs
2
(ri,i+1− aref)
2+
N−1∑
i=0
κθ
2
(θi− θref)
2. (A1)
The stretching modulus, a2β0κs = 100, is a compromise
between numerical efficiency and experimental values54,
where β−10 = kBT0 is the thermal energy, T0 = 300 K
is the room temperature, and aref = 0.357 nm. The
bending modulus is large, β0κθ = 600, to maintain the
angle between two consecutive tangent vectors along each
strand θi to the fixed value θref = 0.41 rad (see Fig. 6).
Each strand is thus modeled as a freely rotating chain
(FRC). The third and fourth terms of H are the torsional
energy and hydrogen-bonding interactions, respectively.
The torsional energy is modeled by a harmonic potential
Htor =
N−1∑
i=0
κφ,i
2
(φi − φref)
2, (A2)
where φi is defined as the angle between two consecutive
base-pair vectors ρi ≡ r
(1)
i − r
(2)
i and ρi+1 (φref = 0.62
rad).
The stacking interaction between base pairs is mod-
eled through a κφ,i that depends on the value of the bare
dsDNA torsional modulus κφ, and the distances between
complementary bases, κφ,i = κφ[1−f(ρi)f(ρi+1)], where
f(ρi) =
1
2
[
1 + erf
(ρi − ρb
λ′
)]
, (A3)
and ρi = |ρi|. Hence, κφ,i = κφ in the dsDNA state
and κφ,i = 0 in the ssDNA one. The actual values in
the dsDNA state after equilibration, κ∗φ,ds, are however
different from the prescribed values, κφ, due to ther-
mal fluctuations and non-linear potentials entering the
Hamiltonian. Nevertheless, Fig. 7 underlines the linear
correlation between the prescribed and actual values of
the torsional modulus, which is representative of the ro-
bustness of the mesoscopic model. To compare the meso-
scopic model with experiments, we study the dependence
on the value of the torsional modulus κφ,i of the free-
energy barrier. In Fig. 8 is shown the evolution of the
one-dimensional free-energy profile along the width ρmax
for various bare torsional modulus, κφ. As we could ex-
pect from a preliminary study10, the height of the bar-
rier increases as a function of β0κφ. This increase of the
6height of the free-energy barrier remains local (around
the saddle region), and does not affect significantly the
shape of the metastable basin.
As shown in Fig. 9, the thermodynamic properties of
the model are also sensitive to the values of the param-
eters λ′ and ρb defined in Eq. (A3); the latter playing a
crucial role on the height of the energy barrier on both
sides of the saddle region. Let us note, however, that a
change in these values does not change qualitatively the
physics of the model, i.e. the mechanism of nucleation
and closure of long denaturation bubble. Considering
preliminary simulations, we have chosen λ′ = 0.15 nm
and a range of ρb ∈ [1.20 nm, 1.50 nm]. In this work,
we mainly focus on ρb = 1.20 nm, which yields ther-
modynamic and dynamical properties in good agreement
with biophysical mechanisms, i.e. to account for real-
istic opening times, but without any direct a priori on
the closure times that emerge from Libchaber’s experi-
ment11. Playing on the values of ρb and κφ would enable
one to adjust the values of ∆F0 and ∆Fcl to different
experimental contexts (e.g., sequences, ionic strength).
The hydrogen-bonding interaction is modeled by a Morse
potential
Hint =
N−1∑
i=0
A(e−2
ρi−ρref
λ − 2e−
ρi−ρref
λ ), (A4)
where ρref = 1 nm, λ = 0.2 nm, and β0A = 8 and 12
for AT and GC bonding, respectively, as in Refs. 10 and
41. The fitted values for the dsDNA persistence length
and the pitch are ℓds ≃ 160 bps and p = 12 bps for the
relevant range of β0κφ we are interested in, which are
comparable to the actual dsDNA values (ℓds ≃ 150 bps
and p = 10.4 bps). The ssDNA persistence length is ℓss =
3.7 nm, compatible with experimental measurement55,
even though in the upper range of measured values.
The evolution of ri(t) is governed by the overdamped
Langevin equation, integrated using a Euler’s scheme,
ζ
dri
dt
= −∇riH(rj) + ξ(t), (A5)
where ζ = 3πηa is the friction coefficient for each bead
of diameter a with η = 10−3 Pa.s the water viscosity.
The diffusion coefficient, Ddiff ≡ kBT0/3πηa, thus takes
into account the level of coarse-graining of the meso-
scopic model involved in the kinetics associated to the
smoothed free-energy landscape56. The random force
of zero mean ξi(t) obeys the fluctuation-dissipation re-
lation 〈ξi(t).ξi(t
′)〉 = 6kBTζδijδ(t − t
′). Lengths and
energies are made dimensionless in the units of a = 0.34
nm and kBT0, respectively. The dimensionless time step
is δτ = δtkBT0/(a
2ζ), set to 5× 10−4 (δt = 0.045 ps) for
sufficient accuracy10,41. This set of parameters induces
zipping velocities v ≈ 0.2 − 2 bp/ns, compatible with
experimental measurements57.
Appendix B: Melting Temperature
Following Refs. 11 and 44, we focus on the melting dy-
namics considering the mesoscopic model and DNA bea-
con configurations (see left panel in Fig. 10). We consider
a system made of N = 35 beads with a different base se-
quence from the one considered in the main text to study
bubble denaturation: a GC-rich region at the extremity,
a AT-base-pair region in the middle, and a T-rich re-
gion for the loop. It is indeed analogous to the sequence
5′−GCGCG(AT )9GCGC(T )12CGCG(AT )9CGCGC−
3′ considered in Ref. 11, even if the mesoscopic model
does not distinguish explicitly the bases A and T (G and
C respectively). The length of the loop region has been
chosen such that it is greater than the single-stand per-
sistence length ℓss ≈ 10 bps.
We study the melting properties associated with end-
tagging (GC clamp) and internal-tagging (AT domain),
i.e. the number of open/closed bps as a function of the
temperature. We thus assume that the DNA melting
occurs when the average number of bps in the denatura-
tion domain under consideration (AT or GC) is compa-
rable with half of the number of DNA bps in this domain
(see right panel in Fig. 10). Considering the parameters
β0κφ = 580 and ρb = 1.20 nm, that mainly control the
width of the equilibrium well and the height of the en-
ergy barrier, one obtains TATm ≈ 330 K and T
GC
m ≈ 338 K.
It is well known that the melting temperature is sensi-
tive to the salt concentration in the system. Then, if we
consider that the implicit salt condition of our system is
representative of a screened system, our result is compat-
ible with experimental measurement, T internaltagm ≈ 345 K
and T endtagm ≈ 350 K.
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Appendix C: MetaDynamics Simulations
Thermodynamic properties. Because of its conver-
gence properties, Well-Tempered MetaDynamics (WT-
metaD) is the most widely adopted version of the meta-
dynamcis algorithm28. In WT-metaD, the bias depo-
sition rate decreases over simulation time and the dy-
namics of all the microscopic variables becomes progres-
sively closer to thermodynamic equilibrium as the simu-
lation proceeds, making the bias to converge to its lim-
iting value in a single run and avoiding the problem of
overfilling, ie. when the height of the accumulated Gaus-
sians largely exceeds the true barrier height. Thus one
prevents the system from being irreversibly pushed in
regions of configuration space which are not physically
relevant. Its success depends on the critical choice of a
reasonable number of relevant collective variables (CVs).
All the relevant slow varying degrees of freedom must be
described by the CVs. In addition, the number of CVs
must be small enough to avoid exceedingly long compu-
tational time, while being able to distinguish among the
different conformational states of the system. However,
to correctly describe the free-energy landscape, it is not
7FIG. 6. (a) Snapshot of an equilibrated double helix (from Ref. 10). The bending angle along each strand is θref, ρref is the
equilibrium base-pair distance and nˆ is the helical axis around which twist is defined. The imposed equilibrium twist between
successive pairs is φref. (b) Graphic representation of the evolution of the bubble closure/nucleation.
FIG. 7. (a) Evolution of the actual torsional modulus, κ∗φ,ds, of dsDNA, as a function of the bare torsional modulus, κφ, for
ρb = 1.50 nm (triangles) and ρb = 1.20 nm (circles): κ
∗
φ,ds = (0.59 ± 0.01)κφ + (127 ± 3). As expected from the definition
of the stacking interaction in Eq. (A3), the value of ρb does not play a role in the duplex state. (b) Representation of the
hydrogen-bonding interaction modeled by a Morse potential (black curve) and the stacking interaction between base pairs (red
curve). The choice of the internal parmeters (λ, ρref) and (λ
′, ρb) fixes the transition between stacked and unstacked regime
taking into account local denaturation.
FIG. 8. Evolution of the free-energy profile associated with the temperature-activated closure mechanism for increasing values
of β0κφ, and ρb = 1.50 nm. (a) The free-energy profiles are shifted arbitrarily along the ordinate axis for clarity. (b) The
free-energy profiles are fitted with respect to the closed-state basin to underline the increase of the barrier height with β0κφ.
8FIG. 9. Evolution of the free-energy profile associated with the temperature-activated closure mechanism for β0κφ = 300
reconstructed with Well-Tempered MetaDynamics, and for different values of the parameters λ′ and ρb (cf. Eq. (A3)). We
see that a slight change in these values does not change qualitatively the physics of the model. In the left panel (a), the
closure free-energy barrier β0∆Fcl = 18.6, 15.4, and 14.3 for λ
′ = 0.075 nm, 0.15 nm, and 0.30 nm. In the right panel (b),
β0∆Fcl = 11.2, 13.9, 14.7 and 15.6 for ρb = 1.43 nm, 1.48 nm, 1.50 nm and 1.53 nm, respectively.
FIG. 10. Left panel: Snapshot of an equilibrated DNA beacon of sequence 5′ −
GCGCG(AT )9GCGC(T )12CGCG(AT )9CGCGC − 3
′, analogous to the sequence considered in Ref. 11, in a closed
configuration. The GC-rich regions are colored in blue, the middle AT-base-pair region in red, and the loop T-rich region
in gray. Right panel: illustration of the temporal evolution of the number of opened AT-bps, NATopen(t), at T = T
AT
m ,
associated with the internal-tagging. The dashed line represents half of the number of AT-bps in the middle domain,
NATopen(t)/N
AT
tot = 1/2. We consider the middle AT-domain and the terminal GC-domain to measure the melting temperatures
TATm and T
GC
m , respectively.
necessary that the CVs chosen in metaD properly ac-
count for all the states and barriers. Actually, they must
mainly account for the relevant barriers associated with
coarse-grained variables on which the free-energy depen-
dence is the most important. In the particular case of the
slow closure mechanism of bubble denaturation studied
in this Letter with the mesoscopic model, several observ-
ables come out to describe the metastable state as well
as the transition to the closed state: (1) the length L(t)
of the bubble, i.e. the number of opened base-pairs, (2)
the width ρmax(t) of the bubble, i.e. the maximal dis-
tance between paired bases, (3) the average twist angle
per bp, ∆φ, in the bubble10, and (4) the minimal twist
angle, φmin(t), in the bubble. As shown in Fig. 11 and
Fig. 12, the observables ρmax(t) and φmin(t) are highly
correlated to the length of the bubble, L(t). This prop-
erty is due to the relative simplicity of the mesoscopic
model for which the stacking interaction is internally de-
scribed. Thus, a natural candidate for a relevant CV
could be either the length L(t) of the bubble itself, ei-
ther its width ρmax(t). In the following we choose for
numerical efficiency the width ρmax(t) as CV to bias the
dynamics of the system. According to the algorithm in-
troduced by Barducci et al.28,42 a Gaussian is deposited
9FIG. 11. Distribution of the width ρmax (a) and the length L (b) of the metastable bubble, respectively, for β0κφ = 300 and
ρb = 1.50 nm, performed over a 60µs unbiased trajectory at room temperature.
FIG. 12. Average width ρmax (a) and average minimal twist angle φmin (b) of the metastable bubble as a function of the
number of opened base-pairs L, for β0κφ = 300 and ρb = 1.50 nm, and performed over a 60µs unbiased trajectory at room
temperature (with standard deviation). We emphasize the linear interpolation in the range of L (respectively ρmax and φmin)
defining the metastable bubble.
every τG = 25 ps with height w = w0e
−V (s,t)/(f−1)T ,
where s is the CV, w0 = 0.1 kBT is the initial height, T
is the temperature of the simulation, V (s, t) the metady-
namics time-dependent bias
V (s, t) = ω
∑
t′<t
exp
[
−
(s(t)− s(t′))2
2σ2
]
(C1)
and f ≡ (T + ∆T )/T = 5 is the bias factor with ∆T a
parameter with the dimension of a temperature. The
resolution of the recovered free-energy landscape is
determined by the width of the Gaussians σ = 0.1 in
units of the respective CV. Considering preliminary
results of unbiased simulations (see Fig. 11), we put a
wall at ρmax ≈ 10 to prevent the system to escape from
the metastable state53 (and therefore entering in the
zipping regime, i.e. a far from equilibrium process10,41).
We have checked that a slight change in the position
of the wall (ρmax = 9, 10, 11, 16, 20) does not change
significantly the results, particularly the positions of the
local minimum and the saddle, as well as the barrier
height. The simulations are run until the free-energy
profile does not change more than 2 kBT in the last 100
ns. To further control the error of the reconstructed
landscape we performed 5 runs of WT-metaD for each
values of the parameter κφ. The other observables are
reconstructed afterwards using the reweighting technique
of Bonomi et al.42. Biased simulations were performed
using the version 1.3 of the plugin for free-energy
calculation, named PLUMED53.
Dynamical properties. In order to estimate the
mean transition times between the metastable (bubble)
and the equilibrium (closed) states, we extend the
standard application scope of metaD considering the
recent method of Parrinello, Salvalaglio and Tiwary34,35.
We denote by τ the mean transition time over the barrier
from the metastable state to the closed state, and by
τM the mean transition time for the metadynamics
run. The later changes as the simulation progresses
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and is linked to the former through the acceleration
factor α(t) ≡ 〈eβV (s,t)〉M = τ/τM (t), where the angular
brackets 〈. . . 〉M denote an average over a metadynamics
run confined to the metastable basin, and V (s, t) is the
metadynamics time-dependent bias. To satisfy the main
validity criterions, ie. 1) to consider a set of CVs able
to distinguish between the different metastable states35,
and 2) to avoid depositing bias in the Transition State
region34, we check that the statistics of transition times
follows a Poisson distribution (performing a two-sample
Kolmogorov-Smirnov test with p-values in a range
[0.59, 0.96]), and increase the time lag between two
successive Gaussian depositions τG = 600 ps. We
performed several WT-metaD simulations and stop
the simulations when the crossing of the barrier and
the Gaussian deposition occur unlikely at the same
time. We have checked that the position of the wall
does not affect the mean escape time, when put at a
distance greater than the one defining the upper value
of the metastable state, i.e. ρwall > 10 (see Fig. 11).
Actually, increasing significantly the time lag between
2 successive Gaussian depositions, one checks that
the system is weakly perturbed at the border of the
metastable basin only. This analysis thus highlights the
value of βκφ = 540 associated with characteristic time
scales, τcl ≈ 40 µs and τnuc ≈ 15 ms, for the closure
and nucleation mechanisms, in good agreement with
experiments11.
Measure of the effective torsional modulus,
κ∗φ(L). Considering the equipartition theorem, we mea-
sure κ∗φ = kBT/〈(Φ − 〈Φ〉)
2〉, where Φ ≡
∑
i∈bubble φi
is the twist angle measured consecutively between the
bps defining each extremity of the bubble and L is the
length of the bubble. We clearly see in Fig. 13 that
κ∗φ increases when L decreases, recovering the value of
the torsional modulus in the double-stranded domain,
κ∗φ,ds ≃ 470 kBT0 (for β0κφ = 580). Figure 13 highlights
a non-trivial power law behaviour, κ∗φ(L) ∝ L
−α with
α = 2.2 ± 0.1. This law is valid down to L ≈ 3 bps
that corresponds to the breathing bubble regime. The
origin of the free-energy barrier is indeed related to the
finite value of κ∗φ(L) in the metastable bubble and the
crossover between two minima for the minimal twist an-
gle, φeqmin and 0.
Computation of the minimal free-energy path.
To obtain a typical minimal free-energy path (as in Fig. 1
in the main text), we applied the following methodology.
We considered the free-energy surface reconstructed with
Well-Tempered Metadynamics. We then fixed an initial
point located around the saddle region, i.e. ρmax = 1.35
nm and φmin = 0.35. Finally, we explored the trajecto-
ries associated with this initial point, and that drive the
system to the metastable and equilibrium basins. Due to
the inherent discretization scheme, this path is defined
with relative accuracy (bin-size effect).
FIG. 13. Bubble torsional modulus κ∗φ(L) of the metastable
bubble computed using a standard metadynamics simulation
with a wall at ρmax ≈ 20.
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