The amount of audio available in different databases on the Internet today is immense. Even systems that do allow searches for multimedia content, like AltaVista and Lycos, only allow queries based on the multimedia filename, nearby text on the web page containing the file, and metadata embedded in the file such as title and author [1] . This might yield some useful results if the metadata provided by the distributor is extensive. Producing this data is a tedious manual task, and therefore automatic means for creating this information is needed. In this paper an algorithm to segment the given audio and extract the features such as MFCC , SF , SNR , ZCR is proposed and the experimental results shown for the given algorithm[2] [3] .
Introduction
In many applications we are interested in segmenting the audio stream into homogeneous regions. Thus audio segmentation is the task of segmenting a continuous audio stream in terms of acoustically homogenous regions [4] . The goal of audio segmentation is to detect acoustic changes in an audio stream. This segmentation can provide useful information such as division into speaker turns and speaker identities, allowing for automatic indexing and retrieval of all occurrences of a particular speaker. If we group together all segments produced by the same speaker we can perform an automatic online adaption of the speech recognition acoustic models to improve overall system performance.
According to this here six different classes of audio are defined. 1. Speech: This is pure speech recorded in the studio without background such as music. 2. Speech over music: This category includes all studio speech with music in the background. Real-time speaker segmentation is required in many applications, such as speaker tracking in real-time news-video segmentation and classification, or real-time speaker adapted speech recognition. Here real-time, yet effective and robust speaker segmentation algorithm based on LSP correlation analysis can be done. Both the speaker identities and speaker number are assumed unknown. The proposed incremental speaker updating and segmental clustering schemes ensure this method can be processed in real-time with limited delay.
Related Work
Several methods have been developed for audio segmentation. Chen identifies two types of segmentation approaches namely, classificationdependent segmentation (CDS) and classificationindependent segmentation (CIS) [1] . CDS methods are problematical because it is difficult to control the performance [1] .
CIS approaches can be further separated into time-domain and frequency-domain depending upon which audio features they use, or supervised and unsupervised approaches depending on whether the approach requires a training set to learn from prior audio segmentation results. CIS may also be defined as model-based or non-model based methods.
In model-based approaches, Gaussian mixture models (GMM) [4] , [5] , Hidden Markov Models (HMM) [6] , Bayesian [7] , and Artificial Neural Networks (ANN) [8] have all been applied to the task of segmentation. Examples of an unsupervised audio segmentation approach can be found in [7] and [9] . These unsupervised approaches test the likelihood ratio between two hypotheses of change and no change for a given observation sequence. On the other hand, the systems developed by Ramabhadran et al. [6] and Spina, and Zue [4] must be trained before segmentation. These existing methods are limited because they deal with limited and narrow classes such as speech/music/noise/ silence.
Audio segmentation methods based on a similarity matrix, have been employed for broadcasting news, which is relatively acoustic dissimilar, and for music to extract structures or music summarizations. The accuracy evaluation of these methods was undertaken with specific input audios and has not been previously reported for use with audio files in a non-music/non-speech database. This paper introduces a two phase unsupervised modelfree segmentation method that works for general audio files. In this paper, we discuss the process by which we developed and evaluated an efficient CIS method that can determine segment boundaries without being supplied with any information other than the audio file itself. 2 shows the basic processing flow of the proposed approach that integrates audio segmentation and speaker segmentation. After feature extraction, the input digital audio stream is classified into speech and nonspeech. Nonspeech segments are further classified into music, environmental sound, and silence, while speech segments are further segmented by speaker identity [2] . 
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Figure3: The flowchart of segmentation and classification algorithm Figure 1 shows the flowchart of proposed audio segmentationand classification algorithm. It is a hierarchicalstructure. In the first level, a long audio stream canbe segmented into some audio clips according to thechange of background sound by MBCR based histogram modelling. Then a two level MGM (Modified Gaussian modelling) classifier is adopted to hierarchicallyput the segmented audio clips into six predefinedcategories in terms of discriminative background sounds,which is pure speech (PS), pure music (PM), song (S),speech with music (SWM), speech with noise (SWN)and silence (SIL).
SEGMENTATION ALGORITHM
Since background sounds always change with thechange of scenes, the acoustic skip point of an audiostream may be checked by background sounds. As shown in Figure 2 , the MBCR feature vectors are firstly extracted from the audio stream. We set a sliding window which consists of two sub-windows with equal time length. The window on input signal is shifted with arange of overlapping. Then two histograms are created from each sliding sub-windows. The similarity between two sub-windows can be measured by histogram matching.The skip point can thus be detected by searching thelocal lowest similarity below a threshold. The proposed algorithm for audio segmentation segment the audio into different parameters as described before also feature extraction algorithm separates out the different audio features such as MFCC , LPC , SF , SNR , HZCRR.
Feature extraction
Considering the lower frequency spectrum are too sensitive to even a bit of changes of the scenes and speakers, it could cause segmented clips too small. It will have effects on succeeding audio classification. We, thus, use Multiple sub-Bands spectrum Centroid relative Ratio (MBCR) [5] over 800Hz as basic feature. This feature may depict centroid movement trend in a timefrequencyintensity space. Its mathematical description can be described as follows.
where SCR(i, j) is MBCR of the ith frame and the jthsub-band, SC(i, j) is the frequency centroid of the ithframe and the jthsub-band, and N denotes the number of frequency sub-bands. The element of f ( j) is the normalized central frequency.
where ω L ( j) and ω H ( j) are lower and upper boundof sub-band j respectively, F(i,ω) represent denotesthe Fast Fourier Transform (FFT) at the frequency ωand frame i, and | F(i,ω) | is square root of the powerat the frequency ω and frame i.
Results:
We conducted a series of experiments based on proposed audio segmentation and classification approach. The performance was evaluated on the recordings of real TV program. The segmentation and classification results were evaluated by the recall rateδ, accuracy rateξ, and average precisionη. These are defined as We pre-defined six categories as audio classes, which is pure speech (PS), pure music (PM), song (S), speech with music (SWM), speech with noise (SWN) and silence (SIL). Table1 gives the result of first level classifying. It firstly puts the audio clips into three classes, pure speech, silence and others. The others is further classified into four classes: speech with music, song, pure music, and speech with noise, in the second level classifying.
