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Abstract Extracting features out of binary shapes which are robust against scaling, noise, and rigid
& elastic deformations is the purpose of this paper. The authors have utilized the amazing energy
compaction property of Discrete Cosine Transform, applied to variable size, non-overlapping blocks
of input image, containing the shape to capture features (hereby called the signature of the shape).
By keeping the number of these non-overlapping blocks the same, irrespective of the size of input
image, is good against scaling, while applying various morphological operations on black and white
versions of the shape and then picking a few lower frequency components makes the scheme work
against noise and deformations. Extracted signatures show amazing inter-class variation and intra-
class similarity when classified using minimum distance and k-NN classifiers. The proposed system has
shown great accuracy on GREC 2003 shape dataset (http://www.cvc.uab.es) [23], MPEG7 silhouette shape
database (http://www.imageprocessingplace.com/root_files_V3/image_databases.htm) [25] and TOSCA
tools shape dataset (http://tosca.cs.technion.ac.il/book/resources_data.html) [26].
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Shape Recognition [1,2] can be considered a subfield of
Graphics Recognition, which deals with the recognition of
shapes or shapes present in documents, drawings etc., using
smart pattern recognition algorithms. The problem is interest-
ing and in some cases wemay have to deal with large databases
belonging to various domains like Engineering, Architecture,
and Mathematics etc..
The problem of shape recognition can either be online or
offline. Online recognition refers to the process where shape
is being identified while it is being drawn using pen strokes,
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doi:10.1016/j.scient.2012.10.031pressure put by a person or time delay in drawing various parts
of a shape [3]. Offline recognition refers to identifying scanned
or printed copies of shapes as an image using statistical or
vectorial methods [4,5]. The task of recognizing shapes offline
is more complicated, as far as the recognition accuracy and
complexity of the algorithm are concerned [6].
As mentioned earlier, shape recognition approaches can
either be statistical or vectorial as far as the strategy of feature
extraction is concerned. The statistical approach is concerned
with pixel level information processing, while the vectorial
approach may depend on length of lines, edges and other
geometrical elements possessed by a shape [7].
Two important requirements of a robust feature extraction
algorithm for shape recognition are (1) intra-class similarity,
and (2) inter-class discrimination under various disturbances,
e.g. scaling, rotation, binary degradation, and rigid & elastic
deformations. A scaled shape image is either smaller or greater
in size compared to the original. The image can also be rotated
by some degree clockwise or counterclockwise, whichever is
convenient to understand. Binary degradation refers to salt
and pepper noise added to the shape during the scanning of a
previously printed image. Rigid and elastic deformations appear
mainly due to the variability of several different writing styles
resulting in line slope disturbance and coarse edges, etc..
evier B.V. Open access under CC BY-NC-ND license.
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been presented in the past, which make use of contours
and regions to identify offline printed shapes. Khotanzad and
Yong [8], Hse & Newton [9] and Kim & Kim [10] presented
state of the art Zernike Moments for offline rotation invariant
shape recognition, which is simple to calculate but inefficient,
versus increasing problem size. Goldschmidt [11] presented an
algorithm well known as the Angular Radial Transform (ART)
which can identify general shapes efficiently. It calculates the
R-signature on the basis of Radon Transforms and achieves
rotation invariance using Fourier Transform. The same was
endorsed by Tabbone et al. [12] who came up with better
recognition accuracy. Escalera et al. [13] present a statistical
approach for binary object recognition using a rectangular grid,
which identifies one centroid in each cell through predefined
criteria. The descriptor for an arbitrary cell depends on the
distance of each foreground pixel from the centroid of its
own cell, as well as from the centroids of all cells in its 8-
neighborhood, in order to preserve the major characteristics
of the shape. Escalera et al. [14] present a shape spotting
technique for document analysis using a circular blurred shape
model. The image is viewed in a correlogram, with its centre
of gravity being the origin. The centroid of each cell in the grid
is identified, and the distance calculated for each foreground
pixel from the centroid of its own cell and of the neighboring
cells is used as a feature which turns to be rotation invariant.
Wenyin and Zhang [15] introduce a kernel density estimator
in conjunction with ICE to classify binary shapes which are
invariant to rotation, scaling and deformation. The method,
however, works only on segmented versions of the symbol and
fails on real world shapes containing lines and curves. Yang [16]
has proposed a pixel level constraint histogram based approach
for Symbol Recognition. It constructs a histogram for each
pixel of the image to explore distribution of constraints among
other pixels of the shape. This method has the advantages of
both statistical and vectorial approaches but suffers from high
computational complexity.
In addition to various statistical approaches discussed above,
researchers have been trying various vectorial approaches in
an effort to solve the problem [17]. Luqman et al. [18] have
experimented with graph equivalent models of shapes, where
a shape is decomposed into an equivalent graph, where each
turn gives rise to a node and connecting lines are represented
as edges. The method is successful up to some extent, but due
to the nature of Graph Theory, it suffers from the disadvantage
of increased computational complexity. A combination of
vectorial and statistical feature extraction has also been a
subject of interest [19].
This paper presents a novel off line scheme for calculating
feature vectors on the basis of twomost significant components,
i.e., DC component and first AC component. The input image
is divided into 8 × 8 rectangular blocks, irrespective of size,
which results in larger sized blocks in cased of scaled-up version
(s) of the image, and vice versa for scaled down versions. The
size of feature vector in any case, however, remains the same.
A two-dimensional Discrete Cosine Transform is applied on
each block. As DCT conserves most of the energy in lower
frequency components [20], only the three lowest frequency
components mentioned above are picked from each block to
become members of the feature vector. As the image is divided
into 8 × 8 blocks on a variable size grid, the feature vector for
all images is of size 3 ∗ 64 = 192. The technique is efficient
compared to many state of the art techniques because of low
feature vector size, hence, making the task of the classifier easyFigure 1: Typical zig–zag scheme used in JPEG compression.
for large shape databases. A Minimum Distance Classifier [20]
and K -nearest neighbor algorithms [21] were used for the
purpose of classification. While using the Minimum Distance
Classifier, the centroid of each class in the training dataset
was calculated as the mean of Euclidean Distance between all
candidates of the class.
The outline of this paper is as follows. Section 2 discusses
the details of the proposed methodology for scale, distortion,
and deformation invariance obtained using flexible grid and
Discrete Cosine Transform. An analysis of inter-class variation
and intra-class similarity obtained by the approach is also
presented. Moreover, use of the Minimum Distance Classifier
and K -nearest neighbor for classification purposes is discussed
too. In Section 3, the authors present the performance of the
proposed algorithm on various datasets, i.e., standard GREC
2003 dataset, MPEG 7 silhouette database and TOSCA tool
dataset. Section 4 finally concludes with the discussion.
2. Flexible grid and DCT based feature extraction
Discrete Cosine Transform (DCT) is very similar to Discrete
Fourier Transform (DFT), with the difference that it contains
only real parts, whereas DFT contains both real and imaginary
parts. DCT is well known for its energy compaction property,
i.e., it tends to compact most of the information contained
by a two-dimensional matrix into the upper left corner,
referred to as low frequency components, which has made it a
logical choice for the famous JPEG compression algorithm [20].
The typical zigzag technique used in JPEG like compression
algorithms is shown in Figure 1.
The proposed algorithm divides the image in a fixed number
of blocks, i.e. 8 × 8, and applies a 2-dimensional DCT on every
block. The three lowest frequency components, i.e. DC, and first
and second AC components, are retained to be a part of the
feature vector. Grid size remains 8 × 8 and, hence, the feature
vector size remains 192 for all image sizes, which contribute
towards making the system scale invariant.
If the size of a block extracted from the image being
considered is, say,M×N , the two-dimensional Discrete Cosine
Transform can be calculated as:
F (u, v) = ∝u∝v
M−1
i=0
N−1
j=0
f (i, j) cos
π (2i+ 1) u
2M
× cos π (2j+ 1) v
2N
. (1)
While:
0 ≤ u ≤ M − 1
0 ≤ v ≤ N − 1
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tools datasets.
which shows that the size of the output matrix essentially
remains the same as the size of the input matrix.
Moreover:
∝u =

1√
M
if u = 0
2
M
otherwise
∝v =

1√
N
if v = 0
2
N
otherwise.
The three lowest frequency components used by the proposed
algorithm can be calculated directly from Eq. (1) as follows:
F (0, 0) = ∝0∝0
M−1
i=0
N−1
j=0
f (i, j) cos(0) cos(0), (2)
F (0, 1) = ∝0∝1
M−1
i=0
N−1
j=0
f (i, j) cos(0) cos
π(2j+ 1)
2N
, (3)
F (1, 0) = ∝1∝0
M−1
i=0
N−1
j=0
f (i, j) cos
π (2i+ 1) 1
2M
cos(0). (4)
Eqs. (2) and (3) correspond to the first and second AC
component of DCT, calculated on a block. The first of these
two equations represent intensity change in a vertical direction,
while the second in a horizontal direction. As we move further
into the matrix, in standard zigzag fashion, we find most of
the higher frequency components to be zero. The choice of
considering only the first three components, i.e. DC, first AC, and
second AC, is arbitrary and has empirically shown satisfactory
results versus rigid & elastic deformations inherent in hand
drawn shapes.
As discussed earlier, grid size remains the same, i.e., 8 × 8
for variable image sizes, as shown in Figure 2, which may result
in having different block sizes for different shapes, but the
calculated feature vector will have the same size for variable
sized images. The energy compaction of DCT, as discussed
earlier, and by scaling the final 192-dimensional feature vector
between 0 and 1, makes the system invariant to scaling.
2.1. Preprocessing
Input images may be (1) noisy (2) translated either
horizontally, vertically or both (3) the shape contained by the
imagemay be of varying line thickness. Cleaning an image from
noise may include removing isolated black pixels added during
the process of scanning or due to aging. Every black pixel in
the image surrounded by all white in its 8-neighborhood was
declared as noise and was turned to white to clean the image.
Some of the images may be translated horizontally, ver-
tically or in both directions. Calculating feature vectors on
translated images directly may lead to incorrectness. Removing
borders in both horizontal and vertical directionswould extract
the desired shape, but the size of the image would be reduced.a b c
Figure 3: (a) A translated shape. (b) Extracting the translated object.
(c) Extracting single pixel wide boundary of the object.
Reduced image size due to border removal creates no issue be-
cause the system is scale invariant.
Shapes may be drawn of varying line thickness, which cause
the increasing or decreasing intensity of foreground pixels and,
hence, energy in a block, which is one very important part
of the feature vector. A single pixel wide shape is obtained
using a morphological boundary extraction process; the image
is eroded with a square 3×3 structuring element first and then
the result is subtracted from the original image to extract the
boundary of the shape thickness, which remains the same for
every image [20]. Figure 3 shows a translated shape extracted
and its boundary width thinned to a single pixel for a sample
from the MPEG7 silhouette database.
2.2. Deformation and scale invariance
As mentioned in Section 1, the challenge is to maximize
intra-class similarity and inter-class variability by extracting
invariant features from an image. The proposed scheme divides
the image into a rectangular grid of size 8 × 8, irrespective
of the size of the image, calculates 2-D DCT on each of the
64 blocks and retains three lowest frequency components as
features from each block. Figure 4 shows feature sets calculated
for various instances of a shape from the MPEG7 silhouette
shape database. All four instances vary slightly in their drawing,
which corresponds to deformation. It can be seen easily that
the feature sets calculated for each shape are very close to each
other, giving rise to intra-class similarity.
Feature vectors shown on the right of each shape in Figure 4
are calculated onpreprocessed versions of the silhouette shapes
shown on the left of each plot. Preprocessing includes removing
any translation and de-noising, and extracting the boundary
of the shape, as shown in Figure 3(c). Plots in Figure 4 show
that the feature vectors for various instances of a class vary
very slightly, which gives rise to intra-class similarity. It was
empirically found by the authors that the strength of the
proposed approach lies in intra-class similarity, i.e., feature
vectors for two similar shapes may be similar, but various
instances of a shape are very close to each other, which makes
the job of a classifier easy, and, as shown in the next section,
elementary machine learning algorithms, i.e. the Minimum
Distance Classifier and the KNN Classifier, produced promising
results.
Feature sets corresponding to different shapes should be
considerably different from each other to assure inter-class
variability. At the same time, they should be very close to each
other for scaled and deformed versions of the same shape in
order to satisfy intra-class similarity. Each row in Figure 5 shows
feature vectors of deformed and scaled versions of four different
shapes chosen randomly from the GREC 2003 dataset. Vectors
are drawn on the same scale and on each other with different
colors. For each shape, intra-class similarity is quite obvious,
as one can see the similarity of feature vectors for scaled and
deformed versions of the shapes.
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in the first row are geometrically similar as both contain a
circle contained in a square, but as can be seen, feature vectors
are considerably different, making the job of a classifier easy.
Similarly, shapes shown in the second row are also graphically
similar (the figure on the right has two extra horizontal and
vertical lines), but feature vectors are quite different from
each other, which is a manifestation of the robustness of the
algorithm.
As discussed in the next section, the superb inter-class
variation and intra-class similarity exhibited by the approach
has resulted in the sustained performance of the classifier
versus increasing the number of shapes.
Rigid and elastic deformations are inherent in handwritten
shapes and occur due to variability in writing styles, by not
drawing lines with proper slopes and by junctions which are
not neatly drawn. Moreover, there can be small discontinuities
in straight lines and curves drawn free hand. The proposed
algorithm takes care of these rigid and elastic deformations
and small discontinuities, and has performed satisfactorily on
hand drawn versions of all 59 shapes included in the GREC
2003 dataset. Figure 6 shows some of the shapes from the
same dataset and their hand drawn versions side by side; onecan see that the feature vectors calculated for each pair are
quite similar, which makes the algorithm perform hand drawn
shape recognition with great accuracy, as discussed in the next
section.
3. Classification
To make the task of computation simple, the authors have
tried two basic machine learning algorithms for the purpose
of classification i.e. MinimumDistance Classifier and K -Nearest
Neighbor.
For almost all data sets used, almost 30% of the available
data was used for training the classifier. Centroids of classes
to be used for the minimum distance classifier were calculated
as a 192-dimensional arithmetic mean of the feature vectors
belonging to each instance included in the training data as:
Cj = 1Nj

x∈∝j
xj while 1 ≤ j ≤ M (5)
where Cj is the centroid of class j, Nj shows the number of
feature vectors to be mapped to class αj, and xj the feature
vector corresponding to class j. Since the feature vector of each
1726 A. Mannan et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1722–1730Figure 5: Feature vectors of deformed and scaled versions of similar shapes to show intra-class similarity and interclass variation.instance is 192, the same for the centroid of all classes will also
be 192-dimensional.
As in our case, Nj remains the same for all classes, therefore,
Eq. (5) can be rewritten as:
Cj = 1N

x∈∝j
xj while 1 ≤ j ≤ M. (5-A)
Training includes the calculation of centroids for all classes; an
incoming image is assigned a class by calculating the Euclidean
distance between its feature vector and the feature vector of
centroids of all the classes participating in training. The decision
of the correct class is made on the basis of least Euclidean
distance, as follows:
Correctclass = argmin
x− Cj (6)
where x is the feature vector of the incoming shape andCj shows
the centroid of class j. As mentioned earlier, the number of
classes will be equal to the number of shapes included in the
dataset.
K -NN is probably the simplest algorithm of machine
learning [21,22], which classifies data on the basis of closest
match with the training dataset. It stacks feature vectors
calculated for every instance presented during training, along
with the information of its class-belonging. Once the training is
complete, the feature vector of an incoming shape is compared
with all feature vectors present in the training set, normally
on the basis of Euclidean distance, and K closest matches are
extracted. The shape being tested is assigned to the class found
in the majority in vector K . In order to avoid ties, K is generally
taken as an odd number. For some of the datasets we have
experimented with during the work, the K -Nearest Neighbor
classifier was used with K = 3. Shapes from the TOSCA dataset
(explained in the next section in detail) were classified using
3-NN and it was found to be efficient on deformable shapes.Table 1: Recognition rate of scaled shape images.
Classes Recognition rate (%)
Our approach Graph based approach
5 100 100
10 100 100
20 100 100
30 98 100
40 96 100
50 96 100
59 96 100
4. Experimental evaluation
4.1. Performance on GREC 2003 dataset
A standard GREC 2003 [23] dataset was used to evaluate the
performance of the proposed algorithm. Thedataset contains 59
shapes from architecture and electrical engineering domains.
All these shapes are shown in Figure 7.
Five clean shapes of the GREC’03 dataset were used for
training. The dataset is supplied with scaled versions of
standard shapes, which were also tested using the proposed
algorithm. A comparison of recognition accuracy using the
proposed approach, and using a graph based approach versus
increasing number of classes, is summarized in Table 1.
Accuracy is exceptionally good for both approaches, up to
40 symbols, after which, the graph based technique performs
better.
The dataset also includes nine different degradation levels
of these shapes. Degraded shapes contain binary noise,
i.e., small black dots on a white background, which makes
the task of recognition difficult for a statistical type approach.
Preprocessing, discussed in Section 2.1, does remove most of
the noise from images, but some level of distortions, rich in
A. Mannan et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 1722–1730 1727Figure 6: Comparison of feature vectors calculated for clean and hand drawn shapes containing discontinuities and rigid & elastic deformations.Table 2: Recognition rate of binary degraded images.
Degradation level in thedataset Recognition rate (%)
Our approach Graph based approach
1 100 98
2 99 97
3 98 96
4 96 96
5 94 90
6 100 97
7 100 97
8 99 95
9 98 95
noise (e.g. distortion type 5), were still hard to recognize. The
recognition accuracy of the proposed algorithm on all nine
degradation levels is given in comparison with the graph based
approach, in Table 2, which proves the proposed approach is
better.
The GREC dataset includes three different levels of distor-
tions added to shapes. Distorted shapes contain deformationsTable 3: Recognition rate of elastically deformed shape images.
Deformation level in thedataset Recognition rate (%)
Our approach Graph based approach
1 100 96
2 98 95
3 97 77
and discontinuities which increase from levels 1 to 3. The pro-
posed algorithm was found to be better than the graph based
approach for all distortion levels, with performance degraded to
97% at most, whereas the accuracy of the graph based approach
drops down to 77% (see Table 3).
In order to further test the performance of the proposed
approach, it was also tested on free hand drawings of all
59 shapes present in the standard GREC dataset, shown in
Figure 8. Members of the set are of different sizes, contain
rigid and elastic deformations, and some discontinuities, both
in straight lines and curves. Some of the shapes are also
not according to the width and height ratio present in their
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Figure 8: Hand drawn version of GREC shape set.
standard clean counterparts, which creates a challenge for their
correct recognition.
The authors took this task on and tested the proposed
algorithm on all 59 hand drawn shapes shown in Figure 8. DCT
based feature extraction and classification using a minimum
distance classifier produced very healthy results. In order to
evaluate our proposed approach, it was compared to two
state of the art approaches in the field, i.e. Zernike Transform
and Angular Radial Transform (ART), and with one recently
proposed graph based approach [18]. The comparison is
shown in Figure 9. It plots the recognition accuracy of all
four approaches versus increasing number of shapes. The
recognition rate should obviously drop down as the number of
shapes increase in the competition, because many shapes are
similar and, hence, similar features are generated. Five shapes
were selected at random from the dataset in order to start the
experiment, and then figures were added as multiples of 5.
Both Zernike and ART start poorly with 60% and 69% accuracy
for five shapes. All approaches have a downward trend versus
increasing number of shapes, but the proposed algorithm ends
up quite reasonably at a recognition rate near 80%, which
is far superior to the rate obtained by the remaining three
approaches. The graph based approach presented in [18] seems
to perform quite well in the beginning but the performance
degrades more quickly than the proposed algorithm with
increasing number of classes. A similar performance of the
graph based technique was also demonstrated in Table 3 for all
three degradation levels in the standard GREC 2003 dataset.
4.2. Performance on MPEG7 dataset
MPEG7 is a silhouette shaped dataset containing 70 shape
images with varying intra-class separation and large interclass
similarity among shapes, which created a challenge for both
feature extraction and the classification technique. There are 20
instances of each shape, and variability among them is quite
large for some of the members. Our proposed algorithm was
tested on 50 selected symbols of the MPEG7 database, shown
in Figure 10, using a minimum distance classifier; only 30% ofFigure 9: Recognition accuracy of Zernike, ART, graph based feature extraction
and our approach on handwritten GREC shapes.
Figure 10: Fifty selected shapes from MPEG 7 database.
Table 4: Performance of proposed technique and Zernike on MPEG 7
database.
No. of shapes Zernike moments Our approach
5 61.23 97.3
10 59.81 95.4
15 58.62 94.1
20 58.30 94
25 53.34 93.6
30 52.98 93
35 52.38 91.14
40 49.16 90.6
45 44.14 89.55
50 41.90 89.45
the data was used for training and the systemwas tested on the
remaining 70%. In order to better explore the strength of the
proposed technique, the evaluation started with only 5 shapes,
and the remaining shapes were added as multiples of 5. The
recognition accuracy of the technique was also compared with
state of the art Zernike for the same database versus increasing
number of shape images, and the result is presented in Table 4.
4.3. Performance on TOSCA tools dataset
Although the technique was not developed for articulated
shapes, it has performed quite impressively on the TOSCA tools
dataset [24]. As shown in Figure 11, the set contains seven tool
symbols and there are five instances of each tool shape. 40% of
the data available were used to train a 3-NN classifier, which
was later tested on the remaining data.
The performance of our proposed approach on the remain-
ing three symbols of each tool type is shown in Figure 12. It is
obvious that there are only three misclassified items out of 21
comparisons made, which proves that the proposed approach
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a
b
c
Figure 12: Three closest matches for the third (a), fourth (b) and fifth (c)
instance of each class.is equally effective, even on deformable articulated shapes. An-
other interesting observation made from the results shown in
Figure 12 is that, a given test image of scissors (say from class
no. 1) retrieves images of scissors fromclasses 1 to 7. Similarly, a
query image containing pliers retrieves pliers not only from the
same class but from other similar classes. This indicates that the
feature extraction technique proposed here preserves the ge-
ometry of the shape in a very general way, which is helpful in
retrieval, based on what is contained by the image.
5. Conclusion
In this paper, we have presented a computationally light
algorithm based on the three lowest frequency components of
the Discrete Cosine Transform applied to every block obtained,
using a flexible grid of size 8 × 8. The feature extraction
algorithm extracts 192 features from the image containing
a shape. The approach was found robust against scaling,
frequently encountered rigid and elastic deformations in
handwritten shapes/symbols, and against binary degradation,
which can be interpreted as noise in shape images. In order to
judge the performance, the algorithm was applied to the GREC
2003 dataset first, and satisfactory results were obtained on
various scaled, noisy and elastically deformed versions of clean
images. The authors then produced a handwritten version of
the same set indigenously, which includes scaled and deformed
images. This hand drawn dataset was analyzed with state of
the art Zernike, ART, the graph based technique and with our
approach; the results prove our approach to be far superior to
the others. Next, it was tested on fifty selected shapes from
the MPEG7 silhouette shape dataset and proved its superiority
to Zernike moments. Finally, the proposed algorithm was
tested on articulated shapes from the TOSCA tools dataset and
produced surprising results.
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