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Abstract
By applying the well known Leggett–Williams multiple fixed point theorem and fixed point theorem of cone expansion and
compression, this paper investigates the existence of multiple positive solutions of periodic boundary value problems for first order
differential equations. Meanwhile, two examples are worked out to demonstrate the main results.
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1. Introduction
The periodic boundary value problems (PBVP, for short) for first and second order differential equations have
been widely studied in recent years (for details, see [1–7] and references therein). The methods used in references are
mainly the upper–lower solutions method and the monotone iterative technique. What they obtained is the existence
of at least one solution if there is a pair of upper–lower solutions. However, it is very difficult to find upper–lower
solutions for general differential equations.
As we know, the fixed point index theory and fixed point theorem of cone expansion and compression are
extensively used to investigate the existence of multiple positive solutions of boundary value problems for second
order differential equations (for instance, see [8–12] and references therein). To our best knowledge, few papers have
applied topological approaches to study periodic boundary value problems.
On the other hand, work establishing the existence of three solutions of nonlinear equations using a degree theoretic
approach traces back to the Leggett–Williams multiple fixed point theorem [13]. Up to now, this theorem has been
applied to obtain triple solutions for many kinds of equations, for instance, integral equations [14], and certain
boundary value problems for second order differential equations [15,16] as well as for their discrete analogues; see
[17] and references therein. Unfortunately, no paper is concerned with PBVP for first order differential equations by
using this theorem.
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The objective of present paper is by applying the Leggett–Williams multiple fixed point theorem and fixed point
theorem of cone expansion and compression to investigates the following PBVP:{
x ′(t) = f (t, x(t)), t ∈ I ;
x(0) = x(2pi), (1.1)
where I = [0, 2pi ], f : I × R → R is continuous. Under suitable assumptions, the existence of triple or multiple
solutions of PBVP (1.1) is obtained.
The basic space used here is C(I ) = C[I, R]. Obviously, C(I ) is a Banach space with the norm ‖x‖ =
maxt∈I |x(t)| for x ∈ C(I ).
At the end of this section we state the Leggett–Williams multiple fixed point theorem and fixed point theorem of
cone expansion and compression, which will be used in Section 2.
Let E be a real Banach space with norm ‖ · ‖ and P ⊂ E be a cone of E , Pr = {x ∈ P : ‖x‖ < r} (r > 0).
Then Pr = {x ∈ P : ‖x‖ ≤ r}. Consider a nonnegative continuous and concave functional α(x) defined on P , i.e.,
α : P → R+ = [0,+∞) is continuous and satisfies
α(λx + (1− λ)y) ≥ λα(x)+ (1− λ)α(y), for x, y ∈ P and λ ∈ [0, 1].
Let
P(α, a, b) =: {x ∈ P : α(x) ≥ a, ‖x‖ ≤ b},
where 0 < a < b. It is not difficult to see that P(α, a, b) is a bounded closed convex subset of P .
Lemma 1.1 ([13] Leggett–Williams Fixed Point Theorem). Let operator A : Pc → Pc be completely continuous and
let α be a nonnegative continuous concave functional on P such that α(x) ≤ ‖x‖ for every x ∈ Pc. Suppose that
there exist 0 < d < a < b ≤ c such that
(A1) {x : x ∈ P(α, a, b), α(x) > a} 6= ∅ and α(Ax) > a for each x ∈ P(α, a, b);
(A2) ‖Ax‖ < d for x ∈ Pd ;
(A3) α(Ax) > a for x ∈ P(α, a, c) with ‖Ax‖ > b.
Then, A has at least three fixed points, x1, x2, and x3, satisfying
x1 ∈ Pd , x2 ∈ U, and x3 ∈ Pc \ (Pd ∪U ),
where
U = {x : x ∈ P(α, a, c), α(x) > a}.
Lemma 1.2 ([18] Fixed Point Theorem of Cone Expansion and Compression). Let P be a cone of real Banach space
E and Pr,s = {x ∈ P : r ≤ ‖x‖ ≤ s} with s > r > 0. Suppose that A: Pr,s → P is a completely continuous mapping
such that one of the following two conditions is satisfied:
(i) ‖Ax‖ ≤ ‖x‖ for x ∈ P, ‖x‖ = r and ‖Ax‖ ≥ ‖x‖ for x ∈ P, ‖x‖ = s.
(ii) ‖Ax‖ ≥ ‖x‖ for x ∈ P, ‖x‖ = r and ‖Ax‖ ≤ ‖x‖ for x ∈ P, ‖x‖ = s.
Then, A has a fixed point x ∈ P such that r ≤ ‖x‖ ≤ s.
2. Main results
For convenience, let us list the following assumptions.
(H1) There exists a positive number M such that
Mx + f (t, x) ≥ 0, ∀t ∈ I, x ∈ R+.
(H2) limx→+∞ f (t,x)x < 0 uniformly with respect to t ∈ [0, 2pi ].
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(H3) There exist two positive numbers a, b with b ≥ ae2piM and g ∈ C[0, 2pi ] such that
f (t, x) ≥ g(t) ≥ 0, ∀t ∈ I, x ∈ [a, b]
and
∫ 2pi
0 g(t)dt > 0.
(H4) limx→0 f (t,x)x < 0 uniformly with respect to t ∈ [0, 2pi ].
Remark 2.1. Condition (H1) is similar to the semi-positone condition [10,19].
For the sake of studying PBVP (1.1), we first consider the following linear PBVP:{
x ′(t)+ Mx(t) = σ(t), t ∈ I ;
x(0) = x(2pi), (2.1)
where M is the same as in (H1), σ ∈ C(I ). Let
G(t, s) =

e−M(t−s)
1− e−2piM , 0 ≤ s ≤ t ≤ 2pi;
e−M(2pi+t−s)
1− e−2piM , 0 ≤ t < s ≤ 2pi.
Then we have
e−2piM
1− e−2piM ≤ G(t, s) ≤
1
1− e−2piM , ∀t, s ∈ I. (2.2)
It is easy to see that the following lemma holds.
Lemma 2.1. For each σ ∈ C(I ), PBVP (2.1) has a unique solution:
x(t) =
∫ 2pi
0
G(t, s)σ (s)ds. (2.3)
In addition, if we choose σ(t) ≡ 1, then we know∫ 2pi
0
G(t, s)ds = 1
M
. (2.4)
Now for y ∈ C(I ), consider the following linear PBVP:{
x ′(t)+ Mx(t) = My(t)+ f (t, y(t)), t ∈ I ;
x(0) = x(2pi). (2.5)
By Lemma 2.1, we know that PBVP (2.5) has a unique solution
x(t) =
∫ 2pi
0
G(t, s)[My(s)+ f (s, y(s))]ds. (2.6)
Define an operator A on C(I ) by
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds, ∀x ∈ C(I ). (2.7)
It is easy to see that A : C(I ) → C(I ). Moreover, from (2.3) and (2.5)–(2.7), it follows that x ∈ C(I ) is a solution
of PBVP (1.1) if and only if x is a fixed point of the operator A. Therefore, we need to consider only the existence of
fixed points for the mapping A.
Choose l
4= e−2piM . Then l ∈ (0, 1). Let
P
4= {x ∈ C(I ) : x(t) ≥ l‖x‖, ∀t ∈ I }. (2.8)
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Obviously, P is a cone of Banach space C(I ). Notice from (2.2) that
G(t, s) ≥ lG(τ, s), ∀t, s, τ ∈ I.
By this together with (H1) it is easy to see the following two lemmas hold.
Lemma 2.2. Suppose (H1) is satisfied. Then A(P) ⊂ P.
Lemma 2.3. For each r > 0, A : Pr → P is completely continuous, where Pr = {x ∈ P : ‖x‖ < r}.
Now we are ready to give the main results.
Theorem 2.1. Suppose (H1)–(H4) hold. Then PBVP (1.1) has at least three nonnegative solutions.
Proof. For the sake of applying the Leggett–Williams fixed point theorem, define a functional α(x) on cone P by
α(x)
4= min{x(t) : t ∈ I }, ∀x ∈ P. (2.9)
Evidently, α : P → R+ = [0,+∞) is nonnegative continuous and concave. Moreover, α(x) ≤ ‖x‖ for each
x ∈ P . According to Lemma 1.1, notice that
P(α, a, b) = {x ∈ P : α(x) ≥ a, ‖x‖ ≤ b} = {x ∈ P : a ≤ x(t) ≤ b, ∀t ∈ I }. (2.10)
Now we are in position to certify that the assumptions of Lemma 1.1 are satisfied.
We first prove that there exists a positive number c with c ≥ b such that A : Pc → Pc.
By (H2) we know there exists ε ∈ (0,M) and L > 0 such that
f (t, x)
x
< −ε, ∀t ∈ I, x ≥ L .
Notice that f (t, x) is continuous on I × R+. So there exists L1 > 0 such that
f (t, x) ≤ −εx + L1, ∀t ∈ I, x ∈ R+.
Choose c
4= max{b, L1
ε
+ 1}. This together with (2.7) and (2.4) guarantees that, for each x ∈ Pc, we have
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds
≤
∫ 2pi
0
G(t, s)[(M − ε)x(s)+ L1]ds
≤ [(M − ε)c + L1]
∫ 2pi
0
G(t, s)ds
= 1
M
[(M − ε)c + L1]
< c, ∀t ∈ I. (2.11)
Combining this with Lemma 2.3, we know that A : Pc → Pc is completely continuous.
Next we show that the condition (A1) of Lemma 1.1 holds. From (2.9), (2.10), (H3), and (2.4), we know that
b ∈ {x : x ∈ P(α, a, b), α(x) > a}, and for each x ∈ P(α, a, b),
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds
≥
∫ 2pi
0
G(t, s)[Ma + g(s)]ds
= Ma
∫ 2pi
0
G(t, s)ds +
∫ 2pi
0
G(t, s)g(s)ds
> a, ∀t ∈ I,
which implies that (A1) of Lemma 1.1 holds.
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In addition, for each x ∈ P(α, a, c) with ‖Ax‖ > b, by (2.8) and (H3), we know that
(Ax)(t) ≥ l‖Ax‖ > lb ≥ a.
This guarantees that (A3) of Lemma 1.1 is satisfied.
Finally, from (H4) there exists ε′ ∈ (0,M) and d ∈ (0, a) such that
f (t, x) < −ε′x, ∀t ∈ I, x ∈ [0, d].
So by this together with (2.4) and (2.7), for each x ∈ Pd , we have
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds
≤
∫ 2pi
0
G(t, s)[Mx(s)− ε′x(s)]ds
≤ (M − ε′)d
∫ 2pi
0
G(t, s)ds
< d, ∀t ∈ I, (2.12)
which means that (A2) of Lemma 1.1 holds.
In conclusion, by Lemma 1.1, the operator A has at least three fixed points, x1, x2, and x3; that is, PBVP (1.1) has
at least three nonnegative solutions x1, x2, and x3 satisfying x1 ∈ Pd , x2 ∈ U = {x ∈ P : a < x(t) ≤ c,∀t ∈ I }, and
x3 ∈ Pc \ (Pd ∪U ). 
Remark 2.2. If (H3) is replaced with the following stronger condition:
(H′3) There exists a positive number R satisfying de2piM < R < c such that
f (t, x) > M(1− l)R, ∀t ∈ I, x ∈ [l R, R],
then we can apply Lemma 1.2 to obtain the same result as in Theorem 2.1.
Theorem 2.2. Assume that (H1), (H2), (H′3), and (H4) hold. Then PBVP (1.1) has at least three nonnegative
solutions, x1, x2, and x3, satisfying x1 ∈ Pd , x2 ∈ PR \ Pd , and x3 ∈ P \ PR .
Proof. First notice from (H4), (2.12), and Lemma 2.3 that A : Pd → Pd is completely continuous. So by the well
known Shauder fixed point theorem there exists a fixed point x1 ∈ Pd . This together with (2.12) guarantees that
x1 ∈ Pd .
After that, from (2.11) and (2.12) it is easy to see the following two inequalities hold:
‖Ax‖ < ‖x‖, if ‖x‖ = c; ‖Ax‖ > ‖x‖, if ‖x‖ = d. (2.13)
Finally, by (2.8), we know from x ∈ ∂PR = {x ∈ P : ‖x‖ = R} that
l R ≤ x(t) ≤ R, ∀t ∈ I.
Combining this with (H
′
3), we obtain that
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds
>
∫ 2pi
0
G(t, s)[MlR + M(1− l)R]ds
= MR
∫ 2pi
0
G(t, s)ds = R.
From this and (2.13), applying Lemma 1.2 twice, it follows that there exist two positive solutions x2 and x3
satisfying x2 ∈ PR \ Pd and x3 ∈ Pc \ P R .
The proof of Theorem 2.2 is completed. 
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When f is superlinear at∞, we have the following results.
Theorem 2.3. Suppose (H1) holds. In addition, assume that
(H5) limx→0+
f (t,x)
x > δ uniformly with respect to t ∈ [0, 2pi ], where δ
4= M( 1l − 1).
(H6) There exists R > 0 and h ∈ C[0, 2pi ] such that
f (t, x) ≤ h(t) ≤ 0, ∀t ∈ I, x ∈ [l R, R]
and
∫ 2pi
0 h(t)dt < 0.
(H7) limx→+∞
f (t,x)
x > δ uniformly with respect to t ∈ [0, 2pi ], where δ is the same as in (H5).
Then PBVP (1.1) has at least two positive solutions.
Proof. First, by (H5), there exist ε > 0 and r > 0 such that
f (t, x) ≥ (δ + ε)x, ∀t ∈ I, x ∈ [0, r ].
Then for each x ∈ ∂Pr , by (2.8) and (2.4) we have
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds
≥
∫ 2pi
0
G(t, s)[Mx(s)+ (δ + ε)x(s)]ds
>
∫ 2pi
0
G(t, s)[M + δ]l‖x‖ds = ‖x‖, (2.14)
which implies that
‖Ax‖ > ‖x‖, ∀x ∈ ∂Pr . (2.15)
Next, for every x ∈ ∂PR , from (H6) we know that
(Ax)(t) =
∫ 2pi
0
G(t, s)[Mx(s)+ f (s, x(s))]ds ≤
∫ 2pi
0
G(t, s)[MR + h(s)]ds < R.
This means that
‖Ax‖ < ‖x‖, ∀x ∈ ∂PR . (2.16)
Finally, by (H7) we know there exists ε′ > 0 and R′ > R such that
f (t, x) ≥ (δ + ε′)x, ∀t ∈ I, x ≥ R′.
Choose R¯ = 1l R′. Then for each x ∈ ∂PR¯ , we know from (2.8) that
x(t) ≥ l‖x‖ = l R¯ = R′.
By a similar process as in (2.14), we have
‖Ax‖ > ‖x‖, x ∈ ∂PR¯ .
This together with (2.15), (2.16) and Lemma 1.2 guarantees that there exist two positive solutions of PBVP (1.1)
x1 ∈ PR \ Pr and x2 ∈ PR¯ \ P R .
Thus, the proof is completed. 
Corollary 2.1. Suppose (H1), (H6) , and one of the two assumptions (H5) and (H7) holds. Then PBVP (1.1) has at
least one positive solution.
By using a similar proof as in Theorem 2.3 and Lemma 1.2 in succession, we can get the existence of 2n positive
solutions for PBVP (1.1).
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Theorem 2.4. Suppose (H1) holds. Furthermore, assume that there exist ri , Ri , and L i satisfying
r1 < R1 < L1 < r2 < R2 < L2 < · · · < rn < Rn < Ln, l Ri > ri , l L i > Ri , lri+1 > L i ,
f (t, x) > δx, ∀t ∈ I, x ∈ [lri , ri ] ∪ [l L i , L i ],
and
f (t, x) ≤ hi (t) ≤ 0, t ∈ I, x ∈ [l Ri , Ri ]
with
∫ 2pi
0 hi (t)ds < 0 for i = 1, 2, 3, . . . , where δ is the same as in (H5).
Then PBVP (1.1) has at least 2n positive solutions.
Remark 2.3. The conclusion of Theorem 2.4 is very similar to that of [12].
Example 2.1. Consider the following PBVP:{
x ′(t) = f (t, x(t)), t ∈ (0, 2pi);
x(0) = x(2pi), (2.17)
where
f (t, x) =

−1
2
√
x sin
√
x + 1
3
ln(1+ t) ln(1+ x), t ∈ [0, 2pi ], x ∈ [0, 1];
1
6
(x − 4) sin 1+ 1
3
ln(1+ t) ln(1+ x), t ∈ [0, 2pi ], x ∈ [1, 4];
1
3
ln(1+ t) ln(1+ x), t ∈ [0, 2pi ], x ∈ [4, 100];
1
2
(100− x)+ 1
3
ln(1+ t) ln(1+ x), t ∈ [0, 2pi ], x ∈ [100,+∞).
Then PBVP (2.14) has at least three nonnegative solutions.
Proof. PBVP (2.17) can be regard as a PBVP of the form (1.1). Choose M = 12 , a = d = 4, b = 100. Obviously,
e2Mpi = epi < 25. This means that b ≥ ae2Mpi . Then it is not difficult to show that (H1)–(H4) hold. By Theorem 2.1,
PBVP (2.17) has at least three nonnegative solutions. 
Example 2.2. Consider the following PBVP:{
x ′(t) = 1+ t
150
(
√
x + x2)− x
10
, t ∈ (0, 2pi);
x(0) = x(2pi).
(2.18)
Then PBVP (2.18) has at least two positive solutions.
Proof. PBVP (2.18) can be regard as a PBVP of the form (1.1), where
f (t, x) = 1+ t
150
(
√
x + x2)− x
10
.
Now we prove that (H1) and (H5)–(H7) hold. First we choose M = 12pi . Then l = e−2piM = 1e and (H1) is satisfied.
Next, it is easy to see that limx→0+ f (t,x)x = +∞ and limx→+∞ f (t,x)x = +∞ both uniformly with respect to
t ∈ [0, 2pi ], which means that (H5) and (H7) are satisfied. Now it remains to show there exist suitable R and h(t)
satisfying (H6). Choose R = e. Then [l R, R] = [1, e]. Notice that
f (t, x) = 1+ t
150
(
√
x + x2)− x
10
≤ 1
75
(
√
x + x2)− x
10
, ∀t ∈ I, x ∈ [1, e].
Let g(x) = 175 (
√
x + x2)− x10 . Since
g′(x) = 1
150
(
1√
x
+ 4x
)
− 1
10
≤ 1
150
(1+ 4e)− 1
10
< 0, ∀x ∈ [1, e],
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we have
g(x) ≤ g(1) = 4
150
− 1
10
= − 11
150
.
If we choose h(t) ≡ − 11150 , then
f (t, x) ≤ h(t) < 0, ∀t ∈ I, x ∈ [1, e],
which means that (H6) is satisfied.
Consequently, from Theorem 2.3, the result follows. 
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