Abstract. We investigate the following problem: how different can a cellular algebra be from its Schurian closure, i.e., the centralizer algebra of its automorphism group? For this purpose we introduce the notion of a Schurian polynomial approximation scheme measuring this difference. Some natural examples of such schemes arise from high dimensional generalizations of the Weisfeiler-Lehman algorithm which constructs the cellular closure of a set of matrices. We prove that all of these schemes are dominated by a new Schurian polynomial approximation scheme defined by the m-closure operators. A sufficient condition for the m-closure of a cellular algebra to coincide with its Schurian closure is given.
Introduction
The starting point of the paper is the Graph Isomorphism Problem (ISO), a famous unsolved problem in computational complexity theory (see [8] ). The problem is to test whether two finite graphs are isomorphic by means of an efficient algorithm. Despite many efforts, at present the best isomorphism test for graphs with n vertices makes at least exp(O( √ n log n)) steps in the worst case (see [3] for the discussion of this and related topics).
In [14] an approach to the ISO based on the notion of a cellular algebra was developed. Let Mat V be the full matrix algebra over C on a finite set V . A subalgebra of Mat V is called cellular if it is closed under the Hadamard (componentwise) multiplication •, the Hermitian conjugation * and contains the matrix all of whose entries are equal to 1. 1 One of the most important examples of cellular algebras is the centralizer algebra Z(G, V ) of a permutation group G on V , i.e., the set of all matrices of Mat V stable with respect to the induced action of G on Mat V . Conversely, we associate to each cellular algebra W its automorphism group Aut(W ) which is by definition the group of all permutations of V preserving any matrix of W . This defines a cellular superalgebra Sch(W ) = Z(Aut(W ), V ) of the algebra W with the same automorphism group, called the Schurian closure of W . We note that W does not necessarily coincide with Sch(W ) (see [15] ). If it does, then the algebra is called Schurian.
The idea of the cellular algebra approach to the ISO is the following. It is well-known that this problem is polynomial-time equivalent to the problem of finding the orbits of the automorphism group Aut( ) of a graph (see [12] ). However, these orbits can easily be derived from the algebra Z(Aut( ), V ) where V is the vertex set of . The last algebra is in fact the Schurian closure of the smallest cellular algebra W ( ) containing the adjacency matrix of . Hoping that the algebra W ( ) is always Schurian 2 in 1968 B. Weisfeiler and A. Lehman proposed some way to compute it. Their procedure is a special case of a more general algorithm called now the Weisfeiler-Lehman algorithm (see [14] , Section C8), which given matrices A 1 , . . . , A s ∈ Mat V efficiently (in polynomial time) constructs their cellular closure [A 1 , . . . , A s ], i.e., the smallest cellular algebra containing them. From the algebraic point of view, this algorithm constructs a sequence 
* . The Weisfeiler-Lehman algorithm gives a polynomial-time reduction of the ISO to the problem of constructing the Schurian closure of a cellular algebra. Here we face a common situation in mathematics: we want to construct some object but have in hand only an approximation to it. Certainly, it would be more convenient to deal with a sequence of some natural approximations giving eventually the object we are interested in. For this reason we introduce in this paper the notion of a Schurian polynomial approximation scheme.
Let us have a rule according to which given a cellular algebra W ≤ Mat V and a positive integer m a cellular algebra W (m) ≤ Mat V can be constructed. We say that the operators W → W (m) (m = 1, 2, . . .) define a Schurian polynomial approximation scheme if the following conditions are satisfied:
where n is the cardinality of V . Condition (1) obviously implies Aut(W (m) ) = Aut(W ) for all m ≥ 1. Further, condition (3) means that the algebra W (m) is in a sense the trace of some m-dimensional object. All known to us Schurian polynomial approximation schemes are defined just in this way. On the other hand the last condition prevents a scheme from being degenerate.
In this paper we describe a special Schurian polynomial approximation scheme and study its main properties. The key notion of our approach is that of m-closure. Probably the book [14] was the first source where a series of constructions and procedures (deep stabilization) carrying into Schurian polynomial approximation schemes was considered. For example, a weaker analog of the algebraW (2) is obtained from the dual graph described in Section O6.4 of this book. One more construction just outlined in Section O6.2 underlies the algorithm of [7] which given a cellular algebra W ≤ Mat V and a positive integer m produces a cellular algebra B m (W ) ≥ W with the same automorphism group by using a subalgebra of Mat V m canonically defined by W (for the exact definitions see Section 4 of this paper). This defines the Schurian polynomial approximation scheme
. The ideas of [14] also gave rise to the m-dim W-L method based on the m-dimensional stabilization procedure which refines a given initial coloring of V m (see [5] and Section 4). It is worth noting that for m = 2 this procedure is the combinatorial analog of the Weisfeiler-Lehman algorithm for finding the cellular closure of a set of matrices (see above). The m-dim W-L method is generally used in isomorphism-like problems for graphs, the initial coloring of V m chosen according to the isomorphism type of m-vertex labeled subgraphs (cf. [14] [2] and [6] . We also mention paper [10] where a similar invariant (called freedom degree) was defined for a permutation group.
Theorem 1.3 Let W be a cellular algebra with s(W
The idea of the proof is to study the cellular algebraŴ (m) ≤ Mat V m defined above. We show that this algebra contains (in a sense) all cellular algebras of the form W v 1 ,...,v m−1 with v i ∈ V . By using this fact we find a faithful regular orbit of the componentwise action of the group Aut(W ) on V m (coinciding with an orbit of Aut(Ŵ (m) )). Comparing the cellular algebras being the restrictions ofŴ (m) to this orbit and the diagonal of V m we conclude that the last algebra is Schurian. This means that so isW (m) . As an easy corollary (s(W ) ≤ 1) we get the following statement.
Corollary 1.4 If a cellular algebra W ≤ Mat V has no proper cellular superalgebras, then
The paper consists of six sections. The second one contains main definitions and some preliminary results concerning cellular algebras. In Section 3 we define the notion of mclosure and in detail study the properties of m-closed cellular algebras. As a result we get the proof of Theorem 1.1. Sections 4 and 5 are devoted to Theorems 1.2 and 1.3 respectively. In Section 6 we discuss some open problems.
Notation.
As usual by C we denote the complex field.
Throughout the paper V denotes a finite set with n = |V | elements. A subset of V × V is called a relation on V . For a relation R on V we define its support V R to be the smallest
Under an equivalence E on V we always mean an ordinary equivalence on a subset of V (coinciding with V E ), the set of its equivalence classes is denoted by V/E.
The algebra of all complex matrices whose rows and columns are indexed by the elements of V is denoted by Mat V , its unit element (the identity matrix) by I V and the all one matrix by J V . For U ⊂ V the algebra Mat U can be viewed in a natural way as a subalgebra of Mat V .
The transpose of a matrix A is denoted by A T , its Hermitian conjugate by A * .
Cellular algebras
By a cellular algebra W on V we mean a subalgebra of Mat V containing the identity matrix I V , the matrix J V all of whose entries are equal to 1, and closed under the Hermitian conjugation and the Hadamard (componentwise) multiplication •. Below we give a combinatorial characterization of cellular algebras. It is convenient to view {0, 1}-matrices belonging to Mat V as the adjacency matrices of relations on V . Throughout the paper we identify these matrices with the corresponding relations.
The next statement follows from Proposition E1 and Section C11 of [14] .
Proposition 2.1 A linear subspace W ⊂ Mat V is a cellular algebra if and only if there exists a linear base
R = R(W ) of W consisting of {0, 1}-matrices such that 1. R∈R R = J V ; 2. R ∈ R ⇔ R T ∈ R; 3. there exists a disjoint partition V = s i=1 V i of V into nonempty sets V i such that (a) I V i ∈ R for all i; (b) for all R ∈ R there exist i, j ∈ [s] such that R ⊂ V i × V j ; (c) the number of 1's in the uth row (resp. vth column) of the matrix R ∈ R, R ⊂ V i × V j , does not depend on the choice of u ∈ V i (resp. v ∈ V j ), this number is denoted by d out (R) (resp. d in (R)); 4. given R, S, T ∈ R the number p(u, v; S, T ) = |{w ∈ V : (u, w) ∈ S, (w, v) ∈ T }|, u, v ∈ V does not depend on the choice of (u, v) ∈ R.
Remark 2.2 It is easily seen that the base R and the partition
The linear base R of a cellular algebra W defined in Proposition 2.1 is called the standard basis of W and its elements the basis matrices or basis relations. Any subset V i ⊂ V (resp. a possibly empty union of V i 's) is called a cell (resp. a cellular set) of W . The set of all of them is denoted by Cel(W ) (resp. Cel
Below we will use the following generalization of statement (4) of Proposition 2.
. The number of all such paths will be denoted by p(u, v; τ ). The set of all cellular algebras on V is ordered by inclusion. The largest and the smallest elements of this set are respectively the full matrix algebra Mat V and the simplex Z(Sym(V ), V ), i.e., the algebra with the linear base {I V , J V }. 
The group of all isomorphisms from W to itself contains a normal subgroup 
A large class of cellular algebras comes from permutation groups as follows (see [14] , Section F). Let G be a permutation group on V . Then its centralizer algebra
is a cellular algebra on V the standard basis of which consists of all orbits of the natural action of G on V × V . For a cellular algebra W on V we set 
Proof:
The first part of statement (1) is trivial. The second follows from the observation that given R ∈ R(W ), the matrix R T is the only matrix of R(W ) whose product by R is not orthogonal to I V with respect to the Hadamard multiplication. Let X ∈ Cel * (W ). Then the equalities
and ϕ(I V ) = I V , the mapping X → X ϕ gives a bijection from Cel(W ) to Cel(W ), which proves the first part of statement (2) . Note that
* (W ) and the rest of statement (2) follows from the equality J 2 X = |X |J X . 2
Remark 2.5
We note that the equality ϕ(R(W )) = R(W ) in the definition of a weak isomorphism can be replaced by the first equality of statement (1) Let W be a cellular algebra on V and E be an equivalence on V . We say that E is an equivalence of W if it is the union of basis relations of W . A nonempty equivalence E of W is called indecomposable (in W ) if E is not a disjoint union of two nonempty equivalences of W . Otherwise, it is called decomposable. Since the algebra W is closed with respect to the Hadamard multiplication, each equivalence of W can uniquely be represented as a disjoint union of indecomposable ones called the indecomposable components of E. It can be proved that the property to be an equivalence (resp. indecomposable equivalence) of a cellular algebra is preserved under weak isomorphisms.
Let E be an equivalence of W . For each U ∈ V/E the set W E,U = I U WI U can be viewed as a cellular algebra on U with the standard basis
Obviously, each basis relation of W E,U can uniquely be represented in the form I U RI U with R ∈ R(W ). If E = J U where U ∈ Cel * (W ), then the algebra W E,U is denoted by W U and called the restriction of W to U .
Lemma 2.6 If E is an indecomposable equivalence of W, then
1. the mapping ϕ U,U : W E,U → W E,U such that ϕ U,U (I U AI U ) = I U AI U , A ∈ W,
is a well-defined weak isomorphism from W E,U to W E,U for all U, U ∈ V/E. 2. |U ∩ X | = |U ∩ X | > 0 for all cell X of W, X ⊂ V E , and all U, U ∈ V/E.

Proof: First we prove that
Indeed, if I U RI U = 0, then V R ∩ U = ∅. So E is the union of two nonempty equivalences of W : I V R EI V R and I V E \V R EI V E \V R , which contradicts the indecomposability of E. Let now U, U ∈ V/E and ϕ = ϕ U,U . Then formulas (1) and (2) imply that ϕ is a well-defined linear isomorphism from W E,U to W E,U . It is also an algebra isomorphism, since
This proves statement (1). It follows from formula (1) that each cell of the algebra W E,U is of the form U ∩ X where X ∈ Cel(W ), X ⊂ V E . By statement (1) ϕ = ϕ U,U is a weak isomorphism. Thus statement (2) is the consequence of statement (2) 
Extended algebras and m-closures
Let W be a cellular algebra on V . For each positive integer m set
with Sym(V ) acting on V m in a natural way:
for all m. Now we are going to describe some relations belonging toŴ (m) . To do this we define for an arbitrary S ⊂ [m] 2 a binary relation
Examples.
1. Set 
2. Set
Clearly, E M is an equivalence on V m for all M and
Below we will mainly use the relations D M and E M as well as matriceŝ
also belonging toŴ (m) . Each class U of the equivalence E [m−1] is of the form
for some v i ∈ V . Let us define a bijection ζ U as follows:
The following lemma describes the simplest properties of the map. 
It is easy to see that δ 
the intersection of m-closed cellular algebras is m-closed;
Proof: Statement (1) is clear. (2) follows from (1). IfW
by (2). Since the inverse inclusion is obvious, we have (3).
Further, our definitions imply that
where
As far as X is a cellular set ofŴ (m) , (4) follows.
It follows from statement (4) and the equality δ
all W . Applying it to W =W (m) we see that it suffices to prove statement (5) for l = m. We will check that the m-dimensional extended algebras of W andW (m) coincide. Clearly, the second contains the first. To prove the inverse inclusion set R j = P S j where
where δ is the map (9) . Since the Hadamard multiplication in Mat V ⊗ · · · ⊗ Mat V can be done factorwise,
It follows from statement (5) of Lemma 3.2 that the cellular algebraW (m) is m-closed. We call it the m-closure of W .
The following proposition describes some relations between the notions of m-closure and Schurian closure Sch(W ) of a cellular algebra W . It shows that in a senseW (m) can be interpreted as an approximation to Sch(W ).
Proposition 3.3
For each cellular algebra W on V the following statements hold:
Proof: Statement (1) is clear. Let us prove (2). The inclusionW (l) ≤W (m) for l ≤ m is contained in the proof of statement (5) We complete the section by a statement being of use later. For each R ⊂ V × V set
Proposition 3.6 Let W be a cellular algebra on V and m ≥ 2. Then 
Proof
. By the Path Proposition the equality holds for all points of X R . It follows that R = R δ where δ is defined in (9) . That is R ∈ R(W ).
To prove statement (2) we assume without loss of generality that 
High dimensional Weisfeiler-Lehman procedures
In this section we prove Propositions 4.1 and 4.2 from which Theorem 1.2 follows.
Denote by R f the partition of V × V into the classes of the form
Conversely, given a partition R of V × V let us define a coloring f R of V m by
In this notation for a cellular algebra W on V we set
where f is the coloring of V m derived from f 0 = f R(W ) by the following procedure.
m-dim stabilization
Input: a coloring f 0 of V m . Output: a coloring f of V m .
Step 1. Set l = 0.
Step 2. For eachv ∈ V m find a formal sum
Step 3. Find a coloring f l+1 of V m such that
If the numbers of color classes of f l and f l+1 are different, then l := l + 1 and go to Step 2. Otherwise set f = f l .
Proposition 4.1 Let W be a cellular algebra on V . ThenW (m) ≥ A m (W ).
Proof: We will show by induction on l that each color class of f l is a union of the cells of the algebraŴ (m) . Then given R ∈ R(W (m) ), by statement (1) of Proposition 3.6 f (v) = f (v ) for allv,v ∈ X R and we are done.
By statement (2) of Proposition 3.6 and the fact that W ≤W (m) the above claim is true for l = 0. Suppose it is true for all k < l. Letv ∈ V m . For each u ∈ V set
It is easy to see that the path P u (v) fromv to itself is of the type τ = (R 0 , . . . , R m ) for some basis relations R i ⊂ P S i , (see (4)) where 
Another implementation of the m-dimensional procedure was described in [7] . We are going to prove that this procedure constructs a cellular subalgebra of the m-closure.
For i ≥ 1 set
is a subalgebra of Mat V i closed under the Hadamard multiplication and the Hermitian conjugation. Let us define a linear map
In these terms the procedure from [7] can be described as follows.
Procedure B m (m ≥ 1)
Input: a cellular algebra W on V . Output: a cellular algebra B m (W ) ≥ W .
Step 
Statement (2) of Lemma 2.6 implies that
where X i ∈ Cel(Ŵ ) with U ∩ X i = ∅ for all U ∈ V m /E. It follows from (11) that |U ∩ X i | = 1 for all U and i. In particular, s = n.
For any U ∈ V m /E let ϕ U,U :Ŵ E,U →Ŵ E,U be the weak isomorphism from statement (1) of Lemma 2.6 (withŴ instead of W ). By (11) ϕ U,U is induced by a bijection g U,U : U → U , i.e., ϕ U,U (A) = A g U,U for all A ∈Ŵ E,U . Set
Clearly, h U ∈ Sym(V ) for all U . Moreover, by Lemma 3.1 and the definition of the isomorphism ϕ U,U we have 
We are to show that given R ∈ R(W ) and (u, v), (u , v ) ∈ R there exists U ∈ V m /E such that
