In this technical report we provide a corrected proof for the main result of a paper of ours.
The following definitions will be needed to state the result. We denote by co{Λ} the convex hull of the elements of a set Λ, 
and with Ω e the instability region defined by the spectrum of Γ as Ω e := (0, 0, R + ) + co Re
Now we can state and prove the following result. 
where
where N 0 (s) is a "nominal plant" and N k (s) is a small perturbation of it. Set for convenience H 0 (s) = N 0 (s).
Let α ∈ R, α > 0, and define N α0 (s) = N 0 (s − α) and N αk (s) = N k (s − α), and analogously for H k (s),
Assume that α is chosen such that:
i) for every nonzero eigenvalue λ k of Γ we have that W α0 (s) = Nα0(s) 1−Nα0(s)λ k is a stable system and such that 1 − N α0 (s)λ k is nonsingular on the imaginary axis;
ii) the transfer functions
Nα0(s) are stable; iii) For any pole on the imaginary axis jω m with multiplicity ν m of N 0α (s), it holds
Then the outputs of the system satisfy e αt y(t) −→ span {1} as t → ∞ for any input r which satisfies e αt r(t), e αtṙ (t) ∈
Proof: The idea of the proof is to project the trajectory to the space orthogonal to span {1}, and to prove that the obtained system is L 2 -stable.
First of all, we definey
r(t) = e αt r(t).
It can be checked that the system in the new variables obeys the following equatioň
once we define
We will prove that the closed loop transfer function is stable. This in turn implies thaty = (I −ȞΓ)
and hencey converges continuously by the assumption on r. This in turn implies that e αt y(t) → ker V * = span {1}
Next we follow the proof of [3] to prove the claimed stability. Call P the set of poles on the imaginary axis of N 0 . The condition iv) implies that, for any ω ∈ R ∪ ∞ \ P and for any nonzero (z 0 , . . . , z n ) with z k ≥ 0, we have
. . , n}, where
Let ω ∈ R ∪ {∞} be arbitrary, it follows from lemma ?? and proposition ?? that Eq. 5 implies the existence of multipliers Π ∈ S 2×2 C such that Π 22 ≤ 0 such that the following two conditions hold:
which immediately yields the matrix form constrainť
2. For k = 0, 1, . . . , n, (from now we supress the dependence on ω, i.e. H αk = H αk (jω))
We also want to find a matrix form for this second constraint. Define the parametrized dynamics, for θ ∈ [0, 1],
note that if θ = 0 we have the nominal system, if θ = 1 we obtain the perturbed ones. Since Π 22 ≤ 0, the left-hand side of Eq. 8 is a concave function of the H αk , k = 1, . . . , n. This implies that, for θ ∈ [0, 1],
Let us now defineȞ [θ] (s) = V * H
[θ] V : if θ = 1, this is exactly theȞ(s) which appears in the system whose stability we want to prove. By definition, we have
where we used the fact that V V * = I n−1 −11 T . Using Eq. 9 and Π 22 ≤ 0, we conclude that the previous expression is positive definite. So, we have
The quadratic constraints Eq. 7 and Eq. 10 can then be used to show that there exists ε > 0 such that, for
Let us now define the following matrix transfer function:
which is a diagonal matrix whose (k − 1, k − 1) element is
is stable.
Note now that the following decomposition holds:
,
V (jω)) ≥ , for all ω ∈ R∪∞\P where > 0 is some positive number. From Eq. 11 we can therefore conclude the existence ofε > 0 such that
We can now define N α (s) = ⊕ n k=1 N αk (s) and introduce the following matrix transfer function:
where we see that We will finally show that this transfer function is stable, i.e. it is analytic in the right half plane. For this purpose, we introduce
By assumption i) and ii) we know that ψ(s, 0) is analytic in the right half plane. Moreover, by Eq. 13 it follows that ψ(jω, θ) = 0 for all ω ∈ R∪∞\P and θ ∈ [0, 1]. Condition iii) implies that Eq. 13 holds by continuity for ω ∈ \P
Now Eq. 13 holds for ω m ∈ P and for any θ Now by iii) 1 T (Ñ 0α (s)I n +Ñ α (s)) −1 1 = 0, and thus β = 0 implyingw = 0 and thus actually w = 0.
It follows now by the zero exclusion principle that ψ(jω, 1) is analytic in the right half plane, see e.g. Lemma A. 1.18 in [1] . By assumption ii) it also holds that G [1] is analytic in the right half plane.
This concludes the proof.
Remark 1.1:
The previous version of this theorem lacked hypothesis iii), on the residue condition at the (possibly) unstable poles. However, the theorem doesn't work without.
