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Abstract
In this paper we propose a new framework for point
cloud instance segmentation. Our framework has two steps:
an embedding step and a clustering step. In the embedding
step, our main contribution is to propose a probabilistic em-
bedding space for point cloud embedding. Specifically, each
point is represented as a tri-variate normal distribution. In
the clustering step, we propose a novel loss function, which
benefits both the semantic segmentation and the clustering.
Our experimental results show important improvements to
the SOTA, i.e., 3.1% increased average per-category mAP
on the PartNet dataset.
1. Introduction
In this paper we tackle the problem of instance segmen-
tation of point clouds. In instance segmentation we would
like to assign two labels to each point in a point cloud. The
first label is the class label (e.g., leg, back, seat, ... for a
chair data set) and the second label is the instance ID (a
unique number, e.g., to distinguish the different legs of a
chair). While instance segmentation had many recent suc-
cesses in the image domain [2, 4, 7, 19, 21, 22], we believe
that the problem of instance segmentation for point clouds
is not sufficiently explored.
We build our work on the idea of embedding-based in-
stance segmentation, that is very popular in the image and
volume domain [2, 4, 16, 21, 22] and has also been suc-
cessfully applied in the point clouds domain [28, 29]. In
this approach typically two steps are employed. In the first
step, each point (or pixel) is embedded in a feature space
such that points belonging to the same instance should be
close and points belonging to different instances should be
further apart from each other. In the second step points are
grouped using a clustering algorithm, such as mean-shift or
greedy clustering. We remark that the current state of the
art methods [21, 28] follow this approach.
One important design choice in embedding-based meth-
ods is the dimensionality of the feature space. Some meth-
ods propose to use a high dimensional feature space [2, 15],
...
Figure 1: Our method takes a point cloud as input, encodes
the points as random variables, and outputs class labels and
instance labels.
while others use a low dimensional features space that has
the same dimensionality as the input data [11, 21, 22], e.g.,
2D for images, and 3D for point clouds. Methods with
a low dimensional embedding space not only have lower
computational complexity, but they also lead to better in-
terpretability, e.g. embeddings are encoded as offset vectors
towards instance centers.
Therefore, the main goal of our work is to extend the ex-
pressiveness of the embedding space in a way that leads to
improved segmentation performance. Our proposed solu-
tion is to employ probabilistic embeddings, such that each
point in the embedding space is encoded by a distribution.
While assessing uncertainty is a popular tool in recent com-
puter vision research [3, 10, 12, 18] and we are the first to
introduce this idea to the task of instance segmentation. In-
corporating uncertainty leads to an important improvement
in segmentation performance. For example, on the Part-
Net [20] fine-grained instance segmentation dataset we can
improve the SOTA by 3.1% average per-category mAP.
In the remainder of the paper, we will give more de-
tails on the probabilistic embedding algorithm (Sec. 3), ex-
plain the embedding step (Sec. 3.1) and the clustering step
(Sec. 3.4) in more detail.
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Contribution Our main contributions are as follows
1. We are the first to propose to use probabilistic embed-
dings for instance segmentation and present a complete
framework in the context of point cloud instance seg-
mentation based on probabilistic embeddings.
2. We develop a new loss function for the clustering step
that is especially suited for large-scale data sets.
2. Related work
2.1. 2D image instance segmentation
The dominant approaches for image instance segmen-
tation are proposal-based methods [7, 19], which are built
upon object detection methods [5, 24]. Typically, they have
higher quality, but a slower computation time compared to
proposal free methods. The mainstream proposal free ap-
proaches are based on metric learning. The basic idea is to
learn an embedding space, in which pixels belonging to the
same object instance are close to each other and distant to
pixels belonging to other object instances [2, 4]. All above
works are based on high-dimensional embedding, while
more recent works [11, 17, 21, 22] show that 2D spatial
embedding is sufficient to achieve the same or even higher
performance.
2.2. 3D point cloud instance segmentation
SGPN [28] uses PointNet++ [23] as backbone network
and designs a double-hinge loss function to learn a pair-
wise similarity matrix of points. GSPN [31] produces ob-
ject proposals with high objectness for point cloud instance
segmentation. ASIS [29] is a module capable of making se-
mantic segmentation and instance segmentation take advan-
tage of each other. Mo et al. [20] release a large scale point
cloud dataset for part instance segmentation and benchmark
their method and SGPN on this dataset.
2.3. Uncertainty in computer vision
Kendall and Gal [10] present a unified framework com-
bining model uncertainty with data uncertainty and can
estimate uncertainty in classification and regression tasks.
But to the best of our knowledge, we are the first to in-
troduce uncertainty estimation to the literature of instance
embedding, by modeling points as random variables. Our
method is related to recent works in deep generative net-
works [14, 25]. They use a stochastic encoder to encode
a data sample as a set of random variables, while focusing
on solving the problem of backpropagation through random
variables in deep neural networks. We deal with this prob-
lem by using a probabilistic product kernel [9].
3. Method
A training sample is a labeled 3D point cloud. It con-
sists of point coordinates {xi}Ni=1, class labels {yi}Ni=1 and
instance IDs {zi}Ni=1. We want to train a neural network to
infer per point class labels and per point instance IDs at the
same time.
3.1. Probabilistic spatial embedding
A common approach in the literature of instance segmen-
tation is to learn a function to embed pixels/points into a
space where pair-wise similarity can be measured. Usually,
this function is a deep neural network f ,
f({xi}Ni=1) = {ei}Ni=1 .
Instead of deterministic embeddings used in previous work,
here we consider a probabilistic embedding, by modeling
ei as a random variable,
ei ∼ pi(e), (1)
where pi is a probability density function. In Section 3.3
we will need to calculate the sum of random variables. In
the ideal case, the distribution of a single random variable
and the sum of multiple random variables has the same type
of distribution that can be described with a few parameters.
Thus we propose to model the embedding with a (symmet-
ric) stable distribution. This leaves us two options, Gaussian
and Cauchy. For the Cauchy distribution, it is challenging
to get a closed-form expression in our calculation in Sec-
tion 3.2. Therefore, we choose to work with the multivariate
Gaussian distribution
pi(e) = N (e;µi,Σi), (2)
with mean vector µi ∈ R3 and covariance matrix Σi ∈
R3×3. For simplicity, let Σi be a diagonal matrix,
Σi = diag(σ
(1)2
i , σ
(2)2
i , σ
(3)2
i ),
where σ(d)2i is the square of σ
(d)
i and d = 1, 2, 3.
The network takes as input a point cloud {xi}Ni=1, and
outputs {µi,σi,pi}Ni=1,
f({xi}Ni=1) = {µi,σi,pi}Ni=1 , (3)
whereσi =
[
σ
(1)
i , σ
(2)
i , σ
(3)
i
]ᵀ
∈ R3 and pi is a probability
vector which can be used to infer class label of xi and will
be explained in Sec. 3.4.
3.2. Similarity measure
In deterministic embeddings, the (dis)similarity be-
tween points is usually measured by Euclidean distance
ei
ej
(a) Euclidean
ei
ej
(b) Cosine
ei
ej
(c) Probabilistic
Figure 2: Examples of (dis)similarity measures
‖ei − ej‖ , or cosine similarity e
ᵀ
i ej
‖ei‖‖ej‖ (See Figure 2).
Since now we are using probabilistic embeddings, a similar-
ity kernel for random variables needs to be selected. Here
we describe the Bhattacharyya kernel [9],
Definition. Let P be the set of distributions over Ω. The
Bhattacharyya kernel on P is the function K : P × P 7→ R
such that, for all p, q ∈ P ,
K(p, q) =
∫
Ω
√
p(x)
√
q(x)dx. (4)
We choose this kernel as our similarity measure because
of two reasons,
1. The Bhattacharyya kernel is symmetric, i.e. K(p, q) =
K(q, p).
2. The Bhattacharyya kernel has values between 0 (no
similarity) and 1 (maximal similarity). And K(p, q) =
1 if and only if p = q.
Then the similarity κ(·, ·) between random variables can
be represented by the Bhattacharyya kernel of their proba-
bility density functions,
κ(ei, ej) = K(pi(e), pj(e))
=
∫ √
N (e;µi,Σi)
√
N (e;µj ,Σj)de
=βi,j exp
(
−∥∥µi − µj∥∥2Σ−1i,j
)
, (5)
where
α
(d)
i,j = 4(σ
(d)2
i + σ
(d)2
j ),
βi,j =
(
3∏
d=1
1
2
(
σ
(d)
i
σ
(d)
j
+
σ
(d)
j
σ
(d)
i
))− 12
,
Σi,j = diag(α
(1)
i,j , α
(2)
i,j , α
(3)
i,j ),∥∥µi − µj∥∥2Σ−1i,j = (µi − µj)ᵀΣ−1i,j (µi − µj)
=
3∑
d=1
µ
(d)
i − µ(d)j
α
(d)
i,j
.
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Figure 3: Contour plot of the 1-D uncertainty similarity
βi,j = ((σi/σj + σj/σi) /2)
−1/2. The highest value 1 is
achieved when σi = σj . The value goes to 0 when one of
the uncertainties is small and the other is large.
• If the uncertainties σi and σj have a large difference,
βi,j will be small, so will be κ(ei, ej). See Fig. 3.
• If the centers µi and µj have a large difference, the
exponential term will be small, so will be κ(ei, ej).
See Fig. 4.
• The scale term βi,j = 1 if and only if the uncertain-
ties σi and σj are element-wise equal. In this case,
κ(ei, ej) becomes an anisotropic Gaussian kernel,
κRBF (µi,µj) = exp
(
−∥∥µi − µj∥∥2Σ−1i,j
)
. (6)
• The exponential term equals 1 if and only if the cen-
ters µi and µj are element-wise equal. In this case,
κ(ei, ej) becomes βi,j , i.e., the similarity between un-
certainties. This property allows two points that have
the same embedding centers to have a low similarity,
as long as βi,j is small.
Compared to deterministic embedding, κ(ei, ej) =
exp
(
−‖ei − ej‖2
)
1, our similarity measure consists not
merely of the similarity of spatial distances, but also the
similarity of uncertainties.
In the following, we discuss multiple choices of embed-
ding distributions that we will evaluate in Sec 4.4.
1There are other choices of functions to map the Euclidean distance
‖ei − ej‖ to the range [0, 1]. We choose exp to make it similar to proba-
bilistic embedding.
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Figure 4: When we consider a 1-D probabilistic embed-
ding, the similarity becomes βi,j exp
(
− 12 ∆µαi,j
)
, where
∆µ = (µi − µj)2, αi,j = 4
(
σ2i + σ
2
j
)
, and βi,j =
((σi/σj + σj/σi) /2)
−1/2. We show the contour plots of
the similarity for different values of ∆µ. The legend is the
same as in Figure 3.
Homoscedasticity vs. Heteroscedasticity The embed-
dings {ei}Ni=1 are homoscedastic if they have the same vari-
ance Σ. In this case, for a point cloud X we learn to predict
a single Σ instead of point-dependent variances {Σi}Ni=1.
And the similarity kernel becomes,
κ(ei, ej) = exp
(
−∥∥µi − µj∥∥2Σ−1i,j
)
, (7)
which is also the form of the RBF kernel in Eq. 6.
Isotropy vs. Anisotropy The variance Σi is isotropic
if its diagonal elements (variances of dimensions) are the
same. Then we can write Σi = σ2i I, where I is a 3 × 3
identity matrix. The similarity can be written as,
κ(ei, ej) = βi,j exp
(
−
∥∥µi − µj∥∥2
αi,j
)
, (8)
where βi,j = ((σi/σj + σj/σi) /2)
− 32 and αi,j = 4(σ2i +
σ2j ).
3.3. Instance grouping
Let {i : zi = k} be the index set of points having in-
stance ID k. We take an average of these embeddings to
get the embedding ck of instance k,
ck =
1
|{i : zi = k}|
∑
{i:zi=k}
ei. (9)
Since the sum of Gaussian random variables is still a Gaus-
sian random variable, we can derive the following:
p(ck) = N (ck; µˆk, Σˆk), (10)
µˆk =
1
|{i : zi = k}|
∑
{i:zi=k}
µi, (11)
Σˆk =
1
|{i : zi = k}|
∑
{i:zi=k}
Σi. (12)
Now we can measure the similarity between a point and an
instance by using κ(ei, ck).
If zi = k, we want κ(ei, ck) to be close to 1, otherwise
0. We can optimize a binary cross entropy loss function,
LInsCE =
K−1∑
k=0
N∑
i=1
{ − lnκ(ei, ck), if zi = k,
− ln(1− κ(ei, ck)), otherwise.
(13)
However, in practice, this suffers from a serious foreground-
background imbalance problem. To remedy this drawback
we propose to use the combined log-Dice loss function [30]
instead:
LIns = LInsCE + LInsDice (14)
where
LInsDice = − ln 2
∑K−1
k=0
∑N
i=1 κ(ei, ek)1zi=k∑K−1
k=0
∑N
i=1 (κ(ei, ek) + 1zi=k)
,
(15)
and 1zi=k is an indicator function which equals 1 when
zi = k, 0 otherwise.
Entropy Regularization As we can see in Figure 4, when
σ
(l)
i and σ
(l)
j goes to infinity while keeping σ
(l)
i = σ
(l)
j ,
βi,j = 1 and the similarity equals to 1 no matter what the
value µi − µj is. Formally speaking,
lim
σ
(l)
i →∞,σ(l)j →∞
σ
(l)
i =σ
(l)
j ,l=1,2,3
κ(ei, ej)→ 1. (16)
Consequently, the similarity degenerates to constant 1 for
every pair of embeddings. To address this issue, we propose
an entropy regularizer,
LReg =
N∑
i=1
H(ei), (17)
Figure 5: Top row: similarity maps for each part instance
Q˜[:, k]. Bottom row: probability map Q[:, l]. The arrows
show that information of instances of the same class is ag-
gregated in Eq. 20.
where H(ei) = 32 ln(2pie) + ln
(
σ
(1)
i σ
(2)
i σ
(3)
i
)
is the en-
tropy of multivariate Gaussian variable ei. This regularizer
is not only able to prevent the similarity degeneration by
minimizing the variances along all dimensions, but can also
penalize large uncertainties, thus increasing the confidence
of the network output as in [6, 27].
3.4. Semantic classification
Neven et al. [21] introduces a way to use score maps to
find cluster centers. Our main novelty is the new loss func-
tion, so our description focuses on this part. We still de-
scribe the greedy clustering steps from Neven et al. [21] for
completeness. In Section 4.4, we compare our new center-
aware loss to the previously used MSE loss in [21].
After defining the similarity measure, we can easily find
out all points similar to an instance center. However, dur-
ing the inference phase, we don’t have the information
of ground-truth instance IDs, thus, it is impossible to use
Eqs. 11 and 12 to get instance centers. Therefore, along
with distribution parameters {µi}Ni=1 and {σi}Ni=1, we also
predict a score map {pi}Ni=1, where pi ∈ RL and its l-th
entry p(l)i indicates the probability of xi being an instance
center with class label l. Thus we want P ∈ RN×L, the
matrix form of {pi}Ni=1, to satisfy two conditions:
1. P[i, :] is a probability vector and can be used to infer
class label yi of point xi, i.e., yi = arg maxLl=1 P[i, l].
2. For foreground class labels l ∈ {1, 2, . . . , L}, P[:, l]
is a score map of being an instance center with class
label l.
The first condition is easy to satisfy with the cross en-
tropy loss. Assuming P[i, :] is the output of a softmax func-
tion, we can minimize,
LClsCE = 1
N
N∑
i=1
(
1
L
L∑
l=1
−1yi=l log P[i, l]
)
, (18)
where 1yi=l is an indicator function which equals 1 when
yi = l, 0 otherwise.
For the second condition, we take into account κ(ei, ck),
which is the similarity between xi and an instance k. Con-
sider Q˜ ∈ RN×K ,
Q˜[i, k] = κ(ei, ck)1zi=k =
{
κ(ei, ck) zi = k,
0 otherwise,
(19)
where each entry Q˜[i, k] can be interpreted as the proba-
bility of xi being the center of instance k. Upon this we
calculate Q ∈ RN×L, where Q[i, l] gives the probability of
xi being an instance center with class label l,
Q[i, l] = max
{k:y(k)=l}
Q˜[i, k], (20)
where y(k) is the class label of instance k, due to the fact
that {xi : zi = k} must have the same class label. (See an
illustration in Figure 5.) After that, we want both P[:, l]
and Q[:, l] to achieve local maxima at the same points for
all l ∈ {1, 2, . . . , L}. When we are doing inference, these
local maxima are chosen as instance centers. Therefore, the
first condition can be weakened, and only points which are
close to instance centers should be classified correctly.
We design a new loss function to satisfy the two condi-
tions at the same time,
LScore = 1
NL
N∑
i=1
L∑
l=1
−Q[i, l] log P[i, l]. (21)
Here Q is fixed as a target when training. We can view L in
two ways,
1. First, we switch the order of summation in Eq. 21,
LScore = 1
L
L∑
l=1
(
1
N
N∑
i=1
−Q[i, l] log P[i, l]
)
.
(22)
The value of this quantity −Q[i, l] log P[i, l] is high
when weight term Q[i, l] is high, and if we minimize it,
we are forcing − log P[i, l] to be small. Consequently,
P[i, l] would be large. This guarantees local maxima
of Q[:, l] are also local maxima of P[:, l]. And mini-
mizing this loss term is equivalent to minimize the KL-
divergence between (unnormalized probability) Q[:, l]
and (unnormalized probability) P[:, l],
KL(Q[:, l]|P[:, l]) = 1
N
N∑
i=1
Q[i, l] log
Q[i, l]
P[i, l]
. (23)
Figure 6: Top row: ground-truth. Middle row: PartNet. Bottom row: Probabilistic Embedding. We show true positives
(IoU threshold 0.5) with the same per-instance color as ground truth. False detections are shown in transparent red.
2. Second, we look at the inner summation of Eq. 21,
LScore = 1
N
N∑
i=1
(
1
L
L∑
l=1
−Q[i, l] log P[i, l]
)
.
(24)
The inner summation inside the round bracket is the
cross entropy between Q[i, :] and P[i, :]. And it is
equivalent to replacing the one-hot vector in Equation
18 with Q[i, :]. Also, it is the form of label smooth-
ing, a commonly used training trick in image classifi-
cation [8, 26]. The closer Q[i, :] is to a one-hot vector,
the more confidence we give to the classification loss
of point xi. By definition of Q[i, l], it can be easily
seen that the resulting classifier only classifies near-
centers points correctly. Thus we call our new loss
function the center-aware loss.
The inference process is done with a greedy
approach [21]. From foreground score maps
{P[:, 1],P[:, 2], . . . ,P[:, L]}, we sample a point xi0
with highest score P[i0, l0], where i0 is the point index and
l0 is its class label,
(i0, l0) = arg max
i∈{1,2,...,N}
l∈{1,2,...,L}
P[i, l]. (25)
The point xi0 is an anchor and we want to find all points that
are similar to it. Specifically we find out all points xi with
κ(ei, ei0) ≥ τ. As a result, the instance ID of xi is 0. After
that, all points satisfying the inequality are all masked out.
Similarly, we sample xi1 and mask out points with instance
ID 1, sample xi2 and mask out points with instance ID 2,
and so on. We stop this loop if there is no point left. We use
the validation set to fit hyperparameter τ , which is 0.35 in
our experiments.
Network Output Activation
Centers oi ∈ R3 µi = xi + tanh oi
Uncertainties σ˜i ∈ R3 σi = exp σ˜i
Scores p˜i ∈ R3 pi = softmax(p˜i)
Table 1: Output heads
4. Results
4.1. Implementations
Network For a fair comparison to our main competitor
PartNet [20] we keep as much of their structure as possible
(Note that PartNet is the name of a dataset as well as an in-
stance segmentation method). We also use PointNet++ [23]
as the feature extraction backbone, with the same parame-
ters as in [20]. We use 3 output heads for centers, uncer-
tainties, and scores as in Eq. 3. The output dimensions are
3, 3 and the number of classes for centers, uncertainties and
scores, respectively. We list the activation functions for out-
put heads in Table 1.
Training We use random jittering, translation (between
-0.01 and 0.01) and rotation (between −15◦ and 15◦ for
each axis) as data augmentation, and use the Adam [13]
optimizer. We use a batch-size of 16 and an initial learning
rate of 0.001 for 500 epochs with a decay factor of 0.5 at
epoch 50 and epoch 150.
4.2. Dataset
PartNet [20] provides coarse-, middle- and fine-grained
part instance-level annotations for 3D point clouds from
IoU threshold 0.25 0.50 0.75
PartNet 62.8 54.4 38.9
Ours 66.5 57.5 41.7
Table 2: Results on PartNet (Overall average part-category
mAP%, different IoU thresholds).
ShapeNet [1]. It contains 24 object categories, but the num-
ber of training samples varies greatly from 92 to 5707 for
different categories. The statistics of the dataset are shown
in supplemental.
4.3. Quantitative and qualitative results
We report per-category mean Average Precision (mAP)
scores for the PartNet dataset in Table 3. The IoU thresh-
old is 0.5. We also report summarized results for different
IoU thresholds in Table 2. We compare our probabilistic
embedding algorithm to PartNet [20] and SGPN [28]. The
results are averaged over three levels of granularity (fine(3),
middle(2), and coarse(1)).
On the complete dataset, our method outperforms the
best competitor PartNet by 3.1% average per-category mAP.
We can observe that our method has a slightly bigger ad-
vantage in fine-grained instance segmentation compared to
coarse-grained instance segmentation (3.2% vs. 2.5%). We
can also observe consistent improvements in categories with
little as well as many training samples. While we beat
SOTA in all categories with many training samples (Chair,
Table, StorageFurniture, and Lamp), PartNet has better re-
sults in some of the categories with fewer training samples.
We also show visualization examples in Figure 6. Com-
pared to PartNet [20], our method shows great improvement
especially when there are many instances in a point cloud.
4.4. Ablation study and analysis
We conduct the ablation study on all categories of Part-
Net [20], but we only list detailed values for the four largest
categories in Table 4.
Effect of probabilistic embedding We compare four dif-
ferent versions of probabilistic embedding. The Gaussian
distribution used in the model can either be isotropic or
anisotropic, homoscedastic or heteroscedastic. Thus we
have isotropic homoscedastic, anisotropic homoscedastic,
isotropic heteroscedastic, and anisotropic heteroscedastic.
The isotropic homoscedastic probabilistic embedding,
basically, learns to predict a single scalar representing the
uncertainty of a point cloud. We do not see improvements
over its determinisitc counterpart, but there is a large gap
between them in large categories which have much more
part instances and classes than others.
Figure 7: Learned Uncertainties. Top left: uncertain-
ties are represented as ellipsoids, where directional scaling
shows the value of uncertainties along 3 axes. The other 3
subfigures: uncertainties along 3 axes. We represent large
values with red colors and smaller values with blue colors.
Figure 8: Comparison of learned spatial embeddings.
Top row: Deterministic embedding. Bottom row: Proba-
bilistic embedding. Left to right: we show a gradual shape
transformation between the original point cloud and the em-
bedded point cloud.
Similar cases happen in anisotropic homoscedastic and
isotropic homoscedastic embedding. The former learns a
3D uncertainty vector for a single point cloud, while the
latter learns point-dependent uncertainty scalars. They all
show significant improvements over determinisitc embed-
ding on fine-grained categories.
Finally, our full model uses anisotropic heteroscedas-
tic probabilistic embedding, which outputs not only point-
dependent but also axis-dependent uncertainties. See Fig-
ure 7 for an illustration of learned uncertainties. The points
at boundary regions have significantly larger uncertainties
compared to others. In summary, the full model achieves
the best results among all variations.
Effect of spatial embedding Since our full model out-
puts a 3D center vector and 3D uncertainty vector, in a way,
we can regard it as a 6D embedding method (with a totally
different similarity kernel). One may wonder: how does it
compare with the performance of 6D deterministic embed-
ding? The results in Table 4 show, increasing the dimen-
sion of deterministic embedding from 3 to 6 shows some
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0] 1 62.6 64.7 48.4 63.6 59.7 74.4 42.8 76.3 93.3 52.9 57.7 69.6 70.9 43.9 58.4 37.2 100.0 50.0 86.0 50.0 80.9 45.2 54.2 71.7 49.8
2 37.4 - 23.0 - - 35.5 - 62.8 - 39.7 - - - - - 26.9 - 47.8 - 35.2 - 35.0 31.0 - -
3 36.6 - 15.0 48.6 - 29.0 32.3 53.3 80.1 17.2 39.4 44.7 - - 45.8 18.7 - 34.8 - 26.5 - 27.5 23.9 33.7 52.0
Avg 54.4 64.7 28.8 56.1 59.7 46.3 37.6 64.1 86.7 36.6 48.6 57.2 70.9 43.9 52.1 27.6 100.0 44.2 86.0 37.2 80.9 35.9 36.4 52.7 50.9
O
ur
s
1 65.1 64.6 51.4 63.1 72.0 77.1 41.1 76.9 95.3 61.2 66.5 73.1 71.8 48.6 76.5 37.1 100.0 50.5 90.9 50.5 88.6 47.3 40.3 69.0 48.7
2 40.4 - 31.0 - - 38.6 - 64.2 - 36.9 - - - - - 31.0 - 51.2 - 37.3 - 42.0 31.5 - -
3 39.8 - 26.2 50.7 - 34.7 30.2 50.0 82.0 25.7 43.2 55.6 - - 44.4 20.3 - 37.0 - 31.1 - 34.2 25.5 37.7 47.6
Avg 57.5 64.6 36.2 56.9 72.0 50.1 35.6 63.7 88.7 41.3 54.9 64.4 71.8 48.6 60.5 29.5 100.0 46.2 90.9 39.6 88.6 41.2 32.4 53.4 48.1
Table 3: Instance segmentation results on PartNet (part-category mAP%, IoU threshold 0.5). Small dash lines mean
they are not defined (fine(3), middle(2), and coarse(1)-grained).
Ablation Model C
en
te
r
E
xt
D
im
Pr
ob
A
ni
so
H
et
er
o
A
llA
vg
∆ L
ar
ge
∆ O
th
er
s
∆ C
ha
ir
∆ L
am
p
∆ St
or
a
∆ Ta
bl
e
∆
Loss X X X 54.3 -0.7 16.2 -7.3 43.1 3.1 19.0 -8.4 8.8 -9.6 29.7 6.2 7.1 -17.4
Deterministic
Reference X 55.0 0.0 23.4 0.0 40.0 0.0 27.4 0.0 18.5 0.0 23.5 0.0 24.4 0.0
X X 56.2 1.2 27.2 3.7 41.2 1.2 32.8 5.4 20.2 1.7 29.8 6.4 25.8 1.4
Probabilistic
X X 54.7 -0.3 26.4 3.0 39.9 -0.1 33.7 6.3 17.8 -0.7 30.0 6.5 24.3 -0.2
X X X 53.1 -1.9 27.4 3.9 38.1 -1.8 33.6 6.2 20.0 1.5 30.9 7.5 25.0 0.6
X X X 55.6 0.6 27.3 3.9 41.0 1.1 33.9 6.5 19.5 1.0 31.1 7.6 24.8 0.3
Full X X X X 57.5 2.5 28.7 5.2 43.0 3.0 34.7 7.3 20.3 1.8 34.2 10.7 25.5 1.1
Table 4: Ablation study. Center, ExtDim, Prob refer to our proposed center-aware loss for the clustering step, the 6D
deterministic embedding, and our proposed probabilistic embedding. Aniso and Hetero refer to the choice of Gaussian:
anisotropic and heteroscedastic. AllAvg means taking all levels of granularity and categories into consideration. Large
means fine-grained level of four largest categories. Others means fine-grained level of all the other categories. Here we also
list the results on four largest categories of fine-grained level. The top two results are marked bold.
improvement, but less than using probabilistic embedding.
Thus the performance of our method, cannot be achieved
by simply increasing the dimension of deterministic embed-
ding, which also shows the superiority of the probabilistic
embedding. We illustrate the differences between determin-
istic and probabilistic embedding in 3D in Figure 8. We
can observe, that deterministic embedding introduces much
stronger deformations of the geometry.
Effect of center-aware loss Here we examine the effect
of the center-aware loss in the clustering step. We use all the
same setup as in our full model except change the center-
aware loss to MSE loss [21]. In Table 4, we can see that
our proposed loss function is especially stable on large fine-
grained datasets (5.2% vs -7.3%).
5. Conclusion
We build on embedding-based instance segmentation to
present a framework of probabilistic embedding and a new
loss function for the clustering step. We evaluate our frame-
work on a large scale point cloud dataset, PartNet, and
achieve state-of-the-art performance. Moreover, the qual-
itative results show the new framework is robust to point
clouds with many instances. Additionally, it is able to esti-
mate uncertainties while increasing the accuracy of instance
segmentation. In future work, we hope that the probabilis-
tic embedding can be further applied to other kinds of data
representation, e.g., 2D images, 3D volumes, and meshes.
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