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1は じめ に
L1デ ータ駆動型制御
近年,制 御 工学の コ ミュニ ティにおいて,制 御 の対象 とす るシステムの プラ ン トモデル
を経 由す る こ とな く,シ ステム に対す る入出力 デー タよ り直接的 に制御器 設計 を行 うデー
タ駆動 型制 御 に対 して注 目が集 まっている[1].制御器 とは,制 御 の対象 とす るシステム に
入力 を加 えるア クチュエー タに対 して指令 を与 える装 置の ことを制御 工学では指 してお り,
制御器 設計 は獲得 され るシステムの出力 に対 して大 きな影響を与 える,そ のためシステム
よ り望 ま しい出力 を獲得す るため には,適 切 に制御器 設計 を行 うことが 大切 とな る.近 年
の 主流 な制御器設 計法 として,モ デル ベース ト制御 【21,[3】が ある.モ デルベー ス ト制御 に
おいては,制 御 の対象 とす る シス テムの プ ラン トモデル を正確 に求 め,そ れに基づ き望 ま
しい制御性能 を獲得で きるような制御器 を設 計 して いた,し か し正確 に システ ムの特性 を
反 映するプラン トモデルの次数 は高次 とな りやす く,そ れ に基づ き設 計され る制御器 も同様
に して次数 の高 いモデル となって しま う.実 際 には使 用す る制御器 の構 造に合 わせ るため,
獲得 された プラン トモデル の次数 の低 次元化 を行 う,し か し低次 元化 された プラ ン トモデ
ル には動特性 の漏れが生 じて お り,設 計 され る制御 系の性能が所望 の値 よ りも劣化 して し
ま う場合 もあ る.こ れ に対 して 冒頭 でも述 べたデー タ駆動 型制 御 にお いて は,デ ー タよ り
直接的 に制 御器設計 を行 うこ とで この課題 を回避す る ことを 目的 と して いる.具 体 的 には
制御 の対象 とす るシステ ムか ら取 得 され る入 出力デ ー タを用いて評価関数 を構 築す るこ と
で,動 特性 の漏れ を生 じるこ とな く制御器パ ラメー タを導出 し制御器設 計を行 うこ とが可
能 となる.こ の手法 には制御 の目的 に合わせ て様 々な手法が提案 されてお り,目標値 追従性
能 の改善 を目的 とした ものと して,IFT(lterativeFeedbackTuning)[4]、[5】,[6],VRFT(Virtual
ReferenceFeedbackTuning)[7],[8】,FRIT(FictitiousReferenceIterativeTuning)[9],【10]が考案
されてい る,一 方で プロセス制御 において は,目 標値追従制 御で はな く,定 値 制御 におけ
る外乱抑 制性能 の向上が望 まれ ることも多い,こ のため外乱抑制性 能の向上 を目的 として,
デー タ駆動型 一般化最小 分散制御[11]が提案 されてい る.本 論文の研究対象 であ るデー タ
駆動型一般 化最小分散制御 は,定 値制御 において,閉 ルー プ系 よ り取得 され る操 業デー タ
よ り直接 的 に一般化最小分散制御 を実現す る制御器パ ラメー タを求 める手法 であ る.操 業
データ を用 いて簡便 に制御器調整 がで きる本手 法であ るが,先 行研 究[111,[12】,[13】,[141
においては,評 価関数 の最適解 の一意性が保証 されず推定 され る制御器 パ ラメー タにぼ ら
つ きが生 じるこ とが指摘 されてい る.そ のため最 適化変数 を制御器 パ ラメー タか らシステ
ムパ ラメー タへ変更す ることや,制 御器構造 をPID型に限定す ることが行われ ている.
1.Zデー タ駆 動型一般 化最小分散制御 におけるL2正 則化 の導 入
先行研究 において は,制 御 器構造 をPID型に限定す るこ とに より最小 分散値 を獲得で き
な くなって しまうこ と.ま た システムパ ラメー タを最適化 変数 とす る と,制 御器 設計が シ
ステムパラ メー タの推 定精度 に依存 して しまうこ とが課題 として挙 げ られた.そ こで本研
究 で は,制 御器の構造 を一般 化最小分散制御器 とした場合 にも,デ ータ よ り直接的 に制 御
性能 を改善 できる制御器 パ ラメー タを推定す ることによって,前 述 した課題 を解決す る こ
とを 目的 とする.そ のため に本研究で は,推 定 され るパ ラメー タのば らつ きの抑制 を 目的
と して,L2正 則化 をデー タ駆 動型 一般 化最 小分散制御 に導 入する,Hoerlらに よって提 案
されたL2正 則化[15],[16】は,推 定値 の基準点か らのば らつ きを,評 価関数 である誤 差二
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乗和 に正則化項 を加 えることで抑制す るものであ る.L2正則化 は近年 プラ ン トモデル の同
定やデー タ駆動型制御 に導入 され成果 を挙 げて いる.Chenらは平均二乗誤差 の評価 におい
て,よ り正確 なFIRモデル を獲得 と,適 切 な正則化行列 の選択方法を提案 した[17],[18].一
方,Formentinらは,VRFTな どのデー タ駆動型制御器調 整にL2正 則化 を導入 し,雑 音が
混入 した入 出力 デー タに対 して制御器 パ ラメータの推定 値のば らつ きを抑制 する手 法 を提
案 してい る[19].この よ うに,L2正 則 化は,様 々な最適化 問題 において推定値 のば らつ き
を抑 制す ることに有効であ る.し か しこのL2正 則化 を導入 した際の課題 として,推 定値 が
真値 に対 して偏 りを生 じることが挙 げられ る.こ れに対 して本研 究 におい ては,デ ー タの
取得 と制御器 の調整 を反復す る繰 り返 し設計 をL2正 則化 と組 み合わせ,正 則化項 を含めた
評価 関数全体 を逐次更新 してい くことで,推 定値 の偏 りを取 り除 くことを試み た.デ ー タ
の取得 と制御器調整iを反復 す る繰 り返 し設計は,前 述 したIFTやICbT(lterativeCorrelation
basedTuning)[20]において も利用 されている.し か しこれ らの2つ の手法 においては,デ ー
タの取得実験 が多数 回行 う必要があ ることが課題 とされたが,本 手法 にお いて は,外 乱 よ
り生 成 され る入 出力 デー タを用いて制御 器調整 を行 っているため,デ ー タを複数 回取得 す
るための負担 も小 さいもの となる ことが期 待 され る,加 えて本研 究で は,提 案手法 であ る
L2正則化 を導入 したデータ駆動型 一般化最小分散制御 の さらなる性能の改善を目的 として,
繰 り返 し設計 に より逐次推定 される制御器 パ ラメータの安定化保 証,繰 り返 し設計 の回数
の削減 を可能 とす るアプローチの考案 にも取 り組 んだ.
1.3本論文 の構成
本論文 の構成 は以下の とお りで ある,2章 おいて は,は じめに本研究 において考察 の対象
としたシステムの説明 と,そ のシステムに対 して考案 され た一般 化最 小分散制御 につい て
記述 した後,デ ータ駆動型 一般化最小分散制御 とその課題 につ いて説 明す る.3章 おい て
は,L2〔E則化について記述 した後,デ ータ駆動型 一般 化最小分散制御 にL2正 則 化 を導入
した過程 について紹介す る.そ して,提 案手法 よ り推定 され る制御器パ ラメー タの性質 を
調べ るべ く行 った解析 の結果 について示す.4章 おいては,提 案手法にお けるデータの取得
回数 のさ らな る削減 を目的 として,正 則化項 のオ フライ ン設計,最 適 な正 則化行 列の設計
について研究 した結果 について記述する.5章 おいては,得 られた結果 を数 値例 に よって確
認す る.6章 おいて は,本 研究の まとめを述 べ る,
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2デ ータ駆動型一般化最小分散制御
本章においては,デ ータより直接的に一般化最小分散制御 を実現する制御則を求める,
データ駆動型一般化最小分散制御の概要を示す.こ の手法の基礎をなす一般化最小分散制
御は,セルフチューニングコントロールに基礎をお く最小分散制御より拡張した手法で,評
価規範に制御入力項を加えることで,制 御系のロバス ト性を向上 し,最小分散制御で必要
とされていたむだ時間が完全に既知,制 御対象が最小位相系 といった制限を緩和 した手法
となる.一椴 化最小分散制御は実装 される制御系の外乱抑制性能を向上させ るものであ り,
データ駆動型一般化最小分散制御においては,こ の一般化最小分散制御を実現する制御則
を閉ループ定値制御データから直接的に求める手法である,こ のためデータの取得に際し
て,手 間や コス トのかかる開ループ実験やステ ップ応答実験 をする必要がなく,制御器調
整を行 う際にプラントに与える負荷が小さいことが利点 として挙げられる.2.1節において
は本手法で制御対象 とするシステムであるCARMAモデル,問題設定について説明をする.
また2.2節においては本手法の基礎をなす一般化最小分散制御について紹介をす る.2.3節
においては本手法であるデータ駆動型一般化最小分散制御について紹介する,2.4節におい
ては本手法の課題を示 し,それを解析的に証明 したものを紹介する.そ して25節において
はこの課題に対応するために提案 された手法 を先行研究として紹介する.
2.1問 題 設 定
本研究 にお いて は,制 御 対象 とす る システ ム と して線 形離 散 時間モ デルの 一つ であ る
CARMA(ControllcdAuto-RegressiveMovingAverage)モデル を考 える,一 入カ ー出力かつ時
不変系で あ り,CARMAモ デルの入力 と出力の間 には以下 の関係 式が成 り立つ.
.4(ガ1)y(t)=ガkmB(ガ1)u(t)十D(ガ1)初(亡)
{
A(ガ1)=1+α1ガ エ+…+an.zMna
B(ガ エ)=bo+わlg-1+…+bn、z-nb
D〔:-1)=1+dlg-1+…+d。d:-n・ ・'
(1)
ここでy(t)は出力,u〔t)は入力,そ してu,(亡)は平均0,分散 σa,でかつ自己相関関数E['w(t)w(t+
T)](T≠O)が0となる白色雑音である.ま たz-k・nは砺tステ ップのむだ時間を表 して お り,
ガ 計"・〃〔`+編〉=〃(のが成 り立つ.む だ時間 とは入力 を加 えてか らシステム が応 答す るま
で,シ ステ ムの応答 に全 く影響 しない時間 の こ とをいう.こ のCARMAモ デルの ブロ ック
線 図は以下 に表 され る.
z-kmB(z-1)
図1:CARMAモ デル
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本研 究においてCARMAモ デル は以 下の仮定Aを 満 足す るものを考 える,
<仮定A>
A.1A(ガ1),B(z-1).1)(2-1)の次数 転.nb.ndとむ だ 時 間kmは 既 知 とす る.
A.2A(z-1).B(z-1).D(ガ1)はそ れ ぞ れ 既約 で あ る.
A.3A(z-1).B(z-1)の係i数を未 知 とす る 一 方 でD(z一ユ)を既 知 とす る,
A.4多 項 式 の係 数 は す べ て ス カ ラ とす る,
A.5D(z-1)は安 定 多 項 式 とす る.
続 いて伝 達関数 の大 きさを評価 す る方法 であ る,H2ノ ル ムについて紹介す る,安 定 な伝
達関数H(z)のH2ノ ルムは次式 で定義 される.
11H(z)11・一(鉱 晒 飼 瑠 (2)
この式 か ら,H2ノ ルムは各周波数 でのゲ イ ンの平均 であ るこ とが分 か る.ま た伝 達関数
H(x)を信 号h(t)のZ変換 とす る とパ ーセバル の等式 より
々 瞭 一去乃H㈲12㎡ω
=11H(:)111 (3)
が成 り立つ.式(2)と式{3)から,複 素領域 上で表現 されてい るH2ノ ルム は,時 間領域 にお
ける2乗 和 に対応 している ことが分 かる.こ れ に加 えて以降の議論 において は,E[・],Var[一]
はそれぞれ期待値,分 散 を表す もの とす る.
2.2一般化最小分散制御
本節 においては,本研究の対象 としたデータ駆動型一般化最小分散制御の基本的なアイ
デアを与える一般化最小分散制御について説明する,一般化最小分散制御 においては,一
般化出力の分散を最小化する制御則の導出を行 う.これにより制御系の外乱抑制性能の向
」二を実現する制御則を導出できる,本研究における定値制御という条件の下で,一般化出
力は以下のように記述することができる.
φ(t+編)=P(:-1)y(t+編)+Q(ゴ 【)u(t)
{.P(ガ1)=1+PIZ-1+…+P・n pz-tlp(～(2-1)=q。+qlz-1+…+q,,〆-n・
④
ここでP(ガ1),(?(ガ1)は一般化出力の設計 多項式であ り,閉 ルー プ系が望 ま しい特性 を も
つよう設計者 によ り設定 され る,こ の分散 であ る
」=Var[φ(t十k・,r,t)] (5)
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が一 般 化 最 小 分 散 制 御 にお け る評価 規 範 とな る.以 降 に お いて は,式(5)を 最 小 化 す る制御
則 と,そ の 際 の 評価 関 数 の 最 小 値 とな る最 小 分散 値 の 導 出 を 行 う,ま ず現 時 刻 孟に お け る
φ(t+碗)の 予 測値 を導 出 す るべ く,以 下 で 定 義 され るDi。phantine方程 式導 入 す る、
1〕(ガ1〕D(Z-1)=A(Z-1)E(Z-1)+Z-k'mF(ガ1)(6)
E(9-1)=1+el(3-1)+・一+eA,.〆(κm-1)
F(ガ1)=fo+fi(Z-1)+…+∫ η∫ガn∫
nf=max〔n。-1,np+nd一 廊,。)
このDi。phantine方程 式 を 導 入 す る とdi(t+km)を現 在 の 入 出 力u(t),y(t)と制 御 不 変 量
w(t+km)で書 き表 す こ とが で き る.以 下 に お いて は この 過 程 につ い て 解 説 す る・ また これ
以 降遅 れ演 算 子 ガ1は 省 略 す る.は じめ に(6)式で 定 義 され るDiophantine方程 式 の 両辺 に
時刻 孟+砺 匙にお け る 出力 Ψ(孟+砺の をそ れ ぞれ 掛 け る と
PDy(t+km)・=AEy〔t+碗)+:+kmFy(t+km)
とな る.続 いて(1)で定義 したCARMAモ デル の性質 を用 いる と
PDy(t十km)=EBu(t)十EDw(t十km)十Fy(t)
y(t+k'm)-Eβ毒GD姻+あ 〃(t)+多(亡+km)
とな る.そ して この(9)式を φ(t+km)に代入す る と
φ(t+嗣一EB去QD此(t)+多(t)+Ew(t+km)
の
(8)
(9)
(10)
となる.多 項 式Eの 次数 はkm-1次 である ことか らEw(t+編)は,現 時刻 よ りも未来 の
データで構築 され,現 塒刻 まで のデータ構 築 され る(10}式の第一項 と第二項 とは無相関 と
なる,そ のため(10)式の両辺 において分散 を とる と,
Va・[φ(t+km)]-Va・[EB毒QD鵡詞+Va・[E・L・(t+km)](ll)
の ように分 ける ことがで きる.こ の時右 辺第一項 を0と す る制御則が一般化 最小分散制御
則 であ る.
F雌)
=一'y(t)(12)
EB+qD
一般化最小 分散制御側 を実装 した場合一般 化出力 φ(亡+た,,∂の分散 は
Var[φ(t十k,、t)1=Var[Eut(t十みnt)]
一[1ElllσZ-(13)
とな り最小 分散値 をとる.φ(亡+km)の最小 分散値11El1婁σ誌はむだ時間の影響 に よ りどの入
力 を用 いた としても変 化 しない.こ の ことか ら多項 式Eは 制御 不変量であ るといえる.図
2は この制御則 を閉ル ープ系に実装 に した ときの ブロ ック線 図である,
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図2=一般化最小分散制御系
2.3デー タ駆動型一般化最小分散制御
一般化 最小分散制御 においては,所 望 す る制御則 を求 め る際に,制 御対象 とす るシステ
ムの プラン トモデルが既知 であ ることが必要だ った,プ ラ ン トモデル を獲得す るためには
システム同定が必要で,そ れ を行 うには多 大な るプラ ン ト負荷 や コス トがか かる ことが課
題 として挙 げられている,こ の制御則 を閉ルー プ定値 制御 デー タよ り,シ ステム同定 を行 う
ことな く獲得す るこ とを目的 としたのが,デ ー タ駆動型 …般 化最小分散制御 であ る.本 手
法において は,前 述 したこ とを 目約 として,人 出力 データ より最小値 が一般化最小 分散 制
御則 を構 戒す るパ ラメータ と 一致する評価 関数 を構築す る,そ して この評価 関数 に基 づ き
取得 され た入 出力 デー タよ り制御器 パ ラメー タを推定 する,は じめ にこの評価 関数 を構 築
す る過程 について説明 する.本 研 究において は,制 御対象 の特 性が経時変動 した状 況 を想
定 して お り,初 期制御器 が変動後 の制御系 におい ても閉ル ー プ系 を安定化 してい るが,そ
の制御性能 には改善 の余地 があ るもの とす る,そ のよ うな状 況下 において,現 在 の制御対
象の特性 にあった制御則 を獲得 し,外 乱抑 制性能 を向上 させ るこ とを目的 とする.こ こで
初期制御 器 は変動前のCARMAモ デル より導 出 された制御 則であ り,変 動 前の制御 対象の
プラン トモデルをこ こにおいて はノミナルモデル と呼ぶ.こ の制御系 よ り取得 され る入出
力デー タを 恥(の,即。(のとする と,一 般化 出力 は
φo(オ+み輌)=P加(オ+砺)+(?Uo(の (14)
と書 くこ とがで きる.こ の φo¢+碗)に 対 して,前 節 で一般 化最小分散制御 則 を導出す る
過程で得た式(10)によって式(15)のようにgbo(t+k",,,)を表 現 をす ることがで きる.
φ・(t+k'・m)-EB毒QDu・(t)+吾y・(t)+EWo(t+k・m)(15)
以降 におい てはEをESk,と書 くが,こ れは真値 を表す,プ ラン トモデルが未知 であるため,
前節 と同 じように して制御則 を求 めるこ とはで きない.そ こでE'B+QD,Fを それぞれ
可変パ ラメータと したS(Ps),F(PF)を考 える.こ こで両者 はそれぞれ
s(ρs)一ρ・〔。)+鋤 ガ1+…+ρs(㈲ ガn,v
6
・=[1,・-1.… ズ 昆・1[Ps〔。),ρs〔、)ド ・・,Ps(。,g)]丁
二 ξ罫ρ5
F(ρF)一 ρFω)+ρF(・ゾ'+…+P・?(。,)ガ πゴ
=[1,Z-1,…,宕 吻 】[ρF(O),ρF(1),…,ρF(,の]T
=ξli;ρF
と 定 義 さ れ,さ ら にS(ρ5)は 以 下 を 満 た す も の と す る.
s(P聾)=EB十QD
ns;たm十Teb-1
こ のF(ρF),5(Ps)を 用 い る と 本 研 究 に お け る 制 御 則 は
F(ρF)
胃(り?・,(t)=-5(
Ps)
(16)
(17)
(18)
と酸くことがで きる.図3は,式(18)で 表 され る制御則 を閉 ループ系 に実装 に した ときの
ブ ロック線 図であ る.
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図3=データ駆動型一般化最小分散制御系
上で定義 した多項 式S(ρθ),F(ρF)を用いる と(bo(t+砺∂ は
φ・(t+k・m)-E£/:#pgF)・・(t)+響>y・(t)+E'We〔t+k'm)(19)
と書くこ とがで きる.し か しこの一般化最小分散制御則 を構成するパ ラメータS(pg,),F(ρ拘
はプラ ン トモデルが未知で あるため求め ることがで きない.そ こで デー タ駆 動型 一般 化最
小分散制御 においては以 下の評価 関数 を構 築す る,
」d(鯛 一 槍(¢ ・(t+k'm)-s!(19Eps)u・(t)-E!(ilitZPF)蜘㈲)2(2・)
7
上記 の評価 関数 はS(ρs)=θ(備),F(ρF)=F(p})とな るときに,最 小値ILE'liZo'?,を取 る
ことが式(19)を式(20)に代入す ることで分かる.そ のため評価関数 を最小化するパ ラメータ
を求 めるこ とで一般化最小分散制御則 を構 成す るパ ラメータS〔pち),F(ρ》)を獲得 する こと
が可能 とな る.し か し式(20)を最小二乗法で解 くと逆行列が存在 しな いことか ら推定値 は安
定せ ず,中 には制御系の性能 を悪化 させ るような制御器パ ラメータも推定 されるこ ともあっ
た,こ れ は評価関数の最適性 の条件 を与 える線形方程式の未知パ ラメー タの数 児5+7bF+2
が方程式の数 η3+nF+1よ りも多 いため と考 え られ る、次 節 において は最 小二乗 法にお
いて逆行 列が存在 しないこ とを理論解析 に よ り示 す.
2.4デ ー タ駆動 型 一般 化最 小 分散 制 御 の解 析
本節においては,デ ータ駆動型 一般化最小分散 制御 の評価関数を最小 二乗法で解いた際に
逆行列 が存 在 しない ことを理論解析 に より示 す,そ のため に初期入 出力 デー タu.u(t),yo(t)
を白色 雑音IVo(t)を用 いて表す と
…(t)・]lii(ポ吾蹴)施 ω・(t)
iY・(t)-A5ψポ 顎 添 一・肌刷
と書 ける.続 いて,こ の式(21),(22)を評価 関数 で ある式(20)に代入す る と
撫,伽)一鎗@欄 一(一蚤織1誓 齢 撃))Wo(t))2
一鎗@細 一喋 購 誓 鯉!孚))2
2
　
-kΣ φ・(t+km)-
t=1
[一ξ冨F(ρ?・)
AS(ρ塾)+BF(ρ留)z一κm
ξFS(P9)】囲
zv。の
(21)
(22)
(23)
(24)
(25)
とな り,さ らに式(27)で定 義 され る変数 ξ、瑠 を用 い ると
へじ
」d(ρ)一麦 Σ 〔φ・(臨 鴎 ρ)2(26)
t,=1
のよ うに ρに関 して二次線形 に書 くことがで きる.ま た ξ卿,ρ は次の よ うに定義 され る.
蛎5(ρ9)+赫{[一裂;1劇鞠ω・
P=〔TTρβ・ F]T
この 式(26)はpに 関 して 最 小 二 乗 法 で 解 くこ とが で きる.
ρ一[鎗嚇d轟 一
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(27)
(28)
(29)
最小 二乗法 によ り求め られたパ ラメー タについて解析 を行 う,ま ず先程定義 した変数 ξ叩 は
Φ(ρ3,P2・)を用 いて
婦 螺)+軸{Φ 〔00PF・P5)
?
???
ガ 唾 糎 ∫)
と書 くこ とが で きる.ま た Φ(ρ3,ρg)∈R〔nf+ns+2〕X〔nf+n・+1)は
Φ(ρ3,ρ塾)=
一ρ3
(。ド ρ要(、)… 一ρ3(。,)O
o一 ρ踊 一ρ恥 … 一臨 、∫)
0
0
　ρ
s(①
o
?
?
?
0
　P
50>
けP
5〔O)
0
0
けρ
ε(1)
0
　一 ρ
F(0)
0
ρ9(鞠)
ρ警{①
0
　-P
F(1)
　一 ρF(
o)
0
ρ警(。)
ρ9(、)
ρ塾(。)
0
ω。ω
0
　-P
F(n∫)
　一 ρF(
1)'"
0
0
(30)
?
?
0
一ρ塾㊥
0
0
ρ9㈲o
ρ9① ρ9㈲
(31)
と定義 され る.こ の行列 は縦 長のテ プ リッツ行列 とな ってい るため,2TΦ(ρ3,塵)=0を
満 たす よ うなベク トル;T≠01×(nf+。,。+2)が存在す る.こ れ によ り寿 Σ 差1ξuΨ鯛gは特異行
列 となるため,デ ー タ駆動型一般化最小分散制御の評価 関数Jd(ρ)を最小化す るパ ラメータ
は一意に定 ま らな くな る.
2.5先行研 究の紹介
本節 においては,デ ー タ駆動型 一般化最 小分散制御 にお ける評価関数 の最 適解 の一意性
が保証 されてい ない とい う課題 を解決 した先行研 究[11】,[12】について紹介 をす る,
2.5.1プラ ン トパラ メータを経 由 した制御 器調整法
デー タ駆 動型一般化最小分散 制御 にお いて最適解 の一意性が定 まらなかった原因 は,変 数
の数 が方程 式の数 よ りも多かったためであ る,こ こに着 目 した制御器 調整 法が本 小節 で紹
介す る プラン トパ ラメー タを経 由 した制御器調整法 で ある[11】.この 制御器 調整 法におい
ては最適化変数 を可変パ ラメータS(ρS),F(ρF)から,可 変パ ラメータ化 したCARMAモ デ
ルの多項 式A(PA),B〔ρB)に変更す ることで課題 に鰐応 して いる.こ こにおいて はCARMA
モデルのパ ラメー タを最適化変数 とす るため に可変パ ラメー タ化 したCARMAモ デルの多
項 式A(PA),B(ρ月)を以下 のよ うに定義す る.
A(PA)-1+ρ 且(1)ゴ'+…+PA(n tt〕・-7`a
9
B(ρB)=ρB(O)+ρB(1)Z-1+…+ρB鴨)Z-'「'b
この 多 項 式 を用 い る とS(Ps),F(ρF)は以 下 の よ うに書 くこ とが で き る.
S(PS)=E*B(ρ正1)一←QD(32)
F(PF)=PDg馬'・-A(ρ且)E㌔ぬ川(33)
これ と同 じ よ うにS(鴻),F(ρ知 も以 下 の よ うに 書 く こ とが で き る.
5てρ吾)=E*B(ρむ)十Q.D(34)
F(ρ})-PD・k'r…A(pra)E'zkTt,(35)
そ して 式(32),(33),(34).(35)を式(20)代入 す る と
Jd(PA,PB)=
鎗(E*湘(ρ 完)一姻)…(t)一 朗B(ρ 害)-B(ρB))t」・(t)+E'Wo(t+krn))2
(36)
となる,こ こでA=A(px)-A(PA),彦二B(pp)-B(ρB)とお く.さ らに右辺第 一項,第
二 項 と第 三項 のデー タ同士の無相関性 を用い る と
撫 蝋 熱 静(t)勢B肋咲 鎗 酎+脚)
と書 き換 えるこ とがで きる.さ らに式(21),(22)を代入 す ると以下 に等式変一形で きる.
一 一鎗(鑛 舗 讐 呵+鎗(E'・v・(t+k・))2(38)
この とき上式 において は右辺第 二項 は定数 であ るため,Ja(ρA,ρB)を最 小化す る ことは右
辺第 一項 が最小化す る ことと等 しくな る.そ してE'が 一般 化出力ilo(t+編)を用 いて推
定する ことがで きるこ とか ら,方 程式の数 はres+ηF+1のままで あるが,未 知 パ ラメー
タの数がns+nF+1と な る.方 程式の数 と未知 パ ラメー タの数が一致す るため,A(ρA),
B(ρB)をここにおいては一・意 に求め るこ とがで きる.実 際 の計算 においては さ らに式変形
を行 った以下の式 を評価 関数 として用 いる.
」ct(_)一弄蠕(傭(岬 一B(騨))・(39)
t=1
そ して上記の評価 関数 を最小化す るA(p>),B(ρb)と推 定 したE*を 式(34),(35)に代入す
るこ とで,一 般 化最小分散制御則 を実現 する制 御器パ ラメー タ θ〔略),F(ρ効 を一意 に求め
るこ とを可能 としてい る,
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2.5.2制御 器構造 をPID型に限定 した制御 器調整法
続いて制御器構造をPID型に限定することで,変 数の数が方程式の数 よりも多 くなると
いう課題に対応 した横山 らの研究について紹介をする.PID制御器は実際の制御の現場で
多く用い られてお り,データ駆動型一般化最小分散制御の実応用化の実現を目的として提
案法は考案された.PID制御器の構造は比例ゲインKp,積分時間Tt,微分時間Tdとい う三
要素を用いて以下のように表される.
L(ρL)△碓)
=
一一κ・{(
ly(t)
箭+・+舞)一(1十2一)ガ1+知}y(t) (40)
こ こ で △=1一 ガ1と す る.こ の と き,式(40)に お け る多 項 式L〔PL)の係 数 を ま とめ て
lo,ll,12とす る こ とで,L(ρL)は係 数 ベ ク トルPLで 与 え られ る2次 の 多 項 式 とな る.
L(PL>ニlo+tlz-i+`2;2 (41)
23節の式(20)をみる と,S(ρs),F(PF)がそれぞれ一般化最小 分散 制御 則 を構成 す る分母
多項 式,分 子多項 式 に相 当す るこ とが分か る.デ ー タ駆動型制 御器調整 は先 に制御器 構造
を与 える ことがで き,与 え られ た制 御器構 造の 中で評価指標 に対 し,最 も性能 の良い制御
器パ ラメー タを選択で きる とい う利 点があ る.本 論文 において はこの利点 を活か し,制 御
則 を構成す る多項 式F(PF),S(ρs)を,PIDゲイ ンによってパ ラメー タ化 され た2次 の多項
式L(PL)と定数1で ある とし,制 御 器調 整前 に制御器構造 の限定を行 う.す なわち,一 般
化最小分散評価に基づ くPIDゲイ ン調整 を行 う評価 関数JPIDを,多項式L〔ρL)を用 いて式
(42)のよ うに定義 する.
・TPID-£(φ・㈹ 一zbAu・(t)一五鴇・)y・(欄)2
t=1
初期の入出力デ ータを白色雑音Wo(t)からu。(亡),yo(t)への伝 達関数 を用 いて表す と
蝋 一△諮 講 鼠 ω・(亡}・
D
ン・ω=△ 五+肌(ρ 皇)ガ・…"。〔オ),
(42)
(43)
(44)
となる.式(43),式(44)を用い評価関数 に対 して!V→ooと す る理想 的状況 を考 えて理論値
に基 づ き評価 関数 を解析 す ると
柚 講 樽 藷 講 讐 苔)一+槍(　 (t+km))2,(45)
一σ凱F(ρ 》)詳編 ～鴇縣=)一')2伽+σ磁1輪(46)
とな る.式(46)はρLに関 して2次 式で表 されてい るので,PLは 最小二乗法 を用 いて求め
るこ とがで きる,こ こで多項式L(PL)がL(PL)=fiTPLとなるこ とに注意す る と,PLの導
出式 は式(47)のようになる.
lI
…¢
¢
万βT
π1△A+BL(ρ9.)(eゴw)-k・nl
Re[F(ρ})β]-Re[L(ρ呈)〔S(ρ善)-1))β]
・dゲ
△A+BL(魂Xe鉤)-k・n
d£fiVI(
ρ2)-19(幽
?
?? (47)
(48)
βは ωの関数 として フル ランクとな るので,M(ρ2)は逆行列 が存在す る.こ のため式(46)
を最小化す る ρLは一意 に求める ことがで きる.式(47)の右辺 をみる と,各 多項 式は 賜 を
含 んでお り,最 小 二乗 法に よって推定 されるパ ラメータPLは,初 期制 御器 パ ラメー タに依
存 してい るこ とが分かる.横 山 らの研究 において は,こ の課題 に対 して,デ ータの取得 と
制御 系の設計 を反復 す る繰 り返 し設計に よ り,評 価 関数 を逐次 更新 す ることで対応 してい
る.ま た初 期制御 器パ ラメー タが推定 され るパ ラメータによって逐次更新 され,PLが ある
不動点に収 束す るこ とに関 して理論 的な証 明 を行 って いる.
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3L2正 則化法を導入 したデータ駆動型一般化最小分散制御
データ駆動型一般化最小分散制御の評価関数 においては,制御器構造を一般化最小分散
制御器 とした場合に最適解の一意性が保証されていない.こ れにより制御器パラメータを
推定する際に取得 されるデータによって,推定 される制御器パ ラメータにばらつきが生じ
ることがシミュレーションでも確i認されている,なかには制御性能を劣化させるような制御
1.5
1一
0.5
♂0 `卸
一〇
.5一
一レ
一1
.5
-2 一1
?
?
「
1 2
図4=推定 され るパ ラメー タのば らつ き
器パ ラメー タが推定 され て しまうこともあるため,先 行 研究 においては プラン トパ ラメー
タ経 由で制御器パ ラメー タを求め るこ とや,調 整 する制 御器の構造 を限定 す るこ とで対応
していた.一一方で本研究 においては,一 般化最小 分散制御器 を用 いて直接 的 にデー タよ り
制御 器調整 を行 うことを 目的 として いる.具 体 的には最適解の 一意性 を保 証 し,安 定 して
制御性能 を改善す る制御器パ ラメー タを推 定するためにL2正 則化 の導 入を行 った.本 章に
おいては この仮定 と解析結果 について説明 してい くが,ま ず本手法 に導入 したL2正 則化に
ついて3.1節にて記述す る.3.2節において は,L2正則化の データ駆動型一般化最小分散制
御 への導入 と考察 について記述 する.3.3節においては,デ ー タの取得 と制御器の調整 を反
復 して行 う繰 り返 し設計 を用いて評価 関数 を逐次更新 し,正 則 化項の影 響 を弱める ことで
真値 を獲得す るこ とを目的 とした研究 について記述す る.3.4節において は,推 定値 の収束
性 について解析 を行い,35節 においてはDoA(DomainofAttraction)[21]の考 え方を利用 し
て設計 され る制御 系の安定性解析 を行 った.
3.1L2正 則 化
L2正則化 は重回 帰分析 に よりパ ラメータを推定す る際 に,多 重共線性 によ り推定値 が不
定 ない し不安定 となる ことに対 す る解決法 として考案 された ものである.評 価関数 である
誤 差二乗和 に正則 化項 を加 える ことで,推 定値 が真値 に対す る偏 りを生 じる こ とと引き換
えに推定毎のパ ラメー タのぼ らつ きが小 さ くなる.こ のL2正 則化 を従属 変量g(N×1),p
変 量の独 立変量X〔Nxp).回帰係数 のベ ク トルを β,6～N(O、a21)を残差 ベ ク トル として
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定義 された1入 力1出 力 システム を元 に して説 明を してい く.こ こで 伊 は回帰係数ベ ク ト
ル の真値で ある,
tJ=Xβ*+E (49)
従来 の重 回帰分析 において は,取 得 された デー タよ り従属変量 と独 立変 量の誤差二乗和 を
最小化す る βを求める ことで,対 象 とするシステムのモデ リング を行 っていた.
β=a・gmin(y-Xβ)T〔y-Xβ)(50)
しか しこの手法 においては,xTXが フルラ ンク行列 とな らない場合 に推定値 が不定ない し
不安定 となって しまう課題 があった.こ れに対 してL2iE則化 において は誤差二乗和 に対 し
て,推 定 され るパ ラメータの基準 点か ら偏 差 に対 してペナルテ ィを与 える正則化項 を加 え
る.ま た この手法がL2正 則化 と呼 ばれ るのは,推 定 されるパ ラメータ を β,基準点 β(o)を
0,正則化行列 をRと した時 正則化項 が βTRβと行 列Rの 二次形式で表 され るこ とに由来
す る.
(y-Xβ)T(y-Xβ)+βTRβ(β(。)-0)(51)
この正則化項 によ り推定 され るパ ラメータの基準 点か らのば らつきや,逆 行 列が存 在 しな
いため推定値 が不定 ない し不安定 とな るこ とを解決 で きる.
B-[xTx+R]-1xTyt(52)
これは評仙 関数 上で推定値 の基準 点か らの偏差 に対 して ペナルテ ィを加えて いる こと,ま
た正則化 行列Rを 導入す るこ とで逆行 列 を存在 させ てい るためで ある.以 下 の図 はL2正
則化を導 人 した評価関数 よ り推定 され るパ ラメー タのイ メージ図である,こ の よ うなL2正
ρ2
L
観
L
ρ
ρ(o ρ1
,
図5:L2正則化のイ メー ジ図
則化 は,デ ータよ り評価 関数 を構 築 しパ ラメー タを推定 す るデー タ駆動型制御 に対 して も
導入 が行 われてい る.VRFTに おいて は取 得 され る出力デ ータに観 測雑音 が付加 され る場
合 に推定値 がばらつ くとい う課 題があった.こ れに対 してFormentinらはL2正 則化 を評価
関数 に導 入 し,正 則化項の設計 を最適化 す ることで,L2正 則化 の導入前 に比べ て制御性能
を安 定 して改善 で きる制御器パ ラメータの推定 に成功 してい る、
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3.2デー タ駆動型一般化最 小分散制御 の評価関数へ のL2正 則化法の導入
前節で説明したL2正則化を,本節においてはデータ駆動型一般化最小分散制御の評価関
数に導入する.評価関数の最適解の一意性が保証 されないとい う課題をL2正則化の導入に
よ り解決することを目指す.L2正則化を導入した評価関数は以下の通 りとなる.
姻 一 説@。(瑚 一ξ:,P)・+(ρ一 (・〕>Tll〔ρ一ρ(・))
t.=1
(53)
L2正則化において は基準 点にどのパ ラメータを用 いるかが重要 なポイ ン トであった.式(53)
か らは,基 準点 か らの偏差 を小 さ くする よ うなパ ラメータが推 定 され るためであ る.修 正
され た評価 関数 にお いて ρ㈹ は基準点 であ り,こ こにおいて はデ ータ駆動 型一般化最小分
散 制御が仮定 す る閉ルー プ系 を安定 に して いる初期制御器 パ ラメー タを用 い る.こ れ によ
り安定 な制御器 パ ラメータ との偏差 をな るべ く小 さ くしつつ,誤 差二乗和 を小 さ くす るパ
ラメータが推定 され るよ うにな る,ま た正則 化行列R∈R(nf+ns+2)x(n・∫+"ts+2〕は,誤 差二
乗和 と基準 点か らの推定値 の偏差 の どち らを小 さ くす るこ とに重 きをお くか を決定 する正
則化行列で ある.こ の評価 関数 を ρに関 して最小二乗法 で解 いたものが
ρ一(轟 ξ呵(鎗 雛+編)+伽⑥) (54)
となる.式(54)をみ ると適 切 な正則化tf列Rを 用い ることで暁 Σ 起1ξ。、ξ器,+Rに逆
行 列が存在 し,推 定値 が一意 に定 まることが分か る.一 方で,L2正 則 化の導入 され た評価
関数においては,正 則化項 の影響 に よ り一般化 最小分散制 御器 パ ラメー タ グ の時 に最小値
をとらず,推 定 され るパ ラメー タρは真値 に対 して偏 りを生 じて しまう.ま た基準点 ρ⑥ に
近 いほ ど正則化 項の影響 は弱 ま り,真 値 に対す る偏 りが小 さいパ ラメータが推 定で きる と
考 えられ る.
3.3推定値の偏 りを目的 と した繰、り返 し設計の導入
前節においては,L2正則化項を評価関数に導入 したが,これにより推定値には真値に対
する偏 りが生 じてしまった.一 方で真値に近い基準点を用いれば正則化項の影響 を弱める
ことができる.そ のため本節においては,繰 り返 し設計により正則化項と誤差二乗和を更
新することでその影響 を弱め,最 終的に一般化最小分散制御器パラメータを獲得すること
を目指 した研究を紹介する,繰 り返 し設計とはデータの取得と制御器の設計を反復 して行
うものである.
〈本研究における繰 り返 し設計〉
(1)設計 された制御 系 よ り入出力デー タを取得 する.
(2)取得 したデー タとデー タを取得する際に使用 した制御器パ ラメー タを用いて評価 関数
を構 築する,
(3)構築 した評価関数 よ り,最 小二乗法 を用いて制御器パ ラメー タを推定す る.
(4)推定 された制御器パ ラメータを用 いて制御 器調整を行 い,制 御系 を再 設計す る.
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上記の(1)→(4)を繰 り返す ことをここにおいて は繰 り返 し設計 と呼ぶ,以 降 においては繰
り返 し設計 の回数 を変数に書 き加 えるよ うにす る.推 定 され るパ ラメータ 〆岨)は,繰 り
返 し設計 を 毫回行 った制御系 か ら取得 され た入出力デー タよ り推定 されたパ ラメー タで あ
るこ とを示す,ま た ξ紺1),φ(1+1)(t+編)は,i+1回繰 り返 し設計 を行 った制御系 よ り取
得 された入出力データを用いて構 成された変数で あることを示す.こ れ らを用い ると ρ(i+1)
を推定す る評価関数 は次 の ように記述 できる,
姻 劫 一毒 ☆(di8・)(t+km)一ξ£炉 )2+(ρ(i+1Lρ晦(P〈i+})(55)
t=1
正則化項 は推定 され るパ ラメータを用いて逐次更新 されてお り,ρ{0が真値 に近いパ ラメー
タであれ ば正則化項の影響 が弱 ま り,式(55)より一般化最小分散制御器 に近 いパ ラメー タ
を推定す るこ とが可能 とな る.こ の ことか ら次節 においては,逐 次推定 され るパ ラメー タ
の収束性 について解析 を行 う,
3.4推 定 値 の収 束性 の解 析
本節 においては繰 り返 し設計 によ り逐次推定 され るパ ラメータの収束性 の解析 を行 う.ま
ず式(55)をρ(i+1)に関 して最小二乗法で解 くと
ρ一(tV'諺ξ鵬}T+R
五;ユ)一'(寿 書 軸 帰Eρ り
とな る,ま た以一トで定義 され るM(0を 用い る と
ρ　 一(AI(i)十R)通(焉書 ξ麟 〕岡+Rρ ω)
　
《∫ω一寿Σ ξ毛糊 丁
'=1
(56)
(57)
(58)
とな る,一 般 化 出 力 φ8)(t+k.m)はdio(t+k.m)と同 じよ うに して以 下 の よ うに展 開 す る こ
とが で きる.
dis,)(t+k'm)一¥)瑠(の+F劣}愉`)+r岬(t+km)
一 ξ!e?Tt,*+E*・・8)(t+k・,,,,)
式(60)を式(58)に代入す ると
ρ　 一(M呵(婁 鍵+鎗 斜)岡+Rp(・))
一(A,1呵(碑+鎗 ξ錫麟)(オ+kni)+Rρ(・))
(59)
(60)
(61)
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となる.こ こで白色雑音の平均 が0と なる性質 か ら,寿 Σ 器1ξ認E㌔,9)¢+k'm)はデー タ
数N→CQと した時0と なる.デ ー タ数が非常 に多い という理想状態 において,式(61)は
ρ圃 一(M{i)十R)-1(M(の〆+Rρ ㈹) (62)
とな る.さ ら に(M(・)+R)-1(Rp(')-Rρ(・))-oを用 い る と式(62)1ま以 下 の よ う に展 開
で きる,
ρ圃 一〆+(Mω 十R)一'R(ρω 一ρ(・)〕
さらにグ を左辺に移行すると
P(・+1)-P'一(M(i')十R)-IR(ρ ω 一 ρ(・))
となる.こ れ をみる と ρ(lr+1)はρの,ρ㌔繰 り返 し設計i回 目の制御 系 よ り得 られた入 出力
デー タ と正則化行 列Rを 用 いて記述 されてお り,両 者 の問の関係 を漸化 式で表 す ことがで
きて いる.こ の性 質を用 い ると ρ(i+D一グ はさ らに展 開す ることがで き
P('・+・)-P'一@(e+R)-IR(M(・ 一・)+R)一'R(P('-i)-p('))
ぎ
¶{(M(k)+R)-IR}(ρ(。)一 ρ(*))(63)
k=o
式(63)のように真値 と初期値 の距離 ベ ク トル ρ(o)一ρ(")を用 いて記述 で きる.こ れ をみ る
と ρ(i+1)-p'は,p(O)-P(')を更新 行 列nlt.=,{〔IVI(k)+R)-IR}に作 用 させ て い る ベ ク ト
ル であ ることが 分かる,ベ ク トル を行 列 に作用 させ る と,そ のベ ク トル は行 列の もつ各 固
有 ベ ク トルの方向 に対応す る固有値倍 され る.仮 に更新行列 の固有値 がすべて0と なれば,
ρ⑰ 一ρ困 は零ベ ク トル に射影 され,p(i+1)-p'は零ベ ク トル となる.こ のた め ρ(i+1〕=グ
とな り一般化最 小分散制御器パ ラメー タを獲得で きる と考 えられ る.こ の ように更新行列
は推定 され るパ ラメー タの性質 を特徴付 ける上 で重 要な役割 を果 たす ことが分 か った.以
下 におい ては この更新行 列に関 して成 り立つ命題 を示 しその証明 を行 った,
〈更新行列(M(k)+R)n1Rに関 して成 り立つ命題 〉
命題1.正 則化行列Rが 正定値行列の時 更新行列(《∫㈹+R)　 IRの固有値 はすべて1以
下 となる.
命題2.更 新行列(A∫(k)+R)-IRの固有値 の うち一つ は1と なる.
命題3.正 則化行列RがRニ71の ように単位行列 の定数倍で表 され る時,更 新行列(五f㈲+
R)-IRは対称行列 となる
以下 におい てはこの命題1,命 題2,命 題3の 証明 を行 う.
命題1の 証明:正則化行列R=ゾ を用いた場合,Rが 対称行列であることか らR=WTW
と分解 す ることができる.こ のような行列Wを 用い ると更新行列 〔M㈲+珊 一1Rは式(64)
よ うに変形す る ことがで きる.
(Af{A')→_R)一'R・・(ftf{k)+vvTvv)一正vvTw
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=(ルf㈲ 十vvTT・V)-1(レザー1W-T)-1
-[W-1W-T(M㈲+1,vTw)]一'
=[W一1(lli-TM㈹+W)]『1
=[W-1(W-TM㈹W-1十 ∫)W「1
=IV-1(MirT2vl〈k)vpr-'+1)-1W (64)
行 列w一 工〔w-TM㈲w-1+∫)-1wは更新 行列 〔M(k')+R)-1Rの相似変換 とな って いる・
そのため ωf㈲ 十R)-IRと(W-Tj∫㈹W-1十1)-1の固有値 は等 しくな る・一般 に,あ る
行列の逆行列 の固有値 は,そ の行列の固有値の逆数 とな ってい るので,W㎜TM㈹W-1+1
の固有値が1以 上で あれ ぼ題意 を証 明する ことがで きる.こ こでA∫㈲ は正定値行 列 よ り,
任意のベ ク トルtV7!Oに対 してvT(W-TM(k)Wv-1+1)v≧svTvとな るので,明 らかに固有
値 は1以 上 とな る.ま た ル1㈹"(1)=0,電(1)≠0に対応 する固有値 の場合 を除 いて は固有値
はi以 下 とな る.以 上が命題1の 証明 となる.□
命題2の 証明=ルf㈹は特異行列で ある.そ のため.M㈲之㈲=0を 満 たす2㈲ ≠Oが 存在
する,こ の とき以下の等式 が成 り立つ.
(M㈲+R)z㈲ ニ ルt㈲9㈲+Rz㈹
=R:㈲ (65)
従 って 肛㈲=(ルf㈹+R)-1Rオ ㈹ を満 た す2(k)が存在 す る.こ れ に よ り(M(k-)+R)-IRの
固 有値 の うち 一 つ は1と な る,上 が 命 題2の 証 明 とな る.□
命題3の 証・肺 ㈹ 一 寿Σ擁 駄 卿Tは 洞 じ螺 を持つベク トル同・1・を掛け合わせ
てい るため対称 行列 とな る.正 則 化行列R=1・1を用い る と,更 新行列(M㈲+R)-lRは
式(66)ように変形 す ることがで きる.
(M㈲+R)-1R=(ハ4㈲+tyl)-171
=ey(A∫㈲+ツ ∫)-1 (66)
ルf㈲+7Jが対称行列 となるこ とか ら")"(ルf㈹+tyi)-1もまた対称行 列 とな る.以 上 が命題
3の証明 とな る,口
以下においてはこの証明 された命題1,命 題2,命 題3を 用 いて,(p(k+1)一ρ')の性質を
示 した定理 の証 明を行 う.
〈推定 され るパ ラメー タp(k'+1〕に関 して成 り立 つ定理〉
定理1.正 則化行列 をR=tylと した時,推 定 され るパ ラメー タ ρ(A:†1〕は,基 準点 として用
いたパ ラメー タ ρ㈹ と比較 して真値パ ラメー タ 〆 との距離 を縮 小す る.
定理1の 証 明=萸 新 行 列(ルf㈹+R)-IRの 正 規直 交 化 され た固有 ベ ク トル を 礎),定ノ鯉,…,廿 鯉,
対 応 す る 固有 値 を,)Llk),λlk),・一,λ 鯉 とす る.こ こでi1は更 新 行 列 の サ イ ズnf+η 。+2
を示 す.ま た1賄 値 に関 して は命題1,命 題2よ り λlk)一・,柳 く1,2≦ 」≦fi'とい う性
質 が成 り立 つ,こ の時(ρ㈹ 一ρ*)を固有 ベ ク トルの線形和 で表 す.
ρ㈹ 一 ρ㌧ ・ik)vik)+・Sk)垢鳶)+…+・ 鮎 銃)(67)
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これ を用いる と(p(k+1)一ρ*)に関 しても,固 有ベ ク トルの線形和 を用いて表 す ことがで きる、
ρ(た+1)一ρ㌧[M㈹+R]-1R(ρ ㈹ 一 ρつ
一 ・1嘱 た)+clle)λ!k)vlκ)+…+c勢)λ象)v£k).
固 有 ベ ク トルvik),'vSk),…,礁)が互 い に 正規 直 交で あ る性 質 を用 い る と(ρ(k+1)-p')の
L2ノルム と(ρ㈹ 一ρっ のL2ノ ル ムには以下 の関係が 成 り立つ.
lIP〔k++!)一ρ*"韮一(cik))2+(c豊k))2,xS")+…+(c訪)〕2λ#)
<幽2+(幽2+…+(・ 勢))2-11ρ('e)一ρ*ll量、
以上が定理1の 証明 となる.□
この定理 よ り,L2正 則化 を導入 したデ ータ駆 動 型一般 化最小分散 制御 の評価 関数 よ り
推定 され るパ ラメー タは,真 値パ ラメー タ との距離 を縮 小す るこ とが分か る.一 方 で固有
値1に 対 応す る(,ik))2は誤差 として残 って し まうように見受 けられ る.し か し更新行 列
[ハf㈹+珂一IRは繰 り返 し設計に よ り異な るラ ンダムデー タよ り構成 され るため,固 有値
1に対応す る固有 ベ ク トルも逐次変化す る.こ れ によ り(eik))2は繰 り返 し設計 を行 う中で
徐 々に小 さくな ってい き,真 値 に近 いパ ラメータを推定 で きる,
3.5設計される制御系の安定性解析
前節 に おいて は,繰 り返 し設計 によ り逐次 推定 され るパ ラメー タが徐 々に真値パ ラメー
タとの距 離 を縮 小する ことを証明 した.し か し逐次推定 され るパ ラメータ よ り設計 され る
制御 器が閉ル ープ系を安 定化す る ことを保 証 してい ない.繰 り返 し設計 において は設 計 し
た制御系 よ りデー タを取 得す る必 要があ るため,設 計 され る制御系が安定 であ る ことが重
要 とな る.そ のため本節 において は,推 定 されたパ ラメー タを用 いて設 計 され る制御器 が
閉ルー プ系を安定 にす るこ とを証明す る.本 研究 において はこの ことを岡 田 らの研究[22】
を利用 して示す.
岡田 らの研究 においては,デ ー タ駆動の評価関数 を用 いて推定 された制御器パ ラメータが
本来の評価 関数 を小 さくす る条件 を,DoA(DomainofAttraction)の考え方 を利用 して示 して
いる,こ こにおいてはその概要 を手短に紹 介す る,デ ータ駆動の評価関数 よ り推 定 され るパ
ラメー タをPd,初期制 御器パ ラメー タを ρo,本来 の評価 関数をJMR〔p)と定義す る.こ の時
▽,Jnm(ρ)は勾配ベ ク トルを表す,勾 配ベ ク トル は評価関数 を最大化す る方 向を示すベク ト
ルの ことであ る.一 方で勾配ベ ク トルの符号 をマイナ スに したもの.す なわち 一▽」∫R(ρ)
は評価関数 を最小化する方向を示す.ま た この勾配ベ ク トル と垂直な線上 において は評価関
数 の値 は変化 しない.こ の ことか ら,(ρd一ρe)と一▽JMR(pO)のなす角度 θが 一晋く θ<舞
を満たす場合,推 定 され るパ ラメー タは初期制御器パ ラメー タと比較 して本来 の評価 関数
を小 さ くす る と期待で きる.こ の ときの条件 は内積の関係か ら
(Po一ρd)▽JMR(ρo)>0 (68)
が成立することが必要となる.
データ駆動型一般化最小分散制御における本来の評価関数は,入 出力データから構成 さ
れる一般化出力の分散であった.こ のため本来の評価関数が小 さくなるということは,入
19
出力 データが発散 してお らず閉 ルー プ系が安定 である ことを示す.こ の こ とを踏 まえて本
研究 において は,L2正則化 を導 入 したデー タ駆 動型一般化最小分散制御 の評価関数 よ り推
定 されるパ ラメー タ,初期制御器パ ラメー タか らなるベク トル と本来の評価関数である一般
化 出力 の分散 の勾配 ベ ク トル との内積 が どの よ うな値 をとるのか を理論的 に考 察 した.両
者の 内積 が正 の値 であれ ぼ,評 価 関数 よ り推定 される制御 器パ ラメータは本 来の評価関数
を小 さ くす るパラメータであ るため,設 計 された制御系が安定 であ るといえ る.
まずは じめに一般 化出力を 白色雑音 頭 の か ら入力is`(t),出力y(のへの閉ル ープ伝達関数
を用 いて記 述する と
φ(t+km)=P(zM1)y(t+km)+Q(z-1)u(t)
A恥)+BF(ρF晒 雌)+AS(ρ謡 鴇 謬)。一煽ω(亡)
一駕1搾 量誰{!!初¢) (69)
となる.こ こにおいては理論値で計算 を進めてい くため,パ ーセバルの定理 をVar[φ(t+km)1
に適用す る と,一 般化最小分散 制御 の評価 関数 を式(70)のよ うに書 くこ とがで きる.
・J・d(Ps,ρF)一躍
D(P5(Ps)一(2F(PF))
A・5(ρs)+BF(PF)2-km
2
dωσ島 (70)
Var[iP2(t-←k・trn)]は一般 化 最 小 分散 制 御 器 を実 装 した 時,最 小値Var[E'w(t.+km)1を取 る.そ
の た めrJA、t(Ps,tJJ")が最 小 値 で0を とる よ うに す るべ く,Var[E'・tV(t十み㍗几)]をJM(Ps,ρF)
か ら引 く.こ こで 先程 と同 じよ う にVar[E'w(t+k・m.)]に関 して もパ ー セ バ ル の 定 理 を適 用
す る と以 ドの よ う に書 く こ とが で き る.
・JM(p,g,PF)一鉱(
D(P5(ρ5)一(～F(ρF))
AS(ρs)十BF(ρF)z一k'm
?
?
?
?
????
?
(71)
ここで次 の定理2を 示す.
定理2.V〔x),W(z)は安定 な離散時間システム とす る.そ してW'がW〔 ガ1)と定義 した時
に,W'(V-W)が 厳密 にプロパであ り,そ の極 がすべて単位円の中 にあ る時,以 下の等 式
が成 り立つ,
乃y(・ ・w)2-1曜 ω)12dω一 乃v(・ ゴつ 一w(e・w)12d・
(72)
定理2を 用い ると式(71)は以下の よ うに等式変形 で きる、
・J・・f(ρ5,ρF)一去五 墓鍔1㌘謡 鐸1製一ぬ ωσ島
一躍 駕1畿 課 一喋lll畿1諺;1;;∴ωσ島
鉱5ψ5(P≒ 欝 羅 架 砺+E&一幅㌦ σ轟
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鉱(s(e・ilgll!1),F,;P,i)藷讐 一幅 ㌔ωσ誌(73)
本 研 究 に お い て は 式(73)を本 来 の 評 価 関 数 と して解 析 を進 め る.以 下 に お い て は この 評価
関 数 の勾 配 ベ ク トル ▽JNt(Ps,ρF)を求 め た,こ こに お い て は,表 記 の ス ペ ー ス を省 略 す る
た めX(ρs.ρF),Y(Ps,ρF)を下 記 の よ うに定 ・義す る.
y(ρ5,ρF)一(s(ρs>F(ρ》}-F(ρF)s(pb))ガk…,x(ρs,ρF>-AS(Ps)+BF(ρF)ガ椀
▽JM(ρ3,ρF)
島(爺
(匹
f-;R・[
(s〔ρs)F(ρP)-F(ρF)s(ρ9));-krTn.
AS(Ps)+BF(ρF)・ 一κ・
一器 鴇 ㌔ωσの
垂 畿 蝋 望矯L姿1鰐)]dω
σ9・y(ρs,ρF}]2
2π πX(PS,ρF)
魂 θ(ρ轟)一 旋F(ρF)s(ρ9)]Tガkm
「
?
?
」
?
?ー
?
?
???
?
?
一瓢R・[
y(ρs,ρF)
Y(ρs,ρF)
「
?
?
」
?
ー
?
?
[糖(Ps)論BF(ρF周T
x(Ps,ρF))]dω
x(ρs,PF)
一紅R・除 鵠
([β雷　 )一β編)
β軍F(P})-fiPs(副Tガ・凧
Y(ρs,ρF)
[βぎ五 β罫Bガ縮
x(ρs,ρF)]T)]dw
]謙嘉 細 険))]伽
一細
1隻矧([β;x(ρ9,ρ》)施F(ρF)一β界購 ρ》)s(ρs)x(ρs、ρF)]T ]tl・v
一細 轍 　([β3・鯛 ρF)一βFs(Ps)]Tx(P9・,pP)x(Ps,PF) ??ーー
ここで求 めるのは初期 制御器パ ラメー タ ρ㈹ における勾配 ベ ク トル のため,そ れぞれパ ラ
メータを代入 し▽烈 ρ曽),ρ繋))を求め ると
▽J,、t(plle〕,ρ繋))一
雲劇 爆C縛1〔 諜)]Tx〔　 ))]dw(74)
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とな る,こ の よ うに して 求 め られ た勾 配 ベ ク トル ▽JM(pyo),pvu))とPd,p(D)を用 い てD。A
が成 立 してい るか計算す る,ま た ここにおいて はPdをL2正 則化 を導入 したデー タ駆動 型
一般化最小分散制御 の評価 関数 よ り推定 され るパ ラメータp(1),また ρDを閉ル ープ系 を安定
化 している初期制御 ・器パ ラメータ ρ⑰ とす る.そ して
(ρ(oLρ(1))▽」M(ρs,ρF)>o (75)
が成 り立つ とき,p(1)は本来の評価関 数Vaエ[iP(t+島η)]を小 さくする.本 アブローチの課題
としては勾配 ベ ク トル を計算す る際に プラン トモデルが必要 となるこ とであ る.そ のため
本研究 の仮定 において は,制 御器調整 を行 う際に推 定 されたパ ラメー タが制御系 を安定 に
す る とい う保 証 をす るこ とがで きない.従 って今 後の研究 においては,プ ラン トモデルを
利用す るこ とな くDoAを 計算 で きる ようにす る必要があ る.数 値例 において は制御性 能を
改 善する制御器パ ラメー タと悪化 させ る制御器 パ ラメー タについ て,そ れ ぞれ式(75)を実
際 に計算 し,DoAが 成 立 して いるか どうか を確認す る.さ らには使用 した制 御器パ ラメー
タを制御 系 に実装 した際 の制御性 能 につ いて も調べ,実 際 に この安定化判別法 が機 能 して
い るのか確 認す る.
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4設 計性能向上を目指 した挑戦
本研究においては,こ こまでデータ駆動型一般化最小分散制御の特徴 と評価関数の最適
解の一意性が保証されていないという課題を示 し,課題の解決を目的とした手法を提案 し
た.提案手法においては,評価関数にL2正則化を導入することで課題の解決を目指 し,さ
らに繰 り返 し設計を導入することで,一般化最小分散制御器を構成する制御器パラメータ
の獲得も可能とした.ま た理論解析を行い,推定されるパラメータが繰 り返 し設計により,
真値パラメータとの距離を逐次縮小すること,逐次推定されるパラメータを用いて,設 計
される制御系が安定となる際に成立する条件について示 した.本 章においては提案手法の
さらなる改善を目指 し,新たなアプローチを提案手法に導入 した研究について紹介する,
4.1繰 り返 し設計回数の削減 を目的 と した正則化項 のオ フライン設 計
提案 手法 において は,繰 り返 し設計 によ り逐次評価 関数 を更新 するこ とで,一 般化最小
分散制御器 を構成す る制御 器パ ラメータの獲得 を可能 としてい る.一 方で 導 入 した繰 り返
し設 計に よって,逐 次制御 系を設計す るため にデータ を繰 り返 し取得 する必要が ある.実
際 に現場に応用す る ことにな ると,調 整作業 に負担 をか けない ためにも制 御系 の設計 回数
やデー タの取得 回数 は少 ない方が望 ましい.そ のため に本節 において提案 す るアプローチ
が正則化項 のオ フライ ン設計で ある.提 案手 法において は,閉 ループ系か ら取得 され る操
業 データを用いて構築 した評価関数 」己L(p(i))より推 定 されたパ ラメー タρの と,そ のパ ラ
メー タを用 いて設計 され た制御系 よ り取得 され る閉ル ープデー タを用いて評価 関数 を以下
の ように更新 して いた.
.」、L〔ρ②)一 £((b6i〕幅)一 ξ五ザ ρ②)2+(ρ(・)一ρ(・))TR〔ρ② 一ρ①)
t=1
前節 においては[1ρ(k+1)一ρ*唱くllρ{k)一ρ川3が 成 り立つ ことを証明 してい る.す なわち
11ρ(1)一〆lIl<11p(O)一ρ'111が成 り立つため,正 則化項 の基準 点を ρ(0〕か らp(1〕とす るこ と
で,IE則化 項の影響 が弱 ま りよ り真値 に近 いパ ラメー タを推定す るこ とが可能 とな る.一
方で誤差 二乗和 は初期の操業 デー タalo)(t),y!e)(eを用 いて構 成 され た際 にも グ において
最 小値 を取 った,そ のた め こち らはデ ータを更新す る必要が ない ようにみ える.誤 差 二乗
和 を更新 しない場合,評 価関数の更新 はオ フライ ンで行 うことが可能 とな る,す なわち制
御 器パ ラメー タを推 定す る際のデ ータの取得 回数 が1回 で済 む こととな る,こ の場 合の評
価 関数は以下の よ うに書 くことがで きる.
J、L〔ρ圃)一 謹(φ6・)(オ+碗 一ξ卿Tρ圃)2+〔 ρ囲 〕一ρ(の)TR(ρ圃 一ρ(・〕)(76)
t=1
続 けて,前 節 と同 じように解析 を進めてい くために,式(76)をρ(2+1〕に関 して最小二乗法
で解 くと
副 一(N尭Σ ξ腿T択
t.=1)』'(審 φr)岡+副
一(A・(・)+R)-1(鎗ξ騨 t+km)+Rρω)
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一("1(e)十R)-1(鎗雑+寿 書 ξ紳t+hrrt)+Rp(・))
一(M呵(曲+槍 鯉)岡+Rp(・))(77)
とな る.こ こで 白色雑 音の平均が0と なる性質 か ら,涛 Σ廷1ξ卿E*姑。)(t+編)はデータ
数N→ooと した時0と なる.こ れ によ りデータ数 が非常 に多い という理想状態 において,
式(77)は
ρ圃 一(M(O)+R)-1@(0)〆+Rρ ω)
-P'+(M(O)+R)-IR(P(')-P(・)) (78)
と展 開するこ とがで きる.さ らに 〆 を左辺 に移 行す ると
ρσ+1)-P'・一(A・t{・)+R)-IR(ρ(')一ρ(・))
となる.ま た前童 と同 じようにp(i+1)とp(i)の間に漸化 式の関係 が成立す ることを用 いると
ぞ
=(79)
盈・三 〔}
とな る,前 章 と違 うの は,ρ{"i+1)-p*はp(o)-p(*)を(ルf⑥+R)-IRをi+1乗した もの に
作 用 させ て い る こ とで あ る.そ の た め本 節 にお い て は,更 新 行 列 凪=o{(rVf{o)+R)-1R}
を解析 す る.前 章 と同 じよ う に,更 新 行 列(AI(k)+R)-iRの正 規 直 交化 さ れ た 固有 ベ ク ト
ル をvlk).vlk),…,礁〕,対応 す る固有 値 を λlk),λlk),…,λ鯉 とす る.こ の 時(p(o)-p')
を圃有ベク トルの線形和で表すと
P(o)-P'=cio)vio〕+clo)・le)+…+c禦㌔9)(80)
となる.こ れ を用 い る と(ρ(i+1)一グ)に 関 して も,固 有ベ ク トルの線形和 を用 いて表す こ
とがで きる.
ρ圃 一P'一@(・)+R)-1E@(・)+R)一 【R(ρ〔　 1Lρ(・))
H{(M(o)+R)『1丑}(ρ⑥ 一ρ(*))
を
P('+1)-P'-H{(M(。)+R)一'R}(ρ(。Lρ(串))
んこ　
=ci。)v[o)+clo)(Alo))'+1vSU)+…+劇い 撃))羽+1u!o)(81)
.ヒ記 を 見 る とe:U)T4。)が確 実 に誤 差 と して 残 って し ま う こ とが分 か る.こ れ は更 新 行 列 が変
化 しな いた め固有 ベク トルも変 化せず,繰 り返 し設計の中で式(8Dの第二項以降 しか小 さ
くなって いか ないため と考 え られ る,一 方で第 二項以降の誤差 は解消で きることため,同 じ
デー タセ ッ トを用いた場合 においても,3章 で提案 した手法 よ り真値 に近い制御器 パ ラメー
タを獲得 で きる.そ のため,デ ータの取 得回数 を削減 したい とい う目標 は達成で きた と考
え られ る,本 提案 の有効 「生は次 章の数値例 にて確認す る.
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4.2最適 な正則化行列の設計
前節 においては,少 ない繰 り返 し設計回数 にて真値パ ラメー タを獲得す る こと,及 び一
回の データ取得で よ り精度 の高い制御 器パ ラメータを獲 得す るこ とを目的 として,正 則化
項の オフ ライ ン設計 を提案 した.そ れ に対 して本節 においては,正 則化行列 を適切に設計
す る ことで一回のデー タ取得 で精度 の高い制御器 パラメー タを獲得 する ことを目的 とする.
ここで正則化行列R=ザ は誤差二乗和 とパ ラメー タの基準点か らの偏差 に対 して評価 関数
上で重 み付 けをす る役割 を果た している.ツ ニ0と した場合,評 価関数 は誤差二乗和 とな り
評価 関数は真値で最 小値 を取 るこ とが分 かる.こ れは従 来のデ ータ駆動 型一般 化最小分散
制御 の評価関数 と一致 してい る.一 方で 守を大 きく した場合,推 定 され るパ ラメー タの基
準点 との偏差 に対 して大 きなペナルテ ィを評価関数上 で与え ることにな り,基 準点 に非常
に近 いパ ラメー タが推淀 されやす くなる.こ のため最適解 の一意性 を保証 しつつ,正 則 化
項 の影響 を強 くしない正則化行列 を設計す ることがで きれ ば,一 般 化最小分散制御 に近い
性能 を持つ制御器 パ ラメータを推定 で きる と考 えられ る.そ の ような正則化行列 を求め る
手法 はこれ までに多 く提案 されて きたが,今 回は総平均二乗誤差(TotalMeanSquareEroor)
を基 準 と して正則 化行列 を求める[23].推定 されるパ ラメー タを β,真値パ ラメータを グ と
す る と総平均二乗 誤差は以 下の ように与え られ る.
TMSE(P)-E[(P一ρヰ>T(P一ρり] (82)
標準偏差 において は平均 値か らの ばらつ きを数値化 していたが,総 平均 二乗 誤差 において
は真値 か らの ば らつ きを数値化 している.こ の値 が小 さ くなれ ば推定毎 のパ ラメー タの真
値 か らのば らつ きが小さ くな っている状態であるため,制 御性能を改善する制御器パ ラメー
タを安定 して獲得 できる と期待 され る,デ ータ駆動型一般化最小分散制御 にL2正則 化を導
入 した提案 手法 より推定 され るパ ラメータは,正 則化行列 丑=雇 に依存 してい る.そ のた
め ッのなかで,総 平均二乗誤差 を最小化す るッを探索す ることで,望 ましい制御器パ ラメー
タを導出す る評価 関数 を構築で きる,こ こで β=ρ(1)とし,以 下にお いて は提案手 法にお
ける総平均 二乗誤 差の導出過程 を示す.は じめ に式(82)に一E[p(1)]+E[ρ(1)]を代入す ると
TMSE(ρ(1))-E[(pCL)-E[ρ(1)1+E[ρ(1)]一〆)T(P(1>-E[ρ(1)】+ElρC')ユーP')]
ニE[((P(')-E[P(エ)DT((P('LE[P(')])]
+2E[((ρ① 一E[ρ(1)])T(E[P(')]一ρヰ)]+E[(E[ρ(1)トρ*)T(E[P〔t)]-P')](83)
-t・aceE[((ρ(1LE[ρ(1)ユX(P(1}-E[P(z)DT]+(E[ρ(1)]一ρ* T(E[ρ(')]一ρり
(84)
とな り,推 定毎の推定値 のば らつ きと,推 定値 の平均値 の真値か らの偏 りを評価 するもの
である ことが分か る.期 待値 を とる と2E[(p(1LE[p(1)DT(E[ρ(1)]-p*)】=Oとなるため,式
(83)から式(84)のように書 き換 え ることがで きる.ま たp(1),E[p(i)]はそれ ぞれ以下の よ う
に表す こ とが できる,
ρω 《 画)一'(曲+Rρ ゆ+ik7Σξa2>E・w60)(f+嗣
オ=1)
E[ρ(1)]一(ハ∫(・)+R)-1(At{・)〆+Rρco))
一 〆+@{・)+R)一'R〔 ρ(。)一ρ(・〕)
(85)
(86)
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続 い て は,ρ(1),E[p(1)]を式(84)に代 入 し,総 平 均 二 乗 誤 差 を 評価 基 準 と した 際 に 最 適 な
正 則 化 項 を構 築 す る正則 化 行 列R=71を 求 め る.ま ず は総 平 均 二乗 誤 差 を計 算 す るべ く,
E〔((ρ{1)-E[p(1)]X〔ρ(1)-E[ρ(1)DT],(E[ρ(1)]一ρっT(E[ρ(1)】一ρ')をそ れ ぞれ 計 算 す る.
E[((P(')-E[ρ(⊥)])((ρ(1)-E[ρ(1)])T]-
E[(ハ∫〔・)+7i)-1寿シ9♂ ・垢・)(欄 鎗 ξ細0)(t+礎 〔・〕+7∫)-1
-1畷[(M(・)+ty・)-1壌醐 ハ4(・)+・)・・)-1]
-11E'11:・・Z[(M(。)+ty∫)-1rVf(・)(ハ∫ o +ツ∫)-1(87)
(E[ρ(')]-p*)T(E[ρ(1)]一〆)
一 〔P(・)一ρ貼 ∫(ハ・(・)+7∫)-1(M(・)+7∫)一'tyi(ρ(o)-P(・))(88)
ここ で,λliO)≧λlo),・一,≧ λ禦)(>0)は,行 列 ムfゆ の 固有 値 で あ り,こ の 固有 値 を 最大
固有値から/頂に対角に並べた行列 を
A-di・g(λio),Alo)._,λ 穿〕)
と し,1「を行 列 ハ/〔o)を対 角 化 す る 苑次 の直 交 行 列(rT1「=r7'r=T)と す る と
A∫(o)=M1「Tlス ペ ク トル分 解
が成 り立つ.式(89)を式(87),式(88)にそれぞ れ代 入す ると
II暇[(M(o)+ツ ・)一'ル∫(.)(M(.)+ツ∫)-1]
-1畔 σ丑、睡T+ッ ∫)r'・rn.rT伽rT+7・)一']
一 剛1σ 轟[町T+叩rT)一'rArT(醐T+rッ ・rT)-1]
-11E慨[叩+守 ∫)-1rT17ArT叩+ッ∫)-1pT]
-11E'11矧叩+ty・)一[A(恥 ∫)-1rT]
(89)
(90)
(ρ(・)一ρ(・〕)Tty・(M(o)十ツ1)一'(M⑥+"・∫)一㌧ ∫(ρ(oLρ(・))
一(ρ{・Lρ(・))T7・(rATT十71)一'(1・A.t・T+7・)-!ゾ(ρ(。Lρ(*))
一(ρ(・Lρ(・))Tty」(rni・T+r守πT)-1〔 醐 丁+rty・rT)-1trl(ρ(0)一ρ(*))
一(ρ(。Lρ(・))TツirT(A+71)-1rrT(丑+tyl)一'r71(P(。Lバ
ー(r(ρ(。)一ρ(再)))T1・∫(fl+tyl)-1〔肝 ツ∫)一工tylr(ρ(。)一ρ(串り
一 αT昏鯉+守 ∫)一'(A+71)-1ψ;α 一r(ρ ⑥ 一 ρ〔*)) {91)
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となる.式 展開 に よって獲得 された式(90),式(91)を用 いて,式(84)で記述 され る総 平均
二乗誤差 を計算 してい く.
TMSE(ρ〔1))=t・a・e[((ρ(1LE[ρ(1)】X(ρ(1LE[ρ〔1)DT]+(EIρ(1)/-〆)T(E[ρ(1)]一〆)
-t・a・・[llE慨[叩+ty・)-1A(画 ∫)-1rT]1
+aTツJ(A+7∫)-i(A+tyJ)-itylo
-11E'1[la?,t・ace[(晒・)-1仰+7・)-1rTr]
+αT守∫(肝 ッη 一1〔五+ツ ∫}-1ψ
一Ilrll窺書
(意 プ 書(λ穿1ア (92)
式(92)をみ ると,p(1)の総平均 二乗誤差 は行列M(o)の固有値 と正則化行列の大 きさを決め
る")"で構成 され るこ とが分か る.し か し式(92)の第 二項 における αには真値 グ の情報が含
まれ てい るが,真 値パ ラメータを獲得す る ことを 目的 としてい る本研究 においては,〆 は
未知パ ラメー タである.そ のため最適化計 算に よ り7を 求 める際に は,α を推定 す ること
が 必要 となるが,本 研 究 においてはp'=Oと したものを用 いる、 これは推定値 の真値に対
す る偏 り評価 す る第二項が,あ る程度 の大 きさと評価 関数 上でな るよ うにす るた めである,
また最小分散値IIE半暖σ盆の情報 も必要 とな るが,こ ち らは従来 のデータ駆動型一般化最小
分散 制御 の評価関数で ある式(20)の最小 値 と一致す ることがわ かっているので,評 価関数
の最小値 を用い る,本 提案 の有効性 は次章 の数値例 にて確 認す る.
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5数 値 例
本章 においては,数 値例 を通 してデータ駆動型一般化最 小分散制御 にL2正 則化 を導入 し
た提案手法の有効性 を確認す る,5.1節において は,数 値 シ ミュレー シ ョンで用い る制御 対
象や基本設定について示 し,5.2節におい ては,正 則 化を導入 したことによ り推定 され るパ
ラメータのぼ らつ きが抑制 された ことを確認 す るべ く,提 案手法 と従来法 よ り得 られ る推
定毎 の閉ルー プ系 のボー ド線図 とパ ラメータの値 と比較す る、続 いて5.3節においては,繰
り返 し設計 によ り推定 されるパ ラメー タが真値 に収束す るどうかを確認 をす る.5.4節にお
いては,提 案手法 においてDoAが 成立 しているか を確認 し,成 立 している場 合には制御性
能が改善 しているかを確認す る,そ して5.5節において は正則 化項 をオ フライ ン設計 して獲
得 されたパ ラメー タの特徴 について示 し,5.6節におい ては,4.2節で示 した ア プローチに
よ り設計 した最適 な正則化行列 を用 いて推定 を行 った場合 のパ ラメー タつ いて,適 当 に正
則化行列 を選んだ場合 と制御 性能 を比 較す る,
5.1基 本設 定
制御対象 とするシステムは,2,1節でも示 した線形離散時間モデル であるCARMAモ デル
を考 える.ま たその中で も化学 プラン トで多 く見 られ る一次遅 れ+む だ時間の性質 を持 つ
モデル を,数 値 シ ミュ レーシ ョンにおいては使 用す る,こ こにおいて は制御 対象 の特性 が
経時変動す ることで,以 前 に設計 された制御器 との相性 が悪 くなって しまって いる状 況を
想定す る.こ の よ うな制御器 のパ ラメー タを,提 案手法 によ り推定 された制御器パ ラメー
タを用いて調整す るこ とで,制 御性能 を再び一般化最小分散評価 において,理 想 的な状態
とす ることを目的 としている.続 いて数値 シ ミュレー シ ョンにおいて用 い るCARMAモ デ
ル を示す,
<制 御 対 象1>
A=1-0.73582-1十 〇.1353:-2
B=O.2642十 〇ユ30"3z一l
Dニ1-O.9000z-1
また制御対象1が 特性 変動す る前の制御対象 のこ とを,こ こにおいて はノ ミナルモデル1と
呼び,そ れ は以下で示 され る,
<ノ ミ ナ ル モ デ ル1>
Ao=1-1、7340z-1十 〇、7515z-2
Bo=0.1485十 〇.1350g-1
Do=1-O.9000x-i
一般化 出力の設計多項 式をP=1 ,Q=O.3で与 えると,ノ ミナルモデルに おける一般化最
小分散 制御器 を以下 のよ うに与 えるこ とがで きる.こ の制御器 は制御対象1に お いても閉
ルー プ系 を安定化 す るが,一 般 化最小分散 制御は実現で きていない.
<初 期 制御器 パ ラメータ1>
0.6947-0.6268β一1U
・(ρs,P・')=0
.4485-0.01、2。-1+O,1126z-・
(93)
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またCAR.MAモデルの次 数 は,na=2,nb=1,nd=1で あ るとす る.ま たむ だ時間
k,,。=2,白色雑 音の分散 はaZ=1,データを取得す るサ ンプ リング間隔 は1[sec]とす る、そ
してデー タ駆動型 一般 化最小分散制御 の評価 関数の最適化 はすべて最小 二乗 法 を用 いて行
うもの とす る.
5.2正則化 の推 定に与え る影響
本 節においては,デ ータ駆動型 一般化最小分散制 御 にL2正 則化を導 入 した有効性 を示す
べ く,提 案 手法 と従来 手法,そ れぞ れよ り推 定毎 に設 計 され る制御系 のボー ド線図,同 じ
く推 定毎のパ ラメータのば らつ きについて調べ る.こ こで従来 手法 とは式(20)を評価 関数
とす る,オ リジナルのデ ータ駆動 型一般化最小分散制 御 の ことを示す.ま た ボー ド線 図用
いて周波数特性 を表すの は感度 関数 とす る.ボ ー ド線 図は周波数応答 の可視化 ツー ル とし
て よ く使わ れる方法で あ り,横 軸 が入力信 号の周波数,縦 軸 が 出力信 号 と入力信号 の振れ
幅比 と位相遅 れ を表 して いる.感 度 関数 は外 乱か ら出力へ の閉ルー プ伝達 関数で あ り,こ
れが望 ま しい値 とな る ことは外 乱抑 制性能 の向上 を 目的 とす る上で,非 常 に大切 な ことと
考 え られ るか らで ある.本 シ ミュ レー シ ョンにおいて は,制 御対象1を 制御対象 として使
用 し,制 御 器パ ラメー タ推定 に用い るデー タはN=IOOO,デー タの取得 回数 は1回 とす る.
また正則化行 列 はR=ツ15(7=0,01,0.1,1,10,100)を用 い る.そ して シ ミュレー シ ョン
を繰 り返 し100回行 い推 定毎 に設計 され る制御 系が どの くらいば らついて いるのか を調べ
る.は じめに推定 され るパ ラメー タのば らつ きにつ いて示 す.こ の ときパ ラメー タのば ら
つ きを推定 毎に獲 得 され る各パ ラメータの標 準偏差 を基準 と して評価す る.
表L推 定 され るパ ラメー タのば らつ き
ρ3(0) ρ3(1} ρ5② ρF(o) ρF'ω
守=0 5.3996050062.13108.14667.8100
ツ=0,01
つ=0.1
ツ=1
ツ=10
ツ=100
0.0167
0.0147
0.0111
0.Ol17
0.0061
0.Ol46
0.0134
0.0099
0.0065
0.0013
0.0212
0.0192
0.0120
0.0110
0.0059
0.0165
0.0146
.0076
.0037
0.00互4
0.0212
0.0189
0.0096
0.⑪034
0.0018
ここでty=Oと した場合 は従来手法 に対応 している ことに注意す る、表1を みる とorニO
の とき,す なわち従来手 法 よ り推 定 され るパ ラメー タには大 きなば らつ きが 生 じてい るこ
とがわか る.こ れ は2章 で も証明 した通 り,涛 Σ 江1ξ望,りξ易 が特 異行列 となるため,逆 行列
が存在せず最小 二乗法 を安定 して解 くこ とがで きない ためであ る.一 方でty=O.Ol以降 に
おいては,特 異行列 が正則 化行 列 によ り逆行列 を もつ よ うにな るため,最 小 二乗法 を安定
して解 くこ とがで きるよ うにな り,推 定 され るパ ラメー タの ば らつ きも大幅 に小 さ くな っ
ている.続 い て,設 計 され る制御 系のボー ド線図 について結果 を示 す.図6は 従来手法 に
より設計 され た制御 系の ボー ド線 図である.こ こにおいては緑線が推定毎 に設 計され た制
御 系,青 線が制御対象1に 対応す る一般 化最小分散制御器 を実装 した制御 系の ボー ド線図
をそれぞれ表 す.図6を みる と,や は り推 定毎 に設計 され る制御系 の性質 に,ば らつきが
出て しまってい ることがゲイ ン線図,位 相線 図か らみて とれ る,一 方で図7,図8,図9を
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み ると,設 計 され る制御系 のぼ らつ きが非常 に小 さくな ってい るこ とが分 かる.ま た その
中で も ッを大 き くす るほ ど,ば らつ きは小 さ くなってい るが一般化 最小 分散 制御器 を実装
した制御系 のボー ド線 図 とな偏 りが大 きくな っている ことが分か る.こ れ は ッの値 が大 き
くな る と,推 定され るパ ラメー タの基準点 か らの偏差 に対 して評価 関数 上で大 きなペナル
テ ィが与 え られる ようにな り,初 期制御器 パ ラメー タに非常 に近 いパ ラメー タが推定 され
る ようになるためで ある.
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図9:提案 手法 においてty=100とした際の ボー ド線 図
5.3繰 り返 し設計 による効果 の評価
本 節 においては,繰 り返 し設計 によ り評価 関数 を逐次更 新す る ことで,デ ー タの取得 を
1回とした時 と比 較 して 良好 な制御性能 を発揮す る制御器 パ ラメー タを推定 で きるこ とを
示す.そ のた めに,推 定 され るパ ラメー タと真値 との距離 の推移,更 新行 列の 固有値 の推
移,そ して逐 次設計 され る制御 系の一般 化出力,入 力,出 力の分散 について調 べる.こ こ
で推定 され るパ ラメータ と真値 との距離の推移 は両ベ ク トル の差 をL2ノ ルムで評価す る.
本 シ ミュレー シ ョンにおいては制御 対象1を 制御対 象 と して使用 し,制 御器パ ラメー タ推
定 に用 い るデータはN=J・OOOOO,データの取得 回数 は1000回とす る.ま た正則 化行列 は
R=71s(7=0.01,1,100)を用い る.前 節 と比較 してデー タ数 を大幅 に増や したのは,デ ー
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タセ ットご とのぼ らつ きを小 さ くし,理 論値 に近 い状態 でパ ラメー タ推定 を行 うためで あ
る.ま た3.4節にて証 明 した定理 において も,理 論値 で計算 を行 ってい るため,定 理 が正 し
いこ とを実際 に示す ため にもデ ー タ数 を前節 と比較 して大幅 に増や した.ま た デー タの取
得 回数 が1000回とい うのは,3.3節においても示 した データの取得 と制御 系の設計 を反復
する繰 り返 し設計 を,1000回行 ってい るこ とを示 してい る.
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図10:ty=O.Olとした際 の推定 され るパ ラメータと真値 との距離 の推移
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図11:7=1と した際 の推定 され るパ ラメー タと真値 との距離 の推移
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図12:}"=100とした際 の推定 され るパラメー タと真値 との距離の推移
まず初め に推定 され るパ ラメー タの真値 との距離 の推移 について調べ る.図10,図1L図
12は,それ ぞれ正則 化行列 を ツ=O.Ol,1,100とした ときに逐次 評価 関数 よ り推定 される
パ ラメー タと真値 との距 離 を図 にプロッ トしたもので あ る.こ れ をみる と繰 り返 し設計に
よって,評 価 関数 よ り推定 され るパ ラメー タが,真 値 との距 離 を縮小 してい るこ とがみて
とれる.こ こで初 期パ ラメータと真値 との距離 のL2ノ ルムは,ツ=0、Ol,1,100の時すべ
て同 じく2.4989であ り,正 則化行列 によ り収 束速度 にも変 化がでているこ とがみ て とれ る.
これは正則化行列 の値 が大 きい と基準点 か らの距離 に対 して評価 関数 上でペ ナルテ ィが大
きくな るため,基 準点 の周辺 にパ ラメータが推定 され る ことに よる.ま たty=・1,100の際
に は推定 され るパ ラメ ータは真値 に収束 してお らず,さ らに繰 り返 し設計の 回数 を増や し
て も収束す る ことはな かった.こ れ よ り,推 定 され るパ ラメ ータを用 いて正則化項 を更新
す るだ けにおいては不十分で,正 則化行列 の大 きさを決め る ッの値 自体 を逐次 小 さ くす る
ことが真値パ ラメータの獲得 には必 要であ ることが分 か った.
33
1Φ0,8
需≧
O.6
.量
山O .4
0.2
010
■
e
o
■
ee
■ ●OP.
一・一一一'●4・.・一凸一◎一L4凸4-●L●H●"
Numberof比eration
図13=守=0.Olと した 際 の更 新 行 列 の 固 有 値 推移
表2=7=0.01と した 際 の更 新 行 列 の 固 有 値 推移
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λ1 λ2 λ3 λ4 λ5
Initia11.0000LOOOOL⑪OOO LOOOOLOOOO
】st 1.0000.01050.00530.00080.0005
211d0.73010.00020.000i0.0000.0000
5th 0.19650.0000.⑪000 0.0000.0000
10th0.08810.0000.00⑪0 0.0000.0000
100th0.07370.0000.0000.0000.0000
1000thα0700 0.0000.0000.0000.0000
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図14=ty=1とした際の更新行列 の固有値推移
表3=7ニ1と した際の更新行列 の固有値推移
λ1 λ2 λ3 λ4 λ5
Initial1.⑪000 LOOOOLOOOO1.00001.0000
lst 1.0000.51360.34460.07690.0501
2nd 0.90330.28570.19610.03350.0250
5th 0.62930.13290.04250.OlO80.0008
10th0.3621α0973 0.00750.00160.0000
100th0.1336⑪.1336 α0000 0.0000.⑪000
1000th0.16090.06680.0000.0000.0000
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図15=7=100とした際の更新行列 の固有値推移
表41,=100とした際の更新 行列の固有値推移
λ1 λ2 λ5 λ4 λ5
InitialLOOOOLOOOO1.00001.00001.0000
1st 1.0000.99060.98140.89270.8403
2nd 0.90330.28570.19610.03350.0250
5t1109989〔〕.9622092450.74760.6790
1αh 0.9970.93310.87110.63730.5807
100th0.93640.5898051910.23650.0540
1000th0.48770.42680.Ol90.00080.0000
続いて更新行列 の固有値 の推移 について調べ る.更 新行列 とはtO('i+1)一グ と ρω 一グ の
関係性 を表す行列の ことで あ り,定 毫的 には固有値 がすべて0と なれば ρ鮭1)=グ となる.
これ も先程 と同 じくッの値 ごとに結果 を載せ てい る、結果 をみ る と先程の結果 に対 応 して
お り,7の 値 が大 き くな るについて固有値 の収束ス ピー ドが遅 くな って いる.ま たef=O.Ol
の際に も固有値 はすべ て0に な っていない こ とか ら,正 確 には推定 され るパ ラメー タは真
値 とな って いない ことがわか る,
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表5:")'=O.01とした際 の各 種 デ ー タの 分 散 の 推 移
Var[φ(オ+砺)}Var[u(t)]Valr[〃(オ)]
Initial5.1471 15.66182.6075
lst
2nd
5th
IOth
IOOth
1000th
1.2869
1.0999
LO273
1.0294
LO270
1.0280
0.5801
0.0989
0.1433
0.2023
0.2066
0.2086
1.1924
1.1045
1.0507
LO478
LO456
1.0468
ρ* LO286 0.2082 1.0473
表6=ッ=1と した際 の各種 データの分散 の推移
V乱r[φ(オ+馬。)】 Var[鴛ω] Var[〃(の]
Initial5.1498 15.67532.6116
1呂t
2nd
5th
lOth
lOOth
lOOOth
L3726
1.1937
LO645
LO297
LO309
1.0274
0.7967
02889
0.0860
0.1383
0.2085
0.2084
12330
1.1524
LO815
LO537
LO494
1.0463
グ 1.0283 0.2079 1.0467
表7=ツ=100とした際の各種 デー タの分散の推移
V乱r[φ(亡+北m)〕V乱r[電五(の]Var[9ω]
Initial5.1634 15.70802.6145
1st
2nd
5〔h
IOth
lOOth
lOOOth
2.8728
2.5071
2.0547
L7831
1」735
1.0276
6.5738
5.1256
3.3708
2.3102
0.3357
0.1949
L7842
1.6537
L4832
L3872
1」349
1.0475
グ 1.0274 α2077 1.0463
最後 に各種 デー タの分散 について結果 を示す.こ こにおいては一般化 出力,入 力,出 力
の分散 について調べた.こ こでもパ ラメー タのL2ノ ルムや更新行 列の固有値 の推移 におい
てみ られた ように,守 の値が大 きくなるにつれて,制 御性能 の改 善スピー ドが遅 くなってい
る.一 方で推定 され るパ ラメー タが真値 に収束 しない場 合 において も,制 御性 能 は一般化
最小分 散制御器 を用 いた時 と1司等 となってお り,真 値 の周 りには,一 般 化最 小分散制御 器
37
とほぼ同等の制御性能を持つ制御器 を構成できるパ ラメータが分布していることが予想 さ
れる.
5.41)oA(DomainofAttraction)を利 用 した安 定性 判 別
本節 において は,DoAが 成 立す る際に,制 御 性能が改善す ることを シ ミュ レーシ ョンを
通 して示す,具 体的 には初期制御器パ ラメータ,提 案手法 よ り推定 されるパ ラメータ,一 般
化最小分散制御 にお けるモデルベ ース評価 関数の勾配 ベク トル より計算 され る内積 が,正
の値 をとるとき制御系が安定化 され,負 の値 をとる とき制御系 が不安定 化ない し制御性能
が悪化す るこ とを示す.設 計 され た制御系 が安定で あるかど うかは極零 点配置図 を用 いて
調べる.極 零点配置図 とは伝達関数の極 と零点 をグラフにプロ ットするもので,伝 達関数 の
極 はX,零 点 は○で表 され る.離 散時 間伝 達関数 の場合 には,対 象 とする伝 達関数 が安定
で ある とき,極 はすべ て単位 円内 に存在す るこ とが証明 されて いる,本 シ ミュレー シ ョン
において は制御対象1を 制御対象 として使 用 し,制 御器 パ ラメー タ推定 に用 いるデータは
N=1000,デー タの取得回数 は1回 とす る.ま た正則化行 列はR=・tls(Oi=0,1)を用いる.
ここでp(o)は初 期制御器パ ラメー タ,ρω は提案 手法 よ り推定 され るパ ラメー久 ▽+JiVfRは
一般化最小分散制御 にお けるモデルベ ース評価 関数 の勾配 ベク トル とす る.は じめ にty=1
とした場合 におけるシ ミュレー シ ョン結果 について示 す.
ρ(o)一[0.4485-0.01120.11260.6947-0.6268]T
P〔1)一[1.0004-O,19470ユ2340.4143-O.t・,373]T
▽ 」M1㌃の=t98733.98743.987431.060836.0303]T
基本 設 定 とシ ミュ レー シ ョン を行 った 結 果 よ り,p(O),ρ(L),▽JMRに関 して 上記 の値 を獲 得
した.こ の結 果 に よ り,DoAの 成 立 の判 定 式 と な る(p(。)-p(1))▽JA.1R(ρo)を計 算 す る と以
下 の よ うに な る,
(P(o)-P(【))▽」MR(ρ〔〕)-3.9722
正の値 であるためDoAは 成立 し,ρ〔1)は評価関数JMR(ρs,PF)の値 を小 さ くす るパ ラメー
タで ある ことが示 され る,実 際 に このパ ラメー タを制御 系 に実装 した際の入 出力 デー タの
分散 は以下 のように小 さ くな って お り手法 の有効1生が示 され た.
[Va・[φ(t+k…)]Va・[y(t)]Va・[ui(t)]]一[4・3527・3・187422・63]
[Va・[φ(t+km)】Va・[・y(t)]Va・圃]一[・ ・2527・・5272・・1457]
また閉ループ系の感度関数は,図16の 極零 点配置 図をみてもわ かるとお り安定で あ り,制
御性能 が改 善する条件 を示す ことで間接的 に制御系が安定化す る条件 を示 す ことがで きた,
続いてor=0と した場合に おけるシ ミュ レーシ ョン結果 について示す.推 定 され る制御器
パ ラメー タを用 いて設計 される閉ループ系 の感度 関数 は,図17の 極零点配 置図 をみてもわ
か るとお り,極 が単位 円外 に存在す るため不安定で ある.
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図17:ty=Oとした際の感度関数 の極零 点配置図
ρ(。)=[0.4485-0.01120.11260.6947一 ⑪.6268]T
P(')一ト6.7500一 ⑪.10160.12340.4143-0.5373】T
▽JMR(P。)=[3.9873-2.2・・OO-14、500012.000036.0303]T
基 本 設 定 とシ ミュ レー シ ョンを行 った結 果 よ り,p(e),ρ①,▽JMRrに 関 して 上 記 の 値 を獲
得 した.こ の結 果 よ り,DoAの 成 立 の 判 定 式 とな る(P(e)-P(1))▽.1'AIR(po)を計 算 す る と以
下 の よ うに な る.
(P(u)-P(O)▽」M丹(ρo)-55.4965
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獲得 され る制御系 が不 安定 とな ってい るため,一 般 化最小 分散制御 におけるモデルベース
評価関数の値 は大 きくなる.そ の ためDoAは 不成立 とな らなけれ ばな らな いが,判 定式 は
正の値 を とってお りDoAは 成立 して しまってい る.本 シ ミュレー シ ョンにおいてDoAの
成立の 可否 は,あ くまでデー タ駆動の評価 関数 よ り推 定 され るパ ラメータ と初期パ ラメー
タか らなるベク トル と,初 期 パ ラメー タにおけ る評価 関数 の勾配ベ ク トル との内積 に依存
して お り,推 定 されるパ ラメー タの位置 に よって は,DoAは 成 り立 つものの本来 の評価関
数 を小 さ くしないパ ラメータは存在 して しま う、一方,(がエ)一ρ⑥)は 本来 の評価 関数 を小
さ くす る方向であるため,ρ① を調整iする制御器 パ ラメータ とす るのにおいて はな く,線 分
p(1)p(o)上の適 当なパ ラメー タを制御器 パ ラメー タとす ることで,制 御性能 を改善す るパ ラ
メー タを獲得で きる と期待 され る.
5.5正則化項 のオ フライン設計
本節 においては,正 則化項 をオ フライ ン設計 で更新 してい くこ とで,制 御性 能 を改善で
きることを示 す.そ のために本 シ ミュ レーシ ョンにおいては,デ ータ駆動型一般化最小分散
制御 にL2正 則化を導 入するとい う提案手法 に対 して本 アプロ 一ーチを適用す ることで,制 御
性能 が改善す ることを示す.具 体 的には正 則化項 のオ フライ ン設計 を提案手 法に導入す る
こ とで,繰 り返 し設計 を1回 と した際の制御器調 整に よる制御性能 の改善幅 を上 回れ るか
を本 シ ミュレーションにおいては検証す る.ま たシ ミュレーシ ョンにおいて は,推 定される
パ ラメー タと真値 の距 離の推移,更 新 行列 の固有 値の推移,そ して逐次設計 され る制御系
の一般 化出力,入 力,出 力の分散につ いて調べ る.こ こで推定 されるパ ラメータ と真値 との
距離の推移 は両ベク トル の差 をL2ノ ルムで評価 する.本 シ ミュレーシ ョンにおいては制御
対象1を 制御対象 と して使用 し,制 御器パ ラメー タ推定に用 い るデー タはN=1000,デー
タの取得 回数 は1回 とす る、 またIE則化行列 はR=tyls(7=1)を用 いる.ま たIE則化項 を
オフ ライ ンで更新す る回数 は1000回とす る,
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図18=正則化項のオフライ ン設計を行 った際 の推定 されるパ ラメー タと真値 との距離の推移
は じめ に推定 され るパ ラメー タの真値 との距 離の推移 につ いて調べ る.図18に て この結
40
果 は示 され るが,こ れをみ る とわず かなが らオ フライ ン設計 によ り推定 され るパ ラメータ
の真 値 との距離 が縮 小 して いるこ とが分か る.一 方で オ フライン設計 の回数があ る程度 ま
でい くと,そ の距離 は縮小 しな くな ってお り,こ れ は4.1節にて示 した,オ フ ライ ン設計 を
適用 した場合 の更新行列 には,固 有値1が 存在 する こ とに対応 している と考 え られ る.
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図19=正則化項のオフライン設計を行 った際の更新行列の固有値推移
表8:正則化項のオフライン設計を行った際の更新行列の固有値推移
λ1 λ2 λ3 λ4 λ5
InitialLOOOO1.0000LOOOOLOOOOLOOOO
lst 1.0000O.5074036230.09560.0641
2nd LOOOO0.25740.13130.00910.0041
5th 1.0000.03360.00620.0000.0000
10th 1.0000.00110.0000.0000.0000
100thLOOOO0.0000.0000.0000.0000
1000thLOOOO0.0000.0000.0000.0000
続いて更新行列 の固有値の推移 について調べ る.図19,表8に て この結果 は示 され るが,
これ をみる とオフ ライ ン設計 によ り更新 行列の 固有値 は小 さ くな ってお り,オ フライ ン設
計 を繰 り返す こ とで0に 収 束 して いるものもあ る.し か し最大固有値 は1で 固定 されて お
り,こ れが推定 され るパ ラメー タが真値 に対 して誤差 を生 じる原因 となって いる.
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表9=正則化項のオフライン設計を行った際の各種データの分散の推移
Var[φ(t+km)]Var[冠(の1Var[シ(の1
Initial4.0473 12.26512.0698
lst
211d
5th
IOth
lOOth
lOOOth
1.2071
1.1529
U331
1.1323
1.1323
1.1323
0.7359
0.5731
05205
05177
0.5177
0.5177
1.0854
1.0615
1.0521
1.0518
1.0518
】.0518
〆 0.9191 0.1893 0.9357
最後 に各 種デー タの分散 について結 果 を示す.こ こにおいては一般化 出力,入 力,出 力
の分散 について調 べた.図9で 示 され るが,こ れをみ るとオ フライン設計 に よ り設計 され
たパ ラメータを用 いた場合 には,わ ずか なが ら制御性能 が改 善 している ことがみて とれ る.
一方で一般 化最小 分散制御器 を実装 した場合 と比較す る と,そ の性 能 には差 があ り,改 善
の余 地がみ られた,
5.6正則化行列を総平均二乗誤差を評価基準として設計 した際の制御性能評価
本節においては,総 平均 二乗誤差 を評価基準 として設計 された正則化行列 を用 いて評価 関
数 を構築 した際に,推 定され る制御器パ ラメー タが制御性能 を どの程度 改善 するか統 計的
に調べ る.シ ミュ レーシ ョンにおいて は,は じめ に取得 され た入 出力 デー タよ り式(92)で
表現 され る総平均二乗誤差 を計算す る.続 いて式(92)を最小化 す るtyを探 索す るが,こ こ
においては最適化 変数 ツに対 して式(92)は非線 形 であるため,MATLABの 関is("fmincon"
を使用 す る.そ して,こ の ように獲得 され た ッを用 いて提案手法 の評価 関数 を構 築 し,制
御器 パ ラメー タを推定す る.そ して設計 され る制御系 の一般 化 出力の分散 について確認 す
る,ま た,制 御対象1を 制御対象 として使 用 し,制 御 器パ ラメー タ推定 に用 い るデー タは
N=1000,デー タの取得回数 は1回,シ ミュレー シ ョンは繰 り返 し100回行 うもの とす る・
は じめ に,制 御対象1に 対 して,総 平均二 乗誤 差 を評価基準 とした際 に最適 な 守を探 索す
る.}・は評価 関数上で誤差二乗和 と基準 点か らの偏差,ど ち らを小 さ くす ることに重 きを置
くのか調整 する設計パ ラ メー タで ある.取 得 された入 出力 デー タよ り,導 出 される ッは以
下 とな った.
AVu(&)=24.1670
Var(今)=0.6888
この ッよ り推定 される制御器パ ラメー タを用 いて設 計 され る制御系の一般化 出力の分散 は
以下の とお りであ る.こ こにおいては推定 されたorの性能 を確 認す るべ く,ty=100とした
際に獲得 され る一般 化出力 の分散 と比較 を して いる.
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図20=一般化 出力の分散 の比較
左 のデー タプロッ トは7を 総 平均二乗誤差 を評価 基準 として推 定 した際の 一般 化出力の
分散 であ り,右 のデー タプロッ トは")'=100とした際の一般化 出力の分散で あ る.緑 点 は
初期 の一般化 出力 の分散,青 点は設計 され る制御系 の一般化 出力の分散,赤 点 は最小分散
値 を示 す.こ れ をみる と取得 され るデータ ごとに総平均 二乗 誤差 を計算 し ッを推 定す る方
が,設 計 ごとの制御性 能が最小分散値 に近 く,制 御性 能 のば らつ きも小 さか った.
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6お わ りに
本研 究 において は,L2正 則化 をデー タ駆 動型 一般化最小分散制御 に導入す ることで,プ
ラン トパ ラメータを経 由す ることや,制 御器 の構 造 をPID型とせ ず一般化最小分散制御器
と した場合 にも,取 得 され た閉ル ープデー タよ り直接 制御器 設計 を行 うことを可能 と した.
また理論解析 につ いても行 い,正 則化項 を推定 された制御器 パ ラメー タ,取 得 され た入出
力 デー タを用 いて更新す るこ とで,推 定 され る制御 器パ ラメータの真値 との距離 を逐次縮
小で きるこ とを証明 した.ま た提案手法 において,デ ー タの取得 回数の削 減 を目的 と して,
正則化項 をデー タの取得 を再度す ることな く更 新す る,正 則化項 のオ フライ ン設計 や,総
平均二乗誤差 を評価基準 として正 則化項の最 適化計算 を行 った,特 に正 則化項 のオ フライ
ン設計 において は,最 小分散値 を獲得 す るこ とはで きなか ったものの,制 御 性能 の改善 を
確認す るこ とがで き,そ の有効性 を示 す こ とがで きた.今 後 の課題 として は,設 計 され る
制御系 の安定性 を取 得 され るデー タよ り保証す る ことであ る.本 研 究において は,DoAの
考 え方 を利用 す るこ とで,制 御系 が安定 化 され た場合 に対 して成 立する条件 を示 す ことが
で きた.一 方で,シ ミュ レーシ ョンにおいて は,制 御性能 を悪化 させ るような制御器 パ ラ
メー タの場合 においても,DoAが 成立 して いる ことが見受 け られた.し か し,推 定 された
制御器パ ラメー タρ① と初 期制御 器パ ラメー タ ρ⑥ か らな るベ ク トル は,制 御性能 を改善
す る方 向を示 して お り,適 切 にその線分上 で制御性 能 を改善 するパ ラメー タを探 索す る手
法 を見 つける手法 を考案 するこ とが今 後の酬 究では望 まれ る,制 御 性能 を改善す る ことを
保証 で きれぼ,聞 接的 に制御 系の安定性 を保 証す る ことにもつな が り,本 研究 で目的 とし
たことは達成 で きる と考 えてい る.
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