Abstract-In this paper, partition testing strategies are assessed analytically. An investigation of what conditions affect the efficacy of partition testing is performed, and comparisons of the fault detection capabilities of partition testing and random testing are made. The effects of subdomain modifications on partition testing's ability to detect faults are also studied.
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I. PARTITION TESTING T HE term "partition testing," in its broadest sense, refers to a very general family of testing strategies. The primary characteristic is that the program's input domain is divided into subsets, with the tester selecting one or more element from each subdomain. In the testing literature, it is common not to restrict the term "partition" to the formal mathematical meaning of a division into disjoint subsets, which together span the space being considered. Instead, testers generally use it in the more informal sense to refer to a division into (possibly overlapping) subsets of the domain. The goal of such a partitioning is to make the division in such a way that when the tester selects test cases based on the subsets, the resulting test set is a good representation of the entire domain. Ideally, the partition divides the domain into subdomains with the property that within each subdomain, either the program produces the correct answer for every element or the program produces an incorrect answer for every element. In [12] , we called such a subdomain revealing. In [5] , such a subdomain was called homogeneous.
If a partition's subdomains are revealing, one need only randomly select an element from each subset and run the program on that test case in order to determine program faults. Informal guidelines for creating such a partition and theoretical properties are discussed in [3] , [ll] , [12] . In practice, it is common for the division of the input domain to be into nondisjoint subsets, and it is extremely unusual for the subdomains to be truly revealing.
Although code coverage strategies are not always viewed this way, they can be considered to be partition testing strategies. For example, statement testing requires that sufficient test data be selected so that every statement of the program is executed at least once. This divides the input domain into nondisjoint subdomains with each subdomain consisting of all test cases that cause a particular statement to be executed. Since Manuscript received May 7, 1990; revised January 22, 1991 . Recommended by W. Howden. This work was supported in part by the National Science Foundation under Grants CCR-85-01614 and CCR-89-20701, and a given test case will generally cause many statements to be executed, it is a member of the subdomain determined by each such statement. Branch testing also divides the domain into non-disjoint subdomains. Path testing requires that sufficient test data be selected so that every path from the program's entry statement to the program's exit statement is traversed at least once. This strategy does divide the input domain into disjoint classes since a given test case causes exactly one path to be traversed. Rapps and Weyuker [9] , [lo] introduced a family of testing strategies, known as the data flow testing criteria, which require the exercising of path segments determined by combinations of variable definitions and variable uses. For each of these criteria, the input domain is divided so that there is a subdomain corresponding to every definition-use association required by the particular criterion. A given, subdomain contains every input vector that causes the particular definition-use association to be satisfied. Again, a given input may be a member of many subdomains. Note that similar criteria were proposed in [6] - [8] , and that the subdomains created for' these criteria will, in general, also not be disjoint.
Mutation testing [l] can also be considered a partition testing technique. Given a program P and a test set T such that P is correct on every member of T, a set of alternative programs known as mutants of P must be produced. Each mutant Pi is formed by modifying a single statement of P in some predefined way. Each mutant is then run on every element of T, and T is said to be mutation adequate for P provided that for every inequivalent mutant Pi of P, there is a t E T such that Pi(t) # P(t).
In this case, the subdomains can be viewed as consisting of all inputs that cause a given mutant to be distinguished from the program being tested. Depending on the mutation operators used, it is possible that some inputs do not distinguish the program from any mutants. In that case, we could define a subdomain consisting of all such inputs so that the input domain is the union of the subdomains. A mutant that is equivalent to the test program would induce no subdomain.
Finally, we mention the two extreme cases of partition testing: exhaustive testing and random testing. Exhaustive testing requires that every element of the input domain be explicitly tested. As a partition testing technique, therefore, exhaustive testing simply corresponds to the division of the input domain into single element subdomains. The other extreme case is random testing. In this case, the partition consists of one class, namely, the entire domain. Random testing can, therefore, be viewed as a degenerate form of partition testing. Since in some of our analysis we compare partition testing and random testing, when we refer to partition testing we will generally assume that the number of subdomains is at least two.
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IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 17, NO. 7, JULY 1991 II. PREVIOUS RESULTS Hamlet and Taylor [5] and Duran and Ntafos [2] experimentally compared random testing and partition testing, and both report results that at first appear surprising. In particular, Duran and Ntafos did a series of simulationsto determine empirically the probability of finding at least one input that produces the wrong output for a program, using both random and partition testing. They did similar experiments to determine the expected number of errors that a test set will discover under varying assumptions for these two testing strategies. They concluded that if doing the partitioning is expensive relative to performing the same number of random tests, then random testing is likely to be more cost effective than partition testing in terms of cost per fault found. More specifically, they found that although partition testing was generally better than random testing at finding bugs for a given number of test cases, the difference in effectiveness was relatively small.
Hamlet and Taylor considered Duran and Ntafos's results counterintuitive, performed similar experiments, and obtained similar results.
We will consider an analytical rather than empirical assessment of random testing and partition testing, and investigate the circumstances under which we can expect each strategy to excel, and when we can expect them to behave equally well. We also investigate desirable characteristics of partitioning strategies.
III. DEFINITIONS We shall assume, in general, that we are considering program P, with domain D of size d, m points of which produce incorrect outputs. We shall call such inputs failure-causing inputs. All other inputs will be called correct inputs. We will generally assume that d > m (i.e., that most inputs are correct inputs). Let n be the number of test cases selected, and let 8 denote the failure rate; i.e., the probability that a failure-causing input will be selected as a test case.
Although in the ideal case random selection is done based on an operational distribution, i.e., a probability distribution of inputs that the software will actually encounter during use, in practice that information is frequently not available, particularly before the software has actually been operational for some time. In addition, for many software products, the operational distribution changes as the software matures, and it is therefore meaningless to speak of the operational distribution. Finally, basing random selection on an operational distribution is primarily important if there is a preference for detecting faults that are most likely to occur in practice. Since Duran and Ntafos, Hamlet and Taylor, and we are basing the comparison of random and partition testing solely on the probability of finding at least one failure-causing input using random and partition testing with no such preference for some faults over others, using a uniform distribution seems most appropriate. We will therefore generally assume that every element of D is equally likely to be selected as a test case and that 0 = m/d.
Duran and Ntafos assumed that random testing is done based on an operational distribution, and set 0 = Cf=, pi&, where pi is the probability that a randomly chosen test case is from subdomain D;. Of course, by properly selecting values for pi, it is possible to change the performance of random testing relative to partition testing. In particular, random testing is best when selection is heavy in subdomains with high failure rates, and worst when most test cases fall in subdomains with low failure rates. Hamlet and Taylor set 6' = l/k cf=, t9i. This amounts to assuming that all the subdomains are of equal size. In this paper, when other information is lacking, pi will be set equal to the size of subdomain i divided by d. This yields the same results as setting 0 = m/d. Most of our results are not affected by this assumption of random testing using a uniform distribution.
When considering random testing, one question to address is whether test case selection will be with or without replacement. Both Duran and Ntafos and Hamlet and Taylor assume that selection is done with replacement since they set P, = 1 -(1 -e)", where P, denotes the probability of finding at least one failure-causing input in n randomly selected tests. This is a realistic assumption since one would generally expect that if random testing is to be performed in practice, test cases would be selected from a large domain, and hence the likelihood of selecting the same test case more than once would be relatively small. In addition, one of the primary attractions of random testing is that test case selection and execution can be automated. In such a case, it would probably be less economical to check whether a given test case has already been generated than to sometimes perform the same test case more than once. We too will assume random selection is done with replacement.
When partition testing is performed, the domain is divided into Ic subsets, Dl,Dz,+..,Dk, of size dl,dz,..',dk, and failure rates el, e2, . . . , ok, respectively. Let rni denote the number of inputs in subdomain i for which the program produces an incorrect output. In partition testing, the elements of a subdomain are grouped together because it is believed that they are closely related in some essential way, and that any member of the class is as good a representative as any other. Therefore, when selecting members from a subdomain, the distribution is assumed uniform, and Bi = mildi. Again, partition testing can be done with or without replacement. This is a somewhat more complicated issue for partition testing than for random testing since it is affected by how one decides to handle a related issue. If two subdomains have a non-null intersection, then it must be decided whether the selection of a test case which is a member of this intersection should be treated as an element of one or both of the subdomains. This is turn depends on how partition testing is actually performed.
In true partition testing, the tester is supposed to choose ni test cases from each subdomain, Di. The fact that some of the subdomains intersect means only that the test cases in the intersection of, say, subdomains Di and Dj have a greater chance of being selected than points which appear only in Di or only in Dj. It is even possible that a point in the intersection will be selected from both Di and Dj.
In practice, testers frequently do not do true partition testing, especially at the start. Rather than selecting points from each subdomain, they first select several test cases, ignoring the subdomain divisions, run the test cases, and then see which subdomains remain "untouched" or insufficiently tested. In this type of strategy the fact of subdomain intersections is very important. If a selected test case is a member of several subdomains, then it "counts" for each of them.
For most of our results we assume that ni test cases are always selected from Di, regardless of whether some of these test cases have already been selected from other subdomains. In addition, the selection of a test case for Di will not be counted as one of the test cases from a different subdomain Dj, even if it is an element of Dj.
We will also assume for partition testing that test cases are drawn with replacement so that it is possible that a given test case will be selected more than once from a single subdomain or from several subdomains. Since selection within subdomains is performed randomly, this should happen rarely except if the number of test cases selected from the subdomain is large relative to the subdomain size. Of course, if for all i, ni = 1, then the issue of replacement is moot. Neither Duran and Ntafos nor Hamlet and Taylor explicitly discuss these issues. We believe they have made similar assumptions for their empirical studies.
Let Pp denote the probability of finding at least one failurecausing input using partition testing with ni test cases chosen randomly from each Di. Then Pp = 1 -& (1 -.9,)"'. Informally, P, and Pp assess the ability of the strategies to determine whether or not a program is correct.
We shall require that 1 < ni < di, i = 1, . . . , k. In practice, most strategies set 721 = . 1 f = n1, = 1. lt is easy to show that this restriction would not be a serious limitation theoretically, since for any partitioning from which n; test cases are selected from subdomain Di, there is another partitioning for which only one test case is selected per subdomain, such that Pp is the same for each partition. All that is necessary to ensure is to find a ??i for each i, such that ei = 1 -(1 -0,)"'. Therefore, results for the restricted model with nr = + . . = nk = 1 hold true for the more general variable selection model.
One might wonder under what circumstances it would be desirable to select different numbers of test cases from subdomains. If we knew that some subdomain was particularly fault-prone, as in the case when we have had problems with similar test cases in the past, then that would be a subdomain that the tester would want to stress. Another situation that would warrant particular attention to the elements of a subdomain is if the consequence of a failure for its elements were particularly grave. For example, if a subdomain were defined that consisted of those inputs that should cause some important recovery procedure to be activated, then it might be important to exercise that subdomain more than most other subdomains. Therefore we will not restrict our attention to the case for which nl = .. . = nk = 1. We shall discuss the implications of allowing some ni to be greater than 1 in Section V.
When comparing random testing and partition testing, we shall always assume n = cF=, ni. That is, we are comparing how the two techniques behave with the same number of test cases. Observation 15 will examine the situation when that is not the case. We also assume that it is not the case that all inputs to P produce correct output or produce incorrect output. If all inputs did produce correct outputs, then P, = Pp = 0, and if all inputs produce incorrect output, then P,. = Pp = 1, regardless of how the partitioning is done. in these cases, it does not matter how test cases are selected. Finally, although in practice partition testing strategies do not divide the domain into disjoint subdomains, we shall assume for our analysis that the subdomains are disjoint. This is an assumption made by both Duran and Ntafos and Hamlet and Taylor. As mentioned earlier, given that a predetermined number of test cases are always selected independently from each subdomain, the fact that the subdomains are or are not disjoint is not very important. It would only be important if the selection of a test case in one subdomain counted as satisfying a different subdomain as well. Notice, too, that for any partition testing strategy that does not divide the domain into disjoint subdomains, there is a closely related strategy that does: namely, the one in which each nonempty intersection is made a separate subdomain. This if Di and Dj are subdomains induced by a partition testing strategy, then if Di and Dj are not disjoint, the new strategy will have three subdomains: one consisting of all elements of Di that are not elements of Dj, one consisting of all elements of Dj that are not elements of Di, and one consisting of all inputs that are elements of both Di and Dj.
IV. DESIGNING PARTITIONS
The first point to consider when analyzing the effectiveness of partition testing is: how are the subdomains chosen? We have described several well-known bases for dividing the domain. We will see that unless the division is done carefully, it is either a waste of time, as indicated by the Duran and Ntafos and Hamlet and Taylor experiments, or may actually have a negative effect. A good partition testing strategy groups together inputs that are likeiy to cause failures under the same sets of circumstances.
Our first observation identifies the optimal way of designing partitions in order to maximize Pp.
Observation 1: Assume domain D is divided into k subdomains. Then Pp is maximized if one subdomain contains only inputs that produce incorrect outputs.
Observation 1 tells us that to maximize our chances of finding a bug by partition testing, at least one subdomain should contain only inputs for which the program produces incorrect outputs. Of course, if we knew which test cases would cause failures or where the faults were in order to group the proper inputs together to maximize Pp, we would not have to perform testing. But, in fact, this observation is important in illuminating why experience tells us partition testing strategies work.
When we use a strategy like branch testing, for example, we are grouping together all inputs that cause a given branch to be executed. When the program contains bugs that cause only one or a few elements of a subdomain to produce incorrect output (such as in the case of an off-by-one error), then the density of bugs in the relevant subdomains will be relatively low, and VOL. 17, NO. 7, JULY 1991 in that case Pp will also be low. In those cases branch testing proves to be a poor strategy. If, on the other hand, many or all of the inputs traversing the branch behave incorrectly, then the failure rate for the relevant subdomains will be high, and so will Pp. Thus when we have subdomains that have a high density of failure-causing inputs, the situation is close to what we know is optimal. The same is true for most of the other well-known partition strategies discussed earlier.
In a sense, all of these partition testing strategies are faultbased, although the faults being checked for are not generally made explicit. The differences among these schemes reflect which potential faults are emphasized. When a partition testing strategy performs poorly, as many do in practice, the problem is frequently that the subdomains were created based directly on certain control flow or data flow characteristics of the program, rather than being directly fault-based. The faults that correspond to the subdomains, therefore, are frequently not likely or meaningful faults, but rather situations that are very difficult to even describe precisely. It is therefore unlikely that all, or most, of the members of a subdomain will actually be failure-causing inputs, and as we shall see, this implies that the value of Pp for that partition will be low.
DHran and Ntafos and Hamlet and Taylor found experimentally that partition testing is generally only marginally better than random testing. Observation 2 shows that not only is it possible that partition testing will only give a marginal improvement over random testing, it may actually be worse if the subdomains are poorly designed. Example 3 will demonstrate this situation.
Observation 2: Partition testing can be better, worse, or the same as random testing, depending on how the partitioning is performed.
Our first three examples show possible relationships between partition and random testing. In each of the following examples, assume the domain size is 100, 8 of which are failure-causing, and 2 test cases are to be selected. For this case, P, = 1 -(0.92)2 = 0.15. Let k denote the number of subdomains.
&ample 1: Let k = 2, dl = d2 = 50 and nr = na = 1. Let each Di contain four failure-causing inputs and 46 correct inputs. Then Pp = 1 -(46/50)2 = 0.15 = PT.
Our first example illustrates the case when artificial subdomain boundaries have been erected. Each of the subdomains has exactly the same failure rate as the entire domain and therefore it follows that Pp = P,.
Example 2: Let k = 2, dl = 92, d2 = 8, and all eight failure-causing inputs be in D2. Let nr = n2 = 1. Then Pp = 1 > 0.15 = P,.
In the second example, partition testing is the perfect strategy as assessed by Pp. It is the situation described in Observation 1. Since 02 contains only failure-causing inputs, the tester is guaranteed to select one. At first glance, this might appear to be a trivial example. It seems to say that if you know where all the faults in the program are, then you should group together all of the failure-causing inputs. But the example really illustrates why partition testing strategies work to the extent that they do.
As mentioned above, faults can be the basis of partition testing. In that case, each subdomain corresponds to a particular fault, and the elements of a subdomain are those inputs which produce the wrong output if the designated fault occurs in the program. The tester does not know a priori which faults are in the program, but the elements of the subdomains are grouped as if they were known. Relative to the designated set of faults, these subdomains are revealing.
Example 3: Let k = 2, dl = 1, d2 = 99, and all eight failure-causing inputs be in D2. Let nt = n2 = 1. Then Pp = 8199 = 0.08 < 0.15 = P,.
Example 3 illustrates the case in which partition testing is worse than random testing. Essentially, in the partition testing case, one of the, test cases has been "squandered," since it was chosen from a subdomain containing only correct inputs and D2, the subdomain containing all of the failure-causing inputs, is almost as large as D, the entire domain. Our next observation describes precisely the worst possible performance by partition testing.
Observation 3: Assume n test cases are to be selected, and D is to be partitioned into k subdomains. Then Pp is minimized when nl = . . = nk = 1, ctzt di = n -1, and dk = d -n + 1, with all of the m failure-causing inputs in Dk. In this case, Pp = m/dk = m/(d -n + 1).
Observation 3 describes the worst case since for subdomain Dk, the failure rate is minimized by making its size as large as possible (namely d -n + 1). In most cases, this partitioning will be worse than random testing. Intuitively, this is because in the random testing case, the tester gets n attempts at finding a bug, with each try having a likelihood of m/d of finding one. In this partitioning, the tester gets only one try, with almost the same failure rate, m/(d -n + 1). Example 3 illustrated this worst-case behavior for the case n = 2. Note that it is assumed that there are at least n -1 correct inputs in the domain, which is consistent with our general assumption that d > m.
The next case we consider is when subdomains are of equal size and the same number of test cases are chosen from each subdomain.
Observation 4: If dl = . . . = dk and n1 = . . . = nk, then Pp 2 P,. If, in addition, the failure-causing inputs are equally divided among the subdomains, so that ml = . . . = mk, then Pp = P,.
We observe here that without knowing anything about the distribution of failure-causing inputs, if the partitioning divides the domain into equal sized subdomains, and we sample them equally, then we will never do worse than random testing. But notice that unless there is a very large number of subdomains (or the number of test cases chosen from each subdomain is large relative to its size), the assumption that m << d means that even in the best case, when all failure-causing inputs are grouped into one subdomain, the probability of finding a failure-causing input with partition testing with equal-sized subdomains will be relatively low.
Example 1 illustrates the worst case for partition testing with equal sized subdomains that are equally sampled. For this case, Pp = P,. Our next example illustrates the best case for such equal sized subdomains. Note that here Px, > P,, but not by much. Example 4: Let k, di, ni be as in Example 1, and let all eight failure-causing inputs be in Dz. Then Pp = 8150 = 0.16 '> 0.15 = P,.
Observation 4 is one of the few which does not hold true if we do not assume a uniform distribution for random testing. The next example shows that it is possible for P, > Pp with dl = . . . = dk and nr = " ' = nk if pi # d;/d.
Example 5: Let dl = d2 = 60, nl = na = 1, and ml = 4, ma = 0, pl = 0.9, p:, = 0.1. Then 0 = 0.9(4/60) +0.1(O) = 0.06. P, = l-(1 -0.06)2 = 0.12 > 0.07 = l-(1 -4/60) = Pp. Thus we have the following.
Observation 5: If dl = . . . = dk and nr = . . . = nk but pi # di/d for some 1 5 i 5 k, then partition testing can be better, worse, or the same as random testing.
To get a better feel for the effects of creating a partition with equal sized subdomains, we consider some additional examples. In the following four examples, we assume d = 100, k = 10, dl = . . . = dlo = 10, and nr = ... = nlo = 1. As discussed above, Pp is maximized when all m failure-causing inputs are in one subdomain. We see that in each case, partition testing has a higher probability of detecting at least one failure-causing input than random testing, but that the advantage of partition testing is slight. It is true that the benefit of partition testing increases as the number of inputs which produce an incorrect output increases, and hence the failure rate increases. However, even when the overall failure rate is 0.04, which Hamlet and Taylor note "is much higher than should be expected in any released program," the difference is still small. Recall, also, that these examples represent the best case distribution of faults for equal sized subdomains.
For a partition testing strategy to be really effective and therefore worth doing, it clearly has to perform substantially better than in these examples. It is therefore necessary that some subdomains be relatively small and contain only failurecausing inputs, or at least nearly so. This translates into requiring that subdomains focus closely on likely faults, grouping together all and only inputs which cause failures in the presence of the fault. Therefore, if the fault is present in the program, almost any test case chosen from the subdomain will result in a failure which will expose the fault, and hence Pp will be high.
We now consider the relationship between Pp and P, if we relax the requirement that n1 = . . . = nk, but retain the assumption that dl = . . . = dk. In the examples presented so far, Pp 2 P,.. Is it possible in this case for P, > Pp?
Example 10: Assume d = 100, k = 2, dl = d2 = 50, n = 10, and m = 4. P, = 1 -(0.96)l" = 0.34. Assume all four failure-causing inputs are in D1 and ni = 1, na = 9. Then Pp = 1 -(1 -4/50) = 0.08 < 0.34 = PT.
Thus we observe the following. Observation 6; Let D be partitioned into k subdomains of equal size. Then partition testing can be better, worse, or the same as random testing.
If, however, the failure-causing inputs are uniformly distributed (i.e., dl = 1.. = dk and ml = . . . = mk), it follows that P, = Pp. In fact, it is not even necessary that all the subdomains be of equal size and the values of all of the rni be equal. All that is necessary is that the failure rates be the same.
Observation 7: Assume that 81 = . f . = 8k. Then e = ei and Pp = P,..
Since most partitioning schemes used in practice set nr = . . . = nk = 1, one might wonder whether that is sufficient to guarantee that Pp 2 P,.. Example 3 demonstrated that this is not the case. We have therefore shown the following.
Observation 8: Let D be partitioned into k subdomains and assume that n1 = . . . = nk = c test cases are selected from each subdomain. Then partition testing can be better, worse, or the same as random testing.
Observations 6 and 8 show that neither of the restrictions of Observation 4 by itself is sufficient to assure the superiority of partition testing.
V. REFINING, MODIFYING, AND INTERSECTING SUBDOMAINS Refining Subdomains
We have seen so far that partition testing has the potential for being an excellent strategy or a poor one, depending upon how the domain subdivision has been done. It follows from Observation 1 that two subdomains are always sufficient to maximize Pp. But that is only of theoretical interest since it requires that at least one subdomain contain only failurecausing inputs. Given that we are going to select n test cases, are we better off having relatively few subdomains and selecting several test cases from each subdomain or having more subdomains and selecting only one test case from each? The answer depends on how the division of a subdomain is made. If we let PF denote the value of Pp for the original (unrefined) partition, and PF denote the value of Pp for the refined partition, our next observation points out that there is a way to guarantee that the refinement will never make things worse as assessed by the value of Pp.
Observation 9: Let D be partitioned into k subdomains Dl,-.. , Dk. Assume n > k. Then there is a partition with n subdomains, constructed by dividing some of the Di, such that PpR is greater than or equal to PF. In particular, there is a refined partition such that PpR = 1.
Again, this result seems to be of no practical use since the way to increase Pp is by gathering together the inputs which produce an incorrect output, which in turn seems to require a priori knowledge of where the bugs are. But if the partition strategy naturally divides the domain according to some faultbased scheme, then one partition strategy which is more refined than another will more narrowly focus on the predetermined likely faults, and therefore be more effective than the less refined partition.
In addition, it is possible to algorithmically construct a refinement without a priori knowledge of the location of faults that is guaranteed not to decrease Pp. For this situation to prevail, one need only divide some subdomain into equal sized subdomains, and select an equal number of test cases from each resulting subdomain. It then follows from Observation 4 that the value of Pp for the refined partition is no worse than the original value of Pp. This tells us that once a partition has been made, and values for the ni's determined, there is no disadvantage, and sometimes an advantage, to further subdividing each subdomain Di into ni equal sized subdomains and choosing one test case from each. Thus there is never a benefit to be had from selecting more than one test case from a subdomain. Examples 6-9, however, demonstrate that this is a very conservative way of refining subdomains.
In addition, refining subdomains does not always improve the situation, as was demonstrated in Examples 1 and 3. Even when the refined subdomains are all of equal size, if the refinement gives one subdomain a high failure rate, and another subdomain a low failure rate, with most of the test cases being drawn from the subdomain with the low failure rate, this leads to a net decrease in Pp. This was illustrated in Example 10.
Observation 10: There exist partition refinements such that PpR is less than PF.
We have looked at various cases of partition refinement. We now want to be able to analyze the net effect of performing a refinement. We observed that we can always guarantee an improvement (or at least no decrease) in the value of Pp (Observation 9), and that we have an algorithmic way of creating such a refinement (Observation 4). Observation 10, however, says that if partitioning is not done carefully, it could lead to a decreased value of Pp.
What, then, actually determines how good a, partition is? We want the failure-causing inputs to be clustered within subdomains. But we have shown in Example 3 that that is not sufficient. In this example, all of the failure-causing inputs were in a single subdomain, but since the subdomain was large relative to the number of failure-causing inputs, the value for Pp was low (in fact lower than PT.) Therefore concentrating the failure-causing inputs is not enough. What is needed is that the density of the failure-causing inputs within a subdomain be high.
An obvious important goal is to be able to describe precisely the circumstances under which it is advantageous to refine a subdomain. Observation 9 presented one such situation. Our next result considers the case for which we are to select two test cases from a given subdomain. How should this subdomain be divided so that the value of PpR is guaranteed to be better than the value of PF? Observation 9 presented a conservative approach to guaranteeing that the refinement never made the situation worse than before the refinement. We next consider necessary and sufficient conditions to guarantee that the value of Pp improves as a result of the refinement. IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 17, NO. 7, JULY 1991 Observation 11: Let D be a subdomain of size d for which two test cases are to be selected. Assume D is divided into two subdomains D1 and D2. Assume, too, that one test case is to be selected from each of these subdomains, and that 02 > 81. Then PF > PF if and only if dl(dl -ml) > dz(d2 -m2).
Observation 11 now illuminates Examples 2 and 3. In Example 2, dl = 92, d2 = 8, ml = 0, and rn2 = 8. Therefore, 0z > e1 and dl(dl -ml) > dz(d2 -ma), and hence PF > PF for Example 2. In Example 3, in contrast, dl = 1, d2 = 99, ml = 0, and m2 = 8 so e2 > e1 but dl(dl -ml) < dz(d2 -mz). Therefore PpR < Pz for this example.
The problem with this result is that it really does not help the tester decide when and how to refine subdomains since in order to apply this result the tester must have more information about the failure rate and fault distribution than it is realistic to expect. The next observation, while weaker than Observation 11, is somewhat more applicable.
Observation 12: Let D be a subdomain of size d for which two test cases are to be selected. Assume D is divided into two subdomains D1 and D2. Assume, too, that one test case is to be selected from each of these subdomains, and that 82 > 01. Then PE > Pz provided dl > da.
This now provides the tester with a guideline to follow. It says that if a subdomain can be divided into two subdomains in such a way that the failure rate for one of the subdomains is known to increase, then in order to insure that this refinement improves the value of Pp, that subdomain should be the smaller one. Of course, in order for this result to be useful, the tester still has to have relative information about various failure rates. This does seem possible, however, For example, if a subdomain was defined in very general terms, by focusing more closely on one or more likely faults, the tester might reasonably be able to expect to increase the failure rate for a given subdomain by subdividing it, as the next example illustrates.
Consider the following routine P whose domain is the integers in the range [-lo, 91: input z if z 2 0 then PI else P2
where PI and P2 are straightline code segments. Assume branch testing is used as the adequacy criterion. Then D1 = [-lo, -11 and 02 = [0,9] . One way to refine 02 is to observe that a common programming fault is what is generally known as an "off-by-one error." That is, the correct predicate should have been "2 > 0" rather than "5 2 0". In that case, a reasonable refinement of 02 into two subdomains D2l and 022 would be D21 = [l, 91 and 022 = [O] .
Given that we know that an off-by-one error is a common fault, we would have reason to believe that e2z > 021. Then since dzl > d22, Observation 12 tells us that we can expect it to be a good strategy to subdivide D2 in this way.
If this division is done, then this partition testing strategy would require that 0 be selected as a test case. If the off-by-one error is present, the fault would be guaranteed to be detected.
Let &, Q2, 021, and 022 denote the failure rates for D1, D2, 021, and 022, respectively, and assume one test case is to be selected from Dl, two test cases from Dz, and one each from Dzl and D22. Then PF = 1 -(1 -0,) (1 -82)2 and ppR = i -(1 -e,) (1 -e21) (1 -e22).
If the off-by-one error is present, then e22 = 1, PF = 1, and hence PpR > PF.
This example illustrates the idea of dividing a subdomain so that the new subdomains more narrowly focus on particular likely faults. Notice that if the fault is not present, but some other fault causes 0 to be a failure-causing input, then again 022 = 1, PF = 1, and hence PpR 2 PF as well.
If 022 = 0 (i.e., 022 # 1) and 021 # 0, then it follows from Observation 11 that PE > Pp" iff m2 = 9, i.e., 021 = 1. In this case 8a1 > 022. Notice that Observation 12 does not provide information about the relationship between PE and Ppo since d22 < d21.
Consider another example. Assume P, Dl, and 02 are as above. Assume that something in the specification or the computations performed in PI indicates that inputs from [8, 9] are more likely to contain failure-causing inputs than inputs from [0, 7] . This might be the case if 8 and 9 caused very large numbers to be computed, thereby causing overflow to occur. In that case we would believe that 022 > 021. Then, since d2l > d22, it follows from Observation 12 that we can expect that dividing 02 in this way is a worthwhile thing to do.
Note that the converse of Observation 12 is not true as the following example demonstrates:
Example 11: Assume d = 100, m = 5, n = 2, dl = 49, d2 = 51, ml = 0, ma = 5, and nr = na = 1. Then e2 > & and d2 > dl, but 0.0980 = PpR > PF = 0.0975.
The next observation is a generalization of the previous one presented in a slightly different form.
Observation 13: Let D be a subdomain of size d for which k test cases are to be selected. Assume D is divided into k subdomains D1, D2, . . . , Dk. Assume, too, that one test case is to be selected from each of these subdomains. Then PpR > PF provided C:=, Bi > kB.
The above observation provides guidelines for deciding when it is beneficial to do partition testing rather than random testing, and when it is desirable to refine a subdomain. It does not, however, provide a general way of comparing different partitionings, as the next example demonstrates.
Example 12:
Partition 1: dl = 7,d2 = 4,ml = 4,mz = 1,nl = n2 = 1. Partition 2: dl = 8, d2 = 3, ml = 4, m2 = 1, nr = na = 1. k k ~0:=0.82<0.83=~8; but P,1=0.679>0.667+',.
i=l i=l
Thus we have shown the following. Observation 14: Consider two different ways of partitioning the same domain into k subdomains. Let 0: denote the failure rates for the subdomains of partition 1, and 08 denote the failure rates for partition 2. Let Prf denote the value of Pp for partition 1, and Pp denote the value for partition 2. Then Cf=, 0: > C,"=, 0: does not imply that Prf > Pp.
No matter how the refinement is done, however, at some point there ceases to be a benefit from refining the subdomains. In particular, as soon as some subdomain consists solely of failure-causing inputs, further division is simply a waste of effort.
Before leaving the question of subdomain refinement, however, there is one further point to be emphasized. As we have mentioned, we always assume that we are comparing random testing and partition testing when the total number of test cases is the same. That is, we assume n = c,"=, n;. Our next observation shows why this is important. It says simply that if we increase the number of test cases in order to do partition testing, we always improve the situation.
Observation 15: Let D be partitioned into two subdomains D1 and D2, and assume n = 1 and n1 = na = 1. Then Pp > Pr. Similarly, if the number of random test cases is increased, the value of P, is guaranteed to increase.
Modifying Subdomains
We now consider the effect of moving elements from one subdomain to another. In particular, given subdomains D1 and 02 with nr = n2 = 1, assume c elements of D1 are moved to Dz. Assuming dl > c, and that neither of the subdomains contain only failure-causing inputs, under what circumstances does this movement improve the value of Pp? Let PpN denote the value of Pp for the new partition, and PF denote the value of Pp for the original partition. Our next observation considers the case when the elements moved are failure-causing inputs.
Observation 16: Let D be partitioned into two subdomains D1 and D2, and assume n1 = n2 = 1. Consider a new partition which is exactly like the original one except that c failure-causing inputs have been moved from D1 to D2. Then PpN > P:, provided dl > d2 + c. If dl = d2 + c or if either of the subdomains contain only failure-causing inputs, then pN = po P P .
Intersecting Subdomains
It is difficult to precisely analyze the effect on the value of Pr of permitting intersecting subdomains. As mentioned above, this is an important issue since most commonly used partition testing strategies generally do not have disjoint subdomains. If the tester had some sort of way of randomly selecting elements from the domain and deciding to place copies of such a point in several randomly selected subdomains, then Pp for the resulting partition would be less than Pr, for the original, provided m < d. This is true because most of the replicated points would not be failure-causing inputs. Therefore the net effect of this type of subdomain intersection would be, in general, to decrease the failure rate, and hence, Pp.
Of course, in practice that is not how subdomains are intersected. When subdomains are associated (either explicitly or implicitly) with meaningful faults, a point that appears in many subdomains is one which is likely to be treated incorrectly if any of the associated faults are present in the code. If such a point is selected as a test case from any of those subdomains, therefore, even though the fault associated with that subdomain may not be present, the test case may nonetheless expose some T--.
ON SOWARE ENGINEERING, VOL. 17, NO. 7, JULY 1991 (different) fault. Therefore, in practice, the fact that in partition testing strategies, subdomains are generally not disjoint has a net positive effect. In addition, if test cases are selected which are members of several subdomains and are considered as satisfying part of the requirement of test case selection from each, then either a smaller overall number of test cases will be required to satisfy the partition testing criterion, thereby reducing the cost of testing, or more testing can be performed.
VI. THE EFFEC~VENESS RATE We next address the issue of the cost/benefit trade-off for refining partitions or adding random tests. Let P,'" denote the value of P, when i random test cases have been performed. Then we shall call Pj/i the effectiveness rate for random testing.
Observation 17: For random testing, the effectiveness rate decreases as the number of test cases increases. That is, P,"/i > P,i+'/(i + 1) for i 2 1.
The importance of this observation is that although each additional random test case increases P,, the marginal effectiveness decreases. Therefore once P, has reached an acceptable level, it is probably not worthwhile running additional random tests.
A somewhat different situation prevails for partition testing. Let us define the effectiveness rate for partition testing to be the value of Pp for the given partition, divided by the number of subdomains in the partition. Assume one of the subdomains is refined by being divided into two subdomains, yielding a partition with one more subdomain than the original. In this case, it is possible for the partition effectiveness rate to increase, even if the number of test cases selected from each subdomain is 1. Consider the following example.
Example 13: Let dl = ' .. = dlo = 10 and n1 = ... = nia = 1. Assume m = 1 and the failure-causing input is in Di. Then Pp = 0.1 with effectiveness rate 0.01. Assume now that D1 is divided into two subdomains, each of size 5. Then Pp = 0.2 for' this new partition and the effectiveness rate is 0.2/11 = 0.018.
VII. COMPARISON TO EXPERIMENTAL RESULTS
In [4], Hamlet summarizes the results of [5] as follows: 1) If partitions are not perfectly homogeneous, then the degree of homogeneity is not very important 2) Partition testing is improved when one or more partitions have a substantially higher probability of failure than that overall 3) Finer partitions are disadvantageous if their failure rates are uniform. If subdomains (called partitions in [5] ) are created so that they are fault-based, and the faults used as the basis of the subdomain definitions are chosen wisely, then point 1 above fails to be true. Simply stated, if a subdomain consists almost entirely of points that will be failure-causing points whenever the underlying fault is present, and that fault is likely to be present, then that subdomain will be close to revealing (or what Hamlet calls homogeneous). A partitioning will yield a T high value for Pp if at least one of its subdomains has a failure rate near 1. The next example illustrates this point.
Example 14:
Partition 1: dl = 10, dz = 500, d3 = 490, ml = 8, ma=l,rna=l,nr=n2=na=l. Then Pp = 0.8. Partition 2: dl = 300, d2 = 300, d3 = 400, ml = 3, m2=3,m3=4,nl=n2=n3=1. Then Pp = 0.03.
Example 14 demonstrates that even though the subdomains are not perfectly homogeneous in either partition 1 or partition 2, the fact that the subdomains of partition 1 are much closer to revealing (homogeneous) than those of partition 2 does make a substantial difference in the value of Pp. Furthermore, the reason that this is true is that when some subdomains are revealing or almost revealing because most of their elements are failure-causing inputs, their failure rates are much higher than the overall failure rate. (Note that the other reason a subdomain may be revealing or almost revealing is that most of its inputs are correct inputs, and hence its failure rate is usually lower than the overall failure rate.) Thus D1 in partition 1 has a failure rate of 0.8, while the failure rates of the three subdomains in partition 2 are all 0.01. The values of Pp for the two partitionings show that partition 1 is likely to expose at least one fault, while partition 2 is not. This, of course, assumes that the fault associated with DI of partition 1 is in fact really likely to occur (and thus the failure rate of subdomain D1 is really accurately presented).
Hamlet's points 1 and 2 above are actually contradictory. Point 1 states that the degree of homogeneity does not seem to matter much, while point 2 states that it does matter (since the degree of homogeneity is directly related to the failure rate). Point 3, above, is also not consistent with our findings. We showed that if the failure rates are uniform, then refining partitions (or in fact performing partitioning at all) has no effect, positive or negative.
VIII. CONCLUSIONS AND FUTURE WORK
We have shown analytically that partition testing can be an excellent testing strategy or a poor one. In particular, we have shown that it depends largely on how the inputs that produce an incorrect output are concentrated within the subdomains defined by the partition. This implies that partitioning is most successful when the subdomain definitions are fault-based. Our observations help explain the Duran and Ntafos and Hamlet and Taylor empirical results and underscore the types of empirical studies needed in the future. Although our model includes any possible technique for partition testing, it does not allow us to specifically examine the effectiveness of particular strategies. We want to know how good the partitioning schemes used in practice are. This should be determined with empirical studies.
Neither the Duran and Ntafos nor the Hamlet and Taylor studies did this. They did not consider whether or not strategies like branch testing, data flow testing, or mutation testing   -WEYUKER   AND JENG: ANALYZING  PARTITION  TESTING  711 actually do divide the domain in a manner similar to the way they divided the domains. They did not address the issue of how intersecting subdomains affect the value of PP for partitioning strategies used in practice. How does the fact that some inputs may appear in several subdomains affect a given strategy's fault detecting ability? We want to know the effect on Pp of changing the failure rates among subdomains while keeping the domain size and total number of inputs which produce an incorrect output constant. We presented a result relating to this in Observation 16. We have described in Observation 11 necessary and sufficient conditions under which refining a partition will lead to an improvement in the probability of finding at least one failurecausing input. However, to apply this result in practice, a tester would have to know the failure rates associated with various subdomains. Since that is, in general, not known, this result does not give the practitioner a real guideline to follow. The weaker results of Observations 12 and 13 are somewhat more useful.
A very important question not yet addressed is whether or not Pp is the right way to assess partition testing. Do we really want to base this assessment solely on the probability of detecting at least one failure-causing input? Other measures of partition testing's quality should be considered.
At this point, we have some partial answers to the question: "Is partition testing worth the effort?" We know that in some cases the answer is an unqualified "yes," and in other cases the answer is "no." We have made some progress in describing precisely when each of these answers is appropriate, but, as discussed above, a substantial amount of work still needs to be done. 
