Double-$Q$ Chiral Stripe in the $d$-$p$ Model with Strong Spin-Charge
  Coupling by Yambe, Ryota & Hayami, Satoru
ar
X
iv
:1
91
2.
03
90
6v
1 
 [c
on
d-
ma
t.s
tr-
el]
  9
 D
ec
 20
19
Journal of the Physical Society of Japan LETTERS
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We investigate the stability of multiple-Q spiral states in d-p electron systems with the strong spin-charge coupling.
By using variational calculations on a square lattice, we find that the double-Q state with the scalar chirality density
wave, which has been studied in the weak spin-charge coupling regime, becomes the ground state even in the strong
spin-charge coupling regime by considering the effect of the d-p hybridization. We also show that the regions where
the double-Q state is stabilized are widely extended for introducing the antiferromagnetic superexchange interaction
between nearest-neighbor localized spins.
In condensed matter physics, noncoplanar spin textures
have attracted great interest, as they give rise to unusual elec-
tronic states and transport phenomena in itinerant electrons
through the spin-charge coupling. The itinerant electrons ac-
quire a gauge flux through the spin Berry phase in noncopla-
nar itinerant magnets, which results in a topological Hall ef-
fect and chiral spin liquids.1–8)
The noncoplanar spin textures can often be character-
ized by a superposition of different ordering wave vectors,
which are the so-called multiple-Q states. There are sev-
eral mechanisms for stabilizing the multiple-Q states, such
as the Dzyaloshinskii-Moriya interaction9, 10) in chiral and
polar magnets 11–14) and competitive exchange interactions
in frustrated magnets.15–18) Meanwhile, the spin-charge cou-
pling in itinerant magnets provides another way to realize
multiple-Q states owing to the emergence of effective higher-
order multiple-spin interactions19–21) besides the Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction.22–24) For exam-
ple, various types of multiple-Q states including magnetic
skyrmion and vortex crystals have been explored in the Hub-
bard model6) and Kondo lattice model even without the spin-
orbit coupling when the spin-charge coupling is small enough
compared to the bandwidth of itinerant electrons.20, 25–29)
These theoretical investigations are important for clarifying
the origin of multiple-Q magnetic orderings found in various
compounds, such as CeAuSb,30) Y3Co8Sn4,
31) Gd2SiPd3,
32)
and Gd3Ru4Al12.
33)
In the present study, we explore the possibility of stabi-
lizing the multiple-Q states by focusing on the strong spin-
charge coupling compared to the bandwidth of itinerant elec-
trons. In this case, the system usually exhibits a ferromagnetic
(FM) order for general electron filling by the double-exchange
interaction between localized spins through the kinetic motion
of itinerant electrons.34–36) On the other hand, M. Mostovoy
pointed out that the FM state is replacedwith the single-Q spi-
ral state by taking into account the effect of the d-p hybridiza-
tion in the double-exchange limit with the 3d cubic perovskite
SrFeO3 in mind.
37, 38) However, recent experiments indicate
that SrFeO3 exhibits a plethora of multiple-Q states in addi-
tion to the single-Q spiral state in a wide range of tempera-
tures and magnetic fields.39–41) Thus, exploring the multiple-
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Fig. 1. (Color online). (a) Schematic picture of the model in Eq. (1). d
orbitals form a square lattice and σ-bond p orbitals are located at the bond
center between the d orbitals, whose colors represent the phase of the wave
functions. The hoppings tpd between the d and p orbitals and tpp between the
p orbitals are also shown. (b) Schematic picture of the atomic energy levels
of the d and p orbitals for the negative ∆ in the FM state. The spin degeneracy
of the d orbital split due to the Hund’s-rule coupling through the other four d
orbitals. (c) Schematic spin configuration of the double-Q chiral stripe state
at Q1 = (pi/6, 0), Q2 = (0, pi/6), and b = 1 in Eq. (3). The arrows represent the
spin, and their colors represent the scalar spin chirality χi = Si · (Si+x × Si+y)
at site i.
Q states in d-p electron systems with the strong spin-charge
coupling is important.
In this Letter, we study the stability of multiple-Q states
when the effect of the d-p hybridization and strong spin-
charge coupling are taken into account. By using variational
calculations on a square lattice, we find that the energy of the
double-Q state is lower than that of both the single-Q spiral
and the FM states owing to the interplay between p-electron
hopping and the negative charge transfer energy. The obtained
double-Q state accompanies the chirality density wave, whose
spin pattern is similar to that in the Kondo lattice model with
the weak spin-charge coupling.20) Moreover, we show that the
effective exchange interaction that favors the double-Q state is
related to the effective d-p hybridization rather than the direct
spin-charge coupling. We also show that the antiferromag-
netic (AFM) superexchange interaction stabilizes the double-
Q state when the ordering vectors lie in the nearest-neighbor
bond directions.
1
J. Phys. Soc. Jpn. LETTERS
Let us consider the d-p model with the double-exchange
interaction on a square lattice. We suppose that magnetic ions
with d electrons form a square network and oxygens with
p electrons are located at the bond center between nearest-
neighbor magnetic ions [Fig. 1(a)]. The five d orbitals split
into three single levels, d3z2−r2 , dx2−y2 , and dxy, and a doubly-
degenerated level, (dyz, dzx) under the tetragonal crystalline
electric field. By taking appropriate crystal-field parameters,
we consider an itinerant d3z2−r2 orbital coupled with four other
localized d orbitals through the Hund’s-rule coupling42) and
the p orbital along the σ bond, which is similar to the model
in SrFeO3.
37, 38) The Hamiltonian is given by
H = tpd
∑
i,c,σ
(
d
†
iσ
Picσ + P
†
icσ
diσ
)
− tpp
∑
i,c,c′,σ
P
†
icσ
Pic′σ
+ (J − ∆)
∑
i,c,σ
p
†
i+ c
2
σ
pi+ c
2
σ − J
∑
i,σ,σ′
d
†
iσ
σσσ′diσ′ · Si, (1)
where d
†
iσ
(diσ) and p
†
iσ
(piσ) are creation (annihilation) oper-
ators of d3z2−r2 and p electrons at site i and spin σ, respec-
tively, and Picσ = pi+c/2σ + pi−c/2σ for c = x, y. The first
and second terms represent electron hoppings between the d
and p orbitals tpd and between the p orbitals tpp, where we
adopt the Slater-Koster parameters by tpd = (0.5, 0.5)(pdσ)
and tpp = 0.5{(ppσ) − (pppi)}. The third term is the p en-
ergy level including the charge transfer energy ∆, as shown
in Fig. 1(b). The fourth term is the strong Hund’s-rule (spin-
charge) coupling J between d3z2−r2 electron spins and local-
ized spins Si originating from other d electron spins. We re-
gard Si as the classical spin with a length |Si| = 1 for sim-
plicity. σ = (σx, σy, σz) is the Pauli matrix. Hereafter, we
take (pdσ) = 1 and a = 1 (lattice constant) as the energy
and length units, respectively. We adopt a strong spin-charge
coupling J = 100 compared to the bandwidth.
In the model in Eq. (1), the FM state becomes the ground
state when the p level is sufficiently far away from the
Fermi level, as the model reduces to the double-exchange
model. Meanwhile, the single-Q spiral state can become the
ground state when the p level is relatively close to the Fermi
level.37, 38) We here concentrate on the electron density where
the continuous phase transition occurs from the FM state to
the single-Q spiral state by changing the model parameters,
as discussed in Refs. 37,38. We find several electron densities
that satisfy such a condition,43) and we choose the electron
density at
∑
iσ〈d†iσdiσ+
∑
c p
†
i+c/2σ
p
i+c/2σ
〉 = 11/6, where 〈· · · 〉
means the expectation value per unit cell.
To investigate the instability toward the multiple-Q states
in the ground state, we use the variational calculations for dif-
ferent magnetic patterns. For each magnetic state, we com-
pute the internal energy E at zero temperature by diagonal-
izing the Hamiltonian under the periodic boundary condition
and determine the lowest-energy state. We assume the FM,
staggered-type AFM, single-Q spiral, and double-Q states.
The real-space spin configuration of the first three magnetic
states is represented by
S
1Q
i
= (0, cosQ1 · ri, sinQ1 · ri)T , (2)
where Q1 is the ordering wave vector, ri is the position vector
of the site i, and T is the transpose of the vector. Q1 represents
the variational parameters, where we consider three-types of
ordering vectors: Q1 = (φ, 0) (denoted as A-type), Q1 = (pi, φ)
(denoted as B-type), and Q1 = (φ, φ) (denoted as G-type).
The spiral pitch φ (0 ≤ φ ≤ pi) is given by 2pin/NQ under
the periodic boundary conditions, where n is a non-negative
integer and (NQ/2+1) is the number of spiral pitches. The spin
configuration in Eq. (2) represents the FM and staggered-type
AFM by setting φ = 0 and φ = pi, respectively, i.e., A(G)-type
AFM is characterized by Q1 = (pi, 0) [Q1 = (pi, pi)].
The spin ansatz of the double-Q state is given by20)
S
2Q
i
=

b sinQ2 · ri√
1 − b2 + b2 cos2 Q2 · ri cosQ1 · ri√
1 − b2 + b2 cos2 Q2 · ri sinQ1 · ri
 , (3)
where the ordering vector Q2 is obtained by rotating Q1 by
pi/2 around the z axis, and b (0 < b ≤ 1) represents the am-
plitude of the Q2 component. Note that the spin configuration
in Eq. (3) corresponds to that in the single-Q spiral state at
b = 0. This double-Q spin ansatz has been discussed in the
Kondo lattice model with the small spin-charge coupling.20, 21)
Q1 and b are the variational parameters.
The real-space spin configuration of the double-Q state is
shown in Fig. 1(c). The spin configuration is noncoplanar
with different intensities at Q1 and Q2, and is characterized by
a vortex-antivortex crystal without a uniform magnetization.
Reflecting the noncoplanarity, this state possesses the scalar
spin chirality degree of freedom χi = Si · (Si+x × Si+y) at site
i, as represented by the color plot in Fig. 1(c). In fact, the
scalar chirality forms stripes in the Q2 direction, although its
net component vanishes owing to the cancellation of the con-
tribution from the vortices and antivortices.20, 21) We call this
double-Q state a double-Q chiral stripe state.
To construct the ground-state phase diagram, we have per-
formed the variational calculations in two steps. First, we de-
termine the optimal ordering vector Q1 by comparing the en-
ergies for each magnetic state described by Eq. (2). Second,
we compare the energies between the optimal state obtained
in the first step and double-Q chiral stripe in Eq. (3). In the
following, we present the results for NQ = 42, and the sys-
tems with Ns = 168
2 unit cells. These results are qualitatively
similar to the results obtained with other system sizes, e.g.,
NQ = 24 and Ns = 288
2.
Figure 2(a) shows the ground-state phase diagram as a
function of ∆ and tpp. In the region for large negative ∆, the
FM state is stabilized by the double-exchange mechanism.
As ∆ is increased, the FM state is replaced by the 1Q spi-
ral and 2Q chiral stripe states depending on tpp. For small
0.2 . tpp . 0.28, the G-type 1Q spiral (G-1Q) appears, while
the A-type 2Q chiral stripe (A-2Q) is realized for 0.28 . tpp.
In the region where the A-2Q state appears in the phase di-
agram, various magnetic phases are also realized with a fur-
ther increase in ∆: the A-2Q state changes into the A-type 1Q
spiral (A-1Q), A-type staggered AFM (A-AFM), B-type 1Q
spiral (B-1Q), G-1Q, and G-type staggered AFM (G-AFM)
states by increasing ∆.
We show ∆ dependence of the spiral angle φ at tpp = 0.7
for −4.6 ≤ ∆ ≤ −4.0 in Fig. 2(b). The optimal spiral pitch
φ becomes nonzero at the phase boundary between the FM
and A-2Q states at ∆ ∼ −4.51. With increasing ∆, the optimal
pitch continuously increases from zero. Meanwhile, the opti-
mal b(= bopt) discontinuously increases from zero, where bopt
is between 0.45 and 0.85, as discussed below. Note that finite
2
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Fig. 2. (Color online). (a) Ground-state phase diagram obtained by varia-
tional calculations as a function of ∆ and tpp. A(B, G)-1Q, A(G)-AFM and
A-2Q represent the A(B, G)-type single-Q spiral, A(G)-type staggered AFM,
and A-type double-Q chiral stripe states, respectively. (b) ∆ dependence of
spiral pitch φ at tpp = 0.7. (c) b dependence of internal energy of the A-type
double-Q chiral stripe measured from the single-Q spiral at tpp = 0.7 for
several ∆. The arrows indicate the optimal b.
jumps of φ are attributed to the finite-size effect. With further
increases in ∆, the A-2Q state changes into the A-1Q state
with a continuity in φ and discontinuity in b. Similar behavior
is obtained by varying tpp for a fixed ∆.
To examine the value of bopt in the A-2Q state, we plot b de-
pendence of the internal energy per unit cell measured from
that in the A-1Q state (b = 0) at tpp = 0.7 for ∆ = −4.39,
−4.26, and −4.16 in Fig. 2(c). The corresponding optimal
ordering vectors are also shown in Fig. 2(c). There are two
characteristic points against b: a) bopt is smaller than 1, which
means that there is a local minimum that exists as a function
of b for 0 < b < 1 and b) the negative slope of the energy dif-
ference at b = 0. This tendency is similar to that in the Kondo
lattice model,20) which indicates that the perturbation analysis
might be applicable to the present model. These two charac-
teristics are common for other parameters in the the A-2Q
phase except for the region near the phase boundary between
the A-2Q and A-1Q states for 0.4 . tpp . 0.5 where the slope
of the energy at b = 0 is positive.
The critical charge transfer energy ∆c between the FM and
A-2Q states can be roughly estimated from the electronic
band structure in the FM state.37, 38) The left panel of Fig. 3(a)
shows the band structure in the FM state, where each eigen-
value ε is measured from the Fermi energy ε f at tpp = 0.7
and ∆ = −4.6. There are three spin-up polarized bands (red
thick solid lines) and three spin-down polarized bands (blue
thin solid lines). The Fermi energy (horizontal line) is located
at the lowest spin-down polarized band. Note that one of the
spin-up polarized bands is located at ε ∼ −J and fully oc-
cupied owing to the strong spin-charge coupling [see also
Fig. 3. (Color online). (a) The left panel represents the energy band disper-
sion measured from the Fermi energy ε f (horizontal line) in the FM state at
tpp = 0.7 and ∆ = −4.6. The red thick and blue thin solid lines represent the
d-p hybridized spin-up and spin-down polarized bands, respectively. δ is the
energy difference between the energy at the bottom of the lowest unoccupied
spin-up band and the Fermi energy. Γ, X, and M stand for (kx , ky) = (0, 0),
(pi, 0), and (pi, pi), respectively. The right panel is the density of states for the
d (orange thick line) and p orbitals (green thin line). (b) The energy for spin-
charge coupling terms (EJ ) and otherwise (Edp) in the Hamiltonian in Eq. (1)
at tpp = 0.7, ∆ = −4.39 and Q1 = (2pi/6, 0). Each energy is measured from
the energy in the single-Q spiral.
Fig. 1(b)]. The right panel of Fig. 3(a) represents the density
of states for the d (orange thick line) and p (green thin line)
orbitals. The upper four bands are attributed primarily to the
p orbital, while the lower two bands are attributed to the d
orbital.
The instability toward the single-Q spiral or double-Q chi-
ral stripe states from the FM state occurs when the lowest
unoccupied spin-up p band is close enough to the highest
occupied spin-down d band.37, 38) In that situation, the hy-
bridization between the spin-up p band and spin-down d band
lowers the energies of the occupied states, although the en-
ergy gain with respect to the double-exchangemechanism be-
comes smaller owing to the relative angle of the local spins
through the hybridization. The energy difference δ between
the energy at the bottom of the lowest unoccupied spin-up
band εΓ↑ and the Fermi energy ε f is given by
δ ≈ εΓ↑ −
{
εΓ↓ +
5
6
(
εM↓ − εΓ↓
)}
≈ 1
12
(
−11∆ − 44tpp +
√
(∆ + 4tpp)2 + 32t
2
pd
)
, (4)
where we set ε f ≈ εΓ↓ + 56
(
εM↓ − εΓ↓
)
by assuming that the den-
sity of states of the lowest occupied spin-down band is con-
stant. In the second line, we use J ≫ |∆|, tpp, tpd. The critical
charge transfer energy ∆c is given by the condition to satisfy
3
J. Phys. Soc. Jpn. LETTERS
δ = 0, which is represented by
∆c = −4tpp + 2√
15
tpd. (5)
Thus, ∆c is proportional to tpp, which is qualitatively consis-
tent with the phase boundary in Fig. 1(c). Moreover, Eq. (5)
implies that the phase transition does not depend on the spin-
charge coupling J, which is in contrast to the result in the
weak coupling regime, where J is essential to inducing the
instability toward the single-Q spiral and/or double-Q chiral
stripe states.20, 21)
To clearly show that the spin-charge coupling is less
important in stabilization of the double-Q chiral stripe,
we compare the energetic contributions from the spin-
charge coupling term and otherwise in the Hamiltonian
in Eq. (1). The spin-charge coupling energy is given
by EJ = −J〈∑i,σ,σ′ d†iσσσσ′diσ′ · Si − ∑i,c,σ p†i+ c
2
σ
pi+ c
2
σ〉,
and the energy from other contributions is given by
Edp = 〈tpd ∑i,c,σ(d†iσPic,σ+P†ic,σdiσ)− tpp ∑i,c,c′,σ P†ic,σPic′,σ −
∆
∑
i,c,σ p
†
i+ c
2
σ
pi+ c
2
σ〉.
Figure 3(b) shows the b dependence of EJ and Edp at
tpp = 0.7 and ∆ = −4.39 in the small b region. The result
reveals that energy gain in the double-Q chiral stripe is due to
the d-p energy Edp. On the other hand, there is almost no en-
ergy gain from the spin-charge coupling energy EJ. In other
words, the effect of J appears through the kinetic motion of
itinerant electrons rather than the direct exchange coupling.
This result indicates that other effective spin-spin interactions
emerge through the d-p hybridization, which gives rise to the
double-Q chiral stripe. Such a study to obtain effective inter-
actions in the strong spin-charge coupling regime remains an
interesting problem for future study.
Finally, we discuss the stability of the double-Q chiral
stripe by taking into account other interactions. We here in-
troduce the AFM superexchange interaction between the lo-
calized spins, HSE = JSE∑i,c=x,y Si · Si+c for JSE > 0, which
sometimes leads to short-period multiple-Q structures even in
the double-exchange model.44, 45)
Figure 4 shows the ground-state phase diagram in the JSE-
∆ plane at tpp = 0.7. By introducing JSE, the A-2Q state be-
comes more stable. The energy change by JSE in the double-
Q chiral stripe state is evaluated by expanding the square
root in Eq. (3) with respect to b2:
√
1 − b2 + b2 cos2 Q2 · ri =∑
m C2m cos 2mQ2 · ri (m = 0, 1, 2, · · · ), where coefficients are
given byC0 = 1− 14b2− 364b4,C2 = 14b2+ 116b4, andC4 = − 164b4
up to b4. In the end, the superexchange energy E
2Q
SE
in the
double-Q chiral stripe is expressed as
E
2Q
SE
= JSE
∑
c=x,y
(
cosQ1c − b
4
16
cosQ1c sin
2 Q2c
)
+ O(b6)
≈ E1Q
SE
− JSE b
4
16
∑
c=x,y
cosQ1c sin
2 Q2c, (6)
where Q1c(Q2c) is the c-component of Q1(Q2), and E
1Q
SE
=
JSE
∑
c cosQ1c is the superexchange energy in the single-Q
spiral state. Specifically, the energy gain by JSE in the A-2Q
state compared to the A-1Q state is given by JSE
b4
16
sin2 φ.
Thus, the AFM superexchange interaction favors the A-2Q
state compared to the FM and A-1Q states.46) In the region
Fig. 4. (Color online). Ground-state phase diagram as a function of ∆ and
JSE at tpp = 0.7. In the hatched area, it is difficult to determine the ground
state because of the finite-size effect.
for large JSE, the A-1Q and A-2Q states are replaced by the
G-1Q state, as JSE favors the G-type magnetic orders.
In summary, by using the variational calculations, we have
clarified that the d-p hybridization provides another route to
stabilize double-Q chiral stripe states in the ground state for
the strong spin-charge coupling. We also found that the an-
tiferromagnetic superexchange interaction favors the double-
Q chiral stripe state. Our results will be helpful in attempts
to unveil the microscopic origin of a plethora of multiple-Q
states in transition metal oxides with the strong spin-charge
(Hund’s-rule) coupling. The itinerant magnet SrFeO3 is one
of the candidate materials, as the observed double-Q state at
low temperatures is similar to the double-Q chiral stripe state
in the present study,40) although the detailed lattice structures
are different from each other. A detailed comparison will be
left for future study.
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