Abstract. We look at two analogs each for the well-known congruences of Fermat and Wilson in the case of polynomials over finite fields. When we look at them modulo higher powers of primes, we find interesting relations linking them together, as well as linking them with derivatives and zeta values. The link with the zeta value carries over to the number field case, with the zeta value at 1 being replaced by Euler's constant.
Introduction
Since the finite fields occur as the residue fields of global fields (i.e., the number fields and function fields over finite fields), the fundamental and often used properties of F q that x q = x, for x ∈ F q and that the product of all non-zero elements of F q is −1, lift to the well-known generalizations of the elementary, but fundamental Fermat and Wilson congruences. In fact, the fundamental fact that the defining polynomial of F q is x q − x implies both the congruences through its zeros and through the sign of its linear term.
The Fermat congruence says that for a ∈ Z prime to p, we have a p−1 ≡ 1 mod p (or a p ≡ a mod p for any integer a), and the Wilson congruence says that (p − 1)! ≡ −1 mod p.
In this paper, we will describe two different analogs (multiplicative/arithmetic versus additive/geometric: this terminology is explained more in the last section) of these two congruences in the case of polynomials over finite fields. When we look at them modulo higher powers of primes, we discover new interesting relations linking the two congruences together in each of the analogs, as well as linking them with derivatives and arithmetic derivatives for the first analog and with the zeta values for the second analog. We will show that the link with the zeta value carries over to the number field case, with the zeta value at 1 being replaced by Euler's constant.
The results about the second analog and the number field case (Section 2.2 and section 3) are new, whereas the exposition in Section 2.1 describes recent results [Tha13] omitting the proofs, and the exposition in Section 4 describes the analogies further. Our goal in this exposition is to describe multiple analogies between integers and polynomials over finite fields and to explain quickly how simple questions about these basic structures of finite field and congruence theory lead to diverse objects such as arithmetic derivatives, zeta values and Euler constants, higher tensor powers of Carlitz-Drinfeld modules, Iwasawa invariants, higher cyclotomic units and randomness questions in arithmetic statistics. A several interesting open questions are also mentioned on the way.
Before we deal with polynomials over finite fields, let us briefly recall some basic motivating facts, terminology and history for these congruences for integers.
It is interesting to note that, while the Wilson congruence holding for an integer p > 1 implies that p is a prime, this is never used in practice as a primality test. On the other hand, even if the Fermat congruence holds for an integer p and for all the a's prime to it, this does not imply that p is a prime. It can be a Carmichael number such as 561, and there are infinitely many of them. Even with the Elliptic curves primality tests there are infinitely many composite numbers [EPT12] passing them under the standard conjectures. On the other hand, the Fermat congruence test, even with a single a such as 2, is used, not only to disqualify p as a prime, but also to pass it as a probable prime. This is because a p−1 mod p can be computed only in less than c log p steps and that probability that a random large composite p passes the test is close to zero.
If we consider a p−1 or (p − 1)! as actual integers rather than congruence classes, we can ask whether the congruences hold modulo higher powers of p.
Here is some sample history [Dic19, Rib95, Gra97] About the question of infinitude of Wilson primes, there is famous quote of Vandiver: 'This question seems to be of such a character that if I should come to life after my death and some mathematician were to tell me it had been definitely settled, I would immediately drop dead again. ' What do we expect about whether there are infinitely many Wieferich, Wilson primes? Since we do not know any structural restrictions, some choose to extrapolate the random model [Was82, Sec. 5.3], introduced by Siegel to predict (successfully, at least numerically up till now) specific positive density of irregular primes, to predict very thin zero density set of about p≤x 1/p ∼ log log x such primes up to x. With the analogies between Fermat quotients and derivatives, differential forms, explored by Ihara, Buium [Iha92, Bui05] etc., some expect only finitely many exceptions. For Vandiver primes, i.e., primes p dividing the class number of Q(cos(2π/p)), where the random model predicts the same asymptotics, because of the nice known consequences [Was82] of the assumption of their non-existence, some hope that there are none! Lerch connected these two questions via the congruence
which follows easily by Eisenstein's observation that modulo p the quantity being summed on left satisfies logarithmic relation, thus the sum over a turns into factorial product giving the desired congruence via Wilson's theorem and the binomial expansion.
Function Field situation
We now explore these questions in the situation with Z replaced by A := F q [t]. We will see two analogs, with proof of infinitude, and in fact, a full characterization, for the first. We will see tighter connections between these questions, as well as connections with zeta values, arithmetic derivatives and discriminants. We will see a strong actual connection (rather than analogy mentioned above for integers) with derivatives. For the first analog, this connection allows us to show infinitude of Wilson primes for any A. Our main new results in this section are in 2.2.
Let F q be a finite field of q elements, and of characteristic p. Let ℘ be a prime (i.e., an irreducible polynomial) in A, which we assume to be a monic polynomial of degree d in t.
2.1. First analog. Recall the usual norm N ℘ = q d , which is the number of remainders or residue classes modulo ℘. By the usual group-theoretic method of proof, now applied to (A/℘A) * in place of (Z/pZ) * , we see that for a ∈ A not divisible by ℘, we have
where F d is the product of all non-zero polynomials of degree less than d (note that these form the standard representatives of non-zero remainders modulo ℘). 
which is non-zero, if a is not a p-th power and d > deg a. 
, so that k is a multiple of p, and thus a is p-th power modulo p 2 . By generalized Hensel's lemma application, we see, in fact, that a is p -th power of a p-adic integer. (In more detail, the usual version of Hensel needs p-th power modulo p 3 to be able to lift
* is not necessarily cyclic, and the derivative of x p − a is identically zero, so that this argument fails. On the other hand, by additivity of the p-th power map in characteristic p, if a ∈ A is a p-th power of a power series in t, then it is clearly p-th power of a polynomial, and this works modulo ℘ also, if a has degree less than d.
We now show that the derivative interpretation is fruitful also for ! c -Wilson question. For this, we introduce some differential, difference and arithmetic differential operators.
2.1.5. Definition.
(1) For ℘ as above, and a ∈ A, let Q ℘ (a) := (a
(3) Let A ℘ be the completion of A at ℘ and let F ℘ be its residue field. Let θ ∈ F ℘ be the Teichmüller representative of t modulo ℘. We define the higher difference quotients
2 is identically zero. In other words, the ! c -Wilson primes are exactly the primes of the form In fact, the higher power congruences are detected by arithmetic derivatives up to multiplicity (at least) q − 1.
2.1.6. Remarks.
(1) We only know, so far, examples of multiplicity p − 1 rather than q − 1 as in the theorem (when p is odd).
(2) For an interesting connection between the 'refined Wilson question' of the determination of the residue class of ((N ℘ − 1)/(q − 1))! c and the discriminant of polynomial ℘, see [SSTT13] .
Finally, the Lerch congruence has the following stronger analog which is an equality! Theorem 4.
[SSTT13] Let a ∈ A run through all non-zero elements of degree d (standard reduced congruence class representatives modulo ℘ of degree d). Then
2.2. Second analog. The second analog we will now consider follows well-known analogies [Gos96, Ros02, Tha04] between the Carlitz maps (recalled below) x → C a (x), for a ∈ A and the power maps x → x n , (or x → (1 + x) n − 1), for n ∈ Z, and replaces the Carlitz factorial ! c by another factorial Π defined by
for x ∈ A, with −x not monic, where A+ denotes the set of monic polynomials in t. See [Tha04, 4.9-4.13] for its analogous properties such as the location of poles (in -A+), functional equations, interpolations at all primes and arithmetic of special values etc., and also for how the two analogs we consider are related to the two natural families of cyclotomic function fields: the constant field extensions obtained by adjoining roots of unity and the Carlitz-Drinfeld cyclotomic extensions obtained by adjoining the torsion of the Carlitz map. Note also that we basically excluded q = 2 with the conditions on x.
2.2.1. Definitions and facts. Let us now recall [Gos96, Tha12] , [Tha04, Sec. 2.5] some basic definitions and facts related to Carlitz maps. Let A i + denote the set of monic polynomials of degree i. For n ∈ Z, n ≥ 0, let [n] := t q n −t. For the following divisibility, congruence arguments in the proof of the theorem below, we only need to recall that [n] is the product of monic irreducible polynomials of degree dividing n.
, so that d 0 = 0 = 1. Then (we will not need this), d n is the product, whereas n is the least common (monic) multiple, of all the monic polynomials of degree n.
Also, we have (see [HHM12] and [Tha10, Sec.6] and references above for different proofs) 'the reciprocal sum formula' 1/a = 1/ i , where the sum is over a ∈ A i +. For a non-negative integer i, we have the Carlitz binomial coefficient
We have
The Carlitz maps are given by
We have (1)) = ℘ζ ℘ (1), together with the fact (easily seen from the logarithmic series expression using the valuations of terms described in [Tha04, p. 46]) that for z ∈ F q [t], divisible by ℘, the valuation at ℘ of log ℘ (z) and that of z are the same, unless q = 2 and deg ℘ = 1. Now we give a more direct proof, using the combination of several results mentioned at the start of Section 2.2.
First, we have
On the other hand,
So to prove (i) and (iii), it is enough to prove the claim that the sum inside the last round bracket (i.e., 1/ i − 1/(℘ i−d ), by the reciprocal sum formula) is divisible by
When i > d, this inner sum decomposes as the sums over orbits 1/(a + θ℘), as θ runs over the elements of F q . But using the i = 1 case of the reciprocal sum formula above, with t = a/℘, the orbit sum is seen to be ℘ q−1 /(a℘ q−1 − a q ) which is divisible by ℘ q−1 , as a is prime to ℘. The special case i = d + 1 of the claim just proved gives 
which is equivalent to the claim for i = d. This finishes the proof of (i) and (iii).
To prove (ii), we note that, since
where the equality follows by [Tha04, 4.9.3] and the congruence follows by the steps just as above. Hence, ℘ is Π-Wilson, if and only if ℘ divides
i=0 1/ i , the same condition as above, thus finishing the proof.
2.2.5. Remarks. (0) By simple F q -linearity consideration, the base a = 1 in this connection can be changed to a = θ ∈ F * q , whereas in Theorem 3, the base a = t can be changed to any generator θt + µ, θ ∈ F * q , µ ∈ F q of A. The part of Theorem 5 generalizes by the same proof showing that ℘ is c-Wieferich for a ∈ A, if and only if ℘ divides log ℘ (a), where log ℘ (z) = z 
which is non-zero in odd characteristic, and the degree guess follows for d (iv) The log-algebraicity result [AT90] mentioned in the proof above is, in fact, more general and gives 'zeta elements' proving Bloch-Kato type result for Carlitz zeta values ζ(n) for all positive integers n and for all primes of K, including the prime at infinity. Generalizing part (i) (found by the author in 1991 in response to Kato's question to him about divisibility of zeta values) from n = 1 to higher n, there are thus 'higher Wieferich criteria' [Tha94] . What are their number field analogs and arithmetic significance?
(v) The groups (Z/pZ) * and (A/℘A) * are cyclic, but while (Z/p n Z) * is cyclic for p odd, (A/℘ n A) * is far from cyclic (see, e.g., [Tha04, p. 6]) in general, when n > 1.
(vi) We end this section by constructing some c-Wieferich primes ℘ of 'ArtinSchreier' type. Let q = p be a prime and ℘ = t p − t − θ, θ ∈ F * q . Then it is easy to see that modulo ℘, we have [i] ≡ iθ and A of remark (i) is congruent to P (θ) := p−1 k=0 k!θ k (a simple transform of the truncated exponential), so that ℘ is c-Wieferich, if (and only if) P (θ) = 0. Some (p, θ) satisfying this condition are (5, 4), (7, 4), (11, 7), (13, 5), (13, 12), (19, 17), (31, 11), (37, 16), (37, 22), (37, 30), (37, 36), and there is no θ for p = 3, 17, 23, 29. Are there infinitely many p's for which there is a θ satisfying the condition? I thank Noam Elkies, who by writing and running a very nice 4-5 line Pari code for half a minute on his PC, found that out of first 168 primes, 1 has 5, 4 have 4, 9 have 3, 40 have 2, 60 have 1 and 54 have 0 such θ's, and observed that this distribution is close to random, which corresponds to probability 1/(N !e) for exactly N solutions.
℘-adic zeta value at 1 versus p-adic Euler gamma constant
We now show that the part of the Theorem 5 carries over to the number field situation, once we use γ p , the p-adic Euler gamma constant of J. Diamond and Y. Morita as a replacement of ζ ℘ (1), since ζ p (1) does not exist.
Note that ζ(1) converges for the Carlitz zeta function [Tha04, 5.1], but not for the Riemann zeta function, and one often considers Euler gamma constant
as its renormalized substitute. (In the Carlitz zeta case, we have [Tha04, 4.9.2] ζ(1) = −Π /Π(0)). Similarly, ζ ℘ (1) above is convergent sum for the Carlitz-Goss zeta, but for the Kubota-Leopaldt p-adic zeta ζ p , the value ζ p (1) would be a limit of ζ(1 − p n (p − 1)) = −B (p−1)p n /((p − 1)p n ) (up to an Euler factor which approaches 1) which diverges p-adically. We can then consider the p-adic analog γ p ∈ Q p of γ ∈ R introduced [Dia77, Kob78] by J. Diamond in his thesis by taking the value of the derivative of his p-adic log-gamma function (one can also use logarithmic derivative of Morita's p-adic gamma function). As in the case of the Euler gamma, it is the suitable renormalization of the divergent zeta value, as described below.
Fix p to be an odd prime. Let and denote the sum and product with indices restricted to those prime to p. We have [Dia77, Kob78] 
Let v p (x) denote the valuation of x ∈ Q p at p, normalized as usual so that v p (p) = 1.
Theorem
Proof. Put
Generalized Wilson theorem, proved using the same group theory argument applied to the cyclic group (Z/p n Z) * , says that for an odd prime p, we have P n ≡ −1 mod p n . We claim v p (P n + 1) = n for all n ≥ 1 for non-Wilson primes p ≥ 5 and v p (P n + 1) ≥ n + 1, if p is a Wilson prime.
Given the claim, the theorem follows, since v p (γ p ) = lim v p (log p (P k )) − k + 1, by the functional equation of p-adic logarithm turning sum into a product, and since v p (log p (x)) = v p (log p (−x)) = v p (1+x), when the last term is positive, by the series expansion of the p-adic logarithm.
We prove the claim by induction on n. 
Now we first show that P n,k ≡ P n mod p 3n , for n ≥ 1 and 0 ≤ k < p. For p ≥ 5, just expanding the product, we have modulo p 3n , for example, P n,k ≡ P n + P n ( 1/i)kp n + P n ( 1/(i 1 i 2 ))k 2 p 2n ≡ P n by (I) and (II), since (I) implies 1/(i 1 i 2 ) ≡ 0 mod p n . Now 3n ≥ n + 2. Hence, if P n ≡ −1 + r n p n mod p n+1 , then modulo p n+2 , we have
Hence, whether p divides r n or not stabilizes immediately, finishing the proof.
3.1. Remarks.
(1) The proof shows that if v p (P n + 1) = n + 1 for n = 1, then it is true for all n ≥ 1. We have not made full use of the powerful congruences. They allow to extend this even if p is a Wilson prime with congruence holding to high power, by showing stabilization after some small n, but we are content here with proving the claim in the theorem.
(2) The congruences do not hold for p = 3. In fact, for p = 3, v p (P n + 1) is 1 for n = 1, and n + 1 for n > 1 by obvious modification of the proof, starting at n = 2. For p = 2, v p (P n + 1) is 1, 2, 1 according as n = 1, 2 or more than 2. Noting that 1 ≡ −1 mod 2, if we consider v p (P n − 1) instead, then it is infinite, 1, n according as n is 1, 2 or more than 2 respectively.
(3) While the author was led to this theorem by the analogy with the previous theorem in the function field case, because of the more direct factorial, gamma, γ p connection, given in the third (but not the first or second 'renormalization') displayed formula for γ p , the proof here is more transparent and boils down to stabilization of Wilson congruences up the p-adic tower. It is quite plausible that such a proof can also be given in the function field case, but the author started with the question of zeta divisibility and Wieferich type connection was discovered [Tha94] as a pleasant surprise. Theorems 5 and 6 were discovered only recently and in that order! (4) The author thanks John Coates who pointed out the following Iwasawa theoretic result [FK86] of somewhat similar spirit giving another connection of higher Wieferich type congruence with quantities related to p-adic zeta. Let k be a real quadratic field, with class number h k and the fundamental unit > 1, and let p be an odd prime which splits [FK86] proved that the p-part of the class number of the m-th layer of cyclotomic Z p -extension of k, for m > n is p n−1 times the p-part of h k . Note that the class number information for the base is encoded (with regulator mixed up!) in p-adic zeta via the analytic class number formula, while the p-part class number growth in towers is encoded in p-adic zeta function (not value), at least through Iwasawa's λ and µ invariants (which are zero in this case), though not the stabilized part corresponding to the ν-invariant determined here! 4. Multiplicative versus Additive, Arithmetic versus Geometric, and Z-module versus A-module
In this section, we elaborate a little on these analogies mentioned in the title of this section, and which we have encountered above.
In both the number field and function field context, we have looked at the multiplicative groups. Now let us consider the (easier) additive case.
If we use additive group Z/pZ, we have trivial ap ≡ 0 modulo p, for a ∈ Z, which cannot hold modulo p 2 , unless a ≡ 0 modulo p. The usual proof the Wilson theorem follows by pairing elements with their multiplicative inverses, which in the additive context is essentially the same trick as that commonly attributed to Gauss as a schoolboy when he evaluated 0 + 1 + 2 + · · · n = n(n + 1)/2, by pairing k and n − k, and which for n = p − 1 gives 0 modulo p (if p > 2), but not p 2 .
John Tate, when he learned, as a schoolboy, about the factorial n! = 1 · · · n, decided to study n? := 1 + · · · + n (exclamation mark versus question mark) by analogy, abandoning after some time when he realized its evaluation above! Thus in the context of integers, the additive counterparts are much easier. If we just consider the additive group A/℘A, the story is similar. In fact, for a ∈ A, Norm(℘) now equals zero (and not just zero modulo ℘), as we are in characteristic p. Similarly, adding all standard representatives modulo ℘ given by all polynomials of degree less than d, gives zero, unless q = 2 and d = 1.
But much subtle and interesting analogs are produced once we ask for A-modules for analogs of Z-modules, which are just abelian groups. This is what gave the second analog above. Let us elaborate a little.
While the torsion of the multiplicative group, namely the roots of unity suffice to generate all abelian extensions of Q, in function fields they only give the constant field extensions (usually called arithmetic extensions). We get the 'geometric' abelian extensions by adjoining torsion of the Carlitz module (see [Tha04, Sec. 2.1] for motivated introduction with this viewpoint). Here we use instead of the multiplicative group, a Z-module under the usual power map, the additive group (in function fields, there are more additive functions than just the linear functions, namely linear combinations of p-power power maps), considered as A-module via the Carlitz map above, using such additive functions. The Carlitz module is just normalized nice module structure of rank one on the additive group.
See [Tha04, 4 .12] for how the two notions of factorial ! c and Π fit in the 'arithmetic' and 'geometric' situations in a uniform framework with the usual factorial, with the special values and functional equations being 'explained' by the corresponding 'cyclotomic' extensions, for example.
In this way of replacing the multiplicative group by the Carlitz A-module (or more generally, Drinfeld modules), there are many interesting replacements of the corresponding classical notions such as additive character (and Gauss sums), cyclotomic units, unit group, class group to their A-module counterparts, resulting into new analogous questions and answers. For example, the resulting analog due to Anderson and Taelman of the Vandiver conjecture was shown [ATa13] to have many counter-examples, with the heuristic asymptotic count for the counterexamples structurally similar to that [Tha13] for ! c -Wilson primes, in contrast to the much lower growing (log log(x) growth mentioned above) similar count [Was82, Sec. 8.3] for both the questions in the number field case. Is that a coincidence, or is there more to it?
Finally, we take this opportunity to correct misprints in [Tha12] : Replace '−1 and are' by '−1 and 1 are' in the third line of proof of Thm. 4.1. In Section 9 (A), 4th paragraph, line one, replace exponent 'q s −1' by 'q s−1 ', in fifth paragraph 'x−1' by '1 − x' and in 7th paragraph, second line, drop the extra 'F ' in the expression for G (which is in clash of notation for gcd).
Notes added in the proof: Ravi Ramakrishna has recently informed the author that in his joint work with Ling Long on supercongruences, while determining valuation of the valuation of logarithm of Morita's p-adic log gamma function, he has found the last theorem independently with a different proof. Also, in a recent (unpublished) work, Alex Bamunoba has independently discovered the criterion for c-Wieferich Artin-Schreier primes in the remarks 2.2.5(vi) and has also proved the infinitude, when q > 2, of primes which are not c-Wieferich.
