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In this paper we present a short and simple proof of the Bellman’s prmciple or 
optimality in the discounted dynamic programming: A policy 71 is optimal if and 
only if its reward I(n) satisfies the optimality equation. The point of our proof is to 
use the property of the conditional expectation. Further, we show that the existence 
of an optimal stationary policy can be proved more directly by using the same 
technique. ( 1987 Academc Press, Inc 
1. INTRODUCTION 
When we intend to prove the existence of an optimal stationary policy in 
the discounted dynamic programming, the following criterion for 
optimality plays an important role (cf. [6, 3, 43): A policy TC is optimal if 
and only if its reward Z(z) satisfies the optimality equation. This criterion 
was first stated in general as the principle of optimality, without proof, by 
Bellman [l] and later proved by Blackwell [Z]. Its original proof, 
however, takes many steps. In this paper we present a short and simple 
proof of this criterion for optimality. The “if’ part can be proved by using 
the property of the conditional expectation. This idea is a modification of 
one used by Ross [7] in the case of the non-discounted Markov decision 
process. The “only if’ part can be proved easily by the standard method of 
the dynamic programming. At the end of the paper we remark that the 
existence of an optimal stationary policy can be proved more directly by 
using our technique. 
2. THE DISCOUNTED DYNAMIC PROGRAMMING 
Throughout the paper we shall closely follow the notations given in 
Himmelberg, et al. 141. The discounted dynamic programming is deter- 
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mined by the following: a Bore1 state space S; a Bore1 space of actions A; a 
constraint multifunction I;(. ) which assigns to each state s E S a nonempty 
permissible set of actions F(s) c A; a transfer function q which assigns to 
each (s, a) E Gr F= {(s, a)1 a E F(s)} a probability measure q(. Is, a) on the 
Bore1 sets of S; a bounded reward function r defined on Gr F; a discount 
factor /I > 0. We assume that Gr F is a Bore1 subset of S x A and contains 
the graph of a Bore1 measurable mapping from S into A, and that q is a 
conditional probability on S given Gr F (i.e., q(Bls, a) is a probability 
measure on the Bore1 subsets of S for each (s, a) E Gr F and a Bore1 
measurable function of (s, a) for each Bore1 subset B of S), and that r is a 
bounded Bore1 measurable function on the set Gr F. 
A policy 7c is a sequence {7c,, z,,...,}, where z,, is a conditional 
probability on A given H, and H, = (Gr F) x H, _ l (H, = S), n > 2, is the 
set of possible histories up to the n th stage. It is assumed that rc, satisfies 
the constraint x,(F(s,)( h,) = 1 for all histories h, = (s,, a, ,..., 8,). A policy rc 
is said to be stationary and is denoted by f Oc if there exists a Bore1 
measurable selector f for F (i.e., f is a Bore1 measurable mapping from S 
into A such that f(s) E F(s) for all SE S) and n,(f(s,)l h,) = 1 for all 
histories h,, = (sl, a , ,..., s,,). Any policy n, together with the transfer 
function q, defines a conditional probability p, on the set A x Sx 
A x S x . . . of futures of the system given the initial state s, i.e., p,(. 1 s) = 
~lP24 . . . (cf., Hinderer [S, p. SO]). The expected total discounted reward is 
defined as: 
z(n)(s) = En 
r 
f P’rb,, a,)ls , 
J 
s E s, 
II=1 
where E,[. Is] denotes the conditional expectation with respect o p,(. I s). 
A policy n* is said to be optimal if 1(x*)(s) > 1(z)(s) for all policies z and 
all states s. 
3. A SIMPLE PROOF 
We shall prove the following: 
THEOREM. A policy x* is optimal if and only if its reward Z(TC*) satisfies 
the optimulity equation: 
~(~)=~~~,I{r(s,~)+B~~~(s’)dq(s’Is,u)}. SES. (1) 
Proof: First, we shall prove the “if’ part. Assume that 1(x*) satisfies 
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Eq. (1). Let I?; = (s, a, ,..., s,, a,) and u(s)=Z(lt*)(s), JES. Then, for any 
policy 7~ and any state s, 
En 2 iPWn+A-U-P” ( 
[ n=l 
u ~n+ml~ls]=O~ (2) 
where E,[. I h;] denotes the conditional expectation given II;. Now, we 
have p,( . ( s)-almost surely 
E,CB”4~n+,)lKl 
= B” Js 4s’) MS’ Is,, a,) 
Hence, we have 
Letting N + cc in (4) from the bounded convergence theorem, 
Z(n*)(s) = u(s) 3 E, f /?“- ‘r(s,, u,,)ls = Z(n)(s), 
1 
s E s, (5) 
II=1 
which proves the optimality of policy rr*. 
Next, we shall prove the “only if’ part. Assume that rc* is optimal. Let s 
be any but fixed state. For any a E F(s), let S(u) = {s I(s, a) E Gr F} and 
define a mapping f” from S into A as: f”(s) = a on S(a) and ,f”(s) =f(s) 
otherwise, wheref is a Bore1 measurable selector for F which is assumed to 
exist. Then, ,f” is a Bore1 measurable selector for F. Hence, for any a E F(s), 
I(nc*)(s) > 4&f”, n*)(s) 
= r(s, a) + B /.y 471*)(s’) dq(s Is, a), (6) 
where (f”, rc*) denotes the policy {fu, 7cT, n; ,.... }. Hence, 
Z(n*)(s) 2 sup 
ucF(.s) { ’ s, 
r(s a) +/I Z(n*)(s’) dq(s’ Is, a) 13 SES. (‘) 
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On the other hand, for any policy rc, 
where w(s, a, s’) = Z(n,,)(s’) and rr,,, denotes the policy { rr;, n;,...,}, where 
rcA(. I h,) = rc,,, r(. I S, a, h,), n > 1 (cf., Blackwell [2, p. 2331). Then, 
Z(n*)(s) Q sup 
osF(s) { ’ fs 
r(s a) + p Z(rr*)(s’) dq(s’ 1 s, a) 
17 sES. t9) 
Hence, Z(rr*) satisfies the optimality equation. 
Remark. As usual, the existence of an optimal stationary policy can be 
proved as follows: Let U* be the unique solution to Eq. (1). Let g be a 
Bore1 measurable selector for F such that 
u*(s) = sup 
(IEF(s) i ’ ‘s 
r(s a) + /? u*(d) dq(s’Is, a) 
i 
= r(s, g(s)) + P j” u*(s’) 44s’ I6 g(s)). 
S 
(10) 
Then, from the above theorem, g” is optimal and Z(g”) = u*, since 
Eq. (10) has a unique solution Z(g”). 
On the other hand, by modifying the proof of “if’ part of the above 
theorem we can prove the existence of an optimal stationary policy more 
directly as follows: By replacing u with u* in the proof of the above 
theorem we have 
with equality for g”, since g takes the maximizing actions in (3). Hence, g” 
is optimal and Z(g”) = u*. 
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