This article provides an account of sensitivity and robustness of structure and motion recovery with respect to the errors in intrinsic parameters of the camera. We demonstrate both analytically and in simulation, the interplay between measurement and calibration errors and their effect on motion and structure estimates. In particular we show that the calibration errors introduce an additional bias towards the optical axis, which has opposite sign to the bias typically observed by egomotion algorithms. The overall bias causes a distortion of the resulting 3D structure, which we express in a parametric form. The analysis and experiments are carried out in the differential setting for motion and structure estimation from image velocities. While the analytical explanations are derived in the context of linear techniques for motion estimation, we verify our observations experimentally on a variety of optimal and suboptimal motion and structure estimation algorithms. The obtained results illuminate and explain the performance and sensitivity of the differential structure and motion recovery techniques in the presence of calibration errors.
Introduction
While the basic geometric relationships governing the problem of structure and motion recovery from image sequences are well understood, the existence of robust automatic techniques for recovery of motion and structure is still elusive. Different aspects of the performance and sensitivity of the existing general techniques for motion and structure recovery have been addressed in the past. While the list of references is by no means exhaustive, we mention here few more recent representative works addressing the problem. The intrinsic sensitivity of the differential formulation of the problem has been studied thoroughly using analytical techniques as well as simulations [1, 2, 3] . These studies assumed calibrated cameras and focused on determining sensitive directions of motion, dependency on the depth variation and field of view [4] . The process of camera calibration introduces additional errors in the measurements, which affect the final estimates. This is the case both when the camera is calibrated off-line or when self-calibration techniques are used towards this end. With the exception of few, the study of these effects, has not received much attention. Various empirical observations regarding the stability of the estimation of intrinsic parameters and their effect on the structure estimation in the discrete setting have been made by Bougnoux [5] . He pursued the stratified approach to Euclidean reconstruction and experimentally demonstrated that, in spite of depth distortions caused by calibration errors, the basic geometric relationships (orthogonality, parallelism) were preserved. The effect of calibration errors on motion estimates in the discrete setting have also been explored in [6] , assuming noise free measurements of corresponding points. In [7] the authors derived the covariances of the parameters of an uncalibrated stereo system, both for fixed calibration parameters and for the hypothesis that an a priori Gaussian distribution for the calibration parameters is known. The effect of this prior knowledge on the quality of the final estimates was demonstrated in the context of nonlinear optimization techniques. In the differential setting Cheong [2] characterized the depth distortions due to the free varying focal length using the analytical iso-distortion framework developed previously in the uncalibrated case. While the iso-distortion framework enables to study the intrinsic distortions as a family of transformation parameterized by errors in motion estimates, it does not assume any particular distribution of noise in the image measurements and camera parameters. Hence it is not suitable for quantifying the quality of the final estimates.
We present an analytical study of the sensitivity of egomotion and structure estimation assuming both noisy measurements and errors in intrinsic parameters of the camera. Resorting to some approximations, we both analytically and experimentally demonstrate that the errors in calibration introduce an additional bias term in motion estimation, which reduces the previously observed translation bias reported in [8] . The overall translation bias distorts the resulting structure proportionally to the distance of the measurements from the optical axis. These distortions are further accentuated by the errors in focal length and center of the projection. We offer an analytical explanation of the errors introduced by calibration in the context of linear techniques. The observations are verified by simulation of a variety of linear and nonlinear algorithms for structure and motion estimation and confirm the intrinsic nature of the errors, making them independent of the algorithm choice and objective function used.
Problem Formulation
In order to study the problem of motion and structure recovery for image sequences, when the individual frames are closely separated in time, we employ the differential formulation of the problem. The starting point of our analysis are the basic relationships between the motion of a 3D point and are unaffected by the knowledge of the center of the projection. We further assume that the calibration errors are much smaller than optical flow errors. This approximation is valid for cameras calibrated with a calibration grid where the camera parameters can be estimated with errors up to few percent [9] . The optical flow errors are typically on the order of a few tens of percent [10] 
. We will refer to the above assumption later in the text and will use it only to simplify the analytical derivation. The experimental results will be provided for a broader set of conditions.
The study of the intrinsic sensitivity of the motion and structure estimation in the analytical setting is a difficult task due to the nonlinear nature of the problem. With the exception of few, the studies of sensitivity and robustness typically resort to simulations [11] . In the following paragraph we will demonstrate that by making some approximations we can draw general conclusions regarding the biasness and sensitivity analytically. In order to do so, we start with a linear formulation of the structure and motion estimation based on the bilinear epipolar constraint. In Section 5 we verify our observations by simulation, using a wide spectrum of different motion estimation algorithms.
Egomotion Estimation
In order to decouple the effect of measurement errors on the structure and motion estimates we employ the epipolar geometry formulation. The epipolar constraint is obtained by algebraic elimination of the unknown depth F from the equation (1) and yields following relationships in calibrated and uncalibrated case:
Since the uncalibrated differential epipolar constraint does not provide enough constraints for the recovery of the unknown camera parameters from image measurements only, the complete camera self-calibration in the differential case is not possible. Equation (3) may be rewritten to highlight the dependence on the optical flow as:
where
i s a linear function of the measured optical flow and
is associated with the unknown parameters can be obtained by decomposition of the special symmetric matrix . This particular parametrization and the associated algorithm is described in greater detail in [12] .
Assuming perfect calibration and measurement noise due to the temporal matching, only the columns of 7 related to matrix 7 are corrupted by noise. This causes the linear techniques to lead to biased estimates. Few techniques for removing the bias were suggested by [8, 13] . We will now demonstrate the source of this bias and its interplay with the bias induced by calibration errors. If we assume that calibration is perfect and each component of . It can be shown using perturbation theory for Hermitian matrices that if
, then the eigenvectors are biased (see [14] or [15] 
. By propagating the errors 1 The expected values for the remaining blocks are zero. In fact
a re noise free and
with the assumption that components of Ó a re IID zero-mean Gaussian,
in image velocities 
Assuming uniformly distributed features,
a re approximately zero and the part proportional to identity can be omitted since it does not change the eigenvectors of matrix ½ . We see that
, biasing the final estimate towards the optical axis. This has been previously observed both analytically and in simulations [16, 8] .
Calibration and Egomotion
Suppose now that in addition to the errors due to flow computation, we want to understand how are the motion estimates affected by calibration errors. Assume that calibration parameters form a vector random variable
, where the individual components are independent normally distributed random variables with
, where , defined in Appendix A, is zero. In such case we obtain:
The block relative to is on the average negative, the two bias terms have opposite signs and dampen (or under favorable circumstances cancel) each other. This is demonstrated in Figure 1a where we computed the bias as a function of the calibration error assuming 70% error in the measurements of the optical flow. Similarly for 30% error in the optical flow, Figure 1b shows how the errors in calibration dominate the precision of the translation estimates. The details of the simulations are outlined in Section 5.
FOV dependency. Equation (9) 
3D Structure Distortion
In the following section we study the effect of the calibration errors on the resulting 3D structure. In order to separate the sensitivity issues pertaining to the translation bias from those related to the structure of the scene we assume that the motion is purely translational in the direction of the optical axis. Given the translation estimate $© t he unknown structure is given by the equation (10) . Assuming perfect calibration the estimation of the depth is affected both by errors on 
We see that the bias in depth ± i is proportional to the distance of the feature from the optical center with the same sign as ± ü ý
. In the case $ h © i s overestimated, the further points are from the optical axis, the further they are projected. The effect of calibration errors on the resulting structure can be demonstrated by means of error propagation:
We see that the error is again proportional to @ , so the features far from the optical center are affected more. In [14] we also showed that ± $ h © î y ü ý w hich implies that the errors due to both calibration and optical flow mostly tend skew the structure than dither it. This conclusion is independent of the algorithm used for the reconstruction and holds for general camera displacement and rotations. Figures 3 and 4 show the skew for a general motion on synthetic and real sequences. 
Experiments
The experiments verifying the observations derived in the previous sections were performed both on synthetic and real sequences. For synthetic data we adopted approach pursued in [11] . The simulations were performed for random clouds of 100 points. The focal length was 1 and the focal plane dimension of 512 Q 5 12 pixels. The ÷ x ø } ù , unless otherwise stated, was chosen to be 90¥ . Motion was realized for various combinations of translation and rotation. Zero-mean Gaussian noise was added to the components of image velocities and the standard deviation of such noise was chosen to be constant. The rotational speed was constant chosen to be 0.23¥ per frame. The magnitude of the linear velocity was chosen in order to fixate the point at the center of the random cloud of points. The tested algorithms were those of Horn [17] , Heeger and Jepson [16] , Kanatani [13] and MacLean [8] , with the implementations made available by [11] . The tested algorithms differ in the choice of objective function, leading to linear or nonlinear optimization problems. The linear algorithms of [8] and [13] provide a solution for correcting the bias due to errors in temporal matching. Bias and sensitivity were measured over one thousand trials. The camera was first calibrated off-line several times using the Matlab calibration toolbox [9] and planar calibration grid, to justify the assumptions about the average precision that can be commonly obtained. The skew results were approximately zero in all the tests done. The reconstruction of unknown depths was obtained as LLSE problem, with automated rescaling and is described in [18] . The experiments on both real and simulated 
Conclusions
The analysis carried out in this paper demonstrates the sensitivity of structure and motion estimation with respect to the errors in camera calibration. As the main contribution we demonstrated that the calibration errors introduce an additional bias in the direction of the optical axis with the opposite sign to the one produced by errors due to temporal matching. Under favorable circumstances the two bias terms cancel each other leading to unbiased estimates. Moreover the bias produced by erroneous calibration increases in magnitude for increasing ÷ x ø } ù . This is in contrary to what happens to the bias produced by noisy image velocities, which in addition to that, depends on the direction of transla-
