Abstract. In this paper, the pure product singular value decomposition (PSVD) for four quaternion matrices is given. The system of coupled Sylvester-type quaternion matrix equations with five unknowns X i A i − B i X i+1 = C i is considered by using the PSVD approach, where A i , B i , and C i are given quaternion matrices of compatible sizes (i = 1, 2, 3, 4). Some necessary and sufficient conditions for the existence of a solution to this system are derived. Moreover, the general solution to this system is presented when it is solvable.
1. Introduction. Generalized singular value decomposition (GSVD) has applications in signal processing [17] , genomic signal processing [20] , discrete time system [18] , generalized Gauss-Markov estimation problems, open and closed loop balancing [1] , and so on. The product singular value decomposition (PSVD) is an important kind of the available generalized singular value decompositions. Since Heath et. al [14] first considered the PSVD of two matrices in 1986, there have been many papers to study the PSVD (e.g. [1] , [3] - [6] ). For instance, De Moor, Van Dooren and Zha ( [16] , [18] , [19] ) gave the PSVD of any number of complex matrices. Chu and De Moor [2] considered the nonuniqueness of the PSVD.
In this paper, we will apply PSVD for quaternion matrices to the following system of four one-sided coupled Sylvester-type quaternion matrix equations with five unknowns X i A i − B i X i+1 = C i , i = 1, 2, 3, 4, (1.1)
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Pure PSVD Approach to Sylvester-type Quaternion Matrix Equations (1.1). In Section 4, we give some necessary and sufficient conditions for the solvability of the system (1.1).
We also present its general solution when it is solvable.
Let R and H m×n stand, respectively, for the real field and the space of all m × n matrices over the quaternion algebra H = a 0 + a 1 i + a 2 j + a 3 k i 2 = j 2 = k 2 = ijk = −1, a 0 , a 1 , a 2 , a 3 ∈ R .
It is well known that the quaternion algebra is an associative and noncommutative division algebra. The symbol I means an identity matrix of appropriate dimensions. The rank of A ∈ H m×n is defined as the (quaternion) dimension of Ran(A) := Ax x ∈ H m×1 , the range of A (Definition 3.2.3 in [21] ). More properties of the rank of quaternion matrix can be found in the page 31 of [21] . If A ∈ H m×n , then there exist nonsingular matrices P and Q such that
where the symbol r(A) is the rank of A. The decomposition (1.2) is also called rank decomposition. It is easy to see that r(A) = r(P AQ), where P and Q are any nonsingular quaternion matrices.
2. PSVD for four quaternion matrices. In this section, we consider the PSVD for four quaternion matrices. The PSVD for four complex matrices is presented in [16] , [18] and [19] . The following result extends the PSVD for four complex matrices to the quaternion algebra.
Lemma 2.1. (PSVD for four quaternion matrices) Consider a set of four quaternion matrices with compatible dimensions: A 1 ∈ H q1×q2 , A 2 ∈ H q2×q3 , A 3 ∈ H q3×q4 , A 4 ∈ H q4×q5 . Then there exist nonsingular matrices T 0 ∈ H q1×q1 , T 1 ∈ H q2×q2 , T 2 ∈ H q3×q3 , T 3 ∈ H q4×q4 , and T 4 ∈ H q5×q5 such that 
The expressions for the block dimensions r 1 , r 2 , r 3 , r 4 , r 
Proof. We will use the rank decomposition (1.2) and elementary matrix operations to give the PSVD for four quaternion matrices. First, we construct the following block quaternion matrix
Then, we perform the same row operations to each row and the same column operations to each column of the block quaternion matrix (2.10). In order to find the nonsingular matrices T 0 , T 1 , T 2 , T 3 , and T 4 in the PSVD, we need to keep the identity matrices unchanged after every step. That is to say, the row operations of the second, third and fourth rows are the inverses of the column operations of the first, second and third columns, respectively. Finally, we will obtain the following block matrix
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Now we give the steps of this transformation. We transform the quaternion matrices A 1 , A 2 , A 3 , A 4 to quasi-diagonal matrices in turn. Below is a sequence of displays of the matrix block that illustrates the transformations. The symbols , , are nonzero block quaternion matrices.
Using elementary matrix operations 
We pay attention to the transformation of the structure of A 3 . Note that 
where stands for the nonzero block quaternion matrix. The expressions of r 1 , r 2 , r 3 , r 4 , r is presented in [16] , [18] and [19] . We can use the similar approach to extend the PSVD for n complex matrices to the quaternion algebra. The steps are given as follows:
1. Construct the following block quaternion matrix
2. Perform the same row operations to each row and the same column operations to each column of the block quaternion matrix (2.10). In order to find the PSVD, we need to keep all the identity matrices unchanged after every step. 3. Give the transformation of the structure of A n
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where and stand for the nonzero block quaternion matrices. 4. Give the PSVD for n quaternion matrices
3. A canonical form for the system (1.1). In this section, we use PSVD (Lemma 2.1) to present a canonical form for the system (1.1), i.e.,
Note that the sizes of the matrices A i in the system (3.11) are as follows
Applying Lemma 2.1 to the matrices A i , we find nonsingular matrices
q4×q4 , and T 4 ∈ H q5×q5 such that
where D i are quasi-diagonal and given in (2.3) and (2.5), their only nonzero blocks being identity matrices. In a similar way, for the matrices B i , we find nonsingular matrices
, and Q 4 ∈ H p5×p5 such that
where S i are quasi-diagonal. It follows from (3.12) and (3.13) that the system (3.11) is equivalent to the following system 
and
Then the original system (3.11) becomes
Hence, we have the following theorem which plays a role in solving the system (3.11).
Theorem 3.1. The system (3.11) is equivalent to the system (3.16), where the matrices D i and S i are quasi-diagonal and given in (3.12) and (3.13) , and E i is given in (3.15).
We will use Theorem 3.1 to consider the system (3.11) in the next section.
4. The solvability conditions and general solution to the system (3.11) . In this section, we consider the solvability conditions and general solution to the system (3.11). In the following theorem, we will give some practical necessary and sufficient conditions for the existence of a solution to the system (3.11).
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We will use (4.24) and elementary matrix operations to prove the rank equalities (4.17)-(4.23).
For the rank equalities (4.17). It follows from (4.24) that
2. For the rank equality (4.18). Note that
Similarly, we can show the rank equalities (4.19) and (4.20). 3. For the rank equality (4.21) . Note that
Similarly, we can prove the rank equality (4.22). 4. For the rank equality (4.23). Note that
Electronic "if"-part. It follows from Theorem 3.1 that the system (3.11) is equivalent to the system (3.16). In order to solve the system (3.16), we need to partition the quasi-diagonal matrices D i and S i with the finest possible subdivision of matrices 
where the expressions of the block dimension r 1 , r 2 , r 3 , r 4 , r 
, E 4 := E 
Note that
=⇒ E Hence, we show that (4.17) =⇒ (4.37)-(4.38). 
The following theorem gives the general solution to the system (3.11).
Theorem 4.2. Assume that the system (3.11) has a solution. Then, the general solution to the system (3.11) can be expressed as
where Remark 4.3. In [9] , the authors use QSVD to establish the simultaneous decomposition for 15 matrices A j , B j , C j , D j , and E j , which plays an important role in investigating the system of matrix equations 1, 2, 3) . In this paper, we use PSVD for the quaternion matrices A i and B i to solve the system (3.11) directly. Therefore, all rank equalities in (4.17)-(4.23) hold, and thus, the system (3.16) is consistent. We can use the steps in the proofs of Lemma 2.1 and Theorem 4.1 to find the solution. Below is the algorithm for finding the solution to the system (3.16). Pure PSVD Approach to Sylvester-type Quaternion Matrix Equations
In addition, X 1 , . . . , X 5 with the following structures satisfy the system (3.16): 
Conclusions.
We have used the pure product singular value decomposition (PSVD) approach to consider the system of four coupled Sylvester-type quaternion matrix equations with five unknowns (1.1). We have given some necessary and sufficient conditions for the existence of a solution to the system (1.1) using the ranks of the given quaternion matrices. We have also derived the general solution to this system when it is solvable.
