The FiLM model achieves close-to-perfect performance on the diagnostic CLEVR dataset and is distinguished from other such models by having a comparatively simple and easily transferable architecture. In this paper, we investigate in more detail the ability of FiLM to learn various linguistic constructions. Our main results show that (a) FiLM is not able to learn relational statements straight away except for very simple instances, (b) training on a broader set of instances as well as pretraining on simpler instance types can help alleviate these learning difficulties, (c) mixing is less robust than pretraining and very sensitive to the compositional structure of the dataset. Overall, our results suggest that the approach of big all-encompassing datasets and the paradigm of "the effectiveness of data" may have fundamental limitations.
Introduction
The task of Visual Question Answering (VQA) lies at the intersection of Computer Vision and Natural Language Processing. It generalizes the vision tasks of object detection/recognition to arbitrary visual-linguistic inferences, limited only by what can be queried by language. At the same time, systems can more easily be evaluated than this is the case for related multimodal tasks like image captioning. The task became popular in recent years, particularly the VQA Dataset (Antol et al., 2015) , based on which a third edition of the VQA Challenge is run this year.
In reaction to various issues that allow comparatively naive models -for instance, a text-only system ignoring visual information and solely relying on language statistics -to achieve competitive performance on the VQA Dataset (Agrawal et al., 2016; Goyal et al., 2017; Mudrakarta et al., 2018) , abstract and (semi-)automatically generated datasets were introduced (Johnson et al., 2017a; Kuhnle and Copestake, 2017; Suhr et al., 2017; Yang et al., 2018) . Their motivation is to provide diagnostic tasks, with the aim of analyzing core abilities for visually grounded language understanding like spatial reasoning or counting, and which cannot be 'cheated' as easily by just relying on surface statistics. CLEVR (Johnson et al., 2017a) is the most widely adopted of these, and several systems by now achieve near-perfect performance on it (Hu et al., 2017; Johnson et al., 2017b; Santoro et al., 2017; Perez et al., 2018; Suarez et al., 2018; Hudson and Manning, 2018; Mascharka et al., 2018; Yang et al., 2018) .
One of the advantages of CLEVR is that it annotates questions from a set of instance types, like "count" or "compare attribute", which makes a more detailed evaluation and model comparison possible. Building on the 'unit-testing' proposal of Kuhnle and Copestake (2018) and related work such as the bAbI tasks for reading comprehension (Weston et al., 2015) , which further emphasize the importance and value of targeted evaluation, we analyzed the FiLM model (Perez et al., 2018) on the ShapeWorld evaluation framework (Kuhnle and Copestake, 2017) . In doing so, we aim to investigate whether its close-to-perfect performance on CLEVR translates to ShapeWorld data as expected, and to shed more light on the strengths and weaknesses of FiLM in general.
Why FiLM? Arguably, it is one of the simplest models on that performance level for CLEVR. In particular, it does not rely on the semantic program trees underlying its instances, as compared to (Hu et al., 2017; Mascharka et al., 2018; Johnson et al., 2017b) . The first two strictly require the CLEVR-specific program vocabulary, which is different from the one used by ShapeWorld to generate data. The latter is agnostic to the vocabulary, but still sensitive to the size of the vocabulary, which is bigger for ShapeWorld (we ran Existential: "There is a red square.", "A red shape is a square." Superlatives: superlative forms of the above, of an arbitrary number of target objects
Examples for visual scenes
Examples for true or false statements
• "There is a cyan square or a circle is green."
• "At least two shapes are green."
• "More than half the pentagons are red."
• "A red cross is to the left of a yellow shape."
• "The left circle is blue."
• "The lowermost yellow shape is a circle." into memory issues when trying to run this model on ShapeWorld data). Moreover, the code for FiLM is open-source, and in our experiments we found that the model shows robust learning behavior on ShapeWorld data without any tuning of the CLEVR-based default hyperparameters. While FiLM manages to solve many tasks perfectly, it fails to learn anything on almost all datasets consisting of relational statements. We investigate how two approaches -broader training sets including simpler instances, and a version of curriculum learning (Elman, 1993; Bengio et al., 2009 ) -can make the difference between no learning at all and perfectly solving these datasets. However, we find that the first approach is very sensitive to details of the dataset structure.
These results put into question the common assumption of "the effectiveness of data" (Halevy et al., 2009 ) underlying datasets such as the VQA Dataset (Antol et al., 2015) , or SQuAD (Rajpurkar et al., 2016) for reading comprehension, or SNLI (Bowman et al., 2015) for language inference: that all necessary abilities for a task can simply be learned from one big all-encompassing dataset, and that more data should lead to improved performance. Curriculum learning, on the other hand, shows promise as a robust approach to solving more complex instances of a task.
Experimental setup 2.1 Task
We look at the task of image caption agreement, that is, given a visual scene and a statement, decide whether the latter is true for the former. See figure 1 for some examples. The captions here are formal-semantics-style statements and not necessarily good descriptions, which is a vaguer concept and thus not as useful for evaluation. Instead, this task corresponds more to yes/no questions in VQA. Formulating the task as a binary choice problem is interesting from an evaluation perspective, as it allows for difficult minimally incorrect instances (Hodosh and Hockenmaier, 2016) .
Datasets
We generated various datasets based on existing ShapeWorld configurations. The different datasets are defined by the types of captions they contain. See figure 1 for more details. Each dataset consists of 500k training instances, plus 10k validation and test instances. Training and validation scenes generally contain 1-4, 6-9 or 11-14 nonoverlapping (unless mentioned otherwise) objects, further constrained depending on the dataset. Test scenes may in addition exhibit the withheld object numbers 5, 10 and 15, and contain withheld object types: "red square", "green triangle", "blue circle", "yellow rectangle", "magenta cross", "cyan ellipse". Consequently, the test data follows a slightly different distribution, where models are required to generalize to unseen object numbers and new attribute combinations to achieve a comparable score, similar to the CoGenT version of the CLEVR dataset 1 .
Models
We focus on the FiLM model (Perez et al., 2018) in this paper. The image is processed using a sixlayer CNN (stride of 2 after the third and sixth layer) trained from scratch on the task. We found that the common approach of using a pretrained ResNet module did not perform well on our data. The caption as 'question' is processed by a GRU. In four residual blocks, the processed image tensor is linearly modulated, conditioned on the caption embedding. Following global max-pooling, the classifier module produces the 'answer', i.e. "true" or "false" in our case. We train the model for 100k iterations in all experiments, using the default hyperparameters. Training performance is measured on the validation set every 1k iterations for the first 10k iterations and every 5k afterwards. We also compare performance to two common baselines (Johnson et al., 2017a) on selected datasets: CNN-LSTM and CNN-LSTM-SA. We will release the ShapeWorld-adapted FiLM repository and the generator configurations to create the datasets on acceptance of the paper.
Results
Pretrained ResNet does not perform well. We started off experimenting with the FiLM default of using a pretrained ResNet module instead of a custom CNN. Versions with either a fixed or a trainable ResNet reach an accuracy of 65-70% after 100k iterations on EXISTENTIAL, which is substantially lower than our final result of 100% (see appendix A.1). This is surprisingly different from findings for CLEVR, where others previously reported the level of performance for either a pretrained ResNet or a custom CNN to be on a par (Perez et al., 2018; Santoro et al., 2017) .
Overlapping objects can impede learning. Initially, we also did not explicitly configure data generation to prevent overlapping objects. This turned out to be a major obstacle for learning in some cases: while FiLM solves EXISTEN-TIAL (99.7%), performance on NUMBERS stays at chance level (55.2%). To investigate this further, we configured the generator to only permit a lower degree of overlap (default: 25% max area overlap). 17.5% shows no improvement, performance for 10% is slightly better, but only in the case of 5% area overlap we observe a substantially improved accuracy of ∼73% after 100k iterations (see appendix A.2). Since the background is black by default, we assume that having to learn to recognize objects contrasted with an unusual color can have a destructive influence on the overall learning process, at least in the case of more difficult tasks. Unless stated otherwise, we thus use overlap-free data for the following experiments, where number statements are learned perfectly. Many datasets solved and simple generalization works. Overall, the FiLM model successfully learns many of our datasets (see figure 2) . EXISTENTIAL is mastered after only 10k iterations and at the same speed as the trivial SINGLE-SHAPE variant. LOGICAL, NUMBERS and QUANTIFIERS reach close-to-perfect accuracy after around 60k iterations. The learning curves for these three tasks look remarkably alike and thus suggest a similar learning complexity for the model. Moreover, the FiLM model successfully generalizes to the test set in most cases (see figure 2) , showing that it learned the ability for simple compositional recombination. Only for the simplified variants SINGLE-SHAPE and SIMPLE-SPATIAL test performance is markedly lower, indicating that there is not enough incentive to learn a compositional representation here. This is presumably because their simplicity makes overfitting a feasible option, due to the lack of distractors which may require to distinguish individual attributes.
Stacked attention is not consistently superior.
We investigated the performance of two common baselines, CNN-LSTM and CNN-LSTM-SA (see figure 2 as well as appendix A.3 and A.4). While FiLM consistently outperforms both baselines as expected, the supposedly superior CNN-LSTM-SA (Yang et al., 2016; Johnson et al., 2017a) does not always improve upon the results of CNN-LSTM. However, CNN-LSTM-SA in some cases shows stronger generalization to the test distribution, whereas performance always drops for CNN-LSTM. We note, though, that it is unclear whether the ability to generalize is expected of a system that does not fully solve a task to begin with.
Failure to learn relational statements. Surprisingly, we find that, with the exception of SIMPLE-SPATIAL, FiLM struggles to learn anything when trained on the various datasets requiring some form of relational reasoning (see figure 2 ): RELA-TIONAL, IMPLICIT-RELATIONAL and SUPERLA-TIVES (referred to as RELATIONAL-LIKE below). We also tried subsets of relations in RELATIONAL (e.g., only spatial relations), with the same result. The only exception is the simplistic two-object variant SIMPLE-SPATIAL. But even here, learning is comparatively slow and, after plateauing for around 50k iterations at ∼75%, reaches only ∼85% after 100k iterations (similar to baselines, although the curve indicates that performance is still improving). This further emphasizes the complexity for FiLM to learn relational statements. Training on a broader set of instances. Datasets like CLEVR consist of a mix of instance types requiring different understanding abilities. Our assumption is that the simpler instances help to stabilize and guide the overall learning process, so that the more complex instances are also learned eventually 2 , hence models are able to achieve close-to-perfect performance overall. We tested this assumption by training on a broader mix of EXISTENTIAL, LOGICAL, NUM-BERS, QUANTIFIERS in combination with some of the RELATIONAL-LIKE datasets (see figure 3 and appendix A.5). Indeed, FiLM is able to successfully learn mixer datasets involving one of the more difficult datasets, or two in the case of IMPLICIT-RELATIONAL and SUPERLATIVES. Augmenting with a simpler dataset. Additionally, we looked at the situation of a complex dataset paired with a simpler one, where instances of the latter can act as 'pedagogical' examples of a more general instance type (see figure 4) . First, the FiLM model reaches ∼95% accuracy on a dataset augmenting the complex RELATIONAL with the simple SIMPLE-SPATIAL dataset. Second, in the failure case of NUMBERS with overlapping objects, training on a combination with EXISTEN-TIAL instances (with overlap) helps the model to also solve instances of the former.
Improvements by mixing/augmenting are unstable. Further investigation reveals that this 'synergy effect' of combining different datasets is very sensitive to the composition of the training set. On the one hand, FiLM fails to learn most mixer datasets with two or more RELATIONAL-LIKE components (see figure 3 and appendix A.5). These results further indicate that RELA-TIONAL seems to be the most complex of the RELATIONAL-LIKE datasets. On the other hand, even a slightly unbalanced distribution of 45% or 60% SIMPLE-SPATIAL instances with 55% or 40% RELATIONAL shows no improvement above chance level (see appendix A.6). Moreover, instead of skewing the distribution, performance also stagnates when training on a combination with the more complex RELATIONAL-NEGATION instead of its negation-free variant (see figure 4) .
The effectiveness of pretraining. In another series of experiments we investigated whether pretraining on simpler instances can bootstrap a successful learning process on more complex datasets, which is the assumption underlying curriculum learning (Elman, 1993; Bengio et al., 2009) . For this, we take the model trained for 100k iterations on SIMPLE-SPATIAL and apply it to other RELATIONAL-LIKE datasets (see figure 4) . For both RELATIONAL as well as RELATIONAL-NEGATION we observe a sharp increase in performance at the start, reaching ∼95% accuracy after 100k iterations. We particularly want to draw attention to the fact that the pretrained model reaches and eventually surpasses its previous performance level of ∼85% after only 20k/40k iterations, despite the more complex instances. Note also that the model trained on RELATIONAL-NEGATION at some point seems to benefit from this dataset's increased complexity. Finally, we also confirmed that, in the case of overlapping objects, the system pretrained on EXISTENTIAL can subsequently also be trained to learn added NUM-BERS instances (see figure 4) .
Differences to findings for CLEVR
• Pretrained ResNet does not perform well.
• Overlapping objects can impede learning.
• Simple compositional generalization (simpler than CLEVR CoGenT) is learned perfectly.
• Relational statements are substantially more difficult to learn, at least in isolation.
• The presence of simpler instances likely benefits the learning of more complex ones.
• Performance on CLEVR does not transfer to all kinds of 'CLEVR-like' abstract data.
Besides ShapeWorld and CLEVR, there is a number of other abstract VQA-like datasets, most notably, the NLVR (Suhr et al., 2017) and the COG dataset (Yang et al., 2018) . Of these, COG is most similar to ShapeWorld in its explicit focus on providing a test platform for a variety of tasks, while NLVR uses crowdsourced captions and consequently makes controlling for certain instance types more difficult. Other examples include SHAPES (Andreas et al., 2016) and Sort-of-CLEVR (Santoro et al., 2017) , both of which act as proofs of concept in the respective paper. Automatically generated language(-like) data is sometimes used to analyze the algorithmic capabilities of neural network models to efficiently process data of a certain structure. From early investigations into the ability of LSTMs to handle various formal grammars (Gers and Schmidhuber, 2001) , to an analysis of stack-augmented RNNs (Joulin and Mikolov, 2015) , to recently published negative findings on the compositional skills of sequence-to-sequence models (Lake and Baroni, 2017) . Like ShapeWorld, the bAbI test suite (Weston et al., 2015) is an example of a more general and task-focused evaluation platform, using synthetic data for a range of targeted subtasks.
An alternative to automatically generating abstract data is to automatically modifying realworld datasets in a systematic way, with regard to evaluating a model's ability to spot invalid alterations. This can be seen as a form of 'lightly' artificial data for evaluation purposes. Hodosh and Hockenmaier (2016) investigate image captioning models by swapping, replacing or removing noun phrases. Similarly, Shekhar et al. (2017) replace nouns based on semantically related but incorrect words. Jia and Liang (2017) , in contrast, insert adversarially chosen distractor sentences into reading comprehension problems.
Besides multiple examples of a state-of-theart model with surprisingly low performance on such diagnostic datasets/modifications, other recent findings emphasize the need for a more thorough analysis of existing systems and results. On the one hand, there is a range of papers showing competitive performance of simple, sometimes trivial, baseline systems for supposedly difficult benchmark datasets (Poliak et al., 2018; Merity et al., 2018) . On the other hand, attempts to replicate experiments and large-scale comparisons of extensively tuned systems reveal the brittleness of many reported results/improvements (Melis et al., 2018; Lucic et al., 2017; Henderson et al., 2018) .
Discussion and conclusion
We have shown how the FiLM model is not able to learn to correctly understand relational statements when trained on a dataset of such statements only. Furthermore, we have investigated two mechanisms which help alleviate these difficulties: augmenting training data with instances that are easier to learn, and pretraining on such simpler instances before moving to more complex ones. The first approach turns out to be very sensitive to the precise composition of the training set, while the second one leads to more robust improvements in our experiments.
In essence, mixing instances ultimately results in big all-encompassing datasets for general tasks like VQA, where a variety of skills is assumed to be learned implicitly from a lot of input-output pairs. While our results confirm that this is possible (at least for synthetic data), they strongly question the robustness of this process. We showed how otherwise successful learning breaks down when the combined dataset is too complex or the mixing distribution is chosen wrongly. We emphasize that these findings are based on clean and controlled abstract data, while the situation is even more complex for real-world datasets.
Such sensitivity of the learning process to structural details of the training data is usually not considered, but might be able to explain some of the instability effects that are generally attributed to hyperparameter choice, random seeds, etc. Since it is hard to conceive how real-world data could ever be controlled to the degree possible with synthetic data, researchers should be more skeptical of complex architectures for only a single dataset, and instead encourage the reporting of negative instability/transferability results.
Our findings resulted from a careful in-depth analysis of a single model on a range of instance types and configurations, as opposed to a single dataset -even an explicitly diagnostic one, like CLEVR. This motivates our recommendation to abandon the idea of 'datasets as tasks', and to shift focus from model building to model analysis. As a way forward, our findings suggest the potential of curriculum learning as a more robust and effective alternative to bigger monolithic datasets. 47.5% 50% 52.5% 55% 57.5% 60%
