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a b s t r a c t
We consider the covariance matrix of the multinomial distribution. We suggest a new
derivation of inequalities for the eigenvalues of this matrix using a classical result on the
product of two positive semi-definite matrices.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The multinomial distribution is a probability distribution which is of theoretical importance in many statistical topics
including, for example, χ2 tests for goodness-of-fit or multinomial logit models. This distribution is still the subject of active
research as emphasized by the recent works of Anderson et al. [1], Chafaï and Concordet [2] or Nettleton [3], among many
others. Some works including Neudecker [4], Tanabe and Sagae [5] and Watson [6] have been more specifically devoted to
exploring properties of the covariance matrix of this distribution. More specifically, Watson’s paper includes a derivation of
inequalities for the eigenvalues of this matrix. He uses a result of Rao [7] in order to characterize these eigenvalues as the
roots of some equation. The goal of this short note is to provide an alternative derivation of these inequalities simply using
a result on the product of two positive semi-definite matrices.
Throughout this paper the notations are as follows. We denote by λ1(M) ≥ λ2(M) ≥ · · · λr(M) the eigenvalues of
any symmetric matrix M of order r . We consider X = (X1, X2, . . . , Xr)t having a multinomial distribution with n trials
and r possible outcomes, and we denote by D = diag(pi) the diagonal matrix of order r whose diagonal elements are the
probabilities of these outcomes with pi > 0 and
r
i=1 pi = 1. For simplicity of presentation we assume without loss of
generality that p1 ≥ p2 ≥ · · · ≥ pr .
The covariance matrix of X can be written as:
V = n(D− DeetD) (1)
where e is the column vector of all ones in Rr . Some preliminary results are provided in Section 2 while inequalities for the
eigenvalues of V are derived in Section 3.
2. Preliminary results
Lemma 1. If A is a positive semi-definite matrix of order r and B a positive definite matrix of the same order, we have:
λi(AB) ≤ λj(A)λk(B) (2)
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λr−i+1(AB) ≥ λr−j+1(A)λr−k+1(B) (3)
for any integers i, j, k such that j+ k ≤ i+ 1 with i ≤ r.
Proof. This result is a simple consequence of Theorem 2.2 of Anderson and Das Gupta [8].
Note that it was necessary for these authors to assume B positive definite in order to prove their theoremwhich provides
more general inequalities than (2) and (3). However, using a continuity argument for the eigenvalues of a matrix, it is
straightforward to see that (2) and (3) still hold when B is only a positive semi-definite matrix. 
Lemma 2. Let C = Ir − D1/2eetD1/2, where Ir is the identity matrix of order r and D1/2 = diag(√pi). Then C is a projection
matrix of rank r − 1 so that we have λi(C) = 1 for i = 1, . . . , r − 1.
Proof. Using etDe = 1, it is straightforward to see that we have (Ir−D1/2eetD1/2)2 = Ir−D1/2eetD1/2 so that Ir−D1/2eetD1/2
is a projection matrix.
It is obvious that for any column vector u in Rr we have:
(Ir − D1/2eetD1/2)u = 0⇔ u = α(D1/2e)
where α ∈ R so that the null space of C is of dimension 1. Therefore this matrix is of rank r − 1 and we have λi(C) = 1 for
i = 1, . . . , r − 1. 
3. Inequalities for the eigenvalues of V
Theorem 1. For i = 1, . . . , r − 1, we have:
npi+1 ≤ λi(V ) ≤ npi
and λr(V ) = 0.
Proof. Using (1) note that V can be written as V = nD1/2(Ir − D1/2eetD1/2)D1/2. From Lemma 2, we then see that V is
a matrix whose rank cannot exceed r − 1, so that λr(V ) = 0. Also note that V has the same eigenvalues as nDC with
C = Ir − D1/2eetD1/2 as defined in Lemma 2. Then using (2) with A = C, B = nD, j = 1 and k = iwe get:
λi(V ) = λi(nDC) ≤ λi(nD)λ1(C) (4)
for i = 1, . . . , r − 1. Similarly, using (3) with k = i− 1 and j = 2 we get:
λr−1(C)λr−i+2(nD) ≤ λr−i+1(V )
or equivalently:
λr−1(C)λi+1(nD) ≤ λi(V ) (5)
for i = 1, . . . , r − 1.
Note that λi(nD) = npi since the pi are assumed to be ranked in decreasing order. From Lemma 2, we have also λi(C) = 1
for i = 1, . . . , r − 1. Then inequalities (4) and (5) can be written as:
npi+1 ≤ λi(V ) ≤ npi (6)
for i = 1, . . . , r − 1.
Therefore we have one nonzero eigenvalue in each of the intervals [npi, npi+1] for i = 1, . . . , r − 1. Furthermore, if
pi = pi+1 we know that λi(V ) = npi. These results agree with those of Watson [6]. 
It is well known that the multinomial distribution is close to the multivariate normal distribution for large values of n (in
the sense of weak convergence). This multivariate normal distribution is degenerated and entirely contained in an (r − 1)-
dimensional space since λr(V ) = 0. When considering concentration ellipsoids in this space, Theorem 1 can be used to get
information on the squared lengths of the principal axeswhich can be simply expressed in terms of the non-zero eigenvalues
of V .
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