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RÉSUMÉ 
L'évolut ion de la taille d 'une population peut être retracée à partir d 'un échant illon 
de séquence d 'AD . Dans cette t hèse, nous proposons une nouvelle méthodologie 
non param 'trique basée sur une stratégie d 'échantillonnage pondéré (Importance 
Sampling) qui permet d 'explorer de tels historiques démographique . L'essence 
de la méthode est de simuler un grand nombre de généalogies en utilisant le 
proces u d coalescence , où l'information fournie par ces g' néalogies est combinée 
en utilisant les poids de cet échantillonnage pondéré. 
En premier , nou proposons la méthode skywis plot qui débute par l'estimation de 
la taille de la population effective pour chaque généalogie, pour chaqu intervalle 
de temps pr'défini , appelé époque ; ensui te, une moyenne pondérée de ces tailles 
de population estimées est calculée. Ainsi, les généalogies qui sont le plus n 
accord avec les données ont un poids plus élevé. Nous avons aussi généralisé notre 
méthodologi au cas d 'un échantillonnage en série. Cela a nécessité la mise en 
œuvre d 'un stratégie d 'échantillonnag effi cace qui p rm t de tenir compte de 
cette réali té qui est très utilisée, notamment dans le cas de virus qui évoluent 
rapid rn nt comme le VIH. 
Ensuite, nou proposons d 'améliorer la performance de la méthode skywis plot à 
traver une procédure itérative appelée iterative calibrated skywis plot ; la taille 
de la population effective est approximée par une fonction en escalier , qu 'on r ' -
estime après chaque itération en utilisant la méthode calibrated skywis plot. Ces 
fonction en escalier sont utilisées pour générer les temp d 'attente d 'un processu 
de Pois on non homogène (coalescence avec mutation) sous un modèle avec une 
taille d population variable. Cela nou a aussi amené à adapter la di tribution 
proposée de Stephens et Donnelly (2000). 
Mots clés : hi torique démographiqu , 'chantillonnage pondéré, processus de coa-
lescenc , skywis plot , échantillonnage hétérochrone, processus non homog'ne. 
INTRODUCTION 
Les séquences d 'AD contiennent de l'information sur l'historique démographique 
de la population où les séquences ont été échantillonnées. Ainsi, avec la disponi-
bili té de séquence complète de plu ieur génomes de virus, le problème de l'esti-
mation de la taille de la populat ion est devenu un sujet important en statistique 
génétique, avec de applications pratiques qui permettent , par exemple, de pré-
dire l'évolution des virus, d 'étudier le lien entre les événements démographiques 
et climatiques, ou encore retracer la t ran mission et la propagation des virus. 
Dans cette t hèse, nou proposons une nouvelle méthodologie non paramétrique 
flexible où la connaissance de la fonction analytique qui régit la taille de la popu-
lation effective n 'est pas nécessaire. 
Dans le premier chapit re, nous présentons les concepts de base d la biologie mo-
léculaire, dont le but est de familiari er le lecteur avec les termes néces aires à 
la compréhen ion des mécanismes d 'évolution virale, comm la mutation qui est 
au cœur du suj et traité. Nous décrivons ensui te au chapitre 2 la théorie de coa-
lescence, en commençant par le processus de coalescence classique qui suppose, 
entre autres, que la taille de la population reste constante à t ravers le t emps. Cet te 
hypothèse e t n ui te levée en pr ' ntant le processu de coalescence dans le cas 
où la taille d population effective est variable, ainsi qu 'en présence de la recombi-
naison. Au chapi t re 3, on s'intére e aux méthode qui permettent d 'approximer 
la vraisemblance L(B) en ut ilisant l'échantillonnage pondéré. En par t iculier , on 
décrit en détails la di tribution proposée par Stephens et Donnelly (2000), qui 
permet de simul r des généalogi s de manière efficace. Le chapi tre 4, quant à lui , 
2 
décrit le méthodes non paramétriques appelées skylin e plot qui permettent d 'es-
timer la taille de la population effective. En effet , notre méthodologie peut être 
considérée comme une amélioration de la méthode skyline plot classique. 
Les chapit res 5 et 6 ont constit ués de deux art icl s sei nt ifiques en langue anglaise, 
qui présentent no nouvelles méthodes . Le chapi t re 5 décrit la méthode skywis plot 
qui s 'appuie sur la simulation d 'un grand nombre de généalogies en utilisant un 
échantillonnage pondéré. Ainsi, la taille de la population effective est d 'abord es-
t imée pour chacune des généalogies sur un nombre donné d'époques; ces époques 
sont obtenues par cumul de temp de coalescenc . En ui te , une moyenne pondérée 
des est imés de la taille de la populat ion effective e t calculée pour chacune des 
époques, où le poids uti lisés sont issus de l 'échantillonnage pondéré. otre mé-
thode permet notamment d 'affecter un plus grand poids aux généalogies 1 s plus 
vraisemblables av c les équ nees échant illonn 'e . De plus, notr rn' thoclologie 
est généralisée au cas d 'un échant illonnage hétérochrone. À cet effet , un nouvelle 
fonction d 'importance est propo ée afin de simuler de généalogies clans un cadre 
où le équence étudiées sont échantillonnées à de intervalles de temp a sez im-
portants . Ainsi, nous montrons par simulation qu 'un échantillonnage h 'térochrone 
permet d 'améliorer la quali té de l 'e t imation cl l'historique démographique quand 
on se rapproche de l'ancêtre commun. otons que cet article a été publié dans la 
revue Frontiers in Genetics, section Evolutionary and Population Genetics. 
Le chapit re 6 décrit, à t ravers un deuxième art icl scient ifique à paraît re dans 
la r vue Th eor tical Population Biology la méthode appelée it erative calibrated 
skywis plot ; cette méthode permet d 'améliorer la p rformance du skywis plot dans 
le cas d 'une évolution t rè rapid cl la taill cl la population effective. Cela est 
réali é en approximant au préalable la taille de la population par un modèl où la 
taille de population est variable, mai con tante par intervalle. Dans ce cas , le taux 
de coalescence t différent d 'un intervalle à un autre, ce qui a nécessité d 'adapter 
3 
la fonction d 'importance de Stephens et Donnelly (2000) à cette problématique 
où le processus d 'arrivée des événements (coalescence ou mutation) devient non-
homogène. 
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CHAPITRE I 
MÉCA ISMES D'ÉVOLUTION DES VIRUS 
Ce chapitre vise à présenter les concepts de base de la biologie moléculaire, ainsi 
que les mécanismes d 'évolution virale comme la mutat ion , la recombinaison et le 
réassort iment . Le lecteur peut t rouver plus de détails dans Holmes (2009). 
1.1 Rappels de biologie moléculaire 
1.1.1 L'AD 
L'information régissant les caractéristiques de tous les organismes est stockée dans 
une longue molécule d 'acide désoxyribonucléique (ADN) qui se présente sous forme 
de deux chaînes de nucléotides , les brin . Chaque nucléotide est identifié par la 
base azotée qu'il contient ; il exi te quatre principales ba es azotées présentes dans 
l 'ADN : l'adénine (A), cytosine (C) , guanine (G) et thymine (T) . On note que 
chaque gène correspond à une séquence préci e d 'ADN. Sur chaque brin d 'AD , 
les nucléotides sont liés entre eux par des liaisons 5 -3' phosphodiester entre le 
groupe phosphate d 'un nucléotide et le sucre d 'un autre nucléotide. La lecture de 
ces brins s'effectue dans le sens 5' ver 3 ' (voir figure 1.1 ). 
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Figure 1.1: Appariement des bases azotée de l'ADN . Tiré à partir de : 
http://pta.nbed.nb.ca/bio/ Bio\%2053411/Module\%204/ notes4.1.html 
1.1.2 L'ARN 
L'acide ribonucléique (AR ) e t une molécule simple brin qui possède une truc-
ture similaire à l 'AD . Le processus de transfert d 'information entre l 'AD , 
l 'AR et le protéines est app lé transcription. Au cours de la transcript ion , la 
séquence d 'AR messager (ARI rn) obtenu t une copie simple brin linéaire de 
l 'AD dit codant , en remplaçant la Thymine (T ) par l 'Uracile (U). Le enzyme 
qui effectuent cette copie AD ---+ ARN s appellent des AR polym'rases. 
D 'aut res types d 'AR dits de structure (non codants) peuvent également être 
synthéti és . Par exemple, les AR de t ransfert (AR t) portent de acide aminés 
et p rmettent leur incorpora tion dans 1 s prot' ines. Les acides aminés sont d s 
molécule qui ntrent dan la compo it ion d protéines. Chaque acide aminé e t 
représenté par au moins un codon , qui à on tour est sous form d 'une séquence 
de troi nucléotide . 
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1.2 Introduction aux virus 
Un virus est une entité biologique qui nécessite une c llule hôte dont il ut ilise 
les constit uants pour se mult iplier . Le génome viral est constit ué oit d 'ADN ou 
d 'AR r qui peuvent être simple brin ou double brin. On peut aussi distinguer les 
virus selon les caractéri tiques phy iques des virions1 : 
• virus nu ou enveloppé ; 
• virus à symétrie hélicoïdale ou icosaédrique; 
• virus à génome linéaire ou circulaire, segmenté ou d 'un seul tenant. 
Le génome est entouré d 'une coque d protéines appelée la capside dont la forme 
est à la base des différentes morphologi s des virus. La taille des virus e sit ue 
entre 10 et 400 nanomètres2 (nm) et le nombre de gène ur les génomes des viru 
peut varier de 1 à 1 200 . Le plus petit virus connu est le viru delta, qui parasite 
lui-m~ me celui de l'hépatite B, et ne comporte qu'un seul gène; le plu gros virus 
connu e t le mimivirus, avec un diamètre qui atteint 400 nanomètres et un génome 
qui comporte 1 200 gènes . 
Selon Lwoff (1957), un viru possède les caractéristiques suivantes : 
• il ne contient qu'un seul type d 'acide nucléique (AD ou ARN) ; 
• il y a mul t iplication de on matériel génétique· par contre, il n 'y a ni crois-
1 Le virion con t i t u la forme infectieu e d 'un vi ru , c 'e t-à-di r la forme ou laquelle il 
pénètre dans la cellule. 
2 Un nanomètre = un milliard ième de mètre = 10- 9 m. 
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sance ni fission3 des virus; 
• il ne possède aucune des enzymes nécessaires pour produire de l 'én rg1e ou 
pour se mul t ipli r; 
• il est un parasite int racellulaire ; pour e reproduire, un v1ru doit impé-
rativement pénétrer une cellule, détourner sa machinerie enzymatique afin 
qu'ell produis les protéines du virus puis quitter la cellule et en infecter 
une autr . 
La figure 1.2 permet de visualiser et de comprendre la terminologie des différent 
constituants d 'un virus. 
Dans le cas des viru comme le VIH , l 'ARN constitue le génome, alor que chez 
la grande majorité des organismes, c'est l 'ADN qui remplit cette fonction. Ainsi, 
les virus peuvent j u tement être différenciés par type de génome (tableau 1.1). 
Tableau 1.1: Cla ification de v1ru par type de génome 
doubl db) db) 
simple brin (ADNsb) simple brin à polari té négative(ARNsb-) 
simple brin à polarité posit ive (ARNsb + ) 
On note qu 
différentes : 
génome des v1rus à AR peut être codé dans deux directions 
3La fission est un type de division d 'une cellule parentale pour former deux c llules. 
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• soit les gènes sont stockés dan la direction 5' ---+ 3' (polarité posit ive) , 
comme celle dans laquelle les gènes sont codés dans l 'ARN messager des 
cellules ; 
• soit ils sont stockés dans la direction opposée (polari té négative). 
B 
1. Capside 
2. Acide nucléique 
3. Unité de structure 
4. Nuclé ocapside 
S. Vtrion 
6. Enveloppe 
7. Spicule 
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Figure 1.2: Schéma d 'un virus. A) Virus nu . B) Virus enveloppé. Adapté à partir 
de: http://commons .wikimedia.org/wiki/File:Virion.png. 
1.3 Les mécanismes de variabilité génétique 
La variation est la bas de 1 'évolution de toutes les formes de vie. Le viru utili ent 
toutes les stratégies pos ibles de la variation afin de rester en avance sur leur hôte . 
La variation crée de nouveaux génotypes qui aident le virus à s 'adapter rapidement 
à des conditions environnementales qui changent. La mutation , la recombinaison 
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et le réassort iment ont quelques mécanismes par l squels les viru créent de la 
variation. 
1.3.1 Mutation 
N' importe quel changement dans le matériel génétique (ADN, AR ) qui pourrait 
être transmis à la g' nération suivante est considér' comme étant une muta tion. 
Les mutations se produisent principalement grâce à des erreurs lors de la réplica-
t ion de l 'acide nucléique. Le taux de mutation dépend du type d 'acide nucléique; 
cont rairement à l 'ADN polymérase où les erreurs de réplication sont rares, les 
erreurs de réplication ont beaucoup plus fréquentes pour l 'ARN polymérase. La 
sub t it ut ion e t un typ cl mutation ponctuelle qui e t radui t par le remplace-
ment d 'un nucléotide par un autre. Une substit ution qui s'effectue entr une base 
purique vers une base purique (A, G) ou d 'une base pyrimidique (C, T , U) à une 
autre base pyrimidique est appelée transition (A H G ou C H T ), par contr l 
remplacement d 'une ba e purique par une ba pyrimidique ou l 'invers t appelé 
t ransversion (AH C , CH G, G H T ou AH T ). 
Il existe deux autres types de mutation nucléotidique (figure 1.3) : 
• insert ion : revient à l 'ajout d 'au moins une base clans la séquence ; 
• délétion : un autre type de mutation qui corre pond à la pert cl 'un ou de 
plusieur nu léoticles. 
La division entre le virus AR et ADN en t rmes de taux de mutat ion t r -
flété par leurs taux cl ubstitution nucléotidique, qui peut différer jusqu'à 6 fois. 
Une preuve tangible de la rapidité de la substit ution nucléotidique dans l s virus 
AR e t que ce proces us peut être souvent observé en temp réel, implement en 
analysant les longueurs des branches des viru échantillonnés à différents temps 
(Drummond et al., 2003b,a). Par conséquent , plu ieur virus ARN évoluent ur 
CTGG~ 
CTGGGIG 
CTGGAG 
CTG~G 
C~G 
CTAG 
Substitution 
Insertion 
Délétion 
F igure 1.3: Types de mutations ponctuelles 
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une échelle de temp qui peut être enregistré par une ob ervation humaine. Les 
taux de substitution nucléotidique des virus AR qui ont été étudiés jusqu 'à pré-
sent varient ent re 10- 2 et 10-s (substitution/ site/ an) (Hanada et al. , 2004; Jenkin 
et al. 2002). 
1.3.2 Recombinai on et réassortim nt dans l 'évolution des viru ARN 
Bien que la mutation soit la source principale de la variabili té g' nétique, il y a 
de plu en plu de travaux qui sugg' r nt que la recombinaison et le processu de 
réassort iment peuvent , dan certain ca , jouer un rôle significatif dans la mise 
en forme des « patterns» de la cliver ité génétique dans les viru AR (Holmes , 
2009). 
Le proces us de recombinai on perm t d 'échanger un fragment d 'acide nucléique 
entre deux 'qu nees d 'ADN / AR (figure 1.4). Ce type de recombinai on peut 
être homologue 'il se produit entre des régions de séquences homologues ou non 
homologue lorsque le matériel génétique e déplace entre des r 'gions génomiques 
disjointes. 
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La recombinaison permet notamment aux viru d 'éliminer les erreur de r'plica-
tion et à faire converger les souches virales. La recombinaison est ob ervée principa-
lement entre les virus à AR qui leur permet de changer rapidem ent la virulence. 
Le taux de recombinaison est exprimé en nombr d 'enjambements (cro over) par 
génome viral par réplication (par exemple, pour le VIH-1, on a 2.8 11 cro sovers 11 
par génome, par cycle) . 
Il est important de faire la distinction entre la recombinaison , qui théoriqu ment 
p eut se produire dans tous les virus AR , et le réassort iment , qui se produi t sur 
un sous ensemble de virus ARr qui possèdent des génomes segm ntés- constit ués 
d e plusieurs fragment - (voir les figures 1.4 et 1.5 ) . Bien que le deux processu 
puissent être p erçus comme une forme de reproduction sexuell a u sens large, 
et exigent deux virus pour co-infecter la même cellule, ils sont mécaniquement 
très différents.La recombinaison dans le viru AR se produit lorsque deux virus 
co-infectent la même cellul et une molécule hybride est produite à travers un 
proce sus appelé réplication par choix de copie (Lai, 1992). 
Le processus de réassortiment se produit seulement sur de v1ru ARN egmen-
té . Dans ce cas , deux virus co-infectent une même cellule et les réassortis sont 
formés lorsque le segments du virus d sc ndant proviennent de c ux d ancêtr s 
différents. 
Bien que le virus ARN et AD sb soient oumis aux mêmes proce u d 'évolution 
de base que les autre organismes , on pourrait dire qu 'ils occupent une région 
d 'espace paramétrique d 'évolut ion très différente des virus AD Tdb. Le tableau 
suivant résum ces différences. 
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Tableau 1.2: Différence entre les virus AR et AD Tsb 
ARN et ADNsb ADN db 
Taux de mutation élevé (par nt) Faible taux de mutation 
Taille de génome rédui te ( < 32 000 nt) Grande taille du génome 
Grandes tailles de population (touj ours) La taille de la population est faible 
Duplication des gènes non fréquents Duplication des gène fréquent 
En général, faible taux d recombinaison recombinaisons fréquentes 
Dans cette t hèse , on s 'intéresse à l 'estimation de la taille de population d v1rus 
AR ; or les virus AR sont caractérisés par un taux de mutation ' levé t un 
longueur de équence rédui te. Ces propriétés coïncident avec les hypothès s d 'un 
modèle de mutation à sites finis décrit plus loin à la section 2.3. 
Notre méthode qui permet d 'estim r la taille de population effective dans le cas 
de modèles de mutat ion à ite fini est basée essent iellem nt sur la théorie de 
coalescenc que l 'on d ' crit à la section suivante. 
--------------- ---------------------------------------------------------------------------------------------
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Virus 1 Virus 2 
e 
Co-infection d'une ce ll ule 
Ce ll ule 
Virus issus d'une recombinaison par 
choix de copie à partir des virus 1 et 2 
Figure 1.4: Illustration d'une recombinaison de viru ARN par "choix de copie". 
À part ir de deux virus qui co-infectent une cellule, les virus répliqués sont soit 
du même type que les virus originaux, soit des combinai ons des virus originaux. 
Adapté à partir de Holmes (2009). 
Virus 1 Virus 2 
Co-infection et réassort iment 
Virus issus d'une recombinaison de deux 
virus segmentés par réassorti ment 
15 
Figure 1.5: Illu tration d 'une recombinaison de virus ARN à génomes segmentés . 
À part ir de deux virus qui co-infectent une même cellule. Le réassort iment crée 
de nouvelles configura tions génétiqu des virus AR en échangeant des segments 
provenant des deux virus originaux. Adapté à part ir de Holmes (2009). 

CHAPITRE II 
U APERÇU SUR LA THÉORIE DE LA COALESCENCE 
2.1 Introduction à la théorie de la coalescence 
Le processus de coalescence perm t de mod ' li er la gén ' alogie de équ nees d 'AD 
de manière rétro pective ; c'est-à-dire, en disposant d 'un échantillon d équence , 
la généalogie est recréée en remontant dan le temps, du présent vers le passé. 
Chaqu séquence de l'échantillon de tai lle n , choisit ses parents de manière aléa-
toire parmi les séquences de la génération précédente. Lor que deux séquence 
choisi sent le même parent , on dit que les lignées coalescent. Ainsi, on arrive 
toujours à trouver le plus récent ancêtr commun pour l'échantillon en entier , le 
MRCA (Most Recent Common Ancestor) , au bout de qu lques générations. La 
figur 2.1 illustre ce que nous venons de décrire. Dans ce qui sui t, on supposera 
que l 'on dispose d 'une population haploïde1 de taille 2N. 
Dans sa form e la plus sim pl , la théorie de coalescence est basée sur les propriét 's 
du modèle de Wright-Fi her ur une population haploïde. Le modèle de Wright-
Fi her int roduit par Wright (1931) et Fisher (1930) , est un modèle de reproduction 
génétique de ba e qui décrit l'évolution d'une population id ' ale. Le modèle suppose 
une taille de population con tante, pas de recombinai on , pas de éle t ion et pas 
1Chaque individu de la population qu nous étudions descend d 'un seul parent . 
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de mutation. On suppose en plus que les générations ne se chevauchent pas ; ce 
qui veut dire que tous les individus (séquences) d 'une même génération ont une 
espérance de vie égale. 
MRCA 
2 3 4 5 6 78 
Figure 2.1: Généalogie d 'une population de 8 séquences. Dans la part ie gauche de 
la figure, les rectangles rouges représentent l'échant illon des séquences (dernière 
ligne) et leurs ancêtres pour une population de taille fixe 2N = 8, sur 11 géné-
rations. La part ie droite de la figure, résume l 'information sur la connexion des 
séquences ainsi que les temps de coalescences , sous la forme d 'un arbre. 
Dans ce qui sui t , nous présentons brièvement les résultats de la théorie de coa-
lescence int roduite par Kingman (1982a,b), qui sont directement liés à notre re-
cherche (Chapit res 5 et 6) . 
2.1.1 Coalescence à temps discret 
On commence par considérer le cas de deux séquences, et on décrit la loi de proba-
bilité du temps d 'attente pour que deux séquences t rouvent un ancêtre commun, 
le MR CA . 
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La probabili té que deux séquences aient le même ancêtre dans la génération pré-
cédente est 1/ (2N) : la première séquence choisit son parent librement , et la 
deuxième séquenc doit choisir le même parent. Puisque l s générations sont in-
dépendantes , la probabilité que deux séqu nees trouvent un ancêtre commun, j 
générations dans le passé est 
En effet, dans l s (j - 1) premières g' nérations, le séquences choisissent de 
ancêtres différ nts, puis choisissent le même ancêtre à la génération j. Ainsi , le 
temps de coal scence T2 pour que deux séquences trouvent un ancêtre commun 
sui t un loi g' ométrique de paramètre (1 / 2N) 
( 
1 )j-l 1 
P(T2 = j) = 1 - - -. 2N 2N j = 1, 2, ... (2.1) 
On a, par conséquent 
E(Y. ) - 1 = 2N génération , 2 
- (1/ 2N) 
ce qui veut dire que le temps moyen pour que deux séquences t rouvent le MRCA 
est égal au nombr d séquences dans la population. 
Considérons maintenant qu 'on dispose d 'un échant illon de séquences de taille k 
et soit P(k) , la probabilité que les k séquences aient k différents ancêtres dans la 
génération précédente. 
D'après la section précédente, la probabilité que deux séquences aient un an-
cêtre différent e t égale à ( 1 - ( 1 / 2N)). La probabilité que trois séquences ne 
descendent pas du même parent , est 'gale (1 - (1/ 2N)) x ((2N- 2)/2N)) . Le 
terme ((2N- 2)/2N)) représente la probabilit' que la troisième séquence ait un 
ancêtre différent des deux premières. Cela donne 
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P(3) = ( 1 - 2~ ) x ( 1 - 2~ ) . 
En utilisant le même raisonnement , on aura , pour k 2:: 2, 
k- 1 
P( k) = 2N - 1 x 2N - 2 2N - k + 1 = II (1 - ~) 
2N 2N x .. . x 2N 2N 
i = l 
k - l i ( 1 ) ( k) 1 ( 1 ) 
= 1 - 8 2N + 0 N2 = 1 - 2 2N + 0 N2 , (2.2) 
t el que 0 ( ~2 ) regroupe tous les termes divisés par N 2 ou par n 'importe quelle 
puissance de N supérieure à deux. Cette approximation est équivalente à ignorer 
la possibili té d 'avoir plus qu 'une paire de séquences qui trouve un ancêtre commun 
à la même générat ion. Ain i, en supposant que k est négligeable par rapport à N 
(k « N ), la probabilité pour qu 'il n 'y ait pas d 'événement de coalescence est 
1- (~) 2~; 
par conséquent , la probabilité pour qu 'un événement de coalescence se produise à 
une générat ion donnée , en présence de k séquences , est 
(k) 1 2 2N . 
Soit Tk, le nombre de générations jusqu 'à l'obtention d 'un premier événement de 
coale cence en présence de k séquences . La probabili té que deux équences parmi 
k t rouvent un ancêtre commun {Tk = j} , j générations dans le passé est : 
(2.3) 
et Tk suit approximativement une loi géométrique de paramètre (~) 2~ ; de plus, 
T2 , . . . , Tn sont des variables indépendantes. 
21 
2. 1.2 Coalescence en temps continu 
Dans le modèle de Wright-Fisher , le temps est mesuré de façon discrète (géné-
rations) . Il est par contre plu avantageux pour des raisons conceptuelles et de 
calcul , de considérer une approximation en temps continu. 
L'échelle de temps choisie correspond au temps moyen pour que deux séquences 
trouvent un ancêtre commun (2JV, d 'aprè la section précéd nte). En effectuant 
cette transformation, le processus de coal scence devient indép ndant d la taille 
de la population , car le temps moyen pour que 2 séquences trouvent un ancêtre 
commun est 1. Afin de déduire le proce sus de coalescence en temp continu , 
on po et = j / (2N) où j est mesuré en générations (Hein et al. , 2005). Ainsi, 
en présenc de k séquences dans la généalogie , Tk suit une loi exponentielle de 
paramètre ( ~) , ce qui donne 
P (Tk ~ t) = 1 - exp ( - (~) t) . (2.4) 
2.1.3 Mesures d la taille d 'un généalogie 
Deux quantités d 'intérêt qui me urent la taille d 'une généalogie ont : le temps 
total jusqu 'à Ce qu l'on trouve l'ancêtre COmmun , rn IRCA, et la longueur globale 
de toutes les branches dan lag' n 'alogi , T totai (Wakeley , 2008). T rvrR A représente 
la omme de temps d 'attente (voir figure 2.1) 
n 
TrvrRCA = L Tk. 
k=2 
(2.5) 
Le calcul de l 'e pérance et de la variance de rn m A développé i-des ou est basé 
sur le fait que le Tk uivent des lois exponentielles indépendantes, de paramètres 
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(k(k- 1)/2). Ainsi, l'espérance du temps de l ' anc ~ tre commun est donné par : 
(2.6) 
et la variance du temps T MRCA e t donnée par : 
On voit facilement qu 'on a 1 s deux propriétés asymptotiques suivantes (Wakeley, 
2008) : 
• l 'espérance du temp jusqu 'à l'ancêtre commun, E (Tr..I!RcA) , converg vers la 
valeur 2 · 
• limn--4 V ar('n ,fRCA) = 8 (1r2 / 6 - 1) - 4 ~ 1.16. 
Rappelons que E(T2 ) = 1, ce qui ignifie que le temp moyen pour av01r un 
événement de coalescence, lorsqu seulement d ux séquences sont pr 's ntes dans 
la généalogi , re pré ente environ la moitié de la hauteur de la gén ' alogie. 
La deuxième quantité d ' intér ~ t est la longueur totale des branches d la généalogie, 
T Totai, qui est calculée en pondérant le temp de coalescence en pr ' ence d 'un 
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certain nombre d 'ancêtres par le nombre d 'ancêtres présents au temps respectif. 
n 
TTotal = L kTk. 
k=2 
(2.8) 
L'espérance de la longueur totale des branches de la généalogie est donné par 
( 
n ) n 2 
E(TTotai) = E ~ kTk = ~ k _ 1 . (2.9) 
E(TTotai) , se comporte comme 2(log(n) + 1) (Wakeley, 2008) , où 1 ~ 0.577216 
représente la constante d 'Euler , qui se définit comme 
1 = lim (t 1/k - log(n) ) . 
n --+oo 
k= 2 
(2 .10) 
L'équation (2.9) montre que l'espérance de la longueur totale des branches d 'une 
généalogie , E(TTotai), croît sans limite en fonction de n. De plus, la variance de 
TTotai peut être facilement calculée : 
n - l 1 
V ar(TTotal) = 4 L k2 , 
k= l 
dont la limite est ~7ï2 lorsque n --+ oo. 
2.1.4 Modèle de Wright-Fisher avec mutat ion 
(2.11) 
Le modèle de Wright-Fisher de base est un modèle de reproduction sans aucune 
information sur le type génétique. On pourrait imposer un processus de mutation 
par dessus le modèle de reproduction , en supposant un modèle d 'évolution neutre. 
On suppose qu 'un événement de mutat ion se produit avec une probabilité f.J, , ce 
qui veut dire qu 'une s' quence peut êt re copi ' e sans modification (ou erreur) avec 
une probabilité 1 - f.J,. 
Sous un modèle à sites finis, une position sur la équence est choisie aléatoirement 
et une mutation se produit en cette position selon un modèle spécifié. Toutes 
2 4  
l e s  m u t a t i o n s  v o n t  ê t r e  s u p p o s é e s  n e u t r e s  d a n s  l e  s e n s  o ù  l e  t y p e  d ' u n e  s é q u e n c e  
p a r e n t  d a n s  u n e  g é n é r a t i o n  n ' i n f l u e n c e  p a s  l a  p r o b a b i l i t é  d e  l ' a p p a r i t i o n  d ' u n  
m u t a t i o n  p o u r  l a  s é q u e n c e  e n f a n t  d e  l a  g é n é r a t i o n  s u i v a n t e .  
L a  p r o b a b i l i t é  d ' a v o i r  u n e  m u t a t i o n  p o u r  l a  p r e m i è r e  f o i s  s u r  u n e  l i g n é e  d o n n é e ,  
j  g é n é r a t i o n s  d a n s  l e  p a s s é  e s t  d o n n é e  p a r  
P ( T M  =  j )  =  p , ( 1 - p , ) j - l ,  j  =  1 ,  2 ,  . . .  
( 2 . 1 2 )  
o ù  T M  r e p r é s e n t e  l e  n o m b r e  d e  g é n é r a t i o n s  j u s q u ' a u  p r e m i e r  é v é n e m e n t  d e  m u t a -
t i o n  ( T M  s u i t  u n e  l o i  g é o m é t r i q u e  d e  p a r a m è t r e  p , ) .  
C o m m e  p o u r  o b t e n i r  l a  l o i  d u  t e m p s  d e  c o a l e s c e n c e  T k  e n  t e m p s  c o n t i n u e ,  l ' a p -
p r o x i m a t i o n  d e  T M  e n  t e m p s  c o n t i n u  e s t  o b t e n u e  e n  p o s a n t  t  =  j  / 2 N  e t  e  =  4 N  p ,  
t e l  q u e  j  e s t  m e s u r é  e n  u n i t é s  d e  2 N  g é n é r a t i o n s .  S u i t e  à  c e l a ,  e t  e n  s u p p o s a n t  
q u e  2 N  e s t  g r a n d  ( N - - +  o o ) ,  o n  a :  
P (  
.  .  e  
T M : : ;  J )  =  1 - ( 1 - p , ) J  =  1 - ( 1 - 4 N ) 2 N t  ~ 1 - e - Ot / 2 ,  ( 2 . 1 3 )  
L e  p a r a m è t r e  e  r e p r é s e n t e  l e  t a u x  d e  m u t a t i o n  d e  l a  p o p u l a t i o n  :  i l  s ' i n t e r p r è t e  
c o m m e  l ' e s p é r a n c e  d u  n o m b r e  d e  m u t a t i o n s  s é p a r a n t  u n  é c h a n t i l l o n  d e  d e u x  s é -
q u e n c e s .  
E n  p r é s e n c e  d e  k  l i g n é e s ,  l e  t e m p s  d ' a t t e n t e  j u s q u ' a u  p r e m i e r  é v é n e m e n t  d e  m u -
t a t i o n  d a n s  n ' i m p o r t e  l a q u e l l e  d e s  k  l i g n é e s  v a  s u i v r e  u n e  l o i  e x p o n e n t i e l l e  d e  
p a r a m è t r e  k e  / 2  e n  s u p p o s a n t  q u e  l e s  k  l i g n é e s  m u t e n t  d e  f a ç o n  i n d é p e n d a n t e .  
D e  m ê m e ,  s i  o n  c o n s i d è r e  q u e  l ' o n  a  d e s  é v é n e m e n t s  d e  c o a l e s c e n c e  e t  d e  m u t a t i o n  
i n d é p e n d a n t s ,  a l o r s  l e  t e m p s  d ' a t t e n t e  j u s q u ' a u  p r e m i e r  é v é n e m e n t  s u i t  u n e  l o i  
e x p o n e n t i e l l e  d e  p a r a m è t r e  :  
(
k)  k e  =  k ( k - 1  +  e ) .  
2  +  2  2  
( 2 . 1 4 )  
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D 'après ce qui précède, le prochain événement e t une coalescence avec la proba-
bi li té 
(~) 
(~) + ~ 
k - 1 
k- 1 + e' 
et un événement de mutation avec la probabili té 
k - 1 e 1- =----
k- 1 + e k - 1 + e 
(2. 15) 
(2. 16) 
On note qu la paire de lignées qui fusionnent est choisie aléatoirement parmi 
toutes les paire t la mutation est choisie aléatoir ment parmi les k lignées. 
2.2 Algori thme de simulation d 'évolution de équences 
Dans notre recherche, nous avons r cours à la simulation d 'historiques. Ainsi, la 
simulation de tels historiques d '' chantillons est très importante pui que : 
• plusieurs quantités d 'intérêt ne peuvent être calculées explicitement , ce qui 
nous oblige à recourir à la simulation ; 
• la simulation donne une int ui t ion sur la dynamiqu du processus de coales-
cence t du processu de mutation ; 
• une bonne imulation d 'historique d 'échant illon devient un enj eu majeur 
pour le procédures inférentiell s. 
On note que la imulation de l'hi torique d 'un en mble cl séquences fait tou-
jours du présent ver le pas é, ce qui a comme avantag de suivre seul ment le 
ancêtres de l'échantillon considéré, plutôt que ceux de la population ent ière . P our 
cela, on utili e en général cl ux algori thmes : 
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• un algorithme basé sur les équations (2. 14), (2. 15) et (2.16) , noté algo-
rit hme 1 ; 
• un algori thme, qui ut ilise le fait que les mutation pourront être ajoutées 
sur la généalogie une fois que celle-ci a été simulée ( algorit hme 2). Cet te 
supposition est valable dans le cas où proces us de mutation est neutre, et 
sera utilisée tout au long de la t hèse. 
Algorithme 1 
1. poser k = n , où n est la taille de l'échant illon ; 
2. simuler le temps du prochain événement selon une loi exponent ielle de pa-
ramètre 
k(k- 1 + ())/2; 
3. on considèr qu 'on a un événement de coalescence avec une probabili té 
(k- 1)/(k- 1 + ()), 
et un événement de mutation avec une probabilité 
() j(k- 1 + ()); 
4. selon le résultat à l 'étape 3 : 
(a) on choisit aléatoirement une paire à coalescer et on pose k --7 k - 1, s' il 
s'agit d 'un événement de coale cence; 
(b) on choisit aléatoirement une lignée à muter et on laisse k inchangé , 
dans le cas où un événement de mutation se produit ; 
5. on revient à l'étape 2 si k > 1, sinon fin de l'algorit hme. 
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La deuxième méthode qui p rmet de simuler un historiqu cl 'un échant illon de 
séquences avec mutations est basée sur le fait que : 
• le temp d 'attente jusqu 'à l'apparition d 'une mutation sur une lignée suit 
une loi exponent ielle de paramètre e / 2. 
• sur une branche de longueur t , le nombre de mutations, Mt sur la branche 
suit une loi de Poisson de paramètr te / 2, et donc : 
P (lllf = .) = (te )j -te;2 t J j!2J e . (2.17) 
Le nombr et l temps d 'arrivée des mutations sur des branches différentes sont 
supposés indépendants. De ce fait , chaque branche pourrait être traitée incl 'pen-
damment. 
D 'après ce qui précède, l'algori thme 2, pour la simulation de l 'historique d 'un 
ensemble de séquences avec mutation e t énoncé ci-après : 
A lgorithme 2 
1. simuler la g' néalogie de n séquences suivant un processus cl coalescence 
av c un taux ( ~) pour k lignées ; 
2. pour chaque branche générer un nombre aléatoire, !VI1 à part ir d 'une loi de 
Poisson de paramètre te / 2 tel que t représente la longueur de la branche; 
3. les temp des événements de mutations, !VIt , sont en ui te choisis aléatoire-
ment sur la branche ; 
otons que le algorit hmes 1 et 2 produisent des généalogies équivalentes. 
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2.3 Modèles de mutation 
On a di cuté jusque-là de la manière av c laquelle les séquences sont reliées ent re 
elles dans la population jusqu'à leur ancêtre commun. Cependant , pour traiter 
des données réelles , il est nécessaire de considérer un modèle qui décrit comment 
les mutations causent des changements dans l'ADN/ ARN . À cet effet , plu ieurs 
modèles ont été proposés. Historiquement , le modèle à allèles infinis a été le pre-
mier à être proposé par Kimura et Crow (1964) , suivi du modèle à sites infinis 
(Kimura, 1969) , et le modèle à sites finis (Jukes et Cantor , 1969) . 
Dans c chapi tre, on introduit ces trois différents modèl s de mutation en s'attar-
dant sur le modèle à ite finis qui nous intéresse le plus dans notre cas , comme 
les virus AR sont caractéri és par des taux de mutation élevés. 
• M adèles à sites infinis 
Dans ce cas , on suppose que chaque mutation se produit à un nouveau site et 
le nombre de sites potentiels est infini . Le modèle à sites infinis décrit l 'évo-
lution des longues ' quences d 'ADN/ AR avec un faibl taux de mutat ion 
à chaque site. Ainsi, les mutations sont non récurrentes dans ce modèle. 
• M adèles à allèles infinis 
Dans ce cas, on fait l'hypothè e qu 'une mutation provoque l'appari t ion d 'un 
nouvel allèle qui n 'était encore jamais apparu dans la population. 
• M adèles à sites fin is 
Un modèle d 'évolution tout à fait réaliste dans le cas des virus, par exemple, 
implique une spécification complète des séqu nees d 'AD / ARN suppo ée 
de longueur fixe2 L. En principe, un modèle de mutation devrait inclure les 
2La longueur L d 'une séquence représente le nombre de nucléotides dan cette séquen e. 
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insert ions et les délétions, mais ceux-là se produisent assez rarement clans 
une populat ion de séquences qu 'elles peuvent être identifiées facilement par 
alignement . C 'est la raison pour laquelle il est usuel d 'ignorer les in rtions 
et les délétion par la suite. 
Dans un modèle à sites finis, chaque position d 'un nucléotide peut su-
bir plus d 'une mutation. De plus, deux séquences peuvent être id nt iques , 
même i plusieurs muta tions ont eu lieu clan leur historique : une mutation 
en « avant » et « en arrière » pourrait effacer l 'effet des deux mutation 
(par exemple, A ---7 T et T ---7 A). 
On note que, sous un mocl ' le à sites finis , on s 'intéresse aux nucléotides 
plutôt qu 'aux équences en entier. Le taux de mutation par nucléotide est 
Ba = B/ L où : 
• L représente le nombre de nucléotide cl 'une équence; 
• B = 2N f.l , où f.1 est le taux de mutation par séquence par génération. 
La figure (2.2) mont re un exemple où, parmi la série d 'événement ayant u 
lieu, deux mutations se sont produi tes clans la mArne po ition (po it ion 7, 
de la s' qu n 2) , ce qui n 'et pas possible sou un modèle à site infinis. 
Dans la section suivante, on s'intéresse exclu ivement aux modèle de mutation 
à sites finis , une upposit ion adaptée à l 'évolution des virus, sur laquelle on a 
t ravaillé tout au long de cette thèse. 
2.3 .1 Théorie des modèle d 'évolution moléculaire 
On propo e clan c tte ection de décrire l'évolution cl s séquences AD de lon-
gueur L par un L-processus de Markov au long d 'un arbr , où chaque pro essus 
prend ses val ur dans l 'espace d 'états E ={A, G, C, T} . Ces processus vont être 
considérés comm des chaînes de Markov à temps continu (Galber et al., 2005) . 
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ACCTGCAT 
ACGTGCTT 
ACGTGCTT 
Seql 
ACGTGCGT 
Seq2 
ACCTGCAT 
ACCTGCAT 
Seq3 
TCCTGCAT 
Seq4 
TCCTGCAT 
SeqS 
Figure 2.2: Exemple d 'une généalogie sous un modèle à sites finis; adapté à part ir 
de Hein et al. (2005). 
Dans ce qui suit, on suppose que les proc ssus de substitut ion relat ifs aux L sites 
vérifient les condit ions suivantes : 
(a) les sites évoluent indépendamment les uns des autres, puisqu 'une mutation 
qui se produi t en une posit ion donnée n 'influence pas la chance qu'on a it 
une mutation dans une autre posit ion ; 
(b) les sites sont ident iquement distribués : l' nsemble des sites d 'une séquence 
donnée est régit par le même processus de substit ut ion E; 
( c) le processus de substit ut ion E est markovien. En effet, on a, pour un site i, 
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i = 1, 2, ... , L, et tout 0 < s 1 < s2 < .. . < sk < s 
Pvw,s (t ) = Pr (Ei(s + t) = w 1 Ei(se) = Ve , 0 ::; se ::; s , 1 ::; 1!::; k) 
(2.18) 
où Pvw,s(t) représente la probabili té de changement du site i, de l'état v à 
l 'instant s vers l'état w à l 'instant (s + t) ; 
(d) le processus de substit ut ion est homogène dans le temps, donc Pvw,s(t) ne 
dépend pas du temps de départ ; c 'est-à-dire, pour touts, s' , Vs 2': 0, s' 2': 0, 
Pvw(t ) =P (Ei(s + t) = w 1 Ei(s ) =v) 
=P (Ei(s' + t) = w 1 Ei(s' ) =v). 
(2.19) 
(e) le processus de substitut ion est supposé stationnaire, donc, il existe 1fv 2': 0, 
2::= 1fv = 1 telle que la probabilité d 'observer un état donné ne dépend pas 
du temps t lorsque t--+ + oo, et on a 
lim P (Ei(t) = v) = 1fv, 
t --t+oo 
où 1r v est la fréquence de l'état v lorsque le processus de substitut ion est 
rendu à l'état stationnaire. 
(f) le processus de substit ut ion est réversible : 
(2 .20) 
2.3.2 Matrice des taux de substit ut ion instantanés 
Dans la définit ion des différents processus de mutation , on fait appel à la matrice 
des taux instantanés Q = (qvw ), où, l 'on a lorsque h --+ 0 , 
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Quand on t ravaille avec des séquence d 'AD , l 'espace d 'états E est donné par 
{A , G, C, T} et Q s' 'crit comme suit : 
Q= 
- qA qAC qAG qAT 
qc A -qc qcc qcT 
qcA qcc -qc qcT 
qTA qTC qTG - qT 
où qek 2 0 pour R =/= k , et qee = - L k;6e qek, avec R, k E {A , G, C, T}. 
À partir de la matrice des t aux de substit ut ion instantanés , la matrice des proba-
bili té d t ransit ion est donnée par P( t) = eQt. 
Dans ce qui suit , on int rodui t quelques modèles de subst it utions caractérisés cha-
cun par sa propre matrice de t aux de subst it ution in tantanés. Le modèle introdui t 
par Juk set Cantor (1969) , noté J C69 , est le modèle à sites finis le plus simple. 
Dans ce cas , toutes les positions ont la même probabilité de subir une mutat ion , où 
à partir d 'une position donnée, le nucl' otide mute vers les t rois autres nucléotide 
possibles avec la même probabilité. Ce qui se t radui t dans la mat rice Q par 
et la matrice des t aux de sub t itution in tantanés est 
- À f..t f..t f..t 
f..t -À f..t f..t Q= 
f..t f..t - À f..t 
f..t f..t f..t - À 
Ainsi, on a un taux de substit ut ion égal à t-t pour 1 s quatre nucléotides , Àe = À = 3t-t , 
1rk = 1/ 4, k E {A , G, C, T} , et avec la contrainte Pee (t ) + 3pek(t) = 1, R =/=k . 
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Le modèle de Kimura (1980) , noté modèle K2 (deux paramètres) , int rodui t le 
fait que les événements de t ransit ion (A B G et C B T) e produisent plu fré-
quemment que les événem nts de t ran ver ion (tous les autre événements). Tout 
comme le modèle JC69 , K2 n 'est pas réaliste dan le sens où les deux modèles sup-
posent qu 'à l'équilibre, tous les nucléotides apparaissent avec la même fréquence, 
(1/ 4). 
Dans le ca du modèle K2 , le terme général de la matri ce Q e t donné par 
% = { /-Ll 
/-L2 
pour les t ransit ions , 
pour les tran version , 
si 'i # j. 
Felsenstein (1981) a modifié J C96 pour permettr d 'avoir des fréquences de base 
inégales. Ce modèle est généralement noté par F81. Ensuite, Hasegawa et al. (1985) 
ont combiné F81 et K80 afin de permettre une fréquence des bases inégale ainsi 
qu 'un biais t ransit ionj transversion . Le modèle est g' néral rn nt not' par HKY. 
Dans le cas du modèle HKY, l'équation (2.20) suggère d 'exprimer les transitions 
en fonction des 1ri, i E E qui contrôlent explicitem nt la di t ribution stationnaire 
(Galtier et al., 2005). Ainsi, le terme général de la matrice Q dans le cas du modèle 
HKY (cinq paramètres) est donné par : 
pour les transit ions , 
pour les transv rsion . 
2.3.3 Calcul de la probabilité de pa age d 'un ' quence a vers une s' quence f3 
On suppose qu 'on a deux équences a= (ae)1::;e:S; L et (3 = (f3e h :S;e:S; L de longueur L , 
et qu les L nucléotides mut nt de manière indépendante les un des autres. Alor , 
la probabilit' d passage d'une séquence a vers un séquence f3 sur une période 
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courte de temps test obtenue par le produit de probabili tés Paef3e (t) , f = 1, 2, ... , L , 
ce qui pourrait être écrit comme suit 
L 
Pa{3 (t) =II Paef3e (t). (2.21) 
e=l 
Les probabilités Pf3;a;(t) ont calculées selon le modèle d 'évolution d 'AD / AR 
retenu , tel que décri t à la section 2.3.2. 
Par exemple, si on suppose un modèle de mutation (JC69) , la probabilité qu 'un 
nucléotide passe de l'état i vers l'état j en t uni tés de temps dans le passé e t 
donnée par : 
{ 
0.25 (1 - e-2tBo / 3 ) 
Pij(t) = 
0.25 (1 + 3e-2tBo l 3) 
si i =1= j , 
sinon , 
tel que i, j E {A , G,T ,C }, et B0 = B/ L (Hein et al., 2005). 
2.4 Taille de la populat ion eff ctive 
(2.22) 
Dans cette section , nous introduisons la notion de taille de population effective, 
qui est un concept central dans notre approche. En effet , cette notion est très im-
portante lor qu'une des hypothèse du modèle de Wright-Fisher n 'est pas vérifiée . 
En général, l 'évolution d 'une vraie population ne se comporte pas selon le modèle 
de Wright-Fisher , puisque souvent les populations présentent des formes particu-
lières de structure de reproduction due à la proximité géographique des individus 
(gènes) ou à des contraintes social s; par exemple, ce ne sont pas toutes les femmes 
qui pourraient êt re mariées à tous les hommes et vice versa. 
Il existe plusieurs définit ions de la taille de la population effective que l'on dénote, 
Ne; voir , par xemple, Ewens (2004). On s'intéresse dans notre cas à la définiti on 
de Ne qui nous est utile dans le cas de modèles à taille de population variable. La 
mesure est appelée taille de la population effective de consanguinité, inbreeding 
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effective population size, et se calcule comme suit : 
N - 1 
e - 2P(T2 = 1)' (2.23) 
où T2 est le temps de coalescence en présence de deux séquences, qui mesuré en 
uni t és de générations (Hein et al. , 2005). La généralisat ion se définit par 
N (t) = E(T2) 
e 2 ' (2.24) 
tel que t représente le temps et T2 est exprimé en générations. 
La différence la plus importante entre les mesures exprimées par les 'quat ions 
(2.23) et (2.24), e t que Ne dépend seulement de la générat ion précéd nte tandis 
que NJtl dépend du nombre de générations jusqu'à ce que le MRCA soit trouvé. 
Dan le ca d 'un modèle haploïde de Wright-Fisher les deux quantit 's (Ne et 
NJtl) sont équivalentes puisque 
P (T2 = 1) = 1/ 2N et E (T2 ) = 2N. 
2.5 Extension du processus de coalescence au cas où la t aille de popula tion 
ffect ive est variable 
Le processu de coalescence élémentaire décrit à la ection 2, e t basé sur le modèle 
de reproduction d Wright-Fisher qui suppose une taille de populat ion con tante, 
une ab en e de sél ct ion et de structure d popula tion. Cependant , le cadre de la 
coalescence peut être générali é dan le ca où l'une des hypoth ' s cit ées ci-haut 
n 'est pas vérifiée. Dans not re cas , on 'intére se au cénario dan 1 quel on aurait 
une fluctuation de nat ure détermini te de la t aille de la populat ion ff ctiv . On 
note dan ce qui suit la taille d la population effective au temp t , par Ne( t ) et 
la taill de la population effect ive au temps t = 0 par N = N (O ) . 
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Nous avons vu que la probabilité pour que deux séquences t rouvent un ancêtre 
commun dans la génération précédente dan un processu de coalescence standard 
à temps discret est 1/ 2N. 
Dans le cas où la taille de la population effective varie avec le temps, la probabili té 
que deux séquences coalescent dans la générat ion précédente est p(t) = 1/(2Ne(t)) 
qui peut différer de p(O) = 1/(2Ne(O)) = 1/(2N) . Par exemple, lorsque Ne(t) 
est inférieure à N de telle sorte que la taille de la population décroît en allant 
vers le passé , la probabilité d 'avoir un événement de coalescence augmente , et 
l 'ancêtre commun , le M RCA pourrait être t rouvé plus rapidement que si Ne(t) 
était constant à t ravers le temps (Hein et al., 2005). 
On définit la quantité A(t) comme sui t : 
t 1 
A(t) = Jo v (u) du , (2.25) 
tel que v(t) = Ne(t)jN, représente la t aille relative de Ne(t) par rapport à N , et 
A(t) le taux de coalescence cumulé au cours du temps relat ivement au taux au 
temps t = 0, avec l 'hypothèse A( ) = oo pour assurer l'existence d 'un M RCA 
pour l'échant illon de séquence . Soit An(t) , le nombre d 'ancêtres distincts d 'un 
échantillon de séquences de taille n, après t unités de temps, dans le cas d 'un 
processus de coalescence avec une taille de population constante. {An ( t) , t ~ 0} 
e t un processus de mort pur , où le nombre de lignées ancestrales pa se de k vers 
(k- 1) lignées avec un taux k(k- 1)/2 (Griffi ths et Tavaré, 1994a). 
De manière équivalente , dans le cas d 'une taille de population variabl , le nombre 
d 'ancêtre di t incts d 'un échantillon de séquence de taille n, aprè t uni tés de 
temps, est donné par An(t). Dans ce cas, {An(t) , t ~ 0} est un processus de mort 
non homogène où An(t) peut être écrit en fonction de An(t) comme sui t : 
An(t) = An(A(t)) , t ~ Ü. (2 .26) 
3 7  
A i n s i ,  s i  l a  t a i l l e  d e  l a  p o p u l a t i o n  d i m i n u e  a v e c  l e  t e m p s  ( d u  p r é s e n t  v e r s  l e  p a s s é ) ,  
a l o r s  v (  t )  : : ;  1  e t  A ( t )  2 : :  t  e t ,  p a r  c o n s é q u e n t ,  
A n  (  t )  : : ;  A n  (  t )  ,  
e t  
P r ( A n ( t )  >  k )  : : ;  P r ( A n ( t )  >  k ) .  
O n  p o u r r a i t  a l o r s  d é d u i r e  q u e  :  
•  l e  t e m p s  n é c e s s a i r e  p o u r  t r o u v e r  l ' a n c ê t r e  c o m m u n  d a n s  u n e  p e t i t e  p o p u l a -
t i o n  e s t  i n f é r i e u r  a u  c a s  d ' u n e  g r a n d e  p o p u l a t i o n ;  
•  l a  t o p o l o g i e  d ' u n  a r b r e  e s t  l a  m ê m e  q u e  d a n s  l e  c a s  d ' u n e  t a i l l e  d e  p o p u l a t i o n  
c o n s t a n t e ;  p a r  c o n t r e  l ' é c h e l l e  d u  t e m p s  d o i t  ê t r e  c h a n g é e  a f i n  d e  p r e n d r e  
e n  c o n s i d é r a t i o n  l a  f l u c t u a t i o n  d a n s  l a  t a i l l e  d e  l a  p o p u l a t i o n  e f f e c t i v e .  
2 . 5 . 1  L o i  d e  p r o b a b i l i t é  d e s  t e m p s  d ' a t t e n t e  d a n s  l e  c a s  o ù  l a  t a i l l e  d e  l a  
p o p u l a t i o n  e f f e c t i v e  e s t  v a r i a b l e  
S o i t  T k  l e  t e m p s  d ' a t t e n t e  j u s q u ' a u  p r o c h a i n  é v é n e m e n t  d e  c o a l e s c e n c e  e n  p r é s e n c e  
d e  k  s é q u e n c e s  t e l  q u e  k  =  2 ,  . . .  ,  n ,  e t  s o i t  V k  =  T n  +  . . .  +  T k  l e  t e m p s  d ' a t t e n t e  
c u m u l é  à  p a r t i r  d e s  s é q u e n c e s  é c h a n t i l l o n n é e s  j u s q u ' a u  m o m e n t  o ù  o n  a  ( k - 1 )  
a n c ê t r e s .  
L a  l o i  d e  p r o b a b i l i t é  d e  T k  c o n d i t i o n n e l l e m e n t  à  v k + l  =  V k + l  e s t  d o n n é e  p a r  ( H e i n  
e t  a l .  ,  2 0 0 5 )  
P ( T k  >  t i V k + l  =  v k + l )  = e x p  { - (~) ( A ( t  +  v k + I )  - A ( v k + l ) ) } ,  
( 2 . 2 7 )  
a v e c  V n + l  =  O .  
O n  n o t e  q u e  s i  o n  r e m p l a c e  A ( t )  p a r t  d a n s  l ' é q u a t i o n  ( 2 . 2 7 ) ,  o n  r e t r o u v e  l a  d e n s i t é  
d e  p r o b a b i l i t é  d ' u n e  l o i  e x p o n e n t i e l l e .  A f i n  d e  s i m u l e r  T k ,  o n  a  b e s o i n  d e  f a i r e  l a  
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di t inction entre le temps du proces u de coalescence de base, où l 'on suppose 
que la taille de la population est constante, et les temps de coalescence dans le 
cas où la taille de la population est variable. 
On notera dans ce qui suit l s temps du processu de coalescence de base par r ;:.. 
L'algorithme suivant permet de simuler Tk. 
2.5.2 Algorithme de simulation des temps de coalescence dans le cas où la 
taille de population est variable, et applicat ion au cas exponentiel 
1. On simule T2 , ... , T~ selon un processus de coalescence standard (taille de 
population constante) , où TJ: est distribué selon une loi exponentielle de 
paramètre ( ~) . Les val urs simulées vont êtr notées t'k ; 
2. Résoudre i\.(tk + vk+l)- i\. (vk+ l) = t'k pour vk, k = 2, ... ,net Vn+l = 0 ; 
3. Les valeurs tk = vk - vk+l sont le réalisations du processus T2 , ... , Tn décri t 
par l'équation (2.27). 
Parfoi , l'équation en vk peut être résolue explicitement; sinon , il faut faire appel 
à des algorithmes de calcul numérique. 
Pour illu trer , considèrons le ca cl 'un modèle de croissance exponentielle de la po-
pulation. Ainsi, on suppose que le taux de croissance in tantané est proportionnel 
à la taille de la population courante, 
(2.28) 
où t est en unités de 2N génération . 
Le coefficient (3 apparaît avec un signe négatif car le temps est mesuré de manière 
rétrospective. Dan le cas où la populat ion croît de manière exponentielle (ou 
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plutôt décroît de manière exponentielle vers la passé). On note que les quantités 
v(t) , A(t) , ainsi que la loi des temps d 'attente Tk se défini sent comme suit: 
A(t) = ~(e.Bt- 1), 
et 
(2.29) 
Alors, dans l 'algorithme défini à la section 2.5.2 , tk est donné par 
k = 2, 3, .. . , n , (2.30) 
où t'k est cl loi exponentielle de paramètre (; ) . Ainsi, pour un processus de coa-
lescence avec une croi ance exponentielle de la taille de la popula tion effectiv 
de paramètre (3, il est possible de calculer explicitement tk en utilisant l'équation 
(2.30) à partir de t'k et de vk+ l = L.:::k+l t i · 
1 otons que les temps d 'attente T2 , ... , Tn ne sont plus indépendants comme dan 
le ca d 'un proce u de coalescence de base, mais sont négativement corrélés : si 
l'un d 'entre eux est plus grand , les autres temps d 'attent sont suse ptibles d 'être 
petit parce que la variation clans le t emps jusqu 'au M RCA est beaucoup plus 
petite par rapport au processus de coalescence de base. 
2.6 Phylogénétique et théori cl la coalescence : deux méthodologie diffé-
rent s 
Plusieurs méthodes non paramétrique d 'e timation de la taille de la population 
effective font appel à la t héorie phylogénétique une approche différente cl la 
coale cence. Ainsi , on introdui t brièvement la phylogénétique afin de mettre n 
évidence le cliff'renc avec la théorie de la coale cence. 
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Il est pm-foi difficile de faire la distinction ntre les méthodes ba 'es sur la phy-
logénétique de elles qui utilisent la théorie de oalescence, puisque l deux mé-
thodes utilis nt d arbres. Les différence nt re la phylogénétique t la théorie de 
coalescence , sont mises en évidence dans ce qui sui t . 
• Méthode phylogénétiques 
Les méthode phylogénétiques estiment de arbres. Elles ont été développées 
pour déterminer le lien exi tant ent re de espèces apparentée en supposant 
qu 'elle ont l descendantes d 'un ancêtre commun, et que la relation est 
sous forme d 'un arbre (Rosenberg et ordborg, 2002). 
On utilise en général une seule équence provenant de chaque e pèce et 
l 'arbre généalogique estimé (phylogénie) est ut ilisé pour conclure sur la re-
lation qui xi te entre les différente espèces. 
On confond ouvent l 'arbre de gène (Gene tree) avec l 'arbre des espèces 
( Species tree) , ce qui pourrait être expliqué par la forte « corrélat ion » entre 
l'arbre d g' nes t l'arbre de e pèce . Cependant , ce rapproch ment n 'est 
pas valide dan cas dun scénario d ' mographique compl x . Dans ce cas, 
les conclu ion tirées à part ir de l'arbre des espèce ne pourrai nt pas être 
basées ur l ' t imation d 'un arbr de g' n - différents gèn p uvent entraî-
ner la production de différents arbre . 
• Méthodes ba ' s sur la théorie d la coalescence 
Les méthod basée ur la théori d coalescence n 'estiment pa des arbres. 
Néanmoin , elle sont ut ilisée pour e t imer des paramètre d 'un proces-
sus généalogiqu aléatoire, en con idérant l 'arbre généalogiqu comme un 
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paramètre de nuisance qui n 'a pas d 'intérêt en soi. De plus, les m'thod s 
généalogiques basées sur la théorie de coalescence n 'ont pas l s limitations 
de méthodes phylogénétiques . En effet , contrairement aux méthodes phylo-
génétiques , la théorie de coalescence représente un cadre théorique cohérent 
qui considère la recombinaison, la migration , la sélection , ain i que d 'au tres 
processus. 
• Différence entre les méthodes phylogénétiques et les méthodes basées sur la 
théorie de coalescence 
On illustr la différence entr l'utili ation des méthod s phylogénétiques par 
rapport aux méthodes bas' e sur la t héorie de coalescence dans le cadre 
du calcul d vraisemblance comme présenté dans Rosenb rg et Nordborg 
(2002). L'' quation fondamentale pour l'inférence de vraisemblance en phy-
logénétique st 
L(Ç , p,) = P(DIQ , p,), (2.31) 
tel que D représente les donnée de séquences d 'AD , Ç l 'arbr phylogé-
nique, et p, englobe l 'en emble de paramètres du modèle d mutation. Dans 
ce cas , l'objectif est l'est imation du paramètre Ç. 
En coalescence , l 'équation de vraisemblance des données D s 'écrit comme 
sui t : 
L(p, , a) = L P (DIÇ , p,)P(Çip,, a) , 
ç; 
(2.32) 
où a nglobe l'ensemble des paramètre , comme la taille de la population, 
le taux de migration , etc. L'obje t if dans ce cas est l'estimation de a où Ç 
est con idéré comme un paramètre de nuisance sur lequel une pérance est 
estimée sur l'ensemble des g 'néalogie po sibles . 
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Finalement , autant dans leurs objectifs que dans leurs modèles mathéma-
t iques , la théorie de la coalescence et la phylogénétique sont d ux approche 
fondamentalement différentes. 
Le chapitre qui sui t , décri t l'inférence qui fait appel à la fonction de vrai-
semblance dan la théorie de coalescence, ce qui est à la ba e de la présente 
recherche. 
CHAPITRE III 
VRAISEMBLANCE ET ÉCHA T ILLO TNAGE P ONDÉRÉ 
Dans ce chapitre, on présente les méthodes qui permettent d 'approximer la vrai-
emblan e L(B) d'un ensemble de données 'D dont l'évolution dépend d 'un para-
mètre B, en se basant sur la théorie de la coalescence. En général, on ne connaît 
pas l'expression explicite de la vraisemblance complète L(B) d 'un échantillon de 
séquence . En effet , la vraisemblance s'écrit en intégrant sur toutes les généalogie 
possibles : 
L(B) = P('DIB) = 1 P('DjQ , B)P(QIB)dQ. (3. 1) 
On note que , dans (3. 1), l'intégrat ion est réalisée sur l 'ensemble de toutes les 
g' néalogies possibles Ç , où chacune d s g' néalogies peut être s 'écrire comme Ç = 
(T , W) , tel que T représente la topologie de coalescence (ordre de branchement) 
et W est l'ensemble des intervalles de temps écoulés entre les événements de 
coalescence. 
Il e t facile de calculer P('D IQ , B) pour un topologie et un en emble de temp 
d coal c nee donnés . Par contr , intégr r P('DjÇ , B) sur toutes le topologies 
possibles n 'est réali able que pour de tailles d 'échantillons réduites pui qu 'il y 
a n!(n- l )!/2n-l différentes topologies de coalescence sur lesquelle on devrait 
somm r. 
La méthode de Monte Carlo dite naïve pour estimer (3. 1) est basée sur l'id' e que 
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si une variable aléatoire X est de densité de probabilité fx( x) , alors l'espérance 
pour n 'importe quelle fonction de X , g(X), pourrait être approximée en simulant 
plu ieurs valeurs X(l) , X (2), . .. , X(J ) à partir de la densité de probabilité f x(-) , et 
calculer la moyenne sur ces valeurs, ce qui donne 
J 1 J E(g(X)) = g(x)fx(x)dx ;:::j J L g(X(Jl). j=l (3.2) 
Sous certaine conditions de régulari té ur la fonction g(-) , cette approximation 
devrait être bonne pour un J suffisamment grand· théoriquement, l'erreur tend 
ver zéro lor que J tend vers l'infini. Si on applique ce type d 'approximation à 
l 'intégrale ( 3.1) on a 
J 
L(e) = 1 P(V I9 , e)P(9 IB)d9 ;:::j ~ L P(VIçuJ, e) 
g j=l 
(3.3) 
avec g (l l, Ç(2l, ... , Ç(J ) ""P(9IB). 
L'approximation (3.3) e t facile à implémenter , puisque P(VI9 , B) peut être cal-
culée pour une généalogi 9 reliant les séquences échantillonnées connues en uti li-
sant le peeling algorithm de Felsenstein (1981). Malheureusem nt , l'approximation 
n'est pas ut ilisable pour de grandes tailles d 'échantillon de séquences. La rai on 
est que seulement quelques généalogies vont contribuer de manière importante à 
la somme de l'équation (3.3) , et le temps de calcul va être gaspillé en incluant des 
généalogies qui ont une contribution négligeable à la vraisemblance. 
Afin de répondre à cette difficulté, on peut ut ili er l'échantillonnage pondéré, une 
approche qui est une partie intégrante cl notre méthodologie, et qui est décrite 
dan la section suivante. 
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3.1 Échantillonnage pondéré 
L'échant illonnage pondéré est une méthode tatistique standard qui permet de 
réduire la variance dans la méthode de Monte Carlo décrite par l 'equation (3 .2) . 
Dan le cas de l 'équation (3. 3) , cela revient à limiter le nombre de simulations 
de généalogies qui ne contribuent pas beaucoup à la vraisemblance. Ainsi, au lieu 
de choisir les généalogies à partir de la loi de probabilité P(ÇIB) , on simule à 
partir d 'une loi de probabilité Q(Ç) , ce qui permet d 'avoir des généalogies plus 
compatibles avec le données D . P our ce faire, on réécrit l'équat ion (3. 1) sous la 
forme 
(3.4) 
où Q(Ç) s 'appelle distribution proposée ou encore distribution de l 'échantillonnage 
pondéré, qui peut être en principe n 'importe quelle loi de probabilité sur Ç. Une 
simple approximation de fonte Carlo de (3 .4) donne 
J (j) 
L (B) ~ ~ "' P(D IÇ(j ) B) P(Ç lB) 
J 0 ' Q(ÇUl ) ' 
J=l 
(3.5) 
OÙ Ç (l ) 
1 
Ç (2) 
1 
•• • 
1 
Ç (J ) rv Q(Ç) . 
Un bon choix de Q(-) permet de faire en sorte que l 'approximation (3.5) soit beau-
coup plus efficace que celle donnée par l'équation (3.3). Idéalement , on voudrait 
échantillonner à partir de Q(Ç) = Qe(Ç) = P(ÇID B) qui atisfait 
Q (Ç) = P(ÇID B) = P(9IB)P(D I9 , B) = P (Ç, D IB) (3_6) 
e ' P(DIB) P(D IB) . 
Dans le cas où Q(Ç) = Qe(Ç) , l 'approximation (3.5) devient exacte : 
J ( Ç (j ) lB) J L P(DI9(j ) e) P_ (j ) = ~ L L(B) = L (B). 
j = l Qe (9 ) j=l 
(3.7) 
On remarque que la connaissance de Qe pour chaque généalogie Ç est équivalente 
à la connaissance de L (B) , ce qui rend cette approche non réali te. 
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3.2 Surfa d vraisemblance 
On peut utiliser l'équation (3.5) afin d 'approximer la vraisemblance L(B) pour un 
ensembl de val urs e E {BI , B2, .. . , BR} en utili ant des généalogies générées à partir 
d 'une distribution Q(Ç) . Ainsi , la valeur qui maximi e la probabilité P(VIB) = 
L(B) repré ente l' stimateur du maximum d vraisemblance de e. Cependant , la 
fonction de l'échantillonnage pondéré optimale (3 .6) dépend de e. Ainsi, il n 'existe 
pas de choix optimal de Q( .) pour toute le valeurs de e simultanément , ce qui 
fait que l efficacité d 'un estimateur de L(B) peut varier en fonction de e. 
Une stratégi adopt 'e par Griffith et Tavaré (1994a) commence par construir 
une fonction d '' chantillonnage pondéré Q Oo (-) pour approximer Q Oo (-) pour une 
certaine val ur B0 n ut ilisant (3.5). En uite, la courbe de vraisemblance L(e) 
est estimée pour tout s les valeurs d e dans un voisinage de e0 . On dit dan 
ce cas , qu 'on utilise la valeur B0 comme une valeur conductrice pour e. Stephens 
et Donnelly (2000) ont démontré que ce type de méthode à valeur conductrice 
sous-estim la vraisemblance pour d s valeurs de e éloignée de eo et aurait ten-
dance à donner une valeur du maximum de la surface de vraisemblance proche de 
B0 . Afin d 'éviter ce genre de problème, on pourrait ut iliser une fonction d 'échan-
t illonnage pondérée diff'rente pour chaque valeur de e. Cela revient à utili er un 
fonction d 'échantillonnage pondéré Qo; diff'r nte pour chaque valeur ei afin d 'es-
timer la vraisemblance L(Bi) sur une grille de valeur , {B1 , B2, ... , BR} · L'utili a tion 
de bonnes approximation Qo; (-) de fonction optimales Qoi (-) permet d 'avoir de 
bons estimés pour tout le valeurs de e. On appellera cette approche approche 
ponctuelle. 
Finalem nt , St phen (2001) note qu 'une méthode plus efficace erait de combin r 
l'approche ponctu ll et l'approche basée ur une valeur conductrice, ce qui revi nt 
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à utiliser un échant illon à partir d 'une seule fonction d 'échantillonnage pondéré, 
1 R 
Q(Ç) = R L Qe;(Q) , 
i= l 
(3 .8) 
afin d 'estimer la surface de vraisemblance pour une grille d valeurs de B. Cette 
approche efficace doit être implémentée; si ce n 'est pas le cas , il est conseillé de 
comparer les estimé des surfaces de vraisemblance en utilisant plusieurs valeurs 
conductrice pour vérifier si cela ne cause pas de problèm . S'il s 'av' re que les 
surfaces obtenu ont très différentes, l 'approche ponctu lle est recommandée 
(Stephens , 2001). 
3.3 Me ures de performance de l 'échantillonnage pondéré 
Dans cette section , on décrit une me ur de performance de l 'échantillonnage 
pondéré appelée taille de l'échantillon effective, qu 'on notera ESS , une notation 
qui provient de l 'anglais effective sample size. 
L'utilisation de l'échantillonnage pondéré permet d 'ut ili er c genre de mesure de 
performanc , et de t irer profit de l'indépendance de nos échantillons afin de juger 
de la préci ion d s est imateurs, contrairem nt aux m 'thodes MCMC , comme le 
remarquent Fearnhead et Donnelly (2001). Dan notre contexte, l'échantillonnage 
pondéré ut ilise de ob ervations (généalogies) pondérées , où les poids sont donnés 
par 
t 
P(ÇUl) . 
w1 = Q(ÇUl) ,J = 1, 2, ... , J, 
w 
W · = J 
J '\"' J w.' 
u j = l J 
t l que J repré ente le nombre de généalogies simulée . 
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Il y a deux cas extrême possibles : 
• un premier cas où il y a seulement un poids Wio qui est beaucoup plus grand 
que les autres, ce qui revient à utiliser seulement une seule généalogie ; 
• un deuxième ca extrême, où on a w1 = w2 = w3 .. .. = WJ ~ 0, et il est 
'vident que notre échantillonnage pondéré n 'a pas fonctionné, car on ne 
différencie plus les généalogies. 
Afin de ju t ifier ce concept , soit la combinaison linéaire hypothétique suivante : 
S = =:=1 WjZJ 
w ""'J ) 
u j=l Wj 
(3.9) 
où z1, j = 1, 2, .. . , J sont de variables aléatoire ident iquement distribuées de 
variance CJ2 > 0 et w1 E [0, oo) . 
Dans ce qui sui t , on cherche à déterminer le nombre n e d 'observations indépen-
dantes nécessaires pour que la variance de la moyenne pondérée décrite dans (3.9) 
soit équivalente à celle d 'une moyenne arithmétique de n e observations. Soit Z la 
moyenne de n e variables aléatoires Z1. La variance de Z est donn ' e par 
- (} 2 
Var(Z) = - , 
n e 
(3. 10) 
et celle de Sw est , 
1 "' 2 2 Var( Sw) = ( = j Wj)2 ~ Wj CJ · (3. 11) 
En utilisant (3 .10) et (3. 11) , on aura (Owen , 2009) : 
(3. 12) 
où 
1 J 1 J 
w = } L w1 , et w2 = - L wJ. 
j = l J j= l 
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On voit bien que ne ~ J , av c 'galit ' si Wj = j,j = 1, 2, ... , J. De plus, le cas où 
les poids wi sont très di persés, revient à faire une moyenn seulement sur ne « J . 
On note qu 'il est aussi possible d 'exprimer la taille d 'échantillon effective ne en 
fonction du coefficient de variation de w. En effet , l'équation (3. 12) peut être 
ré ' cri te comme suit 
tel qu 
J 
ne =---.,......-,....,.. 
1 + CV(w)2 ' 
1 
CV(w) = = 
w 
représente le coeffi cient de variation d s poids. 
(3. 13) 
(3. 14) 
Pour finir cette section , on note que l'ut ilisation de ESS comme me ure d 'efficacité 
de l'é hantillonnage pondéré n 'est pas parfaite, pui que : 
• lor que la me ure ESS est trop petite , on peut dire que les poids de l'échan-
t illonnage pondéré sont problématiques; 
• par contre, lorsque la mesure ESS est élevée , on n peut pa conclure que 
l'échantillonnage pondéré fonctionne car il est possible que la région explorée 
par les généalogies (Ç(1l, Ç(2l, ... , ç (J l) ne soit pa suffi ante pour couvrir 
l 'espace en entier. 
3.4 Distribution proposée par Steph ns et Donnelly (2000) 
On avait mentionné à la section 3.1 qu 'une bonne idé erait de choisir Q(-) proche 
de Q0 = P(ÇIV , B). Cette strat'gi a été utilisée par Stephen et Donnelly (2000) , 
qui ont proposé un échantillonnag pondéré efficace dans plusieurs cas. Cette 
méthode est à la ba e de notre méthodologie et on la résume dans ce qui suit. 
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Ainsi , on suppos que chaque séquence possèd un type génétique associé, et on 
note l 'ensembl de tous les types pos ibles par E , que l 'on suppose dénombrable 
dans le cas d 'un modèle à sites finis. 
Indépendamment de tous les autres événements , une séquence de type a: E E peut 
oit muter vers une séquence de type (3 E E avec une probabilité J..LPD</3> ou ne subir 
aucune mutation avec une probabilité d 1 - J..L où 
• J..L : le taux de mutation par séquence par génération selon une chaîne de 
Markov av c la matrice de transition P pour un modèle de substitut ion 
donné (voir section 2.3.2) ; 
• ? 01./3 : la probabilité de mutation d 'une équence de type a: vers une séquence 
de type (3 tel que décrit à la section 2.3.3. 
On suppose que l 'évolut ion est neutre , ce qui veut dire que la démographie est 
indépendante des types génétiques des séquences. 
On définit l'historique 1i comme étant l 'ensemble de tous les états (H- m, ... , H _1 , H0 ) 
visités par le processus de Markov qui commence par le type génétique H_m du 
MRCA et se termine avec les types génétiques H0 E En, au temps présent ; m 
est de fait aléatoire. 
La transition de l'état H i - l vers l'état Hi est obtenue : 
• soit par une mutation d 'une séquence de type a: vers le type (3, événement 
qu 'on note Jvf /3 · Q ) 
• soit par un division de la lignée de typ a: , événement qu 'on note C~. 
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Les probabilités de t ransit ion de la chaîne de Markov qui décrit l'évolut ion du 
passé vers le présent, sont données par 
(a) 
ni- l e p 
ni- l (ni - l - 1 + e) af3 Sl M~, 
(a) 
ni- l ni- l - 1 
ni- l ni- l - 1 + e s1 c~, 
(3.15) 
0 stnon, 
où ni- l ~ 2 représente le nombre de séquences dans H i - l et n~~~ est le nombre 
de séquences de type a dans H i - l· 
-----------------------,-----1--AŒTOCA-T--t-------,---------------------------------------------- · H_a 
---------------------- -A =;-'f -------------------------------------- ----------------------------------------------- · H-6 
----------------------- -------------------------------------- --AŒ 'fGC.A:T - ---------------------- --------------· H_s 
----------------------- ------------------------------------ ---------- -------------------------- --A-+-+----------· H -4 
------------------------ ------- -- ------ --------- ----------------- ------- -------- · H-2 
T"-'-'t-6 -·-·-·-·-·-·-·-·-· ·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-·- -·-·-·-·-·-·-·-·-·-·-·-·-·-·-·-· ·-·-·· ·-·- H_1 
ACGTGCTI ACGTGCGT ACCTGCAT TCCTGCAT TCCTGCAT Ho 
51 52 53 54 54 
Figure 3.1: Illustration d 'un arbre généalogique Ç. 
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La figure 3.1 illustre un arbre généalogique Ç correspondant à un historique H 
pour cinq individus d types génétiques dans E = {S1, S2, S3 , S4, S5} , tel que 
S1= {ACGTGCTT} , S2= {ACGTGCGT} , S3= {ACCTGCAT} , S4= {TCCTG-
CAT} et SS= {ACGTGCAT} . 
Si on décri t l 'évolution des séquences de la figure 3.1 du présent ver le passé, 
on voit qu l'on dispose au temps présent d 'un ensemble H0 , con ti t ué de cinq 
séquences de types génétique {S 1, S 2, S 3, S4, S4}. Le premier événement observé 
est une mutation, où la équence de type S2 mute vers une séquence de type S1 ; 
ainsi, on obt ient l 'ensemble de séquences H _1 qui est constitué de 5 séquences 
de types {S1, S1, S3 , S4, S4} ; ensuite, à partir de l'état H_1 , on observe que le 
deuxièm évén ment observé est une coalescence du fait que les deux équences 
de type S1 coalescent , ce qui donne l'état H _2 qui est const it ué de 4 équences de 
types {S1 , S3, S4, S4}. Le proc us continue ain i jusqu 'au moment où on arrive 
à un état H_m con t it ué d 'une seule séquence. Finalement , on note qu dans le cas 
de l'historique H de la figur 3.1, il y a eu quatre coale cences et quatre mutations, 
ce qui donne m = 8. 
Ainsi, en énumérant du passé vers le présent , l'historique H = {H-m , H -m+I , 
... , H_1 , H0 } peut être représenté par { {S3} , {S3 , S3}, {S5 , S3} , {S1, S3} , {S1, S3 , 
S3} ,{S1 , S3, S4} , {S1 , S3 , S4, S4}, {S1, S1, S3 , S4, S4} , {S1, S2, S3 , S4, S4} }. 
L'ensemble de l'information disponible dans la figure 3.1 est notée A , qu'on appelle 
le type ancestral. Par ailleurs, à l 'état stat ionnaire et sous l'hypothèse de neutrali té, 
la loi de probabili té du type du !1/f R C A est donnée par la loi tationnaire de la 
chaîne de Markov des mutations, P af3 (Stephens et Donnelly, 2000). 
Dans la ection suivante , on décri t la méthode de S&D (Stephens t Donnelly , 
2000) qui s 'intéresse à l 'inférence du paramètre inconnu (} , en supposant que la 
matrice de t ran ition P est connue. 
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3.4.1 Distribution proposée de Stephens et Donnelly (2000) : descript ion de la 
méthode 
Une classe naturelle de distribution proposées se fait en considérant une recons-
truction aléatoire d 'historiques de manière rétrospective, en utilisant le principe de 
Markov en partant d 'un échantillon TJ constitué de n séquences, vers le M RCA. 
Ainsi, un historique aléatoire 1{ = (H-m , ... , H _1 , H0 ) peut être recon truit en 
commençant par H 0 = TJ , et en choisissant Hi_ 1 , i -1 = - 1, -2 , ... , -m elon le 
probabilités de tran ition qe(Hi_1 1Hi)· Le processu s'arrête au premier instant 
pour lequel H _m devient un ingleton . 
Pour utiliser l'équation (3 .4) , il est nécessaire de s 'intéresser à une ous classe 
M de distribution proposées qo(.I Hi), telles que, pour chaque i , le upport de 
qo(.IHi) est l 'ensemble 
où Po représente la probabilité de transit ion du passé vers le pré ent . 
En pécifiant les probabilités de transition vers le pa sé q0 , on peut définir la loi 
de probabilité Q0 (-) ayant comme support l'ensemble de toutes le généalogies 
compatible avec 'D . De plu , il est simple de simuler des généalogies à part ir de 
Qe et d 'évaluer le rapport Pe (H )/Qe(H) afin d 'appliquer ensuite l'approxima tion 
(3.5). Sous les conditions précédentes, Stephens et Donn lly (2000) ont prouvé le 
r 'sultat suivant concernant le choix optimal Qê (-) dan la classe M . 
Théorème 1 (Stephens et Donnelly, 2000) 
Soit la loi condi t ionnell du typ de la (n + 1)ièm séquence échantillonnée a sa-
chant 'D , 
( I'D) = ne('D , a) 7r a no('D) ' (3. 16) 
t el que TJ représente les n séquence déjà échantillonnée auparavant. Alor , la 
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di tribution proposée optimale Qô dans la classe M est donnée par 
SI C~, (3. 17) 
0 sinon, 
t el que : 
• ni et n~a) représentent , respectivement , le nombre global de séquences et le 
nombre de séquences de type a dans Hi ; 
• C est une con tante de proportionnalité donnée par 
n(n· - 1 + e) c = t t . 
2 ' 
• Hi - a représente l 'en emble des séquences dans Hi mi à part la séquence 
choisie de type a. • 
On a deux conséquences du théorème précédent : 
1. pour n 'importe quelle distribution proposée Qo E M , comme celle propo ée 
par Griffiths et Tavaré (1994c) , on peut évaluer qo, en utilisant l'équation 
(3.17) afin de savoir si Qo se comporte bien ; 
2. on p ut espérer construire des distribut ion proposées qui se comportent 
bien , en développant de bonn s approximations de w(-1·) et en les insérant 
dan l'équation (3. 17). 
Stephens et Donnelly (2000) proposent d 'estimer les probabilités d 'échantillonnage 
n(-IV) par 7T(-I V ) comme suit: on commence par choi ir aléatoirement un individu 
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a dan E à part ir de D ; ensui te, on fait muter a, m fois selon la matrice de 
mutation p a/3) où m est imulé selon une loi géométrique de paramètre e 1 ( n + e) ) 
ce qui donne 
?T(,B ID) = L L na (-e-)m _n_(Pm)a . 
aEE m=O n n + e n + e /3 
(3.18) 
De plu , Stephens et Donnelly (2000) prouvent les propriét' s suivantes : 
(a) À partir de l'équation (3.18) , ?T(-I D) peut être écri t de façon matricielle 
?T(,B ID) = L naM~~' 
n 
aEE 
pour une certaine matrice M (n) , telle que 
(3 .19) 
(3.20) 
et Àn = n! e. Par conséquent , une séquence ,8 peut être échanti llonné 
à partir de ?T(-ID) en commençant par choisir al' atoirement une séquenc 
dans D , puis choisir ,B à partir d 'une distribution qui dépend seulement de 
la taille d 'échantillon n , et du type de la équence électionnée. 
(b) La loi ?T(- ID) est une loi stationnaire pour la chaîne de Markov sur E ayant 
comm matrice de transit ion 
e na 
M .13a = --e P .Ba + --e , 
n+ n + 
(3.21) 
car ?T( a ID) sati fait 
?T(ai D) = L ?T(,B ID) (_!__ep.Ba + noe ). 
.BEE n + n + 
(3.22) 
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La distribution Q~D E M propo ée par Stephens et Donnelly (2000) , cor-
respond aux probabilités de transit ion vers 1 passé ifo obtenues en insérant 
?r(-1 ·) à la place de 1r(-l ·) dans l'équation (3. 17) : 
1 e (a) 1r(f3 1Hi- a) 
- · - X n . X X Pf3a C 2 l ?r(a iHi - a) 
Cl . (nt2(a)) X 1 ?r(a iHi - a) SI C~, (3.23) 
0 sinon , 
où n~a) e t le nombre de équences de type a dans Hi, ni e t le nombre total 
de séquences dans Hi, et C = ni(ni - 1 + B) / 2. 
3.4.2 Application de la méthode de Stephens et Donnelly (2000) 
Pour un Hi donné, les probabilités de transit ion vers le passé ifo(Hi-liHi) définies 
par l 'équation (3 .23) , et dont la somme est 'gale à (n~a) jn) , peuvent être obtenues 
comme sui t : 
• on choisit une séquence aléatoirement à partir de Hi, et on note le type de 
la séquence choisie a ; 
• pour chaque type {3 E E pour lequel Pf3a > 0, on calcule 7r(f3 1Hi- a ) à partir 
de l'équation (3. 19) ; 
• on échant illonne Hi-l comme suit : 
proportionnellement à 
proportionnellement à 
B1r( f3 1Hi- a) P f3a 
n~a) - 1. (3.24) 
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P ar conséquent , la génération des topologies en appliquant (3.24) s'appuie sur le 
calcul des quantités Pf3a et ir( f3 1Hi - a). 
On note que le bloc d 'équations (3 .24) st une version simplifiée du bloc d 'équa-
t ions (3.23). En ffet , à part ir de l 'équa tion (3.23) , une équence de type a mute 
vers une séquenc {3 avec une probabili té Pm(a) , et coale ce avec un autre sé-
quence de type a avec la probabilité Pc(a) , de la manière suivante : 
_ 1 e (a) ir( f3 1Hi - a) 
Pm(a) - C . 2. ni . ir(a iHi - a) . Pf3a, 
et 
1 (n(a)) 1 
Pc( a) = C . ~ . ir(aiHi - a)· 
Ainsi , en divi ant 1 équation (3.25) et (3.26) par 
1 (a) 
- ·n c ' 
on retrouve le bloc d 'équation (3.24). 
1 
(3 .25) 
(3 .26) 
Dans ce chapitr , on a présenté la vraisemblance et l 'échantillonnage pondéré qui 
sont au cœur de notre méthodologi qui permet d 'e t imer la taille de population 
effective dans le cas de virus. Cette nouvelle méthodologie est introduit briève-
ment au chapitr 4, et développé en détail aux chapitres 5 et 6. 

CHAPITRE IV 
MÉTHODES D 'ESTIMATION DE L'HISTORIQUE DÉMOGRAPHIQUE À 
PARTIR DE SÉQUENCES DE NUCLÉOTIDES 
4. 1 Introduction 
Dans la li ttérature, on retrouve un ensemble de méthodes qui permettent d ' stimer 
l 'historique démographiqu à part ir de données de séquence d 'AD ; une classe 
de ces méthodes suppo e que l 'historique démographique pourrait être décrit par 
un simple modèle paramétrique comme les modèles à croi sance exponenti lle ou 
avec une taille de population constante (Hudson, 1990; Slatkin et Hudson , 1991) 
ou (Kuhner et al. , 1995 , 1998). Dan c cas, l'historique d'mographique pourrait 
At r inféré à l'aide de modèle candidats en estimant les valeur des paramètres 
cl ces modèle . 
Un bon exemple pratique de l'ut ilisation d 'un modèle paramétrique « logistiqu 
par morceaux », pour estimer l'hi torique de la population infectée par l 'hépatite 
C en Égypt , e t donné par Pybu et al. (2003). Cette analyse a démont ré une 
croissance rapide de l'hépatite C en Égypte entre 1930-1955 , une période qui 
coïncide avec le campagnes de santé publiqu d 'injection contre la schistosomiase, 
qui avait cau é la propagation de l 'épidémie de l'hépatite C n Égypte. 
Dan la plupart des sit uations, la forme analytique de la taille de la population ne 
peut pa être uppo é connue, et des fonctions simples de croissance de la taille 
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de population peuvent ne pas décrire adéquatement l'historiqu de la population 
d 'intérêt. Cela a motivé le développ rn nt de mod ' les non paramétriques et semi 
paramétrique pour inférer l'historiqu démographique à partir de données de 
séquences ou d 'un gén'alogie estimé ; citon , par exemple, Fu (1994) et Pybu 
et al. (2000). 
L s m'thodes non paramétriques fourniss nt une plu grande flexibili té pour l 'es-
t imation de la taille de population comme fonction de temps, en procédant direc-
tement à partir des données de séquence . Le ré ultat obtenu pourrait être utilisé 
dans le cadre des méthodes paramétriques pour une analyse ultéri ur . Dans ce 
qui sui t , on s 'intére particulièrement à la li ttérature qui porte sur un en emble 
de méthodes app l' skyline plot, un concept qui a été int roduit par Pybus et al. 
(2000). 
4.2 Famille des méthodes skyline plot : revue de li ttérature 
On commence cette section par la descript ion détaillée de la méthode skyline 
plot classique, pour ensuite int roduire quelques généralisations méthodologiques 
qui ont été réalisée par la sui te, donnant nai ance à un en emble d méthode 
skyline plot. 
4.2 .1 Méthode skyline plot classique 
La méthode skyline plot classique introduite par Pybus et al. (2000) néce site 
l 'e t imation de la généalogie des séquence en uppo ant que l'erreur commise lors 
de l'estimation de la phylogénie est négligeable. Ain i, on commence par estimer 
une phylogénie (unique) et , ensui te, la taille de population est estim' e d manière 
indép ndante pour chaque intervalle d la gén'alogie (figure 4. 1). 
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La procédure de l 'estimation de l'historique d 'une population à part ir d 'une gé-
néalogie dépend seulement des temps écoulés entre les événement de coalescenc 
et non pas de la relation généalogique entre les séquences. Par exemple, i les 
événements de coalescence se produi ent rapidement, cela est un indicateur que 
la taille de la population est faibl . 
Soit Ne(t) , la taille de la population effective à l'instant t (voir section 2.4) , où 
l'unité de temp est la génération. On note par Ne(O) la taille de la population 
effective au moment d 'échantillonner les séquences . 
On considère un ensemble den séquences de gènes échantillonn' s aléatoirement 
à partir d 'une population. Ainsi, la généalogie des séquences 'chantillonnées va 
contenir (n- 1) intervalles inter-noeuds, notés t 2 , t 3 , . . . , tn- Le temps de coales-
cence ont di t ribu 's selon la densité de probabilité (Griffiths et Tavaré, 1994a) 
(4. 1) 
où l 'indice k corre pond au nombre de lignée pr' ente , et v r présente le temps 
a cumulé avant 1 temps d coalescence tk, et Vk+l = L..::~=k+ 1 7i. Si Tk est let mps 
de coale cence , on a , d 'après Donnelly et Tavaré (1995) , 
(4.2) 
où Uk est une variable aléatoire uniforme ur [0, 1]. 
Dan la méthode skyline plot, on construi t un phylogénie r construi te sous l 'hy-
pothè e de l'horloge molé ulair .1 Dans ce contexte , l t mp de coale cence tk , 
1 L'horloge moléculaire est une hypothèse qui permet de dater la d istance temporelle 
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sont en uni tés de substi t ut ion par site , et non pas en générations, ce qui nécessite 
un changement d 'échelle du processus de coalescence en posant r k = f-Lik> où f-l est 
le taux de mutation qui s'exprime en uni té de nombre de substitution par ite 
par génération. L' estimateur non paramétrique d l'historique démographique est 
' ' 
' ' ~--~.--~.----~~.------------~ 
: 'Y7 : Y6 : 'YS : 'Y4 'Y3: 'Y2 
c : : l : : 
.2 1 1 1 
~ : : : 
:::> 
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0 
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' ' ' ' 
' ' 
' ' 
' 
' 
' ' 
Temps 
Figure 4.1: Estimation de l 'hi torique démographique à part ir d 'une généalogie. 
(a) Une généalogie estimée à partir des longueurs de branches proportionnelles 
au temps. (b) Taille de la populat ion estimée à partir de chaque intervalle de 
coalescence rk = f-ltk en uni tés de ubstitutions. 
basé sur l'équation définie en (4.2), qu 'on retrouve dans Griffi ths et Tavaré (1994a) 
et Donnelly et Tavaré (1995). 
entre plu ieurs espèces de leur ancêtre commun, en supposant que le taux d 'accumulation des 
mu tations dans le génome d 'organismes différents est du même ordre de grandeur dans des 
régions homologues du génome. 
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L'obj ectif est d 'est imer la taille de population effective ur les intervalles 
[vk+l, tk + vk+ l], en se basant ur les valeurs tk et vk+l données par la généalogie 
recon truite. 
Soit tk une réalisat ion de Tk , et uk la valeur correspondante selon l'équation (4 .2). 
Ainsi, on obtient 
(4.3) 
où 
s' interprète comme une moyenne harmonique de la taille de la population effective 
ur l'intervalle inter-nœud [vk+l> tk + Vk+ll- En mult ipliant les d ux membres de 
( 4.3) par p, , on obtient (k) -{k 2 = - ln( uk)N ek f.L · ( 4.4) 
En consid'rant - ln (uk) comme une erreur aléatoire, P ybus et al. (2000) proposent 
d 'estimer N ek f.L en po ant 
(4.5) 
Cet estimateur peut être ain i calculé à partir de la généalogie estimée. 
Le graphiqu des N ek en fonction du temps met en évidence une fonction constante 
par morceaux qui repré ente un est imateur non paramétrique de l'historique dé-
mographique. 
Les aut ur affirment que Nek cont ient tout l 'information concernant N (x) qui 
peut être inférée sur l'intervalle ob ervé [vk+l , tk + Vk+ ll- De plu , en se basant 
sur l'équation (4.5) , et en suppo ant que le taux de ubstitut ion p, e t connu , N k 
peut être estimé directement par Tk (; ). 
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La méthode kyline plot classique a plusieurs faibl sses qu 'on énum ' re ci-dessous. 
1. L'est imation d 'un généalogi conti nt une erreur relative à la topologie et à 
la longueur de branches . La méthod ignore l'incert itude dans l ' stimation 
de la g'néalogie, qu 'on appelle au i erreur phylogénétique. Or , cette erreur 
peut être importante si la gén' alogi contient de courte branch s , ce qui 
reflète, généralement , un faible taux cl mutation. 
2. La recon truction de l'historique d 'un population à partir d 'un g'néalo-
gie implique une incertitude qu 'on app lle erreur de coalescence; en effet , 
une généalogie représente une réalisation aléatoire du processus de coales-
cence. En part iculier, l 'estimation de la taille de la population dans chaque 
intervalle de coalescence est sujet à une grande erreur car la méthode s'ap-
parente à l 'e timation de la moyenne d 'une loi exponentiel! à partir d 'un 
seul échant illon (Mi nin et al. , 200 ) . 
L'erreur de coalescence augmente n s 'approchant de la racin de la gé-
néalogie (ancêtre commun); par exemple, la taille de la populat ion sur le 
dernier intervalle (r2 de la figure 4.1 ) e t estimée à partir cl cl ux lignées 
seulement. Ceci pourrait avoir un t rès grand effet si la taill de la popu-
lation demeur con tante, pui qu 1 plu ancien intervalle de coale cence 
représent n moyenne la moit ié de la durée totale de la généalogie. 
3. La méthode a tendance à produir cl s r constructions de l 'historiqu démo-
graphique très « bruités». C 'est particul i 'rement le cas lorsque la g' néalogie 
contient un nombre important de petits intervalle , avec de faibles longueurs 
de branche . 
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4.2.2 Méthode skyline plot généralisé 
La méthode skyline plot générali é qui a été introduite par Strimmer et P ybus 
(2001) permet d 'éliminer les petits intervalles en les regroupant avec leurs voisins 
qui sont inf~rieur à un certain euil E. Le choix de la valeur E t réalisé en 
utilisant le critère AIC (Akaike informat ion criterion) corrigé (Akaike, 1974), qui 
représente un compromis entr l'élimination du bruit et la conservation du signal 
démographique. Ainsi, l skyline plot généralisé permet de réduire le bruit existant 
dans le graphique skyline plot (Pybus et al., 2000) , ce qui produi t des graphiques 
de tailles de population plus lisses . La méthode skyline plot généralisé exige la 
défini t ion d 'un en emble de regroupements d 'intervalles A= {a1 , a2 , ... , am} où 
(ai > 0, et I:;:1 a i = n- 1) , où le valeurs a i précisent le nombre d 'événements 
de coales ence clan chaque intervalle, et m e t le nombre cl 'int rvalles groupés 
(1 ~ m ~ n - 1). De plus, on note le temps cumulé pour chaque intervalle 
groupé par b.wj , j = 1, 2, ... , m , et Ne= {Ne1 , . . . , N em } le vecteur des taille de 
populat ion effectives pour chaque intervalle groupé b.wj . 
Soit h(-) la fonct ion qui décri t le pas age des intervalles ti (avec un seul événement 
de coal cence) vers b.wj (regroupement de plu ieurs intervalles t i )· La fonction 
h(-) e définit comme 
h(i) = { 1 SI 
J SI 
(4.6) 
'\"'J - 1 . < '\"'J 
L...tk=l ak < 2 - L...tk= l ak . 
La log-vraisemblance elu mocl ' le cl ' mographique constant par morceaux est donnée 
par : 
log f c(tJ,t2, ··· , tn-liA , -e) = ~(log ( ki(ki - 1) ) - ki( ki - 1)ti), (4.7) 
i= l 2 eh(i) 2N eh(i) 
où k1 , k2 , .. . , kn- l , représentent le nombre de lignées clans chaque intervalle de 
coalescence. 
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La méthod skyline plot gén éralisé a 'té critiquée car , elle aussi, suppo qu la 
généalogie e t connue san rreur (1 temps de coalescence estimés sont xacts). 
Cependant , le kyline plot gén éralisé n 'e t plu influencé par la pr'sence d 'inter-
valles de coal scence court et représente une nette amélioration par rappor t au 
skyline plot. 
4.2 .3 Méthode skyline plot bayési n 
Dans la plupart des cas il n 'est pa pratique d 'ignorer l'erreur phylogénétique 
pour une gén'alogie inférée. L'incert it ude des estimé des temp aux nœ uds p ut 
~ t re peu importante dan le cas des viru AR qui évoluent rapidement , mais 
devient t rè importante dans le cas de l'utilisation cl s donné cl quences m-
traspécifique2. Pour palier au problème, le skyline plot bayésien a été introduit 
par Drummond et al. (2005). 
La méthode skyline plot bayésien utili e une procédure d 'échantillonnage MCMC 
pour estimer la loi a po teriori de la tai lle cl la population tf ctiv à traver le 
temps directem nt à part ir de séquences de gène pour un modèle de substit ut ion 
donné. 
Contrairement aux autres méthodes , le skyline plot bayésien permet de proposer 
de intervalles cl cr' dibilité pour la taille cl la population ff ctive estimée à 
n 'importe quel point de temps. Les int rvalles cl r ' dibilité r flètent l'inc rti t ude 
phylogénétique et l'inc rti t ucle liée au processus cl coalescenc en même temps. 
De plus, l'eff t de moyenne des méthode d 'échantillonnage MCMC (Méthodes cl 
Monte-Carlo par le chaîn de Markov) produit naturellement des stimateurs 
plu li se qu l autr s méthodes de type skyline plot. 
2 Relat ion qui 'établi t ent re de individ u appartenant à une eule et m· me e pèce 
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Comme on dispose d 'un vecteur Ne= {Ne1 , ... , Nem} et d 'un ens mble A= 
{ a 1 a2 , ... , am, :Z:::::Z:1 ai = n - 1} , l'historiqu démographique se caractérise par 
2m - 1 paramètre démographiques et n - 1 temps de coalescence. 
Soit g = t 1, t2 , ... , tn- 1 ; alors, la probabili té fc@Ne, A) de G en fonction des 
paramètres démographiques est donnée par l 'équation (4 .7) , où m e t choisi au 
préalable. 
Drummond et al. (2005) ont ut ilisé un lissage simple sur Ne qui int rodui t l'hy-
pothèse d 'une taille de population autocorrélée dans le temp de telle manière 
que la taille d population N j sui t une loi de probabili té exponentielle avec une 
e pérance égale à la taille d la population N ej-l 
(4.8) 
Les auteurs suppo ent que ! Ne 1 (Net) ex: 1/N 1 . On obt ient ainsi la loi a priori: 
1 m 1 
N fi~ exp( - N ei/Nei_l). 
e l j=2 ej-1 
fr;re (N e) (4.9) 
La méthode skyline plot bayésienne échantillonne en même temps N e et A. Ainsi, 
la loi a posteriori, dans le cas d séquences contemporaines, e t donnée par : 
~ ~ ~ fi (Ne , A , D, gJ D , p,) ex: Pr( DJp, , g) fc(gJNe, A) f JVe (N e)JA(A )fn(D), (4 .10) 
où n représente l ' nsemble des paramètres du modèle de substit ution , et p, est le 
taux de mutation . 
La méthode permet d 'avoir une liste de J états, où chaque état est associ' à une 
généalogie et à des paramètres démographiques (Nej, Aj , gj), j = 1, 2, ... , J , c 
qui p rmet d r constit uer l'historique démographique N (t) comme un fonction 
con tante par morceaux en fonction du temps pour chacun de J 'tat . Cette 
fonction peut être décri te en calculant la distribution a po teriori de Ne(t) pour 
une série de temps ti, i = 1, 2, .... 
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P our chaque ti , on calcule les valeurs de N e(ti ) pour tous les J à partir de la 
distribution marginale a posteriori de la taille de la populat ion au temps k 
4.2.4 Méthode kyride plot bayésien 
Minin et al. (2008) ont développé la méthode skyride plot bayésien qui est une 
méthode alternative à la méthode skyline plot bayésien pour l 'estimation de l'histo-
rique démographique à part ir de séquences. Comme le skyline bayésien , le skyride 
bayésien suppose un certain degré cl 'autocorrélation clans les tailles de populat ion 
à t ravers le temps. Dans cette méthode, on propose explicitement des trajectoires 
de taille de population ayant comme point de départ le modèle démographique 
constant par morceaux (P ybus et al., 2000). 
La construction est accomplie en imposant un lissage par un champ aléatoire Mar-
kovien Gaussien sur le paramètres de la t rajectoire de la t aille de la populat ion 
constante par morceaux. Les auteurs ont ut ilisé un type li age qui permet de 
p ' naliser les chang ments de taille de population effective pour de petits inter-
valles de coalescence. Pour cela , Minin et al. (2008) ont muni les intervalles de 
coalescence avec des poids de lissage appropriés. 
4.3 Notre méthode : le skywis plot 
En prenant comme point de départ la méthode proposée par P ybus et al. (2000) 
afin d 'estimer la taille de population effective, on propo e une nouvelle méthode 
basée ur la théorie de coalescence. Cette méthode se diff'rencie de autre mé-
thodes skyline plot qui ut ili ent une seul phylogénie estimé à partir cl s sé-
quences, ou à cl approches de type MCMC. Dans notre ca , on a recour à un 
chéma d 'échantillonnage pond'ré efficace où notre estimé est obtenu comme une 
moyenne pondérée sur un grand nombre de généalogies simul ' es. 
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On rappelle que P ybus et al. (2000) ont proposé d 'est imer la t aille de la populat ion 
effect ive sur chaque intervalle [vk+ l , vk+ I + t k] par Nek = tk ( ; ) , k = 2, .. . , n où : 
• tk est le temps d 'attente ju qu 'à la prochaine coalescence en présence de k 
séquences ; en abrégé t emps de coalescence; 
• n est le nombre total de séqu nees échantillonnées ; 
• vk+ l est le temps accumulé avant t b c'est-à-dire vk+l = L::~=k+ l k 
On not que pour la méthode skyline plot, les valeurs des t k et vk+1 ont connues 
puisqu ' lle peuvent être déduites à part ir de la phylogénie estimée sou l 'hypo-
thèse de l'horloge moléculaire. 
Dans notre cas , on propose une nouvelle stratégie basée ess nt iellement sur la 
théorie de la coalescenc , puisqu au lieu de se baser sur un est imé unique d 'une 
phylogénie qui relie les séquences entre elles , on propose d 'utiliser un grand nombre 
de gén' alogies imulées selon le processus de coale cence et en uite calculer la 
d , ' d - (J) ' N- (J) ' l' . ' d l ·11 d l moyenne pon eree e ek , ou ek r presente estime e a tai e e a po-
pulation effective pour l temp de coalescence tk , et pour la généalogie g U), 
j = 1, 2, .. . , J , k = 2, ... , n. Cette manière de fair permet d 'explorer l 'espace des 
généalogies possibles tout en affectant de plus grands poids a ux généalogies 1 s 
plus vraisemblables . L'effet de la moyenn permet ainsi d 'avoir des graphique en 
fonction du temp a sez lis es. De plus , contrairement a ux méthodes basées sur 
la phylog ' nétique, et compte tenu du fait que la théorie de coale cence 'appliqu 
dan un cadre plus général, il est pos ibl de générali er le t ravail pré enté dans 
cette thèse à d 'autres cas , comme la pr 'sence de recombinaison par exemple. 
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L ' é c h a n t i l l o n n a g e  p o n d é r é  j o u e  u n  r ô l e  i m p o r t a n t  d a n s  n o t r e  m é t h o d e .  L e  s c h é m a  
d e  l ' é c h a n t i l l o n n a g e  p o n d é r é  f o u r n i t  u n  m o y e n  s i m p l e  p o u r  a p p r o x i m e r  l a  l o i  a  
p o s t e r i o r i  d ' u n e  g é n é a l o g i e  P ( Ç I D ,  B )  ( v o i r  l e  c h a p i t r e  3  p o u r  l e s  n o t a t i o n s ) .  
O n  r a p p e l l e  q u e  l e  p o i d s  w U )  a s s o c i é  à  l a  g é n é a l o g i e  g U ) ,  j  =  1 ,  2 ,  . . .  ,  J ,  e s t  d é f i n i  
p a r  
o ù  
w U ) =  W U )  
" J  ( "  )  
Û j = l  w  J )  
(  4 . 1 1 )  
( j )  
w U l  =  P(DIQUl, B)Pdfgu~~). ( 4 . 1 2 )  
L a  l o i  d e  p r o b a b i l i t é  d o n n é e  p a r  l e s  p o i d s  w U ) ,  j  =  1 ,  2 ,  . . .  ,  J ,  e s t  u n e  a p p r o x i m a -
t i o n  d e  l a  l o i  d e  p r o b a b i l i t é  a  p o s t e r i o r i  P ( Q I D ,  B) .  P a r  c o n s é q u e n t ,  i l  e s t  p o s s i b l e  
d ' e s t i m e r  n ' i m p o r t e  q u e l  p a r a m è t r e  d ' i n t é r ê t  r e l i é  à  u n e  g é n é a l o g i e  e n  f a i s a n t  u n e  
m o y e n n e  p o n d é r é e  d e s  e s t i m é s  d e  c e s  p a r a m è t r  
s i m u l é e s ,  t e l  q u e  n o t é  d a n s  S t e p h e n s  ( 2 0 0 1 ) .  
u r  l ' e n s e m b l e  d e s  g é n é a l o g i e s  
D a n s  n o t r e  c a s ,  l a  q u a n t i t é  d ' i n t é r ê t  e s t  l ' e s t i m é  d e  l a  t a i l l e  d e  l a  p o p u l a t i o n  
-
e f f e c t i v e  s u r  c h a c u n  d e s  t e m p s  d e  c o a l e s c e n c e  t k ,  n o t é e  N  e k .  D ' a p r è s  c e  q u i  p r é c è d e ,  
i l  e s t  p o s s i b l e  d ' o b t e n i r  N e k  e n  c a l c u l a n t  u n e  m o y e n n e  p o n d é r é e  d e s  Ne~) s u r  
t o u t e s  l e s  g é n é a l o g i e s  g é n é r é e s .  A i n s i ,  l a  v a l e u r  m o y e n n e  e k  s e  c a l c u l e  c o m m e  
- " '  ( " ) - ( j )  
e k  =  ~ w
1  
N e k  
( 4 . 1 3 )  
j  
o ù  
- ( j )  .  ( k)  
N e k  =  t k ( J )  2  
( 4 . 1 4 )  
e t  t~) r e p r é s e n t e  l e  t e m p s  d ' a t t e n t e  j u s q u ' a u  p r o c h a i n  é v é n e m e n t  d e  c o a l e s c e n c e  
e n  p r é s e n c e  d e  k  s é q u e n c e s  d a n s  l a  g é n é a l o g i e  g U l , j  =  1 ,  2 ,  . . .  ,  J .  
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On suppo e qu 'en présence den séquences de nucléotides, les temps de coalescence 
pour les généalogies g (l), ... , g (J) sont , respectivement 
( (1) (1) (1)) ( · (J) (J) (J)) tn ' tn-1' ... ' t2 ' ... ' tn ' tn-l ' ... ' t2 . 
Ain i, l calcul d'un estimateur non paramétrique de la taille de la population 
effective à travers le temps revient à : 
1. l'application de l'échantillonnage pondéré en utilisant la méthode de Ste-
phen et Donnelly (2000), ou une ver ion modifiée de la fonction d 'impor-
tance décri te au chapi t re 3.1 , en upposant que la matrice de transition 
P et l paramètre e sont connus. Cela permet de imuler les généalogies 
g (l), Ç(2), .. . g (Jl et par con équent les temps de coalescence t~1 ) , t~2 l, ... , t~J) 
avec k = 2, ... , n. La procédure p erm t aussi de calculer les poids des généa-
logies w(ll , w(2l , ... , w(Jl en utilisan t l'équa tion ( 4.11) ; 
-(1) - (2) - (J ) 
2. calculer l s valeur de ek , Nek , ... , Nek pour k = 2, ... , n en se basant 
sur l'équation (4. 14); 
3 l l d , ' d N-Ul . 1 2 J bt , l ' 't . ca cu er une moyenne pon eree s ek , J = , , ... , o enus a e ap e 
2, n appliquant les poids des généalogies g U) , j = 1, 2, .. . , J calculées à 
l 'étape 1. 
Cette section n 'est en réali té qu 'un bref aperçu de la nouv lle méthode skywis 
plot. Ain i l prochain chapit r , sou forme d 'un ar ticle scientifique en langue 
anglaise , contient le détail de la méthodologie ainsi que d s simulat ions selon 
plu ieur cénario démographiques où le skywis plot permet de reconstruire le 
vrai historique démographique. Vers la fin de l'ar ticle , on a au i montré que 
l'utili at ion d données hétérochrones (échantillonnée à divers moment dans le 
temp ) permet d 'améliorer la quali té de ré ul tat . 
72 
On propose nsuite au chapitre 6, à travers un deuxième articl scientifiqu en 
langue anglai e d 'améliorer la performance de la méthode kywis plot en sup-
posant dan un premier temps que la taill de la population relative a été préa-
lablement estimée à qu lqu s points dans le temps. Un cas pratique revient à 
ut iliser la structure d ' ' chantillonnage hétérochrone des séquence en introduisant 
de l 'information disponibl aux temps d 'échantillonnage. Par exemple, Maretty et 
al. (2013) ont utilis' 1 'information sur la charg virale (Viral load) obt nu dans 
le cadre d 'un échantillonnag en érie à partir de patients infectés par un virus 
à évolution rapide qui t le VIH. En effet , Maretty et al. (2013) ont supposé 
une relation linéair entre la charge virale et la taille de la population eff ctive 
aux temps d 'échantillonnage. Ainsi , entr deux 'chantillonnag sucees if il t 
possible d 'estimer la taille de la population relative moyenne ur cette période en 
supposant une 'volu tion neutre. 
Dans ce nouveau cadre, il est po sibl d 'ut ili er un version modifiée du skywis 
plot, appelée Calibrated skywis plot, où la loi du temps du prochain événement , 
ainsi que la méthode de imulation des généalogies changent. De plus , la fonction 
d 'importance doit êtr adaptée à ce nouveau contexte où le processus de coales-
c n e et de mutation deviennent non-homog' nes. Un fois la méthodologie qui 
p rmet d 'estimer la taill d la population effective en partant de l 'hypothèse que 
la taille de la population est constante par morceaux est établie, on définit une 
nouvelle méthode appelé iterative calibrated skywis plot qui e t une méthode ité-
rative où la première itération e t une application de la méthode skywis plot, et 
dont l'estimat ion de la taille de la population eff ctive con tante par morceaux 
est déduite en appliquant la rn' tho de Calibrated skywis plot à partir de 1 'itération 
précédente. 
CHAPITRE V 
PREMIER ARTICLE: A EW METHOD FOR ESTIMATING THE 
DEMOGRAPHie HISTORY FROM D A SEQUE CES: AN IMPORTANCE 
SAMPLING APPROACH 
Sadoune Ait Kaci Azzou , Fabrice Larribe, Sorana Froda 
Abstract 
The effective population size over time (demographie history) can be retraced 
from a sample of contemporary DNA sequences . In this paper , we propose a novel 
methodology based on importance sampling for exploring such demographie his-
tories. Our starting point is the generalized skyline plot with the main difference 
being that our procedure, skywis plot, uses a large number of genealogies. The 
information provided by these genealogies is combined according to the impor-
tance sampling weights. Thus, w compute a weighted average of the effective 
population sizes on specifie t i me interval ( epochs) , where the genealogies t h at 
agree more with the data are given more weight. We illustrate by a simulation 
study that the skywis plot correctly reconstructs the recent demographie history 
under the scenarios most commonly con idered in the literature. In particular , 
our method can capture a change point in the effective population ize, and its 
overall performance is comparable with the one of t he bayesian skyline plot. We 
also introduce the case of serially sampled sequences and illustrate t hat it is pos-
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ible to improve the performance of th skywis plot in the ca e of an xponential 
expan ion of the effective popula tion size. 
K eywords: importanc ampling, effective population ize, skywi plot , coale cent 
proce s serially ampl cl 
5.1 Introduction 
The demographie history of a population leave its signature in the genome, which 
means that D A equences contain information about the demographie hi tory of 
the population from which they are sampled. Therefore it is po ible to u e genetic 
data to infer demographie parameters an issue wi th important implication in 
many field uch as public health epidemiology and conservation biology (Minin 
et al. , 2008). 
The fir t method for e timating the cl mographic hi tory from gen quence 
were parametric and u ed coalescent t he01·y. Such methods require a imple de-
mographie madel in arder to describe the changes in the population IZ ov r t ime 
in terms of on or more parameters. They are based on importance ampling, e.g. 
(Stephens et Donnelly, 2000; Slatkin et Hudson , 1991), or Markov Chain Monte 
Carlo (MCMC) sampling, .g. (Kuhner et al. , 1995, 1998). For exampl , in th 
ca of expon ntial growth , the size of the population at any t ime t measured 
from the present to th past is given by (t) = (0) exp( - (3 t) , and the unknown 
parameters are (0) and (3 . 
U ually, in pract ic , it i not known in advance which demographie madel fi ts 
t he ampled gen equ ne s. Further , population histories are oft n mor om-
plex than tho e de cribed by simple parametric model . Thi has motivated the 
development of nonparametric and emi-parametric methods for inferring the de-
mographie history from sequence data or from an estimated genealogy (e.g. (Fu, 
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1994; Pybus et al. , 2000)) without resort ing to sorne previous information about 
the demographie model. 
Our method is nonparametric and is closely related to t he family of skyline plot 
methods. The fir t method in this family was int roduced by P ybu et al. (2000) , 
and is referred to a the classical skyline plot. The classical skyline plot involves 
two separate step , see (Ho et Shapiro, 2011): (1) estimating the genealogy from 
the s quence data and (2) estimating the population history from the estimated 
gen alogy. Step 1 give an estimated genealogy that includes the relation hip 
among the individuals (tree topology) as well as their t imes of diverg nee. G -
nealogical estimation i clone u ing tandard phylogenetic methods under the so-
called strict mol cular clock. The strict molecular clock condition means that the 
branch lengths of the tree are proportional to time, with t ime being measured in 
mutation , and alllineage evolve at t he same rate . It is also possible to estimate 
a genealogy in a relax d-clock framework (Drummond et al. , 2006). 
Further , in step 2 in order to estimate t he population hi tory from the estimated 
genealogy, P ybus et al. (2000) apply coalescent them·y in a pecific way by con-
sidering the t ime of divergence (node t imes) as coalescent times. When the t rue 
population size is constant , this assumption is equivalent to estimating the mean 
of an exponential di tribution u ing a singl realization from thi distribution 
(Minin et al. , 2008). This uncertainty is referred to as 'coalescent err or '. Further , 
the single phylogeny of the equerrees is assumed to be known without rror (i .. , 
phylogenetic error i a sumed to be negligible). 
Thus, Pybus et al. (2000) stimate the population size N ek p, , for each "coalescent 
interval" rk = p,tk , by the product of (; ) and rk, where p, is the mutation rate per 
sit per generation and rk is measured in substitut ions. Thus, t he classical skyline 
plot produces a piecewi e recon t ruction of the demographie history t hat is quite 
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noisy, especially in th presence of small intervals when the sampled sequences 
are similar. 
To improve the classical skyline plot estimation, several extensions have been 
propo ed. Wi thout being exhaustive, we discu s th extensions that are mo t 
relevant to our worlc 
Strimmer et P ybus (2001) developed a generalized skylin e plot estimate based on 
the Akaike Information Criterion correction (AIC) in arder to reduce the num-
ber of free parameter in the classical skyline plot. This method allows mult iple 
coal scent events, i.e. for which li ttle divergence t ime information is available, to 
be grouped together. Important developments were obtained in a Bay ian frame-
work. Thus, Drummond et al. (2005) and R. Opg n-Rhein (2005) use multiple 
change-point (MCP ) models to estimate population ize dynamics. 
In particular , Drummond et al. (2005) use a Markov chain Monte Carlo (MCMC) 
sampling procedure that efficiently samples a variant of the generalized skyline 
plot, given sequence data, and combine these plots in arder to generate a posterior 
distribution of the effective population size through time. Due to the "averaging" 
effect of the MCMC sampling, t he B ayesian skyline plot int roduced by Drummond 
et al. (2005) produces smoother estimates than pr vious skyline plot methods. 
Al o in the Bayesian framework, Minin et al. (2008) propose an alternative to 
change-point modeling that exploits Gaussian Markov random fields to achiev 
temporal smoothing of the effective population size. The advantage of the skyride 
method is that in contrast to estimate given by MCP models, explicit temporal 
smoothing does not require strong prior decisions like fixing the total number of 
change points a priori. 
Finally, Heled et Drummond (2008) introduced the extended Baye ian skyline 
plot , which permi ts the analysis of mul tiple unlinked loci. Increasing the num-
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ber of independent loci allows the uncertainty in the coalescent to be as e ed , 
leading to an improvement in the reliability of the demographie inference and a 
substantial reduction in estimation error (Ho et Shapiro , 2011). Further , unlik 
previous skyline plot methods that use a piecewise-constant model, the extended 
Bayesian skyline plot permi ts t he use of a piecewise-linear model to describe the 
demographie history, allowing t he population size to change cont inuously along 
each interval. 
In order to e timate the effective population Ize , we propo a new method in 
a likelihood-based perspective. Unlike orne skyline methods that u e a single 
e t imated phylogeny of the sequence , or other that u e MCMC approaches , 
we re ort to an efficient importance ampling scheme and our estimate corn s 
to an weighted average over a large number of simulated genealogies, each with 
a different set of coalescence t imes. The methodology i d scribed in d tail in 
Section 5.3. 
5.2 Background 
5. 2.1 Coalescent theor·y 
In thi section , we pre ent the basic idea behind the tandard coalescent , as well 
as its extension to t he case of fl.uctuating population size. An introduction to 
coalescent them·y can be found in ordborg (2001). Coalescent them·y allow one 
to produ e genealogi s relating the sampled sequences according to a large ela s of 
population genet ic mo dels. In particular , the classical coalescent pro ce s a um 
a ingle, i olated and panmictic population (e .g. a Wright-Fisher model), which 
evolve with constant (haploid) size Nover many generations. For ufficiently large 
N and a sample size n such that n « N , the ancestral relation hips between the 
gene quences can be appro:ximated by Kingman 's coale cent (Kingman , 19 2b). 
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In short , the ancestry of a sample of equenc s is mode! d back in tim , tarting 
from the cmTent ample and until the mo t rec nt common ance tor (MRCA) of 
the sample i found. At ach step in the g nealogical tree, one of the following 
events can occur: (1) two equence coal if th y hare a common ancestor; (2) 
one sequence mutates. In the coalescent fram work , t im is rn asur d in units of 
N generation , and N is large. The mutation ra te 1-" per equence p r g neration 
i rescaled so that e = 2N 1-"· Further, one can on ider that each pair of lineages 
coalesces indep ndently as a Poisson proc ss with rat 1, and o, wh n there are 
k ancestral lin coal cent event occur as in a Poisson process with total rate 
k(k- 1) / 2 (Stephen 2000). 
In the ela ical coale c nt proce , and in the pre ence of k gene equences, the 
waiting t ime Tk to th n xt coalescent vent i xpon ntially distributed with rate 
(;), while the di tribution of the t ime until the first mutation event in any of the 
k lineages i exponential with parameter kB / 2. Sin e mutation are a um cl to 
occur inclepenclently of coalescence, the waiting t ime until a mutation or coale cent 
event is exponentially clistributecl with parameter 
(k) ke = k(k- 1 + e) . 2 + 2 2 (5. 1) 
The classical coalescent framework can be extenclecl to inclucle simple cl viations 
from the iclealiz cl Wright-Fisher moclel, lik r combination, flu ctuat ing popula-
tion ize, population structure, and selection. In our paper, we fo cu on a ingle 
extension of the coalescent , namely variable population ize. 
In the case of non-constant populat ion size, th number of descendant of a e-
quence in one generation cloes not follow the Poi son di tribution wi th int nsity 
one (Hein et al., 2005) . A a re ult , wh n th ba ic coale cent i u cl to moclel 
a real phy ical population, the size of th population in the (haploicl ) Wright-
Fisher moclel cannot be as umecl to b quai to the ize of the real population. 
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L e t  N e ( t )  d e n o t e  t h e  e f f e c t i v e  p o p u l a t i o n  s i z e  a t  t i m e  t  w i t h  N e ( O )  =  N .  T h e  e f f e c -
t i v e  p o p u l a t i o n  s i z e  r e f l e c t s  t h e  n u m b e r  o f  i n d i v i d u a l s  t h a t  c o n t r i b u t e  o f f s p r i n g s  
t o  t h e  d e s c e n d a n t  g e n e r a t i o n  a n d  i s  a l m o s t  a l w a y s  s m a l l e r  t h a n  t h e  c e n s u s  p o p -
u l a t i o n  s i z e . T h e  v a r i a b l e  p o p u l a t i o n  s i z e  c o a l e s c e n t  m o d e l  f o r  c o n t e m p o r a r y  g e n e  
s e q u e n c e s  w a s  i n t r o c l u c e d  b y  G r i f f i t h s  e t  T a v a r é  ( 1 9 9 4 b )  a n d  D o n n e l l y  e t  T a v a r é  
( 1 9 9 5 ) .  I n  t h i s  c a s e ,  t h e  c o a l e s c e n c e  t i m e s  T
2
,  T
3
,  . . .  ,  T n  d o  n o t  f o l l o w  i n d e p e n d e n t  
e x p o n e n t i a l  d i s t r i b u t i o n s .  
L e t  V k  =  T n  +  . . .  +  T k  b e  t h e  a c c u m u l a t e d  w a i t i n g  t i m e  s o  t h a t  t h e  n u m b e r  o f  
s e q u e n c e s  p a s s  f r o m  n  t o  k  - 1  s e q u e n c e s ,  i . e .  
n  
v k  =  L T e ,  
( 5 . 2 )  
e = k  
a n d  l e t  A ( t )  t h e  c u m u l a t i v e  c o a l e s c e n t  r a t e  o v e r  t i m e  m e a s u r e d  r e l a t i v e  t o  t h e  r a t e  
a t  t i m e  t  =  0 :  
t  1  
A ( t )  = J o  v ( u ) d u ,  
( 5 . 3 )  
w h e r e  v ( t )  =  N e ( t ) / N ,  t h e  r e l a t i v e  s i z e  o f  N e ( t )  t o  N .  
T h e  w a i t i n g  t i m e  u n t i l  t h e  n e x t  e v e n t  d e p e n d s  o n l y  o n  t h e  t i m e  o f  t h e  p r e v i o u  
e v e n t  b y  t h e  M a r k o v  p r o p e r t y .  T h e  s u r v i v a l  f u n c t i o n  o f  t h e  t i m e  T k  c o n d i t i o n a l  
o n  v k + l  = v i s  
P ( T k  >  t [ V k +
1  
= v ) =  e x p  { - (~) ( A ( t  + v ) - A (  v ) ) } ,  ( 5 . 4 )  
w h e r e  V n + l  = O .  
W e  n o t e  t h a t  w h e n  r e p l a c i n g  A ( t )  b y  t  ( i . e . ,  i n  t h e  c a s e  N e ( t )  =  N ,  t  >  0  )  i n  
e q u a t i o n  ( 5 . 4 ) ,  w e  g e t  t h e  s u r v i v a l  f u n c t i o n  o f  t h e  e x p o n e n t i a l  d i s t r i b u t i o n .  F r o m  
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(5.4), we obtain t he density 
(5.5) 
It is precisely from t his equation t hat Pybus et al. (2000) derived the estimation 
of t he effective population size N ek in t he presence of k sequences. 
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. . . . . . ' ......... ' ... ' ........ . . .. . . . ... ...... .. .. !-Lg={13} 
W - 9 
T2 
H _ = {12,13} 
12 W _8 
H- 7={12,11} 
T3 w _7 
T 4 10 w _6 
H - 6={10,5,11} 
H -s= {10 ,5 ,6,11} 
T5 
w _5 
9 .. .. . . .. 11->7 H- 4= {9,8,5,6,11} w _4 
w _3 H -3={9,8,5,6, 7} 
T6 H-2= {9,2, ,5,6,7} 8 w_2 
H - ! = {1,2, ,5,6,7} 
T7 w _ 1 
Ho={1,2,3,4,5,6, 7} 
1 2 3 4 5 6 7 
Figure 5.1 : Ex ample of a realization of the coalescent pro cess viewed from past 
to the present wit h n = 7 sequences (red squares) , wit h 6 coalescent events (blue 
squares) and 3 mutation events (orange circles). 
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5.2.2 Importance sampling 
Parameter estimation in population genetic models require optimization of the 
likelihood of the data given the parameters, P(VJB) . The likelihood is then eval-
uated by 
L(B) = 1 P(VJÇ , B)P(ÇJB)dÇ , (5.6) 
where e is the collection of parameters (such as population size and migration 
rates) for the population process. Typically, the objective of the analysis is to 
estimate these parameters by averaging the likelihood over all possible genealogies . 
A naive Monte Carlo method for the integral in (5.6) is given by 
J 
L(e) ~ ~ L P(vJçul, e) , 
j = l 
(5.7) 
where Ç(l), Ç(2) , ... , Ç (J) are an independent sample from P(ÇJB). 
Importance Sampling (IS) allows us to improve the efficiency of the Monte Carlo 
integration . The main idea of the IS approach is to reduce the inefficiency of the 
approximation (5.7) by concentrating the simulation on the t rees that are more 
likely with the observed data. Instead of choosing histories from the distribution 
Po(Ç) , we want to sample genealogies from a proposai distribution Q(Ç) that 
better supports the observed data, 'D . The IS method is based on rewriting (5.6) 
as 
{ P(VJÇ B) P(ÇJB) Q(Ç)dÇ }ç; ) Q(Ç) . 
The Monte Carlo approximation of (5.8) gives 
1 J (j) P(Ç(j ) JB) 
L(B) ~ J f; P(VJÇ , B) Q(ÇUl) , 
(5.8) 
(5.9) 
where Ç(l) , Ç(2) , ... , Ç (J ) "" Q(Ç). Good choices of the distribution Q(.) make this 
method of approximation mu ch more efficient than ( 5. 7). Ideally, we would like 
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to sample from Q(Q) = P(QID) . However , this i impo sible because it suppose 
perfect knowledge of the likelihood which i not true in practice. 
Importance sampling (IS) was first u ed in this context by Griffiths et Tavaré 
(1994a,b,c). Stephens et Donnelly (2000) proposed improvements to the method 
by suggesting an approximation to an optimal proposa! distribution for IS , P(QID). 
5.3 The Skywis method 
In this section , we describe our estimation method of the effective population 
size, when n gene sequence are available. The main idea behind our method is 
to imulate a large number of g nealogie and create a weighted average of the 
effective population sizes , wher the most probable genealogies are given larg r 
weight. In short , reconstructing the d mographic history from these sequences 
involves four distinct steps: 
1. simulate J genealogies : ç(l ), Ç(2), .. . , ç (J); 
~ (1) ~ (2) ~ (J ) ~ (j) 2. compute Nek , Nek , ... , Nek where Nek , k = 2, 3, ... , n , represents the 
t imated effective population size for the genealogy Q(j) for each coale cent 
t ime t~ ) (in the presence of k sequences); 
3. compute the weights w(ll , w(2) , . .. , w(J) , where w(j) represents the weight of 
the genealogy Q(j) in the likelihood of the data; 
4. estima te fJ ek based on genalogie ç (l), Ç(2), .. . , ç (Jl , by the weighted mean 
of Ne~)' for j = 1, 2, ... , J , and k = 2, 3, ... , n , i. e. 
J 
Nek = L w(jlfJe~)· 
j=l 
(5. 10) 
For example, with a variable population size that is expanding from the past to 
the pre ent, as we progre towards the MRCA one can expect the population size 
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to be smaller , or coalescence t imes to be shorter , than in the case of a constant 
populat ion size. T his fact , of shorter coale cence t imes, should be reflected more 
faithfully by the most probable genealogies. Since such genealogies receive t he 
largest weights , one can see that through the weighting system the estimator is 
adapt ing itself to the information contained in t he dat a. 
In what follows we describe our method in full detail , namely : 
• how to simulate genealogies; 
• how to set t he weights; 
• how to e t imate the effective population size . 
5.3.1 Skywis plot for homochronous sampling 
Simulat ion of genealogies 
In or der to generate genealogies we use the proposal distribution Q( .) introduced 
by Stephens et Donnelly (2000) assuming a constant populat ion size and a fini te 
sites model with known mutation parameters. Given the Stephens et Donn lly 
(2000) method is crucial to our approach , we describe it briefly. 
Let: 
• E : the set of possible types of gene sequences; 
• H_( the set of all sequences when event i occurs (coalescence or mutation) 
where i increases from th present to the past in steps of 1 for each event 
(See Figure 5. 1); 
• H = {Ho, H _1 , .. . , H _m} : a history of sequences where H0 = D , m i the 
total number of events in the history H , and H_m is a singleton (the MRCA); 
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• P : the mutation transit ion matrix; 
In t he Stephens et Donnelly (2000) method, the H-i are viewed as states of a 
Markov process start ing at genetic type H_m E E and ending with Ho E E. 
Let P be the mutation t ransit ion matrix . Let Pa/3 be the probability of a DNA 
sequence of type a to mutate to a DNA sequence of type (3 , and let Mg denote 
a mutation of a gene sequence from type a to type (3 according to P ; let C~ 
denote a coalescence of two gene sequences of type a. Then, t he forward t ransit ion 
probabilities p0 (Hii Hi_I) , are defined by equation (5. 11): 
if C~ , (5. 11) 
0 otherwise, 
where n~~)1 is the number of sequences of type a in Hi- 1, ni- l 2: 2 is the number 
of sequences in Hi-1· 
Stephens et Donnelly (2000) consider randomly constructing histories backward 
in t ime in a Markov way, from the sample Ho to an MRCA (single type), ac-
cording to sorne backward t ransit ion probabilit ies qo(Hi_11Hi) in the class M = 
{Hi_ 1 1Po(Hi1Hi-I) > 0} with the constraint qo(Hi- li Hi) ex: Po(HiiHi_ I). Their 
proposed backward transit ion probabilit ies éjé( Hi-1 IHi) which define Q(.) are given 
by equation (5. 12) , namely: 
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if Mff , 
if c~, (5. 12) 
0 otherwise, 
wh re n~o) is th number of sequences of type ex in Hi, ni i the number of sequences 
in Hi, {Hi- ex} is th set of all sequences in Hi without the cho n sequence ex, and 
C = n i(ni - 1 + B) / 2 i a constant of proportionali ty. The estimated conditional 
probabili ty -fi-(ex[ Hi) i de cribed below. 
In the propo ed reconstruction, when Hi contains ni chromo om s, th new type 
ex i obtained by choosing a chromo ome from Hi at random and then mutating 
it a geometrie number of t imes. If n~.B) is the number of chromo omes of typ f3 in 
Hi , then (Stephens t Donn lly , 2000) 
(5 .13) 
In our approach , the genealogie are simulated backwards intime by the following 
algorithm ba edon (5 .12) : 
1. ini tialize ni := n , where n i the number of D A equ n es at time t = 0 
(present) , and i = 0; 
2. simulate the t ime to the next event , W -i- l , as an exponent ial distribution 
. (ni) n ie w1th parameter 
2 
+ 2 ; 
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3. randomly choose a sequence from Hi; the chosen sequence type is denoted 
a-) 
4. for each type (3 E E for which POif3 > 0, compute ir( f3 1Hi - a) ; 
5. compute t he quantit ies x 1 and x2 , where 
xl = e L ir(f31 Hi - a) P(30t and X2 = n~Oi) - 1. 
(3E E 
Then, choose: 
• a coalescence event wit h probabili ty (x l ~ x
2
); 
• a mutation event ( to (3) with probabili ty ( ~ ) . 
Xl X2 
6. depending on t he type of event chosen in step 5, we cont inue as follow : 
• if there is a coalescence event, choo e another sequence of type a ran-
domly, and let ni-l := ni - 1; 
• if t here is a mutation event , mutate the sequence a into a sequence (3, 
without changing ni, i. e. let ni-l := ni; 
7. let i := i - 1 and continue until ni = 1. 
After implementing the above algorithm , t he coalescence times that are at t he 
core of our method can be deduced . In the genealogy Ç} given in Figure 5.1 , we 
can deduce the coalescent times from the event t imes . For example, T7 = W_1 
whereas T6 = W _2 + W -3 because we have a mutation event before a coalescence 
event. 
Weights of genealogies 
After gen rating genealogies using t he Stephens et Donnelly (2000) proposa! dis-
t ribut ion , it is possible to compute the importance weight w(j) for each genealogy 
QU) . h . - 1 2 J T h (j) . . b · , w1t J - , , ... , . en w 1s g1ven y . 
where 
with 
and 
(.l w ul w J = --.-----
"""J W U)' 
D J= l 
(j) ) 
w Ul = P (V IQ(j) e) P(Q 1e 
' Q(QUl ) ' 
-m+l 
Q(Ç(j)) = II êjé( Hi-l ii-Ii), 
i=O 
-m+l 
P(ç Ul le) = II Po (Hiii-Ii_ I). 
i=O 
Estimation of the effective population size 
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(5. 14) 
(5. 15) 
(5. 16) 
(5 .17) 
When building genealogies backwards in t ime, a we move backwards in time, 
fewer coalescence event occur. A a result , coalescence times close to the present 
are very hort and b com larger gradually going back in t ime. These short coa-
lescence t imes create an unclesirable variability in the estimation of t he effective 
population ize . Therefore we propose to cumulate small coalescence t imes in order 
to improve t he est imation of the effective populat ion size. T hese cumulated t ime 
intervals are callecl epochs. To define epochs that get larger as we go backwards 
intime, w followed Durbin and Li (20 11) , and used a pecial tim scale ba ed on 
the TMRCA. Fore t (2014) adopted the same method. 
F inally, we note that th id a of cumulating mall coalescence t imes in order 
to smooth t he graph of the estimator of the ffective population size wa first 
proposed by Strimm r and P ybu (2001); it has since become quite standard in 
the rela tecl li t rature. 
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Once the genealogies have been simulated using the method described in Section 
5.3. 1, we cumulate the coalescence times a follow : 
• we fix the total number of epochs, ncum , i.e. the total number of t ime intervals 
where we estimate the effective population size; 
• for each simulated genealogy Ç (j) we compute the MRCA t ime, T~~kcA; 
• we use formula (6.42) proposed by Durbin et Li (2011) in order to de-
fine epochs where estimates of the effective population size are computed. 
In other words, the following time cutting points in a genealogy Ç (j) , j 
1, 2, .. , J are used : 
(j) - ( b (j) ) tcut,b- 0.1 ·exp -- ·log(1 + 10 · TMRCA) - 0.1, 
ncum 
b = 1, 2, ... , ncum , (5. 18) 
( .) - (j) 
where tc~t ,ncum - TMRCA· 
For each genealogy, formula (5. 18) gives the boundaries of the epochs, measured 
from the present to the past where b = 0, 1, 2, ... ncum (in units of N generations). 
The boundaries of epochs are different for each genealogy Ç (j) and depend on 
the length of the tree. For example if T~~ikcA = 1 in units of N generations and 
ncum = 5, then according to (5.18) , the boundaries of the intervals are 0.0615 , 
0.1609 , 0.3215 , 0.581 (backward in t ime). For example, for the first epoch , t his 
means that we must cumulate coalescence t imes from Tn until reaching 0.0615 N 
generations. 
The skyline p lot can be viewed as a method of moments estimator based on the 
standard coalescence distributions (Strimmer et Pybu , 2001). For a genealogy 
Ç (j), we have : 
E ( T~j) · ( ~) ) = N (generations), (5 .19) 
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b cause T~j) is exponentially distributed as exp ( (;)). Therefore, we use the esti-
mate 
~ (j) ~ (j) (k) . -Nek ~tk 2 ,J-1,2, ... , 1. (5.20) 
Th expectation of the accumulated waiting time in order to pas from n to e 
lin ages , T~~e = ~~=e T~j) ' is given by (see, for example, (Rodrigo et al. , 1999)) 
( 
(j) ) 2c . E Tn_,e = n(n _ c) N (generat iOns) (5.21) 
wh r c = n - e represents the number of coale ced sequence . From equation 
(5.21) , we can see that we can e t imate , using the method of moments , t he effective 
population size for the cumulated t ime of c coale cene tim by : 
t (J) n(n- c) (5.22) 
n-;e . 2c ' 
where t~~e =~~=e t~), and c =n-t In our case, the cumulated waiting times for 
each genealogy g Ul are deduced from equation (5. 18) : one th boundaries of the 
intervals of epochs are computed , th cumulated waiting tim 
from present to the past , are derived as : 
"t (j) - t (j) t(j ) 
L...l. b - cut ,b - cut ,b-1 ' 
6t(j) numberecl 
' b 
(5.23) 
wh re b = 1, 2, ... , ncum , j = 1, 2, ... , 1 and t~~)t ,o =O. lt follü\·VS from equation 
(5 .22) and (5. 18) that the estimated effective population size for an epoch b, and 
1 g(j) . - 1 2 1 . . b . genea ogy , J - , , ... , , 1s g1 ven y . 
iJ l (d(j) - c(j) ) 
(j) . (j) b b b 
b = 6tb . (') 
2cb1 
(5.24) 
wh re dbj ) i the number of quenc at the b ginning of the 6tbj) interval, and Cbj) 
i the number of cumulated coalescence times in the epoch 6 tbj ), b = 1, 2, .. . , ncum , 
j = 1, 2, ... , 1. 
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The distribution of importance weights of genealogies described by t he equation 
(5. 15) is an approximation to the posterior distribution P(Ç[V , B). As a result , one 
can approximate quantities of interest r lated to the t ree by fm·ming a weighted 
average of th quantities over t he sampled trees as suggested in Stephens (2001). 
In our ca e, we are interested in the estimation of E ( N eb), b = 1, 2, ... , ncum from 
h J . N~ (j) . - 1 2 J d l t e est1mates eb , .7 - , , ... , an w t 
J 
E(N eb) ~ L w(j) N e~j) 
j = l 
(5.25) 
In our algorithm, the weighted average of ~ e~j) i computecl for the same time 
interval for all j = 1, 2, ... , J that re pre ent the inter ections of epoch for the 
J simulatecl genealogies. This way of pro eecling gives u weighted e t imate of 
ffective population size uncler the assumption that the effectiv population size i 
con tant for an epoch . The reason for taking common interval accra 
is that ~ e~ ) estima tes the integral ( ee P ybu et al. (2000)) 
( 
t ( j ) +v(j) d ) - 1 1 k k l x 
-1 -(-) , j=1 , 2, ... , J. 
tk v (j) N e X 
k + l 
genealogies 
(5.26) 
Ther fore, to estimate th integral (5 .26) by a weightecl average of estimates from 
J genealogies , we must use the same t im interval . 
For illustration , in Figure 5.2, we as ume that two genealogie g (l) and Ç(2) are 
simulatecl using the rn thocl clescribed in Section 5.3.1 with respective weights 
w(ll and w(2) Further , we as um that we cumulate coalescence time to ob-
tain ncum = 3 epoch . The limi ts of epoch for a genealogy g U) are denotee! 
t~~t,b ' b = 1, 2, and the time to the MRCA by TMRCA (j ), j = 1, 2. The cletailecl 
calculation of the weighted effectiv population size per epochs is summarizecl in 
the following tabl : 
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Time interval Nee ,R= 1 , 2 , . .. , 2·ncum 
[ (2) ) 0; tcut ,1 w(ll N e~1 ) + w(2) N ei2) 
[ (2) . (1) ) 
tcut , 1 > tcut , 1 w(l) N e(1) + w(2) N e(2) 1 2 
[ (1) (2) ) 
tcut , 1 ; t cut ,2 w(ll N e~1 ) + w(2) N e~2 ) 
[ (2) (1) ) 
tcut ,2; tcut ,2 w(ll N e~1 ) + w(2) N e~2 ) 
[t(1) · TMRCA (2l ) 
cut,2 > w(ll N e~l) + w(2) N e~2 ) 
[TMRCA (2l ; TMRCA(ll ] ~ (1) Ne3 
(1) 
t cul. ,l 
1 
(l ) 
t cu/. ,2 
1 
MR CA(1l 
1 Gcnealogy(l l 
present t (2~ 
cul. , ! 
Genealogy(2) 
MRCA(2l 
F igure 5.2: Division of t ime axis in t he presence of two g nealogies. 
5. 3.2 Skywis plot for heterochronous sampling 
The algori thm described in Section 5.3.1 can be generalized to the case of serially 
sampled equ nee i.e. equence ampled at different moments in t ime. Such 
samples are al o called heterochronou . Figure 5.3 illustrates a cas where we 
ampled equences at times t0 < t 1 < t2 , and the time is measured from the present 
to the past . Let S be the number of in tants where we sampled sequence (S = 
3 in Figure 5.3). Rodrigo et Fels n tein (1999) extend the coalescent likelihood 
for such h terochronou sequences , a very important is ue in the cas of rapidly 
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evolving viruses such as HIV. For example, Rodrigo et al. (1999) have estimated , 
using heterochronous sequences, the viral generation t ime of HIV type1 (HIV-1 ). 
Also, serially sampling rapidly evolving populations is used for dating evolut ionary 
events and divergence t imes (see, e.g., Drummond et al. (2003b)) . 
In the presence of serially sampled sequences, we have to adapt the method of 
Stephens et Donnelly (2000) in order to simulate genealogies in t his case. This 
necessarily involves developing new formulas for the probabilit ies Pe(HiiHi_1) and 
éfé (Hi- l iHi), as given below. 
Backward and forward probabilit ies, and weights of genealogies 
Let n(s) be t he number of addit ional sampled sequences at t ime t5 , with s = 
1, 2, .. . , S - 1. The main difference betwe n the algori thm for homochronous se-
quences presented in Section 5. 3. 1, and t he new algori thm for heterochronous 
sequences is that t he number of lineages increase at t he (known) instants t5 , s = 
1, 2, .. . , S -1 where samples of sequences are added . Furt her , it is necessary to use 
event t imes, because the embedded chain differs according to t he relative position 
of these event t imes with respect to t5 , s = 0, 1, 2, . . . , S- 1. 
In ot her words, the probabilit ies Pe(HiiHi-l) and éjé(Hi- 1IHi) are calculated dif-
ferent ly from t he case of a single sample of sequences, which hasan impact on how 
the weights of genealogies, w(j) , j = 1, 2, ... , J , are computed . In order to present 
our results , we introduce these addit ional notations : 
• Di,v = {Hi, v}: represents the set of all sequences present in the popula-
t ion after the ith event at time v; t his is a generalization of Hi wit h the 
specification of the t ime of event i ; 
• Î 5 : represents the set of all sequences added at time t5 ; 
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MRCA 
v' 
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--- -- --------
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l o - -
Figure 5.3: Example of serially sampled sequences with S = 3. The red squares 
are t he sampled sequences and the blue squares are t he sequences derived from 
coalescence. 
Our proposal distribution is an adapted version of the Stephens et Donnelly (2000) 
method for simulating genealogies , to the case of heterochronous sequences. In t his 
case, as mentioned above, we consider that there is a list of pre-specified sampling 
times t5 , s = 0, 1, 2 ... , S - 1 which are dividing the time axis. In what follows , 
t ime is measured from t he present to t he past and by event we mean either a 
coalescence or a mutation. If an event time v is such that t 5 _ 1 < v < t and t he 
time v' of the next event is such that v' > t 5 , v' is truncated at t5 , i.e. v' ::; t5 . 
Then, either t here is a next event at t ime v' :::; t 5 or the t ime is t runcated at t 5 , 
new sequences are added , and the process starts anew. Thus, from Di,v one can 
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move to either Di-1,v' = {Hi-1, v'} , v <v' ~ ts, where H i-1 i obtained from Hi 
by a coalescence or a mutation , or to Di-1,t . where H i-1 = Hi +Es. In this last 
case we add Es sequences at t ime ts and the proce tarts anew, with a new set 
of sequence that includes those at v. The moves of the process (embedded chain) 
are given by the following formula , and we consider separately the case v' < ts 
and the ca e v' = t . 
Case 1: ts-1 < v < v' < ts· 
if Mff 
c-l n i ( (a)) 1 2 ?f(a iHi - a) if c~ (5 .27) 
0 otherwis , 
Case 2: t - 1 <v< ts,v' = ts. 
· () (a) ?f(/31 H - a) Pr( :3 an event m (v· t J ) · c-1 n . ~ t P 
' s 2 t 1ï(a 1Hi - a) (3a 
• . . _ 1 (n~a) ) 1 Pr ( :3 an event m (v , ts]) · C 2 ?f(ai Hi _a) 
Pr( no event in (v, ts]) 
if Mff, 
if c~, 
0 otherwi e. 
(5 .28) 
Normally (i.e. in homochronou ampling) , the waiting time W-i-1 from the state 
Di,v with ts- l < v < t5 to the next event has an exponential distribution with 
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(n·) ne rate ,\ = 2t + +' where ni i the number of lineag s at time v. Thus, th e 
probability tha t there are no events in t he interval (v, v'] = (v , ts] is given by the 
survival function 
Pr(W-i-1 > ts - v) = exp ( -Ài(t -v)), (5.29) 
where W_i_ 1 is t he wait ing t ime from state Hi to state H i_ 1 in a proce s with 
homochronous sampling. 
In the case of hetero chronous equences , t he algori thm for simulating the g nealo-
gies backward in time i the following: 
1. initialize ni = n and s = 0, where n is t he number of sampl d equences 
at ti me t0 = 0 (present), and s is the index of t imes where we perform th e 
sampling. Further , ini t ialize the cumulated t ime t cum to 0; 
2. simulate t he time to the n xt event , W_i_ 1 , a an xponential distribution 
with parameter t + _t_ ; let t evt be t he ob erved value; (n·) ne 2 2 
3. compute t~um := t~~~m + tevt; 
4. if t~~~m < ts and t~um > t 5 , then 
1 (i - l ) • et t cum = t s; 
• let n i- l :=ni + n (s) (add a sample of equences at time t8 ) ; 
• let s := s + 1 and i := i - 1, and go to tep 2; 
otherwise, go to step 5; 
l t t (i- 1) ·- t * d . d l h f . h h 5. e cum .- cum an ran om y c oo e a sequence rom ni, t e c osen se-
qu nee type i denoted œ 
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6. compute t h quantities x1 and x2 , where 
Then , choose: 
xl = e 2::= ir(fJ IHi - a) Pf3a and X2 = n~et)- 1. 
/3E E 
• a coal scence event with probabili ty (xl; x
2
); 
• a mutation event ( to fJ ) with probability ( ~ ) . 
x 1 x2 
7. depending on th result in step 6: 
• if there i a coalescence event , choose another sequence of type a ran-
domly, and let ni- l :=ni - 1; 
• if there is a mutation event , mutate the sequence a into a equence {J, 
wit hout changing ni , i. e. let n i -l := n i ; 
8. let i := i- 1 and continue unt il n i = 1. 
After the defini t ion of how to build a genealogy in the case of serially sampled se-
quences , and the proposa! distribution Q, we int roduce the probability P of the ge-
n alogy by specifying the probability of passing from the state Di- l ,v' = { Hi- 1, v'} 
to the state Di,v = {Hi, v} when there are n i -l sequences, and w suppose that an 
event t im v' is such that ts < v' < t s+ l (a coalescence corresponds to a pli t when 
viewed from t he pa t to the present). Therefore, as for the backward transit ion 
probabili t ies , we consider separately the case v > ts and the case v = ts. 
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Case 1: t8 <v< v' < t s+l· 
(a) 
n 1 e t- p 
n i- l (ni- l - 1 + e) a/3 
if cg (5 .30) 
0 otherwise. 
Cas 2: t 8 < v' < t s+l and v = t 8 . 
(a) 
P .(::J t• [t·')) n i- l e p I ::J an even Ill 8 , V · -n. ( 1 e) a/3 t-1 n i- l - + 
. n (a)l n · 1 - 1 
Pr( :3 an ev nt m [t ·v')). ---1.=...__--"t - "---.----,---" 
S> n i- l n i -l - 1 + e if cg 
Pr (no event in [t 8 ,v')) 
0 otherwise, 
(5 .31) 
where: 
• the probability that there are no events in t he interval [t 8 , v') is given by : 
Pr(WL i-1 >v'- t5 ) = exp ( -Ài(v' - t8 ) ) . (5.32) 
• n~~)1 repre nt th number of equerree of type a in D i- l ,v' = { H i- l , v '} ; 
• Hi = Hi-1 - Es : represents the event of adding the set of sequence Es at 
time t5 . 
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As in the cas of homochronous sequences , after computing th probabilities 
Po(Di,v iDi- l,v'), and qo(Di-l,v' IDi,v ) for agen alogy GUl, j = 1, 2, . .. , J , the im-
portance weight may be derived from quation (5.14) , (5.15) , (5 .16) , and (5.17). 
Estimation of the effective population ize for heterochronous sequ ne 
For heterochronous sequences, the method for producing a skywis plot is similar 
to the one defined in Section 5.3.1. The main differ nee lies in the definition of 
epoch in thi cas . 1 In the presence of S erially ampled sequence , w cumulate 
the coalescence times as follows : 
• for each imulated genealogy ç Ul, w comput the MRCA tim , T~kcA• 
j = 1, 2, ... , J ; 
• we fix the number of epoch at n~~)m in ea h time interval (t 5 ; t 5 _ 1 ) where no 
new sample is added s = 1, 2, ... , S, t = r HkcA• and ta= 0 (pres nt) ; 
• in ord r to define the epochs th t im cutting points in agen alogy ç Ul, j = 
1, 2, .. , J are computed as follows: 
(j,) - ( b ) tcut ,b- ts - 1 + 0.1. exp -- ·log(1 + 10. ts) - 0.1 , 
ncum 
(5.33) 
where b = 1, 2, ... , n~~{n and s = 1, 2, ... S- 1. 
For each genealogy and for ach time interval (t ; t 5 _ 1 ) , s = 1, 2, ... , S , formula 
(5.33) gives the limi ts of th epoch from the pre ent to the pa t in unit of N 
generation . In pract ice, we performed minor smoothing at t imes t , b cau e the 
addition of n w quences cr ate an artificial di continuity at t , = 1, 2, ... ,S. 
1Th rea on we changed the way we define the epochs is that the number of sequen e 
ri e at the instants of the seriai sampling, othe meth d u d in Section 5.3. 1 i not appropriate. 
99 
Therefore, the population size in the fir t epoch after ts is set to be equal to t he 
effective population size in the poch preceding the addition of new equences. 
5.4 Resul ts 
To test the ability of our method to capture the demographie signal contained 
in the D A sequence , we simulat cl everal demographies scenario . Further , we 
compared the results of the skywis plot with thos of the generalized kyline plot 
that uses single tree, and the Bayesian skyline plot that uses MCMC approach . 
These methods are the closest to our approach. 
The D A sequences were simulated using th fa tsimcoal program (Excoffier et 
Foll , 2011) which allows us to consider several demographie scenarios and different 
mutation mod ls. The genealogies were simulated 2 using th method described 
in S ction 5.3.1. In all our simulation , the coal scence t imes were cumulated into 
ncum = fo- 1 epochs according to the method described in section 5.3. 1, where 
n repre ent the number of simulated D A sequ ne s. After t hat, we derive the 
skywis plot using equations (5. 24) and (5. 25). 
The generalized skyline plot was performed as follows: 
1. From the D A sequences generated by fastsimcoal, we estimated a phy-
logeny u ing the PHYLIP pro gram (the PHYLogeny Inference Package (Felsen-
stein , 1989)) using th maximum likelihood method with a molecular dock 
constraint (we used the dnamlk program). 
2. Based on the e timated tr e produced by PHYLIP, we used the APE package 
2 The simulation of th g n a logies was per form d u ing MATLAB programming lan-
guage ( 1ATLAB, 2013) and the P arallel Computing Toolbox which a llows parallelization of t he 
simulation of genealogies.This is po sible when using IS. 
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(Paradis et al. , 2004) to produce the generalized skyline plot according to 
the optimal strategy for grouping adj acent coalescent intervals introduced 
by Strimmer et P ybus (2001). 
The Bayesian skyline plot was performed using the BEAST program, version 1.8.1. 
In arder to reproduce a parametrization which is as close as possible to ours, we 
used (Hasegawa et al. , 1985) substit ution madel with equal base frequencies, and 
a strict clock with rate 1. 
Below, we present our results according to the demographie models we considered. 
5.4.1 Constant effective population size 
In this case, we consider 50 simulated DNA sequences with parameters: 
• number of nucleotides: 10000; 
• constant effective population size: 2000; 
• no recombination and no population structure; 
• mutation rate equals to 2 · 10- 7 : therefore (e = 8); 
• JC69 (Jukes et Cantor , 1969) finite sites madel. 
The estimate of the effective population size (skywis plot) is shawn in Figure 4(a). 
We observe t hat t he skywis plot (orange line) gives a relatively smooth curve of 
th eff ctive population size. Further, the estimation turn around the real value 
N , with a slight over-estimation close to t he present , which can be explained by 
the fact that wh n t he mutation rate e is large , the sampled sequences are all 
different , and we have many mutations before one coalescence· thus , coalescence 
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Figure 5.4: Constant effective population size: (a) skywis plot, (b) gen eralized 
skyline plot, ( c) Bayesian skyline plot 
times are longer, and t he corresponding population sizes are larger (see section 
5.3. 1.) 
In Figure 4(b) we present the gen eralized skyline plot . In t his case, t he form of 
t he graph is not recognizable as a constant line. 
The Bayesian skyline plot is given in Figure 4(c) . In t his case, t he graph is very 
smooth and is easily recognizable as a constant line. 
5.4.2 Piecewise constant function 
In t his section , we present resul ts where 25 D A sequences of length 10000 nu-
cleotides and mutation rate p, = 5 · 10- 4 were simulated under t he J C69 mutat ion 
model. Vve assume that the effective population size follows the piecewise constant 
model function : 
Ne(t) = { N 
aN 
if t <x 
otherwise, 
(5.34) 
where N = N(O) = 104 , x= 5000 generations, a= 0.25 (see Figure 5.5), and t he 
time t is measured from present to the past. 
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Figure 5.5: Skywis plot for data simulated from the population model where 
N(t) = 10000, if t < 5000 generations, and N (t) = 2500 otherwise (time from 
t he past to t he present) : (a) skywis plot, (b) generalized skyline plot, (c) Bayesian 
skyline plot. 
Figure 5(a) represents t he non-parametric estimate (skywis plot) of t he effective 
population size for a number of epochs equal to n cwn = 4. We note that the 
skywis plot was able to detect well enough t he change-point of t he size of the 
actual population which dates back 5000 generations. However , t he skywis plot 
seems to overestimate the effective population size for t > 5000 generations. In 
figure 5(b) we present the generalized skyline plot. The skywis plot gives a better 
result than the generalized skyline plot close to the present, while t he estimate 
given by t he generalized skyline plot is d oser to t he true value when we approach 
t he MRCA. 
The Bayesian skyline plot presented in Figure 5 ( c) is very smoot h and generally 
reproduces the true history except doser to the present, where t he Bayesian skyline 
plot over-smoothes t he effective population size. 
103 
5.4.3 Exponential population growth 
In t his section, we suppose t hat t he effective population growth is exponent ial 
assuming an instantaneous growt h rate t hat is proportional to the current pop-
ulation size according to the equation N e ( t) = N exp (- f3 t) from present to the 
past where t is in units of generations . 
Using the fastsimcoal program, we simulate 50 D A sequences with the following 
parameters: 
• Number of nucleotides : 1000; 
• N = Ne(O) at time t = 0 : 10000; 
• no recombination, and no population structure; 
• mutation rate : 5 · 10- 7 (B = 1) ; 
• J C69 fini te sites model; 
• /3= 1. 
The skywis plot for the simulated DNA sequences from the exponent ial model 
described above is given in Figure 6(a). 
The result given in Figure 6(a) is quite good in the sense that the size of t he 
effective population decreases steadily from t he present to the past and follows 
th exponential curve quite closely most of the t ime. However , we note that t he 
stimated effective population size is almost constant from sorne point in t ime 
wh n approaching t he TMRCA. This is explained by the fact that for the last two 
sequences the theoretical average t ime to coalesce represents half the length of t he 
tree, and from this point in t ime there is no much variability in the estimate of 
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Figure 5.6: Skywis plot for DNA sequences simulated from an exponential model 
with /3 = 1 : (a) skywis plot, (b) generalized skyline plot, (c) Bayesian skyline plot. 
t he population size. In particular, t his remark led us to consider heterochronous 
sampling in orcier to improve the effective population size estimate. 
In Figure 6(b) the time is measured in substit ut ion units and we present the 
generalized skyline plot. As before, t he generalized skyline plot has a fl.uctuating 
shape but it exhibits a certain tendency to decrease toward the past. In t he end , 
when we approach the t ime of the MRCA, t he generalized skyline plot gives an 
estimate t hat is close to the true value. 
In Figure 6( c), we present the Bayesian skyline plot. As in the other scenarios, 
t he Bayesian skyline plot produces a very smoot h curve; in t his case it suggests 
t hat the population had a mild exponential expansion. However , we note that the 
curve remains constant doser to the MRCA. 
5.4.4 Exponential population growth and heterochronous sequences 
In orcier to test the methodology proposed in Section 5.3.2, we use the same 
parameters as in Section 5.4.3, but by assume t hat the 50 sequences were collected 
at different moments in time such as: 
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• no = 25 (present) ; 
• n 1 = 15 at t ime t 1 = 0. 5 in units of N generations (measured from present 
to the past); 
• n 2 = 10 at t i me t1 = 1 ( N generations). 
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Figure 5.7: Skywis plot for DNA sequences simulated from an exponential model 
with 3 seriai samples at t imes t0 = 0, t 1 = 0.5, t 1 = 1 (in units of N generations) 
from t he present to t he past, and /3 = 1. 
The result given in Figure 5.7 suggests t hat t he effect ive population decreases ex-
ponent ially from present to the past. Further, we note that t he estimated effective 
population size continues to decrease when approaching the time of the MRCA, 
which is a net improvement over t he homochronous case. This could be explained 
by the fact t hat as more sequences are added over time, more information is 
available as one approaches the MRCA. 
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5.5 Discussion 
The skywis plot i a new flexible method for exploring t he demographie history of a 
sample of D A sequences based on coale cent theory. Our nonparam t ric method 
is likelihood-ba ed and uses Importance Sampling. More precis ly, w generate 
a large number of genealogies , both their times and their topology; further , we 
u e the importance weights of these gen alogies to compute a w ight d average 
of the effective population size per epoch . Thi allow u to produce estimate 
that exhibi t clear eut populat ion growth tendencie over t ime, which i the main 
purpo e of thi approach, given that it i nonparametric. In practice , we expect 
our method to b u d as a preliminary procedure that could be upplemented by 
a parametric analy i . 
We pre ent a framework of the new method and test by simulation i ts abili ty 
to capture the demographie signal contained in th DNA s quence under sev-
eral demographie c nario . Moreover , we con id er bath homochronou and hete-
rochronou data using a simple sub t it ution madel, J C69 (J uk s t Cantor , 1969). 
We could also hav considered more complicated ub t it ution models, except those 
t hat allow variation in volutionary rate among lineages. 
For illu t ration w pr ent the result given by the generalized skyline plot that 
u es a single gen a logy, and those obtained by the B ayesian skyline plot that use 
an MCMC approach. Although the B ayesian skylin e plot is smoother than t he 
skywis plot , our e timator is abl to capture the hap of the ff ctiv popula tion 
size Ne( t ) , as well a its main change point , but in sorne example it had a 
( light) t ndency to ov rest imate t he population size as we approach d th MRCA. 
Thi i not urprising, given t hat th imulat ion our t imation rn thod entai! 
fi r t etting a con tant population iz (wher oal ence t im s ar longer) and 
further operating an adjustment through a weighting y tem. Further , note that , 
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unlik the methods based on a ingle t re , it is possible to extend the skywis 
plot and include recombination. Indeed , recombination induce a graph structure 
rather than a tr e, and IS methods in this context already exist ( e.g. Fearnhead 
et Donnelly (2001)). 
As a future development , we expect the method to be improved by considering an 
iterative procedur , in which the present approach would be the first estimation 
step. As a new approach, the skywis plot remains to be t ested on more compl x 
demographie models , and model of sub titution that coulcl be more reali tic , 
especially for rapidly evolving RNA viruses. Also , the skywis plot can be ea ily 
extended to include multilocu data becau e, when there is no recombination , th 
ame importance ampling scheme can be applied. 

CHAPTER VI 
DEUXIÈME ARTICLE: I FERRI G THE DEMOGRAPHie HISTORY 
FROM DNA SEQUENCES: A IMPORTA CE SAMPLING APPROACH 
BASED ON ON-HOMOGENEOUS PROCESSES 
Sadoune Ait Kaci Azzou, Fabrice Larribe, Sorana Frona 
Abstract 
In Ait Kaci Azzou et al. (2015) we introd uced an Importance Sampling (IS) ap-
proach for stimating the demographie history of a sampl of DNA sequences , 
th skywi plot. More precisely, we propo ed a new nonparametric estimate of a 
populat ion size that changes over t ime. We howed on simulated data that the 
skywis plot can work well in typical situation where the effective population size 
does not undergo very steep changes. In this paper, we int roduce an iterative pro-
cedure which xtends the previous method and gives good estimates under such 
rapid variations. In the iterative calibrated skywis plot w approximate th effective 
population ize by a piecewi e con tant function, who e value are re- stimated 
at each tep. These piecewi e con tant functions are used to generate the waiting 
times of non homogeneou Poi on proc e related to a coal cent process with 
mutation under a variable population ize madel. Moreover , the present IS proce-
dure i based on a modified ver ion of th Stephens et Donnelly (2000) propo al 
distribution. F inally, we apply the iterative calibrated skywis Plot method to a sim-
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ulated data set from a rapidly expanding exponent ial model, and we show that 
the method based on this new IS strategy correctly r constructs the demographie 
his tory. 
K eywords: non-homogeneou processes, importance sampling, effective popula-
tion size , calibrated skywis plot, coalescent process . 
6.1 Introduction 
The methods for estimating the demographie history from gene sequences using 
coale cent t heor·y can be ela sified into two categories: parametric and nonpara-
metric. The parametric method require a definite analyt ic demographie model 
which describes the changes in the population siz . Such methods are typically 
based on importance sampling or Markov Chain Monte Carlo ( iCMC) sam-
pling and infer the demographie history by e t imating the demographie param-
eters (Slatkin et Hudson , 1991 ; Kuhner et al., 199 ; Drummond et al. , 2002). 
Because it is not known in advance which demographie model fits the ampled 
gen equences, nonparametric and semi-parametric methods for inferring the de-
mographie history from sequence data or from an estimated genealogy have been 
developed (e .g. Pybus et al. , 2000 ; Fu, 1994). In practice, t he result of a nonpara-
metric method can be used as a preliminary estimate that could be supplemented 
by a parametric analysis. 
Among the mo t known nonparametric methods using coalescence theor·y to esti-
mate t he effective population size, we ment ion the family of skyline plot rn t hods 
that was introduced by P ybus et al. (2000) , referred in t h li terature a t he clas-
sical skylin e plot. Thi fir t rn thod produce a pi cewi e reconstruction of t he 
demographie history which is con idered as qui te noi y. Therefore, several exten-
sions have been propo ed in order to improve the performance of t he estimator 
of t he d mographic history. In what follows, we mention the mo t popular among 
ll1 
them. 
St rimmer et Pybus (2001 ) develop d t he generalized skyline plot t imate ba ed 
on th Akaike Information Cri terion co1-r ction (AIC) by allowing to cumulate 
mult iple coalescent events. Later , important developments were obtained in a 
Bayesian framework . Thus, Drummond et al. (2005) and R. Opgen-Rhein (2005) 
use mul t ipl chang -point (MCP ) mod ls to estimate population size dynamics . 
Also , in arder to achieve temporal smoothing of the effective population size, 
Minin et al. (200 ) propose an alternative to change-point mod ling that re ort 
to Gaussian Markov random fields. Thi la t method does not require to et a prior 
total number of change points . Finally, Heled et Drummond (200 ) int roduce the 
extended Bayesian skyline plot, which permi ts the analy i of mul t ipl unlink d 
loci, leading to an improvement in the reliabili ty of t he demographie inference and 
a substantial reduction in estima tion error. 
Ait Kaci Azzou et al. (2015) developed a new method (skywis plot) based on 
coalescent theor·y in arder to estimate the effective populat ion size. They are 
using an efficient importance sampling scheme where the stimate cornes to an 
average over a larg number of imulat d g nealogi . In thi approach, one com-
putes a weighted average of the effective population sizes on specifie time intervals 
(epochs) , wher the gen alogies that b tter agree with the data are given more 
weight. Moreover , Ai t Kaci Azzou et al. (2015) illustrated by simulation that t he 
skywis plot correct ly reconstruct t he recent demographie hi tory under cenan o 
where the slop of the population size is not too teep. 
In arder to improve t he performanc of the skywis plot, it is possible to use the 
structure of heterochronous sequences (serial sampling) by introducing sorne in-
formation at t he ampling time . A good example i given by Maretty et al. 
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(2013) who u ed the information about the Viral Load 1 (V) obtained at the time 
of sequencing in t he case of serial sampling from patients infected with rapidly 
evolving viru es like HIV. Maretty et al. (2013) a umed a linear relationship2 
between the Viral Load V , and the effective population size Ne at the ampling 
times t0 , t 1 , .. . , t8 (Ne = ÀV) . Thus, between two successive sampling times , it is 
possible to estimat Ne o that Nt; = (vt;_1 + vt;)/ 2 assuming neutra! evolution . 
The skywis plot can be refined by using this type of ad di tional information in the 
case of serial ampling. 
In the case of homochronous sequences and rapidly evolving populat ion size , one 
can improve the skywi plot by considering an iterative procedure, in which the 
skywis plot would be the first estimation step and it would provide the starting 
values for this iterative method. 
6.2 Preliminarie 
6.2.1 Coale cent theory 
Case of con tant population 1ze 
Coale cent them·y allows on to produce genealogies relating the sampled e-
quences according to a large class of population genetic models. In its impl st 
form , the coalescent proc s (Kingman , 1982b) provides a mo del for the genealogy 
assuming a single, isolated and panmictic population ( e.g . a Wright-Fisher mo del) , 
and a constant population size; for more detail see , for example, Nord borg (2007), 
Hein et al. (2005) , and Wak ley (2008). This classical coalescent framework can 
1 For example, in the case of t he HIV virus, t he viral load is the amount of HIV in a 
sample of blood. When the viral load is high, a patient bas more HIV in in hi body. 
2 For more information about the relation hip between the viral load and the ff ctive 
population size, see for example Gutierrez et al. (2012) 
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be extended to include simple deviations from the idealized Wright-Fisher model, 
like recombination , fluctuating population size, population structure, and selec-
t ion. In what follows, we fo cu on a ingle extension of t he coale cent, namely 
variable populat ion size. 
Case of variable population siz 
The cas of non-constant (variable) population size requires to introduce the con-
cept of ff ctive 1 opulation ize Ne(t). If th populat ion i constant intime, N , 
then e(t) = N. 
The effectiv population size reflects the number of individuals that cont ribut 
offsprings to the descendant generation and is almost always smaller than the 
census population size. 
The variable population size coale cent model for cont mporary g ne equences 
has been int roduced by Griffith et Tavaré (1994a) and Donnelly et Tavaré (1995). 
In thi ca , the coalescence t imes T2 , T3 , ... , Tn do not follow independent expo-
nential di t ribut ion . 
In what follows, we let Ne(O) = N and we a ume that , relative to the population 
size Nat time 0, the size of the population t ime t uni ts ago is v(t). 
Let Vk = Tn + .. . + Tk be the cumulated waiting t im so that the number of 
sequences pass from n to k - 1 sequen es , i. e. 
(6. 1) 
and let A(t) be the cumulat ive coale cent rate over t ime mea ured r lativ to the 
rate at t ime t = 0: 
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r 1 
A(t) = Jo v(u) du. (6.2) 
The survival function of the time Tk condit ional on Vk+l =v is 
P(Tk > t 1 Vk+l =v)= exp { - (~) (A(t +v)- A( v)) }, (6 .3) 
where Vn+l = O. 
In what follows, w present orne theoretical aspects which led , for instance, to 
inferring the coalescence times distribution in the case of variable population size 
as in (6.3). 
Let An(t) b the process that counts the number of ancestors at t ime t of a sample 
of size n in the case of constant population size. I t i known th at {An ( t), t 2:: 0} 
is a pure death process that maves from state k to state k- 1 at rate k(k- 1)/2 
(Griffi ths et Tavaré, 1994a). Furth r let An(t) be th process that counts the 
number of ance tors at t ime t of a sample of size n in the case of variable population 
size; t hen the process An(t) jumps from An(t) = k to k - 1 at rate k(k ( )1) and i 
2v t 
a non-homog n ous death process . The non-homog n ous process {An(t) , t 2:: 0} 
can be writt n as a function of An(t) as follows (Tavaré et Zeitouni, 2004): 
An(t) = An(A(t)) , t 2:: 0, 
where 
r 1 
A(t) = Jo v (u) du. 
For exampl , if the effective population ize decreases from th pre ent to the past , 
t hen v(t) :::; 1 and A(t) 2:: t. We have in this case that An(t) :::; An(t) . A a result 
• t he total time required to find the most recent common ancestor in a small 
population i shorter than in a large one; 
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• the topology of the tree in th cas of variable population size is the same 
than in the constant population size, but its t ime scale has to be changed 
to a ount for the fluctuations in the population. 
Let p(t) be the probabili ty that two gene coalesce in the previou generation; then 
p(t) = 1/N(t) where N(t ) in considered as the naturallocal scale of the coalescent 
proce s. Thus, one way to take into account the variabili ty of the effective popula-
tion size is to generate genealogies under the constant size coalescent process and 
then to stretch or compress time, according to whether p(t) is smaller or larger 
than p(O) = 1/ as argued in Hein et al. (2005). This principl i illustrated in 
Figur 6.1 , and the time is measured in unit of N generation . 
Let v(6.t ) b the relat ive population size in an interval of length 6.t m the 
presence of k genealogies. The local coalescence rate in 6.t is given by : 
(~) 1 ·--v (6.t ) (~) · R (6.t ), (6.4) 
where (k) N 
R(6. ) = 2 X Ne( 6. t) 
t G) 
In Figure 6.1 th bottom time axi repre ent the time corresponding to a con tant 
effective population size, while the top time axi represents the re cal d time wh n 
one take into account the relative population size on each interval 6.t. Further , 
the relative coalescenc rate is r pr s nted on ach interval 6.t. 
For example, in the second t im interval [1, 2) (in N generat ions), on the constant 
population size t ime axis , we have v(6.t ) = 0.5 , and thi mean that the effective 
populat ion size is half the one at time t = O. It follows that 
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Figure 6.1: Stretching and compre sing tim in th coalescence proce with vari-
able population size . 
• the sequences will oalesce faster , wi th a relative rate equal to 2: it i twice a 
high a in the ca of a coale cent proces wi th constant effective populat ion 
s1ze; 
• therefor , th tim mu t be divided by 2, to con ider the value of v(6.t) for 
the interval [1 , 2). 
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From this illustration , one can see that a variabl population ize ha an impact 
on the local coalescence rate , and t he tim to th Mo t Recent Common Ancestor , 
MRCA ('nrRcA) -
Incl cl , in Figure 6.1 the 11 IRCA is equal to 3.5 in the case of constant population 
s1ze while th TMRCA is equal to 2.5 in the proposee! demographie model of variable 
population size. ln other words, all sequences coalesce faster under thi model than 
in the constant population size case. 
6.2.2 The skywis plot method 
In this ection , we remind the principle of the skywis plot estimate introduced in 
Ait Kaci Azzou et al. (2015), when n gene equerree are available at time t = O. 
The main idea behind thi approach is to simulate a large number of genealogi s 
u ing the proposal di tribution Q(-) introduced by Stephens et Donnelly (2000) 
and create a w ighted average of the effective popula tion izes; the most probable 
genealogies r ceive a lar·ger weight , where the weights are tho e given by the 
importance ampling method . 
In short , r con tructing t he demographie history from these sequ nees involves 
four dist inct steps: 
1. imulate J genealogies : Ç( l ) , Ç(2) , ... , g (J); 
2. for each genealogy ç Ul, cumulate the maU coalescence t imes in order to 
obtain ncum epoch a d cribed in Ait Kaci Azzou et al. (2015); fur t her , 
ampute an estimate ~ ~) for an epoch a, a = 1, ... , ncum , and for each 
g nealogy ç (Jl , j = 1, 2, ... , ]. 
3. comput the weight w(ll,w(2l , ... ,w(J), j = 1, 2, ... , ] where wU) repre nt 
the weight of the genealogy ç Ul in the likelihood of the data; 
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4. For each epoch a , a = 1, ... , ncum , compute the stimate N ea , based on ge-
nealogie g Cl), g C2), ... , g U), as the weighted mean of Ne~) , for j = 1, 2, ... , J. 
The estimate Ne~) i given by: 
(6.5) 
where d~) is t he number of s quences at the beginning of epoch a and c~) i the 
number of cumulated coalescence t imes in epoch a, a= 1, 2, .. . , n cum , j = 1, 2, ... , J. 
From (6.5), one can see that the estimate of the effective population size for an 
epoch a and for a genealogy g U), i proportional to the interval of length 6t~) of 
cumulated coalescence t imes. Th refore, it i important to simulate correctly the 
time to the n xt event in order to have a good estimate of the demographie history 
from gene sequ nees. Fm·ther , when the population ize is constant , the estimator 
given by equa tion (6.5) can b vi wed as a method of moments estimator for the 
effective populat ion size in the cumulated t ime interval of length 6t~) . For more 
details , see, for example, Rodrigo et al. (1999), Ait Kaci Azzou et al. (2015). 
In the skywis plot method and in the presence of k sequences , we simulated the 
t ime to the next event ( coale cence or mutation) as an exponent ial distribut ion 
with rate ( (~) +~).As de cribed in Section 6.2 .1, thi assumption i not true 
when t he effective population size is variable. In the specifie case where N (t)/N is 
firstly approximated by a step function , as the behavior of the estimate is similar 
to the con tant size ca e on each interval, it i possible to calibrate the t ime 
to adapt the shape of the genealogy in this context. The new method is called 
calibrated skywis plot, and is described in what follows: th new way of imulating 
the time to the next event i given in Section 6.3.2 and the adaptation of the 
propo al di tribution Q(-) Stephen et Donnelly (2000) is given in Section 6.3.3. 
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6.3 The calibrated skywis p lot method 
6.3.1 Di t ribut ion of t he next event t ime based on a Poi son proces 
In the case of a constant population size, t he coalescent process can be viewed as 
a sequence of Poisson processes , where the rate change from Àcoa,k = (~) to 
Àcoa,k-l = ( k ; 1) when t he numb r of sequences passes from k to k- 1 (Ewen , 
2004). Actually, th t i me to the next coalescence corresponds to t he fir t wai t -
ing t ime of a Poisson process. Thi r mark has been u ed in devi ing imulation 
techniques for the coalescence proc s . 
Let k E { n , n - 1, ... , 2} be the number of equences . In the case of a constant 
population size , the number of event in the coal c nt and mutation proces e 
have been modeled as two independent homogeneous Poi son proces e which 
we cl note Nfcoa,k(t) and Mmut ,k(t) , with respective rates Àcoa,k , and Àmut ,k· Thu , 
in the presence of k sequences , the sum MTot ,k( t) = (.Nfcoa,k( t) + Mmut,k(t)) is a 
Poisson process with parameter ( Àcoa,k+ Àmut,k)· Further , the waiting t ime until the 
next event in the proce MTot ,k(t) i the minimum of the waiting tim s until the 
next coalescence or mutation event , i.e. the minimum of the waiting time of the 
processes Nfcoa,k(t) , and Mmut,k(t). We note also that in these processes, all wait ing 
tim are independent and exponentia lly di tributed ; fur t her , for each event t ime, 
the probabili ty that it is a coalesc nee or mutation event is , re p ectively, 
Àcoa,k 
and Àmu t,k 
( Àcoa,k + Àmu t,k) ( Àcoa,k + Àmut ,k) . 
In the case of a variabl population iz , the coale cent process is non-homog neous 
in t ime. Ther fore , in th pre enc of k qu n e , k = n , n -1 , ... , 2, we not t hat: 
1. t he arrival of coalescence events can be viewed as a sequence of arrival m 
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successive Pois on processes wi th rates depencling on k 
Àcoa,k(t) = (~) j v(t), (6.6) 
where v(t) is the relative populat ion size Ne(t)/N; 
2. th arrivai of mutation event can be viewed as a sequence of arrivai m 
sucee ive Poisson processes with rates clepending on k 
(6.7) 
3. t he total number of events 
is a non-homogeneous Poisson process wi th rate (Àcoa,k(t ) + Àmut ,k); 
4. the inter-ar:rival times of t he coalescent process, are neither independent, 
nor exponentially distributed; the arrivai t ime of the next coale cence is 
distributed as the first waiting t ime of a non-homogenous Poisson process 
of rate Àcoa,k ( t) ; 
5. once the arrivai t ime of the next event is known, the event is eith r a coa-
lesc nee or a mutation , wi th respective probabili tie ( ee, e.g. Ro s (1995), 
ch.5) 
Àcoa,k ( t) Àmut,k 
( Àcoa,k ( t) + Àmu t,k) ' ( Àcoa,k ( t) + Àmut,k). (6. 8) 
6.3.2 Simulation of the next ev nt t imes accorcling to non-homogeneous Pois-
son proce ses 
We ba e our simulat ion on the theor-y de cribed in section 6. 3.1. 
A Poisson pro cess is specifiee! through i t s intensi ty function À ( t ), or by the function 
m(t) = J~ À(u) du. In orcier to simulate t he next ev nt t ime, we settled for t h 
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inversion method because in our case it i easy to invert m(t). (The method is 
d scribed in Ross (2013) , for in tance) . 
Let Wt_i be the waiting (inter-arriva!) time until the next event (time measured 
from the present to the past) , and let T c_i = I:e~-i+ l Wte b the cumulated 
waiting time. 
The urvival function of the next event time Wt_i conditional on the cumulated 
t ime T c_i i given by 
Pr(Wt_i > t 1 T c_i =v) = exp[- (m(v + t)- m(v)) ] . (6.9) 
In view of (6.9) , (6.6) and (6. 7) , and in the presence of k sequences , 
(6.10) 
Thus, in th presence of k quence 
t ( (k) 1 kB ) mk(t) =la 2 v(u) + 2 du 
t ((k) 1 ) kB 
=la 2 v(u) du+ 2t, 
(6. 11) 
which gives 
1 - F (t){WL;ITc- ;=v} = Pr (Wt_i > t 1 T c_i =v) 
=exp [- (1v+t ( (~) vtu) ) du+~ t)] · (6.12) 
The simulation of th next vent tim Wt_i by inv rsion cornes to solving the 
following q uation in t 
F (t){WL ;ITc_;=v } = U {:::> 1- F(t){WL;ITc_;=v} = 1 - U , (6.13) 
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where u is an observed value of a uniform variable U[O, 1] . 
Equation (6.13) can be rewritten as 
(6. 14) 
Solving equation (6.14) in t depends on the intervals to which v and v + t belong. 
In what follows, we assume that N(t) is approximated by a step function , where 
t he time is split into (C+1) intervals using the cutting points b0 = 0 (present) , b1, b2, ... , be; 
bc+1 = TMRCA· In a practical context , this cornes to assuming t hat the relative 
effective population size denoted v(Ie) = c\, has been previously estimated on 
each intervalle, c = 1, 2, ... , C + 1, where l e = [be- l; be)· 
In arder to illustrate how the t imes are simulated, let C = 3, and let , for example, 
v< b1; th n , (v+ t) can belong to [0 ; bi) , [b1; b2) , [b2 ; b3), or [b3; Tr-.mcA]· Assume, 
for illustration, t hat v+ tE [b1; b2). Then, equation (6. 14) becomes 
1v+t [ (k) _1 + kB ] du v 2 v(u) 2 
- - + - du + - + - du 1b1 ( (k) 1 kB ) 1v+t ( (k) 1 kB ) 
v 2 61 2 bl 2 62 2 
(6. 15) 
= - (b1 -v)+ (t +v- bi) - + - t , (k) 1 (k) 1 kB 2 61 2 62 2 
and solving equation (6. 14) is equivalent to solving in t: 
(k) 1 (k) 1 kB - (b1 - v)+ (t +v- b1) - + -t = -ln(1 - u). 2 61 2 62 2 (6. 16) 
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1R.A 
v2 
u u J 1 '' = vi>;' 
............... --------: --- ~ :) •·=W' 
to -- - - -- -- - -- --------------------- Vo 
Figure 6.2: Example of serially sampled s quences with S = 3. The red squares 
are the sampled sequences and t he blue squares are t he sequences d rived from 
coalescence; bj represents the stimate of the relative population size on the inter-
sampling t ime intervals [tJ_ 1 ; tj) , j = 1, 2. 
Developing equation (6.16) gives : 
ln(1 - u) 
(k) 1._ + kO 2 02 2 (6.17) 
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where 
(6 .18) 
When simulating the next event t ime, we know v, u, and -ln(1 - u), but we 
do not know the location of v + t. Therefore, we have to identify the domains 
in u which correspond to domains in (v+ t). In our example, where v < b1 and 
b1 ~v+ t ~ b2, one can see that b1 ~v + t < b2 i quivalent to : 
(b1- v) (;)(~ - ~) 
(b
1 
_v) ~ 82 81 _ ln (1 - u) < (b
2 
_v), 
Cr,2 Cr,2 
(6. 19) 
after t is replaced by i ts value in ( 6.1 7). 
Thus, (6. 19) come to : 
Similar calculation can be done for each interval to which v and v+t belong. Thus , 
Table 6.3 represents th formulas to be used in order to simulate the next event 
t ime when approximating the effective populat ion size by a model with a constant 
popula tion size p r interval l e, c = 1 2 , 3, 4, while the Table 6.4 summarize the 
corresponding domains. Further , the detail of the simulation with th se values 
are given in Appendix A. 
The pr vious computing can be easily extended to any numb r of intervals. This 
generalization is based on the following Pro po i t ion. 
P roposit ion 1. Let v be the ob erved cumulated ti me in the Nf Tot,k ( t) process 
defin ed in Section 6. 3.1 , and let t be a realization of the next event time. 
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Let 
N(t) N = 8cf {bc- l<Ç, t<bc} 1 C = 1, 2, ... , C + 1, 
{bc+l = T MRCA) be an approximation to the effective population size, and 1\!frot,k 
its as ociated proce s and it waiting and total times (Wti, T Ci ) , defin ed in S ection 
3.1, k = n , n -1 , ... , 2. Further, fix to k the number of sequen ces, 
let 
and consider the conditional pmbability Pr(Wti > t!Tci = v ) and the integrais 
given in (6 .14), with be_ 1 ~v < be, bj- l ~v + t < bj , 1 ~ 1! ~ j ~ C + 1. Then , 
for j 2 1! + 2, the following results hold: 
1. The integral 
r+t { (k)_1 ke } 
} v 2 v ( u) + 2 du (6.2 1) 
can be written as 
(k) { ~ - bj - l - v ~ bi - bi-1 } . 2 8 8· + D 8· + t c iij . 
e J i=e+l 1 
2. The value E * of the integral in (6.21) atisfi es the following in equalitie : 
E * > (b· _ )C (k) { (be - v ) _ (bj-l- v ) ~ (bi- bi_ 1) } 
- J- l v ii) + 2 8 8. + D 8 
e J i=e+l 1 
and 
E * (b _ )C (k) { (be - v) _ (bj-1- v ) ~ (bi - bi_1 ) } 
< 1 v ii1 + 2 8 8· + D 8· 
e J i=e+ t 1 
Pro of. 
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1. Given t hat t he population size is piecewise constant , the integral f vv+t v(~) du 
can be decomposed as follows: 
!be 1 1'bj-1 1 l v+t 1 --du+ --du+ --du= v v(u) be v(u) bj -l v(u) 
j - 1 
be - v "'"" bi - bi- 1 v+ t - bj- 1 
-- + ~ + = be . e bi bj 
t = +1 
(6.22) 
j - 1 
be - v bj- 1 - v L bi - bi-1 t 
-- - + +-
be b· b b ' 1 i=e+1 t J 
for all j - 1 ~ t'+ 1. The final result is proven by no t ing that f vv+\ k8 /2) du = 
(ke /2)t and grouping the terms in t . 
Special cases are: 
• j = t', where the integral (6.21) reduces to 
Jv+t 1 be - v t v v(u)du = ~ + bj; 
in particular , if t'= C + 1 then j = C + 1; 
• j =t'+ 1 where t he integral (6.21) reduces to 
Jv+t _1_ du = be - v - be - v + !_ v v (u) be be+1 bj. 
2. Under our assumptions, t satisfies t he inequalit ies 
and the result follows obviously from 1. • 
The previous proposit ion allows to solve (6. 14) in the general case (see Corollary 1 
in Appendix B). 
127 
13 
H _g = {13} 
W _9 
T2 
f-! _ 8 = {1 2,13} 
12 W - 8 
H- 7= {12,11 } 
T3 w _7 
T4 10 W - 6 
H- 6= {10,5,11} 
H -5= {10,5,6, 11} 
Ts 
w_5 
9 11-77 w _4 H - F {9,8,5,6,11} 
w _ 3 
H -3 = {9,8,5,6, 7} 
T6 H - 2={9 ,2,8,5,6, 7} 8 w _ 2 
H - 1 = {1,2,8,5,6,7} 
T7 w - 1 
Ho={ l ,2,3,4,5 ,6, 7} 
1 2 3 4 5 6 7 
Figure 6.3: Example of a realization of the coalescent process viewed from the 
past to t he present with n = 7 sequences (red squares) ; there are 6 coalescence 
events (blue squares) and 3 mutation events (orange circles). 
6.3.3 An adapted version of the Stephens et Donnelly (2000) proposai dis-
tribution, where t he population size is approximated by a constant per 
interval Ic, with known be, c = 1, 2, ... , C + 1. 
In this section, we propos to adapt the proposai distribution of Stephens et Don-
nelly (2000) (S& D) to the case where Ne(t)/ N is piecewise-constant, and the 
ratios (but not N) are known. This piecewise-constant function can correspond 
to an approximation of a more general population siz Ne ( t). The full practical 
context is described in Section 1, for cases where the rat ios are indeed fully known, 
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or preliminary estimat d. 
We introduee sorne notations that will be used ubsequently: 
• E: the set of possible type of gene s quenees; 
• H_( the set of al! equerrees when event i occurs (eoaleseene or mutation) 
where i deereases from the present to the pa t in steps of 1 for eaeh event 
(See Figure 6.3); 
• H = {Ho, H- l , ... , IL.,. }: a historyof equerree where Ho= 'D ,T isthetotal 
number of events in the history H , and H_.,. is a singleton (th MRCA); 
• P : the mutation tran ition matrix. 
Note that H_i are vi wed as state of a Markov proeess start ing at the genetie 
type H_.,. E E and ending with Ho E E. 
We howed in the previou s ction that the Poi on proee se that d eribe the 
number of events ( eoalese nee or mutation) are non-homogeneous beeaus the 
rates À(t) depend on time. Thus, it is neee sary to include the instants v and v' 
in eomputing the jump probabili t ie forward, and the e t imate of their backward 
eounterparts. We con ider that: 
• wL( is the next vent t ime; 
• v = L:e~-i+ l wte: is the ob erv d eumulated time ( time rn as ur d from the 
present to th past) un t il the last v nt. Let v E f e1 , gl = 1, 2, ... , C sueh a 
h = [be1-1; bel) ; 
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Let D i,v = {Hi , v} and D i-l,v' = {Hi-l,v'} , where: 
• D i,v = {Hi, v} re presents t he et of all sequences present in the population 
after the ith event at t ime v (measured from the pre ent to the past); 
• Di- l ,v' = {Hi_ 1 , v'} repre ent the et of all equences present in the popu-
lation after t he ( i + 1) t h event at ti me v' (me a ured from the present to the 
past). 
Thus, we d fine : 
1. pt,(Di,v 1 Di-l,v') , the probability to pas from t he state Di- l ,v' 
to the state Di,v = {Hi , v} (from th pa t to the present); 
2. êu( Di-l,v' 1 D i,v) , the e t imated probabili ty to pass from Di, v = {Hi, v} to 
Di- l ,v' = {Hi_1 , v'} (from the present to the past). This last probabili ty is 
used for simula t ing the genealogies g (j) , j = 1, .. . , J . 
Since the Poisson proce that de cribes the number of events (coalescence or 
mutation) i non-homogeneous, the probabili ty that the next event is a coale cence 
or a mutation i different if we pass from D i, v to D i- l ,v' ( backwards) or from D i- t ,v' 
to Di, v (Jorwards) . Consider first the backward moves. 
• Starting from the state D i,v wi th v E l et, the event Di- l ,v' with v' E Ie2 is a 
coalescence wit h probability 
Àcoa, n ; (v' ) (6.23) 
À oa, n; (v' ) + À mut , n ; (v' ) (n·) 1 n·B '- + -'-2 Oe2 2 
and a mutation with probabili ty 
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n . - 1 e8e 1 - t = __ ____:2 ___ 
n i - 1 + B8e2 n i - 1 + e8e2 ' 
(6.24) 
wher ni, represents the number of sequences at the state D i,v and n i- l 
repre ents the number of equences at the tate D i- l ,v'· 
• However , if we consider the f01·ward process and moves from D i- l ,v' to D i ,v 
with v' E Ie2 and v E Ie1 , the probabilities change. For a cho en sequence in 
E , we have a spli t with probability 
Àcoa, n; _ 1 (V) 
Àcoa, n; _ 1 (v)+ Àmut , n;_ 1 (v) 
(6.25) 
and a mutation into another sequence in E with probability 
(6.26) 
where n i- l , represents the number of sequences at the tate D i- l ,v' · 
Based on equations (6. 25) and (6 .26) , we can compute the forward probability to 
pa s from the state D i- l ,v' to the tate D i,v in the pre ence of n i- l sequences: 
if C~, v E h , v' E l e2 (6.27) 
otherwise , 
where: 
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• the t imes v < v' are measured from the pr sent to the past; 
• n~~)1 represents the number of sequences of type a in Di- l,v' = {Hi_1 , v'} ; 
• Nig denotes a mutation of a gene sequence from type a to type f3 according 
toP; 
• cg denotes a coalescence (a spli t actually) of two gene sequences of type a; 
• Pa/3 is t he probability of a DNA sequence of type o: to mutate to a D A 
equence of type (3 . 
From equation (6.27), the factor 
(ni-l- 1 + Oe1 e) ' 
repre ent the probability that the next event i a mutation , ee (6.26). Further , 
n i -l - 1 
represents the probabili ty that the next event i a coalescence (see equation (6.25)). 
It can be shown that the sum of the first and the second line of the equation (6 .27) , 
summing over all sequences f3 to which t he selected equence a can mutate, gives 
(a ) 
n i- l 
n i - l· 
In estimation, one progresses backward in time and , in what follovvs , we consider 
an w proposai distribut ion, whose fund amental difference with that of (S&D) , is 
that th coalescence rate depends on the l e, c = 1, 2, ... , C + 1 interval wh re the 
t ran it ion takes place. 
We note that the special ca wh re Oc = 1 for very c = 1, 2, ... C + 1, is exactly 
t he (S&D ) proposai di tribution. Therefore, the probabili ty to pass from astate 
to another one differ ac ording to the int rval to which v and v' belong, a de-
scrib d by equation (6 .27) for the f orward probabilitie . 
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Proposition 2. Consider the backward process, where the transition probability 
ta pass from the state D i,v to the state D i- l ,v' {time m easured from the present to 
the past) is given by : 
0 otherwise, 
(6.28) 
where 
• Hi -a represents the set of all sequen ces in Hi without the selected sequen ce 
of type a; 
• the proportionality constant c 8e2 is given by {s ee formula {6.18)) 
• for a sample 1J of n sequences with n (a) sequen ces of type a, 
(6.29) 
is an approximation to the conditional distribution of the type of the n ext 
sampled sequen ce, given the types present in 1J . 
Let Pm(a ) be the probability that a cho en sequen ce a is obtained by mutation from 
a sequen ce of some type /3, and let Pc( a ) be the probability that a chosen sequence 
a coalesces with another sequen ce of the same type. 
Then the following holds 
Pro of. 
(o) 
n 
Pm( a)+ Pc( a) = _t_ , i = 1, 2, ... 
n i 
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(6.30) 
The main issue i to prove that , incl ed , (6.28) defines a probability distribution, 
i.e , once a is cho en , equation (6.30) holds. 
B fore proceeding, note that (6.29) implies that (see S&D) 
Inde cl , it can be shown as in S&D t hat the distribution irc5e2 ( . 1 V ) has the form: 
(o) 
irc5e2 ((3 1 V ) = L nn Ml;,c5e2) ' 
oEE 
(6 .32) 
wher 
Given (6.28) , we have 
( ) _ 0 _1 "'"" 5e2 e (o) irc5e2 ((3 1 Hi -a) p Pm a - c5e2 L...t 2 n i A ( 1 H · - ) {3o f3E E 7rc5e2 a t a (6.33) 
and 
(6.34) 
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Equation (6.31) giv s for the special ca e V = Hi -a (and therefore a total of 
n i - 1 sequences with n~a) - 1 of type a) 
By dividing both sid s of equality (6.35) wi th K8e
2 
(a 1 Hi - a) , we have 
(6.36) 
Furt her , by mult iplying both sid s of quat ion (6.36) by n~a) jni, we obtain 
ni(ni- 1 + 8e2 B) . . Let C8e = 
8 
be the proport10nahty constant , which depends on 
2 2 e2 
the number ni of sequences pres nt at D i,v and the interval l e, c = 1, 2, .. , C + 1 
that contain v' = wti +v; then, one can rewri te (6.37) 
which gives 
as tated. 
(a) n . 
_ z_ = Pm(a) + Pc(a) , 
ni 
(6 .38) 
(6.39) 
• 
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Remark. Formula (6 .29) reflects the fact that, with ni equence present , if the 
next event is at time v' E Ie2 , the probability that m mutations have occured before 
one coale cence i given by a geometrie di tribut ion of parameter nd(ni + 8e2 ). 
This is a consequence of the Poisson nature of the event proce ses (see , e.g . Ewens , 
ch. 10). 
6.3.4 Algorithm for simulating t he genealogie backward in t ime 
In what follows , we describ the proposed a lgorithm for simulating the genealogies 
using the distribution éjo of Proposit ion 2, with known 8c on fe, c = 1, 2, ... , C + 1: 
1. ini t ialize n i := n , where ni the number of ampl d s qu nees at time t0 = 0, 
and let i := 0; 
2. let v b the cumulat d time unt il the previous event, and let h the interval 
where v b longs. We ini tialize v := 0 ; 
3. in the presence of k sequences , simulate the time to the next event , WLi- t 
as described in Section 6.3.2 , and let wLi- I be th time obtained. 
4. compute v' := v + wLi- l , and record the interval in [0 ; +oo) to whi h v' 
belongs; i t is denoted Ie2 ; 
5. choose randomly a sequence from Hi; th cho en equence type is d noted 
a; thi qu ne is pick d with probability n~a) /ni; 
6. Assuming that v' E Jb compute th quantities x 1 = 8e2 B L fr( /3 1 Hi - a)Pf3a 
{3E E 
Then choo e 
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• a coalescence event with probability x2/(xl + x2); 
• a mutation event with probability xd(x1 + x2). 
7. depending on the result in the previous step , we continue as follows : 
(a) if there is a coalescence event , choose another sequence of typ e a ran-
domly, let ni-l :=ni - 1, v:= v' , and H i -1 =Hi- a; 
(b) if there is a mutation event , mu tate the sequence a into a sequence 
f3 cha en proportionally to the values 8e2 Bir(f3 1 Hi - a)Pf3 a. , without 
changing ni , i. e., let ni-l :=ni , v: = v' , and H i -1 =Hi- a+ /3; 
8. i := i- 1 and continue unti l ni = 1. 
R emark. One sees that , when v E Ie1 and v'= v+t E l b choosing the next event 
is clone proportionally to the quantities x1 and x2 (see step 6 of the algorithm). 
So, for example, when 8e2 < 8e1 , it i more likely to have less mutation events 
in the interval Ie2 than in interval Ie1 , as the bran ch length ar shorter. This is 
refiected in a decrease in the eff ctive population size in Ie2 , when time is viewed 
from the present to the past. 
6.3.5 Estimation of the effective population siz using the calibrated skywis 
plot 
Reconstructing the cl mographic hi tory from D A sequences usmg the cali-
brated skywis plot is similar to the skywis plot (Ait Kaci Azzou et al. , 2015) , 
but by assuming that the population ize is firstly approximated by a constant 
De per interval fe, c = 1, 2, ... , C + 1, which requires a new way of simulating the 
gen alogies as clescribed in Section 6.3.4. The genealogies are simulated using the 
importanc function given in Section 6.3.3) , and the importance sampling weight, 
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w UJ, can be inferred for each genealogy Ç (j) as follows: 
- T (j ) + 1 (j)( · 1 ) ( (") 
w (j) = II Po Hi H i- 1 = p ç; J ) . = 1 2 J ~ (j ) ( . . 1 · ) Q~(Ç (J))' J ' ' " . ' ' i=O qo H t-1 Ht (6.40) 
where T (J) is the total number of events , and p~j), q~j) are respectively the f01·ward 
and backward probabilities as cl fin cl in (6 .27) , (6.28) , for genealogy ç; Ul . 
Once the genealogies are imula t cl , and the importance sampling weights are 
comput cl for each genealogy, we proceed as follows: 
• we fix the total number of epoch , n cum , i. e. t he total number of time interval 
where we e t imate the effective populat ion size; 
• for ach imulated genealogy ç; Ul, we comput the MRCA time, rtkcA; 
• we use formula (6.41) propo ed by Durbin et Li (2011) in orel r to define 
epochs wher est imates of the effect ive population size are computed. 
For a genealogy ç;Ul, _j = 1, 2, .. , J , the ti me cutting point are given by: 
(j) - ( a (j) ) t cut a - 0.1 · xp -- · log( 1 + 10 · TMRC A) - 0.1, 
n cum 
a= 1, 2, ... , ncum , 
(6.4 1) 
h - t (J) - T (J) W er e cut ,ncum - !Vf RC A · 
• For each epoch a , a = 1, ... ,ncum , we compute the estimate Nea as the 
weighted mean of Ne~) ov r the J simula tee! genealogie ç; (l) , Ç(2), ... , ç; (J), 
where Ne~) i computecl using equation (6.5). 
6.3.6 Iterative calibrated skywi plot methocl 
Sometime , in orcier to est imate the relative effective population size between two 
successive ampling t imes, there is no availabl information, like the viral load , 
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e.g .. In such a case, it is not possible to apply the calibrated skywis plot method a 
described in the previous section. Thus, in what follows, we propose a new iterative 
procedure in which the standard skywis plot is applied at the first iteration. 
The main steps of this iterative calibrated skywis plot are as follows. At iteration 
" 0" one uses the standard skywis plot estimate , which gives an estimated t ime to 
the Most Recent Common Ancestor , 'Î'~~CA > and an estimated N~0)(-). This allows 
to create a first approximating function, which is piecewise constant ; indeed , given 
the 'Î'~~CA one computes the boundaries b~1 ) , b~1 ), .. . , bg) by appropriately dividing 
the ti me axis from 0 to the 'Î' ( ~~CA ; further , the estimate N~o) ( ·) is used to get 
the values 8~1) , c = 1, 2, ... , C + 1. Next , one can apply t he calibrated skywis plot 
at iteration " 1" on thi piecewise constant function. The procedure continues 
in a similar way, where at iteration i one applies the calibrated skywis plot to 
an approximating function computed from the values obtained at the previous 
iteration, i - 1. ln our present implementation of the general method we use the 
following values . 
Th b l . b(i) b(i) b(i ) b . db d' 'd' h . 1 [0 TA(i-1) ) • e ouncanes 1 , 2 , ... , c are o tame y 1v1 mg t e mterva , MRC A 
according to the formula (Durbin et Li , 2011) 
b~i ) = 0.1 ·exp ( ~ · log(1 + 10 · T~~~A) ) - 0.1 , c = 1, 2, ... , C + 1, (6 .42) 
(i) A (i - l ) 
where bc + I = T MRCA. 
A(i ) 
• The values Oc , c = 1, 2, .. . , C + 1 are defined as 
A (i-1) ( ) 
A(i) _ Ne t . . 
oc - N I (t) lb<'l .b<'l l' 
c ' c+ l 
( 6.43) 
where N~i- 1 ) (-) is the population size estimate obtained at the prev10us 
iteration. 
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As for the estimates T~~~CA > i = 0, 1, 2, ... , they are obtained from the J est imates 
TA(i,j) . 1 2 J ( f h l . ç Ul ) MRCA > J = , , ... , one or eac genea ogy as 
J 
A (i ) - """"' (i, j) A (i, j ) 
TMRCA - 6 w TMRC A > (6.44) 
j= l 
where w(i, j) represents t he importance weight of a genealogy ç Ul, j = 1, 2, ... , J, 
at iteration i = 0, 1, 2, .... 
We note that the est imate given by Equation (6 .44) makes sense because the 
distribution of the importance weights of genealogies is an approximation of the 
po terior di tribution P(Ç IV, e) (Stephens, 2001). 
Stopping Cri terion 
The stopping criterion for our iterative m thod is based on the est imated MRCA 
time (Î'MRCA) · A good est imate Î'MRCA i v ry important for providing a good 
est imate of the effect ive population size. For example, a short time to the MRCA 
is indicative of a rapid expansion of the population size (from th past to the 
pre ent) . Thus, we choose to use t h fo llowing stopping criterion: 
A(i) A(i-1) 
ITMRCA- TMRCAI 
A (i - l ) < E, 
TMRCA 
(6.45) 
that measures t h relative change in the TMRCA between two successive iteration . 
Quali ty of estimation 
Importance ampling uses unequally weighted observations , where, in our context , 
a weight for a genealogy ç U) is given by 
(j) _ P(ÇUl ) . _ 
W - Q(ÇUl ) ' J - 1, 2, ... , 1. (6.46) 
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The quality of an e timate based on importance sampling depend on how well 
the propo al di tribution Q(.) is in agr em nt with P (-). The Eff ctive Sample 
Size (ES$) which is based on t he weights W (j ), j = 1, 2, ... , J , can be u ed to 
provide a quantitative measure of the quali ty of an estimator (Owen, 2009). 
In order to illustrat the rn aning of E SS , we consider two ext reme ca e : 
• there is one genealogy Ç (j) that ha the largest weight which i much bigg r 
than the on s of oth r gen alogi s; th n , the Impor tance Sampling tech-
nique i equivalent to using only one g n alogy, which cannot be desirable 
especially in our case; indeed , our method is aiming at using everal genealo-
gie in order to obtain a relative mooth plot of the chang in the effective 
population size over time; 
• the second extr me situation is when the weights W (j) , j = 1, 2, ... , J are 
all equal and n cessari ly very mall. This indicate that th Importance 
Sampling failecl as the weighted e timation r duces to simple av raging. 
In the general ca e, and assuming that L_f= l W (j) > 0, we use the E SS as a 
quality measure of an e timation proceclur ba ecl on importance sampling. The 
ESS is given by (Owen, 2009): 
(6.47) 
If the weights W (j) , j = 1, 2, ... , J are too imbalancecl , the result is equivalent 
to averaging only E SS genealogies, where ES « J . The point at whi h E SS 
become very mall i hard to pecify, and i specifie to each application . In our 
case , we founcl empirically that we ne cl ESS ~ 10 in orcier to have a relat ively 
smooth plot for e timating the effective population size over t ime. 
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6.4 Results 
In thi section , we use simulated data in order to illustrate the ability of th newly 
propo ed calibrated kywis plot to capture the demographie ignal contain cl in the 
DNA sequences. We consider the case of rapid changes in population siz , where 
the standard skywis plot (Ait Kaci Azzou et al. , 2015) performs les well. 
We provide the resul t at t he following step : 
1. es t imation of the effect ive populat ion size u ing the standard skywis plot 
(Ait Kaci Azzou et al. , 2015) ; 
2. estimating the effect ive population size using the calibrated skywis plot with 
known b"c, c = 1, ... , C + 1 ( ee Section 6.3) ; 
3. e timating th effective population size with unknown b"c, c = 1, .. . , C + 1. 
Thi is clone via an iterative procedur , in which the kywi plot approach 
is usecl at the first estimation step of b"c, and the calibrated skywis plot for 
th other iterations. 
Our illu t rat ion used data proclucecl by the fast imcoal program (Excoffi. er et FoU, 
2011) , and we simulatecl 50 DNA equences (und r t h u ual as umption of no 
populat ion structure, and under no recombination). We as umed that the ff ctive 
population growth is exponential according to the equation 
Ne(t) = N exp ( - (3 t) , (3 = 10, (6.48) 
where t i mea urecl from the pre ent to the pa t. In other worcl , from the pa t 
to th pr sent t h population is expanding. The time unit areN gen ration and 
from now on these t ime units are denotecl N·g . 
We took th following parameter : 
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• numb r of nu leotide : 1000; 
• e(0) = 10000, at time t = 0; 
• mutation rate per nucleotide : 5 · 10- 7 (B = 10); 
• J C69 fini te ite mode! (Jukes et Cantor , 1969). 
The skywis plot ( e S tion 6.2.2) for the DNA sequences imulated from the 
mode! d scribed above i given by the blue line in Figure 5(a). Furtl1er , the gre n 
line represent th skywis plot with equal weight for ali imulat dg nealogies (in 
other word , a non weighted average). 3 
Comparing the blue and the green !ines i a way to visualize the p rfor·man e of our 
importance sampling sch rn . We can note the better performance of th skywis 
plot (blu lin ) in which only sorne genealogies contribute significantly to th full 
likelihood (g n alogie that are in better agreement with the data). The blue curve 
giv s a better indication of the rapid decrease of the effective population siz from 
the present to the pa t , but doesn't follow clo ely the true expon ntial curve (red 
line) ; in r ali ty, the effective population d creases ven fast r from the pre ent 
to t he past. Ind d , th stimated time to the Mo t Recent Common Ance tor 
(TMRCA) is given by 1.16 1 ·g , while the true value of the TMRCA i 0.51 ·g. 
Although th skywis plot allows us to conclude that the effective population size 
has been expanding, w on ider that this non-parametric e t imate can be im-
proved by using th it rat ive method described in Section 6.3.6. 
Further , a ume that we know the true value De, c = 1, 2, ... , C + 1 whi h are 
giv n by N(tc), wher tc is the mid-interval value of l e; the calibrated skywis plot 
3 For Figure 6.5 (a) , we simulate 10 000 genealogies using MATLAB programming lan-
guage (MATLAB , 2013) , with number of epochs n c um = 5. 
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Cutoff t ime values , in N·g 8c ESS 
Scenario 1 0.1328, 0.4419 , 0.8017 0.5880, 0.0882, 0.0035, 0.0001 7 
Scenario 2 0.08, 0.2302 , 0.3651 0.7233 , 0.2445, 0.0590, 0.0149 14 
Scenario 3 0.0500 0.1500 0.8661 , 0.4453, 0.0683 10 
Scenario 4 0.025 0.05 0.9524, 0.7798, 0.1485 6 
Table 6. 1: Cutoff t imes, 8c, and ESS values for 4 scenarios. 
is computed for different approximating scenarios which differ in the cutoff t ime 
values as well a in the 8c· The e cutoff t ime values and the eff ctiv ample izes 
(ESS) are summarized in Tabl 6. 1. 
The calibrated skywis plots for th sc narios described above are given in Fig-
ure 6.4. In all four studied cenarios , we observe , by comparing th blu and th 
red !ines, t hat the calibrated skywis plot gives a good estimate of the effective 
populat ion size. Thi mean that compressing time by the known values of 8c sub-
stant ially improv the method of simulating our gen alogi s backward in tim . 
Further , we note that th curves are smoother than in th cas of the tan dard 
skywis plot (Ai t Kaci Azzou et al. , 2015) which means that there ar more ge-
nealogies that contribute ignificant ly to the calculation of the e t imate of the 
effective population size. This is confirmed by the values of ESS which in thi 
case are greater t han the ESS in the skywis plot, where ESS= 3. 
From Tabl 6. 1 and Figur 6.4, w can note that using previous estimate of the 
relative population size at different points in t ime is more efficient when these 
t imes are qui te pread apart . Finally, we can conclude that t he pre ent way of 
simulating th g n alogi allow u to choo th genealogie that ar mor con-
sistent wi th the data, which reduces substantially the search pac , and improv s 
the estimation of the effective population ize. All these observations allow us to 
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Figure 6.4: Calibrated skywis plot for four scenarios and known c5c, usmg 2000 
simulated genealogies. 
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c Interval l e, in ·g tc 
1 [0 ; 0.1328) 0.9969 
2 [0.1328 ; 0.4419) 0.8713 
3 [0 .4419; 0.8017) 0.7719 
4 [0 .8017; 1.16) 0.3432 
Table 6.2: Values of tc , c = 1, 2, 3, 4 comput d from iteration (0) 
conclude that the importance function Q( ·) int roduced in Proposition 2 is good 
and adapted to the present data. 
In what follows, we apply the iterative calibrated skywis plot methodology de-
scribed in Section 6.3.6 in order to capture the demographie signal contained in 
DNA sequences without adding information like the one used to produce the plots 
in Figure 6.4. 
In our simulation, we considered four intervals l e, c = 1, 2, 3, 4. At the first it ra-
t ion we applied the calibrated skywis plot. At t he next iterations, i = 1, 2, ... we 
determined the boundaries of t he intervals l e, c = 1, 2, 3, 4 as follows: we used t he 
formula (6.42) to fix the bounds b~i), b~i) measured from the present to the past 
(in ·gunits). The third eut off value b~i) was taken as t he point which cuts the 
interval [b~i); i'~;;_~A) in half. 
For example , t he time to the Most Recent Common Ancestor , 'Î'~~CA for t he 
iteration " 0", which us s the standard skywis plot (Ait Kaci Azzou et al., 2015) , 
is estimated by 1.16 N-g . Further , using equation (6.42) we get the following eut 
off values of the cumulated time measured from the present to t he past: b~1 ) = 
0.1328 N·g , b~1 ) = 0.4419 N-g , and b~1 ) = 0. 8017 ·g. 
At iteration " l " t he calibrated skywis plot is computed using t he parameters given 
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Time from past ta the present , in N generations units 
1 .5,----~---~---~----.------, 
(c) Iteration number 2 
0o~----0~.2====~0~.4~~~~--~0~.8~ 
Time from past ta the present, in N generations units 
1 . 5,---~-~~-~-~--~-~----, 
(e) Iteration number 4 
0.1 0.5 0.6 
Ti me from past to the present. in N generations units 
1 . 5,----~---~--~~--~-----, 
(b) Iteration number 1 
~L-----0-.2--====0 .~4 ==~~-----0~.8--~ 
Ti me from past ta the present. in N generations units 
1 . 5 ,-- ~-~-~--~-~-~----.--, 
(d) Iteration number 3 
0.6 0.7 
Time from past to the present, in N generations units 
1 . 5,---~--~--~--~-~~----, 
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Figure 6.5: Iterative calibrated skywis plot with estimated c5c (blue line); true N(t) 
(red line) , calibrated skywis plot with unweighted mean over genealogies (green 
line). 
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Figure 6.6: Evolut ion of the iterative calibrated skywis plot: t hree iterations out of 
six 
in Table 6.2, that are basecl on 'Î'~~CA and NJ0l(t). Thus, at iteration " 1" , the 
t imes to coalescence events will be compressee! by a factor of be for an interval l e, 
c = 1, 2, 3, 4. For example, when simulating the genealogies from t he present to the 
past , if the cumulatecl time is greater t han or equal to 0. 8017 ·g , t he coalescence 
rate in presence of k sequences is (;)/54 . This statement is equivalent to saying 
that , in interval 14 the t ime t to a coalescence equals the time t * one woulcl have 
gotten in the case of a constant population size multipliee! by 64 = 0. 3432 (i.e. 
t = t*. 0.3432). 
This procedure is repeatecl until fin ding a stable estimat of t he t ime to the MRCA, 
as clefinecl by the criterion given in Equation (6.45) . 
Since our stopping criterion is basecl on the estimate 'Î'MRCA , Figure (6.7) gives the 
evolut ion of this estimate across iterations. Thus, we can observe that the esti-
,---
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Figure 6.7: Value of t he TMRCA for each iteration. 
mate TMRCA is stable from iteration 5 on, where t he estimated t ime turns around 
0.6 ·g , which substantially improves the result given by the standard skywis 
plot where TMRCA is 1.16N-g(the t rue value is 0.5 ·g). Finally, in Figure 6.6 we 
present , for comparison, the estimates at iterations 0, 2 and 5 in one single plot. 
One can see t hat the iterative calibrated skywis plot improves t he estimate of the 
efi'ective population size, as in iteration 5 the estimated curve is close to t he true 
value (red curve). We note that, in this example, ESS= lO at the final iteration. 
6.5 Discussion 
In this paper we generalize the skywis plot methodology introduced in Ait Kaci 
Azzou et al. (2015). The aim is to estimate the evolut ion over t ime of the efi'ective 
population size from a sample of D A sequences. Our estimates are based on the 
same importance sampling (IS) methodology as the skywis plot. Namely, starting 
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with a sample of Dl A sequences, we generate genealogies backwards in t ime and 
t he effective population size is first estimated for each epoch and each genealogy; 
further , t he effective population size stimate is obtained as a weighted average 
of these separate estimates using the IS weights . 
In arder to compute our estimates we approximate the effective population size 
by a piecewise constant function, which is eit her (i) assumed known or previously 
estimated ( calibrated skywis method) or (ii) estimated (it erative calibrated skywis 
method). The firs t case cornes to assuming th at mean population values Oc are 
known for C + 1 intervals l e, while in t he second case, we leave Oc unknown, but 
at each iteration step we reduce ourselves to the known case by using a previous 
estima te. 
Our calibrated skywis plot requires to adapt t he importance function Q( ·) of 
Stephens et Donnelly (2000) on one hand , and on the other hand to simulate 
t he next event t ime in a novel way t hat takes into account the fact t hat the coa-
lescent process is no longer homogeneous in t ime. How efficient is this IS strategy 
in the case of a known piecewise constant function can be observed in the re ulting 
calibrated skywis plots (Figure 6.4) and in the ESS values (Table 6.1). It appears 
that the strategy of corn pressing (or stretching) t imes on each interval l e by t he 
approximating factor Oc works quite well. 
In t he iterative calibrated skywis plot method, at each iteration i we compute 
a calibrated skywis plot estimate by resort ing to the estimated values .JV~i-l) ( ·) 
obtained at the previous iteration . We illustrate the iterative calibrated kywis plot 
methodology on a simulated data set from a rapidly expanding exponential madel. 
It appears t hat after performing a few iterations, the estimate of the effective 
population size is improved substant ially. In particular , one gets a good estimate 
of the time to the most recent ancestor , which is a nat ur al indicator of a good 
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stimation procedure in the demographie hi tory context; therefore, we expect our 
method to be extended to oth r models. 
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6.6 Appendice 
Appendix A : Simulation of the time to the next event presented in 
tabular form: piecewise constant function on C= 4 intervals . 
Tabl 6.3 : Formulas for the simulation of the t ime to the next event , where the 
effective population size is piecewise constant ( C = 4). 
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Appendix B : Simulation method of the next event time where the 
population size is approximated by a piecewise constant function on 
f e, c = 1, 2, ... C + 1: the general formulas. 
Corollary 1. 
Let v be the observed cumulated time in the Mrot,k(t) process defin ed in Section 
6. 3.1 , and let t be a realization of the ti m e ta the next event. 
A ume we use the approximation 
Ne(t) ~ = 8J{bc- l ~t<bc } > C = 1, 2, ... , C + 1, 
where bc+I = TMRCA . 
Let v E fe, and v+ tE I j, fJ., j = 1, 2, ... , C + 1, j ~ fJ.. Then, all po sible case of 
olution ta equation (6.14) are summarized below : 
1. e = 1, and - lt~ l - ·u) < (bl- v), then j = 1 and 
6 1 
ln (1 - u) 
t=- c . 
81 
2. fJ. = C + 1, we have necessarily j = C + 1 and 
t=- ln(1-u)_ 
8c+ l 
3. e such as e =1= 1, ande =1= c + 1, and (be- 1 - v)~ _ln~~u) <(be - v), then 
j = e, and 
ln(1- u) 
t=- c . 
8i 
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4. f such as .e =/= C, and 
(be- v) (;) ( oe~ 1 - -J;) ln(1 - u) (b ) (be- v) (;) ( oe~ 1 - -J;) (be-v)- ~ - < H l -v - , 
CoHl Coe+l Coe+l 
then j = f + 1 and : 
5. f =/= C + 1 and 
th en j = C + 1, and 
6. If vEle, then v+ tE Ij = [bj-1; bj) if and only if 
and 
We have, in thi ca e 
• 
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Appendix C: Example of simulation of the next event time where the 
population size is approximated by a piecewise constant population 
size, for intervals f e, c = 1, 2, 3, 4 
In what follows, we dev lop the formulas (6. 14) for the case C = 3. 
a) Equation (6. 14) fort , where v< b1 and v + t < b1 . 
In this case Àcoa (t) = (;) f; . Thus, equation (6.14) i equivalent to olving: 
(1 v + L ((k) 1) kB) v 2 81 elu+ 2 t = - ln(1 - u) 
B t ( (~) ;
1 
+ ~ t) = - ln(1 - u) 
- ln (1 -u) 
B t = --.-----'--..,....,.:.. (;)t; + ;e 
(6.49) 
- ln (1 - u) 
Bt= C , 
clj 
where 
Domain of u , if v < b1 and v + t < b1 . 
We hav , by r lacing t with its value in (6.49) 
- ln (1 - u) 
v + t < b1 B C < ( b1 - V) . 
cl j 
b) Equation (6 .14) for t , where v< b1 and v+ tE [b1 ; b2). 
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(6 .50) 
In thi cas , t he imulation of the time to th next event is equivalent to solving 
t he equation : 
(k) 1 (k) 1 ke -(bi - v) + (t + v- bi) - + -t = - ln (1 - u), 2 8I 2 82 2 
which gives : 
. ( bi - v) (;)(~-i;-) ln (1 -u) 
t = (; ) ~ + ~e - (; ) t; + ~r 
(bi- v) (;)(~- i;- ) ln (1 - u) 
(6 .51) 
Domain of u , if v< bi and v+ tE [b1; b2) . 
By replacing t by its value in (6.51), we have , since bi :::; v+ t < b2 
Therefore, u satisfies 
c) Equation (6. 14) fort , where v < bi and v+ tE [b2; b3). 
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Solving the equat ion (6. 14) in this case is equivalent to solving 
(k) 1 (k) 1 (k) 1 kB - ( b1 - v) + - ( b2 - b1 ) + ( t + v - b2) - + - t = - ln ( 1 - u), 2 81 2 82 2 83 2 
which give 
Given (6.52) , b2 ::; v+ t < b3 is equivalent to 
(b ) (k) 1 (b b ) (k) 1 (b ) (k) l (b ) < ln(1 - u) 1 - v 2 Tt' 2- 1 2 ;s;- 2- v 2 83 (b ) 2 - v - - - + < 3 - v 
- c(j3 c(j3 C(j3 c(j3 ' 
which give two inequali ti s for 'U: 
and 
d) Equation (6. 14) for t , where v < b1 and v 2: b3. 
15 
In this ca e, 
1v+ t ( (k) _1 ) du , v 2 v(u) 
equals 
Solving equation (6.14) in thi case i quival nt to solving 
which gives : 
Domain of u , if v < b1 and v ~ b3. 
In this case , v+ t ~ b3 i equivalent to : 
e) Equation (6. 14) fort , where b1 ~v < b2 and b1 ~v + t < b2 
We have , 
1v+t ( (k) _1 ) du = l v+t ( (k) ]_) du = (k) ]_t. v 2 li ( u) v 2 82 2 62 
T hus, solving (6.14) in this case is equivalent to solving: 
and , 
(k) 1 ke 2 62 t+ 2 t=- ln(1 -u) , 
ln(1 - u) 
t =- c . 
82 
Domain of u , if b1 ~v < b2 and b1 ~v+ t < b2. 
Given (6.53), b1 ~v+ t < b2 is equivalent to : 
ln (1 - u) ( bl - v) ~ - c < ( b2 - v) . 
82 
We have , in thi case : 
Solving equation (6 .14) in this case is equivalent to solving: 
(k) 1 (k) 1 kB -(b2 -v)+(t +v- b2 ) -+-t=- ln(1 -u), 2 <52 2 <53 2 
which gives 
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(6.53) 
(6.54) 
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Given (6.54) , b2 ~v+ t < b3 is equivalent to : 
g) Equation (6 .14) fort , where v E [b1 ; b2 ) and v +t 2: b3 . 
We have 
and solving equation (6. 14) in this case is quivalent to olving: 
(k) 1 (k) 1 (k) 1 kB -(b2 - v) + -(b3- b2) + (t +v- b3) - + -t = - ln(1- u) , 2 <52 2 83 2 <54 2 
which gives 
Given (6.55), v +t 2: b3 is equival nt to 
h) Equation (6. 14) for t , where b2 ~v < b3 and b2 ~v+ t < b3. 
We have, in this case, 
1v+t ( (k) _1 ) du = 1v+t ( (k) ]__) du = (k) ]_t. v 2 v(u) v 2 83 2 83 
Solving equation (6.14) in this ca e i equivalent to solving 
which gives 
(k) 1 ke 2 8/ + 2 t = - ln (1 - u), 
ln (1 - u) 
t =- c . 
<Î3 
Domain of u , if b2 ~v < b3 and b2 ~v+ t < b3. 
Given (6.56), b2 ~v + t < b3 i equivalent to : 
ln(1 - u) ( b2 - v) ~ - c < ( b3 - v) 
<Î3 
i) Equation (6 .14) fort , where [b2 ; b3 ) and v+ t ~ b3 . 
We have 
Solving quation (6. 14) in thi ca e i equivalent to olving: 
(k) 1 (k) 1 kB - ( b3 - v) + ( t + v - b3) - . + - t = - ln ( 1 - u) , 2 83 2 84 2 
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(6.56) 
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which gives 
(6.57) 
Given (6.57) , v+ t 2: b3 i equivalent to 
j) Equation (6. 14) fort , where v 2: b3 and v + t 2: b3 . 
We have 
l v+t ( (k) _1 ) du = l v+t ( (k) ~) du = (k) ~t v 2 v(u) v 2 84 2 84 
Solving equation (6. 14) in this ca e is equivalent to olving: 
(k) 1 kB 2 84 t+ 2 t=- ln(1 -u) , 
which gives 
ln (1 - u) 
t =- . 
C6,, 
(6.58) 
Domain of u , if v > b3 and v+ t > b3 . 
Finally, given (6 .5 ), v+ t 2: b3 cornes to : 
ln (1 - u) (b ) 
- > 3 -v 
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CONCLUSI01 
En nous ba ant sur la théorie de coalescence, nous avons proposé une nouvelle 
méthode non paramétrique, le skywis plot, qui permet d 'explorer l'historique dé-
mographique d 'un échant illon de séquences d 'AD . La méthode du skywis plot 
est basée sur la simulation d 'un grand nombre de généalogies en ut ilisant un 
échantillonnage pondéré, où le poid résultants sont utilisés pour le cal ul d 'une 
moyenne pondérée des tailles de population effective par époque ; cela permet de 
produire de bons estimés qui détectent bien la tendance évolut ive de la t aille de 
population effective à travers le temps . 
La performance de la méthode skywis plot pour la capture du signal démogra-
phique contenu dans les séquences contemporaines d 'AD , a été illu trée par 
simulation , en utilisant plusieurs scénarios démographiques pour 1 squels la taille 
de la populat ion effective varie de manière « modérée ». Il s'est av' ré que le kywis 
plot permet de reconstruire correctement l'historique démographique récent des 
séquence selon plusieurs scénarios démographiques propo é . En particulier , notre 
méthode permet de capter les points de changement de la taille de la population 
effective. De plus, on a trouvé que la performance du skywis plot est comparable 
à la méthode skyline plot bayésien qui utilise des techniques phylogénétiques et 
un échant illonnage MCMC. 
La méthode a été ensui te générali ée au cas d 'un échant illonnage hétérochrone, 
où , en plu d 'introduire le cadr méthodologique adéquat n adaptant la fonct ion 
d ' importance de Stephen et Donnelly (2000), il a été illustré par simulation qu 'il 
est po ible, en présence de telles équences hétérochrones , d 'améliorer la perfor-
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mance du skywis plot dans le cas d 'un croi ance exponenti ll d la taille de 
la population effective. Cela est encor plu marquant à l'approche du temps de 
l 'ancêtre commun, pui que cela permet l'ajout d 'information qui est b ' néfique à 
la méthode au mom nt de la recon truct ion d s généalogies qui e fait , rappelons-
le, du présent vers 1 pa é. La méthode kywis plot permet de bien re on truire 
l 'historique démographique dans des cas où le changement de la taille de la po-
pulation n'est pas brutal. P ar contre, cette approche très flexible n 'arrive pa à 
bien capter une forte augmentation/ réduction de la taille d 'une population. Cela 
nous a amené à développer une seconde méthode, qui est étudiée dans la suite de 
la thè e. 
Nous avons donc proposé d 'amélior r la performance de la m'thod kywis plot 
en améliorant le biais de l'échantillonnage pondéré en suppo ant d 'abord la dis-
ponibili té d 'information supplémentaire ur l'estimé de la taille de la population 
relat ive à différents in tants. Techniquement , cela rend le processus du nombre 
d 'événements (coalescen e ou mutation) non-homogène et a une incid nee ma-
jeure sur la méthodologie utilisée pour la simulation de généalogies. Plu parti-
culièrement , la simulation du temps du prochain événement , ain i qu la fonction 
d 'importance utilis' e, ont trè affe t' Cett nouvelle méthod a été appelée, 
calibrated skywis plot, car l 'estimation d la taille de la population relative aux 
temp d 'échantillonnage nou permet de imuler différemment les temps entre deux 
événem nts en opérant un « calibrage » sur chaque intervalle inter-échantillonal. 
L'hypothèse de l' xi tence d 'une e t imation au préalable de la taille de la popula-
t ion relative à différ nts moments a été en ui te levée, en proposant une procédure 
itérat ive, iterative calibrated skywis plot. Dan cette méthod , la taille d la po-
pulation effective e t ain i approxim' e par une fonction en escalier , où le timé 
ont réestimés après chaqu itération en utilisant la méthod calibrated skywis 
plot. Ces fonctions en e calier ont ut ili ée pour générer les temp d 'attente d 'un 
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processus de Poisson non homogèn ( coal scence avec mutation) ou un modèle 
avec un taille de population variable. Cela nou a am né à adapter la distribu-
tion propos'e de Stephens et Donnelly (2000). Comme illustrat ion , nous avons 
appliqué la méthode iterative calibrated skywis plot sur un en emble de données 
simulées à partir d 'un modèle où la t aille cl la populat ion effective évolue de 
manière exponentielle, à croissance rapide. ous avons montré que la nouvelle 
méthode améliore nettement le résul tat trouvé par la méthode skywis plot. 
Dans le futur , nous prévoyon générali er notre en emble de méthod skywi 
plot en incluant la recombinaison , qui induit une structur d graphe, plutôt que 
d 'arbre. En effet, cont rairement aux méthode ba ée ur la phylog'nétique, cela 
est possible, puisque les méthodes IS ont été déjà développées dans ce contexte 
(par exemple, Fearnhead and Donnelly, 2001). De plu , no méthode pourraient 
être appliquées à des modèles de substit ut ion plu complex s, ce qui st plus 
réali te , notamment dans le cas cl virus ARN qui évoluent rapidement. 
Enfin , notons que la m ' thod skywis plot a fait l 'objet d 'un ar ticle scient ifique 
publié dans la revue Frontiers in Gen etic (Ait Kaci Azzou et al. , 2015) , tandi que 
les méthodes calibrated skywi plot t iterative calibrated skywis plot ont fait l'objet 
d 'un deuxième article à paraître dan la r vue Theoretical Population Biology. 
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