We present a quantitative approach to the measurement of shape dissimilarity between two 3D (three-dimensional) curves. Any 3D continuous curve can be digitalized and represented as a 3D discrete curve. Thus, a 3D discrete curve is composed of constant orthogonal straightline segments. In order to represent 3D discrete curves, we use the orthogonal direction change chain code. The chain elements represent the orthogonal direction changes of the contiguous straight-line segments of the discrete curve. This chain code only considers relative direction changes, which allows us to have a curve descriptor invariant under translation and rotation. Also, this curve descriptor may be starting point normalized and mirroring curves may be obtained with ease. Thus, using the above-mentioned chain code it is possible to have a unique 3D-curve descriptor.
Abstract
We present a quantitative approach to the measurement of shape dissimilarity between two 3D (three-dimensional) curves. Any 3D continuous curve can be digitalized and represented as a 3D discrete curve. Thus, a 3D discrete curve is composed of constant orthogonal straightline segments. In order to represent 3D discrete curves, we use the orthogonal direction change chain code. The chain elements represent the orthogonal direction changes of the contiguous straight-line segments of the discrete curve. This chain code only considers relative direction changes, which allows us to have a curve descriptor invariant under translation and rotation. Also, this curve descriptor may be starting point normalized and mirroring curves may be obtained with ease. Thus, using the above-mentioned chain code it is possible to have a unique 3D-curve descriptor.
To find out how close in shape two 3D curves are, a measure of shapeof-curve dissimilarity between them is introduced; analogous curves will have a low measure of shape dissimilarity, while different curves will have a high measure of shape dissimilarity. When this measure of shape dissimilarity is normalized, its values vary continuously from 0 to 1. If
Introduction
The study of the representation and comparison of 3D curves is an important topic in different fields. This paper gives a procedure to measure the resemblance between any two 3D curves. With the help of procedures like this, a quantitative study of shape-of-curve dissimilarity may be possible. 3D curves are represented by means of chain coding. Chain-code methods are widely used because they preserve information and allow considerable data reduction. Chain codes are the standard input format for numerous shape analysis algorithms. Several shape features may be computed directly from the chaincode representation [8] . The first approach for representing 3D digital curves using chain code was introduced by Freeman in 1974 [7] . A canonical shape description for 3D stick bodies has been defined by Guzmán [10] . In the content of this work, we use the orthogonal direction change chain code [4] for representing 3D curves. The main characteristics of this chain code are the following: (1) it is invariant under translation and rotation; (2) optionally, it may be starting point normalized and mirroring curves may be obtained with ease; (3) there are only five possible orthogonal direction changes for representing any 3D curve, which produces a numerical string of finite length over a finite alphabet, which allows us to use grammatical techniques for 3D-curve analysis. Thus, using the above-mentioned chain code it is possible to have a unique 3D-curve descriptor.
The Hausdorff distance plays an important role in curve resemblance. Belogay et al. [3] propose a method for computing the Hausdorff distance between curves. As a measure for the resemblance of curves in arbitrary dimensions Alt and Godau [1] consider the so-called Frechet-distance, which is compatible with parametrizations of the curves. Arkin et al. [2] present an efficiently computable metric for comparing polygonal shapes based on turning angle representation.
Several authors have proposed different measures of shape dissimilarity for 3D curves. Li [13] proposes a system for matching and pose estimation of 3D curves under similarity transformation composed of translation, rotation and uniform scaling. Lo and Don [15] describe two invariant representations for 3D curves. One represents 3D curves by complex waveforms. The other illustrates 3D curves using 3D moment invariants of the data points on the curves.
Other methods are focused on 3D shape recognition, for instance: Jain and Hoffman [12] define a similarity measure between the set of observed features and the set of evidence conditions for a given object in a database. Dickinson et al. [6] present some techniques for recognition of 3D objects from a single 2D image. In such techniques, from an input image, a set of features or primitives may be extracted. Lohmann [16] considers a similarity measure based on the quotients of volumes of the studied 3D objects over well-known geometrical objects. Holden et al. [11] have evaluated eight different similarity measures applied to 3D serial magnetic resonance images. Recently, Rodriguez et al. [17] presented a new approach to measuring the similarity between 3D curves, this approach allows the possibility of using strings.
We present a measure of shape dissimilarity for 3D curves. In order to represent 3D curves, we use the orthogonal direction change chain code. Thus, using this chain code we obtain a unique curve descriptor represented by a chain. The measure of shape dissimilarity considers that two curves are more similar when they have in common more subcurves (one-to-one matching), and when these subcurves have the same orientation and position inside their curves. This paper is organized as follows. In Section 2 we summarize the orthogonal direction change chain code. In Section 3 we describe the proposed measure of shape dissimilarity. Section 4 gives some results. Finally, in Section 5 we present some conclusions.
The orthogonal direction change chain code
The purpose of this section is to summarize, in part, the orthogonal direction change chain code which was presented in [4] . The concepts of this chain code are important for describing the proposed measure of dissimilarity. Any 3D continuous curve can be digitalized and represented as a 3D discrete curve. Thus, a 3D discrete curve is composed of constant orthogonal straight-line segments. The chain elements represent the orthogonal direction changes of the constant straight-line segments of the 3D discrete curve. A chain A is an ordered sequence of elements, and is represented by A = a 1 a 2 . . . a n = {a i : 1 ≤ i ≤ n}, where n indicates the number of chain elements. A chain element a i indicates the orthogonal direction changes of the contiguous straight-line segments of the 3D discrete curve in that chain-element position. In the context of this work, the length l of each straight-line segment of any 3D curve is considered equal to one.
Each element of the chain labels a vertex of the 3D curve and indicates the orthogonal direction changes of the polygonal path in such a vertex. There are only five possible orthogonal direction changes for representing any 3D curve (figures 1(a)-(e) show these orthogonal direction changes):
1. The chain element "0" represents the direction change which goes straight through the contiguous straight-line segments following the direction of the last segment. This element is presented in Fig. 1(a) .
2. The chain element "1" indicates a direction change to the right and is shown in Fig. 1(b) 3. The chain element "2" represents a direction change upward (stair-case fashion). This chain element is illustrated in Fig. 1(c) .
4. The chain element "3" indicates a direction change to the left and is shown in Fig. 1(d) .
5. The chain element "4" represents a direction change which is going back and is illustrated in Fig. 1 (e).
Formally [5] , if the consecutive sides of the reference angle have respective directions u and v (see Fig. 1(a) ), and the side from the vertex to be labeled has direction w (from here on by direction we understand a vector of length 1), then the chain element is given by the following function,
where × denotes the cross product. Fig. 1(f) illustrates an example of a continuous 3D curve. In order to observe curves in a three-dimensional way, they are represented as ropes. Fig.  1(g) shows the discrete version of the curve presented in (f) using only orthogonal directions. The origin of this curve is considered at the lower side. Fig.  1(h) shows the first element of the chain which corresponds to the element "3". Notice that the first direction change (which is composed of two contiguous straight-line segments) is used only for reference. Fig. 1(i) shows the next element obtained of the chain, which is based on the last direction change of the first element; the second element corresponds to the element "3", too. Fig. 1(j) show the next element obtained of the chain. Fig. 1(k) presents all the chain elements of the 3D curve. Finally, Fig. 1(l) is the chain of the above-mentioned curve, which is composed of seven chain elements. , its elements and its chain. The origin of this 3D discrete curve is represented by a sphere. Notice that when we are traveling a 3D curve in order to obtain its chain elements and find zero elements, we need to know what non-zero element was the last one in order to define the next element. In this manner orientation is not lost. Due to the fact that the orthogonal direction change chain code only considers relative direction changes, this chain code is invariant under rotation. Fig. 2(d) shows a rotation of the 3D discrete curve presented in (c) on the axis "X". Fig. 2 (e) illustrates another example of a rotation of the above-mentioned curve on the axis "Z". Note that all chains are equal. Therefore, they are invariant under rotation. Using this notation its is possible to obtain mirror images of curves with ease. The chain of the mirror image of a curve is another chain (termed mirroring chain) whose elements "1" are replaced by elements "3" and vice versa. This replacement does not depend on the orthogonal mirroring plane used, it is valid for all possible orthogonal planes. The inverse of a chain of a curve is another chain formed of the elements of the first chain arranged in reverse order. Using the concept of the inverse of a chain, this notation may be starting point normalized by choosing the starting point so that the resulting sequence of elements forms an integer of minimum magnitude. For a complete review of the orthogonal direction change chain code and its properties, see ref. [4] .
The measure of shape dissimilarity for curves
Since our goal is to give a measure of dissimilarity for 3D curves, we will start presenting an intuitive definition of what similarity is. In ref. [14] , Lin states an intuitive definition of similarity as follows:
The similarity between A and B is related to their commonality. The more commonality they share, the more similar they are.
Intuition 2:
The similarity between A and B is related to the differences between them. The more differences they have, the less similar they are.
Intuition 3:
The maximum similarity between A and B is reached when A and B are identical, no matter how much commonality they share."
A similarity measure is a function that associates a numeric value with (a pair of) sequences (for example, two curves), with the idea that a higher value indicates greater similarity, while a dissimilarity measure is the opposite, a lower value indicates greater similarity. In particular for 3D curves, we say that two curves are more similar when they have in common more subcurves (one-to-one matching), and when these subcurves have the same orientation and position inside their curves. In order to present our proposed measure of shape dissimilarity, we show ten examples of 3D curves which are illustrated in Fig. 3. Fig. 4 presents the digitalized versions of the 3D curves (and their chains) illustrated in Fig. 3 . The origins of the 3D discrete curves are represented by spheres.
In the next subsections we present the proposed measure of shape dissimilarity which captures these aspects. First we show how to quantify their similarities, then their differences and finally we give a function which considers both aspects.
Quantifying their similarities
In order to measure the similarity between two given curves, we need first to quantify their similarities. Here we are interested in finding all subcurves of maximum length that belong to both curves. This leads us to the problem of common-subcurves detection.
Common-subcurves detection
Due to the fact that curves are represented by means of the orthogonal direction change chain code, we can ensure that every different curve has a unique representation (this is true only if their chains have been starting point normalized). Moreover, this representation is invariant under translation and rotation, which means that no matter what is the position and orientation of a curve, its representation will always be the same.
These properties are also true for subcurves. For example, consider the curve 41434 (the first stage of Hilbert curve [5] ) which is shown in Fig. 5(a) . If this curve is now part of another curve, its representation will be the same no matter its position and orientation, as can be seen in The position of the subcurve is given by its initial element index within the curve it belongs to. For example, the curve of Fig. 5(a) has initial element indices e 1 , e 9 , e 17 , e 25 , e 33 , e 41 , e 49 and e 57 in the curve of Fig. 5(b) .
The first two non-zero preceding elements to the pattern 41434 (12, 41, 203, 41, 12, 41 and 31) represent the two orthogonal direction changes needed to define the first element of the common subcurve (element 4 in this example). These must represent an orthogonal direction change, so we have to consider all preceding elements until we find the first two elements different from zero. Fig. 6 shows four examples of 3D discrete curves with common subcurve 2012031434 (which is drawn in bold lines and underlined in the chains) and This causes an enlargement of the first segment of the first element. So now the whole description of the common subcurve is the chain which element by element is identical in both curves plus the previous elements needed to define two orthogonal direction changes. In the case where the common subcurve starts at index 1, the number of preceding elements to define two orthogonal direction changes is 2. This is because as you can see in figures 1(a)-(e) all chain elements are composed of three segments. The first two segments of any curve are represented by any two imaginary non-zero chain elements.
Notice that common subcurves are not now completely identical because their beginnings are a little bit different. This fact has to be remembered when computing their dissimilarity.
Summarizing, given two starting point normalized curves, a subcurve belonging to both curves can be found because it has the same elements as a chain plus the first n elements needed to define the first two orthogonal direc- Figure 6 : Four examples of 3D discrete curves ((a), (b), (c), and (d)) with the common subcurve 2012031434 that has the characteristic of having some zero elements preceding it and before the first two orthogonal direction changes. tion changes. So, the problem of common-subcurves detection is reduced to the string-matching problem, in particular, to the problem of finding all the longest common substrings of two strings. Let A be the first string of length m, and B the second string of length n. A bruteforce matching algorithm can be used, which consist of starting at the first element of each string and then shifting A (with wrap-around in the case of closed curves) and keeping all common substrings of maximum length found during this process. Then, do the same for every element of B. This can be computed in O(m × n). However, better algorithms that use suffix trees can be found in [9] .
Dissimilarity measure for common subcurves
Once all common subcurves of maximum length have been detected, it could be possible that two or more common subcurves have overlaps. For this reason we need to find a one-to-one matching between them. For this purpose we propose a dissimilarity measure for common subcurves. This measure gives us a parameter to choose the best matching in case there are overlaps. The characteristics used to evaluate their dissimilarity are: orientation, size and position within their curves. One extra characteristic is if their beginnings are identical as explained in the previous subsection. The size is given by the length of the subchain, the position by its starting element index and its beginning by the number of elements preceding the pattern needed to define two orthogonal direction changes for the first element of the common subcurve. The orientation of the curve can be calculated as follows.
Accumulated direction
The accumulated direction is the final orientation of a curve (or subcurve) after it has been affected by all its preceding chain elements. In other words, it is composed of two direction vectors which are the reference to define the next element of the curve.
For the first chain element, these two direction vectors are given arbitrarily, the only restriction is that they have to be orthogonal to each other. For example, u'= (0, 1, 0) and d'= (−1, 0, 0). We also need to append at the beginning of the chain two (non-zero) imaginary reference chain elements to be used as a reference for the first element of the chain.
The new direction vectors u and d, are calculated in terms of the current direction vectors u' and d' and depending on the current chain element, according to the next rule.
Where u' × d' denotes the cross product for vectors. Thus, the accumulated direction for a curve is given by the final vectors u and d resulting from applying this rule to all the elements of the curve.
Definition 1. Pseudo-metric of accumulated direction. Let A and B be two chains with accumulated directions (u,d) and (x,w) respectively. The pseudo-metric of accumulated direction is defined as follows.
It can be proved that the pseudo-metric of accumulated direction is a pseudometric, since it satisfies the properties of non-negativity, symmetry, identity and the triangle inequality. Notice that it does not satisfy the property of uniqueness because there are different curves with the same accumulated direction. Curves of figures 4(a), (b), and (j) are examples of different curves with the same accumulated direction. 
Dissimilarity measure between two subchains of a partial
The function lmax is defined as:
where u lmax is a maximum subchain of
Intuitively, l max is a function that expands the subchain S to its left until S becomes a maximum subchain of A and B . Index k is named "left maximization index in A" and index k' is named "left maximization index in B". 
Let S be a subchain of A with initial index 1 and L(S)
= i 1 + L(P ) − 1. S = a 1 a 2 ...a i 1 a i 1 +1 ...a i 1 +L(P )−1 = a 1 a 2 ...p 1 p 2 ...p k
Let T be a subchain of B with initial index 1 and L(T
) = i 2 + L(P ) − 1. T = b 1 b 2 ...b i 2 b i 2 +1 ...b i 2 +L(P )−1 = b 1 b 2 ...p 1 p 2 ...p k .
For convenience the couple (S,T) will be named partial common couple.
Given two chains, A and B, the minimum number of partial common couples they could have is zero. This happens when A and B are completely different, in other words, the two chains do not have any chain element in common. While the maximum number of partial common couples they could have is given by the following expression:
where the notation n0A means "the number of zero elements in A".
As an example, consider the chains D and G shown in Fig. 4 . The maximum number of partial common couples D and G could have is:
All their partial common couples (S, T ) are (P is shown in boldface): 
where,
measures the displacement of the two common subchains within their respective curves, in such a way that if the correspondence in position is exact this term becomes zero. This term is normalized to the range [0-1].
(min(m, n) − L(P )) measures how large are the common subchains with respect to the curve where they are contained.
Δ(S, T ) is the pseudo-metric of accumulated direction of S and T . In other words, this term measures whether the final orientation of the subcurves S and T is the same. If it is the same, then this term becomes zero.
|ne S − ne T | measures the number of preceding elements to P in S and T needed to define two orthogonal direction changes as explained in subsection 3.1.1.
It can be proved that this dissimilarity measure for partial common couples is a metric, since it satisfies the properties of non-negativity, symmetry, identity, uniqueness and the triangle inequality.
This measure becomes more intuitive when it is bounded to the range of [0, 1], where 0 means that the two subchains are identical and 1 that they are completely different. For this purpose, the bounded dissimilarity measure for partial common couples, which is also a metric, is now defined.
Definition 7.
Bounded dissimilarity measure for partial common couples. The bounded dissimilarity measure for partial common couples is given by:
Finding one-to-one matching
After all maximum common subcurves have been detected, it is possible to have overlaps between them, in other words, it is posible that two or more common subcurves share some elements. Formally, Definition 8. Partial common couples overlap. Two partial common couples (S, T ) and (S', T ') of A and B, with maximum common subchains 
before left maximization, P = lmax(A, B, P ) and Q = lmax(A, B, Q ), satisfy:
where the number of elements needed to define two orthogonal direction changes, ne S , ne S ,ne T , ne T , are with respect to P and Q .
Let {(S j , T j )} be the set of all partial common couples of curves A and B. For example, the one shown in subsection 3.1.2.2. This set is first sorted according to their dissimilarity measure using Eq. (3). The computation of Eq. (3) is linear in the number of partial common couples of A and B. If two partial common couples in this set have overlap between them, then the one that has a lower dissimilarity d is chosen. The eliminated partial common couples are inspected to find out if there are still parts of them that could be matched without overlap, thus subchains P j must satisfy the following conditions:
• they are maximum common subchains of A and B, or
• they are subchains of maximum common subchains of A and B that were divided because they had overlap.
Finally, let {S j , T j } be the set of all partial common couples of A and B, with no overlap with other partial common couple in this set. The similarities between A and B are given by:
where (S j , T j ) is the j-th partial common couple found in A and B with no overlap with other partial common couples chosen.
l is the total number of partial common couples found in A and B without overlap.
Quantifying their differences
To quantify the differences between two given curves, the number of elements left without correspondence is computed. Formally, the differences between the curves A and B is given by
where P j is the j-th subchain that corresponds to the j-th partial common couple, before the left maximization.
ne S j , ne T j are the number of elements in S j and T j needed to define and orthogonal direction change with respect to P j . m is the number of elements of curve A. n is the number of elements of curve B. 
Notice that the first term measures the similarities between A and B while the second term measures their differences.
It can be proved that this dissimilarity measure satisfy the properties of non-negativity, symmetry, identity and uniqueness. Notice that the property of triangle inequality is not satisfied, thus it is not a metric.
This measure of dissimilarity becomes more intuitive when it is bounded to the range of [0, 1].
Definition 10. Bounded dissimilarity measure for 3D curves. The bounded dissimilarity measure for 3D curves is defined as:
Results
To illustrate the capabilities of the measure of shape dissimilarity proposed here, we present the values of the measure for all 3D discrete curves shown in Fig. 4 . Thus, Table 1 summarizes the computations of the different measures of shape dissimilarity for the ten analyzed curves. The values of these measures are normalized and vary continuously from 0 to 1. These values were computed using Eq. (5). When two curves are identical, the value of the measure of shape dissimilarity is equal to zero.
Analyzing the values of the measures of shape dissimilarity in Table 1 , the two most similar curves of the ten studied above are the curves H and I (their value of measure of shape dissimilarity is equal to 0.1091). The curves B and J are also very similar their value is equal to 0.1131. An interesting example corresponds to the curves A and B, both have a value equal to 0.2264 which indicates that they are very similar. Note that both curves look like spirals. Thus, in this case the value of the measure was not affected too much by the intercalated zero elements. On the other hand, the most dissimilar curves are the following: curves D and G; D and H; C and D; and C and F, respectively. The values of the measure of shape dissimilarity are greater than 0.8. Table 1 : Values of the measure of shape dissimilarity for the ten analyzed curves.
Finally, in order to show the properties of robustness of the proposed dissimilarity measure, we present three curves in Fig. 7 which have small deformations. Fig. 7(a) illustrates the curve A, its continuous and discrete representation and its chain. Fig. 7(b) shows the curve B which is very similar to curve A. Fig. 7(c) illustrates the curve C and the measures of shape dissimilarity between A and B, and between A and C, respectively. Note that in both measures curves are very similar. However, curves A and C are more similar than A and B which coincides with the shown curves. As a final example, we show in Fig. 8 two examples of curves to stand out how this representation and dissimilarity measure can be also applied to the case of 2D curves. Fig.  8(a) shows the 2D curve A which corresponds to a " fig leaf" . Fig. 8(b) illustrates the curve B which is similar to A with a small deformation and the dissimilarity measure between both is presented too. Due to the fact that this proposed measure of shape dissimilarity was developed based on the orthogonal direction change chain code (in this code each element depends on the two previous non-zero elements and is invariant under rotation): it is not possible the use of this measure to other chain codes, such as Freeman chain coding [7] which uses absolute directions.
Conclusions
We have presented a measure of shape dissimilarity for 3D curves. This measure is based on a curve representation by means of the orthogonal direction change chain code; this curve representation is invariant under translation and rotation, may be starting point normalized and the mirror image of curves are obtained with ease. The above-mentioned code produces a robust notation for our proposed measure of shape dissimilarity. Thus, the computation of this measure for two curves is based on the analysis of their common and different subcurves represented by their chain elements. This analysis allows us to detect dissimilarity of shape for curves. Generally speaking, we proposed that two curves are more similar when they have in common more subcurves, and when these subcurves have the same orientation and position inside their curves. Finally, we presented some results of the computation of the proposed measure for 15 curves.
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