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論理簡単化技術のラフ集合への導入について
A Note on Introduction of Logic Minimization Techniques into Rough Sets
工藤 康生 高木 昇
Yasuo Kudo Noboru Takagi
室蘭工業大学 富山県立大学
Muroran Institute of Technology Toyama Prefectural University
Abstract: We consider introducing logic minimization techniques into rough set theory. Computational
complexity of calculating all relative reducts is NP-hard and therefore some heuristic methods are needed
for real-time calculation of decision rules from huge size data. Logic minimization is a useful heuristic
method for generating minimal decision rules with respect to minimizing the number of rules.
1 はじめに
ラフ集合 [3]による縮約計算および決定ルール抽出
は，データマイニングの一手法として注目されている．
しかし，決定表に対するすべての相対縮約の抽出等の
計算量はNP困難であるため [6]，大規模データに対し
て実時間で決定ルール抽出を行うためにはヒューリス
ティックな手法が必須である．本稿では，論理回路設
計における論理簡単化技術 (詳細は [4]等)を，ヒュー
リスティックなルール抽出手法としてラフ集合に導入
することを検討する．
2 ラフ集合による決定ルール抽出
本節ではラフ集合による決定ルールの抽出について
概説する．なお，本節の内容は文献 [2]に基づく.
ラフ集合による決定ルール抽出では，対象とするデー
タは以下の 4項組で定義される決定表として表される:
(U;C [D;V; ½);
ここで，U は対象の空でない有限集合，C は条件属性
の空でない有限集合，Dは決定属性の空でない有限集
合であり，C \D = ;とする．V は各属性 a 2 (C [D)
の値の集合，½ : U £ (C [D) ! V は対象 xの属性 a
での値 ½(x; a) 2 V を表す関数である.
決定表の例を表 1 に示す．表 1 は議論の対象とな
る要素の集合 U = fx1; ¢ ¢ ¢ ; x6g, 条件属性集合 C =
fc1; ¢ ¢ ¢ ; c4g，決定属性集合 D = fdgなどで構成され
る．½(xi; d) = yesとなる要素の集合を決定クラスDyes
とすると，決定クラスDyes = fx4; x5; x6gが得られる．
同様に，Dno = fx1; x2; x3gも得られる．
各決定クラス Di に対して，識別不能関係 RA によ
る下近似 A(Di) を以下の通り定義する:
表 1: 決定表の例
U c1 c2 c3 c4 d
x1 1 0 0 0 no
x2 0 0 0 1 no
x3 0 1 1 0 no
x4 1 1 0 0 yes
x5 1 0 0 1 yes
x6 0 1 0 1 yes
A(Di) = fx 2 U j [x]A µ Dig;
ここで，[x]A は RA による同値類である．
決定表の相対縮約とは，識別可能なすべての対象を
その決定クラスに正しく分類するために必要となる最
小限の条件属性の集合である．形式的には，決定表の相
対縮約を，すべての決定クラスDi (i = 1; ¢ ¢ ¢ ;m)に対
して以下の 2条件を満たす条件属性の部分集合A µ C
として定義する:
1. A(Di) = C(Di), 2. B(Di) 6= C(Di); 8B ½ A,
ここで，B ½ A は集合 B が集合 A の真部分集合
であることを意味する．例として，表 1の相対縮約は
fc1; c2; c4gである．一般的に，決定表に対する相対縮
約は複数個存在しうる．
相対縮約を用いることで，条件属性の値に対する決
定属性の値を表す決定ルールを，より簡略化して表す
ことができる．例えば，相対縮約 fc1; c2; c4gを用いる
と，決定クラスDyes = fx4; x5; x6gに関する以下の 3
個の決定ルールが得られる．
(1) (c1 = 1) ^ (c2 = 0) ^ (c4 = 1)! (d = yes),
(2) (c1 = 1) ^ (c2 = 1) ^ (c4 = 0)! (d = yes),
(3) (c1 = 0) ^ (c2 = 1) ^ (c4 = 1)! (d = yes).
図 1: 決定クラス Dyes に関する決定ルールのキューブによる表現: (a) 相対縮約による決定ルール, (b) 決定行
列による極小決定ルール, (c) 論理簡単化による決定ルール
条件部の長さが極小となるすべての決定ルール (以
下，極小決定ルールと呼ぶ) を抽出する方法として，
決定行列 [5]を用いる方法が知られている．例として，
Dyes からは以下の 4個の極小決定ルールが得られる:
(4) (c1 = 1) ^ (c4 = 1)! (d = yes),
(5) (c2 = 1) ^ (c3 = 0)! (d = yes),
(6) (c1 = 1) ^ (c2 = 1)! (d = yes),
(7) (c2 = 1) ^ (c4 = 1)! (d = yes).
3 ラフ集合への論理簡単化技術の導入
論理回路設計における最小化技術は，ラフ集合によ
るルール抽出と密接に関連している．論理回路設計で
は，設計する回路の大きさを極力小さくするために，回
路を記述する論理関数の積項 (リテラルの積)の個数を
減らすことが重視される．また，ヒューリスティック
な手法を用いることで，大規模なデータに対しても実
時間で近似解を求めることが可能である [1]．これをラ
フ集合の枠組みで考えると，ラフ集合に論理簡単化技
術を導入することは，以下の制約条件を満たす近似解
を求めることに対応すると考えられる:
・与えられた決定クラスに含まれるすべてのデータ
を，可能な限り少数の極小決定ルールで被覆する
・他の決定クラスに含まれるどのデータも被覆しない
表 1の決定表およびDyesに関する決定ルールを，4
次元超立方体上に表示した例を図 1に示す．4次元超立
方体の各頂点は条件属性の値の組合せを表す積項に対応
し，例えば左下の \1001"は (c1 = 1)^(c2 = 0)^(c3 =
0)^ (c4 = 1)を表す．また，●はDyesのデータ，▲は
Dnoのデータであることを意味する．図 1(a)において，
相対縮約から得られた決定ルール (1)»(3)は，太線で
示された 4次元超立方体の辺に対応する．一方、図 1(b)
に示すように，Dyesの 4個の極小決定ルールは，太線
で囲まれた面に対応する．これに対し，図 1(c)に示す
ように，論理簡単化による決定ルールでは，(4)と (5)
の 2個の決定ルールで，Dyesのすべてのデータを被覆
できる．これらの例から，決定ルールに用いる条件属
性の種類を属性縮約によって削減することは，必ずし
もルール数の削減をもたらさないことが示唆される．
4 おわりに
本稿では，論理簡単化技術をラフ集合に導入するこ
とで，極小決定ルールの個数を極力減らすヒューリス
ティックなルール抽出を検討した．論理簡単化による
ルール抽出の実装および検証等が今後の課題である．
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