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Abstract—This paper introduces a new algorithm for the
generation of optimal time-domain macromodels of power dis-
tribution networks, starting from a set of tabulated scattering
responses and given a nominal termination scheme for active
blocks, decoupling capacitors, and voltage regulator module. The
new concept being introduced is a modified metric to characterize
and optimize the accuracy of the macromodel, which takes into
account the operation conditions that will be applied to run
transient simulations for power integrity assessment. This metric
is applied through an iterative frequency-dependent reweighting
scheme in a fully automated flow. Two examples illustrate the
performance of the proposed algorithm.
I. INTRODUCTION
The Power Distribution Network (PDN) is a fundamental
block of any electronic system. The main purpose of the
PDN is to connect a stablized voltage source, the Voltage
Regulator Module (VRM), to all devices in the system, in
order to supply power and allow their operation [1]. A stable
voltage is guaranteed only at the VRM location, but any
device will operate properly if its own supply voltage is
within a prescribed small range. Therefore, the parasitics
of the entire PDN at board, package and chip levels must
be carefully controlled via proper design rules, in order to
minimize their impact on the supply voltage variations at the
device locations [2], [3].
The most common approach for designing PDN’s relies on a
frequency-domain characterization and optimization of a target
impedance, which relates the supply voltage variations to the
current loading from active devices [1], [2]. The smaller is this
impedance, the less sensitive is the device voltage with respect
to device supply currents. When this impedance is detected to
be too large within some frequency range, sets of decoupling
capacitors are connected in parallel to the PDN, in order to
locally decrease the PDN impedance. The precise location and
the actual values of the capacitors are often determined by
complex optimization processes [4], [5].
Although design and the optimization of PDN’s are per-
formed in the frequency domain, the actual verification that
the device supply voltages are within allowed ranges must
be performed in the time domain, by running a transient
simulation on a system-level circuit that includes suitable
models for PDN, decoupling capacitors, VRM, and active
device blocks. Macromodeling schemes are very useful for
this task, since they allow to convert frequency-domain de-
scriptions (typically in form of tabulated scattering responses
computed by full-wave solvers) into a stable and passive time-
domain macromodel in state-space form, ready for transient
simulation [6]– [17].
Assuming a scattering form of the initial PDN frequency-
domain responses, the state-space macromodel will represent
with good accuracy the dynamics of the PDN in terms of
the transient scattering outgoing waves at its ports, when
excited by transient incident scattering waves. Equivalently,
the “nominal” termination scheme for which the macromodel
accuracy is optimized during the fitting is a set of resistances
𝑅0 equal to the reference impedance used to define the scatter-
ing parameters. This termination scheme is very different from
the actual terminations that will be applied to the macromodel
during transient simulation, mainly consisting of decoupling
capacitors, localized or distributed current sources, and at
least one VRM model. It was verified for several applica-
tion cases that even when the macromodel is very accurate
in the scattering representation, the corresponding derived
PDN impedance may differ significantly from the nomimal
impedance computed from the raw scattering data. The main
reason for this difference is due to the sensitivity of the
transformation that converts the scattering PDN responses into
the PDN impedance under realistic loading conditions. The
main objective of this work is in fact to elminate this problem
by optimizing the accuracy of the macromodel in terms of
the PDN impedance, by explicitly including this sensitivity
into account during model extraction. This is achieved by
iteratively optimizing a set of frequency-dependent weights
based on this sensitivity during the rational fitting stage.
This work is organized as follows. In Section II we provide
evidence of PDN impedance sensitivity on a simple test case,
and we formally state the problem under investigation. In
Section III we describe our proposed iteratively reweighted
rational fitting scheme. Finally, in Section IV we demonstrate
the performance of the proposed algorithm on some applica-
tion examples.
II. PROBLEM STATEMENT
Our starting point is a set of frequency samples of the PDN
scattering matrix
Sˆ𝑘 = Sˆ(j𝜔𝑘), 𝑘 = 1, . . . ,𝐾, (1)
available from a field solver. Each of the samples Sˆ𝑘 is a
complex-valued 𝑃 × 𝑃 matrix, where 𝑃 denotes the number
of ports of the PDN description. These ports are grouped into
three different subsets 𝑃 = 𝑃𝑎 + 𝑃𝑐 + 𝑃𝑣, where
∙ the first 𝑃𝑎 ports are connected to suitable models of the
active device blocks; the simplest model for these blocks
are current sources drawing a fixed time-dependent signal
representing the cumulative transient supply current of the
active devices switching within the block;
∙ the second 𝑃𝑐 ports are connected to suitable models of
the decoupling capacitors, including their series resistance
and inductance parasitics;
∙ the last 𝑃𝑣 ports are connected to suitable VRM models,
often simply represented by a constant voltage source
with a small series impedance. We will replace this
voltage source with a short circuit to characterize only
the voltage fluctuations around the nominal value.
The above described network loading the PDN can be
represented by its frequency-dependent non-homogeneous ad-
mittance representation
−𝑰(𝑠) = Y𝐿(𝑠)𝑽 (𝑠)− 𝑱(𝑠), (2)
where 𝑰(𝑠) collects the currents entering each PDN port, 𝑽 (𝑠)
collects PDN port voltages, and where Y𝐿(𝑠) collects in its
diagonal entries the admittances connected to each port. The
source vector 𝑱(𝑠) collects the active device currents 𝑱𝑎(𝑠) in
its first 𝑃𝑎 entries and is vanishing otherwise. Combining (1)
with (2) and solving for the port voltages at each frequency
point 𝜔𝑘 leads to
𝑽 𝑎(j𝜔𝑘) = Zˆ𝑎,𝑘𝑱𝑎(j𝜔𝑘), (3)
where Zˆ𝑎,𝑘 denotes the upper-left 𝑃𝑎 × 𝑃𝑎 block of matrix
[Yˆ𝑘 +Y𝐿(j𝜔𝑘)]
−1
, with
Yˆ𝑘 = 𝑅
−1
0 [I− Sˆ𝑘][I+ Sˆ𝑘]−1 (4)
Each element (𝑖, 𝑗) of matrix Zˆ𝑎,𝑘 represents the voltage
response at the active block location 𝑖, excited by the switching
current of the active block 𝑗, with all other ports terminated
by decoupling capacitors and VRM models.
Suppose now that we compute a rational macromodel in
scattering pole-residue form
S(𝑠) =
𝑁∑
𝑛=1
R𝑛
𝑠− 𝑝𝑛 +R0 (5)
by minimizing the cumulative least squares fitting error with
respect to the original data (1)
𝐸2 =
𝐾∑
𝑘=1
𝐸2𝑘 =
𝐾∑
𝑘=1
∥S(j𝜔𝑘)− Sˆ𝑘∥2. (6)
This process is standard in Vector Fitting (VF) applications;
the global fitting error 𝐸 can be reduced below a prescribed
tolerance 𝛿 with a suitable model order 𝑁 . Once this accurate
scattering model is computed, we combine (5) with the termi-
nations (2) to obtain the model of the PDN impedance Z𝑎(𝑠),
following the same procedure of (2)-(5). We are interested in
the characterization of the frequency-dependent error of this
impedance model
Δ𝑘 = ∥Z𝑎(j𝜔𝑘)− Zˆ𝑎,𝑘∥. (7)
We remark that enforcing 𝐸𝑘 to be small during the fitting
process does not guarantee that Δ𝑘 will be small. In fact, error
amplification may occur due to the transformation expressed
by (2)-(4), which is termination-dependent. Using a first-order
approximation, one may write
Δ𝑘 ≈ 𝒮𝑘𝐸𝑘, (8)
where 𝒮𝑘 can be interpreted as a sensitivity of the PDN
impedance with respect to perturbations in the scattering PDN
responses under nominal termination conditions (2).
This sensitivity is illustrated on a simple canonical structure.
Consider a template PDN formed by a 10 × 10 mesh of
impedances 𝑠𝐿 + 𝑍𝑖(𝑠), where 𝐿 = 0.25 nH and 𝑍𝑖(𝑠)
is an equivalent lumped network for the internal conductor
impedance and representing both DC and skin effect losses,
with identical capacitances 𝐶 = 4.43 pF connecting each node
to a reference ground. At one corner (port 3) we connect
a 1 mΩ resistor to represent a VRM, in parallel with a 470 𝜇F
large bulk capacitor. A single decoupling capacitor (𝐶 = 1 𝜇F,
𝑅𝑠 = 25 Ω, 𝐿𝑠 = 0.23 nH) is connected at the center node
(port 2) of the mesh. We are interested in the input impedance
𝑍𝑎(𝑠) at the opposite corner (port 1) with respect to the VRM.
A reduced-order macromodel is computed via standard VF
from the 3×3 scattering matrix of the PDN up to 5 GHz. The
top panel of Fig. 1 demonstrates the very good accuracy of this
macromodel. However, due to the large sensitivity of 𝑍𝑎(𝑠)
at low frequency to the model fitting error in the scattering
domain (middle panel), the impedance 𝑍𝑎(𝑠) computed from
the macromodel (bottom panel of Fig. 1, thick solid black
line) is very different from the nominal 𝑍𝑎(𝑠). Even enforcing
an exact DC value in the fit results in a loss of accuracy
around 10 MHz (dashed red line). This canonical example
shows that even for simple structures the sensitivity 𝒮𝑘 may be
large, leading to a complete loss of accuracy when simulating
an accurate scattering-based macromodel under typical PDN
termination conditions.
III. FORMULATION
The error amplification issues that were observed in Sec. II
can be significantly alleviated by a reweighting process during
the macromodel generation. Consider the frequency-dependent
sensitivity 𝒮𝑘 depicted in Fig. 1. This plot tells us that the
difference between the fitted macromodel S(j𝜔𝑘) and the
original data Sˆ𝑘 is amplified at the frequencies where 𝒮𝑘 is
large. A compensation for this effect is achieved by making
the macromodel more accurate at these frequencies, i.e., by
emphasizing their contribution in the overall fitting error (6).
More precisely, we define a modified cost function
𝐸2𝑤 =
𝐾∑
𝑘=1
𝐸2𝑤,𝑘 =
𝐾∑
𝑘=1
𝑤2𝑘∥S(j𝜔𝑘)− Sˆ𝑘∥2 (9)
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Fig. 1. Illustration of macromodel sensitivity on a canonical PDN struc-
ture. Top panel: comparison between macromodel and original responses in
the scattering representation. Middle panel: frequency-dependent impedance
sensitivity. Bottom panel: comparison between nominal impedance and the
corresponding macromodels (standard and iteratively reweighted).
by multiplying the error contribution of each individual fre-
quency by a frequency-dependent weight 𝑤𝑘. This modified
cost function is then used as a target accuracy within standard
VF iterations (both pole relocation and residue identification
stages). In practice, any row 𝑘 in the linear least squares
systems to be solved during VF iterations is multiplied by the
corresponding weight 𝑤𝑘, see [6] for more details on practical
implementations.
A reasonable choice for the weight 𝑤𝑘 is the frequency-
dependent sensitivity 𝒮𝑘. However, it may be the case that even
this weighted fitting process is not able to attain the desired
accuracy. Therefore, we setup the following iterative scheme
for 𝜇 = 0, 1, . . . until the desired accuracy is met.
1) As initialization for 𝜇 = 0 we define an initial weight
𝑤0𝑘 = 𝒮𝑘. The sensitivity can be computed at each fre-
quency 𝜔𝑘 in a closed form by a first-order expansion of
Δ𝑘 in (7). Alternatively, before starting the iterations, the
raw data Sˆ𝑘 are perturbed through the multiplication of
all matrix elements by (1+𝜀𝑘), where 𝜀𝑘 is a zero-mean
Gaussian variable with prescribed standard deviation 𝜎,
and the resulting perturbation ∂𝑍𝑎,𝑘 induced on the
target impedance Zˆ𝑎,𝑘 is computed. The ratio between
the standard deviation of ∂𝑍𝑎,𝑘 and 𝜎 in a Monte-Carlo
run provides a good estimate of the sensitivity 𝒮𝑘.
2) At each iteration 𝜇 = 0, 1, . . . , a macromodel S𝜇(𝑠) is
computed by weighted VF using the cost function (9)
with weight 𝑤𝜇𝑘 .
3) When macromodel S𝜇(𝑠) is available, the corresponding
PDN impedance Z𝜇𝑎(𝑠) is derived and its frequency-
dependent deviation Δ𝜇𝑘 from the nominal impedance
is computed as in (7). If Δ𝜇𝑘 < 𝛿 at all frequencies,
where 𝛿 is the desired target accuracy, the iteration is
stopped.
4) Otherwise, a new frequency-dependent weight for next
iteration is defined as
𝑤𝜇+1𝑘 = 𝑤
𝜇
𝑘 ⋅ ℱ(Δ𝜇𝑘), (10)
where ℱ : ℝ+ → ℝ+ denotes a non-decreasing function
such that ℱ(𝛿) = 1. This choice guarantees that the
weight of next iteration will further emphasize those
frequencies for which the impedance error is significant,
and will not modify the weight for those frequencies
that are already accurate. The iteration count is then
increased 𝜇 ← 𝜇 + 1 and the scheme is restarted from
step 2).
This simple weight updating process is able to converge to a
good solution even if the initialization step is skipped and the
initial weight is set to 𝑤0𝑘 = 1, due to the automatic detection
of the most sensitive frequency points in step 4).
IV. NUMERICAL EXAMPLES
We first illustrate the performance of the proposed tech-
nique on the canonical PDN example of Fig. 1. The bottom
panel reports with a green dash-dot line the PDN impedance
𝑍𝑎(𝑠) computed from the iteratively reweighted macromodel,
showing that the loss of accuracy that was observed for the
standard macromodels has been successfully compensated.
The second example is part of a real product (courtesy of
Yan Shen Fen, Intel). The structure of interest is a cut out
of a PDN with a total of 𝑃 = 13 ports. The first 𝑃𝑎 = 12
ports correspond to C4 bumps and the last port represents the
reference board. The nominal termination network includes a
lumped 1 mΩ resistor connected to the board port and suitable
models for the on-die capacitance connected to the C4 ports.
The actual C4 terminations are all series RC branches with
individual values of resistance and capacitance in the range
1.5–3 mΩ and 10–15 nF, respectively. Excitation of the PDN
is provided by a total normalized current of 𝐽tot = 1 A,
uniformly spread through all C4 ports, i.e., 𝐽𝑎,𝑘 = 𝐽tot/𝑃𝑎
for 𝑘 = 1, . . . , 𝑃𝑎. The voltage at the C4 ports is considered
as the output to define the target impedances 𝑍𝑎,𝑘 = 𝑉𝑘/𝐽tot.
The macromodeling results depicted in Fig. 2 confirm that,
although the scattering-based macromodel matches closely the
scattering responses of the PDN (top panel), the corresponding
target impedance is very inaccurate (bottom panel) due to the
large sensitivity, especially at low and medium frequencies
(middle panel). Conversely, the iteratively reweighted macro-
model provides a very accurate impedance response (bottom
panel). The middle panel in Fig. 2 also reports the final weight
𝑤𝑘 resulting from the proposed iteration. This weight was
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Fig. 2. As in Fig. 1, but for a real PDN structure.
obtained by starting the iterations with 𝑤0𝑘 = 1, i.e., without
any prior knowledge of the actual sensitivity response. The
figure shows that the algorithm can optimize the weight even
with a poor initialization, thus proving quite robust.
V. CONCLUSIONS
This paper presented a very simple yet effective iterative
process to optimize the accuracy of macromodels when a
nominal termination scheme is known. Although special em-
phasis was put here on PDN structures, the approach is general
and in principle applicable to more general structures. The
main idea is to exploit knowledge of the nominal terminations
by enhancing the fitting accuracy at those frequencies that
happen to amplify the inevitable approximation errors that
occur during macromodel extraction. The numerical results
on both canonical and real structures demonstrate the validity
of the approach.
As a final remark, we note that the proposed reweighting
scheme was applied here only for the macromodel generation
by rational VF, and no discussion on passivity verification and
enforcement was carried out. In fact, passivity is a fundamental
requirement to guarantee stable and reliable time-domain
verifications, which should never be omitted. It turns out that,
once the final weighting factor 𝑤𝑘 is obtained at the end of
the reweighting iterations, the same weighted cost function (9)
can be used in any perturbation-based passivity enforcement
schemes [11]– [17], resulting in implicit accuracy preservation
at the most sensitive frequency points. This application will
be documented in a forthcoming report.
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