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Abstract 
Forgetting in knowledge-based systems allows the systems to adapt in dynamic environments by 
removing irrelevant information. Traditional deletion strategies used in case-based reasoning 
systems are good at improving system performance while preserving competence. However, 
these systems have been proven to work rigidly when applied to assistive technologies because 
they do not possess the same forgetting mechanisms as humans do. In this project, I plan to add 
an artificial neural network into the case-based reasoning, so that the network will act as the 
neocortex and the case base will serve as the hippocampus in the complementary learning 
systems. The addition of artificial neural network allows for extraction of general information 
from the case base, so that the case base can delete specific cases and learn new information. 
This type of forgetting in the case base is similar to systems consolidation in the complementary 
learning system, where memory is transferred out of the hippocampus to the neocortex. The main 
goal of this project is to take on case-based reasoning from a cognitive neuroscience perspective. 
In doing so, the objective is to see if artificial neural network-based case-based reasoning system 
will be able to capture mechanisms of the human mind, while improving upon traditional case-
based reasoning systems in terms of both performance and competence. 
 Keywords: artificial neural network, case-based reasoning, complementary learning 
systems, hippocampus, neocortex 
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Introduction 
 Memory plays an important role in one’s learning process. Traditionally, the spotlight of 
memory research has been placed on the mechanisms of remembering or persistence, which 
allows for the transmission of information beyond the constraints of time and space. However, 
recent studies in both neuropsychology and computer science have shown that forgetting is also a 
critical component of memory because it enables an individual or a system to forget outdated 
information and make room for new information (Richards & Frankland, 2017). Knowledge-
based systems, in particular, need to employ forgetting mechanisms to prevent the knowledge-
base from running too large. Otherwise, the systems will come across the utility problem, which 
is associated with the tradeoff between ensuring system accuracy by adding more knowledge to 
the system and providing solutions efficiently by limiting the size of the knowledge base (Smyth 
& Keane, 1995).  
Case-Based Reasoning 
 Case-based reasoning (CBR) is an AI technique to solve new problems based on the 
solutions of similar past problems. For a CBR system to operate, it retains a case base that 
consists of many pairs of problems and solutions; when a problem is presented, the CBR 
retrieves a similar case from the case base, and reuses the old solution in the context of a new 
problem. Then, subsequently, if the solution is successfully adapted to the new problem, the 
system will store this case in memory for future usage (Leake, 2003). A CBR system runs into 
the utility problem when the case base retains too many superfluous or irrelevant cases such that 
the system cannot quickly and efficiently produce solutions. Therefore, a CBR system needs to 
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learn to forget and employ deletion strategies that will ensure both competence and performance 
of the system. Conventionally, CBR systems have implemented algorithms such as random 
deletion, similarity deletion, footprint deletion etc. in order to accomplish both goals (Smyth, & 
Keane, 1995). However, more recent applications of case-based reasoning to assistive 
technology have shown that this reasoning model does not produce satisfactory human-system 
interactions; in particular, CBR systems do not remember and forget in the same way as humans 
do (Augusto & Nugent, 2006). Therefore, I wish to improve the forgetting mechanisms in CBR 
from a cognitive standpoint. 
 In this project, I attempt to construct a more intuitive model of a knowledge-based system 
by integrating an artificial neural network (ANN) into the CBR system. My motivation behind 
this project comes from the resurgence of the cognitive systems paradigm, which places an 
emphasis on the original intention of AI — “understanding and producing, in computational 
systems, the full range of intelligent behaviors that we observe in humans” (Langley 2012). I 
believe that this model fits into the paradigm because it possesses the following qualities: 1) 
links to human cognition, 2) heuristics and satisficing, and 3) system-level research, or research 
on programs that comprise a number of interacting components (Langley 2012).  
 This model takes inspiration from the complementary learning systems (CLS) in the 
human brain and contains two components: ANN and CBR. My goal is to implement the system 
in a way that the two components can mimic the interactive behaviors of the hippocampus and 
the neocortex in the CLS. The intention of designing such model is to not only improve the 
original CBR in terms of competence and performance, but also create a cognitive system that 
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could shed light on certain aspects of human memory, with the emphasis placed on systems 
consolidation.  
Complementary Learning Systems                                                                                                                                                                                                                                
 The complementary learning systems proposed by McClelland, McNaughton, and 
O’Reilly (1995) provides clear computational mechanisms that characterize the systems 
consolidation process. They theorized the CLS as a memory structure that consists of two 
distinct areas of the brain: the hippocampus and the neocortex. During a learning process, the 
hippocampus learns rapidly and encodes highly detailed episodes. The neocortex, on the other 
hand, learns gradually and extracts general statistical structure; it relies on the hippocampus to 
replay memories repeatedly for a period of time in order to integrate new information into the 
network. When the neocortical learning is complete and there’s no motivation for the 
hippocampus to still retain these episodes in extreme details, the hippocampus will forget these 
episodes to make room for new memory, thus the phenomenon of consolidation is a 
manifestation of forgetting in the hippocampus (O’Reilly, Bhattacharyya, Howard & Ketz, 
2011).  
 The CLS also provides a comprehensive interpretation of different recognition memory 
behaviors in the hippocampus and the neocortex. Recognition memory is the process of 
recognizing previously experienced stimuli or situations and is subdivided into two categories: 
recollection and familiarity. Since the hippocampus is specialized for rapid memorizing of 
specific events, recall or the retrieval of details of past experiences, it maintains recall by 
“computing the degree of match between retrieved information and the recall cue, minus the 
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amount of mismatch; recall of matching information is evidence that the cue was studied, and 
recall of information that mismatches the retrieval cue is evidence that the cue was not 
studied” (Norman & O’ Reilly, 2003). This operation is highly similar to the retrieval process in 
CBRs, which utilizes a similarity function to compute the most similar solution stored in the case 
base to solve new problems. Therefore, the CBR is an ideal system to model the hippocampus. 
 Furthermore, during recognition, the sense of familiarity or the feeling that the event was 
previously experienced, is mostly associated with neocortical memory. The neocortex utilizes a 
highly overlapped, distributed representation to retain generalized information and retrieves 
information rapidly and automatically (Norman & O’ Reilly, 2003). These characteristics of the 
neocortex is analogous to those of an ANN. An ANN possesses qualities such as massive 
parallelism, distributed representation and computation, fault tolerance, learning ability, and 
generalization ability (Jain, Mao, & Mohiuddin, 1996). Consequently, I decided to implement an 
ANN as the neocortex in my project. 
Artificial Neural Network 
 The design of ANNs is inspired by biological neural networks in the human brain. An 
ANN is a collection of nodes or artificial neurons that are interconnected. Each connection 
between two nodes is called an edge, which transmits weight from one neuron to another. The 
weight carried by each edge is comparable to the electrical impulses passed through the synapses 
in a biological neural network and is usually calculated by an activation function, which updates 
the weight throughout the learning process. Therefore, learning in an ANN is the result of 
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reassigning connection weights in the network by exposing it to training patterns (Jain, Mao, & 
Mohiuddin, 1996).  
 In this study, the ANN will be trained with supervised learning and back-propagation 
algorithm. In supervised learning, the neural network will be presented with the correct output 
for each input, so that weights can be reassigned to make the network produce outputs as close to 
the correct answers as possible. Back-propagation must follow a forward calculation of the 
outputs; then the error will be calculated by taking the difference between the network output and 
the correct output. This error will, then, be propagated backward through each layers of the 
network and reassign the weights of each node in the process (Jain, Mao, & Mohiuddin, 1996). 
Methods  
Data Set 
 The data set used in this project is obtained from the UCI machine learning repository 
(Dua, D. and Karra Taniskidou, E. 2018). It consists of 13 attributes that characterizes wines 
from three different wine refineries: Alcohol, Malic acid, Ash, Alcalinity of ash, Magnesium, 
Total phenols, Flavanoids, Nonflavanoid phenols, Proanthocyanins, Color intensity, 
Hue, OD280/OD315 of diluted wines, Proline. This data set contains 178 number of instances, 
and each instance starts with an integer ranging from 1 to 3, which corresponds to the wine 
refinery that produced the wine.  
 The original data set’s attributes have varying scales. For example, one instance of data is 
represented in the following way: 1,14.23,1.71,2.43,15.6,127,2.8,3.06,.28,2.29,5.64,1.04, 
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3.92,1065. Each integer value in this particular instance corresponds to an attribute, and each 
attribute has its own scale that is different from that of another attribute. 
 The differences among the ranges of attributes may result in longer training time for the 
wine classifiers. Therefore, the data set is normalized using feature scaling method so that all 
values in the data set range from 0 to 1. 
Normalization function: !   
 In addition, the wine refinery number (1, 2, or 3) is translated to be 3-element row vector 
that are in the form of (1, 0, 0), (0, 1, 0), or (0, 0, 1), where the location of 1 indicates which wine 
refinery the wine was produced. This row vector is placed after the attribute values, so that it can 
be used as the result output for wine classifiers. A sample of data after normalization and 
translation is as follows: 0.787,0.186,0.455,0.278,0.283,0.576,0.42,0.245,0.495,0.292,0.455, 
a0.85,0.54,1,0,0. 
Implementation 
 In this project, I implemented six general classifiers that are applied in the wine domain:  
1. CBR with no forgetting mechanism (CBR No Forgetting) 
2. CBR with random forgetting that limits the case base at size 60 (CBR Random 
Forgetting 60) 
3. CBR with random forgetting that limits the case base at size 80 (CBR Random 
Forgetting 80) 
4. CBR with similarity forgetting that deletes superfluous cases with over 84 percent 
similarity (CBR Similarity Forgetting 84) 
5. CBR with similarity forgetting that deletes superfluous cases with over 85 percent 
similarity (CBR Similarity Forgetting 85) 
6. ANN 
X′  = X − Xmin
Xmax − Xmin
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 The case base in all CBR systems are implemented as an arrayList that stores CBR cases. 
The CBR system with no forgetting mechanism retains all cases and does not remove any cases 
from the case base, whereas CBRs with random forgetting retain cases until the case base 
reaches a certain size (60 or 80); once the size limit is reached, one case will be deleted at 
random after a new case is added to the case base. For example, CBR Random Forgetting 60 has 
reached a case base of size 60, new cases will still be added to the case base. However, after each 
insertion to the case base, a random deletion function will be called, so that one case from the 
case base will be selected at random to be deleted. Thus, the case base will always retain 60 or 
fewer cases after deletion. Furthermore, CBRs with similarity forgetting employ forgetting 
mechanisms by deleting cases that are over a certain similarity percentage (84% or 85%). The 
similarity measure is computed using a nearest neighbor numeric scoring algorithm that 
compares cases’ attributes using interval similarity functions. Similarity deletion is performed 
after each new insertion to make sure that no superfluous cases will be retained in the case base 
before the case base is tested. 
 The ANN is constructed as a feedforward multilayer perceptron, trained using supervised 
learning and back-propagation. The ANN consists of three layers: the input layer, the hidden 
layer and the output layer. The input layer consists of thirteen nodes which corresponds to 
thirteen wine attributes. The hidden layer consists of four nodes that are connected with all nodes 
on the input layer and output layer, and the output layer includes three nodes which resembles 
the three-element row vector that indicates the wine refinery number. The ANN is built this way 
because existing experiments with this data set have compared the above architecture with 
others, such as ANN with thirteen input nodes, seventeen hidden nodes, and three output nodes 
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etc. These experiments have produced conclusive results that the structure mentioned above 
generates the most optimal results in terms of accuracy and training time (Stojković, Milica 
2012). I am able to replicate such results and I have decided to use this structure as the final 
version of the ANN. 
 Validation of wine classifiers is done by taking the thirteen attributes from a wine 
instance as inputs to query or test the wine classifiers. The wine classifiers will then use the 
inputs to retrieve or estimate the output of the queried instance. The retrieval output for CBRs are 
computed by first obtaining the top five nearest neighbors of the case queried; out of the five 
retrieved cases, the output is determined by taking the most popular or the majority output 
among the cases. For example, if three of the five retrieved cases are from wine refinery 1, and 
two are from wine refinery 3, then the final retrieval output or estimated output will be wine 
refinery 1. Another example is that if two cases originates from wine refinery 1, another two 
from wine refinery 2, and the last case from wine refinery 3, then CBRs will by default select 
wine refinery 1 in the order of wine refinery number. As opposed to CBRs, the ANN only 
produces one estimated result. The estimated result provides three floating point numbers and the 
location of the biggest number will be used as the final result. For instance, the ANN will 
produce result in the form of 0.012, 0.003, 0.992 and the final estimated result will become 0, 0, 
1, which suggests that the wine queried is from wine refinery 3.  
 After the wine classifiers have produced the final retrieval or estimated output, the last 
three values from a wine instance, which indicates the location of wine refinery, will be used as 
the expected output to compare with the estimated output. A match in two outputs result in a 
success in prediction, and a mismatch means a failure in predication.  
FORGETTING IN CASE-BASED REASONING !11
 All six systems were coded in Java and built in the same development environment 
(Eclipse) on the same machine (MacBook Pro) to any minimize external influences on validation 
results. The CBRs are built using the jCOLIBRI2 framework and the ANN is built using the 
Neuroph framework.  
Hypothesis 
 I hypothesize that CBR with no forgetting will have high accuracy but long retrieval time 
that scales linearly with an increase in the size of case base. In contrast, CBRs with random 
forgetting and similarity forgetting will have a faster retrieval time at the cost of a slight decrease 
in accuracy. I also hypothesize that the ANN will have significantly faster retrieval time 
compared to CBRs, while providing comparable accuracy. In addition, I propose that an ANN-
based CBR is a more intuitive model of CBRs because it aims to imitate the interactive behaviors 
of the CLS in human memory. Specifically, this model will not only possess the advantage of 
rapid learning and highly detailed encoding as in the hippocampus, but also enable flexibility, 
abstraction, and fast retrieval due to the addition of an ANN as the neocortex. 
Cross-validation 
 Cross-validation is a technique to evaluate the effectiveness of a predictive model at 
generalizing to an independent data set, or an unknown data set. Cross-validation is done by 
partitioning a data set into two mutually-exclusive subsets: training set and validation set. The 
training set is used to train the model and the validation set is used to assess the predictive results 
of the model. Usually, multiple rounds of cross-validations are performed to reduce the 
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variability of estimations resulted from partitioning. This way, cross-validation is advantageous 
compared to traditional validation (e.g. partitions the data set into 70% for training and 30% for 
testing) when the data set is small and running one round of validation does not produce accurate 
results that describe and assess the predictive model (Arlot, S., & Celisse, A. 2010). 
 In this project, I used repeated random sub-sampling as the cross-validation to partition 
the data set. Specifically, the data set that consist of 178 instances is randomly split into a 
training set of 148 instances and a validation set of 30 instances for 5 times. Each round of cross-
validation consists of 148 iterations; in each iteration, the target wine classifier learns a new case 
or data point and is immediately tested with all 30 instances from the validation set in terms of 
accuracy and retrieval time. For example, in iteration one, the target classifier has learned only 
one case, and is tested with 30 cases in the validation set. In the next iteration, the classifier has 
learned two cases, and is again tested with the validation set. The target wine classifier never 
retains or learns any instances from validation set; this way, the validation set will always remain 
unknown to the classifier’s knowledge base.  
 A function called System.nanoTime() is called once before testing the classifier with the 
validation set, and once after the test. The first value returned from the function is then 
subtracted from the second value and the resulting value is retrieval time. The time measured is 
then converted from nanoseconds to milliseconds so that comparisons of retrieval time are more 
noticeable and visually appealing. Accuracy is calculated by comparing retrieval or estimated 
results with expected results. The number of times that the classifier succeeds at producing 
results that match the expected results will be counted and divided by the size of validation set, 
which is 30. The resulting accuracy is on a scale of 0 to 1. 
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 Lastly, the results of the five rounds of cross-validation are averaged to produce an 
overall estimation of the systems’ retrieval speed and accuracy across 148 iterations.  
Results 
Figure 1: CBR No 
Forgetting. Error bars are 
displayed as dotted lines, 
which indicates the max and 
min variations from average. 
Average retrieval time is on a 
scale of 0 to 700 ms and 
average accuracy is on a scale 
of 0 to 1. 
 Figure 1 shown above displays the validation results for CBR No Forgetting. The average 
retrieval time and average accuracy is plotted against the iteration number which ranges from 1 to 148. 
Two scales are present in the graph; the axis label for average retrieval time is on the left and the axis 
label for average accuracy is on the right.  
 The validation results for CBR No Forgetting is consistent with the hypothesis; the average 
retrieval time increases linearly as the iteration number grows and the average accuracy is close to 1 for 
most iterations, although it never reached 100% average accuracy. However, the error bars displayed in 
the graph indicates that from iteration 44 to iteration 148, the system was able to produce 100% accuracy 
for at least one of the five validation sets. CBR No forgetting demonstrates considerable generalizing 
abilities for this data set.  
Figure 2: CBR Random 
Forgetting 60.  
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 CBR Random Forgetting 60 provides a slightly lower accuracy rate compare to CBR No 
Forgetting. The error bars show that there are more variations in accuracy for this system compared to 
CBR No Forgetting. More specifically, the positive error bars show that the system is able to classify with 
100% accuracy for at least one of the validation sets, while the negative error bars reveal that this system 
does not generalize well to one or more validation sets. This variation can be explained by the random 
deletion mechanisms used by the system; when pivotal cases that are central to classifying some cases in 
validation sets are randomly deleted and when superfluous cases are retained, the system suffers from a 
decrease in accuracy; on the other hand, when pivotal cases are retained and superfluous cases are deleted 
by random, the system preserves both competence and performance. However, the overall trend is that 
CBR Random Forgetting 60 exhibits a decrease in average accuracy from around iteration 60.  
 On the other hand, the system’s performance is improved substantially because the size of case 
base is limited to 60. From iteration 1 to 60, the average retrieval time increases linearly in the same way 
in relation to the increase in CBR No Forgetting. Nonetheless, from iteration 60 to 148, the average 
retrieval time of CBR Random Forgetting 60 stays around 240 ms whereas at iteration 148, the average 
retrieval time of CBR No Forgetting is as high as 580 ms. Overall, the random forgetting mechanisms 
demonstrate desirable improvement to the system’s performance, but not the system’s competence. 
  
Figure 3: CBR Random 
Forgetting 80. 
 CBR Random Forgetting 80 is another version of CBR that employs the random deletion 
strategy. Compared to CBR Random Forgetting 60, this system exhibits improvement in average 
accuracy as a result of having a larger case base limit; it is likely that the case base retains 
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multiple cases that are similar, thus when one of these cases are randomly deleted, the system’s 
result is not affected. Although from iteration 80 to 148, the average retrieval time is around 320 
ms when CBR Random Forgetting 60 keeps the retrieval time at around 240 ms, this system is 
still a big improvement to CBR No Forgetting because the average accuracy rates of both 
systems are similar. 
  
Figure 4: CBR Similarity 
Forgetting 84 and 85.  
 CBR Similarity Forgetting 84 and CBR Similarity Forgetting 85 have comparable results 
in both retrieval time and accuracy. The retrieval time for CBR Similarity Forgetting 85 is longer 
than CBR Similarity Forgetting 84 to some degree because the former preserves more cases in 
the case base; on average, CBR Similarity forgetting 84 will retain about 70 cases in the case 
base, whereas CBR Similarity Forgetting 85 holds about 90.  
 Surprisingly, for the last few iterations (126 to 148), CBR Similarity Forgetting 84 has 
achieved an average accuracy of 0.99, which is higher than that of CBR Similarity Forgetting 85. 
One possible reason could be that CBR Similarity Forgetting 84 is able to delete a number of 
superfluous cases from the case base, thus the system is more efficient. Nevertheless, in the 
earlier iterations, CBR Similarity Forgetting 84 provides accuracy as low as 0.84, thus CBR 
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Similarity Forgetting 85 still has the highest overall accuracy compared to the rest of the 
systems; details of the overall accuracy are listed in Figure 7. 
 Overall, these two systems exceed the performance of CBR No Forgetting in terms of 
both speed and accuracy and they are examples of conventional CBR systems that utilizes 
similarity deletion strategy to overcome the utility problem. 
Figure 6: ANN. Note that 
computation time should be 
the more accurate term than 
retrieval time. Although for the 
sake of consistency, we will 
continue using the term 
retrieval time. 
 Looking at figure 6, It is obvious that ANN is significantly faster than all CBRs. On a 
scale of 0 to 700 ms, the average retrieval time of ANN is almost a straight line that is close to 
the x-axis. In fact, the average retrieval time of ANN in all iteration is as low as 1.24 ms, which 
is a few hundred times faster than that of CBRs. This significant improvement in speed is due to 
the highly-generalized nature of an ANN; an ANN doesn’t retain any specific cases. Instead, it 
learns to extract the generalized information from the training set and integrate it into the 
network. This way, no matter how large the training set is, the ANN is going to maintain a 
retrieval or computation time of around 1ms.  
Figure 7: Overall Average 
Accuracy from Iteration 20 to 
148 for All Six Systems. 
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 In terms of accuracy, the ANN does not perform as well as other CBRs. Figure 7 lists the 
overall average accuracy from iteration 20 to 148 for all six systems. The decimal number that 
corresponds to each system is calculated by taking the average of the collection of average 
accuracies from iteration 20 to 148. Iteration 1 to 19 is excluded from this computation because 
all six systems are not able to achieve high accuracy during those iterations and including them 
would skew the average.  
 Out of the five CBRs, CBR Random Forgetting 60 has the lowest overall accuracy, which 
is 0.9588. The ANN has an overall accuracy of 0.9518 and is only slightly lower than CBR 
Random Forgetting 60. Considering the drastic enhancement in speed, the ANN should still be 
considered competent at wine classification, especially if its applications allow for fault tolerance 
and runtime takes priority over accuracy.  
Figure 8: Average Retrieval 
Time for All Systems 
 
Figure 9: Average Accuracy 
for All Systems 
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 Figure 8 and 9 present side by side comparisons of the performance of six different 
systems. The aggregated graphs confirm the earlier analysis that random forgetting and similarity 
forgetting strategies provide good optimizations to a CBR system that does not use deletion 
strategies. In addition, an ANN is substantially faster than the rest of the systems and is only 
slightly less accurate.  
 It is interesting to see that an ANN has higher accuracy than CBRs during the first twelve 
iterations because ANNs typically work well when there is a large data set and CBRs should 
perform better than ANNs when the data set is small. However, it is important to note that CBRs’ 
final retrieval output is determined by the top five nearest neighbors. When the case base has 
only a few cases, CBRs’ retrieval outputs are strongly skewed by the cases within the case base. 
For example, if a CBR contains five cases total and all five cases are from wine refinery 1, then 
even though the queried case is from wine refinery 2, and the five cases only have similarity 
scores as low as 0.40, the CBR still outputs wine refinery 1 as the final prediction. Therefore, 
CBRs don’t predict well when the case base is extremely small. In contrast, ANNs compute 
outputs using its existing networks. When there are no enough cases to be learned, the ANN is 
still able to distinguish some cases from others. For example, when an ANN has only learned 
five cases that are from wine refinery 1 and a case from wine refinery 2 is queried, it is able to 
detect the difference between the case queried and the generalized information of five learned 
cases. Despite the fact that the ANN has not learned any cases from wine refinery 3, it is able to 
express that the case queried is not from refinery 1from refinery 1; therefore, an ANN produces 
higher accuracy during the first twelve iterations. Nevertheless, one cannot conclude that ANNs 
are better at generalizing than CBRs when the data set is small because neither system 
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demonstrates predictive abilities at this point and the accuracy difference is only due to their 
structural dissimilarities.  
Discussion 
 The purpose of building the above six systems is to compare and contrast each system’s 
generalizing ability and runtime performance. Ultimately, I would like to see if adding an ANN 
could be a viable adaption to CBR that improves the original system with regards to both system 
performance and competence. In my hypothesis, I proposed that an ANN-based CBR system 
would surpass the six systems mentioned above in respect of both accuracy and retrieval time. 
The proposed implementation of an ANN-based CBR is that the system will include two parts: 
the case base as the hippocampus and the ANN as the neocortex. My motivation is to reproduce 
systems consolidation in this model so that the interactions between the case base and the ANN 
is analogous to those between the hippocampus and the neocortex. In the proposed 
implementation, the case base will store cases as per usual, but it will also be used as a source of 
training data for the ANN. When the size of training data is small, the CBR will retain each case 
specifically. However, when the data set reaches the sample complexity, or “the number of 
training patterns needed to train the network to guarantee a valid generalization”, the data in the 
case base will be fed into the ANN for training (Jain, Mao, & Mohiuddin, 1996). After the ANN 
has extracted “gists” or highly generalized information and has integrated it into the network, 
cases stored in the case base will be removed and forgotten. 
 The proposed model of ANN-based CBR is not implemented in my actual experiment. 
Although implementing such a system would be as easy as combing the code for both systems 
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and adding an if-else statement in the main method, stating that if the number of cases in the case 
base is less than a certain number, outputs will be produced from the CBR component and else if 
size of the case base exceeds the pre-defined number, the ANN will be trained to produce further 
outputs and the case base will be emptied. The reason why I did not carry out this 
implementation is that the data set used for this experiment is not of ideal size to train the ANN; 
if the data set is much larger than the current one, the ANN should be able to achieve 100% 
accuracy and have clear advantages over other CBRs. Unfortunately, I was not able to select an 
appropriate data set due to time constraints and limited prior experience with ANNs. Building an 
optimal neural network for a new data set requires a lot of experimentation and understanding of 
various algorithms of ANNs. For the reasons above, I selected a simple data set that has 
previously been experimented to train the wine classifiers. In the end, it was apparent that the 
ANN delivers lower accuracy than CBRs. Therefore, adding an ANN to CBR will result in a 
decrease in system competence for this particular data set and this result is not desirable.  
Figure 10: Theoretical 
Average Retrieval Time and 
Accuracy for ANN-based 
CBR, that uses CBR when 
size of the case base is less 
than or equal to 60, and uses 
ANN when there are more 
than 60 cases. 
 Instead, I have generated a theoretical estimation of ANN-based CBR’s performance and 
competence. Figure 10 is constructed by using the first 60 iterations of average retrieval time and 
accuracy data from CBR No Forgetting and the next 88 iterations of data from ANN. This figure 
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should, in theory, resemble the average retrieval time and average accuracy of an ANN-based 
CBR that uses the CBR component when there are less than or equal to 60 cases and uses the 
ANN component when there are more than 60 cases. If the actual ANN-based CBR is 
implemented, the addition of an if-else statement will only make a difference on a nanosecond 
scale. When the time values are converted to milliseconds, the difference of data between the 
implemented system and the theoretical system that uses data from CBR No Forgetting and ANN 
will be miniscule. Thus, the above graph should be a good representation of the ANN-based 
CBR if implemented. As I discussed earlier, this system will show a huge increase in speed after 
iteration 60. However, adding an ANN component will decrease the accuracy of CBR No 
Forgetting system, resulting in a heuristic or satisficing system rather than a competence-
preserving system.  
 I presume that if the size of case base in an ANN-based CBR is set to be a much higher 
number, this system will demonstrate general behaviors that will imitate those of the human 
memory. For example, when one has not been exposed to a new domain of knowledge, it is hard 
for one to generalize the “gist” of the knowledge presented; more often, one encodes highly 
specific memories in this domain and is able to recall these memories in extreme details later. 
However, as one gets more familiar with the domain, one will be able to extrapolate central 
information among the memories and move away from specifics to generalities (Ozubko, J. D., 
& Seli, P. 2016). These behaviors are consistent with those of an ANN-based CBR because it 
will also retain cases in detail when the case base is small and translate the collection of specific 
cases to highly generalized information when the case base gets large. All things considered, I 
still believe that the hybrid approach to CBR (ANN-based CBR) can better capture CLS 
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mechanisms in the human mind. Furthermore, combining both systems can remove the 
limitations of each single system and incorporate the benefits of both.  
Future Directions 
 As mentioned earlier in this paper, the incentive to design a more intuitive model of CBR 
is due to CBRs’ lack of success in its applications in assistive technology. Ideally, a conventional 
CBR system best demonstrates its abilities when two requirements are met: problem-solution 
regularity and problem-distribution regularity; problem-solution regularity refers to the property 
that solutions of past similar experiences are likely to be adapted to future similar experiences 
and problem-distribution regularity refers to the property that future problems will tend to 
resemble past problems (Augusto, J. C., & Nugent, C.  2006). The need for these two 
requirements implies that conventional CBRs are most appropriate in a stable environment that  
maintains a high degree of consistency and regularity. However, in the real world, a lot of the 
circumstances that assistive technologies must deal with are dynamic and noisy. These 
characteristics of the environment requires CBR systems to forget outdated and irrelevant 
knowledge from the past to better accommodate new situations. In this case, an ANN-based CBR 
should demonstrate considerable strengths in learning and adaptations compared to a traditional 
CBR because ANNs are known for their limited ability to store data over long timescales 
(Graves et al 2016). This limitation can turn out to be beneficial in time-sensitive contexts and 
ought to be advantageous in dynamic environments. Furthermore, ANN techniques such as 
weight decay, weight elimination, and noise injection. exist to eliminate noise and prevent 
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overfitting in the system; therefore, they will be effective at coping with noisy environments 
(Richards, B. A., & Frankland, P. W. 2017). 
 To experiment such capabilities of the ANN-based CBR, future research should consider 
using a data set, which consists of a large amount of time-series data that characterize dynamic 
and changing environments. Noise-handling techniques should be added to the ANN to maintain 
its accuracy when noisy inputs are fed into the system.  
 Moreover, future researches can consider adding more interactions between the CBR and 
the ANN to further mimic the synergistic behaviors between the hippocampus and the neocortex 
in the human brain. For example, a study by Kumaran and McClelland (2012) suggests that the 
hippocampus undergoes a process of recurrent similarity computation to facilitate and reduce the 
workload of generalization in the neocortex. This interaction can be one possible direction for 
speeding up the training process of ANN in an ANN-based CBR.  
Conclusions 
 In conclusion, this study has laid down some preliminary works in building an ANN-
based CBR system that is applicable to real-world, assistive technologies. Although the data set 
selected for this study is not ideal, this study still provided valuable insights into the 
characteristics of ANN-based CBRs. Future works can be built on this foundation to further 
capture mechanisms of the human mind in this system, while making it more adaptable to 
dynamic and noisy environments.  
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