Abstract. We propose a novel approach in noncommutative probability, which can be regarded as an analogue of good-λ inequalities from the classical case due to Burkholder and Gundy (Acta Math 124: 249-304, 1970). This resolves a longstanding open problem in noncommutative realm. Using this technique, we present new proofs of noncommutative Burkholder-Gundy inequalities, Stein's inequality, Doob's inequality and L p -bounds for martingale transforms; all the constants obtained are of optimal orders. The approach also allows us to investigate the noncommutative analogues of decoupling techniques and, in particular, to obtain new estimates for noncommutative martingales with tangent difference sequences and sums of tangent positive operators. These in turn yield an enhanced version of Doob's maximal inequality for adapted sequences and a sharp estimate for a certain class of Schur multipliers. We expect the method to be useful in other settings as well.
Introduction
Good-λ inequalities form a powerful tool used in the commutative probability theory and harmonic analysis to establish L p -and Φ-inequalities for various classes of processes and operators. The idea can be formulated as follows: given 0 < p < ∞, in order to prove the moment inequality
between two random variables X and Y on some probability space (Ω, F , P), it is enough to find positive parameters α, β, δ satisfying αβ p < 1 such that (1.2) P |Y | ≥ βλ, |X| ≤ δλ ≤ αP |Y | ≥ λ for each λ > 0. Then a straightforward integration argument (see (3.3) and (3.4) below) yields (1.1) with c p = δ −1 (β −p − α) −1/p . A similar reasoning shows that if Φ : [0, ∞) → [0, ∞) is a function satisfying appropriate growth conditions, then the good-λ inequality (1.2) implies E Φ(|Y |) ≤ C Φ,α,β,δ E Φ(|X|) , with some constant C Φ,α,β,δ depending only on the parameters indicated.
The origin of the approach goes back to the classical works of Burkholder and Gundy [20] . Though the estimate of the form (1.2) cannot be found there, several related tail bounds proved in that paper can be regarded as predecessors of good-λ inequalities. Probably the first paper where the estimate (1.2) appears explicitly is that of Burkholder [15] . In particular that work contains the proofs, based on the above argument, of Burkholder-Davis-Gundy inequalities, Stein-type bounds and conditional square function estimates, both for discrete-time martingales and the continuous-time analogues arising in the context of Brownian motion.
The above approach has turned out to be very efficient. Furthermore, very soon after the appearance of [15] , the method of good-λ inequalities was applied successfully outside probability theory. For instance, Burkholder [16, 21] used the approach in the study of Hardy spaces associated with harmonic functions on the halfspace R d + , while in [17] the method allowed him to study the range of analytic functions on the unit disc. Muckenhoupt and Wheeden [59] used good-λ inequalities to obtain weighted inequalities for fractional operators, and Coifman and Fefferman [22] exploited the technique to show estimates for singular integral operators and maximal functions. See also the more recent works of Buckley [14] on maximal operators, Aimar et al. [2] on the estimates for one-sided singular integrals, Bagby and Kurtz [4] for a rearrangement-inequality for singular integral operators as well as the works of Bañuelos [5] and Bañuelos and Moore [6] for the study of tight estimates for Riesz transforms and caloric functions. Very recently, Hofmann et al. [36] used a good-λ inequality for the vertical square function to establish square function/non-tangential maximal function estimates for solutions of the homogeneous equation associated with divergence form elliptic operators.
It was also soon realized that the method of good-λ inequalities, if applied appropriately (that is, if the parameters α, β, δ are chosen in a clever manner), leads to best-order constants in many situations. This in particular allowed Hitczenko [34] to prove that the L p constant in the martingale version of Rosenthal's inequality has the optimal order O(p/ log p) as p → ∞, and also enabled him to study L p estimates for tangent and conditionally independent seqeunces with constants not depending on p in [35] . This "efficiency phenomenon" has also been observed in most of the analytic papers mentioned above.
The motivation for the results obtained in this paper comes from a very natural question concerning the appropriate version of good-λ inequalities in the context of noncommutative (or quantum) probability theory. More specifically, we will study this question in the language of noncommutative martingales. This branch of martingale theory has gained a lot of interest in literature in the recent twenty years. Many fundamental inequalities have been successfully transferred from the classical to the noncommutative setting, often revealing quite surprising facts concerning the shape of the estimates and the sizes of the constants involved ( [50] ). Let us briefly mention here several papers which are fundamental to the area. The work [67] of Pisier and Xu can be regarded as a starting point of the whole theory: it contains the introduction of the abstract noncommutative setup used in the later works, as well as the formulation of appropriate Burkholder-Gundy and Stein's inequalities. A few years later, Doob's maximal estimate and maximal ergodic theorem were respectively generalized to the noncommutative setting by Junge [47] and Junge and Xu [48] ; the appropriate analogues of Burkholder-Rosenthal inequalities were investigated by Junge and Xu in [49, 51] . Much effort was put into the understanding of the structure of noncommutative martingales. In particular, the noncommutative analogue of Gundy's decomposition of a martingale was obtained by Parcet and Randrianantoanina in [64] and a version of Davis' decomposition was found by Perrin in [65] ; these have been greatly improved in very recent papers [72, 74] . We also refer the reader to the important works on the weak-type versions of the estimates above, given by Randrianantoanina [69, 70, 71] , certain noncommutative atomic decompositions [11] and its recent improvement together with a John-Nirenberg inequality by Hong and Mei [39] , and some recent advances regarding algebra atomic decompositions and asymmetric Doob's inequalities by Junge et al [37, 38] . Finally, we mention the works [8, 9, 10, 41, 42, 73] for martingale inequalities in the context of various noncommutative symmetric spaces, the articles [43, 44, 45] for the noncommutative analogs of Johnson-Schechtman inequalities, and the very recent paper [46] for the duality of noncommutative dyadic martingale Hardy space.
The noncommutative extension of good-λ inequalities is a longstanding open problem circulating in the noncommutative realm for more than fifteen years; the authors learned it from Quanhua Xu about ten years ago. The following is quoted from [8, page 181] : "On the other hand, the noncommutative analogue of good-λ inequality seems open. Then, in order to prove the noncommutative Φ-moment inequalities we need new ideas". Similar statement appeared in [73, page 1577] : "The original proof was primarily based on careful analysis of distribution functions using stopping times and the so-called good-λ inequality which are very powerful techniques in the classical settings. Unfortunately, these techniques are not available in the noncommutative settings." The main contribution of this paper is the extension of the good-λ approach to the above noncommutative case. As usual, the first difficulty is how to invent the appropriate formulation/shape of the noncommutative version of (1.2). We shall see that the passage from the commutative to the noncommutative realm enforces certain unexpected ideas. Furthermore, one should expect that in contrast to the classical case, where it is usually quite easy to verify directly that two specific random variables satisfy the good-λ inequality, it might be considerably harder in the noncommutative case to check that two measurable operators are eligible for the method. In other words, the second difficulty we encounter concerns the formulation of proper and universal conditions on the operators which guarantee the validity of the noncommutative good-λ inequalities. Of course, such conditions should be verifiable in a rather easy and convenient way. We resolve this issue by proposing a certain set of requirements, which we call good-λ testing conditions. At the first glance, these requirements might seem complicated and of artificial shape, but they are applicable in all the relevant settings, moreover, their verification is straightforward.
The paper is organized as follows. The next section contains some basic facts from operator theory which are necessary for our further investigation. Section 3 is devoted to the abstract formulation of noncommutative good-λ inequalities. By performing the careful analysis of Burkholder-Gundy estimates, we present the (informal) reasoning which leads us to an appropriate formulation of the method. Then we verify rigorously that the technique is indeed efficient in the noncommutative realm. Section 4 contains applications to fundamental results in the noncommutative martingale theory, obtained earlier by Junge, Pisier, Randrianantoanina and Xu. Namely, as we shall see there, the good-λ method offers a new, simpler and unified approach to Burkholder-Gundy, Stein and Doob's inequalities, as well as Burkholder's estimates for martingale transforms. In all the settings, we obtain the bounds with constants of optimal orders. In the final part of the paper, Section 5, we investigate L p -inequalities for noncommutative martingales with tangent martingale differences, and sums of tangent positive operators. This area, to the best of our knowledge, has not been studied in literature and we strongly believe that it has far reaching further connections with noncommutative probability and analysis. It is worth saying here that the passage from the classical to the noncommutative L p -estimates for tangent martingales reveals an unexpected phenomenon (which should be compared to a similar behavior of noncommutative BurkholderGundy and Burkholder-Rosenthal inequalities): these estimates hold true in the range 2 ≤ p < ∞ only. We conclude the paper by presenting further interesting applications of the estimates for noncommutative tangent sequences. Specifically, we will establish an enhanced version of noncommutative Doob's inequality for adapted sequences and provide a sharp bound for a certain novel class of Schur multipliers.
We strongly believe that the method of good-λ inequalities developed in this work has many far reaching applications and connections to noncommutative harmonic analysis and noncommutative potential theory. This fascinating interplay definitely deserves further research.
Preliminaries
In this section, we briefly introduce the necessary background and notation needed for the study of noncommutative martingale inequalities. The reader interested in the detailed exposition of the subject is referred to the monographs [52, 53, 75] . Throughout the paper, the symbol M denotes a von Neumann algebra and we equip this object with a semifinite normal faithful trace τ . We treat M as a subalgebra of the larger algebra of all bounded operators acting on some given Hilbert space H. A closed, densely defined operator a on H is affiliated with M if for all unitary operators u belonging to the commutant M ′ of M we have the identity u * au = a. Such an operator a is said to be τ -measurable if for any ε > 0 there exists a projection e such that e(H) ⊂ D(a) and τ (I −e) < ε. Here and below, we use the symbol I to denote the identity operator. The class of all τ -measurable operators will be denoted by L 0 (M, τ ). It can be shown that the trace τ extends to a positive tracial functional on the positive part
(with no risk of confusion, this extension is still denoted by τ ). If a is a self-adjoint τ -measurable operator, let a = ∞ −∞ λde λ stand for its spectral decomposition. For any Borel subset B of R, the spectral projection of a corresponding to the set B is defined by I B (a) =
is the modulus of x. For p = ∞, the space L p (M, τ ) coincides with M with its usual operator norm. We refer to the survey [68] and the references therein for more details. At some places below we will need to work with two or more von Neumann algebras at the same time. For the convenience of the reader and to avoid confusion, in such a case we will indicate the algebra with respect to which the L p -norm is calculated (writing
Let us present some basic facts from the theory of noncommutative martingales. Suppose that (M n ) n≥0 is a filtration, i.e., a nondecreasing sequence of von Neumann subalgebras of M whose union is weak * -dense in M. Then for any n ≥ 0 there exists a normal conditional expectation E n from M onto M n , which satisfies the requirements
It is then easy to verify that we have E m E n = E n E m = E min(m,n) for all nonnegative integers m and n. Furthermore, since E n preserves the trace, it can be extended to a contractive projection from
where τ n is the restriction of τ to M n ). We will sometimes work with two different filtered von Neumann algebras (M, (M n ) n≥0 , τ ), (N , (N n ) n≥0 , ν), and then, to avoid confusion, we will denote the associated sequences of conditional expectations
is called a noncommutative martingale (with respect, or adapted to (M n ) n≥0 ), if for any n ≥ 0 we have the equality
The associated difference sequence is given by the formulae dx 0 = x 0 and dx n = x n − x n−1 for n ≥ 1. Furthermore, we define the associated square function S(x) and conditioned square function s(x) by
. Sometimes we will also use the truncated versions of these objects, given by
for any nonnegative integer N . In literature, the adjoint square functions S(x * ) and s(x * ) also play a significant role. However, we should emphasize here that essentially all the operators and martingales we will study below will be assumed to be self-adjoint; our methods enable the successful treatment of such operators only. Fortunately, in most cases this does not affect the generality of results, as more or less standard decomposition arguments typically allow the reduction of a given inequality under investigation to its special version for self-adjoint objects.
Noncommutative good-λ inequalities
The purpose of this section is to present an abstract formulation of good-λ inequalities in the noncommutative setting, which in Section 4 will be applied to obtain proofs of various important estimates. For the sake of clarity of the exhibition, we have decided to split the argumentation into several intermediate steps. Subsection 3.1 is a little informal and contains the explanation of the reasoning which has led us to the appropriate form of noncommutative good-λ inequalities. The rigorous formulation and the study of good-λ inequalities are presented in Subsections 3.2 and 3.3, which are fundamental to the whole paper. In the last subsection, we provide the proof of general moment inequalities via the good-λ inequalities.
3.1. On the search of a suitable good-λ inequality. Our construction rests on a careful investigation of Burkholder-Gundy inequality: for a given parameter p and some finite constant C p depending only on p,
is an arbitrary finite martingale in L p (M, τ ) and S N (x) is its truncated square function. We will frequently switch from the classical to the noncommutative version of this estimate and back, which, hopefully, should not lead to any confusion. One of the reasons why we decided to model our approach on this particular inequality is that the optimal orders of the constant C p as p → ∞ are different in the classical and the noncommutative situations (see [50] ); furthermore, in the classical setting the estimate above is true in the range 1 < p < ∞, while for noncommutative martingales, it holds for p ≥ 2 only (for 1 < p < 2, one has to formulate the inequality in a different manner). Thus, it seems plausible to expect that the estimate (3.1) should indicate the necessary modifications of good-λ inequalities which need to be implemented in the noncommutative context.
Step 1. To gain some intuition about our approach, let us start with the commutative case. As we have already seen in the introductory section, a classical method (see [15] ) would rest on exploiting the estimate of the form
where x * N = sup 0≤n≤N |x n | is the maximal function of x. Here λ ranges from 0 to infinity, while α, β and δ are appropriately chosen positive parameters. Such an estimate, if true, implies
Multiplying throughout by λ p−1 and integrating over λ from 0 to ∞ yields an estimate equivalent to
Hence, if the parameters α, β and δ satisfy β −p > α, then we get the bound
which in turn gives the desired BG estimate
by virtue of Doob's maximal inequality; some further optimization over the parameters α, β and δ can be carried over, to ensure the optimal order of the constant: O(p 1/2 ) as p → ∞. Our first observation is that the inequality (3.2) is not a good starting point in the noncommutative situation. The fundamental obstacle is that if any version of it held true, then, performing an analogous argument as above (which involves summation rather than integration, as we shall see later), we must obtain the bound
However, this estimate fails to hold for 1 < p < 2 no matter what c p is (as we have already said, noncommutative Burkholder-Davis-Gundy inequalities are formulated differently in this range). This indicates that instead of (3.2), one should search for another classical good-λ-type inequality which is more suitable for noncommutative extensions. Motivated by the above calculation, we can impose the following (a little informal) requirement. Namely, such a good-λ-type estimate must contain in its formulation some sort of a threshold p 0 indicating that it yields L p -estimates in the range p 0 < p < ∞ only. Then in the classical case such a threshold would have to be set to be 1, while in the noncommutative situation one would be forced to take p 0 = 2.
Step 2. Such an alternative classical good-λ-type inequality is also contained in [15] . In Lemma 3.1 there, Burkholder established (a slight extension of) the following bound:
where λ and θ are arbitrary positive numbers and β = (1 + 2θ 2 ) 1/2 . Multiplying both sides by λ p−2 and integrating over λ from 0 to infinity, one gets
which, by the Hölder inequality, implies
Setting θ = p −1/2 , we see that β p = (1 + 2/p) p/2 < e < 3, which gives the Burkholder-Davis-Gundy estimate with the constant of optimal order O(p 1/2 ) as p → ∞. Obviously, (3.5) has the same deficiency as previously: any noncommutative version of it would yield a false inequality for 1 < p < 2. However, now it is clear how to modify the estimate: the threshold p 0 = 1 will increase to 2 if we square the appropriate terms on the left and on the right:
for some positive parameters β, θ to be specified. Indeed, the repetition of the above argument now yields Burkholder-Davis-Gundy inequality (3.1) in the range 2 < p < ∞ only. Thus, it seems promising to consider (3.6) as the right starting point for the noncommutative good-λ inequality.
Step 3. As we have already seen above, the size of the constants C p in (3.1) depend only on the values of the parameters involved in the good-λ inequality. Our next step is to search for a proof of the classical estimate (3.6) which would be easily transferable to the noncommutative realm: this will give us some additional hints on the shape of noncommutative good-λ estimates. It turns out that such a proof naturally splits into two parts: first one establishes a slightly stronger version of (3.6) and then deduces the desired bound by Chebyshev's inequality.
• An auxiliary bound. Consider the stopping time
with the standard convention that inf ∅ = ∞. Then for any n, we have S n−1 (x) < 1 on the set {µ = n} (we set S −1 (x) = 0) and hence (3.7)
n 1 {µ=n} . Furthermore, for any N > n, using the fact that x is a martingale, we have
Adding the above two simple observations, we get the estimate
where dx * N = sup 0≤n≤N |dx n |. Hence, summing over n, we finally obtain
This is precisely the auxiliary estimate. We turn to the second part of the proof.
• An application of Chebyshev's inequality. Obviously, the random variable S 2 N (x)− 1 1 {µ≤N } is positive (the reason for which we formulate this trivial observation is that the noncommutative counterpart of this statement will not be true in general). Consequently, Chebyshev's inequality yields, for any β > 1,
This is a form of the estimate (3.6) we would like to transfer to the noncommutative case: it could then be regarded as a noncommutative good-λ bound corresponding to the Burkholder-Davis-Gundy inequalities.
However, before we do this, let us check what constant we obtain with the use of this inequality. Applying the bound to the martingale x/λ, multiplying both sides by λ p−1 and integrating over λ gives
and hence
N , triangle inequality and Doob's maximal estimate finally yield
x N L p .
Setting β = 1 + 1/p, we obtain the constant of order O(p 1/2 ) as p → ∞. This is bad news: it is well-known (see [50] ) that in the noncommutative setting the optimal order is O(p). This proves that still some modification of (3.9) (and hence also (3.10)) is needed. An indication in the right direction is already contained in the above discussion. In the noncommutative situation there will be no reason for the (appropriate version of the) term S 2 N (x) − 1 1 {µ≤N } to be positive. A little thought and experimentation suggests considering the following variant of (3.9):
As we have already noted, in the classical case we have S N (x) ≥ 1 on {µ ≤ N }, and hence this new bound is weaker than (3.9). Applying Chebyshev's inequality gives, for any β > 1,
Repeating the above calculations shows that (3.11) implies Burkholder-Davis-Gundy inequality
for which the optimal choice β = p/(p − 2) returns the constant of order O(p). This indicates that (3.11) and (3.12) should indeed be the right noncommutative versions of good-λ inequalities.
3.2.
Noncommutative version of (3.11). Now we leave the context of BurkholderGundy inequality and, motivated by the above considerations, formulate the appropriate general version of the inequality (3.11) which will be applicable in the study of various bounds of the form
Until the end of this section, we assume that N is a fixed nonnegative integer, y = (y n ) N n=0 is a finite, self-adjoint martingale (with respect to some filtration), while x N and z N are self-adjoint operators. Consider the sequence R = (R n ) n≥−1 of projections associated with y, given by R −1 = I and, inductively,
Note that in the classical case the projection I − R N corresponds to the indicator function of the set {max 0≤m≤N y m ≥ 1} and thus it is closely related to the term
. Some elementary properties of R = (R n ) n≥−1 are enumerated below (see [25] ).
Lemma 3.1. The following statements hold true: (i) for each n ≥ 0, the projections R n belongs to M n ; (ii) for each n ≥ 0, the projection R n commute with R n−1 y n R n−1 ; (iii) for each n ≥ 0, we have R n y n R n ≤ R n .
The following assumption will play a key role in this paper. It concerns the structure of the operators which enable the effective functioning of the good-λ approach.
Definition 3.2. Let x N , y, z N and (R n ) n≥−1 be as above. The triple x N , y, z N is said to satisfy the good-λ testing conditions if we have
(ii) for each 0 ≤ k ≤ N and any projection P ∈ M k , τ P dy
Though these assumptions might look complicated and artificial, we will see in later sections that they are satisfied in all the relevant settings. For instance, if x = (x n ) N n=0 and y = (y n ) N n=0 are martingales such that dy
N is a majorant of the sequence dy 2 (i.e., we have z
However, there are other settings in which both the conditions are satisfied.
We will establish the following inequality. It is evident, at least optically, that this estimate can be regarded as a noncommutative analogue of (3.11): see the above interpretation of I − R N . Theorem 3.3. Suppose that the triple x N , y, z N satisfies the good-λ testing conditions. Then we have
Proof. We will first prove that for any 0 ≤ n ≤ N ,
(3.14)
To this end, note that
To see that the last passage is valid, we transform it into the equivalent estimate
According to the definition of R, we know that
These imply that (3.15) holds. Observe that by the commuting property of R (Lemma 3.1 (ii)), we have
and hence (3.14) follows. Combining this estimate with (ii) of good-λ testing conditions, we get
Consequently, using the fact that y is a martingale, we may write
Summing over n from 0 to N and exploiting (i) of good-λ testing conditions, we obtain
However, note that
Combining this chain with (3.16), we obtain
, which immediately yields the claim.
3.3. Noncommutative version of (3.12). As in the case of (3.13), we continue with the general setup of an arbitrary martingale y = (y n ) N n=0 and operators x N , z N satisfying the domination principles (i) and (ii) in Definition 3.2. We need additional projections, which will capture the behavior of the tails {S(x) ≥ β} in (3.12). For a fixed number β > 1, consider the family (Q n ) N n=0 given by Q −1 = I and, inductively,
The version of (3.12) can now be stated as follows.
Theorem 3.4. Suppose that the triple x N , y, z N satisfies the good-λ testing conditions. Then we have
Proof. As we have already seen above, in the classical case the assertion follows at once from Chebyshev's inequality. In the noncommutative setting, however, there are several technical issues which make the reasoning quite lengthy. We have decided to split the proof into a few intermediate parts.
Step 1. Fix n ∈ {0, 1, 2, . . . , N } and observe that by the very definition of Q n ,
By the properties of the projection R n , the operator d n := R n y n R n + I − R n is not bigger than I. Consequently,
Therefore, by Chebyshev's inequality,
We will analyze the terms I 1 and I 2 separately below.
Step 2. The analysis of the term I 1 is simple. Observe that by the martingale property of y,
This implies
The analysis of I 2 is more complicated. By the martingale property of y, we have, for any k ≥ n,
, by the commuting property of R (see Lemma 3.1 (ii)). Plugging this above, we see that
Therefore, by induction,
By the martingale property of y, we further get
Therefore, we have shown that
(by the tracial property, we removed one projection Q n−1 − Q n from the end of the last expression). This is the desired upper bound for I 2 .
Step 3. Let us plug the estimates (3.20) and (3.21) into (3.19) and then sum over n. First, by the tracial property, 22) and
.
ℓ=−1 (R ℓ − R ℓ+1 ), plug this above and change the order of summation, we obtain that the right-hand side of the above expression is equal to
Therefore, by the tracial property, we get
Plugging all these observations (3.22), (3.23) and (3.24) into (3.19), we obtain
It suffices to apply (3.13) to obtain the desired assertion.
3.4. Proof of moment estimates via good-λ inequalities. Equipped with the good-λ inequality (3.12), we are ready for the proof of general moment inequalities. As we have seen above, in the classical case the argument rests on a simple integration and application of Hölder's inequality. Here we proceed similarly, summing appropriately rescaled versions of (3.18), but we also have to implement some necessary modifications to address the issues which arise in the noncommutative setting.
As previously, we assume that y = (y n ) N n=0 is a finite martingale and x N , z N are given self-adjoint operators. We now introduce a class of auxiliary objects. For a fixed γ > 0, let (R γ n ) n≥0 be the sequence as previously, built on the martingale y/γ: that is, we have R Next, we consider the following modification introduced by Randrianantoanina [69] . Namely, for a fixed B > 1, n ≥ 0 and k ∈ Z, we set n (H)). The reason for the introduction of the family P is to ensure the monotonicity property with respect to both n and k. More precisely, note that for any fixed k, the projections (R B k n ) n≥0 are decreasing when n increases; however, there is no monotonicity if we fix n and change k. The new projections (P k . We will also use the auxiliary operator a
In the commutative case, we have a + N = k∈Z B k 1 {B k ≤max 0≤m≤N ym<B k+1 } and hence a can be regarded as a weak one-sided maximal operator of y. There is a symmetric version a − of a + , given by a
. The pair (a − , a + ) will control appropriately the martingale y, and hence it is enough to provide an efficient bound for these weak operators.
Here is one of the main results of the paper.
Theorem 3.5. Suppose that for any µ > 0, the triple (x N /µ, y/µ, z N /µ) satisfies the good-λ testing conditions. Then for any p > 2 we have
. Remark 3.6. In all the applications below, it will suffice to verify the testing condition for µ = 1; the case of general µ > 0 will follow at once by homogeneity argument.
Proof of Theorem 3.5. Let us apply the inequality (3.18) with β = B to obtain
We translate this inequality into the language of the projections P . The right-hand side is easy to handle: we have P
To deal with the left-hand side, write
Combining the above observations, we get τ P
which, by homogeneity (i.e., by replacing x N , y, z N with x N /B k , y/B k and z N /B k ), implies
Let us now multiply the above inequality by B kp and sum over k ∈ Z. Then the left-hand side of the obtained estimate is equal to B −p τ ((a + N ) p ); to compute the right-hand side, observe that
Thus we have established the estimate
, so the application of Hölder's inequality and triangle inequality yields
This is equivalent to saying that
Symmetrically, we obtain that
It remains to relate y N to a ± N . To this end, note that
Indeed, suppose that a nonzero vector ξ belongs to
From the very construction of the projections P and R, we infer that P
Thus ξ / ∈ I [B k ,∞) (y N )(H) which proves the aformentioned equivalence of the projection I [B k ,∞) (y N ). A similar argument shows that
This enforces the appropriate control of the
where in the last line we have performed a calculation similar to that in (3.29). Thus, exploiting (3.30) and (3.31), we arrive at
, where
we easily check that
. This is precisely the claim.
Some classical inequalities revisited
4.1. Burkholder-Gundy inequalities. The first application of the above approach concerns the noncommutative Burkholder-Gundy inequalities, which is the most fundamental result due to Pisier and Xu [67] in noncommutative martingale theory, where the best constants were investigated in [50] . We start with the simpler bound; for the sake of notational convenience, we denote the underlying arbitrary martingale with the letter y.
Theorem 4.1. For any p ≥ 2 and any finite self-adjoint martingale y = (y n ) N n=0 , we have the estimate
The order is optimal, even in the classical case.
Proof. For p = 2 the estimate holds with the constant 1, so we may assume that p > 2. Let
We now verify that the triple (x N , y, z N ) satisfies the good-λ testing conditions. Indeed, the second assumption (ii) is evident, since z 2 N ≥ dy 2 k for each k. Concerning the first condition (i), we check that
Therefore, the application of (3.27) is allowed; however, this estimate is precisely the claim, with
For the optimality of the order O(p), consult e.g. [19] or [50] .
We turn our attention to the reverse estimate. 
Proof. Here we will need to embed M into a larger von Neumann algebra in order to represent the square function of x as a modulus of a certain self-adjoint martingale y (which, in turn, will enable us to use the machinery developed above). Consider the larger algebra N = M N +2 ⊗M equipped with the standard tensor trace (which will be denoted by ν), where M N +2 is the algebra of (N + 2)× (N + 2) matrices with the usual trace. This larger algebra can be viewed as (N + 2) × (N + 2)-matrices with entries belonging to M. We now introduce another sequence (y n ) N n=0 , this time with terms in the larger algebra, given by
Here e i,j are the standard units of M N +2 . This is a self-adjoint martingale with respect to the filtration (M N +2 ⊗ M n ) N n=0 . Furthermore, it is easy to see that y 2 n ≥ e 11 ⊗ S 2 n (x), and hence also |y n | ≥ e 11 ⊗ S n (x); thus, the analysis of the tail of S N (x) can be deduced from that of the tail of y N . We will also need to transfer the martingale x into the context of the larger algebra N . To this end, we consider the process x defined by d x n = (e 1,1 + e k+2,k+2 ) ⊗ dx n . Then x is an adapted martingale, with the explicit formula given by
. We shall verify that ( x N , y, z N ) satisfies the good-λ testing conditions. First, observe that dy
2 for each n and hence the first assumption (i) is satisfied. Indeed,
which, by the martingale property of x, is equal to
Furthermore, the second assumption (ii) is also satisfied. Since the map t → t
2/p
is operator-monotone, we easily see that z
2 for each k, and hence also z 2 N ≥ dy 2 k for all k; the latter bound clearly yields the validity of (ii). Since the triple ( x N , y, z N ) satisfies the good-λ testing conditions, we may apply the inequality (3.27) and obtain
By interpolation, we have the following estimate (see also Junge and Xu [50] ):
Similar to (4.1), we obtain that
which combined with the previous bound finally gives
This yields the desired estimate. The sharpness of the order follows from [50] .
4.2.
Inequalities for martingale transforms. Our approach immediately yields the L p boundedness for martingale transforms in the range 1 < p < ∞. It was originally proved by Randrianantoanina [69] . Theorem 4.3. Suppose that x = (x n ) n≥0 , y = (y n ) n≥0 are self-adjoint martingales such that for each n ≥ 0 we have dy n = v n dx n where v = (v n ) n≥0 is a sequence with values in [−1, 1] . Then for any 1 < p < ∞ there is a finite constant
Both orders are optimal, as they are already optimal in the classical case.
Proof. For p = 2, the inequality holds with the constant 1. Suppose that p > 2. n for all n and hence a calculation from the previous subsection shows that the triple (x N , y, z N ) satisfies the good-λ testing conditions. Therefore, the estimate (3.27) and (4.1) give
Note that the above constant is of order O(p) as p → ∞. By duality, we obtain the corresponding bound in the range 1 < p < 2, with the constant of the order O((p − 1) −1 ) as p → 1. Let us briefly remark here that standard interpolation argument allows to remove the blow-up of the constant as p → 2. In the classical case, the optimal choice for C p is equal to max{p − 1, (p − 1) −1 } (see [18, 19] ); this yields the optimality of the order above.
Noncommutative Stein and dual Doob inequalities.
Here is our next application. They can be respectively found in [67] and [47] . 
where C p is of the order O((p − 1) −1 ) as p → 1 and O(p) as p → ∞. Furthermore, if 1 ≤ p < ∞ and u n are positive, then
where C p is of order O(p 2 ) as p → ∞. All the orders are the best possible.
Proof. We start with dual Doob's inequality (4.3). As in the context of BurkholderGundy inequalities, we start with an appropriate modification of the von Neumann algebra which enables to fit the above setting into the framework of Section 3. Let (Ω, F , P) be a classical probability space and let ε 0 , ε 1 , ε 2 , . . ., ε N be a sequence of independent Rademacher variables. Consider the algebra
We equip N with the usual tensor trace ν and the filtration (N n )
, where F n stands for the σ-field generated by the variables ε 0 , ε 1 , ε 2 , . . ., ε n . Consider the operator
and the sequence y = (y n ) N n=0 uniquely determined by
for k = 0, 1, 2, . . . , N . Clearly, the sequence y is a martingale with respect to (N n ) N n=0 . Let us verify that the triple (x N , y, z N ) satisfies the good-λ testing conditions. Observe that
where E k is the conditional expectation associated with the subalgebra N k . Consequently,
in the light of (4.4). We can split the latter expression into two parts:
which is the condition (i). Concerning the assumption (ii), we check that for any projection P ∈ N k , ν P dy
as desired. Therefore, the inequality (3.27) gives (4.5) ||y N || L p (N ) ≤ 12p
for any p > 2. We verify directly that
, by interpolation. Combining these observations with (4.5) gives the desired dual Doob's inequality (4.3) with the constant of the order O(p 2 ) as p → ∞. It remains to handle (4.2). For p = 2 there is nothing to prove, the estimate holds with the constant 1, since |E n (u n )| 2 ≤ E n (|u n | 2 ). For p > 2, we deduce the inequality (4.2) immediately from Doob's estimate (apply (4.3) to the positive sequence (|u n | 2 ) N n=0 and use the estimate |E n (u n )| 2 ≤ E n (|u n | 2 ) again). The case p < 2 of (4.2) follows at once by duality. As in the case of martingale transforms, an easy interpolation argument allows to remove the blow-up of the constant as p → 2. For the optimality of the orders of the constants in (4.2) and (4.3), we refer the reader to [49] .
Noncommutative tangent sequences, improved Doob's inequality and a certain class of Schur multipliers
The final part of the paper contains further very interesting applications of the good-λ method. Namely, we will study certain novel estimates for tangent sequences, which later will be connected to an enhanced Doob's inequality and the construction of a certain class of Schur multipliers. Let us start with the formal definition of tangency. In the classical case, this concept was originally introduced by Kwapień and Woyczyński in [55] ; we propose the following noncommutative extension.
Definition 5.1. Two adapted sequences a = (a n ) n≥0 and b = (b n ) n≥0 are said to be tangent if for any bounded Borel function ϕ we have
It is not difficult to see that if the sequences a, b in the above definition consist of self-adjoint terms only, then (5.1) is equivalent to saying that for any λ ∈ R we have the equality
In the classical setting, the above condition amounts to saying that for any n, the conditional distributions of a n and b n with respect to the algebra M n−1 coincide. However, we would like to emphasize here that our definition makes sense also in the case when a, b contain some non-self-adjoint operators. Tangent sequences have played an important role in the classical probability theory. They are in close connection to the so-called decoupling technique (i.e., comparison of the size of a given probabilistic object with its version in which some components have been replaced with independent copies), which has been exploited extensively in the literature. We shall mention here several relevant works. The paper of McConnell and Taqqu [58] contains the applications to multilinear forms and double stochastic integrals, while the results of Hitczenko [32, 33, 35] , Kwapień and Woyczyński [55] , Osękowski [63] and Zinn [77] concern estimates for tangent martingales and sums of positive random variables (with or without certain additional assumptions of the sequences). For further extensions, consult the papers [1, 26, 30, 31, 40] on U -statistics, and the articles [57] for applications of decoupling to Malliavin calculus. We should also mention here the papers of Cox, van Neerven, Veraar and Weis [24, 60, 61, 62] on stochastic integration in Banach spaces which also depend heavily on decoupling and tangent sequences. Finally, we would like to refer the interested reader to the extensive monographs of de la Peña and Giné [27] and Kwapień and Woyczyński [56] for more on the subject.
Before we proceed to the description of our results, let us present two noncommutative examples concerning the tangency condition. We will also encounter an interesting example in the proof of Theorem 5.4 below.
Example 5.2. Suppose that (u n ) n≥0 is a predictable sequence of operators (i.e., for each n the operator u n belongs to M n−1 ). Let (ξ n ) n≥0 , (ξ n ) n≥0 be two tangent sequences of classical random variables on some probability space (Ω, F , P), adapted to a given filtration (F n ) n≥0 . Then the sequences (ξ n ⊗ u n ) n≥0 and (ξ n ⊗ u n ) n≥0 (considered on the tensor von Neumann algebra N = L ∞ (Ω, F , P)⊗M equipped with the tensor trace and the filtration (L ∞ (Ω, F n , P)⊗M n ) n≥0 ) are tangent.
Example 5.3. Our next construction will have more "noncommutative" flavor. Let N be a positive integer and let M = M N be the algebra of matrices of dimension N × N equipped with the usual trace τ = Tr. We consider the following filtration
, studied by Junge and Xu in [50] : for each n,
A is an n × n matrix, placed in the upper left corner}.
(For n = 0, M n is just the trivial algebra {µI : µ ∈ C}). The associated conditional expectations (E n ) N n=−1 act as follows. We have E −1 = E 0 and, for each k = 0, 1, . . . , N and a = (α i,j ) 1≤i,j≤N ∈ M, E k a is a matrix whose upper-left corner of dimension k × k coincides with that of a, the remaining part of the main diagonal is occupied by the numbers (α k+1,k+1 + α k+2,k+2 + . . . + α N,N )/(N − k), and all the other entries are zero.
For any k = 1, 2, . . . , N , let A k = (c i,j ) 1≤i,j≤k−1 be a Hermitian matrix of dimension (k − 1) × (k − 1) and, for i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , k − 1}, let λ i,j be some fixed complex numbers. Finally, let α 1 , . . ., α N , β 1 , β 2 
(here and below, we use the convention that all blank entries are zero). Then 
for any polynomial P . Since a k , b k are bounded, this yields the tangency condition.
There is a natural question whether the tangency assumption implies certain estimates for the sequences involved. Motivated by the commutative comparison results obtained by Burkholder [18, 19] , Hitczenko [32, 33, 35] , Kwapień and Woyczyński [55] and [56] , Osękowski [63] and Zinn [77] , we will study this problem in two cases: when the sequences under investigation are noncommutative martingale difference sequences or adapted positive operators. Then we will present some interesting applications of the results obtained. We split the remaining part of this section into four parts.
Martingale inequalities.
Suppose that x = (x n ) n≥0 , y = (y n ) n≥0 are selfadjoint martingales with tangent difference sequences. Consider the following two problems.
(A) Does there exist a universal constant C such that the weak type estimate
holds true? (B) Given 1 < p < ∞, does there exist a finite constant C p depending only on p for which we have the inequality
In the classical setting, the answer to both (A) and (B) is positive: see e.g. Kwapień and Woyczyński [55, 56] and Osękowski [63] . Our first result here is somewhat surprising and shows that in the noncommutative realm the answer to (A) and to a part of (B) is negative.
Theorem 5.4. The weak-type inequality and the L p estimate (1 < p < 2) do not hold in general for tangent martingales.
Proof. Let N be a large positive odd integer and assume that ε 1 , ε 2 , . . ., ε N are independent Rademacher variables on some (classical) probability space (Ω, F , P). Suppose further that for each n ≥ 0, F n is the σ-algebra generated by ε 1 , ε 2 , . . ., ε n (with the convention F 0 = {∅, Ω} and F n = F if n > N ). Consider the algebra M = L ∞ (Ω, F , P)⊗M N +1 equipped with the tensor product trace, where, as usual, M N +1 stands for the algebra of (N + 1) × (N + 1) matrices with the usual trace. Introduce the filtration M n = L ∞ (Ω, F n , P)⊗M N +1 , n = 0, 1, 2, . . .. Finally, consider the sequences dx = (dx n ) n≥0 , dy = (dy n ) n≥0 given by dx n = ε n ⊗ (e 1,n+1 + e n+1,1 ) and dy n = ε n ⊗ (e 11 + e n+1,n+1 ), n = 1, 2, . . . , N . For remaining n, we let dx n = dy n = 0. It is obvious that dx and dy are martingale differences, and we will check now that the tangency condition is satisfied. To this end, observe that for each n, if k is an even integer, then we have
and hence E n−1 (dx
On the other hand, if k is odd, then we have dx k n = dx n and dy k n = dy n , so E n−1 (dx k n ) = 0 = E n−1 (dy k n ). Consequently, we see that for any polynomial P we have E n−1 (P (dx n )) = E n−1 (P (dy n )).
Since dx n and dy n are bounded, the above equality holds if P is replaced by any Borel function ϕ, so x and y are tangent. Directly from the definition of dx and dy, we compute that
which implies
and τ (I [1,∞) (|y N |)) = N + 1 (here we use the assumption that N is odd: this guarantees that the entry in the upper-left corner of |y N | is at least 1). On the other hand, we have
To derive the trace of |x N |, note that
where P 1 , P ε are the projections onto the one-dimensional spaces spanned by (1, 0, 0, . . . , 0) and (0, ε 1 , ε 2 , . . . , ε N ), respectively. These spaces are orthogonal, so |x N | = √ N (P 1 + P ε ) and hence τ (|x N |) = 2 √ N . We have thus obtained that However, we will prove that in the range 2 ≤ p < ∞ the L p -inequality for tangent sequences does hold true. Actually, we will show a much stronger statement, which is of independent interest and is motivated by the following result obtained by Osękowski in [63] . Suppose that p ≥ 2 is a fixed number and x = (x n ) n≥0 , y = (y n ) n≥0 are commutative L p -bounded martingales satisfying
for each n. Then we have the moment estimate
The good-λ approach developed in the previous sections will enable us to establish the following stronger version of this result in the noncommutative setting.
for some constant C p of order O(p) as p → ∞. The order is already the best possible for tangent martingales in the commutative case.
Before we turn to the proof, we make three important observations. Remark 5.6. (i) The inequality (5.4), with the worse constant of order O(p 2 ) as p → ∞, can be immediately deduced from the noncommutative version of Burkholder-Rosenthal inequality (see [49] , [77] ): indeed, directly from (5.3) we infer that
Here (s n (x)) n≥0 stands for the conditional square function of x, while the symbol "A B" means that the ratio A/B is bounded from above by a universal constant. It is worth stressing that this type of argument cannot yield the sharp version of (5.4) (i.e., with the linear growth of C p with respect to p) even in the commutative case. Indeed, exploiting the best orders of constants in Burkholder-Rosenthal inequality (see [34] ), one gets the non-optimal order O(p √ p/ log p) above.
(ii) By Theorem 5.4, the above result cannot hold in the range 1 < p < 2.
(iii) The statement above is indeed stronger than the aforementioned result from [63] , since in (5.3) we require only the domination of p-th norms of dx over the p-th norm of dy (instead of the estimates on "conditional p-th moments" as in (5.2)). The argument used in the proof of our next result, Theorem 5.7, will depend heavily on this weaker assumption (see (5.8) ). . Then (x N , y N , z N ) satisfy the good-λ testing condition: this is almost word-by-word repetition of the arguments appearing in Subsections 4.1 and 4.2 above (note that to check (i), we only need the martingale property of x, y and the condition E n−1 (dy 2 n ) ≤ E n−1 (dx 2 n ) for each n). Consequently, by Theorem 3.5, we obtain (5.5) ||y N || p ≤ 12p
It remains to observe that the assumption dy n p ≤ dx n p , n = 0, 1, 2, . . ., combined with interpolating estimate (4.1), implies
Plugging this into (5.5) gives the desired inequality. The order C p = O(p) is already optimal for tangent martingales in the commutative setting, which can be extracted from the examples of Burkholder [18] . Namely, for any c < p − 1 there is an integer N with the following property. If ε 0 , ε 1 , ε 2 , . . ., ε N are independent Rademacher variables, then there exists a sequence (v n ) N n=0 which is predictable with respect to the filtration generated by (ε n ) Theorem 5.7. Let 1 ≤ p < ∞ and suppose that u = (u n ) n≥0 , v = (v n ) n≥0 are tangent sequences of positive operators. Then
The order is optimal, as it is already the best in the classical case.
Proof. Let ε 0 , ε 1 , ε 2 , . . . be independent Rademacher variables on some probability space (Ω, F , P). We will work with the extended algebra N = L ∞ (Ω, F , P) ⊗ M, equipped with the tensor trace and the filtration (L ∞ (Ω, F n , P) ⊗ M n ) n≥0 (where (F n ) n≥0 is the filtration generated by the Rademacher sequence). We will consider the cases 1 ≤ p < 2 and p ≥ 2 separately. In the first case, we consider the martingale difference sequences
on the extended algebra. By Burkholder-Gundy inequality, we get
for some constant C ′ p . Observe that for each n we have, by tangency,
, for some C ′′ p , which combined with (5.7) gives the claim. Clearly, this proof works for all p, but it yields too large constant when p approaches infinity. The following argument produces the correct order. Suppose that p ≥ 2. We start with the observation that by the triangle inequality,
and hence it is enough to provide an appropriate upper bound for the second term on the right. Note that by tangency, (v n − u n ) n≥0 is a martingale difference sequence.
Let dx n = 2ε n ⊗ u n and dy n = 1 ⊗ (v n − u n ), n = 0, 1, 2, . . .; these operators are martingale differences on N . We have the estimate
. Furthermore, exploiting the tangency and the triangle inequality again,
Therefore Theorem 5.5 yields
It remains to note that
. For the sharpness of the linear order in the classical setting, consult [33] .
Remark 5.8. A careful inspection shows that the tangency assumption can be relaxed in the above theorem. Namely, if p ≥ 2, then the inequality (5.6) holds true if the sequence (u n ) n≥0 consists of positive operators and (v n ) n≥0 consist of self-adjoint operators satisfying E n−1 (v n ) = E n−1 (u n ) (which guarantees that (v n −u n ) n≥0 is a martingale difference sequence) and E n−1 (v 2 n ) ≤ E n−1 (u 2 n ), v n p ≤ κ u n p for each n = 0, 1, 2, . . .. (Then the constant changes from C p to C p κ).
5.3.
A refinement of Doob's inequality. The purpose of this short subsection is to present the following striking version of noncommutative Doob's inequality. Theorem 5.9. Suppose that (u n ) N n=0 is an adapted sequence of positive operators. Then for 1 ≤ p < ∞ we have
The order is optimal, as it is already the best possible in the commutative setting.
Remark 5.10. If we drop the assumption of the adaptedness of (u n ) N n=0 , then the optimal order rises to O(p 2 ): see [47] and [50] . It is also worth noting here that in the classical case, in both adapted and non-adapted settings, the sharp constant is c p = p (see Wang [76] ).
Proof of Theorem 5.9. If 1 ≤ p ≤ 2, then the estimate follows from the noncommutative analogue of Doob's inequality. Suppose that p ≥ 2. Consider the auxiliary sequence v n = 2E n−1 (u n ) − u n . It consists of self-adjoint operators. Furthermore, for any n = 0, 1, 2, . . . , N we have
Consequently, by Remark 5.8, we get that
for some constant C p depending linearly on p as p → ∞. Consequently, by the triangle inequality,
The optimality of order in the classical case follows from the paper of Wang [76] already mentioned above. This completes the proof.
5.4.
Application to Schur multipliers. Finally, we turn our attention to classical objects in matrix theory, the so-called Schur multipliers. We start with recalling some basic definitions. The Schatten p-classes, denoted by S p , are the noncommutative L p -spaces associated with the von Neumann algebra B(ℓ 2 ) with the usual trace τ = Tr. We will mostly work with the finite-dimensional version of Schatten classes, denoted by S The investigation of infinite matrices m corresponding to Schur multipliers on S p has gained a lot of interest in literature. While the full characterization of such a class seems to be hopeless, much work has been done to construct examples and/or to provide such a characterization if m enjoys some additional geometrical structure (e.g., m is a Toeplitz or a Hankel matrix): see for example Aleksandrov and Peller [3] , Bennett [12] , Bourgain [13] and Pisier [66] .
We will show that our estimates for tangent martingales can be used to provide some information in this context as well. We will work under the assumption that the multipliers are zero-one matrices (in such a case, sometimes m are referred to as Schur projections [28, 29] ). We will need two simple yet crucial facts. First, it is easy to see that we have the following localization principle: In our considerations below, we will require some basic facts about the upper triangular projection T . This operator acts on infinite matrices a = (a ij ) i,j≥1 by the formula (T a) i,j = a ij if i ≤ j, 0 otherwise.
It is well-known that for each 1 < p < ∞, T is bounded on the Schatten p-class and we have T S p →S p = O(p) as p → ∞ and T S p →S p = O((p − 1) −1 ) as p → 1 (see [54] ).
The following statement is the main result of this subsection. Proof. We start with some reductions. By (5.10), it is enough to prove the claim for p ≥ 2. Next, we may assume that the entries on the main diagonal of m are equal to 1: indeed, a general multiplier as in the statement can be decomposed into Since an arbitrary operator a ∈ S p N can be decomposed into its self-adjoint and skew-symmetric parts, whose L p -norms do not exceed a p , it suffices to prove that for any self-adjoint a ∈ S p N we have m * a p p a p . Now we will use the notation introduced in Example 5.3 above. Given a self-adjoint operator a ∈ S p N , let (a n ) N n=0 = (E n a) N n=0 be the associated martingale. Then we have a 0 = da 0 = τ (a)I and for any k = 1, 2, . . . , N , the difference da k is of the form
for some complex numbers λ k,1 , λ k,2 , . . ., λ k,k−1 and some real numbers α k , β k satisfying α k + (N − k)β k = 0. Since γ k := −1 + 2m k ∈ {−1, 1}, it follows from the reasoning in Example 5.3 that the sequence (db k ) N k=0 , given by db 0 = da 0 and A crucial observation, which links m, t and the triangular projection T , is the identity m * t(A) = t(T (A)). Since adding a row/column of zeros does not change the norm, we have t(A) S p = A S p . Consequently, we see that m S p →S p ≥ t • T S p →S p = T S p →S p = O(p) as p → ∞. This completes the proof.
