With the advent of 5G technology, we are witnessing the development of increasingly bandwidth-hungry network applications, such as enhanced mobile broadband, massive machine-type communications and ultra-reliable low-latency communications. Software Defined Networking (SDN), Network Function Virtualization (NFV) and Network Slicing (NS) are gaining momentum not only in research but also in IT industry representing the drivers of 5G. NS is an approach to network operations allowing the partition of a physical topology into multiple independent virtual networks, called network slices (or slices). Within a single slice, a set of Service Function Chains (SFCs) is defined and the network resources, e.g. bandwidth, can be provisioned dynamically on demand according to specific Quality of Service (QoS) and Service Level Agreement (SLA) requirements. Traditional schemes for network resources provisioning based on static policies may lead to poor resource utilization and suffer from scalability issues. In this article, we investigate the application of Reinforcement Learning (RL) for performing dynamic SFC resources allocation in NFV-SDN enabled metro-core optical networks. RL allows to build a self-learning system able to solve highly complex problems by employing RL agents to learn policies from an evolving network environment. In particular, we build an RL system able to optimize the resources allocation of SFCs in a multi-layer network (packet over flexi-grid optical layer). The RL agent decides if and when to reconfigure the SFCs, given state of the network and historical traffic traces. Numerical simulations show significant advantages of our RL-based optimization over rule-based optimization design.
I. INTRODUCTION
Traditional network architectures are ill-suited to meet the requirements of today's enterprises, carriers, and end users. In particular, with the development of new technologies such as 5G, the need of more flexible networks and better tools to configure them is urgent. SDN, NFV, and NS are three of these important tools capable of increasing the flexibility of a network and reduce its costs.
After more than ten years of research and development, SDN is finally going mainstream. As Dr. G. Parulkar said: Thanks to SDN, disaggregation and open networking, we have the opportunity to reinvent the most important The associate editor coordinating the review of this manuscript and approving it for publication was Gaurav Somani . infrastructure of the society. 1 SDN is a network paradigm that decouples network device hardware from the control decisions. Therefore, the network intelligence is logically centralized in software-based controllers (the control plane), and network devices become simple packet forwarding devices (the data plane) that can be programmed via open interfaces [1] .
NFV is the paradigm of moving Network Functions (NFs) from dedicated hardware appliances to software-based applications running on commercial off-the-shelf equipment [2] . These Virtual Network Functions (VNFs) provide many benefits to the telecommunications industry such as openness of platforms, scalability and flexibility, shorter development cycles and reduced Capital Expenditure (CapEx) and Operating Expenditure (OpEx) [3] . This new technology made the implementation and management of SFC possible and easy. An SFC is a set of multiple VNFs of different types, crossed by a traffic flow in a specific order, so to provide a specific service.
NS is an approach to network operations based on the concept of network abstraction and virtualization, which provides programmability, flexibility, and modularity to traditional networks. It is a well known concept since a long time, but recently revamped for the implementation of 5G standard for mobile communications. It can be applied both to wireless and fixed network architectures [4] . The physical topology is divided into multiple independent virtual networks (VN) called network slices (or slices). Within a single slice, the whole set of network resources can be allocated dynamically on demand according to specific QoS and SLA requirements, but also keeping track of other parameters that customers are not concerned with, but infrastructure providers are, such as power consumption of network devices.
While on the one hand, SDN, NFV and NS bring many benefits, on the other there are some critical aspects to consider: first of all, the allocation of network resources. Provisioning the resources to a network slice, such as the one related to an SFC, means managing a multi-layer network composed by: service, IP/MPLS and optical transport layer. Considering Fig. 1 , given a request to provision an SFC, we must consider the availability of resources on the three network layers, such as: 1) computing resources in the service layer, e.g. processing and memory; 2) bandwidth in the IP/MPLS layer; 3) and finally optical resources in the transport layer, e.g. fibers and wavelengths. This task can be performed either statically or dynamically. In static slicing, a fixed set of resources is allocated to an SFC for its entire lifetime. This implies that the allocated resources should support the peak service requirements. In dynamic slicing, the amount of resources FIGURE 1. Multi-layer network model. We show the general framework of the multi-layer network considered in this work, along with an example of how two SFCs are mapped into the service, IP/MPLS and optical network layer. allocated to an SFC varies according to the actual service needs [5] .
In this work, we introduce a novel method based on Reinforcement Learning (RL) for performing dynamic SFC resources allocation in NFV-SDN enabled metro-core optical networks. As shown in Fig. 1 , an SFC is composed of an ordered sequence of VNFs. Therefore, given a set of SFC provisioning requests and their QoS requirements, the proposed method finds the optimal positioning of the VNFs in the service layer and allocates the network resources of the IP/MPLS and optical layer, respectively. Furthermore, in order to meet the SFC traffic variation over time, it dynamically predicts if and when to reconfigure the SFCs that no longer meet the required QoS criteria. Each reconfiguration implies an availability penalty on the service as it requires a temporary service interruption to allow for VNF migration and/or network resource re-allocation.
Thus, the mechanism presented here can be seen as a way of optimizing the spending of reconfiguration tokens over the span of a day. The proposed RL-based algorithm aims to distribute the spending of these tokens over the day in order to minimize the blocking probability of traffic requests finding the best action in the trade-off between availability and performance.
We have chosen as a use case the metro-core network architecture proposed by the Metro-Haul European project [6] , which is based on NFV-SDN network elements.
The paper is organized as follow: Section II presents related works. Section III provides a primer on reinforcement learning. Section IV introduces the complete reinforcement learning environment for NFV-SDN networks. Section V describes the Metro-Haul network topology and the dataset used for this work. Numerical results are reported in Section VI. Section VII presents a discussion on a real-world deployment of the proposed methodology. Finally, conclusions are presented in Section VIII.
II. RELATED WORK
The problem of VNF placement for NS and traffic routing for SFC provisioning has been subject to deep investigation in the last years, especially in static settings, such as under a static traffic assumption. Reference [5] proposed an optimization model for the minimization of wavelength-resource usage during a defined period of time. For each experiment they randomly placed the VNFs in the network and inject traffic according to a day/night profile. Every time this traffic profile changes (12 hours), the Mixed Integer Linear Programming (MILP) is rerun and the network is reconfigured. In [7] the authors developed algorithms for VNF placement and traffic routing with protection on a single node and link. They performed end-to-end protection and compared the results with an unprotected case. Their model aimed at the minimization of the number of active nodes where a VNF is placed, which is an indicator of CapEx and OpEx costs. In [8] the authors proposed a context-free formalization of SFC concept and presented a Mixed Integer Quadratically Constrained Model (MIQCP) for the optimal placement of VNFs and SFCs. They dealt for the first time with a formal modelling of service chaining problem, which finds the placement of VNFs and chains them together considering resource limitation of the network. Authors in [9] designed an algorithm to jointly place VNFs and route traffic between them. They organized the problem in smaller sub-problems (one per VNF in the requested chain) that are solved successively and aggregated to compose the overall chain placement. Authors in [10] dealt with the problem of SFC mapping with multiple SFC instances to minimize network resource consumption. They proposed an ILP, a column-generation-based ILP (CG-ILP), and a two-phase column-generation-based model (2PhMod) to solve this problem. Also some heuristic algorithms for VNF placement have been already proposed, as in [11] .
In [12] , the authors proposed an algorithm for dynamic VNF placement for SFC provisioning in a metro network. At each time instant, a certain number of users request a specific SFC, and based on the current condition of the network, VNFs are placed in order to minimize the blocking probability. The algorithm performed VNF placement in such a way that the bandwidth requirements of links, computational requirements of the NFV-nodes and latency requirements of requested SFCs are satisfied, and wavelength continuity at each node is enforced. Authors of the work in [13] provided an on-line algorithm for VNF scaling to dynamically provision network services in a datacenter network. In [14] a Mixed Integer Programming formulation and a heuristic algorithm are provided to dynamically provision SFC, again in a datacenter network, where an appropriate resource management is done based on number of users requesting SFCs. The authors of [15] considered dynamic SFC provisioning for two types of users in the network, new users and existing users that can change location in the network and change their requested SFC. So, they proposed at first an ILP model for service provisioning with the objective to maximize the profit of the service provider; then, to reduce time complexity, they provided a more scalable model based on column generation [16] .
With the advances of communication network technologies, the network environment becomes more complicated and dynamic, which makes it hard to be managed and controlled. RL methods provides an efficient way to design software models that can learn and adapt to the dynamic network resource allocation from past observations. The authors in [17] proposed a deep RL algorithm for QoS and Quality of Experience (QoE) aware SFC in NFV-enabled 5G systems. Typical QoS metrics are bandwidth, delay and throughput. The evaluation of QoE normally involves the end-user's participation in rating the service based on direct user perception. The authors quantified QoE by measurable QoS metrics without end-user involvements, according to the Weber-Fechner Law (WFL) [18] and exponential interdependency of QoE and QoS hypothesis [19] . These two principles actually define a non-linear relationship between QoE and QoS. The system state represents the network environment including network topology, QoS/QoE status of the VNF instances, and the QoS requirements of the SFC request. The Deep Q-Learning (DQL) agent selects certain direct successive VNF instance as an action. The reward is a composite function of the QoE gain, the QoS constraint penalty, and the OpEx penalty. A DQL based on Convolutional Neural Networks (CNNs) is implemented to approximate the action-value function. The authors in [20] reviewed the application of a DQL framework in two typical resource management scenarios using NS. For radio resource slicing, the authors simulate a scenario containing one single Base Stations (BS) with different types of services. The reward can be defined as a weighted sum of spectrum efficiency and QoE. For priority-based core NS, the authors simulated a scenario with 3 SFCs demanding different computational resources and waiting time. The reward is the sum of waiting time in different SFCs. Simulation results in both scenarios showed that the DQL framework could exploit more implicit relationships between user activities and resource allocation in resource constrained scenarios, and enhance the effectiveness and agility for NS.
A. PAPER CONTRIBUTION
In our previous work [21] , we introduced our proposed machine-learning-based methodology to optimize decisions of mobile-metro-core network orchestration systems. The purpose of this paper is to realize an RL-based system capable of optimizing the dynamic allocation of resources to SFCs in a NFV-SDN enabled metro-core optical network.
Multi-layer network optimization is known to be a difficult task, especially if we are in conditions where network traffic changes over time. The intelligence lies in achieving an optimization task that takes into account the past history of network configurations, instead of implementing thus optimization and resource allocation only based on the current status. To achieve this goal, we have implemented a reinforcement learning system able to learn if and when to perform reconfigurations of SFCs.
Reinforcement learning is an approach to machine-learning that trains algorithms using a system of positive and negative rewards. An RL algorithm, or agent, learns how to perform a task by interacting with its environment. The interaction is defined in terms of specific actions, observations and rewards. As we can see from Fig.2 , an agent performs an action at time t based on the reward and state (or observations) obtained by the environment. The action performed by the agent will produce another state of the environment and a reward at a time t + 1 and so on.
We have addressed the problem as follows: 1) We have built a multi-layer optimization model formulation based on MILP that, given a set of SFC requests, finds the optimal VNF placement and Routing and Wavelength Assignment (RWA). The objective function of the MILP aims at maximizing the number of successfully routed SFCs, while minimizing: reconfiguration penalty, blocking probability and power consumption of network elements (see Appendix). We encoded the MILP inside an RL system making it as an environment. 2) Together with the MILP environment, we developed the reward function and the agent that decides: 1) which SFC to reconfigure and how to reconfigure it (i.e. migration, scaling-up or down, etc.) and 2) when to perform the reconfiguration. Each SFC has a maximum number of reconfigurations (or tokens) that can be performed, which depends on the QoS requirements. Therefore, the agent learns how best to pace the SFC reconfiguration to minimize the blocking of traffic requests. 3) We tested the proposed system with real traffic traces that represents the mobile traffic of Milan urban area, in Italy. Moreover, we have used as reference the metro-core network architecture proposed by the Metro-Haul European project [6] , which is based on NFV-SDN network elements. In the next section, we will introduce the background knowledge on reinforcement learning.
III. PRIMER ON REINFORCEMENT LEARNING
Reinforcement learning, in the context of artificial intelligence, is an approach to machine-learning that trains algorithms using a system of positive and negative rewards. Contrary to what happens with the supervised and unsupervised machine-learning algorithms, in RL we do not have training, validation and test set of data. A reinforcement learning algorithm, or agent, learns how to perform a task by interacting with its environment. The interaction is defined in terms of specific actions, observations and rewards. As we can see from Fig.2 , an agent performs an action at time t based on the reward and state (or observations) obtained by the environment. The action performed by the agent will produce another state of the environment and a reward at a time t + 1 and so on. For example, an agent could be a self-driving car or a program playing chess, and it receives a positive reward depending on how it performs, such as driving to destination safely or winning a game. Conversely, the agent receives a negative reward for performing incorrectly, such as going off the road or being checkmated. The goal of these two examples is to maximize the reward in order to make no accidents and to win the chess game respectively. Considering Fig.2: 1) The Agent is the intelligence of the whole system.
It implements an algorithm able to learn how to perform actions at each time-step t, maximizing the received reward.
2) The Reward function represents the goodness of the action taken by the agent. It is high if the agent has made a correct action, low otherwise.
3) The Environment represents the problem to solve. Consequently to the action performed by the agent, it provides a new observation that describes the state of the environment.
The advantages of this approach are manifold. Firstly, it allows to solve complex tasks from unprocessed input data. Secondly, it allows an Artificial Intelligence (AI) program to learn without a programmer spelling out how an agent should perform the task. Both these aspects are fundamental in the development of optimization algorithms for multi-layer networks as they work with a large amount of heterogeneous data that evolves over time. In Section IV, we will see how to apply this approach to optimize the resource allocation of a multi-layer telecommunication network.
IV. REINFORCEMENT LEARNING for Dynamic Multi-layer RESOURCE ALLOCATION
The objective of this work is to develop a learning system based on RL and MILP in order to dynamically optimize SFCs placement and the resources allocation in a multi-layer network. As described in Section III, to build an RL system we need to define several components such as: the environment (including the set of observations), the reward function and the agent.
A. NETWORK ENVIRONMENT
The environment, namely network environment, consists of a multi-layer model. Its formulation is based on MILP that, given a set of SFC requests, finds the optimal VNF placement and RWA. The objective function of the MILP aims to maximize the number of successfully routed SFCs, minimizing: reconfiguration penalty, blocking probability and power consumption of network elements (see Appendix for more details). As shown in Fig. 1 Fig. 3 , the agent, namely Network Agent, is a Deep Neural Network (DNN) that takes as input the state of the environment S(t) and the result of the reward function R(t). As output, the agent decides if one or more SFCs need to be reconfigured. This decision is performed by means of an action A(t) executed on the environment. 2 The reward function represents the effect of the action performed by the agent. It depends on the number of blocked service-chain requests; R(t) is positive if the agent managed to reconfigure the network in order not to have blocked requests, otherwise it is negative.
In the next sections we will show how we have built the reward function and the network agent.
B. REWARD FUNCTION
The role of the reward function is to determine the behavior of the entire learning system. The output of this function is a real number that can be either negative or positive. We shape rewards that get gradual feedback and let the agent know if it is getting better or worst (in Section IV-C we will show how this feedback is interpreted by the agent).
In particular, at each time step (i.e. hour) and for each SFC, the environment provides the total number of reconfigurations and the total number of blocked requests through the observation O 1 (t) and O 2 (t), respectively. Each service chain has a maximum number of reconfigurations that can be performed in each day, which depends on the policy implemented by the service/network operator. The maximum number of reconfigurations is set by the availability requirement (or class) negotiated in the SLA between operator and customer.
In our work, we have assumed that each slice has a given availability class. Therefore the SFCs of that slice can be reconfigured only a certain number of times a day. We have defined the Threshold r as the maximum number of reconfigurations per day for the service chain r. The reward function is derived with the aim to have a reward that gradually increases negatively if the agent is allowing the reconfiguration of the service chain r more than the Threshold r , as well as positively if it is under the Threshold r . The Algorithm 1 shows the pseudo-algorithm of the reward function.
Algorithm 1 Reward Function for SFC Provisioning in Multi-Layer Telecommunication Networks
The algorithm takes as input: the total number of blocked requests B count (t) = N SFC r B r (t) and the total number of reconfigurations performed N r count (t) at each hour t ∈ (1, 24) of the day and for each service chain r ∈ N SFC . It provides a reward R at each time step t; while not at end of the day (t ≤ 24) and for each service
The gradual feedback was obtained thanks to the use of an arbitrary parameter η which can be dynamic every day based on the assigned value of Threshold r . In our work, we implemented a single reward function strategy in which η is set to a constant value of 10. The investigation of the dynamic case is left for future works.
C. NETWORK AGENT
The agent, or network agent, consists of a DNN that takes as input the observations obtained from the environment and returns the decision whether or not a service chain should be reconfigured. As we said in Section III, in RL algorithms there are no historical data-sets on which to perform a learning; thus, the learning process is carried out with trials, in which at the beginning the DNN will make random decisions, and later, thanks to the reward function, it will be trained in order to minimize (or maximize) the objective function of the multi-layer network environment.
A DNN is based on a collection of connected units, or nodes, called artificial neurons, which mimic the neurons in a biological brain [22] . Each connection, like the synapses, can transmit a signal from one artificial neuron to another, which are used to estimate or approximate functions that can depend on a large number of generally unknown inputs [22] . Specifically, we model a DNN with the aim to decide in each time interval whether the SFCs already deployed in the network must be reconfigured or not, so to optimize the timing of a limited number of reconfigurations over the day.
In order to describe a DNN we need to specify the Architecture and the Learning rule. 
1) ARCHITECTURE
The architecture specifies which variables, or hyperparameters, are involved in the network and their topological relationships. For example, the hyper-parameters involved in a neural network might be the number of layers, neurons and the weights of the connections between the neurons. In this paper, we have adopted the greedy layer-wise training to determine the hyper-parameters of the DNN architecture [23] , i.e., the number of layers and number of neurons in each layer are tested by means of trials. Essentially, we tried different neural networks starting from an architecture composed by one hidden layer, with a minimum of two nodes per layer, until five hidden layers with at most 100 neurons per layer. This procedure showed that, the DNN with the best performance in terms of reward function is the one with four hidden layers with 100 nodes per layer, see Fig.4 .
• The input layer is composed byX number of input nodes, where X ∈ R [1×X ] is the input vector and each element represents the observations 
where z is the sum of the input weights multiplied by the output value of the node from the previous layer. The hidden layers are composed by the following set of weights: 
where z is the sum of the input weights multiplied by the output value of the node from the previous layer, and r is the ID of the service chain.
2) LEARNING RULE
The learning rule specifies the way in which the neural network's weights W (i) change over time. Typically a learning rule is a cost function that measures how well the network with weights solves the task. The softmax function used in the final layer of a neural network-based classifier is trained exploiting the cross-entropy C as cost function. There are two properties that make the cross-entropy function suitable for training a classification system. First, it is a positive function; second, if the neuron's output is close to the desired output for all training inputs X , then the cross-entropy will be close to zero [25] . As we said in Section III, in RL algorithms we do not have training and test data-sets. In this case, the algorithm learns from the actions performed on the environment building step by step its own historical data-set. Differently from the training procedure applied in the case of classical neural networks, we used the policy gradient descend [26] in which the cost function C is multiplied by a reward. The multiplication with the reward eventually move the cost function to be very high if the action performed was wrong and be very low if it was correct. Differently from classic gradient descend algorithms, we define a policy to train the DNN. In other words, how do we differentiate the good and wrong action? If the action performed by the agent at time t has minimized the cost function, it does not mean that giving a high reward is the right choice. In this case we apply the discounted reward, that is, the reward at time t is discounted by a parameter D ∈ [0.95, 0.99] that multiplies the past rewards [27] , see Eq.3.
Thanks to this reward procedure, the DNN will learn how to reconfigure the service chains in future time steps in order to maximize the long term reward and therefore the objective function of the MILP.
V. METRO-HAUL USE CASE
In this paper, we took as reference the metro-core network architecture proposed by the Metro-Haul European project [6] . The network comprises metro nodes interconnected by a high capacity dynamic and flexible optical network. The nodes host both IT and TLC equipment, following the Multi-access Edge Computing (MEC) model defined by ETSI, so that they can support the instantiation of VNFs. They are named AMEN (Access Metro Edge Network Nodes) and MCEN (Metro Core Edge Nodes), according to their location in the topology. Transmission distances range between 50km and 200km. To meet the Metro-Haul objectives, both storage and computing resources will be necessary both in the AMEN and the MCEN in order to host VNFs and enable NS. The Metro-Haul network is designed to support several slices according to the 5G-MEC model.
A. NETWORK TOPOLOGY
In this paper, we assumed a metro network having the feature defined by the Metro-Haul project. Its topology has two rings and a mesh core network, see Fig. 5 . It is composed by six MCENs. One of the MCEN contains a central office (CO) with an internet exchange point and a data center (DC). Each link of the core mesh is 40 km long. The other two rings represent the metropolitan network segment. The AMENs are the nodes from which the traffic is injected in the network. The links in the two rings have a length of 10 km. Each physical link contains two fibers, each one with 20 wavelengths with a capacity of 10Gbps/wavelength.
B. NETWORK SLICES
Following the Metro-Haul guidelines, we introduced two kinds of network slices. For each slice, we defined the type of traffic it uses, its maximum latency and the possible chains associated to it. In Table 1 we listed the slices to be provisioned in the proposed topology with their relative characteristics. The Mobile Broad Band (MBB) slice handles all the mobile cellular internet traffic in the network, except for the video traffic. In the radio access network (RAN), there are two main deployment options. The traditional packet-based backhaul deployment where the baseband processing is performed at the antenna site, and the centralized RAN (C-RAN) deployment where baseband processing units (BBUs) are centralized in a BBU pool, and digitized radio signals are transmitted to remote radio units (RRUs) over a fronthaul network [28] . The virtual Evolved Packet Core (vEPC) functions can be specific to a slice, and placed at different locations depending on the requirements defined by 3GPP specifications. In this work, we followed the C-RAN deployment where the MBB slice is composed by: RRU (Remote Radio Unit), BBU (Base Band Unit) and vEPC (virtual Evolved Packet Core) [29] . The Cloud data slice tries to emulate the traffic flows among distributed DCs. These data centers host applications for social networking, e-commerce, and video hosting [30] .
In order to assign a Threshold for each SFC, or the maximum number of reconfigurations that a slice can undergo, we assigned an availability class to each of them. Availability is usually expressed as a percentage of up-time in a given year. The availability is expressed in terms of Nines: for example, network services that are delivered without interruptions 99.95% of the time means that they can remain 43.2 seconds in downtime per day.
Authors in [31] made an evaluation study on an NFV-SDN orchestration system devised to select and allocate virtual resources in distributed DCs connected through a multi-layer (packet over flexi-grid optical) network. The experimental performance evaluation is carried out using a real testbed encompassing a cloud/network infrastructure. Considering existing flexi-grid optical flows, they demonstrated that the average setup time of an SFC with at most 5 VNFs, is between 1 and 1.5 seconds. Furthermore, the authors in [32] showed that the total downtime during the real-time migration of a heavy loaded VNF is 0.9 seconds. Considering the worst case scenario, to reconfigure an entire SFC, such as the MBB slice, would take at most 8 seconds. Given that, we considered this value to derive the maximum number of reconfigurations for each SFC. In particular, for the availability class of 99.95% with 43.2 seconds of downtime per day, we considered Threshold = 43.2 8 as maximum reconfiguration number. In Table 1 we computed the total reconfiguration thresholds for each considered SFC.
C. NETWORK TRAFFIC
The data used in this work is taken form our previous work [33] . It refers to the mobile traffic data of Milan urban area, measured during November and December 2013 [34] . In [33] we have implemented a clustering method in order to highlight the tidal traffic effect. In Fig. 6 we show the typical patterns of three types of traffic: cloud, commercial and suburban. In this use case, we assumed to find the best resource allocation in order to deploy 9 SFCs: 6 MBB and 3 Cloud data. Cloud traffic is characterized by a high throughput during night hours and a lower one during day hours. This curve is normalized to its peak, which is 500Gbps. The mobile traffic, instead, handles the mobile traffic generated by citizens in the city of Milan. In particular, there are two kind of MBB traffic. The commercial one, generated by the nodes on the right metro ring, presents peaks during the afternoon hours. Then we have also the suburban traffic that is injected in the network by the nodes in the left metro ring. This traffic presents peaks during the morning and night hours. For both commercial and suburban traffic their peak is 50Gbps.
VI. SIMULATIONS
The simulation is composed of discrete events. At each event, the following steps are performed:
1) The agent receives the inputs described in Section IV-C.1. Inputs are processed by the DNN that will give as output a scheme of reconfigurations for the SFCs.
2) The environment is run, i.e. the MILP derives the best network resources assignment. The output of this operation represents the state of the environment and it will be taken as input by the reward function.
3) The reward function evaluates the effect of the action.
Based on Algorithm 1, it returns a reward to the agent, i.e. it modifies the weights of the DNN, positive if there are no blocked requests, negative otherwise. The total amount of events corresponds to the total hours (2184) of the data under consideration. In order to show the performance of our system, we have divided the results into three different categories:
1) First, we analyzed the performance of the RL algorithm in terms of rewards and objective function of the MILP. In particular, we want to answer the following questions:
• How many iterations are needed from our algorithm in order to learn how to maximize the reward and minimize the objective function?
• Furthermore, in presence of tidal traffic effect, do we get acceptable results? 2) Secondly, we made a comparison with baseline schedulers to show how (and when) our system decides to reconfigure the network. 3) Finally we discussed the complexity of the whole system. We run the simulations in an Ubuntu 18.04 x64 machine with 64GB of RAM, Intel(R) Core(TM) i7 − 7700 CPU @ 3.6GHz using openAI Gym Python library. 4
A. PERFORMANCE OF THE RL ALGORITHM
We analyzed the performance of the RL algorithm in terms of rewards and objective function of the MILP. As shown in Table 1 , each SFC has an availability class. This means that there is a maximum number of reconfigurations that can be done by the algorithm.
In Fig. 7 , we show how the reward and the objective function of the MILP evolve over time. We compared the objective function in two cases: with and without RL. For the last case, we have implemented a mechanism in which the MILP model is run every hour with the freedom to reconfigure the SFCs when it is necessary. Once the maximum number of possible reconfigurations has been reached, the possibility of reconfiguring the SFCs is revoked. Initially the system assigns negative rewards that decreases hour by hour when the algorithm does not block the requests. The objective function is high respect to the case without RL, mainly because the agent is deciding randomly the SFCs to reconfigure. For a total of 91 days, it took 42 days to learn how to maximize the reward function, i.e. how to reconfigure the SFCs in order to route the traffic requests. As we stated in Section I, the mechanism presented here can be seen as a way of spending reconfiguration tokens over the span of a day. The algorithm wins if it succeeds in spending these tokens in order to accept all the traffic and in the meantime to minimize the power consumption of the underline network.
The right side of the figure represents the simulations done in presence of synthetic traffic. We artificially added a month of traffic consisting of a random mixture of days belonging to the two months of real traffic. The reason for this operation is to show that our model is able to learn the tidal effect of the traffic and it is robust to its variations. As can be seen from the Fig. 7 , the reward continues to grow linearly and the objective function is stable to a minimum value respect to the case without RL.
B. NETWORK PERFORMANCE 1) COMPARISON WITH BASELINE SCHEDULERS
The method proposed in this work can be used as a scheduler to perform network reconfigurations. In our previous works [35] , [36] , we proposed hourly reconfigurations of the optical network [35] , and a scheduling heuristic to calculate a limited set of reconfiguration time points [36] . The proposed scheduling provides a good trade-off between reduction of routing changes (to avoid disruption) and resource allocation efficiency (to increase energy savings).
The scheduling algorithm is a simulated-annealing-based heuristic method, which obtains a reconfiguration scheduling (T ) by finding the minimum number of reconfiguration FIGURE 8. Cloud data slice 1. S represents the reconfiguration events suggested by the simulated annealing scheduler. A represents the reconfiguration events suggested by the reinforcement learning agent scheduler. The figure shows 6 days of observation: 3 days taken by the training data and 3 days taken by the test data. In this case, the agent A proposes to reconfigure the network one hour before the peak. FIGURE 9. Cloud data slice 2. S represents the reconfiguration events suggested by the simulated annealing scheduler. A represents the reconfiguration events suggested by the reinforcement learning agent scheduler. The figure shows 6 days of observation: 3 days taken by the training data and 3 days taken by the test data. In this case, in addition to reconfiguring the network one hour before the peak, the agent A proposes to spend the last reconfiguration token one/two hours after the last peak. time points (|T |) with an expected allocation efficiency (total demanded bandwidth/total allocated bandwidth) [36] .
In this work, we have implemented the simulated-annealing scheduler to find the best reconfiguration time points of two most sensitive SFCs, i.e. the Cloud data (see Table 1 ). Considering that they can be reconfigured at most 5 times a day, we plot 6 days of traffic of these SFCs, highlighting the moments in which both approaches: simulated annealing and reinforcement learning based reconfiguration algorithm, reconfigure the network. The first 3 days are taken from the training phase, the other 3 from the test phase. 5 In Figures 8 and 9 (S = Simulated Annealing, A = reinforcement learning Agent), we show two interesting behaviours of the two schedulers: 1) First, the simulated-annealing S proposes to reconfigure the network resources always when there is a peak in the traffic. During the 3 days of training, the agent A performs random reconfigurations obtaining negative rewards, while during the 3 test days, once the model has been trained, the agent A proposes to reconfigure the network one hour before the peak. Moreover, Fig. 8 shows that when there are two peaks close to each other, the agent does not 'spend' the last available reconfiguration token, while the simulated annealing does it. This interesting behaviour shows that the agent learnt how to maximize the reward from the past trials, predicting the next hour reconfiguration. 2) Secondly, we have noticed from Fig. 9 , that in addition to reconfiguring the network one hour before the peak, the agent proposes to spend the last reconfiguration token one/two hours after the last peak. Once again, this behavior shows how the agent has learned to plan reconfiguration events in order to maximize the reward; consequently, since maximizing the reward function means finding a daily network reconfiguration schedule that reduces the number of blocked requests B r , this contributes to the minimization of the objective function. Finally, in Fig. 10 we show a comparison based on the number of blocked traffic requests with the three approaches considered so far: RL-based, without RL and SA-based. In this comparison we are considering only the days with real traffic traces (e.g. without the synthetic traffic as in Fig. 7) . The method based on SA is slightly better than the case in which the MILP performs the reconfigurations without RL, indeed the total number of blocked traffic requests at the end of the simulations is equal to 50 and 88, respectively. Considering the reconfiguration method based on RL, the blocked requests occur during the learning phase, while after the day 42, all the traffic requests are accommodated in the network. The total number of blocked traffic requests is 40, more than half less than the case without RL.
C. COMPLEXITY ANALYSIS
The complete model is composed by two main blocks: the agent and the environment. The complexity analysis of the environment corresponds to a flow formulation in the IP/MPLS layer and a path formulation for the routing of traffic onto the optical layer. The complexity of the environment is in the RWA. It is known to be a NP-complete problem [37] .
The complexity of the agent depends on the architecture of the DNN. Authors in [38] proved that training a 3 node neural network is NP-complete as well. A more recent work [39] performed an exhaustive research on computational complexity of neural network classifiers in which they derived different kind of complexity functions depending on the type of neuron functions implemented. In our case, the complexity in terms of Big O notation depends on the number of epochs T , inputX , hiddenH and output nodesȲ of the DNN; specifically: O[TH (X +Ȳ )].
VII. DISCUSSION ON A REAL-WORLD DEPLOYMENT
In this section, we discuss two open issues that should be considered in a possible real-world deployment of our methodology: resolution time of optimization algorithms and NFV-SDN cross-layer resource allocation. As stated in section VI-C, the RWA problem considered in this work is known to be NP-complete. In this case, the MILP-based optimization algorithm may have a very large resolution time, even of hours or days, since it depends on the number of nodes in the network. In this case, considering the network topology and the optimization model, the proposed MILP has a resolution time of about 11 minutes and therefore the one-hour optimization interval turns to be feasible. In case of a larger network, the MILP could be optimized or even replaced by a heuristic algorithm that provides the solutions more quickly. In particular, many heuristic algorithms have been proposed in the literature to speed up the computation of RWA optimization problems. Ref. [40] provides an extensive overview on RWA algorithms. In this paper, we did not considered heuristics and we left the scalability issues for future works.
The second issue regards the NFV-SDN cross-layer resource allocation. Our proposed RL-based method does not specify the set of actions to enforce a fast and congestion-free reconfiguration of the network. Considering a real world deployment, once the optimization algorithm computes the solution to the resource allocation problem for the next time interval, it is implemented in the NFV-SDN network through the virtual infrastructure manager for the VNFs instantiation/migration and the SDN controller for the IP-over-WDM routing setup. In section V-B we introduced some recent works [31] , [32] on NFV-SDN orchestration systems devised to select and allocate virtual resources in a multi-layer (packet over flexi-grid optical) network. We can infer that the cross-layer reconfiguration of an entire SFC, such as the MBB slice, would take at most 8 seconds.
The modern network/service operator needs to find a trade-off between the resolution time of the optimization algorithms and the time required to implement the NFV-SDN cross-layer resource allocation in its own network. The NFV-SDN technology allows the implementation of different ML-based network optimization algorithms, each of which aims at a different cost function. The operator can simultaneously train different ML algorithms in off-line mode, i.e. without implementing the output in the real network, and only after testing each of them, he can deploy the one that gives the best performance. To conclude, NFV, SDN and ML enables intelligent control and configuration actions in a very short time and represents a fundamental feature of future telecommunication networks.
VIII. CONCLUSION
This article proposes an effective self-learning system based on RL to optimize the resources allocation of SFCs in NFV-SDN enabled metro-core optical networks. Exploiting the programmability and full network visibility leveraged by SDN and NFV, this system can be deployed as an SDN application to perform reconfiguration of the network based on its current state and historical traffic load. The proposed RL system was tested with a reference metro-core network architecture proposed by the Metro-Haul European project [6] and a real traffic data-set from Milan urban area, Italy. Initially the system assigns negative rewards that decreases hour by hour when the algorithm does not block the requests. After 42 days of training, the RL agent figured out how to maximize the reward function and keep the objective function of the MILP stable to a minimum value respect to the case in which we do not use RL. In other words, it learnt how and when to reconfigure the SFCs in order to route the traffic requests decreasing the blocking probability. As additional figure of merit, we have implemented a state-of-the-art simulated-annealing scheduler to find the best reconfiguration time points of two types of network slices. Comparisons with the proposed RL-based reconfiguration algorithm showed that it is able to predict sudden changes in traffic shape and trigger the reconfiguration of the SFCs in advance.
APPENDIX

MULTI-LAYER NETWORK MODEL FORMULATION
This section is dedicated to the mathematical explanation of the multi-layer network model. As mentioned in Section IV, the network is composed of 3 layers: Service, IP/MPLS and Optical. Each of these layer is defined in terms of variables and input parameters described in Table 2 and Table 3 , respectively. Table 4 is the complete mathematical formulation of the multi-layer network model.
A. FORMULATION IN TABLE 4
The goal of the objective function in (1) is to maximize the number of successfully routed chains and minimize the reconfiguration penalty. The first term in (1): r∈R { r (1 − B r ) + θ r }, minimizes the number blocked SFC requests and the service disruption due to the reconfiguration of chain r ∈ R. The second term minimizes the power consumption of the IP/MPLS and Optical layer where α refers to the overall cost of optical network devices such as: OXC, OLA and WDM terminals with 80 wavelengths channels [41] . This model is a multi-objective path formulation MILP focused on the mapping of slices on a network, and the routing and wavelength assignment of the input traffic through the chains composing the slices on the physical network. For each traffic request it is able to create multiple paths on the optical network, from the source to the destination node and it can also route the traffic on multiple fibers on a single link.
B. CONSTRAINTS ON SFC AND VNF PLACEMENT
Constraint (2) enforces that every VNF is mapped on a physical node among the available ones. The expressions (3) and (4) prevent the use of a VNF more than a certain number of times specified as input of the MILP. (5) creates a tunnel between two nodes only if there exist traffic between the VNFs associated to the MPLS nodes. (6) ensures that each VNF in the chain r has enough capacity in terms of number of CPU available for the incoming traffic.
C. CONSTRAINTS ON RECONFIGURATIONS AND BLOCKING (7) derives the number of reconfigurations of the VNFs. (8) calculates i r which is the number of reconfigurations in the VNF placement of chain r. The difference with (7) is that the information is computed by the network function and by the chain, while (8) calculates the total number of reconfigurations in the whole chain. The constraint in (9) is modified by the agent. It suggests to reconfigure, or not, the chain r by choosing the value of I r . If it is 0, then the ILP will not make reconfigurations of the chain r, 1 otherwise. The constraints (10) and (11) calculate if a chain is blocked either due to lack of optical capacity (10) or lack of virtual capacity (11).
D. CONSTRAINTS ON TRAFFIC GROOMING
In each node in the MPLS layer the number of tunnels coming in or going out from the nodes must be less than the number of transmitters or receivers in the node. Thus, it is enforced by the constraints (12) and (13) . (14) ensures that the number of virtual links from two nodes in the MPLS layer is the sum of the tunnels on each wavelength between the two nodes. The constraints (15) (16) find the percentage of capacity used and the usage of each MPLS tunnel and wavelength for each demand.
E. CONSTRAINTS ON ROUTING AND WAVELENGTH ASSIGNMENT
The constraint (17) ensures that all the paths passing on a node for each wavelength do not exceed the number of active fibers present in the optical link. (18) ensures that we have at least one physical path for each optical tunnel of the IP/MPLS layer, while (19) and (20) map the path on the physical layer for each IP/MPLS tunnels with different source and destination nodes. (21) tells us if there exist at least one path between a source and a destination nodes for a certain slice.
F. CONSTRAINTS ON LATENCY
For each tunnel, equation (22) searches the longest optical path in terms of propagation delay. (23) is the latency constraint for each request and slice and ensures that all the traffic demands for a certain slice do not exceed the latency required by the slice. The delay is calculated as the sum of the longest paths for each part of a chain. This can be done because our hypothesis is that each VNF in the network aggregates the traffic of each chain, so the maximum delay between two VNFs is given by the longest path between these two VNFs.
Among the many variables and input parameters, the MILP (or the network environment) exposes 3 of these as observations. In particular, at each time step, i.e. hour, it exposes the observations to the agent and the reward function, which are:
• O 1 (t) → i r (t): equal to 1 if there are reconfigurations of VNFs of chain r at time t, 0 otherwise
• O 2 (t) → B r (t): equal to 0 if chain r is blocked at time t, 1 otherwise
• O 3 (t) → h r uv (t): traffic volume request between VNFs (ū,v) of chain r [Gbps] at time t At each time step, the environment receives an input, or action, from the network agent. The action modifies an input parameter of the environment, that is I r (see Table 3 ). If it is equal to 1, the MILP is free to reconfigure the chain r, otherwise if it is 0, the MILP cannot make any reconfiguration.
