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Implementation of a Large Eddy Simulation Method 
Applied to Recirculating Flow in a Ventilated Room 
Abstract 
Lars Davidson 
Thermo and Fluid Dynamics 
Chalmers University of Technology 
S-412 96 Gothenburg, Sweden 
June 6, 1996 
In the present work Large Eddy Simulations are presented. The flow in a ventilated enclosure 
is studied. We use an explicit, two-steps time-advancement scheme where the pressure is solved 
from a Poisson equation. Second order accurate discretization is used in space and time. The pressure 
equation is solved using a pre-conditioned conjugate gradient method. First, the standard Smagorinsky 
model was useli. It was found that the results were very dependent on the Smagorinsky constant. 
Therefore this model was abandoned and attention was turned towards the Dynamic model. The 
standard Dynamic model was implemented. In order to achieve numerical stability it was necessary 
to average the constant in the dynamic model in the spanwise direction. Furthermore, local averaging 
in the stream~ise and spanwise direction has to be done. 1 
1This work was carried out during the author's stay at Dep. of Building Technology and Structural Engineering, Aalborg 
University in Autumn 1995. 
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1. Introduction 
The Navier-Stokes equations are traditionally studied in their time-averaged form, often referred to 
as the Reynolds equations. The resulting unknown stresses 'Ui'Uj stemming from the time averaging 
needs to be modelled with a turbulence model. The most common turbulence model is the two-
equation k- c model [1]. In industry today, the k- c model is routinely used and the model is 
included in most commercial CFD-packages. The advantage of the k- c model from a numerical 
point of view is that it is robust and reliable. From a physical point of view the physics is treated in 
a simplistic manner, but nevertheless the model works surprisingly well in many types of flows. 
However, there are physical phenomena which eddy viscosity models like the k- c model cannot 
capture such as streamline curvature and the effect of irrotational strains. Reynolds Stress Models 
(RSM) [2] do take this effects into account [3,4]. RSMs have been proven to be able to predict a 
number of types of flows better thank- c models. For a review, see Refs. [5-7]. Also Reynolds Stress 
Models are incorporated in many commercial CFD-codes, and RSMs are being increasingly used in 
the industry. 
There seems to be a number of flows where the time averaged Navier-Stokes equations cannot 
be used, because too -much information is filtered out in the time averaging process. Examples are 
transitional flows , either free or wall bounded, and separated flows where it is not appropriate to use 
the concept "mean" and "fluctuating" velocities as they are both of the same magnitude [8]. Flows 
around and behind bluff bodies is another example where the "mean" flow is not steady. These types 
of flows can probably be successfully predicted by Large Eddy Simulations (LES). 
I 
2. Large Eddy Simulations 
2.1. Equations 
With a spatial, inhomogeneous filter (denoted by a bar) applied to the incompressible Navier-Stokes 
equations, we obtain the momentum and continuity equations for the large scale motion 
oili 8 __ - +- (u ·u ·) 
at axj t 1 
(1) 
oiii 
OXi 
= 0 (2) 
where the subgrid stresses are given by 
(3) 
2.2. Subgrid Models 
We need a subgrid model to model the turbulent scales which cannot be resolved by the grid. In 
the present study we have chosen to use two types of models: 
1. The simple model of Smagorinsky [9] 
2. A dynamic subgrid model of Germano [10] 
2.2.1. The Smagorinsky Model 
The Smagorinsky model can be written [9] 
1 
Tij - 3sijTkk = -2vrSii (4) 
(5) 
4 
where -koijTkk is included on the left-hand side to make the equation to be valid upon contra<;:tion 
(setting the induces i and j equal). The strain tensor Sij is defined as 
sij =! (aui + auj) 
2 8xj axi 
and the filter-width is taken as the local grid size, i.e. 
~ = (~x,i~y,j~z,k) 113 = (.6. \lijk) 113 
(6) 
(7) 
where indices i, j, k denote cell-index in the three coordinate directions, and .6. Vi]k is the volume of 
the computational cell i, j, k. 
Often a damping function is applied to the turbulent viscosity to account for viscous effects near 
walls. A standard form is chosen in this study which reads [11] 
f ~ = 1 - exp (- ~;) (8) 
where n+ = u*njv (u* and n denote friction velocity and normal wall distance, respectively). 
The disadvantage of this model is that the constant Cs is unknown, and that it influences the 
calculated results very much. In the literature, the constant is found to vary in the range from 
Cs = 0.065 [12] to Cs = 0.25 [13]. 
2.2.2. The Dynamic Subgrid Model 
Germano et al. [10,14] propose a dynamic subgrid model in which the constant C is not arbitrarily 
chosen (or optimized), but where it is computed. For convenience, the derivation of the Dynamic 
Subgrid Model given in Ref. [10] is repeated below. A second, coarser filter (test filter, denoted by--:") 
is applied to the equations. This size of the test filter (denoted by 't:) is twice as coarse as the grid 
filter (.6.). When applying this second filter to Eq.1, we obtain 
(9) 
where the subgrid stresses now are given by 
(10) 
Consider the resolved turbulent stresses £ij defined as 
(11) 
which is representative of the contribution to the Reynolds stresses by the scales f in the range between - -.6. and .6., i.e . .6. < f < .6.. From Eqs. 3,10,11 we obtain 
(12) 
Assume now that the functional form we use for the subgrid stresses for the Tij in the Smagorinsky 
- ""=' model in Eq. 4 (grid filter level), also can be used to relate the subgrid stresses Tij to ~and Sij at 
the test filter level. Combining Eqs. 4,5, we can write (note that while the Smagorinsky constant Cs 
in Eq.5 is squared, C is not) 
(13) 
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Figure 1. Grid cell (solid lines) and test cell (dashed lines). 
1 
Tii - 3t5ijTkk (14) 
where 
(15) 
Applying the test filter to Eq.13, substituting this equation and Eq.14 into Eq.ll gives 
(16) 
Note that the "constant" C really is a function of both space and time, i.e. C = C(xi, t). When 
deriving Eq.16 it has been assumed that the variation of C in space is slow, which allowed us to treat 
Cas constant when applying the test filter to Eq.13. 
Equation 16 is a tensor equation, which means that we have five (Sij is symmetric and its trace is 
zero) equations for C. Germano et al. proposed to contract Eq. 16 with Sij in order to reduce it to 
one equation. Later, Lilly [15] suggested to satisfy Eq. 16 in a least-square sense, defining the error Q 
Q ( Lij- ~t5ijLkk- 2CMij) ( Lij- ~t5ijLkk- 2CMij) 
Mii = - (~\s (sii- 6.2 1 SISii) 
requiring &Q I {)C = 0, which gives 
C = LijMii 
2MijMii 
(17) 
Following Germano et al. the ratio between the size of the test filter and the grid filter is set to -two, i.e. 6. I 6. = 2 (see Fig. 1). The filtering procedure at the test level is carried out by integrating 
over the test cell assuming linear variation of the variables [16). For'?, for example, we obtain 
.- 1 
ui,j,k = 8(ui-1/2,j-1/2,k-1/2 + ui+I/2,j-1/2 ,k-1/2 
6 
ui-l/2,i+I/2,k-l/2 + ui+I/2,j+I/2,k-l/2 
ui-l/2,j-l/2,k+I/2 + ui+l/2,j-l/2,k+I/2 
ui-l/2,i+I/2,k+l/2 + ui+I/2,i+I/2,k+l/2) 
2.3. Numerical Procedure 
Equations 1 are solved with a finite volume procedure. Initially we tried to use an implicit SIMPLE 
code [17], but it turned out to be too expensive. In SIMPLE methods, one must iterate between the 
momentum eqllations and the pressure correction equation, and this required some twenty iterations 
on each time step, even though the Courant number 
(18) 
was kept well below one. After that we started to work on an explicit method, which is described in 
this sub-section. 
We want to solve Eqs.l. The convection and diffusion terms are discretized using a finite volume 
method [17,18] on a -collocated grid. Second-order central differencing is used for both convection, 
diffusion and stresses. Having discretized these terms (denoted by H), the momentum equation 
(Eq.1) reads 
u~+l = u':! + D.t (3Hn - Hn-l) - apn+I D.t 
~ ~ 2oV axi 
(19) 
where a second-order explicit time integration (often referred to as Adam-Bashfourth scheme) has 
been used for H, and where the time derivate has been discretized as 
UidV= u -u D.V 1 a
- · -n+l -n 
Llv at D.t 
(20) 
The problem is now that the pressure appears implicitly (level n + 1) in Eq.19. To circumvent that 
problem, we follow the approach of Kim & Main [19], and use a two-step time-advancement scheme. 
In step I the momentum equations are solved excluding the pressure gradient. Equation 19 is thus 
rewritten as 
(21) 
a:;:n+l 
-n+l _ -• P "t U · - U· - --L.J. 
z t axi 
(22) 
This gives us an intermediate velocity field ut which does not satisfy the continuity equation. In order 
to satisfy continuity for ui+l, we take the divergence of Eq.22 
1 a a2pn+1 
/).taxi ( ui+l- ui) =- axiaXi 
But since we require ui+l to satisfy the continuity equation, i.e. 
au~+1 _z __ O 
axi - , 
(23) 
(24) 
7 
Eq.23 gives 
a2pn+1 1 au~ 
8xi8Xi = flt 8x: (25) 
Note that the pressure in Eq.19 is treated fully implicitly (level n + 1) which is only first-order 
accurate in time, whereas in Ref. [19] they evaluated the pressure gradient using the Crank-Nicolson 
scheme (second-order accurate). We tried to use the Crank-Nicolson scheme for the pressure gradient, 
but we had numerical problems and did not obtain any stable solutions. The same experience is 
reported by Archambeau [20]. 
It should be noted that no numerical dissipation (such as Rhie-Chow interpolation [21]) is added to 
the equations. 
Equation 25 is a Poisson equation for the pressure which must be solved each time step. In the 
present work it is solved with a conjugate gradient method with an incomplete Cholesky factorization 
as a preconditioner. The solver is a part of the SLAP package (Sparse Linear Algebra Package) available 
on netlib. This solver was implemented by Renard and Gresser [22]. It was found that it is very 
important to use a preconditioner, and that the incomplete Cholesky factorization was considerably 
more efficient than diagonal scaling. The incomplete Cholesky factorization is fairly expensive in terms 
of CPU, but fortunately the coefficients in the matrix stemming from the discretized Poisson equation 
(Eq.25) are constants, which means that we need to apply the preconditioner only the first time step. 
The residual R expressed in L2-norm 
R = )Lijk (~jkPijk - bijk) 2 
)'Lijk (bijk)
2 
is reduced to w-3 at every time step, which requires approximately 90 %of the total CPU-time each 
time step. 
The solution procedure can be summarized as follows: 
*1. Solve the u, v and w from Eq. 21 to obtain the intermediate velocity fields u*, v* and w*. 
*2. Compute the face velocities ui+1/2, vj+l/2 and wk+l/2 using linear interpolation. 
*3. Compute the mass flux imbalance 
t5m = ( ui+I/2 
(vj+l/2 
(wk+I/2 
ui_112 )tlytlz 
vj_l/2)tlxtlz 
wZ_ 112 )tlxtly 
*4. Solve the Poisson equation from Eq. 25 to obtain the pressure 
*5. Correct the node velocities and face velocities 
*6. Update velocities and pressure 
*7. Compute the turbulent viscosity 
*8. Goto next time step and repeat Step 1 to 8. 
8 
2.4. Boundary Conditions 
For the pressure we use Neumann conditions at all boundaries, i.e. 
ap = o 
on (26) 
where n is the coordinate direction normal to the boundary. No-slip conditions is used for the velocities 
Ui. 
When using grids which are coarse near the floor (the 72 x 42 x 52 mesh and the 102 x 52 x 52, 
see Sub-section 5.2) we use wall functions at the walls. When the distance between the wall and the 
near-wall node exceeds 11 viscous units (n+ = 11), the viscosity at the wall is set from the law of the 
wall [17], which corresponds to prescribing a wall shear stress Tw according to the law of the wall. The 
Neumann condition in Eq. 26 requires no-slip conditions at the walls also for the intermediate velocity 
field ui in order to satisfy global conservation in the Poisson equation (Eq.25) for the pressure [23,24). 
3. k - c: Model 
In the present work we are also using the k- c: model (steady calculations) for studying the influence 
of differe:nt grids, three-dimensional effects and for comparison. The standard k - c: model is used 
which has the form 
= y_ ( Vt ak ) + Pk _ c: 
O,xj O'k OXj 
k2 
Vt = 1/ + CJl.- · 
c: 
At the walls we use either standard wall functions [25) or a one-equation model. In the one-equation 
model by Wolfshtein [26), modified by Chen and Patel [27), the standard k equation is solved; the 
diffusion term in the k equation is modelled using the eddy viscosity assumption. The turbulent length 
scales are prescribed as: 
(27) 
£e = cen [1- exp ( -Rn/Ae)] 
(n is the normal distance from the wall) so that the dissipation term in the k equation and the 
turbulent viscosity are obtained as: 
k3/2 
c: = T' Vt = cJl. ..fkeJl. 
The Reynolds number Rn and the constants are defined as 
Vkn _ _ -3/4 _ A _ Rn = --, cJJ.- 0.09, ce- K.cJl. , AJJ.- 70, c:- 2ce 
1/ 
The one-equation model is used near the walls (the matching line is chosen along a pre-selected grid 
line where y+ ~50), and the standard high-Re k- c: is used in the remaining part of the flow. 
9 
H 
Figure 2. Two-dimensional lid driven cavity, H = L. 
3.1. Numerical Method 
The finite volume computer program CALC-BFC (Boundary Fitted Coordinates) for three-dimensional 
complex geometries [17] is used. The solution procedure is based on SIMPLEC, and a collocated grid 
arrangement is employed. The convective terms in the mean flow equations are discretized using 
QUICK, a third-order scheme by Leonard [28]. For the turbulent quantities k and E the hybrid 
central/upwind differencing scheme is used. 
4. Results: Two-Dimensional Lid Driven Cavity 
' 
In this sub-section we validate our finite volume method presented in Sub-section 2:3 applied to 
two-dimensional flow in a lid driven cavity, see Fig. 2. Both steady and and unsteady calculations are 
carried out. The upper wall is moving with a constant velocity Uwall· 
4.1. Steady Calculations 
The Reynolds number is Re= UwauL/v = 3200 and the predictions are compared with the bench-
mark calculation of Ghia et al. [29]. In Fig. 3 the U-profiles at xj L = 0.5 are presented, and as is seen 
the agreement is very good. To further validate the method we have carried out calculation on suc-
cessively refined meshes with constant spacing. In Fig. 4 the U-velocity at x/ L = 0.5, yj H = 0.1016 
is compared with the corresponding velocity in Ref. [29]. For the convective terms we have used both 
central differencing and the QUICK scheme [28]. As can be seen the central differencing gives an 
accuracy of second order, as expected, and the QUICK scheme slightly better. It should be mentioned 
that whereas in Ref. [29] the point yj H = 0.1016 corresponds to (negative) velocity maximum, this 
is not the case in the present calculations. In Table 1 the maximum U-velocities and the velocities at 
yj H = 0.1016 are given. 
4.2. Unsteady Calculations 
Here we validate the code in unsteady flow for Reynolds number Re = 400. Central differencing is 
used for the convective terms. The predicted contours in Fig. 5 are compared with those predicted by 
Archambeau [20] where two different codes were used. The streamline contours presented in Fig. 5 
are very similar to those in Ref. [20]. 
10 
' ' ' 
0.8 
y 0.6 
H 
0.4 ' ' 
0.2 
0 0.5 
u 
Uwall 
Figure 3. Predicted U-velocities at xjL = 0.5. Solid line: 160 x 160 mesh (central differencing) with 
constant spacip.g; dashed line: 40 x 40 mesh (QUICK) generated using hyperbolic tangent function 
(smallest cell size oxj L = oyj H:::::: 0.003); +: Benchmark results from Ghia et al. (1982). 
Umax(Ymax) U(yj H = 0.1016) 
20 x 20, central -0.255(0.075) -0.253 
20 X 20, QUICK -0.281(0.125) -0.279 
40 x 40, central -0.322(0.1125) -0.322 
40 X 40, QUICK -0.348(0.1125) -0.341 
80 x 80, central -0.388(0.09375) -0.387 
80 X 80, QUICK -0.402(0.10625) -0.402 
160 x 160, central -0.419(0.096875) -0.414 
160 X 160, QUICK -0.424(0.096875) -0.418 
Ghia et al. (1982) -0.41933(0.1016) -0.41933 
Table 1 
Max U-velocities and U-velocities at yj H = 0.1016. 
error 
_, 
10 
11 
160x160 80x80 
' . ' 
40x40 
Number of nodes 
20x20 
Figure 4. Predicted U-velocities at xj L = 0.5, yj H = 0.1016 using different meshes with constant 
mesh spacing. Error is defined as (U- Ubench) /Ubench· +: central differencing; *: QUICK. Benchmark 
results from Ghia et ai. (1982). 
5. Results: Ventilated Room 
In this secti~n we predict the flow in a three-dimensional room, Fig. 6. The CALC-BFC code is 
used (see Section 3.1). The predictions are compared with Laser-Doppler measurements of Restivo [30] 
(also available in Ref. [31]). Inlet boundary conditions and the geometry are given by: 
· U· h 
L/H = 3, W/H = 1, h/H = 0.056, tjH = 0.16, Re=~ 
1/ 
We have used H = 3, Uin = 0.455 m/s, and air of 20°C. 
At the outlet the exit velocity is computed from global continuity and it is taken as constant over 
the outlet. Zero gradient is set for the remaining variables. 
5.1. Predictions Using the k- c Model 
The k - c model presented in Section 3 is used to compute the flow in the ventilated room. We are 
doing both two- and three-dimensional calculations. The inlet values of k and c are given by [31] 
kin= 1.5 (0.04Uin) 2 ; €in = k[~5 /Pin, Pin= h/10 
The QUICK scheme is used for the convective terms in the momentum equations, and the hybrid 
upwind/central scheme is used fork and c. The predicted profiles in Fig. 8 turned out to be insensitive 
to the choice of discretization scheme for the momentum equations. Whether the second order van 
Leer scheme [32] was used for the k and c equations or the hybrid upwind/ central scheme was used 
in the momentum equations, the profiles in Fig. 8 remained virtually unchanged. 
Computations have been carried out on a number of different grids. Here the results from two 
grids are presented, and they are shown in Fig. 7. For the two grids we use geometrically stretching 
in the y-direction, and a hyperbolic tangent function in the x-direction. For the 42 x 59 mesh b..y 
between the near-wall node and the ceiling is b..y / H ::: 6 · 10-5 and at the floor b..y / H ::: 0.014. Near 
the vertical walls we have b..x/ H ::: 0.01. The two-layer model is used near the ceiling, and at the 
other boundaries wall functions are used. For the 72 x 42 mesh b..y at the ceiling is b..y / H ::: 0.0026 
and at the floor b..y/ H ::: 0.014. The corresponding figure near the vertical walls is b..xj H ::: 0.018, 
but the stretching in the x-direction is much smaller for this grid (see Fig. 7). Wall functions are 
12 
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Figure 5. Streamline contours at different times. 
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Figure 6. Ventilated room. 
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Figure 7. Grids for two-dimensional calculations using k- c. 
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Figure 8. U-profiles and u'-profiles. Two-dimensional calculations. Solid lines: 42 x 59 mesh; dashed 
lines: 72 x 42 mesh; .f-: experimental U /Uin; ·: experimental u' /Uin· 
used at all solid boundaries. The two grids that are used are rather coarse, but they are relevant for 
three-dimensional LES calculations. 
The U velocities and the streamwise rms velocities are shown in Fig. 8 and the agreement between 
the prediction and experiments is fairly good. The predicted streamwise rms velocity is obtained as 
u' = (2k/3) 0·5 • The predicted peak velocity in the wall jet differ by some 6 % using the two different 
grids. In the remaining part of the room the two grids give almost identical results. 
To further prepare for the LES calculations we have also carried out some three-dimensional calcu-
lation using the k - c model. Three different extents of the domain in the z-direction have been used: 
W/H = 0.5, 1.0 and WjH = 4.7. Here we present calculations obtained using the 42 x 59 mesh in the 
x- y plane and using 16, 30 and 60 cells, respectively for the three widths, with constant spacing in 
the z-direction, respectively for the three widths. In Fig. 9 the predicted profiles are compared with 
measurements. When plotting the profiles for W / H = 4. 7 and the two-dimensional results obtained 
with the 42 x 59 mesh the profiles are, as expected, identical. The smaller the width, the larger effect 
the boundary layers on the side walls will have. That is also seen in Fig. 9 where the velocities both 
in the wall jet and in the back flow region decreases as W increases. In Fig. 10 the velocity profiles 
are shown in greater detail near the floor and the ceiling. 
5.2. Large Eddy Simulations 
The explicit code described in Sub-section 2.3 is used. A steady computation is first carried out 
using the CALC-BFC code and the k- c mode (as in Section 5). These results are used as initial 
start fields in the LES calculations. The number of time steps used in each calculation is typically 
40000, which for the 72 x 42 x 26 is approximately 900 seconds when using the dynamic model. The 
streamwise average of the peak velocity in the wall jet along the ceiling is close to Uav = 0.5Uin 
(= 0.228 m/s). Thus the time it takes for fluid particle to move from the inlet to the opposite wall 
can be estimated as L/Uav ~ 40 seconds, which means that 900/40 ~ 22.5 characteristic time units 
(L/Uav) are covered in a simulation. 
Since we resolve the large-scale turbulence we should impose turbulent flow conditions at the inlet. 
As an approximation random fluctuations are superimposed on the time-averaged experimental flow 
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conditions at the inlet according to: 
Uin = Uin +random . U~xp • Vin = random . u~XP ' U\n = random . U~xp (28) 
Note that the random function is called at different times for Uin , Vin and Win , which means that 
the fluctuations are not correlated. This means, furthermore, that the shear stresses uv, uw and vw, 
are set to zero at the inlet. 
The maximum CFL number is for stability reasons set to 0.4. 
5.2.1. Using the Smagorinsky Model 
In Fig. 11 the time averaged ( Ot denotes time averaging) predicted velocity profiles are compared 
with experiments. Prediction with two different values on the constant Cs are shown in Fig. 11, and 
as can be seen the solutions differ considerable. Thus it seems that when using this model the constant 
Cs must first optimized, and this value is probably both flow dependent as well as grid dependent. 
This is the reason why this model was abandon in the present work and attention was shifted to the 
dynamic model. 
5.2.2. Using the Dynamic Model 
Three different meshes have been used: 72 x 52 x 26, 72 x 42 x 52 and 102 x 52 x 52. For all three 
meshes geometrical stretching is used in y-direction, and a hyperbolic tangent function is used in x 
and z-direction. They are summarized in Table 2. 
It is well known that when using the dynamic model one must set some limits on C in Eq. 17 
or do some averaging in order to achieve numerical stability. In the present study we average C in 
the spanwise (z) direction. This was found not to be enough. In addition we had to average C in 
x (i = ±2) and y-direction (j = ±2). Furthermore the total (laminar plus turbulent) viscosity is 
not allowed to become negative. No maximum limit on C (or viscosity) was used. This procedure is 
similar to that chosen in Ref. [33]. 
When comparing with experiments we must time average over a certain time T in the same way 
experimentalists measure over a certain time when they are recording a turbulent signal. The question 
is when we should start to time average (To) and for how long (T). In Fig. 12 we investigate the 
influence of To and T on the time averaged fi-profile. In general the (fi)t does not seem to be very 
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Mesh b.Xmin/H b.ymin,J/H b.Ymin,c/H b.zmin/ H b.Xmax/H b.ymax/H b.zmax/H 
72x52x26 0.005 0.008 0.002 0.006 0.09 0.038 0.082 
72x42x52 D.018 0.014 0.0027 0.0024 0.06 0.042 0.042 
102x52x52 0.005 0.008 0.002 0.0027 0.06 0.038 0.041 
Table 2 
Geometrical details of the three meshes used in combination with the dynamic model. The min 
distances are from the near-wall node to the boundary. Index c and f denote ceiling and floor, 
respectively. Along the centerline at the ceiling the friction velocity is approximately u*/Uin c::= 0.04 
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Figure 12. Influence of averaging timeT on time averaged velocity profiles. 2000 time steps have been 
performed before starting averaging. 72 x 42 x 52 mesh. Symmetry plane z/ H = 0.5. LES using the 
dynamic model. +: experimental U /Uin velocity. a) To = 0. Solid lines: T = 881 seconds ( 40000 
time steps); dashed lines: T = 427 seconds (the first 20000 time steps); dash-dotted lines: T = 204 
seconds (the first 10000 time steps). b) T = 881 (40000 time steps). Solid lines: To= 0; dashed lines: 
To = 427 seconds (the last 20000 time steps); dash-dotted lines: To = 204 seconds (the last 10000 
time steps). 
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Figure 13. Time averaged velocity and resolved rms velocity profiles. 72 x 52 x 26 mesh. Symmetry 
plane z/ H = 0.5. LES using the dynamic model. Solid lines: (u)t/Uini dashed lines: Urms/Uini +: 
experimental mean velocity; o: experimental fluctuations. 
sensitive to th~ choice ofT and To, but the differences are largest close to yj H = 0.5. This has also 
been found in experimental investigations, where longer measuring times must be used in the middle of 
the room (low-speed regions) than near walls (high-speed regions)2 When reducing the time averaging 
to the first 10000 time steps (Fig. 12a) the magnitude of (ft)t starts to increase close to the floor. 
In Figs. 13-15 the predicted velocity profiles using the three different meshes are compared with 
experiments. It can be seen that the agreement with experiments is fairly good for all meshes, but 
that the solutions are grid dependent. In general the resolved rms fluctuations 
u"(t) = u(t)- (u(t))t 
Urms = V((u"(t)) 2)t 
are under-predicted. The (ft)t profiles along the ceiling (at y = H- h/2) and the floor (at y = y/2) 
are shown in Fig. 16. The agreement between predictions and experiments is fairly good. The recircu-
lation bubble along the ceiling close to the opposite wall is over-predicted compared to experiments. 
Furthermore it can be seen that there is a large difference in the flow along the floor when using the 
two grids. The coarse grid severely under-predicts the (ft)t velocity. The fine grid gives a much closer 
agreement with experiments. However, the fine grid predicts a separation along the floor at xj H ~ 1.2 
which is too early according to experimental data. Downstream (0.3 < xj H < 1.2) there is a stagnant 
region with (u)t velocities close to zero, which also can be seen in Fig. 18b. 
The instantaneous velocity vectors in two planes are shown in Fig. 17. The zoomed view in Fig. 17a 
shows a wavy flow field below the ceiling which is generated by the resolved fluctuations, and which 
generates high shear stresses in the wall jet and entrains stagnant fluid into the wall jet. Higher tur-
bulent viscosity, i.e. higher value ·on C in Eq. 17, damps the resolved fluctuations and the entrainment 
which means that the velocity profile close to the velocity maximum will be thinner with a higher, 
sharper peak. This is confirmed in Fig. 11 where a large value on Cs in the Smagorinsky model gives 
a thin velocity profile in the wall jet with a high peak value. Note that this is vice versa to what we 
2Hyldgard, C.E., private communication, Dep. of Building Technology and Structural Engineering, Aalborg University 
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Figure 14. Time averaged velocity and resolved rms velocity profiles. 72 x 42 x 52 mesh. Symmetry 
plane z/ H = 0.5. LES using the dynamic model. Solid lines: (u)t/Uin; dashed lines: Urms/Uin; +: 
experimental mean velocity; o: experimental fluctuations. 
are used to wh~n using traditional eddy viscosity models where high turbulent viscosity is connected 
with flat, smeared-out velocity profiles. 
Some longitudinal vortices are visible in Fig. 17b. It seems like the mesh is too coarse in the z-
direction. Near the ceiling in the middle it looks like the flow is trying to form longitudinal vortices, 
but that the grid resolution is insufficient. From Table 2 we find that the maximum cell-size in 
the spanwise direction expressed in viscous units is b..zmaxu*jv ~ 150. From experiments (34) and 
DNS-simulations (35] it is known that the width (diameter) of these longitudinal vortices, caused 
by alternating low- and high-speed streaks in the spanwise direction, is around 100 viscous units. 
Clearly the meshes used in the present work is too coarse to capture these phenomena. As noted 
by Piomelli (36], it may not be necessary to capture these effects if we only are interested in mean 
velocities and rms fluctuations. 
In Fig. 18 zoomed views of vector plots in the upper-right and the lower-left corners are presented. 
The recirculation bubble near the ceiling is nicely captured. In the recirculation bubble near the floor 
the velocities are much smaller ( < 0.03Uin), and we can see three vortices. 
The resolved u velocities versus time at four chosen points are presented in Fig. 19. It can be seen 
that the fluctuations in u are strong. In the middle of the room (Fig. 19b) it is not meaningful to define 
a "mean" velocity (u)t, since u/Uin fluctuates between 0.15 and -0.23 and the time averaged velocity is 
close to zero. It can also be seen that the frequency of u is much higher in the wall jet near the ceiling 
(Figs. 19a,c) than in the back-flow region close to the floor (Fig. 19d). In addition to the large-scale 
fluctuations visible in Fig. 19 we have small-scale fluctuations which can be seen in Fig. 20. These 
small-scale fluctuations are generated by the inlet boundary conditions, where a randomized velocity 
field is prescribed (see Eq. 28). If constant flow conditions (in time) are prescribed, the small-scale 
fluctuations go away. Also the time history of the u velocities (like that shown in Fig. 19) becomes 
less chaotic. 
In Fig. 21 the C coefficient in the dynamic model (see Eq. 17) is presented. Figure 21a shows the 
time history of C at two chosen points, one point in the wall jet close to the ceiling, and one point in 
the boundary layer close to the floor. The variation of C is fairly big, especially close to the floor where 
the amplitude of the fluctuations is larger than (C)t. It should be noted that at these two chosen 
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Figure 15. Time averaged velocity and rms velocity profiles. 102 x 52 x 52 mesh. Symmetry plane 
zj H = 0.5. LES using the dynamic model. Solid lines: (u)t/Uini dashed lines: Urms/Uini +: experi-
mental mean velocity; o: experimental f:l.uctuations. 
point it is only, at t ~ 260 that C goes negative. (As mentioned in the beginning of Sub-section 5.2.2 
the total viscosity is not allowed to go negative.) In Fig. 21 b the instantaneous C versus y is shown, 
and it can be seen that C is small at the f:l.oor and ceiling as it should. The average value of C in the 
y-direction is approximately 0.04 which in the Smagorinsky model corresponds to 
Cs =VC= 0.2 
The present values on Care smaller than those obtained by Zang et al. [16] and approximately two 
times larger than those found by Yang and Ferziger [33], which confirms that C is f:l.ow dependent. 
The point of separation Xsep along the ceiling and the f:l.oor are shown in Fig. 22. The spanwise 
averaged values are shown (solid lines). The frequency of Xsep is similar to that of the velocity itself. 
The location of separation along the ceiling is f:l.uctuating very much whereas it is more stable along 
the f:l.oor. In Fig. 16 the ii-velocities at the centerline along the ceiling (y = H- h/2) and the f:l.oor 
(y = h/2) are shown. The dotted lines in Fig. 22 show the x-location where those it-velocities change 
sign versus time. It occurs both close to the ceiling and close to the f:l.oor that u does not change sign 
but that the f:l.ow continues all the way to the opposite wall. It happens only once close to the ceiling 
(t ~ 120 in Fig. 22a) but several times close to the f:l.oor. 
The two-point correlation coefficient Ru",u" (y, Yo) [37] 
( u" (y )u" (yo) )t 
Ru",u"(Y,Yo) = J((u"(y))2)t/((u"(yo))2)t (29) 
is shown in Fig. 23. Using the two-point correlation coefficient we can compute the integral length 
scale A from [37] 
1
Y2 
A= Ru",u"(y, Yo)dy. 
Yl 
(30) 
The integration limits are taken at the point Yo and away from the wall, which means that for the 
points at yjH = y0 jH = 0.92 we have yi/H = 0.92, Y2 = 0, and for the points at yjH = Yo/H = 0.14 
we use yi/ H = 0.14, y2 j H = 1.0. The integral length scales for four points are given in Table 3. 
yjH 
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The correlation coefficient for the two points in the wall jet at xo/ H = 1.0 and x0 j H = 2.0 are 
rather similar near the wall where the peak near the ceiling at x0 j H = 2.0 is slightly wider because 
the thickness 0f the wall jet is larger. However, the integral lengths are very different (see Table 3) 
because the negative tail in the Ru",u"(Y,Yo) curve at xo/H = 1.0 is much larger than at x0 jH = 2.0. 
This means that at xo/ H = 1.0 high u velocities in the wall jet are correlated with high negative u 
velocities close to the floor whereas this is not the case at xo/ H = 2.0. We find a similar difference for 
the two points close to the floor. The negative part of Ru" ,u"(y,yo) is so strong at x0 jH = 2.0 that 
it almost annihilates the positive part of Ru" ,u"(y,yo), which results in a integral length scale close to 
zero, see Table 3. The integral length scale at xo/ H = 2.0 is considerably larger mainly because there 
is good correlation between the u velocity close to the floor and the u velocity in the stagnant region 
up to yjH::::: 0.6. 
The probability density function of u is shown for four points in Fig. 24, two points in the wall jet 
and two points in the boundary layer close to the floor. For the points in the wall jet (Fig. 24a) the 
probability function show a preferred value of u showing that the flow has a well defined mean velocity 
and that the velocity is fluctuating around this mean value. Close to the floor (Fig. 24b) it is hard to 
find any preferred value of u which shows that the flow is irregular and unstable with no well defined 
mean velocity and large fluctuations. 
In Fig. 25 the power density spectrum for the resolved streamwise fluctuation (u") 2 is shown. In 
fully turbulent flow it should behave as <I? ex n(-5/ 3) (inertial region) which is included as a dashed 
line. We can see that there is some tendency to inertial region close to f = 0.2. This value agrees well 
with measurements by Sandberg [38] . The sharp decrease of <I? shows that the subgrid model is doing 
a · good job in extracting energy from the resolved flow. The reason why we do not have any distinct 
inertial region in the spectra may well be connected to insufficient grid resolution. As mentioned on 
page 20, in connection with the discussion of Fig. 17b, the streamwise vortices in the wall jet region 
are not resolved properly. 
6. Conclusions and Future Work 
A numerical procedure for Large Eddy Simulations has been presented for prediction of recirculating 
flows. A simple Smagorinsky model and a dynamic model was tested. The following conclusions can 
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xoiH YoiH ZoiH AxiH AyiH AziH 
1.0 0.92 0.5 - 0.05 -
1.0 0.14 0.5 - 0.24 -
2.0 0.92 0.5 - 0.26 -
2.0 0.14 0.5 - 0.003 -
1.0 1- hi(2H) 0.5 0.29 - -
2.0 hi(2H) 0.5 0.43 - -
1.0 1- hi(2H) 0.5 - - 0.014 
2.0 hi(2H) 0.5 - - 0.18 
Table.3 
Integral length scales. 
4 10 
3.5 
8 IH = 0.14 
3 
.. 
2.5 6 
B(~) 2 
Uin 
4 1.5 
2 
0.5 
a) 8.2 0.4 0.6 0.8 b) 
0 
-0.4 -0.2 0 
u u 
Uin Uin 
Figure 24. Probability density function of u. 72 x 52 x 26 mesh. The dynamic model. a) Solid line: 
xI H = 1.0; dotted line: xI H = 2.0. b) Solid line: xI H = 1.0; dotted line: xI H = 2.0; 
·2 
10 
10-4 
o~ .. ra .. ~ .. o .. :o 
'Q• .. 
·1 
10 
f [Hz] 
0 --
00 --
00 
0 
00 
Figure 25. Power density spectrum <.P ((u") 2). 72 x 52 x 26 mesh. Dynamic model. Symmetry plane 
zl H = 0.5. xl H = 2.0, Yl H = 0.92. 
26 
be drawn: 
• The simple Smagorinsky model was found to be inadequate, because the results were very 
dependent on the Smagorinsky-constant 
• The pressure equation requires some 80 % of the total CPU-time 
• The results obtained with the dynamic subgrid model gives results in good agreement with 
experimeFJ.ts 
6.1. Future Work 
In an ongoing work [39) we have found the multigrid solver solves the pressure equations more than 
10 times faster on fine meshes (1 million nodes). We are also working on solving the whole equation 
system implicitly [39) using the same multigrid solver for the pressure. In the explicit method used in 
the present work the CFD-number must for stability reasons be below 0.4. With an implicit method 
the CFL-number is restricted only by concern of accuracy. Using CFL-number of one the implicit 
method is somewhat faster than the explicit method. If the CFL-number is allowed locally to exceed 
one (say _2), the implicit method gives a further speed-up of more than two. 
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