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ABSTRACT
We describe a newmethod to estimate the geometry of a room given
room impulse responses. The method utilises convolutional neural
networks to estimate the room geometry and uses the mean square
error as the loss function. In contrast to existing methods, we do
not require the relative positions of sources and receivers in the
room. The method can be used with only a single room impulse
response between one source and one receiver. The proposed esti-
mation method can achieve an average of six centimetre accuracy.
In addition, the proposed method is shown to be computationally
efficient compared to state-of-the-art methods.
Index Terms— Room geometry estimation, room impulse re-
sponse, convolutional neural network.
1. INTRODUCTION
Augmented reality (AR) is an immersive audio-visual environment
where artificial objects are added to a real-world scenario, provid-
ing the user with an enhanced and interactive experience [1]. Aug-
mented reality will play an increasingly important role in numerous
contexts, such as education, manufacturing, and archaeology. An
accurate description of the acoustic environments is essential for
generating perceptually acceptable sound in an AR system. Room
geometry is an important aspect of modelling an acoustic environ-
ment accurately. In this paper we consider the estimation of room
geometry from room impulse responses as that facilitates a quick
and practical measurement.
The room impulse response, the transfer function between the
sound source and the listener, characterises the acoustics environ-
ment of a room. It is composed of direct-direction sound, early
reflections, and late reverberation. A room impulse response is af-
fected by the position of the sound source and the receiver, the room
geometry and the reverberation time. The image-source method
[2, 3] is commonly used to model reflections in a room.
Existing algorithms to estimate room geometry from room im-
pulse responses all require prior information about the configuration
of the sources and the microphones [4–7]. [7] uses room impulse re-
sponses and a set of time of arrival (TOA) measurements to estimate
2D room geometry. It assumes that the TOA measurements are la-
belled and room impulse responses consist of direct sound and the
first and the second order reflections. [4] proposes a method to esti-
mate the 3D room shape from room impulse responses by exploiting
the properties of Euclidean distance matrices and the first order re-
flections. Although it requires only a single source, it requires at
least four receivers and their pairwise distances. In addition, it may
misclassify higher order reflections as the first order reflections [5].
In [5], the room geometry is estimated from one sound source by
a two-step intuitive geometrical method. The proposed method re-
quires five receivers and their pairwise distances. [6] infers the room
geometry efficiently by labelling echoes and inferred image source
positions by labelled echoes, which requires at least two sources
and five receivers.
In contrast to the above mentioned state-of-the-art methods, we
would like to estimate the room geometry and without knowledge
of positions of source and receiver. Averaging the outcomes for
different responses can then be used to increase estimation accuracy.
Since a room impulse response contains information about the room
geometry and the geometry information is independent of positions
of sources and receivers, we hypothesise estimating room geometry
does not require multiple sources or receivers or their positions. A
natural solution to the problem of estimating room geometry from
a single response is a method based on machine learning.
In convolutional neural networks (CNNs), the receptive field of
each neuron is processed with a kernel that does not vary across the
input data. For our geometry-estimation problem, this corresponds
to assuming that the room impulse response has a similar structure
across all delays. CNNs were first proposed by [8] for visual pattern
recognition. As a result of the increased computational power and
the availability of large databases, CNNs have seen a rapid increase
in usage in recent years. Many variations of CNN architectures have
been developed, such as AlexNet [9] and VGG-16 [10]. In addition,
CNNs have been used for various applications such as image classi-
fication [11–13], speech recognition [14–16]. Recent applications,
such as reverberation time estimation [17], confirm that CNNs are
able to show a good modelling ability for acoustic problems and
outperform state-of-the-art algorithms in this context, which moti-
vates us to use CNNs for our problem.
The main contribution of our paper is the usage of convolutional
neural networks to estimate room geometry. In contrast to state-of-
the-art methods for room geometry estimation, our method does not
require the position or distance of receivers and sources. In its basic
form, the method requires only one room impulse response between
a single sound source and a single receiver. The proposed method
is computationally efficient compared to state-of-art algorithms.
This paper is organised as follows. In section 2, we formulate
our room geometry estimation problem and describe the network ar-
chitecture. In section 3, we describe how we generate the database,
discuss our experimental setup and analyse the results. Finally, we
conclude our paper in section 4.
2. CNN BASED ROOM GEOMETRY ESTIMATION
We use CNNs to estimate room geometry from room impulse re-
sponses. The room impulse response depends on reflection coeffi-
cients and room geometry. We define room geometry to be a three-
dimensional vector, which contains the length, width, and height of
a room. We consider reflection coefficients as a nuisance factor in
our problem. In this section, we first describe the architecture of and
metrics for our CNN model. Then we propose a method to improve
accuracy. Finally, we discuss the effect of reflection coefficients and
reverberation time.
2.1. Architecture and metrics
Convolutional neural networks are considered a powerful modelling
technique in various applications [11–16]. Furthermore, a CNN
generalises a filter with the activation function. CNNs contain a
set of generalised filters of different levels to extract the various
features from the signals. By each convolutional operation, each
signal sample is processed with a filter which does not vary across
the signal. The parameters of each filter are learned through the
training process. CNNs can thus learn features of a signal. Room
geometry is an underlying feature of room impulse responses and
we assume room impulse responses show a certain structure with
room geometry across all delays. Consequently, applying CNNs
on room impulse responses is expected to extract room geometry
information.
Since the room geometry is described by continuous variables,
we formulate the room geometry estimation problem as a regression
problem, where the model can output the continuous room geom-
etry estimates directly. To solve the problem, our neural network
has three output nodes for the length, width and height of a room.
Our model takes one room impulse response in the time domain as
the input, without any pre-processing. The network estimates the
geometry of a room for each room impulse response of the given
room. Since the ordering of the three lengths of the geometry is
arbitrary, we must re-order the geometry vector in ascending order
in a pre-processing step.
We adopt a commonly used CNN architecture as a basis. In this
architecture each convolutional layer is followed by a batch normal-
isation layer [18] and an activation function. Since our input signal
is the raw time-domain signal, we use one-dimensional convolu-
tional layers and one-dimensional batch normalisation layers. To
keep a balance between the number of parameters and the mod-
elling ability of neural networks, the neural network consists of six
one-dimensional convolutional layers and two fully connected lay-
ers. The number of the filters in the convolutional layers increases
with depth because the output dimensionality of the convolutional
layers decreases. We use a rectified linear unit (ReLU) activation
function [19] as the activation function. To prevent overfitting, early
stopping is used for regularisation in our neural network [20]. Early
stopping is performed when the validation performance degrades in
S successive epochs. Our network architecture and corresponding
parameters are shown in Table 1, where n denotes the batch size.
The network contains 178413 trainable parameters in total.
The mean square error is used as our loss function to minimise
the squared distance between the estimated room geometry and the
true room geometry. The loss function for each batch is defined as
MSE(L, Lˆ) =
1
n
n∑
i=1
(L(i, :)− Lˆ(i, :))◦2, (1)
where n denotes the batch size, L is a n by 3 matrix which denotes
the true room geometry per batch, Lˆ denotes the corresponding es-
timated room geometry matrix, and (·)◦2 denotes Hadamard power.
We chose the mean square error loss since it is relatively sensitive
Table 1: Network Architecture
Operation Kernel Size Stride # filters Output Size
Input (n, 4096)
Reshape (n, 1, 4096)
Conv1D 4 4 10 (n, 10, 1024)
BatchNorm1D (n, 10, 1024)
ReLU (n, 10, 1024)
Conv1D 4 4 20 (n, 20, 256)
BatchNorm1D (n, 20, 256)
ReLU (n, 20, 256)
Conv1D 4 4 40 (n, 40, 64)
BatchNorm1D (n, 40, 64)
ReLU (n, 40, 64)
Conv1D 4 4 80 (n, 80, 16)
BatchNorm1D (n, 80, 16)
ReLU (n, 80, 16)
Conv1D 4 4 160 (n, 160, 4)
BatchNorm1D (n, 160, 4)
ReLU (n, 160, 4)
Conv1D 4 4 160 (n, 160, 1)
BatchNorm1D (n, 160, 1)
ReLU (n, 160, 1)
Reshape (n, 160)
Fully connected (n, 40)
Fully connected (n, 3)
to outliers, which we would like to suppress in the room geometry
estimation problem.
The network is trained with the Adam optimiser, a robust
stochastic gradient-based optimisation algorithm [21], to minimise
the training loss. Compared to other optimisation algorithms, the
Adam optimiser generally converges faster for problems with a
large amount of data and parameters, making it well-suited to our
estimation problem.
To characterize the estimation performance of our method, we
evaluate median, bias and variance on the test data. Median mea-
sures the central tendency of estimation error and it is less skewed
by imbalanced distribution than the mean. In statistics, bias mea-
sures the mean deviation of our estimates from the true value and
variance measures how much our estimates vary from the mean es-
timated value. Minimising mean square error is able to keep bal-
ance between bias and variance since the relationship between mean
square error, bias and variance can be described as
MSE = Bias2 + Variance. (2)
Since bias is also a parameter that a CNNmodel tries to learn during
the training process, a CNN model should in principle result in an
unbiased estimator. For an unbiased estimator, we can increase the
precision by averaging over the estimates.
2.2. An improved algorithm
Assuming the estimates are not strongly biased, we propose an im-
proved algorithm for room geometry estimation. For each room, we
selectN random independent room impulse responses. The method
is to average over theN estimates to calculate the final estimate for
the room. The variance of the estimator will decrease by averaging
over N independent estimates. Although the accuracy is limited by
the bias, the estimation precision can be increased.
2.3. The effect of reflection coefficients and reverberation time
In addition to the room geometry, the room impulse responses are
also affected by reflection coefficients. We aim to investigate if
fixed or varying reflection coefficients have an effect on the accu-
racy of room-geometry estimation. We hypothesise that fixed re-
flection coefficients result in a more accurate estimate.
Sabine’s formula commonly quantifies reverberation time:
RT60 =
24ln10
c20
V
Sa
≈ 0.1611sm−1
V
Sa
, (3)
where c20 is the speed of the sound in the room for 20 degrees
Celsius, V is the room volume, S is the total surface area of the
room and a is the average absorption coefficient of room surfaces.
From (3), we can conclude that reverberation time is related to room
geometry and reflection coefficients. We expect that varying rever-
beration time affects the accuracy of estimation.
3. EXPERIMENTS
In this section, we present our experiments. In the first subsection,
we describe how we generated our database for training and testing.
We describe the setup our experiments in the second subsection.
Finally, we show and analyse our experimental results.
3.1. Database Generation
We need a large-scale dataset of good quality to train our deep neu-
ral networks. To build such a dataset, we used the image-source
method to simulate RIRs [22]. We assume the room is shoe box
shaped. The speed of sound was set to c = 340 m/s. The sam-
pling frequency was set to 8000 Hz. The length of each RIR was
4096, corresponding to approximate 0.5 seconds. It contains at
least the direct path signal and early reflections in an indoor en-
vironment. Each dimension of room geometry, i.e., length × width
× height, was assumed to be independently uniformly distributed
between 6 × 5 × 4 m and 10 × 8 × 6 m. In each room, we ran-
domly generated 16 RIRs since it is a multi-to-one mapping and
we found it outperforms other cases in our preliminary tests. How-
ever, each room impulse response will be processed independently.
The validation dataset and the test dataset are generated in the same
way as the training dataset. In our experiment, the size of the train-
ing dataset was 336000 RIRs, the size of the validation dataset was
96000 RIRs, and the size of the test dataset was 48000 RIRs.
3.2. Experimental Setup
In this subsection, we describe how we set up our experiments. We
first discuss the experiments for reverberation time and error anal-
ysis. Then we discuss the setup of the experiments for improved
methods. Finally, we describe the general experimental setup.
Our first experiment was to determine the effect of reflection
coefficients and reverberation time. We divided our experiments
into two cases, fixed and varying reflection coefficients. We first
fixed the reflection coefficients and generated the database on this
randomly generated set of reflection coefficients. In this setup, the
varying reverberation time is only related to the change of room ge-
ometry. We then removed this restriction. The varying reflection
coefficients database were generated to guarantee the reverberation
time uniformly distributed between 0.4 s and 1 s, a range chosen to
be representative of real-world environments. After that, we com-
pared the performance of these two cases in terms of mean square
error, bias and variance in test set. We use the mean estimation
error to approximate bias. Our further experiments were based on
varying reflection coefficients.
To facilitate interpretation of our results we include an error
analysis. To begin with, we plotted the error distribution in the
test set, where we mix the mean square error for length, width and
height because we want to see an overall performance on these three
elements. For further analysis, we generated eight rooms, each with
a random reverberation time. In each room, we randomly placed
100 sources and 100 receivers and calculated the room impulse re-
sponses among them. We also plotted the mean square error distri-
bution in the eight rooms. In addition, we plotted estimation error
performance in each room and analysed the result. We compared
the error performance in each room to determine if the bias is con-
stant in different room configurations and evaluate how much the
estimates deviate from the ground truth in each room.
We proposed an improved method to increase the estimation
accuracy. We aim to use experiments to investigate the accuracy we
can reach and the effect of the number of estimates. We use the
test dataset to do the experiments. We first shuffled and loaded the
dataset to compute the estimates of each RIR. Next we reordered
the estimates by the true room geometry and group the estimates
to one, four, eight and 16 estimates per room to perform average
method. Finally, we computed the MSE, median, bias and variance
of the average method. The median is computed with the absolute
estimation error.
We used PyTorch to implement our neural network and perform
training. We used the default initialisation method in PyTorch. We
used a GPU node to train our neural network. The batch size was
set to be 50. The learning rate of Adam optimiser was 0.001 and
the coefficients used for computing running averages of the gradi-
ent and its square were set to be (0.9, 0.999). We iterated for 2000
epochs and recorded the mean square error loss for each epoch. In
each epoch, we set the model on evaluation mode and compute the
validation error for early stopping monitor. We set S to 30 which
guarantees the training performance without overfitting. After train-
ing, we set the model on the evaluation mode and computed the test
error. In addition, we recorded the running time for the geometry
estimation of each room.
3.3. Experimental Results
In this subsection, we show and analyse our experimental results.
We first compare the results of fixed and varying reflection coeffi-
cients. Then we show the results of error analysis and plot the error
distribution. After that, we discuss the proposed improved method.
Finally, we compare our estimation error and running time with one
of the traditional methods.
To begin with, we show the mean squared error, bias and vari-
ance on fixed and varying reflection coefficients in Table 2. The
positive sign indicates our prediction is larger than the true geome-
try value. The mean squared error, bias and variance show different
values with respect to length, width and height because the range on
these three elements is different. We find the error is smaller when
the reflection coefficients are fixed. This proves that the varying re-
flection coefficients is a nuisance factor in our estimation problem
and varying reflection coefficients has an effect on the accuracy of
estimation. From another point of view, the small bias vector con-
firms that our CNN model is not significantly biased after training
and the small variance confirms that most estimation errors are rela-
tively small and they do not vary much. Our remaining experimen-
tal results refer to the varying reverberation time condition since it
is representative of real-world environments.
Next we show the results of the error analysis. The error dis-
Table 2: Mean square errors, bias and variance of fixed and varying
reflection coefficients
Reflection coefficients Fixed Varying
MSE (m2) [0.005, 0.017, 0.006] [0.015, 0.018, 0.007]
Bias (m) [0.011, 0.001,−0.002] [0.019,−0.002, 0.004]
Variance (m2) [0.005, 0.017, 0.006] [0.015, 0.018, 0.007]
0.0 0.1 0.2 0.3 0.4 0.5
MSE
(a) Test set.
0.0 0.1 0.2 0.3 0.4 0.5
MSE
(b) Eight different rooms.
Figure 1: MSE distribution under varying reflection coefficients.
tribution in the test set and eight selected rooms is shown in Figure
1. Observing the error distribution in the test set, the error follows
a long-tailed distribution, which confirms that most estimation er-
rors are relatively small, which is consistent with the small variance
in the test set. The error distribution in the eight random rooms
approximately follow the same distribution as the test set but the
proportion of small errors is different for different rooms. In Fig-
ure 2, we plotted the mean estimation error of length, width and
height in the eight generated rooms and the error bar represents the
corresponding standard deviation. Comparing the mean estimation
error of each room, we found there will be a bias for each room and
the sign varies with the room. In addition, the standard deviation is
also different in different rooms. This indicates that estimation er-
rors mainly result from specific room configurations. Consequently,
some room configurations may outperform others.
1 2 3 4 5 6 7 8
Room number
−0.4
−0.2
0.0
0.2
0.4
Er
ro
r (
m
)
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height
Figure 2: Mean estimation error and the standard deviation in eight
rooms under varying reflection coefficients.
After analysing the test error, we compared the improved esti-
mation method with our baseline method. The bias of estimation er-
ror is [0.019,−0.002, 0.004], which does not change by averaging
overN estimates. The mean squared error, median and variance un-
der different number of room impulse responses are listed in Table
3. The method with one room impulse response corresponds to our
baseline method. From Table 3, we can conclude that the averaging
method outperforms our baseline method. The variance decreases
via averaging but not decreases by a factor of N since there exists
Table 3: Mean squared error, bias and variance of improved method
under varying reflection coefficients.
# RIRs MSE (m2) Median (m) Variance (m2)
1 [0.015, 0.018, 0.007] [0.072, 0.069, 0.044] [0.015, 0.018, 0.007]
4 [0.006, 0.007, 0.005] [0.046, 0.045, 0.027] [0.005, 0.007, 0.005]
8 [0.004, 0.005, 0.004] [0.039, 0.038, 0.022] [0.004, 0.005, 0.004]
16 [0.003, 0.004, 0.004] [0.035, 0.032, 0.017] [0.003, 0.004, 0.004]
Table 4: Comparison of proposed method and state-of-art method.
Proposed method Method in [6]
Average error (m) 0.0611 0.0235
Average run time (s) 3.22× 10−4 2.43
a nuisance factor, reflection coefficients, which makes the room im-
pulse responses in each room are not independent conditioned on
room geometry. Since our error distribution is long-tailed, median
can represent the central tendency and is less affected by the small
portion of large errors. Observing Table 3, median decreases via
averaging method. To conclude, the performance is better when
more room impulse responses are used for averaging although our
estimation is still biased.
Finally, we compared our improved method with the method
proposed in [6] in terms of system requirements, estimation error
and average run time. For calculating the run time, the experiments
were run on a MacBook Pro Mid 2014 with 2.6 GHz Intel Core i5
processor in Python 3.6.5 and averaged over 3000 experiments. We
average over the square root of the mean square error as our average
error for comparison. The result is shown in Table 4. The method
in [6] uses five sources and five receivers under 96 kHz sampling
frequency while the proposed method only requires sixteen random
RIRs under 8 kHz sampling frequency. From the experimental re-
sults, on the one hand, the traditional method performs approxi-
mately three times better in terms of average estimation error. On
the other hand, in terms of average run time, our CNN based method
performs 104 better than the method proposed in [6]. To conclude,
our CNN based room geometry estimation method is computation-
ally efficient with acceptable estimation error and does not require
prior knowledge or knowledge of the measurement configuration
compared to traditional methods.
4. CONCLUSIONS
In this paper, we used convolutional neural networks to estimate
room geometry. We formulated our problem as a regression prob-
lem with the mean square error as a loss function. The proposed
method only requires one random room impulse response between
a single source and a single receiver and does not require knowl-
edge of positions or relative distance. Moreover, we proposed an
improved method to increase estimation accuracy. With our pro-
posed method, we can arrive at an average of [0.064, 0.059, 0.060]
m estimation accuracy and the median of the absolute estimation
error is [0.035, 0.032, 0.017] m. In addition, our method is compu-
tationally efficient. A natural extension of our work will focus on
more advanced error analysis to determine the reason for the bias
and approaches that minimize bias.
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