Absfracf-In this study we assessed a Kohonen network's ability to represent visual similarity between grayscale pictures and whether these representations were associated with human ratings af perceived similarity. We trained a Kohonen network (SOM) with 370 standardized grayscale pictures deriving from 70 basic level object categories (e.g. dog, apple, chair, etc.) and measured, for each category, the average euclidean distance of the SOM output patterns to provide an index of the visual similarity between exemplars of the same basic level category. We then asked human subjects to provide visual similarity ratings for the same categories of stimuli and compared these with the measures extracted from the SOM. The significant correlation between the SOM and human measures suggests that a SOM may he a useful way 01 modeling certain stages of human visual categorization. Interestingly, the human ratings showed category-specific differences in the level of similarity ascribed to living and nonliving things. However, this pattern was not reflected in the SOM representations of the same stimuli. This has important implications for theories of object recognition and, specifically, our understanding af category-specific naming impairments.
I. INTRODUCTION Many studies of visual object recognition have used, or made reference to, neural network models (e.g. [l-3] ). In many cases these models articulate pre-existing theories and, although they may sometimes predict human performance, there is little evidence of any association between the kind of representations that develop in the models and those that may he important in perceptual processing. For example, the majority of neural network models of visual object recognition are trained with vectors of artificially coded 'visual' attributes (e.g. 'is brown', 'is tall', 'has legs', etc.) that are somewhat unlikely to reflect properties of real sensory stimuli. Moreover, the vast majority of models to date have employed supervised learning algorithms and these do not reflect the kind of learning that occurs in early perceptual development. This is an important issue because the acquisition of certain object categories and concepts precedes the development of linguistic ability during infancy so it is unlikely that 'target states' are present during early categorical learnin2 (sec [4] ). For this reason, we have previously argued that selforganizing neural networks are better suited to modeling pre-semantic stages of visual processing than supervised networks [3] .
In a previous study [3] we presented a Kohonen network '(SOM), with a range of standardized grayscale object images in an attempt to model the categorization of visual stimuli in a less artificial way. These stimuli derived from a range of categories and sub-categories, each with multiple exemplars. Rather than concentrating specifically on the winning unit activation, we measured the pattern of activation across the' whole of the output map (following [SI). One aspect of this work was to explore whether the strength of clustering in the SOM representations varied across different object categories (e.g. animals vs. clothing vs. musical .instruments, etc.) . This holds particular theoretical interest within the study of category-specific recognition disorders. Such disorders usually present following certain types of brain injury with patients typically showing degraded object naming performance for certain classes of item (e.g. living things), in contrast to preserved object naming for other classes (e.g. nonliving things). Such cases have been highly influential in the development of theories and models relating to visual object processing and knowledge representation in the human brain. More recently, however, such theories have placed greater emphasis on properties of real-world objects and stimuli which might influence our ability to differentiate and name them, especially under processing constraints (for example, brain injury or degraded viewing conditions). One such property, that has heen the subject of much recent debate, is visual crowding (see [2, 3, humans because it is purported to reflect the greatest level of within-category siniilarity and between-category dissimilarify, thereby making object identification easiest at this level (for example, it is easier to categorize as 'bird' than 'lapwing' and it is morc useful to categorize as 'bird' than 'animal'). Previous studies have also underscored the importance of the basic level, particularly in early conceptual development and language (e.g. [9, IO] ). However, to date, there has been no attempt to quantify similarity within basic level categories and to see whether this has any association with human behavioral data.
In the current study we investigate the representation and coherence of basic level object categories within a Kohonen network model and, importantly, whether these are representations are associated with human ratings of perceived similarity. We use a novel set of standardized grayscale object images arid compare the measures of similarity deriving from the neural network representations with ratings of visual similarity provided by human subjects for the same set of pictures. This work addresses two important issues, namely, (i) do the neural network representations of our pictures predict behavioral responses to the same pictures and (ii) is there any basis for assuming greater visual crowding for living things at the basic level, which might influence object naming and/or basic level categorization under normality and pathology?
METHOD
A. Slirnrili Seventy basic-level categories (e.g. apple, dog, guitar, vase, airplane, etc.) were selected to represent a broad range of objects (35 living, 35 nonliving). Three-hundredand-seventy different exemplar pictures were collected to represent these categories and the number of exemplars representing cach basic level category varied between 4 and 7 [means for livinghonliving = 5.31 and 5.28 respectively). Pictures were collected from online image galleries and CD-ROM encyclopaedias and all chosen images depicted the referent item in a consistent and typical orientation (for example, see fig. 1 ).
The pictures were standardized as follows: first, extraneous background material was carefully removed and the depicted items were normalized for orientation within each basic level category (for example, all examples of 'dog' were viewed side-on and facing the same way); the size of the pictures was then manipulated such that each depicted item fitted within a grid of 64 pixels square (4096 pixels in total) whereby the maximal dimension of the object touched the borders of the pixel grid (following [3, 61) ; finally the images were converted to &bit greyscale. 
R. TheMorlel
We implemented a standard Kohonen map ([11-13] ) also known as a self-organizing map (SOM). This is an unsupervised network that uses a competitive learning algorithm t o develop reduced-dimensional, topologypreserving, representations of input patterns. An almost identical model is described in [3] so just a brief overview is presented here. Our model comprised a 4096-dimensional (i.e. 64 by 64 pixel) input vector (A) that was fully connected to a SOM of 7 units square (see figure 2) . So, each output unit (oi) in the SOM was connected to the input vector (A) with a 4096-dimensional weight vector (Wi). At each iteration, the activation values across the SOM were derived by comparing the Euclidean Distance between the input vector (A) and the weight vector (Wi) for each of the 49 output units. The output map was calculated using a function that returned a value in the range of 0-64 where 64 represented a unit whose weight vector was as far away as possible from the input vector and 0 represented a unit whose weight vector was identical. The output unit with the lowest Euclidean distance from the input vector was regarded as the 'winner'. The training rule updated the weights of the winning unit, and those of a neighborhood surrounding the winner, moving them closer in value to the input vector. The initial neighborhood size was 7 units square (i.e. the 'hamming' distance was 3 units either side of each winning unit and the SOM surface was wrapped around) although this decreased to zero, linearly, over training time. The update rule for the neighborhood was defined by a non-linear function (defined by I/hamming distance) such that thc weight vectors of units close to the winner were modulated to a greater extent by the input vector than those that were further away. It is these correlated zones of activation that permit self-organization (see also [5] ).
The focus of interest with regard to pattern classification in SOMs is usually on 'winning' units because these will typically identify different prototypes or groups of patterns. However, in these experiments, we were also interested in the distribution of activation across the other output units and this representation c m be conceived as a contour map. The 'winning unit' (i.e. the most highly activated) is important in this model but does not have exclusive diagnosticity (i.e. it is possible for 2 trainiiig patterns to activate the same winning unit, yet have different activation distributions across the remaining units). SOMs have been used to model tasks that require perceptual (i.e. bottom-up) categorization (e.g. [ 14, 15] ), because they develop representations in the absence of top-down constraints. Thus, the final output states of the network are selfevolving rather than pre-determined.
Ten SOMs (each randomly configured) were trained with the set of 370 images. Thes stimuli were presented in random order for 2000 epochs and the learning rate was set initially at 0.05 but decreased linearly over training time. At completion, the output representation for every image was recorded as a 49-dimensional vector (see fig. 2 ). These vectors were compared with each other to extract a matrix of euclidean distance scores between every possible pair of SOM representations (370 by 370). Scores were then averaged across related exemplars (i.e. within each basic level category) to providc an average measure of overlap for each of the 70 basic level categories. These averages were standardized as proportions of the maximum possible Euclidean Distance score (448 in this case) and, finally, this was averaged across all IO replications.
A low mean euclidean distance score between category exemplars would indicate a high level of overlap within a given category, whereas a high euclidean distance score would indicate that the category members were visually dissimilar to each other.
C. Hi.imaii Ratings of Viszral Siiirilarip
A group of human subjects rated the degree of visual overlap (VO) for each of the 70 basic level categories. Twenty-four (12 male, 12 female) provided ratings of the extent to which all items with the name, e.g. 'beetle' looked similar (these participants did not see the actual sets of stimuli used lo train the SOM and their ratings were termed 'VO-verbal'). Another 2 4 subjects (10 male, 14 female) saw exactly the same standardized pictures that were presented to the SOM. These were presented in their basic level groupings and participants were asked to rate the level of VO within each of the 70 basic level categories. These ratings were termed 'VO-visual'. All ratings were collected on a 5-point scale ranging from 1 'very similar' to 5 'very dissimilar'. 
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Input vectnr (A):
Gre sca!e image of 24 by 64 pixels Under VO-verbal, participants were rating the similarity of imagined exemplars, so it is interesting that this has a strong association with ratings made to specific sets of exemplars chosen by the experimenters. The measures derived from the SOM correlated significantly with the human ratings: (for VO-visual, r = -0.35, p = 0.003). Looking again at living and nonliving things separately, both had significant correlations (living: r = -0 . 4 1 ,~ = 0.02; nonliving r = -0.36, p = 0.03). The mean SOM output euclidean distance value5 also correlated with VO-verbal but a different pattern emerged for living and nonliving things: I' = 0.16, p = 0.36 NS; nonliving: r = 0.59, p = (1.002). Although these correlations are far from perfect, they are of an order of magnitude greater, than those found for other predictor variables in visual object naming experiments (for example, see [ 161).
B. Category-specijic Differences
There was no significant difference between living and nonliving things in terms of mean euclidean distance for SOM representations of basic level categories (means = 0.125 vs. 0.127 respectively, F < 1, NS). However, For VR-verbal, living things were rated as having greater within-category (basic level) similarity than nonliving things (3.7 vs. 3.3: I , , 68 = 3.2, p = 0.002). For VR-visual, living things were also perceived to have higher withincategory similarity (3.6 vs. 3: ft, 6% = 4, p < 0.0001). Thus, although the SOM measures did not reveal any categoryspecific differences, such differences were evident in the ratings, despite the fact that these measures actually correlated highly with the SOM measures.
IV. DISCUSSION
The significant correlation between the SOM measures and VO suggests that a SOM may h e a useful tool for modeling the acquisition of visual categories. In our model, the SOM reduccd the dimensionality of each input pattern from 4096 down to 49 and our results suggest that the data which is preserved in these representations, may he reflective of the kind of information that could be used in human perceptual categorization. Further work will involve manipulating the size of the SOM to see whether this has an effect on the strength of correlation observed.
Living and nonliving things differed in the strength of association between average SOM euclidcan distance (for basic level categories) and VO-verbal (but not VO-visual): while living things showed a weak association (r = 0.16), there was a much stronger relationship for nonliving things variant and more diagnostic (see also [17] ). Color may therefore affect VO-verbal ratings disproportionately for these categories, increasing the perceived amount of basiclevel visual similarity. Indeed, color is rated as being much mort critical for recognizing fruits and vegetables than other (both living and nonliving) categories (see [IS] ), and this would not be captiired by these simulations because the pictures were all gray. In short, the SOM may capture perceived visual similarity quite well when the principal determinant is pixel luminance (and hence, indirectly, shapeidetail). However, if factors other than these exert an influence on human judgements, this simple model has no mechanism for reflecting this. This is supported by the fact that a livinginonliving differencc was not observed in the correlations between the SOM measures and VO-visual scores, where the subject ratings were made to standardized grayscale stimuli rathcr than imagined examples. So, as a model of perceptual categorization, the SOM may fail to capture reported basic level similarity relationships for certain categories simply because it cannot process color information. Nevertheless, for all other categories, there is a statistically significant association between the SOM measures and VO (both verbal and visual) , suggesting that the model represents categorical boundaries in a way that accords with subjective reports of basic level visual similarity.
There was no difference in the extent of basic level overlap recorded by the SOM for living and nonliving categories. It would therefore he reasonable to conclude that there are no physical characteristics within the pictures which predispose living things to he more visually crowded than nonliving things. However, human subjects rated living things as having greater visual overlap, irrespectivc of whether their judgements were based on real or imagined exemplars. This tendency has also been reported previously (see [19, 20] ), though this is the first study to compare human ratings with more objective measures (i.e.
SOM representations). So, on what basis does this pattern arise?
This dissociation raises an important issue that has heen overlooked in previous research. It hints at the importance of distinguishing between similarity that exists for realworld objects or pictures (what we might call 'assembled' similarity) and similarity that exists within stored human representations (what we might call 'addressed' similarity).
Previous studies of visual crowding have not made such a distinction and there has heen an unspoken assumption that storcd structural representations simply capture the properties of assembled measures. That a livinginonliving differencc was observed in our measure of 'addressed' similarity, hut not in the 'assembled' measures, suggests that visual categorization may exen a disproportionately stronger clustering effect on living things (i.e. living things have more coherent visual prototypes) '. Nevertheless, this must arise via an interaction of top-down and hottom-up processing since no livinghonliving difference is evident at 'input' level.
In conclusion, this work suggests that if visual crowding effects play a role in visual categorization and object recognition, these effects may well he independent of the stimuli themselves. Thus, it is possible that stored structural object representations in the brain have evolved in a way that clusters living things more tightly than nonliving things. However, this is likely to arise through an interaction of cognitive and perceptual processes and cannot he visual crowding per se.
