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Résumé
Dans cette thèse, je m’intéresse à des modèles stochastiques de particules sur réseaux qui suivent
une dynamique de Glauber avec contraintes cinétiques (KCSM), et particulièrement aux modèles
Est et FA-1f. Ces modèles sont apparus en physique pour l’étude des systèmes vitreux.
Dans ce document se trouve d’abord un résumé en français de son contenu. Puis viennent
trois chapitres présentant le cadre dans lequel mes travaux s’inscrivent et montrant à la fois
leurs contributions et à quelles notions et techniques ils font appel. Je centre ma présentation
des KCSM sur les objets et résultats qui ont joué un rôle direct dans mes recherches. Mes
articles sont regroupés en annexe avec éventuellement quelques extensions retranchées pour la
publication.
Le premier chapitre est une introduction aux KCSM. Le deuxième chapitre présente des
résultats hors équilibre pour les KCSM. J’expose d’abord des résultats de relaxation locale ;
pour le modèle FA-1f il s’agit d’un travail commun avec N. Cancrini, F. Martinelli, C. Roberto
et C. Toninelli. J’étudie ensuite la progression d’un front dans le modèle Est, et montre un
théorème de forme ainsi qu’un résultat d’ergodicité pour le processus vu du front. Ce résultat
repose sur la quantification de la relaxation locale du processus vu du front plutôt que sur des
arguments classiques de sous-additivité.
Le dernier chapitre explore des questions liées à la dynamique des KCSM à basse température
(soit à haute densité). Je rappelle des résultats asymptotiques sur le trou spectral des modèles Est
et FA-1f et propose quelques heuristiques et conjectures. Je m’intéresse ensuite au comportement
à basse température du coefficient de diffusion d’un traceur dans un KCSM, dans l’optique de
donner des réponses rigoureuses à des questions posées dans la littérature physique.
Abstract
This thesis is about stochastic lattice models of particle systems with Glauber dynamics and
kinetic constraints (KCSM), more specifically the East and FA-1f models. These models were
introduced in physics for the study of glassy systems.
In this document one finds first a summary of its contents (in French), then three introductory
chapters in which I present the context of my works and show both what what my contributions
add to the picture and on which notions and techniques they rely. In my presentation of KCSM,
I focus on objects and results that are directly related to my research. Finally my papers are
assembled in the Appendix, in some cases with extensions that were cut off for publication.
The first chapter is an introduction to KCSM. The second chapter presents non-equilibrium
issues for KCSM. First I give results about out-of-equilibrium local relaxation; in the FA-1f model
it is a joint work with N. Cancrini, F. Martinelli, C. Roberto and C. Toninelli. Then I study
the progression of a front in the East model and show a shape theorem as well as an ergodicity
result for the process seen from the front. This result relies on quantifying the local relaxation of
the process seen from the front rather than using classic sub-additivity arguments.
The last chapter explores low-temperature (or high density) dynamics of KCSM. I first recall
asymptotic results about East and FA-1f spectral gaps and offer some heuristics and conjectures.
I then focus on the low temperature behaviour of the diffusion coefficient of a tracer in a KCSM,
so as to give rigorous answers to questions raised in the physics literature.
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Résumé détaillé
Je présente ici un résumé en français des principaux résultats de ma thèse. Ils sont décrits avec
plus de détails et de rigueur dans les chapitres suivants, et les preuves complètes se trouvent
réunies en annexe.
Dans le cadre de ma thèse, je m’intéresse à des modèles stochastiques de particules sur réseaux
(principalement Zd). Les systèmes que j’étudie suivent une dynamique de Glauber, à laquelle on
ajoute des contraintes cinétiques. On parlera de modèles contraints cinétiquement (Kinetically
Constrained Spin Models, KCSM). Plus précisément, les KCSM sont des processus de Markov
à temps continu à dynamique non conservative (on peut aussi définir des modèles contraints
conservatifs, mais ils n’interviendront pas ici). Ils sont définis sur un graphe G, qui sera ici Zd,
et leur espace des configurations est Ω = {0, 1}Zd . Cela revient à dire que dans une configuration
ω ∈ Ω chaque site de Zd peut être occupé par une particule (auquel cas ωx = 1) ou vide (ωx = 0).
Ces systèmes ont une mesure d’équilibre produit, donc sans interaction. La spécificité des KCSM
est la présence de contraintes cinétiques : une création/destruction de particule ne peut avoir
lieu que si la configuration remplit certaines contraintes locales. Ces contraintes se formulent
habituellement par une condition du type : “il y a tant de sites vides autour de l’endroit où je
veux modifier la configuration”. Cela signifie que lorsqu’il y a “trop” (en un certain sens, dont
dépend le modèle) de particules dans le voisinage d’un site, les taux de transition correspondant
à une mise à jour du site s’annulent.
Dans cette thèse j’ai tout particulièrement étudié deux de ces modèles : le modèle Est et le
modèle FA-1f. Dans le premier, qui vit sur Z, la contrainte est satisfaite ssi le voisin à l’Est est
vide. Dans le second (qui vit par exemple sur Zd), elle est satisfaite si au moins l’un des plus
proches voisins est vide. Plus formellement, soient p ∈ (0, 1), qui sera appelé densité, et q = 1−p,
qui sera appelé densité de zéros. Le générateur du modèle Est ou FA-1f à densité p est donné
par
Lf(η) =
∑
x∈Zd
cx(η) (p(1− ηx) + qηx) [f(ηx)− f(η)] , (1)
où f est une fonction locale, ηx est la configuration η retournée en x ; pour le modèle Est d = 1
et cx(η) = 1 − ηx, et pour le modèle FA-1f, cx(η) = 1 −
∏
y∼x(1 − ηy). On peut construire ces
processus de la façon suivante. A chaque site est attaché un processus de Poisson de paramètre
1, qui joue le rôle d’une horloge signalant les moments où une évolution est possible au niveau du
site concerné. Lorsqu’une de ces horloges “sonne” en x, on regarde si la contrainte est vérifiée. Si
ce n’est pas le cas, le système reste bloqué. Sinon, on réinitialise l’état du site x en y attachant
une particule avec probabilité p et en le laissant vide avec probabilité q. Les modèles Est et
FA-1f sont ergodiques à toute densité p < 1 et ont même un trou spectral strictement positif
dans toute cette région (voir Section 1.3).
Le phénomène physique qui a motivé l’étude des KCSM est la transition liquide/verre ([FA84,
FA85,JE91,RS03]). Ce sujet soulève beaucoup de questions et provoque toujours de vifs débats
dans la communauté physique. Une des difficultés de cette étude est que, si le verre apparaît
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solide à échelle humaine, il ne présente aucune régularité microscopique : sur la base d’une seule
photo, verre et liquide sont indistinguables. Le verre est donc un matériau intrigant, présentant
à la fois des caractéristiques solides et des caractéristiques liquides. Une explication qui a été
avancée pour comprendre le phénomène de la transition vitreuse est la suivante. Lorsqu’on
refroidit rapidement un liquide (ou qu’on augmente rapidement sa densité), les particules qui le
composent n’ont pas le temps de s’organiser pour former la structure qu’aurait un solide. On
obtient donc ainsi un système à haute densité et sans aucune structure. Mais si la densité est
très élevée, localement les particules sont bloquées : il n’y a pas assez d’espace autour d’elles
pour qu’un mouvement soit possible, de sorte que le temps de relaxation du système devient
extrêmement élevé et l’équilibre inatteignable sur une échelle de temps observable. On parle de
solide amorphe.
L’introduction de contraintes dans la dynamique vise à reproduire ce blocage géométrique
et fait effectivement apparaître un certain nombre de phénomènes observés dans l’étude des
systèmes vitreux : temps de relaxation qui divergent plus vite qu’une loi de puissance, relaxation
spatialement hétérogène, phénomènes de vieillissement... D’un point de vue plus mathématique,
elle fait perdre des propriétés de monotonie qui apparaissent classiquement dans de nombreux
systèmes de particules en interaction et l’annulation des taux de transitions due aux contraintes
entraîne l’existence de plusieurs mesures invariantes, ce qui demande l’introduction de techniques
inédites pour l’étude de ces modèles. Les KCSM (et particulièrement les modèles Est et FA-1f) ont
été abondamment étudiés dans la littérature physique, en particulier numériquement. Cependant
la rapide divergence des temps de relaxation rend les estimations de résultats asymptotiques à
basse température difficiles à réaliser et peu fiables. Par exemple, des estimées sur le temps de
relaxation ainsi que la prédiction d’une séparation des échelles de temps dans le modèle Est et
d’une violation fractionnaire de la relation de Stokes-Einstein se sont révélées fausses avec une
étude mathématique rigoureuse ([CMRT08,CFM12,Blo13b]).
Le premier problème auquel j’ai été confrontée concernait la relaxation hors équilibre du
modèle FA-1f. Plus précisément, il s’agit de la relaxation à l’équilibre quand on part d’une
mesure initiale loin de l’équilibre. Habituellement, la relaxation hors équilibre est étudiée à
l’aide de la constante log-Sobolev, son inverse contrôlant la vitesse de relaxation. Cependant,
elle est infinie pour les modèles qui nous intéressent. Il faut donc développer des outils spécifiques
pour analyser ce régime. Pour le modèle Est, un outil spécifique (le zéro distingué) permet de
résoudre ce problème (voir Section 2.1.3). Pour les modèles où on ne peut pas définir un outil du
même genre, la question reste largement ouverte. En collaboration avec Nicoletta Cancrini, Fabio
Martinelli, Cyril Roberto et Cristina Toninelli, nous avons élaboré une stratégie permettant de
traiter le cas du modèle FA-1f pourvu que la densité ne soit pas trop élevée, et que la configuration
initiale compte assez de vides. C’est l’objet de l’article [BCM+13], Annexe A, présenté plus en
détail en Section 2.1.2, et dont le résultat central est le théorème qui suit (qui peut être énoncé
plus généralement sur des graphes à croissance polynomiale ou pour des modèles dits non-
coopératifs – cf Section 1.1.3). Ce théorème est le premier résultat de relaxation hors équilibre
d’un KCSM fondamentalement différent du modèle Est.
Théorème 0.0.1 Considérons le modèle FA-1f sur Zd à densité p. Soit ν une mesure de pro-
babilité initiale sur Ω. Soit µ la mesure produit sur Ω de densité p. On suppose
1. p < 1/2
2. sup
x∈Zd
ν
(
θd(x,{zéros de η})
)
<∞ pour un certain θ > 1.
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Alors pour toute fonction locale f il existe une constante 0 < c <∞ telle que
|Eν [f(η(t))]− µ(f)| 6 c‖f‖∞
{
e−t/c si d = 1
e−(
t
c log t)
1/d
si d > 1.
(2)
La preuve repose sur un résultat général permettant de contrôler la relaxation vers l’équilibre
d’une chaîne de Markov grâce à une chaîne auxiliaire (appelée chaîne chapeau, ou “hat chain”
dans l’article) qui est définie en supprimant les transitions menant hors d’un certain ensemble
A. Les termes qui interviennent dans ce contrôle mettent en jeu le trou spectral et la constante
log-Sobolev de la chaîne auxiliaire ainsi que la probabilité pour la chaîne de départ de sortir de
l’ensemble A. L’idée est de choisir A de façon à ce que la constante log-Sobolev de la chaîne
auxiliaire soit suffisamment petite et que la chaîne de départ reste dans A avec bonne probabilité.
Je me suis ensuite intéressée au modèle Est, qui est connu pour présenter un comportement
complexe. Mon angle d’attaque était le suivant : lorsqu’on observe l’évolution du système sous la
dynamique du modèle Est au cours du temps, on observe la formation de “bulles” de particules
(voir Figure 1.2). Celles-ci sont véritablement des structures dynamiques (puisque la mesure
d’équilibre est sans interaction), dont l’apparition est directement liée à la contrainte qui empêche
certaines transitions. Pour comprendre un peu mieux la forme de ces bulles, j’ai effectué en
quelque sorte un zoom sur le bord de l’une d’elle (voir Figure B.1), ce qui revient à étudier
la progression d’un zéro ne voyant que des particules dans la direction ouest : le front. Plus
précisément, on part d’une configuration sur Z dans laquelle tous les sites à gauche de l’origine
sont occupés par des particules et l’origine est vide, et on appelle Xt la position du zéro le plus à
gauche à l’instant t. Les principaux résultats de [Blo13a], présenté en Annexe B et en Section 2.2,
sont un théorème de forme pour la progression du front et un résultat d’ergodicité du processus
vu du front.
Théorème 0.0.2 1. Il existe une constante v < 0 telle que pour toute configuration initiale η
dans laquelle tous les sites à gauche de l’origine sont occupés par des particules et l’origine
par un zéro
Xt
t
−→
t→∞
v en probabilité. (3)
2. Le processus vu du front admet une unique mesure invariante ν, et le processus vu du front
partant de η converge en loi vers ν pour toute configuration initiale η comme ci-dessus.
La difficulté fondamentale de ce travail vient du fait que la dynamique Est n’est pas attractive, ce
qui interdit l’utilisation des arguments de sous-additivité qui sont habituellement centraux dans
la preuve de théorèmes de forme. Plutôt que de la sous-additivité, j’utilise en fait un résultat
de relaxation loin du front (Théorème 2.2.2) qui signifie essentiellement que sous de bonnes
hypothèses, à distance L derrière le front, la loi de la configuration vue du front à l’instant t
est à distance au plus O(e−L) de la mesure produit de densité p, au sens de la variation totale.
Pour démontrer ce dernier théorème, je suis amenée à utiliser de façon assez fine des résultats
de relaxation hors équilibre et le zéro distingué, qui est un outil central dans l’étude du modèle
Est. Une fois ce résultat établi, on peut séparer le processus vu du front en deux parties : l’une
éloignée et bien connue car proche de la mesure d’équilibre ; l’autre proche et mal comprise, mais
moralement de petite taille. Comme cette dernière partie est finie, en attendant suffisamment
longtemps tout événement finira par s’y produire. Tout le défi est donc de gérer l’interaction
entre les deux parties, sachant qu’un déplacement du front (qui ne dépend que des sites proches
du front) a des répercussions à l’infini sur la configuration vue du front puisqu’il translate toute
la configuration.
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Enfin, les derniers résultats présentés pour cette thèse (en Annexes C et D et en Section 3.2)
concernent le comportement d’un traceur qu’on injecte dans un KCSM. Plus précisément, dans
un environnement dynamique donné par un KCSM à l’équilibre, on ajoute une particule qui essaie
de suivre une marche aléatoire simple, mais n’est autorisée à sauter qu’entre deux sites vides. En
utilisant des méthodes classiques, on peut montrer que la trajectoire du traceur convenablement
renormalisée converge vers un mouvement brownien avec coefficient de diffusion D > 0 qui
peut s’exprimer à l’aide d’une formule variationnelle. L’environnement ne sent pas le traceur,
mais comprendre le déplacement de celui-ci permet d’avoir des informations sur le système dans
lequel il vit. On cherche en particulier des informations sur le comportement asymptotique de
D à basse température, c.-à-d. quand q → 0. En fait, comme je l’ai déjà mentionné, la question
qui intéresse les physiciens est celle d’une éventuelle violation de la relation de Stokes-Einstein
à basse température. Cette relation met en jeu deux quantités : le temps de relaxation de
l’environnement τ (inverse du trou spectral) et le coefficient de diffusion du traceur. Elle décrit
de manière adéquate ce qui se passe dans les liquides homogènes et prend la forme
D ≈ τ−1. (4)
Dans de nombreux systèmes vitreux, cette relation n’est plus satisfaite, Dτ augmentant de
plusieurs ordres de grandeur quand la température décroît. Une relation qui coïncide bien avec
les observations correspond à une violation fractionnaire de la relation de Stokes-Einstein qui
prend la forme
D ≈ τ−ξ, ξ < 1. (5)
Cette violation est interprétée comme un marqueur d’hétérogénéités dynamiques, un phénomène
fondamental dans les systèmes vitreux. Il est donc crucial de vérifier quels modèles proposés pour
l’étude de ces systèmes présentent une telle violation. En particulier, mon objectif principal était
de vérifier si des prédictions physiques faites dans [JGC04, JGC05] sur la base de simulations
en une dimension pour les modèles Est et FA-1f à basse température étaient correctes. Ces
prédictions sont les suivantes. Dans le modèle FA-1f, D ∼ q2 quand q → 0 en toute dimension
(rappelons que q est la densité de zéros), et au vu de résultats sur le trou spectral (rappelés en
Section 3.1) cela conduit à ξ = 2/3 en dimension 1 et ξ = 1 pour d ≥ 2. Dans le modèle Est, les
auteurs prédisent D ≈ τ−ξ pour ξ ≈ 0.73.
La prédiction pour le modèle FA-1f s’avère correcte, et je montre en fait plus généralement
pour le modèle “k-zéros”, dans lequel la contrainte est d’avoir au moins k sites vides à distance
entre 1 et k, le théorème suivant (notons que pour k = 1 on retrouve le modèle FA-1f).
Théorème 0.0.3 Il existe C > 0 ne dépendant que de la dimension tel que, si u ∈ Rd et
‖u‖ = 1, alors
C−1qk+1 6 u.Du 6 Cqk+1. (6)
La preuve de la borne inférieure passe par une comparaison avec une dynamique auxiliaire
décrite en Section 3.2, celle de la borne supérieure par le choix d’une fonction test appropriée
dans la formule variationnelle évoquée plus haut. Ces techniques se généralisent à tout modèle
non-coopératif (voir la définition en Section 1.1.3), même si le théorème n’est énoncé que dans
le cadre “k-zéros”.
Dans le modèle Est en revanche, je montre le théorème suivant.
Théorème 0.0.4 Il existe C, α > 0 des constantes telles que
C−1q2 gap 6 D 6 Cq−α gap, (7)
où gap désigne le trou spectral du modèle Est.
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Il a par ailleurs été montré que gap tendait vers 0 plus vite que toute loi de puissance quand
q → 0 ([AD02]) et par conséquent le théorème ci-dessus est incompatible avec la conjecture
physique 5 qui impliquerait D ≈ gapξ, ξ < 1. La borne inférieure est un résultat général, valable
pour tout KCSM, qui me permet en particulier de montrer que D > 0 dans la région d’ergodicité.
La borne supérieure est établie d’une part en analysant les barrières d’énergies que le traceur doit
franchir pour avancer, et surtout en remarquant que ce sont les mêmes que celles qui gouvernent
le comportement asymptotique du trou spectral quand q → 0. D’autre part on utilise le fait
que l’environnement vu du traceur a un trou spectral supérieur à celui de l’environnement pour
trouver des décorrélations dans la dynamique.
8 TABLE DES MATIÈRES
Chapter 1
Introduction
1.1 Definition and first properties of KCSMs
I start with the definition of the models I studied during my thesis. I discuss physical motivations
for such a definition in the next section.
I am interested in Kinetically Constrained Spin Models, which I will from now on denote by
KCSMs. They are interacting particle systems on a discrete space Ω = {0, 1}V , where V is the
set of vertices of a given graph (which for us will be Zd). They have (non-conservative) Glauber
dynamics: the transitions are creations/destructions of particles rather than jumps of particles
from one site to the other. KCSM are called so because of the following specificity: to request
the satisfaction of a local constraint in order to create or destroy a particle at a site x. The
constraint is of the type “there are enough zeros around x”. Moreover, the transition rates are
chosen so that the detailed balance condition is satisfied w.r.t. the product Bernoulli measure of
density p ∈ (0, 1) on Ω. KCSMs are therefore reversible w.r.t. this measure. The introduction
of constraints in the dynamics leads to untypical behaviours as well as mathematical challenges
which call for original methods.
A great number of different KCSMs can be defined by changing the underlying graph and
the constraints. The behaviours induced by the choice of different constraints can be qualita-
tively quite different, which gives room for plenty of investigation. The results of this thesis
mainly concern the two most famous and most studied KCSMs: the East model and the FA-1f
model (and more generally non-cooperative models). These two models display very different
behaviours, especially at low temperature. In the following paragraphs I start with a rather
general description of KCSMs before giving more details about the specificities of the East and
FA-1f models.
In the whole document, p ∈ (0, 1) denotes the equilibrium density parameter of the model;
q = 1 − p will be called density of zeros or vacancies. The vertices or sites of the underlying
graph will typically be called x, y or z; the configurations in Ω = {0, 1}V will have names such
as ω, η or σ. ωx will denote the occupation variable of site x in the configuration ω, ωx = 1
meaning that x is occupied by a particle or filled, ωx = 0 that x is empty or that there is a
zero at x. η(t) will denote the state of the system at time t if the initial configuration was η.
Measures on Ω will be called µ, ν or pi.
1.1.1 General description of KCSMs
I keep this paragraph as little technical as possible, which possibly makes it a bit informal at
times. I consider only the case where the system lives on Zd, i.e. the state space of the processes
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I consider is Ω = {0, 1}Zd . KCSMs are Markov processes on Ω that are defined by (1) a set of
constraints and (2) the density parameter p ∈ (0, 1). At rate one each site tries to update its
occupation variable, becoming filled with probability p and empty with probability q, but is only
allowed to do so if the local constraint is satisfied. The constraints are encoded by a collection
(cx(η))x∈Zd,η∈Ω with values in {0, 1}. cx(η) = 1 if the constraint at x is satisfied in configuration
η and cx(η) = 0 else. In turn, this collection has to satisfy a number of conditions to define a
KCSM:
• the constraints are finite range: cx(η) depends only on a fixed finite neighbourhood of x;
• the constraint at x does not depend on the current configuration at site x (cx(η) does not
depend on ηx);
• the constraints are translation invariant;
• if η′ has more zeros than η (η′ 6 η pointwise) and the constraint at x is satisfied in η, then
the constraint at x is also satisfied in η′ (more vacant sites help satisfy constraints).
These constraints being fixed, the generator of the process is
Lf(η) =
∑
x∈Zd
cx(η)(p(1− ηx) + qηx) [f(ηx)− f(η)] , (1.1)
where ηx is the configuration η flipped at x defined by
ηxy =
{
1− ηx if y = x
ηy if y 6= x. (1.2)
In other words, provided the constraint is satisfied, an empty site is filled with rate p and an
occupied site is emptied with rate q. With general and classic arguments (see [Lig85]) one can
define the Markov process associated to this generator. In a more elementary and constructive
way, starting from a configuration η ∈ Ω, one can also describe the dynamics of the system using
the following graphical representation. With every x ∈ Zd independently we associate a Poisson
process with parameter 1 that will be called the (Poisson) clock at x. The process can then be
constructed in the following way.
• Check the constraint: if the clock at site x rings at time t, look at the constraint at x in
η(t), the configuration at time t.
• If cx(η(t)) = 1 the constraint is satisfied and the occupation variable at site x is replaced
by a Bernoulli variable of parameter p independent of all the rest. The ring at time t is
said to be a legal ring.
• If cx(η(t)) = 0, the constraint is not satisfied and the system is left unchanged.
In the sequel I will write
Ptf(η) = Eη [f(η(t))] (1.3)
for a function f in the domain of L, where η(t) is the configuration obtained at time t by the
graphical construction starting from η and E is the expectation w.r.t. the Poisson clocks and
Bernoulli variables. Abusively I will also write Epi [f(η(t))] for pi (Eη [f(η(t))]), where pi is a
probability measure on Ω.
One remark about the above construction: it may seem ill-defined. Indeed, in order to
construct the process by hand using this recipe, one needs to know in which state the system
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is at any time of ring. Thus one would a priori have to look for the first time a clock rings,
make the corresponding update, then look for the following ring and so on. Yet this first ring
does not exist, nor does the “following clock ring”, because the times of first ring on every site
form an infinite family of i.i.d. exponential variables. This difficulty is resolved by a classical
argument which shows that the above recipe gives indeed a rigorous construction of a continuous
time process. It is sometimes known as Harris’ percolation argument ([Har72,Lig04]) and I write
it only in the case when cx(η) depends only on x’s nearest neighbours. Let us first construct
the process up to a fixed time t small enough. Then by Markov property we can iterate the
construction to get a process in infinite time. For t > 0 small enough, almost surely the sites
whose clock has rung before t do not percolate so that around the origin there is a chain of sites
that are fixed up to time t (and similarly at every point in Zd). Consequently we can partition
Zd into finite clusters whose boundaries are fixed up to time t: the connected components of the
percolation cluster of parameter 1− e−t. It is then possible to define up to time t the process on
the finite clusters, using the sites that have not rung as boundary conditions. The juxtaposition
of these well-defined finite volume dynamics gives the desired process up to time t.
Of course (and I already used this fact) the graphical construction also allows to define a
process on {0, 1}Λ, Λ ⊂ Zd: all we have to do is fix boundary conditions. For instance, if d = 1,
Λ = {0, . . . L} and cx(η) = 1 − ηx+1 (this is the constraint in the East model, which we will
study in more details in the next paragraph) and we fix as boundary condition ηL+1 = 1, the
process will be frozen up to the first zero to the left of L+ 1 in the initial configuration. Indeed,
if η|{l+1,...L} ≡ 1 and ηl = 0, at no time can a constraint be satisfied in {l, . . . L} and the process
will therefore evolve as a system on {0, . . . l − 1} with zero boundary condition, meaning that
l − 1 is never constrained.
Remark 1.1.1 In the physics and mathematics literature one can find another convention for
the definition of the models: the roles of zeros and ones can be reversed (the terminology would
then rather be that an occupied site corresponds to an excitation). This choice is of course
indifferent for the mathematical study but can be confusing to the unaware reader.
A special measure is associated in a natural way to KCSMs with parameter p: µ the product
Bernoulli measure with density p on Ω. In the sequel µ will be referred to as the equilibrium
measure.
Property 1.1.2 Let µ (resp. µΛ, Λ ⊂ Ω) the product Bernoulli measure with density p on Ω
(resp. on {0, 1}Λ). The process described by (1.1) (resp. the process on Λ with zero boundary
condition) is reversible w.r.t. µ (resp. µΛ).
Proof
We can easily check the detailed balance condition for the rates r(η → ηx) = p(1−ηx)+qηx.
But the additional constraint factor cx(η) does not depend on ηx by assumption: cx(η) = cx(ηx).
Therefore detailed balance is still satisfied when the constraint is added, this fact relying crucially
on the non-dependence of the constraint at x on the state of site x itself. X
µ is not the only invariant or even reversible measure for the process. For instance the measure
δ1 that only gives weight to the entirely occupied configuration is also reversible. Depending on
the choice of the constraints there can be other more complicated examples of invariant measures.
At the end of Section 2.1.3 I describe thoroughly the invariant measures of the East model.
Another general property of KCSMs is that of finite speed of propagation. Essentially it says
that information propagates at most linearly in time: up to time t the origin does not see what
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Figure 1.1: Occupied sites are denoted by black disks, empty sites by white disks. On the first
line are represented part of two configurations on Z, the one on the right being above the other.
On the second line we see the outcome of the following transition: the first clock rings on the
left site and the associated Bernoulli variable is 1. The constraint requests that the nearest
neighbour on the right be empty (this is the constraint of the East model). This transition does
not preserve the order between the configurations.
happens outside a ball of size of order t. In particular, if one looks at what happens to the origin
up to time t it makes little difference to consider the infinite volume dynamics or the dynamics
restricted to a ball of size of order t with given boundary condition. This property is crucial in
[BCM+13] where we use this reduction to finite volume dynamics, as well as in [Blo13a] where it
allows to find independence between remote events. More precisely the property can be written
as follows. Let B(x, r) be the ball centred at x with radius r for the graph distance.
Proposition 1.1.3 Let l be a positive integer. There exists a constant v <∞ such that for any
t > 0, on an event of probability at least 1−e−t which does not depend on the initial configuration,
the process restricted to B(0, l) up to time t depends only on the initial configuration, Poisson
clocks and Bernoulli variables inside B(0, vt).
Indeed in order for the exterior of B(0, vt) and B(0, l) to communicate before time t, there has
to be a path linking the boundary of B(0, vt) and that of B(0, l) on which every clock has rung
before time t (at least when the constraint is nearest-neighbour). An estimate on the number of
jumps of a Poisson process allows to conclude.
Remark 1.1.4 Contrary to other classic interacting particle systems KCSMs are not attractive.
Put another way, using the same Poisson clocks and Bernoulli variables to construct the processes
started from two configurations η′ 6 η does not imply that η′(t) 6 η(t): the order between
configurations is not conserved by the dynamics. This is not surprising once one notices that if a
configuration has more zeros than another, it is allowed to create more particles. See Figure 1.1
for an example of a non order-preserving transition. In the same spirit, we cannot compare the
realizations of a KCSM with two different densities: if η(p, t) is the evolution at time t starting
from η with density p and if we take p′ < p, we do not know how to construct simultaneously the
processes (η(p, t))t≥0 and (η(p′, t))t≥0 in such a way that η(p′, t) 6 η(p, t) for all t > 0.
1.1.2 The East model and its distinguished zero
The East model is a one-dimensional KCSM (Ω = {0, 1}Z). In this specific model, the constraint
is satisfied at x iff the neighbour on the right of x (or to the East) is vacant1. Namely
cx(η) = 1− ηx+1. (1.4)
See Figure 1.2 for an illustration of the East process at different densities.
1In the literature the orientation is often reversed so that the constraint looks at the left neighbour.
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Figure 1.2: Simulations of the East model at different densities p, courtesy of Arturo Leos
Zamorategui. The space Z is represented horizontally and time vertically. Occupied sites are in
dark blue and vacant sites in bright green. The system is at equilibrium: for every panel the
initial configuration is chosen with law µ ∼ B(p). 200 sites are represented up to time t = 2000.
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Figure 1.3: In grey, a trajectory of a distinguished zero up to time t; time goes downwards, sites
are highlighted in black at the times when they are occupied. The crosses represent the times
when the distinguished zero tries to jump to the right, i.e. the clock rings at the site occupied
by the distinguished zero.
The reader is referred to [FMRT12b] for a recent review of the results obtained for this model.
These are far more consistent than what is known for other KCSMs. Indeed, the East model
has two specificities that allow to grasp some properties more easily than in other KCSMs: it
is one-dimensional and oriented. More precisely, the orientation property means that in the
above graphical construction the evolution of the process at a given site x ∈ Z can be expressed
exclusively in terms of the initial configuration, Poisson clocks and Bernoulli variables on x and
on the right of x. This is of course not the same as saying that there is independence between
the dynamics on two disjoint blocks –which is false– but in some sense the dependence goes only
one way. This characteristic gives the possibility to define an object which turns out to be quite
powerful when studying the East model, the distinguished zero (introduced in [AD02]).
Let us start from an initial configuration η with a zero at z ∈ Z, i.e. ηz = 0. We decide to
make this zero distinguished and let ξ0 = z. The distinguished zero remains fixed until t0 the
time of the first legal ring at z: let ξs = z for s < t0. Notice that several non-legal rings can
occur at z before t0 but since the constraint is not satisfied, ηξs(s) = ηz(s) = 0 for all s < t0.
Furthermore notice that at time t0, since the ring at z is legal by definition, there is a zero at
z + 1 which we can make our new distinguished zero: let ξt0 = z + 1. Now we can iterate the
procedure: wait for t1 the first legal ring at z + 1 happening after t0 and let ξs = z + 1 for
t0 6 s < t1, ξt1 = z+ 2, and so on. In this way we define a càdlàg trajectory (ξs)s≥0 on Z always
jumping to the right and always sitting on a zero of the system: ηξs(s) = 0 for all s ≥ 0. See
Figure 1.3 for an example of a distinguished zero trajectory.
The distinguished zero is an interesting object because it gives a conditional decoupling prop-
erty similar to that of orientation. In fact, conditional on the trajectory (ξs)s≥0, the dynamics
on the left of this trajectory does not depend on the dynamics on the right. In particular the
following conditional stationarity property is true: if initially there is equilibrium to the left of
the distinguished zero, when it moves to the right it leaves equilibrium on its left.
Proposition 1.1.5 (Lemma 4 in [AD02], Lemma 3.5 in [CMST10]) Let Λ a subset of Z
of the form Λ = {x−, . . . , x+} or Λ = {. . . , x+ − 1, x+}. Assume the initial configuration
is sampled after µΛ on Λ and it has a zero at x+ + 1. Make this zero distinguished and let
ξ0 = x+ + 1. Conditional on the trajectory of the distinguished zero (ξs)s≥0, at any time s ≥ 0
the law of η(s) on Λs := Λ ∪ {x+ + 1, . . . , ξs − 1} is given by µΛs.
Indeed, as long as the distinguished zero does not jump the system on its left behaves like
a system with a zero boundary condition and equilibrium is conserved. Moreover when the
distinguished zero jumps to the right, the occupation variable of the site it just left is updated
to a Bernoulli(p) independently from the rest.
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p = 0.8
Figure 1.4: Simulation of the FA-1f model in dimension 1 at density p = 0.8. The setting is the
same as in Figure 1.2 and the picture is also the work of Arturo Leos Zamorategui.
The distinguished zero will be a fundamental tool in Sections 2.1.3, B.4 and C.5.
1.1.3 FA-1f and other non-cooperative models
Apart from the East model, the most famous KCSM is the Fredrickson-Andersen model FA-1f
(for “Fredrickson-Andersen one-spin facilitated model”). In that case the constraint is satisfied
at x iff x has at least one vacant nearest neighbour. Put another way, for the FA-1f model
cx(η) = 1−
∏
y∼x
ηy. (1.5)
See Figure 1.4 for an illustration in dimension 1.
This model has more symmetries than the East model: it is invariant by permutation of the
base vectors {e1,−e1, . . . , ed,−ed}. It is also non-cooperative, in the sense that it is enough to
have a fixed finite set of zeros in the initial configuration to be able to empty any site in Zd using
only flips authorized by the constraints. For FA-1f in fact, one zero is enough. More formally,
one can give the following definition of non-cooperative models.
Definition 1.1.6 A KCSM is non-cooperative if there exists a finite set S of Zd with the fol-
lowing property: if ηy = 0 for all y ∈ S, then for any x ∈ Zd there exists a finite sequence
η(0), . . . , η(n) ∈ Ω such that η(0) = η, η(n)x = 0 and η(i+1) =
(
η(i)
)xi for some xi ∈ Zd where
cxi
(
η(i)
)
= 1. A set S satisfying the previous condition is called a seed. Models that are not
non-cooperative are called cooperative.
The name “non-cooperative” comes from the fact that in such a model there is no need for an
infinite number of zeros to cooperate to be able to empty any arbitrary site. On the contrary, the
East model is cooperative: if there are only finitely many zeros in the initial configuration, no
site on the right of the rightmost zero can ever have its constraint satisfied. The generalization
of the FA-1f model, FA-jf, for which the constraint requires at least j empty nearest neighbours,
is also cooperative for j = 2, . . . , 2d. Note that the seed S in the definition is not unique; in
particular, since the constraints are translation invariant, any translation of S is again a seed.
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Figure 1.5: The windmill constraint requests that one of the circled groups of two sites in the
left panel be empty. In the right panel, a seed for the windmill model.
A great number of non-cooperative models can be defined. However the general belief is that
their behaviour should not be qualitatively different from that of FA-1f. In [Blo13b] I studied
more precisely some of them: the k-zeros models and the windmill model. In the first case, the
constraint is to have at least k zeros among the sites at distance between 1 and k. A group of k
neighbouring zeros is enough to empty the whole lattice. In the second case, which is a model
on Z2, we request that one of the circled groups of two sites in Figure 1.1.3 be empty; a possible
seed for the windmill model is a group of five zeros in shape of a diamond (right of Figure 1.1.3).
1.2 Physical motivations
KCSMs appeared in the physics literature in the context of the study of the glass transition.
This area of research offers a huge and varied literature that goes much beyond the scope of
KCSM. I do not pretend to give here a general presentation of the phenomena and questions
related to the glass transition. Rather, I explain some elements that are relevant to understand
the definition of KCSMs and the physical relevance of the questions addressed mathematically
in the sequel. The reader wishing for a more sound discussion on glass transition is referred to
[Cav09] or [BB11].
The understanding of the liquid/glass transition and of the glass material itself is still a
challenge for physicists. The most remarkable feature of the glass is that it is solid on human
scale but does not show any microscopic regularity; it can be called an amorphous solid. In
fact glass and liquid are so far undistinguishable on the basis of a single picture. When a
liquid is cooled down to form a glass, one cannot easily characterize the transition point as
the one where a significant change in the microscopic structure occurs. In particular the very
definition of a critical temperature separating the liquid and glass phases is not trivial. Several
remarkable phenomena have been observed in this context, of which I cite only a few: fast
divergence of relaxation times close to the transition, aging ([Bou00]), dynamical heterogeneities
– namely the occurrence of spatially correlated regions of high and low mobility that persist
for a finite lifetime and that grow in size as one approaches the glass transition (see [Ber11a]
for a recent experimental capture of this feature)– and decoupling of the relaxation time and
diffusion coefficient ([EEH+12,CE96,CS97, SBME03]), etc. One of the major challenges of the
study of glassy systems is to come up with models that capture these phenomena and make an
interpretation of their microscopic origin possible.
In this context the definition of KCSMs comes from the specific point of view of facilitation
([Gla60,CG10]). The general idea is that when a liquid is cooled down rapidly, its density in-
creases and geometric constraints cause jamming at a microscopic level and therefore a dramatic
slowdown of the dynamics, such that a crystal can never form. Facilitation then suggests that
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the system can only evolve through some more mobile or less jammed regions that can unjam
neighbouring regions. These in turn become mobile and so on. Along these lines, in KCSMs a
coarse-grained mobile region is modelled by a site that favours transitions (i.e. an empty site in
the above terminology) and a jammed region by a blocking site (or occupied). The philosophy or
belief that one finds behind the definition of KCSMs is that facilitation alone can explain most
of the phenomena observed in liquids close to the glass transition and that by contrast the ther-
modynamic properties of the system play little role. In KCSMs this last feature is in fact pushed
to the point where there is no interaction between particles under the equilibrium measure since
µ is product (see however [CMRT09] for results on constrained models with a weak interac-
tion). From this point of view, KCSMs have the advantage that their simple description gives
access to a detailed study of how the microscopic interactions can cause divergence of the relax-
ation times ([AD02, CMRT08, CMRT07, CMST10, BT13]), aging ([FMRT12a]) and dynamical
heterogeneities ([BT12]). However, simulations of KCSMs are not easy to implement efficiently
enough, which led to a few inaccurate predictions concerning their behaviour, especially at low
temperature. On the other hand, some features of KCSMs such as degenerate transition rates
and non-attractiveness induce several challenges for their mathematical study. Let us finally
stress that KCSMs are also relevant in the study of other complex disordered systems where fa-
cilitation plays a role such as colloidal suspensions, foams, emulsions... For a more detailed and
backed up discussion on the role of KCSMs in the study of the glass transition, see [RS03,TGS].
The first class of models introduced in the physics literature gave as a constraint “to have
at least j mobile neighbours” ([FA84,FA85]), j = 1, ...d. For j = 1 we recover the FA-1f model
introduced above. This one is used to model strong liquids i.e. systems in which the relaxation
time displays Arrhenius behaviour near the transition, meaning that a good fit for the relaxation
time is exp(cst/T ), T being a reduced temperature, which corresponds to q−α (see (1.7) below).
The other FA-jf models are cooperative models with more relation to fragile liquids, in which
the relaxation time is super-Arrhenius (diverging faster than any polynom in q). In [JE91],
the authors introduce the East model, in which the breakdown of symmetry creates cooperative
effects in the dynamics and a clear hierarchical structure in the dynamics at low temperature that
is studied mathematically with detail in [FMRT12c,FMRT12a]. Let me make a quick comment
about the East model: the asymmetry of the constraint and the one-dimensionality may not seem
very natural, but experiments (see for instance [DDK+98,AGS+03,WCL+00]) suggest that in real
systems facilitation occurs in a “stringlike” fashion, in a single direction. Simulations on atomistic
models (with more natural interaction assumptions) confirm the spontaneous emergence of this
phenomenon ([KHG+11]).
So far we considered only non-conservative models. A family of conservative models has also
been introduced, called Kinetically Constrained Lattice Gases (KCLG). In this class of models,
transitions correspond to jumps of a particle from one site to another, the jumps being authorized
only if a specific constraint is satisfied around the initial and final site of the jump. In this
category, one can list for instance the Kob-Andersen models (KA) or Triangular Lattice Gases
(TLG). Their study is also very rich, has been given much attention and has many connections
with KCSMs, but I only focused on the latter in this thesis so I will make no further reference
to KCLGs.
In the sequel, I will use without distinction the terms “high density” and “low temperature”.
Indeed, the equilibrium density p and the reduced temperature of the system T are linked by
the following relation
p =
1
1 + e−β
, (1.6)
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where β = 1/T is the inverse temperature. In terms of the density of zeros, this reads
q =
1
1 + eβ
, (1.7)
therefore q → 0 when T → 0 and at low temperatures T ∼ (log(1/q))−1.
1.3 Ergodicity and equilibrium relaxation
In Chapter 2, I will come back to the question of relaxation when the system starts out of
equilibrium, which can correspond for instance to a rapid cool-down (Section 2.1) or a closer
investigation of the structure of the dynamics (Section 2.2). In Chapter 3, I review what can
be said about characteristic times (relaxation time, persistence time and diffusion coefficient)
at low temperature, i.e. when q → 0. Dynamical heterogeneity, characterized by the existence
of active and less active regions which increase in size as q → 0, will be a transversal point of
interest during these investigations. Before turning to these issues, let us see how to identify the
ergodicity regime of KCSMs and what can be said about equilibrium relaxation.
1.3.1 Bootstrap percolation and ergodicity
Due to the presence of degenerate transition rates, classic arguments to show ergodicity of the
process ([Lig85]) do not apply to KCSMs. In [CMRT08], the authors identify the ergodicity
region of KCSMs and characterize it in terms of sub-critical regime of a certain bootstrap per-
colation, associated to the specific constraints of the model. Let us first define this percolation.
Fix a KCSM with constraints (cx(η))η∈Ω,x∈Z and define the bootstrap map B : Ω→ Ω by
B(η)x =
{
0 if ηx = 0 or cx(η) = 1
1 else. (1.8)
In words, the effect of this application is to empty the sites everywhere it is allowed by the
constraints. If we apply it infinitely many times starting from µ, we get a limit distribution
on Ω. The criterium for ergodicity is then whether or not this limit distribution is δ0, the
distribution that charges only the empty configuration.
Proposition 1.3.1 [CMRT08] The KCSM with constraints (cx(η))η∈Ω,x∈Z at density p is ergodic
iff, starting from µ the Bernoulli(p) product measure, almost surely the origin is emptied after
finitely many iteration of the bootstrap procedure.
Here ergodic means for instance that if f ∈ L2(µ) is invariant for the equilibrium dynamics (in
the sense that for all t > 0 Eη [f(η(t))] = f(η) dµ(η)-a.s.), then it is constant µ-a.s., i.e. 0 is a
simple eigenvalue of L. Equivalently,
V ar (Eη [f(η(t))]) −→
t→∞
0 ∀f ∈ L2(µ). (1.9)
Let us look at this proposition in more detail. If there is a positive probability that the origin
is still occupied after infinitely many applications of B, it means that µ-a.s. there is somewhere
in the lattice a blocked cluster, i.e. a collection of occupied sites such that the constraint is
satisfied on none of these sites, even if the rest of the configuration is empty. For instance, in
the East model a blocked cluster would appear if the set {L,L + 1, . . .} was entirely occupied.
It is not difficult to see that if a blocked cluster exists with positive probability the model is not
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ergodic. Conversely, in [CMRT08] the authors showed that if every site can be emptied through
the bootstrap procedure almost surely, there is ergodicity. The main idea is to reconstruct a
given flip using a finite sequence of allowed flips, which is possible if there is no blocked cluster.
Bootstrap percolation has been studied in several settings, which allows to identify the ergodicity
regime for a large class of models (see for instance [Sch92]). Note that blocked clusters can be
more complex to identify than in the case of the East or FA-1f model. For instance, in the
FA-2f model on Z2, the constraint requires at least two empty nearest-neighbours. One of many
possible blocked clusters is then an occupied double line.
Corollary 1.3.2 All non-cooperative models, as well as the East model, are ergodic at every
density p < 1.
Indeed for the East model at any density p < 1 there are µ-almost surely infinitely many zeros
on the right of the origin, which means no blocked cluster. For non-cooperative models, take S
as in Definition 1.1.6. µ-a.s. there is somewhere on the lattice a translation of S that is empty,
which by Definition 1.1.6 means there is no blocked cluster.
Note that another corollary of Proposition 1.3.1 is that if a KCSM is ergodic at a density
p, then it is also ergodic at any density p′ < p. The remarkable thing is that, due to lack of
attractiveness, I do not know a direct proof of this fact even though it looks rather natural since
more zeros should facilitate relaxation. In consequence, for every KCSM there exists a critical
density pc ∈ [0, 1] such that the model is ergodic when p < pc and non-ergodic when p > pc.
Corollary 1.3.2 implies that pc = 1 for the East model and non-cooperative models. In turn,
for other models pc ∈ (0, 1). For instance, the North-East model is a KCSM on Z2 where the
constraint is satisfied iff the North and East neighbours are empty. In that case, pc coincides
with the critical parameter for oriented percolation on Z2.
Let us now turn to the question of the speed of convergence in (1.9).
1.3.2 Spectral gap
Let us recall the definition of the spectral gap.
Definition 1.3.3 The spectral gap is the infimum of all non-zero eigenvalues of −L. Equiva-
lently
gap = inf
f non cst
D(f)
V ar(f)
, (1.10)
where the variance is taken w.r.t. µ and
D(f) = −µ(fLf) = 1
2
∑
x∈Zd
µ
(
cx(η)(p(1− ηx) + qηx) [f(ηx)− f(η)]2
)
(1.11)
is the Dirichlet form associated to L and µ.
The spectral gap is a non-negative quantity which is the best constant such that
V ar (Eη [f(η(t))]) 6 e−2t gapV ar(f) ∀f ∈ L2(µ) (1.12)
In particular, if gap > 0, the decay in (1.9) is exponential and the typical time is given by
gap−1. Thus the inverse of the spectral gap will be called the relaxation time in accordance to
the physical denomination. Let me informally state a theorem on the question of the positivity
of the spectral gap (see [CMRT08] for a precise statement).
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Theorem 1.3.4 [CMRT08] For a large class of KCSMs, including East and non-cooperative
models, the spectral gap is positive in the whole ergodic regime (except maybe at the critical
density).
Note that this result was already known for East since the paper [AD02]. The proof in [CMRT08]
relies on a bisection-renormalization technique designed for the setting of KCSMs, but later used
in other contexts. A similar result was also shown in [CMRT08] for the persistence time, i.e. the
typical time during which the origin doesn’t flip. More precisely, it was shown that the quantity
Pµ (η0(s) = η0 ∀s 6 t) decays exponentially fast as soon as the spectral gap is positive. The
typical scale of this decay is the persistence time. In Section 3 we will see that even though the
spectral gap and inverse of persistence time are positive in the ergodicity regime, close to the
critical density they quickly become very small. A consequence of this fact is that simulations
are not always reliable. For instance, physics papers predicted a stretched exponential decay of
the persistence function.
A corollary of (1.12) is exponential decay of correlations on time scale gap−1. Namely, if
f, g ∈ L2(µ), then by Cauchy-Schwarz inequality
|µ (fPtg)− µ(f)µ(g)| 6
√
V ar(f)V ar(g)e−t gap. (1.13)
Chapter 2
Out-of-equilibrium dynamics
2.1 Out-of-equilibrium relaxation
The previous chapter presented results about the equilibrium dynamics of KCSMs, i.e. when
the initial configuration is chosen with the equilibrium distribution µ. A natural question is
what happens when the initial distribution is different. In particular, what can we say about
the dynamics of a KCSM started from µ′ a product Bernoulli measure with parameter p′ 6= p?
Physically, this corresponds to changing abruptly the temperature of the system, a setting which
has been investigated in several numerical and experimental works. Mathematically, very few
results are available in this direction.
2.1.1 Preliminary remarks
In order to study equilibrium dynamics, as seen above, the spectral gap is the relevant constant
to consider. Indeed, for KCSM, the L2 behaviour of the dynamics started from equilibrium
is controlled by the spectral gap. The constant that usually allows to get similar results on
dynamics started far from equilibrium is the log-Sobolev constant
α = sup
f non cst
Entµ(f)
D(f) , (2.1)
where Entµ(f) = µ(f log f)−µ(f) log(µ(f)) denotes the entropy of f . Roughly speaking, if α <
∞, then using the hypercontractivity property we can show exponential relaxation with speed
1/α to µ starting from any initial distribution ([ABC+00]; see also Appendix A). Unfortunately,
for KCSMs we have no hope of α being finite, be it only because starting from the entirely
occupied configuration, the system can never evolve. In fact, for the East model it was shown
in detail (see [FMRT12b], Section 3.3) that even weaker log-Sobolev-like constants are infinite
in infinite volume.
Relevant questions concerning out-of-equilibrium relaxation are therefore: under what con-
ditions on the density and the initial configuration is there out-of-equilibrium relaxation for a
given KCSM? One would expect that if the initial configuration or distribution has enough zeros
in some sense (at the very least there should be no blocked clusters) and if the density p is in
the ergodic regime, then
|Eη [f(η(t))]− µ(f)| −→
t→+∞
0 for any local function f. (2.2)
In fact, very few results are known in this direction. For the East model, as we will see in Sec-
tion 2.1.3, the distinguished zero saves the day and allows to show out-of-equilibrium relaxation
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at any density under minimal hypotheses on the initial configuration and with exponential decay.
An analogue of the distinguished zero can also be defined for an oriented model on the binary
tree: the AD model (see Section 4 in [CMST10]), which allows to prove similar results for this
model. For FA-1f and other non-cooperative models, this is no longer possible and we can only
show out-of-equilibrium relaxation for small enough densities (this is the object of Section 2.1.2).
There is currently no other result in this direction for more general models, with the exception
of a perturbative result (when the initial configuration is close to µ) in one dimension which I
now state.
Theorem 2.1.1 [CMST10, Theorem 1] Let L be the generator of a KCSM in dimension d = 1
with positive spectral gap. Then there exist constants λ <∞, m > 0 such that if ν is a probability
measure on Ω satisfying
sup
l
max
η−l,...,ηl
e−λl
ν(η−l . . . , ηl)
µ(η−l . . . , ηl)
<∞ (2.3)
and f a local function, then there exists Cf <∞ such that∫
dν(η) |Eη [f(η(t))]− µ(f)| 6 Cfe−mt. (2.4)
2.1.2 Local relaxation in the FA-1f model
In the following paragraph, we will see that for the East model we can answer the question of the
out-of-equilibrium relaxation in an almost optimal way with the help of the distinguished zero.
The models in which one can define an analogue of the distinguished zero are the only ones for
which available results are so complete. The only other class of models for which we can give a
partial answer is that of non-cooperative models. This is a joint work with Nicoletta Cancrini,
Fabio Martinelli, Cyril Roberto and Cristina Toninelli ([BCM+13]), which has been accepted for
publication in Markov Processes and Related Fields and is presented in Appendix A. The main
result is the following (Theorem A.2.1), stated here in lesser generality (only on Zd, while the
techniques allow to treat any graph with polynomial growth). The proof could also be adapted
to more general non-cooperative models.
Theorem 2.1.2 Consider the FA-1f model on Zd with density p. Let ν be a probability measure
on Ω. Assume
1. p < 1/2
2. sup
x∈Zd
ν
(
θd(x,{zeros of η})
)
<∞ for some θ > 1
Then for any local function f there is a constant 0 < c <∞ such that
|Eν [f(η(t))]− µ(f)| 6 c‖f‖∞
{
e−t/c if d = 1
e−(
t
c log t)
1/d
if d > 1
(2.5)
We make two hypotheses in this theorem: one concerning the density and the other concern-
ing the zeros of the initial configuration. The latter means that the maximal distance between a
site in Zd and the nearest zero in the initial configuration has a non-trivial exponential moment.
This is satisfied if for instance ν is Bernoulli with parameter p′ 6= p, p′ < 1 (which is physically
particularly relevant), and also if ν is a Dirac on a configuration with zeros separated by uni-
formly bounded distances. The main improvement to this theorem would be to get rid of the
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first hypothesis and extend it to any p < 1. In fact, in dimension 1 we were able to push the
condition to p < 4/5 (at least). I will comment a bit further on what we would need to control
better in order to have the result for any p < 1. The second possible room for improvement is
we only get stretched exponential relaxation in dimension d > 1. We do not expect this to be
the correct behaviour and would rather predict exponential relaxation in all dimensions. Let
me now try to explain the strategy we follow. All details, along with additional results, can be
found in Appendix A.
The first step is to reduce the dynamics essentially to finite volume using finite speed of
propagation. For t > 0 let Λ = B(0, vt). Let ηΛ(t) be the configuration obtained at time t
starting from η with the FA-1f dynamics in volume Λ with zero boundary condition. The finite
speed of propagation property implies that it is enough to show the theorem with ηΛ(t) instead
of η(t) if v is large enough (recall Proposition 1.1.3). From now on, we work with the FA-1f
dynamics in volume Λ with zero boundary condition.
As I said above, the log-Sobolev constant is infinite in infinite volume, but one can also
consider the log-Sobolev constant associated to our new dynamics in finite volume Λ with zero
boundary condition
αΛ = sup
f non cst
Entµ(f)
DΛ(f) , (2.6)
where the supremum is taken over non constant functions on {0, 1}Λ, and DΛ(f) is the Dirichlet
form associated to the dynamics in volume Λ with zero boundary condition. This constant
satisfies the following inequality for f with support in Λ ([HS87,SZ92])
∣∣Eν [ηΛ(t)]− µ(f)∣∣ 6 ‖f‖∞e−t gapΛ /2( 1
p ∧ q
)|Λ| exp(−2t/αΛ)
, (2.7)
where gapΛ denotes the spectral gap of the FA-1f dynamics in volume Λ with zero boundary
condition (which is larger than gap the spectral gap in infinite volume). This is something, but
αΛ scales like |Λ| so that when |Λ| grows faster than t (which is our case), the above inequality
is not very useful. We need something a bit more clever.
Now cut Λ into smaller boxes of diameter  (t/ log t)1/d (t for d = 1) and consider the event
At that for any s 6 t, there are at least two zeros in each of the smaller boxes. On this event
the process
(
ηΛ(s)
)
s 6 t is the same as
(
ηˆΛ(s)
)
s 6 t obtained with the following dynamics: start
with a configuration with at least two zeros in each of the smaller boxes and make it evolve with
the FA-1f dynamics in volume Λ with zero boundary condition, suppressing the updates which
lead to a configuration that does not have at least two zeros in each box.
In Section A.3 we design a general argument to control the relaxation to equilibrium of a
Markov chain in terms of an auxiliary chain (the “hat chain”) defined by suppressing the jumps
that lead out of a certain set A. The main control terms involve the spectral gap and log-
Sobolev constant of the auxiliary chain and the probability of the original chain escaping A.
This is Proposition A.3.1.
|Eν(f(Xt))| ≤ |pˆi(f)|+ 4||f ||∞Pν(Act) + ||f ||∞ exp
{
−γˆ t
2
+ e−
2t
αˆ log
1
pˆi∗
}
, (2.8)
where (Xs)s≥0 is the original chain with equilibrium distribution pi on state space S, pˆi is the
equilibrium distribution of the hat chain, γˆ and αˆ are respectively the spectral gap and log-
Sobolev constant of the hat chain, At = {Xs ∈ A, ∀s ≤ t} and pˆi∗ := minx∈S pˆi(x). In order to
use this inequality efficiently, one has to find a set A with two properties: that the log-Sobolev
constant of the auxiliary chain be suitably small and that the original chain stays in A with
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good probability. In the context of out-of-equilibrium relaxation for FA-1f, the special set A is
{there are at least two zeros in each of the smaller boxes}. The log-Sobolev constant of the hat
chain is then showed to be of order the size of the smaller boxes: dt/log t (t for d = 1). For 
small enough, this takes care of the last term in (A.10).
What remains is to control the probability of escaping the special set Pν (Act). This is the
object of Section A.4, and it is where all the assumptions in Theorem 2.1.2 are needed. Let
us see why in dimension 1. We want to show that with high probability the maximal distance
between two zeros is small enough (of order t) up to time t. Consider the FA-1f dynamics on N
with occupied boundary condition (the boundary site being −1). Call ζt the position at time t
of the zero closest to the origin. It is enough for our purpose to show that u(t) = Eν
[
θζt
]
grows
subexponentially for some θ > 1. Roughly speaking, computing the derivative of u gives
u′(t) ' Eν
[
θζt
(
q
(
1
θ
− 1
)
+ p (1− ηζt+1(t)(θ − 1))
)]
(2.9)
. u(t)(θ − 1) (p− q/θ) , (2.10)
where the best control we are able to get on the first line is ηζt+1(t) ≥ 0. We need p < q to have
p− q/θ 6 0 for some θ > 1. In dimension 1, we can improve this condition by computing further
derivatives of u.
2.1.3 Relaxation in the East model
In the East model, contrary to FA-1f, we have the special help of the distinguished zero, which
turns out to be a powerful tool in the study of out-of-equilibrium dynamics. The following result
was proved in [CMST10] (the statement below is not exactly the one given in the paper, but
can easily be extracted from the proof of Theorem 3.1).
Theorem 2.1.3 [CMST10] Let η be a configuration with a zero in z ∈ Z and f a local function
with support in {x−, . . . , x+}, x+ < z. Then we have for any density p < 1
|Eη [f(η(t))]− µ(f)| 6
√
V ar(f)
(
1
p ∧ q
)z−x−
e−t gap. (2.11)
In particular, there is relaxation to equilibrium in the sense of (2.2) with exponential decay
as soon as the initial configuration has an infinite number of zeros to the right of the origin.
Building on this result, the authors are also able to prove in [CMST10] that a result of the
form (2.4) holds in the East model for ν the Bernoulli product measure with parameter p′ < 1
([CMST10, Theorem 3.2]).
Let me give a sketch of the techniques used to prove Theorem 2.1.3 before stating a result
that extends it. The main idea is to distinguish the zero that is initially in z (recall Section 1.1.2)
and notice that between the jumps of the trajectory (ξt)t≥0 the system in {x−, . . . , ξt−1} follows
the East dynamics in finite volume with boundary condition zero. Suppose that the initial
configuration in {x−, . . . , z − 1} is at equilibrium µ{x−,...,z−1}. Then between the jumps of the
distinguished zero we can use the spectral gap of East in finite volume with boundary condition
zero to relax. Since the spectral gap of East in finite volume with zero boundary condition is
larger than gap (the spectral gap in infinite volume), combining the relaxations between two
jumps of the distinguished zero, we can show exponential decay in mean w.r.t. µ{x−,...,z−1} (any
distribution at equilibrium in {x−, . . . , z− 1}). The additional factor 1/(p∧ q)z−x− appearing in
Theorem 2.1.3 comes from the cost of changing the initial configuration in {x−, . . . , z − 1} and
putting it at equilibrium.
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This is a very useful result which I used several times in [Blo13a]. Its main restriction is that
the prefactor 1/(p ∧ q)z−x− depends on the support of f and the distance between zeros in the
initial configuration, and that it can be quite large. Therefore Theorem 2.1.3 only gives relevant
information for times t large enough to overcome this term. An even more obvious restriction is
the requirement that the initial zero be outside the support of f , which is essential in the proof.
During my work on a shape theorem for the East model (Appendix B), I was led to improve the
statement of Theorem 2.1.3 in order to apply it to functions with large support (growing with
t for instance). This is Proposition B.4.3 in Appendix B, although it is stated a bit differently
there to fit the later use I make of it in the paper.
Proposition 2.1.4 Let η ∈ Ω be such that it has a zero at z > 0 and f be a bounded function
with support in N. Then∣∣Eη [f(η(t))− µ{0,...,z−1}(f)(η(t))]∣∣ 6 √2‖f‖∞( 1
p ∧ q
)z
e−t gap, (2.12)
where µ{0,...,z−1} denotes the mean w.r.t. the Bernoulli product measure with parameter p on
{0, . . . , z − 1}, so that µ{0,...,z−1}(f)(η) is a function of η|{z,z+1,...}.
The additional difficulty here with respect to Theorem 2.1.3 is that the support of f does not
need to be on the left of the distinguished zero and therefore (ξt)t≥0 depends on (f(η(t)))t≥0. To
overcome this difficulty, I need to define carefully a conditioning by the whole dynamics on the
right of a distinguished zero instead of just conditioning on its trajectory. See Step 1 in the proof
of Proposition B.4.3 for the details. Then I check that the computations used in [CMST10] to
prove Theorem 2.1.3 can be carried through.
It may not seem obvious why this allows to show relaxation on a volume growing with time.
In fact, this proposition is designed to be used iteratively. Start with a configuration η with
zeros in z1, z2, . . . and let f be a local function with support in, say, {0, . . . , zn − 1}. Apply
Proposition 2.1.4 with z = z1. It shows that Eη [f(η(t))] is close to Eη
[
µ{0,...,z1−1}(f)(η(t))
]
with
error at most
√
2‖f‖∞
(
1
p∧q
)z1
e−t gap. Now notice that µ{0,...,z1−1}(f) is a function with support
in {z1, . . . , zn− 1}. Apply again the proposition with this function and z = z2, and iterate. The
final difference between Eη [f(η(t))] and µ(f) is now at most
√
2‖f‖∞e−t gap
n∑
i=1
(
1
p ∧ q
)zi−zi−1
,
where we defined z0 = 0. The thing to notice here is that the sum above does not grow
exponentially with the size of the support of f , but only in the maximal initial distance between
two zeros in the support of f and linearly in the size of the support of f . This is a substantial
improvement if the initial configuration has enough zeros.
To conclude this section, let us notice that Theorem 2.1.3 allows to characterize all invariant
measures for the East model. For n ∈ Z, call µ.1n the product measure on Ω such that µ.1n(ηx)
is 1 if x > n, 0 if x = n and p if x < n, i.e. a configuration with law µ.1n is at equilibrium
on the left of n, has a zero in n and is entirely occupied on the right of n. Then the only
invariant measures for East are µ, δ1, µ.1n, n ∈ Z and convex combinations of these. To prove
this, consider ν an invariant measure for East. ν is characterized by its effect on local functions,
and for any local function f and any time t, ν(f) = ν (Eη [f(η(t))]) since ν is invariant. On the
event that η has infinitely many zeros on the right of the origin, Eη [f(η(t))] −→
t→+∞
µ(f) because
of Theorem 2.1.3. On the event that η ≡ 1, Eη [f(η(t))] = δ1(f). And on the event that the
rightmost zero in η is at n, again Theorem 2.1.3 allows to say that Eη [f(η(t))] −→
t→+∞
µ.1n(f).
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2.2 Bubbles and front
So far we have studied out-of-equilibrium relaxation locally, in the sense that we took an out-
of-equilibrium initial condition, picked any finite window and tried to prove that soon enough
the system in the window is close to equilibrium. Now I would like to report works and open
problems about a somewhat different non-equilibrium issue, very much related to dynamical
heterogeneity.
Let us take a look again at the dynamics represented in Figures 1.2 and 1.4. The structures
that we see being more and more present when density increases are often referred to as bubbles.
Notice that these are strictly dynamical features: recall that the simulations presented here are at
equilibrium, so that at a given time (along a horizontal line) there is no interaction between the
sites. What happens is that zeros cannot appear in the middle of ones, so that when a long string
of ones forms (which is bound to happen somewhere under the product measure) it can only
disappear if zeros coming from its endpoints manage to join. These bubbles are regions of zero
activity: no flip is allowed inside them, whereas other regions are more active and sites flip back
and forth. The activity and dynamics of the system are clearly heterogeneous. Understanding
the shape of the bubbles is therefore a crucial issue in the understanding of KCSM dynamics.
A naturally related problem is the following. Consider for instance the East dynamics and
start with a configuration fully occupied on the negative half-line. This effectively puts the
system out of equilibrium. Now consider the left-most zero in the system. It will move exactly
as if it were following the border of a bubble (see Figure B.1). Therefore we would like to
describe its motion, which is what I studied in [Blo13a], where the left-most zero is called the
front. Before stating my results I can actually prove, let me mention other problems this question
is related to.
In [GJL+09,GJL+07] it was proved that the large deviations of the activity (i.e. the number
of flips) exhibit a non-equilibrium phase transition. This is due to the fact that the constraints
allow to devise a strategy that freezes the dynamics for a time t in a box of sizeN at a cost which is
subexponential in Nt: start from an all-occupied configuration and prevent the boundary sites
from ringing. In [BT12] the authors analyse the finite size effects around this transition and
evidence coexistence between active and inactive phases. Heuristically and in vague terms, in
the regime where the activity is forced to be smaller than typical, the dominant inactive phase
should be separated by an interface similar to a front and the cost of maintaining this inactive
phase should be related to a surface tension of the interface (Figure 2 in [BT12]). This picture
is supported by further analysis and numerical simulations ([BLT12]).
Another question with much similarities with the front progression was raised in [KL06]
concerning the North-East model. Recall that in this two-dimensional model the constraint re-
quests that both the East and North neighbours be empty (although the orientation is reversed
in [KL06]). This model is ergodic for p < pc, where pc is the critical parameter of oriented per-
colation in Z2. Consider the dynamics in the south-west quadrant with zero boundary condition
and initial configuration entirely filled. For a time t ≥ 0 let Rt be the union of unit squares
centred around sites that have flipped at least once by time t. The conjecture of [KL06] is that
influence propagates at linear rate. More precisely that for p < pc there is a deterministic shape
S ⊂ Z2 such that Rt/t −→
t→∞
S (see Figure 1 in [KL06]). A first step in the direction of proving
this conjecture could be to show that the mixing time on {−n, . . . ,−1}2 with zero boundary
condition is of order n. A result in this direction was proved in [CM12], establishing that the
mixing time is at most of order n log n, but the conjecture remains open.
Let me now present the results of [Blo13a]. Start from a configuration entirely occupied on
the negative half-line, with a zero at the origin and an arbitrary configuration on the positive
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half-line, and run the East dynamics described by the graphical representation. The left-most
zero of the system, which we call the front, makes only nearest-neighbour jumps. Indeed, zeros
cannot appear in the middle of ones so the only way the front can move to the left is when
the site on its left flips. In the other direction, in order for the front to move to the right, the
site where it sits has to flip, which requires having a zero immediately to its right, so that the
jump is only of length one. Call Xt the position of the front at time t. What we are looking for
is a shape theorem for the border of a bubble: we expect Xt to grow linearly with a negative
coefficient, and this is what I showed in Theorem B.6.1.
Theorem 2.2.1 There exists v < 0 such that for any initial configuration η occupied on the
negative half-line with a zero at the origin,
1
t
Xt −→
t→+∞
v in Pη-probability. (2.13)
The proof of this kind of result usually relies on subadditivity. Let me sketch the proof in the
case of the contact process on Z ([Dur80]). Recall that in this model the ones represent infected
sites and zeros healthy sites. The transition rates of a flip at site x in configuration η are the
following
1→ 0 with rate 1 (2.14)
0→ 1 with rate λ
∑
y∼x
ηy. (2.15)
In words, an infected site is cured at rate 1 and a healthy site is infected at a rate proportional
to the number of infected neighbours. The proportionality constant λ is a parameter of the
model. The process can be constructed using a graphical construction: attach to every site a
“curing” Poisson clock with parameter one, and to every oriented edge an “infection” clock with
parameter λ and construct the process in the natural way. When a curing clock rings at x, this
site becomes healthy and when an infection clock rings on the oriented edge (x, y), if x is infected
at that time, y becomes infected. In particular, one can define the basic coupling between two
contact processes started from η, η′ by constructing (η(t))t≥0, (η′(t))t≥0 with the same clocks.
The contact process has the crucial property that it is attractive, contrary to KCSMs. Starting
from two configurations η 6 η′ (i.e. every site infected in η is also infected in η′), the basic
coupling gives two ordered processes: ∀t ≥ 0 η(t) 6 η′(t).
Now consider η1(t) a contact process started from a configuration healthy on the negative
half-line and infected on the origin and the positive half-line and call X1t the position of the
left-most infected site at time t1. See Figure 2.1. 1 denotes the initial configuration, with x
infected iff x ≥ 0. Let 0 < s < t and consider the configuration at time s. It has a left-most
infected site at X1s by definition, and on its right a mixture of infected and healthy sites. We do
not know much about this configuration, but it is certainly below (has fewer infected sites) than
1 translated by X1s . Consider now the basic coupling between the contact process started from
1 and the one started from the configuration η1(s) translated by X1s . Attractiveness shows that
X1t −X1s ≥ X˜1t−s, where X˜1t has the same distribution as X1t (an infection started from all non-
negative sites infected propagates further than an infection started from any other configuration
with negative sites healthy). This is the central hypothesis of the subadditive ergodic theorem,
which gives immediately the convergence of X1t /t when t→∞.
1I apologize for the somewhat reversed convention on the roles of zeros and ones with respect to the East
model setting.
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basic coupling
time
0
s
t
X1s
X1t
X˜1t−s
1
η1(s)
η1(t)
Figure 2.1: Infected sites are represented by crosses, healthy sites by squares. The configura-
tions represented below the lines at times 0, s, t are respectively 1, η1(s), η1(t). At time s, the
configuration 1 translated by X1s is represented above the line and dominates η1(s) by definition
of X1s . Between times s and t, the basic coupling is applied to the processes started from the
two configurations. At time t, the configuration η1(t) (represented below the line) is dominated
by the one which started from 1 translated by X1s . In particular, the left-most infected site of
the latter, X˜1t−s, is on the left of X1t .
The key argument above is that at an intermediate time s, we can start anew from a known
configuration and still be able to compare the original evolution between time s and t with the
evolution in time t − s started from this known configuration. The ingredient that makes this
strategy work is attractiveness. Other shape theorems develop much more elaborate and difficult
arguments (see for instance [KRS12] for a recent review). However, to my knowledge, they all
use some kind of monotonicity of the processes in the initial configuration.
Note that another way of looking at the front is to consider it as a tagged zero in the East
process. A number of results concerning the limiting behaviour of a tagged particle have been
established, mostly when the initial distribution is invariant for the process seen from the particle
([Fer96]).
In the context of the East model, due to the lack of attractiveness, I could not use the
strategy described for the contact process. Instead I had to understand better the process seen
from the front. Since order of initial configurations gives me no information on the later order
of processes with the East dynamics, I need to find another kind of reference to use as a base
point or a fresh start to find independence in the process. In fact, the argument of stochastic
domination is replaced by the quantification of the return to a reference measure.
To begin with, I prove that far from the front the configuration is almost at equilibrium (see
Theorems B.4.4, B.4.7 for a precise statement).
Theorem 2.2.2 Let 0 < L < M be integers, t > 0. If t is sufficiently large w.r.t. M or if
the initial configuration has enough zeros, then the distribution of the configuration at distance
between L and M on the right of the front is at total variation distance from µ{L,...,M} at most
of order e−(L∧t),  > 0.
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The proof of this theorem heavily uses the results of Section 2.1.3, first to establish that
the front moves at least with linear speed, then to ensure that with high probability there are
“many” zeros behind the front (“many” being quantified). Finally Proposition 2.1.4 gives the tool
needed to make use of these zeros and relax to equilibrium in short time over a long distance.
The precise statement of this theorem is quite heavy because very quantitative. The upside is
that it allows for explicit estimates that are rather important for proving the main results of the
paper.
Using Theorem 2.2.2 I design a coupling between the processes seen from the front at time
t with two different initial configurations (Definition B.5.3 and Theorem B.5.2) so as to prove
that their laws converge to the same limit. The issue encountered here is of the same kind as in
the papers [KS01,KPS02], although the authors work in a different setting. Roughly speaking
(a more detailed discussion can be found in the Introduction of [Blo13a], Appendix B), in both
cases we have a distant and large part of our system which we control rather well. In my case,
the control is given by Theorem 2.2.2. The remaining part, which for me is the configuration
near the front, is unruly but finite or small in some sense. Therefore if one waits long enough,
this smaller part should end up doing whatever we want it to do. In fact, taken separately, the
far and large part as well as the small and close part are well behaved. However both parts are
coupled and the tricky point is the interplay between the two: one has to control the two parts
in the same construction. To illustrate the difficulty, let me point out that a jump of the front
depends only on the configuration close to it. However it translates the whole configuration seen
from the front and therefore has repercussions infinitely far from the front. The construction of
the coupling I designed to take care of this issue is rather lengthy, so I do not detail it here (see
Section B.5). Let me just say that this construction does not use the orientation of the East
model, but would transpose immediately to another one-dimensional system for which we could
prove an analogue of Theorem 2.2.2. In particular one gets the following result (Theorem B.5.1)
Theorem 2.2.3 The process seen from the front is ergodic, in the sense that it has a unique
invariant measure ν and the distribution of the configuration seen from the front at time t
converges weakly to ν for any initial configuration.
We know little about ν (which is a measure on Ω such that ν-a.s. the left-most zero is at the
origin), except that far on the right of the origin it looks like µ, in the sense of Proposition B.5.5.
Theorem 2.2.3 is not quite enough to show the law of large numbers for Xt since we do
not assume the initial distribution to be invariant. Moreover the convergence to the invariant
measure established in the proof of Theorem 2.2.3 is quite slow, although it could possibly be
improved by a cleverer control on the part close to the front. Finally, the coupling is between
the configurations seen from the front at a fixed time, and does not give a coupling of the
processes on a time interval. The proof of the law of large numbers relies in fact directly on
Theorem 2.2.2 and orientation: we can define auxiliary fronts whose distribution is almost that
of a front started with equilibrium on its right (see Figure B.8) and such that they stay on the
right of the original front. Theorem 2.2.2 furthermore gives independence between subfamilies
of auxiliary fronts (represented by different dash styles in Figure B.8), so that we can design a
rather classic proof of a law of large numbers for these auxiliary fronts.
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Chapter 3
Low temperature dynamics
I now turn to the analysis of the low-temperature behaviour of KCSM, i.e. asymptotic results
when q → 0. To fix ideas, recall that when q is small, the typical volume one has to consider in
order to find a zero is of the kind {x, x+ 1, . . . , x+ 1/q1/d}d. Also, at a site where the constraint
is satisfied, zeros appear typically in time 1/q  1 and disappear in time 1/p ≈ 1. Therefore in
the FA-1f and East models zeros tend to be isolated at low temperature.
3.1 Asymptotics for the spectral gap at low temperature
As the temperature goes to 0, so does the spectral gap. Equilibrium relaxation still takes place
with exponential decay but the time scales involved diverge because zeros become fewer and
thus it is increasingly costly to satisfy a constraint. A simple test function proving this fact is
f(η) = η0, which verifies D(f)/V ar(f) = µ(c0), where c0 is the constraint at 0. Therefore the
variational definition of gap (1.10) implies that gap 6 µ(c0), which goes to zero as soon as the
constraint c0 requires at least a zero in a finite neighbourhood of the origin. This however is a
poor lower bound for the divergence of the relaxation time. Indeed, mechanisms more complex
than the mere rarefaction of zeros are involved in this divergence, which I explain in the next
paragraphs in the cases of the East and non-cooperative models.
3.1.1 Asymptotics for East and energy barriers
In the East model, the cooperative nature of the dynamics plays a crucial role in the divergence
of the relaxation time and causes it to be super-Arrhenius, i.e. faster than any polynomial in
1/q. More precisely, it was showed in [AD02,CMRT08] that for all δ > 0, q small enough and
cδ > 0 some positive constant
cδ exp
(
− log(1/q)
2
2 log 2− δ
)
6 gap 6 exp
(
− log(1/q)
2
2 log 2 + δ
)
. (3.1)
Physicists had conjectured the form of the relaxation time τ = gap−1 ≈ exp (− (log(1/q))2 /cst)
([RS03,SE99]). However the right value of the constant was first thought to be log 2, based on
a heuristic which I explain below. In fact, in [AD02] the authors found the correct upper bound
and a lower bound of the form exp
(− (log(1/q))2 / log 2). In [CMRT08] the authors refine the
lower bound and get the correct constant 2 log 2. In the Appendix of [CMST10] is an analysis of
the extra factor 2 being due to an entropic factor neglected in previous heuristics. The rigorous
proofs of (3.1) are a bit involved. Rather than giving an idea of the proof, I would like to explain
the heuristics behind the fact that gap ≈ exp (− (log(1/q))2 /(2 log 2)).
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V(1)
B(1) = 1
V (2)
B(2) = 3
Figure 3.1: An example of the game for n = 1, 2. The fixed zero at the origin is squared. All
transitions between successive lines are allowed by the East dynamics on the negative half-line
with zero boundary condition. In particular |V (1)| = 2, B(1) = 1, |V (2)| = 5 and B(2) = 3.
The heuristic arguments are based on combinatorial considerations which were proved rigor-
ously in [CDG01]. In the sequel I make no distinction between 1/q and its integer part. Consider
Λ = {. . . ,−2,−1} the negative half-line and fix a zero at the origin. Let n be a positive integer
and play the following game: you have n zeros at your disposal. You are allowed to add them
and remove them as you wish while respecting the East constraint, i.e. only if there is a zero
on the right of the site you wish to fill or empty. There can never be more than n zeros on the
negative half-line (the zero at the origin is free: it is a boundary condition). The goal of the
game is to bring a zero as far left as possible. To match the notations in [CDG01], call B(n) the
maximal length you can travel to the left with n zeros, and V (n) the set of configurations you
can reach while always respecting the rules. Figure 3.1 shows what you can do for n = 1, 2. The
results that will be important for us are the following.
Theorem 3.1.1 [CDG01]
B(n) = 2n − 1 (3.2)
and there are constants 0 < c1 6 c2 < 1 such that for n large enough
2(
n
2)n!cn1 6 |V (n)| 6 2(
n
2)n!cn2 . (3.3)
An element of the proof of Theorem 3.1.1 explaining the form of B(n) is a description of the
best strategy for the game. With n zeros, what you need to do is send as far as you can a single
zero. Then use it as an anchor from which you send another zero as far as possible using the
remaining n− 1 zeros, and so on.
Let us see what this implies for the low-temperature East dynamics. At equilibrium, the
typical distance between two zeros is 1/q. Heuristically, the relaxation time in infinite volume
should be of the same order as the relaxation time on scale 1/q (see Lemma 3.1.3 for a rigorous
statement). Consider therefore the East dynamics on Λq = {0, . . . , 1/q} with zero boundary
condition and initial configuration equal to zero at the origin and fully occupied on {1, . . . , 1/q}.
The relaxation time is roughly the typical time it takes to turn the zero initially at the origin into
a one, or equivalently to turn the one initially at 1 into a zero (there is equivalence because it is
very costly for the system to maintain a zero at the origin once the constraint is satisfied there;
see [CFM12, Theorem 1] for a precise statement). The rules of our game and Theorem 3.1.1
imply that in order to do this, the system will have to create at least n := blog2(1/q)c extra zeros
3.1. ASYMPTOTICS FOR THE SPECTRAL GAP AT LOW TEMPERATURE 33
and the system on Λq will have to visit a configuration in V (n) with n zeros. In other words, the
subset of V (n) of configurations with n zeros is a bottleneck for the East dynamics on scale 1/q.
The probability of a configuration with n zeros is of order qn = exp (− log(1/q)2/ log 2), which
accounts for the strong divergence of gap−1, since the system has to cross this energy barrier to
relax. However, as [CMST10] pointed out, one also has to take into account the entropic factor
of the number of possible visited configurations, which is bounded from above by |V (n)|, i.e.
2(
n
2) ≈ elog(1/q)2/(2 log 2) to leading order. This accounts for the extra factor 2 in (3.1).
Another consequence of this combinatorial result is a hierarchical structure in the relaxation
of the East model. Roughly speaking, at low temperature and starting with an initial con-
figuration with too many zeros, the system should try to make zeros disappear. However, in
order for a given zero to disappear, the first zero on its right has to send extra zeros to the
left in order for the constraint to be satisfied. The system has to cross an energy barrier that
increases with the distance to the first zero on the right (more precisely with the log2 of that
distance). Therefore, the typical behaviour one should observe is that zeros for which the con-
straint is satisfied are erased first, then those requiring the creation of an additional zero (i.e
zeros with a zero at distance 2 on the right), then those requiring the creation of two additional
zeros (i.e zeros with a zero at distance 3 or 4 on the right) and so on. This rough picture was
made rigorous in [FMRT12a], where the authors show that the East model at low temperature
is well approximated in a very strong sense by a certain hierarchical coalescent process. The
properties of the hierarchical coalescent process derived in [FMRT12c] allow the authors to de-
scribe a plateau behaviour as well as aging in the East dynamics at low temperature. Let me
give an idea of what this means, with much lesser precision and generality than in the paper.
Make the system start for instance from a Bernoulli product measure of parameter 1/2 and
consider the behaviour of P1/2 (η0(t) = 0). For any  > 0, in the limit q → 0, this probabil-
ity remains constant during periods of time of the form [1/qk(1+), 1/q(k+1)(1−)] and decreases
only during periods of time of the form [1/qk(1−), 1/qk(1+)] (see [FMRT12a, Figure 1]). The
other main result of this paper is that the auto-correlation function displays aging: the quantity
C(t, s) = E1/2 [η0(s)η0(t)]−E1/2 [η0(s)]E1/2 [η0(t)] depends on both t and s, and not just on their
difference.
Let me now give more recent statements that refine (3.1). In [CFM12] the authors studied
more precisely the dynamics on scale L 6 d/q for d any positive constant. Call Trel(L) the
relaxation time (i.e. inverse of the spectral gap) on {1, . . . , L} with zero boundary condition.
Theorem 3.1.2 [CFM12, Theorem 2] Let d > 0. There exist α, α′ > 0 depending only on d
such that for any L 6 d/q
n!
qn2(
n
2)
qα 6 Trel(L) 6
n!
qn2(
n
2)
q−α
′
, n = dlog2(L)e. (3.4)
The proof of the lower bound exhibits a better bottleneck than V (n), which significantly reduces
the entropic factor. A rigorous description of this bottleneck would be too lengthy to fit here
(see [CFM12, Section 5.2]). Let me just say that its definition is again based on the idea that,
in a low temperature dynamics (that tends to erase all zeros), the zeros with a zero immediately
on their right should disappear first, then on a longer time scale the zeros that have a zero at
distance 2 on their right, and so on. Among other results on time-scale separation and dynamical
heterogeneity, the authors also show that there is no time scale separation on length 1/q: more
precisely, ∀d > 0, Trel(1/q) ∼ Trel(d/q) ([CFM12, Theorem 4]).
To complete the picture on the relaxation times in the East model at low temperature, here is
a result comparing the relaxation time in infinite volume with the one on the typical equilibrium
scale 1/q. This was an intermediate result in [Blo13b] (Lemma C.5.5).
34 CHAPTER 3. LOW TEMPERATURE DYNAMICS
Lemma 3.1.3
Trel(1/q) 6 gap−1 6 Cq−CTrel(1/q), (3.5)
for some constant C not depending on q.
Given the order of magnitude of Trel(1/q), this is saying that the relaxation time in infinite
volume is essentially given by the relaxation time on the typical equilibrium scale. The lower
bound is trivial: Trel(1/q) is monotone in L. The proof of the upper bound uses a refinement of
the bisection argument used to show the lower bound in (3.1) together with Theorem 3.1.2 and
Theorem 4 in [CFM12].
Let me finally point out that all along I have given results only for the relaxation time.
In [CFM12], the authors show that for the dynamics in volume O(1/q) with zero boundary
condition it makes no difference to consider the relaxation time, the mixing time or the hitting
time: the three are equivalent. The hitting time here is the expectation of the first time the zero
at the origin is erased when the initial configuration is entirely occupied except at the origin.
3.1.2 Asymptotics for FA-1f and conjectures for non-cooperative mod-
els
For the FA-1f model the picture is very different and no longer governed by the crossing of
energy barriers that were caused by the cooperative character of the East model. Let me first
state a rigorous result on the relaxation time, then explain what the picture should be and give
a conjecture on the relaxation time of non-cooperative models.
Theorem 3.1.4 [CMRT08, Theorem 6.4] There exists a constant C depending only on the
dimension d such that for all q ∈ (0, 1)
C−1q3 6 gap 6 Cq3 for d = 1 (3.6)
C−1q2/ log(1/q) 6 gap 6 Cq2 for d = 2 (3.7)
C−1q2 6 gap 6 Cq1+2/d for d ≥ 3 (3.8)
What does the FA-1f model at low temperature look like? Imagine a single zero in an entirely
filled configuration. On time scale shorter than 1/q, nothing should happen since it is the typical
time that the system has to wait before it can create an extra zero on either side of the original
one. On time scales between 1/q and 1/q2 the system should not have the time to create two
extra zeros simultaneously. Therefore on these time scales, what can happen is that a zero is
created on either side of the original one with equal probability, and either the new zero or
the original one is erased in time O(1). Consequently, an approximate description of the FA-1f
dynamics up to time t = 1/q2 starting from a single zero should be that of a random walk
with diffusion coefficient of order q. Starting with more zeros (say, at equilibrium) we should
see coalescing random walks diffusing at rate q. On time scales larger than 1/q2, branching
should occur since we wait long enough to allow the creation of three neighbouring zeros and the
deletion of the middle one, which leads to two isolated zeros. This picture is unfortunately far
from being rigorously established. Let us see however what we can expect about the relaxation
time if this is true.
In dimension 1, as in the East model, the relaxation time should be governed by the time it
takes for two zeros initially at equilibrium distance to communicate. The equilibrium distance
is 1/q, each zero diffuses at rate q, therefore the relaxation time should be 1/q2 × 1/q, which is
indeed showed rigorously in Theorem 3.1.4. In higher dimension, there is typically one zero in a
box of side 1/q1/d. If the same argument as in dimension 1 was true, we would get a spectral gap
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of order q1+2/d. However the working conjecture in the physics literature is that gap ≈ q2 when
d ≥ 2 ([JMS06]). In [BT13] we propose a more general conjecture, valid for all non-cooperative
models (though stated in lesser generality in the paper). Before stating it, let me introduce two
more relevant quantities.
For a given non-cooperative model, there is a minimal cardinality for a set S to be a seed
(recall Definition 1.1.6). Let us call this number k. From now on, a seed will always have
cardinality k. In FA-1f for instance, k = 1. For the k-zeros model, consistently k = k (!). For
the windmill model, k = 5 (the cardinality of the diamond in Figure 1.1.3; one has to check
that indeed no set of less than 4 zeros satisfies the conditions of Definition 1.1.6). Given the
definition of non-cooperative models, it is possible to shift an initial minimal set of zeros in a
sea of ones through a finite number of flips. In particular, one can try to minimize the number
of extra zeros present at any time during the different steps of the shift. Call m the minimal
number of extra zeros needed to allow the initial seed to move around the lattice. For FA-1f,
m = 1: to move the initial seed (which is just one zero), the strategy that costs the fewest zeros
is to create an extra zero near the original one, then delete the original one, and then start again
until we reach the desired position. For the k-zeros model also, it is not difficult to see that
m = 1. For the windmill model, it is less obvious that m = 1, but Figure C.8 shows a strategy
allowing to move the seed using only one extra zero at all times.
For an example in which m > 1, consider the model on Z in which cx(η) = 1− (1−ηx+1)(1−
ηx−2). In words, the constraint is satisfied if either the East neighbour or the neighbour two
steps on the left is empty. In that case it is not difficult to check that k = 1 and m = 2.
Conjecture 3.1.5 Consider a non-cooperative model with k,m as above. Then we expect
gap ∼ q2k+m for d = 1 (3.9)
gap ∼ qk+m for d ≥ 2. (3.10)
The argument in dimension 1 is the same as for FA-1f: the typical distance between two seeds
is of order 1/qk, and each seed diffuses at rate qm, so we have to wait a time 1/q2k×1/qm for two
seeds to communicate. In fact, to generalize it to higher dimension, we have to formulate it in
terms of cover time. Our general argument goes as follows. In a ball of radius r = 1/qk/d there is
typically one seed that diffuses at rate qm. The relaxation time in this ball (which should be the
same as in infinite volume, as was showed rigorously for FA-1f in [CMRT08]) is expected to be
the time necessary for a positive fraction of the ball to have been visited by a seed, since updates
are possible only in contact with a seed. Rigorous results on cover times (see [Ald83,DPRZ04])
imply that when d ≥ 2 we have to wait a time rd divided by the diffusion coefficient of the
random walk, therefore 1/qk+m. In turn when d = 1 we have to wait a time r2/qm = 1/q2k+m.
3.2 Diffusion coefficient and Stokes-Einstein relation
The relaxation time is one way of quantifying the mobility of a system. Another method is to
probe the system by injecting a tracer particle and study its diffusion coefficient. This is the
object of the paper [Blo13b] and its corresponding physical letter [BT13]. Consider a KCSM at
equilibrium (the environment) and add a tracer at the origin. The environment does not see the
tracer and evolves according to the KCSM dynamics. The tracer attempts to perform a simple
symmetric random walk, but is only allowed to jump between two empty sites. More formally,
the generator of the process seen from the tracer is given by
L′f(η) = Lf(η) +
∑
y∼0
(1− η0)(1− ηy)[f(ηy+·)− f(η)], (3.11)
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where L is the generator of the KCSM, the sum is taken over the origin’s nearest neighbours and
ηy+· denotes the configuration η translated by y ((ηy+·)x = ηy+x). The second term corresponds
to the jumps of the tracer. The process seen from the tracer is still reversible w.r.t. µ. We
consider only KCSM in the ergodic regime. Classic results of martingale approximation (see
[KV86,DMFGW89, Spo90]) adapt easily to show that, properly rescaled, the trajectory of the
tracer is a Brownian motion with a diffusion coefficient given by a variational formula depending
on the KCSM.
Proposition 3.2.1
lim
→0
X−2t =
√
2DBt, (3.12)
where Xt is the position of the tracer at time t, Bt is the standard d-dimensional Brownian mo-
tion, the convergence holds in the sense of weak convergence of path measures on D
(
[0,∞),Rd)
and the diffusion matrix D is given by
u.Du =
1
2
inf
f
∑
y∈Zd
µ
(
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]2
)
+
d∑
i=1
∑
α=±1
µ
(
(1− η0)(1− ηαei) [αui + f(ηαei+·)− f(η)]2
)}
, (3.13)
where u ∈ Rd and the infimum is taken over local functions f on Ω.
The main results in [Blo13b] are asymptotics for D when q → 0. However I start by using
the variational formula (3.13) to establish general bounds on D, showing in particular that the
convergence in (3.12) is non-degenerate as soon as the spectral gap of the environment is positive.
Proposition 3.2.2 There exists c > 0 such that for any normed vector u ∈ Rd
cq2 gap 6 u.Du 6 q2, (3.14)
where gap denotes the spectral gap of the environment.
The upper bound appears immediately by taking a constant test function. For the lower
bound, notice that the first sum in 3.13 can be bounded from below by 2 gapV ar(f). Then we
can informally argue that if V ar(f) is small, the second sum should be of order q2 (the difference
f (ηαei+·)− f(η) should play little role). Else, the spectral gap gives a lower bound.
Let us turn now to more precise asymptotic results for D. In fact the diffusion of a tracer in
KCSM was studied in several physics papers, in particular [JGC04,JGC05]. The focus of these
papers is the question of a breakdown of the Stokes-Einstein relation. In homogeneous liquids,
it is well established in the physics community (see [HM06a] for instance) that the temperature
Tl of the liquid, the relaxation time τ and the diffusion coefficient D of a tracer satisfy the
Stokes-Einstein relation
D ∝ Tlτ−1. (3.15)
On the contrary, in many glassy systems it has been observed experimentally that this relation is
violated. Indeed the diffusion coefficent does not decrease as fast as the relaxation time increases:
Dτ can increases by 2-3 orders of magnitude while approaching the glass transition. A good fit
is (see for instance [EEH+12], [CE96], [CS97], [SBME03])
D ∼ τ−ξ, ξ < 1. (3.16)
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This violation is a celebrated landmark of dynamical heterogeneities. Indeed, the decoupling
among diffusion coefficient and relaxation time should be due to the fact that diffusion is domi-
nated by the fastest regions whereas structural relaxation is dominated by the slowest regions.
In [JGC04, JGC05], the authors study the diffusion of a tracer in the East and FA-1f model in
one dimension with numerical simulations.
For the FA-1f model, they find that
D ∼ q2, (3.17)
a result which they expect to hold in every dimension. Therefore there should be violation of
the Stokes-Einstein relation of the form (3.16) with ξ = 2/3 in dimension 1, and no violation in
higher dimension (recall Theorem 3.1.4 and Conjecture 3.1.5). In [Blo13b] I confirm (3.17) in
all dimensions and show more generally the following result.
Theorem 3.2.3 For the k-zeros model, there is a constant C > 0 depending only on the dimen-
sion and k such that for every normed vector u ∈ Rd
C−1qk+1 6 u.Du 6 Cqk+1. (3.18)
The theorem is stated only for the k-zeros model; however the techniques used in the proof adapt
to any non-cooperative model (I sketch the proof of the lower bound for the windmill model in
Section C.7). The general statement should therefore be
C−1qk+m 6 u.Du 6 Cqk+m, (3.19)
for some C > 0, where k,m are the quantities introduced to state Conjecture 3.1.5. I will give
below a consistent heuristic for the k + m exponent. Taking (3.19) for granted and assuming
Conjecture 3.1.5 is valid, one gets for any non-cooperative model a violation of Stokes-Einstein
of the form (3.16) with ξ = (k + m)/(2k + m) < 1 in dimension 1, and no violation in higher
dimension. The fact that this behaviour should be shared by all non-cooperative models is
consistent with the belief that they should not be qualitatively much different from FA-1f.
For the East model, simulations are much harder because of the fast divergence of both τ
and D−1. In [JGC04] the authors predict a violation of the Stokes-Einstein relation of the form
(3.16) with ξ ≈ 0.73. Instead I show
Theorem 3.2.4 There exist constants C, α > 0 such that in the East model
C−1q2 gap 6 D 6 Cq−α gap . (3.20)
Because of the fast divergence of gap−1 (recall (3.1)), this is incompatible with a fractional
Stokes-Einstein violation of the form (3.16). This fast divergence is also what prevented the
authors in [JGC04] from running simulations with a parameter small enough to observe the
asymptotic behaviour. It seems however likely that there is a weaker decoupling between D and
gap of the kind D ≈ q−2 gap. Let me now sketch the proof of the two theorems.
For non-cooperative models, the asymptotic behaviour of D is extracted from the variational
formula (3.13). The lower bound is derived by introducing a one-dimensional auxiliary dynamics
with positive diffusion coefficient D not depending on q, which satisfies the following inequality
w.r.t. D
cqk+1D 6 D . (3.21)
In [Blo13b] I write the proof in the 3-zeros case because 3 is the lowest k for which the proof
does not display any significant simplification with respect to higher k. Here, for the sake of
simplicity, let me describe the auxiliary dynamics when k = 1 and show where the exponent
38 CHAPTER 3. LOW TEMPERATURE DYNAMICS
swap
Figure 3.2: Transitions of the auxiliary dynamics. Up, the tracer jumps with rate one to an
empty neighbour. Below, the neighbours of the tracer swap their occupation variable.
Figure 3.3: Reconstructing a swap with flips authorized under the FA-1f constraint, without
extra zeros.
2 comes out. For the auxiliary dynamics, start with a configuration on Z with a zero at the
origin and at least a zero among {±1}. Let the tracer sit initially at the origin. The dynamics is
designed in such a way that the tracer is always on a zero and has always a zero on its right or
left. The rules for the tracer are unchanged: it jumps to its right/left with rate 1, provided the
landing site is empty. The environment is frozen everywhere with the exception of the neighbours
of the tracer. These two sites swap their occupation variables with rate 1. See Figure 3.2. It
is not difficult to check that this dynamics seen from the tracer is reversible w.r.t. the measure
µ(1) = µ (·|η0 = η1η−1 = 0), which is µ conditioned on having a zero at the origin and a zero at
−1 or 1. A variational formula can be established for the diffusion coefficient of the tracer in this
auxiliary dynamics and can be compared with (3.13) to establish (3.21). The factor q2 comes
from the conditioning to go from µ to µ(1) and the key idea to establish (3.21) is that one can
reconstruct the swap using only flips allowed by the FA-1f dynamics without using more zeros
than initially available, so that no extra factor q comes out when making this comparison (see
Figure 3.3). It is not difficult (and it was proved for more general auxiliary dynamics in [Spo90])
to show that D > 0 and does not depend on q, which concludes the proof of the lower bound.
For the upper bound, the trick is to find an appropriate test function to evaluate the functional
in the r.h.s. of (3.13). To find an upper bound on e1.De1, take as a test function the maximal
coordinate on the first direction of a site belonging to the cluster of zeros of the origin. The
idea behind this choice is that the cluster of zeros of the origin is the maximal region the tracer
could span if the environment was frozen. Moreover, it cancels the second line in (3.13). Note
that since we are interested in q → 0, the site percolation with parameter q is very subcritical.
Therefore, even rough estimates on the functional in (3.13) are enough to establish the desired
bound. The order qk+1 is in fact given by µ(cx(η)((1 − q)(1 − ηy) + qηy)) and the extreme
subcriticality allows to control that not too many of those terms are involved.
To conclude on the case of non-cooperative models, let me give a heuristic explaining the
exponent k + m in the statement (3.19). This corresponds to Remark C.4.2. Let me explain
it in the case of the k-zeros model. In this model, a group of k zeros diffuses with rate q, and
the typical equilibrium distance between two such groups is 1/qk. Therefore, let us consider
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the fraction of time spent in 0 before time T by a group of k zeros performing a random walk
with diffusion coefficient q on {−1/(2qk), ..., 1/(2qk)}. That is Tqk, which is also the time during
which the group of k zeros is in contact with the tracer sitting at the origin. During that time,
the tracer diffuses with the group, i.e. with rate q. In the end, the diffusion coefficient of the
tracer should therefore be of order Tqk × q/T = qk+1.
Let me now turn to a discussion of (3.20) (Theorem C.5.2 in Appendix C). The lower bound
follows immediately from (3.14). The upper bound, which is the one contradicting the numerical
prediction, relies on two arguments. The first one is very connected with Section 3.1.1. It consists
in saying that if the tracer initially has a sequence of 1/q occupied sites on its right and wants to
go beyond it, it will have to wait until a zero has travelled through the sequence, which requires
a time of order gap−1. This means it has to cross the same energy barrier that governs the
behaviour of the spectral gap (see Figure 3.4). For a more precise statement see Lemma C.5.6,
whose proof relies on the precise estimates of Lemma 3.1.3. That being said, the further the
tracer wants to travel to the right, the more sequences of 1/q occupied sites it will encounter,
i.e. the more barriers it will have to cross. This, along with the symmetry in the model, allows
to show that the expected square displacement of the tracer at time roughly gap−1 is not larger
than a power of 1/q (Proposition C.5.4). Now comes the second argument: the process seen
from the tracer has a spectral gap which is larger than the spectral gap of the environment
(Lemma C.5.7). Therefore, if we cut the trajectory of the tracer in pieces of time length roughly
gap−1, the correlation between two pieces of the trajectory decreases exponentially fast in the
time separating the two pieces. All this put together yields (3.20).
To conclude, let me state some open questions related to this work, some of which are
discussed in the conclusion of [BT13]. There is a multi-dimensional analog of the East model,
in which the constraint is satisfied at x if either of the sites x + ei, i = 1, . . . , d is empty. This
model is still cooperative, the spectral gap should go to zero faster than any power of q and we
still expect that (3.16) does not hold,at variance with the physicists predictions from numerical
simulations([JGC04, JGC05]). However our techniques do not adapt immediately and it is not
obvious for instance whether the persistence and relaxation time remain of the same order. There
are also many other cooperative models in which the barrier structure is very different, such as
the FA-2f model (the constraint is to have at least two empty nearest neighbours). Among these
we could possibly find KCSM in which a relation of the form (3.16) holds.
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∼ 1/q
∼ (1/q)log2(1/q)/2
gap−1
∼ 1/q ∼ 1/q ∼ 1/q
Figure 3.4: On top, the tracer typically faces a string of 1/q occupied sites on its right. Before
jumping to the right, it needs to wait for the system to create a zero on its right, which has a
cost roughly (1/q)log2(1/q)/2, which is also approximately gap−1. The typical time before crossing
this barrier is therefore both gap−1 and the typical time before the tracer can jump. Bottom
line: to travel to the right the tracer will face many more barriers.
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We consider the Fredrickson and Andersen one spin facilitated model (FA1f) on an infinite
connected graph with polynomial growth. Each site with rate one refreshes its occupation vari-
able to a filled or to an empty state with probability p ∈ [0, 1] or q = 1−p respectively, provided
that at least one of its nearest neighbours is empty. We study the non-equilibrium dynamics
started from an initial distribution ν different from the stationary product p-Bernoulli measure
µ. We assume that, under ν, the distance between two nearest empty sites has exponential
moments. We then prove convergence to equilibrium when the vacancy density q is above a
proper threshold q¯ < 1. The convergence is exponential or stretched exponential, depending on
the growth of the graph. In particular it is exponential on Zd for d = 1 and stretched exponential
for d > 1. Our result can be generalized to other non cooperative models.
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A.1 Introduction
Fredrickson-Andersen one spin facilitated model (FA1f) [FA84, FA85] belongs to the class of
interacting particle systems known as Kinetically Constrained Spin Models (KCSM), which have
been introduced and very much studied in the physics literature to model liquid/glass transition
and more generally glassy dynamics (see [RS03,TGS] and references therein). A configuration
for a KCSM is given by assigning to each vertex x of a (finite or infinite) connected graph G
its occupation variable ηx ∈ {0, 1}, which corresponds to an empty or filled site respectively.
The evolution is given by Markovian stochastic dynamics of Glauber type. With rate one each
site refreshes its occupation variable to a filled or to an empty state with probability p ∈ [0, 1]
or q = 1 − p respectively, provided that the current configuration satisfies an a priori specified
local constraint. For FA1f the constraint at x requires at least one of its nearest neighbours
to be empty. Note that a single empty site is sufficient to ensure irreducibility of the chain.
KCSM in which a finite subset of empty sites is able to move around and empty the whole
space are called non-cooperative and are in general easier to analyze than cooperative ones.
Note also that (and this is a general feature of KCSM) the constraint which should be satisfied
to allow creation/annihilation of a particle at x does not involve ηx. Thus FA1f dynamics
satisfies detailed balance w.r.t. the Bernoulli product measure at density p, which is therefore
an invariant reversible measure for the process. Key features of FA1f model and more generally
of KCSM are that a completely filled configuration is blocked (for generic KCSM other blocked
configurations may occur) - namely all creation/destruction rates are identically equal to zero
in this configuration -, and that due to the constraints the dynamics is not attractive, so that
monotonicity arguments valid for e.g. ferromagnetic stochastic Ising models cannot be applied.
Due to the above properties the basic issues concerning the large time behavior of the process
are non-trivial.
In [CMRT08] it has been proved that the model on G = Zd is ergodic for any q > 0 with a
positive spectral gap which shrinks to zero as q → 0 corresponding to the occurrence of diverging
mixing times. A key issue both from the mathematical and the physical point of view is what
happens when the evolution does not start from the equilibrium measure µ. The analysis of this
setting usually requires much more detailed information than just the positivity of the spectral
gap, e.g. boundedness of the logarithmic Sobolev constant or positivity of the entropy constant
uniformly in the system size. The latter requirement certainly does not hold (see Section 7.1 of
[CMRT08]) and even the basic question of whether convergence to µ occurs remains open in the
infinite volume case. Of course, due to the existence of blocked configurations, convergence to µ
cannot hold uniformly in the initial configuration and one could try to prove it a.e. or in mean
w.r.t. a proper initial distribution ν 6= µ.
From the point of view of physicists, a particularly relevant case (see e.g. [LMS+07]) is when
ν is a product Bernoulli(p′) measure with p′ 6= p and p′ 6= 1). In this case the most natural
guess is that convergence to equilibrium occurs for any local (i.e. depending on finitely many
occupation variables) function f i.e.
lim
t→∞
∫
dν(η)Eη
(
f(ηt)
)
= µ(f) (A.1)
where ηt denotes the process started from η at time t and that the limit is attained exponentially
fast.
The only case of KCSM where this result has been proved [CMST10] (see also [FMRT12b])
is the East model, that is a one dimensional model in which the constraint at x requires the
neighbour to the right of x to be empty. The strategy used to prove convergence to equilibrium for
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East model in [CMST10] relies however heavily on the oriented character of the East constraint
and cannot be extended to FA1f model. We also recall that in [CMST10] a perturbative result
has been established proving exponential convergence for any one dimensional KCSM with finite
range jump rates and positive spectral gap (thus including FA1f at any q > 0), provided the
initial distribution ν is “not too far” from the reversible one (e.g. for ν Bernoulli at density
p′ ∼ p).
Here we prove convergence to equilibrium for FA1f on a infinite connected graph G with
polynomial growth (see the definition in sec. A.2.1 below) when the equilibrium vacancy density
q is above a proper threshold q¯ (with q¯ < 1) and the starting measure ν is such that the distance
between two nearest empty sites has exponential moments. That includes in particular any non-
trivial Bernoulli product measure with p′ 6= p but also the case in which ν is the Dirac measure
on a fixed configuration with infinitely many empty sites and such that the distance between
two nearest empty sites is uniformly bounded. The derived convergence is either exponential
or stretched exponential depending on the growth of the graph. In the particular case G = Zd,
we can prove exponential relaxation only for d = 1. If d > 1 we get a stretched exponential
behavior. Although our results can be generalized to other non cooperative KCSM (see Section
A.6 for a specific example and [CMRT08] for the general definition of this class) we consider
here only the FA1f case to let the paper be more readable.
We finish with a short road map of the paper. In Section A.2 we introduce the notations and
give the main result, Theorem A.2.1, which is proved in Section A.5. The strategy to derive
this result can be summarized as follows. We first replace Eν(f(ηt)) with a similar quantity but
computed w.r.t the FA1f finite volume process (actually a finite state, continuous time Markov
chain evolving in a finite ball of radius proportional to time t around the support of f). This first
reduction is standard and it follows easily from the so-called finite speed of propagation. Then we
show that, with high probability, only the evolution of a restricted chain inside a suitable ergodic
component matters. This reduction is performed via a general result on Markov processes which
we derive in Section A.3. The ergodic component is chosen in such a way that the log-Sobolev
constant for the restricted chain is much smaller than t. This second reduction is new and it is
at this stage that the restriction on q appears and that all the difficulties of the non-equilibrium
dynamics appear. Its implementation requires the estimate of the spectral gap of the process
restricted to the ergodic component (see Section A.6) and the study of the persistence of zeros
out of equilibrium (see Section A.4).
A.2 Notation and Result
A.2.1 The graph
Let G = (V,E) be an infinite, connected graph with vertex set V , edge set E and graph distance
d(·, ·). Given x ∈ V the set of neighbors of x will be denoted by Nx. For all Λ ⊂ V we call
diam(Λ) = supx,y∈Λ d(x, y) the diameter of Λ and ∂Λ = {x ∈ V \ Λ: d(x,Λ) = 1} its (outer)
boundary. Given a vertex x and an integer r, B(x, r) = {y ∈ V : d(x, y) ≤ r} denotes the ball
centered at x and of radius r. We introduce the growth function F : N \ {0} → N∪{∞} defined
by
F (r) = sup
x∈V
|B(x, r)|
where |·| denotes the cardinality. Then we say that G has (k,D)-polynomial growth if F (r) ≤ k rD
for all r ≥ 1, with k and D two positive constants. An example of such a graph is given by
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the d-dimentional square lattice Zd that has (3d, d)-polynomial growth (with the constant 3d
certainly not optimal).
A.2.2 The probability space
The configuration space is Ω = {0, 1}V equipped with the Bernoulli product measure µ of
parameter p. Similarly we define ΩΛ and µΛ for any subset Λ ⊂ V . Elements of Ω (ΩΛ) will
be denoted by Greek letters η, ω, σ (ηΛ, ωΛ, σΛ) etc. Furthermore, we introduce the shorthand
notation µ(f) to denote the expected value of f and Var(f) for its variance (when it exists).
A.2.3 The Markov process
The interacting particle model that will be studied here is a Glauber type Markov process in Ω,
reversible w.r.t. the measure µ. It can be informally described as follows. Each vertex x waits
an independent mean one exponential time and then, provided that the current configuration σ
is such that one of the neighbors of x (i.e. one site y ∈ Nx) is empty, the value σ(x) is refreshed
with a new value in {0, 1} sampled from a Bernoulli p measure and the whole procedure starts
again.
The generator L of the process can be constructed in a standard way (see e.g. [Lig85]). It
acts on local functions as
Lf(σ) =
∑
x∈V
cx(σ)[qσ(x) + p(1− σ(x))][f(σx)− f(σ)] (A.2)
where cx(σ) = 1 if
∏
y∈Nx σ(y) = 0 and cx(σ) = 0 otherwise (namely the constraint requires at
least one empty neighbor), σx is the configuration σ flipped at site x, q ∈ [0, 1] and p = 1− q. It
is a non-positive self-adjoint operator on L2(Ω, µ) with domain Dom(L), core D(L) = {f : Ω→
R s.t.
∑
x∈V supσ∈Ω |f(σx)− f(σ)| <∞} and Dirichlet form given by
D(f) =
∑
x∈V
µ (cx Varx(f)) , f ∈ Dom(L).
Here Varx(f) ≡
∫
dµ(ω(x))f 2(ω) − (∫ dµ(ω(x))f(ω))2 denotes the local variance with respect
to the variable ω(x) computed while the other variables are held fixed. To the generator L we
can associate the Markov semigroup Pt := etL with reversible invariant measure µ. We denote
by σt the process at time t starting from the configuration σ. Also, we denote by Eη(f(ηt)) the
expectation over the process generated by L at time t and started at configuration η at time
zero and, with a slight abuse of notation, we let
Eν(f(σt)) :=
∫
dν(η)Eη(f(ηt))
and let Pν be the distribution of the process started with distribution ν at time zero.
For any subset Λ ⊂ V and any configuration η ∈ Ω
LηΛf(σ) =
∑
x∈Λ
cηx,Λ(σ)[qσ(x) + p(1− σ(x))][f(σx)− f(σ)] (A.3)
where cηx,Λ(σ) = cx(σΛηΛc) where σΛηΛc is the configuration equal to σ on Λ and equal to η on
Λc. When η is the empty configuration we write simply cx,Λ and LΛ. We also let σΛt be the
configuration at time t of the process starting from σΛ with empty boundary condition.
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A.2.4 Main Result
In order to state our main theorem, we need some notations. For any vertex x ∈ V , and any
configuration σ ∈ Ω, let
ξx(σ) = min
y∈V : σ(y)=0
{d(x, y)}
be the distance of x from the set of empty sites of σ.
Theorem A.2.1 Let q > 1/2. Assume that the graph G has (k,D)-polynomial growth and
f : Ω → R is a local function with µ(f) = 0. Let ν be a probability measure on Ω such
that κ := supx∈V Eν(θξ
x
o ) < ∞ for some θo > 1. Then, there exists a positive constant
c = c(q, k,D, κ, |supp(f)|) such that
|Eν(f(σt))| ≤ c||f ||∞
{
e−t/c if D = 1
e−[t/(c log t)]
1/D if D > 1.
∀t ≥ 2.
Remark A.2.2 We expect that our results hold also for 0 < q ≤ 1
2
. This needs a more precise
control of the behavior of ξxt = ξx(σt). In dimension one we can obtain a better threshold by
calculating further time derivatives of u(t) = Eη(θξt), see Proposition A.4.1 below.
Remark A.2.3 Observe that if ν is a Dirac mass on some configuration η, the condition reads
supx∈V θ
ξx(η)
o < ∞. This encodes the fact that η has infinitely many empty sites and that, in
addition, the distance between two nearest empty sites is uniformly bounded. This condition
is different from the case of the East model in [CMST10] where the condition on the initial
configuration was the presence of an infinite number of zeros.
Remark A.2.4 If one considers the case in which ν is the product of Bernoulli-p′ on G, one
has that, for all θ < 1/p′ and all x ∈ G,
Eν(θξ
x
) =
∞∑
k=0
θkPν(ξx = k) ≤
∞∑
k=0
θk(p′)|B(x,k)| ≤
∞∑
k=0
(θp′)k =
1
1− p′θ .
Hence, κ ≤ 1
1−p′θo for θo ∈ (1, 1/p′). In particular Theorem A.2.1 applies to any initial probability
measure, product of Bernoulli-p′ on G, with p′ ∈ [0, 1).
Remark A.2.5 Note that graphs with polynomial growth are amenable. We stress anyway that
there exist amenable graphs which do not satisfy our assumption. This is due to Proposition
A.5.1 below that gives a useless bound in the case of amenable graphs with intermediate growth
(i.e. faster than any polynomial but slower than any exponential, see [Gri91]). The same happens
to any graph with exponential growth (such as for example any regular n-ary tree (n ≥ 2)).
A.3 A preliminary result on Markov processes
We prove here a general result which relates the behavior of a Markov process on a finite space
to that of a restricted Markov process. This result, which might be of independent interest, will
be a key tool in our analysis. Indeed we will use it in the proof of Theorem A.2.1 to reduce
the evolution of the FA1f process on a large volume to the same process on smaller sets on a
properly defined ergodic component.
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We start by recalling some basic notions on continous time Markov chains which will be used
in the following. Let S be a finite space and Q = (q(x, y))x,y∈S be a transition rate matrix,
namely a matrix such that for any x, y ∈ S it holds
q(x, y) ≥ 0 forx 6= y and
∑
y∈S
q(x, y) = 0.
Recall that Q defines a continuous time Markov chain (Xt)t≥0 on S as follows [Lig85]. If Xt = x,
then the process stays at x for an exponential time with parameter c(x) = −q(x, x). At the
end of that time, it jumps to y 6= x with probability p(x, y) = q(x, y)/c(x), stays there for an
exponential time with parameter c(y), etc. Assume that (Xt)t≥0 is reversible with respect to
a probability measure pi. Then, we define the spectral gap γ(Q) and the log-Sobolev constant
α(Q) of the chain as
γ(Q) := inf
f : f 6=const
∑
x,y pi(x)p(x, y)(f(y)− f(x))2
2 Varpi(f)
(A.4)
α(Q) := sup
f : f 6=const
2Entpi(f
2)∑
x,y pi(x)p(x, y)(f(y)− f(x))2
(A.5)
where Entpi(f) = pi(f log f)−pi(f) log pi(f) denotes the entropy of f . Let (Pt)t≥0 be the semigroup
of the Markov chain. Then
Varpi(Ptf) 6 e−2tc Varpi(f) ∀f (A.6)
is equivalent to γ ≥ c. On the other hand the positivity of the log-Sobolev constant is equivalent
to the following hypercontractivity property [Gro75]
||Ptf ||Lr(pi) 6 ||f ||L2(pi) (A.7)
∀t ≥ 0 and ∀r 6 1 + e 4tα . We refer to [ABC+00] for an introduction of these notions.
We are now ready to introduce the restricted Markov chain. Fix A ⊂ S and set
Aˆ = A ∪ {y /∈ A : q(x, y) > 0 for some x ∈ A}. (A.8)
Let (Xˆt)t≥0 be a continuous time Markov chain (which we will call the hat chain) on Aˆ with
transition rate matrix Qˆ = (qˆ(x, y))x,y∈Aˆ which satisfies
qˆ(x, y) = q(x, y) ∀(x, y) ∈ A× Aˆ (A.9)
and assume that the process is reversible with respect to a measure pˆi. We denote by γˆ and αˆ
the spectral gap and log-Sobolev constant of the hat chain, namely γˆ := γ(Qˆ) and αˆ := α(Qˆ).
Proposition A.3.1 Let (Xt)t≥0, (Xˆt)t≥0, pi, pˆi, γˆ and αˆ as above. Then, for all initial probability
measure ν on S and all f : S → R with pi(f) = 0, it holds for any t ≥ 0
|Eν(f(Xt))| ≤ |pˆi(f)|+ 4||f ||∞Pν(Act) + ||f ||∞ exp
{
−γˆ t
2
+ e−
2t
αˆ log
1
pˆi∗
}
(A.10)
where At = {Xs ∈ A, ∀s ≤ t} and pˆi∗ := minx∈S pˆi(x).
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Remark A.3.2 The standard argument (see [HS87,SZ92]) using the log-Sobolev constant would
lead to
|Eν(f(Xt))| ≤ ||f ||∞ exp
{
−γ t
2
+ exp{−2t
α
} log 1
pi∗
}
.
with γ = γ(Q) and α = α(Q). The difference in Proposition A.3.1 comes from the fact that we
deal with the hat chain. This can be useful if the choice of Aˆ and Qˆ are done properly so that the
log-Sobolev constant αˆ is smaller than α and/or the spectral gap γˆ is larger then γ. This will be
the case for the application of the above result in the proof of Theorem A.2.1 for which, fixed t,
we will have to consider a state space which depends on t and the corresponding chain will have
α ' td and log(1/pi) ' td. Hence the standard argument gives
|Eν(f(Xt))| ≤ ||f ||∞ exp
{
−γ t
2
+ ctd
}
.
and therefore does not prove decay in t. We will instead devise a hat chain for which γˆ ≥ c > 0
and αˆ is much smaller than t so that the dominant term in exp
{−γˆ t
2
+ exp{−2t
αˆ
} log 1
pˆi∗
}
is
given by the gap term γˆt. The price to pay are the first two extra terms in (A.10) that we will
analyze separately.
Proof
Fix a probability measure ν and a function f with pi(f) = 0 and let g = f − pˆi(f). Then
|Eν(f(Xt))| ≤ |pˆi(f)|+ ||g||∞Pν(Act) + |Eν(g(Xt)1At)|. (A.11)
We now concentrate on the last term in (A.11). By definition of the chains (Xt)t≥0 and (Xˆt)t≥0
one has
Eν(g(Xt)1At) =
∫
dν(x)Ex(g(Xˆt)1{Xˆs∈A,∀s≤t}).
Hence, by Hölder inequality, we have
|Eν(g(Xt)1At)| = |
∫
Aˆ
dν(x)Ex(g(Xˆt)(1− 1{Xˆs∈A,∀s≤t}c)|
≤ |pˆi(h Pˆtg)|+ 2||f ||∞Pν(Act)
≤ ||h||Lβ(pˆi)||Pˆtg||Lβ′ (pˆi) + 2||f ||∞Pν(Act)
where for any x ∈ Aˆ we let h(x) = ν(x)/pˆi(x) and β, β′ ≥ 1, that will be chosen later, are such
that 1/β+ 1/β′ = 1. To bound the previous expression take β′ = 1 + e
2t
αˆ . Using (A.7) and (A.6)
we obtain
||Pˆtg||Lβ′ (pˆi) = ||Pˆ t2 Pˆ t2 g||Lβ′ (pˆi) ≤ ||Pˆ t2 g||L2(pˆi) ≤ e
−γˆ t
2 ||g||L2(pˆi) ≤ e−γˆ t2 ||f ||∞.
On the other hand
||h||Lβ(pˆi) ≤
(∫
hdpˆi
) 1
β
||h||
β−1
β∞ = ||h||
1
β′∞ ≤ exp{e− 2tαˆ log ||h||∞}
and the proof is completed since ||h||∞ ≤ 1pˆi∗ . X
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A.4 Persistence of zeros out of equilibrium
In this section we study the behavior of the minimal distance from a fixed site to the nearest
site at which one finds a vacancy. The result that we obtain will be a key tool for the proof of
our main theorem A.2.1.
For any σ ∈ {0, 1}V and any x ∈ V define ξx(σ) as the minimal distance at which one finds
an empty site starting from x,
ξx(σ) = min
y∈V : σ(y)=0
{d(x, y)}
with the convention that min ∅ = +∞, (ξx(σ) = 0 if σ(x) = 0).
Proposition A.4.1 Consider the FA1f process on a finite set Λ ⊂ V with generator LΛ. Then,
for all x ∈ Λ, all θ ≥ 1, all q ∈ ( θ
θ+1
, 1] and all initial configuration η, it holds
Eη
(
θξ
x(σΛt )
)
≤ θξx(η) e−λt + q
q(θ + 1)− θ ∀t ≥ 0,
where λ = θ
2−1
θ
(q − θ
θ+1
).
Proof
Fix θ > 1, q > 0 and x ∈ Λ. To simplify the notation we drop the superscript x from ξx
and set ξt = ξ(σΛt ) in what follows. Recall that σΛt is defined with empty boundary condition so
that ξt ≤ d(x,Λc). Let u(t) = Eη(θξt) and observe that
d
dt
u(t) = Eη(LΛθξt).
To calculate the expected value above we distinguish two cases: (i) ξt = 0, (ii) ξt ≥ 1.
Case (i): assume that ξt = 0. Then
(LΛθξt)1ξt=0 = θξtcx(σΛt )p(θ − 1)1ξt=0. (A.12)
Case (ii). Define E(σ) = {y ∈ V : d(x, y) = ξ(σ) and σ(y) = 0} and F (σ) = {y ∈
V : d(y, E) = 1 and d(x, y) = ξ(σ) − 1}. Then one argues that ξt can increase by 1 only if
there is exactly one empty site in the set E, and that it can always decrease by 1 by a flip (which
is legal by construction) on each site of F (see Figure A.1).
Hence
(LΛθξt)1ξt≥1 = θξt
[
p(θ − 1)
∑
y∈E
cy(σ
Λ
t )1|E|=1 + q|F |(
1
θ
− 1)
]
1ξt≥1
≤ θξt [p(θ − 1)− q θ − 1
θ
] + [q
θ − 1
θ
− p(θ − 1)]1ξt=0 (A.13)
Summing up (A.12) and (A.13) we end up with
LΛθξt 6 θ − 1
θ
(
θξt(pθ − q) + q) .
Therefore, since p = 1− q,
u′(t) ≤ θ − 1
θ
((pθ − q)u(t) + q) = −λu(t) + q θ − 1
θ
and the expected result follows. X
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F
E
x x
E
Figure A.1: On the graph G = Z2, two examples of configurations for which ξx = 3. On the left
ξx cannot increase since |E| ≥ 2, it can decrease by a flip (legal thanks to the empty sites in E)
in any points of F . On the right ξx can either increase or decrease.
A.5 Proof of the main theorem
In this section we prove Theorem A.2.1. We will first reduce the study of the evolution of the
process from infinite volume to a finite ball of radius proportional to t thanks to finite speed of
propagation. Then by using Proposition A.3.1 we reduce to the study of a restricted process
on smaller sets on some ergodic component so that the log-Sobolev constant of the restricted
process is much smaller than t (recall Remark A.3.2). In order to estimate the probability that
the process gets out the ergodic component (namely to bound the second term in (A.10)) we will
use Proposition A.4.1 which allows to upper bound the probability of a region to be completely
filled.
Proof of Theorem A.2.1
Throughout the proof c denotes some positive constant c = c(q, k,D, κ, |supp(f)|) which may
change from line to line.
Fix t ≥ 2 and a local function f . Let x ∈ V and r integer be such that supp(f) ⊂ B(x, r).
Standard arguments using finite speed of propagation (see e.g. [Mar99]) prove that for any initial
measure ν on Ω it holds
|Eν(f(σt)− f(σΛt ))| ≤ c‖f‖∞e−t
where Λ = B(x, r + 100t) and we recall that σΛt is the configuration at time t of the process
starting from σΛ evolving on the finite volume Λ with empty boundary condition and c is some
positive constant depending on |supp(f)|. Hence,
|Eν(f(σt))| ≤ |Eν(f(σΛt ))|+ c‖f‖∞e−t. (A.14)
Let Λ1,Λ2, . . . ,Λn ⊂ Λ be connected sets such that ∪iΛi = Λ and Λi ∩ Λj = ∅ for all i 6= j.
Such a decomposition will be called a connected partition of Λ. The following holds
Proposition A.5.1 For any Λ ⊂ V and any f local, with supp(f) ⊂ Λ and µ(f) = 0 there
exists a constant c = c(q, |supp(f)|) such that for any connected partition Λ1, Λ2, . . . ,Λn of Λ,
for any initial probability measure ν on Ω, it holds that
|Eν(f(σΛt ))| ≤ c||f ||∞
(
ne−qm + t|Λ| sup
s∈[0,t]
Pν(σΛs /∈ A) + |Λ|e−t/3
+ exp
{
− t
c
+ c|Λ|e−t/(cM)
})
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provided that ne−qm < 1/2 where
m := min{|Λ1|, . . . , |Λn|}, M := max{|Λ1|, . . . , |Λn|} and A is the set of configurations contain-
ing at least two empty sites in each Λi, namely
A =
n⋂
i=1
{σ ∈ ΩΛ s.t.
∑
x∈Λi
(1− σ(x)) ≥ 2}. (A.15)
We postpone the proof of this Proposition to the end of this section.
Observe that for any positive integer ` 6 t, there exists1 a connected partition Λ1, . . . ,Λn
of Λ, and vertices x1, . . . , xn ∈ V , such that for any i, B(xi, `) ⊂ Λi ⊂ B(xi, 6`). Then, take
` = [t/ log t]1/D if D > 1 and ` = t if D = 1 for some  > 0 that will be chosen later and
observe that, with this choice,
M = max(|Λ1|, . . . , |Λn|) ≤ k6D`D
(since G has (k,D)-polynomial growth). Furthermore
m = min(|Λ1|, . . . , |Λn|) ≥ `
Since n ≤ |Λ| ≤ ctD, Equation (A.14) and Proposition A.5.1 guarantee that
|Eν(f(σt))| ≤ c||f ||∞t|Λ| sup
s∈[0,t]
Pν(σΛs /∈ A) + c||f ||∞
{
e−t/c if D = 1
e−[t/(c log t)]
1/D if D > 1
provided  is small enough.
It remains to study the first term of the latter inequality. We partition each set Λi into
two connected sets Λ+i and Λ
−
i (i.e. Λi = Λ
+
i ∪ Λ−i and Λ+i ∩ Λ−i = ∅) such that for some
x+i , x
−
i ∈ V , B(x±i , `/4) ⊂ Λ±i (the existence of such vertices are left to the reader). The event
{σΛs /∈ A} implies that there exists one index i such that at least one of the two halves Λ+i ,Λ−i is
completely filled. Assume that it is for example Λ+i , i.e. assume that for any x ∈ Λ+i , σΛs (x) = 1.
This implies that ξx
+
i (σΛs ) ≥ `/4. Hence, thanks to a union bound, Markov’s inequality, and
Proposition A.4.1, there exists θ > 1 such that
Pν(σΛs /∈ A) ≤ 2nPν(ξx
+
i (σΛs ) ≥ `/4)
≤ 2nθ−`/4Eν(θξ
x+
i (σΛs ))
≤ cnθ−`/4
≤ c
{
e−t/c if D = 1
e−[t/(c log t)]
1/D if D > 1
where we used the definition of `, the assumption supx∈V Eν(θξ
x
o ) < ∞ and the fact that n ≤
|Λ| ≤ ctD. This ends the proof.
1One can construct Λ1, . . . ,Λn, x1, . . . , xn as follows. Recall that Λ = B(x, r + 100t). Order (arbitrarily) the
sites y1, y2, . . . , yN of {z ∈ Λ: B(z, `) ⊂ Λ and d(z, x) = 2i(` + 1)− 1 for some i ≥ 1} and perform the following
algorithm: set x1 = x, i0 = 0, and for k ≥ 1 set xk+1 = yik with ik := inf{j ≥ ik−1+1 : B(yj , `)∩(∪ki=1B(xi, `)) =
∅}. Such a procedure gives the existence of n sites x1, . . . , xn such that B(xi, `) ∩ B(xj , `) = ∅, for all i 6= j,
B(xi, `) ⊂ Λ for all i and any site yk /∈ A := ∪ni=1B(xi, `) is at distance at most 5` from A. Now attach each
connected component C of Ac to any (arbitrarily chosen) nearest ball B(xi, `), i ∈ {1, . . . , n}, with which C is
connected, to obtain all the Λi with the desired properties.
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X
We are now left with proving Proposition A.5.1.
Proof of Proposition A.5.1
Fix Λ ⊂ V , f local, with supp(f) ⊂ Λ and µ(f) = 0. Fix a connected partition Λ1, Λ2, . . . ,Λn
of Λ and an initial probability measure ν on Ω.
Our aim is to apply Proposition A.3.1. We let S = ΩΛ and (Xt)t≥0 = (σΛt )t≥0. The corre-
sponding transition rates are, ∀σ, η ∈ ΩΛ,
q(σ, η) =

cx,Λ(σ)[qσ(x) + p(1− σ(x))] if η = σx
−∑x∈Λ q(σ, σx) if η = σ
0 otherwise
We define A as in (A.15), namely the set of configurations in ΩΛ such that there exist at least
two empty sites in each set Λi, and Aˆ as in (A.8). Next we define (Xˆt)t≥0 on Aˆ via the rates
qˆ(σ, η) = q(σ, η) ∀σ, η ∈ Aˆ. In words, (Xˆt)t≥0 corresponds to a modification of the FA1f process
in which the moves that would cause the process to leave Aˆ are suppressed. Let pi = µΛ and
pˆi(·) = µΛ(· | Aˆ). It is immediate to verify that (Xt)t≥0 and (Xˆt)t≥0 are reversible with respect
to pi and pˆi, respectively. By construction the above processes satisfy the property (A.8). Thus,
thanks to Proposition A.3.1, we have
|Eν(f(σΛt ))| ≤ |pˆi(f)|+ ||f ||∞
(
4Pν(Act) + exp
{
−γˆ t
2
+ e−
2t
αˆ log
1
pˆi∗
})
. (A.16)
We now study each term of the last inequality separately.
If we recall that µΛ(f) = µ(f) = 0 and using a union bound, we have
|pˆi(f)| = |µΛ(f(1− 1Aˆc))|
µΛ(Aˆ)
≤ ||f ||∞µΛ(Aˆ
c)
µΛ(Aˆ)
≤ ||f ||∞ ne
−qm
1− ne−qm . (A.17)
We now deal with the term Pν(Act).
Let It be the event that there exists a site in Λ with more than 2t rings in the time interval
[0, t]. Then, by standard large deviations of Poisson variables and a union bound, there exists
a universal positive constant d such that Pν(Act ∩ It) ≤ d|Λ|e−t/3. Furthermore, using a union
bound on all the rings on the event Ict , we have
Pν(Act ∩ Ict ) ≤ 2t|Λ| sup
s∈[0,t]
Pν(σΛs /∈ A).
We deduce that
Pν(Act) ≤ c|Λ|
(
t sup
s∈[0,t]
Pν(σΛs /∈ A) + e−t/3
)
. (A.18)
Next we analyse the log-Sobolev constant αˆ and the spectral gap constant γˆ. For that
purpose, let us introduce a new process (X˜t)t≥0 on Aˆ via the rates, ∀σ, η ∈ Aˆ,
q˜(σ, η) =

cωx,Λi(x)(σ)[qσ(x) + p(1− σ(x))] if η = σx
−∑x∈Λ q˜(σ, σx) if η = σ
0 otherwise.
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where ω is the entirely filled configuration (i.e. such that ω(x) = 1 for all x ∈ V ) and i(x) is such
that x ∈ Λi(x). In words (X˜t)t≥0 corresponds to n independent FA1f processes inside the boxes
Λi each evolving with filled boundary conditions on the ergodic component of the configurations
with at least one zero, namely on ΩˆΛi where we set for any A ⊂ Λ
ΩˆA = {σ ∈ ΩΛ s.t. ∃xi ∈ A with σ(xi) = 0}. (A.19)
Note that Aˆ = ⋂ni=1 ΩˆΛi thus the FA1f constraint and the filled boundary condition on each
box indeed guarantee that (X˜t)t≥0 does not exit Aˆ and pˆi is a reversible measure also for
(X˜t)t≥0. Furthermore, since the occupied boundary conditions imply that for any σ ∈ ΩΛ it
holds cωx,Λi(x)(σ) 6 cx,Λ(σ) (a zero which is present in σΛi(x)ωΛci(x) is also present in σ) , the fol-
lowing inequalities holds between the spectral gap and log-Sobolev constant of the hat and tilde
process αˆ ≤ α˜ and γˆ ≥ γ˜, where αˆ := α(Qˆ), α˜ := α(Q˜), γˆ := γ(Qˆ) and γ˜ = γ(Q˜) (see (A.4)
and (A.5)). Observe now that X˜t restricted to each ΩˆΛi is ergodic and reversible with respect
to µˆi = µΛi(· | ΩˆΛi). Thus by the well-known tensorisation property of the Poincaré and the
log-Sobolev inequalities (see e.g. [ABC+00, Chapter 1]), we conclude that γ˜ = min(γ˜1, . . . , γ˜n)
and α˜ = max(α˜1, . . . , α˜n) with γ˜i and α˜i the spectral gap and log-Sobolev constant of an FA1f
process on Λi with filled boundary condition on the ergodic component with at least one zero
which, using (A.4) and (A.5), can be expressed as γ˜Λi (A.20) and α˜Λi (A.21) respectively. Then,
Proposition A.5.2 below shows that γ˜ ≥ c and α˜ 6 c|Λi|. Hence, for c as in Proposition A.5.2 it
holds
exp
{
−γˆ t
2
+ exp{−2t
αˆ
} log 1
pˆi∗
}
6 exp
{
− t
c
+ c|Λ|e−t/(cM)
}
.
By collecting this inequality together with (A.16), (A.17) and (A.18) we end the proof. X
Proposition A.5.2 ([CMRT09]) Let A ⊂ V be connected and µˆA(·) = µA(· | ΩˆA). Let ω be
the entirely filled configuration (i.e. such that ω(x) = 1 for all x ∈ V ) Then, there exists a
constant c = c(q) such that
γ˜A := inf
f :f 6=const.
∑
x∈A µˆA( c
ω
x,A Varx(f))
VarµˆA(f)
≥ c (A.20)
and
α˜A := sup
f :f 6=const.
EntµˆA(f)∑
x∈A µˆA(c
ω
x,A Varx(f))
≤ c|A|. (A.21)
Proof
The first part on the spectral gap is proved in [CMRT09, Theorem 6.4 page 336]. In Section
A.6 we give an alternative proof which gives a better bound for small q and can be extended to
non cooperative models different from FA1f.
The second part easily follows from the standard bound [DSC96,SC97]
αˆA ≤ γˆ−1A log
1
µˆ∗A
where µˆ∗A := minσ∈ΩˆA µˆA(σ) ≥ exp{−c|A|}. X
A.6. SPECTRAL GAP ON THE ERGODIC COMPONENT 53
A.6 Spectral gap on the ergodic component
In this section we estimate the spectral gap of the process FA1f on a finite volume with occupied
boundary conditions on the ergodic component of configurations with at least one zero. This
result has been used in the proof of Theorem A.2.1 as a key tool to prove Proposition A.5.1. This
has been done in [CMRT08,CMRT09]. We present here an alternative proof based on the ideas
of [MT12] that, on the one hand, gives a somehow more precise bound for very small q and, on
the other hand, can be generalized to non cooperativemodels different from FA1f on some ergodic
component (not necessarily the largest one). The remaining of the proof of Theorem A.2.1 for
these models carries over along the same lines as for FA1f. An example of non cooperative model
different from FA1f is the following. Each vertex x waits an independent mean one exponential
time and then, provided that the current configuration σ is such that at least two of the sites at
distance less or equal to 2 are empty (
∑
y∈Nˆx(1− σ(y)) ≥ 2, where Nˆx = {y : d(x, y) ≤ 2}), the
value σ(x) is refreshed with a new value in {0, 1} sampled from a Bernoulli p measure and the
whole procedure starts again. For simplicity we deal with the FA-1f model.
For every Λ ⊂ V finite recall that ΩˆΛ is the set of configurations with at least one zero (A.19)
and µˆΛ(·) = µΛ(· | ΩˆΛ). By using (A.4) the spectral gap γ˜Λ for the dynamics on ΩˆΛ with filled
boundary conditions can be expressed as
γ˜Λ = inf
f : f 6=const.
∑
x∈Λ µˆΛ(cˆx Varx(f))
VarµˆΛ(f)
(A.22)
where the infimum runs over all non constant functions f : ΩˆΛ → R, Varx(f) := Varµ{x}(f), and
cˆx(σ) := c
ω
x,Λ(σ) with ω the entirely filled configuration, i.e. ω(x) = 1 for all x ∈ V . We are now
ready to state the result on the spectral gap.
Theorem A.6.1 Let G = (V,E) be a graph with (k,D)-polynomial growth. Then there exists a
positive constant C = C(k,D) such that for any connected set Λ ⊂ V
γ˜Λ ≥ C q
D+4
log(2/q)D+1
The proof of Theorem A.6.1 is divided in two steps. At first we bound from below the
spectral gap of the hat chain in Λ by the spectral gap of the FA1f model (not restricted to the
ergodic component), on all subsets of V with minimal boundary condition. Then we study such
a spectral gap following the strategy of [MT12].
We need some more notations. Given A ⊂ V , z ∈ ∂A and x ∈ A define czx,A(σ) = cω(z)x,A (σ),
σ ∈ Ω, where ω(z) is the entirely filled configuration, except at site z where it is 0: ω(z)(x) = 1
for all x 6= z and ω(z)(z) = 0. The corresponding generator Lω(z)A will be simply denoted by LzA.
It corresponds to the FA1f process in A with minimal boundary condition.
The first step in the proof of Theorem A.6.1 is the following result.
Proposition A.6.2 For any finite connected Λ ⊂ V with 8pdiam(Λ)/3 < 1
2
it holds
γ˜Λ ≥ 1
48
inf
A⊂V,connected
z∈∂A
gap(LzA).
Observe that, combining [CMRT09, Theorem 6.1] and [CMRT08, Theorem 6.1] for any set
A and any site z, we had gap(LzA) ≥ cqlog2(1/q) for some universal positive constant c. Hence, for
the FA1f process, we had the lower bound
γ˜Λ ≥ cqlog2(1/q).
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We present below an alternative strategy (based on [MT12]) which can be applied to other
non-cooperative models and gives a more accurate bound for the FA1f process when q is small.
Proof
Consider a non constant function f : ΩˆΛ → R with µˆ(f) = 0 and define f˜ : ΩΛ → R as
f˜(σ) =
{
f(σ) if σ ∈ ΩˆΛ
0 otherwise
We divide2 Λ into two disjoint connected subsets A and B such that their diameter is larger
then |Λ|/3.
Thank to Lemma A.6.5 below (our hypothesis implies that max(1−µ(cA), 1−µ(cB)) < 1/16)
VarµˆΛ(f) ≤ 24 µˆΛ[cB VarµA(f˜) + cA VarµB(f˜)]
where cA = 1ΩˆA and cB = 1ΩˆB and ΩˆA and ΩˆB are defined in (A.19).
Consider the first term. Define the random variable
ζ := sup
x∈B
{d(A, x) : σ(x) = 0}
where by convention the supremum of the empty set is ∞. The function cB guarantees that
ζ ∈ {1, 2, · · · , diam(Λ)}. Following the strategy of [CMRT08] we have
µˆΛ[cB VarµA(f˜)] =
1
µΛ(ΩˆΛ)
∑
n≥1
µΛ[1ζ=n VarµA(f˜)]
≤ 1
µΛ(ΩˆΛ)
∑
n≥1
µΛ[1ζ=n VarµAn (f˜)]
where An = {x ∈ Λ: d(A, x) ≤ n− 1} and we used the convexity of the variance (which is valid
since the event {ζ = n} does not depend, by construction, on the value of the configuration σAn
inside An). The indicator function above 1ζ=n guarantees the presence of a zero on the boundary
∂An of the set An. Order (arbitrarily) the points of ∂An and call Z the (random) position of
the first empty site on ∂An. Then, for all n ≥ 1,
µΛ[1ζ=n VarµAn (f˜)] =
∑
z∈∂An
µΛ[1ζ=n1Z=z VarµAn (f˜)]
≤
∑
z∈∂An
gap(LzAn)−1
∑
y∈An
µΛ[1ζ=n1Z=zµAn(c
z
y,An Vary(f˜))]
≤ γ
∑
z∈∂An
∑
y∈An
µΛ[1ζ=n1Z=zc
z
y,An Vary(f˜)]
where we used the fact that the events {ζ = n} and {Z = z} depend only on σcAn , and where
γ := sup gap(LzA)−1, the supremum running over all connected subset A of V and all z ∈ ∂A.
2To construct A and B take two points x, y such that d(x, y) = ` := diam(Λ) and define A0 = {z ∈ Λ: d(x, z) ≤
`/3} and B0 = {z ∈ Λ: d(y, z) ≤ `/3}. Attach to A0 all the connected components of Λ \ (A0 ∪ B0) connected
to A0 to obtain A, then attach all the remaining connected components of Λ \ (A0 ∪B0) to B0 to obtain B.
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Now observe that 1ζ=n1Z=zczy,A ≤ 1ζ=n1Z=z cˆy for any y ∈ An. Hence,
µˆΛ[cB VarµA(f˜)] ≤
γ
µΛ(ΩˆΛ)
∑
n≥1
∑
z∈∂An
∑
y∈An
µΛ[1ζ=n1Z=z cˆy Vary(f˜)]
≤ γ
µΛ(ΩˆΛ)
∑
y∈Λ
∑
n≥1
∑
z∈∂An
µΛ[1ζ=n1Z=z cˆy Vary(f˜)]
= γ
∑
y∈Λ
µˆΛ[cˆy Vary(f˜)] = γ
∑
y∈Λ
µˆΛ[cˆy Vary(f)].
The same holds for µˆΛ[cA VarµB(f˜)], leading to the expected result. X
The second step in the proof of Theorem A.6.1 is a careful analysis of gap(LzA) for any given
connected set A ⊂ V and z ∈ ∂A.
Proposition A.6.3 Let G = (V,E) be a graph with (k,D)-polynomial growth. Then, there exists
a universal constant C = C(k,D) such that for any connected set A ⊂ V , and any z ∈ ∂A, it
holds
gap(LzA) ≥ C
qD+4
log(2/q)D+1
.
We postpone the proof of Proposition A.6.3 to end the proof of Theorem A.6.1.
Proof of Theorem A.6.1
The result follows at once combining Proposition A.6.2 and Proposition A.6.3. X
In order to prove Proposition A.6.3, we need a preliminary result on the spectral gap of
some auxiliary chain, and to order the points of A in a proper way, depending on z. Let
N := maxx∈A d(x, z), for any i = 1, 2, . . . , N , we define
Ai := {x ∈ A : d(x, z) = i} = {x(i)1 , . . . , x(i)ni }
where x(i)1 , . . . , x
(i)
ni is any chosen order. Then we say that for any x, y ∈ A, x ≤ y if either
d(x, z) > d(y, z) or d(x, z) = d(y, z) and x comes before y in the above ordering. Then, we set
Ax = {y ∈ A : y ≥ x} and A˜x = Ax \ {x}.
Lemma A.6.4 Fix a connected set A ⊂ V , and z ∈ ∂A. For any x ∈ A and σ ∈ Ω, let
Ex ⊂ ΩA˜x, ∆x = supp(1Ex) and c˜x(σ) = 1Ex(σA˜x). Assume that
sup
x∈A
µ(1− c˜x) sup
x∈A
|{y ∈ A : ∆y ∪ {y} 3 x}| < 1
4
.
Then, for any f : ΩA → R it holds
VarµA(f) ≤ 4
∑
x∈A
µA(c˜x Varx(f)).
Proof
We follow [MT12]. In all the proof, to simplify the notations, we set VarB = VarµB , for any
B. First, we claim that
VarA(f) 6
∑
x∈A
µA(VarAx(µA˜x(f))). (A.23)
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Take x = x(N)nN , by factorization of the variance, we have
VarA(f) = µA(VarA˜x(f)) + VarA(µA˜x(f)).
The claim then follows by iterating this procedure, removing one site at a time, in the order
defined above.
We analyze one term in the sum of (A.23) and assume, without loss of generality, that
µAx(f) = 0. We write µA˜x(f) = µA˜x(c˜xf) + µA˜x((1− c˜x)f) so that
µA[VarAx(µA˜x(f))] ≤ 2µA[VarAx(µA˜x(c˜xf))] + 2µA[VarAx(µA˜x((1− c˜x)f))]. (A.24)
Observe that, by convexity of the variance and since c˜x does not depend on x, the first term of
the latter can be bounded as
µA[VarAx(µA˜x(c˜xf))] = µA[Varx(µA˜x(c˜xf))] ≤ µA[c˜x Varx(f)].
Now we focus on the second term of (A.24). Note that µA˜x [(1− c˜x)f)] = µA˜x [(1− c˜x)µA˜x\∆x(f))].
Set δ := supx∈A µ(1 − c˜x). Hence, bounding the variance by the second moment and using
Cauchy-Schwarz inequality, we get
VarAx(µA˜x((1− c˜x)f)) ≤ VarAx
(
µA˜x [(1− c˜x)µA˜x\∆x(f)]
)
≤ µAx
(
µA˜x [(1− c˜x)µA˜x\∆x(f)]2
)
≤ δ
(
VarAx(µA˜x\∆x(f))
)
From all the previous computations (and using (A.23)) we deduce that
VarA(f) ≤ 2
∑
x∈A
µA(c˜x Varx(f)) + 2δ
∑
x∈A
µA
(
VarAx(µA˜x\∆x(f))
)
.
Hence if one proves that∑
x∈A
µA
(
VarAx(µA˜x\∆x(f))
)
≤ sup
y∈A
|{x ∈ A : ∆x ∪ {x} 3 y}|VarA(f) (A.25)
the result follows. We now prove (A.25). Using (A.23), we have
VarAx(g) 6
∑
y∈Ax
µAx
(
VarAy(µA˜y(g))
)
=
∑
y∈∆x∪{x}
µAx
(
VarAy(µA˜y(g))
)
where g = µA˜x\∆x(f) and we used that supp(g) ⊂ A \ (A˜x \∆x). It follows that
µA (VarAx(g))
∑
y∈∆x∪{x}
µA
(
VarAy(µA˜y(g))
)
≤
∑
y∈∆x∪{x}
µA
(
VarAy(µA˜y(f))
)
since, by Cauchy-Schwarz,
µA
(
VarAy(µA˜y(g))
)
= µA
([
µA˜x\∆x
(
µA˜y(f)− µAy(f)
)]2)
≤ µA
(
VarAy(µA˜y(f))
)
.
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This ends the proof. X
Proof of Proposition A.6.3
Our aim is to apply Lemma A.6.4. Let us define the events Ex, for x ∈ A. Fix an integer
` that will be chosen later and set n = ` ∧ d(x, z). Let (x1, x2, . . . , xn) be an arbitrarily chosen
ordered collection satisfying d(xi, xi+1) = 1, d(xi, x) = i and d(xi, z) = d(x, z)−i for i = 0, . . . , n,
with the convention that x0 = x, and set Ex = {σ ∈ Ω:
∑n
i=1(1 − σ(xi)) ≥ 1}, i.e. Ex is the
event that at least one of the site of ∆x = {x1, x2, . . . , xn} is empty. Note that by construction
∆x ⊂ A ∪ {z} and is connected. Moreover for any x such that d(x, z) ≤ `, Ex = Ω so that
c˜x ≡ 1. Since |∆x| 6 k`D for any x ∈ A, the assumption of Lemma A.6.4 reads
p`(1 + k`D) < 1/4
which is satisfied if one chooses ` = c
q
log 2
q
with c = c(k,D) large enough. Hence for any
f : ΩA → R it holds
VarµA(f) ≤ 4
∑
x∈A
µA(c˜x Varx(f)).
and we are left with the analysis of each term µA(c˜x Varx(f)) for which we use a path argument.
Fix x ∈ A and the collection (x1, x2, . . . , xn) introduced above. Given a configuration σ such
that c˜x(σ) = 1, denote by ξ the (random) distance between x and the first empty site in the
collection (x1, x2, . . . , xn): i.e. ξ(σ) = inf{i : σ(xi) = 0}. Then we write
µA(c˜x Varx(f)) =
n∑
i=1
µA(c˜x1ξ=i Varx(f))
= pq
n∑
i=1
∑
σ:ξ(σ)=i
µA(σ)(f(σ
x)− f(σ))2
where the sum is understood to run over all σ such that c˜x(σ) = 1 (and ξ(σ) = i).
Fix i ∈ {1, . . . , n}. For any σ ∈ Ω such that ξ(σ) = i, we construct a path of configurations
γx(σ) = (σ0 = σ, σ1, σ2, . . . , σ4i−5 = σx) from σ to σx, of length 4i − 5 ≤ 4`. The idea behind
the construction is to bring an empty site from xi, step by step, toward x1, make the flip in x
and going back, keeping track of the initial configuration σ. For any j, σj+1 can be obtained
from σj by a legal flip for the FA1f process. Furthermore σj differs from σ on at most three sites
(possibly counting x). More precisely, define Tk(σ) := σxk for any k and σ, and
σj =

Ti−k−1(σ) if j = 2k + 1, and k = 0, 1, . . . , i− 2
Ti−k ◦ Ti−k−1(σ) if j = 2k, and k = 1, . . . , i− 2
T1(σ
x) if j = 2i− 2
Tk−i+2 ◦ Tk−i+3(σx) if j = 2k + 1, and k = i− 1, . . . , 2i− 4
Tk−i+2(σx) if j = 2k, and k = i, . . . , 2i− 3.
See Figure A.2 for a graphical illustration of such a path.
Denote by Γx(σ) = {σ0, σ1, . . . , σ4i−6} (i.e. the configurations of the path γx(σ) except the
last one σx). For any η = σj ∈ Γx(σ), j ≥ 1, let y = y(x, η) ∈ {x, x1, x2, . . . , x`} be such that
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σ0 = σ
σ1
σ2
σ3
σ4
σ5
x
x1
x2
x3
x4 = xi
σ6 = T1 (σ
x)
σ7
σ8
σ9
σ10
σ11 = σ
x
Figure A.2: Illustration of the path from σ to σx for a configuration σ satisfying ξ(σ) = x4. Here
i = 4 and the length of the path is 4i− 5 = 11.
η = σyj−1. Then, by Cauchy-Schwarz inequality,
(f(σx)− f(σ))2 =
 ∑
η∈Γx(σ)
(f(ηy)− f(η))
2 ≤ 4` ∑
η∈Γx(σ)
(f(ηy)− f(η))2
≤ 4`
pq
∑
η∈Γx(σ)
cy(η) Vary(f)(η).
Hence,
µA(c˜x Varx(f)) ≤ 4`K
∑
η
µA(η)cy(η) Vary(f)
where
K = sup
η∈Ω,x∈A
{∑
σ
∑`
i=1
µA(σ)
µA(η)
1ξ(σ)=i1Γx(σ)3η
}
≤ 8
q3
.
Indeed µA(σ)/µA(η) ≤ p2q2 max(pq , qp) since any η ∈ Γx(σ) has at most two extra empty sites with
respect to σ and differs from σ in at most three sites, and we used a computing argument.
Recall that y = y(x, η). It follows from the latter that
VarµA(f) ≤
128`
q3
∑
x∈A
∑
η
µA(η)cy(η) Vary(f)
≤ 128`
q3
K ′
∑
u∈A
∑
η
µA(η)cu(η) Varu(f)
where
K ′ = sup
η
∑
x∈A
1y(x,η)=u ≤ sup
u∈A
|B(u, `)|.
The result follows since the graph has polynomial growth. X
In Proposition A.6.2 we used the following lemma.
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Lemma A.6.5 Take Λ, A,B ⊂ V such that Λ = A ∪ B and A ∩ B = ∅. Define cA = 1ΩˆA and
cB = 1ΩˆB where ΩˆA and ΩˆB are defined in (A.19). Assume that max(1−µ(cA), 1−µ(cB)) < 1/16.
Then, for all f : ΩˆΛ → R with µˆΛ(f) = 0 it holds
VarµˆΛ(f) ≤ 24µˆΛ[cB VarµA(f˜) + cA VarµB(f˜)]
where f˜ : ΩΛ → R is defined as
f˜(σ) =
{
f(σ) if σ ∈ ΩˆΛ
0 otherwise
Proof
Recalling the variational definition of the variance we have
VarµˆΛ(f) = inf
m∈R
µˆΛ(|f −m|2)
≤ 1
µΛ(ΩˆΛ)
inf
m∈R
µΛ((f1ΩˆΛ −m)2)
=
1
µΛ(ΩˆΛ)
VarµΛ(f˜).
Observe now that, by construction, µΛ(f˜) = 0 and (1− cA)(1− cB)f˜ = 0 so that we can apply
Lemma A.6.6 below and obtain
VarµˆΛ(f) ≤
24
µΛ(ΩˆΛ)
µΛ[cB VarµA(f˜) + cA VarµB(f˜)]
and the result follows. X
The next Lemma might be heuristically seen as a result on the spectral gap of some con-
strained blocks dynamics (see [CMRT08]). Such a bound can be of independent interest.
Lemma A.6.6 Let Λ = A∪B with A, B ⊂ V satisfying A∩B = ∅. Define µA and µB two prob-
ability measures on {0, 1}A and {0, 1}B respectively, and µ = µA ⊗ µB. Take cA, cB : {0, 1}Λ →
[0, 1] with support in A and B respectively. For any function g on {0, 1}Λ such that (1− cA)(1−
cB)g = 0 it holds
Varµ(g) ≤ 12µ[c2B VarµA(g) + c2A VarµB(g)]
+ 8 max(1− µ(cA), 1− µ(cB)) Varµ(g).
Proof
Fix g on {0, 1}Λ such that (1− cA)(1− cB)g = 0 and assume without loss of generality that
µ(g) = 0. First we write
g = cB(g − µA(g)) + (1− cB)cA(g − µB(g)) + (1− cB)cAµB(g)
− (1− cB)cAµA(g) + (1− cB)(1− cA)(g − µA(g)) + µA(g)
= cB(g − µA(g)) + (1− cB)cA(g − µB(g)) + (1− cB)cAµB(g) + cBµA(g)
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where we used the first hypothesis on g, (1 − cA)(1 − cB)g = 0, and we arranged the terms.
Therefore since we assumed µ(g) = 0 and cA, cB ∈ [0, 1]
Varµ(g) = µ(g
2) ≤ 4µ(c2B(g − µA(g))2) + 4µ(c2A(g − µB(g))2)
+ 4µ(µB(g)
2) + 4µ(µA(g)
2)
= 4µ[c2B VarµA(g) + c
2
A VarµB(g)]
+ 4µ(µB(g)
2) + 4µ(µA(g)
2).
We now treat the fourth term in the latter inequality.
[µA(g)]
2 = [µA(g)− µ(g)]2 = [µA(g − µB(g))]2
= [µA(cA[g − µB(g)]) + µA([1− cA][g − µB(g)])]2
≤ 2µA(c2A[g − µB(g)]2) + 2µA((1− cA)2)µA([g − µB(g)]2)
If we average with respect to µ we have
µ(µA(c
2
A[g − µB(g)]2)) = µ(c2A VarµB(g))
and, using Cauchy-Schwarz inequality and x2 ≤ x for x ∈ [0, 1],
µ(µA((1− cA)2)µA([g − µB(g)]2)) = µA((1− cA)2)µ([g − µB(g)]2)
≤ (1− µ(cA)) Varµ(g),
so that
µ(µA(g)
2) ≤ 2µ(c2A VarµB(g)) + 2(1− µ(cA)) Varµ(g).
An analogous calculation for µ(µB(g)2) allows to conclude the proof. X
Appendix B
Front progression in the East model
This article is published in Stochastic Processes and their Applications, Vol. 123, Issue 9, Sept.
2013, p. 3430-3465, http://dx.doi.org/10.1016/j.spa.2013.04.014.
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The East model is a one-dimensional, non-attractive interacting particle system with Glauber
dynamics, in which a flip is prohibited at a site x if the right neighbour x+1 is occupied. Starting
from a configuration entirely occupied on the left half-line, we prove a law of large numbers for
the position of the left-most zero (the front), as well as ergodicity of the process seen from
the front. For want of attractiveness, the one-dimensional shape theorem is not derived by the
usual coupling arguments, but instead by quantifying the local relaxation to the non-equilibrium
invariant measure for the process seen from the front. This is the first proof of a shape theorem
for a kinetically constrained spin model.
B.1 Introduction
The East model belongs to the class of kinetically constrained spin models (KCSM), which have
been introduced in the physics literature to model glassy dynamics ([JE91], see [RS03, TGS]
for physics reviews). KCSM are Markov processes on the space of configurations on a graph.
In the case of the East model, the graph is Z and the state space is {0, 1}Z. Zeros and ones
correspond to empty and occupied sites respectively. The evolution is given by a Glauber
dynamics: each site refreshes its state with rate one, to a zero or to a one respectively with
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probability q and p = 1 − q, provided the current configuration satisfies a specific constraint.
For the East model, the constraint imposes that the right neighbour of the to-be-updated site
be empty (see [FMRT12b] for a recent mathematical review). The constraint required to update
site x is independent of the state of x, so that the product Bernoulli measure of parameter p
(the equilibrium density of ones) is reversible for the process, so the thermodynamics of the
system is trivial (see Figure B.1). In turn, the difficulty of the study of KCSM is concentrated
on their dynamical features. In comparison with other interacting particle systems, KCSM are
challenging models from a mathematical point of view, mainly because they are not attractive,
due to the presence of constraints in the dynamics. In particular, usual coupling arguments
cannot be used (see the original methods developed in [CMRT08] for instance). They also admit
blocked configurations (where all flip rates are zero), and several invariant measures. In the
East model, as in other KCSM, the dynamical constraint induces the creation of “bubbles" (see
Figure B.1). They correspond to frozen zones where no flip can happen. This kind of dynamical
heterogeneities is also observed in supercooled liquids. One open issue in the study of KCSM
is thus to determine the shape of those “bubbles". Inspired by this consideration, we study a
system evolving according to the East dynamics, started with a configuration entirely occupied
in the negative half-line (see Figure B.1). The system is then out of equilibrium. This can be
understood as a blow-up of the system on the boundary of a bubble. Our results deal with the
behaviour of the leftmost zero –which we will refer to as the front–, as well as the distribution
of the configuration that it sees. More precisely, at any time we can consider the configuration
obtained by shifting the current configuration so that the front sits in zero. This yields what we
call the process seen from the front. Note that zeros cannot appear in the middle of ones, so we
can understand the front as a tagged void.
The results of this paper are a law of large numbers for the position of the front (Theo-
rem B.6.1) and the ergodicity of the process seen from the front (Theorem B.5.1), namely the
uniqueness of its invariant measure and the convergence towards it.
Shape theorems have been studied in a number of contexts (see [Dur80] or [KRS12]). Most
of the time, some kind of attractiveness or monotonicity is needed in a crucial way to use a
subadditive argument. As we have already mentioned, we have no such property in the East
model, so we have to devise a new argument to get a shape theorem. For want of attractiveness,
we use an argument of relaxation to equilibrium behind the front. The natural two-dimensional
counterpart of the East model is the North-East model. For that model also, a limit shape was
conjectured in [KL06], which would be the natural 2D extension of our result, but it seems far
from being proven yet.
Invariant measures for systems seen from a tagged particle have also been studied, for instance
in the context of the simple exclusion process, where product Bernoulli measures are stationary
for the system seen from the tagged particle. This is not the case for us. In fact, our work is
also related to the study of stationary measures for infinite dimensional processes started out of
equilibrium, which is also the object of [KS01] in a different setting. The issue is to control the
interplay between an infinite dimensional, well-behaved part, and a finite dimensional part that
generates a lot of noise.
Guideline through the main results
Let us give an overview of the strategy designed to prove our results.
Classic proofs in the study of front progression or invariant measures for interacting particle
systems usually rely on the basic (or standard) coupling between two appropriate processes. In
the East model, since there is no attractiveness, the basic coupling is useless. We establish here
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Figure B.1: A simulation of the East dynamics. Ones are black, space is horizontal, time goes
downward. In the first picture, the system is at equilibrium with density p = 1/2: along the
grey line (or at any time), the law of the configuration is just given by independent Bernoulli
variables of parameter 1/2. On the right, a blow-up of the system on the border of a “bubble".
Below, a simulation of the front dynamics run with parameter p = 1/2.
a more elaborate coupling result (Theorem B.4.7), which is the key result on which both proofs
rely: the law of large numbers (Theorem B.6.1), and the ergodicity of the process seen from
the front (Theorem B.5.1). One difficulty in our study is that there is no explicit expression to
describe the behaviour of the configuration near the front. Somehow, we get round this issue by
proving a quite detailed result of relaxation far behind the front. Namely, Theorem B.4.7 says
that, starting from any configuration with a leftmost zero, after enough time, the distribution of
the configuration at a distance L behind the front is exponentially (in L) close to the equilibrium
measure in terms of total variation distance. The proof of this result is the object of section B.4.
Let us get back later to the methods we use to derive this result, and see now how we can use it
to prove the law of large numbers for the position of the front in section B.5 and the ergodicity
of the system seen from the front in section B.6.
The proof of the ergodicity of the process seen from the front is actually contained in the
coupling result of Theorem B.5.2. Starting from any two configurations, we are able to construct
a coupling between the configurations seen from the front at time t such that with probability
going to 1 they agree on a distance arbitrarily large. The construction of this coupling is inspired
by [KS01] and [KPS02]. In those works, the authors study a random dynamical system. Define
recursively uk, an infinite dimensional vector on a Hilbert space H, by:
uk = S
(
uk−1
)
+ ηk
with η a random noise with independent coordinates and S an operator with “good" properties.
In particular, S contracts quite strongly the last coordinates. The authors make use of this fact
to construct a coupling that brings together two trajectories started from different points. Let
H = HN
⊕H⊥N , where HN is the subspace generated by the first N coordinates. On the one
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hand, the contraction property of the operator guarantees that the dynamics is well-behaved on
the infinite dimensional subspace H⊥N . On the other hand, the projection on HN is a stochastic
finite dimensional system, which is easier to study. The delicate issue is to understand the
coupling between both parts. In our system, the first N particles behind the front could be
interpreted as the analogous of HN , and H⊥N would represent all the particles beyond distance
N . The result of Theorem B.4.7 gives us a good control on what is happening far from the
front, and the idea behind the construction of our coupling is that the part immediately behind
the front is finite. The difficulty is to control the two parts together. To this end, we design an
iterative construction in the spirit of [KS01]. In this procedure, until the coupling is successful,
each step first brings together the “infinite" parts (far from the front) with good probability.
Then we use the fact that the remaining parts (close to the front) are finite and thus have a
positive probability of agreeing after some time.
Not much is known on the structure of the invariant measure constructed in this way, or on
the speed of convergence towards it. This means in particular that further arguments are needed
to implement a form of subadditive theorem and to prove the law of large numbers. As if we
wanted to use the classic proof using the subadditive ergodic theorem, we cut the trajectories into
smaller bits (see Figure B.8). Then, on each bit, we go back a distance L, look for the first zero
on the right to play the role of the front and erase the zeros on its left. Thanks to the orientation
of the East model, the original front is always on the left of the new ones. Those changes induce
a small correction if L is chosen correctly. And now, thanks to the local equilibrium result
derived in Theorem B.4.7, all the new fronts have almost the distribution of a front with initial
configuration chosen with the equilibrium (product) measure on the right. Moreover, if we treat
separately the terms corresponding to the different dash styles in Figure B.8 (with a well chosen,
but fixed, number of dash styles), they are almost independent in a certain sense. With these
almost iid variables, we can use the classic proof of the law of large numbers for variables with
a fourth moment.
Let us get back to the key Theorem B.4.7, which is proved in section B.4. First, we prove
a local relaxation result using the tool of the distinguished zero introduced in [AD02]. The
distinguished zero (see Figure B.2) can be understood as a zero boundary condition moving
to the right. It leaves equilibrium on its left, and in particular a number of zeros. A careful
conditioning by the entire dynamics on the right of this moving boundary allows us to average
locally at large time an evoluted function that may have infinite support. This being established,
it remains to keep track of enough zeros to be able to distinguish a pertinent one at the right time.
We distinguish the front –which is a particular zero– at different times, and use ballistic bounds
on the front motion to guarantee that it will leave a number of zeros appropriately distributed
behind it (see figures B.5 and B.6). We then distinguish one of these (which the previous study
guarantees is not too far) to apply the above relaxation result. We get Theorem B.4.4 that tells
us that on the site at distance L from the front, the distribution is Bernoulli with error at most
e−L. Then Theorem B.4.7 is basically an iteration of this result.
B.2 Model
B.2.1 Setting and notations
The space of configurations for the East model on Z (resp. on Λ ⊂ Z) is Ω = {0, 1}Z (resp.
ΩΛ = {0, 1}Λ). For ω ∈ Ω, we write ω = (ωx)x∈Z, ωx denoting the state of site x in the
configuration ω. If ωx = 1 (resp. ωx = 0), we say that x is occupied (resp. empty) in the
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configuration ω. If ω ∈ Ω, we let ω|Λ ∈ ΩΛ be the configuration restricted to Λ, defined by
ω|Λ = (ωx)x∈Λ.
For x ∈ Z, by ωx+· we mean the translated configuration that takes value ωx+y on the site y.
ωx is the configuration ω flipped at site x:
ωxy =
{
ωy if y 6= x
1− ωx if y = x
We are interested in the sets of configurations “left-occupied" (with a finite number of zeros
on the negative half-line)
LO = {ω ∈ Ω | ∃ y <∞ ω|(−∞,y) ≡ 1}
and, for x ∈ Z,
LOx = {ω ∈ LO | ω|(−∞,x) ≡ 1, ωx = 0}
For any ω ∈ LO, let us define X(ω) = x if ω ∈ LOx. X(ω) is the position of the front (or the
left-most zero) in the configuration ω.
Fix p ∈ (0, 1) and let q = 1 − p. p will be the density of occupied sites of the equilibrium
distribution of our dynamics. Let µ (resp., for Λ ⊂ Z, µΛ) be the product Bernoulli measure of
density p on Ω (resp. on ΩΛ). Define µ˜ the product measure on Ω such that
µ˜(ωx) =

1 if x < 0
0 if x = 0
p if x > 0
(B.1)
Note that for functions f with support in N∗, µ(f) = µ˜.
The East dynamics on Ω is a Markov process defined by the following generator: for any
local function f , ω ∈ Ω,
Lf(ω) =
∑
x∈Z
(1− ωx+1)(p(1− ωx) + (1− p)ωx) [f(ωx)− f(ω)]
(Pt)t≥0 will be the associated semi-group, and ω(t) the configuration at time t starting from ω.
That process is reversible w.r.t. µ, which is in particular an invariant distribution (so we refer
to p as the equilibrium density, and to µ as the equilibrium measure). Also note that LO is a
stable set for the East dynamics.
The dynamics can also be described as follows, and we will often use this description in the
sequel: attach independently to each x ∈ Z a Poisson process of parameter one, and indepen-
dently a countable infinite collection of independent, mean p Bernoulli variables. The Poisson
processes can be understood as clocks: when the Poisson process attached to site x jumps, site
x has an opportunity to flip. It then looks at the site on its right, x + 1 (the East neighbour).
If this neighbour is occupied in the current configuration ω (ωx+1 = 1), nothing happens. If it
is empty (ωx+1 = 0), the ring is called legal, and the occupation state of site x is refreshed with
the result of an unused Bernoulli variable, namely ωx → 1 (resp. ωx → 0) with probability p
(resp. q).
The rigorous construction of this process in infinite volume is standard (see for instance
[Lig85]).
In the following, P and E will refer to the law of the Poisson clocks and Bernoulli variables,
so that we will write:
ν(Ptf) = Eν [f(ω(t))]
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for any initial measure ν, and abbreviate to Eω when ν is Dirac in ω.
One can also construct the dynamics in Λ ⊂ Z, using the same construction. To this
purpose, we should specify a boundary condition on the right border of Λ. In particular, if Λ
is connected, the boundary condition can be zero or one. Only the zero boundary condition
guarantees ergodicity of the process in Λ.
Zeros will play a special role in our proofs, since they are what allows flips in the dynamics.
For a given configuration, we will be particularly interested in the following collection of zeros
separated at least by a distance L. We define recursively the locations of these zeros, for any
L ∈ N∗ and for any ω ∈ LO:
ZL0 (ω) = X(ω)
ZLi+1(ω) = inf{x ≥ ZLi (ω) + L | ωx = 0} (inf ∅ = +∞) (B.2)
We are going to study the behaviour ofX(ω(t)), but we will also be interested in the behaviour
of the configuration behind the front. To this effect, we introduce the following notations.
For ω ∈ LO, L ∈ N, define the configurations θLω, θω ∈ LO0 in the following way:
(θLω)x =

1 if x < 0
0 if x = 0
ωX(ω)+L+x if x > 0
and θω = θ0ω.
Let us also recall the definition of the spectral gap. For f in the domain of L, let D(f) =
−µ(f,Lf) be the Dirichlet form of L. Then the spectral gap of the East dynamics is
gap = inf
D(f)
V arµ(f)
where the infimum is taken on f in the domain of L non constant (with V arµ(f) > 0). Recall
that
V arµ(Ptf) 6 e−2t gapV arµ(f)
In particular, if the spectral gap is positive, the reversible measure µ is mixing for Pt, with
exponentially decaying correlations. The gap corresponds to the inverse of the relaxation time.
Moreover, for Λ ⊂ Z, the spectral gap of the process restricted to Λ with zero boundary
condition satisfies (see [CMRT08]):
gap◦Λ ≥ gap
B.2.2 Former useful results
The first result to recall is:
Proposition B.2.1 ([AD02,CMRT08]) For any p ∈ (0, 1)
gap > 0 (B.3)
Now we recall a tool introduced in [AD02], which we will use extensively: the distinguished
zero1.
1In [AD02] and many other papers, notably in physics, the roles of zeros and ones are reverted, so that the
authors speak of a distinguished particle. The orientation of the constraint (to the right or to the left) is also
subject to variations in the literature.
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ZZ
time
t
Figure B.2: In grey, a trajectory of a distinguished zero up to time t; time goes downwards,
sites are highlighted in black at the times when they are occupied. The crosses represent times
when the distinguished zero tries to jump to the right, i.e. clock rings at the site occupied by
the distinguished zero.
Definition B.2.2 Consider ω ∈ Ω a configuration with ωx = 0 for some x ∈ Z. Define ξ(0) = x.
Call T1 = inf{t ≥ 0 | the clock in x rings and ωx+1(t) = 0}, the time of the first legal ring at x.
Let ξ(s) = x for s < T1, ξ(T1) = x+ 1 and start again to define recursively (ξ(s))s≥0.
Notice that for any s ≥ 0, ωξ(s)(s) = 0, and that ξ : R+ → Z is almost surely càdlàg and
increasing by jumps of 1. See Figure B.2 for an illustration.
This distinguished zero has an important property: as it moves forward, it leaves equilib-
rium on its left (see Lemma 4 in [AD02] or Lemma 3.5 of [CMST10]). This property leads to
Theorem 3.1 of [CMST10], which will be useful; we restate it with the explicit bound obtained
in the proof. Later we will give an improved version of this result, valid also for f with infinite
support (see Proposition B.4.3).
Proposition B.2.3 ([CMST10]) Let f be a function with support in [x−, x+], ω ∈ Ω with
ωx0 = 0, x0 > x+. Assume µ(f) = 0. Then
|Eω [f(ω(t))]| 6
√
V arµ(f)
(
1
p ∧ q
)x0−x−
e−t gap (B.4)
B.3 Preliminary results
Ultimately, we want to show that the front moves ballistically. But let us start with some easy
bounds.
Lemma B.3.1 – Finite speed of propagation
For x, y ∈ Z, t > 0, define the event:
F (x, y, t) = {before time t, there is a sequence of successive rings linking x to y} (B.5)
This means that (assuming for instance x < y) there is a ring at x, then at x+ 1, then at x+ 2,
and so on up to y, all before time t. Only on this event can information be transmitted from x
to y before time t. Then there are universal constants K1, K2 such that:
P (F (x, y, t)) 6 K1e−K2|x−y|(ln
|x−y|
t
−1) (B.6)
In particular, if |x− y| ≥ vt for v a constant large enough,
P (F (x, y, t)) 6 e−|x−y|
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Proof
This just follows from a simple estimate of the probability for a Poisson process of parameter
1 to have at least |x− y| instances in time t. X
Lemma B.3.2 There exist constants 0 < v < 1 < v < ∞ and γ > 0 depending only on q such
that for any ω ∈ LO0, for any t > 0,
Pω (X(ω(t)) ∈ J−vt,−vtK) ≥ 1− e−γt (B.7)
Proof
Let us split the proof and prove separately that with great probability X(ω(t)) is bigger
than −vt and smaller than −vt.
• We choose v as in Lemma B.3.1 and notice that X(ω(t)) < −vt implies F (0,−vt, t), so
Pω (X(ω(t)) < −vt) 6 e−vt
• To bound the probability of X(ω(t)) > −vt, we use the method of the distinguished zero.
Let x0 = 0 be the distinguished zero at time 0. Let l > 1; write V (t, l) = J−vt − l,−vt − 1K.
Notice that for η ∈ Ω, X(η) > −vt implies η|V (t,l) ≡ 1. Consider the centered function:
ft,l(η) = 1{η|V (t,l) ≡ 1} − p
l.
Thanks to Proposition B.2.3, we get for any s > 0
|Eω [ft,l(ω(s))]| 6
(
1
p ∧ q
)vt+l
e−sgapVarµ(f)1/2.
So, taking l = vt and s = t, we have:
Pω(X(t) > −vt) 6 Pω
(
ω|V (t,vt)(t) ≡ 1
)
6 pvt +
(
1
p ∧ q
)2vt
e−tgapVarµ(f)1/2.
Hence the result by taking v small enough.
X
Remark B.3.3 From now on, v, v and γ will denote fixed constants that satisfy (B.7) and
v <
gap
ln 1
p∧q
(for technical reasons that appear in the proof of Theorem B.4.4).
Let us also give right now a bound on any moment of the front progression:
Lemma B.3.4 For any r ∈ N∗, t > 0, ω ∈ LO0, there exists a constant K <∞ depending only
on r such that
Eω [|X(ω(t))|r] 6 Ktr (B.8)
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Proof
We bound X(ω(t)) by two processes.
1. (Y1(t))t≥0 is a process that jumps only to the left with rate q, i.e. (−Y1(t))t≥0 is a Poisson
process of parameter q.
2. (Y2(t))t≥0 is a process that jumps only to the right with rate p, i.e. a Poisson process of
parameter p.
Using the graphical construction, we can construct the three processes so that P-a.s., for all
t ≥ 0 and for all ω ∈ LO0:
Y1(t) 6 X(ω(t)) 6 Y2(t)
X
B.4 Decorrelation behind the front
The heart of the problem is to describe the configurations behind the front. In this section, we
prove that far enough from the front the distribution is very close to µ the product of Bernoulli(p)
(the equilibrium measure of the East process).
B.4.1 Presence of voids behind the front
First we show that the front generates zeros during its progression. In the next proposition, we
choose the front –which is a particular zero– to be the distinguished zero at an intermediate time
t − s to deduce a local relaxation at time t around the position X(ω(t − s)) (the front at time
t− s).
Proposition B.4.1 Let f be a local function with support contained in J−x−,−x+K such that
1 6 x+ 6 x−. Assume µ(f) = 0. Then for any ω ∈ LO0∣∣Eω [f (ωX(ω(t−s))+·(t))]∣∣ 6 Varµ(f)1/2( 1
p ∧ q
)x−
e−sgap, (B.9)
where we recall that ωX(ω(t−s))+·(t) is the configuration at time t centered around the position
that the front had reached at the intermediate time t− s.
Proof
We use again the distinguished zero technique. First of all, thanks to the Markov property
applied at time t− s:∣∣Eω [f (ωX(ω(t−s))+·(t))]∣∣ = ∣∣Eω [Eω(t−s) [f (σX(σ(0))+ ·(s))]]∣∣ ,
where in the r.h.s, σ(s) denotes the configuration obtained when the dynamics runs during time
s starting from the configuration ω(t − s). But for any σ ∈ LO, by choosing x0 = X(σ) and
applying Proposition B.2.3, we get:∣∣Eσ [f (σX(σ)+ ·(s))]∣∣ 6 Varµ(f)1/2( 1
p ∧ q
)x−
e−sgap
Hence the result.
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s− k′α
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k−k′−1(ω)
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l
Figure B.3: The event Z is such that the configuration at time s has a zero in each shaded box.
The positions of these boxes depend on the initial configuration and on the dynamics up to the
intermediate times s− iα (via the positions of the front at times s− iα).
X
From this, we can easily infer the following corollary, stating that the front has left zeros
behind. Namely, in boxes centered either around the front at intermediate times, or around
zeros in the initial configuration, there are zeros with good probability (see Figure B.3).
Corollary B.4.2 Let α > 0, k ∈ N∗. Define k′ = max{i ≥ 0 | s− iα ≥ 0}. Choose l < vα and
ω ∈ LO0 such that in the initial configuration ω, there are at least k − k′ zeros at distance at
least vα from each other, i.e. Zvαk−k′(ω) <∞ (see (B.2)).
Consider the event (see Fig. B.3)
Z = {∀ 1 6 i 6 k′ ∃ x ∈ JX(ω(s− iα))− l, X(ω(s− iα))− 1K s.t. ωx(s) = 0
and ∀k′ < i 6 k + 1 ∃ x ∈ [[Zvαi−k′−1(ω)− l, Zvαi−k′−1(ω)− 1]] s.t. ωx(s) = 0}
Then we have:
Pω(Zc) 6 (k + 1)
(
pl +
pl/2
(p ∧ q)l e
−αgap
)
(B.10)
Proof
Write
Zc =
(
k′⋃
i=1
{∀ x ∈ JX(ω(s− iα))− l, X(ω(s− iα))− 1K ωx(s) = 1})
⋃( k+1⋃
i=k′+1
{∀ x ∈ JZvαi−k′−1(ω)− l, Zvαi−k′−1(ω)− 1K ωx(s) = 1}
)
For i = 1, · · · , k′, we bound the probability of
{∀ x ∈ JX(ω(s− iα))− l, X(ω(s− iα))− 1K ωx(s) = 1}
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by applying Proposition B.4.1 to the centered function
f =
−1∏
x=−l
ωx − pl
Pω (∀x ∈ JX(ω(s− iα))− l, X(ω(s− iα))− 1K ωx(s) = 1) = Eω [f (ωX(ω(s−iα)+·(s))]+ pl
6 pl + p
l/2
(p ∧ q)l e
−iα gap
6 pl + p
l/2
(p ∧ q)l e
−α gap
For i = k′+ 1, · · · , k+ 1, we use the same function and Proposition B.2.3 with Zvαi−k′−1(ω) as
the distinguished zero to bound the probability of{∀ x ∈ JZvαi−k′−1(ω)− l, Zvαi−k′−1(ω)− 1K ωx(s) = 1} .
X
B.4.2 Relaxation to equilibrium on the left of a distinguished zero
We state here an extension of theorem 3.1 in [CMST10] (Proposition B.2.3), which holds for
functions with infinite support. It is a result of local relaxation to equilibrium on the left of a
zero present in the initial configuration. In this section, we consider the East dynamics on N∗,
without any notion of front.
Proposition B.4.3 Let ω ∈ ΩN∗ be the initial data, such that ωz = 0 for some z > 1, and f a
bounded function on ΩN∗. Then∣∣Eω [f(ω(t))]− Eω [µ{1}(f)(ω(t))]∣∣ 6 √2‖f‖∞( 1
p ∧ q
)z
e−t gap,
where µ{1}(f) denotes the function on ΩN∗\{1} which is f averaged w.r.t the Bernoulli measure
µ, only on site 1.
Proof
Step 1: Conditioning on the right of a distinguished zero
First, we need to define carefully a conditioning by “what happens on the right of a distin-
guished zero". For this, we use the description of the dynamics in terms of Poisson clocks and
coin tosses introduced in section B.2.1. Thanks to the orientation of the dynamics (the flip rates
depend only on the configuration on the right), the evolution of any given site is only a function
of the Poisson clocks and coin tosses happening on its right and on itself. Here, we want to
exploit this same idea, but with a site that is moving: the distinguished zero.
Initially the distinguished zero is located at z. Fix t > 0 and ω as in the statement of
the theorem, and call C the set of collections (Tx,Bx)x≥z with Tx = (τx1 , ..., τxnx) and Bx =
(bx1 , ..., b
x
nx−1) satisfying the following conditions (see Fig. B.4 for an example). Keep in mind
that in the graphical representation, it is the collection of variables which characterizes the
dynamics on the right of the distinguished zero. In fact, Tx should be thought of as the sequence
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τ01
τ02
b01
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τ31
τ41
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b11
b21
b31
b41
b22
τ51 b
5
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n0 = 2
n1 = 2
n2 = 3
t
ω
Figure B.4: An example of part of a collection in C. Time goes downward, up to time t. The
small circles represent the outcome of the coin flips. The position of the distinguished zero is
dashed, and the times at which it jumps depicted by an arrow.
of clock rings happening at site x until the distinguished zero jumps to x + 1, and Bx as the
results of the coin flips at those times, except the very last one. When we define a random
variable in C, it will contain exactly the information on the trajectory of the distinguished zero
up to time t and what happens on its right, and no information on the evolution of the system
on its left.
Here are the conditions to be in C:
• all τxi are distinct
• ∀x ≥ z, 0 < τx1 < τx2 ... < τxnx
• ∃ x ≥ z such that τ znz < τ z+1nz+1 ... < τxnx 6 t = τx+1nx+1 = τx+2nx+2 (τxnx is the infimum between t
and the time at which the distinguished zero jumps from x to x+ 1).
• for any x ≥ z, there exists y > x such that ny = 0 (i.e. Ty = By = ∅ —this will mean that
there is no clock ring at site y before time t)
• ∀ x ≥ z, ∀ i = 1, ..., nx − 1, bxi ∈ {0, 1} (the collection doesn’t include the information of
the value of the coin flip associated to a time when the distinguished zero jumps; this is
an important condition for the sequel).
For the next conditions, up to time τ znz (the first time of jump), run the dynamics described
in section B.2.1 in the volume N∗\{1, · · · z − 1}, starting from configuration ω and using the
τxi as clock rings and the bxi as coin tosses. The fourth condition ensures that this dynamics
is actually a juxtaposition of finite volume dynamics (the sites with ny = 0 play the role of
boundary conditions), and the first condition ensures that these finite volume dynamics are well
defined. So at any time s 6 τ znz , the collection determines a well defined value ωz+1(s) to the
occupation variable in site z + 1. We request that:
• for any i < nz, we have ωz+1(τ zi ) = 1, and ωz+1(τ znz) = 0 (i.e. τ
z
nz is the first legal ring at
z: the distinguished zero jumps from z to z + 1 at τ znz).
Now in the same way, run the deterministic East dynamics given by the collection up to time
τ z+1nz+1 (the second time of jump), but now only in the volume N
∗\{1, · · · z}. Request that:
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• for any i < nz+1 such that τ z+1i > τ znz , ωz+2(τ
z+1
i ) = 1, and ωz+2(τ z+1nz+1) = 0 (τ
z+1
nz+1
is the
first legal ring at z + 1 after the distinguished zero has jumped on z + 1; it is the time
when the distinguished zero jumps from z + 1 to z + 2).
Repeat the process up to time t and add the corresponding conditions on the elements of C.
Now with all our conditions, C is the set of all possible evolutions of an East dynamics, on the
right of a distinguished zero starting at z up to time t. From the description above, we see that
the set of clock rings and coin tosses happening at the right of the distinguished zero starting
from z in the configuration ω is almost surely a random variable that takes its values in C. Call
this random variable C. Note that, given C, we can easily define the corresponding trajectory
(ξ(s))s 6 t of the distinguished zero, as well as the configuration reached on its right at any time
s 6 t.
Step 2: Relaxation on the left of a distinguished zero
We now adapt the proof of Theorem 3.1 in [CMST10] to the case where f doesn’t have a
finite support. For any C ∈ C, s 6 t, let ξ(s) be the position of the distinguished zero at time
s, Vs = J1, ξ(s) − 1K, σ(s) the configuration reached in N∗\Vs at time s when the evolution on
the right of the distinguished zero is given by C. For simplicity, call t1 = τ znz , t2 = τ z+1nz+1 , ...tk the
times of jumps of the distinguished zero in C. Also call f˜ = f − µ{1}(f). For any ξ > 1, for
any σ ∈ ΩN∗\J1,ξK, it holds µJ1,ξK(f˜)(σ) = 0. Then, for a given C ∈ C, let gC,t be the function on
{0, 1}Vt defined by:
gC,t(η) := f˜(η · σ(t)), η ∈ {0, 1}Vt (B.11)
where Vt the interval on the left of the distinguished zero at time t and σ(t) the configuration
on ΩN∗ at time t are parameters fixed by C as above; η · σ(t) denotes the configuration on ΩN∗
given by η on Vt and σ(t) elsewhere. This function is defined on a finite volume: the dynamics
on the infinite part on the right of the distinguished zero appears only through the configuration
at time t, which is part of the parameter C. The trick of introducing this function allows us to
treat separately the dynamics on the left of the distinguished zero, and thus to reproduce the
proof of Theorem 3.1 in [CMST10]. Recall that for C fixed, the evolution of the distinguished
zero (in particular Vt and t1 < t2... < tk < t the times of jump before t) is also fixed, as well as
σ(t).
Eω
[
f˜(ω(t))|C
]
= EωV0
[
gC,t(ωVt(t))
∣∣(ξ(s))s 6 t ]
=
∑
σ∈ΩV0
∑
σ′∈{0,1}
EωV0
[
1ωV0 (t1)=σ1ωz(t1)=σ′gC,t(ωVt(t))
∣∣(ξ(s))s 6 t ]
=
∑
σ∈ΩV0
∑
σ′∈{0,1}
P V0,◦t1 (ωV0 , σ)µ(σ
′)Eσ·σ′
[
gC,t((σ · σ′)Vt (t− t1))
∣∣(ξ(s))t1 6 s 6 t ] ,
where
(
P V0,◦s
)
s≥0 denotes the semigroup associated to the East dynamics restricted to V0 with
empty boundary condition. The first equality comes from the fact that when C is fixed, f˜ only
depends on ωVt(t), whose distribution is entirely determined by the trajectory of the distinguished
zero (ξs)s 6 t, which in turn is entirely determined by C. The third equality is an application of
the Markov property at time t1 < t. σ.σ′ here is the configuration that is equal to σ on V0 and
to σ′ on {ξ(0)} = Vt1\V0.
Thanks to the variational formula for the spectral gap, it is not difficult to see ([CMRT08],
Lemma 2.11) that gap 6 gap(V0, ◦). This is not surprising: relaxation should be faster in a box
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with a fixed zero boundary condition than it is on the entire line.
V arµV0
(
Eω
[
f˜(ω(t))|C
])
6 e−2t1 gapV arµV0
 ∑
σ′∈{0,1}
µ(σ′)Eσ·σ′
[
gC,t (σ · σ′)Vt (t− t1))
∣∣(ξ(s))t1 6 s 6 t ]

6 e−2t1 gapV arµVt1
(
Eσ
[
gC,t (σ)Vt (t− t1))
∣∣(ξ(s))t1 6 s 6 t ]) ,
by convexity of the variance. Then we can follow the same steps (using the Markov property at
time t2 − t1) to show that:
V arµVt1
(
Eσ
[
gC,t (σ)Vt (t− t1))
∣∣(ξ(s))t1 6 s 6 t ])
6 e−2(t2−t1) gapV arµVt2
(
Eσ
[
gC,t (σ)Vt (t− t1))
∣∣(ξ(s))t2 6 s 6 t ]) (B.12)
We can then iterate the procedure to get:
V arµV0
(
Eω
[
f˜(ω(t))|C
])
6 e−2t gapV arµVt (gC,t (σ))
6 2‖f‖2∞e−2t gap, (B.13)
where the last inequality is just an estimate on V arµVt (gC,t (σ)) using its infinite norm (since
conditionally on C, gC,t is just a bounded function). We also have:
EµV0
[
gC,t(ωVt(t))
∣∣(ξ(s))s 6 t ] = µVt (gC,t) = 0 (B.14)
The first equality comes from the property that the distinguished zero leaves equilibrium on its
left (Lemma 4 in [AD02] or Lemma 3.5 in [CMST10]), and the second from the definition of f˜ .
So that ∣∣∣Eω [f˜]∣∣∣ 6 Eω [∣∣∣EωV0 [ f˜(ω(t))∣∣∣ C]∣∣∣]
6
(
1
p ∧ q
)z
Eω
[∫
dµV0(η) |Eη [gC,t(η(t))| C]|
]
6
(
1
p ∧ q
)z
Eω
[{∫
dµV0(η) (Eη [gC,t(η(t))| C])2
}1/2]
6
(
1
p ∧ q
)z
Eω
[
V arµV0 (Eη [gC,t(η(t))| C])
1/2
]
6
√
2‖f‖∞
(
1
p ∧ q
)z
e−t gap,
where the second inequality comes from the change of measure δωV0 → µV0 on ΩV0 , the third
uses Cauchy-Schwarz inequality, the fourth uses (B.14) and the last one (B.13). X
B.4.3 Decorrelation behind the front at finite distance
In this section we prove the central coupling result of this paper (Theorem B.4.7). We refer to
[LPW09] or [Kuk06] for classic results about total variation distance and maximal (or optimal)
coupling. We start by showing that the configuration on a single site at distance L from the front
is very close to being at equilibrium (a Bernoulli distribution), under appropriate assumptions
that lead to consider three cases (see Remark B.4.5 below about this distinction). This result
for a single site will then be iterated to get our main coupling result, Theorem B.4.7.
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Theorem B.4.4 Fix f a bounded function with support in N∗, t > 0, L ∈ N∗ and ω ∈ LO0.
Define the quantities
α = α(L, t) =
gap
6v(2v + v) ln 1
p∧q
L ∧ 3vt =: c1(L ∧ 3vt) (B.15)
l = l(L, t) = bvαc (B.16)
s = s(L, t) =
{ (
t− L
3v
) ∨ α if L < 3vt
0 else (B.17)
k = k(L, t) =
⌊
L− v(t− s)
vα
⌋
+ 2, (B.18)
where v, v have been introduced in Remark B.3.3. Note that α, l, s, k depend on p through the
choice of v, but since we work at fixed p, this dependence plays no role in the proof, so we ignore
it in the notation.
There are constants  > 0, K <∞ depending only on p such that:
1. If
⌊
s
α
⌋ ≥ k (for instance, if L < v
1+2vc1
t),∣∣Eω [f (θLω(t))]− Eω [µ{1}(f) (θLω(t))]∣∣ 6 K‖f‖∞e−L (B.19)
2. If
⌊
s
α
⌋
< k and L < 3vt (for instance, if v
3c1v+1
t 6 L < 3vt) and ω satisfies the following
condition (see the definition (B.2)):
∀i = 1, ..., k −
⌊ s
α
⌋
Zvαi (ω)− Zvαi−1(ω) < vα (B.20)
Then we also have:∣∣Eω [f (θLω(t))]− Eω [µ{1}(f) (θLω(t))]∣∣ 6 K‖f‖∞e−L (B.21)
3. If 3vt 6 L and
∀i = 1, ..., k Zvαi (ω)− Zvαi−1(ω) < vα (B.22)
then ∣∣Eω [f (θLω(t))]− Eω [µ{1}(f) (θLω(t))]∣∣ 6 K‖f‖∞ L
3vt
e−3vt (B.23)
Proof
Let us assume ‖f‖∞ 6 1. Let us use the Markov property at time s –defined in (B.17) to
write:
Eω [f (θLω(t))] = Eω
[
Eω(s) [f (θLσ(t− s))]
]
,
where σ(t− s) here denotes the configuration obtained at time t− s starting from ω(s). Thanks
to Lemma B.3.2, we have:
Eω [f (θLω(t))] =
v(t−s)∑
y=v(t−s)
Eω
[
Eω(s)
[
1X(σ(t−s))−X(σ(0))=−yf
(
σX(σ(0))−y+L+.(t− s)
)]]
+O
(
e−γ(t−s)
)
Notice that we have chosen s so that:
v(t− s) 6 L− 2v(t− s). (B.24)
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This guarantees that the probability for information to travel from the support of the function
we are looking at and the front in time t − s is very small. More precisely, the probability
that there is a sequence of successive clock rings linking X(ω(s)) + L − y and max
u 6 t−s
X(σ(u))
(recall Lemma B.3.1) during [s, t] is no bigger than O
(
e−(t−s)
)
(by finite speed of propagation).
On the event that this sequence doesn’t exist, the two functions appearing in the expectation
are independent, since they depend on disjoint sets of clock rings and coin tosses. Indeed,
f
(
σX(σ(0))−y+L+.(t− s)
)
depends only on those attached to sites on the right of X(ω(s)) +
L − y, which can only influence the dynamics on the left of max
u 6 t−s
X(σ(u)) if a sequence of
successive clock rings links X(ω(s)) + L − y and max
u 6 t−s
X(σ(u)) + 1. Writing p(η, y, s) =
Pη (X(η(s))−X(η) = −y), we thus have:
Eω [f (θLω(t))] =
v(t−s)∑
y=v(t−s)
Eω
[
p(ω(s), y, t− s)Eω(s)
[
f
(
σX(σ(0))−y+L+.(t− s)
)]]
+O
(
e−γ(t−s) + e−(t−s)
)
Now we use Corollary B.4.2 to guarantee the presence of enough zeros at time s. Note that
in the case 3 of Theorem B.4.4, we already request the presence of a number of zeros (s = 0 and
condition B.22 concerns the initial configuration). In the cases 1 and 2, let us consider the event
(see figure B.3):
Z =
 ⋂
i∈{1,...,b sαc∧k}
{∃ x ∈ JX (ω(s− iα))− l, X (ω(s− iα))− 1K s.t. ωx(s) = 0}

⋂  ⋂
i∈{0,...,k−(b sαc∧k)}
{∃ x ∈ JZvαi (ω(0))− l, Zvαi (ω(0))− 1K s.t. ωx(s) = 0}
 .
Thanks to Corollary B.4.2, we have:
Pω (Zc) 6 (k + 1)
(
pl +
pl/2
(p ∧ q)l e
−αgap
)
.
So that in the cases 1 and 2:
Eω
[
f
(
ωX(ω(t))+L+.(t)
)]
=
v(t−s)∑
y=v(t−s)
Eω
[
p(ω(s),−y, t− s)1ZEω(s)
[
f
(
σX(σ(0))+y+L+.(t− s)
)]]
+ O
(
e−γ(t−s) + e−(t−s) + (k + 1)
(
pl +
pl/2
(p ∧ q)l e
−αgap
))
(B.25)
Now we know that at time s, on the event Z, there are zeros at random positions. The easy
bounds obtained in Lemma B.3.2 let us control these positions. Namely, if we let
k′ =
⌊ s
α
⌋
∧ k,
on an event B such that
Pω (Bc) 6 (k′ + 1)e−γα,
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s
s− α
s− k′α
0 Z
v−α
1 (ω)
Z
v−α
k−k′−1(ω)
l l ll l
y1
yk′+1
yk′+2
Figure B.5: On the event Z ∩ B, there is a zero in the shaded boxes and vα 6 yi 6 vα. The
occurrence of a zero in each box is obtained by the relaxation from a distinguished zero which
was either present at time 0 or generated by the front motion.
we know that for all i = 1, ...k′, if yi = X(ω(s− iα))−X(ω(s− (i− 1)α)),
vα 6 yi 6 vα.
B is the event that during one of the k′ intervals of length α of the form [s− (i− 1)α, s− iα], or
during [0, s− iα], the dynamics is such that the front moves more or less than what is predicted
by Lemma B.3.2. Moreover, in cases 2 and 3, if we let yk′+1+i = Z
vα
i (ω)−Zvαi−1(ω), our conditions
guarantee that also
vα 6 yk′+1+i 6 vα.
Therefore, on the event Z ∩B, there are k boxes of length l behind the front, each containing a
zero, and whose right ends are spaced at least by vα, and at most by vα (see Figure B.5).
Remark B.4.5 Notice that the distinction between cases 1 and 2 (k′ = k or k′ < k) happens for
L ≈ vt, which is natural, considering that our first construction block is Lemma B.3.2: roughly,
for L . vt, at distance L front the front at time t, we neglect the possibility of not being in the
negative half-line, and we only need the zeros left by the passage of the front. For L & vt, we
start taking into account the possibility that the front hasn’t moved further than −vt, and that at
distance L from the front we can land in the positive half-line, and so we also need zeros from
the initial configuration.
From now on, we study the term Eσ
[
f
(
σX(σ)+y+L+.(t− s)
)]
that appears in (B.25), with
ω(s) = σ and y, y1, . . . , yk fixed as above. We have chosen s, α, l, k such that –since 3vc1 6 1:
vα 6 L− v(t− s) (B.26)
kvα− l > L− a(t− s) (B.27)
The two conditions ensure thatX(σ)+L−y lies between two of the zeros guaranteed by Z∩B
in cases 1 and 2, and by condition (B.22) in case 3, where s = 0 (see Figure B.6). Let us call ξ(0)
the first zero on the right ofX(σ)+L−y. Z∩B guarantees that |X(σ) + L− y − ξ(0)| 6 vα + 2l.
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L
t− s
t
y
z
X(σ) + L− y ξ(0)
s
X(σ)
σ
σ(t− s)
Figure B.6: σ is the configuration at time s. We are on the event Z∩B, so that as in Figure B.5
the shaded boxes at time s contain at least a zero. We also assumed (B.26) and (B.27), so
that at time s, there are shaded boxes on both sides of X(σ) + L − y, which is therefore at
distance z at most v + 2l from the first zero on its right ξ(0). The bolded half-line on the
right of the parenthesis at time t is the part of the configuration at time t which plays a role in
f
(
σX(σ)+y+L+.(t− s)
)
. The line between times s and t starting from ξ(0) represents the motion
of the distinguished zero.
We will make ξ(0) the distinguished zero. We apply proposition B.4.3 with the following choice
z = ξ(0)− (X(σ) + L− y):
Eσ
[(
f − µ{1}(f)
) (
σX(σ)−y+L+.(t− s)
)]
6
√
2
(
1
p ∧ q
)vα+2l
e−(t−s) gap
So that we have:
Eω [f (θLω(t))] =
v(t−s)∑
y=v(t−s)
Eω
[
p(ω(s), y, t− s)1Z∩BEω(s)
[
µ{1}(f)
(
σX(σ(0))−y+L+.(t− s)
)]]
+ O
(
e−γ(t−s) + e−(t−s) + (k + 1)
(
pl + p
l/2
(p∧q)l e
−αgap
)
+ (k′ + 1)e−γα +
(
1
p∧q
)vα+2l
e−(t−s) gap
)
= Eω
[
µ{1}(f) (θLω(t))
]
+O
(
e−γ(t−s) + e−(t−s) + (k + 1)
(
pl + p
l/2
(p∧q)l e
−αgap
)
+ (k′ + 1)e−γα +
(
1
p∧q
)vα+2l
e−(t−s) gap
)
by the same approximations as before.
Now the reader just needs to check that α, s, k, l have been chosen to satisfy the theorem
(see Remark B.3.3). X
This theorem was the first step towards the following result. It states that the law of the
configuration “far from the front" and the equilibrium measure are close in terms of total variation
distance (see [LPW09] or [Kuk06]). Of course, if we start from a general distribution, this can’t
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be true for the law of the configuration on an entire right half-line: for instance, if the initial
configuration has a finite number of zeros, this property is preserved through the dynamics, and
is not compatible with being close to a product measure in infinite volume. This means that
for a general initial configuration (case 1 of the theorem below), the configuration far from the
front at time t can only look like the equilibrium measure up to some length depending on t and
the zeros that were present in the initial configuration. This restriction does not hold in case
2, when we start from µ˜ (B.1), since far enough from the front, the law of the configuration at
time t will be “exactly" the product Bernoulli measure µ.
First let us define the property that the initial configuration should satisfy for us to apply
the theorem.
Definition B.4.6 Let L0,M be two natural integers, t > 0.
We say that a configuration ω ∈ LO satisfies the hypothesis H (L0,M, t) if
∀L = L0, ..., L0 +M ∀i = 1, ..., k(L, t)−
⌊
s(L, t)
α(L, t)
⌋
Z
vα(L,t)
i (ω)− Zvα(L,t)i−1 (ω) < vα(L, t),
(B.28)
where k, α, s are those defined in Theorem B.4.4.
Note that if L0 is small enough (for instance L0 < v1+2vc1 t), the condition can be rewritten:
∀L =
⌊
v
1 + 2vc1
t
⌋
, ..., L0+M, ∀i = 1, ..., k(L, t)−
⌊
s(L, t)
α(L, t)
⌋
, Z
vα(L,t)
i (ω)−Zvα(L,t)i−1 (ω) < vα(L, t)
Theorem B.4.7 Let L0,M be two natural integers. For ω ∈ LO0 (resp. pi), t > 0, we denote
by νωt,L0,M (resp. ν
pi
t,L0,M
) the distribution of the configuration seen from the front at time t,
restricted to JL0 + 1, L0 +MK (namely (θL0ω(t))|J1,MK) when ω(0) = ω (resp. ω(0) ∼ pi). Recall
the definition of µ˜ (B.1): it is the product measure with only ones on the negative half-line, a
zero in 0, and independent Bernoulli(p) variables on the positive half-line.
1. If ω satisfies H(L0,M, t), then there exist constants  > 0, K < ∞ depending only on p
such that:
‖νωt,L0,M − µ˜|J1,MK‖TV 6 K
e−L0 + (L0+M−3vt)∨0∑
i=(L0−3vt)∨1
3vt+ i
3vt
e−3vt
 (B.29)
2. ∥∥∥µ˜− νµ˜t,L0,∞∥∥∥TV 6 Ke−L0 (B.30)
Remark B.4.8 H(L0,M, t) is always satisfied if t is large enough (bigger than c(L0 + M) for
some constant c). Indeed, if that is the case, in the proof we only use the result of Theorem B.4.4
in the setting of case 1. Namely, we never use the zeros of the initial condition: the zeros
generated by the front are enough.
Proof of Theorem B.4.7
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1. We want to show that for any f function on ΩJ1,MK such that ‖f‖∞ 6 1, we have:
∣∣∣Eω [f ((θL0ω(t))|J1,MK)]− µ˜(f)∣∣∣ 6 K
e−L0 + (L0+M−3vt)∨0∑
i=(L0−3vt)∨1
3vt+ i
3vt
e−3vt

This is just an iteration of the result of Theorem B.4.4. Thanks to the hypothesis
H(L0,M, t), we can apply case 1 or 2 of Theorem B.4.4 successively to f (θLω(t)), then to
µ{1}(f) (θLω(t)) (which is a function of θL+1ω(t)), and so on up to µ[1,3vt−L0−1](f)θLω(t)
(which is a function of θ3vt−1ω(t)). Then, thanks again to the hypothesis H(L0,M, t), we
apply case 3 of Theorem B.4.4 successively to µ[1,3vt−L0](f)θLω(t), µ[1,3vt−L0+1](f)θLω(t)...,
µ[1,M ](f)θLω(t) (which are functions respectively of θ3vtω(t), θ3vt+1ω(t)..., θMω(t)). The
result follows since ∑
i≥0
e−(L0+i) = e−L0
∑
i≥0
e−i
and the sum converges.
2. We want to show that for any f on LO0 such that ‖f‖∞ 6 1,
Eµ˜ [f (θL0ω(t))] = µ˜(f) +O
(
e−L0
)
.
Assume L0 6 3vt. Define the event:
H = {ω ∈ LO0 | ω satisfies H(L0, 3vt− L0, t)} .
Then
Eµ˜ [f (θL0ω(t))] = µ˜ (1HEω [f (θL0ω(t))]) + µ˜ (1HcEω [f (θL0ω(t))])
But
|µ˜ (1HcEω [f (θL0ω(t))])| 6 µ˜ (Hc)
6
3vt∑
L=L0
k(L)−b s(L)α(L)c∑
i=1
p(v−v)α(L)
6
3vt∑
L=L0
k(L)p(v−v)α(L)
= O
(
3vt∑
L=L0
e−
′L
)
= O
(
e−L0
)
for some , ′ > 0 (notice that for L 6 3vt, k(q, L, t) is bounded by a constant depending
only on q). By application of (B.29) (taking M = 3vt− L0),∣∣µ˜ (1H (Eω [f (θL0ω(t))]− Eω [µ˜J1,3vt−L0K (f (θL0ω(t)))]))∣∣ = O (e−L0)
So that:
Eµ˜ [f (θL0ω(t))]− Eµ˜
[
µ˜J1,3vt−L0K (f (θL0ω(t)))] = O (e−L0)
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for some  > 0.
Since µ˜J1,3vt−L0K (f (θL0ω(t))) is a function of θ3vtω(t) bounded by 1, all that remains now
is justify that we can choose  > 0 such that for all f with ‖f‖∞ 6 1 and for L0 ≥ 3vt:
Eµ˜ [f (θL0ω(t))]− µ˜(f) = O
(
e−L0
)
But for such L0, with high probability, X(ω(t)) + L0 > 0 and f looks essentially at the
positive half-line, where everything is at equilibrium, thanks to the orientation of the East
model. Let us write this more precisely.
Call R = F (0,−L0/3, t)c ∩ F (0, L0/3, t)c (recall (B.5)). In particular, on this event,
|X(ω(t))| 6 L0/3.
Eµ˜ [f (θL0ω(t))] = Eµ˜ [f (θL0ω(t))1R] +O
(
e−L0/3
)
(B.31)
=
L0/3∑
x=−L0/3
Eµ
[
f (ωx+L0+.(t))1X˜(t)=x1R
]
+O
(
e−L0/3
)
(B.32)
where X˜(s), s 6 t is defined in the following way. Starting from a configuration ω ∈ Ω (not
necessarily in LO0), couple the trajectories started from ω and ω˜ using the same clocks
and coin flips, where ω˜x = 1 if x < 0, ω˜0 = 0 and ω˜x = ωx if x > 0. Then X˜(t) = X(ω˜(t))
depends only on the clock rings, coin flips and ω|N∗ . We can go from (B.31) to (B.32)
because on the event R, X(ω(t)) + L0 > 2L0/3, so that f looks at sites that are included
in [2L0/3,+∞) and thus, thanks to the orientation of the East model, is uninfluenced by
the choice of the initial configuration on Z\N∗; also, R is an event that depends only on
the Poisson processes, which means in particular that it is unchanged by a change in the
initial configuration.
Now notice that, in the same way as in the proof of Theorem B.4.4, for x ∈ [−L0/3, L0/3],
the variables 1−L0/3 6 X˜(t) 6 L0/31X˜(t)=x and f (ωx+L0+.(t)) are independent on an event of
probability greater than 1−O (e−L0/3).
So that:
Eµ˜ [f (θL0ω(t))] =
L0/3∑
x=−L0/3
Eµ [f (ωx+L0+.(t))]Pµ
(
{X˜(t) = x} ∩R
)
+O
(
e−L0/3
)
= µ(f) +O
(
e−L0/3
)
,
since µ is the equilibrium measure for the East dynamics on Z. To conclude, since f is a
function on LO0, µ(f) = µ˜(f).
X
B.5 Invariant measure behind the front
In this section, we show the ergodicity of the process seen from the front. It is a process on LO0.
To write its generator, define the shift ϑ+ (resp. ϑ−) from LO0 (resp. {ω ∈ LO0 | ω1 = 0}) into
LO0 such that:
(
ϑ+ω
)
x
=

0 if x = 0
1 if x < 0
ωx−1 if x > 0
(B.33)
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and
(
ϑ−ω
)
x
=

0 if x = 0
1 if x < 0
ωx+1 if x > 0
(B.34)
Now the generator of the process behind the front can be written:
LFf(ω) = q [f (ϑ+ω)− f (ω)]+ p (1− ω1) [f (ϑ−ω)− f (ω)]
+
∑
x∈N∗
(1− ωx+1) (p(1− ωx) + qωx) [f(ωx)− f(ω)] (B.35)
This is a combination of two processes: a shift process that comes from the jumps of the front
(the first term corresponds to the front jumping to the left, the second to a jump to the right),
and the East dynamics on the positive half-line.
Theorem B.5.1 The process seen from the front has a unique invariant measure ν. For any
distribution pi on LO0, recall that νpit,0,∞ denotes the law of the configuration on the right of the
front at time t starting from the distribution pi. Then we also have:
νpit,0,∞ =⇒
t→+∞
ν (B.36)
We are going to use the following coupling argument, so we postpone the proof until after
this result.
Theorem B.5.2 Let ω, σ ∈ LO0. For any t > 0, there exist L0 = L0(t) ∈ N∗, and a coupling(
ω[t], σ[t]
)
with law P between θ (δωPt) and θ (δσPt) (the configurations seen from the front at
time t started from ω and σ), such that L0(t) −→
t→∞
+∞ and the convergence
P
((
ω[t]
)J1,L0K = (σ[t])J1,L0K) −→t→∞ 1 (B.37)
occurs uniformly in ω, σ.
Proof of Theorem B.5.2
Let us introduce some notations. Fix L0, N ∈ N∗, t0, tc, t′c > 0 to be chosen later so that
t = t0 +N (tc + t
′
c)
(in particular, these quantities will grow with t). For n = 0, ..., N , define
tn = t0 + n(tc + t
′
c)
t˜n = tn − t′c
L+n = L0 + v(tN − tn)
For n ∈ N, we define a coupling (ω(n), σ(n)) between the configurations seen from the front at
time tn (resp.
(
ω˜(n), σ˜(n)
)
between the configurations seen from the front at time t˜n). Namely,
ω(n) ∼ θω(tn), σ(n) ∼ θσ(tn), σ˜(n) ∼ θσ(t˜n) and ω˜(n) ∼ θω(t˜n). We want this coupling to be such
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0
t0
t˜1
t1
t˜2
tN−1
t˜N
tN = t
tc
t′c
L0
L+0
Nv
(
tc + t
′
c
)
L+N−1
L+N = L0
Figure B.7: We construct a coupling between the configurations behind the front started from
ω, σ at the times t0, t˜1, t1, ...t˜N , tN = t. The grey crosses, for instance on the interval
[
t0, t˜1
]
are
meant to emphasize the fact that the realization of the coupling between θω(t0+tc) and θσ(t0+tc)
knowing θω(t0), θσ(t0) cannot be interpreted as the outcome of an explicit dynamical coupling
between times t0 and t0 + tc. This part of the construction of the coupling is quite abstract
(maximal coupling), and one should be careful that the configurations cannot be defined jointly
during those crossed intervals. Also note that this remark holds only as long as the coupling is
not successful –on this picture, we represented a case where the coupling is not successful before
the last step.
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that ω[t] := ω(N) and σ[t] := σ(N) agree on J1, L0K with probability that goes to 1 when we choose
the parameters in an appropriate way.
We are going to use the standard (or basic, or grand) coupling between the East dynamics
starting from ω and σ, constructed via the graphical construction, using the same set of Poisson
clocks and coin tosses. We denote by (P 2t )t≥0 the associated semigroup. We also use the maximal
coupling (see [LPW09], in which it is called the optimal coupling, or [Kuk06]) between two
probability measures pi and pi′: it allows to construct a couple of random variables (Y, Y ′) such
that Y ∼ pi, Y ′ ∼ pi′ and ‖pi − pi′‖TV = P (Y 6= Y ′).
Let us now define our coupling:
• To sample
(
ω(0), σ(0)
)
, we run the dynamics started from ω and σ using the standard
coupling, and take the configurations seen from the front at time t0.
• For any n = 1, ..., N , let us assume the random variable (ω(n−1), σ(n−1)) has been con-
structed. Conditional on
(
ω(n−1), σ(n−1)
)
, we construct
(
ω˜(n), σ˜(n)
)
in the following way:
– If ω(n−1) and σ(n−1) are not equal on J1, L+n−1K (i.e. the coupling has not been successful
so far), we choose first the restriction of
(
ω˜(n), σ˜(n)
)
to JL0 +1, L+n K using the maximal
coupling between the laws of the configurations seen from the front at time tc starting
from ω(n−1) and σ(n−1), restricted to JL0 +1, L+n K. I.e. (ω˜(n)JL0+1,L+n K, σ˜(n)JL0+1,L+n K) is given
by the maximal coupling between
(
θω(n−1)(tc)
)JL0+1,L+n K and (θσ(n−1)(tc))JL0+1,L+n K.
Conditional on the outcome, the rests of the configurations ω˜(n) and σ˜(n) on N∗\JL0 +
1, L+n K are then chosen independently so that ω˜(n) and σ˜(n) have the law of the con-
figurations seen from the front at time t˜n starting from ω and σ.
– If ω(n−1) and σ(n−1) are equal on J1, L+n−1K (i.e. the coupling has already been success-
ful), we choose
(
ω˜(n), σ˜(n)
)
as the configurations seen from the front at time tc using
the standard coupling starting from ω(n−1) and σ(n−1).
• For n = 1, ..., N , assume
(
ω˜(n), σ˜(n)
)
has been constructed. Conditional on
(
ω˜(n), σ˜(n)
)
,
we choose
(
ω(n), σ(n)
)
as the configurations seen from the front when we run the standard
coupling started from
(
ω˜(n), σ˜(n)
)
during time t′c.
Denote by P the joint law of these couplings, and E the associated expectancy. Ptn , Etn refer to
the law and expectancy of the couplings after time tn.
The idea is the following: for any n = 1, ..., N , provided we manage to keep track of enough
zeros, there is a high probability that the configurations obtained from the maximal coupling
at step n will be equal on JL0 + 1, L+n K (i.e. ((ω˜(n))JL0+1,L+n K = (σ˜(n))JL0+1,L+n K)). Now, once
the configurations at distance L from the front are coupled, there is a small but strictly pos-
itive probability that equality will propagate up to the front (see (B.40)), and thus to have(
ω(n)
)J1,L+n K = (σ(n))J1,L+n K. We just keep trying to couple the configurations close to the front
until this works. Once the coupling has been successful, thanks to finite speed propagation, the
two configurations will remain equal near the front. The difficulty that remains is to guarantee
that the chance to couple the configurations at distance L at step n is not much lessened by the
fact that previous attempts failed.
Let us introduce some useful events.
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Definition B.5.3 1. For n = 0, ..., N − 1, we define the event that there are enough zeros at
step n:
Hn =
{
ω(n) and σ(n) satisfy H
(
L0, L
+
n − L0, tc
)}
(B.38)
On these events, Theorem B.4.7 applies for any M 6 L+n − L0 with initial configuration
ω(n) or σ(n) and time tc, so that on Hn
P
((
ω˜(n+1)
)
|JL0+1,L+n K 6=
(
σ˜(n+1)
)
|JL0+1,L+n K
)
6 2K
e−L0 + (L+n−3vtc)∨0∑
i=(L0−3vtc)∨1
3vtc + i
3vtc
e−tc

(B.39)
2. Knowing
(
ω˜(n), σ˜(n)
)
, then
(
ω(n), σ(n)
)
can be constructed using clock rings and coin tosses.
We define particular events on which, if the configurations ω˜(n), σ˜(n) are equal on JL0 +
1, L+n K and they both have a zero on L0 + 1, the clocks on L0, ..., 1 ring in that order before
t′c, and the associated coin flips are 0. In particular, all the clock rings in this chain are
legal, so they result in the same value for both configurations. Moreover, we ask that no
clock rings before t′c on the sites −1, 0 and L+n +1. This is enough to guarantee propagation
of the equality. More formally, we define T+1 (resp. T
−
1 ) the first clock ring on L0 +1 (resp.
on L0), T+2 (resp. T
−
2 ) the time of the first clock ring on L0 (resp. L0 − 1) after T−1 , and
so on up to T+L0 , T
−
L0
. Call B1, B2, . . . BL0 the outcomes of the coin tosses associated to
T−1 , T
−
2 , . . . T
−
L0
. Finally, call τL+n+1 (resp. τ−1, resp. τ0) the time of the first clock ring in
L+n + 1 (resp. −1, resp. 0). One event on which equality could propagate at step n is:
Dn =
{∀i = 1, ..., L0 T−i < T+i , Bi = 0, and τL+n+1 ∧ τ−1 ∧ τ0 ≥ t′c ≥ T−L0} (B.40)
One important thing about Dn is that it doesn’t depend on the configurations at time t˜n,
but is expressed only in terms of clock rings and coin flips after that time. In particular,
it is independent of everything that happened up to time t˜n.
3. The event “step n is good" (or the coupling is successful at step n) is:
Gn =
{(
ω˜(n)
)
|JL0+1,L+n K =
(
σ˜(n)
)
|JL0+1,L+n K
}
∩
{
ω˜
(n)
L0+1
= 0
}
∩ Dn (B.41)
On Gn, the two configurations are equal on J1, L+n K at time tn.
Let us now get to the proof. Once again, K <∞ and  > 0 are constants depending only on
q that may change from line to line.
First of all, we note that if we are in the event Gn for some n (i.e. the configurations are
equal on J1, L+n K, the lengths L+n have been chosen so that at time t, thanks to the finite speed
of propagation property, we still have
(
ω˜(N)
)
|J1,L0K =
(
σ˜(N)
)
|J1,L0K with probability larger than
1− (N − n)e−(tc+t′c):
P
((
ω(N)
)J1,L0K = (σ(N))J1,L0K) ≥ P
(
N⋃
n=1
Gn
)
−Ne−(tc+t′c)
Then, for n = 1, ..., N we evaluate P (Gn ) on the event Hn−1. Thanks to Theorem B.4.7
(H (L0, L+n − L0, tc) is satisfied by ω(n−1), σ(n−1) on Hn−1), and the definition of the maximal
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coupling, on the event Hn−1, we have:
P (Gn ) ≥ P(Dn)
(
P
(
ω˜
(n)
L0+1
= 0
)
− P
((
ω˜(n)
)
|JL0+1,L+n K 6=
(
σ˜(n)
)
|JL0+1,L+n K
))
≥ e−3t′cqL02−L0e−2t′c (2t
′
c)
L0
L0!
×
q −K
e−L0 + (L+n−3vtc)∨0∑
i=(L0−3vtc)∨1
3vtc + i
3vtc
e−tc

≥ e−3t′cqL02−L0e−2t′c (2t
′
c)
L0
L0!
×
(
q −K
(
e−L0 +
(
L+n
)2
e−tc
))
,
where the second inequality comes from an estimate of P(Dn), (B.39) and from the application of
Theorem B.4.7 to P
(
ω˜
(n)
L0+1
= 0
)
. The third inequality is a rough estimate of the sum appearing
in the line above. Thus, there is β > 0 a constant such that for t′c = βL0 and if(
L+n
)2
e−tc  1 (B.42)
we have for some constant ∆ <∞:
P (Gn | Hn−1) ≥ e−∆L0 (B.43)
for L0 large enough.
Then we need to control the probability of keeping enough zeros throughout our coupling.
Lemma B.5.4 There are constants K <∞,  > 0 such that if t0 ≥ K(L+0 )2
P
(
N−1⋂
n=0
Hn
)
≥ 1−KN(L+0 )2e−tc
Proof of Lemma B.5.4
Thanks to the remark in Definition B.4.6, we have:
P
(
N−1⋂
n=0
Hn
)
≥ 1−
N−1∑
n=0
P(Hcn)
≥ 1−
N−1∑
n=0
Pω
 L+n∑
L=b v
1+2vc1
tcc
k(L,tc)−b s(L,tc)α(L,tc)c∑
i=1
1
Z
vα(L,tc)
i (ω(tn))−Zvα(L,tc)i−1 (ω(tn))≥vα(L,tc)
6= 0

−
N−1∑
n=0
Pσ
 L+n∑
L=b v
1+2vc1
tcc
k(L,tc)−b s(L,tc)α(L,tc)c∑
i=1
1
Z
vα(L,tc)
i (σ(tn))−Zvα(L,tc)i−1 (σ(tn))≥vα(L,tc)
6= 0

Now look carefully at the event
L+n∑
L=b v
1+2vc1
tcc
k(L,tc)−b s(L,tc)α(L,tc)c∑
i=1
1
Z
vα(L,tc)
i (ω(tn))−Zvα(L,tc)i−1 (ω(tn))≥vα(L,tc)
6= 0
 (B.44)
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It depends only on θ
vα
(⌊
v
1+2c1v
tc
⌋
−1
)ω(tn) restricted to [[1, k(L+n , tc)vα(L+n , tc)]]. So, if
t0 ≥ c
(
vα
(⌊
v
1 + 2c1v
tc
⌋
− 1, tc
)
+ k(L+n , tc)vα(L
+
n , tc)
)
, (B.45)
thanks to Remark B.4.8, since tn ≥ t0, ω and σ automatically satisfy the hypotheses
H
(
vα
(⌊
v
1 + 2c1v
tc
⌋
− 1
)
, k(L+n , tc)vα
(⌊
v
1 + 2c1v
tc
⌋
− 1
)
, tn
)
.
Thanks to this remark, we can apply Theorem B.4.7 to the indicator function of the event (B.44)
with t0 such that (B.45) is verified to get:
Pω
 L+n∑
L=b v
1+2vc1
tcc
k(L,tc)−b s(L,tc)α(L,tc)c∑
i=1
1
Z
vα(L,tc)
i (ω(tn))−Zvα(L,tc)i−1 (ω(tn))≥vα(L,tc)
6= 0

6 µ
 L+n∑
L=b v
1+2vc1
tcc
k(L,tc)−b s(L,tc)α(L,tc)c∑
i=1
1
Z
vα(L,tc)
i (ω(tn))−Zvα(L,tc)i−1 (ω(tn))≥vα(L,tc)
6= 0

+Ke
−vα
(⌊
v
1+2c1v
tc
⌋
−1
)
6
L+n∑
L=b v
1+2vc1
tcc
(
k(L, tc)−
⌊
s(L, tc)
α(L, tc)
⌋)
p(v−v)α(L,tc) +Ke−vα
(⌊
v
1+2c1v
tc
⌋
−1
)
= O
(
(L+n )
2e−tc
)
,
where the
second inequality uses two union bounds and the last equality is a rough estimate of the above
line.
X
Now we can finish proving the theorem, assuming L0 large enough, t0 ≥ K(L+0 )2 and
N(L+0 )
2e−tc  1. The trick is to notice that the probability of success at step n, P(Gn), is
greater than a positive constant as soon as we have enough zeros at time tn−1, i.e. Hn is re-
alised. At every step n, either Gn happens, or Gcn, in which case we request that we be on Hn.
For the first step, we write, conditioning by
(
ω(0), σ(0)
)
and then by
(
ω(1), σ(1)
)
:
P
(
N⋃
n=1
Gn
)
≥ E
[
1H01 N⋃
n=1
Gn
]
= E
[
1H0Pt0
(
N⋃
n=1
Gn
)]
≥ E
[
1H0Et0
[
1G1 + 1Gc1Pt1
(
N⋃
n=2
Gn
)]]
≥ E
[
1H0Et0
[
1G1 + 1Gc11H1Pt1
(
N⋃
n=2
Gn
)]]
Then we iterate inside Pt1 with the same strategy, and so on until the last step:
P
(
N⋃
n=1
Gn
)
≥ E [1H0Et0 [1G1 + 1Gc11H1Et1 [1G2 + 1Gc21H2Pt2 (∪Nn=3Gn)]]]
≥ E
[
1H0Et0
[
. . . EtN−2
[
1GN−1 + 1GcN−11HN−1PtN−1 (GN)
]
. . .
]
. . .
]
88 APPENDIX B. FRONT PROGRESSION IN THE EAST MODEL
Now to exploit the bounds (B.43), we start by the last step:
1HN−1PtN−1 (GN) ≥ 1HN−1e−∆L0 ,
so that writing 1GcN−1 = 1− 1GN−1 , we get:
P
(
N⋃
n=1
Gn
)
≥ E [1H0Et0 . . . EtN−2 [1GN−1 (1− e−∆L0)+ 1HN−1e−∆L0] . . . ]
Now that we have taken care of what happens at step N , let us look at the term inside EtN−3 ,
and do the same with step N − 1:
EtN−3
[
1GN−2 + 1GcN−21HN−2
( (
1− e−∆L0)PtN−2(GN−1) + e−∆L0PtN−2(HN−1))]
Again, thanks to (B.43), this is greater than:
EtN−3
[
1GN−2 + 1GcN−21HN−2
( (
1− e−∆L0) e−∆L0 + e−∆L0PtN−2(HN−1))]
≥ EtN−3
[
1GN−2
(
1−1HN−2
(
(1− e−∆L0)e−∆L0 + e−∆L0(((((((PtN−2(HN−1)
))
+ 1HN−2
(
e−∆L0(1− e−∆L0) + e−∆L0PtN−2(HN−1)
)]
≥ EtN−3
[
1GN−2(1− e−∆L0)2 + 1HN−2e−∆L0(1− e−∆L0) + 1HN−2∩HN−1e−∆L0
]
,
where we have put to one the crossed terms because the inequalities go in the right way. Iterating
for steps N − 2, N − 3..., 1, we get:
P
(
N⋃
n=1
Gn
)
≥
N−1∑
n=0
e−∆L0
(
1− e−∆L0)nP (N−n−1⋂
i=0
Hi
)
≥
(
1−KN (L0 +N(tc + t′c))2 e−tc
)(
1− (1− e−∆L0)N)
So let us choose:
N =
⌊
L0e
∆L0
⌋
tc = L
2
0
t′c = βL0
t0 =
(
L0 + L0e
∆L0v
(
L20 + βL0
))2
and L0 such that
t = t0 +N (tc + t
′
c)
This respects condition (B.42), the hypothesis of Lemma B.5.4, and provides
P
((
ω(N)
)J1,L0K = (σ(N))J1,L0K) −→t→∞ 1
X
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Proof of Theorem B.5.1
The existence of an invariant measure is just given by the compacity of the set of probability
measures on the compact set Ω (see for instance [Lig85]): any limit along a subsequence of
the distributions of the process seen from the front is invariant. For the uniqueness and the
convergence property, let pi be any probability measure on LO0 and ν an invariant measure
for the process seen from the front. It is enough to show that νpit,0,∞ (recall the statement of
Theorem B.5.1) converges to ν in distribution. Let f be a local function on LO0. Since ν is
invariant:
νpit,0,∞(f)− ν(f) = Epi [f(θ(ω(t))]− Eν [f(θ(σ(t))]
= piν (Eω [f(θ(ω(t))]− Eσ [f(θ(σ(t))])
Now for any ω, σ ∈ LO0, we use the coupling constructed in Theorem B.5.2:
|Eω [f(θ(ω(t))]− Eσ [f(θ(σ(t))]| 6 E [|f(ωt)− f(σt)|]
6 ‖f‖∞P
(
(ωt)Supp(f) 6= (σt)Supp(f)
)
−→
t→+∞
0
uniformly in ω, σ since Supp(f) is finite. So ν is the only possible accumulation point for(
νpit,0,∞
)
t≥0. Hence the convergence. X
Let us now give a few properties of the invariant measure ν.
Proposition B.5.5 1. There exist constants  > 0, K <∞ such that for any L,M ∈ N, for
any event A on LO0 with support in JL,L+MK
|ν(A)− µ(A)| 6 Ke−L (B.46)
2.
ν  µ˜ (i.e. every property true µ˜-a.s. is also true ν-a.s.). (B.47)
Proof
1. Take such an event A. Define θLA = {θLω | ω ∈ A}. By point 2 of Theorem B.4.7
|Eµ˜ [1A (θω(t))]− µ˜(A)| = |Eµ˜ [1θLA (θLω(t))]− µ˜(A)|
6 Ke−L
Moreover, we know by Theorem B.5.1 that
Eµ˜ [1A (θω(t))] −→
t→+∞
ν(A)
2. First of all, let us extend the previous property to events A closed (for the topology of
LO0) depending only of the coordinates after L (but possibly with infinite support). For
A such an event, for any M ∈ N, define
AM =
{
ω ∈ LO0 | ∃σ ∈ {0, 1}{L+M+1,...} 1 · ω · σ ∈ A
}
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where 1 ·ω ·σ is the configuration in LO0 equal to 1 on {1, ...L−1}, to ω on {L, ..., L+M}
and to σ on {L+M + 1, ...}.
Let us show that for any ω ∈ LO0, 1AM (ω) −→
M→+∞
1A(ω).
Fix ω ∈ LO0. If ω ∈ A, for any M ∈ N, ω ∈ AM . Suppose ω /∈ A and there
exists a sequence Mk → +∞ such that ∀k, it holds ω ∈ AMk . For every k, take
σ(k) ∈ {0, 1}{L+Mk+1,...} such that 1 · ω · σ(k) ∈ A. Then ω · σ(k) ∈ A for every k. Moreover,
ω · σ(k) −→
k→+∞
ω. But that would imply ω ∈ A since A is closed, which is a contradiction.
This being established, by dominated convergence,
ν(AM) −→
M→+∞
ν(A) and µ˜(AM) −→
M→+∞
µ˜(A).
The previous result tells us that |ν(AM)− µ˜(AM)| 6 Ke−L, so that we have after taking
the limit |ν(A)− µ˜(A)| 6 Ke−L.
Now let A be any event depending only of the coordinates after L. µ˜ and ν are regular
(Theorem 1.1 in [Bil09]): for any δ > 0, there exist Oµ˜, Oν open sets and Fµ˜, Fν closed sets
depending only on the coordinates after L such that:
Fν ⊂ A ⊂ Oν and ν (Oν\Fν) < δ
Fµ˜ ⊂ A ⊂ Oµ˜ and µ˜ (Oµ˜\Fµ˜) < δ
Thanks to the property we just established for closed events (and so immediately also for
open events):
µ˜(A)− ν(A) 6 µ˜ (Oµ˜ ∩Oν)− ν (Fµ˜ ∪ Fν)
6 µ(Oν)− ν(Fν)
6 δ +Ke−L
So that –using a similar reasoning for the other inequality– |µ˜(A)− ν(A)| 6 Ke−L.
Take A an event such that µ˜(A) = 0. Essentially, all that remains to show is that the fact
that A has probability zero doesn’t depend on any finite set of coordinates.
Let AL =
{
ω ∈ {0, 1}{L+1,...} | ∃σ ∈ {0, 1}{1,...,L} σ · ω ∈ A}, where σ·ω is the configuration
in {0, 1}N∗ equal to σ on {0, 1}{1,...,L} and to ω on {0, 1}{L+1,...}. Also let A˜L = {0, 1}{1,...,L}×
AL.
For any σ ∈ {0, 1}{1,...,L}, µ˜ ({σ} × AL) 6 ( 1
p∧q
)L
µ˜(A), so that
µ˜
(
A˜L
)
6
∑
σ∈{0,1}{1,...,L}
µ˜
({σ} × AL) = 0
But A˜L depends only on the coordinates after L, so ν(A˜L) 6 Ke−L. Since A ⊂ A˜L for all
L ∈ N, ν(A) = 0.
X
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B.6 Front speed
The ergodicity proven in Theorem B.5.1 is enough to say that
X(ω(t))
t
−→
t→+∞
pν(1− ω1)− q Pν − a.s. (B.48)
However, since we know very little about the measure ν, this is not a very practical property.
In fact, the law of large numbers for the front is true more generally than ν-a.s.: we are able to
show it in Pω-probability for any initial configuration ω ∈ LO (i.e. requesting only that there
be one zero in the initial configuration, which is obviously the minimal requirement one has to
make in order to prove a law of large numbers for the front).
Theorem B.6.1 For any ω ∈ LO0
X(ω(t))
t
Pω−→
t→+∞
pν(1− ω1)− q (B.49)
Proof of Theorem B.6.1
Define v = pν(1− ω1)− q.
Step 1: Convergence of the mean value
Let us first establish that:
1
t
Eω [X(ω(t))] −→
t→+∞
v (B.50)
In the same way as in [Lig99], III.4, for any ω ∈ LO0, we can write
X(ω(t)) =
∫ t
0
(p (1− (θω(s))1)− q) ds+Mt
where (Mt)t≥0 is a martingale (so it converges nicely when divided by t). Thanks to The-
orem B.5.1, we can apply Birkhoff Ergodic Theorem to the integral term and get the other
convergence we need to have (B.50).
Step 2: Upper bound on the velocity.
The essential work of the proof will be to prove that
lim
t→∞
1
t
X(ω(t)) 6 v (B.51)
Classic arguments for this kind of result use subadditivity (see for instance [Lig85], chap. 2,
section 2). Here we do not strictly have subadditivity (mainly due to the lack of attractiveness),
but we can derive a quantitative version of this argument.
Fix t > 0, n ∈ N, s = t/n, L ∈ N, such that n = b√tc. Note that in the end, we want to
take the limit t → ∞. For that purpose, from now on we assume that L = o(s). Let us define
the process in Z, for ω ∈ LO (see Figure B.8):
DL(ω) = inf{x ≥ 0 | ωX(ω)+L+x = 0} (inf(∅) = +∞)
XLω (0) = X(ω) + L+DL(ω)
XLω (u)−XLω (0) = X
((
θL+DL(ω)ω
)
(u)
)
(= 0 if DL(ω) = +∞) (B.52)
In words, given a configuration ω, we take the first zero at distance at least L from the front:
XLω (0). Then, using the graphical representation of the process, we follow this zero as if it were a
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front, i.e. as if we started from a configuration filled with ones on its left. The reader can check,
thanks to the orientation of the East model, that this does give a process defined only in terms
of the underlying graphical representation and θL+DL(ω)ω. Note that for any ω ∈ LO, L ∈ N∗,
u ≥ 0, XLω (u) ≥ X(ω(u)) by definition, since we used the same variables for the graphical
representation. We can then write Pω-a.s. for any ω ∈ LO0:
X(ω(t+ s)) = X(ω(t)) +X(ω(t+ s))−XLω(t)(s) +XLω(t)(s)−XLω(t)(0) +XLω(t)(0)−X(ω(t))
6 X(ω(t)) +
(
XLω(t)(s)−XLω(t)(0)
)
+ (L+DL(ω(t)))
Iterating the previous inequality, thanks to Lemma B.3.4 that implies 1
t
X(ω(s)) −→
t→∞
0, we
can write:
lim sup
1
t
X(ω(t)) = lim sup
1
t
n−1∑
j=1
[X(ω((j + 1)s))−X(ω(js))]
6 lim sup 1
t
n−1∑
j=1
[
XLω(js)(s)−XLω(js)(0) + L+DL (ω(js))
]
6 lim sup 1
t
n−1∑
j=1
[
XLω(js)(s)−XLω(js)(0)
]
+
L
s
+
1
t
n−1∑
j=1
DL (ω(js))(B.53)
Let us deal with the most problematic term first:
1
t
n−1∑
j=1
[
XLω(js)(s)−XLω(js)(0)
]
We want to say that the different terms in the sum are essentially i.i.d. This is of course not
true, but we have showed that up to a reasonable distance, θLω(js) has almost law µ˜. Since this
coupling doesn’t extend to infinity (see the discussion before Theorem B.4.7), we need to use the
finite speed of propagation again. So we define the following process, for any ω ∈ LO, L,M ∈ N.
It is pretty much the same as XLω , except we put a zero boundary condition at XLω (0) +M + 1
in order to be restricted to a process in finite volume.
• XL,M,◦ω (0) = XLω (0) ∧ (X(ω) + L+M + 1)
• For the rest of the definition, run the East dynamics on (−∞, XLω (0) + M ]] with empty
boundary condition at XLω (0) +M + 1. This dynamics can easily be coupled with the East
dynamics on Z via the graphical representation.
• XL,M,◦ω (u)−XL,M,◦ω (0) = X
((
θL+DL(ω)ω
)XLω (0)+M+1,◦ (u)), where σXLω (0)+M+1,◦(u) denotes
the configuration obtained at time u starting from σ and running the dynamics with zero
boundary condition at XLω (0) +M + 1.
The replacement of XLω by XL,M,◦ω is a very mild modification: for the remaining of the proof,
we take M = 3vs, so that with high probability, the front won’t notice the change. Namely, for
any j = 0, ..., n− 1, call Rj the event “there is no sequence of rings linking XLω(js)(0) + 3vs to the
modified front during the time interval [0, s]".
XLω(js)(s)−XLω(js)(0) = XL,3vs,◦ω(js) (s)−XL,3vs,◦ω(js) (0) (B.54)
+1Rcj
(
XLω(js)(s)−XLω(js)(0)−XL,3vs,◦ω(js) (s) +XL,3vs,◦ω(js) (0)
)
B.6. FRONT SPEED 93
3vs
s
DL(ω(7s))
L
X(ω(7s))
ω(s)
ω(2s)
ω
XLω(4s)(0) = X
L,3vs,◦
ω(4s) (0)
X
L,3vs,◦
ω(4s) (s)
X
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ω(5s) (0)
Figure B.8: The original trajectory of the front is on the left, cut into sections of length s.
The trajectories of the modified fronts are in different dash styles : “- -",“− · −" or “− · ·−".
They necessarily stay on the right of the original one. The squares represent the zero boundary
condition we use to define XL,3vs,◦ω(ks) (u). Here we have taken j0 = 3: we consider separately
the terms in the sum corresponding to the “- -",“− · −" and “− · ·−" trajectories. Notice that
after following the modified front for time s, we may either start again closer to the real front
(e.g. in the picture XL,3vs,◦ω(4s) (0) 6 X
L,3vs,◦
ω(3s) (s)), or further from the real front (e.g. X
L,3vs,◦
ω(5s) (0) ≥
XL,3vs,◦ω(4s) (s)).
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We will deal later with the second, exceptional term. For now, let us focus on the first one,
to which we substract its mean value:
1
n
n−1∑
j=1
1
s
(
XL,3vs,◦ω(js) (s)−XL,3vs,◦ω(js) (0)− Eµ˜
[
XL,3vs,◦η (s)
])
In order not to carry heavy notations through heavy computations, let us define:
∆j =
1
s
(
XL,3vs,◦ω(js) (s)−XL,3vs,◦ω(js) (0)− Eµ˜
[
XL,3vs,◦η (s)
])
(B.55)
As a preliminary, notice that Lemma B.3.4 can be easily generalized to: the ∆j have moments
of any order bounded by universal constants independent of j. Also let j0 ≥ 2 be such that
(j0 − 1)s ≥ c(L + 3vs) for any s (see Remark B.4.8 and recall L = o(s)). The idea is that for
|j − j′| > j0, the terms of indices j and j′ are almost independent of mean zero.
Let us forget the j0 − 1 first terms and decompose 1n
∑n−1
j=j0
∆j into (see Figure B.8; the
different terms in the sum below correspond to different dash styles in the picture):
1
n
 ∑
k s.t.
j0 6 kj0 6 n−1
∆kj0 +
∑
k s.t.
j0 6 kj0+1 6 n−1
∆kj0+1 + · · ·+
∑
k s.t.
j0 6 kj0+j0−1 6 n−1
∆kj0+j0−1

Remember that j0 is fixed (in particular it doesn’t depend on s), so that the following lemma is
enough to conclude that
1
n
n−1∑
j=1
∆j −→
t→+∞
0 Pω-a.s. (B.56)
Lemma B.6.2 For any i = 0, ..., j0 − 1, taking L = b
√
sc, we have
1
n
∑
k s.t.
j0 6 kj0+i 6 n−1
∆kj0+i −→
t→+∞
0 Pω-a.s.,
We postpone the proof of the lemma to see how we can deduce the upper bound (B.51).
Putting together (B.53), (B.54) and (B.55), we have obtained:
1
t
X(ω(t)) 6 1
n
n−1∑
j=1
∆j +
L
s
+
1
t
n−1∑
j=1
DL (ω(js)) +
1
s
Eµ˜
[
XL,3vs,◦η (s)
]
+
1
t
n−1∑
j=1
1Rcj
(
XLω(js)(s)−XLω(js)(0)−XL,3vs,◦ω(js) (s) +XL,3vs,◦ω(js) (0)
)
and by (B.56), we know that the first term goes to zero. For the other terms:
1. Thanks to finite speed propagation and Lemma B.3.4
Pω
(∣∣∣∣∣1t
n−1∑
j=0
1Rcj
(
X0,vs,◦ηj (s)−X0,vs,◦ηj (0)−X(ηj(s)) +X(ηj)
)∣∣∣∣∣ ≥ δ
)
6 K
δ
(
e−δ
′s + e−L
)
(B.57)
for some ′ > 0, so that this term goes to 0 almost surely.
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2. By Borel-Cantelli lemma, 1
t
∑n−1
j=1 DL (ω(js)) −→t→∞ 0 since for u ≥ j0s, for δ 6 3vs, by
Theorem B.4.7,
Pω (DL(ω(u)) > δs) 6 pδs +Ke−L
3. By an argument of finite speed propagation similar to (B.54) and (B.57) put together, we
get ∣∣Eµ˜ [XL,3vs,◦η (s)]− Eµ˜ [X(ω(s))]∣∣ −→
s→∞
0,
so that using step 1:
1
s
Eµ˜
[
XL,3vs,◦η (s)
] −→
s→∞
v,
which concludes the proof that
lim
t→∞
1
t
X(ω(t)) 6 v.
Proof of Lemma B.6.2
Fix  > 0. We want to show that
Pω

∣∣∣∣∣∣∣∣
1
n
∑
k s.t.
j0 6 kj0+i 6 n−1
∆kj0+i
∣∣∣∣∣∣∣∣ ≥ 

are summable to use the Borel-Cantelli lemma. Take for instance i = 0. As the variables are
weakly dependent, one can derive the law of large numbers by computing the fourth moment
and evaluating the correlations:
4n4Pω

∣∣∣∣∣∣∣
1
n
⌊
n−1
j0
⌋∑
k=1
∆kj0
∣∣∣∣∣∣∣ ≥ 
 6 Eω


⌊
n−1
j0
⌋∑
k=1
∆kj0

4

6
⌊
n−1
j0
⌋∑
k=1
Eω
[
∆4kj0
]
+ 6
⌊
n−1
j0
⌋
−1∑
i=1
⌊
n−1
j0
⌋∑
k=i+1
Eω
[
∆2ij0∆
2
kj0
]
+ 4
⌊
n−1
j0
⌋∑
i=1
⌊
n−1
j0
⌋∑
k=1
k 6=i
Eω
[
∆3ij0∆kj0
]
+ 12
⌊
n−1
j0
⌋∑
i=1
⌊
n−1
j0
⌋
−1∑
j=1
j 6=i
n−1∑
k=j+1
k 6=i
Eω
[
∆2ij0∆jj0∆kj0
]
+ 24
⌊
n−1
j0
⌋
−3∑
i=1
⌊
n−1
j0
⌋
−2∑
j=i+1
⌊
n−1
j0
⌋
−1∑
k=j+1
⌊
n−1
j0
⌋∑
l=k+1
Eω [∆ij0∆jj0∆kj0∆lj0 ]
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s
j0s
ij0s
jj0s
kj0s
(jj0 + 1)s
L
(kj0 − jj0 − 1)s
Figure B.9: To bound Eω
[
∆2ij0∆jj0∆kj0
]
, we apply the Markov property at time (jj0 + 1)s.
Let us evaluate separately the different terms above.
1. The first three terms are of order O(n2) thanks to an easy generalization of Lemma B.3.4.
2. Let us now deal with the terms Eω
[
∆2ij0∆jj0∆kj0
]
in the case i < j < k (see Figure B.9).
Eω
[
∆2ij0∆jj0∆kj0
]
=
1
s
Eω
[
∆2ij0∆jj0Eω((jj0+1)s)
[
XL,3vs,◦η((kj0−jj0−1)s)(s)−X
L,3vs,◦
η((kj0−jj0−1)s)(0)− Eµ˜
[
XL,3vs,◦η (s)
]]]
,
where η(0) = ω((jj0 + 1)s).
For any η ∈ LO, given our choice of j0, we can apply Theorem B.4.7 to
Eη
[
XL,3vs,◦η((kj0−jj0−1)s)(s)−X
L,3vs,◦
η((kj0−jj0−1)s)(0)
]
since H (L, 3vs, (kj0 − jj0 − 1)s) is satisfied by any configuration, getting that
Eη
[
XL,3vs,◦η((kj0−jj0−1)s)(s)−X
L,3vs,◦
η((kj0−jj0−1)s)(0)
]
= Eµ˜
[
XL,3vs,◦η (s)
]
+O
(
e−L
)
So that:
Eω
[
∆2ij0∆jj0∆kj0
]
= O
(
e−L
)
The cases of Eω
[
∆2ij0∆jj0∆kj0
]
with j < i < k and Eω [∆ij0∆jj0∆kj0∆lj0 ] with i < j < k < l
can be treated in the same way.
3. The only terms remaining are the Eω
[
∆2ij0∆jj0∆kj0
]
with j < k < i.
s2Eω
[
∆2ij0∆jj0∆kj0
]
=
Eω
[
∆jj0∆kj0Eω((kj0+1)s)
[(
XL,3vs,◦η(((i−k)j0−1)s)(s)−X
L,3vs,◦
η(((i−k)j0−1)s)(0)− Eµ˜
[
XL,3vs,◦η (s)
])2]]
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For any η ∈ LO, applying Theorem B.4.7 to
Eη
[(
XL,3vs,◦η((ij0−kj0−1)s)(s)−X
L,3vs,◦
η((ij0−kj0−1)s)(0)− Eµ˜
[
XL,3vs,◦η (s)
])2]
with L0 = L, M = 3vs and t = (ij0 − kj0 − 1)s yields
Eω
[
∆2ij0∆jj0∆kj0
]
=
1
s2
Eω [∆jj0∆kj0 ]
(
Eµ˜
[(
XL,3vs,◦η (s)−XL,3vs,◦η (0)− Eµ˜
[
XL,3vs,◦η (s)
])2]
+O
(
e−L
))
In the same way as above, we can now say that Eω [∆jj0∆kj0 ] = O
(
e−L
)
.
In conclusion, we have shown that:
Pω

∣∣∣∣∣∣∣
1
n
⌊
n−1
j0
⌋∑
j=1
∆jj0
∣∣∣∣∣∣∣ ≥ 
 = O( 1
n2
+ e−L
)
,
so that since L = b√sc, by the Borel-Cantelli lemma:
1
n
⌊
n−1
j0
⌋∑
j=1
∆jj0 −→
n→∞
0 Pω-a.s.
X
Step 3: Lower bound
Now we just have to show that for any  > 0, t big enough
Pω
(
1
t
X(ω(t))− v < −
)
6  (B.58)
Indeed,
Pω
(∣∣∣∣1tX(ω(t))− v
∣∣∣∣ > ) 6 Pω (1tX(ω(t))− v < −
)
+ Pω
(
1
t
X(ω(t))− v > 
)
and we have just proven that the second term goes to zero as t→∞.
For simplicity, let us call Yt = 1tX(ω(t))− v. Fix  > 0 and define ′ = 2/3. We have:
Eω [Yt] = Eω [Yt1Yt<−] + Eω [Yt1− 6 Yt 6 ′ ] + Eω [Yt1Yt>′ ]
< −Pω (Yt < −) + Eω [Yt1− 6 Yt 6 ′ ] + Eω [Yt1Yt>′ ]
So that:
Pµ˜ (Yt < −) < 1

(′ + Eµ˜ [Yt1Yt>′ ]− Eµ˜ [Yt])
Now, thanks to the dominated convergence theorem, (B.51) and Lemma B.3.4 (for the second
term), and (B.50) (for the third term), for t big enough:
Pµ˜ (Yt < −) < 1

3′ 6 
X
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Appendix C
Tracer diffusion in low temperature KCSM
This article has been submitted, excluding the section about the windmill model.
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We describe the motion of a tracer in an environment given by a kinetically constrained spin
model (KCSM) at equilibrium. We check convergence of its trajectory properly rescaled to a
Brownian motion and positivity of the diffusion coefficient D as soon as the spectral gap of the
environment is positive (which coincides with the ergodicity region under general conditions).
Then we study the asymptotic behaviour of D when the density 1− q of the environment goes
to 1 in two classes of KCSM. For non-cooperative models, the diffusion coefficient D scales like
a power of q, with an exponent that we compute explicitly. In the case of the Fredrickson-
Andersen one-spin facilitated model, this proves a prediction made in [JGC04]. For the East
model, instead we prove that the diffusion coefficient is comparable to the spectral gap, which
goes to zero faster than any power of q. This result contradicts the prediction of physicists
([JGC04]), based on numerical simulations, that suggested D ∼ gapξ with ξ < 1.
C.1 Introduction
Kinetically constrained models (KCSM) have been introduced in the physics literature to model
glassy dynamics. They are Markov processes on {0, 1}Zd (or more generally on the set of config-
urations on a graph), where zeros mark empty sites, and ones mark sites occupied by a particle.
The dynamics is of Glauber type: with rate one, each site refreshes its occupation variable: to
a zero with probability q, and to a one with probability 1 − q, on the condition that a specific
constraint be satisfied by the configuration around the to-be-updated site. This constraint takes
the form “a certain set of zeros should be present in a fixed neighbourhood", but does not involve
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the configuration at the to-be-updated site, so that the product Bernoulli measure on Zd with
parameter 1− q is reversible for the dynamics.
A tracer particle evolves in an environment given by a KCSM. The environment is not
influenced by the tracer, which performs a simple random walk constrained to jumping only
between two empty sites. Properly rescaled, the tracer trajectory is expected to converge to a
Brownian motion with a diffusion coefficient depending on the environment. Standard results
and strategy ([KV86],[DMFGW89], [Spo90]) allow us to show that in the ergodic regime for the
environment there is indeed convergence to a Brownian motion, and to give a variational formula
for the diffusion coefficient (see Proposition C.3.1 and Lemma C.3.2). A general argument then
implies that, as soon as the environment has a positive spectral gap, the diffusion coefficient is
also positive, so that the convergence result is non-degenerate (Proposition C.3.4). Note that the
ergodicity regime of KCSM has been identified in [CMRT08], and has been shown to coincide
with the region of positivity of the spectral gap in great generality, including all the models we
consider. Thus we prove in fact positivity of the diffusion coefficient in the ergodic regime of
the dynamical environment. The variational formula also yields an immediate upper bound on
the diffusion coefficient. A similar study was carried in [BT04] with environments given by some
non-cooperative constrained models with Kawasaki dynamics.
The main focus of this paper is to compute the asymptotics of the diffusion coefficient when
q → 0. This study is inspired by the papers [JGC04] and [JGC05], which in turn have the fol-
lowing physical motivation. In homogeneous liquid systems, physicists argue that the relaxation
time τ (measured as the viscosity of the liquid), the temperature T and the diffusion coefficient
D of a particle moving inside the system satisfy the following relation, called the Stokes-Einstein
relation
D ∝ Tτ−1, (C.1)
This relation is well obeyed in liquids at high enough temperature. Instead, in supercooled
liquids it is experimentally observed (see for instance [EEH+12], [CE96], [CS97], [SBME03])
that Dτ/T increases by 2-3 orders of magnitude when decreasing T towards the glass transi-
tion temperature. In particular both D and τ−1 decrease faster than any power law when the
temperature is lowered and for many supercooled liquids a good fit of data is
D ∝ τ−ξ with ξ < 1. (C.2)
In other words, the self-diffusion of particles becomes much faster than structural relaxation
and the Stokes Einstein relation is violated. This decoupling between translational diffusion and
global relaxation is interpreted as a landmark of dynamical heterogeneities in glassy systems,
namely the existence of spatially correlated regions of relatively high or low mobility that persist
for a finite lifetime in the liquid, and that grow in size as one approaches the glass transition.
More precisely, the decoupling should be due to the fact that diffusion is dominated by the
fastest regions whereas structural relaxation is dominated by the slowest regions.
In order to investigate the possible violation of the Stokes Einstein relation in KCM, which
are used as simplified models of glassy dynamics, in [JGC04] and [JGC05] the authors run
simulations of a tracer in two systems with constrained dynamics in one dimension: the FA-1f
model (in which the constraint requests that at least one neighbour be empty), and the East
model (in which the constraint is satisfied if the neighbour in the East direction is empty). They
predict in both cases a breakdown of the Stokes-Einstein relation. More precisely, they predict
that in the FA-1f model in one dimension
D ∼ q2 ∼ gap2/3 (C.3)
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and in the East model
D ≈ gapξ with ξ ≈ 0.73. (C.4)
Our results confirm (C.3) but invalidate (C.4). Indeed we prove that for the East model
D ≈ gap up to polynomial corrections (Theorem C.4.1). For this model simulations are much
harder to run than for FA model due to the very fast divergence of the relaxation time when
q → 0 (faster than any power of 1/q; see (C.64)), thus accounting for the wrong numerical
prediction.
More generally we show that, in any dimension, if the model is defined by the constraint
“there should be at least k zeros in a ball of radius k around the to-be-updated site" the diffusion
coefficient is of order qk+1 (k = 1 corresponds to the FA-1f model, so the result confirms the
conjecture in [JGC04]; see Theorem C.4.1). The proof of this result relies on the introduction of
an auxiliary dynamics whose diffusion coefficient gives a lower bound for D. This dynamics is
similar to that in [Spo90], though it is less immediate to derive because it does not appear by just
suppressing terms in the variational formula. The very construction of this auxiliary dynamics
is in fact quite informative about the effective dynamics of the tracer, and can be generalized to
other non-cooperative models (see Definition C.2.1). Back to the FA-1f model, in dimension 2,
our result and the estimate of the spectral gap in [CMRT08, Theorem 6.4] show that D ∝ gap.
When d ≥ 3, whereas we do know the asymptotic behaviour of D, for want of precision in the
estimates on the spectral gap of the FA-1f model, we cannot decide whether D ∝ gapξ for some
exponent ξ, but our results do imply that ξ cannot be strictly smaller than one.
We also study the diffusion coefficient when the environment is given by the East model, which
does not belong to the non-cooperative class. As mentioned above we prove in this case D ≈ gap
up to polynomial corrections (Theorem C.5.2), contradicting (C.4). The strategy used in that
context is very different from the one we designed for the “k-zeros" model, because the dynamics
of the East model is cooperative, so that restricting the dynamics only to a neighbourhood of
the tracer is not relevant. The proof relies instead on precise estimates of the energy barriers
that have to be overcome in order for the tracer to cross the typical distance between two zeros
at equilibrium, 1/q. These estimates have been established mostly in [CMRT08] and [CFM12].
As an extension of results in these two papers, we provide in particular a better estimate on the
spectral gap in infinite volume (Lemma C.5.5).
The paper is organized as follows. In section C.2, we define the processes of the environ-
ment, the tracer dynamics and the environment seen from the tracer. In section C.3, we prove
convergence of the tracer trajectory to a Brownian motion with positive diffusion coefficient in
the ergodic regime. Section C.4 is devoted to retrieve the right asymptotics for the diffusion
coefficient when the density goes to 1 in non-cooperative models. In section C.5, we show that
asymptotically the diffusion coefficient in the East model is of the same order as the spectral
gap, up to polynomial corrections. The last two sections give some more insight on the non-
cooperative case. Section C.6 provides an alternative proof of C.3, and Section C.7 shows in an
example how to deal with non-cooperative models more general that the “k-zeros".
C.2 Models and notations
Let Ω = {0, 1}Zd . For ω ∈ Ω, x ∈ Zd we define ωx the configuration such that
ωxy =
{
ωy if y 6= x
1− ωx if y = x. (C.5)
A KCSM is defined by its equilibrium density p = 1 − q and constraints (cx(ω))x∈Z,ω∈Ω, taking
values 0 and 1. We require that the constraints be translation invariant, that cx depend on a
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fixed finite neighborhood of x and not on ωx (i.e. cx(ω) = 1 iff cx(ωx) = 1). We also want the
constraints to be monotone (if ∀x ∈ Zd, ωx 6 ω′x, then ∀x ∈ Zd, cx(ω) ≥ cx(ω′)). We will denote
by LE the generator of the environment process: for f a local function on {0, 1}Z
LEf(ω) =
∑
y∈Z
cy(ω)((1− q)(1− ωy) + qωy) [f(ωy)− f(ω)] . (C.6)
In words, a zero (resp. each one) at site x in configuration η turns into a one (resp. a zero)
at rate (1 − q) (resp. q), provided the constraint is satisfied at x, i.e. cx(η) = 1. This process
satisfies the detailed balance property w.r.t. µ the product Bernoulli measure on {0, 1}Zd of
parameter 1− q, so it is reversible.
A transition ω → ωx is legal if cx(ω) = 1. Note that ω → ωx is legal iff ωx → ω is. A KCSM
is non-cooperative if a finite empty set is enough to empty the whole configuration through legal
transitions. More precisely
Definition C.2.1 A KCSM is non-cooperative if the following holds:
There exists a finite set A ⊂ Zd such that for every ω ∈ Ω, if ω|A ≡ 0, for every x ∈ Zd such
that ωx = 1, there is a finite sequence ω(0), ..., ω(n) such that ω(0) = ω,
(
ω(n)
)
x
= 0, and for all
i = 1, ..., n, ω(i) =
(
ω(i−1)
)xi where xi ∈ Zd such that cxi (ω(i−1)) = 1.
The ergodic regime for KCSM was identified in [CMRT08]. In general, there is a critical
parameter qc ∈ [0, 1] such that the process is ergodic for q > qc and non-ergodic for q < qc.
pc = qc is characterized as the critical density of an appropriate bootstrap percolation model;
basically, it is the density above which blocked clusters (i.e. clusters of occupied sites that cannot
be emptied through legal transitions) appear with positive probability. A non-cooperative model
is ergodic at every density p = 1− q ∈ (0, 1) (qc = 0).
We consider an environment given by a KCSM, and we inject a tracer at the origin. The
tracer jumps at rate one to one of its nearest neighbours, provided that both the site where
it sits and the site where it wants to jump are empty (for the environment). More formally,
let (ω(t), Xt) be the joint evolution of the KCSM and the tracer. It is a Markov process on
{0, 1}Zd × Zd given by the generator
L0f(ω, x) =
∑
y∈Zd
cy(ω)((1− q)(1− ωy) + qωy) [f(ωy, x)− f(ω, x)]
+
d∑
i=1
∑
α=±1
(1− ωx)(1− ωx+αei) [f(ω, x+ αei)− f(ω, x)] . (C.7)
We consider the process η(t) of the environment seen from the tracer, whose generator is
given by
Lf(η) =
∑
y∈Zd
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]
+
d∑
i=1
∑
α=±1
(1− η0)(1− ηαei) [f(ηαei+·)− f(η)] , (C.8)
where ηy+· denotes the configuration such that (ηy+·)x = ηy+x. This is again a reversible process
w.r.t. µ the product Bernoulli measure on {0, 1}Zd of parameter 1 − q (it satisfies detailed
balance).
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C.3 Convergence to a non-degenerate Brownian motion
We follow the strategy of [KV86], [DMFGW89], [Spo90] to establish
Proposition C.3.1 If the environment process is ergodic (q > qc), we have
lim
→0
X−2t =
√
2DBt, (C.9)
where Bt is the standard Brownian motion, the convergence holds in the sense of weak conver-
gence of path measures on D([0,∞),Rd) and the diffusion matrix D is given by
u.Du = q2‖u‖22 −
∫ ∞
0
µ
(
jue
Ltju
)
dt, (C.10)
where for any u = (u1, ..., ud) ∈ Zd
ju(η) = (1− η0)
d∑
i=1
∑
α=±1
(1− ηαei)αui. (C.11)
Proof
Considering the martingale
Mut = u.Xt −
∫ t
0
ju(η(s))ds (C.12)
and following the steps of [DMFGW89], [Spo90], using reversibility, we get
lim
t→∞
1
t
E
[
(u.Xt)
2
]
=
d∑
i=1
∑
α=±1
u2iµ ((1− η0)(1− ηαei))− 2
∫ ∞
0
µ
(
jue
tLju
)
dt (C.13)
In particular,
∫∞
0
µ
(
jue
tLju
)
dt <∞, so that, since the process of generator L is ergodic, Theo-
rem 1.8 of [KV86] applies to
∫ t
0
ju(ηs)ds, yielding
u.X−2t =  (M
u
−2t +N−2t) +Q
(t), (C.14)
where Mt + Nt is a martingale in L2(P) with stationary increments and Q(t) is an error term
that vanishes when  goes to 0. This implies the convergence of X−2t to
√
2DBt with D given
by (C.10).
X
For the previous result to be meaningful, we need to prove D > 0. We show that this is
true as soon as the KCSM has a positive spectral gap. In [CMRT08], it has been proved for a
large class of KCSM that the spectral gap is positive in the whole ergodic regime, so that this
requirement is not a big restriction. In particular, the spectral gap is positive at every density
p = 1− q ∈ (0, 1) for the East model and non-cooperative models. A first step in the direction
of proving D > 0 is to give a variational formula for D, which is the adaptation to our context
of Prop. 2 in [Spo90].
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Lemma C.3.2
u.Du =
1
2
inf
f
∑
y∈Zd
µ
(
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]2
)
+
d∑
i=1
∑
α=±1
µ
(
(1− η0)(1− ηαei) [αui + f(ηαei+·)− f(η)]2
)}
, (C.15)
where the infimum is taken over local functions f on Ω.
Proof
We notice, as in [Spo90], that∫ ∞
0
µ
(
jue
tLju
)
dt = − inf {−2µ(juf)− µ(fLf)} , (C.16)
where the infimum is taken over local functions on Ω. Then, using detailed balance, notice that
we can write
− 4µ(juf) = 2
d∑
i=1
∑
α=±1
αuiµ ((1− η0)(1− ηαei) [f(ηαei+·)− f(η)]) . (C.17)
Moreover,
−2µ(fLf) =
∑
y∈Zd
µ
(
cy(η)(p(1− ηy) + (1− p)ηy) [f(ηy)− f(η)]2
)
+
d∑
i=1
∑
α=±1
µ
(
(1− η0)(1− ηαei) [f(ηαei+·)− f(η)]2
)
(C.18)
Inserting (C.17) and (C.18) into (C.13) and rearranging the terms, we get (C.15). X
Now we can prove D > 0 when the spectral gap of the environment is positive. Recall its
definition
Definition C.3.3
gap(LE) = inf −µ(fLEf)
V arµ(f)
, (C.19)
where the infimum is taken over all functions in L2(µ) with V arµ(f) 6= 0.
Proposition C.3.4
q2‖u‖22 ≥ u.Du ≥
gap(LE)
4d+ gap(LE)q
2‖u‖22 (C.20)
Proof
The upper bound follows directly from (C.10), since the second term is non-negative.
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For the lower bound, consider the expression of D given in (C.15). The first sum in the
infimum is −2µ(fLEf), so that by definition of the spectral gap
u.2Du ≥ inf
{
2 gap(LE)V arµ(f) +
d∑
i=1
∑
α=±1
µ
(
(1− η0)(1− ηαei) [αui + f(ηαei+·)− f(η)]2
)}
.
(C.21)
To bound the double sum, we use the inequality (a+ b)2 ≥ γa2− γ
1−γ b
2 for γ < 1. This yields
µ
(
(1− η0)(1− ηαei) [αui + f(ηαei)− f(η)]2
)
≥ γq2u2i −
γ
1− γµ
(
(1− η0)(1− ηαei) [f(ηαei+·)− f(η)]2
)
≥ γq2u2i − 4
γ
1− γV arµ(f)
So that, injecting this in (C.21), we get
u.Du ≥ inf
{(
gap(LE)− 4d γ
1− γ
)
V arµ(f) + γq
2‖u‖22
}
. (C.22)
Choosing γ = gap(LE)
4d+gap(LE) < 1, we get the desired lower bound. X
Note that at high density (q → 0), the spectral gap of the East model is of order higher than
any polynom in q, so that the term q2 is negligible. In fact, for the East model, the lower bound
here is quite accurate (Theorem C.5.2). For non-cooperative models however, we are able to
do much better. In particular, for FA-1f in one dimension, this gives D ≥ Cq5, which is pretty
poor, given that D is in fact of order q2, as predicted in [JGC04]. Except in the FA-1f model,
the upper bound also needs refinement. Designing more precise bounds on D when q → 0 is the
object of the next sections.
C.4 Correct order of D for small q in non-cooperative mod-
els
For the sake of simplicity, we give the following result only in the case of a particular class of non-
cooperative models. However, we expect our method to work more generally for non-cooperative
models, and give the right order in q at high density.
Let us define a class of non-cooperative KCSM, which we will call “k-zeros" for a positive
integer k. Let ‖.‖1 denote the 1-norm on Zd, i.e. the norm induced by the graph distance. Let
Nk(x) =
{
y ∈ Zd | 0 < ‖y − x‖1 6 k
}
(C.23)
be the k-neighbourhood of x (see Figure C.1).
The model “k-zeros" in Zd is defined by the following constraints (recall (C.6))
cx(ω) =
{
1 if
∑
y∈Nk(x)(1− ωy) ≥ k
0 else
, (C.24)
i.e. the constraint is satisfied if there are at least k zeros within distance k. It is non-cooperative
since it is enough to empty 0, e1, 2e1, ..., (k − 1)e1 to empty the whole lattice through legal
transitions. For k = 1, the “1-zero" model is better known as the one-flip Fredrickson-Andersen
(or FA-1f) model.
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x
Figure C.1: N3(x), the 3-neighbourhood of x in Z2.
Theorem C.4.1 For the tracer diffusion in the model “k-zeros", there exist constants 0 <
c 6 C <∞ depending only on d such that for all u ∈ Zd
cqk+1‖u‖22 6 u.Du 6 Cqk+1‖u‖22. (C.25)
Remark C.4.2 We believe that the techniques developed below can be adapted to show the equiv-
alent of Theorem C.4.1 for any non-cooperative model, k being the minimal number of zeros
needed to empty the whole lattice (see Definition C.2.1), and 1 being replaced by m the mini-
mal number of extra zeros needed to move a minimal cluster around. We propose a heuristic
for the order qk+m. Consider for a moment a simple symmetric random walk on the interval
{−1/(2q), ..., 1/(2q)} of length 1/q. For large times T , the time spent in 0 by the random walk is
approximately Tq. Since 1/q is the typical distance between two zeros under the product Bernoulli
measure µ, the fraction of time during which there is a zero at 0 before time T is approximately
Tq. When that happens, a tracer sitting in 0 has a probability of order q to jump, which gives
a diffusion coefficient for the tracer in the FA-1f model of order Tq × q/T = q2. How does this
adapt to another non-cooperative environment, where k ≥ 1, m ≥ 1 (for instance the “k-zeros"
model, k > 1, in which case m = 1)? A single zero cannot move on its own in such a model, but
a group of k zeros can, and since the number of extra zeros it needs to move is m, the diffusion
coefficient of such a group is of order qm. So we have to consider the fraction of time spent in 0
by a group of k zeros performing a random walk on {−1/(2qk), ..., 1/(2qk)} before time T (1/qk
being the typical distance between two such groups under µ), that is Tqk. During the time the
group of k zeros is in contact with the tracer (i.e. at site 0), the tracer diffuses with it, which
means with rate qm. In the end, the diffusion coefficient of the tracer should therefore be of order
Tqk × qm/T .
C.4.1 Lower bound in Theorem C.4.1
The key to the proof of the lower bound we give below is that we are able to come down to
studying a local dynamics (see Lemma C.4.3 and the description of the dynamics in the proof
of Lemma C.4.4). The possibility of doing this simplification is strongly related to the fact that
we are working with non-cooperative models.
For the sake of simplicity, this proof is written for k = 3, but it generalizes without difficulty
to any k ≥ 1. It is widely inspired by the fourth section in [Spo90].
The first step is to give a lower bound on D in terms of the diffusion coefficient D of another
dynamics (Lemma C.4.3), for which we can prove positivity (Lemma C.4.4). In the auxiliary
dynamics, the only allowed transitions are jumps of the tracer between empty sites and swaps
of its left and right neighbourhood, which can be reconstructed using only transitions that are
allowed in the initial dynamics (see Figures C.2 and C.3). We need some notations to be more
specific.
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Let µ(3) be the product Bernoulli measure on Z conditioned to having at least three consec-
utive zeros, one of which at the origin, i.e. let A ⊂ Ω be defined as
A =
{
η ∈ Ω | η0 = 0 and (1− η1)(1− η2) + (1− η−1)(1− η1) + (1− η−2)(1− η−1) ≥ 1
}
(C.26)
and
µ(3) = µ (. |A) . (C.27)
Also, if η ∈ Ω, denote by η↔ the configuration obtained by exchanging the occupation numbers
in sites −1 and +1, and −2 and +2
η↔y =

η1 if y = −1
η−1 if y = 1
η2 if y = −2
η−2 if y = 2
ηy else.
(C.28)
We also generalize the notation ηx by defining ηx1,...,xn as the configuration η flipped at sites
x1, ..., xn (the xi being distinct).
We can now state
Lemma C.4.3 If D is defined by
D =
1
2
inf
f
{
µ(3)
(
(1− (1− η1)(1− η−1)) [f (η↔)− f(η)]2
)
(C.29)
+ µ(3)
(
(1− η1) [1 + f(η1+·)− f(η)]2
)
+ µ(3)
(
(1− η−1) [−1 + f(η−1+·)− f(η)]2
)}
,
where the infimum is taken over local functions on Ω, then we have
e1.De1 ≥ 1 + 2p
4
q4D. (C.30)
Proof of Lemma C.4.3
For briefness, we define
rx(η) = (1− q)(1− ηx) + qηx. (C.31)
Then we have, given the definition of µ(3) (C.27), for every local function f
µ(3)
(
(1− (1− η1)(1− η−1)) [f (η↔)− f(η)]2
)
= µ(3)
(
(1− η1)(1− η2)η−1 [f (η↔)− f(η)]2
)
+µ(3)
(
(1− η−1)(1− η−2)η1 [f (η↔)− f(η)]2
)
(C.32)
Our aim is to reconstruct the swap changing η into η↔, using only legal (for the “3-zeros" model
dynamics) flips. The first term of the r.h.s. in (C.32) can be rewritten as
µ(3)
(
(1− η1)(1− η2)η−1η−2 [f (η↔)− f(η)]2
)
+µ(3)
(
(1− η1)(1− η2)η−1(1− η−2) [f (η↔)− f(η)]2
)
. (C.33)
Let us focus on the first term. See in Figure C.2 a representation of the successive flips used to
reconstruct the swap. Writing that, when η−1 = η−2 = (1− η1) = (1− η2) = 1
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η −→ η↔
η −→ η−1 η−1 −→ η−1,2 η−1,2 −→ η−1,2,−2 η−1,2,−2 −→ η−1,2,−2,1
Figure C.2: The four legal flips used to reconstruct the swap η −→ η↔ when η−1 = η−2 =
(1− η1) = (1− η2) = 1. The cross recalls that the tracer is sitting at the origin.
η −→ η−1 η−1 −→ η−1,1
η −→ η↔
Figure C.3: The two legal flips used to reconstruct the swap η −→ η↔ when η−1 = η−2 =
(1− η1) = η2 = 1.
f (η↔)− f(η) = f (η−1,2,−2,1)− f (η−1,2,−2)+ f (η−1,2,−2)− f (η−1,2)
+ f
(
η−1,2
)− f (η−1)+ f (η−1)− f (η) (C.34)
and using the Cauchy-Schwarz inequality, we have
µ(3)
(
(1− η1)(1− η2)η−1η−2 [f (η↔)− f(η)]2
)
(C.35)
6 4µ(3)
(
(1− η1)(1− η2)η−1η−2
[
f
(
η−1,2,−2,1
)− f (η−1,2,−2)]2)
+ 4µ(3)
(
(1− η1)(1− η2)η−1η−2
[
f
(
η−1,2,−2
)− f (η−1,2)]2)
+ 4µ(3)
(
(1− η1)(1− η2)η−1η−2
[
f
(
η−1,2
)− f (η−1)]2)
+ 4µ(3)
(
(1− η1)(1− η2)η−1η−2
[
f
(
η−1
)− f (η)]2) (C.36)
Note that all the flips involved are legal for the dynamics “3-zeros": there are always at least
three zeros in the 3-neighbourhood of the site that is flipped. Then, we make a change of
variables in the first three terms above to get
µ(3)
(
(1− η1)(1− η2)η−1η−2 [f (η↔)− f(η)]2
)
6 41− q
q
µ(3)
(
(1− η1)η2(1− η−1)(1− η−2)
[
f
(
η1
)− f (η)]2)
+ 4µ(3)
(
(1− η1)η2(1− η−1)η−2
[
f
(
η−2
)− f (η)]2)
+ 4
1− q
q
µ(3)
(
(1− η1)(1− η2)(1− η−1)η−2
[
f
(
η2
)− f (η)]2)
+ 4µ(3)
(
(1− η1)(1− η2)η−1η−2
[
f
(
η−1
)− f (η)]2) (C.37)
In the same way (following the strategy represented in Figure C.3), we get
µ(3)
(
(1− η1)(1− η2)η−1(1− η−2) [f (η↔)− f(η)]2
)
6 2(1− q)
q
µ(3)
(
(1− η−1)(1− η2)(1− η−2)(1− η1)
[
f(η1)− f(η)]2)
+ 2µ(3)
(
(1− η1)(1− η2)(1− η−2)η−1
[
f(η−1)− f(η)]2) (C.38)
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Combining (C.33), (C.37) and (C.38), and doing the same for the second term in (C.32), we
get:
µ(3)
(
(1− (1− η1)(1− η−1)) [f (η↔)− f(η)]2
)
6 4
q
µ(3)
(
(1− η−1)(1− η−2)r1(η)
[
f
(
η1
)− f (η)]2)
+
4
q
µ(3)
(
(1− η1)(1− η−1)r−2(η)
[
f
(
η−2
)− f (η)]2)
+
4
q
µ(3)
(
(1− η1)(1− η−1)r2(η)
[
f
(
η2
)− f (η)]2)
+
4
q
µ(3)
(
(1− η1)(1− η2)r−1(η)
[
f
(
η−1
)− f (η)]2) (C.39)
Now notice that we have:
µ(3)
(
(1− η−1)(1− η−2)r1(η) [f (η1)− f (η)]2
)
=
1
µ(A)
µ
(
(1− η0)(1− η−1)(1− η−2)r1(η)
[
f
(
η1
)− f (η)]2)
and similarly for the other terms in (C.39), so that we have proved the following inequality –
recalling that µ(A) = q3(1 + 2p):∑
y∈Zd µ
(
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]2
)
≥ q4 (1 + 2(1− q))
4
µ(3)
(
(1− (1− η1)(1− η−1)) [f (η↔)− f(η)]2
)
. (C.40)
We are almost done: it remains to notice that
µ(3)
(
(1− η1) [1 + f(η1+·)− f(η)]2
)
6 1
µ(A)
µ
(
(1− η0)(1− η1) [1 + f(η1+·)− f(η)]2
)
and similarly with 1 replaced by −1, so that a fortiori:
µ(3)
(
(1− η1) [1 + f(η1+·)− f(η)]2
)
+ µ(3)
(
(1− η−1) [−1 + f(η−1+·)− f(η)]2
)
6 4
q4(1 + 2(1− q))
d∑
i=1
∑
α=±1
µ
(
(1− η0)(1− ηαei) [αδ1i + f(ηαei+·)− f(η)]2
)
. (C.41)
Combining (C.40) and (C.41), and recalling (C.15), we get the lemma. X
Of course there is nothing special about the direction e1, and the lemma is valid in all
directions. Notice that it does not depend on the dimension. Now we need to see how to obtain
a universal lower bound for D.
Lemma C.4.4
D ≥ 4/9 (C.42)
Proof of Lemma C.4.4
Following the same lines as in the proof of Proposition C.3.1 and Lemma C.3.2, we see that
D is the diffusion coefficient of the dynamics reversible w.r.t. µ(3) described below
• with rate 1, if η1 = 0, the tracer jumps to the right, i.e. we go from η to η1+·
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• with rate 1, if η−1 = 0, the tracer jumps to the left, i.e. we go from η to η−1+·
• with rate 1, if either η1 = 1 or η−1 = 1, {−2,−1} and {2, 1} are swapped, i.e. we go from
η to η↔.
As in [Spo90], starting from a configuration η chosen after µ(3), we can index by Z all the
configurations that can be reached by this dynamics in the following way. η(0) = η is the initial
configuration, that is almost surely in A. Then we define inductively η(n), n ∈ Z. If η(n)1 = 0,
η(n+1) = η
(n)
1+·. If η
(n)
1 = 1, η(n+1) =
(
η(n)
)↔. Similarly, if η(n)−1 = 0, η(n−1) = η(n)−1+·. If η(n)−1 = 1,
η(n−1) =
(
η(n)
)↔. Note that this definition is consistent (η(n+1−1) = η(n)).
Using this labelling with integers of all attainable configurations, the dynamics described
above can be equivalently defined in the following way: if the system is in the configuration η(n),
it goes to η(n+1) with rate one, and to η(n−1) also with rate one. So we can rewrite the process
starting from η as η(t) = ηNt where (Nt)t≥0 is a simple random walk on Z.
Now to conclude, we just need to notice that if Xt is the position of the tracer at time t in
this dynamics, we have
Xt ≥
⌊
2
3
Nt
⌋
,
since two out of three times N moves to the right, X also jumps by one.
2D = lim
t→+∞
1
t
E
[
X2t
] ≥ 4
9
lim
t→+∞
1
t
E
[
N2t
]
= 8/9.
X
To deduce Theorem C.4.1 from Lemma C.4.3 and Lemma C.4.4, let u ∈ Rd be such that
‖u‖2 = 1 and notice that we can use comparisons with the auxiliary dynamics above in all
directions to get
2u.Du ≥
d∑
i=1
inf
fi
{
1
d
∑
x∈Zd
µ
(
cx(η)rx(η) [fi(η
x)− fi(η)]2
)
(C.43)
+
∑
α=±1
µ
(
(1− η0)(1− ηαei) [αui + fi(ηαei+·)− fi(η)]2
)}
(C.44)
≥
d∑
i=1
u2i inf
fi
{
1
d
∑
x∈Z·ei
µ
(
cix(η)rx(η) [fi(η
x)− fi(η)]2
)
(C.45)
+
1
d
∑
α=±1
µ
(
(1− η0)(1− ηαei) [α + fi(ηαei+·)− fi(η)]2
)}
(C.46)
≥ 2
d
D1, (C.47)
where cix(η) is one iff the constraint is satisfied using only zeros in the direction i, D1 is the
diffusion coefficient in one dimension and we used
∑d
i=1 u
2
i = 1. Theorem C.4.1 follows from this
inequality and the two previous Lemmas.
Remark C.4.5 This strategy can be applied to other non-cooperative models. However, the
auxiliary dynamics (the one involving swaps around the origin and jumps of the tracer) will be
model dependant and may not be strictly one-dimensional. It may be encoded by a random walks
on graphs slightly more complex than Z, but still with a uniformly positive diffusion coefficient.
We believe that this technique allows to retrieve the correct exponent at low temperature for
non-cooperative models.
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Figure C.4: An example of C(η). Zeros are represented by empty circles, ones by filled disks
and the origin is marked by a cross. The cluster of zeros containing the origin is circled by a
line and tiled in gray. In this case, f(η) = 4.
C.4.2 Upper bound in Theorem C.4.1
In view of (C.15), to find an upper bound on D, we need to find an appropriate test function.
As a warming, suppose that d = 1. Then, looking for a function that cancels the second line
in (C.15), we find that a natural function to consider is
f(η) = min {x ∈ N | ηx = 1} . (C.48)
Then it is not too difficult to check that if we plug this function in the first line of (C.15), we
get an expression of order qk+1: the factor qk comes from the constraint, and the extra q comes
from the extra empty site we need in order to evolve.
In higher dimension, we are going to find a good test function to evaluate e1.De1. Define
C(η) the connected cluster of zeros containing the origin in the configuration η (C(η) = ∅ if
η0 = 1). See Figure C.4 for an example.
Now we can define our test function.
f(η) = min
{
x ∈ N | C(η) ⊂ (−∞, x− 1]× Zd−1} . (C.49)
For instance, if η0 = 1, f(η) = 0. In Figure C.4, f(η) = 4. Note that this function coincides
with that in (C.48) when d = 1. This function cancels the second line in (C.15) when u = e1.
Indeed, when (1 − η0)(1 − ηαei 6= 0, 0 and αei belong to the same cluster of zeros. So what we
need to do is show that∑
y∈Zd
µ
(
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]2
)
6 Cqk+1 (C.50)
for some finite C. Let us split the l.h.s. in two terms and treat them separately: we need to
show that
S0 =
∑
y∈Zd µ
(
cy(η)(1− ηy) [f(ηy)− f(η)]2
)
6 Cqk+1 (C.51)
S1 =
∑
y∈Zd µ
(
cy(η)ηy [f(η
y)− f(η)]2) 6 Cqk (C.52)
Thanks to detailed balance, (1− q)S0 = qS1, so we only need to show (C.51).
Let us now study S0. The mechanism involved here is the removal of part of the cluster
of zeros around the origin. In particular, when (1 − ηy) [f(ηy)− f(η)]2 6= 0, we certainly have
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[f(ηy)− f(η)]2 6 |C(η)|2, where |C(η)| is the cardinal of C(η). So that
S0 6 µ
|C(η)|2 ∑
y∈C(η)
cy(η)(1− ηy)
 (C.53)
6
∑
n≥0
µ
|C(η)|2 10↔∂Bn, 0=∂Bn+1 ∑
y∈C(η)
cy(η)(1− ηy)
 , (C.54)
where ∂Bn denotes the set of points at distance n from 0, and {0↔ ∂Bn} is the event that
there is a site at distance n from 0 in C(η). Since on the event {0 ↔ ∂Bn, 0 = ∂Bn+1},
C(η) ⊂ B1(0, n), we have
S0 6
∑
n≥0
(2n+ 1)2d
∑
y∈B1(0,n)
µ
(
cy(η)(1− ηy)10↔∂Bn, 0=∂Bn+1
)
. (C.55)
On the one hand, for any y, we have for some constant C depending only on d
µ (cy(η)(1− ηy)) 6 Cqk+1, (C.56)
since the constraint requires at least k zeros to be satisfied, and cy is independent from ηy. On
the other hand, if 0↔ ∂Bn, there is a self-avoiding walk of length n starting at 0 which is empty.
So a rough bound on the number of self-avoiding walks of length n yields
µ (0↔ ∂Bn, 0 = ∂Bn+1) 6 (2d)nqn. (C.57)
Putting together (C.56) and (C.57), we get
S0 6
∑
n≥0
(2n+ 1)3d
[
Cqk+1 ∧ (2dq)n] 6 C ′qk+1 (C.58)
for q small enough. So we have proved (C.51).
A general argument allows to retrieve the upper bound in Theorem C.4.1 for any u ∈ Rd
from the result for e1, ..., ed. Write u =
∑d
i=1 uiei and compute
u.Du =
d∑
i=1
u2i ei.Dei +
∑
i 6=j
uiujei.Dej (C.59)
Notice that D is symmetric and positive (by Proposition C.3.4), so that the application (u, v) 7→
u.Dv is a scalar product. We can therefore apply Cauchy-Schwarz inequality to the terms ei.Dej
and get
u.Du 6 Cqk+1
(
d∑
i=1
|ui|
)2
6 C ′qk+1, (C.60)
where C ′ depends only on d by equivalence of the norms in finite dimension.
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C.5 In the East model, D ≈ gap
In this section, the environment process is given by the East model, a one-dimensional KCSM
for which the constraint is that the East neighbour of the to-be-updated site be vacant. The
corresponding generator is
LEf(ω) =
∑
y∈Z
(1− ωy+1)((1− q)(1− ωy) + qωy) [f(ωy)− f(ω)] . (C.61)
Before getting into the results concerning the tracer, let us recall briefly the definition and
basic property of the so-called distinguished zero, a very useful tool for the study of the East
model, which was introduced in [AD02].
Definition C.5.1 Consider ω ∈ Ω a configuration with ωx = 0 for some x ∈ Z. Define ξ(0) = x.
Call T1 = inf{t ≥ 0 | the clock in x rings and ωx+1(t) = 0}, the time of the first legal ring at x.
Let ξ(s) = x for s < T1, ξ(T1) = x+ 1 and start again to define recursively (ξ(s))s≥0.
Notice that for any s ≥ 0, ωξ(s)(s) = 0, and that ξ : R+ → Z is almost surely càdlàg and
increasing by jumps of 1.
This distinguished zero has an important property: as it moves forward, it leaves equilibrium
on its left (see [AD02, Lemma 4] or [CMST10, Lemma 3.5]). In particular, if ω is such that
ωx = 0 and A an event depending only on the configuration restricted to [x−, x+], with x+ < x,
letting V = {x−, ..., x− 1}, then we have the following estimate
Pω (ω(t) ∈ A) 6 µV (ω|V )−1PµV ·ω (ω(t) ∈ A) = µ(ω|V )−1µ(A), (C.62)
where µV is the Bernoulli(1− q) product measure on {0, 1}V , µV ·ω denotes the law of a random
configuration equal to ω on Z\V and chosen with law µV on V . In the above estimate, the factor
µV (ω|V ) comes from a change of measure to start from µ in V , and the last equality comes from
the property of the distinguished zero mentioned above.
For briefness, in this section, we will denote the spectral gap of the East process by gap
(see C.19).
Theorem C.5.2 When the environment is given by the East model, there exist constants C, c >
0 and α such that
cq2 gap 6 D 6 Cq−α gap . (C.63)
Remark C.5.3 In [AD02] and [CMRT08], it was established that
lim
q→0
log (1/ gap)
(log(1/q))2
= (2 log 2)−1. (C.64)
In particular, this means that the powers of q appearing in (C.63) are merely corrections to the
correct asymptotic for D, which is governed by the spectral gap of the East model. (C.63) is
therefore incompatible with the prediction in [JGC04] that D ≈ gapξ for some ξ < 1.
Proof of Theorem C.5.2
The first inequality was already contained in Proposition C.3.4.
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For the proof of the second inequality, fix t > 0 and τ  t to be chosen later, such that t/τ
is an integer and τ . gap−1 (more precisely, τ = qβ gap−1).
Then we can write
E
[
X2t
]
= E
 t/τ∑
k=1
Xkτ −X(k−1)τ
2
=
t/τ∑
k=1
E
[(
Xkτ −X(k−1)τ
)2]
+
∑
k 6=k′
E
[(
Xkτ −X(k−1)τ
) (
Xk′τ −X(k′−1)τ
)]
=
t
τ
E
[
X2τ
]
+
∑
k 6=k′
E
[(
Xkτ −X(k−1)τ
) (
Xk′τ −X(k′−1)τ
)]
(C.65)
We need to show that (C.65) is smaller that tq−α gap for some α when τ is well chosen. We are
going to bound the first term using the fact that energy barriers make it very costly to cross a
distance greater than 1/q in time τ . gap−1. To bound the second term, we use the symmetry
of the model and the fact that the process seen from the tracer has a positive spectral gap.
Proposition C.5.4 There exists β, C <∞ such that, if τ = qβ gap−1,
E
[
X2τ
]
6 Cq−C . (C.66)
First we need two lemmas, that rely on precise estimates on the spectral gap of the East
model on lengths of order at most 1/q, and related energy barriers, that have been established
in [CFM12]. We start by showing a precise comparison between the relaxation time in infinite
volume and the relaxation time in volume 1/q. Recall that it was shown in [CMRT08] that for
any δ > 0
gap−1 6 Cδ
(
1
q
)log2(1/q)/(2−δ)
. (C.67)
Lemma C.5.5 Let n = dlog2(1/q)e and Trel(L) be the relaxation time of the East model on
length L with empty boundary condition. Then there exist finite constants C,C ′ such that
gap−1 6 Cq−CTrel(1/q) 6 C ′q−C
′ n!
qn2(
n
2)
. (C.68)
Proof
The second inequality follows immediately from Theorem 2 in [CFM12]. To prove the first
one, we refine the bisection technique used in [CMRT08] to prove (C.67). Let δ(q) = 10/ log(1/q),
lk = 2
k, δk =
⌊
l
1−δ/2
k
⌋
, sk =
⌊
l
δ/6
k
⌋
. These are the same definitions as in [CMRT08], except that
instead of a fixed δ > 0, we take δ to 0 with q. With these definitions, we have for every
k ≥ kδ := 6/δ the following estimate1 (see [CMRT08, (6.3)])
gap−1 6 Trel(lk + l1−δ/6k )
∞∏
j=k
(
1
1− pδj/2
) ∞∏
j=k
(
1 + s−1j
)
. (C.69)
1This condition is not necessary, but sufficient; it comes from the fact that Lemma 4.2 in [CMRT08] has to
be satisfied in order to apply the bisection technique.
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As in [CMRT08], let
j∗ = min
{
j | pδj/2 6 e−1} ≈ log2(1/q)/(1− δ/2). (C.70)
As long as j∗ ≥ kδ, which is true thanks to our choice of δ, we can replace k by j∗ in (C.69).
Now we have (see the computations in [CMRT08], top of page 484 for the first estimate)
∞∏
j=j∗
(
1
1− pδj/2
)
6 C (C.71)
∞∏
j=j∗
(
1 + s−1j
)
6 q−C , (C.72)
for C some constant not depending on q. Noticing that lj∗ + l
1−δ/6
j∗ 6 d/q for some constant d,
we get
gap−1 6 Cq−CTrel(d/q). (C.73)
Now it is enough to recall Theorem 4 in [CFM12], that states that there is no time scale separation
on scale 1/q
Trel(d/q) ∼ Trel(1/q) (C.74)
X
Now we can use Lemma C.5.5 to prove the following estimate, which basically means that
in times smaller than gap−1, it will be extremely difficult for the system to erase a row of 1/q
ones.
Lemma C.5.6 Recall that τ = qβ gap−1. Let l = 1/q and P10 (·) denote (abusively) the law of
the East process starting from a configuration equal to one on {1, ..., l}, with a zero in l+ 1. Let
T0 be the first time there is a zero at 1. Independently of the choice of the initial configuration
outside {1, ..., l, l + 1}, we have, if β is large enough (independently of q)
P10 (T0 6 τ) 6 Cq. (C.75)
Proof of Lemma C.5.6
In [CFM12]2, the authors define a certain set ∂A∗ of configurations in {0, 1}l that has two
interesting properties (it is defined in paragraph 5.2.1 of [CFM12], the properties below are
stated in Remark 5.8 and Corollary 5.10)
• Starting from a configuration equal to one on {1, ..., l}, with a zero in 0, in order to put a
one in 0 before time τ , the dynamics restricted to {1, ..., l} has to go through the set ∂A∗
at some time s 6 τ .
• For some α′ <∞, if n = dlog2 le
µ(∂A∗) 6
qn2(
n
2)
n!
q−α
′
. (C.76)
2Note that the orientation convention is reversed in that paper: contrary to here, the constraint that has to
be satisfied to update x is that x− 1 should be empty.
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Put another way, ∂A∗ is a bottleneck separating the events {η0 = ηl+1 = 0, η1 = ... = ηl = 1}
and {η0 = 1} in the East dynamics.
Call τ0 the first time there is a one in 0. Denote (abusively) by 010 any configuration equal
to zero in 0 and l + 1, and to one on {1, ..., l}, by T an exponential variable of parameter 2
independent of T0, and by τ0 the first time at which there is a one in position 0. Notice that,
once there is a zero in 1, if the clock attached to site 0 rings before that attached to 1, and if the
associated Bernoulli variable is a one, then the configuration at site 0 takes value one. So that
1− q
2
P10 (T0 + T 6 τ + 1/2) 6 P010 (τ0 6 τ + 1/2) , (C.77)
where 10 and 010 are equal except maybe in 0. The constant 1/2 appears to allow the following
estimate
P10 (T0 + T 6 τ + 1/2) ≥ P10 (T0 6 τ)P (T 6 1/2) = (1− e−1)P10 (T0 6 τ) . (C.78)
(C.77) and (C.78) yield
P10 (T0 6 τ) 6
2
(1− q)(1− e−1)P010 (τ0 6 τ + 1/2) . (C.79)
Now we use the first property of ∂A∗ to get
P010 (τ0 6 τ + 1/2) 6 P10
(
∃ s 6 τ + 1/2 s.t. (ω(s))[1,l] ∈ ∂A∗
)
(C.80)
To evaluate the r.h.s., we condition on Nτ+1/2 the number of rings occurring in [1, l] before time
τ + 1/2 in the graphical construction with a union bound to get
P10
(
∃ s 6 τ + 1/2 s.t. (ω(s))[1,l] ∈ ∂A∗
)
6 E
[
Nτ+1/2
]
sup
s 6 τ+1/2
P10
(
(ω(s))[1,l] ∈ ∂A∗
)
(C.81)
6 (τ + 1/2) l
∑
σ∈∂A∗
sup
s 6 τ+1/2
P10
(
(ω(s))[1,l] = σ
)
(C.82)
6 (τ + 1/2) l
∑
σ∈∂A∗
p−lµ(σ) (C.83)
6 (τ + 1/2) l(1− q)−lµ(∂A∗)
6 (τ + 1/2) (1− q)−l q
n2(
n
2)
n!
q−(α
′+1), (C.84)
where we used (C.62) with the distinguished zero starting at l+1 to get the third inequality, and
the second property of ∂A∗ (C.76) to get the last one. Now collect (C.79), (C.80) and (C.84) to
get
P10 (T0 6 τ) 6
2
(1− q)(1− e−1) (τ + 1/2) (1− q)
−l q
n2(
n
2)
n!
q−(α
′+1). (C.85)
For q small enough and τ = qβ gap−1, τ + 1/2 6 qβ−1 gap−1, so that Lemma C.5.5 yields
P10 (T0 6 τ) 6 Cq−α
′′
qβ−1, (C.86)
for some C, α′′ independent of q.
X
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Proof of Proposition C.5.4
First of all, let us reformulate what we want to show.
E
[
X2τ
]
=
∞∑
x=1
(2x− 1)P (|Xτ | ≥ x)
= 2
∞∑
x=1
(2x− 1)P (Xτ ≥ x)
6 4
∞∑
m=1
q−mP
(
Xτ ≥ q−m
)
(C.87)
In light of Lemma C.5.6, we can now notice that in order to have Xτ ≥ q−m for m ≥ 2, the
system will have to overcome a large number of energy barriers (i.e. rows of ones of length larger
than 1/q), so that the probability of this event will become very small.
Fix m > 2, and let us study P (Xτ ≥ q−m). Throughout the proof, to simplify the notations,
if C(q) is a quantity going to infinity when q → 0, we will not make the distinction between
C(q) and bC(q)c. We divide {0, ..., q−m} into q−m+2(3m)−1 groups of 3m blocks of length q−2.
Given a configuration, we say that a block of q−2 sites is well-behaved if we can find a row of
consecutive ones of length at least 1/q that ends with a zero inside it. We can estimate the
probability of a block having this property by
µ(a given block is not well-behaved) 6
(
1− q(1− q)1/q)1/q 6 c < 1 (C.88)
for some constant c.
Let A be the event that in all of these q−m+2(3m)−1 groups of blocks, there is one of the 3m
blocks that is not well-behaved. With this definition, on Ac, there is a group of 3m well-behaved
blocks. Let us estimate the probability of A under µ using (C.88)
µ(A) 6
(
1− µ(a given block is well-behaved)3m)q−m+2(3m)−1
6 (1− (1− c)3m)q−m+2(3m)−1 (C.89)
6 e−Cq2q−γm , (C.90)
with γ > 0, C <∞.
So we can write
P
(
Xτ ≥ q−m
)
6 µ(A) + µ
(
1Ac(η)Pη
(
Xτ ≥ q−m
))
. (C.91)
Denote by B1 the first block of length q−2, B2 = B1 + q−2,..., B3m = B1 + (3m− 1) q−2. We
have the following estimate
µ
(
1Ac(η)Pη
(
Xτ ≥ q−m
))
6 q−m+2(3m)−1µ
(
3m∏
i=1
1Bi well-behaved(η)Pη
(
Xτ ≥ q−m
))
. (C.92)
Let η be a configuration in which all the Bi are well-behaved. Let xi be the starting point of the
first row of 1/q ones ended by a zero in Bi, and Ti the first time this site is empty. We denote
by (ξi(s))s 6 τ the trajectory of the distinguished zero started from the position of the zero at
the end of the row of ones starting at xi, up to time τ .
Pη
(
Xτ ≥ q−m
)
6 Pη (∀i = 1, ..., 3m Ti 6 τ)
6 Pη (T3m 6 τ)Pη (∀i = 1, ..., 3m− 1 Ti 6 τ | T3m 6 τ)
6 Pη (T3m 6 τ)Eη
[
Pη
(∀i = 1, ...3m− 1 Ti 6 τ | (ξ3m−1(s))s 6 τ) | T3m 6 τ](C.93)
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since the dynamics on the left of x3m−1 + 1/q knowing (ξ3m−1(s))s 6 τ does not depend on what
happens on the right of (ξ3m−1(s))s 6 τ .
Let us show iteratively that, uniformly in the trajectory (ξk(s))s 6 τ ,
Pη
(∀i = 1, ...k Ti 6 τ | (ξk(s))s 6 τ) 6 (Cq)k . (C.94)
For k = 1, mutatis mutandis, the proof of Lemma C.5.6 applies. Let k > 1.
Pη
(∀i = 1, ...k Ti 6 τ | (ξk(s))s 6 τ)
is equal to
Pη
(
Tk 6 τ | (ξk(s))s 6 τ
)
Pη
(∀i = 1, ...k − 1 Ti 6 τ | (ξk(s))s 6 τ , Tk 6 τ) , (C.95)
which can be rewritten
Pη
(
Tk 6 τ | (ξk(s))s 6 τ
)
Eη
[
Pη
(∀i = 1, ...k − 1 Ti 6 τ | (ξk−1(s))s 6 τ) | (ξk(s))s 6 τ , Tk 6 τ] ,
(C.96)
and the induction hypothesis applies.
Putting together (C.93), (C.94) and (C.92), we get for some constant C
µ
(
1Ac(η)Pη
(
Xτ ≥ q−m
))
6 (Cq)2m. (C.97)
Recalling (C.91), (C.90) and (C.87), we get Proposition C.5.4. X
What now remains is to show there is enough decorrelation to bound the second sum in
(C.65). This is not difficult, once we make the following remark.
Lemma C.5.7 Denote by gapT the spectral gap of the process seen from the tracer (recall (C.8))
gapT = inf
−µ(fLf)
V arµ(f)
, (C.98)
where the infimum is taken over non-constant functions f ∈ L2(µ). Then we have
gapT ≥ gap . (C.99)
Proof
This follows directly from (C.18) and the definition of gap and gapT (recall (C.19)). X
Now we are armed to study the terms E
[(
Xkτ −X(k−1)τ
) (
Xk′τ −X(k′−1)τ
)]
. First of all,
by stationarity, this quantity depends only on τ and |k − k′|. So we only need to study
E
[
(Xτ )
(
Xkτ −X(k−1)τ
)]
for k ≥ 2. In fact, using Cauchy-Schwarz inequality and Proposi-
tion C.5.4, we only need to study this term for k ≥ 3, which allows some decorrelation to take
place between times τ and (k − 1)τ . Let us denote by (P Ts )s≥0 the semigroup associated to L.
E(ω,x) [·] will denote the law of the process with generator L0 starting from the configuration ω
with the tracer in position x (E [·] is still the law of the process starting from µ and the tracer
at the origin). Using successively the Markov property at time τ , we can write
E
[
(Xτ )
(
Xkτ −X(k−1)τ
)]
= E
[
XτE(ω(τ),Xτ )
[
X ′(k−1)τ −X ′(k−2)τ
]]
, (C.100)
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where (X ′s)s≥0 denotes the trajectory of the tracer under the law E(ω(τ),Xτ ) [·]. Now we use
successively Cauchy-Schwarz inequality and stationarity of the process seen from the tracer to
get
E
[
(Xτ )
(
Xkτ −X(k−1)τ
)]2 6 E [X2τ ]E [E(ω(τ),Xτ ) [X(k−1)τ −X(k−2)τ]2] (C.101)
6 E
[
X2τ
]
E
[
E((ω(τ))Xτ+·,0)
[
X(k−1)τ −X(k−2)τ
]2] (C.102)
6 E
[
X2τ
]
µ
(
E(ω,0)
[
X(k−1)τ −X(k−2)τ
]2)
, (C.103)
Let us focus on E(ω,0)
[
X(k−1)τ −X(k−2)τ
]
. Using the Markov property at time (k − 2)τ , we get
E(ω,0)
[
X(k−1)τ −X(k−2)τ
]
= E(ω,0)
[
E(ω((k−2)τ),X(k−2)τ) [X
′
τ −X ′0]
]
= E(ω,0)
[
E(
(ω((k−2)τ))X(k−2)τ+·,0
) [X ′τ ]
]
= P T(k−2)τg(ω), (C.104)
where g(ω) = E(ω,0) [Xτ ], and theX ′s in the first and second line denote respectively the trajectory
of the tracer under the laws E(ω((k−2)τ),X(k−2)τ) [·] and E((ω((k−2)τ))X(k−2)τ+·,0
) [·]. Therefore, using
the spectral gap inequality, and the fact that g is a mean-zero function in L2(µ) thanks to
stationarity and Proposition C.5.4, we get
E
[
(Xτ )
(
Xkτ −X(k−1)τ
)]2 6 E [X2τ ]µ((P T(k−2)τg)2)
6 E
[
X2τ
]2
e−2(k−2)τ gapT
6 E
[
X2τ
]2
e−2(k−2)q
β
(C.105)
Since
∑
k≥1 e
−kqβ . q−β, the second term in (C.65) is∑
k 6=k′
E
[(
Xkτ −X(k−1)τ
) (
Xk′τ −X(k′−1)τ
)]
6 C bt/τcE [X2τ ] q−β. (C.106)
Putting this into (C.65) together with Proposition C.5.4, we get Theorem C.5.2. X
C.6 An alternative proof in the FA-1f model
When the environment is given by the one-spin Fredrickson-Andersen model (FA-1f), in which
cx(η) = 1 −
∏d
i=1 ηeiη−ei (the constraint requires at least one nearest neighbour to be empty),
the diffusion coefficient at low density is of order q2. This means that in this particular case, the
correct order is already given by the first term in (C.10), which allows to design another strategy
to find the lower bound in Theorem C.4.1 when k = 1. Since the diffusion coefficient is of order
lower than q2 in the k-zeros model with k > 1, this technique does not apply. For simplicity, we
write the proof in dimension d = 1.
We follow the strategy devised to prove Lemma 6.25 in [KLO12], i.e. we prove that
sup {2µ(jf)−D(f)} 6 cq2, (C.107)
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where c < 1 does not depend on q and D(f) = −µ (fLf). Seeing (C.10) and (C.16), this is
sufficient to prove Theorem C.4.1 when k = 1, d = 1. To obtain that result, we define
Djump(f) = 1
2
µ
(
(1− η0)(1− ηαei) [f(ηαei+·)− f(η)]2
)
(C.108)
DFA(f) = 1
2
∑
y∈Z
µ
(
cy(η)((1− q)(1− ηy) + qηy) [f(ηy)− f(η)]2
)
, (C.109)
so that D(f) = Djump(f) +DFA(f), and we show separately that for all f
2µ(jf)−Djump(f) 6 q2 (C.110)
2µ(jf)−DFA(f) 6 Cq2, (C.111)
where C ≥ 1 is a constant that does not depend on q. To get the result from (C.110) and
(C.111), we write that for any λ > 0, for any local function f
λ−1
(
2µ(jf)−Djump(f)−DFA(f)
)
= 2µ
(
jλ−1f
)− λDjump (λ−1f)− λDFA (λ−1f)
So that
λ−1 sup
{
2µ(jf)−Djump(f)−DFA(f)
}
6 sup
{
2µ (jg)− λDjump (g)− λDFA (g)
}
Take for instance λ = C/(C + 1). We have λ ≥ 1− λ, so that
λ−1 sup
{
2µ(jf)−Djump(f)−DFA(f)
}
6 sup
{
2µ (jg)− λDjump (g)− (1− λ)DFA (g)
}
6 [λ+ (1− λ)C] q2 = q2,
using (C.110) and (C.111), so that (C.107) is proven.
1. Proof of (C.110).
For any local function f , we can rewrite µ(jf) in terms of the “jumps" η → η1+· and η → η−1+
2µ(jf) = −µ ((1− η0)(1− η1) [f(η1+·)− f(η)]) + µ ((1− η0)(1− η−1) [f(η−1+·)− f(η)])
Now using the inequality ab 6 (a2 + b2)/2, the Dirichlet form Djump(f) appears in the r.h.s.
2µ(jf) 6 q2 + 1
2
µ
(
(1− η0)(1− η1) [f(η1+·)− f(η)]2
)
+
1
2
µ
(
(1− η0)(1− η−1) [f(η−1+·)− f(η)]2
)
6 q2 +Djump(f)
2. Proof of (C.111).
We need only to prove it for small q. First we make a few computations to express µ(jf)
in terms of allowed flips (η → η1 or η → η−1). Then we use the same optimization technique
performed in the proof of Lemma 6.13 in [KLO12] to get the desired bound. We have the
following equalities
µ ((1− η0)(1− η1)f(η)) = q
1− 2qµ
(
(1− η0)
[
f(η1)− f(η)])+ q
1− qµ ((1− η0)η1f(η)) ,
µ ((1− η0)(1− η−1)f(η)) = q
1− 2qµ
(
(1− η0)
[
f(η−1)− f(η)])+ q
1− qµ ((1− η0)η−1f(η)) ,
µ ((1− η0)η1f(η)) = (1− q)µ
(
(1− η0)(1− η1)
[
f(η1)− f(η)])
+ (1− q)µ ((1− η0)f(η)) ,
µ ((1− η0)η−1f(η)) = (1− q)µ
(
(1− η0)(1− η−1)
[
f(η−1)− f(η)])
+ (1− q)µ ((1− η0)f(η))
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So that, computing differences, we get
µ(jf) =
q
p− q
[
µ
(
(1− η0)
[
f(η1)− f(η)])− µ ((1− η0) [f(η−1)− f(η)])]
+ q
[
µ
(
(1− η0)(1− η1)
[
f(η1)− f(η)])− µ ((1− η0)(1− η−1) [f(η−1)− f(η)])]
Assume q < 1/2. Using the inequality ab 6 (a2 + b2)/2, we get for any α, β > 0
µ(jf)
q
6
1
1− 2q
{
αq +
1
2α
[
µ
(
(1− η0)
[
f(η1)− f(η)]2)+ µ((1− η0) [f(η−1)− f(η)]2)]}+ β
+
1
2β
[
µ
(
(1− η0)(1− η1)
[
f(η1)− f(η)]2)+ µ((1− η0)(1− η−1) [f(η−1)− f(η)]2)]
We insert the missing rates to recover terms appearing inDFA(f). For instance, since we assumed
q < 1/2
µ
(
(1− η0)
[
f(η1)− f(η)]2)
6 1
q
µ
(
(1− η0)((1− q)(1− η1) + qη1)
[
f(η1)− f(η)]2)
and µ
(
(1− η0)(1− η1)
[
f(η1)− f(η)]2)
6 1
p
µ
(
(1− η0)((1− q)(1− η1) + qη1)
[
f(η1)− f(η)]2)
So that we get
µ(jf) 6 q
1− 2q
{
αq +
1
αq
DFA(f)
}
+ q
{
β +
1
β(1− q)DFA(f)
}
(C.112)
Optimizing in α, β, this yields
µ(jf) 6 2q
1− 2q
√
DFA(f) + 2
√
DFA(f)/(1− q) (C.113)
This is enough to prove (C.111) for small q (see [KLO12, Section 6.3]).
C.7 Lower bound for the windmill model
Let us define a non-cooperative model in two dimensions, to which we can apply the techniques
of Section C.4.1, but with an auxiliary dynamics that is not strictly one-dimensional.
Definition C.7.1 Define the sets (see Figure C.5):
NE = {e1 + e2, 2e1 + e2} (C.114)
WN = {−e1 + e2,−e1 + 2e2} (C.115)
SW = {−e1 − e2,−2e1 − e2} (C.116)
ES = {e1 − e2, e1 − 2e2} (C.117)
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x
NE
WN
SW
ES
D
Figure C.5: The windmill constraint at x requires that NE, WN , SW or ES be empty. On the
right is a minimal set of zeros that allow to empty to whole lattice (see Definition C.2.1).
η η→ η η←
Figure C.6: An example of transformation from η to η→ and η← respectively. The origin is
marked by a cross. Note the difference between the sets to swap.
The windmill constraint at the origin is
c0(η) =
{
1 if η|NE ≡ 0 or η|WN ≡ 0 or η|SW ≡ 0 or η|ES ≡ 0
0 else (C.118)
The windmill model is then defined by cx(η) = c0(ηx+·).
This is a non-cooperative model. See Figure C.5 for an example of set of zeros that can
empty Z2 through legal flips.
Let us now describe the auxiliary dynamics for this model. Let the minimal set above be
D = {0, e1, e2,−e1,−e2} , (C.119)
A the event
A =
{
η|D ≡ 0 or (ηe1+·)|D ≡ 0 or (η−e1+·)|D ≡ 0
}
, (C.120)
the conditioned measure
µ = µ(.|A). (C.121)
and finally the swapped configurations η→ and η← (see Figure C.6)
η→y =

ηe1+e2 if y = e2
ηe2 if y = e1 + e2
η−e1 if y = 2e1
η2e1 if y = −e1
ηe1−e2 if y = −e2
η−e2 if y = e1 − e2
ηy else
, η←y =

η−e1+e2 if y = e2
ηe2 if y = −e1 + e2
η−2e1 if y = e1
ηe1 if y = −2e1
η−e1−e2 if y = −e2
η−e2 if y = −e1 − e2
ηy else
(C.122)
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η(0) = η η(1) =
(
η(0)
)←
= η
(2,−)
−e1+.
η(2,+) =
(
η(1)
)→
η(3) = η
(2)
e1+.
η(2,−) =
(
η(3)
)←
Figure C.7: The origin is marked by a cross. The configurations that can be reached starting
from η can be indexed by the graph with oriented edges described by the arrows. This graph is
Z, except that now and then one site is doubled and a different route must be taken to go from
left to right than from right to left. The dynamics started from η is just a simple random walk
on this graph.
The auxiliary dynamics defined by the following generator is reversible w.r.t µ:
Lf(η) =
(
1−
∏
y∈D
(1− ηe1+y)
)∏
y∈D
(1− ηy) [f(η→)− f(η)]
+
(
1−
∏
y∈D
(1− ηe1+y)
)(
1−
∏
y∈D
(1− ηy)
)∏
y∈D
(1− η−e1+y) [f(η←)− f(η)]
+
(
1−
∏
y∈D
(1− η−e1+y)
)∏
y∈D
(1− ηy) [f(η←)− f(η)]
+
(
1−
∏
y∈D
(1− η−e1+y)
)(
1−
∏
y∈D
(1− ηy)
)∏
y∈D
(1− ηe1+y) [f(η→)− f(η)]
+
∏
y∈D
(1− ηe1+y) [f(ηe1+·)− f(η)] +
∏
y∈D
(1− η−e1+y) [f(η−e1+·)− f(η)] (C.123)
In words, if the tracer finds an empty cross D on its right or left, it jumps there with rate 1.
If the tracer is sitting on an empty cross, and does not have an empty cross on its right (resp.
left), it does the first swap (resp. second swap) in Figure C.6 with rate 1. If the tracer is not
sitting on an empty cross, and does not have an empty cross on its right (resp. left) –which
means µ-a.s. that it has an empty cross on its left (resp. right)–, it does the second (resp. first)
swap in Figure C.6 with rate 1.
To reproduce the proof of the lower bound in Theorem C.4.1, we need to describe the analogue
of the SRW on Z taking part in the proof of Lemma C.4.4. That is, to describe how we can index
by a graph much like Z all the configurations that can be attained by this dynamics starting from
a given configuration in A. This is described informally in Figure C.7. The diffusion coefficient
of a random walk on such a graph can be bounded from below by a positive constant uniformly
in η. Moreover, in the auxiliary dynamics described by L, the tracer moves to the right (resp.
left) at least every three steps takento the right (resp. left) on this graph.
Now to show the analogue of Lemma C.4.3, we need to see how to reconstruct the swaps
η → η→ (resp. η → η←) using only legal flips and no more than an extra zero in the situations
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η → η←
η → ηe2
Figure C.8: An example of the reconstitution of the swap η → η← using only legal flips and an
extra zero (in the zone concerned, at any step there are at most 5 + 1 zeros). Before each step,
the site to-be-flipped is inside a square, and the zeros that make the flip legal circled.
where they occur. This is the object of Figure C.8. Using this strategy, computations analogous
to those in the proof of Lemma C.4.3 show that the diffusion coefficient in the windmill model
satisfies
u.Du ≥ c‖u‖2q6. (C.124)
Appendix D
Is there a breakdown of the
Stokes-Einstein relation in Kinetically
Constrained Models at low temperature?
In collaboration with
Cristina Toninelli
This is a letter written for the physical community exposing the results of [Blo13b] along
with more heuristics and conjectures; submitted.
We study the motion of a tracer particle injected in facilitated models which are used to
model supercooled liquids in the vicinity of the glass transition. We consider the East model,
FA1f model and a more general class of non-cooperative models. For East previous works
had identified a fractional violation of the Stokes-Einstein relation with a decoupling between
diffusion and viscosity of the form D ∼ τ−ξ with ξ ∼ 0.73. We present rigorous results proving
that instead D ∼ τ−1 at leading order for very large time-scales. Our results still suggest a
violation but weaker, Dτ ∼ 1/qα, where q is the density of excitations. We discuss the expected
value of α. For FA1f we prove fractional Stokes Einstein in dimension 1, and D ∼ τ−1 in
dimension 2 and higher, confirming previous works. Our results extend to a larger class of
non-cooperative models.
A microscopic understanding of the liquid/glass transition and of the glassy state of mat-
ter remains a challenge for condensed matter physicists (see [BB11,BG13] for recent surveys).
In the last years many experimental and theoretical works have been devoted to understand-
ing the spatially heterogeneous relaxation which occurs when temperature is lowered towards
the glass transition [SE11, CE96, EEH+12, CS97, SBME03, MSKE06, Edi00, Sil99, Ric02, VI00,
Glo00,HMCG07,Ber11b]. In this regime dynamics slows down and relaxation is characterized
by the occurrence of correlated regions of high and low mobility whose typical size grows when
temperature decreases. One of the most striking experimental consequences of dynamical het-
erogeneities is the violation of Stokes-Einstein relation, namely the decoupling of self-diffusion
coefficient (D) and viscosity (η). In high temperature homogeneous liquids, self-diffusion and
viscosity are related by the Stokes-Einstein relation Dη/T ∼ const [HM06b]. Instead in su-
percooled fragile liquids the self-diffusion coefficient does not decrease as fast as the viscos-
ity increases and Dη increases by 2-3 orders of magnitude approaching the glass transition
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[SE11, CE96, EEH+12, CS97, SBME03, MSKE06]. A good fit of several experimental data is
D ∼ η−ξ with ξ < 1 an exponent depending on the specific liquid. Such a violation is instead
absent or much weaker in strong liquids, consistently with the idea that the decoupling is related
to heterogeneities which are indeed more important for more fragile liquids. A natural explana-
tion of this effect is that different observables probe differently the underlying broad distribution
of relaxation times [Edi00]: D is dominated by the more mobile particles, while η probes the
time scale needed for every particle to move.
Different theories of the glass transition have been tested by measuring their capability to
predict Stokes-Einstein breakdown. In particular, several works [JGC04,JGC05,CGJ+06,LDJ05]
have analysed the self-diffusion coefficient of a probe particle injected in a facilitated (or kinet-
ically constrained) model. In this setting supercooled liquids are modeled by a coarse-grained
mobility field evolving with a Markovian stochastic dynamics with simple thermodynamic prop-
erties and non-trivial kinetic constraints. More precisely facilitated models are lattice models
described by configurations {ni}, ni = 0, 1, with ni = 1 if the lattice site i is active and ni = 0
if i is inactive. Active and inactive sites essentially correspond to coarse grained unjammed and
jammed regions, respectively. Active sites are also called defects. The dynamics is described by
the following transition rates
ni = 0
qci−→ ni = 1 (D.1)
ni = 1
pci−→ ni = 0, (D.2)
where ci encodes the model dependent constraints and is zero or one depending on the local
configuration around i, q = 1/(1+exp(1/T˜ )), p = 1−q and T˜ is a reduced temperature. Since ci
does not depend on the configuration on i, dynamics satisfies detailed balance w.r.t. the product
measure that gives weight q to active sites and p to inactive sites, which is therefore an equilibrium
distribution. Two very popular models are the one-spin facilitated model, FA1f [FA84], and the
East model [JE91]. For FA1f ci = 1 iff site i has at least an active nearest neighbour, while
for East in one dimension ci = 1 iff the right neighbour of i is active (namely ci = ni+1).
The injection of a probe particle into these models is performed as follows [JGC04, JGC05].
Initially the lattice configuration is distributed with the equilibrium product measure and the
probe particle is at the origin. Then one lets the lattice configuration (the environment) evolve
according to the facilitated model dynamics while the probe is allowed to jump only between
active sites, namely
X−→X ± eα at rate nXnX±eα (D.3)
where X is the position of the probe, α = 1, ..., d is one of the d directions and eα is the unit
vector in this direction. Then the self diffusion matrix D is defined as usual by
eα.2Deα = lim
t→∞
〈
(Xt · eα)2
〉
t
.
A numerical analysis for the FA1f model lead in [JGC04,JGC05] to the conclusion thatD ∼ q2
in any dimension. Previous numerical [BG13] and renormalisation group analysis [WBG04]
suggested τ = 1/q2+(d) with (1) = 1, (2) ' 0.3, (3) ' 0.1 and (d ≥ 4) ' 0. These
estimates led [JGC04, JGC05] to the conclusion that Stokes-Einstein relation is violated with
ξ ' 2/3, 2/2.3, 2/2.1 for FA1f in d = 1, 2, 3 and is not violated in higher dimensions. In [JMS06]
the scaling of τ was deduced via an exact mapping into a diffusion limited aggregation model
leading instead to (d ≥ 2) = 0. This finding is supported by the mathematical results in
[CMRT07] which confirm (2) = 0 and yield (3) 6 0. In consequence the result for the diffusion
coefficient in [JGC04, JGC05] was reinterpreted [TGS] by saying that ξ = 2/3 in d = 1 while
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no violation occurs in d ≥ 2. This is consistent with the idea that FA1f is a non cooperative
model dominated by the diffusion of active sites and it is a model for strong rather than for
fragile liquids. Instead for the East model the analysis in [JGC04, JGC05] leads to D = τ−ξ
with ξ ' 0.73, a result which is expected to hold also in higher dimensions. The exponent is
consistent with the one observed experimentally and numerically in fragile glass-forming liquids
[SBME03],[YO98],[Ber04].
Here we report recent rigorous mathematical results for East, for FA1f models and for more
general non-cooperative models (details can be found in [Blo13b]). For the one dimensional East
model we prove that there exists a constant α > 0 such that
q2τ−1 6 D 6 q−ατ−1 (D.4)
which yields at leading order
D ∼ τ−1 (D.5)
since τ diverges faster than polynomial as q → 0. Thus we establish that a fractional Stokes-
Einstein relation cannot hold, in contrast with the predictions in [JGC04, JGC05]. Our result
(D.4) does not exclude the possibility of a weaker violation of the form Dτ ∼ 1/qα. Indeed,
as we will explain, a natural conjecture is that this polynomial violation occurs with α = 2.
We provide a heuristic for our result, which is related to the estimate of the energy barriers
that the probe has to overcome in order to cross the typical distance between two active sites
at equilibrium. We also provide our understanding of which are the problems in the analysis
performed in previous works. Then we consider non-cooperative models and we prove that in
any dimension for FA1f it holds
cq2 6 D 6 c′q2 (D.6)
with c, c′ constants independent on q. We also prove
cqk+1 6 D 6 c′qk+1 (D.7)
for a more general model in which k (instead of one) active sites are required in the vicinity
of the to be updated site. We provide a heuristic both for the diffusion coefficient and the
relaxation time which leads to a fractional Stokes-Einstein for d = 1 and to D ∼ τ−1 for d ≥ 2.
In particular our heuristics clearly explains the scaling τ = 1/q2 in d ≥ 2 for the FA1f model.
Note that (D.6) together with the results in [CMRT07] imply that for FA1f in d ≥ 3 it holds
Dτ 6 const: any form of decoupling cannot hold in this case (while a logarithmic decoupling
may occur in d = 2). Finally we obtain for any choice of the kinetic constraints a variational
formula for the diffusion matrix, which we will present and discuss at the end in order to avoid
technicalities at this stage. As a consequence we obtain for any facilitated model
q2τ−1 6 eα.Deα 6 q2. (D.8)
Let us start with the analysis of the East model. The relaxation time has in this case an
exponential inverse temperature squared (EITS) form. Namely, up to polynomial corrections,
τ ∼ eln(1/q)2/2 ln 2. (D.9)
The form τ ∼ ecst/T 2 was first given in [SE99] with cst = 1/ ln 2, which was derived via energy
barrier considerations. This value of the constant was proved to be wrong by a factor 1/2 in
[CMRT08]. Indeed, taking into account an entropy factor which was missing in the previous
works (see also [FMRT12b] for a more extended explanation) and using the lower bound of
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[AD02], in [CMRT08] it was proven instead that cst = 1/2 ln 2. This scaling can be explained
through combinatorics arguments. Consider a configuration of only inactive sites on a typical
equilibrium length 1/q, with a fixed active site at the right boundary. Recall that, due to
the orientation of the constraint, the left-most site can only become active if all sites on its
right became active before it. It was proven in [SE99, CDG01] that before the leftmost site
can become active, the system needs to visit configurations with at least ln(1/q)/ ln 2 active
sites. The equilibrium probability of such a configuration is less than e− ln(1/q)2/ ln 2 when q → 0,
which accounts for the EITS form. Moreover, the set of configurations attainable using at most
n = ln(1/q)/ ln 2 active sites simultaneously has a cardinality of order 2(
n
2)n! ≈ eln(1/q)2/2 ln 2
[CDG01], so that the entropy factor changes the constant in the EITS form by a factor 2 and
yields (D.9). This fast divergence of τ makes it very difficult to approach zero temperature
through simulations and allows to neglect polynomial terms in q when an estimate involves
τ . The above discussion actually explains the scale of the persistence time rather than the
relaxation time. However, for the East model these characteristic times coincide [CFM13]. Let
us provide the heuristics behind our result (D.4) which establishes that also diffusion occurs on
this time scale at leading order. In the initial configuration, the first active site (ia) on the right
of the probe particle is typically at distance ∼ 1/q. Before the tracer can move its first step to
the right it needs at least to wait for its right neighbour to become active. This occurs thanks
to the fact that sites are activated from right to left starting from ia and thus requires a time
proportional to the persistence time. Note that the arrival of the excitation sent from ia does not
influence the configuration on the right of ia. In particular once the probe has arrived at ia it has
typically to face again the same energy barrier. In summary, for each distance of 1/q the probe
covers towards the right we need a time at least τ and this, together with the symmetry of the
motion of the probe and the fact that any polynomial in q is negligible with respect to τ , yields
(D.5). Note that our result (D.4) allows a weak violation of the Stokes Einstein relation: Dτ can
diverge when q → 0 as a polynomial in 1/q. Based on the above energy barrier considerations
and on the evaluation of the typical number of independent activation events coming from ia,
we indeed conjecture Dτ ∼ 1/q2.
We believe that the discrepancy between our result and the findings D ∼ τ−ξ with ξ ∼ 0.73 in
[JGC04,JGC05] is due the difficulty to approach zero temperature in simulations. In particular,
among the diffusion coefficient data reported on Fig.3 of [JGC04], on all data except the last one
the value of 1/T is such that 1/q2 > eln(1/q)2/2 ln 2. Thus these data, even though very accurate
and asymptotic in time, are not sufficiently in the low temperature regime and do not allow
to capture the asymptotic form of D vs τ−1 when q → 0. The presumed fractional decoupling
for East was considered (see e.g. [BG13],[CG10]) to be a consequence of the fluctuations in the
dynamic. More precisely it was explained by the fact that, even if the first move is governed
by the persistence time, then the probe is supposed to move faster since the typical time for
the next events was considered to be the (shorter) mean time between changes of mobility for a
given site (exchange time). To use the expression of [CG10], the probe should surf on excitation
lines and thus move faster than the typical relaxation time. Due to the directed nature of the
constraint, the excitation line cannot expand to the right of the site where it has originated,
therefore the probe can perform this fast surfing only up to a distance 1/q: the persistence time
remains the leading order in the diffusion time scale while fluctuations should give rise to a
polynomial violation of Stokes Einstein.
We turn now to non-cooperative models, and more specifically to the k-defects model which
we define as follows: ci = 1 if and only if there are at least k defects at distance at most k
around i. Note that for k = 1, we recover the FA1f model and that any k-defects model is non-
cooperative: if the initial system contains k active neighbours, any site can be activated through
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allowed transitions. Also, at low q we expect dynamics to be dominated by the diffusion of the
group of k defects, which occurs at rate q because in order to shift of one step the group of
vacancies we need to create an additional vacancy in the direction of the move (and then remove
one vacancy of the group in the opposite direction). As stated in (D.7), we prove in all dimensions
D ∼ qk+1, which agrees with the numerical results in [JGC04] for FA1f (k = 1).The heuristics
behind (D.7) is the following. Consider a box of size q−k centred on the probe particle. Typically
at equilibrium there is one group of k active sites inside this box, so that the proportion of time
during which the probe particle is on such a group is qk. During that portion of time, the probe
particle diffuses at the same rate as this group of k active sites which, as already explained, is q.
In the end, the diffusion coefficient of the probe particle is of order qk×q = qk+1. Concerning the
relaxation time we expect τ ∼ 1/q2k+1 in one dimension and τ ∼ 1/qk+1 in d ≥ 2. This, together
with (D.7), implies that a fractional violation of the Stokes Einstein relation does not occur in
d ≥ 2 and occurs in d = 1. In d = 1 the result for τ should come from the fact that relaxation
requires the group of k-vacancies to overcome the typical distance 1/qk among two subsequent
groups by diffusing at rate q. In d ≥ 2 around each group of k-defects there is typically a ball
of radius r = 1/qk/d without any such group. Relaxation requires that a fraction of the sites of
the ball is covered by the active group which is essentially a walker at rate q. Classic results on
random walks [Ald83,DPRZ04] imply that this requires a time (up to log corrections) rd times
the inverse of the diffusion rate of the walker, which indeed yields τ ∼ 1/qk+1.
Before sketching the ideas that allow us to prove (D.7) rigorously, we wish to present our
variational formula for the diffusion matrix, which is valid for any choice of the constraints and
in particular yields (D.8). Denote by ηi(t) the state of site Xt + i at time t, i.e. η(t) is the
configuration seen from the probe particle at time t. In particular, the state of the system at
the position of the tracer at time t is given by η0(t). We call jα the current of the probe in the
direction α = 1, ..., d, namely
jα(η) = η0 (ηeα − η−eα) . (D.10)
Finally, we denote by L the Liouvillian operator associated to the master equation for the
dynamics i.e. L is the operator such that ∂t〈f(η(t))〉 = −〈Lf(η(t))〉, where 〈·〉 denotes the mean
over trajectories and over the initial configuration distributed with the equilibrium measure.
This is the adjoint of the operator W governing the master equation: ∂t|P 〉 = −W|P 〉. We
use this operator to express the typical value of f at time t as 〈f(η(t))〉 = 〈e−Ltf〉. Note that
L = Lenv+Ljump, where Lenv is the Liouvillian operator for the evolution of the environment (the
facilitated model without the probe), and Ljump describes the evolution caused by the jumps
of the probe particle. Using standard methods [Spo90] we compute the limit of the rescaled
position of the probe particle in terms of the current and get the following result for eα.2Deα
[Blo13b]
∑
y=±eβ
〈
η0η±eβ
〉 − lim
t→∞
1
t
〈(∫ t
0
jα(η(s))ds
)2〉
,
where 〈·〉 has the same meaning as above. In the r.h.s., the first term is just q2 and the second
one is − ∫∞
0
〈jα(η(0))jα(η(s))〉, which is −
∫∞
0
〈
jαe
−tLjα
〉
in the above formulation and can be
rewritten as 〈jαL−1jα〉 = − inff {2µ(jαf)− 〈fLf〉}. Then some computations (see [Blo13b] for
details) yield the following variational formula for eα.2Deα:
inf
f
〈fLenvf〉+ ∑
y=±eβ
〈
η0ηy [yα + f(τyη)− f(η)]2
〉 , (D.11)
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Figure D.1: How to reconstruct a swap using flips allowed by FA1f. Active (inactive) sites are
in white (black) and the probe is marked by a cross.
Figure D.2: Here the origin is crossed, the connected cluster of active sites is hatched and
f(η) = 4.
where 〈·〉 denotes the mean w.r.t. the equilibrium measure and τyη is η translated by the vector
y.
We are now ready to sketch the ideas that allow us to prove (D.7). To establishD ≥ cqk+1, we
show that D ≥ cqk+1D, where D is the diffusion coefficient of a k-dependent auxiliary dynamics
which we describe in the case k = 1 (FA1f) in dimension one. Take an initial configuration at
equilibrium, with the probe at the origin, an active site at the origin and at least an active site
among its neighbours. Then define the auxiliary dynamics as follows. The probe particle can
jump to a neighbouring active site with rate 1, and the two neighbours of the probe particle
can swap: if one of them is active and the other inactive, they exchange their activity state
with rate 1. Note that with these rules the probe particle is always on an active site and has
always an active neighbour. In particular, we can show that the diffusion coefficient for this
auxiliary dynamics D is positive and does not depend on q. Then D ≥ cq2D can be established
because it is possible to reconstruct any possible move in the auxiliary dynamics using a finite
number of moves allowed by the original dynamics (see Fig. D.1). The term q2 comes from the
cost of imposing an active site at the origin and on one of its neighbours in the equilibrium
configuration. The extension to other values of k and higher dimensions are detailed in [Blo13b].
In order to show D 6 Cqk+1 we look for an observable f that captures the order of the diffusion
when plugged in the variational formula (D.11). We treat the case α = 1. In a configuration
at equilibrium, consider the connected cluster of active sites containing the origin. This is the
cluster that the probe could span if the environment remained frozen. We choose f(η) to be the
smallest non-negative coordinate z such that this cluster is contained in the half-space on the
left of z, and we let f(η) = 0 if the origin is inactive. The calculations in [Blo13b] show that the
test function f captures indeed the correct behaviour of the diffusion matrix.
In summary, we proved that for the East model in dimension one the self-diffusion coefficient
of a probe particle scales as D ∼ τ−1 in the low temperature regime (q → 0), at variance with
previous results claiming a fractional Stokes-Einstein relation of the form D ∼ τ−ξ with ξ < 1.
Our results suggest a weaker violation of the form Dτ ∼ 1/q2. We also establish a variational
formula for D which is valid for any kinetically constrained spin model in the ergodic regime. For
FA1f model and more generally “k-defects" models, a detailed study of this variational formula
allowed us to prove the exact order of the diffusion coefficient : D ∼ qk+1. This, together with
the heuristics we provide for the scaling of the relaxation time, implies a fractional breakdown
of the Stokes-Einstein relation only in dimension one.
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In [JGC05] higher dimensional generalisations of the East model have been considered and a
fractional Stokes-Einstein with ξ ∼ 0.7−0.8 weakly dimensionally dependent has been observed.
Since time is again larger than any polynomial in 1/q and the distance of the active sites is 1/q1/d,
again a decoupling cannot occur as a consequence of the difference between persistence and
exchange times and we expect D ∼ τ−1. However to extend our mathematical proof to higher
dimensions we need that persistence and relaxation times remain of the same order, a fact that
is usually true for kinetically constrained models and should deserve further investigation. In the
future, we also wish to investigate other cooperative models such as Fredrickson-Andersen two
spin facilitated model (FA2f) [FA84] or the spiral model [TBF07]. In this case the event which
triggers the moves of the probe could be more cooperative and it could modify the configuration
up to a distance larger than a polynomial in 1/q. Thus the fractional violation of Stokes Einstein
observed in supercooled liquids could be reproduced by these kinetically constrained models.
We acknowledge very useful discussions with G.Biroli and T.Bodineau and thank V. Lecomte
for comments on a draft version.
132 APPENDIX D. STOKES-EINSTEIN BREAKDOWN IN KCSM?
Bibliography
[ABC+00] Cécile Ané, Sébastien Blachère, Djalil Chafaï, Pierre Fougères, Ivan Gentil, Flo-
rent Malrieu, Cyril Roberto, and Grégory Scheffer. Sur les inégalités de Sobolev
logarithmiques, volume 10 of Panoramas et Synthèses [Panoramas and Syntheses].
Société Mathématique de France, Paris, 2000. With a preface by Dominique Bakry
and Michel Ledoux.
[AD02] David Aldous and Persi Diaconis. The asymmetric one-dimensional constrained
Ising model: rigorous results. J. Statist. Phys., 107(5-6):945–975, 2002.
[AGS+03] M. Aichele, Y. Gebremichael, F. W. Starr, J. Baschnagel, and S. C. Glotzer.
Polymer-specific effects of bulk relaxation and stringlike correlated motion in
the dynamics of a supercooled polymer melt. The Journal of Chemical Physics,
119(10):5290–5304, 2003.
[Ald83] D. Aldous. On the time taken by random walks on finite groups to visit every
state. Probab.Theory and Rel.Fields, 62:361–374, 1983.
[BB11] Ludovic Berthier and Giulio Biroli. Theoretical perspective on the glass transition
and amorphous materials. Rev. Mod. Phys., 83:587–645, Jun 2011.
[BCM+13] O. Blondel, N. Cancrini, F. Martinelli, C. Roberto, and C. Toninelli. Fredrickson-
Andersen one spin facilitated model out of equilibrium. Markov Processes Relat.
Fields, 19:383–406, May 2013.
[Ber04] Ludovic Berthier. Time and length scales in supercooled liquids. Phys. Rev. E,
69:020201, Feb 2004.
[Ber11a] Ludovic Berthier. Dynamic heterogeneity in amorphous materials. Physics, 4:42,
May 2011.
[Ber11b] Berthier et al., editor. Dynamical Heterogeneities in Glasses, Colloids, and Gran-
ular Media. Oxford univ.Press, 2011.
[BG13] Giulio Biroli and Juan P. Garrahan. Perspective: The glass transition.
J.Chem.Phys., 138(12):12A301, 2013.
[Bil09] P. Billingsley. Convergence of Probability Measures. Wiley Series in Probability
and Statistics. Wiley, 2009.
[Blo13a] Oriane Blondel. Front progression in the East model. Stochastic Processes and
their Applications, 123(9):3430 – 3465, 2013.
133
134 BIBLIOGRAPHY
[Blo13b] Oriane Blondel. Tracer diffusion at low temperature in kinetically constrained
models. ArXiv e-prints, June 2013.
[BLT12] Thierry Bodineau, Vivien Lecomte, and Cristina Toninelli. Finite size scaling of
the dynamical free-energy in a kinetically constrained model. Journal of Statistical
Physics, 147(1):1–17, 2012.
[Bou00] J.-P. Bouchaud. Aging in glassy systems: experiments, models and open questions,
page 285. 2000.
[BT04] Lorenzo Bertini and Cristina Toninelli. Exclusion processes with degenerate rates:
Convergence to equilibrium and tagged particle. Journal of Statistical Physics,
117:549–580, 2004. 10.1007/s10955-004-3453-3.
[BT12] T. Bodineau and C. Toninelli. Activity phase transition for constrained dynamics.
Comm. Math. Phys., 311(2):357–396, 2012.
[BT13] O. Blondel and C. Toninelli. Is there a breakdown of the Stokes-Einstein relation
in Kinetically Constrained Models at low temperature? ArXiv e-prints, July 2013.
[Cav09] Andrea Cavagna. Supercooled liquids for pedestrians. Physics Reports,
476(4–6):51 – 124, 2009.
[CDG01] Fan Chung, Persi Diaconis, and Ronald Graham. Combinatorics for the east
model. Advances in Applied Mathematics, 27(1):192 – 206, 2001.
[CE96] Marcus T. Cicerone and M. D. Ediger. Enhanced translation of probe molecules
in supercooled o-terphenyl: Signature of spatially heterogeneous dynamics?
J.Chem.Phys., 104(18):7210–7218, 1996.
[CFM12] P. Chleboun, A. Faggionato, and F. Martinelli. Time scale separation and dynamic
heterogeneity in the low temperature East model. ArXiv e-prints, December 2012.
[CFM13] P. Chleboun, A. Faggionato, and F. Martinelli. Time scale separation in the low
temperature East model: rigorous results. J. Stat. Mech., 4:0, April 2013.
[CG10] David Chandler and Juan P. Garrahan. Dynamics on the way to forming glass:
Bubbles in space-time. Annual Review of Physical Chemistry, 61(1):191–217, 2010.
PMID: 20055676.
[CGJ+06] David Chandler, Juan P. Garrahan, Robert L. Jack, Lutz Maibaum, and Albert C.
Pan. Lengthscale dependence of dynamic four-point susceptibilities in glass form-
ers. Phys. Rev. E, 74:051501, Nov 2006.
[CM12] P. Chleboun and F. Martinelli. Mixing time bounds for oriented kinetically con-
strained spin models. ArXiv e-prints, December 2012.
[CMRT07] Nicoletta Cancrini, Fabio Martinelli, Cyril Roberto, and Cristina Toninelli. Relax-
ation times of kinetically constrained spin models with glassy dynamics. Journal
of Statistical Mechanics: Theory and Experiment, 2007(03):L03001, 2007.
[CMRT08] N. Cancrini, F. Martinelli, C. Roberto, and C. Toninelli. Kinetically constrained
spin models. Probab. Theory Related Fields, 140(3-4):459–504, 2008.
BIBLIOGRAPHY 135
[CMRT09] N. Cancrini, F. Martinelli, C. Roberto, and C. Toninelli. Facilitated spin mod-
els: recent and new results. In Methods of contemporary mathematical statistical
physics, volume 1970 of Lecture Notes in Math., pages 307–340. Springer, Berlin,
2009.
[CMST10] N. Cancrini, F. Martinelli, R. Schonmann, and C. Toninelli. Facilitated oriented
spin models: some non equilibrium results. J. Stat. Phys., 138(6):1109–1123, 2010.
[CS97] I. Chang and H. Sillescu. Heterogeneity at the glass transition: Transational and
rotational self-diffusion. J.Phys.Chem. B, 101(43):8794–8801, 1997.
[DDK+98] Claudio Donati, Jack F. Douglas, Walter Kob, Steven J. Plimpton, Peter H. Poole,
and Sharon C. Glotzer. Stringlike cooperative motion in a supercooled liquid.
Phys. Rev. Lett., 80:2338–2341, Mar 1998.
[DMFGW89] A. De Masi, P. A. Ferrari, S. Goldstein, and W. D. Wick. An invariance princi-
ple for reversible Markov processes. Applications to random motions in random
environments. J. Statist. Phys., 55(3-4):787–855, 1989.
[DPRZ04] A. Dembo, Y. Peres, J. Rosen, and O. Zeitouni. Cover times for brownian motion
and random walks in two dimensions. Annals of Mathematics, 160:433–464, 2004.
[DSC96] P. Diaconis and L. Saloff-Coste. Logarithmic Sobolev inequalities for finite Markov
chains. Ann. Appl. Probab., 6(3):695–750, 1996.
[Dur80] Richard Durrett. On the growth of one-dimensional contact processes. Ann.
Probab., 8(5):890–907, 1980.
[Edi00] M.D. Ediger. Spatially heterogeneous dynamics in supercooled liquids. Annual
Rev. of Phys. Chem., 51(1):99–128, 2000.
[EEH+12] K.V. Edmond, M.T. Elsesser, G.L. Hunter, D.J. Pine, and E.R. Weeks. Decoupling
of rotational and translational diffusion in supercooled colloidal fluids. PNAS,
109(44):17891–17896, 2012.
[FA84] Glenn H. Fredrickson and Hans C. Andersen. Kinetic ising model of the glass
transition. Phys. Rev. Lett., 53:1244–1247, Sep 1984.
[FA85] Glenn H. Fredrickson and Hans C. Andersen. Facilitated kinetic ising models and
the glass transition. J.Chem.Phys., 83(11):5822–5831, 1985.
[Fer96] P. A. Ferrari. Limit theorems for tagged particles. Markov Process. Related Fields,
2(1):17–40, 1996. Disordered systems and statistical physics: rigorous results
(Budapest, 1995).
[FMRT12a] A. Faggionato, F. Martinelli, C. Roberto, and C. Toninelli. Aging through hi-
erarchical coalescence in the East model. Comm. Math. Phys., 309(2):459–495,
2012.
[FMRT12b] A. Faggionato, F. Martinelli, C. Roberto, and C. Toninelli. The East model: recent
results and new progresses. 2012.
136 BIBLIOGRAPHY
[FMRT12c] Alessandra Faggionato, Fabio Martinelli, Cyril Roberto, and Cristina Toninelli.
Universality in one-dimensional hierarchical coalescence processes. Ann. Probab.,
40(4):1377–1435, 2012.
[GJL+07] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard, K. van Duijvendijk, and F. van
Wijland. Dynamical first-order phase transition in kinetically constrained models
of glasses. Phys. Rev. Lett., 98:195702, May 2007.
[GJL+09] Juan P Garrahan, Robert L Jack, Vivien Lecomte, Estelle Pitard, Kristina van
Duijvendijk, and Frédéric van Wijland. First-order dynamical phase transition in
models of glasses: an approach based on ensembles of histories. Journal of Physics
A: Mathematical and Theoretical, 42(7):075007, 2009.
[Gla60] Sivert H. Glarum. Dielectric relaxation of isoamyl bromide. The Journal of Chem-
ical Physics, 33(3):639–643, 1960.
[Glo00] Sharon C Glotzer. Spatially heterogeneous dynamics in liquids: insights from
simulation. Journal of Non-Crystalline Solids, 274(1–3):342 – 355, 2000. Physics
of Non-Crystalline Solids 9.
[Gri91] R. I. Grigorchuk. On growth in group theory. In Proceedings of the International
Congress of Mathematicians, Vol. I, II (Kyoto, 1990), pages 325–338, Tokyo,
1991. Math. Soc. Japan.
[Gro75] L. Gross. Logarithmic Sobolev inequalities. Amer. J. Math., 97(4):1061–1083,
1975.
[Har72] T. E. Harris. Nearest-neighbor Markov interaction processes on multidimensional
lattices. Advances in Math., 9:66–89, 1972.
[HM06a] J.P. Hansen and I.R. McDonald. Theory of Simple Liquids. Elsevier Science, 2006.
[HM06b] J.P. Hansen and I.R. McDonald. Theory of Simple Liquids. Elsevier Science, 2006.
[HMCG07] L.O. Hedges, L. Maibaum, D. Chandler, and J.P. Garrahan. De-coupling of ex-
change and persistence times in atomistic models of glass formers. J. Chem. Phys.,
127:211101, 2007.
[HS87] Richard Holley and Daniel Stroock. Logarithmic Sobolev inequalities and stochas-
tic Ising models. J. Statist. Phys., 46(5-6):1159–1194, 1987.
[JE91] J. Jäckle and S. Eisinger. A hierarchically constrained kinetic ising model.
J.Phys.B, 84:115–124, 1991.
[JGC04] YounJoon Jung, Juan P. Garrahan, and David Chandler. Excitation lines and
the breakdown of Stokes-Einstein relations in supercooled liquids. Phys. Rev. E,
69:061205, Jun 2004.
[JGC05] YounJoon Jung, Juan P. Garrahan, and David Chandler. Dynamical exchanges
in facilitated models of supercooled liquids. J.Chem.Phys., 123(8):084509, 2005.
BIBLIOGRAPHY 137
[JMS06] Robert L Jack, Peter Mayer, and Peter Sollich. Mappings between reac-
tion–diffusion and kinetically constrained systems: A + a <-> a and the Fredrick-
son–Andersen model have upper critical dimension dc = 2. J. Stat. Mech.,
2006(03):P03006, 2006.
[KHG+11] Aaron S. Keys, Lester O. Hedges, Juan P. Garrahan, Sharon C. Glotzer, and David
Chandler. Excitations are localized and relaxation is hierarchical in glass-forming
liquids. Phys. Rev. X, 1:021013, Nov 2011.
[KL06] George Kordzakhia and Steven P. Lalley. Ergodicity and mixing properties of the
northeast model. J. Appl. Probab., 43(3):782–792, 2006.
[KLO12] Tomasz Komorowski, Claudio Landim, and Stefano Olla. Fluctuations in Markov
processes, volume 345 of Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Sciences]. Springer, Heidelberg, 2012. Time
symmetry and martingale approximation.
[KPS02] Sergei Kuksin, Andrey Piatnitski, and Armen Shirikyan. A coupling approach to
randomly forced nonlinear PDEs. II. Comm. Math. Phys., 230(1):81–85, 2002.
[KRS12] Harry Kesten, Alejandro F. Ramírez, and Vladas Sidoravicius. Asymptotic shape
and propagation of fronts for growth models in dynamic random environment.
In Jean-Dominique Deuschel, Barbara Gentz, Wolfgang König, Max von Renesse,
Michael Scheutzow, and Uwe Schmock, editors, Probability in Complex Physi-
cal Systems, volume 11 of Springer Proceedings in Mathematics, pages 195–223.
Springer Berlin Heidelberg, 2012.
[KS01] Sergei Kuksin and Armen Shirikyan. A coupling approach to randomly forced
nonlinear PDE’s. I. Comm. Math. Phys., 221(2):351–366, 2001.
[Kuk06] Sergei B. Kuksin. Randomly forced nonlinear PDEs and statistical hydrodynam-
ics in 2 space dimensions. Zurich Lectures in Advanced Mathematics. European
Mathematical Society (EMS), Zürich, 2006.
[KV86] C. Kipnis and S. R. S. Varadhan. Central limit theorem for additive functionals of
reversible Markov processes and applications to simple exclusions. Comm. Math.
Phys., 104(1):1–19, 1986.
[LDJ05] L. Berthier, D. Chandler, and J. P. Garrahan. Length scale for the onset of fickian
diffusion in supercooled liquids. Europhys. Lett., 69(3):320–326, 2005.
[Lig85] Thomas M. Liggett. Interacting particle systems, volume 276 of Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences]. Springer-Verlag, New York, 1985.
[Lig99] Thomas M. Liggett. Stochastic interacting systems: contact, voter and exclusion
processes, volume 324 of Grundlehren der Mathematischen Wissenschaften [Fun-
damental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1999.
[Lig04] Thomas M. Liggett. Interacting particle systems – an introduction. In School and
Conference on Probability Theory: 13-17 May 2002, volume 17 of ICTP Lecture
Notes, pages 307–340. Abdus Salam International Centre for Theoretical Physics,
2004.
138 BIBLIOGRAPHY
[LMS+07] Sébastien Léonard, Peter Mayer, Peter Sollich, Ludovic Berthier, and Juan P
Garrahan. Non-equilibrium dynamics of spin facilitated glass models. Journal of
Statistical Mechanics: Theory and Experiment, 2007(07):P07017, 2007.
[LPW09] David A. Levin, Yuval Peres, and Elizabeth L. Wilmer. Markov chains and mixing
times. American Mathematical Society, Providence, RI, 2009. With a chapter by
James G. Propp and David B. Wilson.
[Mar99] F. Martinelli. Lectures on Glauber dynamics for discrete spin models. In Lectures
on probability theory and statistics (Saint-Flour, 1997), pages 93–191. Springer,
Berlin, 1999.
[MSKE06] Marie K. Mapes, Stephen F. Swallen, Kenneth L. Kearns, and M. D. Ediger.
Isothermal desorption measurements of self-diffusion in supercooled o-terphenyl.
J.Chem.Phys., 124(5):054710, 2006.
[MT12] F. Martinelli and C. Toninelli. Kinetically constrained spin models on trees. to
appear in Annals of Applied Probability, February 2012.
[Ric02] R. Richert. J.Phys:Condens.Matter, 14:R703, 2002.
[RS03] F. Ritort and P. Sollich. Glassy dynamics of kinetically constrained models. Ad-
vances in Physics, 52(4):219–342, 2003.
[SBME03] Stephen F. Swallen, Paul A. Bonvallet, Robert J. McMahon, and M. D. Ediger.
Self-diffusion of tris -naphthylbenzene near the glass transition temperature. Phys.
Rev. Lett., 90:015901, Jan 2003.
[SC97] L. Saloff-Coste. Lectures on finite Markov chains. In Lectures on probability theory
and statistics (Saint-Flour, 1996), pages 301–413. Springer, Berlin, 1997.
[Sch92] Roberto H. Schonmann. On the behavior of some cellular automata related to
bootstrap percolation. Ann. Probab., 20(1):174–193, 1992.
[SE99] Peter Sollich and Martin R. Evans. Glassy time-scale divergence and anomalous
coarsening in a kinetically constrained spin chain. Phys. Rev. Lett., 83:3238–3241,
Oct 1999.
[SE11] S.F. Swallen and M. D. Ediger. Self-diffusion of the amorphous pharmaceutical
indomethacin near tg. Soft Matter, 7:10339–10344, 2011.
[Sil99] Hans Sillescu. Heterogeneity at the glass transition: a review. Journal of Non-
Crystalline Solids, 243(2–3):81 – 108, 1999.
[Spo90] Herbert Spohn. Tracer diffusion in lattice gases. J. Statist. Phys., 59(5-6):1227–
1239, 1990.
[SZ92] Daniel W. Stroock and Boguslaw Zegarliński. The logarithmic Sobolev inequality
for discrete spin systems on a lattice. Comm. Math. Phys., 149(1):175–193, 1992.
[TBF07] C. Toninelli, G. Biroli, and D. Fisher. Phys.Rev.Lett., 98:129602, 2007.
BIBLIOGRAPHY 139
[TGS] C. Toninelli, P. Garrahan, and P. Sollich. Dynamical heterogeneities and kineti-
cally constrained models. In L. Berthier et al., editor, Dynamical heterogeneities
in Glasses, colloids and granular media and jamming transitions, pages 341–369.
Oxford University Press.
[VI00] E. Vidal Russell and N.E. Israeloff. Direct observation of molecular cooperativity
near the glass transition. Nature, 408:695–698, 2000.
[WBG04] Stephen Whitelam, Ludovic Berthier, and Juan P. Garrahan. Dynamic criticality
in glass-forming liquids. Phys. Rev. Lett., 92:185705, May 2004.
[WCL+00] Eric R. Weeks, J. C. Crocker, Andrew C. Levitt, Andrew Schofield, and D. A.
Weitz. Three-dimensional direct imaging of structural relaxation near the colloidal
glass transition. Science, 287(5453):627–631, 2000.
[YO98] R. Yamamoto and A. Onuki. Heterogeneous diffusion in highly supercooled liquids.
Phys.Rev.Lett., 81:4915–4918, Nov 1998.
