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Abstract
A review of recent group experimental research in three major MIS research journals indicates a lack of under-
standing of how to analyze group data measured at the individual level. This paper draws on statistical analysis
literature from various disciplines to explain why current analysis of group data in MIS research is often incor-
rect and demonstrates how to analyze such data correctly.
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Introduction
Working in groups or teams has become standard practice in organizations worldwide.
Naturally, many questions exist about team performance and how information systems can
influence teams processes or outcomes. Specifically, much research has been performed
on how teams can be supported using communication and decision making tools such as,
e.g. GDSS. In recent years a large amount of experimental research on the effect of infor-
mation systems (GDSS) on groups has been undertaken (Fjermestad and Hiltz 1998). Clearly
it is important that the analysis of the experimental data is carried out with utmost care.
Nevertheless, a review of recent group experimental research in three major MIS re-
search journals indicates a lack of understanding of how to analyze group data measured
at the individual level. This paper draws on statistical analysis literature from various dis-
ciplines to explain why current analysis of group data in MIS research is often incorrect
and demonstrates how to analyze such data correctly. First, the concepts experimental unit
and unit of analysis are defined. Second, a discussion of the statistical theory behind group
data analysis is provided and arguments for the correct analysis of group data are given.
Third, the relevance of this article is demonstrated by analyzing articles reporting on group
research during four years of MIS research published in three main journals of the field.
Fourth, we use a sample data set to show the possible impact of an incorrect analysis of
group data, and finally conclusions are stated. The appendix contains practical instructions
on how to perform the HANOVA analysis discussed in this paper.
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Problem definition
Two concepts required to understand the analysis of group data are the experimental unit
(the entity to which the treatment is applied) and the unit of measurement (the entity meas-
ured for the effects of the treatment). Often these two units are the same. For example, if a
researcher is measuring the effect of an information system on an organization (experimental
unit) by measuring the organizations ROI, the unit of measurement as well as the experi-
mental unit is the organization. If both the experimental unit and unit of measurement are
at the same level standard ANOVA or MANOVA can be applied.
In group experiments, the experimental unit is usually the group but the unit of meas-
urement is often the individual in the group. The treatment is applied to a group and not
simply to a collection of individuals. As part of an experiment, there are typically interac-
tions between group members: they discuss issues, work together, and thus influence each
other. However, measurement of the results of the treatment are often taken at the individual
level (e.g., a questionnaire on group cohesion completed by each group member). The unit
of measurement is thus the individual.
The correct experimental unit can be defined by identifying the entity to which the treat-
ment is applied. If the treatment is applied to a group, one must evaluate if the experiment
is designed to determine the effect on the group or if there is significant group interaction
(Figure 1). Sometimes a treatment is applied to a group of people for convenience reasons
(e.g., a new online teaching method), but the experimental unit is still the individual mem-
ber of the group. In these cases, the experimenter clearly has not designed the experiment
to determine the effect of a treatment on the group as a whole and there is no interaction
between group members as part of the experimental setup. In other cases, the experimen-
tal unit is clearly the group, since the effect of the treatment on the group as a whole is
tested. Many GDSS experiments are excellent examples of this case. However, as always,
theory needs to drive statistical analysis.
Depending on the theory guiding the research, the author needs to argue if the group
has an effect on the individual measurement or not (i.e., if the individuals in a group are
independent). Not in all situations where the treatment is applied to groups is the experi-
mental unit necessarily the group (Goldstein 1995). In these cases traditional models suf-
fice.
To facilitate the comparison to a typical science experiment, a group is compared to a
tree (Hurlbert 1984). A treatment, for example a certain fertilizer, is applied to the tree (the
experimental unit) and afterwards several leaves (unit of measurement) are measured. In
the GDSS situation, a treatment is applied to a group (the experimental unit), and then the
opinions of individual members (the unit of measurement) are gathered. In the tree exam-
ple, nobody would argue that each leaf was independently affected by the treatment. One
would assume that leaves from the same tree should show similar (though not necessarily
identical) reactions to the treatment. A tree’s age, health, and location will have an effect
on a leaf’s reaction to the fertilizer. Similarly, one can argue that the interaction within a
group affects its members’ reaction to a treatment.2
Summarizing, whenever group member’s scores are not experimentally independent of
each other, the group should be understood as the unit of analysis (Andersen and Ager 1978).85 ANALYZING GROUP DATA IN MIS RESEARCH
The following section will show how to correctly analyze group data measured at the indi-
vidual level.
Statistical method
The interaction between group members determines what is called the group effect – the
effect the group has on the individual in the group. For example, a group with good cli-
mate might positively influence an individual’s subjective feeling of group accomplish-
ment although this climate has nothing to do with the experimental treatment but is a
function of the relationship between group members. In other words, the dependent vari-
ables measured for each member are not experimentally independent (Andersen and Ager
1978).
One could argue that individuals are randomly assigned to groups, as is often the case
in MIS group experiments, and thus the effect of the group is part of the random error. This
does not hold in all cases since the ad-hoc group can still influence the participants in a
way that individual answers are not independent. Or as Goldstein argues
(o)nce groupings are established, even if their establishment is effectively random, they will tend to become dif-
ferentiated, and this differentiation implies that the group and its members both influence and are influenced by
the group membership. To ignore this relationship risks overlooking the importance of group effects, and may
also render invalid many of the traditional statistical analysis techniques used for studying data relationships
(Goldstein 1995, p. 2).
Figure 1. Determining the correct experimental unit.86 WALCZUCH AND WATSON
Consider the situation where groups have such a strong effect on their members during the
experiment that individuals from each group achieve approximately the same scores on a
measurement as their fellow group members. These individual scores should then be un-
derstood as copies of the group’s score and not as independent measurements. Disregard-
ing the group effect could thus lead to a false rejection of the null hypotheses (i.e., the
treatment has no effect) because the degrees of freedom are artificially increased. The cor-
rect degrees of freedom are determined by the number of groups and not by the number of
individuals. A small difference between treatment and control groups (caused by normal
statistical variation) could be large enough to indicate a significant treatment effect given
the larger degrees of freedom. The sample data analysis in a later section of this paper will
provide evidence for this assertion.
The more individuals are members of each experimental group the more the precision
of the estimate (Goldstein 1995) of the experimental measure is improved but the replica-
tions of the experiment and subsequently the degrees of freedom are not increased. Incor-
rectly inflating the degrees of freedom has been called pseudoreplication (Hurlbert 1984).
Thus, to increase the degrees of freedom (and thus the power) in a group experiment, the
number of groups must be increased and not the number of individuals within groups.
Determining the correct error term
This paper is concerned with the case when the experimental unit is the group and the unit
of measurement is the individual. The sources of variation, expected mean squares and
computational formulae for this design are covered in a number of texts on analysis of
variance (e.g., Myers 1972). Using a simple two way ANOVA design with two treatments
as an example, the following possible sources of variation (also called effects) can be de-
termined: Treatment A, treatment B, the interaction between treatment A and B, the group
effect (groups are nested within treatments), and the error (subjects nested within groups).
Since the groups are nested within treatments and subjects are nested within groups this
analysis is called a hierarchical ANOVA or a HANOVA. Tables 1 and 2 show the sources
of variation, degrees of freedom and expected mean squares for a regular ANOVA and for
the hierarchical example.
Table 1. Sources of variation, degrees of freedom, and expected mean squares for a two-way ANOVA
Source Degrees of freedom Expected mean square
A a–1 se
2 + nb qA
2
B b–1 se
2 + na qB
2
A*B (a–1)(b–1) se
2 + n qAB
2
Error or S(A,B) ab(n–1) se
2
Where A – number of levels of treatment A; B – number of levels of treatment B; G – number of groups per
treatment combination; N – number of members in each group; se
2 – unexplained error; nb qA
2 – main effect of
treatment A; na qB
2 – main effect of treatment B; n qAB
2 – interaction effect.87 ANALYZING GROUP DATA IN MIS RESEARCH
In general, to calculate the F statistic for a treatment in a regular ANOVA, the mean square
of the treatment effect is divided by the mean square of the error.
As one can see in the hierarchical example, the mean square of each treatment effect is
made up of the error, the group effect and the treatment effect. Thus, the mean square of each
effect should be divided by the group mean square to calculate the correct F statistic (Fcorrect).
se
2 + nsG(AB)













Table 2. Sources of variation, degrees of freedom, and expected mean squares in a two-way HANOVA
Source Degrees of freedom Expected mean square
A a–1 se
2 + nsG(AB)








2 + ng qAB
2
G (A,B) ab(g–1) se
2 + nsG(AB)
2
Error or S(G(A,B)) abg(n–1) se
2
nsG(AB)
2 – group effect.
Simply using the error mean square would result in an incorrect F statistic. The group ef-
fect would falsely be added to the treatment effect and thus the F statistic would be flawed
(Fincorrect).
Clearly, since the group effect has much fewer degrees of freedom than the error term, the
test is a lot weaker than if the error mean square was used. However, as demonstrated the
mean square error of the group effect is the correct error term to be used in this situation.
If the group effect is neglected the a-error would be inflated because the standard error is
incorrectly estimated (Bryk and Raudenbush 1992, p. 84) and thus an otherwise insignifi-
cant differences might be falsely evaluated as significant. The degrees of freedom of the F
test depend on the number of treatment levels and the number of groups but not on the
number of individuals per group. For example, the degrees of freedom of the F-statistic
for the main effect of the treatment A are F(a–1, ab(g–1)).
The discussion around an insignificant group effect
Some authors (Andersen and Ager 1978) suggest a procedure to increase the power of the
statistical test by constructing an error term consisting of the pooled mean squares for the
regular error and the group effect. Anderson and Ager (1978) recommend that this is done88 WALCZUCH AND WATSON
when the group effect is not significant at a = 0.25. They argue that an insignificant group
effect means that the group effect is zero and can thus be neglected. If the group term is sig-
nificant at a = 0.25, the mean square of the group effect remains the appropriate error term.
The argument against this approach is that an insignificant group effect does not neces-
sarily mean that the group effect is zero. It simply means that it may be too small to be
detected. Failure to reject the null hypothesis (group effect is zero) is not proof that the
null hypotheses is true. Thus, to obtain the most conservative results we argue that the group
effect should always be used as the appropriate error term.
Analysis of current MIS literature
To illustrate the need for this paper in the field of MIS we have analyzed four years of
publications in the three major MIS research journals publishing a significant amount of
experimental group studies (Walstrom et al. 1995): MIS Quarterly, Information Systems
Research and Journal of Management Information Systems. All articles published during
the period 1994–1997 were reviewed. To be included in our analysis, a study’s experimental
design had to include an interaction between group members (i.e., the group had to be the
experimental unit). We believe that four years of publications in three major MIS journals
provide us with a representative sample of current MIS literature. Similar results can be
expected from an analysis of other MIS journals or conference proceedings.
During the selected period, 16 articles report studies where an experimental treatment
was applied to groups and the individual group members interacted with each other as part
of the experiment (Table 3 contains the references to the articles). Not surprisingly most
articles reported the results of GDSS studies, which indicates that a paper on the correct
analysis of group data is especially important for GDSS researchers.
Further analysis revealed that seven out of the 16 studies measured and analyzed at least
one of the dependent variables at the individual level. Typically, the participants’ subjec-
tive opinions or test scores were collected. Nine studies analyzed the data at the group level
and thus avoided the issue discussed in this paper.
Of the papers that analyzed the data at the individual level, five did not mention that the
group might have had a confounding effect on their findings. This however does not nec-
essarily mean that the analyses are incorrect since – as we argued earlier – theory should
drive statistical analysis. The authors should however have included arguments why they
did not include the group effect in their analysis. The authors of two articles did include
the group effect in their analysis but it can be inferred from the paper that they did not use
it as the error term to test for main effect and interaction effects. As we have shown earlier
in this paper, simply including the group effect in the statistical model does not suffice. In
fact, it inflates the a-error even more than ignoring the group effect. Table 3 shows an
overview of the results of our analysis. The references are listed in alphabetical order.
As can be seen from this short summary, the analysis of experimental data from group
experiments is not well understood in the MIS field. In fact of 16 articles using the group
as experimental unit, seven analyzed the data incorrectly. Not one article performed a cor-
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(d)espite the prevalence of hierarchical structures in behavioral and social research, past studies have often failed
to address them adequately in the data analysis (Bryk and Raudenbush 1992, p. 2).
This paper has shown that the same statistical analysis issues are not well understood by
MIS researchers and forms an attempt to improve the analysis of group (or hierarchical)
data in the field of MIS.
An illustrative example
To illustrate the effect of an analysis without group effect a sample data set was used. The
data were collected during an experiment testing the effect of three support levels (anony-
mous GDSS, identified GDSS and no support) and two tasks (risky and ambiguous). Eleven
or twelve groups of four members were subjected to each treatment combinations. The
dependent variable used for the analysis is individual perceived informal leadership, which
was measured using Green and Taber‘s outcome questionnaire (Green and Taber 1980).
Detailed results of the complete experiment have been reported elsewhere (Walczuch 1994)
and are not subject of this paper. The appendix contains the syntax for a two-way HANOVA
analysis in SAS and SPSS.
Using the data set introduced above, different statistical tests were run. First, the cor-
rect HANOVA, second a regular ANOVA ignoring the group effect, and third an ANOVA
including the group effect but not using it as the error term to calculate the F statistics. Ta-
bles 4 and 5 show the results of the correct HANOVA and the regular ANOVA analyses.
Table 3. Overview of the analysis of group data in four years of MIS research
Data analyzed at Analysis Evaluation No. of articles Articles
Group level The data is Correct 9 • (Dennis et al. 1996)
analyzed at the • (Dennis et al. 1997)
group level • (Galegher and Kraut 1994)
• (Hightower and Sayeed 1996)
• (Lam 1997)
• (Massey and Clapper 1995)
• (Ocker et al. 1995/96)
• (Shepherd et al. 1995/96)
• (Wheeler and Valacich 1996)
Individual level Correct HANOVA Correct 0 N/A
Ignored group effect Incorrect 5 • (Alavi 1994)
• (Alavi et al. 1995)
• (Chidambaram 1996)
 • (Mejias et al. 1996/97)
• (Reinig et al. 1995/96)
Included group effect Incorrect 2 • (Dennis 1996)
but did not use • (Dennis et al. 1997/1998)
as error term
Total 1690 WALCZUCH AND WATSON
Comparing the results in Tables 4 and 5 the effect of the neglected – but significant (at
a = 0.25 level (Andersen and Ager 1978)) – group effect becomes apparent. The signifi-
cant group effect indicates that members of one group answered the questionnaire items
regarding informal leadership in a similar manner. The incorrect ANOVA finds very dif-
ferent results than the correct HANOVA. Not only is the support effect significant at a much
smaller a but the (incorrect) ANOVA also finds a significant interaction effect. Pseudo-
replication has taken place and thus differences between groups have been overrated by
incorrectly analyzing at the individual level.
As we have shown in our analysis of recent MIS articles, one option often chosen by
researchers is to aggregate the data at group level. Typically this is done by averaging the
group members’ opinions or contributions or because the data is already collected at the
group level (i.e., number of ideas generated by a group). A regular ANOVA performed at
aggregated group level data would result in exactly the same F statistics, degrees of free-
dom, and thus p-values for the main effect and the interaction effect as the correct HANOVA
analysis. The error degrees of freedom in an aggregated analysis are the number of groups
minus 1. This is equal to the degrees of freedom of the group effect, which is used as the
error term in the correct HANOVA analysis. Thus, both alternatives are acceptable. Never-
theless, all information about the strength of the group effect is lost when the data are ag-
gregated at group level. And the group effect itself can give some interesting information
on how the group has collaborated. In our case, the significant group effect shows that group
members agreed on the level of informal leadership in their groups.
As we detected during our analysis of recent journal articles, several authors include
the group effect into their model but do not use it as the correct error term. Table 6 shows
the effect of this – also incorrect – analysis using the sample data. A regular ANOVA was
performed where the group effect is included in the model but not used for calculating the
F statistics.
In a case where the group effect is highly significant, this incorrect analysis can lead to
even greater distortions of the results than omitting the group effect. Since more variation
is explained, the residual error term becomes very small, and thus the F statistics for the
main and interaction effects are inflated. The remaining residual error is so small that al-
most any mean square error would suffice to achieve a significant F statistic.
Table 4. Correct analysis
HANOVA
Source DF SS MS F Ratio Prob>F
Support 2 11.54 5.77 3.17 0.05*
Task 1 0.36 0.36 0.19 0.66
Support*Task 2 7.26 3.63 2.00 0.14
Group (Support*Task)** 64 75.64 1.18 1.29 0.09*
Error 208 190.07 0.91
*Significant at a = 0.05 or at a = 0.25 for the group effect; **the group effect must be used as the error term for
the main effects in this analysis. The overall error term is only used to calculate the F-statistic for the group ef-
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In our example, the p-values for the main and interaction effects are only slightly more
significant than in the incorrect ANOVA presented above. Again, this incorrect analysis
finds a highly significant support main effect and a significant interaction effect through
pseudoreplication.
Using a sample data set, the possible effect of a neglected group effect on statistical
analysis was demonstrated. Obviously, the stronger the group effect, the more inaccu-
rate the analysis will be if a regular ANOVA is used instead of HANOVA or if the group
effect is not used to calculate the F-statistic. However, as we argued earlier, to calculate
robust and conservative results even a weak group effect should be taken into account
because it is hard to argue for a non-existent group effect in experiments testing group
behavior and statistics can never proof that an effect does not exist. Also, information on
the significance of the group effect can by itself be rather interesting for the researcher
since it can be used as a measure of how the group members interacted and influenced
each other.
Conclusions
This article demonstrates that data collected during group experiments should not be
analyzed at the individual level since such an analysis disregards the possible effect the
group might have on the individual. Measurements taken at the individual level in a group
experiment are not independent of each other and should not be analyzed as such.
Table 6. Incorrect analysis
HANOVA incorrectly using the standard error for calculating the F statistics
Source DF SS MS F Ratio Prob>F
Support 2 11.54 5.77 6.31 0.002**
Task 1 0.36 0.36 0.39 0.533
Support*Task 2 7.26 3.63 3.97 0.020*
Group (Support*Task) 64 75.64 1.18 1.29 0.09*
Error 208 190.07 0.91
*Significant at a = 0.05 or at a = 0.25 for the group effect; **significant at a = 0.01.
Table 5. Incorrect analysis
Regular ANOVA ignoring the group effect
Source DF SS MS F Ratio Prob>F
Support 2 10.89 5.44 5.57 0.004**
Task 1 0.30 0.30 0.31 0.579
Support*Task 2 7.58 3.79 3.88 0.021*
Error 272 284.24 0.98
*Significant at a = 0.05 or at a = 0.25 for the group effect; **significant at a = 0.01.92 WALCZUCH AND WATSON
We provide evidence that in cases where the treatment is applied to a group, the degrees
of freedom should be determined by the number of groups participating in the experiment
and not by the number of individuals taking part. If group data are analyzed at the indi-
vidual level statisticians speak of pseudoreplication, which incorrectly increases the F sta-
tistic and thus the probability of finding significant differences.
Also, to analyze treatment effects in a hierarchical design (Groups nested within treat-
ment) the group effect should be used as the error for calculating the F statistics. Including
the group effect in a model, but not using it to calculate the F statistic, also results in an
incorrectly increased F statistic.
Through an analysis of recent articles presenting the results of group research, we have
demonstrated that the analysis of group data is not well understood in MIS. We have also
shown the possible effect of incorrect analysis using a sample data set collected during a
GDSS experiment.
The group effect by itself also contains some interesting information for the researcher.
A significant group effect indicates that there is interaction between the group members,
which has an effect on the way the individual perceives the group process or outcome. This
in itself can be an interesting finding and provides the researcher with extra information
about the effect of the treatment on the group.
Clearly this research note is presenting nothing new in terms of statistical analysis. Its
main contribution should be seen in the creation of awareness for a specific statistical analy-
sis technique, HANOVA, among MIS and specifically GDSS researchers. The question that
remains unanswered in this research note is if the results of the seven papers criticized for
their analysis would actually deliver different results if a correct HANOVA was applied to
the data. Possibly some of the significant findings were only found due to pseudoreplication?
This may have serious implications for a large part of MIS research performed so far. Maybe
different analysis techniques can explain some of the contradicting results found in GDSS
research to date? However, only a correct reanalysis of the original data using the correct
statistical method can provide answers to these questions.
Appendix – HANOVA with SAS and SPSS
This appendix contains the syntax needed to run a HANOVA in SAS and SPSS. In both programs it is possible
to define the nested group effect as the error term. The syntax below shows how.
Often it is difficult to define the group effect as the error term. If this is the case, the researcher can also sim-
ply include a nested group effect in the analysis and then calculate the F-statistics and p-values using a regular
calculator and a F-distribution table, which can be found in the appendix of most statistics books or on Web-
sites such as Movellan’s Probability Calculator (Movellan 1997). To calculate the F-statistics, the Mean Square
Error of the treatment effect must be divided by the mean square error of the group effect. Similarly, the degrees
of freedom of the treatment effect and of the group effect are used to calculate the p-value.
SAS
The following syntax can be used to perform a HANOVA in SAS. The TEST statement defines G(A B) as the
correct error term for the main effects A and B and the interaction effect A*B.93 ANALYZING GROUP DATA IN MIS RESEARCH
PROC ANOVA;
CLASS A B G;
MODEL Y = A B A*B G(A B);
TEST H=A B A*B E = G(A B);
RUN;
SPSS
The following syntax can be used to perform an HANOVA in the syntax window of SPSS.
Up to version 8.0 of SPSS is was not possible to define nested effects using the menus.
Note that the MANOVA command must be used even for a univariate model. The DESIGN subcommand
lets the user define nested effects and specific error terms. Group WITHIN A BY B is the definition of the group
effect G(A,B) and Group WITHIN A BY B = 1 defines the group effect as the error term 1 which is then used to
test the main effects and the interaction effect (A VS 1, B VS 1, and A BY B VS 1).
MANOVA Output BY A(min, max) B(min, max) Group(min, max)
/METHOD = SEQUENTIAL
/DESIGN A VS 1,
B VS 1,
A BY B VS 1,
Group WITHIN A BY B = 1 VS WITHIN+RESIDUAL.
Note: min and max are the lowest and highest possible values for the treatment(s) and group numbers.
Notes
1. Please direct all correspondence regarding this article to Rita Walczuch.
2. Clearly this tree analogy is only partly valid but we believe that it provides a useful
tool for understanding the underlying idea behind the argument presented in this arti-
cle. The reader should understand that a group member is to some extent influenced
by the group even if this influence is not as direct and strong as the influence of a tree
on its leaves.
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