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Abstract: A deterministic method for sensitivity analysis is developed and applied to a math-
ematical model for the simulation of flow in porous media. The method is based on the singular
value decomposition (SVD) of the Jacobian matrix of the model. It is a local approach to sensi-
tivity analysis providing a hierarchical classification of the directions in both the input space and
of those in the output space reflecting the degree of sensitiveness of the latter to the former. Its
low computational cost, in comparison with that of statistical approaches, allows the study of the
variability of the results of the sensitivity analysis due to the variations of the input parameters
of the model, and thus it can provide a quality criterion for the validity of more classical prob-
abilistic global approaches. For the example treated here, however, this variability is weak, and
deterministic and statistical methods yield similar sensitivity results.
Key-words: Deterministic Sensitivity Analysis, Singular Value Decomposition, Darcy Flow,
Mixed Hybrid Finite Elements, Automatic Differentiation, Nuclear Waste Storage
∗ Projet Estime.
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Analyse de sensibilité déterministe pour un modèle
d’écoulement en milieux poreux
Résumé : Une méthode déterministe pour l’analyse de sensibilité est développée et appliquée à un
modèle mathématique pour la simulation d’écoulements en milieux poreux. La méthode est basée
sur la décomposition en valeurs singulières (SVD) de la matrice Jacobienne du modèle. C’est une
approche locale d’analyse de sensibilité qui fournit une classification hiérarchique des directions
dans les espaces d’entrée et de celles dans l’espace de sortie traduisant le degré de sensibilité
de ces dernières sur ces premières. Son coup de calcul faible par rapport à celui des approches
statistiques rend possible une étude de la variabilité des résultats en fonction des paramètres
d’entrée du modèle, et permet ainsi de fournir un critère de qualité sur la validité des approches
probabilistes, plus classiques. Cependant, pour l’exemple considéré ici, cette variabilité est faible
et les méthodes déterministe et statistique fournissent des résultats similaires.
Mots-clés : Analyse de sensibilité déterministe, Décomposition en valeurs singulières, Écoulement
Darcéen, Éléments finis mixtes hybrides, Différentiation automatique, Stockage de déchets nucléaires
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1 Introduction
The questions of safety and uncertainty are central to feasibility studies for the underground
storage of nuclear waste. One of the important points to be considered is the problem of the
evaluation of uncertainties concerning safety indicators (the “output parameters”) due to uncer-
tainties concerning properties of the subsoil around a proposed storage site, properties such as
hydraulic conductivity, or properties of the contaminants (the “input parameters”). Uncertain-
ties concerning the input parameters are due to the imprecision of measurement techniques or to
spatial variability. The measure of the water flow through specified outlet channels is a natural
safety indicator since contaminants are mainly transported by water.
Two different domains are concerned with the quantification of the influence of the input
parameters on the safety indicators. One is uncertainty analysis which is concerned with the
quantification, in terms of say distributions or quantiles, of the uncertainty concerning the safety
indicators. The other is sensitivity analysis which determines weights indicating the degree of
influence of particular input parameters on particular safety indicators.
Both uncertainty analysis and sensitivity analysis can be addressed using probabilistic ap-
proaches such as Monte-Carlo methods. These methods give good results and are relatively easy
to implement, thus their popularity, but they are expensive to use because they require a large
number of simulations (see for example [5]). Probabilistic approaches are global in the sense that
they take into account all the variations of the input parameters in a given range, but they become
less reliable for highly nonlinear problems.
The deterministic method investigated here is much less demanding in terms of computing time,
but it gives only local information in the sense that for nonlinear problems the results obtained
are relevant only for small variations of the input parameters around some chosen set of input
parameters, the size of the permissible variation depending on the degree of the nonlinearity. With
this method “first order” uncertainties are computed using the derivatives of the function F that
associates the output parameters to the input parameters. The hierarchization of the inputs of
the function F according to their influence on the outputs of F is provided by the Singular Value
Decomposition (SVD) of the Jacobian matrix F ′(x) [21, 6, 7, 1]; see also [35] for the history of
the SVD and [16] for a detailed description. It is interesting to note that the SVD, the main tool
for the deterministic approach described here, is also commonly used in statistical data analysis,
see [8, 9, 25, 36].
The probabilistic and deterministic approaches to sensitivity analysis might rightly be seen
as complementary, and it is worthwhile to develop both. To our knowledge, the deterministic
approach has not yet been used for flow problems in porous media. The main objective here
is to present the deterministic method for sensitivity analysis and to show its feasibility for the
study of 3D Darcy flow in a realistic test case, and then to compare the results obtained using the
deterministic method with those obtained using a Monte Carlo method for the same problem.
When dealing with first order approximations, differentiation is a key issue and different meth-
ods can be used for computing F ′(x): divided differences, automatic differentiation, analytic
differentiation for possibly implicit problems. An explanation of automatic differentiation can be
found in [11], an example using automatic differentiation for a huge Fortran code is given in [3]
and an example for a C++ code is given in [2]. The theory concerning analytic differentiation is
developed in [20] and an example may be found in [29]. For each method of differentiation, direct
mode or reverse mode can be used. (Reverse mode differentiation is equivalent to the differentia-
tion using the adjoint state method.) These derivatives can be used in combination with interval
arithmetic to evaluate uncertainties in the form of intervals containing the image under F of input
intervals [32].
In the second section of this paper, we describe probabilistic methods and deterministic meth-
ods for sensitivity analysis. In the third section, we give some details about the computation of
the derivatives used for the deterministic analysis. In the fourth section, we present a numerical
model for flow in porous media. In the fifth section, we compare numerical results obtained using
a probabilistic analysis with those obtained using a deterministic analysis for a realistic example
representing water flow around a potential nuclear waste storage site.
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2 Sensitivity analysis
We consider a general model F : x ∈ Rnip 7→ y ∈ Rnop with nip, nop ∈ N?.
2.1 Probabilistic analysis
In this work, the global probabilistic analysis is carried out using a Monte-Carlo method. This
method consists in examining the influence of the uncertainty about input data on the uncertainty
about the output, where the uncertainties have been quantified say in terms of variance. This study
covers the global variation of the values through sampling.
First, the uncertainty about scalar components of the input data is defined with Probabilis-
tic Density Functions (PDF’s), taking into account various kinds of uncertainties such as those
representing natural variability, those coming from up-scaling, or those due to imprecision in the
measurements. The choice of laws for defining the PDF’s is a matter for specialists. These laws
generally include correlations and constraints between variables. In other words the components of
the input data are not necessarily independent. A relation between two parameters may be better
known than the individual parameters, e.g. for continuous input parameters, the “heterogeneity”
of the parameter may be bounded. In this case, PDF’s can be applied to relations between input
parameters. In practice, we will consider a basis of variables, which we assume to be mutually
independent and which may or may not correspond to input parameters. A PDF is defined for
each of the basis variables, and each input parameter is explicitly defined in terms of the basis
variables.
Next, various samples of input data are generated. There are several methods available for
this. We used Latin Hypercube Sampling (LHS) (see for example [14]). Let N be the desired
number of samples. For each of the n′ip ≤ nip basis variables, the set of possible values is divided
into N equiprobable intervals and one value is randomly picked from each of these N intervals.
The values selected for the n′ip components are randomly combined, to form N samples of the basis
variables (and then of the input parameters) in such a way that for each of the basis variables, each
selected value appears in precisely one sample. LHS is a compromise between random sampling
(N samples are randomly selected, accordantly with the PDF), which may fail to represent the
extreme possible values, and stratified sampling, in which the n′ip−dimensional set of possible input
parameters must be divided into equiprobable subsets (a process which can be difficult) before
randomly picking one sample from each subset. The nip × N matrix formed from the samples of
input parameters is denoted by x =
(
x1, ..., xN
)
, with, for n = 1, ..., N , xn ∈ Rnip .
Samples of output parameters are computed by applying F to each generated sample. They
form the nop × N matrix y =
(
y1, ..., yN
)
, with, for n = 1, ..., N , yn ∈ Rnop and yn = F (xn). The
result of a sensitivity analysis is a representation of the relations existing between input parameters
and output parameters. These relations can be quantified by various statistical indicators. The
simpler indicators are by construction meaningful only for smooth functions. Some transformations
can be performed to deal with more irregular functions but there is no “universal” indicator
(further details about these indicators may be found in [15]):
  One can compute correlation coefficients between individual components of input and output
data (Pearson coefficients)
cor (xi, yj) =
N
∑
n=1
(xni − xi)
(
ynj − yj
)
√
√
√
√
N
∑
n=1
(xni − xi)
2
√
√
√
√
N
∑
n=1
(
ynj − yj
)2
, (1)
where xi and yj are the statistical means for i = 1, ..., nip and j = 1, ..., nop. These indicators
are meaningful when the relations between input data and output data can be approximated
by linear (affine) laws. In this case, Pearson coefficients are proportional to the coefficients
INRIA
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of the linear relation between (centered) input and output data. When the relations between
input and output parameters are strongly nonlinear, it can be interesting to replace, for each
component of the input or output data, individual values by their ranks in the sampling of
the considered component, the ranks being defined by
for i = 1, ..., nip, n = 1, ..., N, r
n
xi
= card {m ∈ 1, ..., N, xmi ≥ xni } ,
for j = 1, ..., nop, n = 1, ..., N, r
n
yj
= card
{
m ∈ 1, ..., N, ymj ≥ ynj
}
.
Correlation coefficients can be computed for these transformed data. The Spearman correla-
tion coefficient measures the monotonicity between the uncertainty of the result and the un-
certainty of input data. It is the Pearson coefficient computed for the ranks: spear(xi, yj) =
cor
(
rxi , ryj
)
for i = 1, ..., nip, j = 1, ..., nop.
  These coefficients can be corrected to reduce the effect of other input components when
quantifying the relation between particular input and output components. Linear regressions
must first be computed following
x̂i = c0 +
nip
∑
k=1,k 6=i
ckxk
ŷj|i = b0|i +
nip
∑
k=1,k 6=i
bk|ixk,
where the coefficients ck, bk|i, k = 1, ..., i − 1, i + 1, ..., nip, dependent on i and j, mini-
mize the quadratic errors over the samples
N
∑
n=1
(xni − x̂ni )2 and
N
∑
n=1
(
ynj − ŷnj|i
)2
. The Par-
tial Correlation Coefficient (PCC) is then defined by PCC(xi, yj) = cor
(
xi − x̂i, yj − ŷj|i
)
.
The Partial Rank Correlation Coefficient (PRCC) is the PCC computed for the ranks:
PRCC(xi, yj) = PCC(rxi , ryj ).
  The Standard Rank Regression Coefficient (SRRC) is related to the effect of modifying an
input component by a fixed fraction of its standard deviation. The following regression
model is considered (it is not a partial regression)
ŷj = b0 +
nip
∑
k=1
bkxk ,
where the coefficients bk, k = 1, ..., nip are chosen to minimize the quadratic error over the
samples
N
∑
n=1
(
ynj − ŷnj
)2
. The Standard Regression Coefficient is defined as SRC(xi, yj) =
biσ̂(xi)
σ̂(yj)
, where σ̂ is the estimator for standard deviation defined as σ̂(xk) =
1√
N − 1
√
√
√
√
N
∑
n=1
(xnk − xk)
2.
The SRRC is the SRC for the ranks: SRRC(xi, yj) = SRC(rxi , ryj ).
We note that these indicators take values in the interval [−1, 1]. The nearer the absolute value
of an indicator is to 1, the stronger is the dependence {input parameter/output parameter}. The
sign of the coefficient depends on the monotonicity of the relation and is positive if the considered
input and output components increase together. Small values (e.g. those smaller than 0.2) indicate
a very weak dependence. These coefficients make it possible to rank input parameters according
to their degree of influence.
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2.2 Deterministic analysis
Local deterministic uncertainty analysis is based on a first order approximation: we consider a
linearized problem
δx ∈ Rnip 7→ δy = F ′ (x) δx ∈ Rnop ,
which associates approximate variations of the output parameters δy to small variations of the
input parameters δx around a given set of input parameters x. For an affine function F , an
upper bound on the uncertainty about yi, for i = 1, ..., nop, would be
nip
∑
j=1
|F ′(x)ij | |∆xj |, where the
nonnegative value |∆xj | quantifies the uncertainty about the input parameter xj . Correlations
between input parameters are not taken into account in this upper bound.
Deterministic sensitivity analysis is based on the Singular Value Decomposition (SVD) of the
Jacobian matrix F ′(x) for a given input vector x. The SVD of the rectangular matrix F ′(x) is
given by
F ′ (x) = USV T ,
where U and V are orthogonal matrices and S is a diagonal matrix of the same size as F ′. The
columns of V are called the singular vectors of the input space, and the columns of U are called
the singular vectors of the output space. The diagonal terms of S are the singular values of F ′,
that is to say the square roots of the eigenvalues of the square symmetric matrix F ′
T
F ′. They are
nonnegative numbers sorted in nonincreasing order.
The SVD performs an orthogonal change of basis in both the input and output spaces. If we
denote by uk (respectively vk) the k
th column of U (respectively of V ) and by sk the k
th diagonal
term of S, we have
for k ≤ min (nip, nop) , F ′ (x) vk = skuk ;
if nop < nip, for nop < k ≤ nip, F ′ (x) vk = 0. (2)
Then the output variation associated with an input variation δx will be
δy =
min(nip,nop)
∑
k=1
sk〈δx, vk〉uk, (3)
where 〈., .〉 denotes the canonical scalar product. This means that for k ≤ min(nip, nop), the
variation of the output parameters in the direction uk depends exclusively on the variation on
the input parameters in the direction vk, and this dependence is quantified by the singular value
sk. If nop < nip, for nop < k ≤ nip, i.e. if vk is in the kernel of F ′, a variation of the input
parameters in the direction vk has no influence on the output: for nop < k ≤ nip and α ∈ R,
F ′(x)(δx + αvk) = F
′(x)δx. On the other hand, if nip < nop, for nip < k ≤ nop, then 〈δy, uk〉 = 0
and uk is in the orthogonal complement of the image of F
′ (x), i.e. the output does not vary in
the direction of uk.
So the rate of decrease of the singular values provides a hierarchical classification of the influence
of the directions vk in the input space on the directions uk in the output space.
SVD is useful in various contexts. For example it can be used to determine which input
parameters should be more accurately measured in order to obtain greater precision for particular
output parameters. If say the input parameters are the uncertain values of a piecewise constant
field, a field constant in each of several zones into which the domain has been divided, then the
SVD results can indicate in which zones more precise measurements need to be taken , or which
zones should be further divided into more zones in which measurements are taken in order to
reduce the spatial variability. In another context, when output parameters can be measured and
must be controlled, the SVD results sometimes make it possible to easily identify which input
parameters must be modified to alter one particular output parameter without changing the other
output parameters. Generally, the associated singular vector in the input space is not parallel to
INRIA
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one of the main axes, and several input parameters may need to be modified together with the
corresponding weights. These possibilities will be illustrated in section 5.3.4.
The SVD algorithm is widely used and several implementations are available. Here the routine
dgesvd provided in the linear algebra library LAPACK is used; see [19].
2.3 A 1D example
We consider a flow in a one-dimensional porous medium Ω = [0, L] of permeability K with no
source term
∂Φ
∂ξ
= 0, Φ = −K∂p
∂ξ
,
and with Dirichlet boundary conditions p = p0 at ξ = 0, p = pL at ξ = L. The velocity field Φ is
constant,
Φ =
p0 − pL
∫ L
ξ=0
1
K(ξ)
.
If the hydraulic conductivity is assumed to be piecewise constant with nz zones of length Li,
i = 1, ..., nz, we consider F (x) = F (K1, · · · , Knz) = Φ and the sensitivities are
∂Φ
∂Ki
=
Φ2
p0 − pL
Li
K2i
.
With a logarithmic parametrization, i.e. considering F̂ (x̂) = F̂ (log K1, ..., log Knz) = F (K1, ..., Knz),
the matrix to be decomposed into singular values is F̂ ′(x̂) =
Φ2
p0 − pL
(
L1
K1
, . . . ,
Lnz
Knz
)
. The only
singular value is s1 =
∥
∥
∥F̂ ′(x̂)
∥
∥
∥ and the first singular vector in the input space, that is the unit
vector orthogonal of the kernel of F̂ ′(x̂), is proportional to F̂ ′(x̂), and its larger components cor-
respond to the zones of lower permeability. The importance of Ki increases also with the length
of the zone Li. Without logarithmic parametrization, the hierarchy can be reordered except when
L1 = ... = Lnz . In this case only the rate of decrease is accelerated.
We give an approximation of the theoretic Pearson coefficient for the case in which there are
only two zones with K1
L1
 K2
L2
. We denote u1 =
K1
L1
and u2 =
K2
L2
. In this case, the equation (1)
can be approximated by
cor(K1, Φ) = cor
(
u1,
u1u2
u1 + u2
)
≈ cor(u1, u2) = cor(K1, K2)
and
cor(K2, Φ) = cor
(
u2,
u1u2
u1 + u2
)
≈ 1
and we conclude again that the lower permeability has the greater impact.
Note that one needs stronger hypotheses to obtain general results with the statistical approach.
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3 Differentiation
The first step in deterministic sensitivity analysis is the computation of the Jacobian matrix of
the function F .
3.1 Notation
We suppose that the model F is not a closed-form formula.
Let P be an open subset of a normed vector space, ndof a large integer and let
F̃ : x̃ ∈ P 7→ ỹ ∈ Rndof
be an implicit function defined by
ỹ = F̃ (x̃) ⇔ E(x̃, ỹ) = 0.
The equation E(x̃, ỹ) = 0, the state equation, is say a discretization of a partial derivative equation,
with x̃ a discretization of a field for a physical parameter and ỹ the vector of degrees of freedom.
Let nip and nop be integers, at least one of which is small relative to ndof and let
P : x ∈ Rnip 7→ x̃ ∈ P
O : ỹ ∈ Rndof 7→ y ∈ Rnop
be closed-form formulas. The parametrization operator P serves to reduce the dimension of the
input space in order to avoid over-parametrization problems while the observation, or measure,
operator O serves to reduce the dimension of the output space in order to sum up the output
into indicators or to model experimental measures performed in the real fields. A modular im-
plementation of these operators makes it possible to change them easily for different numerical
experiments.
The model to be differentiated is then
F = O ◦ F̃ ◦ P.
3.2 Differentiation techniques
For the problem treated in this article, we investigated several different techniques of differentiation
[23, 11, 26]. Approximate differentiation through divided differences is an obvious possibility
but this technique is either insufficiently accurate or too expensive in computation time since
it is difficult to choose the optimal differentiation step. Hence it is best reserved for validation
purposes. Possible exact methods are automatic differentiation and manual differentiation, i.e.
differentiation based on analytical formulas.
It is important to be able to differentiate the model either in direct mode (i.e. computation of
the Jacobian matrix by columns, which is advantageous when nip ≤ nop) or in reverse mode (i.e.
computation of the Jacobian matrix by rows, which is advantageous when nip ≥ nop).
We have to differentiate a function computed using a C++ code both in direct mode and
in reverse mode. For this reason we have investigated the tool of automatic differentiation by
operator overloading ADOL-C [12]. By now, according to [17], other alternatives are available as
FADBAD/TADIFF, OpenAD, and YAO.
We compared the performances of ADOL-C with those of manual differentiation. ADOL-C was
very competitive with respect to development time, and execution times were comparable to those
obtained with manually differentiated codes, but memory management was difficult in reverse
mode with ADOL-C for realistic computations. For this reason we used a manually differentiated
code and ADOL-C was used for validation (ADOL-C was also competitive with divided differences
concerning development times). However solutions to the problems of memory management are
proposed in [13]; the algorithm described in [10] is available at [18].
INRIA
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3.3 Verification of derivative computations
The most error prone step of the deterministic method for sensitivity analysis is the computation
of the Jacobian matrix of F . We give in this section some elements concerning the verification of
the code computing the derivatives, assuming that the code for the function F itself has already
been validated. Details for the example presented in this paper are given in [26].
First of all, at least two different methods must be implemented (among automatic differenti-
ation, manual differentiation, finite differences, each method can be implemented in reverse mode
and/or in direct mode).
In order to locate the errors, it is important to be able to verify subfunctions one by one.
The code to be verified computes the derivative of a solver for a partial derivative equation.
The input of the solver is the vector of the coefficients of a parameter field occurring in the equation
on some discrete basis, and the output is for example a subset of the degrees of freedom of the
solver. The operators O and P should be implemented independently of the rest of the code. In
general these operators are linear so that the validation of their derivatives is easy. The same code
can be used for many test cases, for example using different computation domains and meshes,
and the critical point is to affirm that it will be reliable for all the possible test cases (and for all
values of the input vector).
The first step is to verify all the chosen methods for different test cases for which we know an
analytic solution. This step is necessary but not at all sufficient: for example, for the Darcy equa-
tion we know analytic solutions for derivatives for all one-dimensional and pseudo one-dimensional
test cases. We do not have simple and general analytical solutions for the other test cases. One-
dimensional tests make not possible to verify that we correctly deal with the coupling between the
different entries of the hydraulic conductivity tensors.
For test cases without analytic solutions but with a reasonable number of degrees of freedom,
we apply also all the implemented differentiation methods. The set of test cases should be repre-
sentative of all the possible problems, concerning heterogeneity, anisotropy, boundary conditions,
but, in order to be exhaustive, for computation time reasons, we use meshes just big enough to
make this generality possible. We consider that if all the implemented methods provide the same
results for all the test cases it is a very good sign. No small differences can be accepted. Com-
parison with results of divided differences is not so simple: we must compute divided differences
for different differentiation steps, and select the results with “best” differentiation step. This best
step is not known before performing a comparison.
For the realistic test case, it can happen that only one method is applicable, regarding memory
management and computation time. That is why the previous verification is very important.
We have used divided differences and automatic differentiation with ADOL-C to verify our
manual derivated code. The tool ADOL-C seems to be a very safe mean for verification. The tool
actually computes both the function and its derivatives. We observed that the only difficulty is
to compute the right function. This is verified by comparison of the results provided by ADOL-C
and by an original non differentiated code, supposed to be reliable, over a representative set of
test cases. Once the right function is computed, the computation of derivatives is always right.
3.4 Differentiation in direct mode
In direct mode, the Jacobian matrices are computed column by column by setting elementary
variations of the operator E equal to zero. We denote, for j, j ′ ∈ {1, ..., nip}, (δxj)j′ = δj,j′ (i.e. 1
when j = j′ and 0 otherwise). The jth column of F ′ is
O′(ỹ)δỹj
where δỹj is defined by
∂E
∂x̃
∂x̃
∂x
δxj +
∂E
∂ỹ
δỹj = 0. (4)
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Thus, independently of the number of output parameters nop, there are nip linear systems to
solve in order to compute the complete Jacobian matrix of F . The size of the linear systems is
independent of the number of input or output parameters (for a given state equation E).
3.5 Differentiation in reverse mode
In reverse mode, the Jacobian matrices are computed row by row. Here, we use the adjoint state
method which is well suited for the differentiation of implicitly defined functions with a small
number of outputs [23].
3.5.1 The adjoint state method
The object here is to calculate the ith row of the Jacobian matrix F ′(x) =
(
O ◦ F̃ ◦ P
)′
(x). The
derivation of P is assumed to be very simple. In order to avoid the manipulation of large matrices
with ndof rows, it is better to differentiate directly the composite O ◦ F̃ than to differentiate
O and F̃ separately. So, we write the Jacobian matrix of the model under the form F ′(x) =
(
O ◦ F̃
)′
(x̃)P ′(x) and we focus on the calculation of the ith row of
(
O ◦ F̃
)′
(x̃).
Let G be the projection onto the ith axis in the output space and set Q = G ◦O. Then the ith
row of
(
O ◦ F̃
)′
(x̃) is simply the derivative of g = Q ◦ F̃ , i.e. the transposed of its gradient ~∇g.
The adjoint state method is popular for minimization problems with equality constraints, and
in particular for the computation of the corresponding gradient. Here the gradient ~∇g is associated
with the function Q = G ◦ O and the constraint is the state equation E(x̃, ỹ) = 0 defining F̃ .
Hence, as for minimization problems, we define the following Lagrangian function:
L : P × Rndof × Rndof → R,
(x̃; ỹ, λ) 7→ Q (ỹ) + 〈E (x̃, ỹ) , λ〉 ,
where λ ∈ Rndof is the Lagrange multiplier associated with the constraint (here the size of the state
equation is the size of ỹ, i.e. ndof). Then, for a given parameter x̃, let ỹx̃ denote the state variable
solution of the equation E(x̃, ỹ) = 0, i.e. ỹx̃ = F̃ (x̃). The state variable ỹx̃ is also characterized
by the equation
∀δλ ∈ Rndof , ∂L
∂λ
(x̃; ỹx̃, λ) δλ = 0.
This condition is independent of the variable λ. Similarly, if Q and E are sufficiently regular, the
adjoint state variable λx̃ may be defined by the equation
∀δỹ ∈ Rndof , ∂L
∂ỹ
(x̃; ỹx̃, λx̃) δỹ = 0,
and λx̃ is the solution of the linear equation
[
∂E
∂ỹ
(x̃, ỹx̃)
]T
λx̃ = − [Q′(ỹx̃)]T . (5)
Moreover we have ∀x̃ ∈ P , g(x̃) = L(x̃; ỹx̃, λx̃) because ỹx̃ satisfies E(x̃, ỹx̃) = 0. Hence, if E
is sufficiently regular,
〈
~∇g, δx̃
〉
=
∂L
∂x̃
(x̃; ỹx̃, λx̃)δx̃ +
∂L
∂ỹ
(x̃; ỹx̃, λx̃)
∂ỹx̃
∂x̃
δx̃ +
∂L
∂λ
(x̃; ỹx̃, λx̃)
∂λx̃
∂x̃
δx̃
=
∂L
∂x̃
(x̃; ỹx̃, λx̃)δx̃.
If F̃ and Q are sufficiently regular then g is differentiable and its gradient is
~∇g =
[
∂E
∂x̃
(x̃, ỹx̃)
]T
λx̃. (6)
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3.5.2 Assembling the Jacobian matrix row by row
Equations (5) and (6) are now used to compute the ith row of F ′.
Let gỹ,i denote the i
th row of the Jacobian matrix of the measure operator O:
gỹ,i = G ◦ O′(ỹ). (7)
According to equation (5), the corresponding adjoint state λi is determined by solving
[
∂E
∂ỹ
(x̃, ỹx̃)
]T
λi = −gTỹ,i. (8)
Then, according to equation (6), the ith row of the Jacobian matrix of F is
gx,i = λ
iT
[
∂E
∂x̃
∂x̃
∂x
]
. (9)
So there is one linear system to solve for each output parameter in order to compute the complete
Jacobian matrix of F . The number of linear systems to be solved is independent of the length of
the vector x. The size of the systems to be solved is the same as for direct mode.
RR n
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4 Mathematical and Numerical Models
4.1 The Steady-state Darcy flow problem
Assume that the calculation domain, identified with the porous medium containing the nuclear
waste storage site, is a bounded open subdomain Ω of R3. Assume that the medium is saturated
with water, which is supposed to be incompressible. Assume further that the shape of the domain
is such that the effects of gravity are negligible. Then flow in Ω is governed by a stationary
conservation law together with Darcy’s law:
div ~u = q in Ω (conservation law)
~u = −K~∇p in Ω (Darcy′s law),
where ~u is the Darcy water flow velocity field, q is a source term, K is the non homogeneous
hydraulic conductivity matrix field, which is assumed to be everywhere symmetric and positive
definite, and p is the pressure field. Assume that the boundary of Ω, is divided into two parts, ΓD
and ΓN , on which are imposed Dirichlet and Neumann boundary conditions respectively:
p = pD on ΓD
~u · ~n = gN on ΓN ,
where ∂Ω = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅.
This work is concerned with the effect of uncertainties about the hydraulic conductivity matrix
field K on certain safety indicators. Here the safety indicators are taken to be the fluxes of ~u
through nop specified surfaces in Ω called outlet channels Si, i = 1, ..., nop. Thus given these nop
outlet channels, oriented by the unitary normal vector fields ~ni, i = 1, ..., nop, the safety indicators
are the fluxes Φi, i = 1, ..., nop defined by
for i = 1, ..., nop, Φi =
∫
Si
~u · ~ni.
The hydraulic conductivity matrix field is assumed to be piecewise constant so that Ω is the union
of the closures of nz mutually exclusive subdomains Ωα, α = 1, · · · , nz on which K is constant:
K|Ωα ≡ Kα, (10)
where for each α, α = 1, · · · , nz,Kα is a symmetric 3× 3 matrix. Thus K is uniquely determined
by 6nz parameters though the number of parameters maybe reduced in the presence of further
assumptions concerning the form of the matrices Kα or assumptions that in certain zones Kα is
well known.
For the problem treated here, it is supposed that, for each zone α, Kα is either diagonal or
scalar, so that the total number nip of independent input parameters is less than or equal to
3nz. Let K = (Kj)j=1,...,nip denote the vector containing these parameters. As usual with elliptic
equations, and since the values of the hydraulic conductivity often vary over several orders of
magnitude, it is reasonable to use a logarithmic parametrization; i. e. to take as input parameters
the logarithms of the values Kj :
for j = 1, ..., nip, let xj = log Kj ,
and let x = (xj)j=1,...,nip .
The function we are interested in is the function F that associates output parameters Φ =
(Φi)i=1,...,nop to input parameters x = (xj)j=1,...,nip , a function from R
nip to Rnop . But, as we are
dealing with numerical calculations, a discretization F of this function needs to be defined. The
function F will associate approximations y = (yi)i=1,...,nop of the fluxes Φ = (Φi)i=1,...,nop through
the outlet channels (Si)i=1,...,nop to the input parameters x = (xj)j=1,...,nip .
INRIA
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4.2 Discretization
To obtain the discretization F of the function F a mixed-hybrid finite element method [31] is
used. Assume that Th = (Ti)i∈I is a finite element discretization of the domain Ω, that is a
“triangulation” of Ω which may be made up of tetrahedra, or of convex hexahedral elements. The
mesh Th is such that the outlet channels Si, i = 1, ..., nop, are unions of faces of the mesh. The
set of faces of the elements of the triangulation Th (including those faces contained in the interior
of Ω and those lying on the boundary of Ω) is denoted Sh = (Ej)j∈J . Each face Ej is oriented by
an arbitrarily chosen unit normal vector ~nj . In the case of tetrahedral or parallelepiped cells, the
lowest order Raviart-Thomas-Nedelec elements [30, 28] are used, and in the case of more general
hexahedral cells, the composite elements defined in [33, 34] are used. In each case, the degrees of
freedom for such a method are of three types:
  The pressure unknowns: for each cell Ti, one value corresponding to an approximation to
the average value of the pressure on the cell.
  The trace-of-pressure unknowns: for each face Ej not on the Dirichlet boundary ΓD, one
value corresponding to an approximation of the average value of the pressure on the face.
  The flux unknowns: for each cell Ti and for each face Ej of Ti, one value corresponding
to an approximation of the outgoing flux from Ti through Ej . Thus we have one flux
value per face of the boundary, and two flux values per interior face. The continuity of the
flow through the interior faces is imposed not by the choice of the unknowns but through
supplementary equations, obtained by using Lagrange multipliers associated with the trace-
of-pressure unknowns for the interior faces through the operator C of equation (13) below.
Similarly the Neumann boundary conditions are imposed by using Lagrange multipliers
associated with the trace-of-pressure unknowns for the faces on the Neumann boundary ΓN .
The vector of unknowns will be denoted Y :
Y =


U
P
L

 , (11)
where the components of U are approximations to the fluxes of ~u through the faces of the mesh
(Ej)j∈J (one component Uj for each boundary face and two components Uj and Uj′ for each
interior face: Uj ≈
∫
Ej
~u · ~nj and Uj′ ≈
∫
Ej
~u · (−~nj)), P contains one pressure value per cell and
L contains the pressure traces, one per face not included in ΓD.
The discretized variational formulation then yields the following algebraic system
Eh (K, Y ) = 0,
with
Eh (K, Y ) = M (K) Y −


R1
R2
R3

 , (12)
where M(K) is a symmetric positive definite matrix of the form
M(K) =


A
(
K−1
)
tB tC
B 0 0
C 0 0

 . (13)
The first equation A
(
K−1
)
U +t BP +t CL = R1 corresponds to Darcy’s law where R1 depends on
the Dirichlet boundary conditions. The second equation BU = R2 corresponds to the conservation
law where R2 contains the source term. The third equation CU = R3 expresses the continuity of
the velocity flux where R3 contains Neumann boundary conditions.
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The vectors of real numbers Y and Eh(K, Y ) are of size ndof , where ndof is the number of
degrees of freedom.
Then the function to be analyzed is
F =


F1
...
Fnop


with, for i = 1, ..., nop,
Fi : R
nip → R,
x 7→ yi =
∑
j∈J|Ej⊂Si
~nj · ~niUj
where ~nj · ~ni = ±1 depending on whether ~nj = ~ni or ~nj = −~ni. The function F is decomposed
as a composite of a parametrization operator, a fine model operator and an observation operator:
F = O ◦ F̃ ◦ P , see Section 3.1. The parametrization operator P is defined by
P : x ∈ Rnip 7→ K ∈ P
where the space P for fine parameters is the space of hydraulic conductivity fields
P =
{
K : Ω → M+3×3|K has bounded and measurable coefficients
and is uniformly elliptic}
with M+3×3 the set of symmetric positive definite matrices of size 3 × 3. The fine model F̃ is
implicitly defined by the state equation Y = F̃ (K) ⇔ Eh(K, Y ) = 0 where nop is the number of
outlet channels and the observation or measure operator is
O : Y ∈ Rndof 7→ y ∈ Rnop .
Remark 1 It is important to note that in the method proposed, the matrix M(K) of equations (12)
and (13) will never be constructed and a system of size ndof × ndof will never be solved. Instead,
an equation in the unknown vector L, obtained by eliminating the variables U and P , is solved. As
A
(
K−1
)
, B and C are block matrices, with small blocks, U and P can be eliminated by inverting
only local matrices. (For A
(
K−1
)
, the blocks are of size 6 × 6 in the case of hexahedral meshes
or of size 4 × 4 in the case of tetrahedral meshes, one block corresponding to one element of Th.)
Once L has been calculated, P and U can be found by local matrix multiplications. See for example
[4].
4.3 Differentiation
4.3.1 Direct mode
This section concerns the construction and resolution of equation (4).
The vector δY j is actually the solution of a boundary value problem of the same form as that
for Y (12):
dEhK,dK
(
δY j
)
= 0,
where
δY j =


δU j
δP j
δLj

 ;
dEhK,δK
(
δY j
)
= M (K) δY j −


A
(
K−1 δK K−1
)
U
0
0

 ,
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with δK = ∂K
∂xj
δxj and with U defined as in equation (11), the function A which takes as input a
field of 3 × 3 symmetric matrices and returns a square matrix of the same size as U is the same
as the one used in equation (13) and M(K) is defined as in equation (13). Remark 1 is pertinent
here.
4.3.2 Reverse mode
The expression of gỹ,i defined in equation (7) is for our example (ỹ = Y ) very simple: for i =
1, ..., nop, g
T
Y,i is the vector of the same length as Y whose k
th component is equal to ~nk · ~ni if Ek
exists with Ek ⊂ Si and equal to 0 otherwise.
It is easy to see what equation (8) is in the present context since the partial function to be
differentiated is linear.
The remainder of this section concerns the calculation of the right hand side of equation (9).
For j ∈ I , we denote U j the vector of size nj containing the components of U representing the
outgoing flow from Tj . The contribution of the cell Tj to the global mass matrix A(K−1) is
represented by the elementary matrix Aj(K−1). It is a square matrix of size nj × nj , with nj the
number of edges of Tj . For i, j ∈ I , λi,j is the vector containing the components of λi associated
with faces of Tj .
For k, l = 1, ..., 3, define the field of 3 × 3 matrices H(k,l) by
for p, q = 1, ..., 3, H(k,l)p,q = −
(
K−1
)
p,k
(
K−1
)
l,q
.
Recall that K is supposed to be piecewise constant; see equation (10). For α = 1, ..., nz and for
k = 1, ..., 3 we have
∂yi
∂Kαk,k
=
∑
j∈I|Tj⊂Ωα
tU jAj
(
H(k,k)
)
λi,j .
As the matrices Kα for α = 1, ..., nz have been supposed to be symmetric it follows that, for
α = 1, ..., nz, k = 1, ..., 3 and l = 1, ..., k−1, the matrix
(
H(k,l) + H(l,k)
)
is symmetric and we have
∂yi
∂Kαk,l
=
∑
j∈I|Tj⊂Ωα
tU jAj
(
H(k,l) + H(l,k)
)
λi,j .
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5 Numerical results
We have applied the Monte Carlo method and the deterministic approach for sensitivity analysis
to a realistic problem of flow in porous media. After a description of the parameters of the test
case we give results and conclusions obtained with both approaches to compare them.
5.1 Test case description
The test case that we consider models water flow around a potential underground nuclear waste
storage site. The data for this test case were provided by ANDRA, see [27].
5.1.1 The computational domain
The model is a simplified 3-dimensional hydraulic model, mostly made up of plane parallel layers.
The computational domain is a layered medium Ω, roughly 500 meters deep and of a horizontal
extent of about 40 kilometers by 40 kilometers. It is divided into 12 zones (Ωα), α = 1, ..., 12, each
zone being contained in a single layer. A computational mesh of roughly 300,000 cells, each cell
being contained in one zone, is used. The zones are represented in the two dimensional sections
shown in Figure 1. The storage site is contained in zone Ω1 and is shown in red in the figure.
In all of the figures vertical dimensions have been multiplied by a factor of 30. The hydraulic
(a)
Storage zone
S4 S3
6
5
(b)
Figure 1: 2D vertical section (a) and horizontal section (b) of the 3D hydraulic model. S1, ..., S4
are the outlet channels. Green numbers are the indices for zones. K1 = K2 = diag(kh, kh, kv),
Ki = kiI for i = 3, . . . , 12. kh, kv and ki, i = 3, . . . , 6 are uncertain.
conductivity is constant in each zone and the formalism described in sections 4.1 and 4.2 is used.
The hydraulic conductivity matrices in zones Ω1 and Ω2 are the same, K1 = K2. This matrix
is diagonal with a vertical component kv and with both horizontal components equal to kh. In
zones Ω3 through Ω12 the hydraulic conductivity is scalar: for α = 3, ..., 12, Kα = kαI, where I
is the 3 × 3 identity matrix. The vector K is of length nip = 12 with K1 = kh, K2 = kv and for
α = 3, ..., 12 Kα = kα. In the figures and tables that follow, the first two components are indexed
by h and v, instead of by 1 and 2.
There are 4 outlet channels (Si)i=1,...,4, which are also shown in dark blue in Figure 1. The
outlet channels S1 and S2 are horizontal plane surfaces coinciding with interfaces between zones:
S1 = Ω1 ∩ Ω3 and S2 = Ω3 ∩ Ω5. The outlet channel S3 is made up of 3 vertical plane surfaces
with S3 = Ω5 ∩ Ω6. The outlet channel S4 is the lateral face of a cylinder with a vertical axis,
with S4 ⊂ Ω6.
Figure 2 shows from two different perspectives the pressure distribution corresponding to the
most likely set of hydraulic conductivities (corresponding to maximum of PDF), whose values are
given in Table 2 and 3. Water globally flows from regions of higher pressure (shown in red) to
regions of lower pressure (shown in blue). Figure 3 shows for the same hydraulic conductivities
INRIA
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and from the same perspectives a single stream line emanating from the storage site. It goes
through the outlet channels S1, S2, S3 and along the axis of the cylinder defining S4.
(a) (b)
Figure 2: The pressure field for the most likely set of parameters. (a): front view; (b): top view.
(a) (b)
Figure 3: A water velocity stream line for the most likely set of parameters. (a): front view; (b):
top view. The computation domain is transparent and different background colors correspond to
different zones.
5.1.2 Data for input parameters
It is assumed that the hydraulic conductivities in zones 7 through 12 are precisely known and
their values, k7, ..., k12, are given in Table 2. The other variables, kh, kv, k3, ..., k6, are defined by
the probability laws given in Table 1, we see that some of them are not independent (e.g. kh
and kv or k3 and k4). The values for these parameters considered as the most likely are given in
Table 3. The choice of logarithmic parametrization for the deterministic study is coherent with
the description of probabilistic distributions by log-normal laws.
5.1.3 Expected sensitivity results
The mean flow is largely determined by the values of the hydraulic conductivity in the less per-
meable layers, which behave like barriers, and by the boundary conditions, whose influence is not
studied here (see the importance of the boundary conditions in [22]). See also the results for
both approaches applied to the one-dimensional case in section 2.3. The heterogeneities of the
RR n
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Variable Vmin Vref Vmax cm cM
kv (m/s) 10
−14 10−13 10−12 1 99
kh
kv
100 101 102 5 95
k4
k3
101 102 103 0.1 0.99
k5 (m/s) 10
−9 10−8 10−7 5 95
k6
k5
101 102 103 0.1 99.9
(a)
Variable Vmin Vmax
k3
kv
10 1000
(b)
Table 1: Basis variables, and parameters for the PDF used to generate the samples of input
parameters. The variables in table (a) follow log-normal laws truncated at the centiles cm and
cM, of mean Vref and of standard deviation such that the law loads the interval [Vmin,Vmax];
the variable in table (b) follows an uniform law of minimum Vmin and of maximum Vmax.
k7 k8 k9 k10 k11 k12
10−9 2 10−7 10−12 10−11 3 10−4 3 10−5
Table 2: Invariant hydraulic conductivities (m/s).
kh kv k3 k4 k5 k6
10−11 10−13 10−11 10−9 8 10−9 6 10−7
y1 y2 y3 y4
2.48 10−5 2.46 10−5 1.44 10−4 5.51 10−3
Table 3: The values considered as most likely for the variable input parameters (m/s) and corre-
sponding water fluxes through the outlet channels (m3/s).
hydraulic conductivity have an influence on the spatial variation of the flow: the water flux is
indeed attracted toward the more permeable zones, which behave like sponges.
5.2 Results of the probabilistic study
Monte Carlo method was used. We needed to perform N = 1000 simulations for this probabilistic
study.
The sensitivity of y2 has not been studied since it was observed that y2 is always very close to
y1. The correlation indicator for the results presented is the mean of the coefficients of Spearman,
the PRCC and the SRRC. Results are given in Table 4: we see that y1 depends exclusively on kv ,
y3 depends largely on k5 and to a lesser extent on k6 and y4 depends exclusively on k6.
These results are not surprising e.g. with respect to section 5.1.3. For example the mean
vectical flux is governed by the vertical hydraulic conductivity in the less permeable zone and
horizontal fluxes are governed by upwind permeabilities.
5.3 Deterministic results
The Jacobian matrix of the problem has been computed using the adjoint state method since
outputs are less numerous than inputs, and using a manually exactly differentiated code.
INRIA
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y1 indicator
(kh) 0.10
(kv) 1.00
(k3) 0.08
(k4) 0.02
(k5) 0.12
(k6) 0.08
y3 indicator
(kh) 0.03
(kv) 0.05
(k3) 0.00
(k4) 0.01
(k5) 0.93
(k6) 0.47
y4 indicator
(kh) 0.01
(kv) 0.01
(k3) 0.03
(k4) 0.02
(k5) 0.14
(k6) 1.00
Table 4: Statistical indicator of correlation between the water flows and the input parameters.
5.3.1 Interpretation of the SVD results
Each set of three pictures from Figure 4 to Figure 8 should be read as follows.
  The first picture (a) gives the singular values, normalized with respect to the first singular
value. The coefficients of normalization are given in square brackets. We have noc = 4
output parameters (one for each outlet channel) and noc < nip (nip is the number of input
parameters), so we have 4 singular values {sk}k=1,...,4, each represented by one colored bullet
in picture (a).
  The second picture (b) gives the first 4 singular vectors of the input space represented in the
canonical basis corresponding to the components of K. We have nip = 12 input parameters
so 12 input singular vectors {vk}k=1,...,12. Each of the 4 curves corresponds to one singular
vector and each of the 4 curves is associated with the singular value of the same color in
the first picture. For k > noc = 4, the singular vector of the input space vk has no influence
on the outputs and is not represented in the picture. Such a vector is in the kernel of the
Jacobian matrix.
  The third picture (c) gives the singular vectors of the output space represented in the canon-
ical basis corresponding to the components of y. We have 4 output parameters so 4 output
singular vectors {uk}k=1,...,4. Each curve corresponds to one singular vector and is associated
with the singular value of the same color in the first picture and with the singular vector of
the same color in the second picture through equation (2).
We use equation (3) to interpret the results: for example, if the ith components of vk, sk
and the jth component of uj are nonzero then the variation of yj depends in particular on the
ki. On the other hand, if the i
th component of vk is equal to zero, then the variation of the
linear combination of fluxes 〈uk, y〉 is locally independent of the variation of ki. For each singular
value, one has to consider the correspondingly colored line in the middle figure to check for the
influencing parameters, and in the right figure to check for the affected fluxes.
5.3.2 A first local study
The results shown in Figure 4 are obtained with the most likely parameters, given in Tables 2 and
3.
Around this set of parameters, the main influence is that of the hydraulic conductivity in zone
number 6 on the flux y4 through the surface S4. This influence is indeed represented by the
red bullet on figure 4-(a) and the red curves on figures 4-(b) and 4-(c). The singular vector v1
on figure 4-(b) has exactly 1 nonzero component, its 6th component, corresponding to hydraulic
conductivity in zone number 6, and the unique nonzero component of the corresponding singular
vector u1 represented on figure 4-(c) is its 4
th component.
Next we have the influence of the hydraulic conductivity in zone number 5 on y3. It is rep-
resented in dark blue on the figures. The only nonzero component of v2 on figure 4-(b) is its 5
th
component and the only nonzero component of u2 on figure 4-(c) is its 3
rd component.
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(a) [5.53 10−3 m3/s] (b) (c)
Figure 4: Results of SVD for the most likely parameters (see Table 2 and Table 3).
The third and fourth output singular vectors are not orthogonal to main axes:
we have represented in green the influence of the vertical hydraulic conductivity in the base
zone upon the mean (or the sum) of y1 and y2. The only nonzero component of v3 is its 2
nd
component and u3 has exactly two nonzero, equal components, corresponding to y1 and y2.
Finally we have the influence on the hydraulic conductivity in zone number 3 upon the dif-
ference between y1 and y2 It is represented in pale blue on the figures: v4 has exactly 1 nonzero
component and u4 has exactly to nonzero, opposite components. Since the last singular value is al-
most zero, we can say that y1−y2 is almost invariable for small variations of hydraulic conductivity
around this set of parameters.
The other input parameters have a negligible or null influence on the fluxes considered.
Finally we obtain almost the same conclusions as in the probabilistic study, up to the secondary
influence of k6 upon y3. But a single local study is not enough to justify a conclusion, hence we
have performed the same study for other sets of parameters.
5.3.3 Variability of the SVD results due to the variation of the input parameters
The other SVD results correspond to much less likely parameters. We have first computed 12
supplementary Jacobian matrices and the corresponding decompositions into singular values, by
choosing the most likely value for each of the basis variables except one for which we choose either
the smallest or the largest possible value. Then we have explored the vertices of the set of possible
values for the hydraulic conductivities (this set is a polyhedron), that is to say we have chosen for
each variable parameter either the smallest or the largest possible value, satisfying the correlations,
given in Table 5. This means there are 26 = 64 Jacobian matrix computations and decompositions
into singular values.
kv ∈
{
10−14, 10−12
}
kh ∈
{
kv, 10
2kv
}
k3 ∈
{
10−12, 10−10
}
k4 ∈
{
10k3, 10
3k3
}
k5 ∈
{
10−9, 10−7
}
k6 ∈
{
10k5, 10
3k5
}
Table 5: Choice of variable parameters for the deterministic analyses.
Some samples of the results obtained are given in Figures 5 through 8. We sum up here the
main tendencies we have observed.
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1. In most cases the results are similar to those of the first local study, i.e. the hierarchical list
of the influences is
(log k6 on y4; log k5 on y3; log kv on y1 + y2; log k3 on y1 − y2).
2. The influence of the horizontal hydraulic conductivity in the base zone Ω1 ∪ Ω2 in the
sensitivity results seems to remain almost null for all possible sets of parameters.
3. The hierarchy of the influences is sometimes locally modified.
(a) Whenever
k5
kv
= 103 (this is the minimal possible value), the influence of log kv on
y1 + y2 is larger than the influence of log k5 on y3. See Figures 7 and 8.
(b) Whenever
k6
kv
= 104 (this is the minimal possible value), the influence of log kv on
y1 + y2 is larger than the influence of log k6 on y4. See Figure 8.
4. The composition of the singular vectors in the input space is sometimes modified.
(a) Whenever
k3
kv
= 1 (this is the minimal possible value), we observe an influence of
log kv + α log k3 on y1 + y2, where α ≈ 0.5, instead of an influence of log kv on y1 + y2.
See Figures 6 and 8.
(b) Whenever
k3
kv
= 104 (this is the maximal possible value), we observe an influence of
log kv − α log k3 on y1 + y2, where α ≈ 0.5, instead of an influence of log kv on y1 + y2.
See Figure 5.
(c) Whenever k6 = 10
−4 (this is the maximal possible value), log k6 and log k8 have both
an influence on y4. See Figures 5 and 6.
(d) The parameter k4 has a (very low) influence when
k4
k3
and
k4
kv
are both the smallest
possible. See Figure 8.
zone no 1, 2 3 4 5 6 7 8 9 10 11 12
kα or Kα(m/s) kh = 10
−14, kv = 10
−14 10−10 10−9 10−7 10−4 10−9 2 10−7 10−12 10−11 3 10−4 3 10−5
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Figure 5: Example of SVD results, with k6 and
k3
kv
set at their maximal possible value.
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Figure 6: Example of SVD results, with
k3
kv
set at its minimal possible value and k6 set at its
maximal possible value.
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Figure 7: Example of SVD results, with
k5
kv
set at its minimal possible value.
5.3.4 Using the SVD results
We consider the linearization of our problem around the most likely parameters. If the fluxes
through each of the outlet channels are of the same importance, the most important input pa-
rameters to investigate well (concerning reduction of variance for example) are log kv , log k5 and
log k6. The output parameter y3 (resp. y4) could be locally controlled, without modifying other
output parameters, by modifying only the value of log k5 (resp. log k6). The output parameter y1
could be locally controlled, without modifying other output parameters, by modifying the values
of log kv and log k3 with the same sign. The ratio between these modifications depends on the
singular values following the equation s3∆(log kv) − s4∆(log k3) = 0 in order to impose ∆y2 = 0.
The output parameter y2 could be locally controlled, without modifying other output parameters,
by modifying the values of log kv and log k3 with opposite sign. The ratio between these modifica-
tions depends on the singular values following the equation s3∆(log kv)+ s4∆(log k3) = 0 in order
to impose ∆y1 = 0. Since s4 is much smaller than s3, it is very difficult to control independently
y1 and y2.
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Figure 8: Example of SVD results, with
k3
kv
,
k5
kv
,
k6
kv
,
k4
kv
and
k4
k3
set at their minimal possible
value.
5.4 About computation times
We use the three following points to predict raw comparisons of computation times for statistical
and deterministic sensitivity analyses.
1. The computation cost for one row, or one column, of the Jacobian matrix F ′(x) is approx-
imately the same as the cost for applying the function F . Indeed, in both cases, the most
computationally demanding task is to solve a linear system with the same matrix. Of course,
when using direct linear solvers, it is possible to store the (possibly incomplete) factorization
of the matrix and then subsequent linear system resolutions are much faster.
2. For a local analysis around x using reverse mode, F (x) must first be computed once, then
the rows of F ′(x) are computed.
3. Deterministic and statistical analyses offer roughly the same parallel possibilities.
  Independent computations: of F for statistical approaches, or of row/column of F ′ for
the deterministic approach.
  Each computation of F or of row/column of F ′ is heavy and can be itself parallelized,
for example by domain decomposition [24].
So we can compare computation times simply by comparing the number of times we have to
apply function or compute one row/column of the Jacobian matrix.
For this example, N = 1000 computations of F were needed to perform the statistical analysis.
Concerning the deterministic study, each local analysis leads to 1 computation of F and 4 compu-
tations of rows and the complete analysis is 77 times more expensive. So the cost of the statistical
analysis is about 2.5 times the cost of the complete deterministic analysis (and 200 times the cost
of one single local study).
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6 Conclusion
In this work we have described a deterministic method for sensitivity analysis for a model that
computes Darcy velocity fluxes through specified outlet channels from hydraulic conductivity
parameters. We see this work as a first step towards sensitivity analysis for a model for the
transport of contaminants in porous media.
The method is based on the singular value decomposition of the Jacobian matrix of the model.
It yields a (weighted) hierarchical list of directions both in the space of input parameters and in
the space of fluxes. It makes possible a truncated computation of the uncertainties concerning
the outputs. This information being first order is only local information but it is obtained with
a small calculation time. This approach to sensitivity analysis is complementary to probabilistic
approaches, which are global, but more computationally demanding.
This method requires the computation of the Jacobian matrix of the model. For this the
derivatives have been calculated manually (i. e. using analytic formulas) and the Jacobian matrix
has been calculated row by row using the adjoint state method. The C++ code, differentiated
manually, has been validated with the aid of the ADOL-C automatic differentiation library.
Several local deterministic studies have been carried out, around various sets of parameters of a
wide range of probabilities. For the example studied, only a weak variability of the local influences
is observed for a variation within the spectrum of the possible values of the input parameters. This
is due to the weak nonlinearity of the model, assured by the choice of a logarithmic parametrization
of the hydraulic conductivities. The results have been compared to those obtained from a global
probabilistic study of Monte-Carlo type. The results are similar and are coherent with what might
be expected for such a test case.
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[26] E. Marchand. Analyse de sensibilité déterministe pour la simulation numérique du transfert
de contaminants. PhD thesis, Université Paris IX Dauphine, 2007.
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