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ABSTRACT 
The objective of this research was to assess the effect of perennial vegetation strips 
(PVSs), installed on the contours of row cropped fields, on the spatial distribution of soil 
properties. These PVSs have been shown to provide ecosystem services missing in 
conventionally row-cropped fields including sediment control, nutrient control, as well as habitat 
for wildlife and pollinators. While several studies have focused on edge of field monitoring, the 
spatial distribution of soil properties surrounding and within the PVSs is less understood. To 
examine these potential differences of soil properties in relation to PVSs, soil samples were 
collected on hillslope profile transects that crossed PVSs and a control catchment with matching 
plan curvature and flow accumulation. The soil property data was analyzed in two ways. First, 
sample points were blocked into categorical positions relative to the PVSs and by categories of 
planform curvature. Second, differences in soil properties between treatments for all catchments 
were simulated using spatial modeling with digital terrain analysis, applying rule-based multiple 
linear regression. 
Results of this study indicate that ten years after installation, PVSs lead to a significant 
increase in soil pH and a significant decrease in soil test P concentrations within PVSs (α = 
0.05). Spatial patterns of soil separates (sand, silt, and clay percentages) were significantly 
different between the test and control catchment (α = 0.05). Planform curvature had a greater 
effect on the distribution of soil properties than the presence of a PVS. Greater SOM variability 
was observed in PVS catchments; however, no significant differences in SOM concentrations 
were detected. Patterns of SOM detected by the data mining approach indicated that aspect in the 
control and planform curvature in the test catchment were more influential than spatial relation to 
the PVSs. Data mining using the Cubist algorithm indicated which covariates and analysis scales 
v 
were most useful in predicting soil properties. Spatial modeling supported by data mining 
assisted in visualizing simulated differences between control and test catchments and indicating 
where different spatial patterns of soil properties may be expected.  
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CHAPTER 1.    INTRODUCTION 
Perennial vegetation strips (PVSs) are a new in-field conservation technique developed to 
improve biodiversity and mitigate environmental impacts associated with row crop agriculture 
(Schulte et al., 2017). A PVS consists of native grasses, legumes, and forbs on contours 
perpendicular to water flow within a row-cropped field. PVSs have shown to be suitable habitats 
for local bird populations as well as other insect predators (Cox et al., 2014; Schulte et al., 2016). 
The PVSs also function well as sediment traps; yearly sediment export from fields with PVSs 
situated at the toeslope and backslope positions significantly reduce sediment export (Helmers et 
al., 2012). As the PVSs reduce exported sediment, reductions in phosphorus loading to 
connected streams has also been observed (Zhou et al., 2014). 
Complex soil-landscape interactions pose challenges for detecting differences due to 
management (Necpálová et al., 2014). Jenny (1941) emphasized that a controlled approach is 
needed to examine specific aspects of soil formation or resulting soil properties. Correlated 
sample pairs, similar field morphometry, and similar in-field processes have been identified as 
necessary for establishment of a robust experiment for change detection in soil properties 
(Clausen and Spooner, 1993; Saby et al., 2008). Spatial modeling utilizing digital terrain analysis 
may assist in accounting for differences between catchments and enhance detection of change in 
soil properties due to differences in management.  
Spatial modeling has successfully extended predictions from observed to unobserved 
sites (Brungard et al., 2015; Miller et al., 2015, 2016). Digital terrain derivatives, used as 
covariates in spatial models, reflect landscape relationships that have been explored in previous 
studies (e.g., Gessler et al., 1995; Scull et al., 2003). This reflects topography’s ubiquity as a 
factor in soil formation theory (Jenny, 1941; Malo et al., 1974; Huggett, 1975). When applied to 
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PVSs, this relationship may be useful for identifying differences between the H0, PVSs have no 
significant impacts on soil properties and H1, PVSs have significant impacts on soil properties. 
The objective of this study was to detect differences in soil properties above, below, and 
inside PVSs. Two approaches were applied for accomplishing this objective. First, differences in 
soil properties were tested by parsing sample points into categorical positions relative to the 
PVSs and by categories of planform curvature. Second, differences in soil properties between 
treatments for all catchment areas were simulated using spatial modeling with digital terrain 
analysis. This second approach used rule-based multiple linear regression modeling to produce 
maps of the expected spatial distribution of soil properties based on topographical relationships 
observed in the control and PVS catchments, respectively. The significance of differences 
between these maps was evaluated by model-estimated error. 
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CHAPTER 2.    MATERIALS AND METHODS 
2.1 Study area 
The study was conducted at the Neal Smith National Wildlife Refuge (NSNWR) on a 
10.5 ha field in Jasper County, south central Iowa (Fig. 1). Preceding cultivation, the study area 
was under grassland cover for ten years. Starting in 2007, the dominant land use of the study area 
has been row crop agriculture in a corn-soybean rotation under no-till management. Within the 
field, PVSs were installed in five of the six catchments, the sixth being a control catchment that 
was determined to be hydrologically similar to the other catchments (Clausen and Spooner, 
1993). The ten-year mean annual precipitation in this area is 990 mm with a mean annual 
temperature of 9.9°C, with the largest storms occurring between May and July (National Ocean 
and Atmospheric Administration Station at the NSNWR). 
The field resides within the physiographic region known as the Southern Iowa Drift 
Plain. The majority of the field has southeast facing slopes with gradients ranging between 1 and 
18% with a mean of 8.5%. The parent material of the soil in this field is Peoria loess, underlain 
by Pre-Illinoisan till at depths 1.5m or more near the summit and up to 0.6m at the footslope. 
Although buried by the Peoria loess, the Yarmouth-Sangamon paleosol is commonly observed in 
the sideslopes of this landscape and can affect drainage by effectively raising the water table. 
The Soil Survey of Jasper County mapped the Ladoga soil series (fine, smectitic, mesic Mollic 
Hapludalf) on the summit, shoulder, and backslope of this field. The Gara-Armstrong complex 
was mapped on the footslope and toeslope positions. The Gara soil series is a fine-loamy, mixed, 
superactive mesic Mollic Hapludalf. The Armstrong soil series is a fine, smectitic, mesic 
Aquertic Hapludalf (Soil Survey Staff, 2018). 
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Fig. 1. Location of study area near NSNWR, Jasper County, Iowa. Northwest Plains 1 and 
2 are distinguished by 0-2m and 2-5m of Peoria loess respectively. Paleozoic 1 and 2 are 
distinguished by 2-5m and 5-10m of Peoria loess respectively. Loess 1, 2, 3, 4, and 5 are 
distinguished by 0-3m, 3-5m, 5-10m, 10-15m and 15+ meters of Peoria loess respectively. 
Landform Regions of Iowa map provided by Joshua McDanel of the Iowa State 
University, Geospatial Laboratory for Soil Informatics.  
 
2.2 Sample design  
Soil samples were collected in July 2017 during R3-R4 in the soybean’s growth stage. 
Transects through the PVSs were placed along the headslope and sideslopes following lines of 
constant planform curvature (Fig. 2). Samples collected outside of the PVSs were spaced 1, 2, 4, 
and 8 meters upslope and 1, 2, 4, 8, and 16 meters downslope frwqeom the respective PVS 
borders. Three samples per transect were collected within the PVS; two were collected one meter 
in from the respective PVS boundaries and one from the center of the PVS (Fig. 3). 
5 
  
 
Fig. 2. Theoretical sampling design for control and test catchments (green area = PVS,  yellow 
area = projected PVS, dotted lines = flow accumulation isolines, red arrows = plan curvature 
isolines  
 
 
Fig. 3. Sample point distribution the test and control catchments. High resolution imagery 
provided by ESRI 
 
Sample location 
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Anchor points were defined at the intersection of the PVS and row cropped field for each 
transect. Planform curvature and flow accumulation were computed from a 3m resolution digital 
elevation model (DEM) in ArcGIS 10.6.1. Values of planform curvature and flow accumulation 
were extracted from these points in the test catchment. Paired locations in the control catchment 
were identified by projecting the anchor points onto the control catchment by matching planform 
curvature and flow accumulation and extending the transect out by applying the same sampling 
interval used in the test catchments. A total of 108 samples were collected with a 2cm push probe 
from the 0-10cm depth; 48 from the control catchment and 60 from the test catchment. Collected 
samples were stored at 5°C until the laboratory analysis could be performed.  
2.3 Laboratory methods 
All samples were air-dried and ground to pass through a 2mm sieve. Large roots and 
detritus were excluded. Soil was homogenized using a sample splitter to ensure subsamples used 
for the determination of soil properties were representative of the sample that was collected.  
Soil pH was determined at a soil to solution ratio of 1g air-dried soil: 1mL deionized 
water (Soil Survey Staff, 2014). The samples’ particle size distribution was measured using a 
Malvern Mastersizer 3000 laser diffractometer following the protocol described in Miller and 
Schaetzl (2012). Extractible P (Mehlich-3 P) and extractible Fe (Mehlich-3 Fe) were measured 
for each sample (Soil Survey Staff, 2014). Phosphorus and iron concentrations were measured 
using inductively coupled plasma mass spectrometry (SPECTRO). Extractable N in the form of 
ammonium (NH4
+) and nitrate (NO3
-) were measured from a 1g subsample using QiokChem 
8500 Series 2 dual beam spectrophotometer (Lachat Instruments). 
2.4 Covariates 
Covariates to support spatial modeling were terrain derivatives calculated from a LiDAR-
based DEM that was recorded in 2008. ArcGIS 10.6.1 was used to transform the point cloud into 
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a triangle irregular network using the LasDatasetToTin_3d function and then collapsed into a 
GeoTIFF with a resolution of 1m. Digital terrain analysis was performed using GRASS 7.21 
(Geographic Resources Analysis Support System, grass.osgeo.org) and ArcGIS 10.6.1. 
(www.esri.com/software/arcgis) software packages. 
Multiple analysis scales (a-scales) were generated for each of the terrain derivatives 
(Table 1). In this study, a-scale was adjusted by maintaining the original resolution of the DEM 
and varying the window/neighborhood size used to calculate the terrain derivative. While it is 
difficult to predict which a-scale of a particular derivative is the best to use Claessens et al. 
(2005), providing a range of a-scale covariates has been shown to increase prediction accuracy 
(Miller et al., 2015). 
The r.param.scale function in GRASS was used to create terrain derivatives at several a-
scales ranging from 3m to 501m. ArcGIS was used to compute topographic position index 
(Weiss, 2001) for a-scales ranging from 3m to 501m. Aspect was originally represented in 
degrees (0°-360°) where 0° and 360° both defined due east. For use in modeling, aspect was 
decomposed into two component covariates of “northness” and “eastness” using the standard 
sine and cosine transformations, respectively (Roberts, 1986). A moving-window version of 
relative elevation (Miller, 2014) was calculated in ArcGIS, using a custom toolbox (available at 
http://glsi.agron.iastate.edu/relief-analysis-toolbox). Euclidean distance from the PVSs (EDIST) 
was computed from PVS boundaries digitized from high resolution imagery sourced from 
ArcGIS in 2017. 
  
8 
 
Table 1 
Digital terrain derivatives included in the covariate pool.  
Variable Software Analysis Scale 
Elevation (LiDAR) ArcGIS 1 m 
Euclidean Distance from PVSs (EDIST) ArcGIS 1 m 
Elevation (ELEV) GRASS 3 – 501 m 
Topographic Position Index (TPI) ArcGIS toolbox 3 – 501 m 
Relative Elevation (RE) ArcGIS toolbox 366 – 502 m 
Planform Curvature (PLC) GRASS 3 – 501 m 
Profile Curvature (PRC) GRASS 3 – 501 m 
Cross-sectional Curvature (CC) GRASS 3 – 501 m 
Longitudinal Curvature (LC GRASS 3 – 501 m 
Maximum Curvature (MAXC) GRASS 3 – 501 m 
Minimum Curvature (MINC) GRASS 3 – 501 m 
Topographic Wetness Index (TWI) GRASS 3 – 501 m 
Northness (NNESS) Transformed from aspect 3 – 501 m 
Eastness (ENESS) Transformed from aspect 3 – 501 m 
Area Solar Radiation (RAD) ArcGIS 17 – 31 m, 107 – 
121 m 
 
2.5 Spatial modeling 
Maps of the predicted spatial distribution of measured soil properties were created using 
observed relationships between the soil properties and terrain derivatives. These relationships 
were quantified using the Cubist data-mining algorithm (Quinlan, 1993, 1992) adapted to the R 
interface (R Core Team, 2013; Kuhn et al., 2017). Separate models were produced from sample 
points in the control and test catchments. The respective models were then used to create 
predictive maps of the entire field based on the management scenarios of with and without PVSs.  
The Cubist algorithm’s goal is to relate the best covariates for predicting the desired 
target variable. Cubist grows and prunes an M5 decision tree, a decision tree where the leaves are 
multivariate linear models. An M5 tree partitions data into subsets and computes standard 
deviation for each subset. If the subset has very few cases, or is similar to another group, it is 
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combined with its similar neighbor. After examining all possible cases, M5 selects partitions that 
maximize error reduction (equation 1). 
∆𝑒𝑟𝑟𝑜𝑟 = 𝑠𝑑(𝑇) − ∑
|𝑇𝑖|
|𝑇|
∗ 𝑠𝑑(𝑇𝑖)𝑖         (1) 
where 𝑇 = a subset of the population, 𝑇𝑖 = a subset of the population that have the ith 
outcome of the test, and 𝑠𝑑(𝑇𝑖) = a measure of error  
The selected subsets of the population are used to generate a regression equation using 
ordinary least squares from the covariates. Increased prediction performance is gained by 
allowing for boosting (committees) and nearest neighbor correction. The optimal number of 
boosting iterations and neighbors is determined by minimizing the root mean squared error 
(RMSE) of 5-fold cross validation, which tests the combinations of committees and neighbors. 
The vector of possible committees was c(1, 10, 20) and the vector of possible neighbors was c(0, 
5, 9). The structure of the Cubist algorithm is described in depth in (Quinlan, 1992, 1993). 
Model training was evaluated for goodness of fit using the coefficient of determination 
(R2), RMSE, modified Nash-Sutcliffe model efficiency (mNSME), and bias. 
 
𝑟𝑚𝑠𝑒 =  √
1
𝑛
∑ (𝑆𝑖 − 𝑂𝑖)2
𝑛
𝑖=1          (2) 
where 𝑛 = the number of observed events, 𝑆𝑖 = the simulated value, and 𝑂𝑖 = the observed value. 
 
𝑅2 = 1 −
∑ (𝑂𝑖−𝑆𝑖)
2𝑛
𝑖=1
∑ (𝑂𝑖−?̅?𝑖)
2𝑛
𝑖=1
          (3) 
where 𝑛 = the number of observed events, 𝑂𝑖 = the observed value, 𝑆𝑖 = the simulated value and 
?̅? is the average of observed events 
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𝑚𝑁𝑆𝑀𝐸 = 1 −
∑ |𝑆𝑖−𝑂𝑖|
𝑗𝑛
𝑖=1
∑ |𝑂𝑖−?̅?|
𝑗𝑛
𝑖=1
         (4) 
where 𝑛 = the number of observed events, 𝑆𝑖 = the simulated value, 𝑂𝑖 = the observed 
value, ?̅? = the average of the observed values, and j = the exponent to compute mNSME (j = 1) 
 
𝑏𝑖𝑎𝑠 = 100 ∗ (
∑ 𝑆𝑖−𝑂𝑖
𝑛
𝑖=1
∑ 𝑂𝑖
𝑛
𝑖=1
)         (6) 
where 𝑛 = the number of observed events, 𝑆𝑖 = the simulated value, 𝑂𝑖 = the observed 
value, ?̅? = the average of the observed values 
Mean absolute error (MAE) maps based on the goodness of fit for the models’ training 
data were created and later used for uncertainty analysis. 
𝑚𝑎𝑒 =  
1
𝑛
∑ |(𝑆𝑖 − 𝑂𝑖)|
𝑛
𝑖=1          (5) 
where 𝑛 = the number of observed events, 𝑆𝑖 = the simulated value, 𝑂𝑖 = the observed 
value, ?̅? = the average of the observed values 
2.6 Comparative analysis  
For a traditional comparison of soil properties, samples were categorized by different 
factors with potential to influence the spatial distribution of those properties. Samples were 
categorized by position with respect to the PVSs (above, inside, or below) and then by planform 
curvature (divergent, neutral, or convergent). Control samples were grouped by paired positions 
corresponding to the PVSs placement within the test catchments. Differences between groups 
were iteratively tested for statistical significance using t-tests.  
Differences between the predictive maps of soil property spatial distributions under the 
scenarios of with and without PVSs were calculated by map algebra in ArcGIS. Significance of 
those differences were evaluated using the model MAE as the measure of model uncertainty. 
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Maps of MAE for individual models represent a 95% confidence interval of the prediction map 
(Quinlan, 2016). Associated errors were tracked with standard equations for computing 
propagation of error (Taylor, 1997) calculated in ArcGIS using a custom toolbox model 
(available at http://glsi.agron.iastate.edu/error-propagation-toolbox).  
𝜎𝑓  ≈  √𝜎𝐴2 + 𝜎𝐵2 − 2𝑐𝑜𝑣𝐴𝐵        (7) 
where 𝜎𝐴 = estimated error of simulated test raster, 𝜎𝐵 = estimated error of simulated 
control raster, and 𝑐𝑜𝑣𝐴𝐵 = covariance of the simulated test and simulated control raster. 
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CHAPTER 3.    RESULTS 
Summary statistics from soil property data indicate the overall differences between the 
samples collected from the control and test catchments (Table 2). Soil organic matter (SOM), 
pH, silt percentage, and clay percentages in the control catchment were significantly different 
from the test catchment (α = 0.05). NH4+ exhibited particularly low variance, which can cause 
issues in predictive modeling. Concentrations of NH4
+, NO3
- and P were low in both test and 
control sample population. 
 
3.1 Comparison by t-tests 
Concentrations of SOM in the above, inside, and below positions were not significantly 
different from those of the control catchment (Fig. 4). However, the SD of the samples in the test 
group were consistently greater than that of the control group 0.76, 1.14, and 0.91, (above, 
inside, and below, respectively) compared with the control samples’ 0.55, 0.77, and 0.56 (above, 
inside, and below, respectively). 
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Fig. 4. Distributions of SOM concentration according to relative position categories above, 
inside, and below the PVS and where the PVS would be projected to be within the control 
catchment. Samples from the test catchment have consistently greater variances. 
 
Soil pH was significantly greater (α = 0.05) in the test catchment when comparing to the above 
and inside PVS positions with their paired counterparts (Fig. 5). Like SOM, SDs of pH in the test 
positions were greater than that of the control catchment: 0.35, 0.32, and 0.37 (above, inside, and 
below, respectively) compared with the control positions’ 0.17, 0.26, and 0.27 (above, inside, 
and below, respectively). In general, pH gradually increased in the downslope direction. 
However, the PVS in the test catchment interrupted the expected pattern with a significant 
increase in pH over both the upslope and downslope samples.  
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  Table 2 
Descriptive statistics of soil properties in the control (grey rows) and test (white rows) catchments (SD = 
standard deviation, SE = standard error, VAR = variance, PSM = particle size mode). 
Property mean SD median min max range skew kurtosis SE VAR 
SOM 5.74 0.6 5.81 4.33 7 2.67 -0.25 -0.75 0.09 0.36 
SOM 6.19 0.92 6.25 4.23 8.61 4.38 0.17 -0.32 0.09 0.85 
pH 5.6 0.26 5.59 5.13 6.35 1.22 0.48 0.13 0.04 0.07 
pH 5.95 0.38 5.89 5.04 6.8 1.76 0.13 -0.47 0.04 0.14 
Fe 19.14 6.41 16.93 11.58 41.49 29.91 1.35 1.87 0.93 41.1 
Fe 19.1 5.34 18.38 9.01 42.58 33.57 1.47 3.35 0.54 28.57 
P 3.18 1.22 3.03 0.77 7.84 7.07 0.76 1.20 0.12 1.50 
P 3.55 1.29 3.39 0.97 6.30 5.33 0.05 -1.02 0.19 1.67 
NH4
+ 0.07 0.03 0.07 0.02 0.19 0.17 0.82 1.36 0 0 
NH4
+ 0.08 0.04 0.08 0.01 0.25 0.24 1.03 2.86 0 0 
NO3
- 0.32 0.24 0.27 0.06 1.32 1.26 2.05 5.3 0.03 27.84 
NO3
- 0.27 0.17 0.23 0.01 0.8 0.79 1.03 0.64 0.02 0.03 
PSM 25.21 5.28 26.1 0.71 28.15 27.44 -4.14 16.39 0.76 0.06 
PSM 25.33 4.04 26.3 0.7 28.95 28.25 -4.78 25.55 0.41 16.35 
Sand 21.31 3.87 20.38 16.36 39.12 22.75 2.31 7.38 0.56 15 
Sand 21.12 3.89 20.27 14.7 33.07 18.37 0.77 0.18 0.39 15.15 
Silt 65.64 3.17 66.05 52.41 70.78 18.37 -1.55 4.69 0.46 10.03 
Silt 65.31 2.89 65.54 54.35 70.8 16.45 -1.23 2.57 0.29 8.37 
Clay 13.05 1.61 13.12 8.38 16.2 7.81 -0.26 0.04 0.23 2.6 
Clay 13.57 2.15 13.76 9.44 19.5 10.06 0.12 -0.49 0.22 4.62 
1
4
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Fig. 5. Distributions of pH concentration according to relative position categories above, 
inside, and below the PVS and where the PVS would be projected to be within the control 
catchment. Significantly higher pH was found in the test catchments when comparing the 
paired inside and above categories (α = 0.05). Samples from the test catchment have 
consistently greater variances. 
 
Soil test P concentrations were significantly lower (α = 0.05) in the test catchment when 
comparing the inside PVS positions with their paired counterpart (Fig. 6). Generally, P 
concentrations decreased in the downslope direction. However, the PVS in the test catchment 
interrupted the expected pattern with a significant decrease in soil P, being even lower than the 
downslope samples. 
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Fig. 6. Distributions of P concentration according to relative position categories above, inside, 
and below the PVS and where the PVS would be projected to be within the control catchment.  
 
Particle size mode of the above and below test groups were significantly larger than that 
of the paired control population (α = 0.05). Differences between the means were very small, 0.49 
microns. Sand percentage (Fig. 7) of the above and inside test groups were significantly greater 
than that of the paired control population (α = 0.05). Sand percentage in the control catchment 
generally increased from upslope to downslope with samples from the below position having 
significantly greater sand percentages than the above position. However, inside the PVS, sand 
percentage was significantly higher than what was measured in the below position (α = 0.05). 
Silt percentage (Fig. 8) of the test group was significantly lower in all positions than 
percentages measured from surface samples collected in the test catchment (α = 0.05). Silt 
percentages in the control catchment were statistically similar between all three positions (α = 
0.05). Silt percentages of the above and below positions were statistically similar to each other 
and significantly greater than the inside position (α = 0.05).  
17 
 
Fig. 7. Distributions of sand percentage according to relative position categories above, 
inside, and below the PVS and where the PVS would be projected to be within the control 
catchment. Significantly higher sand percentage was found in the test catchments when 
comparing the paired inside and above categories (α = 0.05) 
 
 
Fig. 8. Distributions of silt percentage according to relative position categories above, 
inside, and below the PVS and where the PVS would be projected to be within the control 
catchment. Significantly higher silt percentage was found in the control catchment (α = 
0.05). All positions in the control catcment were similar to each other (α = 0.05). The 
above and below positions of the test catchment were statistically similar to each other and 
had a significantly higher silt percentage than the inside position (α = 0.05). 
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Clay percentage was significantly greater and different in the above and below PVS 
positions (α = 0.05) (Fig. 9). Clay percentage in the control catchment generally decreased from 
upslope to downslope. SD of clay percentage also increased from upslope to downslope (0.83, 
1.55, 2.06); SD of clay percentage in the control catchment were relatively more consistent 
(1.00, 1.33, 1.26).  
 
Fig. 9. Distributions of clay percentage according to relative position categories above, 
inside, and below the PVS and where the PVS would be projected to be within the control 
catchment. 
 
 The overall textural class of the surface samples remain the same, silt loam; however, 
samples in the PVS catchment have different patterns than their paired control counterparts. 
Differences in percentages typically arose from the inside position which is characterized by 
having a PVS installed. 
Other chemical properties including Fe, residual NH4
+, and residual NO3
- did not have 
any significant differences when categorized by positions relative to the PVSs. 
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When samples were partitioned by transect, which followed lines of constant planform 
curvature, significant groupings were detected. Measures of SOM in the convergent planform 
curvature were significantly greater than both the neutral and divergent curvatures (α = 0.05) 
(Fig. 10). SDs and ranges did not vary much between the convergent: 0.61, 0.63, 0.82 (SDs of 
divergent, neutral, and convergent, respectively) and 2.67, 2.57, 3.18 (ranges of divergent, 
neutral, and convergent, respectively). 
 
Fig. 10. Distributions of SOM according to divergent, neutral, and convergent planform 
curvature. All categories of plan curvature were significantly different from each other with 
increasing SOM from the divergent to the neutral to the convergent categories.  
 
Soil pH again followed a similar pattern to SOM (Fig. 11). Samples collected from 
convergent transects had significantly greater pH values. Soil pH from divergent and neutral 
transects had similar distributions of pH. SDs, when categorized by curvature, were more 
consistent 1.33, 1.26, and 1.41 (SD of divergent, neutral, and convergent, respectively). The 
range of measured pH in the convergent group was ~1.5 times that of the others two groups.  
a 
b 
c 
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Fig. 11. Distributions of pH according to divergent, neutral, and convergent planform 
curvature. Samples collected from the convergent transects have significantly greater pH 
compared with samples from divergent and neutral planform curvature categories (α = 0.05). 
 
Particle size mode was statistically similar when categorized by planform curvature (α = 
0.05) (fig.12). Sand percentage was statistically greater in the convergent position when 
compared to the divergent and neutral curvatures (α = 0.05). The general pattern in sand 
percentage with respect to curvature saw percentage increasing from divergent to convergent. 
General silt patterns observed were opposite that of the sand patterns with respect to planform 
curvature (Fig 14). All categories of plan curvature were significantly different from each other 
with decreasing percentage from the divergent to the neutral to the convergent categories (α = 
0.05). Clay percentages were statistically similar in the divergent and neutral positions and 
significantly greater than percentages found in the convergent positions (α = 0.05). SDs of clay 
percentage when categorized by planform curvature increased from divergent to convergent 
(1.30, 1.63, 1.96). 
 
a 
b 
b 
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Fig. 12. Distribution of particle size modes according to divergent, neutral, and convergent 
planform curvature. Samples collected from the convergent transects have statistically similar 
particle size modes compared with samples from divergent and neutral planform curvature 
categories (α = 0.05). 
 
 
Fig. 13. Distributions of sand percentage according to divergent, neutral, and convergent 
planform curvature. Samples collected from the convergent transects have significantly greater 
percentage compared with samples from divergent and neutral planform curvature categories 
(α = 0.05). 
 
  
a a a 
a 
b 
b 
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Fig. 14. Distributions of silt percentage according to divergent, neutral, and convergent 
planform curvature. All categories of plan curvature were significantly different from each 
other with decreasing percentage from the divergent to the neutral to the convergent categories 
(α = 0.05). 
 
 
Fig. 15. Distributions of clay percentage according to divergent, neutral, and convergent 
planform curvature. Samples collected from the convergent transects have significantly lower 
pH compared with samples from divergent and neutral planform curvature categories (α = 
0.05). 
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Other measured soil properties followed similar spatial patterns. Measured Fe 
concentrations in the convergent and neutral planform curvatures were statistically similar to 
each other and significantly greater than samples from the diverging planform curvatures (α = 
0.05). Means of the categories increased from divergent to neutral to convergent. Samples from 
both groups, convergent and neutral, were greater than samples from the divergent planform 
curvature group.  
 
Fig. 15. Distributions of Fe concentration according to divergent, neutral, and convergent 
planform curvature. Samples collected from the convergent and neutral transects have 
significantly higher Fe concentrations compared with samples from divergent planform 
curvature (α = 0.05). 
 
Residual NO3
- concentrations followed a similar pattern to that of Fe concentrations 
although very small differences in of NO3
- concentrations (0.5 ppm) make it difficult to assess 
the pattern in the data. Overall particle size mode, P, and residual NH4
+ did not have significant 
differences when categorized by curvature. 
 
a 
a 
b 
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3.2 Comparison by spatial modeling 
3.2.1 Fitting performance 
The Cubist algorithm in R has settings, which help it construct the most accurate 
representation of the data provided. Individual models for soil property had different fitting 
performance. A 5-fold cross-validation result of R2 > 0.50 was selected as the threshold qualify 
the models as robust. Regression models SOM, pH, and Fe had consistent fitting performance 
between modeling the test samples and control samples. Regression models of NH4
+, and NO3
- 
had inconsistent cross-validation fitting performance, 5-fold cross-validation R2 < 0.50, and thus 
spatial modeling of those properties was not performed. Regression model generated for P did 
not meet the quality standard set fourth, R2 > 0.50; spatial modeling of P was not performed. 
Table 3 reports the best fitting performance from the possible committees-neighbors 
combinations described in section 2.5.  
Table 3 
Model structure selection and fitting performance of target soil properties by 5-fold 
cross-validation. Results indicate robustness of models created using the selected 
combination of committees and neighbors. (committees = the optimal number of 
boosting, neighbors = optimal number of nearest neighbors used for model correction, 
RMSE = root mean squared error, MAE = mean absolute error). 
Soil Property Catchment Committees Neighbors RMSE R2 MAE 
SOM Control 1 9 0 0.67 0 
SOM Test 10 5 0.01 0.5 0 
pH Control 20 5 0.18 0.53 0.14 
pH Test 10 0 0.24 0.6 0.18 
P Control 10 5 0.99 0.46 0.79 
P Test 10 9 1.11 0.32 0.88 
Fe Control 1 9 4.01 0.65 3.16 
Fe Test 1 5 3.77 0.74 2.44 
NH4
+ Control 10 5 0.03 0.49 0.02 
NH4
+ Test 20 0 0.04 0.28 0.03 
NO3
- Control 10 5 0.15 0.59 0.11 
NO3
- Test 1 0 0.19 0.22 0.15 
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Fitting performance (R2 and RMSE) using the training data shows that pH, SOM, P, and 
Fe represented their respective training datasets well (Table 4). Training performance for NH4
+ 
and NO3
- in the control group seem promising, however, the RMSE of the models (0.02 and 
0.08ppm) were substantial with respect to the population they were modeling (ranging from 0.07 
and 0.32ppm). 
Table 4 
Training fitting performance of modeled soil properties (RMSE = root mean 
squared error, mNSME = modified Nash Sutcliffe model efficiency, bias = 
percent bias 
Soil Property Catchment R2 RMSE mNSME Bias 
SOM Control 0.69 0 0.48 -0.1 
SOM Test 0.82 0 0.6 0.1 
pH Control 0.82 0.11 0.56 0.1 
pH Test 0.75 0.19 0.55 -0.3 
P Control 0.6 0.8 0.41 1.6 
P Test 0.51 0.89 0.32 1.6 
Fe Control 0.87 2.17 0.68 -0.4 
Fe Test 0.8 2.66 0.63 -0.8 
NH4
+ Control 0.74 0.02 0.55 0.1 
NH4
+ Test 0.21 0.04 0.16 -7.8 
NO3
- Control 0.84 0.08 0.65 0.4 
NO3
- Test 0.48 0.12 0.42 -7.3 
 
3.2.2 Frequency of covariate use in models 
Data mining using the Cubist algorithm features covariate selection to create the strongest 
models of the target variable. Models of SOM, pH, and Fe represented their respective training 
datasets well (Table 4). Linear combinations of multiple covariates were used in the prediction of 
each soil property indicating that there were interactions amongst multiple processes associated 
with morphometry and management influence the spatial distribution of soil properties (Tables 5, 
6, 7) EDIST, was calculated as Euclidean distance from PVS. The use of this covariate indicates 
that the property highly correlates with proximity to PVS.  
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The most frequent covariates used in prediction of SOM in the test catchment were 
TWI_261m (topographic wetness index at a 261m a-scale) and PLC_17m (planform curvature at 
a 17m a-scale) (Table 5). Selected covariates suggest carbon SOM concentrations were best 
predicted by a combination of curvature and upstream contributing area. Large a-scale of TWI 
scale suggests that upslope total upslope contributing area was needed to best characterize SOM. 
Selection of PLC at a relatively small a-scale suggests local variability was considered to adjust 
modeled predictions. SOM in the test catchment was predicted using RAD_21m (area solar 
radiation at a 21m a-scale). Most samples fell on the west-facing part of the catchment. The 
small a-scale suggests local patterns in variation were best for relating RAD to SOM. 
Table 5 
Frequency of covariate use for prediction of SOM (Rule = percentage of cases where the 
covariate was used for conditional rules, Reg. Eq. = percentage of cases where the covariate was 
used in regression equations) 
Control Catchment PVS Catchments 
Covariate Rule (%) Reg. Eq. (%) Covariate Rule (%) Reg. Eq. (%) 
RAD_021m 0 100 TWI_261m 50 47 
   PLC_017m 40 50 
   MAXC_005m 0 10 
   ENES_051m 0 3 
   TWI_015m 0 3 
 
The most frequent covariates used in predictions of pH in the control catchment were 
TPI_354m and ENES_123m (Table 6). Selected covariates suggest that relative elevations and 
aspect were useful in predicting pH. The prediction of pH in the control catchment relied on 
several a-scales of TPI and ENES. Confluence suggests consistency in processes however 
various a-scales indicate that variability in samples required more predictors to create a robust 
model. 
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Table 6 
Frequency of covariate use for prediction of pH (Rule = percentage of cases where the 
covariate was used for conditional rules, Reg. Eq. = percentage of cases where the 
covariate was used in regression equations) 
Control Catchment PVS Catchments 
Covariate Rule (%) Reg. Eq. (%) Covariate Rule (%) Reg. Eq. (%) 
TPI_354m 37 63 MINC_045m 30 0 
PRC_061m 22 0 TWI_005m 20 10 
ENES_123m 0 46 TPI_378m 0 68 
ENES_141m 0 5 EDIST_001m 0 60 
   ENES_025m 0 50 
   TPI_162m 0 40 
   MAXC_003m 0 31 
   ENES_005m 0 30 
   ENES_007m 0 30 
   ENES_035m 0 20 
   TPI_170m 0 20 
   ENES_137m 0 10 
   MAXC_023m 0 10 
   TWI_025m 0 10 
   PLC_011m 0 8 
 
The most frequently used covariates for predicting Fe in the test catchment was the TWI 
at various a-scales including 57m and 63m (Table 7). Utilizing smaller a-scales allowed Cubist 
to detect variation within the specific catchment. The prediction made across the field inherited 
the process scale assumptions as where the training took place. The most frequent covariates 
used for predicting Fe in the control catchment were ENESS_149m and PLC_14m.  
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Table 7 
Frequency of covariate use for prediction of Fe (Rule = percentage of cases where the 
covariate was used for conditional rules, Reg. Eq. = percentage of cases where the 
covariate was used in regression equations) 
Control Catchment PVS Catchments 
Covariate Rule (%) Reg. Eq. (%) Covariate Rule (%) Reg. Eq. (%) 
TWI_453m 67 33 TWI_043m 40 29 
LCUR_501m 67 0 TWI_063m 37 59 
ENES_149m 0 67 PLC_111m 9 12 
PLC_041m 0 67 TWI_057m 5 71 
ENES_133m 0 33 TWI_121m 0 6    
TWI_029m 0 26    
TWI_105m 0 7    
MAXC_019m 0 5    
CCUR_007m 0 2 
 
3.2.3 Spatial model predictions 
Spatial modeling of SOM indicates the pattern of soil organic carbon was best modeled 
as a function of incidental solar radiation at a 21m a-scale (Fig. 16, Table 5). West-facing slopes 
on the south-facing side of the agricultural field were predicted to have soil with higher SOM. 
Eroding convergent areas were predicted well as an a-scale of 21m mapped the eroding area on 
the west-facing side of the catchment. The converging areas have a rule break indicating that the 
samples in the area  follow different spatial patterns. 
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Fig. 16. Predicted SOM based on samples from the control catchment. The pattern of SOM 
was predicted by the observed trend in the control catchment of increasing SOM with 
increasing area solar radiation. A small a-scale (21m) was selected as most suitable for 
prediction, suggesting that SOM variation in training samples follows local patterns.  
 
Predictions of SOM based on the test catchment samples were determined by TPI_261m 
and PLC_17m. (Fig. 17, Table 5). Areas with large contributing area were predicted to have 
higher SOM concentrations. Predictions were augmented by planform curvature at a low a-scale 
indicating the importance of local curvature for predicting SOM. The spatial model of the test 
catchment show a discontinuity in SOM predictions in the convergent part of the catchments. 
Data mining determined that samples collected in that area were best predicted separately from 
the rest of the samples, indicating that the soil-forming environment below the strip in the 
convergent position to be different from the rest of the hillslope 
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Fig. 17. Predicted SOM based on samples from the test catchment. The pattern of SOM was 
predicted by the observed trend in the control catchment of increasing SOM with increasing 
contributing areas. A small a-scale planform curvature (17m) was selected as most suitable for 
prediction, suggesting that SOM variation in training samples follows local patterns. Modeling 
was improved by isolating areas by a threshold in planform curvature, suggesting that SOM 
variation from related samples follow different spatial patterns. 
 
Predictions of pH based on the control catchment samples were determined by TPI_354, 
ENES_123, and ENES_141 (Fig. 18, Table 6). Rules to isolate a group of points for modeling 
created a sharp discontinuity in the simulated pH indicating that samples used to determine pH in 
that area follow a different spatial pattern. Spatial modeling of pH based on the test catchment 
highlighted the PVSs as areas of higher pH (Fig. 19). The model achieved this by selecting the 
EDIST covariate. Predictions were achieved by a combination of TPI_137m and ENES_25m 
(Table 6). The result predicts the lowest pH on the north-facing slope and the highest pH in the 
footslopes/toeslopes of inside PVSs. 
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Fig. 18. Predicted pH based on samples from the control catchment. Samples used for model 
generation were partitioned abruptly by the Cubist algorithm. Samples in the partitioned areas 
were likely to follow different spatial patterns than others in the training set. 
 
 
Fig. 19. Predicted pH based on samples from the test catchment. Relative distance to the PVS 
was a major component of the prediction. 
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Predictions of Fe based on the control catchment samples was determined by 
ENES_149m and PLC_041m (Fig. 20, Table 7). Planform curvature is a relative calculation; 
values are computed based on elevation of the DEM values around it. Eastness calculated 
globally; values are computed based on an external definition of “east.” Models using absolute 
global covariates to define phenomenon that do not vary the directly with the target may be 
strong where the model was trained but function incorrectly when the relationship is extended. 
The model performs reasonably where it was trained; samples collected from the PVS would be 
placed measured higher in Fe content. 
 
Fig. 20. Predicted Fe based on samples from the control catchment. Linear relationships 
developed in training were incorrectly extended due to eastness being selected to make 
predictions. 
 
Predictions of Fe based on test catchment samples was determined by TWI at various a-
scales, primarily 57m and 63m (Fig. 21, Table 7). TWI enabled predictions to reference their 
contributing areas to determine concentrations of Fe. As a result, areas with large contributing 
areas and small slope gradients were predicted to have higher Fe concentrations. The summit of 
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the hill, having no contributing area is likely to improperly predicted as no samples were 
collected from that hillslope position. 
 
Fig. 21. Predicted Fe based on samples from the test catchment. Fe concentrations were 
predicted primarily using the topographic wetness index, predicting that areas with large 
contributing areas would have higher Fe concentrations. 
 
3.2.4 Difference maps 
Difference maps were produced for the soil properties with robust models. Difference 
maps emphasized the importance of both landscape morphometry and management. Predictions 
of SOM the based on the test simulation were overall greater in magnitude at locations with large 
contributing areas (Fig. 22a). Larger areas of difference uncertainty exist on the west facing sides 
of individual catchments compared with east-facing sides of catchments; simulations of west-
facing slopes were predicted to have higher SOM. Overall patterns of uncertainty align with 
areas surrounding inflections of surface morphometry (Fig. 22b).  
Simulated differences in pH highlight the presence of the PVSs (Fig. 23a) as a source for 
difference in pH. Predicted differences were predicted almost equally in all directions around the 
PVSs, which is likely to be an artifact of the covariate used to make the prediction and not likely 
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to be the case in reality. Fig. 23b highlights the area around the PVSs as areas of uncertainty. The 
confidence interval for modeled differences directly below the PVSs were modeled with higher 
pH.  
Simulated differences in Fe concentrations show a similar pattern to that of SOM. East-
facing slopes were typically predicted to have higher Fe concentrations and west-facing slopes 
were mostly uncertain. (Fig. 24a). Covariates selected to predict Fe extrapolated past training 
areas, predicting values that were not observed. Simulated differences in Fe concentrations from 
paired catchments on the eastern side indicated uncertainty in predictions on the west-facing 
slopes (Fig. 24b).  
 
 
Fig. 22a. Computed difference of simulated SOM (𝑆𝑂𝑀𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 − 𝑆𝑂𝑀𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙) maps. 
Simulated differences emphasize catchment morphometry, Topographic wetness index. 
Simulated SOM patterns based off of the test catchment overshadowed the patterns from the 
simulated control catchment model. 
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Fig. 22b. Areas of significant difference between SOM simulations. Estimated propagated 
error of the constituent 𝑆𝑂𝑀𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 and 𝑆𝑂𝑀𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 was used to predict where differences 
predicted in Fig. 22a were significant or not. Uncertainty in modeled difference closely reflect 
areas surrounding inflections in the surfaces of the catchments. 
 
 
Fig. 23a. Computed difference of simulated pH (𝑝𝐻𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 − 𝑝𝐻𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙) maps. Simulated 
difference in pH is largely driven by EDIST covariate. Simulated differences are dominated 
for 20m above the PVS and 16m below the PVS. 
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Fig. 23b. Areas of significant difference between pH simulations. Estimated propagated 
error of the constituent 𝑝𝐻𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 and 𝑝𝐻𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 was used to predict where differences 
predicted in Fig. 23a were significant or not.  
 
 
Fig. 24a. Computed difference of simulated Fe (𝐹𝑒𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 − 𝐹𝑒𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙) maps. Covariate 
selection fit areas where the models were trained; however, extension of the models to the rest 
of the study area suggest that the spatial patterns in Fe is local and does not transfer well. 
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Fig. 24b. Areas of significant difference between Fe simulations. Estimated propagated error 
of the constituent 𝐹𝑒𝑠𝑖𝑚 𝑡𝑒𝑠𝑡 and 𝐹𝑒𝑠𝑖𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 was used to predict where differences predicted 
in Fig. 24a were significant or not. This map is stronly influenced by tmodel extrapolation 
errors from Fig. 20, where predictions using the ENES_149m predict very high and low Fe 
concentrations.  
 
38 
CHAPTER 4.    DISCUSSION 
Both landscape morphometry and management can influence the spatial distribution of 
soil properties. Strategic stratification and pairing of sample locations to support difference 
testing was beneficial in directly testing for differences with respect to management (PVSs) and 
landscape (planform curvature); after testing for differences relative to PVSs, topography 
induced differences were tested to check if significant groupings were present regardless of the 
inclusions of PVSs (Fig. 5, Fig. 11). For example, significant increases in pH were detected 
when samples were categorized by planform curvature and by position relative to ten-year-old 
PVSs. No significant increases in SOM were detected when samples were categorized by 
position relative to PVSs however they were detected when categorized by planform curvature 
(Fig. 4, Fig. 10).  
Spatial modeling provided valuable insight into the patterns of soil properties by 
visualization of patterns within collected sample data. Simulations of relationships with and 
without the treatment were generated allowing for comparisons between the catchments as a 
whole. Significant difference maps show where confidence of differences between simulations 
predicted to be less uncertain. 
4.1 Mechanisms likely driving observed variation 
The spatial distribution of SOM described in this study appeared to follow well-
documented patterns previously reported, where curvature imposes control over SOM loss and 
accumulation (Gessler et al., 1995; Gregorich et al., 1998; Yoo et al., 2006). Erosion and 
deposition processes translocate soil rich in organic matter from higher to lower positions on 
hillslopes (Simonson, 1959; Ritchie et al., 2007). Wetter conditions and increased clay fraction 
have been observed to retard decomposition of resident SOM leading to accumulation (Scott et 
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al., 1996; Famiglietti et al., 1998). Convergent areas on sampled hillslopes in this study appear to 
fit this description.  
Significant sand accumulation inside filters may be attributed to a decrease in the 
capacity or competence of overland flow (Parsons et al., 1998). Hydrological functioning of the 
PVS treated catchments was determined to be different in previous studies (Helmers et al., 
2012). The reduction in silt percentage in the test catchment may be due to the increased 
representation of sand percentage and/or the overland flow having the capacity to suspend silt 
sized material as sand is more difficult to suspend.  
Cubist related SOM in the test catchment with TWI, an amalgamation of specific 
catchment area normalized by slope gradient. While being paired catchments, the control 
catchment had a different shape than the test catchment; the majority of the field was east-facing 
with three paired transects on the east-facing side. There were four transects sampled in the 
control catchment. M5 in the Cubist algorithm did not find a significant reduction in ∆𝑒𝑟𝑟𝑜𝑟 
(equation 1) to warrant using TWI. 
Data mining also related soil pH and Fe with the TPI and TWI respectively. TPI and TWI 
in these models also can be interpreted as relating to predictions of the target to the action of 
water erosion or depth to a change in parent material/thickness of A horizon assuming it relates 
to processes of erosion and deposition (Miller et al., 1988). The relationships developed in the 
control catchment may not necessarily be transferable to different sites for two reasons. First, the 
specific combination of parent materials, Peoria loess and Pre-Illinoisan till, may not exist in the 
same way on every field. Second, “eastness” was selected as a covariate which does not index 
position relatively as planform curvature, but absolutely (Fig. 18, Fig. 20).  
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Helmers et al. (2012) studied sediment fates at the same site as this study as well as two 
others in the same watershed. Testing paired catchments, they concluded that PVSs reduced 
sediment export from the catchments and reduced runoff volume when compared to catchments 
without PVSs. However, they did not find significant differences between PVS treatments, 
including width of PVSs and having PVSs installed in the backslope and footslope of the 
catchments. The results of this current study indicate that PVSs on the backslope positions 
perform secondary sorting of sediments in transport; samples collected within the PVSs have 
significantly greater sand percentages (α = 0.05). PVSs influenced the surface particle size 
distribution (Table 2, Fig. 7, Fig. 8).  
Landscape and management can help explain differences in measured soil properties. Soil 
organic matter increases the CEC and buffering capacity of the soil (Burle et al., 1997). In this 
study, SOM and pH were observed to generally increase from diverging to converging planform 
curvature. Management may also influence the distribution of soil properties. While row cropped 
areas received a standard herbicide- and fertilizer-based weed and nutrient management, the PVS 
areas within the test catchments did not receive any fertilizer (Zhou et al., 2010). Cultivated 
fields’ pH was typically driven down by plant N uptake coupled with harvest, effectively 
exporting alkalinity (Brown and McLean, 1984; Robbins and Voss, 1989). The PVSs were not 
harvested as often as the cultivated area around it, thus the spatial distribution of pH is likely to 
follow the observed trend. 
Distributions of soil properties sampled under PVSs had greater ranges of measured 
values and variance than soil in similar locations under the standard row cropping system (Fig. 4, 
5). Contributing factors may include the species diversity present in the PVSs (Fornara and 
Tilman, 2008; Stephan et al., 2000). Exudates released from different plant and microbiological 
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populations in PVS at varying rates and magnitudes may contribute to wider ranges of measured 
soil properties (Liang et al., 2016; Stephan et al., 2000).  
4.2 Strengths and limitations 
NH4
+, NO3
-, and P concentrations were difficult to model for several possible factors 
including low concentrations detected in samples, and low variability within the sample set. 
Timing of sampling may also have figured into the concentrations measured; soybeans would 
have taken up about 40% of their total N demand by the time sampling for this study was 
conducted (Hanway and Thompson, 1967; Cafaro La Menza et al., 2017). Poor model fitting 
performance prevented using simulations to make further useful insights on the spatial 
distribution of NH4
+, NO3
-, and P concentrations in the soil. Measured concentrations of NO3
- 
reported in Zhou et al. (2010) were of a similar magnitude to concentrations of NO3
- measured in 
this study.  
Utilizing the t-test with relative position factors directly asked whether the soil properties 
above, inside, and below the PVSs were similar to each other. Comparison of spatial 
distributions of soil properties when categorized by position relative to PVSs indicated there was 
a large amount of variability not explained by the category (Fig. 4, 5). The stratification 
presented in this study attempted to control the samples to a higher degree by collecting samples 
with similar influence from planform curvature. Categories of position relative to PVS yielded 
no significant differences in SOM concentrations. When testing categories of planform 
curvature, significant differences were detected (Fig.10). To determine other sources of 
variability, further modeling or extension of the dataset would be necessary (Kravchenko and 
Robertson, 2011; Necpálová et al., 2014). 
The t-test results were extended by data mining and spatial modeling. Data mining 
covariate selection identified the strongest covariates and associated a-scales by which to 
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represent soil properties. Spatial modeling visualizes the spatial distributions of soil properties 
and allowed for uncertainty and significant differences to be visualized. Covariate selection 
highlighted digital terrain or proximity covariates which explained large amounts of variation in 
a target, given an appropriately scaled covariate e.g. RAD_19m being selected to predict SOM in 
the test catchment (Table 5) and PLC_017 and TWI_261m being selected to predict SOM in the 
control catchment. The spatial models based on the relationships drawn by data mining 
compared to simulated differences given different management.  
The spatial models of the SOM in the test catchment showed breaks below the PVS. This 
indicated that the pattern of SOM did not follow the same pattern in that part of the field. T-tests 
for differences show that samples from divergent to convergent planform curvatures follow a 
typical low to high pattern. Spatial modeling shows that samples in those specific conditions may 
be in different environments. While the model of Fe in the control catchment did not have an 
explicit break, spatial modeling shows higher predicted Fe concentrations in the similar position 
as SOM. These results may assist in future sampling of convergent flow areas to understand the 
spatial distributions of soil properties on hillslopes with management boundaries. 
Difference maps showed areas where the influence of the PVSs appear to influence pH. It 
is unlikely that the impacts on pH were as far-reaching as the produced models suggest; pH 
while counted in the unary system, base 1, it represents the quantification of hydrogen ion 
activity which functions on a base 10 system (-log10). To improve the predictive capability of 
models utilizing distance as a covariate, variable decay rates may be a viable option for reducing 
RMSE of the prediction. The linear decay rate in the EDIST covariate may overestimate effects 
of pH by extrapolating relationships further than they should. Spatial modeling was not able to 
distinguish between above the PVS and below the PVSs; EDIST does not contain negative 
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values making it difficult to distinguish upslope from downslope. Without a way to make rule 
breaks, models using the EDIST covariate would be forced to make predictions in all directions 
equally. A strength of the standard approach is that relationships between categories of samples 
e.g. above, inside, and below PVSs can be explicitly tested.  
The spatial modeling approach used in this study may be improved using other forms of 
regression; if a soil property followed a non-linear pattern, non-linear regression could improve 
modeling results (Hartley, 1961). While M5’s piecewise nature can estimate other functions with 
rule-based breaks, predictive mapping stands to gain from methods that are more adaptable. 
Another way to improve model transferability would be to limit the pool of potential predictors. 
Spatial models of pH and Fe were likely to be extrapolated further than they should (Fig. 18, Fig. 
20) due to selection of ENES, a covariate indexes position globally not locally like PLC. 
Difference maps and uncertainty maps were strong tools for visualizing simulated differences. 
However, misapplied covariates easily cause modeling errors. Miller et al. (2015) found that 
oftentimes, limiting the predictor pool presented to Cubist resulted in models that outperformed 
models generated with access to the entire predictor pool. This principle may improve prediction 
and transferability of models when applied to soil pH and Fe concentrations.  
4.3 Modeling complex geographies  
Miller et al. (1988) showed linear relationships do not always work across complex 
landscapes. In this study, spatial modeling supported by strategic sampling was able to 
circumvent some of the issues accompanying the use of linear regression for modeling soil 
landscape relationships similar to that of Miller et al. (2016). Rule-based breaks highlighted 
different soil-forming environments, the expected smooth backslope observed in the diverging 
and neutral planform curvatures and the eroded, open-depression in the convergent area below 
the PVSs. Extension of a model to an area with incorrect covariates resulted in extrapolation 
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errors and poor simulation; when local covariates were used to describe local variation, models 
performed well.  
Claessens et al., (2005) lamented that it was difficult to select the best a-scale for 
modeling. In this study, we provided multiple a-scales of terrain derivatives for optimal model 
construction. The Cubist algorithm determined the useful terrain derivatives and a-scales for 
modeling particular conditions. It is likely that different management and morphometry require 
the use of different a-scaled terrain derivatives (Miller et al., 2015). If the study compares areas 
with different morphometries one may expect to need different a-scales to be optimal on each 
one (Claessens et al., 2005). The best DEM/terrain derivatives would be the ones which are most 
useful in supporting modeling of the target phenomenon (Miller and Schaetzl, 2016)(Miller and 
Schaetzl, 2016) morphometry as well as sampling strategy to support modeling may be key 
factors in predicting the illusory perfect analysis scale.  
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CHAPTER 5.    CONCLUSIONS 
This study presented differences in spatial distributions of surface soil properties with 
respect to landscape morphometry and the presence of PVSs. It utilized two methods for 
detecting and describing differences, i) systematic t-testing of soil properties based on relative 
position to PVSs and ii) spatial modeling using rule-based multiple linear regression. Samples 
used to support both approaches were collected from paired locations controlled by planform 
curvature and flow accumulation. 
These approaches detected three notable patterns. First, surface pH was higher and 
surface P was lower in PVS catchments. Second, spatial distributions of P were not directly 
influenced by planform curvature, while planform curvature played an appreciable role in the 
spatial distributions of SOM and pH. Finally, PVSs located on backslopes significantly affect the 
spatial distribution of surface particle size distribution within associated agricultural fields. 
Standard t-tests were able to identify differences between pre-defined categories. Spatial 
modeling was used to simulate differences between the catchments, adding value to the initial 
strategic sampling design. Simulations, covariate selection, a-scale of covariates, and uncertainty 
of predictions created a more complete picture of the differences. Given strong spatial models of 
control and test catchments, using the two approaches together has potential for improving 
detection of differences and understanding the spatial patterns of those differences. 
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APPENDIX: ADDITIONAL MATERIAL 
 
Fig. 1. Distributions of NO3
- concentration according to relative position categories above, 
inside, and below the PVS or where the PVS would be projected to be within the control 
catchment. Low concentrations make cause issues in interpretations of patterns present. 
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Fig. 2. Distributions of NH4
+ concentration according to relative position categories above, 
inside, and below the PVS or where the PVS would be projected to be within the control 
catchment. Low concentrations make cause issues in interpretations of patterns present. 
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Fig. 3. Distributions of particle size mode according to relative position categories above, 
inside, and below the PVS or where the PVS would be projected to be within the control 
catchment. 
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Fig. 4. Distributions of NO3
- according to divergent, neutral, and convergent planform 
curvature. Samples collected from the convergent and neutral transects have significantly 
greater NO3
- than divergent transects (α = 0.05). Low concentrations make cause issues in 
interpretations of patterns present. 
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Fig. 5. Distributions of NH4
+ according to divergent, neutral, and convergent planform 
curvature. Samples collected from the transects were not significantly different from 
eachother (α = 0.05). Low concentrations make cause issues in interpretations of patterns 
present. 
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