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PARABOLIC HILBERT SCHEMES VIA THE DUNKL-OPDAM SUBALGEBRA
EUGENE GORSKY, JOSE´ SIMENTAL, AND MONICA VAZIRANI
Abstract. In this note we give an alternative presentation of the rational Cherednik algebra Hc
corresponding to the permutation representation of Sn. As an application, we give an explicit
combinatorial basis for all standard and simple modules if the denominator of c is at least n,
and describe the action of Hc in this basis. We also give a basis for the irreducible quotient of
the polynomial representation and compare it to the basis of fixed points in the homology of the
parabolic Hilbert scheme of points on the plane curve singularity {xn = ym}.
1. Introduction
1.1. Rational Cherednik algebras. In this paper we study various aspects of the geometric
and combinatorial representation theory of the rational Cherednik algebra Hc corresponding to
the permutation representation of the symmetric group Sn. Our main tool is a presentation of this
algebra that is better-suited for these purposes than the usual presentation. Recall that, in its usual
presentation, the algebra Hc has generators xi, yi (i = 1, . . . , n) and Sn. It is naturally graded,
with xi of degree 1, yi of degree −1 and Sn in degree zero. Dunkl and Opdam [6] constructed a
family of commuting operators u1, . . . , un of degree 0 in Hc. The algebra Hc is, in fact, generated
by ui, the group algebra of Sn and two additional generators
τ := x1(12 · · · n), λ := (12 · · · n)
−1y1.
It is clear that τ , λ and Sn already generate the algebra since one can obtain x1 and y1 (and hence
all xi and yi) using them. In Theorem 3.4 we give a complete list of relations between τ, λ, ui
and the generators of Sn. This presentation of the algebra Hc has already appeared in the more
complicated cyclotomic setting in the work of Griffeth [17] and Webster [32]. Since some relations
become more transparent in the type A setting, we present it in detail. The generators ui can be,
in principle, eliminated, and the remaining relations are listed in Proposition 3.5.
1.2. Combinatorial representation theory. We use the presentation of the algebra Hc via the
Dunkl-Opdam operators to, in the case where c is a rational number with denominator precisely n,
give purely combinatorial constructions of several important results in the representation theory of
Hc. First, we construct an explicit combinatorial basis for the polynomial representation ∆c(triv)
of Hc(Sn) for c = m/n, gcd(m,n) = 1, and for its irreducible quotient Lc(triv). This is done by
simultaneous diagonalization of the commuting operators u1, . . . , un. We prove that the action of
τ and λ sends a basis vector to a multiple of another basis vector, and describe the action of Sn in
this basis explicitly. This allows us to describe the action of Hc in this basis explicitly.
Theorem 1.1. Let c = m/n, gcd(m,n) = 1. Then the following holds:
(a) ∆c(triv) has a basis va labeled by nonnegative integer sequences a = (a1, . . . , an). The action
of ui, τ and λ in this basis is given by
uiva = (ai − (ga(i) − 1)c)va, τva = vπ·a, λva = (a1 − (ga(1) − 1)c)vπ−1·a
where π(a1, . . . , an) = (an+1, a1, . . . , an−1) and ga is the minimal length permutation sorting
the sequence a to be non-decreasing.
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(b) Lc(triv) has a basis va labeled by sequences (a1, . . . , an) such that |ai − aj| ≤ m for all i, j
and if ai − aj = m then i < j.
The action of Sn in the basis va is given in Theorem 4.14.
Remark 1.2. Note that π−1 · a is well defined unless a1 = 0. In this case a1 − (ga(1) − 1)c = 0,
so λ · va is well defined.
We give two proofs of Theorem 1.1. One of them is completely explicit, using intertwining
operators to construct the basis va inductively. This is done in Section 4. The other one uses
a Mackey-type result for the algebra Hc. The algebra Hn(u) generated by u1, . . . , un and Sn
is isomorphic to the degenerate affine Hecke algebra of rank n, and a standard module can be
constructed via parabolic induction from Hn(u) to Hc. In Theorem 5.9 we construct a filtration of
ResHcHn(u)∆c(µ) by Hn(u)-modules and explicitly describe the subquotients. This has the following
consequence.
Theorem 1.3. Let c = m/n, gcd(m,n) = 1. Let µ be a Young diagram of size n, then the corre-
sponding standard module ∆c(µ) has a basis v(a, T ) labeled by pairs (a, T ) where a = (a1, . . . , an)
is a nonnegative integer sequence and T is a standard tableau of shape µ. The action of Hc in this
basis is described in Section 6.1.
Remark 1.4. In [16, Theorem 5.1] Griffeth constructs, for generic values of the parameter (t, c),
a an eigenbasis of every standard module, and in [15] he considers the case of the polynomial
representation. Both Theorem 1.1(a) and Theorem 1.3 are a consequence of this after specializing
parameters. Our proof of Theorem 1.3, using a Mackey-type formalism, is more conceptual and its
combinatorics seem better-suited for geometric applications.
As a consequence of Theorem 1.3 we are able to give an explicit combinatorial construction of all
the maps appearing in the BGG resolution of the module Lc(triv), and we show that the complexes
formed by these maps is indeed exact. In particular, we avoid appealing to the representation
theory of finite Hecke algebras at roots of unity via the Knizhnik-Zamolodchikov functor, which
uses techniques of complex analysis. Moreover, we are able to give a combinatorial basis in the
spirit of that of Theorem 1.1 for every simple module Lc(µ), see Corollary 6.22.
Remark 1.5. More concretely, the standard modules ∆c(n − ℓ, 1
ℓ) and ∆(n − ℓ + 1, 1ℓ−1) have
bases labeled by pairs (a, T ) and (a′, T ′) where T and T ′ are standard tableaux of the corresponding
hook shapes. We explicitly compute matrix elements of the map between standard modules in this
basis. As a consequence, we give two labelings of the basis in Lc(n − ℓ, 1
ℓ) presented either as a
simple quotient of ∆c(1
ℓ, n − ℓ), or as a radical of ∆c(n − ℓ − 1, 1
ℓ+1), and an explicit bijection
between them.
1.3. Parabolic Hilbert schemes. We relate the Dunkl-Opdam presentation of Hc to the geome-
try of parabolic Hilbert schemes on singular curves. Let C = {xm = yn} be a plane curve singularity
in C2, we consider the moduli space of flags
PHilbk,n+k := {OC ⊃ Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk}
where Is is an ideal in the ring of function OC of codimension s. This space admits a natural C
∗
action, and the fixed points are labeled by flags of monomial ideals. We prove that these fixed
points are in bijection with the above basis of Lm/n(triv). Furthermore, we define the geometric
operators corresponding to τ, λ and Sn and show that their action on fixed points agrees with
Theorem 1.1. The localization theorem then implies the following:
Theorem 1.6. There is a geometric action of Hm/n in the localized C
∗-equivariant cohomology of
⊔kPHilbk,n+k. Moreover, with this action H
C∗
∗ (⊔kPHilbk,n+k) gets identified with with Lm/n(triv).
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Remark 1.7. It seems plausible that the action of Hm/n lifts to the non-localized equivariant
cohomology. This requires proving relations from Theorem 3.4 geometrically, without relying to
the fixed point basis, and we plan to address it in future work. However, we show in Section 7
that PHilbk,n+k is paved by affine cells, so its cohomology is equivariantly formal, see in particular
Section 7.4.
1.4. Parabolic Hilbert schemes on non-reduced curves. Throughout this introduction, we
have been implicitly assuming that we are working with rational Cherednik algebras “at t = 1.”
The Dunkl-Opdam subalgebra, however, makes sense for any value of the parameter (t, c) and so
does the presentation of Ht,c we give in Theorem 3.4. We still have a Mackey-type formula for
the algebra H0,c that is, however, not enough to construct nice combinatorial bases of standard
modules ∆0,c(µ). Nevertheless, one can use a limiting procedure to construct such bases and we
do this in Section 8.
On the geometric side, we consider the non-reduced curve C := {yn = 0}. The punctual Hilbert
scheme on C is the moduli space of ideals in the local ring OC,0 := C[[x, y]]/(y
n) and we may define
the parabolic (punctual) Hilbert scheme PHilbk,n+k(C) similarly to Section 1.3. This parabolic
Hilbert scheme admits a C∗-action where y has weight 1 and x has weight 0. We show the following
“t = 0” (or “m =∞”) analogue of Theorem 1.6.
Theorem 1.8. There is a geometric action of H0,1 on the localized C
∗-equivariant cohomology
of
⊔
k PHilbk,n+k(C), where C is the non-reduced curve {y
n = 0}. Moreover, with this action
HC
∗
∗ (
⊔
k PHilbk,n+k(C)) gets identified with the polynomial representation ∆0,1(triv).
1.5. Relation to other work. Finally, we would like to comment on the relations of our work
to the existing literature. As we have mentioned above, the Dunkl-Opdam presentation of the
Cherednik algebra has already appeared in work of Griffeth and Webster, [16, 17, 32], where it has
been used for different purposes. In particular, Griffeth [16, 17] uses the fact that the operators ui
are self-adjoint with respect to the Shapovalov form to compute the norm of elements in standard
modules, see also [5], while Webster [32] uses the Dunkl-Opdam subalgebra to give a concrete
equivalence between the category O and modules over the quiver Hecke algebra.
On the geometry side, by [22, 23] the homology of the Hilbert schemes of singular curves is
closely related to the homology of the corresponding compactified Jacobian, which is isomorphic to
the Springer fiber in the affine Grassmannian. One would expect a similar connection between our
parabolic Hilbert schemes and affine Springer fibers in the affine flag variety. These affine Springer
fibers do admit affine pavings, and the combinatorics of the affine cells was studied in detail in
[21, 25, 13].
The (co)homology of the affine Springer fibers in affine flag variety was studied in [14, 26, 27, 31]
where it was proved that it carries an action of the trigonometric Cherednik algebra. Furthermore,
this (co)homology has certain “perverse” filtration, and the associated graded space admits a
natural action of the rational Cherednik algebra corresponding to the reflection representation of
Sn (also known as rational Cherednik algebra of sln). The construction of this action uses global
Springer theory developed by Yun [33]. The combinatorics of finite dimensional representations of
the rational Cherednik algebra for sln was studied by Shin [28].
On the contrary, we find our construction to be more elementary than [26, 27]. Indeed, in our
construction of geometric operators τ and λ we use neither perverse filtration nor global Springer
theory. The combinatorial presentation of the algebra is easier in the gln setup. Still, we make an
explicit comparison with the results of [13] in Section 4.6, see Remark 4.26.
Finally, we would like to mention recent work [20] which identifies the (cyclotomic, spherical)
rational Cherednik algebra with the so-called quantized Coulomb branch in the sense of Braverman,
Finkelberg and Nakajima [2]. This algebra depends on a group G and its reprenentation V , and the
multiplication is defined using convolution in the affine Grassmannian. The forthcoming paper [18]
constructs the action of the quantized Coulomb branch in cohomology of generalized affine Springer
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fibers in the sense of [11], again by certain convolution diagrams. The recent work [10] explicitly
identifies certain generalized affine Springer fibers for the case G = GL(n) and V = gln ⊕ C
n with
Hilbert schemes of singular curves, and studies the action of the quantized Coulomb branch.
In Section 7.4 we identify the parabolic Hilbert schemes with similar, but slightly different
generalized affine Springer fibres. We plan to investigate the relation between our construction of
the action and the ones in [10, 18] in a future work.
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2. Background
2.1. Rational Cherednik algebra. We work with the rational Cherednik algebra Ht,c of Sn
acting on Cn by permuting the coordinates. Let us recall that this is the quotient of the semidirect
product algebra C〈x1, . . . , xn, y1, . . . , yn〉⋊ Sn by the relations
[xi, xj ] = 0, [yi, yj ] = 0,
[yi, xj ] = c(ij), [yi, xi] = t− c
∑
j 6=i
(ij)
Here t and c are complex parameters. Clearly, for a nonzero complex number a ∈ C∗, Hat,ac ∼= Ht,c.
So we have the dichotomy t = 0 or t = 1. For most of the paper, we will assume that t = 1 and
write Hc := H1,c.
We recall some basic facts about Ht,c following [1]. The algebra Ht,c is graded, with xi of degree
1, yi of degree (−1), and Sn in degree zero. When t = 1, the grading on Hc is internal and defined
by the Euler element
h =
1
2
∑
i
(xiyi + yixi) =
∑
i
xiyi +
n
2
− c
∑
i<j
(ij).
Let us emphasize that the grading on H0,c is not internal. The algebra Ht,c is also filtered, with xi
and yi of filtration level 1 and Sn of filtration level 0. An important PBW theorem states that
grHt,c = C[x1, . . . , xn, y1, . . . , yn]⋊ Sn,
where gr denotes associated graded with respect to this filtration. This implies that a basis of Ht,c
as a C-vector space is given by xaωyb, where ω ∈ Sn, x
a := xa11 · · · x
an
n , a ∈ Z
n
≥0 and similarly for
yb, b ∈ Zn≥0. We will refer to this basis as the PBW basis of Ht,c. Another easy consequence of
the PBW theorem is that Ht,c contains the following subalgebras:
Hn(x) := C[x1, . . . , xn]⋊ Sn, Hn(y) := C[y1, . . . , yn]⋊ Sn.
Next we need to consider some modules for Ht,c. We have the standard modules
∆t,c(µ) = Ind
Ht,c
Hn(y)
Vµ ≃ Vµ ⊗C C[x1, . . . , xn],
where Vµ is an irreducible representation of Sn corresponding to the Young diagram µ of size n,
and yi annihilate Vµ. In particular, for µ = (n) the representation Vµ is trivial, and we get the
polynomial representation ∆t,c(triv) ≃ C[x1, . . . , xn].
When t = 1, it is not hard to see using the Euler element h that ∆c(µ) := ∆1,c(µ) has a unique
irreducible quotient that we denote by Lc(µ). In fact, these are the simple objects of the category
Oc, which is defined as the category of Hc-modules which are finitely generated over C[x1, . . . , xn]
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and where yi act locally nilpotently. For example, the standard modules ∆c(µ) belong to Oc. We
have the following facts about the category Oc.
Theorem 2.1 ([1]). a) If c ∈ C \Q then the category Oc is semisimple, and all standard modules
∆c(µ) are irreducible. The same is true if c is rational but its denominator is greater than n.
b) Suppose that c = m/n, gcd(m,n) = 1. Then ∆c(µ) is irreducible, unless µ is a hook.
c) Suppose that c = m/n, gcd(m,n) = 1, let µℓ = (n − ℓ, 1
ℓ) be a hook partition. Then the
morphisms between standard modules have the following form:
HomHc(∆(µ),∆(µ
′)) =
{
C if µ = µℓ, µ
′ = µℓ−1 for some ℓ,
0 otherwise.
This theorem is proved in [1] using the Knizhnik-Zamolodchikov functor which compares the
representation theory of Hc to that of the type A finite Hecke algebra. In this paper we give an
alternative combinatorial proof. The “otherwise” case of (b) is proved in Lemma 6.7, and Lemma
6.10, while the interesting morphism ∆(µℓ)→ ∆(µℓ−1) is constructed in Proposition 6.12. Part (b)
easily follows from (c), see Corollary 6.9.
The representation theory of the algebra H0,c is very different from that of Hc. For example,
it is no longer true that the standard module ∆0,c(µ) has a unique irreducible quotient, moreover,
the algebra H0,c is finite over its center so every irreducible H0,c-module is finite-dimensional, [7].
Still, in Section 8 we will use our results in the t = 1 case and a limiting procedure to give a
combinatorial basis of ∆0,c(µ).
2.2. The extended affine symmetric group.
Definition 2.2. The extended affine symmetric group is1
›Sn =≤π, si, 1 ≤ i < n ∣∣∣∣ sisi+1si = si+1sisi+1 for 1 ≤ i < n− 1,sisj = sjsi for j 6= i± 1,πsi = si+1π for 1 ≤ i < n− 1,
s2i = 1 for i ∈ Z/nZ
º
.
Letting s0 = π
−1s1π, we could consider generators si for i ∈ Z/nZ. In this case ›Sn has as a
subgroup the affine symmetric group”Sn = 〈si | i ∈ Z/nZ〉. However for the purposes of this paper,
we rarely take this point of view. Further, we will refer to elements p ∈›Sn as affine permutations,
dropping the adjective “extended.”
We recall that›Sn acts faithfully on Z by n-periodic permutations, i.e. bijections p : Z→ Z such
that p(i+ n) = p(i) + n. For this action π(i) = i+ 1. It also acts on the set Cn via:
si · (w1, . . . , wi, wi+1, . . . wn) = (w1, . . . , wi+1, wi, . . . , wn)
π · (w1, . . . , wn) = (wn + t, w1, w2, . . . , wn−1)(1)
To align the two actions, it is often convenient to extend an n-tuple to having coordinates indexed
by all of Z via wi+kn = wi− kt. This is consistent with our conventions taken in Remark 3.3 below.
Just as with the finite symmmetric group, it is convenient to use window notation for affine
permutations. The window notation of p is given by [p(1), p(2), . . . , p(n)], which determines p by
periodicity.
Definition 2.3. Let us define the degree of p ∈›Sn to be 1n∑ni=1(p(i)− i).
Let ›Sn+ denote the submonoid of affine permutations p such that i > 0 =⇒ p(i) > 0, i.e., the
entries of p in window notation are all positive.
1We drop the first relation when n = 2.
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Note p ∈”Sn iff it has degree 0. The only permutations in›Sn+ of degree 0 are those in the finite
symmetric group Sn.
Let ta ∈›Sn denote translation by a. In other words, its window notation is ta = [1 + na1, 2 +
na2, . . . , n+ nan].
Lemma 2.4. Any permutation ω ∈ ›Sn can be uniquely written as ω = tag for g ∈ Sn, a ∈ Zn.
Furthermore, ω ∈›Sn+ if and only if ω = tag and ai ≥ 0 for all i.
Proof. By definition,
tag = [g(1) + nag(1), . . . , g(n) + nag(n)].
Given ω, we can uniquely write ω(i) = ri + nqi where 1 ≤ ri ≤ n, so g(i) = ri and ag(i) = qi. Since
ω(i) for 1 ≤ i ≤ n all have different remainders modulo n, we have g ∈ Sn. Finally, ω(i) > 0 if and
only if ag(i) ≥ 0. 
Let sort(a) denote the non-decreasing ordering of a, and ga ∈ Sn the shortest element such that
ga · a = sort(a). Note that the element ga is given by
(2) ga(i) = ♯{j : aj < ai}+ ♯{j : j ≤ i and ai = aj}.
We denote
ωa := tag
−1
a .
Remark 2.5. Note that the element ga ∈ Sn is uniquely specified by the requirement that the
window notation of tag
−1
a is increasing.
Lemma 2.6. Assume ωa(i) = ωb(i) for some i ∈ {1, . . . , n}. Then g
−1
a (i) = g
−1
b (i) and ag−1a (i) =
bg−1
b
(i).
Proof. If ωa(i) = ωb(i) then g
−1
a (i) − g
−1
b (i) = n(bg−1
b
(i) − ag−1a (i)). But g
−1
a (i), g
−1
b (i) ∈ {1, . . . , n}
so their difference is only divisible by n if it is in fact 0. The result follows. 
Corollary 2.7. If ωa = ωb then a = b.
Let L+min(n) denote the set L
+
min(n) = {ωa ∈
›Sn | a ∈ Zn≥0}. Then ω = ωa ∈ ›Sn+ is a minimal
length (left) coset representative of ›Sn/Sn, i.e., we have 0 < ω(1) < ω(2) < · · · < ω(n). Further
note that the degree of ωa as well as that of ta agrees with ||a||.
It is easy to see the following holds.
Lemma 2.8. Let ω ∈ L+min(n) be of degree r > 0. Then there is a unique expression of the form
ω = (sνr · · · s2s1)π · · · (sν2 · · · s2s1)π(sν1 · · · s2s1)π,
where 0 ≤ νi+1 ≤ νi. In other words ν is a partition with ν1 < n and r parts, and we allow parts to
be zero.
Proof. Let us induct on r, noting we exclude the case r = 0 from the hypotheses. This corresponds
to ω = id. For r = 1 consider the window notation ω = [ω(1), · · · , ω(n)]. Recall 0 < ω(1) <
ω(2) < · · · < ω(n). In particular 0 ≤ ω(i) − i but n < ω(n) since ω 6= id. Since the degree
of ω is 1, n =
∑n
i=1(ω(i) − i) which forces ω(n) ≤ 2n and hence 0 < ω(n) − n ≤ n. Then
ωπ−1 = [ω(n) − n, ω(1), · · · , ω(n− 1)] ∈ ›Sn+ has degree 0 and so ωπ−1 ∈ Sn. Let k be maximal
such that ω(k) < ω(n)− n and 0 otherwise, in which case we have ω = π. Then ωπ−1s1s2 · · · sk ∈
Sn ∩ L
+
min(n) = {id} which implies ω = sk · · · s2s1π. This proves the base case.
Next assume the claim holds for all affine permutations in L+min(n) of degree < r. Suppose ω has
degree r. Choose k exactly as above, and note p = ωπ−1s1s2 · · · sk ∈ L
+
min(n) is of degree r − 1.
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By the inductive hypothesis, the claim holds for p with respect to a partition with r − 1 parts we
renumber as n > ν2 ≥ ν3 ≥ · · · ≥ νr ≥ 0. Thus
ω = (sνr · · · s2s1)π · · · (sν2 · · · s2s1)π︸ ︷︷ ︸
p
(sk · · · s2s1)π.
We need only show k ≥ ν2 and then set ν1 = k. Recall ν2 is maximal such that p(ν2) < p(n) − n
and recall k is maximal such that ω(k) < ω(n)−n. By choice of k we have p(k) = ω(k) < ω(n)−n
and p(k + 1) = ω(n)−n. If ν2 = k+1 then p(ν2) = p(k + 1) = ω(n)−n ≥ p(n)−n and if ν2 > k+1
then p(ν2) = ω(ν2 − 1) > ω(n)− n ≥ pn − n, both of which are contradictions. 
Remark 2.9. Given ω ∈ L+min(n), the partition ν can easily be obtained from the inversions of
ω as follows. For the transposed partition νT which has n − 1 parts, νTi = #{k < 1 | ω(k) > i}.
Observe the length ℓ(ω) = |ν|.
Example 2.10. Let n = 5, a = (0, 2, 0, 0, 1). Thus ga = [1, 5, 2, 3, 4], g
−1
a = [1, 3, 4, 5, 2], ta =
[1, 12, 3, 4, 10] and ωa = tag
−1
a = [1, 3, 4, 10, 12] = s1πs3s2s1πs3s2s1π, and so ν = (3, 3, 1), ν
T =
(3, 2, 2). Note ω(0) = 7, ω(−1) = 5, ω(−5) = 2 and
{k < 1 | ω(k) > 1} = {0,−1,−5} νT1 = 3
{k < 1 | ω(k) > 2} = {0,−1} νT2 = 2
{k < 1 | ω(k) > 3} = {0,−1} νT3 = 2
{k < 1 | ω(k) > 4} = ∅ νT4 = 0
{k < 1 | ω(k) > 5 = n} = ∅ νT5 = 0.
There are other ways to obtain ν from a, but discussing them is beyond the scope of this paper.
We will merely mention without proof one such way. Given a construct its n-abacus (with beads
at heights determined by a) and then its corresponding n-core partition. Next, following Lapointe-
Morse, remove all boxes from the n-core with hooklength > n and left-justify the remaining boxes.
For the a given above its 5-core is (4, 3, 1), from which we remove its box in the upper left corner
with hooklength 6 leaving us with ν = (3, 3, 1).
2.3. m-stable and m-restricted permutations. Here we recall some facts on m-stable and
m-restricted affine permutations from [13].
Definition 2.11. ([13]) We call an affine permutation ω m-stable if the inequality ω(x+m) > ω(x)
holds for all x. We call an affine permutation ω m-restricted if for all j < i one has ω(j)−ω(i) 6= m.
It is clear that ω is m-stable if and only if ω−1 is m-restricted. Also, ω is m-stable if and only if
ω(ω−1(i) +m) > i for i = 1, . . . , n.
Definition 2.12. We call a subset M ⊂ Z (m,n)-invariant if M+ n ⊂M and M+m ⊂M.
If ω ∈›Sn is an m-stable permutation then for all i the set
Miω = {x ∈ Z : ω(x) ≥ i} = ω
−1[i,+∞).
is (m,n)-invariant. Indeed, if ω(x) ≥ i then ω(x + n) = ω(x) + n > i by definition of affine
permutation and ω(x+m) > ω(x) ≥ i because ω is m-stable.
Clearly, Mi+nω = M
i
ω + n and ω is m-stable if and only if M
i
ω is (m,n)-invariant for all i. This
implies the following useful proposition.
Proposition 2.13. An affine permutation ω is m-stable if and only if the sets Miω are (m,n)-
invariant for i = 1, . . . , n.
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Next, we would like to characterize m-stable and m-restricted permutations using window nota-
tion, assuming gcd(m,n) = 1. As in [13], we use the affine permutation
pm := [0,m, . . . , (n − 1)m].
Lemma 2.14. Let ωpm = [x1, . . . , xn]. Then ω is m-stable if and only if
x1 ≤ x2 ≤ · · · ≤ xn ≤ x1 +mn.
Proof. It is sufficient to check the condition ω(x + m) > ω(x) for a single choice of x in each
remainder modulo n, in particular, for x = 0,m, 2m, . . . , (n − 1)m. Now for 1 ≤ i ≤ n we have
xi = ω(pm(i)) = ω((i − 1)m), so ω is m-stable if x1 < . . . < xn and
xn = ω((n− 1)m) < ω(nm) = ω(0) + nm = x1 +mn.

The condition x1 < . . . < xn implies that we can write
ωpm = tag
−1
a , ω = tag
−1
a p
−1
m , ω
−1 = pmgat−a
for some vector a ∈ Zn, and ga as above. We can write
ω−1(g−1a (i)) = pm(−nag−1a (i) + i) = −nag−1a (i) +m(i− 1),
so
(3) ω−1(i) = −nai +m(ga(i)− 1), i = 1, . . . , n.
Hence, in window notation ω−1 = [−na1 +m(ga(1)− 1), . . . ,−nan +m(ga(n)− 1)].
We get the following result:
Lemma 2.15. Let gcd(m,n) = 1. A permutation ω is m-stable if and only if ω−1 can be written
in the form (3) for some vector a ∈ Zn such that:
• ai − aj ≤ m for all i, j
• if ai − aj = m then i < j.
Proof. Since ωpm = tag
−1
a = [x1, . . . , xn], we get x1 < . . . < xn. We need to check the last condition
xn < x1 +mn in terms of the vector a.
Observe xi = nag−1a (i) + g
−1
a (i), so xn < x1 +mn if and only if either ag−1a (1) +m > ag−1a (n) or
ag−1a (1) +m = ag−1a (n) and g
−1
a (1) > g
−1
a (n).
Now ag−1a (1) = min(a), ag−1a (n) = max(a), so either max(a)−min(a) < m or max(a)−min(a) = m
and all appearances of max(a) are to the left of all appearances of min(a) in a. 
Remark 2.16. The above results were stated in [13] for the affine symmetric group”Sn (as opposed
to extended affine ›Sn), but are equivalent to them after imposing the balancing condition for all
affine permutations. In particular, pm should be replaced by the degree 0 affine permutation
p̂m = [0 − κ,m − κ, . . . , (n − 1)m − κ] where κ =
1
2(mn − m − n − 1). In particular, Lemma
2.14 can be rephrased by saying that p̂m establishes a bijection between the set of m-stable affine
permutations and the dilated fundamental alcove.
Example 2.17. Let n = 5,m = 3,a = (0, 1, 0, 0, 2). Thus g−1a = [1, 3, 4, 2, 5], ωa = [1, 3, 4, 7, 15],
with inverses ω−1a = [1,−1, 2, 3,−5] and ga = [1, 4, 2, 3, 5] . Note
ω−1 = pmω
−1
a = [0, 3, 6, 9, 12] ◦ [1,−1, 2, 3,−5] = [0, 4, 3, 6, 2]
is 3-restricted. Using (3) we can also check ω−1(i) = −5ai + 3(ga(i) − 1) as
(0, 4, 3, 6, 2) = −5(0, 1, 0, 0, 2) + 3(0, 3, 1, 2, 4) = −5(0, 1, 0, 0, 2) + 3 ((1, 4, 2, 3, 5) − (1, 1, 1, 1, 1)) .
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3. An alternative presentation of Ht,c
3.1. Presentation of the algebra. It will be convenient to work with a trigonometric presentation
of the algebra Ht,c that has already appeared in the work of Griffeth and Webster in the cyclotomic
setting, [17, 32]. Since some relations become more transparent in the type A setting, we recall
this presentation in detail. First, we have the Dunkl-Opdam elements in Ht,c:
ui := xiyi − c
∑
j<i
(ij).
Lemma 3.1. The Dunkl-Opdam elements generate a polynomial subalgebra of Ht,c.
Proof. It is straightforward to see that uiuj = ujui. Since the leading term of ui is xiyi, the leading
terms of ui in grHt,c are algebraically independent, and hence ui are algebraically independent in
Ht,c. 
We will denote this polynomial subalgebra later by A.
We remark that we have the following relations where, as usual, si = (i, i + 1) ∈ Sn is a simple
transposition.
siui = ui+1si + c(4)
sjui = uisj if j 6= i, i− 1(5)
Remark 3.2. These equations imply that ui and sj form a subalgebra in Ht,c isomorphic to the
degenerate affine Hecke algebra. We will denote this algebra by Hn(u).
We will also need the following shift operators. Let τ := x1(12 · · · n), λ := (12 · · · n)
−1y1. Note
that, for every i, we have τ = (1 · · · i)xi(i · · · n), λ = (n · · · i)yi(i · · · n). The following relations are
straightforward to check.
τui = ui+1τ, i 6= n(6)
τun = (u1 − t)τ(7)
λui = ui−1λ, i 6= 1(8)
λu1 = (un + t)λ(9)
siτ = τsi−1, i 6= 1(10)
s1τ
2 = τ2sn−1(11)
siλ = λsi+1, i 6= n− 1(12)
sn−1λ
2 = λ2s1(13)
τλ = u1(14)
λτ = un + t(15)
λs1τ = τsn−1λ+ c(16)
It is clear that the elements s1, . . . , sn−1, τ and λ generate the algebra Ht,c. It turns out that,
together with the ui, they give a presentation of this algebra.
Remark 3.3. Given relations (9) and (7), it is convenient to define ui for i ∈ Z by setting
ui+nk = ui − kt for 1 ≤ i ≤ n.
Theorem 3.4. Let Ht,c be the algebra generated by elements u1, . . . , un, τ, λ and the symmetric
group Sn, subject to the relations that [ui, uj ] = 0 and (1)–(13). Then, Ht,c ∼= Ht,c.
Proof. It is clear that we have a morphism Ht,c → Ht,c. We have to show that it is an iso-
morphism. To do so, we provide the inverse. Define xi := si−1 · · · s1τsn−1 · · · si ∈ Ht,c, yi :=
si · · · sn−1λs1 · · · si−1 ∈ Ht,c. We claim that the map xi 7→ xi, yi 7→ yi and that is the identity on
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Sn defines a morphism Ht,c → Ht,c. So we have to check that these elements satisfy the relations
in Ht,c. It is straightforward to check the commutation relations between Sn and xi, as well as
between Sn and yi.
We check that xixj = xjxi. Assume j < i:
xixj = (si−1 · · · s1)τ(sn−1 · · · si)(sj−1 · · · s1)τ(sn−1 · · · sj)
= (si−1 · · · s1)τ(sj−1 · · · s1)(sn−1 · · · si)τ(sn−1 · · · sj)
= (si−1 · · · s1)(sj · · · s2)τ
2(sn−2 · · · si−1)(sn−1 · · · sj)
= (si−1 · · · s1)(sj · · · s2)(s1τ
2sn−1)(sn−2 · · · si−1)(sn−1 · · · sj)
= (si−1 · · · s2)(sj · · · s2s1s2)ττ(sn−2sn−1sn−2 · · · si−1)(sn−2 · · · sj)
= (si−1 · · · s2)(sj · · · s2s1)(τs1)(sn−1 τ)(sn−1 · · · si−1)(sn−2 · · · sj)
= (sj−1 · · · s2s1)τ(si−2 · · · s1)(sn−1 · · · sj+1)τ(sn−1 · · · si)
= (sj−1 · · · s2s1)τ(sn−1 · · · sj)(si−1 · · · s1)τ(sn−1 · · · si)
= xjxi
where we have used the relation (11) in the form τ2 = s1τ
2sn−1, and we make repeated use of the
relation (10). The proof that yiyj = yjyi is similar.
Let us now compute the commutator [yi, xi].
[yi, xi] = (si · · · sn−1)λτ(sn−1 · · · si)− (si−1 · · · s1)τλ(s1 · · · si−1)
= (si · · · sn−1)(un + t)(sn−1 · · · si)− (si−1 · · · s1)u1(s1 · · · si−1)
= t+ (si · · · sn−1)un(sn−1 · · · si)− (si−1 · · · s1)u1(s1 · · · si−1)
= t+ (si · · · sn−2)(un−1 − csn−1)(sn−2 · · · si)− (si−1 · · · s2)(u2 + cs1)(s2 · · · si−1)
= t+ ui − c
∑
j>i(ij) −
Ä
ui + c
∑
j<i(ij)
ä
= t− c
∑
j 6=i(ij)
Finally, we have to compute [yi, xj ]. We first assume i = 1, j = 2. So y1 = s1 · · · sn−1λ,
x2 = s1τsn−1 · · · s2. We have
[y1, x2] = s1 · · · sn−1(λs1τ)sn−1 · · · s2 − (s1τsn−1 · · · s2)(s1s2 · · · sn−1λ)
= s1 · · · sn−1(c+ τsn−1λ)sn−1 · · · s2 − (s1τsn−1 · · · s2)(s1s2 · · · sn−1λ)
= cs1 + s1 · · · sn−1τsn−1λsn−1 · · · s2 − s1τ(sn−1 · · · s2s1s2 · · · sn−1)λ
= cs1 + s1 · · · sn−1τsn−1λsn−1 · · · s2 − s1τ(s1 · · · sn−2sn−1sn−2 · · · s1)λ
= cs1 + s1 · · · sn−1τsn−1λsn−1 · · · s2 − s1s2 · · · sn−1τsn−1λsn−1 · · · s2
= cs1
so the relation [y1, x2] = c(12) holds. Now the result follows for arbitrary i 6= j by the relations
between Sn and xi, yj . So we have a morphism Ht,c → Ht,c, which is an inverse of the morphism
mentioned at the beginning of this proof. 
We can also eliminate ui from this presentation:
Proposition 3.5. The algebra Ht,c is generated by si, λ and τ subject to the equations (10), (11),
(12), (13), (16) and one more equation
(17) λτ = t+ s1 · · · sn−1τλsn−1 · · · s1 − c
n−1∑
i=1
s1 · · · si · · · s1
Proof. We define u1 := τλ and
uk := sk−1 · · · s1u1s1 · · · sk−1 − c
k−1∑
i=1
sk−1 · · · si · · · sk−1.
Then the relations siui = ui+1si + c and λτ = un + t are automatic. Let us prove that all other
relations involving ui follow. We have:
u2τ = s1τλs1τ − cs1τ = s1τ(τsn−1λ+ c)− cs1τ = s1τ
2sn−1λ = τ
2λ = τu1.
PARABOLIC HILBERT SCHEMES VIA THE DUNKL-OPDAM SUBALGEBRA 11
Now for all 1 < k < n we have
τuk = τsk−1 · · · s1u1s1 · · · sk−1 − c
∑k−1
i=1 τsk−1 · · · si · · · sk−1 =
sk · · · s2τu1s1 · · · sk−1 − c
∑k−1
i=1 sk · · · si+1 · · · skτ =
sk · · · s2u2τs1 · · · sk−1 − c
∑k−1
i=1 sk · · · si+1 · · · skτ =
sk · · · s2u2s2 · · · skτ − c
∑k
i=2 sk · · · si · · · skτ = uk+1τ.
Also,
τun = τ(λτ − t) = (τλ− t)τ = (u1 − t)τ.
The relations between λ and ui can be checked similarly. This implies that ui commute, for example,
u1uk = τλuk = τuk−1λ = ukτλ = uku1 (k 6= 1).
Also, for i > 1 we have
siu1 = siτλ = τsi−1λ = τλsi
and similarly siuj = ujsi for j 6= i, i− 1. 
The following lemma relates the nonnegative part of Ht,c to affine permutations.
Lemma 3.6. Let X denote the monoid of monomials in si and τ (or, equivalently, in si and xj).
Then there is an isomorphism of monoids FX : X →›Sn+ such that
FX (si) = si, FX (τ) = π, FX (x
a1
1 · · · x
an
n ) = ta.
Proof. We can define FX by FX (si) = si, FX (τ) = π. Since the relations siπ = πsi−1 and
s1π
2 = π2sn−1 hold in ›Sn, FX is a homomorphism. Considering the window notation for si and π,
it is easy to see the image is›Sn+.
Now
FX (xi) = si−1 · · · s1πsn−1 · · · si = [1, . . . , i− 1, i+ n, i+ 1, . . . , n] = t(0,...,0,1,0,...,0)
so FX (x
a1
1 , · · · , x
an
n ) = ta for all a ∈ Z
n
≥0.
Finally, by Lemma 2.4 any element of ›Sn+ can be uniquely written as ω = tag for g ∈ Sn,
a ∈ Zn≥0, while any element of X can be uniquely written as x
a1
1 · · · x
an
n g for g ∈ Sn. Therefore FX
is a bijection. 
Corollary 3.7. The monoid ›Sn+ is generated by si, π modulo relations in Sn and
siπ = πsi−1, s1π
2 = π2sn−1.
Similarly, we have the following.
Lemma 3.8. Let Y denote the monoid of monomials in si and λ (or, equivalently, in si and yj).
Let ›Sn− be the monoid generated by inverses of elements in ›Sn+. Then there is an isomorphism of
monoids FY : Y →›Sn− such that
FY(si) = si, FY(λ) = π
−1, FY(y
a1
1 · · · y
an
n ) = t−a.
Remark 3.9. The two isomorphisms FX and FY are not compatible in the group ›Sn in the sense
that relations between elements in the two monoids may not hold for their preimages in Ht,c. For
instance ππ−1 = id = π−1π in ›Sn whereas τλ 6= λτ . See equations (14) and (15).
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3.2. Generalized eigenspaces and intertwining operators. As above, we will denote by A ⊆
Ht,c the polynomial subalgebra generated by the Dunkl-Opdam elements u1, . . . , un.
For an Ht,c-module M and w ∈ C
n, let Mgen
w
denote the generalized eigenspace with weight w,
that is, (ui − wi) acts locally nilpotently on M
gen
w
for every i. We also denote by Mw ⊆ M
gen
w
the subspace of honest simultaneous eigenvectors. At t = 1 the Euler element is h =
∑
ui + n/2
and it is therefore easy to see that every module in category Oc is locally finite for the A-action,
so that it decomposes as the direct sum of its generalized weight spaces, and each such space is
finite-dimensional.
We are interested in the spectrum of A on the standard module M := ∆t,c(triv). To study it,
we will make use of the following intertwining operators, cf. [16, Section 4]:
σi := si −
c
ui − ui+1
, i = 1, . . . , n− 1, τ = x1(12 · · · n).
Note that τ ∈ Ht,c, while the σi are elements of the localization Ht,c[(ui − uj)
−1 : i 6= j].
Alternatively, given a representation M , we may think of τ as an operator which is defined globally
on M , while σi is only defined on those generalized eigenspaces M
gen
w
for which wi − wi+1 6= 0.
Lemma 3.10. [[16, (4.13)]] We have σiσi+1σi = σi+1σiσi+1 and, if i < n, τσi = σi+1τ . Further-
more,
(18) σ2i =
(ui − ui+1 − c)(ui − ui+1 + c)
(ui − ui+1)2
.
and λσi = σi−1λ if i > 1, also λσ1τ = τσn−1λ−
u0
u0−u1
c = τσn−1λ−
un+t
un+t−u1
c.
It is not hard to see that we have
σi :M
gen
w
→Mgensi·w, τ : M
gen
w
→Mgenπ·w
where the symmetric group Sn acts on C
n by permuting the coordinates, and π · (w1, . . . , wn) =
(wn + t, w1, . . . , wn−1) as in Equation (1). In the first case we assume si · w 6= w so σi is well-defined.
Remark 3.11. Note that, if σi|Mgenw = 0, then wi−wi+1 = ±c. IfM is free as a C[x1, . . . , xn]-module
(for example, a standard module) then τ |Mgenw 6= 0 provided M
gen
w
6= 0.
Remark 3.12. Note that σi = (siui − uisi)/(ui − ui+1). These operators are well-defined on any
simple Ht,c-module on which A acts semisimply. It is sometimes convenient to instead consider
σ˜i := (siui − uisi)/(ui − ui+1 + c).
These also satisy the braid relations and their quadratic relation becomes σ˜2i = 1. We will see
below (see Section 4.5) that these operators are well-defined on Lc(triv).
4. The polynomial representation of Hc
4.1. Combinatorics of integer sequences. Recall that for a ∈ Zn≥0, we denote ||a|| :=
∑
i ai.
As in Section 2.2, we denote by ga ∈ Sn the shortest element such that ga · a = sort(a).
Lemma 4.1. For every a ∈ Zn≥0 we have gπ·a = ga(12 · · · n)
−1. If ai 6= ai+1, then we have
gsi·a = gasi.
Proof. We use the explicit equation (2) for ga. Assume i 6= 1. Denote Xπ := {j : (π · a)j < (π ·a)i}
and Yπ := {j : (π · a)j = (π · a)i and j ≤ i}. Similarly, denote X := {j : aj < ai−1} and
Y := {j : aj = ai−1 and j ≤ i − 1}, so that gπ·a(i) = ♯Xπ + ♯Yπ and ga(i − 1) = ♯X + ♯Y . Note
that, if j 6= 1, then j ∈ Xπ (resp. j ∈ Yπ) if and only if j − 1 ∈ X (resp. j − 1 ∈ Y ). Note also
that we cannot have n ∈ Y because i − 1 < n. Moreover, we have that 1 ∈ Xπ ∪ Yπ if and only
if n ∈ X and, by the previous sentence, this happens if and only if n ∈ X ∪ Y . This shows that
gπ·a(i) = ga(i− 1). Note that this forces gπ·a(1) = ga(n). So gπ·a = ga(12 · · · n)
−1, as needed. The
other equality is clear. 
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We denote by Pk(n) := {a ∈ Z
n
≥0 : ||a|| = k}. There is a clear bijection between Pk(n) and the
set of monomials of degree k in n variables. We will define a partial order on Pk(n) inductively.
For n = 2 and even k = 2ℓ , we have
(ℓ, ℓ) ≺ (ℓ+ 1, ℓ− 1) ≺ (ℓ− 1, ℓ+ 1) ≺ · · · ≺ (2ℓ, 0) ≺ (0, 2ℓ)
and for k = 2ℓ+ 1 odd we have
(ℓ+ 1, ℓ) ≺ (ℓ, ℓ+ 1) ≺ (ℓ+ 2, ℓ− 1) ≺ (ℓ− 1, ℓ+ 2) ≺ · · · ≺ (2ℓ+ 1, 0) ≺ (0, 2ℓ + 1).
Now assume we have defined partial orders on Pk′(n) for every k
′. Let us define partial orders
on Pk(n + 1). The set P0(n + 1) is a singleton so there is nothing to do. On P1(n + 1) we have
(1, 0, . . . , 0) ≺ (0, 1, . . . , 0) ≺ · · · ≺ (0, 0, . . . , 1). Assume that we have defined a partial order on
Pk(n+ 1). To define a partial order on Pk+1(n+ 1), we decompose
Pk+1(n + 1) := P
◦
k+1(n+ 1) ⊔ P
′
k+1(n+ 1)
where P◦k+1(n + 1) := {a ∈ Pk+1(n + 1) : a1 6= 0} and P
′
k+1(n + 1) := Pk+1(n + 1) \ P
◦
k+1(n + 1).
The map π gives a bijection π : Pk(n+ 1)→ P
◦
k+1(n+ 1), and this gives a partial order on the set
P◦k+1(n+ 1). By forgetting a1 = 0, P
′
k+1(n+ 1) is identified with Pk+1(n), and this gives a partial
order on the set P ′k+1(n + 1). Finally, we declare every element in P
◦
k+1(n + 1) to be smaller than
every element of P ′k+1(n+1) This gives a partial order on Pk+1(n+1). Figure 1 below gives some
examples on how these partial orders look when n = 3. For each a ∈ Z3≥0 listed, we also include
ωa, both in window notation and in its decomposition given by Lemma 2.8 for reference.
For another example, when n = 4, k = 2 we have (1, 1, 0, 0) ≺ (1, 0, 1, 0) ≺ (1, 0, 0, 1) ≺
(2, 0, 0, 0) ≺ (0, 1, 1, 0) ≺ (0, 1, 0, 1) ≺ (0, 2, 0, 0) ≺ (0, 0, 1, 1) ≺ (0, 0, 2, 0) ≺ (0, 0, 0, 2).
The following lemma gives properties of this partial order that will be important for us.
Lemma 4.2. With the partial order defined above, Pk(n) is linearly ordered. Moreover, the follow-
ing properties are satisfied.
(1) If a ≺ b in Pk(n), then π · a ≺ π · b in Pk+1(n).
(2) If an ≥ a1 > 0, then (a1, a2, . . . , an−1, an) ≺ (an + 1, a2, . . . , an−1, a1 − 1),
(3) If ai > ai+1, then a ≺ si · a.
(4) If ai > ai+1 and b ≺ a, then si · b ≺ si · a.
Proof. By induction, it follows easily that Pk(n) is linearly ordered, as it is defined to be the
concatenation of two linearly ordered sets. Property (1) is obvious from the definition. It remains
to show (2), (3) and (4). Note that when n = 2 or k = 0, 1, (2), (3) and (4) are easy to check from the
explicit definition of the partial order on Pk(2) or on P1(n). So we may use an inductive procedure.
We assume that (2), (3) and (4) are valid for Pk′(n) for every k
′ and for P0(n+ 1), . . . ,Pk(n+ 1),
and we show that they are valid for Pk+1(n + 1). Recall that P
◦
k+1(n + 1) = π(Pk(n + 1)) and
P ′k+1(n+ 1) = Pk+1(n+ 1) \ P
◦
k+1(n+ 1).
We start with (2). Note that if a is as in (2), then a ∈ P◦k+1(n + 1). Then (2) happens if and
only if in Pk(n+ 1) we have (a2, . . . , an, an+1, a1 − 1) ≺ (a2, . . . , an, a1 − 1, an+1). But this is clear
because Pk(n+ 1) satisfies (3).
Now we move on to (3). Thanks to (1) and our inductive assumption, the only problem can
arise with s1: indeed, for i > 1 we can either go to Pk(n), if a1 > 0; or to Pk+1(n − 1) if a1 = 0
and the result follows by induction. So we assume i = 1. If a ∈ P ′k+1(n + 1), then we can never
have a1 > a2, so we may assume that a ∈ P
◦
k+1(n + 1). If a2 = 0, then s1 · a ∈ P
′
k+1(n + 1), and
we have a ≺ s1 · a by definition. Otherwise, we may assume that a1 > a2 ≥ 1. Then s1 · a ≻ a is
equivalent to, in Pk(n + 1), having (a2, . . . , an+1, a1 − 1) ≺ (a1, a3, . . . , an+1, a2 − 1). This is clear
because Pk(n+ 1) satisfies (2).
Finally, we check (4). Note that we canot have i = 1 and a ∈ P ′k+1(n + 1) simultaneously. We
also cannot have a ∈ P◦k+1(n + 1) and b ∈ P
′
k+1(n + 1) simultaneously. If both a and b belong
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id
[1, 2, 3]
k = 0 (0, 0, 0)
π s1π s2s1π
[2, 3, 4] [1, 3, 5] [1, 2, 6]
k = 1 (1, 0, 0)≺(0, 1, 0) ≺(0, 0, 1)
π2 πs1π πs2s1π s1πs1π s1πs2s1π s2s1πs2s1π
[3, 4, 5] [2, 4, 6] [2, 3, 7] [1, 5, 6] [1, 3, 8] [1, 2, 9]
k = 2 (1, 1, 0)≺(1, 0, 1) ≺(2, 0, 0) ≺(0, 1, 1) ≺(0, 2, 0) ≺(0, 0, 2)
π3 π2s1π π
2s2s1π πs1πs1π πs1πs2s1π πs2s1πs2s1π
[4, 5, 6] [3, 5, 7] [3, 4, 8] [2, 6, 7] [2, 4, 9] [2, 3, 10]
k = 3 (1, 1, 1)≺(2, 1, 0) ≺(1, 2, 0) ≺(2, 0, 1) ≺(1, 0, 2) ≺(3, 0, 0)
s1πs1πs1π s1πs1πs2s1π s1πs2s1πs2s1π s2s1πs2s1πs2s1π
[1, 6, 8] [1, 5, 9] [1, 3, 11] [1, 2, 12]
≺(0, 2, 1) ≺(0, 1, 2) ≺(0, 3, 0) ≺(0, 0, 3)
P◦
P◦
P◦
P ′
P ′
P ′
Figure 1. The partial order on a ∈ Pk(3) for degrees k ≤ 3. So that one may
compare ≺ to >lex and to Bruhat order, above each a is the corresponding ωa both
in window notation and it expression from Lemma 2.8.
to P ′k+1(n + 1), the result follows by forgetting the initial 0 and using induction. If a ∈ P
′
k+1 and
b ∈ P◦k+1 then, since i 6= 1, si preserves both P
′
k+1(n+ 1) and P
◦(n+ 1) so the result is also clear.
The result is also clear if both a,b ∈ P◦k+1(n + 1) and i 6= 1. So it remains to check the case
a,b ∈ P◦, i = 1. If a2 = 0, b2 6= 0, the result is clear.
If a2, b2 = 0, then we have that a ≻ b if and only if (0, a3, . . . , an+1, a1−1) ≻ (0, b3, . . . , bn+1, b1−
1). This happens if and only if in Pk(n) we have (a3, . . . , an+1, a1 − 1) ≻ (b3, . . . , bn+1, b1 − 1). By
(1), this implies that (a1, a3, . . . , an) ≻ (b1, b3, . . . , bn) in Pk+1(n). But then (0, a1, a3, . . . , an) ≻
(0, b1, b3, . . . , bn), which is what we wanted to show.
If a2, b2 6= 0, we need to show that (a1, . . . , an+1, a2 − 1) ≻ (b1, . . . , bn+1, b2 − 1). This hap-
pens if and only if (a3, . . . , an+1, a2 − 1, a1 − 1) ≻ (b3, . . . , b2 − 1, b1 − 1). But by assumption,
(a3, . . . , an+1, a1−1, a2−1) ≻ (b3, . . . , b1−1, b2−1) and a1−1 > a2−1. Since Pk−1(n+1) satisfies
(4), the result follows. 
4.2. Comparing with lexicographic ordering. We would like to elaborate on the partial order
≺ defined in Section 4.1. To do so, we will compare it to the lexicographic ordering on the window
notation of an affine permutation ωa ∈ L
+
min(n) associated to a ∈ Z
n
≥0, cf. Section 2.2
The following result is easy to see (see also Lemma 2.6).
Lemma 4.3. The assignment a 7→ ωa gives a bijection between Z
n
≥0 and the set L
+
min(n). Moreover,
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(a) the set Pk(n) gets identified with
L+min(n)k := {ω ∈ L
+
min(n) : degω = k}.
(b) P ′k gets identified with
¶
ω ∈ L+min(n)k : ω(1) = 1
©
.
(c) P◦k with
¶
ω ∈ L+min(n)k : ω(1) > 1
©
.
For affine permutations ω, ω′ ∈›Sn, we say that ω >lex ω′ if the window notation of ω is greater
than that of ω′ in lexicographic ordering. More explicitly, ω >lex ω
′ if there exists i ∈ {1, . . . , n}
such that ω(j) = ω′(j) for j = 1, . . . , i− 1 and ω(i) > ω′(i).
Lemma 4.4. Let a,b ∈ Zn≥0 and assume ωa >lex ωb. Then, ωπ·a >lex ωπ·b.
Proof. First, note that thanks to Lemma 4.1
ωπ·a(i) = g
−1
π·a(i) + n(π · a)g−1π·a(i) =
(12 · · · n)g−1a (i) + n(π · a)(12···n)g−1a (i) =
{
g−1a (i) + 1 + nag−1a (i), g
−1
a (i) 6= n
1 + n(ag−1a (i) + 1) g
−1
a (i) = n
From here and Lemma 2.6 it follows easily that ωa(i) = ωb(i) implies that ωπ·a(i) = ωπ·b(i).
Thus, to show the lemma it suffices to show that ωa(i) > ωb(i) implies that ωπ·a(i) > ωπ·b(i). If
ωa(i) > ωb(i) it is easy to show that ag−1a (i) ≥ bg−1b (i)
, with equality only if g−1a (i) > g
−1
b (i). Now
the result follows easily from the formula for ωπ·a(i) above. 
The next result tells us that, even though the partial order ≺ looks complicated, it is in fact very
natural when transported via the map a 7→ ωa.
Lemma 4.5. Let a,b ∈ Zn≥0 be such that ||a|| = ||b||. Then, a ≺ b if and only if ωa >lex ωb.
Proof. Since for fixed degree we are dealing with linear orderings, by Lemma 4.3 we only need to
check a ≺ b implies ωa >lex ωb. Let us denote k := ||a|| = ||b||. The case when a ∈ P
◦
k and
b ∈ P ′k follows from Lemma 4.3 (b) and (c). The case when a,b ∈ P
◦
k follows from Lemma 4.4 and
an inductive argument on k.
Finally, assume a,b ∈ P ′k so that a1 = b1 = 0 and therefore ωa(1) = ωb(1) = 1. We have to
consider a = (a2, . . . , an), b = (b2, . . . , bn). By induction on n we may assume ωa >lex ωb. Note
that we have g−1a (i+ 1) = g
−1
a (i) + 1 and that ai = ai+1 for i = 1, . . . , n− 1, and
ωa =
î
1, ωa(1) + 1 + ag−1a (2), . . . , ωa(n− 1) + 1 + ag−1a (n)
ó
and similarly for gb, ωb. By assumption, ωa >lex ωb. So there exists i0 ∈ {1, . . . , n− 1} such that
ωa(i) = ωb(i) for i < i0 and ωa(i0) > ωb(i0). If i < i0 then by Lemma 2.6 we get ωa(i + 1) =
ωb(i+1). Now, ωa(i0) > ωb(i0) implies that (n−1)(ag−1a (i0+1)− bg−1b (i0+1)
)+ g−1a (i0)− g
−1
b
(i0) > 0,
from where we deduce that ag−1a (i0+1) ≥ bg−1b (i0+1)
. Finally,
ωa(i0 + 1) = ωa(i0) + 1 + ag−1a (i0+1) > ωb(i0) + 1 + bg−1b (i0+1)
= ωb(i0 + 1)
and we conclude that ωa >lex ωb. 
Now let ω ∈ L+min(n). Recall that by Lemma 2.8, that we may express ω in the form
ω = (sνr · · · s2s1)π · · · (sν2 · · · s2s1)π(sν1 · · · s2s1)π
where 0 ≤ νr ≤ · · · ≤ ν1 < n. We select ℓ ≤ r and j ≤ νℓ and consider the affine permutation
ω̂ := (sνr · · · s2s1)π · · · (sνℓ · · · sj+1“sjsj−1 · · · s1)π · · · (sν1 · · · s2s1)π
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where a hat over sj means that we omit that transposition. Clearly, ω̂ belongs to the monoid›Sn+,
and deg(ω) = deg(ω̂). Let us denote by ω′ ∈ L+min(n) the permutation whose window notation is
the increasing arrangement of the window notation of ω̂.
Lemma 4.6. We have ω′ >lex ω.
Proof. Let us start with the easy observation that, in window notation:
(19) sk · · · s1π = [1, 2, . . . , k, k + 2, . . . , n, n+ k + 1].
Now let us split ω as follows:
ω = (sνr · · · s1)π · · · (sνℓ+1 · · · s1)π︸ ︷︷ ︸
α
(sνℓ · · · s1)π︸ ︷︷ ︸
β
(sνℓ−1 · · · s1)π · · · (sν1 · · · s1)π︸ ︷︷ ︸
γ
Note that α, β, γ ∈ L+min(n). Moreover, letting k := νℓ since νℓ ≤ νℓ−1 ≤ · · · ≤ ν1 it follows
from (19) that γ = [1, 2, . . . , k, γ(k + 1), . . . , γ(n)], where k < γ(k + 1) < · · · < γ(n). If we write
α = [α(1), . . . , α(n)] we then have that
ω = [α(1), . . . ,
j
α(j), . . . , α(k), ω(k + 1), . . . ,
p
ω(p),
=α(k+1)+zn
. . . , ω(n)],
where we let 1 ≤ p ≤ n be such that γ(p) = zn. Observe z > 0.
Let us now compute ω̂. Let β̂ := sνℓ · · · sj+1“sjsj−1 · · · s1π, so that ω̂ = αβ̂γ. A straightforward
computation shows that, in window notation, β̂ = [1, 2, . . . , j−1, k+1, j+1, . . . , k, k+2, . . . , n, n+j].
Then,
ω̂ = [α(1), . . . , α(j − 1),
j
α(k + 1)
=ω(p)−zn
, α(j + 1), . . . , α(k), ω(k + 1), . . . ,
p
α(j) + zn,
=ω(j)+zn
. . . , ω(n)],
and in particular the window notation for ω and ω̂ agree except for in the jth and pth entries.
Since ω is already sorted so its entries increase, to show ω′ >lex ω it suffices to show ω̂(j) > ω(j)
and ω̂(p) > ω(j). This will ensure that the first j − 1 entries of ω and the sorted ω′ agree, but the
jth entry of ω′ will be strictly larger than ω(j). We compute ω̂(j) = α(k + 1) > α(j) = ω(j) since
α ∈ L+min(n), and ω̂(p) = α(j) + zn > α(j) = ω(j).

4.3. The action of the Dunkl-Opdam subalgebra. For the rest of this section, we assume
t = 1. The case t = 0 will be treated in Section 8.
For a ∈ Zn≥0 we let w := w(a) ∈ C
n denote the weight whose ith component is wi = ai−(ga(i)−1)c.
In other words, w(a) = ωa ·(0,−c,−2c, · · · , (1−n)c) where, as mentioned above, we specialize t = 1.
Now we are ready to describe the spectrum of A on ∆c(triv), in the case where c is generic.
Proposition 4.7. Assume that either c ∈ C \ Q or that c is a rational number with denominator
greater than n. Let M = ∆c(triv). Then, M
gen
w(a) 6= 0 for every a ∈ Z
n
≥0, these are all the weight
spaces of A on M , and each one of them is 1-dimensional (so that Mgen
w(a) =Mw(a).)
Proof. Let C[x1, . . . , xn]k ⊆ M denote the space of homogeneous degree k polynomials. We will
show by induction on k that C[x1, . . . , xn]k =
⊕
||a||=kM
gen
w(a) and that each one of these weight
spaces is nonzero.
The claim is clear for k = 0. Now let a ∈ Zn with ||a|| = k+1. Let i0 be minimal such that ai0 > 0.
By the inductive hypothesis, the weight spaceMw(a′) is nonzero, where a
′ = (a1, . . . ,”ai0 , . . . , an, ai0−
1). Since w(a)i0 6= w(a)j for j < i0 and w(a)i0 − w(a)j 6= ±c for j < i0 (here we use the genericity
of c) we have that σi0−1 · · · σ1τ :Mw(a′) →Mw(a) is nonzero. Then, Mw(a) 6= 0.
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Now note that if w(a) = w(a′) then a = a′. Indeed, if w(a)i = w(a
′)i then ai−a
′
i−(ga(i)−ga′(i))c =
0. Since c is irrational, this can only happen when ai = a
′
i. By dimension reasons, it follows that
each Mw(a) is 1-dimensional and C[x1, . . . , xn]k =
⊕
||a||=kMw(a). The result follows. 
In the proof above, we have used the fact that if c is generic, then for every a ∈ Zn≥0 we have
w(a)i − w(a)i+1 6= ±c provided ai 6= ai+1. This is of course not true in the general case. However,
we still have the following result.
Theorem 4.8. Let c = m/n > 0 with gcd(m,n) = 1 and M = ∆(triv). For any a ∈ Zn≥0,
Mw(a) =M
gen
w(a) 6= 0. Moreover, if ai > ai+1, then σi|Mw(a) 6= 0.
Before starting the proof of Theorem 4.8 note that, for such c = m/n, we still have that w(a) =
w(a′) only when a = a′, so we will use a similar strategy to that in the generic case. To properly
implement this strategy, we will use the ordering on monomials defined in Section 4.1. From the
formula σi = si −
c
ui−ui+1
it follows that, if Mw 6= 0 and σi is defined on Mw, then σi|Mw = 0 if and
only if wi − wi+1 = c (resp. −c) and every vector in Mw is symmetric (resp. antisymmetric) with
respect to xi and xi+1.
Proof of Theorem 4.8. First we remark that, for c = m/n as in Theorem 4.8 and every a ∈ Zn we
cannot have w(a)i = w(a)i+1. Indeed, w(a)i − w(a)i+1 = ai − ai+1 − (ga(i) − ga(i + 1))m/n. Since
0 < |ga(i)− ga(i+ 1)| < n, this last expression cannot be zero.
We will prove by induction on ||a|| that Mgen
w(a) contains a nonzero element of the form
va := x
a +
∑
a′≺a
ka,a′x
a′
where xa := xa11 · · · x
an
n . This is obvious for ||a|| = 0. Before we proceed further, we have the
folllowing easy but important remark.
Remark 4.9. Note that, if ai > ai+1 then, thanks to Lemma 4.2(3), we have si · a 6≺ a, so va
cannot be symmetric nor antisymmetric on the variables xi, xi+1.
Now we reason inductively similarly to the proof of Proposition 4.7. Assume ||a|| > 0 and let i0 be
minimal such that ai0 6= 0. Define a
∗ = (a1, . . . ,”ai0 , . . . , an, ai0 − 1). By the inductive assumption,
Mw(a∗) 6= 0 and it contains va∗ of the form specified above. Now τ(va∗) 6= 0, and thanks to Lemma
4.2(1), vπ·a∗ = τ(va∗). By the first paragraph of this proof, the vector σi0−1 · · · σ1(vπ·a∗) is well-
defined, by Remark 4.9 it is nonzero and by (3) and (4) of Lemma 4.2, va = σi0−1 · · · σ1(vπ·a∗). The
result follows. 
Remark 4.10. The same proof applies, mutatis mutandis, for the sln RCA, with the operators
defined as in [28]. In particular, we can find a basis {va : a ∈ Z
n−1
≥0 } of simultaneous eigenvectors
for the sln-Dunkl-Opdam operators.
Note that the action of τ is injective on ∆c(triv). Combinatorially, the action of π on the set of
nonnegative sequences (a1, . . . , an) is injective, and any such sequence can be uniquely written as
(a1, . . . , an) = π
k · (0, b2, . . . , bn−1).
where (0, b1, . . . , bn−1) ∈ Z
n
≥0. That is, the generating set for this action consists of sequences with
a1 = 0, and it is in bijection with the basis in the polynomial representation of sln RCA.
Remark 4.11. Note that Theorem 4.8 can also be obtained as a consequence of Theorem 5.9
below. However, we present a separate proof since it gives an explicit A-eigenbasis of ∆c(triv) from
which it is easy to reconstruct the action of the entire algebra Hc, see e.g. Lemma 4.13 below.
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4.4. Recovering the action of Hc. From now on, we assume that c = m/n > 0 with gcd(m,n) =
1. We keep assuming t = 1. The goal of this section is to show that it is enough to know the weights
of the subalgebra A on ∆c(triv) in order to recover the action of the entire Cherednik algebra Hc.
Thanks to Theorem 3.4 it is enough to know the action of the operators u1, . . . , un, s1, . . . , sn−1, τ
and λ. Recall that we have the basis {va : a ∈ Z
n
≥0} of ∆c(triv).
Obviously, uiva = wiva. Also note that, by construction, τva = vπ·a. Note that the operator
τ : ∆c(triv) → ∆c(triv) is injective and recall that u1 = τλ. It is clear from the relations that
λ : ∆c(triv)w(a) → ∆c(triv)π−1·w(a). It easily follows that λva = w1vπ−1·a. Note that π
−1 ·a does not
belong to P(n) if and only if a1 = 0. The following easy lemma makes sure that we do not find a
contradiction.
Lemma 4.12. Let a ∈ Zn≥0. Then w1 = 0 if and only if a1 = 0.
Proof. If a1 6= 0 then, since (ga(1)− 1)c cannot be a nonzero integer, we have
w1 = a1 − (ga(1)− 1)c 6= 0.
On the other hand, if a1 = 0 then, since all other coordinates of a are non-negative, we have
ga(1) = 1. So a1 − (ga(1)− 1)c = 0. 
Finally, we need to find the action of the operators si, i = 1, . . . , n − 1. To do this, we employ
the intertwining operators σi = si −
c
ui−ui+1
.
Lemma 4.13. Assume ai > ai+1. Then, σiva = vsi·a.
Proof. Clearly, σiva is an eigenvector for ui with eigenvalue w(si ·a), so it is a multiple of vsi·a. Recall
that va has the form va = x
a+
∑
b≺a ka,bx
b. Thanks to Lemma 4.2 (3) and (4), the largest (w.r.t.
) monomial appearing in σiva is x
si·a, and it appears with coefficient 1. The result follows. 
Note that it follows that, if ai > ai+1:
siva = vsi·a +
c
wi − wi+1
va
where w = w(a). Using (18) one can deduce that if ai < ai+1,
siva =
(wi+1 − wi − c)(wi+1 − wi + c)
(wi+1 − wi)2
vsi·a +
c
wi − wi+1
va
Finally, if ai = ai+1 note that si · w(a) is not of the form w(b) for b ∈ Z
n
≥0. So σi(va) = 0, and it
follows that siva = va. Summarizing,
Theorem 4.14. The module ∆c(triv) has a basis given by {va : a ∈ Z
n
≥0}, and the action of the
algebra Hc on ∆c(triv) is given by the following operators:
uiva = wiva
τva = vπ·a
λva = w1vπ−1·a
siva =

vsi·a +
c
wi−wi+1
va ai > ai+1
(wi+1−wi−c)(wi+1−wi+c)
(wi−wi+1)2
vsi·a +
c
wi−wi+1
va ai < ai+1
va ai = ai+1
where we denote wi = ai − (ga(i)− 1)c.
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4.5. Renormalized basis. For geometric applications, we will need a different basis of ∆c(triv)
that gives nicer formulas for the action of the operators si. This basis is a renormalization of the
basis va, but we have to be careful with the renormalization factor. The main result of this section
is the following.
Proposition 4.15. There exists a function ϕ : Zn≥0 → C
× such that, defining v˜a := ϕ(a)va we
have
(1− si)v˜a =
wi − wi+1 − c
wi − wi+1
(v˜a − v˜si·a)
for every a ∈ Zn≥0 and i = 1, . . . , n− 1.
Note that, the formula for (1− si)va in our current basis va is
(1− si)va =

−vsi·a +
wi−wi+1−c
wi−wi+1
va, ai > ai+1
−(wi+1−wi−c)(wi+1−wi+c)
(wi+1−wi)2
vsi·a +
wi−wi+1−c
wi−wi+1
va, ai < ai+1
0, ai = ai+1
thus, if a function ϕ with the properties of that in the statement of Proposition 4.15 exists we must
have
(20)
ϕ(a)
ϕ(si · a)
=

wi−wi+1−c
wi−wi+1
, ai > ai+1
wi+1−wi
wi+1−wi−c
ai < ai+1.
Moreover, if ai = ai+1 then wi − wi+1 = c and it follows that, no matter what the value of ϕ(a)
is, we have (1− si)v˜a = 0 =
wi−wi+1−c
wi−wi+1
(v˜a − v˜si·a). Thus, we see that Proposition 4.15 is equivalent
to the existence of a function satisfying (20).
Proof of Proposition 4.15. We show the existence of a function ϕ by induction on ||a||. For a =
(0, . . . , 0), we may simply define ϕ(a) = 1. Now assume a function ϕ satisfying the conditions
of the statement has been defined on the sets P0(n), . . . ,Pk(n) where, recall from Section 4.1,
Pi(n) = {(a1, . . . , an) ∈ Z
n
≥0 : a1 + · · ·+ an = i}. Our job is now to define ϕ : Pk+1(n)→ C
×.
Let a ∈ Pk+1(n). If π
−1 · a ∈ Pk(n) (equivalently, if a1 > 0) then we define ϕ(a) := ϕ(π
−1 · a).
Otherwise, let j > 1 be minimal such that aj > 0. We may assume that ϕ(sj−1 · a) has already
been defined, and define ϕ(a) using (20):
(21) ϕ(a) =
wj − wj−1
wj − wj−1 − c
ϕ(sj−1 · a).
We need to show that, as defined, ϕ satisfies the statement of the proposition. As observed
above, this is equivalent to ϕ satisfying (20). We consider several cases.
Case 1. π−1 · a, π−1si · a ∈ Pk(n). In this case by definition
ϕ(a)
ϕ(si · a)
=
ϕ(π−1 · a)
ϕ(π−1si · a)
If i > 1, then π−1si · a = si−1π
−1 · a and (20) follows by induction. If i = 1 note that the condition
π−1 · a, π−1s1 · a ∈ Pk(n) is equivalent to saying a1, a2 > 0. So π
−2 · a, π−2s1 · a ∈ Pk−1(n). We
may assume that the function ϕ on Pk(n) is constructed from that on Pk−1(n) in a similar way to
how we constructed ϕ on Pk+1(n). Thus,
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ϕ(a)
ϕ(s1 · a)
=
ϕ(π−2 · a)
ϕ(π−2s1 · a)
=
ϕ(π−2 · a)
ϕ(sn−1π−2 · a)
and (20) again follows by induction.
Case 2. π−1 · a 6∈ Pk(n), π
−1si · a ∈ Pk(n). In this case, we are forced to have i = 1, a1 = 0 and
a2 > 0, and ϕ(a) is defined using (21) with j = 2. Thus, (20) follows by the construction of ϕ.
Case 3. π−1 · a ∈ Pk(n), π
−1si · a 6∈ Pk(n). In this case, we are again forced to have i = 1, but
now we have a1 > 0, a2 = 0. This case now follows similarly to Case 2.
Case 4. π−1 · a 6∈ Pk(n), π
−1si · a 6∈ Pk(n). Let us denote by i0 := min{i : ai > 0}, so that
i0 > 1. If i < i0 − 1, then a = si · a and there is nothing to check. If i = i0 − 1, then (20) follows
by construction from (21). Finally, if i > i0 − 1 then i0 ≤ min{i : s(a)i > 0} and we may argue by
induction.
We have considered all cases, and the statement follows. 
Remark 4.16. The proof of Proposition 4.15 shows that, if we further require τ(v˜a) = v˜π·a, then
the function ϕ is determined up to multiplication by a nonzero complex number. In particular, the
vectors v˜a are uniquely determined after specifying v˜0.
Remark 4.17. We could instead have defined the v˜a using the renormalized intertwiners σ˜i of
Remark 3.12 via the analogous formula to Lemma 4.13. The existence of the function ϕ is then
obvious and ϕ(a) can be given as a product formula with terms indexed by the inversions of ωa.
Corollary 4.18. The action of the operators ui, τ and λ in the renormalized basis v˜a is given by
the same equations as in Theorem 4.14:
(22) uiv˜a = wiv˜a, τ v˜a = v˜π·a, λv˜a = w1v˜π−1·a.
4.6. The radical of ∆c(triv). Theorem 4.14 allows us to explicitly describe the weights appearing
on the radical of the polynomial representation ∆c(triv). We continue working with the parameter
c = m/n, gcd(m;n) = 1, t = 1. Define the set
S := {(a1, . . . , an) ∈ Z
n
≥0 : max(ai − aj) > m, or max(ai − aj) = m and ai − aj = m for some j < i}
Proposition 4.19. The space
S :=
⊕
a∈S
Cva
is an Hc-submodule of ∆c(triv).
Proof. To prove the claim, we need to check that S is closed under the action of the operators sj , λ
and τ . Let us first check that S is closed under the action of τ . For this, it is enough to check that
S is closed under the action of π. So let us take a ∈ S. If max((π ·a)i− (π · a)j) > m, we are done.
Else, we have two cases.
Case 1. If max((π · a)i − (π · a)j) < m then max((π · a)i − (π · a)j) < max(ai − aj) = m and it
is easy to see that this implies that min(ai) = an and, moreover, ai > an for i < n. But then a
cannot satisfy the condition ai − aj = m for some j < i, a contradiction.
Case 2. The only remaining case is max((π ·a)i−(π ·a)j) = m. If max(ai−aj) = m, since a ∈ S,
we can find i0, j0 with ai0 − aj0 = m and i0 > j0. Obviously, we cannot have j0 = n and if i0 = n
then (π ·a)1− (π ·a)j0+1 = an+1−aj0 = m+1, a contradiction. So (π ·a)i0+1− (π ·a)j0+1 = m and
π ·a ∈ S. If max(ai−aj) = m+1, then min((π ·a)i) = (π ·a)1, so any j satisfying (π ·a)j−(π ·a)1 = m
sees that π · a ∈ S.
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Now we need to show that S is closed under the action of λ. So assume that a ∈ S is such that
a1 6= 0 (we do not need to worry about the case a1 = 0 thanks to Lemma 4.12). We need to show
that π−1 · a ∈ S. Again, we have two cases.
Case 1. Assume that max((π−1 ·a)i− (π
−1 ·a)j) < m. Then, max(ai−aj) = m, and a1 > aj for
every j > 1. But then, the only way we can get ai−aj = m is with i = 1, so a 6∈ S, a contradiction.
Case 2. Assume that max((π−1·a)i−(π
−1·a)j) = m. If max(ai−aj) = m, then we can find i0 > j0
with ai0−aj0 = m. Note that j0 > 1 as, otherwise, (π
−1 ·a)i0−1−(π
−1 ·a)n = m+1, a contradiction.
But then (π−1·a)i0−1−(π
−1·b)i0−1 = m, so (π
−1·a) ∈ S. If max(ai−aj) = m+1, then max(ai) = a1
and max((π−1 · a)i) = (π
−1 · a)n. But then any j satisfying (π
−1 · a)n − (π
−1 · a)j = m sees that
π−1 · a ∈ S.
Finally, we need to show that S is closed under the action of si. Assume that a ∈ S. Note that
applying si does not change max(ai − aj), so we can see that the only possible way for si · a 6∈ S is
if the following three conditions are satisfied:
(1) ai+1 = ai +m
(2) ai < aj ≤ ai+1 for j = 1, . . . , i− 1 and
(3) ai ≤ aj < ai+1 for j = i+ 1, . . . , n.
but in this case wi − wi+1 = c, so siva = −va. We are done. 
Now let T := Zn≥0 \ S. More explicitly,
(23) T = {a ∈ Zn≥0 : ai − aj ≤ m for every i, j;moreover, if ai − aj = m then j > i}.
So that the quotient module ∆c(triv)/S has an A-eigenbasis {va : a ∈ T }.
Corollary 4.20. The submodule S is the maximal proper submodule of ∆c(triv).
Remark 4.21. It is well known (cf. [8]) that at this parameter c = m/n, the polynomial represen-
tation ∆c(triv) has a unique proper submodule. Here we give a direct combinatorial proof of this
fact which does not use Knizhnik-Zamolodchikov functor.
Proof. We need to prove that ∆c(triv)/S is simple. Suppose that R is a submodule of ∆c(triv)/S,
then it contains an eigenvector va for some a ∈ T . Let us prove that R in fact contains v(0,...,0) = 1
and hence R = ∆c(triv)/S.
Indeed, if a1 6= 0 then R contains λ(va) which is a nonzero multiple of vπ−1·a. It is easy to see
that π−1 · a ∈ T . If a1 = 0 and a ∈ T then ai < m for all i, so |ai − aj | < m for all i, j and
wi(a)− wj(a) 6= ±c. Therefore for all i the intertwining operator σi sends va to a nonzero multiple
of vsi·a, and si · a ∈ T .
We conclude that by applying σi and λ, we can get from any vector va, a ∈ T to a nonzero
multiple of v(0,...,0) = 1 such that all intermediate vectors are nonzero multiples of vb,b ∈ T .

Corollary 4.22. The module Lc(triv) has a basis {va : a ∈ T }. The action of Hc on Lc(triv) is
given by the same formulas as in Theorem 4.14, with the understanding that we set va = 0 if a 6∈ T .
Remark 4.23. Of course, we also have the basis {v˜a : a ∈ T } of Lc(triv), that was constructed in
Section 4.5.
Remark 4.24. The proof of Proposition 4.19 can be easily adapted to the sln-setting, cf. Remark
4.10. In that case, we have Ssln := {(a1, . . . , an−1) ∈ Z
n−1
≥0 : max(ai) ≥ m}. In particular, T
sln =
{(a1, . . . , an−1) ∈ Z
n−1
≥0 : ai < m for every i} and we recover the formula dim(L
sln
c (triv)) = m
n−1.
As in Remark 4.10, we can prove that the action of π is injective on the basis in T . The generating
set for this action consists of sequences (0, a2, . . . , an), and it is easy to see that such sequence is in
T if and only if ai < m for all i.
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The following lemma provides an interpretation of the indexing set T in terms of affine permu-
tations.
Lemma 4.25. Let wi(a) := w(a)i = ai −
m
n (ga(i) − 1) be the weights of ui as above. Consider the
affine permutation
ω := [−nw1(a), . . . ,−nwn(a)]
−1.
Then the following statements hold:
(a) (a1, . . . , an) ∈ T if and only if ω is m-stable.
(b) ai ≥ 0 for all i if and only if ωpm ∈ L
+
min(n) , where pm = [0,m, . . . , (n − 1)m].
Proof. We have
ω−1(i) = −nwi(a) = −nai +m(ga(i) − 1),
so by (3) we have ωpm = tag
−1
a . By Lemma 2.15 ω is m-stable if and only if a ∈ T . Finally, ai ≥ 0
for all i if and only if tag
−1
a ∈ L
+
min(n). 
Remark 4.26. The action of π on (a1, . . . , an) corresponds to the conjugation of ωa by π ∈ ›Sn
which effectively slides the window in ωa. Remark 4.24 gives a choice of a representative in each
π-orbit with a1 = 0 and m > ai ≥ 0 for i > 1.
From the viewpoint of affine permutations, a more natural choice of a representative is given by
the balancing condition
∑n
i=1 ω(i) =
n(n+1)
2 . The corresponding permutations will be still m-stable,
and by Remark 2.16 they are in bijection with the alcoves insider them-dilated fundamental alcove.
Therefore we get an explicit bijection between the alcoves insider the m-dilated fundamental
alcove, m-stable balanced affine permutations and vectors (0, a2, . . . , an) with 0 ≤ ai < m.
5. A Mackey formula for Ht,c
5.1. Basis in Ht,c. In this section we present a basis in the algebra Ht,c using the generators
from Section 3.1, it is an analogue of the PBW basis from Section 2.1. Recall that Hn(y) is the
subalgebra generated by Sn and yi (or, equivalently, by Sn and λ), and that Hn(u) denotes the
subalgebra generated by Sn and ui.
Lemma 5.1. (a) The algebra Hn(y) has a basis
gλ(s1s2 · · · sµ1) · λ(s1s2 · · · sµ2) · · · λ(s1s2 · · · sµr′ )
for g ∈ Sn and 0 ≤ µr′ ≤ . . . ≤ µ1.
(b) The algebra Ht,c has a basis
(sνr · · · s2s1)τ · · · (sν1 · · · s2s1)τ · g · λ(s1s2 · · · sµ1) · λ(s1s2 · · · sµ2) · · · λ(s1s2 · · · sµr′ ),
for g ∈ Sn and 0 ≤ µr′ ≤ . . . ≤ µ1, 0 ≤ νr ≤ · · · ≤ ν1.
(c) The algebra Ht,c is free as a right Hn(y)-module with the basis
(sνr · · · s2s1)τ · · · (sν1 · · · s2s1)τ.
Proof. By Lemma 3.6 any monomial in xi of degree r can be written as F
−1
X (ω) for ω ∈
›Sn+ also
of degree r. By Lemma 2.8 we can write
ω = (sνr · · · s2s1)π · · · (sν1 · · · s2s1)π · g, 0 ≤ νr ≤ · · · ≤ ν1.
so that
F−1X (ω) = (sνr · · · s2s1)τ · · · (sν1 · · · s2s1)τ · g.
Similarly we can write
F−1Y (ω
−1) = g−1λ(s1s2 · · · sν1) · λ(s1s2 · · · sν2) · · · λ(s1s2 · · · sνr).
The algebraHt,c has PBW basis x
a1
1 · · · x
an
n g
′yb11 · · · y
bn
n , and we can rewrite x
a1
1 · · · x
an
n and y
b1
1 · · · y
bn
n
as above independently. Finally, (c) is obvious from (a) and (b). 
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Remark 5.2. We can also write this basis in more compact form F−1X (ω1)gF
−1
Y (ω
−1
2 ), where ω1
and ω2 are minimal length coset representatives in L
+
min(n).
Corollary 5.3. Let V be a finite dimensional representation of Sn with basis vT , T ∈ T . We
can regard it as a representation of Hn(y) where yi act by 0. Then the induced representation
∆t,c(V ) := Ind
Ht,c
Hn(y)
(V ) has the basis
vT (ω) := F
−1
X (ω)vT ,
where ω is a minimal length coset representative in L+min(n) and T ∈ T .
We define a partial order on the basis elements of ∆t,c(V ) in Corollary 5.3 as follows: vT (ω) <
vT ′(ω
′) if degω = degω′ and ω >lex ω
′.
Example 5.4. If V is the trivial representation of Sn then ∆t,c(V ) is just the polynomial represen-
tation. By Lemma 3.6 the basis vT (ω) matches the monomial basis in C[x1, . . . , xn] and by Lemma
4.5 the partial order we have defined coincides with the partial order ≺ defined in Section 4.1.
Next, we want to understand the action of the degenerate affine Hecke algeba Hn(u) in this
basis. Via the homomorphism ev0 : Hn(u) → Sn that sends u1 7→ 0 and si 7→ si, the ui act on V
as Jucys-Murphy elements, and they can be simultaneously diagonalized.
Lemma 5.5. Suppose that vT ∈ V has weight w, i.e., it is a common eigenvector for the ui with
eigenvalues wi. Then
ui(vT (ω)) = (ω · w)ivT (ω) + ℓ.o.t
= wω−1(i)vT (ω) + ℓ.o.t
where ω is a a minimal length coset representative in L+min(n), ω · w is defined using the action (1)
and ℓ.o.t denotes lower order terms.
Proof. As in Remark 3.3, to simplify notation, we define ui for all i ∈ Z by ui+n = ui − t, and
likewise for wi+n. Now the relations between ui, sj and τ get the following form:
sjui = usj(i)sj +

c if i ≡ j mod n
−c if i ≡ j + 1 mod n
0 otherwise,
and
τui = uπ(i)τ.
Overall, we can write
F−1X (ω)ui = uω(i)F
−1
X (ω) + . . .
so
uiF
−1
X (ω)vT = F
−1
X (ω)uω−1(i)vT + . . . = (ω · w)iF
−1
X (ω)vT + . . . ,
and by Lemma 4.6 all extra terms are less than F−1X (ω)vT in our order.

Corollary 5.6. The generalized eigenvalues of ui on ∆t,c(V ) are expressed as w = ω ·κT where κT
are eigenvalues of Jucys-Murphy operators for the basis vT and ω ∈ L
+
min(n).
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5.2. Decomposition into Hn(u)-modules. In this section we give a more precise presentation of
induced modules. First, we recall a useful construction of Hn(u)-modules which are induced from
parabolic subgroups.
Let
P+(n) = {a ∈ Zn≥0 | a1 ≤ a2 ≤ · · · ≤ an}
P−(n) = {d ∈ Zn≥0 | d1 ≥ d2 ≥ · · · ≥ dn}.
Let a ∈ Zn and let S(a) be its stabilizer in Sn. In the special case d ∈ P
−(n), the stabilizer S(d) is
a standard parabolic subgroup. If (k1, . . . , ks) is the composition of n that gives the multiplicities of
the entries of d, then S(d) = 〈si | di = di+1〉 ≃ Sk1×· · ·×Skn . Note that this subgroup is conjugate
to any such parabolic with the ki reordered. Recall ω0 = [n, . . . , 2, 1] is the longest element of Sn.
Let
drev = ω0 · d = (dn, . . . , d2, d1)
so in particular S(d) and S(drev) are conjugate; and d ∈ P−(n) ⇐⇒ drev ∈ P+(n). Let ωd0 be
the longest element of S(d). Conjugation by ω0ω
d
0 induces an isomorphism S(d)→ S(d
rev) we will
denote revd. Observe ω0ω
d
0 = gd as it sorts d to d
rev = sort(d). In fact, we would have produced
the same isomorphism conjugating by ω−1d , where we recall ωd ∈ L
+
min(n) ⊆
›Sn. Similarly, we have
a corresponding parabolic subalgebra of Hn(u) we will denote
H(d,u) := 〈si, uj | di = di+1, 1 ≤ j ≤ n〉 = C[u1, . . . , un]⋊ S(d).
Just as we have an algebra automorphism shift : Hn(u) → Hn(u) that sends si 7→ si but does a
constant shift ui 7→ ui + t, H(d,u) has a “finer” automorphism that is the identity on S(d) and
shifts ui 7→ ui + dit. Using this shift map, we can extend
revd : H(d,u)→ H(d
rev,u)
si 7→ sgd(i) = gdsig
−1
d
uj 7→ ugd(j) + djt.
Given anH(drev,u)-moduleM , via the above algebra isomorphism we can turn it into the “twisted”
H(d,u)-module we denote M revd . Note that revd(si) = ω
−1
d siωd and revd(uj) = uω−1
d
(j), when we
extend the notion of the uj = uj+kn + kt to be indexed by j ∈ Z as in Remark 3.3. However, the
map revd does not agree with conjugation by ω
−1
d , but under some lens it does up to “lower order
terms” in a sense that will be made more precise in Remark 5.10 below. This is consistent with
the observation that in Hn(u) we have ujF
−1
X (ω) = F
−1
X (ω)uω−1(j)+ ℓ.o.t, where the latter are F
−1
X
applied to terms lower than ω ∈›Sn in Bruhat order.
Example 5.7. Let n = 5, d = (2, 2, 0, 0, 0), so drev = (0, 0, 0, 2, 2). Note ωd = [3, 4, 5, 11, 12],
ω−1d = [−6,−5, 1, 2, 3], S(d) ≃ S2 × S3 and S(d
rev) ≃ S3 × S2.
The permutations ω0 = [5, 4, 3, 2, 1], ω
d
0 = [2, 1, 5, 4, 3], ω0ω
d
0 = [4, 5, 1, 2, 3] = gd. The restricted
module ResH(drev ,u) triv =M⊠N whereM,N are one-dimensional spanned by weight vectors with
u-weight (0,−c,−2c) and (−3c,−4c) repectively. The twisted H(d,u)-module [ResH(drev ,u) triv]
revd
is one-dimensional, now spanned by weight vectors with u-weight (−3c+2t,−4c+2t) and (0,−c,−2c)
repectively. It has the form Nshift×2 ⊠M . The map revd sends
s1 7→ s4 u1 7→ u−6 = u4 + 2t
s3 7→ s1 u2 7→ u−5 = u5 + 2t
s4 7→ s2 u3 7→ u1
u4 7→ u2
u5 7→ u3
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Just as the minimal length left coset representatives {ωa | a ∈ P(n)} = L
+
min(n) ⊆
›Sn+ are those
affine permutations whose window notation have positive increasing entries, the minimal length
double coset representatives with respect to Sn are those ωa whose inverses’ window notation have
increasing entries. These are exactly the ωd for d ∈ P
−(n). See Example 5.7.
Example 5.8. Let n = 3, d = (4, 1, 1), so ωd = [5, 6, 13] is a minimal length double coset
representative as d ∈ P−(n). Note the double coset decomposes into left cosets as
S3[5, 6, 13]S3 =[5, 6, 13]S3 ⊔ [4, 6, 14]S3 ⊔ [4, 5, 15]S3
i.e., S3ωdS3 = ωdS3 ⊔ ωs1dS3 ⊔ ωs2s1dS3
= ω(4,1,1)S3 ⊔ ω(1,4,1)S3 ⊔ ω(1,1,4)S3.
S3/S(d) has minimal length left coset representatives {id, s1, s2s1}.
It is well known that CSn is a free right module over CS(d) of rank
n!
k1!···ks!
. Given a repre-
sentation M of S(d), we can consider the induced representation IndSnS(d)M which has dimension
n!
k1!···ks!
dimM . Note that if M is a H(d,u)-module, then IndSnS(d)M naturally has a structure of
Hn(u)-module, which agrees with Ind
Hn(u)
H(d,u)M .
Theorem 5.9. Let V be a representation of Sn, inflated to a representation of Hn(y) by setting yi
to act as 0. The induced module ∆t,c(V ) = Ind
Ht,c
Hn(y)
(V ) has a filtration such that subquotients are
isomorphic as Hn(u)-modules to the induced representations
Vd := Ind
Hn(u)
H(d,u)
[
Res
Hn(u)
H(drev ,u) V
]revd
, d ∈ P−(n),
where here we inflate V along the homomorphism ev0.
Proof. Let d ∈ P−(n). By Lemma 5.1 and Lemma 2.8 Ht,c has filtrations
B≤d =
⊕
a∈P−(n)
||a||≤||d||
||a||=||d||=⇒ a≥lexd
CSnF
−1
X (ωa)Hn(y) B<d =
⊕
a∈P−(n)
||a||≤||d||
||a||=||d||=⇒ a>lexd
CSnF
−1
X (ωa)Hn(y)
clearly preserved by CSn. By Lemma 4.6 the filtrations are also preserved by Hn(u). These induce
filtrations on ∆(V ) with subquotients
Vd = B≤d∆t,c(V ) / B<d∆t,c(V ).
In the following argument we lighten notation, writing Ûp for F−1X (p), so for instance the above
expressions would become CSnıωaHn(y).
Because SnωdSn =
⊔
g∈Sn/S(d)
gωdSn =
⊔
g∈Sn/S(d)
ωg·dSn, the following spaces are isomorphic not
just as vector spaces, but as CSn-modules, Vd ≃ CSnωˆd⊗CSnV . In particular, as a CSn-module, Vd
is generated by ωˆd⊗V , and is spanned by the independent spaces ω¯g·d⊗CV , for g ∈ Sn/S(d). Note
that if si ∈ S(d) then s˘iωd ⊗ V =
ˇ ωd(ω−1d siωd) ⊗ V = ˇ ωd revd(si)⊗ V = ωˆd ⊗ revd(si)V. Further
as ujωˆd = (ωˆd revd(uj) + ℓ.o.t) , we have uj ωˆd ⊗ V = (ωˆd revd(uj) + ℓ.o.t)⊗ V ≡ ωˆd ⊗ revd(uj)V
since the lower order terms here involve ıωa with a >lex d by Lemma 4.6, and these are killed in
Vd. Thus we see that as an Hn(u)-module Vd ≃ Ind
Hn(u)
H(d,u)
[
Res
Hn(u)
H(drev ,u) V
]revd
.

Remark 5.10. One can regard this theorem as a version of the classical Mackey formula:
ResK Ind
G
H(ρ) =
⊕
ω∈K\G/H
IndKωHω−1∩K(ρ
ω) =
⊕
ω∈K\G/H
IndKωHω−1∩K(Res
H
H∩ω−1Kω ρ)
ω,
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where G is a finite group, H,K are its subgroups, ρ is a representation of H and ρω(x) = ρ(ω−1xω).
Our setting shares many features with classical Mackey for the case G =›Sn, H = K = Sn, where
the minimal length double coset representatives are {ωd | d ∈ Z
n, d1 ≥ · · · ≥ dn}. In that case
S(d) = ωdSnω
−1
d ∩Sn, S(d
rev) = Sn∩ω
−1
d Snωd and one computes the action on an induced module
via p (ωd ⊗ V ) = ωd⊗(ω
−1
d pωd)V = ωd⊗pV
ωd , which is also equal to ωd⊗pV
revd = ωd⊗revd(p)V
for p ∈ S(d).
In our setting H(d,u) plays the role of ωdHω
−1
d ∩ K; H(d
rev,u) the role of H ∩ ω−1d Kωd.
F−1X (ω
−1
d pωd) =:
¸ 
ω−1d pωd makes sense for p ∈ S(d). On the other hand, ω
−1
d uiωd is problematic
on many levels. This is in part why we must work with the isomorphism revd above.
While conjugation by ω−1d or by gd gives us in isomorphism from S(d) to S(d
rev) when working
inside of›Sn, the most natural way to extend the notion of conjugation by ω−1d to Ht,c does not send
H(d,u) to H(drev,u). While F−1X (ωd) =: ωˆd is not invertible, this is not the main obstruction;
one can localize and invert the xi (as one does with the trigonometric Cherednik algebra [30]).This
essentially replaces τ with π and adjoins π−1, so would enlarge our algebra and embed a copy of›Sn. We can define πuiπ−1 = uπ(i) = ui+1 and π−1uiπ = ui−1 using the convention in Remark
3.3, and this is compatible with relation (6). This allows us to define conjugation by ω−1d . It
will still send S(d) → S(drev) but will not send H(d,u) → H(drev,u) as conjugation by Sn
does not preserve A (even though conjugation by π does preserve A). For g ∈ Sn recall that
Hn(u) ∋ g
−1uig = ug−1(i) + ℓ.o.t, where here lower is with respect to u degree. More specifically,
uig = gug−1(i)+ terms <B g in Bruhat order. These are the lower order terms we throw away
when considering Vd or B≤d/B<d. Throwing away these lower order terms agrees with replacing
conjugation by ω−1d with the isomorphism revd : H(d,u)→ H(d
rev,u) when describing the Mackey
filtration.
As a corollary to Theorem 5.9 we have the following.
Corollary 5.11. Let V be a CSn-module such that when inflated along ev0 to be an Hn(u)-module
it has u-weight basis {vT | T ∈ T }. Let wT denote the weight of vT . If we assume t 6= 0, then
the Ht,c-module Ind
Ht,c
Hn(y)
V has finite dimensional generalized u-weight spaces and a generalized
u-weight basis indexed by P(n)× T . Its generalized weights are
{ωa · wT | a ∈ P(n), T ∈ T } = {gωd · wT | d ∈ P
−(n), g ∈ Sn/S(d), T ∈ T }.
When t = 0, the weights are still given by the formula above but the u-weight spaces are no longer
finite-dimensional. We study this case in detail in Section 8.
It is worth noting that given fixed w = (w1, w2, . . . wn) ∈ C
n, d = (d1, d2, . . . , dn) ∈ P
−(n) the set
{gωd · w | g ∈ Sn/S(d)} = {f · (w1 + dnt, w2 + dn−1t, . . . , wn + d1t) | f ∈ Sn/S(d
rev)}.
Remark 5.12. Note that Proposition 4.7, Theorem 4.8 and Corollary 5.6, Theorem 4.8, Proposi-
tion 4.7, follow as corollaries to Theorem 5.9, see also Remark 4.11.
Example 5.13. Let us consider the Mackey formula for M = ∆c(triv) in the case n = 2, c = 2, t =
1. As we shall see, it is not A-semisimple. For weights of the form w = (d, d), dimMgen(d,d) = 2 >
1 = dimM(d,d). For all other weights w = (w1, w2) with w1 6= w2 that occur, its generalized weight
spaces Mgen
w
=Mw are 1-dimensional.
We have a single T = 1 2 and vT has weight w = (0,−c) = (0,−2). For d ∈ P
−(n) we split
into two cases according to S(d).
Case 1: d = (d, d) = drev, S(d) = S2. Thus our induction and restriction functors are trivial and
Ind
H2(u)
H(d,u)[Res
H2(u)
H(drev ,u) triv]
revd = trivrevd . The module trivrevd still carries the trivial action of S2,
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but u1 = 0+d, u2 = −c+d. In other words it corresponds to a weight vector vd = v(d,d) ∈ ∆c(triv)
of weight w = (d, d − 2). Recall we require d ≥ 0.
Case 2: d = (d1 > d2), d
rev = (d2, d1), gd = s1, and S(d) = {id} = S(d
rev). Now
Res
H2(u)
H(drev ,u) triv = Res
H2(u)
A triv = (0)⊠(−c) where we write the one-dimensional A = C[u1]⊗C[u2]-
module on which u1 − α and u2 − β vanish as (α)⊠ (β). The twisted module is
[(0)⊠ (−c)]revd = (−c+ d1)⊠ (0 + d2) = (d1 − 2)⊠ (d2).
Finally
Ind
H2(u)
H(d,u)[Res
H2(u)
H(drev ,u) triv]
revd = Ind
H2(u)
A (d1 − 2)⊠ (d2).
This is an irreducible 2-dimensional H2(u)-module.
In the special case d2 = d1− 2 it is not A-semisimple. In other words the ui act with Jordan blocks
of size 2. The generalized w = (d1− 2, d2) = (d2, d2)-weight space is 2-dimensional and corresponds
to the basis vectors in ∆c(triv) which by abuse of notation we can still call vd = v(d2+2,d2) and
vs1d = v(d2,d2+2).
When d2 6= d1 − 2 we get one-dimensional weight spaces spanned by vd = v(d1,d2) of weight
w = (d1 − 2, d2) and vs1d = v(d2,d1) of weight s1 · w = (d2, d1 − 2). Because these (generalized)
weights occur with multiplicity one, the Mackey filtration tells us these generalized weight spaces
are true weight spaces.
6. The standard modules
6.1. Other standard modules. We continue to assume the parameter c has the form c = m/n > 0
with gcd(m,n) = 1 and t = 1. In this section, we will analyze the action of the Dunkl-Opdam
subalgebra on a standard module ∆c(µ) where µ is not necessarily the trivial partition of n. We
will denote by SYT(µ) the set of standard tableaux on µ. For T ∈ SYT(µ), Ti denotes the box of
µ labeled by i under T , and ctT (i) is the content of this box.
Definition 6.1. Let (a, T ) ∈ Zn≥0 × SYT(µ). Denote by w(a, T ) ∈ C
n the weight whose i-th
component is wi(a, T ) = ai − ctT (ga(i))c where, recall, ga ∈ Sn is the minimal permutation that
sorts a increasingly.
From Lemma 4.1, it is clear that we have that the intertwining operators send τ : ∆c(µ)w(a,T ) →
∆c(µ)w(π·a,T ) and, if ai 6= ai+1, σi : ∆c(µ)w(a,T ) → ∆c(µ)w(sia,T ). The following result generalizes
Theorem 4.8.
Theorem 6.2. Let c = m/n > 0 with gcd(m,n) = 1 and M = ∆c(µ). Then, for any (a, T ) ∈ Z
n
≥0×
SYT(µ) we have Mw(a,T ) = M
gen
w(a,T ) is 1-dimensional. Moreover, if ai > ai+1, then σi|Mw(a,T ) 6= 0,
and the action of the Dunkl-Opdam subalgebra on M is diagonalizable with eigenvalues given by
w(a, T ).
Proof. The operators ui act on Vµ as classical Jucys-Murphy operators, and have spectrum− ctT (i)c
for T ∈ SYT(µ). In other words the vector vT has weight wT = (− ctT (1)c, . . . ,− ctT (n)c). By
Corollary 5.11 the generalized u-weights of ui on ∆c(µ) are given by ωawT = w(a, T ). Now the
theorem follows from Lemma 6.3 below. 
Lemma 6.3. Let (a, T ), (b, S) ∈ Zn≥0 × SYT(µ). If w(a, T ) = w(b, S) then a = b and T = S.
Proof. Assume w(a, T ) = w(b, S). Then, for every i = 1, . . . , n,
ai − bi = c(ctT (ga(i))− ctS(gb(i))).
But T and S have the same shape µ, so
ctT (ga(i))− ctS(gb(i)) ∈ {−n+ 1,−n+ 1, . . . , 0, . . . , n − 2, n− 1}
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so, by our assumption on c = m/n, we must have ai − bi = 0. From here, we have a = b and
ctS(i) = ctT (i) for every i = 1, . . . , n, which implies S = T . 
Remark 6.4. For arbitrary t, c, Corollary 5.11 still applies and the same proof shows that the
generalized eigenvalues of ui on ∆t,c(µ) are given by w(a, T ).
Let us now see that for c = m/n, gcd(m,n) = 1 the action of Hc on the standard module ∆c(µ)
is completely determined by the spectrum of the Dunkl-Opdam subalgebra. Fix an eigenbasis
{vT : T ∈ SYT(µ)} of Vµ for the Jucys-Murphy operators. Note that we have the basis vT (ω),
ω ∈ L+min(n) of ∆c(µ), cf. Corollary 5.3. For each a ∈ Z
n
≥0 and every standard Young tableau T
on µ, denote by v(a, T ) ∈ ∆c(µ)w(a,T ) a nonzero vector, normalized so that vT (ωa) appears with
coefficient 1 in v(a, T ).Then, as in the proof of Theorem 4.14 we have
uiv(a, T ) = wiv(a, T )
τv(a, T ) = v(π · a, T )
λv(a, T ) = w1v(π
−1 · a, T )
siv(a, T ) =
v(si · a, T ) +
c
wi−wi+1
v(a, T ) ai > ai+1
(wi+1−wi−c)(wi+1−wi+c)
(wi−wi+1)2
v(si · a, T ) +
c
wi+1−wi
v(a, T ) ai < ai+1
where w = w(a, T ). Finding siv(a, T ) when ai = ai+1 is subtler. The weight of siv(a, T ) is si · w.
Note that, in this case, ga(i+1) = ga(i)+1. Let us denote by sga(i)(T ) the tableau that is obtained
from T by permuting the entries ga(i) and ga(i+1). Note that sga(i)(T ) may not be standard, and
this is the case precisely when in the tableau T we have
(1) Tga(i) = (R,C) and Tga(i)+1 = (R+ 1, C) for some box (R,C) in µ, or
(2) Tga(i) = (R,C) and Tga(i)+1 = (R,C + 1) for some box (R,C) in µ.
In these cases, si · w(a, T ) is not of the form w(a
′, T ′) for a standard tableau T ′, so we must
have σiv(a, T ) = 0 and therefore siv(a, T ) = ±v(a, T ). Moreover, using the explicit formula
σi = si −
c
ui−ui+1
we see that
siv(a, T ) =
{
v(a, T ) ai = ai+1 and ga(i), ga(i+ 1) belong to the same row in T
−v(a, T ) ai = ai+1 and ga(i), ga(i+ 1) belong to the same column in T
Finally, if sga(i)T is a standard tableau, then σiv(a, T ) = v(a, sga(i)(T )) and we get
siv(a, T ) = v
Ä
a, sga(i)(T )
ä
+
c
wi − wi+1
v(a, T )
so we have recovered the action of Hc on ∆c(µ).
6.2. Maps between standards. In this section and the next one, we study maps between stan-
dard modules.
Lemma 6.5. Suppose that c = m/n, gcd(m,n) = 1. Let di(µ) be the number of boxes in µ with
content i mod n. Then for all (a, T ) ∈ Zn≥0 × SYT(µ) one has
♯{j : nwj(a, T ) ≡ −mi mod n} = di(µ).
Proof. We have
nwj(a, T ) = naj −m ctT (ga(j)) ≡ −m ctT (ga(j)) mod n.
Since ga is a permutation, Tga(j) runs over all boxes in µ and the vector ctT (ga(j)) has exactly di(µ)
entries equal to i mod n. 
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Remark 6.6. A similar argument and Remark 6.4 show that for c = m/ℓ, gcd(m, ℓ) = 1 one has
♯{j : ℓwj(a, T ) ≡ −mi mod ℓ} = d
(ℓ)
i (µ),
where d
(ℓ)
i (µ) is the number of boxes in µ with content i mod ℓ.
Lemma 6.7. Suppose that c = m/n, gcd(m,n) = 1. Let µ 6= µ′ be two partitions of n. Then
HomHc(∆c(µ),∆c(µ
′)) = 0 unless both µ and µ′ are hook partitions.
Proof. Suppose that HomHc(∆c(µ),∆c(µ
′)) 6= 0, then w(a, T ) = w(a′, T ′) for some (a, T ) ∈ Z≥0 ×
SYT(µ) and (a′, T ′) ∈ Zn≥0× SYT(µ
′). By Lemma 6.5 we get di(µ) = di(µ
′) for all i, which implies
that µ and µ′ have the same n-core [19].
Since µ has size n, either its n-core is empty and µ is a hook, or µ is an n-core itself. The same
applies to µ′, so they can share an n-core only if both partitions are hooks. 
Remark 6.8. A similar argument shows that for c = m/ℓ, gcd(m, ℓ) = 1 one could possibly have
HomHc(∆c(µ),∆c(µ
′)) 6= 0 only if µ, µ′ have the same ℓ-core. This is known via the KZ functor,
cf. [1] and we have obtained a purely combinatorial proof.
Corollary 6.9. Let c = m/n, gcd(m,n) = 1. If µ is not a hook partition then ∆c(µ) is irreducible.
Proof. The proof is standard but we include it here for completeness. If R is a submodule of
∆(µ), then (since the action of y1, . . . , yn is locally nilpotent) there is a vector v ∈ R such that
y1v = · · · = ynv = 0. It spans a finite-dimensional subspace U under the action of Sn, and λ(U) = 0,
it contains an irreducible representation of Sn isomorphic to Vµ′ . Then there is a notrivial morphism
Hc-modules ∆(µ
′)→ ∆(µ) which sends Vµ′ to this subspace. 
We determine the morphisms between ∆c(µ) for hook partitions µ in the next subsection.
6.3. The BGG resolution. Throughout this section we assume c = m/n, gcd(m,n) = 1.
Let us denote by Vµℓ := ∧
ℓCn−1 the hook representation of Sn, so that µℓ is the partition
(n − ℓ, 1ℓ), ℓ = 0, . . . , n − 1. In particular, Vµ0 is the trivial representation and Vµn−1 the sign
representation. It is known [1] that the representation Lm/n := Lm/n(triv) admits a resolution
(24) 0→ ∆c(µn−1)→ · · · → ∆c(µ1)→ ∆c(µ0)→ 0
that in fact coincides with the Koszul resolution of Lm/n when considering a standard module as a
C[x1, . . . , xn]-module. In this section, we will construct the resolution (24) in a purely combinatorial
manner.
Let us set up some notation. For each collection 1 < i1 < · · · < iℓ ≤ n, let Ti1<i2<···<iℓ be the
tableau on µℓ that has the numbers 1, i1, . . . , iℓ on its leg. Clearly, every tableau on µℓ is of this
form.
Recall that for each element (a, T ) ∈ Zn≥0 × SYT(µ) we have a nonzero vector v(a, T ) ∈
∆c(µ)w(a,T ). Clearly, every map on ∆c(µ) is completely determined by the image of the vectors
vT = v(0, T ), T ∈ SYT(µ).
Lemma 6.10. Suppose that ℓ 6= j, j + 1. Then HomHc(∆c(µℓ),∆c(µj)) = 0.
Proof. Let T = Ti1<i2<···<iℓ be a standard tableau of shape µℓ, we have
nwi1(0, T ) = m, . . . , nwiℓ(0, T ) = mℓ, nwi(0, T ) < 0 for i 6= 1, i1, . . . , iℓ.
Now suppose that w(0, T ) = w(a, T ′) for some (a, T ′) ∈ Zn≥0 × SYT(µj). One has
0 > nwi(a, T
′) = nai −m · ctT ′(ga(i)) ≥ −m · ctT ′(ga(i)) for i 6= 1, i1, . . . , iℓ,
so µj has at least n− ℓ− 1 boxes with positive contents, and ℓ ≥ j.
Suppose that ℓ ≥ j + 2. It is easy to see that the equation
−m ctT (i) = nai −m ctT ′(ga(i)),
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implies {
ai = m, ctT (i) + n = ctT ′(ga(i)) if i = ij+1, . . . , iℓ,
ai = 0, ctT (i) = ctT ′(ga(i)) otherwise.
By definition, this implies ga(ij+1) = n− ℓ+ 1, . . . , ga(iℓ) = n, so
ctT ′(n− ℓ+ 1) = n− (j + 1), . . . , ctT ′(n) = n− ℓ.
But this means that the first row of T ′ contains the numbers n, n − 1, . . . , n − ℓ+ 1 in decreasing
order, contradiction. 
Remark 6.11. Note that if a simple Lc(µ) appears as a composition factor inside a standard
module ∆c(µ
′) then all weights w(0, T ) have to appear as weights of ∆c(µ
′), where T is a standard
Young tableau on µ. Thus, the proof of Lemma 6.10 shows that the only composition factors of
∆c(µj) can be Lc(µj) and Lc(µj+1).
Moreover, the multiplicity of Lc(µ) as a composition factor of ∆c(µ
′) is bounded above by the
dimension of the (generalized) weight space ∆c(µ
′)w(0,T ) where T is any standard Young tableau
on µ. Thus, [∆c(µj) : Lc(µj+1)] ≤ 1. We will see in the next proposition that this multiplicity is
always equal to 1.
Proposition 6.12. For ℓ = 1, . . . , n − 1, the homomorphism space HomHc(∆c(µℓ),∆c(µℓ−1)) is
1-dimensional. Up to a nonzero scalar, the unique homomorphism φℓ : ∆c(µℓ) → ∆c(µℓ−1) is
determined by φℓ(v(0, Ti1<···<iℓ)) = v(meiℓ , Ti1<···<iℓ−1).
Proof. That HomHc(∆c(µℓ),∆c(µℓ−1)) is at most 1-dimensional follows because weight-spaces are 1-
dimensional and ∆c(µℓ) is cyclic. Now let φℓ : Vµℓ → ∆c(µℓ−1) be the C-linear homomorphism given
in the statement of the proposition, where we identify Vµℓ with the span of {v(0, T ) : T ∈ SYT(µℓ)}.
Fix a tableau T = Ti1<···<iℓ on µℓ and let T
′ := Ti1<···<iℓ−1 , a tableau on µℓ−1. First, we will check
that
w(0, Ti1<···<iℓ) = w(meiℓ , Ti1<···<iℓ−1)
Let us denote the left-hand side of this equation by w, and the right-hand side by w′. We have that
wij = cj for j = 1, . . . , ℓ. Let us compute w
′
ij
. First, note that gmeiℓ = (iℓ, iℓ+1, . . . , n)
−1. So we have
that w′ij = 0− (−j)c = jc if j < ℓ. For j = ℓ, we have that w
′
iℓ
= m− ctT ′(n)c = m− (n− ℓ)c = ℓc.
Now set i0 := 0 and iℓ+1 := n + 1. Assume i ∈ {1, . . . , n} \ {i1, . . . , iℓ}, so there exists a unique
j = 0, . . . , ℓ such that ij < i < ij+1. Note that it follows that wi = −(i−j−1)c. If j < ℓ, we have that
w
′
i = 0−ctT ′(i)c = −(i−j−1)c. If j = ℓ, then w
′
i = 0−ctT ′(i− 1)c = −((i−1)−ℓ)c = −(i−ℓ−1)c.
So we have that w = w′ as desired. Using this, we will show that φℓ intertwines the Sn-action.
Obviously, g0 = id ∈ Sn, which we will use below without further mention. Let j ∈ {1, . . . , n− 1}.
We have several cases.
Case 1. j ∈ {i1, . . . , iℓ}, j + 1 6∈ {i1, . . . , iℓ}. Then sj(T ) is a standard Young tableau, and
sjv(0, T ) = v(0, sjT ) +
c
wj − wj+1
v(0, T ).
Now we have to compute sjv(meiℓ , T
′). We have two subcases.
Case 1.1. j 6= iℓ. Since j +1 6= iℓ, we have that the j and (j+1)-st entries of meiℓ are both 0, and
sjT
′ is a standard Young tableau. Thus,
sjv(meiℓ , T
′) = v(meiℓ , sjT
′) +
c
w
′
j − w
′
j+1
v(meiℓ , T
′).
Now sjφℓ(v(0, T )) = φℓ(sjv(0, T )) follows because w = w
′, as we have checked.
Case 1.2. j = iℓ. Here we have
sjv(meiℓ , T
′) = sjv(mej , T
′) = v(mej+1, T
′) +
c
w
′
j − w
′
j+1
v(mej , T
′)
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Note that φ(v(0, sjT )) = v(mej+1, T
′), so we again have sjφ(v(0, T )) = φ(sjv(0, T )).
Case 2. j 6∈ {i1, . . . , iℓ}, j + 1 ∈ {i1, . . . , iℓ}. This is similar to Case 1.
Case 3. j, j + 1 ∈ {i1, . . . , iℓ}. Here we have that sjv(0, T ) = −v(0, T ). So we have to compare
−v(eiℓ , T
′) with sjv(eiℓ , T
′). Again we have two subcases.
Case 3.1. j + 1 6= iℓ. Here it is very easy to see that sjv(eiℓ , T
′) = −v(eiℓ , T
′), as wanted.
Case 3.2. j + 1 = iℓ. Note that here we have
wj+1 − wj = w
′
j+1 − w
′
j = −c
and therefore
sjv(meiℓ , T
′) =
(wj+1 − wj − c)(wj+1 − wj + c)
(wj − wj+1)2
v(sj(meiℓ), T
′)+
c
wj+1 − wj
v(meiℓ , T
′) = −v(meiℓ , T
′)
as wanted.
Case 4. j, j + 1 6∈ {i1, . . . , iℓ}. This is similar to Case 3.
In any case, we have φℓ(sjv(0, T )) = sjφℓ(v(0, T )), so φℓ : Vµℓ → ∆c(µℓ−1) intertwines the Sn-
action. To show that φℓ does define a morphism of Hc-modules it therefore suffices to check that
y1, . . . , yn act by 0 on φℓ(Vµℓ). Note that λ = (12 · · · n)
−1y1 acts by 0 on φℓ(Vµℓ). Now,
yiφℓ(v(0, T )) = si · · · sn−1λs1 · · · si−1φℓ(v(0, T )) = sn−1 · · · sn−1λφℓ(s1 · · · si−1v(0, T )) = 0
where the last equality follows because λφℓ(Vµℓ) = 0. This finishes the proof. 
Corollary 6.13. For any ℓ = 0, . . . , n − 1, the standard module ∆c(µℓ) has a unique composition
series 0 ⊆ Iℓ ⊆ ∆c(µℓ). Moreover, Iℓ ∼= Lc(µℓ+1) and ∆c(µℓ)/Iℓ = Lc(µℓ).
Proof. From Remark 6.11 and Proposition 6.12 it follows that
[∆c(µℓ) : Lc(µ)] =
{
1, µ = µℓ, µℓ+1
0 else.
moreover, Lc(µℓ+1) cannot appear as a quotient of ∆c(µℓ). So defining Iℓ := φℓ+1(∆c(µℓ+1)) the
result follows. 
Corollary 6.14. We have im(φℓ+1) = ker(φℓ). In other words, the complex ∆c(µℓ+1)
φℓ+1
−→ ∆c(µℓ)
is exact outside of degree 0 and coincides with (24).
Proof. It is enough to see that ker(φℓ) = Iℓ. For this, it is enough to see that φℓ is neither zero nor
injective. That it is nonzero is obvious. Thanks to Lemma 6.10 we must have φℓ+1 ◦ φℓ = 0. So
φℓ(Iℓ) = 0 and φℓ is not injective. 
6.4. Alternate proof of existence and description of φℓ. In this subsection we present an
alternative construction of the maps φℓ using the results in Section 5.
Lemma 6.15. Let D = τ(σn−1 · · · σ2σ1τ)
m−1. Then for 1 < i < n σiD = Dσi−1 and uiD = Dui−1,
but u1D = D(un +mt).
The proof is an easy computation we leave to the reader. Recall for e1 = (1, 0, . . . , 0) that
H(e1,u) = H1(u)⊗Hn−1(u).
Lemma 6.16. Let U ⊆ V(n−ℓ+1,1ℓ−1) be the Sn−1 × S1-submodule spanned by all vT where T =
Ti1<i2<···<iℓ−1 with iℓ−1 6= n. In particular U ≃ V(n−ℓ,1ℓ−1) as an Sn−1-module.
(1) Let t, c be such that ∆t,c(n− ℓ+1, 1
ℓ−1) is A-semisimple. Then H(e1,u)DU ⊆ ∆t,c(n− ℓ+
1, 1ℓ−1) is an H(e1,u)-submodule which is isomorphic to V(n−ℓ,1ℓ−1) as an Hn−1(u)-module
on which u1 acts identically as c(ℓ− n) +mt.
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(2) In the case t = 1, c = mn , gcd(m,n) = 1, then u1 acts as cℓ and Hn(u)DU ≃ Ind
Hn(u)
H(e1,u)
(cℓ)⊠
V(n−ℓ,1ℓ−1).
Proof. The first statement follows from Lemma 6.15. Since ∆t,c(n − ℓ + 1, 1
ℓ−1) is A-semisimple
the σi act triangularly with respect to the si. So the action of the σi on the inflation via ev0 of
an Sn−1-module completely determines the Sn−1 structure. Recall that via ev0 the ui will act as
Jucys-Murphy operators.
For the second statement, we use Lemma 6.15 to determine the action of u1. Because F
−1
X (ωmen) =
τ(sn−1 · · · s2s1τ)
m−1 is a minimal length double coset representative we get the second statement.

Lemma 6.17. Ind
Hn(u)
H(e1,u)
(cℓ)⊠V(n−ℓ,1ℓ−1) has an Hn(u)-submodule isomorphic to V(n−ℓ,1ℓ) (inflated
along ev0). In particular u1 is identically zero on this submodule.
The proof is a standard result for the degenerate affine Hecke algebra.
Lemma 6.18. Let M = ∆t,c(V ) be an Ht,c-module which has a Hn(u)-submodule N on which u1
acts identically as zero. Then for 1 ≤ i ≤ n the yi act as zero on N .
Proof. Recall u1 = x1y1. Since ∆t,c(V ) is free as a C[x1, . . . , xn]-module, x1 has no torsion so in
particular y1 is zero on N . As N is Sn-invariant and yi = (1, 2, . . . , i)y1(i, . . . , 2, 1), all the yi must
act as zero. 
As a consequence we get that ∆(n− ℓ+ 1, 1ℓ−1) has a Sn-submodule isomorphic to V(n−ℓ,1ℓ) on
which all yi vanish. Thus Frobenius Reciprocity gives us a nonzero Ht,c homomorphism
∆(n− ℓ, 1ℓ)
φℓ−→ ∆(n− ℓ+ 1, 1ℓ−1).
This yields an alternate proof of Proposition 6.12.
More concretely, we can normalize the basis {vT | T ∈ SYT(µℓ)} of V(n−ℓ+1,1ℓ−1) so that we
fix vT for T = T2<3<···<ℓ+1 and take the other basis vectors to be σωvT =: vω·T for id ≤ ω ≤
[1, n − ℓ + 1, . . . , n − 1, n, 2, 3, . . . , n − ℓ] in weak Bruhat order. (Recall as the σi satisfy the braid
relations, σω makes sense.) Then φℓ is determined by
vT 7→ σℓ · · · σ2σ1DvT2<3<···<ℓ
where all tableau on the left of 7→ have shape (n − ℓ, 1ℓ) but all tableau on the right have shape
(n− ℓ+ 1, 1ℓ−1) More generally (noting iℓ−1 ≥ ℓ) we have
vTi1<i2<···<iℓ 7→ σiℓ−1 · · · σ2σ1DvTi1<i2<···<iℓ−1 .
In particular when iℓ = n we get
vTi1<i2<···<n 7→ (σn−1 · · · σ2σ1τ)
mvTi1<i2<···<iℓ−1 .
Recall (sn−1 · · · s2s1τ)
m = tmen . One can easily check the above vectors’ u-weights are preserved
by φℓ. It is only slightly more work to check with the above assignment that φℓ intertwines the σi
acting on the vT , T ∈ SYT(n− ℓ, 1
ℓ).
6.5. Weight basis of simples. We continue assuming c = m/n with m and n coprime. In
this section, we generalize Proposition 4.19 and we describe weights belonging to the maximal
proper submodule of every standard module ∆c(µ). Thanks to Corollary 6.9, this question is only
interesting when µ = µℓ is a hook partition. Moreover, since ∆c(µn−1) is simple, we may and will
assume throughout this section that 0 ≤ ℓ < n− 1.
Lemma 6.19. Let (a, T ) ∈ Zn≥0 × SYT(µℓ). Then, there exists (b, T
′) ∈ Zn≥0 × SYT(µℓ+1) such
that w(a, T ) = w(b, T ′) if and only if either
• ag−1a (n) −m > ag−1a (iℓ) or
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• ag−1a (n) −m = ag−1a (iℓ) and g
−1
a (n) > g
−1
a (iℓ)
where iℓ is the number labeling the box with smallest content of µℓ on the tableau T . Moreover, if
this is the case, then (b, T ′) is uniquely determined.
Proof. Following the notation of Section 6.3, let us denote T = Ti1<···<iℓ . We will, first, see that
there is a unique b ∈ Zn (possibly with negative entries) and T ′ a tableau on µℓ+1 (possibly
non-standard) such that w(a, T ) = w(b, T ′). Indeed, if such pair (b, T ′) exists we must have
n(ai − bi) = m(ctT (ga(i))− ctT ′(gb(i)))
for every i = 1, . . . , n. Since m and n are coprime and µℓ, µℓ+1 are adjacent hooks, we must have
that either
(i) ai = bi and Tga(i) = T
′
gb(i)
(meaning that this box is in µℓ ∩ µℓ+1) or
(ii) ai− bi = m, Tga(i) is the box of highest content in µℓ, and T
′
gb(i)
is the box of lowest content
in µℓ+1.
Let k ∈ {1, . . . , n} be such that Tk is the box of highest content of µℓ. From (i) and (ii), the
vector b is uniquely specified: bi = ai if i 6= g
−1
a (k), and bg−1a (k) = ag−1a (k) − m. Moreover, the
tableau T ′ is also uniquely specified: T ′gb(i) = Tga(i) if i 6= g
−1
a (k), and T
′
gb(g
−1
a (k))
is the box with
lowest content in µℓ+1. Our job now is to check that all coordinates of b are non-negative and T
′
is standard if and only if the conditions of the lemma are satisfied. Clearly, b is non-negative if
and only if ag−1a (k) ≥ m, so we will focus on the condition that T
′ is standard.
Let us first verify that T ′ is standard on µℓ ∩ µℓ+1. Indeed, consider two consecutive boxes in
µℓ ∩ µℓ+1 and let j1 < j2 be their labels under T . Note that j1, j2 6= k. By definition of ga and b
we have
bg−1a (j1) = ag−1a (j1) ≤ ag−1a (j2) = bg−1a (j2)
and, if we have an equality, g−1a (j1) < g
−1
a (j2). From the definition of gb it follows that gbg
−1
a (j1) <
gbg
−1
a (j2), as wanted.
So T ′ is standard if and only if gbg
−1
a (iℓ) < gbg
−1
a (k). If iℓ = n, we have bg−1a (iℓ) = ag−1a (n) >
ag−1a (k)−m = bg−1a (k) and therefore gbg
−1
a (iℓ) > gbg
−1
a (k). Thus, we must have k = n and iℓ < n. It
follows now that the tableau T ′ is standard if and only if either bg−1a (n) > bg−1a (iℓ) or bg−1a (n) = bg−1a (iℓ)
and g−1a (n) > g
−1
a (iℓ), which translates precisely into the conditions of the statement of the lemma.
Finally, note that ag−1a (n) −m ≥ ag−1a (iℓ) automatically implies ag−1a (n) −m ≥ 0. We are done. 
Remark 6.20. Note that for ℓ = 0 there is a unique tableau T on µ0 and iℓ = 1. In this case,
ag−1a (1) = min a and ag−1a (n) = max a, so we recover the conditions defining the set S in Section 4.6.
Corollary 6.21. Let (a, T ) ∈ Zn≥0 × SYT(µℓ). Then, v(a, T ) ∈ Iℓ if and only if there exists
(b, T ′) ∈ Zn≥0 × SYT(µℓ+1) such that w(a, T ) = w(b, T
′).
Proof. Since Iℓ = φℓ+1(∆c(µℓ+1)), the necessity is clear. For sufficiency, assume that such (b, T
′)
exists. It is enough to see that v(b, T ′) 6∈ Iℓ+1 and to see this we can check that there does not exist
(d, T ′′) ∈ Zn≥0 × SYT(µℓ+2) such that w(b, T
′) = w(d, T ′′). So we have to check that (b, T ′) does
not satisfy the conditions of Lemma 6.19. Let iℓ+1 := gbg
−1
a (n), and note that T
′
iℓ+1
is precisely
the box with lowest content in µℓ+1. Now,
bg−1
b
(n) −m = ag−1
b
(n) −m ≤ ag−1a (n) −m = bg−1a (n) = bg−1b (iℓ+1)
If the inequality is strict, we are done. Else, we need to show that g−1b (n) < g
−1
b (iℓ+1) = g
−1
a (n).
But in this case we have ag−1
b
(n) = ag−1a (n) and the result now follows by the definition of ga. 
Corollary 6.22. Assume 0 ≤ ℓ < n − 1 and let (a, T ) ∈ Zn≥0 × SYT(µℓ). Let us denote by iℓ the
label of the box with smallest content of µℓ under T . Then, v(a, T ) ∈ Iℓ
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Figure 2. An ideal on C = {x4 = y3} generated by x3y2 and x5y.
Note that y · x3y2 = x7.
• ag−1a (n) −m > ag−1a (iℓ) or
• ag−1a (n) −m = ag−1a (iℓ) and g
−1
a (n) > g
−1
a (iℓ)
It follows that Lc(µℓ) = ∆c(µℓ)/Iℓ has a weight basis indexed by pairs (a, T ) ∈ Z≥0 × SYT(µℓ)
such that
◦ ag−1a (n) −m < ag−1a (iℓ) or
◦ ag−1a (n) −m = ag−1a (iℓ) and g
−1
a (n) < g
−1
a (iℓ).
Remark 6.23. Note that, if 0 < ℓ < n − 1, then Lc(µℓ) ∼= Iℓ−1. Thus, there is a weight-
preserving bijection between pairs (a, T ) ∈ Zn≥0 × SYT(µℓ−1) satisfying the condition marked with
• in Corollary 6.22 and those pairs (b, T ′) ∈ Zn≥0 × SYT(µℓ) satisfying the conditions market with
◦. This bijection is described in the proof of Lemma 6.19.
7. Singular curves
For coprime m,n > 1 we consider the plane curve singularity C = {xm = yn} at the origin. It
has an action of C∗ given by (x, y) 7→ (snx, smy). This action extends to the ring of functions on
C which is isomorphic to OC = C[[x, y]]/(x
m − yn). A homogeneous basis in OC can be described
as follows:
(25) OC = C[[x]]〈1, . . . , y
n−1〉
This presentation shows that OC is a free module over C[[x]] of rank n, and the multiplication by
y is given by the matrix
(26) Y =

0 0 · · · 0 xm
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
... 0
0 0 · · · 1 0
 .
7.1. Hilbert schemes on singular curves. By definition, the Hilbert scheme of k points on C
is the moduli space of codimension k ideals
Hilbk(C) = {I ⊂ OC : I ideal,dimOC/I = k}.
The action of C∗ on C extends to the action on Hilbk(C) for all k. The fixed points of this action are
monomial ideals. In terms of the identification (25) such a monomial ideal is generated over C[[x]]
by monomials of the form 〈xc1 , yxc2 , . . . , yn−1xcn〉. Since it is invariant under the multiplication of
y (or the matrix Y above), we get a system of inequalities
(27) c1 ≥ c2 ≥ . . . ≥ cn ≥ c1 −m.
Note that dimOC/I =
∑
ci. In the notations of [24], such ideals can be represented by staircases
of height n and width at most m.
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Lemma 7.1. Suppose that I ⊂ OC is spanned over C[[x]] by y
α1xc1 , . . . , yαnxcn where {α1, . . . , αn} =
{0, . . . , n− 1}. Then the following holds:
(a) If max(ci)−min(ci) > m then I is not an ideal in OC for any choice of αi
(b) If max(ci)−min(ci) ≤ m then there exists a unique ideal I of this form.
Proof. Assume that I = C[[x]]〈yα1xc1 , . . . yαnxcn〉 is an ideal in OC . Let g˜ = g˜c ∈ Sn be the
shortest permutation in Sn which sorts ci in non-increasing order: g˜cc is non-increasing, so cg˜−1(1) ≥
cg˜−1(2) ≥ . . . ≥ cg˜−1(n). Then by (27) we have αg˜−1(i) = i − 1 and αi = g˜(i) − 1. Observe that
cg˜−1(1) = max(ci) and cg˜−1(n) = min(ci). Therefore the condition cg˜−1(n) ≥ cg˜−1(1) −m in (27) is
equivalent to max(ci)−min(ci) ≤ m. 
Let I = C[[x]]〈xc1 , yxc2 , . . . , yn−1xcn〉 be a monomial ideal in OC where ci satisfy (27). We define
a composition λ˜ = (λ˜1, . . . , λ˜ℓ),
∑ ‹λi = n by looking at vertical runs of the staircase defined by ci:
c1 = . . . = c‹λ1 > c‹λ1+1 = . . . = c‹λ1+‹λ2 > . . . > cn−‹λℓ+1 = . . . = cn
We also define a composition λ as follows:
λ =
{
λ˜ if c1 − cn < m,
(λ˜1 + λ˜ℓ, λ˜2, . . . ,flλℓ−1) if c1 − cn = m.
Lemma 7.2. The operator Y acting on the space I/xI has Jordan blocks of sizes λi.
Proof. The space I/xI is spanned (over C) by 〈v1 = x
c1 , v2 = yx
c2 , . . . , vn = y
n−1xcn〉. Clearly, if
c1 = c2 then Y (v1) = v2, otherwise Y (v1) vanishes in I/xI . Similarly, we see chains of vectors
v1
Y
−→ . . .
Y
−→ v‹λ1 Y−→ 0, v‹λ1+1 Y−→ . . . Y−→ v‹λ1+‹λ2 Y−→ 0, . . . vn−‹λℓ+1 Y−→ . . . Y−→ vn.
Finally, Y (vn) = x
cn+m, so if cn+m > c1 then Y (vn) = 0, otherwise cn+m = c1 and Y (vn) = v1. 
7.2. Parabolic Hilbert schemes on singular curves. Observe that for any ideal I we have
dim I/xI = n. So we can define the parabolic Hilbert scheme as the moduli space of flags of ideals
PHilbk,n+k := {OC ⊃ Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk : Is ideal, dimOC/Is = s} .
Again, we would like to describe the fixed points of the C∗ action on this variety explicitly. These are
described by flags where all Is are monomial ideals. As above, for i = 1, . . . , n we can assume that
the one-dimensional space Ik+i−1/Ik+i is spanned by the monomial y
αixci where 0 ≤ αi ≤ n − 1.
In particular,
Ik = C[[x]]〈y
α1xc1 , . . . yαnxcn〉
so by Lemma 7.1 αi are uniquely determined by ci.
Furthermore, we can extend this construction to all integers i by defining Ii+n = xIi for all i ≥ k,
then αi+n = αi and ci+n = ci + 1 for all i ≥ 0.
Lemma 7.3. The vector c = (c1, . . . , cn) determines a fixed point in PHilbk,n+k if and only if
either of the two equivalent conditions hold:
(a) For all t > 0 one has
(28) maxt+n−1i=t ci −min
t+n−1
i=t ci ≤ m
(b) One has maxni=1 ci −min
n
i=1 ci ≤ m and whenever cj +m = ci then j < i.
Proof. By construction, for all t > 0 the subspace Ik−1+t is spanned over C[[x]] by the monomials
〈yαtxct, . . . , yαt+n−1xct+n−1〉, so by Lemma 7.1 it is an ideal if and only if (28) holds. This proves
(a).
Now let us prove that (a) and (b) are equivalent. Indeed, the left hand side of (28) is n-periodic,
so it is sufficient to consider t ≤ n. Assume that maxni=1 ci−min
n
i=1 ci ≤ m, then (28) does not hold
if and only if there exists i < t and j ≥ t such that ci = cj +m and ci+n = ci+1 = cj +m+1. 
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Figure 3. A flag of monomial ideals on C = {x4 = y3}:
I15 = 〈x
3y2, x5y〉, I16 = 〈x
4y2, x5y, x7〉, I17 = 〈x
4y2, x5y〉.
Here yα1xc1 = x3y2, yα2xc2 = x7, yα3xc3 = x5y.
Remark 7.4. The proof of Lemma 7.3 is very similar to the proof of Lemma 2.15. Indeed, this is
not a coincidence: let us parametrize the curve C by (x, y) = (zn, zm), then any monomial in x and
y corresponds to a monomial in z. A monomial ideal in OC then corresponds to an (m,n)-invariant
subset in Z≥0, and a flag of monomial ideals corresponds to a flag of (m,n)-invariant subsets.
By Proposition 2.13 such flag determines an m-stable affine permutation. We conclude that fixed
points on parabolic Hilbert scheme are in bijection with m-stable affine permutations ω such that
ωpm ∈ L
+
min(n).
We define the line bundles Li, 1 ≤ i ≤ n on the parabolic flag Hilbert scheme as follows. The
fiber of Li over the flag Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk is Ik+i−1/Ik+i. Then we have the following:
Lemma 7.5. There is a bijection between the eigenbasis va in L(triv) (defined in Corollary 4.22)
and the set of C∗ fixed points in PHilbk,n+k. Under this bijection, the weight of Li at a fixed point
corresponds to the eigenvalue nwn+1−i(a) +m(n− 1) of the operator nun+1−i +m(n− 1) on va.
Proof. Recall that by Corollary 4.22 the basis va in L(triv) is parametrized by sequences of non-
negative integers a = (a1, . . . , an) such that ai − aj ≤ m for every i, j, and if ai − aj = m then
j > i. The eigenvalues of ui are given by wi = ai− (ga(i)− 1)
m
n where ga is the permutation which
sorts a in non-decreasing order (here we substituted c = mn ).
On the other hand, the fixed points in PHilbk,n+k are determined by sequences of monomials
(yαixci) where maxni=1 ci − min
n
i=1 ci ≤ m and whenever cj + m = ci then j < i. Clearly, the
assignment ci = an+1−i is a bijection intertwining the restrictions on ai and on ci.
Finally, the line bundle Li has the equivariant weight mαi + nci.By Lemma 7.1 we have αi =
g˜c(i) − 1, where g˜c is the permutation which sorts ci in non-increasing order. Clearly, g˜c(i) =
n+ 1− ga(n+ 1− i), hence
mαi + nci = m(n+ 1− ga(n+ 1− i)− 1) + nan+1−i =
m(n− 1) +m(1− ga(n+ 1− i)) + nan+1−i = nwn+1−i +m(n− 1).

Example 7.6. For a = (0, . . . , 0) we get wi(a) = −(i − 1)
m
n while the corresponding fixed point
in PHilb0,n corresponds to the flag OC ⊇ yOC ⊇ · · · ⊇ y
n−1OC . The section of Li is given by
monomial yi−1 which has weight m(i− 1). Now
nwn+1−i(a) +m(n− 1) = −m(n+ 1− i− 1) +m(n− 1) = m(i− 1).
7.3. Geometric operators. There is a natural projection π : PHilbk,n+k → Hilbk which sends a
flag Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk to Ik. The fibers of this projection are just the classical Springer
fibers consisting of complete flags in Ik/xIk invariant under the action of Y . In particular, Lemma
7.2 immediately implies the following.
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Lemma 7.7. Given an ideal I = C[[x]]〈yα1xc1 , . . . yαnxcn〉 in Hilbk there are
( n
λ1,...,λℓ
)
fixed points
PHilbk,n+k projecting to I. There is a Springer action of Sn on these fixed points, in which they
span the induced representation from Sλ1 × · · · × Sλℓ to Sn.
Here λ is determined by ci as in Lemma 7.2, and ℓ is the length of λ.
In what follows we will need a more explicit description of this action in the fixed point basis.
For this, we can also give a more explicit geometric description. Let PHilb
(i)
k,n+k denote the moduli
space of flags of ideals
PHilb
(i)
k,n+k = {Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+i ⊃ Ik+i+2 ⊃ Ik+n = xIk} .
There is a natural projection πi : PHilbk,n+k → PHilb
(i)
k,n+k. Let Zi ⊂ PHilb
(i)
k,n+k denote the locus
where yIk+i ⊂ Ik+i+2. The key properties of πi are captured by the following lemma:
Lemma 7.8. (a) The map πi is an isomorphism outside Zi and a P
1-fibration over Zi.
(b) The preimage π−1i (Zi) is cut out by a section of the line bundle L
−1
i Li+1.
(c) A fixed point corresponding to va is not in π
−1
i (Zi) if and only if wn+1−i(a) = wn−i(a)− c.
(d) The tangent bundle to the fiber of πi over Zi is isomorphic to LiL
−1
i+1.
Proof. (a) The fiber of πi naturally corresponds to the space of y-invariant lines in two-dimensional
space Ik+i/Ik+i+2. Since y is nilpotent on Ik+i/Ik+i+2, it is either identically zero and every line is
y-invariant, or it is a Jordan block and has unique y-invariant line.
(b) A flag Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk is in π
−1
i (Zi) if and only if yIk+i ⊂ Ik+i+2. Since
yIk+i ⊂ Ik+i+1, we have a map sy : Li → Li+1 which is equivalent to a section of L
−1
i Li+1.
(c) A fixed point is not in π−1i (Zi) if and only if the weight of Li+1 differs from the weight of Li
by m. By Lemma 7.5 we get
nwn−i +m(n− 1) = nwn+1−i +m(n− 1) +m, wn−i = wn+1−i + c.
(d) Recall that the tangent space to P1 = P(V ) at ℓ is canonically isomorphic to Hom(ℓ, V/ℓ).
In our case ℓ ≃ Ik+i+1/Ik+i+2 = Li+1 and V/ℓ ≃ Ik+i/Ik+i+1 = Li. So the tangent bundle to the
fiber is isomorphic to Hom(Li+1,Li) ≃ LiL
−1
i+1. 
We can use the maps πi to define the Springer action of Sn on the homology of PHilbk,n+k. Let
γi : π
−1
i (Zi) →֒ PHilbk,n+k denote the natural inclusion map. By Lemma 7.8 we have well-defined
Gysin maps γ∗i : H∗(PHilbk,n+k) → H∗(π
−1
i (Zi)) and π
∗
i : H∗(Zi) → H∗(π
−1
i (Zi)). Consider the
composition
(29) Bi : H∗(PHilbk,n+k)
γ∗i−→ H∗(π
−1
i (Zi))
πi∗−−→ H∗(Zi)
π∗i−→ H∗(π
−1
i (Zi))
γi∗−−→ H∗(PHilbk,n+k).
By Lemma 7.5 we can identify the fixed point basis in the equivariant cohomology of PHilbk,n+k
with the basis va in the representation L(triv). In fact, it is more natural to identify it with the
renormalized basis v˜a.
Lemma 7.9. The action of Bi in the equivariant cohomology of PHilbk,n+k agrees with the action
of 1− sn−i on Lm/n, if we identify the fixed point basis in the former with v˜a.
Proof. We just need to compute the matrix elements of all the operators involved in the definition
of Bi. By Lemma 7.5 (b) the subvariety π
−1
i (Zi) is cut out by a section of L
−1
i Li+1 corresponding
to the map sy : Li → Li+1. This map has weight m, and so the Gysin map γ
∗
i correspond to the
multiplication by c1(Li+1)− c1(Li)−m which at a fixed point corresponds to the multiplication by
(nwn−i − nwn+1−i −m). Note that by Lemma 7.5 (c) this annihilates the classes of all fixed points
outside π−1i (Zi).
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The map πi∗ just maps the class of the fixed point in PHilbk,n+k to the class of the corresponding
class in PHilb
(i)
k,n+k. The map π
∗
i , however, amounts to dividing by the cotangent weight of the
fiber computed in Lemma 7.8 (d).
By combining these factors, it is now easy to compare the matrix elements of Bi with the ones
in Proposition 4.15 and observing that for c = m/n one gets:
(1− si)v˜a =
nwi − nwi+1 −m
nwi − nwi+1
(v˜a − v˜si·a)

We also have a geometric analogue of the shift operator τ . Given a flag Ik ⊃ Ik+1 ⊃ · · · ⊃
Ik+n = xIk, we can consider the flag Ik+1 ⊃ · · · ⊃ Ik+n = xIk ⊃ Ik+n+1 = xIk+1. This defines a
map T : PHilbk,n+k → PHilbk+1,n+k+1.
Definition 7.10. We define Wk,n+k ⊂ PHilbk,n+k as the set of flags Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk
such that Ik+n−1 ⊂ xOC .
It is easy to see that Wk,n+k is a closed subvariety in PHilbk,n+k.
Lemma 7.11. The map T : PHilbk,n+k → PHilbk+1,n+k+1 is injective and its image coincides with
Wk+1,n+k+1. In particular, PHilbk,n+k and Wk+1,n+k+1 are isomorphic.
Proof. The image of T is contained in Wk+1,n+k+1 by construction. Given a flag Ik+1 ⊃ Ik+2 ⊃
· · · ⊃ Ik+n+1 = xIk+1 inWk+1,n+k+1, we have Ik+n ⊂ xOc, so we can define an ideal Ik := x
−1Ik+n.
Since Ik+n ⊃ xIk+1, we have Ik ⊃ Ik+1. Therefore Ik ⊃ Ik+1 ⊃ · · · ⊃ Ik+n = xIk is a well defined
point in PHilbk,n+k. 
Recall that the Ln has fibers Ik+n−1/Ik+n = Ik+n−1/xIn. The inclusion Ik+n−1 →֒ OC induces
a map i : Ln → OC/xOC .
Lemma 7.12. Define the covector η : OC/xOC → C by the equation η(y
n−1) = 1, η(yk) = 0 for
0 ≤ k < n− 1. Then Wk,n+k is the zero locus of the composition
(30) s : Ln
i
−→ OC/xOC
η
−→ C
or, equivalently, the zero locus of the section s : C→ L−1n .
Proof. Recall that Wk,n+k is cut out by condition Ik+n−1 ⊂ xOC which is equivalent to vanishing
of i(Ln). Since i(Ln) is a y-invariant subspace of OC/xOC of dimension at most 1, either i(Ln) = 0
or i(Ln) = 〈y
n−1〉. Therefore i(Ln) = 0 if and only if η(i(Ln)) = 0. 
Note that PHilbk,n+k is in general very singular and has several irreducible components. The
section s might vanish on some of these components identically. Still, by Lemma 7.12 we can define
Gysin map[9]
j∗ : H∗(PHilbk,n+k)→ H∗−2(Wk,n+k).
We define Λ as the composition
Λ : H∗(PHilbk+1,n+k+1)
j∗
−→ H∗−2(Wk+1,n+k+1)
≃
−→ H∗−2(PHilbk,n+k).
Lemma 7.13. We have T∗ ◦ Λ(−) = c1(Ln) ∩ (−).
Proof. Indeed, if j :Wk+1,n+k+1 →֒ PHilbk,n+k is the inclusion, then
T∗ ◦ Λ(−) = j∗j
∗(−) = c1(Ln) ∩ (−)
by Lemma 7.12. 
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Theorem 7.14. (a) The total localized equivariant homology
U =
∞⊕
k=0
HC
∗
∗ (PHilbk,n+k)
has an action of the rational Cherednik algebra Hn,m. The action of Sn is the Springer action
described above, un+1−i +m(n − 1) correspond to capping with c1(Li) and the operators T and Λ
on U correspond to the action of τ and λ.
(b) The representation U is irreducible and isomorphic to Ln,m(triv). Under this isomorphism,
fixed points of C∗ action correspond to the eigenbasis v˜a.
Proof. Let si, ui, τ and λ be the generators of H1,c where c = m/n. Recall that Hn,m is isomorphic
to H1,c, under this isomorphism the generators si, ui, τ and λ of Hn,m are mapped to si, nui, τ and
nλ.
By localization theorem [3, 12] U is spanned by classes of fixed points. By Lemma 7.5 these are
in bijection with the basis va (or, equivalently, v˜a) in Lm/n. Thus defines an isomorphism between
U and Lm/n as vector spaces.
Next, we prove that the geometrically defined actions of ui, si, T and Λ agree with the corre-
sponding actions on Lm/n. This is done by explicitly comparing their matrix elements. For ui this
follows from Lemma 7.5. For si this follows from Lemma 7.9. For T and τ it is easy to see from
equation (22).
The action of Λ is uniquely determined by Lemma 7.13. More precisely, the map η in Lemma
7.12 has equivariant weight −m(n−1) (since the weight of yn−1 equals m(n−1)), while by Lemma
7.5 Ln has weight nw1+m(n− 1). Therefore section s in Lemma 7.12 has weight nw1. By Lemma
7.13 we conclude that T∗ ◦ Λ = nu1 = u1.
Finally, the operators ui, si, T and Λ satisfy the relations in Hn,m since their counterparts on
Ln,m(triv) do. Therefore there is indeed an action of Hn,m on U and it is an irreducible represen-
tation. 
Remark 7.15. In principle, one can check all the relations between the geometric operators directly
(similarly to the computations in [4]), but this proof seems to be more transparent.
7.4. Parabolic Hilbert schemes as generalized affine Springer fibers. The goal of this
section is to show that
⊔
k PHilbk,n+k can be realized as a generalized affine Springer fiber. Thanks
to [11], a consequence of this is that PHilbk,n+k admits a paving by affine cells and therefore its
cohomology is equivariantly formal.
Let us set G := GLn, acting on the vector space N := C
n⊕ gln. We will denote K := C((ǫ)) and
O := C[[ǫ]]. We consider the groupsGO ⊆ GK of invertible O-linear (resp. K-linear) transformations
on On (resp. Kn).
We choose an O-basis {b1, . . . , bn} of O
n. We define bi for i ∈ Z by setting bi+n := ǫbi. The
standard flag is the flag of O-lattices in Kn
· · · ⊇ Ij−1 ⊇ Ij ⊇ Ij+1 ⊇ · · ·
where Ij is the O-span of {bj , bj+1, . . . , bj+n−1}. We denote by I ⊆ GK the standard Iwahori
subgroup, that is, the stabilizer of the standard flag. The quotient space F l := GK/I is known as
the affine flag variety. This is an ind-scheme parametrizing flags of O-lattices · · · ⊇ Jj−1 ⊇ Jj ⊇
Jj+1 ⊇ · · · in K
n subject to the condition Jj+n = ǫJj for every integer j ∈ Z.
The group GK acts on the module NK := K ⊗ N = K
n ⊕ gln(K) in a natural way, and the
subgroup GO ⊆ GK preserves the O-submodule NO := O⊗N ⊆ NK. Now we consider the element
Y ∈ gln(O) that in the basis {b1, . . . , bn} is represented by the matrix (26), with x replaced by ǫ,
and the element (b1, Y ) ∈ NO. We will consider the generalized affine Springer fiber, cf. [2, 10, 11]
Spr(b1, Y ) := {[g] ∈ F l | (gb1, gY g
−1) ∈ On ⊕ i} ⊆ F l
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where i is the Lie algebra of the Iwahori subgroup I. More concretely, i := {X ∈ gln(O) |
X|ǫ=0 is lower triangular}.
Proposition 7.16. We have an isomorphism
Spr(b1, Y ) ∼=
⊔
k
PHilbk,n+k
Proof. We use the presentation of OC at the beginning of this section as a free C[[x]]-module of
rank n. In this presentation, an ideal of OC corresponds to a C[[x]]-submodule I ⊆ C[[x]]
n closed
under the action of the matrix Y in (26). Similarly, an element of
⊔
k PHilbk,n+k corresponds to a
flag of C[[x]]-submodules C[[x]]n ⊇ I1 ⊇ · · · ⊇ In−1 ⊇ xI1 such that dimC[[x]]
n/I1 <∞, each ideal
Ij is stable under the action of Y and dim Ij/Ij+1 = 1.
Now, we identify [g] ∈ F l with the flag gI1 ⊇ · · · ⊇ gIn−1 ⊇ gIn = ǫgI1 where, as above,
I1 ⊇ I2 ⊇ · · · is the standard flag. Identifying x = ǫ, we see that to prove the proposition we have
to check that the following conditions are equivalent:
(1) gI1 ⊆ O
n and gIj is closed under the action of Y for every j ≥ 1.
(2) gb1 ∈ O
n and gY g−1 ∈ i.
Since gIj is the O-span of {gbj , . . . , gbj+n−1} and bj+n = ǫbj for every j, it is easy to see that
(1) ⇒ (2). Let us check that (2) ⇒ (1). First, we need to check that gb1, . . . , gbn ∈ O
n. We do this
by induction, the base of induction being one of the conditions in (2). Now, for i = 1, . . . , n − 1,
gbi+1 = gY bi = gY g
−1(gbi). By induction hypothesis gbi ∈ O
n and, by (2), gY g−1 ∈ i ⊆ gln(O).
So gI1 ⊆ O
n.
Now we need to show that gIj is closed under the action of Y for every j ≥ 1. It is clearly
enough to do this for j = 1, . . . , n − 1. The condition gY g−1 ∈ i is equivalent to Y gbi ∈
O -span{gbi, . . . , gbi+n−1} for every i = 1, . . . , n. This clearly implies that gIj is closed under
Y . 
Remark 7.17. Proposition 7.16 is a special case of a flag version of the main result of [10], which
the authors kindly provided a preliminary version of.
Now we would like to verify that the generalized affine Springer fiber Spr(b1, Y ) satisfies the
conditions of [11, (3.2)]. Following that paper, let us denote by a := X∗(A) ⊗Z R, where A ⊆ G =
GLn is a maximal torus, that we identify with the set of diagonal invertible matrices. For each
weight ξ ∈ a∗, let us denote by Nξ ⊆ N the corresponding weight space. For a ∈ a and t ∈ R, we
denote
NK,a,t :=
∏
ξ∈a∗,m∈Z
〈ξ,a〉+m≥t
Nξǫ
m ⊆ NK.
Lemma 7.18. There exist a ∈ a and t ∈ R such that the stabilizer of a in GK is the Iwahori
subgroup GK,a = I, and NK,a,t = O
n ⊕ i.
Proof. Take any a = diag(a1, . . . , an) ∈ a with 0 < a1 < · · · < an < 1 and t = 0. It is straightfor-
ward to verify the result. 
Note that Lemma 7.18 tells us that Spr(b1, Y ) is one of the varieties considered in [11, Section
3]. In the notation of that paper, we have
Spr(b1, Y ) = Fa(t, (b1, Y ))
In [11, Section 3.2] it was proved that Fa(t, (b1, Y )) has affine paving provided that there exist b ∈ a
and s ∈ R such that the following conditions are satisfied:
• c ≥ t
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• (b1, Y ) ∈ NK,b,s
• The projection (b1, Y ) is G-good (in the sense of [11]), that is, that no nonzero G-unstable
covector in N∗ vanishes on the gln-orbit of (b1, Y )
To verify these conditions, we consider b = diag(c, 2c, . . . , nc) ∈ a, where c := m/n. Obviously
c > t = 0, and is easy to check that (b1, Y ) ∈ NK,b,c. For the last condition, we need to verify that
the element
(b1, Y ) =

1
0
0
...
0
 ,

0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
... 0
0 0 · · · 1 0
 ∈ N
is G-good. This is a consequence of the following result.
Proposition 7.19. Let X be a regular semisimple matrix and v a cyclic vector for X. Then
(v,X) ∈ N is G-good.
To prove Proposition 7.19, we first give a necessary condition for a vector in the adjoint repre-
sentation gln to be unstable.
Lemma 7.20. Assume B ∈ gln is G-unstable. Then, B is nilpotent.
Proof. By definition, cf. [11], B is unstable if and only if there exists a semisimple matrix y and
t1, . . . , tk > 0 such that B = B1 + · · · + Bk, with [y,Bk] = tkBk. Since the ti are strictly positive
and the filtration given by y is bounded above, the result follows. 
Returning to the setting of Proposition 7.19, we may assume that X is already in diagonal form.
So X = diag(xi) with xi 6= xj for i 6= j and v = (vi), the cyclicity condition is equivalent to vi 6= 0
for every i.
Lemma 7.21. Let (w,B) ∈ N be such that tr(B[ξ,X]) + w · ξv = 0 for every ξ ∈ gln. Then
(1) wi = 0 for every i = 1, . . . , n.
(2) bij = 0 for i 6= j.
Proof. The proof is straightforward, but let us give it for the sake of completion. We have [ξ,X] =
(ξij(xi − xj))ij and ξ.v = (
∑
j ξijaj)i. Thus,
tr(B[ξ,X]) + w · ξv =
n∑
i,j=1
bijξji(xj − xi) + ξijviwj = 0
for every matrix ξ ∈ gln. Taking the matrix ξ with ξii = 1 and all other coordinates 0 we see, using
vi 6= 0, that wi = 0. Now take i 6= j. Taking the matrix ξ with ξij 6= 0 and all other coordinates 0
we see, using xi − xj 6= 0, that bji = 0. The result follows. 
Proof of Proposition 7.19. Let (w,B) ∈ N∗ ∼= N be an unstable covector vanishing on gln(v,X),
where we use the trace form to identify N∗ ∼= N . Thanks to Lemma 7.21 (1) we have that w = 0. It
follows now from Lemma 7.20 that B is nilpotent. But Lemma 7.21 (2) implies that B is semisimple
as well. So B = 0, and it follows that (v,X) is G-good. 
From [11], we obtain the following result.
Corollary 7.22. The generalized affine Springer fiber Spr(b1, Y ) =
⊔
k PHilbk,n+k is paved by affine
spaces. Thus, its cohomology is equivariantly formal.
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Remark 7.23. Classical affine Springer fiber Spr(Y ) can be obtained by similar construction for
N = gln. Similarly to Proposition 7.16, it can be defined as the space of Y -invariant flags
gI1 ⊇ · · · ⊇ gIn−1 ⊇ gIn = ǫgI1
in Kn, but these flags are no longer required to be contained in On. It was proved in [21, 11] that
for the same matrix Y given by (26) the classical affine Springer fiber Spr(Y ) is paved by affine
spaces, and the combinatorics of this paving was studied e.g. in [21, 13].
The Springer action of Sn and the operator T in cohomology of Spr(Y ) were considered in
[33, 26, 27, 31]. They were shown to generate the extended affine symmetric group, in particular,
T is invertible. Indeed,
T [gI1 ⊇ · · · ⊇ gIn−1 ⊇ gIn = ǫgI1] = [gI2 ⊇ · · · ⊇ gIn−1 ⊇ ǫgI1 ⊇ gI2]
while
T−1 [gI1 ⊇ · · · ⊇ gIn−1 ⊇ gIn = ǫgI1] =
î
ǫ−1gIn−1 ⊇ gI1 ⊇ · · · ⊇ gIn−1
ó
Furthermore, Sn, T and line bundles Li were used in [26, 27] to construct the action of the trigono-
metric Cherednik algebra on the equivariant homology of the affine Springer fiber.
In our setting, the failure of T to be invertible gives rise to a new operator Λ and together they
generate the rational Cherednik algebra. This shows both the similarity and a subtle distinction
between the trigonometric and rational setup.
Remark 7.24. In [10] Garner and Kivinen identified the Hilbert scheme Hilb(C) =
⊔
k Hilb
k(C)
with a different generalized affine Springer fiber F0(t, (b1, Y )). They studied the action of the
spherical rational Cherednik algebra on the homology of Hilb(C) by comparing it to the quantized
Coulomb branch algebra [2, 18, 20]. It would be very interesting to extend their construction to
parabolic setup and compare with ours.
8. Limit m→∞
In this section, we will see that, in the limit m→∞, the action of the Dunkl-Opdam subalgebra
on ∆(triv) = C[x1, . . . , xn] is still diagonalizable, and we will provide an explicit basis of ∆(triv)
completely analogous to that of Theorem 4.14. Since Hc = H1,c ∼= H1/c,1, having c→∞ will yield
an action of the algebra H0,1.
8.1. The polynomial representation. Recall that, for generic c or for c having denominator
precisely n, the action of the Dunkl-Opdam subalgebra on the polynomial representation ∆c(triv)
is diagonalizable. This is, of course, not true for every c, as an easy calculation in the case n = 2,
c = 1 shows. However, we have the following result.
Proposition 8.1. For any c ∈ C, the action of the Dunkl-Opdam subalgebra on ∆c(triv) =
C[x1, . . . , xn] is diagonalizable up to degree ⌊|c(n − 1)|⌋. Moreover, up to this degree, the action of
the algebra Hc is given by the same operators as in Theorem 4.14.
Proof. Following the strategy of the proof of Theorem 4.8, we need to construct the eigenvectors
va for ||a|| ≤ ⌊|c(n − 1)|⌋. The only obstruction to constructing these eigenvectors is that the
intertwining operator σi may not be well-defined on the eigenspace Mw(a). But this is only the
case when w(a)i = w(a)i+1. Recall that w(a)i − w(a)i+1 = ai − ai+1 − (ga(i) − ga(i+ 1))c where ga
is the shortest permutation that sorts a. Since ga(i) − ga(i + 1) ∈ {±1, . . . ,±(n − 1)}, the result
follows. 
Thanks to the previous proposition, letting c → ∞ and appropriately rescaling, we get the
following “t = 0” analogue of Theorem 4.14.
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Theorem 8.2. The H0,c-module ∆0,c(triv) := H0,c⊗C[y1,...,yn]⋊Sn triv has a basis given by {va : a ∈
Zn≥0}, and the action of the algebra H0,c on ∆0,c(triv) is given by the following operators.
uiva = wiva
τva = vπ·a
λva = w1vπ−1·a
siva =

vsi·a +
1
ga(i+1)−ga(i)
va ai > ai+1
(ga(i)−ga(i+1)−1)(ga(i)−ga(i+1)+1)
(ga(i)−ga(i+1))2
vsi·a +
1
ga(i)−ga(i+1)
va ai < ai+1
va ai = ai+1
where wi := wi(a) = (1− ga(i))c and, as before, ga is the minimal-length permutation that sorts a.
Remark 8.3. As above, one can also define the renormalized basis v˜a such that
(1 + si)v˜a =
ga(i+ 1)− ga(i) − 1
ga(i+ 1)− ga(i)
v˜si·a +
ga(i+ 1)− ga(i) + 1
ga(i+ 1)− ga(i)
v˜a
Remark 8.4. We remark that, unlike the t = 1 case, the module ∆0,c(triv) is never irreducible.
Its unique irreducible graded quotient is L0,c(triv) = C[x1, . . . , xn]/(C[x1, . . . , xn]
Sn
+ ).
Note that the proof of Theorem 8.2 can be extended to any Verma module ∆0,c(µ) := H0,c⊗C[y]⋊Sn
Vµ. In particular, we get that ∆0,c(µ) has a basis given by v(a, T ), where a ∈ Z
n
≥0 and T ∈ SYT(µ).
The action of H0,c on ∆0,c(µ) is given by
uiv(a, T ) = wi(a, T )v(a, T )
τv(a, T ) = v(π · a, T )
λv(a, T ) = w1(a, T )v(π
−1 · a, T )
siv(a, T ) =

v(si · a, T )−A2v(a, T ) ai > ai+1
A1v(si · a, T ) +A2v(a, T ) ai < ai+1
(ctT (ga(i+ 1))− ctT (ga(i)))v(a, T ) ai = ai+1 and sga(i)(T ) 6∈ SYT(µ)
v(a, sga(i)(T ))−A2v(a, T ) ai = ai+1 and sga(i)(T ) ∈ SYT(µ)
where wi(a, T ) = − ctT (ga(i))c,
A1 =
(ctT (ga(i))− ctT (ga(i+ 1))− 1)(ctT (ga(i))− ctT (ga(i+ 1)) + 1)
(ctT (ga(i))− ctT (ga(i+ 1)))2
and
A2 =
1
ctT (ga(i))− ctT (ga(i+ 1))
.
8.2. Hilbert scheme of the non-reduced line. On the geometric side, the curves {xm = yn}
have a natural limit at m → ∞, namely, the non-reduced line {yn = 0}. The ring of functions on
C = {yn = 0} has a basis xiyj for i ≥ 0, n − 1 ≥ j ≥ 0, as above.
The Hilbert scheme of points on {yn = 0} is the moduli space of ideals in the local ring
OC,0 = C[[x, y]]/y
n = C[[x]]〈1, . . . , yn−1〉.
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The multiplication by y is given by the matrix similar to (26):
Y =

0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
... 0
0 0 · · · 1 0
 .
We consider the C∗ action on C and on such that y has weight 1 and x has weight 0. It naturally
extends to the action on the Hilbert scheme Hilbn(C, 0).
Lemma 8.5. The fixed points of this action are isolated and correspond to monomial ideals.
Proof. An ideal I in OC is fixed under this C
∗ action if and only it it is generated by functions
yαipi(x) which are homogeneous in y but not necessary in x. On the other hand, in the ring of
formal power series pi(x) is proportional to x
ci up to a unit, and hence I is the monomial ideal
generated by yαixci . 
Remark 8.6. It is important for the above proof that we work with the punctual Hilbert scheme
of ideals supported at the origin, rather than with the full Hilbert scheme.
Remark 8.7. Unlike the curve {xm = yn}, the curve C has an action of another C∗ such that y
has weight 0 and x has weight 1. The weight of this action on a monomial ideal I generated by
yαixci equals
∑
ci = dimOC/I = k.
Similarly, one can define the parabolic Hilbert scheme PHilbk,n+k as the space of flags of ideals
Ik ⊃ Ik+1 ⊃ · · · ⊃ xIk = Ik+n in OC . The fixed points in PHilbk,n+k are determined by sequences
of monomials (yαixci) with no restrictions on ci. As in Lemma 7.5, we have αi = g˜c(i) − 1,
where g˜c is the permutation which sorts ci in non-increasing order. We can write ci = an+1−i and
g˜c(i) = n+ 1− ga(n+ 1− i).
The construction of geometric operators corresponding to ui, si, τ and λ extends verbatim to this
case, however, one needs to be careful with the equivariant weights. Now Li has the weight of the
monomial (yαixci), that is
c1(Li) = αi = g˜c(i) − 1 = n− ga(n+ 1− i) = (n − 1) + wn+1−i.
The operators T and Λ can be defined as in Section 7.3, and their matrix elements can be computed
similarly. Observe that OC/xOC still has a unique Y -invariant one dimensional subspace generated
by yn−1 which has weight (n− 1). The computation in Theorem 7.14 then implies T ◦Λ = u1. We
conclude with the following:
Theorem 8.8. Consider the non-reduced curve C = {yn = 0} with the C∗ action (x, y) 7→ (x, sy).
Then the C∗ equvariant cohomology
U∞ =
∞⊕
k=0
HC
∗
∗ (PHilbk,n+k(C))
has an action of the rational Cherednik algebra H0,1 defined by the same operators in Theorem 7.14.
This representation is isomorphic to the polynomial representation of H0,1.
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