Molecular investigations of evolutionary history are being used to study subjects as diverse as the epidemiology of acquired immune deficiency syndrome and the origin of life. These studies depend on accurate estimates of phylogeny. The performance of methods of phylogenetic analysis can be assessed by numerical simulation studies and by the experimental evolution of organisms in controlled laboratory situations. Both kinds of assessment indicate that existing methods are effective at estimating phylogenies over awide range of evolutionary conditions, especially if information about substitution bias is used to provide differential weightings for character transformations.
of the lineages is known (or, ideally, controlled by the investigator), but the organisms evolve under real biological constraints rather than idealized model conditions. Known phylogenies may involve laboratory or cultivated strains whose history has been recorded (5) or lineages that have been manipulated under controlled experimental conditions for the purpose of generating testable phylogenies (6, 7).
The numerical simulation and experimental phylogeny approaches are largely complementary, and both kinds of studies are necessary to evaluate methods of phylogenetic analysis effectively. Simulations can be used to explore virtually any conceivable phylogeny, and phylogenies can be replicated with speed and ease. The primary limitation of numerical simulations is that they always include gross simplifications of biological processes-. For -instance, most simulations assume that nucleotide positions evolve independently of one another, even though several causes of non-independence have been identified (8) . Many simulations also assume simple one-or two-parameter substitution models; for instance, all possible substitutions may be assumed to be equally probable (a one-parameter model), or separate probabilities of substitution may be assigned to transitions and transversions (a two-parameter model). However, real substitution biases are known to be much more complex (9) . Although these complexities can be added to simulation studies, there is rarely sufficient knowledge to estimate the extent of the influence of factors such as non-independence among nucleotide positions or variance of rates of evolution across nucleotide positions. Therefore, results from simulation studies need to be compared to results from studies of real biological organisms to determine the effects of the simplifying assumptions. If results from simulations can be replicated with experimental systems, then greater faith can be placed in the simulation results. However, if departures from the simulation results are discovered, then the processes that are responsible for the differences can be identified and the simulations can be improved. The simulations are likely to suggest conditions that are of interest in the experimental phylogenies, and the experimental phylogenies can provide a test of the simulation results. Thus, a combination of the two approaches is the most effective way to evaluate the performance of methods of phylogenetic analysis (10).
Simple Evolutionary Models
Most simulated phylogenies assume a simple one-or two-parameter model of evolution and then test the ability of various methods to reconstruct the evolutionary history of lineages generated under the assumed model (11, 12) . Several methods are known to be consistent (at least for simple tree topologies) for data generated under such models, which means that they converge on the correct answer, given infinite data. In general, most of the commonly used methods are consistent if corrections are made for superimposed changes (such as multiple substitutions at a single nucleotide site) in accord with the model of evolution used (13). For instance, most pairwise distance methods (except the UPGMA method) are consistent under the Jukes-Cantor one-parameter model of evolution if JukesCantor distances are used to infer the phylogeny (12, 14) . Character-based methods such as parsimony can also be made consistent by using a Hadamard transformation to correct the data (13). However, the fact that a method is consistent indicates only that it will converge on the correct answer when given unlimited data, so it is necessary to do power analyses in order to compare the performance of competing methods, given finite data sets.
A common objection made to simulation studies is that it is easy to bias the results in favor of almost any method by choosing conditions to sirnulate that are most favorable to that method (15). Such biases can be avoided only by exhaustively exploring the potential parameters, of any given problem. As an example, consider one of the most commonly simulated cases: a simple four-taxon unrooted tree, in which the five lineages (four peripheral branches and a central branch) are evolving at two different rates (Fig. 1) . Felsenstein (16) used a tree of this type to demonstrate that some methods of phylogenetic reconstruc-tion are inconsistent when two of the opposing peripheral branches are evolving much more rapidly than are the remaining three branches. Given a model of evolution (for example, the Kimura two-parameter model, which allows for independent substitution rates for transitions and transversions) (17), and given two rates of evolution (one rate for two of the opposing branches and a second rate for the remaining three branches), the universe of possible trees can be examined in a two-dimensional graph (Fig. 1) . Instantaneous substitution rates can be varied from zero to infinity along each of the axes, and sequences can be generated in accord with the model of evolution. A power analysis is conducted by generating sequences of given finite length and then inferring the trees from the sequences by the use of competing methods. (Fig. 2) . Such weighting is not equivalent to transforming the data to account for superimposed changes, so weighted parsimony is not consistent across the entire graph space (12). However, the power analysis shown in Fig. 1 indicates that weighting of characters has a much greater effect on performance than does correction for superimposed changes, especially at high rates of change. Although the weighted-parsimony method is more likely to be misleading at extreme differences in the two rates (that is, in the upper left comer of the graph space), it is more likely to find the correct tree at high rates of change (Fig. 1) Figs. 1 and 2 show that appropriate corrections for superimposed changes can increase the performance of methods when the rates of evolution are highly variable but that differential weighting of character states is more effective in increasing performance at high rates of evolution.
Although simple trees and simulations of simple evolutionary models can provide insights into the performance of different methods, the generality of the conclusions is not always obvious. Real evolving nucleotide sequences differ from these simple simulations in many important ways, the most obvious of which are that substitution biases are unlikely to fit a simple one-or two-parameter model very closely and that the phylogenies that are of interest are rarely as simple or as uniform as the fourtaxon case. Therefore, it is necessary to increase the complexity of the evolutionary models and to model particular phylogenies that are of interest.
Modeling Complex Phylogenies: HIV and the Florida Dental Case
Consider the recently reported case of the Florida dentist suspected of transmitting human immunodeficiency virus (HIV) to some of his patients (4). After a probable case of HIV transmission from dentist to (4, 23) . In the original study, a single evolutionary lineage was identified that contained only viruses from the dentist and five patients he purportedly infected (the sixth infected patient was discovered later); this lineage has been termed the dental clade (Fig. 3) . The inferred phylogeny. was consistent with the independent epidemiologic data: The dental clade contained all of the patients without any other identified risk factors for HIV and excluded all of the patients with other confirmed risk factors. However, the study reporting these results has been criticized because of questions concerning the reliability of the inferred dental clade (24), so it is of interest to assess the probability of correctly inferring this phylogeny. Even a cursory examination of HIV evolution shows an important departure from the assumptions of the Kimura model of evolution (25) ( Table 1 ). For instance, although A to G nucleotide transitions are the most common type of change observed in HIV sequences, A to C transversions are more common than C to T transitions and all of these types of change are several times more common than C to G transversions. Moreover, the substitution matrix is highly asymmetric (Table 1) . Therefore, to evaluate the ability of various methods to infer HIV phylogenies, we need to take the relative frequencies of all 12 types of nucleotide change into account.
We can take the estimated phylogeny of the HIV viruses (Fig. 3) and the observed substitution matrix (Table 1) as our model and simulate the phylogeny at varying rates of overall change (26). Figure 4 shows the percentage of branches in the simulated trees that are inferred correctly by several common methods of analysis (27), as well as the probability of resolving the dental clade, as the overall amount of change is varied from one-fifth to 20 times the amount observed in the original study. At every method except UPGMA, and the dental clade was resolved 100% of the time with every method except UPGMA. The positive effects of character weighting are not seen unless the overall rate of change is much greater than was originally observed (Fig. 4) , which indicates that the uniform weighting used in the original study was justified. The 100% recovery of the dental clade in the simulations provides significant support for a phylogeny that is consistent with the dental transmission hypothesis.
Part of the reason that the dental clade is so easy to infer is that the HIV sequences were obtained within 2 to 3 years after the transmission from dentist to patients (28). If the time lag had been greater, it is likely that the probability of successfully recovering the dental clade would have been lower. This effect is shown in Fig. 5 , in which the terminal lineages of the model phylogeny were extended by simulation for up to 20 additional years. Six years after transmission, the probability of recovering the dental clade drops below 95% for all the methods. Thus, despite the high confidence that can be placed in the veracity of the dental clade (P > 99% for every method except UPGMA), the relevant part of the phylogeny could not have been recovered with high confidence by use of these sequences if the problem had not been detected soon after transmission.
In general, the clustering methods based on Kimura distances (UPGMA and neighbor joining) perform more poorly than the parsimony methods, especially with higher levels of divergence. At the maximum level of divergence simulated (about 20 times the observed level), all of the parsimony methods (as well as UPGMA) recovered the dental clade 100% of the time, whereas neighbor joining found this clade only 79% of the time (Fig. 4) . Overall, neighbor joining recovered 72.6% of the clades and UPGMA recovered 71.1% at the high level of divergence, compared with 83.4 to 89.4% clade recovery for the various parsimony methods. At the lowest level of divergence simulated (one-fifth of that observed), neighbor joining did about as well as the parsimony methods but UPGMA did considerably worse (Fig. 4) . In the simulated extension of the terminal lineages (Fig.  5) , the performance of UPGMA (and to a lesser extent neighbor joining) fell off more quickly than that of any of the parsimony methods. This decrease in performance is likely to be at least partly the result of departures by HIV from the Kimura model of evolution in the case of neighbor joining, and by the sensitivity of the method to departures from equal rates of change in the case of UPGMA.
These simulations of the Florida dentist case still do not take all of the complexities of HIV evolution into account. For instance, the simulations do not model the changes in HIV that result from the duration of infection (29), pressure from the host's immune system (30), stage of the disease (31), or therapy (32), any one of which could result in parallel evolution across lineages and thereby reduce the probability of correct estimation of phylogeny. There also are likely to be interactions among sites in the HIV genome that reduce their evolutionary independence. Rates of change also vary considerably across sites in the HIV genome, although the parsimony methods appear to be effective across a wide spectrum of rates of change (Fig. 4) . However, it is unlikely that any simulation will ever be complex enough to incorporate all the details of the evolutionary process. Even if such knowledge were readily available, a simulation that incorporated all the relevant details would have to be as complex as a real organism. Therefore, one option is to build phylogenies through controlled laboratory evolution of actual organisms.
Experimental Phylogenies with Real Organisms
The observed evolution of HIV sequences over the course of just a few years (Fig. 3) suggests that controlled phylogenies of viruses could be generated in the laboratory and used to test methods of phylogenetic analysis. Indeed, such phylogenies have been produced (6). In experimental phylogenies, the shape of the phylogeny (order of branching events and time between branching events) and some details such as population size and mutagenic environment are controlled by the investigator, but the evolutionary changes incorporated depend on the constraints imposed by the experimental organisms. Experimental phylogenies can provide a reality check on simulation studies and provide a test of the fallibility of analysis methods. ARTICLE from parsimony. In the original study, the phylogeny of these lineages was inferred from restriction site maps of the entire viral genome, and all methods tested were successful at recovering the known phylogeny (6). The methods differed significantly in their ability to recover the branch lengths of the phylogeny (7), and the study also indicated a high degree of success in the reconstruction of ancestral restriction maps (>98% accuracy). However, the study did not discriminate among methods on the basis of their ability to find the correct order of branching events, because all methods found the correct tree.
We have now investigated this phylogeny, using two additional data sets: restriction fragments and DNA sequences (33). Some authors recommend using the presence or absence of restriction fragments (rather than the presence or absence of restriction sites) to infer phylogenies, because it is much easier to collect restriction fragment data than restriction site data (34). However, restriction fragments do not evolve independently (a single site gain results in the loss of one fragment and the gain of two others), and deletions can affect the fragments produced by many restriction enzymes simultaneously. Because of these problems, many authors argue that restriction site data should be preferred to restriction fragment data (35). This position is supported by the experimental T7 phylogeny, because all methods estimated an incorrect phylogeny when using high-resolution restriction fragments, but they estimated the correct phylogeny when using restriction sites. This difference in the performance of analyses based on the two types of data has not been apparent in simulation studies, possibly because simulation studies rarely include deletions in their models of evolutionary change.
The sequence data consist of 1091 base pairs across four genes of T7 (36). There are only 63 variable sites across the sequences, or about one-third as many variable characters as are present in the restriction site data (6). Competing methods do not perform as well with the sequence data as they do with the restriction site data. With the sequence data, only parsimony and weighted parsimony estimate the correct tree, although a second tree (that differs by one branch) is equally parsimonious. Maximum likelihood (37), neighbor joining (38), the Fitch-Margoliash method (39), and UP-GMA (40) each estimate a single, incorrect tree that differs from the correct tree by one branch rearrangement. The less accurate overall performance of all methods with the sequence data does not necessarily imply that sequences are less reliable than restriction sites for inferring phylogeny, because there are fewer variable sites in the sequence data set. However, if bootstrap samples equal in size to the sequence data set are selected from the complete restriction site data and compared to bootstrap samples of the sequence data, then the restriction site data do appear to be somewhat more reliable for inferring phylogeny for most methods (maximum likelihood is the exception) (Fig. 7) . A possible explanation lies in the non-independent evolution of some nucleotides within genes ( Clearly, it will be necessary to construct additional experimental phylogenies that are based on other tree topologies and experimental conditions so that the generality of the results can be checked. In particular, predicted conditions of inconsistency need to be examined experimentally. Nonetheless, there is a high degree of correspondence between the results from simulations and the experimental phylogenies, although the experiments suggest additional complexities that need to be added to simulations. For instance, the comparison of restriction site data with restriction fragment data indicates the need to incorporate insertion-deletion events into simulations as well as methods of analysis, and the sequence analyses confirm the importance of accounting for non-independence among nucleotide sites. In general, however, the experimental phylogenies confirm the relatively high levels of performance of the various methods of phylogenetic analysis under realistic conditions.
Conclusions
Both simulation studies and experimental phylogenies indicate that many methods of phylogenetic analysis are powerful enough to reconstruct evolutionary histories with a high degree of accuracy, as long as the rates of change of the observed characters are appropriate for analysis. This emphasizes the importance of methods that evaluate whether rates of evolutionary change in target sequences are appropriate for phylogenetic analysis (41). Experimental phylogenies also indicate that many methods may be fairly robust to violations of the underlying assumptions, such as non-independence among nucleotide sites or deviations from simple models of evolution. It also is clear that differential weighting of character-state changes to reflect the observed frequency of the different types of transformations may substantially improve the performance of phylogenetic methods (especially 675 at high rates of change) and that methods that have a strict assumption of equal rates of change (for example, UPGMA) show poor overall performance.
Although most current methods of phylogenetic analysis perform quite well, there clearly is room for improvement. Further development of methods of accurately estimating the probability of changes among character states is needed in order to improve the incorporation of differential weighting in phylogenetic analyses (42). Such weighting methods could also be incorporated into methods of calculating pairwise distances, in order to improve the performance of distance methods. Maximum-likelihood methods are undergoing considerable development (43), and their performance is likely to improve markedly as the relevant evolutionary parameters are identified and incorporated into analyses. However, methods of phylogenetic analysis that identify an optimality criterion (so that altemative solutions can be compared and ranked) are limited by computational constraints. For just 50 taxa, there are approximately 3 x 1076 possible rooted bifurcating solutions, and for the estimated 30 million living species on Earth, there are approximately 10300,000,000 possible bifurcating phylogenies (44). Obviously, it is unrealistic to expect exact solutions to problems of this complexity. Although there has been considerable development of tree-searching algorithms in the past few decades (45), algorithms that take advantage of parallel processing need to be developed to achieve additional substantial improvement (46). Two decades ago, phylogenetic methods were rarely used except by systematists with a basic interest in the evolutionary history of life. Today, those methods are widely used in biomedical applications, in molecular investigations of genome organization and gene structure, in studies of the origin of' new alleles and laboratory strains, in comparative studies of ecology and behavior, in investigations of physiological processes, and in all fields in which biological comparisons are made among organisms. Phylogenetic analyses will play an increasingly important role as molecular biologists work in the coming decades to synthesize the comparative sequence information from the various genome projects. Studies of the accuracy of methods of phylogenetic analysis will be necessary to ensure that methods are developed and implemented that maximize our ability to reconstruct evolutionary history.
