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I. INTRODUCTION 
A. The Problem 
Educational and psychological measurement are typically 
concerned with inferring a person's standing on some latent 
variable from his responses to a set of items. With rare ex­
ceptions, the model on which such inferences are based is the 
classical test theory model (Gullikson, 1950; Lord and 
Novick, 1968). In this model the test score of a randomly 
selected person on a measurement h is conceived as an inde­
pendent realization of an observed-score random variable ^  
defined over some population of interest. This manifest or 
observed-score random variable is defined as the sum of two 
orthogonal latent variables, a true-score random variable 
^ expressing a person's relative standing on the latent 
variable measured, and an error-random variable , 
^h. = + =h. ™ 
Associated with the classical model are four familiar assump­
tions : The expected value of the error score over persons, 
the correlation between the true and error score on the same 
measurement, and the correlations between the error scores 
on the same and on distinct measurements are assumed to be 
zero. These assumptions, often referred to as axioms of 
classical test theory, and also the model as stated in Equa­
tion 1, follow from two even more basic assumptions (Novick, 
2 
1966): (a) For every measure of a person c on a test h 
there exists a constant true score (b) Every measure 
X, -• s conceived as a realization of an observed-score random 
—he 
variable with the expected value and the 
2 2 finite variance a (E^^) = . 
These assumptions are rather weak# and they allow only 
weak inferences unless additional assumptions are being made. 
Yet only recently, along with the development and investi­
gation of measurement models based on stronger assumptions, 
has the general validity of the classical test theory model 
been questioned. Several authors (Bock and Wood, 1971; 
Fischer, 1968, Lord and Novick, 1968; and Rasch, 1960, 
1966a, 1966b, among others) have pointed at several short­
comings of classical test theory. First, thé classical model 
does not account for the dimensionality of a measure. To 
investigate if a test measures more than one latent variable, 
procedures derived from additional concepts, such as test 
homogeneity and factor analysis must be used. It is, however, 
well known that test homogeneity and factor structure depend 
on the sample of persons selected. Second, the classical 
model does not offer a scale with a defined metric. The 
observed-score metric of a test is peculiar to the set of 
items and the sample of persons selected, a problem which 
generally cannot be overcome by lengthening the test (Lord, 
1953). To assume that observed scores follow, for example, 
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a normal distribution in order to define a scale generally 
proves to be unrealistic. Third, a particularly serious 
objection to the classical model is that the observed score, 
by assumption an unbiased estimate of the true score, de­
pends upon the difficulties of the items chosen; conversely, 
all item and test parameters depend upon the distribution 
of the attribute to be measured in the sample of persons 
selected. Any new set of items chosen to compare test 
scores of individuals or groups on that new measure with 
their performance on previous tests measuring the same 
attribute requires the establishment of norms based on the 
same population. Thus the measure under the classical model 
is not invariant with respect to the samples of items and 
persons. Fourth, persons responding appropriately to the 
same number of items in a test receive the same score, even 
though their patterns of responses to the items are not the 
same. For instance, a person who answers five easy items 
in an ability test correctly is considered as able as a 
person who answers five difficult items correctly. Thus, 
the observed score may not contain all the information pro­
vided by the responses of a person to the items. In other 
words, it may not be a sufficient statistic for estimating 
a person's true ability (e.g. Birnbaum, 1968). Finally, 
error scores are not likely to be homogeneous as implied 
by the classical model (e.g. Zimmerman, 196 9, Zimmerman and 
4 
Williams, 1966). Lord (1960) found heteroscedacity of error 
variance both across and within score groups. The common 
practice to apply the same standard error of measurement, 
calculated on the basis of the sample-dependent estimates 
of observed-score variance and test reliability, to all 
scores on a test can hardly be justified. 
These shortcomings clearly suggest that the classical 
model cannot be considered equally valid in the many situa­
tions and equally useful for the numerous purposes encountered 
in applied and scientific work. Parallel to the broadening 
and modification of classical test theory there has been a 
consistent trend towards developing less general and hence 
more realistic measurement models (Lord and Novick, 1968). 
One class of models, the so-called latent trait models to be 
dealt with in this dissertation, has received considerable 
attention. A latent trait model recognizes some or all of 
the deficiencies of the classical test theory and may pro­
vide a better fit to actual data. (a) Thus a latent trait 
model defines a latent space, i.e. the number of variables 
that account for observed test behavior. (b) It specifies 
a unique metric of any latent variable. (c) If a one-
dimensional latent space can be assumed and a particular 
latent trait model fits the data, invariant item and person 
parameters generally can be «^ptimatpd. (d) Tn this case 
the item and peraon parafiwaLkf n will «ooLaUt al J i he lufivmia) 
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provided by the data, i.e. the will be sufficient statistics, 
(e) Also, realistic estimates of the standard error of measure­
ment can be obtained that are a function of a person's 
standing on the latent variable. Of course, these attributes 
also depend on certain assumptions and may be realized or 
not depending on how well they are met for any given set 
of data. 
According to the classical test theory model a person's 
true score is estimated by his observed score which is an 
unweighted sum of the item scores. Both true score and 
observed score assume discrete values. Current latent 
trait models, on the other hand, assume a continuous latent 
variable which, for convenience, is commonly referred to as 
"ability". Measurement of a person's ability - to use this 
terminology - becomes equivalent to estimating his relative 
position on this latent dimension. With very few exceptions 
the ability of a person is a rather complicated implicit, 
and monotonically increasing function of a weighted sum of 
the item scores obtained by that person. The weights applied 
depend upon the particular latent trait model chosen. Among 
the very large number of potential models only three models 
of basically the same class are currently of theoretical and 
practical interest. These models define the probability 
P (Ug) of some specified response Ug=Ug. on an item ^  as a 
monotonie non-decreasing function ^  of latent ability 6 and, 
6 
respectively, one, two, or three item parameters. That is, 
P (U =u ) = f(e,h ) (2) 
9 9 y 
where h denotes a vector of between one and three item 
-9 
parameters.^ This statement means that the probability 
that a person will answer an item correctly depends on the 
person's ability and one or more characteristics of the item. 
A large body of theory now exists relevant to the properties 
of these different models, as well as to problems of parameter 
estimation and test construction (Lord and Novick, 1968). 
Due to the lack of efficient procedures for estimating item 
parameters and latent abilities theoretical work has, un­
fortunately, not at all been paralleled by empirical investi­
gations. Only recently such procedures have become avail­
able (Kolakowski eind Bock, 1970; Lord, 1968 ; Wright and 
Panchapakesan, 1969) . Although the properties of the esti­
mates provided by these procedures are not yet well understood, 
these estimation procedures may now be applied to simulated 
and empirical data in order to improve parameter estimation 
and to investigate the validity of the models with regard 
to various kinds of data. In view of the considerable 
theoretical advantages of the latent trait models over the 
^Here and elsewhere the reader is referred to the list of 
symbols on pages iv and v for further explanation of notation. 
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classical test theory model there appears to be an unquestion­
able need for such empirical work. Progress will likely be 
very slow as pointed out by Bock and Wood (1971). However, 
the latent trait approach may eventually prove highly useful 
in various fields of psychological and educational research 
and in applied work. For example, because latent trait 
models provide a unique metric and realistic estimates of 
the standard error of measurement for any latent trait 
measured, far more meaningful assessment of individual growth 
or change than under the classical model should become pos­
sible. For the same reason, it may be relatively easy to 
determine the distribution of some latent variable in dif­
ferent populations, particularly in fields where such infor­
mation is essential as, for example in human behavior 
genetics (Bock and Wood, 1971). Because of the invariance 
of ability estimates, tests tailored to the individual may be 
constructed and sequential testing implemented, allowing 
far more effective measurement than under the classical model 
(Lord, 1968, 1971). 
This dissertation addresses itself to the application of 
three latent trait models, which differ in the number of 
2 item parameters, to data from the ACT Mathematics Usage test. 
The purpose of this study was to compare the efficiency 
2 The author is obligated to the American College Testing 
Program for making the data available. 
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and applicability of procedures for estimating item and person 
parameters under the different models, to investigate the 
adequacy of the parameter estimates, to evaluate the validity 
of the three models, and to draw some inferences with respect 
to their general utility. 
B. Latent Trait Models 
Latent trait theory assumes that observable behavior 
can - to a considerable degree - be accounted for by con­
structs called latent traits. As with any other construct in 
the behavioral and social sciences there is "no necessary 
implication that traits exist in any physical or physio­
logical sense (Lord and Novick, 1968, p. 358). In current 
latent trait models the behaviors of interest are answers 
to test items, typically items measuring some cognitive 
trait. Latent trait models may, however, be used in any 
other field, for example, in personality assessment 
(Damarin, 1971; Fischer, 1968). Generally such models are 
special cases of so-called latent structure models advanced 
by Lazarsfeld and collaborators (e.g. Lazarsfeld, 1959; 
Lazarsfeld and Henry, 1968). These latter models cover 
a wider range of both continuous and nominal latent vari­
ables relevant to sociological and social science theories. 
In this dissertation, as in most work in this field, 
only latent trait models for dichotomously scored or binary 
9 
items will be considered. It is, however, possible and may 
prove useful to assume more than two item scores. Samejima 
(1969) demonstrated a gain in information for graded item 
scoring where credit is given to partially correct answers. 
Bock (1970) for more than two nominal response categories. 
In current latent trait models the probability of a 
correct or otherwise specified response to an item is ex­
pressed by one of two very similar monotonie non-decreasing 
functions, either by the logistic distribution function, 
;j/(y) = = [1 + e^] (3) 
1 + e^ 
or by the normal distribution function, 
$ (y) = f -i—exp(-t^/2)dt, (4) 
J -co /2IT 
where 
—00 < y < 00 
In the former case, the models are called logistic models, 
in the latter normal ogive models. Because the logistic 
models are mathematically far more convenient and yield more 
powerful results than the normal ogive models, only the 
three logistic models will be presented. For practical con­
siderations logistic and normal ogive models may be considered 
equivalent since 
10 
I (f) (x) - (Dx) 1 < 0. 01 
for all X if D = 1.7 (Birnbaum, 1968). This discrepancy is 
considered trivial in context of stochastic response 
variability. The functional relationship between the 
probability of a correct response to an item and latent 
ability is commonly referred to as the item characteristic 
curve (ICC). As an example. Figure 1 shows the ICCs 
corresponding to the three logistic models and two items 
selected from the ACT Mathematics Usage test. It is seen that 
as ability increases from minus to plus infinity the probabil­
ity of a correct response increases monotonically from a 
lower asymptote to one. 
In the following it will be assumed that a test consists 
of binary items g = l,2,...,n with item scores 
1 for correct response 
^ 0 for incorrect response. 
Under the most general latent trait model, the three parameter 
logistic model (Birnbaum, 1968) , the probability that a 
randomly chosen person with ability % answers item correctly 
is given by the ICC, 
Pg(Ug = 1/0) = Pg(0) = Cg + (l-Cg)T^[Dag(e-bg)] , (5) 
where 
Item 22 
Item 15 
Model 1 
Model 2 
Model 3 
0 .2  
0 -3 1 -1 3 2 
FIGURE 1. Item characteristic curves of items 15 and 22 of Test 2 
(Form B, 1968) with the parameter estimates b;q= 0.01, 622= -1.03 fot 
Model 1; a ;= 0.54, b;:= 0.02, a22~ 1.02, ^22- -0.75 for Model 2 ; 
ai5= 0.84, b. r.= 0.52, C' s= 0.20, a22= 1.09 , b2 2= -0.69, 022- 0.07 
for Model 3 (Note the estimates for Model l were rescaled to follow 
the ability scales under Models 2 and 3.) 
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0  <  a  < 0 0  
g 
—00 < 0 < 00 
0 < c_ < 1.0 . 
— g 
The parameter ^  is called the discriminating power of item 
It indicates the relative amount of information provided by 
that item about 6. Information and hence discrimination are 
maximum where the slope of the ICC is steepest, i.e. at the 
point of inflexion of the ICC. The value of 0 at this point 
is defined as the difficulty ^  of item As 0 approaches 
minus infinity, the probability of success reaches the 
asymptotic value c^. Because of factors due to guessing the 
probability of success for persons with low abilities is 
frequently higher than zero. Thus the parameter c^ can be 
thought of as a guessing parameter. The two-parameter 
logistic model or simply the logistic model (Birnbaum, 1968) 
results if it is assumed that no guessing occurs, 
Pg(8) = 4^Dag(0-bg)] . (6) 
Now the probability of success approaches zero as 0 be­
comes very small. Hence the ICC is symmetrical with the point 
of inflexion at 0 = b and P (0) = 0.5. This model seems most 
g g 
reasonable for a free-response item format. If in addition, 
it is assumed that the items in a test, or in a pool from 
13 
which sets of items are to be selected, do not differ in 
their discriminating powers, the one-parameter logistic 
model, best known as the Rasch model (Birnbaum, 1968; Rasch, 
1960) results, 
Pg(e) = ip[Da(e-bg)] . (7) 
It is the least general logistic model. The only item 
parameter free to vary is the difficulty index This 
additional restriction might be reasonable for a free-response 
item format where each item represents a sample from a very 
narrow domain, for example, the domain defined by the addi­
tion of two numbers each of two digits. D and the common 
discrimination parameter a are constants and may be considered 
scale factors. For convenience, the one-parameter, two-
parameter, and three-parameter models will be referred to, 
respectively, as Model 1, Model 2, and Model 3 except when the 
distinction between the logistic and normal ogive models is 
essential. 
The assumption of a specific model is equivalent to 
the definition of a unique metric of latent ability. To the 
extent that the ICCs of the same item differ under the three 
models the scales of latent ability would also differ. If 
Model 1 is true, for example, then all three models are ex­
pected to result in the same ICCs. If Model 3 is true, 
however, the other two models will have incorrect ICCs and 
14 
incorrect metrics will result. The origin and unit of an 
ability scale defined by a latent trait model are, of course, 
arbitrary. Thus only the relative ability of a person or the 
relative difficulty of an item can be expressed. As in classi­
cal test theory it is, however, possible to give the ability 
scale a population reference, for example, by setting the 
origin of the scale equal to zero, and the scale unit equal 
to one. Because of the same discriminating power of the 
items in Model 1 the tangents of the ICCs at the points of 
inflexion are parallel. Item difficulties therefore can be 
compared since they do not interact with ability. This is, 
however, not possible in the case of Models 2 and 3 where item 
difficulty and ability interact. 
Whether or not a model fits an item is an empirical 
question. That a single item can be generally fitted by 
such models follows from the fact that the relationship be­
tween the relative frequency of answering an item correctly 
and observed scores, the so-called item-test regression, is 
typically monotonie non-deereasing (Lord and Novick, 1968, 
p. 363) . By some monotonie transformation of the score scale 
to a specific ability scale, fit of a given model to a single 
item can be usually achieved. For any additional item the 
same transformation is, however, required in order to 
establish a common scale. Hence any additional item may 
or may not be fitted by that model. To establish a common 
15 
scale for a set of items, and to make parameter estimation 
and the evaluation of goodness of fit possible, two basic 
assumptions are required, the assumption of a complete latent 
space and the related principle of local independence (Lord 
and Novick, 1968, Chapter 16). 
The first assumption states that a single latent trait 
accounts for the answers of examinees to the test items in 
the domain of interest, in other words, that the complete 
latent space is one-dimensional. If this assumption holds 
then, by definition, the ICCs must be invariant over all 
groups of examinees chosen to define this latent space. It 
follows that any parameter describing an ICC is an in­
variant item parameter. Inferences about the item parameter 
must be independent of the distribution of the latent trait 
in the sample selected from the population for which the 
latent space is defined, apart from an arbitrary origin and 
unit of scale, of course. Conversely, since any ICC 
specifies exactly the relationship between the probability 
of an answer to an item and latent ability, inferences about 
a person's ability can be made on the basis of his responses 
to a set of items. These inferences must be independent of 
the particular set of items chosen. This is what is being 
meant by sample-independent estimation of item parameters 
and latent abilities (Fischer, 1968; Rasch, 1960, 1966a, 
1966b). The restriction to a one-dimensional latent space is 
16 
dictated by the mathematical complexity of multidimensional 
models and the apparent difficulties in solving the esti­
mation problem provided by these latter models. Lord and 
Novick's (1968) general treatment of latent trait models 
does, however, consider the case of a multidimensional 
latent space. The second assumption, the principle of local 
independence, holds that the responses to any set of items 
given by any group of examinees with the same ability are 
stochastically independent. Local independence does in no 
way imply that the item scores are uncorrelated. It is only 
implied that they are related to each other through a single 
underlying trait. However, it does mean that the items would 
be uncorrelated if the sample of examinees did not differ 
with respect to ability. These assumptions are of consider­
able practical importance. If a set of items meeting the 
requirements of a latent trait model exists, and if these 
items have been calibrated on a common scale, then any sub­
set of items allows measurement on that same scale. Under 
the classical test theory model, it will be remembered, re-
norming would be required for any new set of items. Also, if 
a latent trait model fits a set of items these items measure 
a single latent variable. The assumption of a one-dimensional 
latent space is undoubtedly rather strong because it is hardly 
to be expected that behavior as well-defined as responding to 
relatively homogeneous test items can be explained by a single 
17 
psychological trait. Goodness of fit of a model to data is, 
however, a matter of degree. The question is not whether or 
not a model fits the data, but rather whether or not it repre­
sents an acceptable approximation to reality. This may well 
be the case in a number of domains of interest; in the field 
of assessment of abilities as well as personality traits. 
As pointed out in the previous section, the classical test 
theory model does not account for the dimensionality of a 
measure. In extreme cases the ordering of persons on the 
basis of raw scores may not at all be an ordering with 
respect to a meaningful variable. Any attempt to construct 
reliable tests will, however, automatically result in more 
or less homogeneous irieasures. The assumption of parallel 
measurements made in order to estimate reliability is equi­
valent to the assumption of an identical factor structure of 
parallel tests or items, in other words, of homogeneous tests 
or items. Formulas that allow estimation of the reliability 
of a lengthened (or shortened) test also assume homogeneity 
(e.g. Fischer, 1968). 
The dimensionality of tests has traditionally been 
judged on the basis of factor analytic results. It is, however, 
well known that the number of common factors obtained depends 
upon the type of correlation coefficient used. Factor analysis 
of a matrix of intrritem phi ' v)" TF .1 r i onhR fords to provj.do 
more common factors than factor anaiyais ot tetrachoiic 
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correlations (Lawley^ 1944; Lord and Novick, 1968; Wherry and 
Gaylord, 1944). Phi coefficients depend upon the difficulties 
of the items and hence upon the sample of persons on which 
they are based. Tetrachorics require the unrealistic assump­
tion of a multivariate normal distribution of the item scores. 
Latent trait models, on the other hand, do neither require 
the choice of a measure of association between the item scores 
nor any distributional assumptions. They are only based on 
the assumptions of a complete latent space and the related 
principle of local independence. Thus the concept of the 
dimensionality of the complete latent space is a more basic 
concept than the number of common factors (Lord and Novick, 
1968, p. 382). Lazarsfeld (1959) pointed out another dif­
ference between the factor analytic model and latent trait 
models that lends support to the greater generality of the 
concept of a complete latent space. Whereas in factor analytic 
models an observed variable is defined as a linear function 
of latent variables, this relationship is non-linear in latent 
trait models. If a linear factor analytic model provides 
several common factors it is still conceivable that a non­
linear factor analytic model may provide a single common 
factor. Indeed, the artifact which produces excessive numbers 
of factors when phi coefficients are analyzed is at least 
similar, if not identical, to non-linearity. This conjecture 
has found some empirical support. McDonald (1965, 1967) 
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factor analyzed data from twelve short Raven's Progressive 
Matrices Tests administered to children and adults. A second 
(difficulty) factor found with a linear factor model dis­
appeared and only a single factor resulted when a non-linear 
model was applied. Hence even if a linear factor analytic 
model that assumes more than one common factor were fitting 
a set of data, a latent trait model assuming a one-dimensional 
latent space could be valid. It may thus be concluded that 
judgments about the fit of latent trait models made on the 
basis of factor analytic results deserve caution. Goodness 
of fit, and hence validity of latent trait models must be 
evaluated by judging their practical and theoretical utility 
after applying them to empirical data. 
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II. LITERATURE REVIEW 
A, Brief History of Latent 
Trait Models 
Latent trait models have their roots in both psychological 
scaling and biological assay. Scaling has basically been con­
cerned with the assignment of numbers to physical or psycho­
logical stimuli, either directly by rating methods or in­
directly by estimating one or more parameters of a scaling 
model. Several analogies exist between latent trait models 
and stochastic scaling models. A number of scaling models 
express the probability of some specified response, for 
example, a correct discrimination between two stimuli, as a 
normal distribution function or a logistic function of a 
stimulus parameter, for example, the intensity of a particular 
attribute (Bush, 1963; Luce and Galanter, 1963). Thurstone's 
methods of comparative and categorical judgment are, for in­
stance, formally equivalent to the two-parameter normal ogive 
model (Bock and Jones, 1968; Torgerson, 1958). Similar 
probabilistic models have been extensively used in biological 
assay to relate various types of responses, in particular 
mortality to dosage of toxicants and drugs (Berkson, 1944; 
for further references see Finney, 1964). Both scaling and 
biological assay models are similar to latent trait models 
in that stimulus (or treatment) parameters are to be esti­
mated. They differ in that in both scaling and biological 
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assay models no parameters are to be estimated that correspond 
to latent ability. 
Current latent trait models for dichotomous items origi­
nated from the works of Ferguson (1942) , Guilford (1936) , 
Lawley (1943, 1944), and Richardson (1936), among others. 
Assuming that item difficulty indices are normally distrib­
uted, item intercorrelations are equal and no guessing 
occurs, Lawley first applied a method for maximum likelihood 
estimation of item discriminating and difficulty parameters. 
Finney (1944) demonstrated that this method is closely re­
lated to probit analysis, a procedure frequently employed in 
biological assay to estimate the liminal value of toxicants 
and its standard deviation. The liminal value, corresponding 
to a probability of response of 0.50, is analogous to the 
index of item difficulty. The standard deviation expresses 
the slope of the response function and is inversely related 
to the item discrimination index. Later work is marked by 
Lord's (1952) monograph which represents a first rather 
complete account of a test theory based on the normal ogive 
model. Lord assumed that ability follows a normal distribution 
and that the matrix of tetrachoric inter-item correlations is 
of rank one. Using data on several ability tests he found 
that observed and predicted score distributions agreed 
reasonably well. Item parameters calculated from the propor­
tions of correct responses and the inter-item tetrachoric 
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correlations were used to predict score distributions. In a 
subsequent article. Lord (1953) proposed a general method 
for maximum likelihood estimation of item difficulty and item 
discriminating parameters, and of latent abilities assuming 
that no guessing occurs. He also showed that the test score 
is a sufficient statistic in the special case of equivalent 
items. In addition. Lord indicated that such an approach 
allows sample-independent item calibration and ability esti­
mation, and that the scale for latent ability has a well 
defined metric. In 1957 and 1958 Birnbaum (for references 
see Birnbaum, 1968) presented in a series of unpublished re­
ports a latent trait theory based on the logistic function. 
This function had earlier been proposed by Berkson (1953) 
for quantal response models in biological assay because it 
was shown to be mathematically far more tractable than the 
normal distribution function. Birnbaum demonstrated that 
the logistic function is the only function for which a 
weighted-sum score exists, that is a sufficient statistic for 
a person's latent ability, and with weights independent of 
ability. Other important aspects of Birnbaum's work are re­
lated to maximum likelihood estimation of ability and item 
parameters, the properties of these estimates, and problems 
of test design. To the extent these topics are relevant for 
this dissertation, they will be discussed in the next two 
sections. 
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Quite independently of the work of Lord and Bimbaum, 
Rasch (1960, 1966a, 1966b) devised a model for test items 
in connection with a new measurement theory relevant to the 
behavioral and social sciences. This model, commonly re­
ferred to as the Rasch model, is a special case of Birnbaum's 
logistic model. Absorbing the common discriminating parameter 
a and the constant D in the Rasch model as stated in Equation 
7 into the ability 0 and the item difficulty it may be 
written 
Pg(8) = 4^8-bg] 
exp(8-b ) 
1+exp(e-bg) 
If ability and item difficulty are transformed according to 
6* = exp 0 and b* = exp b , 
*3 y 
it follows that 
0*/b* 
^ 1+0*/b* ' 
where 
0 < 0*, b* < « . 
In this form the one-parameter logistic model was first pro­
posed by Rasch with the slight modification that item easi­
ness equivalent to 1/b* was used instead of item difficulty. 
Some of the important properties of the Rasch model may be 
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derived from Equation 9. The odds of an examinee with 
ability 0* of answering item g. correctly are given by 
P (6*) 
' (lOa) 
or the ability by 
6* = b*0g(8* ) . (10b) 
Thus the odds are directly proportional to the ability of this 
examinee and inversely proportional to the difficulty of that 
item. Now if it is assumed that, in addition to item g. 
another item h, which is half as difficult as item g is given 
to an examinee with ability 0, then the expected value of his 
odds of answering item 2. correctly will be twice the ex­
pected value of his odds of answering item h correctly. It 
follows that if a very large set of items with the same 
difficulty as item g and another very large set with the 
same difficulty as item h were given to a randomly selected 
examinee then the ability estimates based on the two sets of 
items would be the same for that examinee relative to any 
other examinee. Therefore, a group of examinees, differing 
in ability, would be expected to be arranged identically by 
these two sets of items. By a similar argument it can be 
shown that item difficulty estimates are independent of the 
persons selected. Rasch (1960, 1966a, 1966b) has termed this 
invariance of item difficulty and ability estimates with 
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respect to the samples on which they are based, specific 
objectivity. In his measurement theory specific objectivity 
is the key concept, not only because it implies measurement 
properties which are characteristic for measurement in physics; 
but also because this concept allows an appealing theoretical 
interpretation of any measurement as the result of an inter­
action between a measuring instrument and an object to be 
measured. In psychological measurement the probability that 
a person answers an item in a specific way depends on the 
interaction between his ability and that item, and on nothing 
else. According to Rasch, specific objectivity or, in other 
words, invariance of the parameter estimates, is a direct 
consequence of the additivity of ability and item difficulty 
(Equation 8). As in other linear models, for example, in 
analysis of variance models, additivity leads to the sepa­
rability of orthogonal parameters, to use Rasch*s terminology. 
This may be seen in Equations 10 which also indicate that a 
symmetrical relationship exists between ability and item diffi­
culty. In Models 2 and 3 there exists an asymmetrical rela­
tionship between item parameters and ability, because of the 
interaction of these parameters (Equations 5 and 6). This 
fact has led to some confusion among several authors as to 
whether sample-independent measurement is possible under Model 
2 and Model 3. Keats (1967) discussed the Rasch model in the 
context of conjoint measurement, thus referring to the simul­
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taneous ordering of subjects and stimuli. He asserted, as 
did Harableton (1969), Rasch (1960) , and Wright (1968) , that 
only Model 1 provides invariant parameter estimates. 
Additivity of item difficulty and latent ability clearly 
simplifies parameters estimation considerably, as will be 
seen in the next section. Whether separability of item and 
person parameters is a necessary condition for invariance of 
parameter estimates is, however, not entirely clear (Fischer, 
1968). It appears that the concept of a complete latent space 
which implies invariant ICCs and hence invariant estimates of 
item and person parameters represents a more basic concept 
than the concept of separability of item and person parameters. 
Rasch's work is summarized in his 1960 monograph and sub­
sequent articles (Rasch, 1966a, 1966b; Stene, 1968). A full 
account of current latent trait models including problems of 
parameter estimation and test construction theory is given in 
Chapters 16-20 in Lord and Novick's (1968) book by these 
authors and by Birnbaum. Fischer (1968) has presented a de­
tailed critique of classical test theory and a thorough 
analysis of latent trait models with particular emphasis on 
the Rasch model. Bock and Wood (1971) reviewed recent de­
velopments in test theory with special attention given to 
latent trait models. 
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B. Estimation of Item and 
Person Parameters 
Two basic approaches to estimating item parameters have 
been proposed. The first one of these assumes (a) that 
ability is normally distributed in a population from which a 
random sample of examinees is drawn, and (b) that the two-
parameter normal ogive model holds, in other words, that no 
guessing occurs or else is negligible. Under these assump­
tions the item discriminating index ^  can be estimated from 
the first factor loading (g=l,2,...,n) of the matrix of 
inter-item tetrachoric correlations according to 
a = 9 - , (11) 
An estimate of the item difficulty index can be obtained 
by 
b = ^  , (12) 
g 
where 6^ = -({) denotes the negative normal deviate 
corresponding to the proportion of correct responses to 
item g in the population from which a random sample is drawn. 
If the model fits the data the matrix of interitem tetra­
choric correlations is of rank one. Thus this matrix pro­
vides a criterion of goodness of fit (Lord and Novick, 1968). 
This method has conveniently been termed a correlational 
method for estimating item discriminating and difficulty 
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parameters (Bock and Wood, 1971). 
In many occasions the assumption that latent ability 
follows a normal distribution will be unrealistic, in 
particular, if selected populations are concerned, such as 
populations of college students. If this assumption cannot 
be made, or if a group of persons selected for parameter 
estimation is an arbitrary sample, maximum likelihood esti­
mation has to be used. This method may be considered a re­
gression method (Bock and Wood, 1971) , although the variable 
regressed upon is a latent rather than an observed variable. 
In addition to item discrimination and difficulty parameters 
the maximum likelihood method allows the estimation of latent 
abilities. For further discussion and the application of the 
three latent trait models to data it is useful to present the 
general principles of maximum likelihood estimation. If 
Pg(8) denotes the ICC for any latent trait model then the 
conditional probability on 8 of an item score (g=l,2,...,n), 
the so-called regression of item scores on latent ability, 
can be expressed as 
Pg(8) if = 1 
P(Uq = u /e) = 
^ ^ 0^(8) = i-p„(e) if u_ = 0 g g g 
u l-u 
= Pg(e) 9Qg(8) 9 (13) 
Now by the principle of local independence, the probability 
of a response vector v = (u^^ ,U2,... ,u^) for a set of n items 
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IS  
n u 1-u 
P(v/0) = n P (0) 9 Q (0) 9 . 
g=l ^ ^ 
The logarithm of the likelihood function of the responses 
of N persons with abilities 81/62''"'n-item test 
can be written, 
N n u 1-u 
L = In n n P (0 ) Q (0 ) 
c=l g=l 9 G g c 
= c=l g=i ^cg + (l-'^cg) ^cg^ (1*) 
where u _ denotes the score of person c on item g, and P ^ 
—eg — — eg 
the probability of success for person c and item g. Setting 
the partial derivatives of Equation 13 with respect to 0^, 
a and b , respectively, equal to zero the likelihood equa-
—y —g 
tion 
n n ^ ^ 
Z w (0 )u = Z w (0 )P c=l,2,...,N (15a) 
g=l 9 c eg 9 ^ eg 
N N 
c=l (*9^*29 = *c(ag)Pcg g=l»2,...,n (15b) 
N N 
S w (B )u = Z w (b )P g=l,2,...,n (15c) 
c=l c 9 eg c=l c 9 C9 
are obtained. The head over an expression in these equa­
tions indicates that it either is a sample estimate or a func­
tion of a sample estimate of ability and the item parameters. 
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(For convenience, heads will be dropped in later discourse.) 
Jin the likelihood equations for ability, item discriminating 
power, and item difficulty the item scores and the 
estimate: 
weights, 
d response probabilities are multiplied by the 
3? /3e^ 
^ cg*cg 
3P /9a^ 
(^g) = P Q ^ (16b) 
^ eg eg 
3P^ /9b„ 
^c(bg) = P Q • (IGc) 
^ cg*cg 
No likelihood equation for the guessing parameter c^ of 
Model 3 has been presented because successful estimation of 
this parameter provides extreme difficulties (Lord, 1968). 
According to a widely held belief expressed in several 
texts on measurement theory (e.g. Gullikson, 1950; Nunnally, 
19 67) differential weighting of test items does not improve 
measurement substantially. It seems, however, intuitively 
clear that an unweighted sum of the item scores - which under 
the classical model is defined as an unbiased estimate of 
true score - will generally not be a sufficient statistic 
(in the Fisherian sense; see e.g. Mood and Graybill, 1963) 
for latent ability. An unweighted-sum score does not take 
into account all of the information provided by the different 
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patterns of responses to a set of items. One essential dif­
ference between the classical test theory model and latent 
trait models is that in the latter a test score is defined 
as a weighted sum of the item scores. This is expressed by 
the general scoring formula, 
n 
X = Z w u (17) 
g=l ^ 9 
which is equivalent to the left-hand side of the likelihood 
equation for 0 (Equation 15a). If weights according to 
Equation 16a are employed the weighted sum score x is a suf­
ficient statistic for 0, provided the respective models are 
valid. Specifying Equation 15a for the one-parameter, two-
parameter, and three-parcimeter logistic models, respectively, 
the weights, 
Wg = 1 (loa) 
Wg = ag {18b) 
Wg(0) = agiJ^[Dag(e^-bg)-In Cg] , (18c) 
are obtained. (In Equation 18a the unessential scale factors 
D and a have been dropped.) Thus in the Rasch model all 
items are weighted equally. As in classical test theory, 
information provided by the response patterns is not taken 
into account. Birnbaum (1968) has shown that there exists 
another condition under which an unweighted-sum score is a 
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sufficient statistic for 6. This is given when all items 
in a test have identical ICCs. In this case the model may be 
based on amy monotonie function that increases from zero to 
one as 9 increases from minus to plus infinity. With the ex­
ception of these two cases latent trait models recognize the 
information contained in different response patterns. In 
the two-parameter logistic model items are weighted by their 
discrimination indices. That is, the weights are independent 
of ability as is the case with models assuming unweighted-
sum scores. In all other models, including the three-
parameter logistic model, optimum item weights, i.e. weights 
providing sufficient ability estimates, are functions of 
ability. These optimum weights are low at low levels of 
ability and increase monotonically with ability 0 up to a 
maximum equal to the discriminating power ^  of an item. The 
maximum is attained at that 0 where an item discriminates 
most, i.e. where 0 = b^. This suggests that at low ability 
levels difficult items are weighted very little which is 
intuitively appealing because they will be answered correctly 
mainly due to guessing. Items whose difficulties match a 
person's ability, or are below a person's ability, receive 
maximum weights. At low ability levels item weights depend 
on ability whereas this dependency decreases as ability in­
creases so that at high ability levels the weights depend 
only on the discriminating power of the items, as is the 
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case under the two-parameter logistic model. Because an 
unweighted or weighted sum score, that is a sufficient 
statistic for 9, contains all the information about 9, 
it could be used as an efficient measure of ability. However, 
such a score would have no better metric than the observed 
score. This is why maximum likelihood estimates of ability 
based on a logistic (or normal ogive) model are to be pre­
ferred. They are, independently of the set of items on which 
they are based, scaled on a unique metric. 
Only recently has simultaneous maximum likelihood esti­
mation of latent ability and of item parameters become 
possible. In earlier studies the item parameters of Model 
2 were either estimated by the correlational method (Lord, 
1952; Ross, 1966), or the observed scores were substituted 
for the unknown abilities in order to use maximum likeli­
hood estimation (Baker, 1961) or probit analysis (Das, 1964). 
Maximum likelihood estimation of latent abilities was not 
attempted until recently. The Rasch model is the only model 
investigated to some extent because it easily lends itself 
to least-squares estimation of item difficulty and ability. 
Rasch (1960) proposed a useful procedure. In this procedure 
the probability that a person with observed score r (r=l, 
2,...,m; m ^ n-1) answers item g. (g=l,2,...,n) correctly is 
estimated by 
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g 
where f denotes the number of persons with observed score 
-rg 
r answering item g. correctly, and the number of persons 
with score r. Then for an examinee with observed score r the 
logarithm of the odds on item (see Equation 10) , the so-
called logit, is 
-- • 
If as a necessary constraint the average of the item diffi­
culties is set equal to zero, item difficulty and ability 
estimates are, apart from a constant, simply means of the 
rows and columns, respectively, of the matrix [t^^], 
^ , m n . m 
'r = 'rg ' 
where m denotes the number of score groups and r and n are 
defined as previously. Because scores of zero and n 
correspond to abilities of minus and plus infinity, 
respectively, examinees with zero or perfect scores must be 
excluded from estimation. Hence m is equal to or less than 
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the number of items. The disadvantage of the least-squares 
procedure is that it requires large samples of examinees and 
items with difficulties that approximately match the abilities 
of the examinees. Otherwise, because of empty cells in the 
matrix [t^^J examinees similar in ability and items similar 
in difficulty must be combined into groups. This, however, 
results in a substantial loss of information, contrary to 
maximum likelihood estimation where no such loss occurs. 
Relative to Model 2 and 3 maximum likelihood estimation 
of the Model 1 parameters is greatly simplified for two 
reasons. First, since there is only one item parameter, the 
item difficulty index, two instead of three likelihood equa­
tions are to be solved, the likelihood equation for ^  
(Equation 15b) vanishes. Second and more important, because 
the Rasch model implies that examinees with the same observed 
score have the same latent ability the number of equations 
reduces to 2n - 2 equations to be solved for the same number of 
unknowns. One unknown parameter has to be fixed, for example, 
by setting the average of the item difficulty estimates equal 
to zero. As pointed out previously, abilities corresponding 
to zero and complete scores cannot be estimated. In the case 
of Model 2 and Model 3, on the other hand, N + 2n-2 equations 
have to be solved which, as will be discussed later, provides 
serious difficulties. In general, there is one equation for 
every examinee and one for each of the two item parameters. 
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item discriminating power and item difficulty. As a 
necessary constraint, two parameters must be fixed. This 
is commonly done by setting the mean of the ability esti­
mates equal to zero and their standard deviation equal to one. 
In order to apply Model 3 the guessing parameter may be 
estimated as the proportion of examinees with very low scores 
who answer item g. correctly, provided the sample of examinees 
is sufficiently large (Lord, 1968) . Otherwise some a priori 
value of Cg may be assumed, for example, the theoretical guess­
ing probability. Because the likelihood equations (Equations 
14) are implicit equations of 6, ^  and ^  they can only be 
solved by iterative procedures such as the Newton-Raphson 
method (e.g. Bock and Jones, 1968) or the scoring method (Rao, 
1965). These equations must be solved in stages, each con­
sisting of two steps, although the order of these steps may 
differ. (a) In a first step the likelihood equations for ^  
and ^  (Equations 14b and 14c) may be solved, assuming 
some initial trial values for a , b , and 6 . (b) The 
~g —g c 
second step will then consist of solving the likelihood equa­
tions for 9^ after substituting the item parameter esti­
mates obtained in the first step. This procedure is continued 
until convergence is reached according to certain specified 
criteria, for example, the differences between the parameter 
estimates obtained in two succeeding stages, or the change in 
the value of the likelihood function. The critical question 
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is, of course, to what parameter values the estimates con­
verge. It does not appear to be clear whether the parameter 
estimates obtained in that way share the common properties of 
maximum likelihood estimators. That is whether they are (a) 
asymptotically efficient and best asymptotically normal (BAN) 
estimators; (b) consistent estimators, and (c) a function 
of a minimally sufficient statistic (Mood and Graybill, 1963, 
p. 185) . Fischer (1968) has pointed out some principal diffi­
culties in obtaining Model 2 and Model 3 parameter estimates 
with these properties for sample sizes typically available in 
practice. In Model 2 and Model 3 the number of parameters to 
be estimated increases almost linearly as the number N of 
examinees increases. Only if N becomes extremely large can 
repetitions of response patterns and hence convergence of the 
number of parameters towards some finite value be expected. 
This, however, appears to be a necessary condition for maximum 
likelihood estimators to have the properties mentioned above. 
In practice the samples of examinees will generally be far 
too small to meet this condition. For example, with a test 
of only 10 binary items there exist 2^^ possible response 
patterns and thus the same number of distinct ability esti­
mates that are theoretically possible. Because in the 
Rasch model the number of parameters estimated does not depend 
upon the number of examinees, but only upon the number of 
items, these difficulties do not arise. If the Rasch model 
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is valid it can thus be expected that the parameter estimates 
are more likely to share the common properties of maximum 
likelihood estimators. 
Four computer procedures for simultaneous maximum like­
lihood estimation of item and person parameters have been 
developed. Fischer (1968) and Wright and Panchapakesan (1969) 
published FORTRAN II programs for estimating the Rasch model 
parameters, Fischer's procedure does not follow the general 
method presented in this chapter. It also appears to be 
much less efficient than the procedure by Wright and 
Panchapakesan which, in addition to latent ability and item 
difficulty, allows the estimation of the standard errors 
of these parameter estimates and the calculation of chi-
square measures of goodness of fit. Lord (1968) reports 
the successful application of a FORTRAN IV program based upon 
Birnbaum's (1968) three-parameter logistic model. This 
procedure involves the simultaneous solution, by successive 
approximations and using the scoring method (Rao, 1965) 
of N + 2n-2 equations. Convergence was reached after a 
relatively large number of trials and elimination of certain 
"divergent" items and persons. Educational Testing Service 
has since improved this procedure which now automatically 
eliminates items and examinees that otherwise would disturb 
convergence. A computer procedure called LOGIST currently 
exists which can be expected for parameter estimates to 
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converge if the number of examinees is at least 1000 and 
the number of items at least 50.^ Besides item parameter 
and ability estimates this procedure allows to vary c^ and 
to test convergence. Asymptotic standard variances of the 
parameter estimates may be calculated from the information 
matrix (Section II.3.). Kolakowski and Bock (1970) developed 
an algorithm based on the normal ogive model that reduces 
the number of equations substantially. This is achieved 
by combining persons with approximately equal ability into 
maximally 20 ability groups in order to estimate item 
discriminating and difficulty parameters. Thus a maximum 
of 40 n equations are to be solved by the estimation pro­
cedure. Estimation of latent ability, however, requires 
the solution of N equations. In order to group persons ac­
cording to latent ability the principle of local inde­
pendence has to be relaxed. It is not known how this affects 
parameter estimates. Presumably, this procedure provides 
approximate solutions to the likelihood equations whereas 
LOGIST may be considered an "exact" procedure. The Kolakowski 
and Bock procedure also provides estimates of asymptotic 
errors of ability estimates and chi-square indices of good-
ness-of-fit. Both procedures can be used with Model 2 and 
^In order to converge between 15 and 20 stages appear to 
be necessary. For a sample of 64 items and 2861 examinees 
LOGIST took 150 second per stage on an IBM 360/65 installation 
(private communication, Ms. S. Wingersky, Educational Testing 
Service, April 1971). 
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Model 3. In the latter case, independent estimates or a 
priori values of the guessing parameters must be provided. 
Two other procedures are worth mentioning. Bock (1970) 
reports successful maximum likelihood estimation of ability 
and item parameters when items are scored in two or more 
nominal categories and a logistic model is assumed. Bock 
and Lieberman (1970) describe a direct maximum likelihood 
procedure designed to estimate item discriminating and 
difficulty parameters for a small number of items under the 
assumption that latent ability follows a normal distribution. 
If this assumption holds then these item parameter esti­
mates should not differ from the estimates obtained by the 
correlational method. This hypothesis was confirmed by 
these authors. If no such check on the parameter estimates 
is possible, as it has generally been the case, then no 
inference about the adequacy of the estimates can be made. 
C. Precision and Efficiency 
of Measurement 
One essential property of any measuring instrument is 
how precisely it measures the latent variable of interest. 
Another equally important property concerns the number of 
items and hence the amount of testing time required to 
achieve measurement of a specified precision. Birnbaum 
(1968) has developed a general test construction theory 
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which allows one to design tests measuring with any desired 
degree of precision, within some limits, at a given ability 
level 6. If a pool of calibrated items, which meet the re­
quirements of a latent trait model exists, a set of items 
may be selected from that pool in such a way that the error 
of measurement at 9 is of acceptable size and the number of 
items required is smallest. Birnbaum's theory also allows 
more rigorous test analysis than possible under the classical 
model. For any 6 of interest the precision of measurement 
under some latent trait model may be compared to the pre­
cision of measurement under another-preferably more valid-
model. This kind of comparison leads to the analysis of 
efficiency. In this section the theoretical results relevant 
to this dissertation will be discussed closely following 
Birnbaum's (1968) detailed presentation. 
Test construction theory, as developed by Birnbaum, is 
characterized by the two key concepts, information and 
efficiency. The concept of information is directly related 
to the concept of precision of measurement. An item is use­
ful in assessing an examinee's ability to the extent that 
it discriminates the ability of this person from other 
persons with different abilities. The discriminating power 
of an item, as will be remembered, is maximum at the point 
of inflexion of the ICC, that is where 6 = b . Thus the in-
formation about an examinee's ability contributed by an item 
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is maximum when his chances to pass this item are approximate­
ly 50 percent. Easy items are more informative at low ability 
levels, while difficult items are more informative at high 
ability levels. It follows that in order to maximize the 
information about a person's ability - or to minimize the 
error of measurement of the ability estimate for that person 
- he should be given a set of items whose difficulties match 
his ability as closely as possible. Of course, in group 
testing this cannot be achieved in any rigorous way. Instead 
procedures such as individual sequential testing are re­
quired (Lord, 1968, 1971). Nevertheless, current group test­
ing could be improved in a number of ways. For example, the 
difficulties of the items in a test could be more evenly 
distributed over the total range of the ability in the 
population from which samples of examinees are drawn. 
According to Birnbaum (1968) , the information provided 
by an item £ about an ability 9, the item information func­
tion, is defined as 
[3P_(e)/3e]^ 
" Pg(e)Qg(e) 
= WG(9)3Pg(e)/9e, (20) 
where Wg(6) denotes the optimum item weight (Equations 18) 
and Pg(8) the ICC of item £ under an assumed latent trait 
model. The information of a test about 6 for any scoring 
formula of the form 
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X = (21, 
is given by the test information function, 
n 
I(6,x) = Z I(G,u ) 
g=l 
= E [x/8] , 
o^x/e] 39 
where 
n 
E[x/0] = 2 w (e)P (6) (22) 
g=l ^ ^ 
denotes the expected test score x for an examinee with 
ability 0/ and 
o^Ex/e]. = Z *2(8)? (6)0 (8) (23) 
g=i 9 y g 
the conditional variance of x It is seen that (a) the 
test information function is simply the sum of the item 
information functions and thus also a function of the number 
of items; (b) the information provided by a test about 6 is 
inversely related to the error variance of the expected test 
score at 8 under a given latent trait model. Thus, this 
equation is consistent with the commonly held belief that the 
the information provided by a test at 6 can be increased by 
selecting items that discriminate most at 8, or by lengthen­
ing the test. 
44 
Because both the absolute value and the distribution 
of the test information depend upon the particular latent 
trait model chosen it is more informative to compare dif­
ferent models and hence different scoring formulas. The 
ratio between the test information functions under a scoring 
formula and under the scoring formula X2 provides such 
a comparison. This ratio is called the relative efficiency 
at 6 of relative to X2' 
I(e,x ) 
= îTSTî^ • <"> 
The relative efficiency expresses the relative precisions 
of estimators for latent ability based on x^ and Xg/ re­
spectively. If the weights in X2 ^re such that x^2 repre­
sents a sufficient statistic for 0, in other words, if it 
represents the maximum likelihood estimator of 0, the 
ratio 
1(0,x^) 
Eff(0,x^) = 2(a) ^ (25) 
is called the efficiency at 6 of x^^. 1(6) expresses the 
maximum amount of information that can be obtained under a 
given latent trait model. The efficiency of a scoring 
formula x^ can be interpreted as the precision of an esti­
mator of 0 based on that scoring formula under the assump­
tion that a model with a scoring formula X2 is valid. 
A maximum likelihood estimator 0 is approximately 
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(asymptotically) normally distributed with mean 9, the true 
ability value of an examinee, and variance 
2 
V(ê) = — = y] , (26) 
1(G) 60^ 
where L denotes the logarithm of the likelihood function. 
It follows that § is asymptotically efficient (Birnbaum, 
1968). Formula 26 may be used to estimate the asymptotic 
standard error of measurement of an ability estimate, 
SE(6) = *^V(§) . (27) 
The asymptotic standard error of measurement is a function 
of the information provided by a test at 9 and thus a func­
tion of 9. Classical test theory, on the other hand, sup­
poses that the standard error of measurement does not depend 
on ability. 
D. Empirical Results 
In this section studies reported in the literature 
will be reviewed in which one or more of the three models 
were investigated by applying them to empirical or artificial 
data. None of these studies dealt with problems directly 
relevant to psychological research or theory. Relative to 
the progress made in latent trait theory during the last 
decade the number of empirical investigations reported is 
relatively small. First, studies dealing with goodness of 
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fit and validity of the Rasch model will be reviewed. Next, 
work on the validity of the two-parameter and three-parameter 
models will be discussed. Finally, investigations of the 
efficiency of the three models will be presented. 
Earlier work on the Rasch model was mainly concerned 
with the evaluation of goodness of fit and invariance of least-
squares parameter estimates. Rasch (1960) applied the model 
to data collected from a group of 1094 Danish Army recruits 
who were given four short intelligence tests. Using a 
graphical method based upon the logits of observed 
freqeuncies (see Section II.B) he found a reasonable fit 
for two of these tests. The results indicated invariance 
of item difficulty and ability estimates. Reanalysis of 
the data for the two tests which were not fitted by the 
model revealed that these tests were highly speeded. When 
examinees were grouped according to their working speed the 
Rasch model fitted the data for each speed group (Rasch, 
1966a, 1966b). Anderson et al. (1968) reported the results 
of unpublished studies by Brooks (1965) and Kearney (1966) . 
These investigators found that, approximately 20 and 30 
percent, respectively, of the items of group intelligence 
tests failed to agree with the Rasch model at the 0.05 level 
of statistical significance. In both studies a t-test, based 
on the deviations of the logits which were plotted against 
their row means was applied to evaluate goodness of fit. 
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Brooks also showed that item difficulty estimates obtained 
from two samples of students in different grades tended 
to fall on a straight line with unit slope, thus suggesting 
invariance with respect to ability groups. Quite similar 
results were obtained by Mellenberg (1969) who found a 
reasonably good fit for four of six short achievement tests. 
Anderson, Kearny and Everett (1968) analyzed the fit of 
the Rasch model using data on a 45-item intelligence test 
administered to samples of, respectively, 608 and 874 Army 
and Navy applicants. The examinees were placed into six 
ability groups on the basis of observed scores. Twelve 
items passed by all or none of the examinees were deleted. 
Following Brooks (1965), goodness of fit was investigated 
using a t-test. With the smaller sample 30 percent of the 
items and with the large sample 45 percent of the items failed 
to agree with the model. However, removal of those items 
had no significant affect on the difficulty estimates for 
the remaining items. Item difficulty estimates based on 
the two samples of examinees correlated 0.995 with the items 
not fitted by the model included, and 0.990 when these items 
had been removed. To test invariance another set of item 
difficulties were calculated based on six differently com­
posed ability groups. The correlation between these new and 
the original difficulty estimates was 0.996. Finally, a 
correlation of 0.999 between the ability estimates for the 
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six ability groups in the two samples was found. The authors 
concluded that invariance of the parameter estimates was 
established and that items that failed to agree with the 
Rasch model had no significant affect on the estimates. 
Wright (1968) investigated both invariance of item calibra­
tion and ability estimation using a maximum likelihood esti­
mation procedure. The Rasch model was applied to responses 
of 976 examinees who had been given 48 verbal comprehension 
items of the Law School Admission Test (LSAT). First, 
Wright estimated item difficulties from both the 325 
lowest scoring examinees and the 325 highest scoring 
examinees. Ability estimates based on these two sets of 
difficulty estimates agreed remarkably well. In a second 
analysis, he estimated item abilities using two sets of 
items, the 34 easiest and the 24 hardest items. All items 
had previously been calibrated on the total group of examinees 
in order to measure ability on a common scale. To test the 
hypothesis of invariant ability estimates the differences 
between the test scores and between the ability estimates 
on the easy and difficult item samples were compared. 
Whereas the mean of the score differences was found to be 
very large, the 'mean of the differences between the ability 
estimates was interpreted as not being significantly dif­
ferent from zero. Thus the hypothesis of invariant diffi­
culty and of invariant ability estimates was supported by 
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these results. In concluding, Wright suggested that because 
tests are usually constructed to meet certain requiremements, 
they may as well be constructed to meet the requirements of 
the Rasch model. In other words, items would have to be 
selected that are relatively homogeneous with respect to 
their discriminating powers. If this can be accomplished to 
some extent; "sample-free" measurement - to use Wright's 
terminology - will be possible. In addition, it will not 
be difficult to equate parallel forms, to connect sequential 
forms, and to relate long and short tests. Also working 
with the LSAT data and maximum likelihood estimation Pancha-
pakesan (1969) demonstrated that test forms can easily be 
equated when they include at least one common item. If 
different test forms do not contain common items, equating 
is possible if they are administered to random samples drawn 
from the same population. In this latter case Panchapakesan 
obtained results which appeared somewhat better than the 
results of the equipercentile method commonly applied. A 
common ability scale was established by equating the means 
of the ability estimates for the different forms. 
The results reported so far tend to support the hy­
pothesis that the Rasch model fits typical tests of intelli­
gence or ability reasonably well. Several authors (e.g. 
Birnbaum, 1968; Lord, 1952, 1968; Ross, 1966) have, however, 
shown that items in tests of cognitive abilities usually 
50 
differ substantially in their discriminating powers. If this 
is the case an essential question is how deviations form the 
assumption of equal discriminating powers of the items af­
fects goodness of fit and, consequently, the validity of the 
Rasch model. An answer to this question was attempted in 
doctoral dissertations by Hambleton (1969) and Panchapakesan 
(1969). Both authors applied Monte-Carlo methods to generate 
artificial test data. These were then used to estimate 
abilities and item difficulties applying the maximum like­
lihood procedure of Wright and Panchapakesan (1969). Devia­
tions from the Rasch model were simulated by generating 
item scores according to the two-parameter and three-
parameter logistic models. It was assumed that the distribu­
tions of the generating person parameters and item parameters 
are uniform, rather than bell-shaped as would be expected in 
practice. A chi-square statistic was used to assess goodness 
of fit of items and tests. (Incidentally, Panchapakesan 
applied an additional criterion which is, however, unessen­
tial for the conclusions drawn in this review). Despite 
the fact that both studies differed, among other aspects, 
in that different ranges of generating parameters and different 
numbers of items and persons were assumed, a comparison of 
the results seems justified. To compare the results the 
parameter values used by Panchapakesan were adjusted for a 
scale factor assumed by Hambleton. When only the item 
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discriminating indices were varied and no guessing was as­
sumed to occur, both authors found that the chi-square 
statistic tended to consistently identify items whose dis­
criminating indices exceeded a range of approximately 0.30. 
The number of items was either 15 or 20, the number of 
persons varied between 500 and 1000. Hambleton also inves­
tigated the relationship between the size of the chi-square 
values for items and tests and the number of items and sub­
jects. He found that the number of items rejected as not 
meeting the requirements of the Rasch model increased as 
the number of items or the number of subjects increased. 
For example, in a hypothetical test of 15 items, all with 
a guessing parameter of 0.20 and discriminating parameters 
varying within the realistic range of 0.80 (e.g. Lord, 1968), 
5 items were rejected at the 0.05 level. In a test of 45 
items 32 were rejected under the same conditions. A sample 
of 1815 examinees was assumed in both simulations. When 
random guessing was simulated Hambleton found that the Rasch 
model provided an inadequate fit to the data except for 
very small values of the guessing parameter. As one might 
presume, the Rasch model tended to fit easy items with 
large guessing parameters better than difficult items with 
large guessing parameters. In another analysis, Hambleton 
simulated tests varying in the number of items that measure 
a second ability orthogonal to the ability measured by the 
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remaining items. When the relative number of these deviant 
items was small, the chi-square statistic was effective in 
identifying them. When, however, one third of the items 
measured a second ability, nearly all items were rejected, 
no matter whether they measured the first ability as the 
majority of the items did, or the second orthogonal ability. 
To know that a certain number of items in a test are re­
jected by a certain statistical criterion of goodness of 
fit is only useful if these items disturb measurement. 
Panchapakesan investigated the extent to which variation 
in the item discriminating powers introduces bias in the 
ability estimates. When the discriminating parameters 
varied within a range of approximately 1.0 she observed a 
systematic positive bias for positive true abilities and 
a systematic negative bias for negative true abilities, ex­
cept for very extreme abilities which appeared relatively 
less biased. This bias became considerably smaller when item 
discriminating parameters varied within a range of 0.3. It 
did not disappear when all items had the same discriminating 
power, i.e. when the items met the requirements of the Rasch 
model. This latter finding was also confirmed by Hambleton. 
In all simulations the size of the bias at a given ability 
was found to be smaller, generally much smaller, than the 
estimated standard error of measurement at that same ability. 
Panchapakesan concluded that even if item discriminating 
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indices vary as much as 1.0 this does not substantially 
distort ability estimates at any ability level. 
In the studies to be reviewed next goodness-of-fit of 
the three models was evaluated. Hambleton (1969) and Ham-
bleton and Traub (1970a) compared goodness-of-fit of Model 2 
and of the Rasch model. The item parameters were estimated 
by using the correlational method. Goodness-of-fit was 
assessed by a chi-square statistic expressing the deviation 
of the expected score distribution, calculated on the basis 
of the item parameter estimates, from the observed score 
distribution. Fourty-five, 20, and 80 items were, respective­
ly, selected from the Verbal and Mathematics sections of 
the Ontario Scholastic Aptitude Test (OSAT) and from the 
Verbal Section of the Scholastic Aptitude Test (SAT). The 
analysis of the OSAT was based on a sample of 1319 examinees, 
the analysis of the SAT of a sample of 1208 examinees. It 
was found that (a) a common factor accounted for most of 
the variance in the item responses; (b) the agreement be­
tween expected and observed score distributions was better 
for the two-parameter model than it was for the Rasch model; 
(c) the two models differed less with respect to goodness of 
fit when a test contained more items; (d) goodness of fit 
was best for the mathematics test which appeared to be the 
most homogeneous one. This latter finding was supported by 
Bock and Lieberman (1970) who, making the same assumptions 
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as Hambleton and Traub, observed a better fit of the normal 
ogive model to a set of five homogeneous items than to a 
set of five more heterogeneous items. That the most general 
model is likely to provide an excellent fit to binary items 
was demonstrated by Lord (1970). He compared ICCs obtained 
by applying two entirely different methods. The first 
method assumes that the three-parameter logistic model is 
valid and that the maximum likelihood procedure for simul­
taneous parameter estimation (Lord, 1968) yields reasonable 
estimates. The second method assumes that a strong true 
score model holds, based on the compound-binomial function 
(Lord and Novick, 1968, Chapter 22). This function does not 
prescribe any form of the ICC. The ICCs obtained by these 
two methods agreed almost exactly. 
The remaining empirical studies reviewed were concerned 
with efficiency of measurement under the three models and 
problems of test design. Assuming the three-parameter 
logistic model to be valid. Lord (1968) analyzed the Verbal 
Section of the SAT. Eighty items of that test and a sample 
of 2862 examinees were selected. This study appears to be 
the first, and at present the only one reported in the 
literature in which simultaneous maximum likelihood esti­
mation of latent abilities and of item discriminating and 
difficulty parameters was applied. Guessing parameters were 
estimated as the proportion of correct responses of low-
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scoring persons in a sample of more than 100,000 examinees. 
Lord compared the efficiency of the unweighted sum (observed) 
score - according to the Rasch model a sufficient estimator 
of ability - and a number of different weighted-sum scores. 
Only the major results will be reported: (a) The efficiency 
of the observed score was 0.54 at the lowest ability level 
observed, 0.85 at an ability level corresponding to the 25th 
percentile and approximately 0.90 above an ability level 
corresponding to the 70th percentile on the score scale. 
Thus if an optimally scored test, or if maximum likelihood 
estimates of ability were used, only 54 percent as many 
items would be needed at the bottom end of the scale, and 
only 85 percent at the 25th percentile, as are required to 
provide the same amount of information as is contained in 
the observed score. (b) If two or more test forms, differing 
in overall difficulty, were administered to groups of examinees 
with abilities roughly equal to the overall difficulties 
of these two test forms, substantial gains in efficiency were 
achieved without weighting items. In a case like this an 
examinee could be assigned to a particular test form on the 
basis of his performance on a short foretest. In general. 
Lord was very cautious with regard to the immediate practical 
implications of these results. Hambleton (1969), and 
Hambleton and Traub (1970b) reported results that tend to 
support Lord's (1968) findings. Test data were simulated 
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assuming different ranges and uniform distributions of item 
discrimination, difficulty, and guessing parameters. The 
efficiency of Model 1 or Model 2 was investigated for an 
ability range between -3.0 and 3.0 expected to include 
over 99 percent of the population of potential examinees. 
Ability was assumed to be normally distributed. It suffices 
to summarize the important results: (a) When the guessing 
parameters were equal to zero, i.e. Model 2 was assumed to 
be valid, the efficiency of the Rasch model was found to be 
approximately 0.87 for all abilities when item discriminating 
parameters varied within a range of 0.80. The efficiency 
of the Rasch model increased to a maximum of 0.99 when this 
range became smaller. Very similar results were reported 
by Panchapakesan (1969). (b) When guessing was introduced, 
in other words, when Model 3 was assumed to be valid, the 
efficiency of the Rasch model was generally lower than the 
efficiency of Model 2, except at very low abilities. For a 
range of discriminating parameters observed in practice 
(Lord, 1968) the efficiency of an unweighted-sum score was 
0.70 at very low abilities and 0.8 0 or somewhat higher 
at abilities above -2.0. 
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E. Conclusions Drawn from the 
Empirical Results 
In the empirical studies reviewed in the previous section 
the validity and utility of latent trait models were in­
vestigated on the basis of three distinct, although not 
independent criteria: generality and goodness of fit of 
the models, invariance of the item parameter and ability 
estimates, and information and efficiency of measurement. 
According to these criteria some conclusions will be drawn 
from the empirical results. In addition, a number of impor­
tant aspects of the estimation procedures currently available 
will be summarized. 
(a) The empirical results suggest that the more general 
a latent trait model is the better it will fit data provided 
by tests of intelligence or ability. This is in agreement 
with latent trait theory for binary items. Because for 
such items guessing can never be ruled out. Model 3 is likely 
to fit the data better than Models 2 and 1; and because the 
items in a test commonly differ in their discriminating 
powers. Model 2 will fit the data better than Model 1. 
In the case of Model 1, the Rasch model, statistical tests 
of goodness of fit tend to indicate items with discriminating 
parameters exceeding a rather small middle range, provided 
guessing parameters are zero or near zero. When discrimi­
nating and guessing parameters vary within a range commonly 
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observed in practice, a large proportion of the items in a 
test or even the whole test may not meet the requirements 
of the Rasch model. Statistical tests of goodness of fit 
appear to be of limited practical value because they are 
highly sensitive to the size of the sample of both items 
and examinees. If goodness-of-fit criteria that are less or 
not at all dependent on sample size can be developed does 
seem to be an open question. 
(b) Despite the relatively poor fit of the Rasch model 
to typical test data it appears that item difficulty esti­
mates are remarkably independent of the distribution of 
ability in the sample of examinees chosen; and that ability 
estimates are surprisingly independent of the distribution 
of difficulties in the set of items selected. Thus under 
the Rasch model a relatively high degree of invariance of 
the parameter estimates may be expected even when the items 
have different discrimination parameters and non-zero guess­
ing parameters. Invariance of the item parameter and ability 
estimates of Models 2 and 3 has apparently not yet been in­
vestigated . 
(c) The findings on test information and efficiency of 
measurement suggest that tests of medium difficulty, as are 
commonly used in practice, are particularly inefficient and 
imprecise at the lower end of the ability scale. This holds 
for all three models although to different degrees. At 
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extremely low ability levels Model 1, the classical test 
theory model which also assumes an unweighted-sum score, as 
well as Model 2 may require up to twice as many items as 
are required by Model 3 in order to achieve the same pre­
cision of measurement. As ability increases Model 2 re­
quires progressively fewer items than Model 1. At medium 
or above medium levels of ability Model 2 is likely to be 
almost as efficient as Model 3 whereas the efficiency of 
Model 1 tends to approach a maximum of approximately 80 
percent of the efficiency of an optimally weighted-sum 
score such as provided by Model 3. For all abilities that 
are of practical interest Model 1 may be considered approxi­
mately 10 percent less efficient than Model 2 if this 
latter model is valid. These findings are in agreement with 
test construction theory based on latent trait models. They 
suggest that tests should be constructed by choosing items 
with difficulties that approximately ziztch the abilities of 
examinees to whom they are administered. 
(d) These conclusions must be considered tentative 
for at least two reasons. First, they were based on different 
and quite frequently highly subjective criteria of judgment. 
Second, and even more important, they were derived from re­
sults obtained by a number of different estimation procedures 
which require quite different assumptions, and which yield 
estimates with largely unknown properties. Also it is not 
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generally clear how violations of the assumptions underlying 
a particular model influence the estimates ^ nor to what 
extent parameter estimates provided by different estimation 
procedures under the same model differ from each other. The 
maximum likelihood procedure for the Rasch model developed 
by Wright and Panchapakesan (1969) can be expected to yield 
estimates of latent ability that are somewhat biased, even 
when the requirements of the model are met. With this single 
exception no information appears to exist about the properties 
of the estimates provided by the different estimation pro­
cedures, especially those worked out by Kolakowski and Bock 
(1970) and Lord (1968) for Models 2 and 3. Thus it is in 
general not known whether the maximum likelihood procedures 
currently available for all three models provide estimates 
that share the typical properties of maximum likelihood 
estimators. In view of these considerations it appears to be 
particularly difficult to choose a suitable estimation pro­
cedure when Models 2 or 3 are to be applied to empirical 
data. The investigation of these two models may further be 
hampered by the relatively high cost involved in parameter 
estimation, and by the possible difficulty to attain 
convergence of all of the item and person parameter esti­
mates. In the case of the Rasch model maximum likelihood 
estimation appears to be comparatively easy and cheap, and 
should always be used instead of the least-squares method 
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unless very large samples of items and persons are available. 
The empirical studies reviewed in this chapter clearly 
indicate that extensive research is required before the three 
models, in particular Model 2 and Model 3, can be effectively 
used in scientific and applied work. Further research should 
be aimed at (a) the investigation of the properties of the 
estimates provided by the estimation procedures presently 
available; (b) the improvement of the estimation procedures; 
(c) the investigation and development of useful criteria of 
goodness of fit; and (d) the evaluation of the validity and 
utility of the models under a variety of important condi­
tions , and within the context of psychological and other 
relevant theories. As in previous work two basic research 
strategies seem to be indicated : the investigation of latent 
trait models and estimation procedures by simulation 
methods, and the application of models to empirical data. 
This dissertation addresses itself to this latter strategy. 
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III. PLAN OF THE STUDY 
The main purpose of this dissertation was to investigate 
the validity of the one-parameter, two-parameter, and three-
parameter latent trait models ; and to draw some inferences 
with regard to their utility by applying them to data col­
lected on six parallel forms of the ACT Mathematics Usage 
Test. Another important purpose was to evaluate the effec­
tiveness and cost of some of the estimation procedures 
currently available, and the adequacy of the parameter esti­
mates in order to indicate possible improvements of these 
procedures. Difficulties had to be expected in successfully 
estimating the item parameter and abilities of Models 2 and 
3, in addition to the relatively high cost involved. These 
considerations suggested a more careful and detailed 
analysis of the Rasch model than of Models 2 and 3. Two 
consecutive studies were thus planned: the first one (Study 
I) dealing with the investigation of the Rasch model, and 
the second one (Study II) with a less elaborate comparison 
of the three models. In each study it was attempted to 
perform as many analyses as possible to gather a maximam 
of information about technical aspects of the estimation 
procedures, important proper! Lf;H of tho ostlmatfH, nnd Jn 
particular about the validity of the models. 
The major steps of Study I and their related purposes 
will be outlined first; (a) In order to compare important 
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results of the classical test theory model with results of 
the Rasch model, classical item and test analysis and, in 
addition, factor analysis of the inter-item correlations 
were carried out. (b) In the next step, as a basis for a 
detailed investigation of the Rasch model, maximum likeli­
hood parameter estimates, estimates of their standard 
errors, and of chi-square statistics as criteria of goodness 
of fit were obtained. Also the item difficulty esti­
mates were checked by relating them to estimates based 
on the correlational method. The effect of sample fluctua­
tions on the item difficulty and ability estimates were 
assessed by comparing the results of simultaneous and non-
simultaneous parameter estimation. (c) In order to evaluate 
the fit of the Rasch model, the relationships between the 
overall chi-square measure of goodness-of-fit for each of the 
six tests and the following three variables were examined: 
the proportion of variance accounted for by a one-factor, two-
factor, and three-factor solution; the variation of item 
discriminating powers ; and the proportion of items omitted. 
Similarly, fit of the Rasch model to items was evaluated by 
comparing a chi-square criterion for items with three vari­
ables : the proportion of variance accounted for by a single 
factor and the additional proportions of variance accounted 
for by a second and third factor ; the order of an item in a 
test as an indicator of speededness; and the proportion of 
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examinees omitting an item. (d) Because the Rasch model 
could not be expected to fit the data, the effect of lack of 
fit on the ability estimates was examined. Comparisons of 
estimated abilities were made based on two sets of items that 
differed most with regard to goodness of fit, and on two non-
independent samples of examinees, one including and the other 
one not including examinees who omitted items. (e) In order 
to assess the degree of invariance of the parameter estimates, 
two sets of item difficulty estimates based on the most ex­
treme ability groups available were compared as well as 
ability estimates obtained by applying these different sets 
of difficulty estimates to both ability groups. In addition, 
the differences between ability estimates provided by a set 
of the easiest and by a set of the most difficult items were 
examined. (f) Finally, the discrepancy between the sample 
distributions of estimated abilities and of observed scores 
was evaluated. Study II included the following steps: (a) 
First, it was necessary to obtain maximum likelihood estimates 
of item parameters and abilities under the one-parameter, two-
parameter, and three-parameter models. In order to keep 
the cost involved in estimating the Model 2 and Model 3 
parameters within reasonable limits without sacrificing 
accuracy of the estimates, several checks on the adequacy of 
the parameter estimates were made. Also, the estimation 
procedures for the three models were compared with regard to 
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degree of convergence of the solutions, effectiveness and cost. 
(b) Fit of the three models to the same set of data was then 
excimined by comparing the test and item chi-square criteria 
of goodness of fit ; and by exploring how factor loadings, item 
order and proportion of items omitted affect goodness of fit. 
(c) In order to find out to what extent item parameters change 
under different models item parameter estimates obtained by 
the different estimation procedures used were compared. (d) 
For the same reason the ability estimates of the three models 
were related to each other and to observed scores. Also, the 
estimated standard errors of measurement obtained under the 
three models were compared. (e) The efficiency of Model 1 
under the assumption that Model 2 is valid, and the efficiency 
of Models 1 and 2 under the assumption that Model 3 is valid 
were assessed to examine the size of error of measurement 
under the three models, and to explore implications for test 
design. (f) It was further attempted to compare the degree 
of invariance of the ability estimates under the three models. 
As in the first study the differences between the ability 
estimates based on two sets of items which differed as much 
as possible in their difficulties were examined. (g) In a 
last analysis the differences between the means of ability 
estimates under the three latent trait models and the classi­
cal test theory model for a male and female group of examinees 
were compared. On the basis of tha results of these analyses 
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an overall evaluation of the three models and of the estima­
tion procedures employed was attempted. Before the results 
of Studies I and II are presented, the data used and the 
methods applied will be discussed. 
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IV. DATA 
The American College Testing Program kindly provided data 
on the English Usage test, the Mathematics Usage test, the 
Social Studies Reading examination and the Natural Sciences 
Reading examination. Test content, item format, and speeded-
ness of the four ACT tests, as well as previous research 
(Hambleton, 1969; Hambleton and Traub, 1970a) suggested the 
Mathematics Usage test to be most suitable for the purpose of 
this dissertation. The Mathematics Usage test is a 40-item, 
50-minute examination that purports to measure the students' 
mathematical reasoning ability (ACT Technical Report, 1965). 
It includes quantative reasoning problems, and problems in 
geometry, first year college algebra and advanced arithmetic. 
Inspection of the items indicated that because of these dif­
ferent contents the Mathematics Usage may not measure a single 
latent variable, and should thus allow some inferences about 
the validity of the latent trait models when this assump­
tion is violated. Contrary to these guesses with regard to 
homogeneity of the ACT Mathematics Usage test made by the 
author, Engelhart (1965), Findley (1965), and Tiedemann (1965) 
agreed in reviewing the ACT test battery that the mathematics 
items seem to stress reasoning ability rather than knowledge 
of techniques and formulas, or computational skills. Each 
item in the mathematics test has five alternatives, one of 
which is correct. According to the ACT Technical Report (1965) 
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items are pretested on at least four hundred students. Con-
vential discrimination and difficulty analyses are applied 
to select items to be included in the final forms. Parallel 
forms of the ACT tests are carefully matched with respect 
to content, average item difficulty and item discriminating 
powers. Successive forms are equated using the equipercentile 
method. Students who take the ACT test battery are typically 
high school seniors seeking admission to college. Data on six 
parallel forms were made available for this dissertation; 
Forms lOA, lOB, and IOC were administered to a group of 5915 
students in October 1968, Forms 12A, 12B, and 12C to a group 
of 6468 students in October 1970. For convenience, the 1968 
forms A, B, and C will be, respectively, referred to as Tests 
1, 2 and 3; the 1970 forms A, B, and C as Tests 4, 5, and 6. 
During both testing periods the three parallel forms were 
within test centers randomly assigned to examinees. Students 
were told that they will not be penalized for guessing, but 
were not explicitly instructed to guess freely if they did 
4 
not feel able to solve a problem. Unfortunately, no other 
criterion information than sex of the examinees was available. 
4 Private communication, N. S. Cole, The American College 
Testing Program, September 1971. 
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V. METHODS 
In the empirical analyses of the three models a variety 
of methods were used. Several of them will not be described 
in this chapter, but instead along with the presentation of 
results. One essential methodological feature is that many 
of the inferences were in general based on direct comparisons 
of descriptive statistics and on the inspection of graphical 
representations of data. They typically involved relatively 
unformalized judgments rather than statistical tests. In 
view of the limitations of certain tests of goodness-of-fit 
discussed in some detail in Chapter II, and because of rele­
vant suggestions with regard to the evaluation of the 
validity and adequacy of models (e.g. Birnbaum, 1968; Bush, 
1963) such cin approach seems justified. The analyses per­
formed also involved a number of different computational 
procedures, many of them trivial so that they need not be 
mentioned. Also, a relatively large number of simple com­
puter routines, written or adapted for certain analyses, are 
not presented. In this chapter, the procedures used to ob­
tain maximum likelihood item parameter and ability estimates 
under Model 1 and under Models 2 and 3 are discussed and the 
relevant formulas presented. In addition, formulas for 
calculating chi-square criteria of goodness of fit and 
efficiency of measurement are given. 
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A. Maximum Likelihood Estimation of the 
Parameters of Model 1 
The procedure applied for estimating abilities and item 
difficultues of the Rasch model follows closely a procedure 
suggested by Wright and Panchapakesan (1969). These authors 
presented FORTRAN II computer routines for least-squares and 
maximum likelihood estimation of item and person parameters, 
as well as for calculating standard errors of the estimates 
and a chi-square statistic of goodness of fit. Based on 
these routines a FORTRAN IV program was written and tested 
suitable for the IBM 360/65 installation at Iowa State Uni­
versity. Because the essential features of this program 
are identical to those in the version of Wright and Pancha­
pakesan it suffices to present the important formulas and 
the modifications made in the procedure. If in Model 1 
(Equation 7) the common discriminating parameter is set 
equal to one the probability for a person c with ability 6^ 
to answer item g. correctly is 
... - u . . 
Substituting the respective weights for 0 and ^  (Equations 
16a and 16c) , 
w (9) = 5—K— and w (b_) = ^ 
^ ^cg^cg ^ ^ ^cg^cg 
into Equations 15a and 15c, the maximum likelihood equations 
for the Rasch model are obtained. 
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n n -D(0 -b ) 
E u  = E  [ 1 + e  ] ,  c = l , 2 , . . . , N ,  
9=1 9=1 
N N -D(8 -b ) 
2 u = - Z  [ 1 + e  ] /  9 = 1 , 2 , . . . , n  .  
c=l c=l 
These equations can further be simplified since under the 
Rasch model examinees with the same observed score x are 
—r 
assumed to have the same ability 0^ (r=l,2,...,n-l). Setting 
x„ = 2 u 
and 
9=1 
N 
"9 ° c=l 
the likelihood equations for the Rasch model become, 
n -B(8 -b ) 
X - S [1 + e ] = 0, r=l,2,...,n-l, (28a) 
9=1 
n—1 —D ( 0  — b )  
X =  Z  [ 1 + e  ^  9  ]  =  0 ,  9=1,2,...,n . (28b) 
y r=l 
When 0^ and ^  were to be estimated simultaneously these 
equations were solved in stages. In this case the least 
squares estimates of abilities and item difficulties 
(Equations 19a and 19b), respectively, were taken as initial 
values in Stage 1. As a necessary constraint the item 
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difficulty estimates were transformed within each stage to 
meet the requirement. 
Non-simultaneous estimation of latent abilities only requires 
the solution of Equation 25a and hence a single stage. In 
this case item difficulty estimates obtained by simultaneous 
maximum likelihood estimation from the same or another sample 
of examinees were substituted in Equation 28a. Since the 
principles of a stagewise solution of likelihood equations 
were discussed in Section II.B no further details need to be 
given here. The likelihood equations are implicit equations 
of the parameters 6^ and They were solved by the Newton-
Raphson method, in a first step Equation 28b for and in 
a second steo Eouation 28a for 8 . The Newton-Raphson method 
- r 
provides an iterative solution of a likelihood equation, say, 
f(y) = 0 for the parameter y, standing for either ^  or 6^. 
(Because all other parameters except y are hold constant 
they need not be considered here). Now if y^ is the estimate 
of y obtained from the kth iteration the estimate from 
iteration k+1 is 
k 
(29) 
where y^ = y^. In order to iteratively solve the likelihood 
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equations for item difficulty and ability within each stage 
of the estimation procedure formulas analogous to Equation 29 
were applied. A crucial problem was to find an appropriate 
convergence criterion for the Newton-Raphson method. Wright 
and Panchapakesan (1969) suggested to stop iterating when 
[5[k+l < 10 "5 . 
^k+l 
This criterion was, however, found not to be sufficient. For 
extreme values of 6^ the procedure did not converge to stable 
values. Two additional criteria had to be introduced: (a) 
If for any iteration k y, < 10 (i.e. either , or b , ) 
y, = 10 was assumed. (b) If 0. , - 6 , > 170 it was t , K g , K  —  
assumed that 6^ , = 0. In each case a new iteration k+1 was 
r 
started. Using these criteria in addition to the one sug­
gested by Wright and Panchapakesan, in Stage 1 a maximum of 
9 Newton-Raphson iterations was required for extreme values 
and about three iterations for medium values of 9 and all 
values of In Stage 3 only a single iteration was general­
ly -executed. Three stages were always sufficient for simul­
taneous estimation procedure convergence. As proposed by 
Wright and Panchapakesan estimation was stopped when either 
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or 
^k+l-^k 1 10'^' 
where m denotes the number of score groups and L the loga­
rithm of the likelihood function. 
To assess the adequacy of the solutions provided by this 
procedure, test scores were predicted on the basis of item 
difficulty and ability estimates obtained from the same set 
of data. Predicted and observed test scores differed from 
each other only within the limits of rounding error. In 
addition, the procedure was applied to a set of test data for 
which parameter estimates were available.^ These estimates and 
the estimates obtained agreed very closely. The asymptotic 
standard errors of estimated abilities were calculated ac­
cording to Equation 27. Similarly, standard errors of the 
item difficulties were estimated. 
B. Maximum Likelihood Estimation of the 
Parameters of Models 2 and 3 
As discussed earlier in Section II.B, two computer pro­
grams exist for estimating Model 2 and Model 3 parameters : 
LOGIST, a FORTRAN IV program based on the logistic function 
(Lord, 1968), and a FORTRAN IV program for Maximum Likelihood 
Item Analysis and Test Scoring based on the normal ogive 
^The author acknowledges the help of Dr. B. Wright for 
providing the test data set. 
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model (Kolakowski and Bock, 1970).^ After a few successful 
trial runs of LOGIST it was decided not to use this program 
because of the high cost to be expected.^ In addition, the 
4 0-item tests to. be analyzed were likely too short although 
this did not seem to be the case during the first three 
stages executed. Instead of LOGIST the program published by 
Kolakowski and Bock (1970) was chosen because parameter 
estimation with this program was expected to be approximately 
half as costly as with LOGIST. 
The writer, up to now, has followed the notation of Lord 
and Novick (1968) , and Birnbaum (1968). Here we consider 
the two-parameter and three-parameter models according to 
Kolakowski and Bock (1970). It suffices to consider the three-
parameter normal ogive model. 
^cg " Cg + (1-Cg) c{![a^8+bg] , (30) 
where <{) denotes the normal distribution function. The two-
parameter normal ogive model is, of course, obtained by set­
ting the guessing parameter equal to zero. As mentioned 
LOGIST was kindly made available by Educational Testing 
Service. The author is grateful to Ms. M. S. Wingersky for 
advice in using this program. The program by Kolakowski and 
Bock was obtained from the Statistical Laboratory of the De­
partment of Education at the University of Chicago. 
7 Execution of three stages cost $45 with a 40-item test 
and a sample of 2000 examinees. To obtain stable estimates be­
tween 15 and 20 stages would be required if a strict conver­
gence criterion were applied (private communication, Ms. M. S. 
Wingerski, Educational Testing Service, May 1971). 
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earlier, for practical purposes the normal ogive models and 
the logistic models can be considered equivalent because 
OtSgGc+b^j = *[ag(8-bg)] 
= ^[Dag(e-bg)] 
It follows that the item difficulty parameters ^  of the two-
parameter and three parameter logistic models can be obtained 
from the difficulty parameters ^  of the normal ogive models 
by 
bg = -b^/ag . (31) 
This was done in Study II in order to work within the frame­
work of the logistic models. Of course, the item discrimi­
nating indices are practically the same for the two types 
of models. 
In this section the major steps of the computational pro­
cedure in the program used will be discussed. The maximum 
likelihood equation for 0 is obtained by substituting the 
weight 
9P /30 
eg 
= W.9 
= ag(l-Cg)P[agGc+bg] 
in Equation 15a, giving 
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n u -Ê 
Z _E2__S2. a„(l-c )p[â e +Ê'] = 0, c=l,2,...,N, (32a) 
q=l # ô 9 9 g c g 
^ cg^cg 
where p denotes the normal density function. In order to 
estimate item discriminating powers and item difficulties the 
principle of local independence is relaxed. It is assumed 
that the ability of examinees within each of m fractiles is 
approximately the same. (In the program used the maximum 
number of fractiles was 20.) Now if denotes the number 
of examinees in the rth fractile (r=l,2,...,m); (g=l,2,...,n) 
in the rth fractile, the probability of a vector of responses 
V = (u-,u_,...,u ) for an item g and across the m fractiles 
— g  1 2 m  —  
is equivalent to the likelihood function, 
m NI 
S = Wrg°rgV^g' 9=^'^ " " 
Setting the partial derivations of InL^ with respect to a^ 
and ^ , respectively, equal to zero the likelihood equations 
for a^ and b^ are obtained, 
—g -g 
m f —N P 
j rg r rg g (i-c )p[â g +Ê'] = 0 , (32b) 
r=l =" 9 S 9 
m f -N P 
z —£_££ (1-C„)p[£ § +ê'] =0, g=l,2,...,n . (32c) 
^rg-Srg ' ' " ® 
As discussed in Section II.B the solution of Equations 32 
proceeds in stages. In the Kolakowski and Bock procedure 
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each stage involves; (a) solution of Equation 29a for 0 
using some initial values of a and b or estimates obtained 
-g -g 
in a preceding stage; (b) grouping of the estimates 9^ into 
m fractiles and standardizing the weighted fractile medians 
of 0 to a mean of 0 and a variance of 1 in order to introduce 
the two necessary constraints; (c) solving Equations 32b and 
32c for a and b , respectively, after substituting the 
*~9 —g 
standardized fractile medians of 0. Because the program does 
not provide estimates of the guessing parameters they must 
be obtained independently or set equal to some a priori value. 
The Newton-Raphson method applied to iteratively solve 
Equation 32a for is equivalent to the method discussed in 
the previous section. If the likelihood function for 0 be 
-4 
comes less than 10 iteration is stopped. Otherwise a 
maximum of 6 Newton-Raphson iterations are executed. Because 
Equations 32a and 32b have to be solved simultaneously for ^  
and respectively, a generalized Newton-Raphson method is 
required which will briefly be outlined. If the likelihood 
equations for ^  and ^  are denoted, respectively, by f(ag)=0 
and f(b )=0 (a =â ,b =6 ) the parameter estimates obtained 
9 g 9 g g 
from iteration k+1 are 
â 3f(a. )/aa 3f(a„)/3b f (a^) g g g g g 
bg k+1 6g k 3f(bg)/3a 9f(bg)3b f(bg) k. 
(33) 
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where k indicates estimates resulting from the kth iteration. 
In the program used, item parameter estimation is based on 
Equation 33 and some additional simplifications (Kolakowski 
and Bock, 1970; Bock and Jones, 1968). In fact, the procedure 
applied is equivalent to probit analysis, and the item par­
ameter estimates represent least-squares estimates. If all 
item parameter estimates obtained in a given stage differ by 
less than 0.005 from the estimates of a previous stage exe­
cution is stopped. Otherwise a new stage is started. Esti­
mates of the asymptotic error variances of the ability 
estimates were calculated by using Equation 27. 
C. A Chi-square Criterion of 
Goodness of Fit 
In order to assess the fit of the three models to 
individual items and tests, a Personian chi-square (Bock and 
Jones, 1968) divided by its number of degrees of freedom was 
taken as an index of goodness-of-fit. A chi-square statistic 
for an item £ (g=l,2,...,n) is given by 
X 2 , ? , (34) 
^ r=l rg*rg 
where denotes the number of persons with the same ability 
0^ in an ability group r (r=l,2,...,m), f^^ the number of 
persons in this group, P^^ the probability that a person 
answers item ^  correctly, and = l-P^g. A chi-square 
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statistic for a test t is then obtained as 
2 ^ 2  
Xt = 2 . (35) 
^ r=l 9 
If the abilities were known the limiting distribution and the 
2 2 degrees of freedom Xg and would also be known and tests 
of goodness-of-fit possible. This is, however, not the case 
since the abilities are to be estimated in addition to the 
item parameters. Thus statistical tests are very likely 
misleading. 
Nevertheless, a relative chi-square criterion obtained 
by dividing the chi-square statistics for items and tests by 
their approximate numbers of degrees of freedom was assumed 
to represent a useful descriptive measure of goodness-of-fit. 
Because the absolute size of chi-square depends upon the 
number of observations, this relative chi-square criterion is 
likely to be less dependent on sample size (Lazarsfeld and 
2 Henry, 1968). For the Rasch model Xg /(m-1) was used as a 
2 goodness-of-fit criterion of an item, and x^ /n(m-l)-l 
as a goodness-of-fit criterion of a test. For Models 2 and 
3 the respective goodness-of-fit criteria applied were 
2 2 
Xg /(m-2), and x^ /n(m-2)-2. The approximate numbers of 
degrees of freedoms for the item criteria were obtained by 
subtracting the number of constraints put on the equations 
from the number of ability groups m. The degrees of freedom 
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for the test criteria were calculated by subtracting the number 
of estimated item parameters and constraints from the number 
(n*m) of cells in the matrix where r=l,2,...,m and 
g=l,2,...,n. In subsequent chapters, the relative goodness-
of-fit criterion of an item will, for convenience, be re-
2 ferred to as item chi-square (Xg /df). Similarly, the 
criterion of goodness-of-fit of a test will be referred to 
2 
as test chi-square (x^ /df). 
D. Computation of Efficiency of 
Measurement 
The general definitions of test information and effi­
ciency were given in Equations 21 and 25. Based on these 
equations a computer program was written to calculate for 
abilities of interest the test information and the efficiency 
of measurement under two assumptions. Only the computational 
formulas for efficiency are presented in this section. If 
it is assumed that Model 2 is valid the efficiency of Model 
1, i.e. the efficiency of an unweighted-sum score, 
is 
n 2 
[ Z ag*(l-$)] ^ 
Eff(e,Xj,) = —ïjSzi , (36) 
[ Z 4^1-*) ][ Z 
g=l g=l 9 
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where ^ = ^[D (0-b ) denotes the logistic model. With this 
ag g 
formula the item parameter estimates for Model 2 were used. 
Similarly, if Model 3 is assumed to be valid the efficiency 
of an unweighted-sum score, (Model 1), and of a weighted-
sum score, 
"2 = g!i Vg 
(Model 2), are, respectively, given by 
2 [ Z ag(l-Cg)4(l-4)]^ 
Eff(e,x^) = — 3-1 
n 2 2 
I Z P (6)0 (e)][ E a ^(1-c )^^(l-*)/P (6)] 
g=l ^ ^ g=l y 
(37) 
and 
[ Z a 2(i_c )^(i_^)]2 
1 ^ y 
'^2^ = — : H 
[Z a„^P (e)Q(e)] [ Z a 2(1_C )*2(i_$)/p (8)] 
g=l ^ ^ g=l ^ 3 y 
(38) 
where Pg(8) = c^ (l-c^) if) [Da^ ( e-b^) ] , and 0^(8) = l-Pg(e). 
With these formulas the item parameter estimates for Model 
3 were applied. 
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VI. RESULTS AND DISCUSSION OF STUDY I; 
INVESTIGATION OF THE RASCH MODEL 
A. Classical Test and 
Item Analysis 
In order to relate important results of classical test 
theory to results provided by the Rasch model a classical 
test and item analysis was performed on each of the six 
mathematics tests. Table 1 shows for each test the number 
of examinees, the mean, standard deviation, Kuder-Richardson 
Formula 21 reliability, and the standard error of measurement 
based on this reliability estimate. These results suggest 
that neither the 1968 nor the 1970 forms are strictly parallel. 
The mean of Test 1 differs significantly (p<0.01) from the mean 
of Test 2, and the means of Tests 4, 5, and 6 differ signifi-
Table 1. Classical test analysis 
Test Year Form N X r a 
XX' 
SE^ 
1 1968 A 1992 18.192 7.131 0.85 2.80 
2 B 1966 17.507 7.541 0.86 2.81 
3 C 1957 17.863 8.299 0.89 2.80 
4 1970 A 2161 18.319 8.203 0.89 2.78 
5 B 2158 18.885 8.171 0.89 2.75 
6 C 2149 20.341 9.263 0.91 2.73 
^Kuder-Richardson Formula 21 reliability. 
^Standard error of measurement based on r^,. 
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cantly from each other (see Table 4). With respect to esti­
mated variances and homogeneity, the two C forms differ most 
from the other two forms. Estimates of item means and item-
test correlations are given in Tables A1-A6 in the Appendix. 
With the exception of Test 2 and Test 3 the difficulty of 
the items increase with item order, an observation which may 
suggest some differences in test design of the 1968 forms. 
B. Factor Analysis of the Items 
A sufficient but not a necessary condition for a one-
dimensional latent space is that factor analysis of the 
items provides a single factor. To explore this the matrices 
of the phi coefficients were factor analyzed using Joreskog's 
(1967) program for unrestricted maximum likelihood factor 
g 
analysis. To suppress spurious factors due to differences 
in item difficulties, items with means less than 0.30 and 
larger than 0.70 were excluded from the factor analysis. It 
was demonstrated that for the remaining items the relationship 
between phi coefficients and tetrachorics was almost linear 
for all observed difficulty splits, and within the range of 
observed phi coefficients. This resulted in an unfortunate 
loss of between 3 and 11 items of a test. Only incomplete 
g 
As noted in Chapter I, tetrachoric correlations would 
have been more appropriate. Unfortunately, at the time this 
analysis was done the author was not aware of the existence of 
an accurate routine for computing tetrachoric correlations 
(Froemel, 1970). 
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information on the factor structure of the tests was thus 
available. 
Inspection of the size of the latent roots and residual 
correlation matrices indicated a reasonable fit of a three-
factor model to the data. The Varimax rotated factor load­
ings on the three factors, the proportions of variance ac­
counted for by the first factor, and the additional propor­
tions of variance accounted for by a second and third factor 
are presented in Tables A1-A6. Except for Tests 5 and 6, 
Factor 2 was interpreted as a speed factor because the load­
ings on that factor remained low approximately up to item 30 
and increased thereafter substantially. In Test 5 no clear-
cut speed factor was found, in Test 6 Factor 3 behaved like 
a speed factor. As an example. Figure 2 shows the relation­
ship between factor loadings and item order for Tests 2 and 
5. When the factor loadings were plotted against item means 
a slight systematic relationship was found. Thus even though 
items with extreme means were deleted the loadings still some­
what reflected differences in item difficulties. Attempts to 
interpret the unrotated and the Varimax rotated factor load­
ing with regard to item content and type of the mathematical 
problem were unsuccessful. 
The proportions of variance accounted for by a one-factor, 
two-factor, and three-factor solution are summarized in Table 
2. It is seen that between 73 and 87 percent of the common 
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FIGURE 2. Relationship between Varimax rotated factor 
loadings and item order for (a) Test 2 and (b) Test 5 
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factor variance can be attributed to a first factor. The very 
small proportions of variance due to Factors 2 and 3 and the 
interpretation of one of these factors as a speed factor sug­
gested that all six forms of the Mathematics Usage test 
measured essentially a single psychological dimension which 
was interpreted as mathematical reasoning ability. The suf­
ficient condition for a one-dimensional latent space and thus 
for the validity of latent trait models appeared to be met by 
the data to a considerable degree. 
Table 2. Factor analysis of items 
Test 
Number 
of items 
included 
Proportion of Variance 
one-factor 
solution 
two-factor 
solution 
three-factor 
solution 
1 32 0.149 0.162 0.173 
(86.1) (7.5) (6.4) 
2 34 0.150 0.192 0.206 
(72.7) (20.5) (6,7) 
3 37 0.177 0.211 0.223 
(79.6) (15.1) (5.2) 
4 34 0.182 0.200 0.210 
(86.8) (8.2) (4.9) 
5 29 0.188 0.206 0.220 
(85.4) (8.4) (6.2) 
6 33 0.224 0.246 0.259 
(86.4) (8.6) (5.0) 
Note: Percentages of the common factor variance accounted for 
by the first factor, and of common variance added by the 
second and by the third factor are given in parentheses. 
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C. Simultaneous Estimation of Item 
Difficulties and Abilities 
As a first step in the investigation of the Rasch model 
latent abilities, item difficulties, and their asymptotic 
error variances were simultaneously estimated for each of 
the six tests using the maximum likelihood procedure described 
in Section V.A. The item difficulty estimates are given in 
Tables B1-B6 in Appendix B. Because the asymptotic standard 
errors of the difficulty estimates were rather uniform in 
size and always less than 0.035 they were not included in 
these tables. 
Table 3. Summary statistics for ability estimates under the 
Rasch model 
Test Year Form N 8 
1 1968 A 1988 -0.138 0.562 
2 B 1961 -0.178 0.573 
3 C 1952 -0.141 0.622 
4 1970 A 2157 -0.115 0.649 
5 B 2155 -0.074 0. 664 
6 C 2141 0.043 0.747 
Table 3 shows the means and standard deviations of the 
ability estimates. Comparisons among the means of the ability 
estimates are in a strict sense not warranted because the 
ability scales of the three 1968 forms and of the three 1970 
forms are very likely not the same. If the Rasch model is 
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valid ability is measured on the same scale by different 
tests only if the item discriminating power did not differ 
among tests, and if a unique origin of the scale is defined. 
These requirements were only approximately met by the data. 
Although all differences among the average discriminating 
powers (Table 7) estimated by the correlational method did 
not reach the 0.01 level of statistical significance, one such 
difference for the 1968 test forms and two differences for 
the 1970 test forms were found to be significant beyond the 
0.05 level. It was concluded that the scale units for the 1968 
and the 1970 versions were approximately the same. However, 
the origin of the scales which were fixed by setting the 
average item difficulty parameters equal to zero, differed 
to some extent. This follows from the differences among 
the means of the observed scores as can be seen in Tables 
1 and 4. Because during each testing period the three forms 
were randomly assigned to examinees the hypothesis of zero 
differences between the means of both observed score and 
ability estimates seemed justified. To test this hypothesis 
under the classical test theory model and under the Rasch 
model conç)arisons among the means were made for each testing 
period. The results are presented in Table 4. Although 
the Rasch model was not likely to fit the data and abilities 
were not measured on the same scale it appeared that this 
model met the hypothesis of zero differences among the 1968 
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Table 4. Comparisons among the means of observed scores and 
ability estimates 
Year Comparison 
t-values 
Forms X § 
1968 A-B 2.936 2.210 
A-C 1.334 0.181 
A-C -1.406 -1.909 
1970 A-B -2.147 -2.04 9 
A-C -7.588 -7.38 9 
B-C -5.157 -5.414 
and the 1970 means somewhat better than the classical test 
theory model. 
The relationship between observed scores and estimated 
abilities, the so-called regression of test scores on ability, 
is shown in Figure 2 for Test 2 as an example. Since under 
the Rasch model all items are weighted equally, abilities 
are just a monotonie transformations of the observed scores. 
(Abilities corresponding to zero scores and complete scores 
can, as will be remembered, not be estimated because they 
would be minus or plus infinity, respectively.) Figure 3 
also shows the relationship between estimated standard errors 
of measurement and estimated abilities. It is seen that for a 
test of medium difficulty this error is smallest in the middle 
range and largest at the extremes of the ability scale. With 
each of the six mathematics tests average abilities were 
measured between two and three times more precisely than very 
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low and very high abilities. The classical test theory model, 
on the other hcuid, assumes equal precision at all levels of 
ability. 
D. Comparisons of Simultaneous and Non-
simultcineous Parameter Estimation 
So far latent abilities and item difficulties obtained by 
simultaneous pareuneter estimation have been considered. 
Frequently abilities will have to be estimated using items 
that have been calibrated on another sample of examinees. 
If the Rasch model is valid and the maximum likelihood pro­
cedure used is appropriate, there should be no differences 
between abilities estimated simultaneously and non-simulta-
neously. 
To investigate the extent to which this hypothesis was 
met a random sample of approximately one third of the ex­
aminees who took a test (Random Sample 1) was chosen to 
estimate item difficulties. These estimates were then ap­
plied using the non-simultaneous method to obtain ability 
estimates for the remaining two thirds of the examinees 
(Random Sample 2). In addition, simultaneous parameter 
estimates were computed for Random Sample 2. Test 2 and 
Test 5 were selected for this analysis because, as will be 
discussed in Section VII.F, the best and worst fit of the 
Rasch model were observed for these two tests. Figures 4 and 
5 show plots of the difficulty estimates based on Random 
9 3  
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FIGURE 4. Relationship^between maximum likelihood esti­
mates of item difficulty (bg) based on a random saimple of 
654 examinees (RS 1), and on a different random sample of 
1307 examinees (RS 2). Test 2 
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FIGURE 5. Relationship^between maximum likelihood esti­
mates of item difficulty (h_) based on a random sample of 
719 examinees (RS 1), and on a different random sample of 
1436 examinees (RS 2). Test 5 
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Sample 1 against those based on Random Sample 2. The rela­
tionship between the two sets of difficulty estimates is 
seen to be linear. A correlation of 0.97 was found for both 
Test 2 and Test 5. In both tests the asymptotic standard 
errors varied between 0.050 and 0.065 in Random Sample 1 and 
between 0.035 and 0.046 in Random Sample 2 which was about 
twice the size of Random Sample 1. Thus, as is to be expected, 
the larger the sample the more accurate are the item diffi­
culty estimates. Table 5 summarizes the results of simul­
taneous and non-simultaneous ability estimation. The two 
sets of ability estimates agree almost exactly. Even though 
a relatively large proportion of the item difficulty esti­
mates, upon which the simultaneous and non-simultaneous 
ability estimates were based, differed significantly, this 
had no effect on the ability estimates. With non-simultaneous 
parameter estimation the asymptotic errors were found to be 
somewhat larger in the middle range of the ability scale and 
somewhat smaller at extreme ability levels than with simul­
taneous parameter estimation. These results suggested that 
it is irrelevant whether latent abilities are estimated 
simultaneously or non-simultaneously, provided the examinees 
are randomly selected and the number of examinees are of 
reasonable size. 
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Table 5. Simultaneous versus non-simultaneous estimation of 
ability 
Test 2; N = 1307 Test 5; N = 1436 
Simultaneous Non- Simultaneous Non-
simultaneous Simultaneous 
§ SE(§) § SE (§) S SE(§) § SE (8) 
1 -2.28 0.60 -2.29 0.51 -2.38 0.60 -2.36 0.48 
3 -1.59 0.36 -1.60 0.33 -1.68 0.36 -1.66 0.32 
5 -1.24 0.32 -1.25 0.28 -1.32 0.29 -1.31 0.28 
7 -0.99 0.29 -1.00 0.26 -1.06 0.26 -1.05 0.26 
9 -0.80 0.25 -0.80 0.23 -0.85 0.24 -0.84 0.25 
11 -0.62 0.23 -0.63 0.23 -0.67 0.22 -0.67 0.24 
13 -0.47 0.22 -0.47 0.22 -0.51 0.22 -0.50 0.23 
15 -0.33 0.21 -0.33 0.21 -0.35 0.21 -0.35 0.23 
17 -0.19 0.20 -0.19 0.21 -0.21 0.21 -0.21 0.23 
19 —0.06 0.20 -0.06 0.21 -0.07 0.20 -0.07 0.23 
21 0.07 0.20 0.07 0.21 0.07 0.20 0.07 0.23 
23 0.20 0.20 0.20 0.21 0.22 0.21 0.21 0.23 
25 0.33 0.20 0.34 0.21 0.36 0.21 0.36 0.23 
27 0.48 0.21 0.48 0.22 0.51 0.21 0.51 0.23 
29 0.63 0.22 0.63 0.23 0.67 0.22 0.67 0.24 
31 0.80 0.23 0.80 0.23 0.85 0.24 0.84 0.24 
33 0.99 0.25 1.00 0.25 1.06 0.26 1.05 0.26 
35 1.24 0.29 1.24 0.28 1.32 0.29 1.30 0.28 
37 1.58 0.36 1.59 0.33 1.67 0.36 1.66 0.32 
39 2.27 0.60 2.28 0.52 2.37 0.60 2.36 0.49 
Note : A random sample of approximately two thirds of the 
examinees was selected. In non-simultaneous ability esti­
mation item difficulty estimates based on the remaining one 
third of the examinees were used. 
E. Comparison of Maximum Likelihood and 
Correlational Item 
Difficulty Estimates 
The maximum likelihood estimates provided by the Rasch 
model can be predicted from the item parameter estimates 
based on the correlational method if three assumptions are 
met: (a) the two-parameter normal ogive model must be valid; 
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(b) mathematical reasoning ability must be normally dis­
tributed in the population from which a random sample of 
examinees is drawn, and (c) the maximum likelihood procedure 
for the Rasch model must provide adequate estimates. 
To check this hypothesis item discriminating parameters 
were computed from the first factor loadings (Tables A1-A6) 
using Equation 11, and item difficulty parameters were com­
puted from the normal deviate corresponding to the item means 
and first factor loadings using Equation 12. For items not 
included in the factor analysis the item-test correlation 
was taken as an approximation to the first factor loading. 
The results are presented in Tables B1-B6 in Appendix B. 
The maximum likelihood difficulty estimates ^  for the 
Rasch model were predicted from the estimates of the item 
discriminating parameters ^  and the item difficulty parameters 
^ by 
bg = a*b*, g=l,2,...,40. 
That this can be done follows from the close similarity be­
tween the logistic and the normal ogive models and from the 
fact that 
Peg = 
= <i)Ca*ej-a*b*] 
= 4'tl.7(e^-b„)] 
c g 
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When plotted against the maximum likelihood estimates the 
predicted difficulty parameters fell almost exactly on a 
straight line. This was also the case when, instead of first 
factor loadings, item-test correlations were used. For each 
of the six tests the correlations between predicted values 
and maximum likelihood estimates were found to be 0.999 or 
higher, irrespective of the degree of goodness of fit of the 
Rasch model to a test. As an example Figure 6 shows the 
plots for Test 2. Because phi coefficients were factor 
analyzed, which are always smaller than the tetrachoric 
correlations required by latent trait theory, the numerical 
values of the predicted difficulties were smaller than the 
maximum likelihood estimates. This was also the case when 
item-test correlations were applied to predict difficulty 
estimates. Item-test correlations are always smaller in 
size than biserial correlations which, according to the 
theory, should have been used. These findings lend support 
to the hypothesis that the assumptions underlying the normal 
ogive model and the correlational method are reasonable, and 
that the maximum likelihood estimates are adequate. 
F. Evaluation of Fit of the Rasch 
Model to Tests 
The Rasch model can be expected to fit a test the better; 
(a) the larger the proportion of variance accounted for by 
a first factor; (b) the less the items in that test differ 
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FIGURE 6. Relationship between maximum likelihood esti­
mates of item difficulty ((ig) under the Rasch model and 
predicted item difficulties (b'g) based on (a) first factor 
loadings and item means, and (b) item-test correlations 
and item means. Test 2 
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with respect to their discriminating powers; and (c) the 
smaller the proportion of item responses omitted. 
Before it was investigated to what extent these hypoth­
eses were supported by the data, the relationship between 
2 
obtained test chi-squares (Xg /df) as a measure of goodness-
of-fit and sample size was analyzed. Some selected data 
relevant to this problem are summarized in Table 6. It is 
2 
seen that /df increases as the number of examinees included 
in the analysis becomes larger, independently of the number 
of degrees of freedom. The same relationship was observed 
2 between x^ /df and the number of items in a test. Thus in 
a strict sense different tests can only be compared with 
2 
respect to goodness-of-fit measured by x^ ./df when they con­
tain the same number of items and were given to the same 
number of examinees. 
Table 6. Relationship between sample size and test chi-
square 
Test^ df 
2 654 1479 1.26 
1307 1439 1.39 
1961 1519 1.60 
5 719 1479 1.32 
1436 1519 1.83 
2155 1519 2.19 
^Two 40-item tests were selected as an example. 
^The first two entries for each test represent different 
random samples of examinees, the third entry the total sample. 
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2 
The results on the relationships between /df and the 
proportion of variance due to a single factor, the standard 
deviation of the item discriminating parameters calculated by 
the correlational method, and the percentage of item responses 
omitted are presented in Figure 7 and Table 7. 
Table 7. Evaluation of goodness of fit of the Rasch model 
Test Year Form N X^/df 
% Var. 
1st 
factor 
_ a 
^g 
g % Item 
s responses 
^g omitted 
1 1968 A 1988 1.893 86.1 0.387 0.136 7.5 
2 B 1961 1.595 72.7 0.406 0.120 11.0 
3 C 1952 1.732 79.6 0.450 0.135 8.4 
4 1970 A 2127 2.025 86.8 0.457 0.142 6.8 
5 B 2155 2.194 85.4 0.468 0.130 8.6 
6 C 2141 1.932 86.4 0.530 0.135 7.7 
Means and standard deviations of item discriminating 
powers based on first factor loadings or item-test correla­
tions when items were not included in factor analysis. 
As already noted the obtained test chi-squares are not 
strictly comparable because the samples of examinees differed 
in size. A rough adjustment for the differences in sample 
size did, however, not change the chi-square values very much; 
their rank order remained the same. Thus a cautious interpre­
tation of these results seems justified. 
Figure 7(a) suggests that the hypothesis of a negative 
2 
relationship between the size of /df and the proportion 
of variance accounted for by a single factor was not supported 
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FIGURE 7. Relationship between test chi-square ( /df) 
and (a) percent variance due to a first factor, (b) "stan­
dard deviation of item discriminating powers (ag> (c) per­
cent of item responses omitted. T = Test 1, T = Test 2, 
etc. ^ ^ 
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by the data. However, these results may be clouded by the 
fact that the six tests had different numbers of items. 
Figure 7(b) indicates that, with the exceptions of Tests 5 
and 6, the more the discriminating parameters varied the less 
tended the Rasch model to fit the test data. This is in 
agreement with the second hypothesis and the results of 
previous studies presented in Section II.D. Figure 7(c) 
shows, with the exception of Test 5, a relationship opposite 
in direction as the relationship hypothesized: the more items 
that were omitted in a test the better appeared the Rasch 
model to fit the data. Examinees, who did not feel competent 
to answer an item correctly, perhaps tended to omit that 
item rather than to guess. As mentioned previously, examinees 
were not explicitly instructed to guess if they felt unable 
to solve a problem. 
With real data it is, of course, hardly possible to 
determine conclusively which variables cause, and how much a 
given variable affects lack of fit. There will always be 
variables not considered, and the effects of the variables 
investigated are likely to be confounded. This was certainly 
the case in this analysis. Overall, the 1968 test forms 
appeared to meet the requirements of the Rasch model some­
what better than the 1970 test forms. The best fit was 
found for Test 2, possibly because the items in that test 
varied least with respect to their discrimination parameters. 
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Why the Rasch model fitted Test 5 the least appears to be 
less clear. 
G. Evaluation of the Fit of the 
Rasch Model to Items 
2 The item chi-square Xg /df measures the deviation of the 
proportion of correct responses to an item from the item 
characteristic curve. Latent trait theory implies that (a) 
2 Xg /df should be small for items with moderate loadings on 
a general factor and large for items with low or high load­
ings; (b) there should be an inverse relationship between 
2 Xg /df and item order as well as proportion of examinees 
omitting an item as indicators of speededness. These hypoth­
eses were investigated by graphical methods. 
To evaluate the relationship between the fit of the 
Rasch model to items, the communalities of the items obtained 
2 by a one-factor solution were plotted against Xg /df. A 
parabolic relationship was found, illustrated in Figure 8 for 
Tests 2 and 5. The estimated communalities and the addition­
al proportions of variance added by a second and third factor 
are given in Tables A1-A6, the item chi-square estimates 
occur in Tables B1-B6. Thus, as was hypothesized, the results 
indicate that the less the loading of an item on a general 
factor deviates from the average factor loading the better 
the Rasch model tends to fit an item. Under the two-
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solution plotted against item chi-squares ( Xq /df) for (a) 
Test 2 and (b) Test 5 
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parameter normal ogive model the correlational estimates 
of item discriminating power are a monotonie increasing 
function of the first factor loadings. Thus the results ob­
tained do also support the findings of the simulation studies 
reported in Section II.D. In these studies it was found that 
2 Xg tends to indicate items with discriminating powers ex­
ceeding a small middle range. It was further investigated to 
what extent the data confirm these findings. Plots of the 
correlational estimates of the item discriminating powers and 
2 
of the squared item-test correlations against Xg /df showed 
the same parabolic relationship found for the communalities. 
This suggests that in order to construct tests that meet 
the requirements of the Rasch model items can be selected 
on the basis of item-test correlations, provided the item 
test correlations are based on a random sample of examinees 
of appropriate size. It also follows from latent trait theory 
that the more variance is added to the common factor variance 
of an item by a second and a third factor the less should 
the Rasch model fit an item. Plots of both the differences 
between the communalities of the two-factor and the one-factor 
solutions and of the three-factor and the two-factor solutions 
2 
against Xg /df did not support this hypothesis. Because no 
systematic relationship was found these plots are not pre­
sented here. The differences between the communalities of the 
different factor solutions are given in Tables A1-A6. They are 
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generally very small. 
An analysis of the item response data revealed that 
examinees tended to omit a large proportion of the items, 
especially toward the end of a test. In the six tests be­
tween 19 and 34 percent of the examinees did not respond to 
the last 10 items. This observation and the results of the 
factor analyses suggest that the tests were considerably 
speeded. To investigate the effect of speededness on good-
2 
ness of fit of the Rasch model Xg /df was plotted against 
item order and proportion of examinees who did not respond 
to an item. No systematic relationships were found. The 
relevant data are given in Tables B1-B6. As already discussed 
in the previous section the effects of variables that were 
expected to influence goodness of fit of the Rasch model were 
certainly confounded. It can therefore, of course, not be 
ruled out that speededness causes lack of fit. 
H. Effect of Violations of the Assumption of 
the Rasch Model on Ability Estimates 
It must be expected that maximum likelihood estimates of 
latent ability are disturbed to the extent that (a) examinees 
omit items, and that (b) the items in a test do not meet 
the requirements of the Rasch model. Two analyses were per­
formed to investigate these predictions from the model. 
In a first analysis item difficulties and abilities were 
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simultaneously estimated on the basis of data obtained from 
the 1028 examinees who did not omit any item in Test 1. 
Estimated abilities and asymptotic standard errors were 
compared to the corresponding estimates based upon the total 
sample of 1988 examinees who took Test 2, thus including 
those examinees who omitted items. The results are summar­
ized in Table 8. It is seen that when examinees who omitted 
items were included the absolute values of the ability esti­
mates tended to be slightly larger than the corresponding 
values for the sample not including such examinees. The 
observed differences are in the same direction as the bias of 
the maximum likelihood ability estimates found in the simu­
lation studies (Section II.D). When compared to the estimated 
standard errors these differences are, however, extremely 
small. It appeared therefore not necessary to exclude 
examinees who omitted items from the analysis. 
In a second analysis estimates of latent ability and 
asymptotic standard errors were obtained by non-simultaneous 
estimation for the 20 items with the smallest and the 20 
2 items with the largest values of /df. The item diffi­
culty estimates obtained by simultaneous estimation were 
applied in order to measure ability on the same scale. 
Tests 2 and 5 were chosen because they differed most with 
respect to goodness of fit. The results are shown in Table 9. 
Ability estimates based on the set of items with small 
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Table 8. Effect of omitting items on ability estimates^ 
Examinees not Total 
X omitting items sample 
§ SE{§) § SE(G) 
1 -2.34 0.60 -2.37 0.60 
3 -1.64 0.36 -1.67 0.36 
5 -1.29 0.29 -1.31 0.29 
7 -1.03 0.26 -1.05 0.26 
9 -0.83 0.24 -0.85 0.24 
11 -0.65 0.22 -0.67 0.22 
13 -0.49 0.21 -0.51 0.21 
15 -0.35 0.21 —0 .36 0.21 
17 -0.21 0.20 -0.21 0.20 
19 -0.07 0.20 -0.07 0.20 
21 0.07 0.20 0.07 0.20 
23 0.20 0.20 0.21 0.21 
25 0.34 0.21 0.35 0.21 
27 0.49 0.21 0.50 0.21 
29 0.65 0.22 0.67 0.22 
31 0.83 0.24 0.85 0.24 
33 1.03 0.26 1.06 0.26 
35 1.29 0.29 1.31 0.29 
37 1.64 0.36 1.68 0.36 
39 2.34 0.60 2.38 0.60 
^Test 1. 
2 
values of Xg /df were consistently larger than those based 
2 
on the set of items with large values of Xg /df. The dif­
ferences between corresponding ability estimates increased as 
ability became smaller, and were slightly larger for Test 5. 
For positive estimates of ability the differences found were 
in the opposite direction than the bias observed in the simu­
lation studies (Section II.D). The reason for this discrepancy 
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Table 9. Effect of goodness of fit on estimated ability 
Test 2:—M = 1945 ïest 5;—M = 2130 
Good fit^ Poor fit^ Good fit^ Poor fit^ 
0 SE(ê) ê SE ( 8 )  ê SE(ê) ê SE (ê) 
1 -1.78 0.56 -1.92 0.53 -1.87 0.54 -2.00 0.51 
2 -1.33 0.43 -1.46 0.42 -1.41 0.43 -1.54 0.42 
3 -1.05 0.38 -1.17 0.38 -1.12 0.38 -1.24 0.38 
4 -0.83 0.34 -0.95 0.35 -0.89 0.36 -1.01 0.36 
5 -0.65 0.33 -0.7 6 0.33 -0.70 0.34 -0.81 0.35 
6 -0.50 0.31 -0.60 0.32 -0.53 0.33 —0.64 0.34 
7 -0.35 0.30 -0.45 0.31 -0.37 0.83 -0.48 0.33 
8 -0.21 0.30 -0.31 0.31 -0.23 0.32 -0.33 0.33 
9 -0.08 0.29 -0.17 0.30 -0.08 0.32 -0.19 0.33 
10 0.05 0.29 -0.04 0.30 0.05 0.32 -0.05 0.32 
11 0.17 0.29 0.09 0.30 0.19 0.32 0.09 0.33 
12 0.30 0.30 0.23 0.30 0.34 0.32 0.24 0.33 
13 0.44 0.30 0.37 0.31 0.48 0.32 0.38 0.33 
14 0.59 0.31 0.51 0.32 0.64 0.33 0.54 0.33 
15 0.74 0.32 0.68 0.33 0.81 0.34 0.71 0.34 
16 0.92 0.34 0.86 0.35 1.00 0.35 0.90 0.35 
17 1.14 0.36 1.08 0.37 1.22 0.37 1.12 0.38 
18 1.42 0.41 1.36 0.42 1.52 0.42 1.42 0.42 
19 1.87 0.54 1.81 0.55 1.98 0.52 1.88 0.53 
^Ability estimates were based on the 20 items with the 
smallest values of Xg^/df. 
^Ability estimates were based on the 2 0 items with the 
largest values of Xg^/df. 
between the results of the simulation studies and the re­
sults obtained is not clear. 
When compared to the estimated standard errors of 
measurement the differences between the ability estimates 
based on the two sets of items were very small. It was 
therefore decided to include all items in subsequent analyses. 
Also, no gain in precision of measurement would have been 
Ill 
achieved by deleting items with large chi-square values. 
I. Invariance of Item Difficulty 
and Ability Estimates 
To the extent the Rasch model fits test data (a) the 
maximum likelihood estimates of item difficulty must be in­
variant with respect to the distribution of latent abilities 
in the sample of examinees on which they are based, and (b) 
the maximum likelihood ability estimates must be invariant 
with respect to the difficulties of the items chosen. 
Three analyses were performed to test these hypotheses. 
In a first analysis two sets of item difficulty esti­
mates were obtained through simultaneous parameter esti­
mation. Test 1 was chosen for this analysis. The first set 
of difficulty estimates was based on the groups of examinees 
scoring lower than the mean score, the second on the group of 
examinees scoring higher than the mean score. Thus the two 
groups differed as much as possible with regard to ability. 
As shown in Figure 9 the relationship between the two sets 
of difficulty estimates tends to be linear. A correlation of 
0.873 was found. Figure 9 also indicates that the difficulty 
estimates obtained for the low ability group were generally 
somewhat smaller than those obtained for the high ability 
group. The estimated asymptotic error standard deviations of 
the difficulty estimates varied between 0.037 and 0.070 
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with a median of 0.040. This implies that a relatively large 
proportion of the two ability estimates for an item differed 
significantly. The results suggest a reasonable degree of 
invariance of the maximum likelihood estimates of item dif­
ficulty. 
In a second analysis it was examined to what extent 
ability estimates provided by simultaneous parameter esti­
mation and based upon the two most extreme ability groups 
differ from each other. In addition, simultaneously and non-
simultaneous ly estimated abilities for the high ability group 
were compared. In the non-simultaneous estimation procedure 
item difficulty estimates based on the low ability group were 
used. Table 10 summarizes the results. The simultaneously 
obtained ability estimates for the high ability group were 
found to be somewhat larger than those for the low ability 
group. The abiltiy estimates for the high ability group 
provided by non-simultaneous estimation agreed exactly with 
the ability estimates for the low ability group provided 
by simultaneous estimation. Thus the observed differences 
between the item difficulty estimates based on two groups of 
examinees that differed as much as possible with regard to 
mathematical reasoning ability were almost not reflected in 
the ability estimates. These results agree with results re­
viewed in Section II.D. They suggest a high degree of in­
variance of the ability estimates with regard to the distribu-
114 
Table 10. Comparison of ability estimates based on low and 
high ability groups 
Simultaneous 
X 
Low ability 
group® 
Estimation 
High ability 
N=1091 
group" 
N=897 
Non-simultaneous 
Estimation 
High ability 
group* 
N=897 
SE (8) SE (G)  SE (9) 
1 -2.36 0.60 -2.40 0.60 -2.36 0.49 
3 -1.65 0.36 -1.7 0 0.36 -1.65 0.33 
5 -1.29 0.29 -1.34 0.29 -1.29 0.29 
7 -1.04 0.26 -1.09 0.26 -1.04 0.26 
9 -0.83 0.24 -0.88 0.24 -0.83 0.24 
11 -0.65 0.22 -0.70 0.22 -0.65 0.24 
13 -0.49 0.21 -0.53 0.22 -0.49 0.23 
15 -0.34 0.21 -0.38 0.21 -0.34 0.23 
17 -0.20 0.20 -0.2 3 0.21 -0.20 0.22 
19 -0.06 0.20 -0.09 0.21 -0.06 0.22 
21 0.07 0.20 0.06 0.21 0.07 0.22 
23 0.21 0.20 0.20 0.21 0.21 0.22 
25 0.35 0.21 0.35 0.21 0.35 0.22 
27 0.50 0.21 0.51 0.22 0.50 0.23 
29 0. 66 0.22 0.68 0.23 0.66 0.23 
31 0.83 0.23 0.87 0.24 0.83 0.24 
33 1.04 0.26 1.09 0.26 1.04 0.25 
35 1.29 0.29 1.36 0.30 1.29 0.28 
37 1.64 0.36 1.73 0.37 1.64 0.32 
39 2.34 0.60 2.45 0.61 2.34 0.49 
^Examinees with scores less than the mean score. 
^Examinees with scores higher than the mean score. 
^Item difficulty estimates applied were obtained from 
the low ability group. 
tion of ability in the group on which they are based. 
Invariance of ability estimates with respect to the dif­
ficulties of the items chosen was investigated in the third 
analysis for both Test 2 and Test 5. Two sets of ability 
estimates were obtained by non-simultaneous maximum likelihood 
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estimation. In one set ability estimates were based on the 
20 easiest, in the other set on the 20 hardest items in each 
test. The average difficulties of the two 20-item tests 
differed 0.63 (Test 2) and 0.92 (Test 5). Abilities were 
estimated for examinees in Random Sample 2 (see Section VII.B) 
which was approximately twice the size of Random Sample 1. 
The item difficulty estimates used were those obtained for 
Random Sample 1. The differences between the observed scores 
and the estimated abilities on the two 20-item tests were 
analyzed. The results are given in Table 11(a). If the 
Rasch model were valid the differences between the ability 
estimates based on the easy and on the difficult item sets 
would be distributed with a mean of zero and a variance which 
is a function of the asymptotic error variances of the two 
estimates and their covariance. The means of the differences 
found are close to zero. However, both .of them are negative, 
indicating some degree of dependence of the ability esti­
mates on the difficulties of the items. The standard devia­
tions of the differences calculated on the basis of asymptotic 
error variances and correlations between the two sets of 
ability estimates were predicted to be 0.41 for Test 2 and 
0.47 for Test 5. As Table 11(a) shows the standard devia­
tions of the differences found are somewhat larger. Predicted 
and observed standard deviations agree more closely for Test 2 
than for Test 5, probably because the former met the require-
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ments of the Rasch model considerably better tnan the latter 
one. The degree of invariance of both the ability estimates 
and the observed scores was also examined. Whereas the t-
values for the differences between ability estimates are not 
significant (Test 2) or slightly significant (Test 5) at the 
0.05 level, the corresponding t-values for the observed-
scores differences are highly significant. In the previous 
analysis the items in the two sets differed as much as pos­
sible with respect to difficulty. To compare the results of 
Table 11. Invariance of maximum likelihood ability estimates 
Test Measure Difference : t^ • ^2 
Mean Standard 
deviation 
df t 
t^: 20 easiest items, tg: 20 hardest items 
2 X 4.198 3.416 1283 44.051 
e 
X 
-0.027 
5.537 
0.52 6 
4.217 
1283 
1401 
-1.851 
(a) 
4 9 . 1 7 0  
8  -0.041 0.696 1401 -2.198 
ft
 
H
 to
 
o
 
items best fitted, t 2: 20 items worst fitted 
2 X -0.607 2.789 1952 -9.602 
5 
0  
X 
-0.005 
-0.634 
0.448 
2.724 
1952 
2128 
-0.518 
(b) 
10.747 
6 0.012 0.471 2128 1.140 
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this analysis with results that would commonly be expected 
in practice a similar analysis was performed. In this 
analysis, however, the average difficulties of the two 20-item 
tests differed approximately 0.1 which corresponds to a dif­
ference between the observed score means of somewhat more 
than one point. (Actually the 20 items with the smallest and 
the 20 items with the largest chi-square values were chosen). 
The results are summarized in Table 11(b). Now the means of 
the differences between the ability estimates are very close 
to zero. The obtained standard deviations agree better with 
the predicted values (0.37 for Test 2; and 0.38 for Test 5) 
than they did in the previous analysis. The t-values for the 
differences between ability estimates are not significant for 
both Test 2 and Test 5. They are, however, still highly 
significant for the means of the differences between the ob­
served scores. To investigate invariance of the maximum 
likelihood estimates only 20-item tests were available. Such 
short tests measure rather unprecisely. This is illus­
trated in Table 12 which shows the correlations between the 
ability estimates and observed scores of the 20-item tests 
investigated. With longer tests a considerable higher degree 
of invariance of the ability estimates can be expected be­
cause the asymptotic error variances will be smaller. A 
comparison of Tables 5 and 9 shows this relationship between 
the errors of ability estimates and the number of items in a 
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test. 
Thus even though the Mathematics Usage tests were not 
constructed to meet the requirements of the Rasch model a 
surprisingly high degree of invariance of the item dif­
ficulty and ability estimates was found. These results 
support the findings reported in the Literature (Section II.D). 
Table 12. Correlations between test scores and between 
ability estimates for 20-item subtests 
Subtest X 9 
Easy vs. difficult 
Test 2 0.65 0.64 
Test 5 0.54 0.52 
Good vs. poor fit 
Test 2 0.75 0.73 
Test 5 0.79 0.77 
J. Comparison of the Sample Distribution of 
Estimated Abilities and Observed Scores 
On the basis of latent trait theory and results pre­
sented in Sections C and E of this chapter it was predicted 
that (a) the sample distributions of estimated abilities 
rescaled by assuming a common mean agree more closely than 
the sample distributions of observed scores; (b) ability 
estimates approximate a symmetrical distribution much better 
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than do the observed scores. These predictions were examined 
by inspection of the graphs of the relevant sample distribu­
tions . 
In Section VI.C it was concluded that the maximum likeli­
hood ability estimates most likely do not provide a common 
scale for the three 1968 and the three 1970 forms of the 
Mathematics Usage test. Because the tests were randomly 
assigned to examinees a common ability scale of the three 
1968 and of the three 1970 forms can be approximately estab­
lished by assuming a common sample mean. The ability esti­
mates for each test form were thus rescaled by adding a 
constant, i.e. the mean of these estimates, to obtain sample 
means of zero. It still was assumed that the units of the 
scales were approximately the same. This seemed justified 
because the average discriminating powers of the three 1968 
and 1970 forms differed only slightly. Graphs of the sample 
distributions of the rescaled ability estimates are shown in 
Figures 10 and 12 for the 1968 and the 1970 test forms, 
respectively. The corresponding sample distributions of the 
observed scores are presented in Figures 11 and 13. These 
figures indicate that with the possible exception of both 
C Forms the 1968 and 1970 distributions of the ability esti­
mates show better agreement than the corresponding distribu­
tions of the observed scores. Thus even though the Rasch 
model did not seem to fit the data very well equating of the 
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three 1968 and of the three 1970 forms appeared to be quite 
successful. The discrepancy between Foirm C and the other 
two test forms was already noted at the beginning of this 
chapter. 
Figures 10-13 show further that the sample distribu­
tions of estimated abilities approximate symmetrical distribu­
tions rather closely whereas the distributions of the observed 
scores are positively skewed. The distributions for the 1968 
data are more nearly approximated by a normal distribution 
than are the distributions for the 1970 data. These results 
suggest that the assumption of a normal distribution of latent 
ability in the population from which the samples of examinees 
were randomly drawn was reasonable. This assumption was made 
in order to estimate item discrimination and difficulty indices 
by the correlational method (see Section VI.E). 
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FIGURE 10. Sample distribution of maximum likelihood ability 
estimates (©) under the Rasch model for the three 1968 forms of the 
ACT Mathematics Usage test 
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FIGURE 11. Sample distributions of observed scores (X) for the 
three 1968 forms of the ACT Mathematics Usage test 
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FIGURE 12. Sample distributions of maximum likelihood ability 
estimates (ê) under the Rasch model for the three 1970 forms of the 
ACT Mathematics Usage test 
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FIGURE 13. Sample distributions of observed scores (X) for the 
three 1970 forms of the ACT Mathematics Usage test 
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VII. RESULTS AND DISCUSSION OF STUDY II; COMPARISON 
OF THE ONE-PARAMETER, TWO-PARAMETER AND 
THREE-PARAMETER MODELS 
A. Estimation of Model 2 and Model 3 Item 
and Person Parameters 
Trial runs of the maximum likelihood procedure based on 
the normal ogive model indicated that in order to reduce the 
cost of parameter estimation under Models 2 and 3 a relative­
ly small sample of examinees was required. A random sample 
of 656 examinees was thus drawn from the group of examinees 
who took Test 2. Before the results of Study II will be pre­
sented and discussed it is necessary to describe some of the 
experiences made in applying the estimation procedures for 
Models 2 and 3, and to compare the procedures for the three 
models with regard to effectiveness, convergence of the 
parameter estimates and cost. 
Table 13 summarizes information relevant to the esti­
mation of item parameters and latent abilities. First item 
discrimination and difficulty parameters, based on 20 frac-
tiles of latent ability, and latent abilities were estimated 
under Model 2. Item parameters provided by the correlational 
method were used as initial values for maximum likelihood 
estimation of abilities in Stage 1. Several checks were made 
on the estimates and on the degree of goodness of fit of Model 
2 to the data in order to decide if further stages should be 
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executed. After Stage 2 it was decided to continue estima­
tion. However, after parameter estimation in Stages 5 and 6 
no further gain in the accuracy of the estimates was ex­
pected. Table 13 shows that the values of the test chi-
squares did not become smaller. 
Table 13. Estimation of Model 2 and Model 3 item and person 
parameter 
Stage fractiles Stage total no UJ. J- XU 
^9 
convergence 
• df Xt^/df 
Model 2 
1 20 (Correl. 
method) 
— 654 0 718 1.23 
2 20 1 - 654 0 718 1.31 
3 20 2 - 654 0 718 1.32 
4 20 3 - 654 0 718 1.29 
5 20 4 - 654 0 718 1.33 
6 — 5 
Model 
654 
3 
0 — — 
1 10 5b 6b 654 29 318 1.30 
2 10 1 6^ 654 21 318 1.39 
3 10 2 6^ 654 21 318 1.34 
4 - 3 - 654 21 - -
5 20 4 4 633 10 718 1.07 
6 20 5 5 633 8 718 1.06 
7 20 6 5 633 9 718 1.03 
8 — 7 5 633 9 — — 
^Each stage consisted of (a) estimation of abilities, (b) 
grouping ability into fractiles, (c) estimation of item dis­
criminating auid difficulty parameters. Stage 6 in the Model 2 
procedure, and Stages 4 and 8 in the Model 3 procedure included 
only ability estimation. 
^Item parameter estimates obtained in Stage 5 of the 
Model 2 procedure. 
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The average of the correlations among the discrimination 
parameters estimated in the five stages was found to be 
0.977, the average of the correlations between the estimated 
difficulty parameters exceeded 0.999. Ability estimates 
obtained in Stage 2 differed very little from ability esti­
mates obtained in Stage 6 although the test chi-squares rele­
vant to these two sets of parameter estimates differed most. 
Both sets of ability estimates correlated 0.999. Thus item 
parameter and ability estimates obtained in each of the five 
stages did hardly differ. The item parameter estimates of 
Stage 1 and the ability estimates of Stage 2 were considered 
the most accurate estimates available and were thus chosen for 
further analyses. These estimates predicted observed scores 
2 
much better (% = 47.28, df = 653) than did item parameter 
2 
and ability estimates of Stages 5 and 6, respectively, (x = 
61.74, df = 653). As can be seen in Table 13 the value of 
the test chi-square was smallest for Stage 1. 
Estimation of the Model 3 item and person parameters 
provided considerably more difficulties than estimation of 
the parameters of Model 2. Parameter estimation under the 
three-parameter model requires reasonable estimates of the 
guessing parameters. Inspection of empirical item charac­
teristic curves under both Model 1 and Model 2 suggested that 
the assumption of a theoretical guessing probability of 0.20 
was not tenable. The lower asymptote of the empirical item 
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characteristic curves for approximately half of the items in 
Test 2 was found to be below the theoretical value, presumably 
because examinees did not guess randomly. It was therefore 
decided to take the proportion of examinees in the lowest 
ability fractile who answered an item correctly as the 
guessing parameter of that item. Values exceeding 0.20 were 
set equal to 0.20. Because the number of examinees with 
abilities that fell in this lowest ability fractile was 
approximately 30, the estimates of the guessing parameters 
were most likely very unprecise, certainly a serious limitation 
of the application of Model 3. Attempts to obtain item 
parameter and latent ability estimates using 20 ability frac-
tiles failed. The reason was that for more than half of the 
examinees in the lowest fractile the likelihood equations for 
6 did not converge. Consequently, in the estimation pro­
cedure the median of the ability estimates in that fractile 
was set equal to a large negative default value arbitrarily 
chosen for such cases. 
In order to obtain acceptable values of the median for 
the lowest ability fractile the number of fractiles was re­
duced to 10. Four stages were successfully executed. As 
shown in Table 13 for a relatively large number of the likeli­
hood equations for ability no solutions were obtained. 
Twenty-one examinees were therefore excluded from the subse­
quent five stages. Again, convergence of several likelihood 
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equations was not attained so that overall ability estimates 
were not obtainable for 30 examinees. Table 13 further indi­
cates on which particular ability estimates calculation of 
the guessing parameters was based. It also shows that the 
item discriminating and difficulty parameters applied in 
Stage 1 were those obtained in Stage 5 of the Model 2 esti­
mation procedure. As would be expected goodness of fit of 
Model 3 was better when 20 ability fractiles were used. In 
this case the test chi-squares were considerably smaller than 
when 10 fractiles were used. The item discriminating and dif­
ficulty parameters obtained in Stage 3 correlated with the 
same parameters obtained in Stage 1, 0.685 and 0.895, 
respectively. The correlation between the ability estimates 
obtained in Stage 4 and those obtained in Stage 8 was found 
to be 0.995. These results suggest that the number of frac­
tiles chosen for item parameter estimation affects the size 
of the difficulty and especially of the discriminating 
parameters far more than it does influence the values of the 
abiltiy estimates. Because the test chi-square was smallest 
for Stage 7 the item parameter estimates from this stage and 
the ability estimates from Stage 8 were considered the most 
accurate estimates available and selected for further analyses. 
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B, Coitparison of the Estimation Procedure 
for the Three Models 
The estimation procedure used for both Models 2 and 3 
was effective in the sense that it provided relatively stable 
item parameter and ability estimates within a very few stages, 
provided reasonable discrimination and difficulty estimates 
were used as starting values. Estimates obtained by the 
correlational method were found to be excellent starting values 
for maximum likelihood estimation of the Model 2 parameters. 
Item discriminating power and difficulty estimates for Model 
2 seemed to be good starting values for parameter estimation 
under Model 3. Also, guessing parameter estimates based on 
the ability estimates under Model 2 appeared to be adequate 
starting values. It was, however, found necessary to re-
estimate the guessing parameters on the basis of Model 3 
ability estimates. A sample of 654 examinees was considered 
much too small to obtain reasonable guessing parameters. 
Maximum likelihood item parameter and ability estimates tended 
to change very little over different stages in the estimation 
procedure when 20 ability fractiles were used. With 10 
instead of 20 fractiles, however, these changes were larger, 
especially in the item discriminating parameters. Whereas 
under Model 2 ability estimates were obtained for all 
examinees (except those with zero and complete scores, of 
course) this was not the case for Model 3. The Model 3 
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procedure must thus be considered less effective than the 
Model 2 procedure. Almost five percent of the examinees 
with observed scores between 1 and 9 and a median of 5 had 
to be eliminated because convergence of the likelihood equa­
tions was not attained. For a much larger number of examinees 
with the same scores, although different response patterns, 
ability estimates were obtained. Elimination of examinees 
may generally be avoided by dropping certain items. Since 
the response patterns of the examinees that had to be elimi­
nated differed extremely it was not possible to decide which 
items should be deleted. All items were therefore included. 
.In the case of the Rasch model the estimates of latent 
ability and item difficulty always converged within three 
stages to stable values. Only between 1 and 3 Newton-
Raphson iterations were executed, except for extreme values 
of ability which in Stage 1 required up to nine iterations. 
With Models 2 and 3 it appeared that a relatively large num­
ber of stages and perhaps the elimination of certain examinees 
and items - at least in the case of Model 3 - would have been 
required in order for the parameter estimates to converge. 
But even then this might have been not possible because in 
any stage of the procedure approximately 60 percent of the 
ability estimates did not converge within 6 Newton-Raphson 
iterations, the maximum number allowed for. The number of 
iterations executed to obtain stable item parameter estimates 
was only slightly larger than the number of iterations executed 
132 
in the Model 1 procedure. It must, however, be noted that in 
this latter estimation procedure far more strict convergence 
criteria were applied than in the procedures for Models 2 
and 3. 
The adequacy of the solutions of the likelihood equations 
for the three models provided by the estimation procedures 
applied was examined by comparing observed scores and scores 
predicted on the basis of item parameter and ability esti­
mates. Equation 22 was used to calculate predicted scores. 
The results are summarized in Table 14. Whereas the 
Table 14. Prediction of observed scores under the three 
models 
5 
Model N df X 
1 654 38 0.00 
2 654 653 47.28 
3 624 623 75.69 
2 Note: X is based on predicted and observed scores 
parameter estimates for the Rasch model predicted the 
observed scores exactly this was not the case with Models 
2 and 3. Why the scores predicted on the basis of the Model 
3 parameter estimates with observed scores agreed the least 
is not entirely clear. Because this model is likely to 
fit the data best, the opposite would be expected. One reason 
may, of course, have been the inaccuracy of the guessing 
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parameter estimates applied. 
The cost involved in estimating item and person 
parameters for Models 2 and 3 was approximately seven to 
ten times the cost involved in estimating the Model 1 
parameters. In the case of Model 1 the cost per examinee 
will be the smaller the larger the sample of examinees be­
cause the number of equations to be solved depends only on 
the number of items. In the case of Models 2 and 3 the number 
of equations increases linearly with the number of examinees, 
at least for sample sizes encountered in practice. Thus the 
cost per examinee will also increase. The principle diffi­
culty to decide how many stages are in fact required in order 
to obtain acceptable parameter estimates may necessitate a 
number of trial runs which, of course, will cause additional 
cost. 
C. Evaluation of Fit of the 
Three Models 
Theoretically, a more general latent trait model can not 
fit the data worse than a more restrictive one. Practically, 
this may, however, not hold because of the greater diffi­
culties arising in estimating the parameters of the more 
general model. In order to examine to what extent this 
hypothesis was supported, the test chi-squares for the three 
models were compared. 
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The results are presented in Table 15. They must, how­
ever, be interpreted very cautiously for at least two reasons: 
(a) The test chi-squares for Models 2 and 3 are based on 20 
ability fractiles, the test chi-squares for the Rasch model 
on 39 ability groups. Thus a comparison of the degree of 
goodness of fit of Model 1 with the fit of Models 2 and 3 
may be misleading. (b) The test chi-squares obtained for 
Models 2 and 3 are probably too large in size because the 
parameter estimates on which they were based do very likely 
not represent the best solutions to the likelihood equations. 
Considering these limitations it may be concluded that the 
results do not disagree with the hypothesis stated at the 
beginning of this section. It seems the more general model 
does at least as well as the simpler ones. 
Table 15. Goodness of fit of the three models to Test 2 
Model N df 
1 654 1479 1.264 
2 654 718 1.233 
3 624 718 1.031 
In Study I a parabolic relationship between the item 
chi-squares and the communalities of the items based on a 
one-factor solution was found. Latent trait theory implies 
that no such relationship exists for both Model 2 and Model 3. 
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Figure 14 tends to support this hypothesis. As in Study I 
no systematic relationships were found between the item chi-
squares for Models 2 and 3 and the additional proportions 
of variance accounted for by a second and third factor, the 
order of an item in the test, and the proportion of examinees 
who did not respond to an item. No graphs are therefore pre­
sented. The relevant data are given in Tables A1-A6 and B1-B6 
in the Appendix, and in Table 16 which contains the item 
chi-squares for the three models. In order to investigate 
if items that tend to meet the requirements of one model 
also tend to meet the requirements of another model, the item 
chi-squares for the three models were plotted against each 
other. Only a slight relationship between the item chi-
squares for Model 2 and for Model 3 (r = 0.49, p < 0.01) 
was -found. 
D. Item Parameter Estimates Under 
the Three Models 
The maximum likelihood item parameter estimates for the 
three models and, in addition, the item discrimination and 
difficulty estimates provided by the correlational method are 
presented in Table 17. These latter estimates differ from the 
respective maximum likelihood parameter estimates by a scale 
factor because, as in Study I, they were calculated using 
factor loadings (or item test correlations) based on phi 
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Table 16. Goodness of fit of the three models to the items 
of Test 2 
g X Xg 
2/df 
Model 1 Model 2 Model 3 ? Model 1 Model 2 Model 3 
1 1.29 0.58 0.51 21 1.90 0.83 0.84 
2 0.95 1.75 1.45 22 1.13 2.90 1.48 
3 1.73 2.16 1.29 23 0.45 1.06 0.82 
4 0.69 0.93 0.69 24 0.69 0.72 0.99 
5 1.07 1.11 0.91 25 1.56 0.69 0.69 
6 0.94 1.89 0.89 26 0.72 1.16 0.76 
7 1.38 0.83 0.94 27 1.31 2.03 1.67 
8 1.06 1.37 1.24 28 1.52 1.64 0.62 
9 0.87 0.74 0.53 29 1.85 1.32 1.20 
10 1.01 1.12 0.47 30 1.11 0.39 0.92 
11 1.41 1.17 1.21 31 2.39 0.91 1.21 
12 0.87 0.90 0.87 32 1.57 0.77 0.92 
13 1.19 1.11 0.96 33 0.81 1.32 1.25 
14 1.04 1.18 1.12 34 3.59 1.67 1.02 
15 0.94 1.11 0.48 35 1.20 1.31 0.88 
16 1.04 1.84 1.59 36 0.81 1.00 0.88 
17 1.27 0.84 0.91 37 0.88 0.73 0.53 
18 1.15 1.32 1.79 38 0.84 1.30 1.02 
19 1.84 1.18 1.06 39 1.35 1.24 2.41 
20 1.68 0.81 0.86 40 1.44 2.25 1.24 
Table 17. Item parameter estimates under the three models 
Model 1 Model 2 Model 3 
Max. likel. Correl. Max. likel. Max. likel. 
9 estimate estimate estimate estimate 
5 a b_ a Ê a Ê c ^ 9 q q q q 9 9 
1 .41 .37 1.53 0.52 1.14 .67 1.19 .07 
2 .66 .37 2.13 .49 1.67 .57 1.62 ,03 
3 .21 .69 0.63 1.23 0.45 1.42 .45 .00 
4 .45 .28 2.06 .41 1.46 1.25 1.47 .19 
5 .29 .45 1.03 .70 0.72 .80 0.73 .03 
6 .51 .46 1.47 .68 1.07 1.35 1.13 .13 
7 .14 .19 1.58 .32 0.94 .55 1.43 .19 
8 .29 .39 1.18 .54 0.89 .72 1.05 .10 
9 .31 .29 1.58 .46 1.04 1.07 1.25 .19 
10 -.03 .36 0.44 .55 0.29 .63 0.50 .10 
Estimated as the proportion of correct responses of the 
examinees in the lowest ability fractile. Values larger than 
0.20 were set equal to 0.20. 
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Table 17 (Continued) 
Model 1 Model 2 Model 3 
Max. likel. Correl. Max. likel. Max. likel. 
estimate estimate estimate estimate 
6 a b â 6 â B c/ 9 9 9 9 g 9 9 
11 . 4 5  . 3 8  1 . 5 9  . 5 6  1 . 1 4  1 . 1 1  1 . 2 2  . 1 3  
1 2  . 7 0  . 3 4  2 . 4 3  .50 1 . 7 2  1 . 6 0  1 . 3 5  . 1 0  
1 3  - . 2 8  . 3 6  - 0 . 2 4  . 4 5  - 0 . 2 1  . 5 4  0 . 3 7  . 2 0  
1 4  . 1 5  . 4 0  0 . 8 2  . 5 6  0 . 6 1  1 . 1 9  0 . 9 6  . 2 0  
1 5  - . 1 7  . 3 7  0 . 0 6  .54 0 . 0 2  . 8 4  0 . 5 2  . 2 0  
1 6  - . 0 5  . 4 4  0 . 3 1  . 5 8  0 . 2 1  . 7 4  0 . 4 4  . 1 0  
1 7  . 0 1  . 5 1  0 . 3 9  . 7 2  0 . 2 8  1 . 2 0  0 . 6 0  . 1 6  
1 8  - . 1 4  . 6 4  0 . 0 8  1  . 0 1  0 . 0 2  1 . 1 1  0 . 0 8  . 0 3  
1 9  . 4 7  . 2 3  2 . 5 5  . 3 9  1 . 6 0  1 . 0 5  1 . 4 5  . 1 6  
2 0  - . 7 3  . 2 4  - 2 . 0 3  . 3 7  - 1 . 4 0  . 3 0  - 1 . 1 7  . 2 0  
2 1  . 2 3  . 2 1  1 . 7 7  . 2 6  1 . 4 4  . 5 6  1 . 7 6  . 2 0  
2 2  - . 7 7  . 6 4  - 0 . 9 5  1  . 0 4  - 0 . 7 5  1 . 0 9  - 0 . 6 9  . 0 7  
2 3  - . 2 9  . 4 9  - 0 . 2 0  . 6 9  - 0 . 1 8  . 7 9  0 . 1 4  . 1 6  
2 4  - . 1 3  . 3 9  0 . 1 5  . 5 9  0 . 0 8  . 7 3  0 . 3 9  . 1 3  
2 5  . 0 2  . 3 4  0 . 5 9  . 4 2  0 . 4 8  . 5 8  0 . 9 2  . 1 6  
2 6  - . 7 5  . 4 2  - 1 . 2 8  . 6 3  - 0 . 9 6  . 6 1  - 0 . 6 7  . 2 0  
2 7  - . 4 1  . 4 7  - 0 . 4 5  . 6 1  - 0 . 3 8  . 6 5  - 0 . 0 7  . 1 6  
2 8  - . 3 0  . 6 9  - 0 . 1 6  1  . 0 5  - 0 . 1 6  1 . 0 8  - 0 . 1 6  . 0 0  
2 9  - . 2 3  . 4 1  - 0 . 0 8  . 5 5  - 0 . 0 9  . 7 7  0 . 4 3  . 2 0  
3 0  - . 3 9  . 4 8  - 0 . 4 1  . 6 5  - 0 . 3 6  . 7 8  0 . 1 2  . 2 0  
3 1  - . 4 7  . 4 9  - 0 . 5 5  . 6 5  - 0 . 4 7  . 7 4  — 0  . 0 6  . 2 0  
3 2  - . 0 2  . 2 9  0 . 5 5  . 3 1  0 . 5 0  . 3 8  1 . 3 9  . 2 0  
3 3  - . 8 5  . 4 8  - 1 . 3 6  . 7 8  - 0 . 9 8  . 7 9  - 0 . 7 3  .  2 0  
3 4  . 6 3  . 2 7  2 . 7 9  . 3 1  2 . 4 4  . 6 1  2 . 2 0  . 1 3  
3 5  . 4 9  . 4 1  1 . 5 5  . 4 4  1 . 4 7  1 . 1 3  1 . 4 6  . 1 6  
3 6  . 1 4  . 4 0  0 . 7 8  . 6 0  0 . 5 4  . 6 2  0 . 7 2  . 0 7  
3 7  - . 2 7  . 4 5  - 0 . 1 6  . 5 8  - 0 . 1 5  . 6 8  0 . 3 5  . 2 0  
3 8  - . 2 0  . 5 1  - 0 . 0 1  . 6 6  - 0 . 0 4  . 6 4  0 . 1 7  . 1 0  
3 9  - i 0 2  . 3 2  0 . 5 1  . 4 5  0 . 3 5  . 7 3  0 . 9 1  . 2 0  
4 0  - . 0 5  . 3 3  0 . 4 0  . 4 7  0 . 2 7  . 6 6  0 . 7 9  . 1 9  
coefficients rather than tetrachoric correlations. 
Latent trait theory and the results presented in Section 
VI.E imply a very close agreement between the maximum likeli­
hood estimates and the correlational estimates of item 
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discriminating powers and item difficulties, apart from a 
scale factor. Plots showed linear relationships between 
estimates obtained by the two methods. Their correlations 
are given in Table 18. 
Table 18. Correlations between item parameter estimates under 
Models 2 and 3^ 
Model 2 Model 3 ~~ 
^g Correlational Maximum Maximum 
b estimate likelihood likelihood 
" estimate estimate 
Model 2 
Correlational 
estimate - .953 .406 
Maximum likelihood 
estimate .991 - .474 
Model 3 
Maximum likelihood 
estimate .949 .957 
Correlations between estimated item discriminating 
parameters above the diagonal, correlations between estimated 
item difficulty parameters below the diagonal. 
It is seen that estimates of the item difficulty parameters 
correlated somewhat higher with each other than estimates of 
the item discriminating parameters. Both correlations indicate 
a close agreement between the item parameter estimates 
provided by the two methods. As already discussed in Section 
140 
VI.E, the correlational item parameter estimates predicted 
the maximum likelihood difficulty estimates for the Rasch 
model even better than the maximum likelihood item parameter 
estimates under Model 2. A correlation exceeding 0.999 be­
tween the difficulty estimates for the Rasch model presented 
in Table 17 and the products of the correlational estimates of 
item discriminating power and item difficulty both given in 
the same table was found. Table 18 also shows the correla­
tions between the Model 2 and the Model 3 estimates of item 
discriminating powers and of item difficulty parameters. 
These results suggest that introducing a guessing parameter 
affected the item difficulty estimates less than it did affect 
the estimates of discriminating powers. 
E. Ability Estimates and Their Asymptotic 
Errors Under the Three Models 
The sample means and standard deviations of the observed 
scores, and the ability estimates under the one-parameter, 
two-parameter, and three-parameter models are presented in 
Table 19. Because of the different constraints applied in 
order to solve the likelihood equations (see Sections V.A and 
V.B) the Model 1 ability estimates were not measured on the 
same scale as the Model 2 and Model 3 ability estimates. 
Hence the mean and standard deviation of the ability estimates 
under the Rasch model were not expected to be 0 and 1, 
respectively, as it was to be expected for the ability 
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Table 19. Summary statistics of ability estimates under the 
classical and the three latent trait models^ 
Model N Mean Standard deviation 
Classical 654 17.508 7.521 
Model 1 654 -0.179 0.577 
Model 2 654 0.003 1.042 
Model 3 624^ 0.042 0.977 
^Test 2. 
^Thirty examinees were excluded because their abilities 
could not be estimated. 
estimates under Models 2 and 3. That the mean of the Model 3 
ability estimates differed somewhat more from zero than the 
mean of Model 2 estimates can be explained by the fact that 
30 examinees with low scores had to be eliminated in the 
estimation of the Model 3 abilities. 
The item characteristic curves of both Model and Model 
2 are symmetrical^ and both models imply weighted-sum scores 
with weights that are independent of ability. (The weights 
for the Rasch model are, of course, the same for all items). 
It follows that (a) both the regressions of observed scores 
and asymptotic errors on ability are symmetrical and, conse­
quently, abilities under Model 1 and Model 2 are - apart from 
a linear scale transformation - approximately measured on the 
same scale; (b) the variation among Model 2 abilities is 
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approximately the same at all levels of ability conditional 
on abilities derived from the Rasch model and the classical 
test theory model. Model 3, on the other hand, implies item 
weights that are generally low at low levels of ability and 
reach a maximum at abilities corresponding roughly to the mean 
item difficulties. The variation among these weights is ex­
pected to be larger the lower the level of ability. It fol­
lows that (c) under Model 3 the regressions of observed 
scores and asymptotic errors on ability are not symmetrical 
and ability is measured on a different scale than it is 
measured under Models 1 and 2 ; (d) the variation among Model 3 
abilities is the largest at very low levels of ability as 
derived from Models 1 and 2, and becomes smaller as ability 
increases. Using graphical methods it was examined to what 
degree these derivations from the models were supported by 
the data. Figure 3 and Figures 15 and 16 show that the re­
gression of observed scores on estimated abilities is ap­
proximately symmetrical for Models and asymmetrical for 
Model 3. The latter two figures as well as Figures 17 and 
18 demonstrate that the variation among Model 2 ability esti­
mates is approximately the same across all ability levels 
under the Rasch model and the classical test theory model, 
and that the variation among Model 3 ability estimates is the 
larger the smaller the ability level is under Models 1 and 2 
as well as under the classical test theory model. Figure 
FIGURE 15. Regression of observed scores (X) on maximum likelihood 
ability estimates (ê) under Model 2 (the numbers indicate frequencies 
except .=1, X>0) 
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ability estimates (6) under Model 3 (the numbers indicate frequencies 
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FIGURE 17. Relationship between maximum likelihood ability estimates 
(§) under Model 1 (Ml) and under Model 2 (M2) (the numbers indicate 
frequencies except .=1, X>9) 
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7 shows a nearly linear relationship between the Model 1 and 
the Model 2 ability estimates. Thus under both models ability 
appears to be measured on approximately the same scale. 
Figure 18 indicates that the ability scale provided by Model 
1 differs from the scale provided by Model 3 and, because of 
the linear relationship between the Model 1 and Model 2 esti­
mates, the scale provided by Model 2. Overall, these results 
tend to support the four derivations from the models stated 
at the beginning of this section. 
The correlations between the ability estimates under 
the three latent trait models and under the classical test 
theory model are given in Table 20. They indicate that the 
more two models differ in generality the lower are the 
correlations between the ability estimates under these models, 
the classical model being the least general one. However, all 
•correlation coefficients are very close to one. Thus the 
arrangement of examinees appears to be not much affected by 
the different models. 
Figure 3 and Figure 19 indicate that under Model 1 and 
Model 2 extreme abilities at both ends of the ability scale 
are measured between two and three times as inprecisely as 
abilities in the middle range. Under Model 3, on the other 
hand, very low abilities are measured up to approximately 
six times as inprecisely as medium abilities, whereas high 
abilities are measured approximately three times as 
FIGURE 19. Asymptotic standard error estimates (SE) plotted against 
ability estimates (0) under Model 2 (numbers indicate frequencies except 
.=1, X>9) 
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FIGURE 20. Asymptotic standard error estimates (SE) plotted against 
ability estimates (9) under Model 3 (numbers indicate frequencies except 
.=1, X>9) 
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Table 20. Correlations between the ability estimates under 
the classical and the three latent trait models^ 
Model 1 Model 2 Model 
Model 1 .990 
Model 2 .982 .989 
Model 3 .961 .9 63 .974 
^Test 2. 
inprecisely as medium abilities. This latter results follow 
from the asymmetrical relationship between the asymptotic error 
estimates and estimates of latent ability shown in Figure 20. 
F. Evaluation of Information and 
Efficiency 
Test construction theory and, in particular, the empiri­
cal results presented in Section II.D imply that (a) if Model 
2 is assumed valid the Rasch model should be approximately 10 
percent less efficient than Model 2; (b) if Model 3 is as­
sumed valid the Rasch model should be less efficient than 
Model 2, except at very low levels of ability, and the 
efficiency of Model 2 should be low at low ability levels and 
should rapidly approximate values close to one as ability in­
creases . These hypotheses were examined by a direct comparison 
of the values of test information and by inspection of the 
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empirical efficiency curves. The results are displayed in 
Table 21 and in Figure 21. 
Table 21. Test information^ 
Model 2 Model 3 
0 assumed valid assumed valid i(e,x^) 1(6) I(e,Xi) KGfXg) 1(6) 
-3.0 1.34 1.47 0.07 0.04 0.15 
-2.5 2.07 2.27 0.19 0.13 0.35 
-2.0 3.16 3.48 0.51 0.39 0.86 
-1.5 4.64 5.13 1.24 1.05 1.96 
-1.0 6.35 7.05 2.70 2.47 3.86 
-0.5 7.86 8.77 4.97 4.83 6.41 
0.0 8.60 9.65 7.80 7.96 9.25 
0.5 8.23 9.23 10.47 11,15 11.80 
1.0 6.94 7.72 11.90 13.17 13.35 
1.5 5,42 5.94 10.74 12.22 12.26 
2.0 4.09 4.43 7.26 8.32 8.32 
2.5 3.01 3.24 4.20 4.77 4.77 
3.0 2.18 2.34 2.37 2.65 2.65 
Note; 1(9) denotes the test information under the model as­
sumed valid, I(0,X]^) the test information under Model 1, and 
KGfXg) the test information under Model 2. 
^Test 2, 
If Model 2 was assumed valid Test 2 appeared to measure 
most precisely in the neighborhood of zero abilities. Table 
21 shows that for such abilities the information about 
ability provided by Test 2 was largest and decreased as 
abilities became larger or smaller. 
Figure 21 demonstrates that the Rasch model was approxi­
mately 10 percent less efficient across the range of abilities 
considered. This range can be expected to include close to 
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100 percent of the abilities in a population of examinees. 
Model 2 was not likely to be most valid because the esti­
mated guessing parameters differed considerably from zero, 
and because the test chi-square was smallest under Model 3. 
If Model 3 is assumed valid Test 2 appeared to measure most 
precisely in the neighborhood of 1 on the ability scale. 
Under this second assumption the test appears to provide more 
information at a higher ability level than it does under the 
first assumption, this can be explained by the asymmetry of 
the item characteristic curves of Model 3. Again, infor­
mation decreases rapidly the smaller or the larger latent 
ability becomes. 
The efficiency of the Rasch model was approximately 0.5 
at very low levels of ability and approached 0.9 at ability 
levels equal to 1.0 or higher. The efficiency of Model 2 
was approximately 0.3 at very low ability levels and ap­
proached 1.0 at abilities equal to 1 or higher. 
These results largely support the hypotheses stated 
at the beginning of this section. Contrary to the second 
hypothesis it was found that for a larger range of abili­
ties , reaching from -3 to approximately 0, the Rasch model 
was more efficient than Model 2. Thus tests of medium diffi­
culty, such as the Mathematics Usage tests investigated, may, 
at abilities below the mean, measure more precisely if Model 
1 is applied rather than Model 2. 
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G. Invariance of the Ability 
Estimates 
* 
The more general a model is the better it can be expected 
to fit test data and, consequently, the more the ability esti­
mates are likely to be invariant with respect to the diffi­
culty of the items on which they are based. Ability estimates 
under Model 3 should be more invariant than those under Model 
2, and ability estimates under Model 2 should be more in­
variant than those under the Rasch model. 
To test this hypothesis the 40 items of Test 2 were, 
as in Study I, split into two sets, the 20 easiest and the 
20 most difficult items. Two ability estimates were ob­
tained for each examinee by non-simultaneous parameter 
estimation based on these two sets of items. The item par­
ameter estimates used were those given in Table 17. 
After an unsuccessful trial no further attempts were 
made to estimate Model 3 abilities because a large number of 
the likelihood equations did not converge. In order to avoid 
elimination of a considerable proportion of the examinees, 
as it was necessary with the 40-item test, the above hypoth­
esis was only tested for Models 1 and 2. The results are 
summarized in Table 22. They do not support the hypothesis. 
The t-value based on the differences between the two ability 
estimates was considerably smaller for Model 1 than for Model 
2. Why the maximum likelihood estimates of latent ability 
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Table 22. Invariance of ability estimates^ 
Difference^; "^i - "^2 
Model Mean Standard cTî t 
deviation 
Classical 4.405 3.229 642 34.619 
Model 1 0.014 0.510 642 0.710 
Model 2 0.057 0.900 642 1.618 
^Test 2. 
^t, included the 20 easiest items, t. the 20 most diffi­
cult items. 
under Model 1 were more invariant with respect to the diffi­
culties of the items chosen than those under Model 2 is not 
clear. The lower efficiency of Model 2 relative to the ef­
ficiency of Model 1 at a relatively broad range of abilities 
may have contributed to this finding. Another possible reason 
which appears to be supported by the results presented in 
Section VII,B may have been that the Model 2 procedure 
used provided less adequate parameter estimates than the 
Model 1 procedure. 
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H. Sex Differences in Mathematical 
Reasoning Ability 
The only non-test criterion available in this study was 
sex of the examinees. It is well known that on tests of 
mathematical ability and achievement tests male persons tend 
to perform somewhat better than female persons (e.g. Anastasi, 
1958; Husen, 1968). All previous work in this field was, of 
course, based on the classical test theory model. It was 
therefore of interest to compare the means of the sample 
distributions of observed scores and ability estimates under 
the three models for male and female examinees. 
Table 23 shows the means and standard deviations of 
observed scores and of abilities estimated under the three 
models. Because in the Model 3 estimation procedure 11 
male and 19 female examinees had to be eliminated these 
examinees were excluded from the analysis of sex differences 
under the other models. Thus the results are in fact not 
based on the original random sample chosen to compare the three 
models. A separate analysis in which the total sample of ex­
aminees was used to examine sex differences under the classi­
cal model and Models 1 and 2 showed, however, that elimination 
of examinees did not change the pattern of results substantial­
ly. Therefore the results of this separate analysis are not 
presented here. It is seen from Table 23 that under all models 
the means and standard deviations for the male group are 
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Table 23. Comparison of mathematical reasoning ability for 
male and female persons^ 
Model Sex Mean Standard deviation df t 
Classical Male 
Female 
321 
303 
19.364 
16.723 
7.651 
6.437 
Difference 2.642 0.568 622 4. 65 
Model 1 Male 
Female 
321 
303 
-0.032 
-0.232 
0.583 
0.465 
Difference 0.200 0.042 622 4. 75 
Model 2 Male 
Female 
321 
303 
0.256 
-0.083 
1.063 
0.846 
Difference 0.338 0.076 622 4. 46 
Model 3 Male 
Female 
321 
303 
0.192 
-0.116 
1.034 
0.888 
Difference 0.308 0.077 622 3. 99 
^rest 2. 
^19 female and 11 male examinees were excluded because 
maximum likelihood ability estimates were not obtainable for 
these examinees. 
larger than the means and standard deviations for the female 
group. The results indicate that the more general a latent 
trait model is the less the tendency of the sample means for 
male and female examinees to be different. The means were 
found to differ relatively more under the Rasch model than 
under the classical test theory model. The results do, how­
ever, also demonstrate that under all four models the sample 
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distributions for the male examinees differed considerably 
from the sample distributions for the female examinees. 
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VIII. SUMMARY AND CONCLUSIONS 
This dissertation investigated how the information pro­
vided by examinees taking test of mathematical reasoning 
ability can be used under the assumption of the classical 
test theory model and three latent trait models varying in 
generality. Generality refers to the number of properties of 
an item a model accounts for. The least general latent 
trait model, the Rasch model (Model 1), recognizes one item 
parameter, item difficulty. The two-parameter model (Model 
2) and the three-parameter model (Model 3) also recognize the 
discriminating power of an item. Model 3, the most general 
latent trait model assumes, in addition, a guessing parameter, 
and thus accounts for the well known fact that examinees who 
find a multiple-choice item difficult tend to guess. Within 
the context of classical test theory the estimates of item 
difficulty and item discrimination, and the estimate of a 
person's true score depend on the samples on which they are 
based. These and other deficiencies of the classical test 
theory model are well known and were reviewed in the Intro­
duction. The purpose of this dissertation was to investigate 
to what extent the three latent trait models lack the 
deficiencies of the classical model. Since the data were 
real rather than simulated, there was no question that one 
model is right and another wrong: rather various properties 
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pertaining to items, tests, and the trait of the examinees 
measured were investigated with regard to the information 
they provide. The properties most concerned with were re­
lated to : the distribution of and the relationships between 
the estimates of ability under the classical model and the 
three latent trait models; the efficiency and precision of 
measurement; the degree of invariance of the parameter esti­
mates ; goodness-of-fit measured by a chi-square index of the 
models to individual items and tests, and the relationships 
between these chi-square indices and variables that presumably 
cause lack of fit. One of the key concepts of classical test 
theory, test reliability, is related to, although not identical 
with, several of these properties. Reliability as well as 
other properties derived from classical test theory were only 
considered when appropriate. The concept of test validity 
which equally applies to the classical model and latent trait 
models was dealt with only to the extent that non-test infor­
mation was available: this was the case for the sex of the 
examinees. 
In the application of the latent trait models to the 
data from six parallel forms of the ACT Mathematics Usage test 
cognizance had to be taken of the computational problems and 
cost involved in obtaining item and person parameter esti­
mates. An additional, although secondary purpose of this 
dissertation was therefore to compare the efficacy of the 
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mëixi^um likelihood estimation procedures applied, and to 
check the adequacy of the parameter estimates. 
Obtaining item difficulty and ability estimates for the 
Rasch model by a stagewise maximum likelihood procedure did 
not provide more problems than computation of the parameters 
derived from the classical model. Convergence of the 
parameter estimates was always attained within three stages. 
Because the Rasch model does not take cognizance of different 
response patterns, moderately large samples will in general 
give reasonably accurate estimates since the number of equa­
tions is solely a function of the number of items. 
If, in addition to variability in the item difficulty 
parameters, a latent trait model assumes variability in item 
discriminating powers (Model 2) and guessing parameters 
(Model 3) serious computational problems arise as a result 
of the large number of equations involved. Extremely large 
samples are required because the estimates depend on the 
number of repetitions of patterns of responses rather than 
simply the number of items and examinees. As a consequence, 
estimation of the Model 2 and 3 parameters becomes relatively 
expensive. In order to obtain item parameter and ability 
estimates compromises may have to be made resulting in 
inaccuracies of the estimates. In the stagewise maximum 
likelihood procedure used for Models 2 and 3 the compromise 
consisted in relaxing the principle of local independence by 
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placing examinees with approximately equal ability estimates 
in maximally 20 ability groups. Because at present no ade­
quate procedures exist for estimating guessing parameters, 
independent estimates of these parameters are required that 
will only be accurate enough if very large samples are 
available. With the sample of about 650 examinees, randomly 
drawn from a larger one in order to keep the costs involved 
in applying Models 2 and 3 within acceptable limits, this was 
clearly not the case. Although for both models relatively 
stable parameter estimates were obtained within a very few 
stages, there appeared to be no indication that the procedure 
would converge. Another serious shortcoming to be expected 
in the case of the Model 2 and Model 3 procedures is that 
sometimes ability estimates for particular examinees can not 
be obtained because the patterns of responses to the items 
of these examinees are unreplicated or inconsistent with 
other parameter estimates. Under Model 3 no ability estimates 
were obtained for approximately 5 percent of the examinees. 
Considerable faith in the adequacy of the Rasch model pa­
rameter estimates was derived from the finding that the item 
difficulty parameters were, apart from a scale factor, almost 
perfectly predictable from the item discrimination and dif­
ficulty parameters of the classical test theory model. 
Correlations exceeding 0.99 were obtained for each of the six 
parallel forms analyzed. The same classical parameter 
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estimates predicted the Model 2 maximum likelihood estimates 
of the item discrimination parameter (r = 0.95) and the item 
difficulty parameter (r = 0.99) less well. Estimation of 
the Model 2 item parameters from the classical item discrimi­
nation and difficulty indices requires the assumptions that a 
normal ogive model is valid and that ability is normally 
distributed in the population from which a random sample is 
drawn. The results suggested that this assumption was approxi­
mately met. The conjecture that the Model 1 procedure pro­
vides more adequate parameter estimates than the Model 2 
and in particular, the Model 3 procedures was further sup­
ported by the finding that with Model 1 observed scores were 
exactly predictable from the parameter estimates whereas this 
was not the case with Models 2 and 3. These difficulties in 
estimating the Model 2 and 3 parameters had been anticipated. 
For this reason a rather thorough investigation of the Rasch 
model was done. Less information was derived from Model 2 
and especially from Model 3. 
The major findings are summarized within the framework 
of properties relevant to items, tests, and examinees outlined 
previously. Results relevant to Model 1 are generally pre­
sented first, followed by the results relevant to the other 
models. Comparisons between the four models are made along 
with this presentation. 
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(a) Distribution of and relationships between the ability 
estimates ; Under the Rasch model the sample distributions of 
the maximum likelihood ability estimates were more nearly 
normal than the distributions of the observed scores. The 
differences in distributions derived from the two sets of 
three test forms were smaller, as compared with observed 
scores. The ability scales for each of the two sets of 
parallel tests were equated by assuming a common mean. This 
was justified becuase of randomization of the three parallel 
forms. The assumption of equal scale units also required was 
approximately met since the average discriminating powers did 
not differ substantially among parallel forms. The relation­
ships among the observed scores and the ability estimates 
under the three models were all larger than 0.96. Despite 
this, scatter plots made non-linearity evident. Model 1 and 
Model 2 ability estimates were, however, almost linearly 
related (r = 0.99). Sex differences were the smaller the more 
general the latent trait model was. They were somewhat 
larger under the Rasch model than under the classical model. 
Several analyses indicated that the Model 1 ability estimates 
are surprisingly robust with regard to violations of the 
assumptions. Examinees tended to omit substantial numbers of 
items. Analyses including and excluding these examinees re­
sulted in ability estimates ' (lat did not substantially differ. 
Also, almost the same ability estimates woro obtained lor 
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subsets of items that met the requirements of the Rasch 
model best and worst. 
(b) Efficiency and precision of measurement: Assuming 
Model 2 valid, the efficiency of Model 1 found was about 90 
percent, independently of the ability level. Assuming Model 
3 valid, which clearly was implied by theory and the results 
regarding goodness-of-fit, the overall efficiencies of both 
Model 1 and Model 2 were about the same ; but Model 1 was more 
efficient than Model 2 for ability estimates below the mean 
whereas Model 2 was more efficient than Model 1 for abilities 
above the mean. Of greater significance, perhaps, is that 
the error associated with an observed score or ability esti­
mate is very different for the four models. Application of 
both Model 1 and Model 2 to tests of medium difficulty such 
as the mathematics tests investigated, results in most precise 
measurement in the middle ability range and increasingly 
less precise measurement as the ability deviates from this 
middle range. This result appears less appealing than the 
relationship between the ability estimates and their associated 
error estimates under Model 3. In this case very large errors 
are associated with low ability estimates, moderate errors 
with high ability estimates, and low errors in the middle 
range of ability. 
(c) Invariance of parameter estimates ; The estimates 
of latent ability under Model 1 were found to be surprisingly 
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invariant wit'h respect to the difficulty of the tests on 
which they were based. As was expected, differences between 
the ability e:stimates derived from two 20-item tests were the 
larger the more these tests differed in overall difficulty. 
However, invairiance of the ability estimates appeared to be 
relatively independent on how well these tests met the re­
quirements of the Rasch model. Ability estimates obtained 
from examinees with scores below the mean differed little from 
ability estimates obtained from examinees with scores above 
the mean, although the item difficulty estimates derived from 
the same groups of examinees agreed less well. The Model 2 
ability estimates were found less invariant than ability esti­
mates for the Rasch model, perhaps because the former were 
more accurate than the latter estimates. Relative to the 
ability estimates under both Model 1 and Model 2 the observed 
scores derived from the same 20 item tests were highly de­
pendent on tlhs difficulty of these tests, as was expected, 
despite almost identical reliability estimates based on 
the ability «estimates and test scores. 
(d) Goocdness-of-fit of the latent trait models to tests: 
The overall «ch-i-square measure of goodness-of-fit indicated 
that Model 1 provided the poorest fit of the three models and 
Model 3 the best fit. However, the differences, in particular 
between Models 1 and 2, seem small. In exploring the reasons 
for the differences in fit of the Rasch model to the six 
173 
tests it was found that the overall chi-square index did not 
appear to be related to homogeneity of a test as defined by 
the proportion of variance that a general factor explained 
relative to the variance explained by three factors. How­
ever , the variability of the general factor loadings, and hence 
the variability of the item discriminating powers within a 
test, was positively related to this chi-square index, as 
expected. Contrary to predictions there appeared to be a 
negative relationship between the test chi-square index and 
the frequency with which examinees failed to respond to an 
item. 
(e) Goodness-of-fit of the latent trait models to items; 
Within a test, the item chi-square indices of goodness-of-
fit under Model 1 were found to be related to item discrimi­
nation such that items high or low in discriminating power 
had higher chi-square indices than items with moderate dis­
criminating powers. This was found for all six tests and was 
expected since the Rasch model assumes homogeneous discrimina­
tion parameters. No such relationship was observed for Models 
2 and 3 which recognize variation in discrimination of the 
items. Contrary to derivations from the three latent trait 
models the item chi-square indices showed no relationship to 
item order and loadings on a second or third factor as 
indicators of speededness, and to the proportion of examinees 
that failed to respond to an item. The chi-square indices 
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for both tests and items have serious limitations because the 
degrees of freedom associated with them are not precisely 
known. With Models 2 and 3 these indices may also suffer 
from inaccuracies of the parameter estimates. Comparisons 
among indices were therefore made with caution and no statis­
tical tests were intended. 
Several suggestions with regard to further work seem 
indicated by the results of this dissertation. The stage-
wise maximum likelihood procedure which assumes a relaxed 
principle of local independence, and which was used for esti­
mating the Model 2 and Model 3 parameters, may be improved in 
a number of ways : Starting values of item parameter esti­
mates may be obtained from the classical model, or in case of 
Model 3 from the Model 2 procedure. The Model 3 guessing 
parameters may be estimated by curvilinear regression of item 
scores on ability estimates. It also appears profitable to 
start parameter estimation assuming a few ability groups and 
to gradually increase the number of ability groups, thus 
meeting the requirement of the principle of local independence 
better in later stages of the estimation procedure than in 
earlier ones. Extensive work appears to be needed to investi­
gate the properties of the item parameter and ability esti­
mates, in particular those provided by the Model 2 and Model 
3 procedures. Investigation of the effect of violations of 
the assumptions, such as the principle of local independence 
and of different convergence criteria on the bias in the esti-
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mates may, in the long run, help to decide if Models 2 and 3 
will become applicable with samples of reasonable size. 
Finally, latent trait models - at least the Rasch model -
should be applied in research related to psychological 
theories, in particular theories which are largely based on 
results provided by the classical test theory model and the 
linear factor analytic model. 
In conclusion, it seems that the Rasch model, though 
not adequate since it does not fit data provided by tests of 
ability and achievement, is clearly superior to the classical 
test theory model in a number of important aspects, and has no 
disadvantages relative to the classical model. Model 3 is 
appealing because it is likely to fit multiple-choice items 
best. However, computational difficulties and the require­
ment of very large samples precludes the use of this model. 
Model 2 shares with Model 3 these problems, but is less 
appealing than Model 3 for the multiple-choice item format. 
The Rasch model should no longer be thought of as a 
research tool in the hands of the psychometrician but as a 
tool useful for applications wherever large scale testing 
occurs. Although the classical model will continue to serve 
many useful purposes, one can not, on a rational basis, con­
tinue to employ this model for estimating ability and other 
parameters, given these results and those previously cited. 
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XI. APPENDIX A: CLASSICAL ITEM ANALYSIS AND 
FACTOR ANALYSIS OF ITEMS 
The following six Tables, A1-A6, show for Test 1 through 
Test 6 respectively, the results of an item analysis accord­
ing to the classical test theory model and the results of 
factor analysis of the inter-item correlations. The symbol, 
p , denotes the mean of the item g ; r , the item-test g gx 
correlation; , and p^, the Varimax-rotated loadings 
on the first, second, and third factors, respectively, ob­
tained by maximum likelihood factor analysis of phi-
2 
coefficients; h^^ , the communality of items under a one-
2 2 factor model; h^ -h^ , the proportion of variance added by a 
2 2 
second factor; and hg -h^ , the proportion of variance added 
by a third factor. 
Dashes instead of factor loadings and proportions of 
variance indicate very easy or very difficult items which 
therefore were not included in the factor analysis. 
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Table Al. Test 1 
g  P g  ^ g x  ^ 1  ^ 2  P 3  ha' - h i ^  
1  . 6 4  . 3 3  . 1 7  . 1 6  H
 
00
 
. 0 8  
0
 
0
 0
 
0
 
2  .  8 0  . 3 7  - - - - - -
3  . 6 7  . 3 6  . 1 2  . 0 7  . 3 8  . 1 2  . 0 0  . 0 5  
4  . 6 4  . 2 6  . 1 8  . 1 2  . 0 8  . 0 5  . 0 0  . 0 0  
5  . 8 1  . 2 5  - - - — - -
6  . 6 5  . 4 6  . 2 4  . 1 5  . 3 8  . 2 0  . 0 0  . 0 2  
7  . 6 4  . 4 0  . 3 8  . 1 3  . 1 4  . 1 4  . 0 4  . 0 1  
8  . 5 9  . 5 4  . 2 1  . 2 5  . 4 9  . 3 1  . 0 0  . 0 4  
9  . 6 3  . 3 8  . 3 5  . 0 8  . 1 8  . 1 2  . 0 4  .  0 0  
1 0  . 6 2  . 3 8  . 1 5  . 1 9  . 2 5  . 1 2  . 0 0  . 0 0  
1 1  . 6 0  . 4 7  . 3 1  . 1 3  . 3 5  . 2 1  . 0 1  . 0 1  
1 2  . 5 4  . 4 1  . 3 3  . 1 1  . 2 2  . 1 5  . 0 3  . 0 0  
1 3  . 1 3  . 1 3  - - - — - -
1 4  . 3 7  . 2 8  . 1 1  . 1 8  . 0 8  . 0 5  . 0 0  . 0 0  
1 5  . 5 5  . 4 6  . 3 8  . 1 4  . 2 7  . 2 1  . 0 3  . 0 0  
1 6  . 5 6  . 3 0  . 2 3  . 1 2  . 1 1  . 0 7  . 0 1  . 0 0  
1 7  . 3 9  . 4 5  . 2 5  . 2 7  . 2 3  . 1 9  . 0 0  . 0 0  
1 8  . 5 7  . 4 3  . 2 4  . 0 6  . 4 1  . 1 7  . 0 1  . 0 4  
1 9  . 3 5  . 1 8  . 1 0  . 1 4  - . 0 5  . 0 1  . 0 0  . 0 2  
2 0  . 5 4  . 3 8  . 3 0  . 1 5  . 1 6  . 1 2  . 0 1  . 0 0  
2 1  . 4 1  . 2 3  . 1 7  . 1 0  . 0 4  . 0 3  . 0 0  . 0 1  
2 2  . 4 8  . 4 6  . 4 2  . 2 0  . 1 5  . 1 9  . 0 3  . 0 2  
2 3  . 4 7  . 3 9  . 2 9  . 1 9  . 1 4  . 1 3  . 0 1  . 0 1  
2 4  . 2 5  . 4 2  - - — - — — 
2 5  . 4 7  . 5 3  . 1 8  . 3 5  . 3 9  . 2 8  . 0 2  . 0 0  
2 6  . 2 9  . 3 0  . 0 9  . 2 5  . 1 0  . 0 6  . 0 1  . 0 1  
2 7  . 4 6  . 5 5  . 3 2  . 3 0  . 3 2  . 3 0  . 0 0  . 0 0  
2 8  . 3 7  . 4 2  . 1 9  . 2 3  . 2 5  . 1 5  . 0 0  . 0 0  
2 9  . 4 4  . 4 4  . 1 9  . 2 4  . 2 8  . 1 7  . 0 0  . 0 0  
3 0  . 3 4  . 4 1  . 2 2  . 2 7  . 1 4  . 1 3  . 0 0  . 0 1  
3 1  . 3 8  . 4 8  . 2 8  . 2 8  . 2 6  . 2 2  
0
 
0
 
0
 
0
 
3 2  . 1 8  . 1 8  - - - - - — 
3 3  . 3 7  . 3 1  . 1 5  . 2 1  . 0 9  . 0 6  . 0 0  . 0 1  
3 4  . 3 2  . 4 5  . 1 8  .44 . 1 2  . 1 7  . 0 2  . 0 5  
3 5  . 3 2  . 4 4  . 0 8  .44 . 2 2  . 1 7  . 0 7  . 0 1  
3 6  . 4 8  . 5 0  . 0 8  . 3 7  . 4 1  . 2 5  . 0 5  . 0 2  
3 7  . 2 3  . 3 3  — — — — — — 
3 8  . 2 3  . 3 0  — — — — — — 
3 9  . 1 5  . 3 2  — — - — — — 
4 0  . 2 7  . 4 1  . 1 4  . 3 5  . 1 7  . 1 4  . 0 2  . 0 1  
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Table A2. Test 2 
g Pg ^gx Pi P2 P3 
1—1 X
i 
h? -hl ^3 "^2 
1 .29 .35 - - - - - -
2 .24 .35 - - - - - -
3 .37 .57 .38 .12 .44 .32 .03 .00 
4 .30 .32 .17 .07 .22 .08 .00 .00 
5 .33 .42 .26 .09 .33 .17 .01 .00 
6 .27 .42 - - - - - -
7 .39 .24 .11 -.01 .20 .03 .01 .00 
8 .32 .40 .15 .07 .40 .13 .02 .03 
9 .30 .34 .13 .08 .27 .08 .00 .01 
10 .46 .35 .28 .04 .22 .11 .02 .00 
11 .30 .42 .11 .03 .48 .13 .04 
00 0
 
12 .23 .32 - - - - - -
13 .55 .34 .29 .06 .20 .12 .01 .00 
14 .40 .39 .28 . 06 .27 .14 .01 .00 
15 .48 .39 .18 .06 .35 .12 .02 .02 
16 .46 .44 .23 .04 .38 .16 .03 .01 
17 .44 .47 .32 .04 .36 .20 .03 .00 
18 .47 .52 .39 .09 .40 .29 .03 .00 
19 .30 .28 .03 .09 .30 .05 .00 .04 
20 .66 .25 .22 .02 .12 .06 .01 .00 
21 .36 .27 .06 .05 .25 .04 .00 .02 
22 .71 .50 .50 .09 .28 .29 .02 .02 
23 .55 .44 .33 .12 .27 .19 .01 .00 
24 .46 .40 .18 .14 .31 .13 .00 .01 
25 .45 .34 .24 .10 .18 .10 .00 . 00 
26 .68 .38 .36 .14 .14 .15 .00 .02 
27 .57 .41 .42 .15 .13 .18 .00 .03 
28 .54 .54 .54 .14 .25 .32 .01 .04 
29 .50 .40 .35 .16 .13 .15 .00 .02 
30 .56 .46 .32 .24 .18 .19 .00 .00 
31 .57 .43 .39 .25 .11 .19 .0. .03 
32 .44 .32 .21 .18 .10 .08 .00 .00 
33 .73 .45 .31 .45 .05 .19 .10 .01 
34 .24 .26 - — — — — — 
35 .27 .38 - - — - — — 
36 .39 .42 .16 .45 .12 .14 .10 .00 
37 .52 .43 .20 .58 .06 .17 .21 . 00 
38 .51 .46 .21 .64 .08 .20 .26 .00 
39 .44 .33 .00 .63 .07 .09 .27 .03 
40 .44 .35 .02 .54 .11 .10 .18 .0 3 
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Table A4. Test 4 
g Pg ^gx Pi ^2 P3 
1 .64 .40 .35 .10 .20 .14 .02 .01 
2 .77 .30 - - - - - -
3 .67 .32 .33 .09 .06 .09 .03 .00 
4 .67 .49 .55 .10 .17 .25 .08 .02 
5 .60 .40 .21 .19 .25 .13 .00 .01 
6 .59 .48 .34 .30 .15 .22 .00 .00 
7 .59 .63 .58 .33 .15 .42 .05 .00 
8 .45 .33 .15 .06 .33 .08 .01 .05 
9 .49 .45 .34 .27 .13 .20 .01 .00 
10 .50 .46 .34 .17 .24 .19 .00 .01 
11 .64 .47 .53 .14 .10 .23 .09 .00 
12 .51 .28 .14 .15 .12 .06 .00 .00 
13 .55 .35 .15 .16 .25 .09 .01 .01 
14 .43 .34 .08 .10 .39 .08 .03 .06 
15 .60 .35 .19 .15 .20 .10 .00 .01 
16 .47 .44 .21 .24 .27 .16 .01 .01 
17 .35 .47 .18 .33 .27 .19 .02 .00 
18 .40 .49 .32 .33 .16 .23 .00 .00 
19 .50 .51 .35 .34 .15 .26 .00 .01 
20 .27 .48 — — — - - — 
21 .47 .61 .45 .40 .18 .38 .00 .01 
22 .52 .48 .35 .22 .22 .22 .00 .00 
23 .39 .57 .38 .46 .11 .33 .00 .04 
24 .70 .45 .27 .19 .30 .18 .00 .01 
25 .38 .41 .16 .32 .16 .14 .01 .01 
26 .38 .55 .27 .39 .27 .29 .01 .00 
27 .42 .41 .10 .27 .33 .14 .05 .01 
28 .36 .45 .17 .34 .24 .18 .02 .00 
29 .35 .43 .12 .30 .30 .15 .04 .00 
30 .53 .39 .26 .13 .24 .13 .00 .01 
31 .39 .48 .29 .26 .25 .21 .00 .00 
32 .30 .31 . 11 . 22 .15 • 07 .01 .00 
33 .53 .29 .01 .18 .23 .05 .04 .00 
34 .35 .53 .27 .46 .15 .27 .01 .03 
35 .31 .48 .23 .32 .24 .21 .01 .00 
36 .26 .32 - - — — - — 
37 .30 .45 .09 .45 .18 .16 .05 .03 
38 .23 .47 - — — — — — 
39 .17 .30 — — — — — — 
40 .27 .34 - - - - - -
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Table A5. Test 5 
g Pg ^gx Pi ^2 P3 
1 .77 .35 - - - - — -
2 .68 .44 .15 .26 .35 .17 .01 .03 
3 .76 .52 - - - - - -
4 .77 .52 - - - - - -
5 .59 .48 .19 .34 .29 .20 .02 .01 
6 .36 .39 .20 .23 .18 .12 .01 .00 
7 .63 .51 .21 .22 .45 .24 .00 .05 
8 .55 .44 .22 .32 .19 .16 .02 .00 
9 .77 .27 - - - - - -
10 .61 .50 .26 .15 .46 .25 .01 .05 
11 .67 .43 .34 .06 .27 .17 .03 .00 
12 .56 .34 .08 .34 .13 .08 .05 .01 
13 .53 .41 .20 .31 .17 .14 .02 .00 
14 .58 .30 .07 .12 .29 .07 .00 .03 
15 .41 .21 .04 .25 .02 .02 .04 .00 
16 .51 .53 .35 .20 .37 .29 .00 .01 
17 .49 .53 .38 .24 .23 .25 .00 .00 
18 .32 .42 .20 .37 .08 .13 .05 .01 
19 .39 .47 .34 .19 .23 .20 .00 .00 
20 .57 .51 .36 .11 .37 .25 .02 .00 
21 .64 .55 .35 .12 .50 .32 .02 .04 
22 .54 .53 .40 .18 .28 .27 .00 .00 
23 .46 .41 .33 .18 .13 .15 .00 .01 
24 .30 .43 .27 .33 .11 .16 .03 .01 
25 .31 .40 .13 .40 .16 .13 .07 .00 
26 .58 .50 .51 .15 .14 .25 .01 .05 
27 .42 .50 .47 .16 .16 .23 .01 .03 
28 .56 .54 .47 .09 .31 .28 .05 .00 
29 .23 .34 — - — — — — 
30 .37 .37 .12 .37 .11 .10 .07 
0
 
0
 
31 .42 .52 .42 .27 .14 . 25 .00 .03 
32 .25 .41 — - — — — — 
33 .27 .41 - - — - — — 
34 .33 .49 .42 .18 H
 
00
 
.23 
0
 
0
 .02 
35 .27 .53 — - — — — — 
36 .37 .27 .23 .09 • 06 .05 0
 
0
 
.01 
37 .28 .38 — — — — — — 
38 .29 .26 — - — — — — 
39 .33 .55 .45 .25 .19 .29 .00 .02 
40 .17 . 3 4  - - - - - -
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Table A6. Test 6 
p 
^gx Pi P2 P3 
. 2 . 2  
^3 2 
1 .75 .51 - — - - — — 
2 .71 .35 - - - - - -
3 .62 .34 .13 .28 .12 .09 .01 .01 
4 .58 .47 .22 .43 .12 .19 .05 .00 
5 .72 .53 - — - - — — 
6 .66 .49 .35 .33 .13 .22 .02 .01 
7 .58 .46 .31 .35 .10 .19 .03 .00 
8 .65 .41 .36 .12 .18 .15 .00 .02 
9 .46 .54 .37 .35 .16 .26 .02 .01 
10 .64 .47 .17 .44 .17 .19 .04 .02 
11 .56 .51 .41 .34 .10 .24 .02 .02 
12 .56 .44 .23 .35 .12 .17 .03 .00 
13 .49 .47 .16 .49 .11 .19 .08 .02 
14 .71 .48 - - - - — — 
15 .47 .38 .21 .19 .18 .11 .00 .01 
16 .46 .62 .45 .32 .29 .38 .00 .01 
17 .47 .34 .05 .35 .14 .09 .03 .03 
18 .54 .62 .37 .41 .29 .38 .01 .00 
19 .53 .53 .37 .35 .16 .26 .02 .01 
20 .53 .54 .35 .41 .13 .27 .04 .00 
21 .44 .49 .40 .16 .24 .22 .00 .02 
22 .49 .30 .05 .30 .10 .06 .02 .02 
23 .47 .49 .38 .16 .28 .23 .01 .01 
24 .71 .48 - - — — — -
25 .39 .37 .07 .30 .22 .11 .00 .03 
26 .49 .57 .50 .16 .29 .31 .01 .04 
27 .41 .32 .21 .14 .13 .08 .00 .00 
28 .57 .54 .44 .11 .36 .28 .04 .02 
29 .41 .59 .36 .31 .35 .35 .00 .00 
30 .42 .50 .24 .19 .42 .24 .00 .03 
31 .42 .51 .32 .15 .40 .25 .04 .00 
32 . 52 . 58 . 27 . 37 .35 .32 .00 .01 
33 .54 .59 .45 .19 .37 .34 .02 .01 
34 .38 .58 .22 .34 .44 .32 .00 .03 
35 .25 .45 - - — - — — 
36 .50 .50 .25 .15 .46 .24 .05 .01 
37 .23 .38 - - — - — — 
38 .34 .48 .20 .18 .45 .22 .03 .02 
39 .31 .38 .06 .14 .42 .12 .03 .05 
40 .35 .56 .28 .17 .53 .30 .07 .01 
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XII. APPENDIX B: MODEL 1 AND MODEL 2 
ITEM PARAMETERS 
The following six Tables, B1-B6, show for Test 1 through 
Test 6, respectively, the percentage of examinees who omitted 
an item (% omissions), the maximum likelihood estimates of 
item difficulty (b^) and the item chi-squares (Xg^/df) 
under the Rasch model (Model 1). 
In these tables the item discriminating powers (ag) 
and the item difficulties (bg) under the two-parameter normal 
ogive model (Model 2) estimated by the correlational method 
on the basis of first factor loadings and item means are also 
given. 
Parentheses indicate that item discrimination and item 
difficulty parameter estimates based on the item-test 
correlations instead of the first factor loadings. 
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Table Bl. Test 1 
g 
% 
Omissions Xg^/df *9 
1 4.3 -0.54 1.01 0.30 -1.22 
2 0.6 -1.08 1.93 (0.40) (-2.24) 
3 4.8 -0.65 1.16 0.36 -1.31 
4 0.2 -0.53 3.00 0.22 -1.60 
5 1.8 -1.13 1.70 (0.25) (-3.54) 
6 7.7 -0.58 1.65 0.50 -0.87 
7 4.0 -0.55 0.50 0.40 -0.97 
8 0.9 -0.40 2.84 0.67 -0.40 
9 1.3 -0.52 1.11 0.37 -0.95 
10 7.4 -0.47 1.30 0.37 -0.84 
11 0.5 -0.43 1.69 0.52 -0.56 
12 1.8 -0.27 1.00 0.41 -0.28 
13 12.8 1.16 5.86 (0.12) (9.12) 
14 9.4 0.23 2.03 0.22 1.59 
15 1.4 -0.29 1.21 0.51 -0.27 
16 1.0 -0.32 3.29 0.26 -0.60 
17 2.0 0.17 1.20 0.48 0.65 
18 3.7 -0.36 1.92 0.45 —0.46 
19 1.8 0.29 5.40 0.11 3.69 
20 1.4 -0.27 0.98 0.37 -0.32 
21 7.3 0.10 3.42 0.17 1.29 
22 1.9 -0.10 1.04 0.48 0.11 
23 1.8 -0.07 0.88 0.38 0.21 
24 2,0 0.63 1.40 (0.46) (1.63) 
25 12.6 —0.06 2.12 0.63 0.15 
26 7.1 0.48 2.46 0.26 2.23 
27 4.5 -0.02 2.44 0.65 0.21 
28 12.9 0.24 0.85 0.42 0.89 
29 3.9 0.03 0.78 0.45 0.37 
30 5.7 0.31 0.84 0.39 1.12 
31 4.6 0.18 2.27 0.53 0.63 
32 10.1 0.91 3.11 (0.18) (5.19) 
33 8.7 0.22 1.53 0.26 1.28 
34 21.2 0.39 1.30 0.45 1.15 
35 15.2 0.37 2.05 0.46 1.11 
36 16.8 -0.10 1.15 0.57 0.09 
37 20.1 0.71 2.11 (0.35) (2.25) 
38 28.2 0.71 1.26 (0.31) (2.51) 
39 25.6 1.04 2.66 (0.34) (3.16) 
40 22.9 0.55 1.20 0.40 1.63 
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Table B2. Test 2 
g % Omissions Xg2/df 
1 2.5 0.45 1.53 (0.37) (1.61) 
2 1.3 0.64 1.10 (0.37) (2.08) 
3 7.2 0.19 3.06 0.69 0.59 
4 9.9 0.40 1.09 0.28 1.89 
5 2.7 0.32 1.38 0.45 1.09 
6 5.5 0.50 1.12 (0.46) (1.46) 
7 1.8 0.12 3.78 0.19 1.49 
8 0.7 0.35 0.96 0.39 1.31 
9 1.2 0.40 1.28 0,29 1.85 
10 2.3 -0.07 1.42 0.36 0.32 
11 3.0 0.41 1.25 0 18 1.48 
12 13.9 0.65 1.86 (0.34) (2.31) 
13 5.3 -0.33 1.47 0.36 -0.37 
14 16.0 0.11 1.26 0.40 0.70 
15 1.1 -0.12 0.99 0.37 0.16 
16 4.1 -0.08 1.28 0.44 0.25 
17 5.8 -0.02 1.24 0.51 0.33 
18 3.6 -0.10 1.55 0.64 0.14 
19 15.9 0.40 2.62 0.23 2.30 
20 4.3 —0.66 2.60 0.24 -1.79 
21 16.9 0.23 2.59 0.21 1.75 
22 3.0 -0.82 2.68 0.64 -1.04 
23 3.5 -0.32 0.86 0.49 -0.28 
24 9.8 -0.08 0.72 0.39 0.27 
25 6.9 -0.04 1.26 0.34 0.40 
26 3.9 -0.71 0.81 0.42 -1.18 
27 6.8 -0.40 1.09 0.47 -0.44 
28 8.7 -0.31 2.84 0.69 -0.19 
29 15.7 -0.18 2.34 0.41 0.02 
30 7.8 -0.37 1.02 0.48 -0.37 
31 12.1 -0.40 2.44 0.49 -0.42 
32 17.1 -0.02 1.69 0.29 0.55 
33 11.4 -0.87 1.28 0.48 -1.40 
34 32.9 0.61 2.23 (0.27) (2.71) 
35 28.7 0.51 0.88 (0.41) (1.59) 
36 32.6 0.12 0.73 0.40 0.74 
37 22.9 -0.24 1.27 0.45 -0.11 
38 26.4 -0.22 0.92 0.51 -0.07 
39 34.2 -0.03 1.67 0.32 0.47 
40 30.2 0.02 1.22 0.33 0.48 
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Table B3. Test 3 
g % Omissions Xg=/df "g 
1 2.6 0.30 0.82 0.41 1.02 
2 5.8 0.74 1.13 (0.43) (1.97) 
3 5.4 0.08 1.63 0.31 0.69 
4 5.2 0.53 5.54 (0.19) (3.08) 
5 3.5 0.26 1.68 0.63 0.67 
6 2.1 0.37 1.33 0.41 1.23 
7 9.8 0.24 1.12 0.46 0.80 
8 1.9 -0.05 1.41 0.57 0.20 
9 1.9 0.16 1.23 0.57 0.57 
10 9.5 0.17 3.11 0.78 0.46 
11 3.7 0.14 1.80 0.37 0.73 
12 2.4 0.26 0.93 0.48 0.83 
13 3.3 -0.31 3.54 0.24 -0.54 
14 5.1 -0.27 1.40 0.53 -0.21 
15 7.0 -0.11 3.77 0.79 0.08 
16 4.6 0.09 1.60 0.41 0.59 
17 2.0 0.07 1.13 0.52 0.44 
18 5.4 -0.11 1.46 0.52 0.11 
19 2.5 0.37 3.25 0.24 2.03 
20 1.0 0.43 1.29 0.43 1.25 
21 4.9 -0.58 1.70 0.57 -0.72 
22 7.6 0.25 1.37 0.38 1.01 
23 2,2 -0,32 1.01 0.51 -0.33 
24 1.9 -0.18 0.93 0.44 -0.06 
25 3.9 -0.11 1.16 0.41 0.13 
26 1.9 -0.45 1.50 0.59 -0.50 
27 15.0 -0.00 1.19 0.42 0.32 
28 9.3 -0.15 2.16 0.30 0.09 
29 3.2 -0.49 3.25 0.72 -0.48 
30 5.3 -0.73 1.06 0.50 -1.12 
31 12.0 -0.07 0.78 0.39 0.21 
32 18.9 0.11 2.27 0.31 0.78 
33 12.2 -0.30 0.86 0.42 -0.32 
34 14.8 0.02 1.63 0.54 0.32 
35 24.2 0.58 2.64 (0.36) (1.90) 
36 18.4 -0.40 1.14 0.41 -0.53 
37 19.8 -0.37 1.85 0.30 -0.62 
38 20.6 -0.21 1.32 0.42 -0.13 
39 28.2 -0.03 1.04 0.38 0.36 
40 25.5 0.08 1.17 0.36 0.60 
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Table B4. Test 4 
9 
% 
Omissions Gg Xg^/df *9 "g 
1 0.2 -0.56 1.08 0.41 -0.95 
2 4.3 -1.00 1.74 (0.32) (-2.43) 
3 1.7 -0.65 2.76 0.31 -1.49 
4 1.5 —0.66 2.63 0.57 -0.89 
5 4.3 -0.44 1.12 0.39 -0.70 
6 4.5 -0.40 1.03 0.53 -0.49 
7 3.0 -0.40 6.02 0.86 -0.35 
8 0.9 -0.00 2.36 0.29 0.45 
9 1.5 -0.10 1.01 0.49 0.06 
10 2.8 -0.14 0.79 0.48 -0.00 
11 1.0 -0.44 2.18 0.54 -0.76 
12 10.3 -0.15 5.62 0.24 -0.11 
13 7.3 -0.29 1.81 0.32 -0.41 
14 6.1 0.07 2.52 0.30 0.61 
15 5.3 -0.44 1.77 0.32 0.82 
16 7.6 —0 .06 0.84 0.44 0.19 
17 14.3 0.31 1.50 0.49 0.88 
18 1.5 0.17 1.32 0.55 0.52 
19 3.2 -0.14 1.02 0.59 -0.00 
20 3.4 0.58 1.66 (0.55) (1.28) 
21 1.4 —0.06 3.18 0.78 0.12 
22 6.6 -0.18 1.78 0.52 0.11 
23 9.5 0.20 2.18 0.70 0.49 
24 2.9 -0.74 1.06 0.47 -1.23 
25 5.0 0.21 1.08 0.40 0.83 
26 5.7 0.23 2.09 0.63 0.57 
27 7.2 0.11 1.44 0.40 0.55 
28 10.7 0.30 0.96 0.47 0.85 . 
29 2.5 0.31 1.08 0.42 0.99 
30 3.5 -0.23 1.85 0.38 -0.21 
31 7.6 0.20 1.32 0.52 0.61 
32 7.5 0.48 2.68 0.28 1.93 
33 13.0 -0.24 3.72 0.22 0.35 
34 11.5 0.32 1.57 0.61 0.74 
35 7.0 0.46 0.94 0.51 1.10 
36 13.9 0.65 5.79 (0.34) (2.00) 
37 19.3 0.48 1.20 0.44 1.30 
38 16.7 0.73 1.17 (0.53) (1.58) 
39 16.8 1.05 2.90 (0.32) (3.15) 
40 17.9 0.58 2.17 (0.36) (1.83) 
g  
"T 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
2 6  
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
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B5. Test 5 
% 
ssions Xg^/df ^g 
1.3 -0.95 1.25 (0.38) (-2.05) 
3.0 -0.63 0.72 0.46 -1.03 
5.1 -0.94 2.99 (0.60) (-1.40) 
3.1 -0.96 3.01 (0.61) (-1.42) 
7.0 -0.35 0.81 0.50 -0.45 
1.3 0.33 6.60 0.37 0.92 
1.9 -0.47 1.49 0.56 -0.63 
9.6 -0.25 1.75 0.44 -0.31 
0.6 -0.95 3.25 (0.28) (-2.67) 
2.6 -0.43 2.47 0.58 -0.57 
2.3 -0.62 1.22 0.45 -1.05 
8.7 -0.28 2.65 0.30 -0.47 
6.6 -0.19 1.48 0.41 -0.21 
2.6 -0.33 3.76 0.27 -0.67 
1.1 0.18 7.63 0.15 1.08 
9.5 -0.13 1.29 0.64 -0.05 
5.0 -0.07 1.78 0.58 0.04 
13.3 0.48 1.32 0.38 1.16 
2.6 0.23 1.22 0.51 0.58 
5.6 -0.29 2.12 0.58 -0.33 
1.9 -0.50 2.75 0.68 -0.62 
6.5 -0.22 1.59 0.60 -0.21 
8.5 0.02 1.57 0.41 0.23 
6.9 0.52 1.25 0.44 1,17 
14.8 0.51 1.30 0.38 1.27 
3.2 -0.33 1.61 0.57 -0.40 
10.8 0.15 1.42 0.55 0.40 
3.2 -0.26 2.10 0.63 -0.26 
10.9 0.79 2.09 (0.48) (1.68) 
5.7 0.31 2.24 0.33 0.93 
9.3 0.16 1.32 0.57 0.41 
9.3 0.71 0.98 (0.49) (1.51) 
26.2 0.66 1.25 (0.45) (1.52) 
17.4 0.44 1.04 0.54 0.92 
25.2 0.64 1.90 (0.63) (1.14) 
15.2 0.30 4.59 0.24 1.21 
16.6 0.61 2.51 (0.41) (1.54) 
19.6 0.58 4.17 (0.27) (2.16) 
17.2 0.44 1.72 0.63 0.81 
21.6 1.10 1.52 (0.36) (2.86) 
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Table B6. Test 6 
g % Omissions Xg2/df *9 
1 2.9 -0.79 1.99 (0.59) (-1.33) 
2 1.3 —0 . 64 2.51 (0.38) (-1.56) 
3 3.6 -0.35 2.43 0.32 -1.01 
4 3.5 -0.22 1.04 0.49 -0.46 
5 3.7 -0.69 1.81 (0.62) (-1.11) 
6 3.3 -0.49 1.28 0.53 -0.88 
7 3.7 -0.23 0.73 0.48 -0.46 
8 2.0 —0 .46 1.15 0.42 -1.00 
9 3.2 0.14 0.94 0.60 0.20 
10 1.3 -0.42 1.19 0.49 -0.82 
11 2.4 -0.17 1.06 0.56 -0.31 
12 2.9 -0.16 1.42 0.45 -0.37 
13 6.1 0.06 1.38 0.48 0.06 
14 0.7 —0.66 0.80 (0.54) (-1.16) 
15 4.9 0.11 2.44 0.36 0.22 
16 3.2 0.15 2.29 0.78 0.16 
17 3.8 1).1Ô 5.04 0.31 0.26 
18 3.3 -0.08 2.81 0.79 0.16 
19 1.7 -0.08 1.37 0.59 0.15 
20 3.0 —0 .06 1.13 0.60 0.15 
21 3.8 0.23 1.37 0.52 0.35 
22 10.3 0.04 5.23 0.26 0.10 
23 10.9 0.13 1.10 0.54 0.16 
24 8.2 -0.65 1.07 (0.55) (1.15) 
25 11.6 0.37 3.75 0.35 0.84 
26 2.7 0.05 1.56 0.67 0.05 
27 8.5 0.32 4.99 0.29 0.81 
28 3.5 -0.19 1.70 0.63 0.33 
29 7.2 0.31 1.64 0.74 0.38 
30 13.9 0.28 3.54 0.56 0.41 
31 15.4 0.29 0.86 0.57 0.41 
32 16.1 -0.04 1.61 0.68 -0.09 
33 8.1 -0.10 2.31 0.72 -0.17 
34 15.6 0.42 1.61 0.69 0.54 
35 22.6 0.86 1.69 (0.50) (1.51) 
36 11.0 0.03 1.82 0.56 0.00 
37 15.4 0.97 1.42 (0.41) (1.97) 
38 24.5 0.53 1.19 0.53 0.89 
39 20.3 0.63 2.57 0.37 1.42 
40 18.2 0.51 1.37 0.66 0.70 
