Abstract
Introduction
The task of visually tracking objects is to use single or multiple cues of the objects to infer the hidden states (such as 2D positions, scales, poses, etc.) of the objects. Color and edge points are two of the most important visual cues and have been widely used for the task of visual tracking. However, most of the previous algorithms are based on a single cue. For example, in [1, 2, 3] , the edge cue (or contour) was used to track objects; whereas the authors of [4, 5, 6, 7] utilized the color cue for tracking.
Although impressive results have been shown in the above-mentioned literature, it is obvious that no single cue is reliable in all situations. As multiple cues could provide complementary information, the fusion of several different cues will lead to an increased reliability and robustness.
There is some work that uses multiple cues to detect and track objects (e.g., [8, 9, 10, 11, 12] ). Birchfield [8] used gradient intensity and a color histogram of the target for robust head tracking. Based on a factorized graphical model, Wu [9] presented a co-inference approach to integrate multiple cues for tracking. Shen [10] combined both color and shape information for object tracking. The authors of [11] fused the color cue with the sound cue for teleconferencing, and they fused color with the motion cue for video surveillance with a fixed camera. In [12] , the authors used color and edge orientation histogram features to track object.
In this paper, we propose a tracking method in which the color cue and the edge cue are fused. In contrast to previous related work [8, 9, 10, 11, 12, 13] , we propose a new shape similarity measure which incorporates the spatial distribution of edge points, the gradient intensity and the number of edge points (Section 3.1). We fuse this shape similarity measure with our newly proposed SMOG (Spatial-color Mixture of Gaussians) based color similarity measure [7] in the framework of the sequential Monte Carlo method [2] .
Particle filter and the color cue
Our method is based on the framework of the particle filter (PF). For completeness, we summarize the main idea behind the particle filter in the next subsection.
Particle filter
Denoting by X t and Y t respectively the hidden state and the observation at time t. The goal of the particle filter is to estimate the posterior probability density function (pdf) p(X t |Y 1:t ) of the target state. If posterior pdf p(X t-1 |Y 1:t-1 ) is known at time t-1, current posterior pdf can be obtained by the following two steps: Prediction Step:
Update
Step:
In the prediction step, the prior p(X t-1 |Y 1:t-1 ) is propagated to p(X t |Y 1:t-1 ) through a system dynamical model p(X t |X t-1 ).The predicted state is then corrected by an observation likelihood function L(Y t |X t ) in the update step.
In order to avoid the integral in Equation (1), the particle filter approximates the posterior pdf by a set of weighted particles If we sample the particles from an importance density 
For simplicity, 
The observation likelihood function plays a very important role in the particle filter because it determines the weights of particles in Equation (3), which affects the way particles are re-sampled. Therefore, a good observation likelihood function can significantly improve the performance of tracking.
SMOG-based color similarity measure
In [7] , we proposed a Spatial-color Mixture of Gaussians (we call SMOG) based color similarity measure. SMOG represents richer information than the general color histogram because it considers not only the colors in the region but also their spatial layout.
We model the appearance of a target object O t by SMOG with k modes
respectively represent the weight of, the spatial mean of, the color mean of, the spatial covariance of and the color covariance of the lth mode. In calculating the spatial mean and the spatial covariance, one should normalize the coordinate space first. Let We have:
where
The SMOG-based color similarity measure in a joint spatial-color space can be written as:
The color likelihood function is given by:
The SMOG-based color similarity measure is more discriminative than the color histogram based similarity measure and thus leads to better tracking results.
Fusion of the color cue and the edge cue
Although the SMOG-based color cue works robustly for most situations, we found it may work poorly when the appearance model greatly changes (e.g., a person rotates his/her head). As the edge cue may provide complementary information to the color cue, we will provide a new shape similarity measure and then we fuse it with SMOG-based color similarity measure in the framework of particle filter.
A new shape similarity measure
An accurate shape observation model is crucial in tracking. To represent the shape of an object, we first detect edge points. Denote by In contrast to [9, 10] , which used only a set of selected contour points, we consider all edge points around the perimeter of the contour. Moreover, in contrast to [1, 8] which used only the gradient intensity as the feature of the edge cue, and [12] which used the edge orientation as the feature, we employ three features in our method: (a) the spatial distributions of the edge points; (b) the corresponding number of the edge points; and (c) the gradient intensities at the edge points. We consider (b) and (c) because we do not expect the size of an object and the gradient intensity of edge points will change dramatically at neighboring frames.
In order to represent the spatial distributions of the object shape, a spatial histogram along the hypothesized contour is used. The contour of the object shape is separated into U bins along the anticlockwise direction. Let b: R 
where is the Kronecker delta function. The probability of the edge points falling into the u'th bin is:
where we have
The mean gradient intensity of the edge points in the u'th bin is: For gradient intensity, similarly, we write the similarity between the u'th bin of O t and O v as:
The shape similarity between O t and O v can be formulated as:
The likelihood function of shape can be written as:
Although we consider the number of the edge points and the gradient intensity in the shape similarity in Equation (13), the values of {h u } u=1,…,U and {G u } u=1,…,U in the target template are adaptive and are updated at each frame. As shown in Section 4, our method is robust to scaling and changes of gradient intensity.
Framework to fuse the color cue and the edge cue
The particle filter has two advantages: (a) it can track multiple hypotheses simultaneously; (b) information from different measurement sources can be easily fused in a principled manner. We fuse the color cue and the edge cue in the framework of the particle filter. The detailed procedures are as follows: (0) Initialize the color model (with k 0 Gaussians) and shape model of the target. We use only k ( k 0 ) key Gaussians where
(1) Predict the region R, which includes all particles, in the 2D image (as shown in Figure 1 (b) ). We employ a random walk dynamic model for the particle filter. (2) Extract the foreground pixel (FP) map within the region R. A pixel is labeled as 1 if its Mahalanobis distances to any of the k Gaussiansis less than a constant (i.e., 2.5). The FP map is shown in Figure  1 (c). (3) Generate the edge image within R and filter out the edge pixels whose labels in the FP map are not equal to 1. We remove the pixels whose neighboring pixel number is small. The final edge image is illustrated in Figure 1 
(5) Measure and weight each particle. Here, we use the normalized i Λ and i Γ for the observation likelihood function by Equation (6) and (12): , ,
Normalize the weight. (6) Output the estimated mean state:
(7) Update the parameter values of the target by an exponentially forgetting scheme similar to [7] . 
Experiments
In this section, we test the performance of our method. We use the test video sequences from http://vision.stanford.edu/~birch/headtracker/seq/. We implement our method in the normalized [r, g, I] color space (similar to [7] ). In the first example, we test a video sequence and some resulting frames are shown in Figure 2 . This sequence is difficult because the background contains heavily cluttered scene and similar color to the girl's face. The girl's head rotated, skewed and scaled. There was also an occlusion at the end where two heads, with very close colors, occluded each other. The sequence contains 500 frames. Thus it can test the effectiveness of update in our method. Similar to [9] and [10] , we test the tracking performance of both single cue and multiple cues.
As shown in Figure 2 , when we use the color cue alone, the method begins to break down with the rotation of the girl's head. The method using the edge cue (alone) fails to track the girl's head as the background contains many clutter edges. Only our proposed method using multiple cues successfully tracks the head throughout the sequence. Figure 3 illustrates the evolution of the normalized similarity scores of the edge cue and the color cue for the whole video sequence. We can see that when the head rotates, the color-based similarity scores drop dramatically while the edge-based similarity measure is affected relatively less. When occlusions occur, both of the cues are influenced greatly. Figure 4 shows more tracking results. We can see our method using multiple cues has achieved attractive results and it is highly robust to cluttered backgrounds, color distractors, and occlusions.
Conclusions
In this paper, we provide a method that combines the color cue with the edge information. The provided method achieves better tracking performance in difficult situations. By doing so, we propose a new shape similarity measure considering the spatial distribution of, the number of, and the corresponding gradient intensities of the edge points. Experiments show very promising results in handling cluttered background, moving camera, appearance changes, occlusions, etc.
