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ABSTRACT 
In this dissertation, normal form (NF) theory is used to characterize and quantify 
nonlinear modal interaction near critical equilibria. The research focus is on the analysis 
of second-order modal interaction and the study of nonlinear aspects of system behavior 
of interest to the design and location of system controllers. 
A systematic approach to derive second-order NF representations in the 
neighborhood of equilibrium points is presented. Nonlinear interaction measures based on 
this model are then obtained to assess the extent and distribution of nonlinearity in the 
system. Finally, analytical criteria are developed to predict the existence of nonlinear 
modal interactions that significantly affect system dynamic performance. 
A nonlinear analysis framework based on normal form (NF) theory and center 
manifold reduction is proposed to most effectively select generating units which should 
be equipped with power system stabilizers (PSS). The effect of control action on 
nonlinear behavior is approximated via suitable modification of initial conditions in the 
nonlinear coordinate transformations that relate the physical system to the NF coordinates. 
Using this representation, nonlinear PSS sensitivity indices are then proposed to 
determine the optimum sites at which to locate PSS. The technique can predict aspects of 
a system's nonlinear behavior not obtainable from linear approaches and can therefore 
result in improved placement of system controllers. 
Test cases developed on standard test systems are presented to demonstrate the 
effect of nonlinear interaction and to estimate the controllers' effects on system dynamic 
performance. The efficacy and accuracy of the method is demonstrated through 
comparison with conventional analysis techniques. 
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1 INTRODUCTION 
To recognize a foundation of practically every aspect of our economy and society, 
the United States National Academy of Engineering has acclaimed electrical power as 
the 20th century's most beneficial engineering innovation. To satisfy the desire for both 
qualitative and quantitative increases in electrical power production, many efficient and 
intelligent processes have been introduced into ongoing work. The increasing complexity 
of electrical networks and interconnections make today's power system probably the 
most critical dynamic infrastructure system. With the advent a competitive market 
environment, power systems are being operated in the presence of more uncertainty and 
with less conservatism than in the past. This presents new challenges for maintaining 
system stability in a market environment. Accurate identification and proper mitigation 
of stability problems is therefore more necessary than ever before if reliable and 
economic operation of power systems is to be obtained. 
Power system stability may be broadly defined as that property of a power system 
that enables it to remain in a state of operating equilibrium under normal operating 
conditions, and to regain an acceptable state of equilibrium after being subjected to a 
disturbance [1]. Power system stability can be classified into rotor-angle stability, voltage 
stability, and mid-term and long-term stability. Many modern power systems encounter 
the problem of low-frequency electromechanical oscillations. These oscillations are often 
poorly damped and often have a negative impact on the power transfer capabilities of the 
system [2], Enhanced knowledge of rotor angle stability is essential to solving the 
problem of such inherent electromechanical oscillations. 
A disturbance in a power system is a sudden change or a sequence of changes in 
one or more of the parameters of the system, or in one or more of the system operating 
quantities [3]. Depending on the impact of a given disturbance, its rotor angle stability 
phenomena are usually characterized in terms of small-signal stability and transient 
stability. 
2 
1.1 Transient Stability Analysis 
Transient stability is the ability of a power system to maintain synchronism when 
subjected to a severe disturbance such as a fault on transmission facilities, loss of 
generation, or loss of a large load [1]. Both the initial operating condition and the 
severity of the disturbance may affect a system's stability. 
With growing stress on modern power systems, the threat of transient stability 
problems becomes more and more serious. Transient stability analysis is becoming an 
increasingly important issue for reliable system operation. While in the past transient 
stability analysis has usually been performed at the planning stages, there is an 
increasingly pressing need for on-line transient studies. 
Transient stability analysis involves the determination of nonlinear system 
dynamic response to large disturbances. Such a analysis can be achieved by various 
methods: efficient step-by-step time-domain simulation, direct methods, pattern 
recognition techniques, expert systems, and neural networks. For a given disturbance, 
step-by-step time-domain simulation can determine the accurate response of all system 
variables by solution of system differential and algebraic equations. This conventional 
method produces the most reliable and accurate information in system transient stability 
analysis. However, it is quit time-consuming, and therefore not well-suited to the efficient 
computation requirements of real-time applications. Among other methods, so-called 
direct methods have received considerable attention. This approach is defined in [1] as a 
method able to determine stability without explicitly solving the system differential 
equations. In addition to supplying a more direct and effective assessment of power 
system transient stability, direct methods offer a quantitative measurement of how stable 
a particular operating condition may be, but the modeling limitations and unreliability of 
the computational techniques involved may impede their practical application, especially 
for analysis of stressed systems. A combination of conventional time-domain simulation 
and direct methods appears to be a promising approach for minimizing the problems of 
each method and enhancing the capability of transient stability analysis. 
3 
1.2 Small-Signal Stability Analysis 
Small-signal (or small-disturbance) stability refers to the ability of a power 
system to maintain synchronism when undergoing small disturbances. The disturbances 
are considered sufficiently small for linearization of system equations to be permissible 
for purposes of analysis [1], Such disturbances may occur frequently on systems 
undergoing small generation and load variations. 
Instability of this type can be of two forms [1]: 
1. Steady increase in rotor angle due to lack of sufficient synchronizing torque. 
2. Rotor oscillations of increasing amplitude due to lack of sufficient damping 
torque. 
As a conventional analysis tool for studying dynamic system behavior, small-
signal stability analysis can provide an understanding of the modal structure of a power 
system which may not be clearly observable from time-domain simulations. Based on 
local linearization of the system model at stationary points of vector fields, small-signal 
stability analysis may allow the appropriate application of powerful linear analysis 
methods for the study of a power system's dynamic characteristics. 
As a first step, the system dynamic differential equations are linearized at some 
stable operating point. The characteristic of eigenvalues of the system matrix can then be 
used to determine system stability. The system is considered stable if all its eigenvalues 
are located in the left half of the complex plane. Real eigenvalues correspond to non-
oscillatory modes. Complex eigenvalues represent damping coefficients and frequencies 
that may be observed in the oscillations of system variables. The system's response with 
a given initial condition can be expressed approximately by closed-form solutions using 
eigenvalues and eigenvectors. 
Small-signal stability analysis based on local linearization can be a powerful and 
relatively simple analysis tool for studying system dynamic behavior. However, the 
analysis is limited to a neighborhood of the operating point in which the linear 
approximation is valid. 
4 
1.3 Modes and Modal Interaction 
In today's practical power systems, small-signal stability is largely a problem 
related to insufficient damping of oscillations. The stability of the following types of 
oscillations is of concern [1]: 
1. Local modes or machine-system modes are associated with the swinging of 
units at a generating station with respect to the rest of the power system. The 
term local is used because the oscillations are localized at one station or a 
small part of the power system. 
2. Inter-area modes are associated with the swinging of many machines in one 
part of the system against machines in other parts. They are caused by two or 
more groups of closely coupled machines being interconnected by weak ties. 
3. Control modes are associated with generating units and other controls. Poorly 
tuned exciters, speed governors, HVDC converters and static var 
compensators are the usual causes of instability in these modes. 
4. Torsional modes are associated with the rotational components of the turbine-
generator shaft system. Instability of torsional modes may be caused by 
interaction with excitation controls, speed governors, HVDC controls, and 
series-capacitor-compensated lines. 
Modern power systems are increasingly becoming more stressed as the demand 
on systems keeps increasing and fewer transmission enhancements are incorporated. As 
system stress increases, complex phenomena involving interaction between the 
fundamental modes of the system may occur [4], Recent analytical studies have shown 
that nonlinear modal interaction of the fundamental modes of oscillation of the system 
may significantly affect the power system response to large perturbations and may thus 
adversely influence control performance [5, 6, 7, 8, 9], Furthermore, under certain ranges 
of operating conditions system modes may interact nonlinearly leading to second (or 
higher) order resonances and hence may result in the onset of more complex dynamical 
phenomena. In recent work, the problem of near resonance between modes has been 
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addressed by Dobson et al. [10]. Further, the occurrence of second-order near resonance 
has been reported in a number of studies [5,6, 11]. 
Since nonlinear modal interaction may play an important role in the dynamic 
behavior of a power system under stressed operating conditions, second and possibly 
higher order nonlinearities can no longer be neglected. Local linearization of the modal 
equations at stationary points of vector fields may fail to provide complete 
characterization of system performance or may result in incomplete system information, 
especially under heavy system stress or near the onset of unstable behavior. The dynamic 
characteristics of the system may not be accurately analyzed without making use of more 
detailed system representations. A clear understanding of nonlinear phenomena is only 
now emerging, and accurate analytical techniques are required to assess the effects of 
such phenomena on various aspects of system behavior. Fundamental to this analysis is 
the detection of quasi-resonance between the modes of oscillation in the system and the 
development of techniques that allow a more precise analytical characterization of 
system behavior near singularities. 
Because of the complexity involved in such analysis, prediction of the effects of 
these phenomena is extremely difficult. The identification of both the magnitude and 
nature of the interaction process constitutes a first step in the characterization of system 
behavior. Furthermore, understanding the nature of the nonlinear!ty provides additional 
insight into the mechanisms responsible for nonlinear behavior and may lead to 
improved assessment and control of system dynamic performance. 
1.4 Placement of Power System Controller 
Many modern power systems have some poorly-damped oscillation modes which 
often result in troublesome oscillations. In order to improve system stability, power 
system damping controllers such as power system stabilizers and FACTS(Flexible AC 
Transmission Systems)-based stabilizers are often used to damp such oscillations and 
increase damping of the oscillatory modes. 
6 
The first step in designing such a controller is to find its optimum location. With 
linear analysis techniques, conventional approaches to system dynamic analysis can often 
provide reliable methods for controller design. For the commonly used PSS (Power 
System Stabilizer), the most effective and popular techniques involve the mode shape, 
participation factor, and residue. However, these methods only include linear information 
about dynamic systems and may fail to provide a complete characterization of system 
performance, especially under heavy stress or near the onset of unstable behavior. 
As systems become more stressed, in addition to interactions between the 
fundamental modes of the system, more complex dynamical phenomena leading to 
second (or higher) order resonances may occur. Accurate analytical techniques are 
required for in-depth study of such nonlinear dynamic behavior. To extend the linear 
concepts to include second-order information, an analytical technique based on normal 
forms of vector fields will be developed. This should allow more precise characterization 
of system behavior. 
1.5 Method of Normal Forms 
Nonlinear analysis techniques provide an opportunity to not only quantify the 
effects of modal interaction on system dynamic behavior, but also to assess its impact on 
control performance. Among various nonlinear analysis techniques, the method of 
normal forms (NF) has been applied in the past few years to obtain closed-form 
analytical approximations to system behavior [12, 13]. 
The method of normal forms of vector fields is a well-known nonlinear analysis 
technique [14, 15, 16, 17, 18], based on the process of eliminating higher order terms in a 
system of differential equations. Based on the series expansion of system nonlinear 
differential equations, the normal form technique has been applied to power system to 
investigate various aspects of local system nonlinear behavior in the neighborhood of a 
stationary or equilibrium point [6, 7, 11, 19, 20, 21, 22, 23]. 
This method provides simultaneous assessment of both the extent and the 
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distribution of nonlinearity and can be used to identify nonlinearly interacting modes. By 
selectively including second-order (or higher) terms in the system model, NF theory 
allows the prediction of salient phenomena such as nonlinear modal interaction, as well 
as analysis and distribution of nonlinearity in the system. 
In addition to determining structural characteristics, there is growing interest in 
extending nonlinear analysis to assess the role of nonlinear behavior on control system 
performance and location. A recent review article synthesizes the main approaches 
currently used to analyze nonlinear behavior and discusses practical experience with the 
application of the method [24]. 
1.6 Objectives and Scope of the Research 
In this work, the use of NF theory to characterize and quantify nonlinear modal 
interaction near critical equilibria is discussed. Normal form analysis will be utilized to 
analyze system dynamic behavior and evaluate excitation control performance under 
different operating conditions. 
The objectives of this research include the following broad issues: 
1. Detection of a system's dynamic characteristic at critical operating conditions 
in which the system exhibits near first and second-order resonances. 
2. Identification of nonlinear aspects of modal interaction phenomenon which 
are of interest in analysis and design of system controllers. 
3. Generalization of analytical procedures for assessing placement of controllers 
using nonlinear information. 
4. Determination of the strength of nonlinear interactions caused by excitation 
control in power system behavior. 
A set of near first and second-order resonance conditions is presented on a two-
area four-machine test system [25]. The normal form method is used to provide 
additional information in the description of nonlinear system behavior near resonance 
conditions. 
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Conventional techniques for assessing placement of controllers are reviewed. 
Previous ideas are extended to measure closed-loop nonlinear mode-state relationships 
which account for the effect of supplemental control action. Based on a second order NF 
representation, the effect of control action on nonlinear behavior is approximated via 
suitable modification of the initial conditions in the nonlinear coordinate transformations 
which relate the physical system to the NF coordinates. A new approach is developed to 
determine the most effective selection of generating units to be equipped with power 
system stabilizers (PSS). 
The PSS model is included in the existing normal form program, so that 
characterization of nonlinear modal interactions within the system with a properly 
designed PSS can thus be investigated. These results provide more information on the 
effect of excitation control on nonlinear behavior and modal interaction. 
Examples of application of these approaches on the two-area four-machine test 
system and the IEEE 50-generator test system [26] are provided to analyze system 
dynamic characteristics and to determine the most effective locations for PSS to improve 
both small-signal and transient stability. The improvements provided by these proposed 
approaches are then compared with those of conventional techniques. 
1.7 Thesis Outline 
The thesis is organized into 8 chapters. The introduction in Chapter 1 provides 
background as well as the statement of the problem. The motivation and objectives of this 
research work are also described in this chapter. 
Chapter 2 provides a detailed summary of the literature review, including 
background information, a concise record of the source material for this work, and 
related topics. 
Chapter 3 describes Power System Models used in this work. Chapter 4 
introduces the method of normal forms based on these models. The structural properties 
of normal form transformation are discussed, starting with an introduction describing this 
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method. Closed-form analytical solutions, numerical estimates of mode-state 
participations, and the study of nonlinear modal interaction are developed in the 
following sections, enabling the application of normal forms of vector fields to power 
systems. 
Starting with the illustration of an exact strong resonance, a more typical near-
strong resonance condition is introduced in Chapter 5. The generality of strong resonance 
of critical modes in power system is discussed in this chapter. Since this phenomenon 
may lead to complex behaviors, the analysis of local results near the onset of resonances 
with the method of normal form will be needed to reveal a complete interpretation. 
Chapter 6 introduces several conventional techniques to assess placement of 
controllers in power systems. Only including linear information of the dynamic systems 
may fail to provide complete characterization of system performance. In this chapter, two 
kinds of indices that also include second order information are developed using normal 
form theory. 
Chapter 7 provides numerical results and observations regarding application data 
for the proposed approach to the test system (the two-area four-machine test system and 
the IEEE 50-generator test system). 
Chapter 8 presents conclusions of this work and suggestions for future work. 
Appendix A and B provide the complete power flow data and dynamic data for 4-
machine test system and IEEE 50-machine test system respectively. 
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2 LITERATURE REVIEW 
Much work has been done to analyze and characterize power system behavior. 
Many concepts for power system modeling, stability analysis, and simulation are given 
by Kundur [1] and Anderson and Fouad [27]. 
In modern systems, the great amounts of power interchanged between electric 
companies and geographical regions causes much more stress in systems than in earlier 
times. This stress may also impacts system dynamic performance. Recent analytical 
studies have shown that nonlinear modal interaction of the fundamental system modes 
may significantly affect power system behavior. Vittal, et. al. [5] presented an analysis of 
the inter-area mode phenomenon in stressed power systems following large disturbances 
showing that this phenomenon could occur as a result of nonlinear interaction between 
the natural modes of oscillation in the system. Starrett and Fouad [19] investigated the 
significance of higher-order terms on system response and developed a methodology 
based on normal forms of vector fields to extend linear concepts to include the second-
order information. Messina, et. al. [28] presented the application of perturbation methods 
to analysis of inter-area oscillations in complex power systems. Conventional linear 
analysis is used to study the nature of the oscillatory modes of the system. A nonlinear 
approach based on normal form methods focuses on the analysis of non-linear interaction 
under stressed operating conditions. Both of these approaches are implemented in a 
production-grade computer program used to assess the nature of inter-area oscillations. 
The combined use of these methodologies was suggested as an approach to get more 
physical insight into the nature of inter-area oscillation. In [29], Ni, et. al. developed a 
scanning tool based on the normal form techniques for the investigation of nonlinear 
modal behavior of ac/dc power systems with dc power modulation. Thapar, et. al. [30] 
used the normal forms of vector fields to predict the onset of inter-area separation in 
power systems following large disturbances. An index to capture the structural 
characteristics of dynamic system behavior and predict the nature of dynamic system 
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performance following large disturbances was developed. S aha, et. al. [31] presented an 
approach for approximating the stability boundary of a power system without integration 
by including second order information. The stability boundary and its behavior under 
stressed system conditions was examined using normal forms of vector fields. Based on 
Normal Form analysis at the instant of removal of the fault, Xie, et. al. [32] developed a 
variable-structure trajectory-predictive algorithm. Since the proposed prediction method 
is based on Prony's nonlinear approximation, significant online system trajectory 
prediction for emergency transient stability control becomes feasible. By using the 
method of normal forms, Jang, et. al. [33] studied nonlinear oscillations in a real power 
system. It is suggested that nonlinear information be used to improve stability and reduce 
the nonlinearity of the stressed power system. Under the stressed conditions normal-
forms analysis results shows the existence of nonlinear modal interactions and identifies 
the participating states of the interacting modes. The nonlinear results must be considered 
to obtain desired control effects on some critical modes. 
Power transactions are increasing in both volume and variety in many 
restructured electric power systems. As power transfers, redispatch, or other power 
system parameters change, power system linearization and modes vary. Dobson, et. al. 
[10] suggested that approaching strong resonance can be expected in general power 
system models. When such an approach occurs two oscillatory modes may interact to 
cause one of the modes to subsequently become unstable. In [34], Dobson, et. al. 
analyzed the behaviors of modes and general perturbations of weak resonance. Since 
these phenomena lead to complex behavior, detailed analysis of local results are required 
to produce a complete interpretation. An approach based on normal form theory for 
identification of unfavorable operating regions by searching for resonance and near 
resonance has been proposed by Zhu. et. al. in [7]. This work also points out that near 
resonance among critical inertial modes and control modes may contribute to 
unsatisfactory behavior of a system. In [35], Betancourt, et. al. present a general 
technique for computing real normal forms of resonant vector fields. By using a special 
real-valued nonlinear transformation of coordinates in physical space, this approach 
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simplifies the computation of initial conditions in normal form space. 
Nonlinear interactions among the various modal components can also be 
interpreted using other techniques. In [36], Shanechi, et. al. devised a general nonlinear 
modal representation of large scale power systems. By employing Laplace 
transformation, this method provides a solution to system nonlinear differential equations. 
By representing the system in terms of its modes and their interactions, the method can 
be used for analyzing and understanding system dynamic behavior under stressed 
conditions. Another interesting technique is the Hilbert spectra of nonlinear processes 
proposed in [37, 38]. This technique is well-suited for analyzing nonstationary 
phenomena and is capable of quantifying the extent of nonlinearity directly from 
observed oscillations or simulated data. Normal form theory (NF) and Hilbert spectra 
analysis (HSA) can be used in a complementary fashion to investigate the occurrence of 
nonlinear modal interaction in stressed power systems. The NF method is utilized to 
obtain closed-form analytical approximations to system behavior following large 
disturbances. On the basis of this model, analytical measures are derived to assess the 
extent of interaction between fundamental modes of oscillation. HSA is then applied to 
characterize and quantify the time evolution of the modulation process directly from 
simulated power system data obtained from transient stability simulations as well as to 
validate normal form results. 
Many modern power systems face the problem of troublesome dynamic 
oscillations in which small disturbances may induce complicated dynamic oscillations in 
the range of 0.2 to 2.5 Hz associated with some poorly-damped oscillation modes. 
Power system damping controllers are used to both damp these oscillations and increase 
the damping of swing modes. Kundur, et. al. [39] present analysis of the effects of the 
different power system stabilizer parameters on the overall dynamic performance of 
power systems and show how stabilizer settings may be selected so as to enhance both 
steady-state and transient stability of local plant modes as well as inter-area modes in 
large interconnected systems. Using the normal forms of vectors fields, Lin, et. al. [6] 
evaluated nonlinear modal interaction in a power system and showed that the control 
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modes have significant interaction with the inertial modes, especially with the inter-area 
modes. Nonlinear interaction between modes may also impact control performance when 
control design is based on pure linear analysis. Jang, et. al. [11] analyze the effect of 
nonlinear modal interaction on control performance using normal forms of vector fields 
and developed a control design procedure that considers nonlinear information. Barocio 
and Messina et. al. [40, 41, 42] propose an analytical technique based on normal form 
theory for analysis of nonlinear inter-area oscillations in stressed power systems that 
incorporate the operation of static VAR compensators (SVCs). Zou, et. al. studied 
interactions among multiple SVC controllers in power systems in [43]. An analytical 
approach based on normal form theory is proposed for analysis of nonlinear interactions 
among the multiple SVC controllers in power system. A nonlinear interaction index used 
to investigate interactions among multiple SVC controllers is developed in this work. For 
other widely used FACTS devices such as unified power flow controllers (UPFC), one of 
the most important features is the production of multiple control functions implemented 
by multiple controllers. Since recent studies have demonstrated the existence of dynamic 
interactions among different controller channels of UPFC, Zou, et. al. investigated the 
interactions among the multi-control channels of UPFC using normal forms of vector 
fields in [44]. In [45], Yue and Schlueter use a bifurcation subsystem-based control 
design methodology to study nonlinear effects of a robust //-synthesis power system 
stabilizer (MPSS). In order to include nonlinear information, a normal form 
representation of a nonlinear power system model is introduced, and second-order 
interaction indices of a system with MPSS and conventional excitation control are 
proposed. 
The first step in a design applying a PSS to increase the damping of a certain 
oscillation mode in a multimachine power system is to determine the PSS location. Wang 
[46] presents electric torque, residue, functional sensitivity, participation and Partial 
Multi-Modal Decomposition (PMMD), and describes the connections among these 
technologies. Since a PSS on a machine in a power system represents a closed-loop 
controller, both its input and its control effect on the system should be considered in 
14 
selecting the PSS location. Zhou, et. al. [47, 48] presented the concept of Sensitivity of 
PSS Effect (SPE), which considers both the activity of state variables and the control 
effect of control signals. It is also shown that the SPE is equal to the sensitivity of a mode 
with respect to the change of PSS transfer function. By using SPE, the displacement of a 
system mode caused by the installation of a PSS can be predicted. Based on this 
prediction the PSS location decision can be made and the PSS parameters tuned. This 
method was used to identify the best PSS location by Zhou in a 13-machine system to 
increase the damping of and inter-area mode. In [49], Hongesombu, et. al. introduced a 
method for simultaneously tuning PSSs in a multimachine power system. The tuning 
approach, based on a multiobjective function comprising the damping ratio, damping 
factor and number of PSSs, is realized by using a hierarchical genetic algorithm (HGA) 
and a parallel micro-genetic algorithm (parallel micro-GA). The stabilizers are tuned to 
simultaneously shift the poorly-damped oscillation modes to a specific stable zone. The 
appropriate choice of PSS locations can be identified by using an eigenvalue-based 
multiobjective function. In order to guarantee robustness, many scenarios with different 
operating conditions should be included in the process of simultaneous tuning. Chung, et. 
al. [50] presented an application of probabilistic theory to the selection of robust PSS 
locations and parameters to enhance the damping of multiple electromechanical modes in 
a multimachine system over a large range of operating conditions. By extending 
conventional eigenvalue analysis to the probabilistic environment, the statistical nature of 
eigenvalues corresponding to different operating conditions can be represented by their 
expectations and variances. Probabilistic sensitivity indices to facilitate "robust PSS" site 
selection and a probabilistic eigenvalue-based objective function for coordinated 
synthesis of PSS parameters are proposed in this work. 
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3 POWER SYSTEM MODELS 
The general form of the relevant system dynamic equations can be expressed by 
i = /(x) (3.1) 
where x is the vector of the system states. 
In this work, loads are modeled as constant impedances, and the network is 
reduced to its internal generator nodes. A generator can be expressed as either the 
classical model or the two-axis model [27]. Let us assume that there are m generators 
represented by the two-axis model and equipped with exciters in an «-generator system, 
while the remaining generators are represented by the classical model 
^ = [%TX] (3.2) 
where x, is the vector of system states with generators represented by the two-axis 
model and equipped with exciters, and x2 is the vector of the system states with 
generators represented by the classical model. 
3.1 Generators Represented by Two-axis Model and Equipped with 
Exciters 
With assumption [27]: 
1. The transient effects are accounted for, while the subtransient effects are 
neglected. 
2. In the stator voltage equations the variation of d - q  flux linkages are 
negligible compared to the speed voltage terms. 
3. co = coR=l pu. 
the equations for generators represented by the two-axis model can be given by 
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Èqi = ~ (J^FDi ~ Eqi + (Xdi ~ Xdi )^di ) (3-3) 
TdOi 
Édi = —— (~Edi - (xqi - xqi )Iqi ) (3.4) 
TgOi 
A = — (Pmi ~ ihfidi + 1qiEqi) + (Xqi ~ Xdi)IdiIqi ~ A M "%)) (3.5) 
Sj = (Oj —cos i -1,2,...,m (3.6) 
where, 
Tdo>Tqo '• open-circuit d and q axes transient time constants, respectively 
ED,EQ : d and q axes stator EMFs corresponding to rotor transient flux 
components, respectively 
EFD : stator EMF corresponding to the field voltage 
xd,xq : d and q axes synchronous reactances, respectively 
xd,xq : d and q axes transient reactances, repectively 
Id,lq : d and q axes stator currents, respectively 
D : damping coefficient. 
FD 1 + sT, 
1 + sT 
Figure 3.1 Block diagram of the exciter (IEEE Type AC4A) 
Figure 3.1 shows the block diagram of the exciter model. The dynamic equations 
can be expressed by 
ÈPa=^ML~EFD, (3.7) 
1 Ai Ai 
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(3.8) 
(3.9) 
Where, 
VT : generator terminal voltage. VT is given by 
VT = (E'G + xdId) + j(Ed - xqIq) i = 1,2,...,m (3.10) 
Vref : exciter reference voltage 
Then xx can be expressed by 
qm > dm' m ' m ' FDm ' £lm > E2m 
(3.11) 
3.2 Generators Represented by Classical Model 
With the following assumptions [27]: 
1. Mechanical power input is constant. 
2. Damping or asynchronous power is negligible. 
3. The constant-voltage-behind-transient-reactance model for the synchronous 
machines is valid. 
4. The mechanical rotor angle of a machine coincides with the angle of the 
voltage behind the transient reactance. 
5. Loads are represented by passive impedances. 
the generator equations for the classical model are given by 
(3.12) 
Sj = (Oj— cos i = m + \,m + 2,...,n (3-13) 
where, 
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Per = Ê[EiEjBij Sin(^ ~5j) + ËjËjGy COS(ôt ~ Sj)] 
j=hj*i 
and 
Mj : inertia constant of generator i, 
Pmi : mechanical power input of generator i, 
Ej : internal bus voltage of generator i, 
Gu : driving point conductance of node i 
Gij,Bij  : conductance and susceptance between generators i and j as the system 
reduced to generator internal nodes 
S, : rotor angle of generator i. 
cOj : rotor speed of generator i with respect to a synchronous reference frame. 
a>s : synchronous speed 
Then x2 can be expressed by 
x2 ~ [®m+l ' ^m+\ ' " ' ] (3.14) 
3.3 Power System Stabilizer (PSS) Modeling 
Vref 
1 r+ 1 + sTc %E2 Ka 
1 + STR - I 
+ 
1 + STB 1 + STA 
A) 
• 
PSSi PSS^ PSSZ 
1 + s TA 
Figure 3.2 Block diagram of the PSS (IEEE Type PSSIA) and excitation system 
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Figure 3.2 shows the block diagram of the PSS and exciter used in this work. The 
general form of the system dynamic equations can be expressed by 
where xT = [x,r,x[,x3r] is the vector of system states. x, is the vector of the system 
states with generators represented by the two-axis model and equipped with exciters, x2 
is the vector of the system states with generators represented by the classical model, and 
x3 is the vector of the system states with a PSS. For the PSS shown in Figure 3.2, the 
states vector x3 is given by 
Based on the system equations shown in 3.1, the new system can be expressed by 
changing system equations for XE2i as follows: 
x  =  f ( x )  (315) 
^ (3.16) 
XEli ~ — (%T ~ ï)XE\i -~XE2i ~ T Cr VTi + — VREFi + P^S3i C3'17) 
1Bi 1 Ri Bi Bi Ri 1 Bi IB 
The system equations with PSSs can be expressed by 
= 
1 1 (3.18) 
PSS2, = —PSS,, + ±PSSu+^-PSSu 
*2i 2i 2i 
(3.19) 
PSS^—PSS^+^PSS,, + ^ PSS2I 
Â4i 1 4 i 4* 
(3.20) 
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4 NORMAL FORMS OF VECTOR FIELDS 
The method of Normal form of vector fields, a well-known mathematical tool of 
nonlinear analysis techniques, has in the past few years been applied to power systems to 
investigate various local aspects of system nonlinear behavior in the neighborhood of a 
stationary or equilibrium point [5, 6, 30]. The application of normal form analysis to 
power system requires describing the system's dynamics by a series expansion of 
nonlinear differential equations. 
x = f{x) = Ax + X2+X3+..., x(0) = x0 (4.1) 
where xe.R" is the vector of system states, A = \8f ldx]EP is the Jacobian matrix, and 
Xt  contains polynomial terms of order i. 
Poincaré's normal-form theorem [51] states that under non-resonance conditions 
the series expansion of the system equations may be reduced to a linear equation by a 
polynomial change of variable. In recent work, the problem of near resonance between 
modes has been addressed by Dobson et al. [10]. Additionally, the occurrence of second-
order near resonance has been evidenced in a number of studies [5, 6, 11]. 
4.1 Introduction of Normal Forms of Vector Fields 
In system analysis it is well known that the Jordan-form Transformation 
consisting of the linear change of coordinates 
x = Uy 
transforms a set of linear differential equations 
x = Ax, x(0) = x0 
into the form 
. y  =  ( [ / - ' =  
where yeC" is the vector of Jordan form variables, U is the matrix of right 
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eigenvectors of matrix A, and J is diagonalized with the eigenvalues of matrix A on 
the diagonal. 
Applying the Jordan-form transformation to nonlinear differential equations (4.1), 
the Jordan form series expansion can be derived: 
f +cr%(^)+... 
= Jy + Y2{y) + Y^(y) +... 
Therefore the case in which A is in its Jordan form can be studied without 
changing the topological structure of the orbits. With a similar procedure the simplest 
possible form can be obtained by a suitable nonlinear change of coordinates. This 
simplest form can be derived by removing as many higher order terms as possible. In 
practice, this is usually done order by order. The second-order normal form 
transformation is defined as [51, 52] 
y - z + h2(z) (4.3) 
where z eC" is the vector of normal form variables and h2 (z) is a complex-valued 
vector field of polynomial terms of degree 2 in z to be determined. 
By differentiating (4.3) along the trajectory of the system states, obtain 
= z + i = {/ + D,[^(z)]}z (4.4) 
oz 
where Dh2(z) is the Jacobian of the nonlinear transformation and / is the nx n identity 
matrix. 
Using (4.4) and (4.3) in (4.2) and including up to second-order terms, obtain 
z = Jz + Jh2(z) + Y2[Z + h2(z)]~ {D2[h2(z)]}z (4.5) 
Since Y2 contains polynomial terms of order 2, Y2[z + h2(z)] can be expressed in 
the form Yljab[za + h2a(z)][zb + h2b(z)]. Thus, Y2[z + h2(z)\ contains second and higher 
order terms, so Y2(z) can be used to express second-order terms. 
With straightforward computation, equation (4.5) becomes 
z = Jz + ^ (z) + 0(||z||3) (4.6) 
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where 
F2 (Z) = Jh2 (z) + Y2 (Z) - {Dz [h2 (z)] }Jz (4.7) 
and 0(||z||3) contains third and higher order terms. 
The nonlinear transformation given by (4.3) has two important properties: 
1. The transformation leaves the linear part of (4.2) invariant. 
2. The nonlinear coordinates y and z agree to the first degree. 
Given (4.6), the goal of the nonlinear coordinate transformation (4.3) is to choose 
the coefficients of h2{z) such that in the new coordinate framework, the second-order 
terms can be annihilated. 
From (4.6) and (4.7) it is clear that nonlinear terms of degree 2 can be annihilated 
if the homological equation 
%(z) = J%z(z) - {D,[A,(z)]}Jz (4.8) 
is satisfied. The coefficients of h2(z) are given by [19] 
 ^= <«> 
where Yljkl are the coefficients of Y2 in (4.2). Equation (4.9) shows that mapping (4.8) is 
possible if the no resonance conditions Ak + Al - /L ^ 0 are met. 
It then follows that the original system in (4.2) can be expressed in the normal 
form space as 
z  =  J z  +  0 ( \ z f )  (4.10) 
Excluding third and higher order terms, (4.10) can be rewritten as 
z = Jz (4.11) 
In the more general case, in which Aa+Ab-Ai  = 0, the system in (4.6) can be 
expressed as 
z = Jz + Fr2 + 0(\zf) (4.12) 
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where Fr2 represents resonance terms that cannot be removed and must remain in 
simplified normal form. 
Essentially, the normal-form approximation in (4.11) yields a simplified 
representation in which nonessential terms are removed. A critical aspect in determining 
the normal form transformation coefficients and hence in linearizing the system is the 
resonance condition Aa+Ab-Aj = 0. Two cases are of special interest when the system 
in (4.2) cannot be transformed to its simplest expression (4.11) [53, 54]: 
1. Resonance. There is at least one modal combination such that Aa+Ab-Aj=0. 
In general there is no formal power series transformation that can linearize the 
vector field. 
2. Quasi-resonance. In this case there exists an increasing sequence of modal 
combinations such that Aa+Ab- At —> 0 . The vector field can either be 
linearized by a divergent series, or analytically transformed to a vector field 
that contains all the quasi-resonant monomial terms [53]. 
This latter condition is of great theoretical and practical interest in the study of 
power system behavior under stressed operating conditions and will be studied in the 
following. 
Figure 4.1 provides an overview of the transformation from the original system to 
the normal form system. 
Original System 
Second-order Diff. Eq. 
Normal Form System 
Linear Diff. Eq. 
Jordan Form 
Transformation 
X=UY 
Normal Form 
Transformation 
Y=Z+h2(Z) 
Jordan Form System 
Nonlinear Diff. Eq. 
Figure 4.1 Overview of system transformation 
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4.2 Structural Properties of the Normal Form Transformation 
The structural properties of the nonlinear transformation are central to the 
proposed approach. To clarify the importance of this aspect, let the coordinate change in 
(4.3) be expressed as 
y = <p(z) = z + h2(z) (4.13) 
Using center manifold theory, approximate ç~\y) by a truncated power series 
expansion [51] 
z = (p~\y) = y~K OO + 0(H|3) as IMK° (4.14) 
where qfx{y)\Cn —> C" is a homogeneous polynomial map of degree r and 0(||_y||3) 
accounts for higher-order terms. In general, (p{y)~l  , cannot be computed exactly. 
However, several approximations can be made as outlined below. These approximations 
will now be used to determine the initial conditions in the different coordinate frames. 
Let ya = U~xx0 be the vector of initial conditions in the Jordan space. If the initial 
values of y are small enough such that higher order terms become negligible [55], then 
(4.14) reduces to 
= (4.15) 
where xa represents the initial conditions in physical space. 
For the jth component, obtain 
z> = y jo -EE h2jPqyPoyqo (4.16) 
p-1 q=p 
in which ypo =^vpjxjg, and vpj is the p,j element of the left eigenvectors matrix. 
j=i 
This result can be used to selectively determine the time responses for specific inputs, xo. 
The significance of these expressions becomes evident when the nature of this 
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transformation is examined around a given initial condition, y0, z0. To this end, let the 
jth component of (4.13) be written as 
y  j o  —  2  j o  +  ( Z o )  H  i Z o  -  Z  i o  +  Ë É ^ 2  i k l Z k o Z ,  j  ' j l  lo k=\l=\ (4.17) 
where H f  is the jth matrix of nonlinear interaction coefficients: 
^y = 
h2ju ^2/12 
^2/nZ 
.. h 
2 j \n  
^2 A, 
h2j„, 
5 j l,...,n (4 18) 
Matrix H. is full, complex-valued and symmetric. Nonlinear coupling between 
modal and NF coordinates is characterized by two key parameters: strength of 
nonlinearity, h2jklzkozlo , and coupling density. The former represents the ratio of 
magnitudes of nonlinear terms; the latter can be conceptually defined by the number of 
interactions between two coordinate variables with significant magnitudes. 
For a simple one-dimensional system, (4.17) defines a nonlinear curve in the 
y-z complex plane. For low stress conditions the system behaves linearly and the 
relationship between coordinates can be approximated as yj0 « z jo. At higher loading 
conditions, the system behaves more nonlinearly, thus requiring a more accurate 
representation of nonlinear effects as illustrated in Figure 4.2. 
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Z, y = <?(z) = z +h} (z) •o 
Nonlinear coordinate 
transformation Nonlinear 
region 
Linear 
region 
zo 
Figure 4.2 Geometrical illustration of the normal form transformation 
4.3 Closed-form Analytical Solutions 
Discarding third-order and higher terms, 0(||z||3), and assuming that no resonance 
conditions are found, the system in (4.11) can be expressed in the uncoupled form 
Z j = X j z j ,  j  =  \ , . . . , n  (4.19) 
which has solutions 
z j ( t )  =  z j 0 e À i > , j  =  1,...,« (4.20) 
where z j 0  is the initial condition of the normal form variable zy. These equations are the 
generators of a family of parametric solutions which depend upon the initial excitation 
z j o  •  
To determine z0 in terms of x0, solve the nonlinear set of equations with 
complex coefficients 
z0+h2(z0)-U~lx0 =0 (4.21) 
for a given excitation x0. 
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Having determined the initial conditions in normal form space, z0 , the 
approximate solutions to (4.19) can then be converted back to the physical domain by 
using transformation (4.13). 
In terms of modal components, the approximate solutions in the Jordan space are 
given by 
j-XO-yV + ZZ (4.22) 
k=ll=k 
and 
N Ait 
x i { t ) = J J u i j z j o e  1  + T J u i J  
7=1 7=1 k=\t=k 
(4.23) 
Equations (4.22) and (4.23) allow the computation of the contribution of 
particular modes of oscillation to the system states and permit direct comparison between 
linear and nonlinear analysis techniques. 
As noted in [5], nonlinear effects arise in the NF solution both in the linear part 
X't N N (in terms w, z j0e 1 ), and in the nonlinear part (in the terms w, Xh2 jklzkozlo ). Large 
k=U=k 
values of the product h2jklzkozlo compared to zjo indicate that, in principle, strong 
interaction between mode j and modes k, I and can be used to assess various aspects of 
nonlinear system performance. Usually only the largest interaction coefficient 
(maxh2jldzkozlo) is considered, assuming other contributions to be negligible [6, 11]. 
This, however, may lead to inaccurate estimates near critical operating conditions. 
A more useful measure of the nonlinear interaction that takes into account both 
the structural properties of the nonlinear transformations and the initial conditions 
excited by the fault may be obtained from the analysis of approximate time-domain 
solutions. Defining the second-order contribution factors as a2jj = uiJzj0 and 
N 
cj 22iki = zkozioV^uijh2jki\> the time-domain solution of the ith state becomes k=1 
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MO = + Ëz[w,w)'] (4.24) 
y=l k=ll=k 
where the coefficient a2ij represents the second-order contribution of the jth single 
mode to the ith state. Accordingly, cr22/w represents the contribution of the mode 
combination Ak + A, to the ith state. 
Equation (4.24) can be used to predict how intermodulation and harmonic terms 
can arise in the output response of nonlinear systems following a fault. Further 
simplifications of these formulae follow from a consideration of the structural properties 
of the system and may be used to assess various aspects of system performance as 
discussed below. 
The entire process for obtaining a closed-form solution in the original space is 
shown in Figure 4.3. 
Physical 
Space 
Jordan Form 
Space 
Norma! Form 
Space 
Y(t) 
Interaction 
Coefficient 
Contribution 
Factors 
(right after fault) 
X(t) 
(closed form solution) 
Figure 4.3 Overview of closed-form solution 
4.4 Analytical and Numerical Estimates of Mode-State Participations 
According to the derivation above, nonlinear fault-independent measures may be 
computed to determine nonlinear measures of mode-state participations. The key to 
dealing with nonlinear participations in the suggested approach relies upon finding initial 
conditions in the normal form space for an arbitrary excitation in real coordinates. This is 
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a problem for which few analytical results have been presented up to this time. 
An interesting special case of (4.16) is that when the initial condition vector 
x0 = aei is applied1. Use of this condition in (4.16) gives 
zjo = y jo - Z Z h2jP,yPoyqo = avj,+,j = l-,n (4.25) 
p=1 q=p 
where yj0 = avjt  and • 
p=1 q=p 
In the following, the choice of the initial conditions of the system states to 
determine the influence of excitation control in the dynamics of interest will be discussed. 
It should be observed, however, that (4.16) is a very special case of the model 
(4.14), in that higher-order terms are neglected. 
Inserting (4.25) into (4.23) and simplifying yields 
(0 = X Puj^' +ÉÉ P2ikieUk +X'(4.26) 
7=1 k =1 1=1 
where 
+ or'v^) = ^ = %2*(av% + + a"v^.) 
and u2m = Yjuijh2jki > vimu = _Z Zh2mpqvpivqi ,m = k,l. 
7=1 p=\q=\ 
The first term in (4.26), p2ij, represents the second-order participation of the jth 
single-eigenvalue mode in the ith state, and the second term p2m represents the second-
order participation of the ith state in the mode formed by the combination of the 
eigenvalues AK and AT. Observe that P2IJT = UIJVJL is the linear participation factor (PF) 
and p2yNL =UjjV2jii may be interpreted as a correction term to the linear participation. 
By selectively including residual terms in (4.14) up to the desired order of 
1 Here et is the unity vector and a is an arbitrary scalar (normally unity) chosen to provide the desired degree of excitation of a 
given state [56]. 
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approximation, second and higher order analytical estimates of PFs can be defined. The 
validity of this approximation is limited by the size of the higher-order terms, 0(||j|3 ), 
which may limit the region in the operating space where this approach can be applied. 
In the context of the analysis of stressed, nonlinear systems, a more precise 
measure of the nonlinear mode-state participations can be obtained by exciting a given 
state of interest, xz-, and solving numerically for the normal form initial conditions, z0, in 
(4.13). To achieve this, a Newton-based iterative technique that enables the 
determination of both the initial conditions arising from a specific fault scenario and the 
initial conditions associated with exciting a specific set of states (modes) has been 
implemented. 
Given a set of states of interest, x0 = [ajX]o a2x2 0 ••• anxn(j]T, the following 
approach is used to determine nonlinear mode-state relationships: 
1. Determine the modes excited in modal coordinates using the relationship 
y0 —U x0. 
2. Solve (4.13) using a Newton-based iterative algorithm for z0. This requires 
the solution of a series of complex algebraic equations of the form 
Jrkzr =-Fr(z) 
where Azr is the rth Newton update and 
Fr(zr) = [/,(z) /2(z) fn(z)]T is the vector of residuals with 
f j W =  z j 0 r  - y j o  +  t t h2jkizkorzior , J = 1,2,...,n and J r  = {DFr(z)) is k—\i—\ r 
the Jacobian matrix with elements 
SAW n 
dfj (z) n n 
—  =  J  , p * j  
P k*p l*p 
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3. With this selection for z0, the approximate solution (4.23) can be written as 
*,(')= ip'nje'1' (4.27) 
7=1 fc=l/=l 
where p'2ij=uijzjo and p\m = • 
7=1 
The above steps have been implemented in the NF procedure and have the 
advantage of allowing systematic calculation of various measures of mode-state 
participation. Thus, for example, by setting x0 = e,g,, where at is an appropriate scaling 
factor, fault-independent numerical approximations to PFs in (4.27) can be obtained. 
Conversely, fault-dependent contribution factors in (4.24) can be calculated using 
y0 - U~l  (xcl -x0), where xa is the post-disturbance equilibrium point and xcl is the 
system condition at the end of the disturbance. This latter algorithm is more accurate than 
currently-used approaches, especially for highly stressed conditions, and it may be used 
to define more general measures of nonlinear mode-state participations. 
Both of the approaches to calculate approximate and numerical nonlinear 
participation factor are shown in Figure 4.4. 
(fault independent) Yo 
*0 ~ h +^(^o) 
SI Z0 + 
h 
7 
y/ 
ZÛ 
H 
Nonlinear 
Participation Factor 
(approximate) 
Newton-based 
Iterative Algorithm 
— 
7 -A H 
—1 
Nonlinear 
Participation Factor 
(numerical) 
Figure 4.4 Overview of approximate and numerical nonlinear participation factor 
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4.5 Nonlinear Modal Interaction 
Previous work [6, 7, 11] shows that the presence of nonlinear modal interaction 
has strong impact on system performance. To quantify the extent to which modes interact 
nonlinearly, use the interaction index (II) defined in previous work [7], The relative 
amount of the second-order nonlinearity at mode j can be computed by _yy(zL)/zy(/)|. By 
inserting (4.20) and (4.22), 
z,(f) 
Z i{\C 4" ,7./Z/,NZ/N<? 
-j oc '2 jkl^kO^lO*-k=1i=k j = l,2,...,N (4.28) 
Since a time-domain solution scales the initial distances z j 0 ,  h 2 j k l z k Q z l ( ) , with 
exponential functions of time variable e X j t  and eUk +Ât >l, the initial distances can be used 
to express the relative amount of second-order nonlinearity. 
y,(0 
z/f) 
*„+±±«. k=] l=k 2 Jkl
Zk0Zl0 
"j 0 
11*: 
^ fc-1 l-k 2 jkl
Zk0Z!0 
-yo 
<1 + 
II": k=\ l=k 2 jklZk0Zl0 
-y0 
(4.29) 
In (4.29), the summation term ^^Jh2jklzkozlo adds a heavy computational 
k=\ l=k 
burden for fast calculation, especially in large systems, so usually only the largest term or 
at most a few largest terms are calculated to represent the relative size of the nonlinearity 
in the initial value. 
max. h2 Jklzk0zl0 
-yo 
sec_max\*,zw,z,0 
k,i 
-yo 
third _ max h2jklzkQzlQ kj 
Z J 0  
(4.30) 
where sec_maxh2jklzk0zl0 and third_maxh2jk!zk0zl0 are the complex form when the 
kj k,l 2 jkl kO 10 
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second and the third largest values of | h2jklzk0zlQ | (k = \:n, I = k:n) occurs. 
The indices shown in (4.30) are also measures of normalized magnitude of 
nonlinear interaction. 
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5 MODAL RESONANCE AND POWER SYSTEM 
OSCILLATIONS 
Two pairs of complex conjugate eigenvalues are exactly in resonance when they 
have exactly the same frequency and damping. Exact resonance is an unusual occurrence, 
but if it does occur, then the eigenvalues can be very sensitive to system changes [10]. 
5.1 Exact Strong Resonance of Two Complex Pairs 
Consider a 4x4 matrix Ar 
M = 
^ 6 0  0 ^  
u a 0 0 
0 0 a b* 
0 0 u a 
^ o ^ 
\ 0 
(5.1) 
where u is a complex parameter moving smoothly, a and b are constant complex 
n u m b e r s ,  6 * 0 .  
The eigenvalues of Mv are given by 
\ = a + -Jub , = a - 4ub (5.2) 
and the eigenvalues of M* are given by 
X\ = a +^u*b* , X1=a -Vub'* (5.3) 
Since the eigenvalues of M are \, Xy, and X2, detailed analysis of Mb, will 
reveal the mode characterization of matrix M. 
As u — 0 , two eigenvalues of Mv coincide at a and exact strong resonance 
condition occurs. 
In order to predict the movement of eigenvalues as u moves through 0, the 
sensitivity of eigenvalues to u must be analyzed. 
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Ô\ _ 1 0Aj 1 (5.4) 
du 2-yfub ' du 2sfûb 
As u —» 0, the eigenvalues sensitivity tends toward positive and negative infinity 
and the eigenvalues' movements will change their directions toward 90°. 
To verify the prediction of the eigenvalues' movment characteristics, a real 
example can be considered. With a = -1 + y'3, 6 = 1 + j, the matrix M in (5.1) can be 
expressed by 
z
-1 + y3 1 + j 
M = 
0 0 x 
u -l + y"3 0 0 
0 0 -1-73 1-7 
0 0 u — 1 — 73 
(5.5) 
where m is a real-valued parameter. 
Figure 5.1 shows the movement of the eigenvalues of the matrix M as u varies 
from -2 to +2. 
Mode2 
Model 
-1.5 -1 -0.5 
Real 
0 0.5 
Figure 5.1 Exact strong resonance of two complex pairs 
Exact strong resonance of the two modes occurs at u = 0 as the two modes 
coincide at -1 + 73. As u increases through 0, the movement of the eigenvalues change 
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their directions around 90°. Mode 1 becomes unstable after the resonance. 
In a real system, this kind of exact strong-resonance condition is an unusual 
occurrence. A near-resonance condition is more typical. 
5.2 Near Strong Resonance of Two Complex Pairs 
Now add a perturbation to matrix M in 5.5. 
r 
-1 + j3 l + y 0 0 
u -l + y"3 0 0 
0 0 -1-7*3 1-7 
0 0M -1-7*3 
M =M + AM = 
x z0 0 0 0X 
0  0  1 0  
+ 
0 0 0 0 
2 0 0 0 
(5.6) 
As u varies from -2 to +2, the two modes of matrix M come close together and 
then quickly move beyond each other. Similarly to the movement as that for exact 
resonance, the movement of eigenvalues change directions around 90° as u increases 
through 0 and mode 1 becomes unstable after resonance. 
Figure 5.2 shows the movement of the eigenvalues of matrix M' as u varies 
from -2 to +2. 
O Model 
* Mode2 
Figure 5.2 Near resonance of two complex pairs 
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The characteristics of near-resonance conditions are summarized in [10] 
If the system is near strong resonance, then the following conditions are typical: 
1. The eigenvalues and eigenvectors are very sensitive to parameter variations. 
2. A general parameter variation causes the direction of eigenvalue movement in 
the complex plane to turn quickly through an approximate right angle. 
3. The right and left eigenvectors are nearly orthogonal. 
4. The right eigenvectors of the two modes are nearly aligned. This implies that 
the pattern of oscillation of the two modes is similar. 
5.3 Strong Resonance of Critical Modes in Power Systems 
As parameter m => 0 , exact strong resonance occurs and the matrix in (5.1) 
becomes 
6 0 0^ 
0 a 0 0 
0 0 a b' 
.0 0 0 a 
M SR - b* 0 (5.7) 
Matrix MSR is nondiagonalizable. The occurrence of exact strong resonance requires two 
independent parameters, the real and imaginary part of complex parameter u to be zero. 
Nondiagonalizable resonance will typically not be encountered when varying only one 
parameter, but it is still possible to pass close to nondiagonalizable resonance and in that 
case this close proximity would have a significant effect on system behavior. [10] 
Modern power systems are increasingly expected to be operated at a variety of 
operating conditions as the demand on such systems keeps increasing and power prices 
vary geographically. As a result, variations in power system parameters could change 
system operating conditions and cause troublesome dynamic oscillations. Since the 
frequencies of critical oscillation modes are typically in the range of 0.2 to 2.5 Hz, the 
region of interest in the complex plane shrinks. This increases the possibility of 
encountering strong resonances in power systems. Although exact strong resonances are 
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always neglected in electric power systems analysis [57, 58, 59, 60], near strong 
resonance conditions may occur as a parameter is varied with the system operating under 
different conditions. When two eigenvalues pass the near strong resonance condition, one 
of the eigenvalue reduces its damping and becomes unstable. Therefore, instead of only 
tracing the movement of a single mode, the nearness of two critical modes also needs to 
be considered in order to fully understand the cause of the oscillation. The occurrence of 
near strong resonance conditions in 3-bus and 9-bus power systems are discussed in [10]. 
In Chapter 7, a 2-area, 4-machine test system from [25] is analyzed over a wide 
range of operating conditions to fully characterize modal resonance in power systems. In 
addition to the near strong linear resonance condition as described in this Chapter, the 
nonlinear resonance conditions expressing the interaction of the three modes is also 
presented in this discussion. The occurrence of near strong linear and nonlinear 
resonance leads to complex behavior and requires nonlinear analysis methods to more 
accurately describe system dynamic behavior. 
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6 ASSESSING PLACEMENT AND EFFECT OF 
CONTROLLERS IN POWER SYSTEM 
Many power systems encounter the problem of troublesome dynamic oscillations 
in the range of 0.2 to 2.5 Hz associated with some poorly damped swing modes [47]. 
Power system damping controllers such as power system stabilizers and FACTS 
(Flexible AC Transmission Systems)-based stabilizers may be used to damp these 
oscillations and increase damping of the swing modes. In considering application of such 
controllers to a multimachine power system the first step is to assess the best location for 
the controllers. It is not difficult to choose the location of controllers to damp local 
modes since these modes are confined to a specific area with a few machines, but for the 
interarea mode it can become very complicated since several machines are typically 
involved in this type of modal oscillation. 
6.1 Conventional Techniques 
During the last three decades, many techniques have been applied to analyze and 
determine the location of power system damping controllers [46, 47, 61, 62]. For the 
commonly-used PS S (Power System Stabilizer), the mode shape, participation factor, and 
residue methods have been the most effective and popular techniques. 
6.1.1 Mode Shape 
The right eigenvector gives the mode shape, i.e., the relative activity of the state 
variables when a particular mode is excited [1]. Using PSS input (for instance machine 
speeds) as state variables, the best PSS location can be identified by comparing the 
relative amplitude of right eigenvectors. 
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6.1.2 Participation Factor 
Since the elements of the eigenvectors are dependent on units and scaling 
associated with the state variables, there is a problem in using right eigenvectors 
individually to identify the relationship between the states and the modes. Participation 
factor, which combines both the right and left eigenvectors, is proposed as a possible 
solution to this problem. 
For a linear system, 
X = AX + Bu 
y = CX 
(6.1) 
where u is the output of PSS and y is the feedback signal of the PSS. 
Referring to equation (6.1), the right and left eigenvector of the oscillation mode, 
At = -cr + jcoi are given by 
U: = 
XI: 1 
u. 
, v, = [v,i V, /2 VJ (6.2) 
The participation of the kth state in this ith oscillation mode can be expressed as 
follows [63]: 
(6.3) 
Choosing a PSS input (such as machine speeds) as the state variables, the best 
PSS location can be identified by the largest magnitude of the participation factor. 
6.1.3 Residue 
For a linear system (6.1), the controllability and observability index of the PSS 
associated with oscillation mode At = -cr. + jiy, are 
4 = %a 
C :  = CU • (6.4) 
where Ui and Vi are the right and left eigenvectors of the oscillation mode A: in (6.1). 
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The residue of A, is the product of the controllability and observability indices 
[46] 
Ri =bici (6.5) 
Comparing the magnitudes of the residue, the placement of the PSS can be 
determined. 
6.1.4 Conclusion 
Although mode shape, participation factor, and residue are the most popular 
approaches proposed so far, they only include linear information about dynamic systems, 
so none of them may provide complete characterization of the system performance, 
especially under heavy stress or near the onset of unstable behavior. With normal form 
theory, it is possible to consider information related to higher order terms and express the 
whole set of system equations in the simplest form. The results produced by linear 
techniques and nonlinear indices will be compared in future case studies. 
6.2 Nonlinear Participation Factor 
The approach outlined in section 4.4 was used to determine nonlinear 
participation factors (PFs). To provide a basis of comparison with the results obtained 
from linear analysis, the speed deviations of system generators were expressed in the 
form of 
a ® , ( / ) = + 1 « ,  i ih 
7=1 y=l k=1 /=£ kl 
A6>2(<)= 2,Zio'h' + i«2j î (6.6) 
y=l 7=1 k=1 l=k kl 
A^(0= i^z^r + ±ungl £ ih zkozt/x^ 
7=1 7=1 k=1 l=k 
By properly choosing a fault-independent initial value x0 in physical space, the 
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initial value z0 can be calculated in two different ways, the approximate (analytical) 
estimate or the numerical estimate, as shown in Section 4.4. Then (6.6) can be rewritten 
as 
A = ip2l/J' + ii (6.7) 
y=i p=\q=p 
where p2ij represents the second-order participation of the ith speed state in the jth 
single-eigenvalue mode, and p2ipq represents the second-order participation of the ith 
speed state in the mode formed by the combination of the eigenvalues AP and AQ. 
By including second-order information, the nonlinear participation factor 
provides the participation of one state with a single mode of oscillation in a more 
accurate way than the linear participation factor. It can also uncover the participation of 
one state with the combination of two modes. Both these kinds of information will be 
helpful in improving the assessment of the PSS location and analyzing system behavior. 
When determining the best location to place a PSS using nonlinear participation 
factors, both approximate and numerical estimates should be calculated. For low-stress 
conditions these two kinds of estimates may provide similar results, but for high-stress 
conditions the numerical estimate may give more precise information than the 
approximate estimate. 
It should be observed, however, that nonlinear PFs as defined in (6.7) represent 
open-loop measures. Since a PSS on a machine is a closed-loop controller, both its input 
and its control effect on a system should be taken into account, especially for the case 
when the critical modes have a large participation in the exciter's states. 
6.3 Nonlinear PSS Sensitivity Index 
Assuming that both the structure and parameters of the PSS are known, closed-
loop nonlinear participation factors can be computed by using the procedure in section 
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4.3. This is a computationally intensive problem since the choice of each PSS alternative 
modifies the structure and numerical values of the normal form representation. Because 
the decision regarding PSS location should be done prior to the design of the PSS, the 
detailed PSS blocks cannot be included directly in the analysis. A useful alternative 
approach to assess the effect of control action on the system response can obtained from 
the analysis of structural properties of the NF solution. 
Within the framework of the above interpretation, assume now that the speed a> 
of machine i is perturbed by an amount coA0, and that the speed deviation is used to 
modulate the excitation system of the generator i through a PSS as shown in Figure 6.1. 
This development can be extended without loss of generality to any other variable used 
to modulate the excitation and will not alter the basic premise of the approach. 
It should be observed that in assessing the effect of an initial excitation on the 
modal oscillations, two primary dynamic loops are of interest: 
1. A direct open-loop, involving the effect of the perturbation coA0(i) on the 
speed deviation of the ith machine. 
2. An indirect feedback loop through control action in which the output of the 
PSS modifies the modal oscillation of the ith machine. 
To assess the effect of a PSS on system behavior, both the direct and indirect 
loops must be accurately represented. 
ith machine V. 
ret 
4-
VT 1 X Ei 
> 
z Feedback loop 
l + aTf E f l  
1 4- s  T j f  1 + 
PSS 7% 
Figure 6.1 Block diagram of the excitation system with PSS 
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From the block diagram of the PSS, it can be clearly seen that the output of the 
PSS can be considered as an equivalent change in s of magnitude ft = -XEl, where 
s = Vref - XEi + PSS3. A nonlinear functional relationship involving the feedback loop 
would be extremely difficult to obtain. Since no assumptions are made on the structure or 
parameters of the supplemental modulation control, a useful approximation to include the 
effect of the PSS is to perturb both the speed deviation of the ith machine and the output 
of the supplemental circuit. This preserves the normal form structural information thus 
reducing the problem to one of computation of initial conditions in NF space. By 
transforming the initial conditions in physical space to the NF space, a nonlinear 
functional relationship between the input and output of the PSS is then obtained, as 
explained below. 
the effect of excitation modulation can be estimated. Assuming that coA0 - a, the vector 
of initial conditions can be written as 
Letting 
*o = [0, • • • A #Ao (0,0 • • • ,0,%ziQ (OA • • • ,0]r (6.8) 
xo - [0, • • • ,0, a,0 • • • ,0,-/7,0, • • • ,0]r 
T t (6.9) 
th 
n 
Then the initial conditions in Jordan space become 
(6.10) 
where yjo = Vj,a , and AyJO = -vjn(5 . 
Further, noting that zjo is given by (4.25), write 
(6.H) 
in which 
Azy. =(-v^) + ][2^[a0(v^ + W,)-^(v^%)] (6.12) 
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Physically, AYJ0 and AZJO , represent corrections due to the effect of supplemental 
control action to open-loop initial conditions. Clearly, AY0 and Az0 are zero when = 0. 
This suggests that the degree of excitation /? could be used to assess the effect of control 
action on system behavior as discussed in the sequel. 
Having determined initial conditions in NF space, this information can be used to 
estimate the contribution of the generator PSS to the modal oscillations. Substitution 
from (6.11) into (6.6) yields 
Aw,(f )  =  Xw. . (z y o  + Az j 0 )e l /  + 
T » « (6 13) 
É uu G Ê u2 iki (zko + te ko )O,0 + Azh )eUlU '> ' ] 
7=1 k=1 l=k 
Additional insight is obtained by noting that p2taij = uijZjo and p2mpq = u2iklz,pozqo. 
Then, the speed deviation of machine i may be expressed as 
A®, (<) = Ë(Ae+AP2i<, )</'' + 
<6-i4> 
k=1 l=k 
where and A^^, = «^^(z^Az^ + z^Az^, + Az^Az.J. 
In interpreting these results notice that, P1(dJ and P2(0ikl are the open-loop 
participation factors whilst AP2aij and AP2oAkl provide a measure of the extent to which 
control actions modifies the modal oscillations. 
A more meaningful interpretation of (6.14) can be obtained by defining the 
nonlinear PSS sensitivity indices (NPSI) PSltj = uijZjQ and PSIikl = u2iklzk()z[(). Then 
(6.14) may be rewritten as 
Ac,(I) - t.PSl/'' +ÉÊPS/«,eU,ti,)' (6.15) 
k=1 k=1l—k 
where PSI.. = P2(MJ + AP2oAj and PSIik, = Plmkl + AP2o)ikl. 
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Equation (6.15) allows the contribution of the generator PSS to be singled out and 
quantified. It also provides an estimate of the effect of control action on nonlinear modal 
interaction. By analogy to the notion of conventional nonlinear PFs, the nonlinear index 
PSIy, represents the second-order participation of the jth single-eigenvalue mode in the 
ith state when a PSS is added to machine i. Similarly, the second term PSIikl represents 
the second-order participation of the ith state in the mode formed by the combination of 
the eigenvalues Ak and A, for the case with the PSS. 
Compared with linear techniques, the nonlinear PSS sensitivity index provides 
more complete characterization of the PSS performance, especially under heavy stress 
conditions. 
Compared with nonlinear participation factors, the nonlinear PSS sensitivity 
index includes both PSS input and its control effort. The best PSS location can be 
predicted by this index under more general conditions, especially for the case when the 
critical modes have large participation with the states of the exciter. 
6.4 Input Value to PSS Sensitivity Index 
Practical use of the above technique requires recognition of the nonlinear nature 
of the problem. Set or = 1.0, this means a = \ .Orad / sec . Since the input of the PSS 
should be the speed deviation (p.u.), a should be changed to per unit value, i.e. 
a IÇLrf) = a /(2 * 60 n). 
Since the nonlinear participation factor of the inter-area mode for XEl expresses 
the participation of inter-area modes in the state Xm, it also expresses the response of 
XEl corresponding to inter-area modes when only XEX is excited. Therefore, a practical 
value of p is estimated from 
j9 = a/(2*60;r)*A:*PF(%gi) (6.16) 
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where PF(XEl ) is the nonlinear participation factor of the inter-area mode for 
Xm. K is the gain of the PSS, and it can be set to 20 as a representative value of the 
gain of the PSS. It must be emphasized that, when considering a wide range of operating 
conditions, the value of p may very widely. In some situations /? will be too small, and 
the effect of the PSS will be ignored. In other situations /? will be too large. Since 
normal form analysis is a local nonlinear technique, large initial values will influence the 
accuracy of the results. Hence the value of ft should be limited to a range such as, for 
example, 0.01 to 1.0. If the smallest ft among all the generators is smaller than 0.01, it 
can be set to 0.01 and the values of /? for the other generators is then normalized to this 
smallest /?. If, on the other hand, ft is larger than 1.0, it can be set to 1.0. It has been 
found that this basic technique works well for practical studies. 
6.5 Numerical Considerations 
The computation of nonlinear sensitivity indices requires the calculation of initial 
conditions in different coordinate frames. Given an initial excitation xa, the initial 
conditions in normal form space can be estimated using (4.15). 
Alternatively, for a given x0 , a better approximation of initial conditions in 
normal form space can be obtained from (4.13) by solving the set of nonlinear algebraic 
equations 
min(z0+h2(zo)-Vx0)2 (6.17) 
Reference [56] provides a more detailed account of the numerical implementation 
of this algorithm. Analytical formulations have the advantage of providing a more in-
depth analysis of structural factors influencing the initial conditions in NF space. On the 
other hand numerically-constructed formulations based on (6.17), may yield a more 
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accurate estimate of the initial conditions. 
Judicious choice of the initial excitation is a key step in obtaining meaningful 
results. The importance of these indices is discussed in the section on numerical studies. 
6.6 PSS Model and Effect of Control Action on Modal Interactions 
6.6.1 Nonlinear Participation Factors with PSS 
Using the nonlinear functional relationships involving the feedback loop being 
obtained in section 3.3 
x = f ( x )  =  A x  +  X 2  + X 3  + . . .  (6.18) 
the nonlinear participation factors with PSS can be derived. 
The vector of initial conditions can be written as 
x0 =[(),•••,0,a,()•••,Of 
t (6.19) 
Ï" 
Then, the initial conditions in Jordan space become 
yj0 = Vy,.a (6.20) 
Furthermore, noting that zjo is given by (4.16), write 
N N 
~ 
zjo = y jo - EE h2jpqyp0yq0 = v„. + v2jii j = l (6.21) 
p=\ q=1 
N N 
~ 
N N 
~ 
where yjo = v.,., v2jii = -EE^/«W,o = "EE%^% ' and N is number of states 
p=1 q=1 p=1 q-\ 
representing the new system. 
With initial values x0, the time-domain evolution in physical space can be 
expressed by 
*i(t) = Eft/' + EE^/<A'+A,)' (6-22) 
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where 
Plij — Uij(Vji + V2jii) = PlijL +  PlijNL » Plikl = U2ikl(Vki + V2kii)(Vli + V2m) 
n 
~ 
N N 
~ 
and u2m = Eufi2jkl, v2mii h2mPqvpPqi ,m = k,l. j=i p=i ?=i 
For this closed-loop system, the first term in (6.22), p2ij, represents the second-
order participation of the jth single-eigenvalue mode in the ith state, and the second 
term pm! represents the second-order participation of the ith state in the mode formed 
by the combination of the eigenvalues Ak and Al. plih = My v/V is the linear PF and 
PnjNL = is obtained by including second-order information, becoming a correction 
term to the linear participation. 
6.6.2 Effect of Control Action on Modal Interaction 
To assess the effect of supplemental control on modal interaction define the 
nonlinearity index for mode j based on the definition presented in 4.5. 
U\j) = 
max A k,l 2 jklZkOZlO 
~ J 0  
, ^ U )  =  
rAW_max^^oz)o 
k,l 
sec_ max h2 .k!zkQzl0 
k,l 
Z J 0  
ZJ0 
(6.23) 
where sec_ maxh2jklzkozm and third_ max h2jklzki)zl0 are the complex form when the 
k,i kj 
second and the third largest values of | h2JkIzk0zl0 | (k = 1: n, I = k:n) occurs. 
This expression enables an assessment of the extent to which modal interaction of 
dominant modes is being affected by modulation control of the excitation system. 
Compared with linear techniques, the combined use of PSS sensitivity index and 
modal interaction measures provides a complete characterization of control action on 
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system performance, especially under heavy stress conditions. 
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7 CASE STUDY 
7.1 Test System - IEEE 4-machine System 
The developed procedures will be applied to the 2-area, 4-machine test system 
from [25], modified to reflect different operating conditions. Figure 7.1 shows a single-
line diagram of the system under investigation. 
GEN3 GEN1 • 
Area 1 Area 2 
GEN2 GEN4 
Figure 7.1 Schematic of the study system 
For this study, all generators are represented by a fourth-order d-q axis model and 
equipped with an exciter. Loads are modeled as constant impedances. The generator data 
and system parameters are given in the Appendix A. 
7.1.1 Simulated Conditions 
An ample range of operating conditions was simulated to fully characterize 
nonlinear behavior and modal interaction. To stress the system, the load in Area 2 was 
increased in discrete steps. The load in Area 1 was then modified to achieve a given tie 
line power transfer. 
From this analysis, the following three main operating scenarios to investigate the 
presence of nonlinear modal interaction were examined: a low-stress case with a 180 
MW power transfer between the interconnected areas, a high-stress case obtained by 
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increasing the level of power transfer to about 410 MW, and an intermediate condition 
between the first two. Table 7.1 summarizes the operating conditions for these three 
operating conditions. 
Table 7.1 Summary of operating conditions 
Operating 
scenario 
Power transfer 
(MW) 
Load Area 1 
(MW) 
Load Area 2 
(MW) 
I 180 1120 1180 
II 380 920 1380 
III 410 890 1410 
7.1.2 Linear Analysis 
For each operating scenario, detailed eigenvalue-based studies were conducted, 
with the results providing a basis for comparison with the NF results in subsequent 
sections. Tables 7.2 to 7.4 show selected modes together with their associated frequency 
of oscillation, damping ratio, and most dominant states. The two-area system exhibits 
three electromechanical modes of interest for this study; one oscillatory mode involving 
the exchange of oscillating energy between Areas 1 and 2 (mode 7 for Scenario I, and 
mode 9 for Scenario II, III), and two local modes associated with the local dynamics 
between generators in each area (modes 1 and 3). 
Table 7.2 Oscillatory modes of the system - operating scenario I 
Mode 
# 
Eigenvalue 
Freq. 
(Hz) 
Damping 
(%) 
Dominant 
states 
1,2 -I.113dbj7.73 1.23 14.25 Local, Area 1 ( Sl, S2 ) 
3,4 -1.812±j7.45 1.185 23.64 Local, Area 2 ( S 3 , S 4 )  
5,6 -0.300ij0.45 0.072 55.22 Controls, GEN1, GEN2 
7,8 -0.427±j3.01 0.479 14.02 Inter-area( ôx,ô2,ô3,ô4) 
9,10 -1.300±jl.l2 0.178 75.71 Ed\ > Ed2 ' Ed3 ' Ed4 > 3\ > ^3 ' ^4 
11,12 -0.945±jl.02 0.162 67.98 Eq 4, Exciter GEN4 
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Table 7.3 Oscillatory modes of the system - operating scenario II 
Mode 
# 
Eigenvalue 
Freq. 
(Hz) 
Damping 
(%) 
Dominant 
states 
1,2 -1.143±j7.76 1.235 14.58 Local, Area \ { ô x , ô 2 )  
3,4 -1.809±j7.54 1.200 23.33 Local, Area 2( ô3,ô4) 
5,6 -3.685=t=j0.10 0.016 99.96 Eq\>Eg2>Eq3>Eq4 
7,8 -1.194±j2.10 0.335 49.39 EJ4, Û>4, £4, , <£3 
9,10 -0.309±j 1.62 0.258 18.75 Inter-area( ôx,ô2,ô3,ô4) 
11,12 -1.071±j0.70 0.116 83.67 Controls unit GEN4 
Table 7.4 Oscillatory modes of the system - operating scenario III 
Mode 
# 
Eigenvalue 
Freq. 
(Hz) 
Damping 
(%) 
Dominant 
states 
1,2 -1.154±j7.72 1.229 14.79 Local, Area 1 ( âx, ô2 ) 
3,4 -1.802±j7.53 1.199 23.27 Local, Area 2( ô3,ô4) 
5,6 -3.768±j0.38 0.060 99.50 Eq\>Eq2>Eq3>Eq4 
7,8 -1.483±j2.09 0.332 57.92 Ecj4,co4,ô4,co3,S3 
9,10 -0.058±jl.31 0.209 4.40 Inter-area( ôx,ô2,ô3,ô4) 
11,12 -1.047±j0.65 0.103 85.08 Controls unit GEN4 
Attention in the following analysis is particularly focused on the analysis of 
nonlinear interaction involving modes 7 and 9. For a certain range of operating 
conditions, nonlinear coupling of these modes gives rise to complex dynamic behavior 
involving near first-order resonance and second-order resonance conditions. In the 
following the strength of these nonlinear interactions in power system behavior will be 
examined, and their effect on system dynamic performance and problems of control 
placement and design estimated. 
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7.1.3 Assessment of Nonlinear Modal Interaction 
To quantify the extent to which modes interact nonhnearly, use the interaction 
index (II), II(j) = max | h2jk!zk0zl0 / zy0 |, defined in previous work [7]. Tables 7.5 to 7.7 
show the interaction indices involving the main modes of concern. 
Table 7.5 Nonlinear interaction indices for key modes - operating scenario I 
Mode Mode Mode 
110) 
1 J k 
1 2.378 1 10 
3 4.589 3 10 
5 0.354 11 12 
3.038 11 12 
2.774 11 11 
7 
1.781 9 11 
1.583 7 12 
9 2.790 11 12 
Table 7.6 Nonlinear interaction indices for key modes - operating scenario II 
Mode 
j 
II(j) Mode 
k 
Mode 
1 
1 5.225 1 12 
3 5.643 3 11 
5 11.00 5 11 
7 8.320 11 11 
64.09 11 12 
62.87 11 11 
9 50.37 5 11 
46.10 6 12 
Analysis of interaction indices indicates that modes 7 and 9 interact strongly with 
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mode (11, 12) and to a lesser extent between themselves. Comparing the results in Table 
7.5 with those in Table 7.7, it can be seen that for scenario III the magnitude of nonlinear 
modal interaction increases significantly indicating the importance of nonlinear effects. 
Table 7.7 Nonlinear interaction indices for key modes - operating scenario III 
Mode 
j 
H(j) 
Mode 
k 
Mode 
1 
1 8.04 1 12 
3 12.89 11 12 
5 9.83 11 12 
7 18.24 11 11 
94.40 11 12 
82.03 11 11 
9 49.05 12 12 
24.91 7 11 
Of particular relevance, a more detailed analysis of these indices in Table 7.7 
shows that the system exhibits multiple near second-order frequency resonance 
conditions in which the frequency sum of two of the modes (cok +col) is close to the 
frequency of a third mode, <yy . Namely \a>u + a>u - a>9 \ = 0.003Hz , and 
|<y7 + con- a>9\ = 0.020H z .  
In an effort to fully understand the nature of modal interaction leading to strong 
nonlinear behavior, the trajectory of the system was analyzed for various operating 
conditions near those of the operating scenarios. Figure 7.2 shows the behavior of mode 
9 and mode 7 as a function of system stress. Also of interest, Figure 7.3a) gives the 
second-order resonance condition for the mode combinations 9,11,11 and 9,7,11 as a 
function of the inter-tie real power transfer. 
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Figure 7.2 Schematic illustrating near first order resonance conditions 
For the purpose of reference and discussion, the operating space is subdivided 
into two main stability regions. Region 1 starts at 180 MW, whilst Region 2 depicts the 
nonlinear behavior near the second-order resonance in the vicinity of scenario II. Region 
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2 is the most relevant to system analysis since it captures both, first order and second-
order resonance of the critical modes. Analysis results in Figure 7.2a), show that as the 
system is stressed, mode 9 and mode 7 move closer together; a near strong first-order 
resonance condition is seen to occur at about 350 MW, at which point the damping and 
frequency of these modes are very close1. At this critical point, the right eigenvectors are 
aligned as shown in Figure 7.2b), thus indicating that both modes have a similar dynamic 
pattern. 
The analysis also suggests that nonlinear effects become important when the 
system approaches first order resonance. As the system is gradually stressed, the analysis 
of Region 1 in Figure 7.3a) clearly shows that the frequency resonance conditions 
| co-j + an -<»91 , | a>ll+coll -co9 | drop sharply until a first-order near-resonance 
condition is met. 
As the system is stressed further through resonance, the frequency resonance 
conditions increase and then decrease sharply near operating scenario II. The damping of 
mode 7 increases while that of mode 9 decreases. Accordingly, the second-order 
resonance conditions jXj+Aç -A,j | , and \À9+Àll -/L,2 | , | -All | begin to 
decrease slowly in the beginning and then drop rapidly for transmission levels in excess 
of 410 MW (refer to Figure 7.3b)). 
This phenomenon leads to complex behavior and has profound implication with 
respect to the analysis and interpretation of local results near the onset of first and 
second-order resonances. For operating conditions in Region 1 far from the first order 
resonance, linear estimates are consistent with NF results. In contrast, NF results lead to 
a significant improvement in the description of system dynamic behavior for operating 
scenarios close to linear resonance and within Region 2. 
1 If there are two eigenvectors corresponding to a double eigenvalue, the interaction is 
called weak. In contrast, if there exists only one eigenvector associated with a double 
eigenvalue the interaction is called strong [64]. 
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7.1.4 Siting of Controllers; Linear Approach 
Conventional analysis techniques were used to site power system stabilizers 
(PSSs) to enhance damping of the inter-area mode 7 in scenario I and the inter-area mode 
9 in scenarios II and III. 
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Figure 7.4 Linear participation factors and mode shapes for inter-area mode 7 - Operating 
scenario I 
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Figure 7.5 Linear participation factors and mode shapes for inter-area mode 7 - Operating 
scenario II 
Figures 7.4 to 7.6 show linear participation factors and mode shapes for the inter-
area modes obtained using the S S AT [65] software. Values are normalized with respect to 
the largest component. 
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Figure 7.6 Linear participation factors and mode shapes for inter-area mode 9 - Operating 
scenario III 
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Table 7.8 Linear participation factors for inter-area modes 
Machine 
Operating 
scenario I 
Operating 
scenario II 
Operating 
scenario III 
GEN1 0.3419 (3) 0.7384 (3) 0.9787 (3) 
GEN2 0.2170 (4) 0.6537 (4) 0.9257 (4) 
GEN3 1.0000 (1) 1.0000 (1) 0.9976 (2) 
GEN4 0.8682 (2) 0.9844 (2) 1.0000 (1) 
Table 7.8 shows the speed-based linear speed-participation factors for the inter-
area modes. Values are normalized with respect to the largest components. The analysis 
of linear participation factors for scenarios I, II, and III identifies GEN3 and GEN4 in 
Area 2 as the best locations at which to place PSSs. GEN3 has the largest participation 
for scenario I and II whilst GEN4 has the largest participation for scenario III. Mode 
shapes results in Figures 7.4a), 7.5a), and 7.6a) are in good agreement with the analysis 
of participation factors. 
Table 7.9 Residues for inter-area modes 
Machine 
Operating 
scenario I 
Operating 
scenario II 
Operating 
scenario III 
GEN1 0.2807 (3) 0.5462 (3) 0.7269 (3) 
GEN2 0.1942(4) 0.5479 (2) 0.7295 (2) 
GEN3 0.4313(2) 0.2903 (4) 0.2824 (4) 
GEN4 1.0000 (1) 1.0000 (1) 1.0000 (1) 
Table 7.9 shows the transfer-function residues for the inter-area modes. Values are 
normalized with respect to the largest components. The analysis of residues for scenarios 
I, II, and III identifies GEN4 in Area 2 as the best location at which to place PSSs. 
7.1.5 Placement of Controllers Using Nonlinear Participation Factors 
The approach outlined above was used to determine nonlinear participation 
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factors (PFs). To provide a basis of comparison with the results obtained from linear 
analysis, the speed deviations of system generators were expressed in the form 
A<y
, (0 = Ëwyz/"eV + ÊM//Ê YJ1!iklzkozio^k+Al)'J -1,2,3,4 (7.1) 
j=1 y=l k=1 l=k 
For these states, analytical (From (4.26)) and numerical estimates (From (4.27)) 
of nonlinear mode-state participations were derived. Figures 7.7 to 7.9 show the top 12 
participation factors for machines in the system as a function of the interacting modes. In 
t h e s e  p l o t s ,  t h e  h o r i z o n t a l  a x i s  g i v e s  t h e  m o d e  ( A  j  )  o r  m o d e  c o m b i n a t i o n  ( A l c + A l )  
participating in the state, while the vertical axis gives the associated magnitude. 
Additionally, numerical estimates for nonlinear participation factors were derived 
using the procedure outlined in 4.4 and were subsequently used to determine the best 
location for PSSs. Tables 7.10 to 7.12 show the speed-based nonlinear participation 
factors computed using these approximations. For comparison, analytical estimates of 
nonlinear participation factors from (4.26) are also included. 
For scenario I, the analysis of participation factors in Figure 7.7 identifies 
machines in Area 2 as the best places to install PSSs in order to enhance the damping of 
mode 7. GEN3 has the largest participation in this mode. For Area 1 the analysis of 
nonlinear participation factors in Figures 7.7a) and 7.7b) shows the presence of local 
mode 1 and to a lesser extent the inter-area mode 7. In contrast, the analysis of nonlinear 
participation factors for Area 2 shows that the participation of mode 7 relative to the local 
mode increases, so the results of this analysis suggest that Area 2 is a better option to 
place PSSs. These results are in good agreement with linear participation factors in 
Figure 7.4b). 
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As system stress is increased in scenario II, the analysis of participation factors in 
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Figure 7.8 identifies machines in Area 2 as the best places to install PSSs in order to 
enhance the damping of inter-area mode 9. GEN3 has the largest participation in this 
mode. But for Area 1 the analysis of nonlinear participation factors in Figure 7.8a) and 
7.8b) shows the presence of inter-area mode 9 and to a lesser extent local mode 1. For 
Area 2 the analysis of nonlinear participation factors shows that the participation of mode 
9 relative to the local mode decreases. 
As system stress is increased in scenario III, the analysis of nonlinear 
participations for machines in Area 1 in Figure 7.9a) shows a dominant presence of inter-
area mode 9 suggesting that Area 1 is the best place to install PSSs. By contrast, the 
analysis of machines in Area 2 indicates the presence of local mode 3 followed by the 
presence of mode 7 and to a lesser extent inter-area mode 9. Contrary to the result for 
linear participations in Figure 7.6b), nonlinear participations suggest that Area 1 is a 
better alternative in which to use PSSs. Furthermore, the large participation of modes 
(3,4), (7, 8) and (11, 12) in the speed deviations of GEN3 and GEN4 for scenario III 
suggests a potential for undesirable nonlinear modal interaction arising from coupling 
between control modes and the inter-area mode (see Figure 7.9c) and 7.9d)). The 
complexity of this behavior can be appreciated by noting that, for scenario III, the flux 
deviation (E'Q4) of GEN4 has the largest linear participation in mode 7. In turn, the 
analysis of mode 9 in Figure 7.6b) shows that angle deviation of GEN3 has the largest 
participation (1.00) followed by the flux state of GEN1 (0.984). Furthermore, the 
analysis of mode 11 reveals that the state associated with the second block of the AYR of 
GEN4 has the largest participation in mode 11. This strong participation of 
electromechanical and voltage states in mode 9 suggests that both voltage control support 
and PSSs might be used to enhance damping of the modes and, additionally, that control 
action at GEN4 may interact unfavorably with the mode. Attention here is restricted to 
the use of PSSs. 
For scenario I, comparison of nonlinear participation factors in Table 7.10 
confirms that GEN3 is the best candidate to be equipped with PSS, while numerical 
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estimates for scenario III in Table 7.12 single out GEN2 as the best option. For scenario 
II, analytical and numerical nonlinear participation factors in Table 7.11 suggest differing 
areas for placement of a PSS to enhance damping of the inter-area mode. The analytical 
estimate shows GEN3 in Area 2 is the best PSS location, while the numerical estimate 
suggests GEN1 in Area 1 is the best location at which to place a PSS. 
Table 7.10 Comparison of speed nonlinear PFs p2iJ of mode 7 - operating scenario I 
Machine Analytical estimate / Ranking Numerical estimate / Ranking 
GEN1 0.0811 (3) 0.0793 (3) 
GEN2 0.0519(4) 0.0495 (4) 
GEN3 0.2415 (1) 0.2423 (1) 
GEN4 0.1868 (2) 0.1883(2) 
Table 7.11 Comparison of speed nonlinear PFs p2ij of mode 9 - operating scenario II 
Machine Analytical estimate / Ranking Numerical estimate / Ranking 
GEN1 0.3271 (3) 0.5027 (1) 
GEN2 0.3078 (4) 0.4095 (2) 
GEN3 0.4177 (1) 0.2358(3) 
GEN4 0.4049 (2) 0.2314(4) 
Table 7.12 Comparison of speed nonlinear PFs p2ij of mode 9 - operating scenario III 
Machine Analytical estimate / Ranking Numerical estimate / Ranking 
GEN1 0.3257 (1) 0.3170(2) 
GEN2 0.3174 (2) 0.3407 (1) 
GEN3 0.2786(3) 0.2845(3) 
GEN4 0.2765 (4) 0.2794 (4) 
Based on these results, detailed nonlinear studies were conducted to identify the 
underlying mechanisms leading to resonance and the assessment of its impact on the 
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location of system controllers. 
Tables 7.13 to 7.15 show the nonlinear speed-participation factors and control-
participation factors for the inter-area modes. The analysis of nonlinear speed-
participation factors identifies GEN3 in area 2 as the best location to place PSSs for 
scenario I, and II. GEN1 in area 1 is identified as the best location to place PSSs for 
scenario III. 
The analysis of nonlinear control-participation factors shows that the largest 
speed participation factor is of the same order of magnitude as the largest participation 
factor of state Xel for scenario I. By contrast, the largest speed PF for operating scenario 
II and III is much smaller than the largest participation factor of state Xel. In order to 
determine input values for the PSS sensitivity index, the magnitude of participation of 
the inter-area mode to state Xex should be considered as discussed above. 
Table 7.13 Nonlinear participation factors - operating scenario I 
Machine 
CO Xei 
Original Normalized Original Normalized 
GEN1 0.08114(3) 0.3359(3) 0.06075 (3) 0.1962 (3) 
GEN2 0.05192 (4) 0.2149 (4) 0.30960 (1) 1.0000 (1) 
GEN3 0.24155 (1) 1.0000 (1) 0.02705 (4) 0.0874 (4) 
GEN4 0.18689(2) 0.7737 (2) 0.13660(2) 0.4412 (2) 
Table 7.14 Nonlinear participation factors - operating scenario II 
Machine 
CO Xei 
Original Normalized Original Normalized 
GEN1 0.32714(3) 0.7831 (3) 1.47917(2) 0.2177(2) 
GEN2 0.30780 (4) 0.7368(4) 6.79409 (1) 1.0000 (1) 
GEN3 0.41773 (1) 1.0000 (1) 0.11871 (4) 0.0175 (4) 
GEN4 0.40409 (2) 0.9673(2) 0.70660 (3) 0.1040 (3) 
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Table 7.15 Nonlinear participation factors - operating scenario III 
Machine 
co Xei 
Original Normalized Original Normalized 
GEN1 0.32579 (1) 1.0000 (1) 1.2259(2) 0.1491 (2) 
GEN2 0.31749(2) 0.9745 (2) 8.2242 (1) 1.0000 (1) 
GEN3 0.27863 (3) 0.8552(3) 0.0614(4) 0.0075 (4) 
GEN4 0.27652 (4) 0.8488 (4) 0.4086 (3) 0.0497 (3) 
7.1.6 Nonlinear PSS Sensitivity Index 
Tables 7.16 to 7.18 show the normalized PSS Sensitivity Indices for the inter-area 
modes. In contrast to conventional techniques, the analysis of nonlinear PSS Sensitivity 
Index identifies GEN3 as the best PSS location for scenario I and GEN2 as the best 
location at which to place PSSs for scenarios II and III. 
Table 7.16 PSS sensitivity index with mode 7 - operating scenario I 
Machine a p PSI 
GEN1 1.0 0.0229 0.2904 (3) 
GEN2 1.0 0.1171 0.0838 (4) 
GEN3 1.0 0.0100 1.0000 (1) 
GEN4 1.0 0.0514 0.4764 (2) 
Table 7.17 PSS sensitivity index with mode 9 - operating scenario II 
Machine a p PSI 
GEN1 1.0 0.1246 0.0196 (2) 
GEN2 1.0 0.5721 1.0000 (1) 
GEN3 1.0 0.0100 0.0085 (4) 
GEN4 1.0 0.0595 0.0151 (3) 
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Table 7.18 PSS sensitivity index with mode 9 - operating scenario III 
Machine a p PSI 
GEN1 1.0 0.0650 0.0157 (2) 
GEN2 1.0 0.4363 1.0000 (1) 
GEN3 1.0 0.033 0.0066 (4) 
GEN4 1.0 0.0217 0.0080 (3) 
7.1.7 Effect of PSSs on System Behavior 
To verify the effects of nonlinear behavior on the analysis and design of 
controllers, PSSs were designed using the approach described in [39, 66]. In this analysis 
a PSS was designed considering one machine location at a time. Figure 7.10 shows the 
block diagram of the PSS. The parameters for the designed PSSs are shown in Tables 
7.19 and 7.20. 
SMAX 
1 + sL 
sL 
VsmW 
Figure 7.10 Block diagram of the PSS (IEEE Type PSS1A) 
Table 7.19 Parameters for the designed PSSs - operating scenario I 
PSS 
location 
TI T2 T3 T4 T5 V SMAX VSMIN 
GEN1 0.1 0.01 0.9 0.07 13 0.1 -0.1 
GEN2 0.1 0.03 1.5 0.03 10 0.1 -0.1 
GEN3 0.1 0.05 1.3 0.03 10 0.1 -0.1 
GEN4 0.3 0.05 0.18 0.03 3.0 0.1 -0.1 
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Table 7.20 Gain for the designed PSSs 
PSS 
location 
Scenario 
I 
Scenario 
II 
Scenario 
III 
GEN1 20.0 10.0 2.0 
GEN2 20.0 10.0 2.0 
GEN3 20.0 10.0 1.4 
GEN4 20.0 5.0 1.0 
Figures 7.11 to 7.13 show the phase characteristics of generators in different 
scenarios and including the properly designed PSSs. For all three scenarios, the phase 
characteristics of properly designed PSSs have appropriate phase compensation for the 
phase lag between the exciter input and the electrical torque over the large range 0.1 Hz 
to 2 Hz. 
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Figure 7.11 Phase characteristics of generators and properly designed PSSs - operating 
scenario I 
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Figure 7.11 (Continued) 
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Figure 7.12 Phase characteristics of generators and properly designed PSSs - operating 
scenario II 
78 
120 
b) GEN2 
100 
Oî 
<D 
T3 
CL 
— PHASE LAG TO BE COMPENSATED 
— PSS PHASE LEAD 
0.5 
Frequency (Hz) 
120 
c) GEN3 
100 
CL 
— PHASE LAG TO BE COMPENSATED 
— PSS PHASE LEAD 
0.5 
Frequency (Hz) 
Figure 7.12 (Continued) 
79 
120 
100 -
d) GEN4 
œ 60 
PHASE LAG TO BE COMPENSATED 
PSS PHASE LEAD 
0.5 1 1.5 
Frequency (Hz) 
Figure 7.12 (Continued) 
120 
a) GEN1 
100 
O) 0) 
"O 
(D 
V )  (ti 
CL 
— PHASE LAG TO BE COMPENSATED 
PSS PHASE LEAD 
0.5 
Frequency (Hz) 
Figure 7.13 Phase characteristics of generators and properly designed PSSs - operating 
scenario III 
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Table 7.21 Effect of PSSs on system damping - operating scenario I 
PSS 
location 
Eigenvalues 
Frequency 
(Hz) 
Damping 
ratio (%) 
GEN1 
-0.6765±j3.08 (7) 
-2.969±j6.84 (1) 
0.490 
1.088 
21.45 
39.82 
GEN2 
-0.6587±j3.03 (7) 
-2.611±j6.96 (1) 
0.482 
1.108 
21.27 
35.13 
GEN3 
-0.9904±j2.58 (7) 
-3.637±j6.49 (3) 
0.411 
1.033 
35.79 
48.88 
GEN4 
-0.9765±j2.92 (7) 
-2.78Uj7.02 (3) 
0.465 
1.117 
31.70 
36.83 
Tables 7.21 through 7.23 summarize the effect of selected PSS alternatives on the 
damping of the local and inter-area modes. For scenario I, the results show that the use of 
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PSSs significantly improves the damping of both the local and the inter-area modes for 
all alternatives considered. It can be seen from Table 7.21 that use of a PSS at GEN3 for 
scenario I results in the best improvement of damping as suggested by nonlinear and 
linear participation factors. 
Table 7.22 Effect of PSSs on system damping - operating scenario II 
PSS 
location 
Eigenvalues 
Frequency 
(Hz) 
Damping 
ratio (%) 
GEN1 
-0.4315±j2.08 (9) 
-2.1419±j7.52 (1) 
0.3318 
1.1964 
20.27 
27.40 
GEN2 
-0.5085±j2.27 (9) 
-1.8825±j7.62 (1) 
0.3617 
1.2126 
21.83 
23.99 
GEN3 
-0.1289±jl.49 (9) 
-2.8005±j'7.29 (3) 
0.2373 
1.1598 
8.61 
35.87 
GEN4 
-0.1651±jl.45 (9) 
-2.0390±j7.49 (3) 
0.2313 
1.1920 
11.28 
26.27 
Table 7.23 Effect of PSSs on system damping - operating scenario III 
PSS 
location 
Eigenvalues 
Frequency 
(Hz) 
Damping 
ratio (%) 
GEN1 
-0.1151±jl.38 (9) 
-1.355±j7.71 (1) 
0.220 
1.227 
8.30 
17.30 
GEN2 
-0.1534±jl.43 (9) 
-1.303±j7.73 (1) 
0.223 
1.231 
10.87 
16.61 
GEN3 
-0.0354±jl.30 (9) 
-1.940±j7.54 (3) 
0.206 
1.199 
2.73 
24.93 
GEN4 
-0.0371ijl.28 (9) 
-1.846±j7.54 (3) 
0.203 
1.200 
2.90 
23.78 
For scenarios II and III, the use of PSSs in machines in Area 1 results in more 
damped behavior. Thus, for example, in the case with a PSS at GEN2 in scenario III 
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(refer to Table 7.23), the damping ratio is increased to 10.87%. By contrast, adding PSSs 
at machines in Area 2 may actually decrease the damping of the inter-area mode 9 from 
4.4% to 2.73% and 2.90% for the cases with a PSS added to GEN3 and GEN4, 
respectively. 
To verify the effect of PSSs, system transient stability was also analyzed for 
scenario III. Figure 7.14 shows the tie line real power under the condition in which a 
three phase fault applied at Bus 6 is cleared in 0.034 seconds with no line switching. For 
this case, 0.034 s is the critical clearing time which is the longest clearing time to keep 
the system stable after the fault is cleared. 
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Figure 7.14 (Continued) 
The analysis results enable us to confirm that the use of PSSs at the locations 
suggested by nonlinear PSS sensitivity index for different scenarios leads to better 
dynamic performance. For scenarios II and III, increasing the PSS gains in Area 2, three 
times beyond the values given in Table 7.20 results in an unstable system, and increasing 
the gain of the PSS in Area 1 results in higher damping. This follows the procedure 
outlined in [67]. The values of gain were reduced to make a fair comparison between 
gains in Areas 1 and 2. Comparing these results with the analysis of linear participation 
factors in Table 7.8 and residues in Table 7.9, one can see that modal interaction is not 
properly captured by linear analysis. As a result, conventional techniques do not identify 
the ideal location for system controllers. 
7.1.8 Participation Factors with PSSs Designed using the Approach in [67] 
Tables 7.24 and 7.25 show the results of linear and nonlinear analysis of scenario 
III with PSSs designed using the approach in [67]. Observe that the nonlinear 
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participation factors provide different information from that of the linear participation 
factors. 
Table 7.24 Linear participation factors with PSSs in the system 
PSS 
location 
Eigenvalues 
Participation 
factors 
GEN1 -0.1151±jl.38 
0.8604 
0.8148 
1.0000 
0.9981 
GEN2 -0.1534±jl.43 
0.8247 
0.7593 
1.0000 
0.9967 
GEN3 -0.0354±jl.30 
1.0000 
0.9499 
0.9487 
0.9604 
GEN4 -0.037 l±j 1.28 
1.0000 
0.9531 
0.9092 
0.9231 
This analysis reveals that with a properly tuned PSS at GEN1, the nonlinear 
participation factor for speed deviation of GEN1 to inter-area mode becomes the largest. 
With a properly designed PSS at GEN2, the speed deviation of GEN2 has the largest 
participation in the inter-area mode. These studies demonstrate that with a properly 
located and designed PSS, the participation of critical generators in the inter-area mode 
will increase. Furthermore, this will improve the effectiveness of the PSS in damping 
critical modes. In particular, this information confirms that the use of PSSs at GEN1 or 
GEN2 can improve the damping of inter-area mode more effectively. 
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Table 7.25 Nonlinear participation factors with PSSs in the system 
PSS 
location 
Eigenvalues 
Participation 
factors 
Normalized 
PFs 
GEN1 -0.1151dbjl.38 
0.9745 1.0000 
0.2727 0.2798 
0.3766 0.3865 
0.3564 0.3658 
GEN2 -0.1534±jl.43 
0.7542 0.1318 
5.7205 1.0000 
0.0227 0.0040 
0.3835 0.0670 
GEN3 -0.0354±jl.30 
0.2982 1.0000 
0.2938 0.9853 
0.2446 0.8203 
0.2680 0.8987 
GEN4 -0.037 l±j 1.28 
0.1720 0.3200 
0.5374 1.0000 
0.0311 0.0578 
0.0156 0.0290 
It is also interesting to observe that with a well-designed PSS at GEN3, the 
nonlinear participation factor for speed deviation of GEN3 in the inter-area mode 
becomes very small. A similar situation occurs when a properly designed PSS is located 
at GEN4. This shows that with an improperly located PSS, the participation of certain 
generators in the inter-area mode will drop; this will influence the behavior of the PSS. 
These results confirm the poor performance of the PSS at GEN3 and GEN4. The PSS in 
area 2 can't improve the damping of the inter-area mode. 
7.1.9 Effect of Control Action on Modal Interaction 
Based on the above results, a detailed investigation was undertaken to consider 
the effect of control action on modal interaction for Scenario III. The gains of the PSS 
were set to a value of 4.0 pu to clearly demonstrate the contribution made by each PSS. 
Table 7.26 Nonlinear interaction indices for key modes - PSS at GEN1 
Without PSS With PSS 
Mode Mode Mode Mode Mode Mode 
H(j) 
1 
HQ) 
1 J k J k 
1 0.744 1 12 1 0.630 1 17 
3 1.058 11 12 3 0.946 5 13 
5 2.003 11 12 5 2.084 5 17 
7 2.106 9 11 7 16.92 5 13 
0.816 11 12 13.15 9 17 
0.709 11 11 10.50 13 13 
9 
9 0.705 9 12 9.553 5 13 
0.686 9 11 9.361 5 14 
11 0.933 9 12 11 18.57 11 17 
Table 7.27 Nonlinear interaction indices for key modes - PSS at GEN2 
Without PSS With PSS 
Mode Mode Mode Mode Mode Mode 
no 
1 
II© 
1 J k J k 
1 0.690 1 12 1 3.047 7 11 
3 0.677 3 11 3 2.137 3 12 
5 1.088 11 12 5 28.02 7 12 
7 2.214 9 11 7 37.53 11 11 
0.676 11 12 269.2 7 12 
0.655 9 12 211.0 11 11 
9 9 
0.637 9 11 191.3 8 11 
0.587 11 11 182.1 7 11 
11 0.970 9 12 11 22.56 7 12 
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Tables 7.26 to 7.29 show the nonlinear interaction indices for key modes with and 
without a PSS on each unit. The initial values for calculating these indices are X° — Ck 
i t h  u th  
with the K element of the vector equal to 1, and all the others zero. The K element is 
the speed deviation for the associated unit. 
Table 7.28 Nonlinear interaction indices for key modes - PSS at GEN3 
Without PSS With PSS 
Mode Mode Mode Mode Mode Mode 
H(j) 
1 
IIG) 
1 J k J k 
1 1.332 7 9 1 0.531 11 13 
3 0.086 3 8 3 0.425 3 17 
5 1.516 3 4 5 1.117 3 4 
7 0.152 9 11 7 3.264 11 13 
0.196 9 10 2.043 9 17 
0.131 7 10 1.188 11 13 
9 9 
0.099 9 9 1.075 12 13 
0.077 7 9 1.065 13 13 
11 0.689 9 12 11 3.558 11 17 
From the analysis of nonlinear interaction indices in Tables 7.26 and 7.27, it is 
clear that the interaction indices for the inter-area mode are much larger with the 
designed PSS than without PSSs for units 1 and 2. 
The results in Table 7.28 and Table 7.29 show that the interaction indices for the 
inter-area mode are larger with the designed PSS than without any PSS for Unit 3 and 
Unit 4. The interaction, however, is not as large as that for Units 1 and 2. These results 
suggest that a well-designed PSS increases the modal interaction among critical modes. 
This in turn aids in enhancing the damping of critical modes more effectively, revealing 
the importance of nonlinear analysis. 
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Table 7.29 Nonlinear interaction indices for key modes - PSS at GEN4 
Without PSS With PSS 
Mode Mode Mode Mode Mode Mode 
H(j) 
1 
HG) 
1 J k J k 
1 1.657 7 9 1 9.360 6 7 
3 0.082 3 8 3 0.244 3 17 
5 1.099 3 4 5 0.700 5 17 
7 0.241 9 11 7 0.611 7 17 
0.193 9 10 1.189 9 17 
0.126 7 10 0.830 9 18 
9 9 
0.097 9 9 0.792 5 6 
0.077 9 12 0.693 3 6 
11 0.679 9 12 11 8.368 9 12 
7.1.10 Conclusions 
The analysis results from the above study enable us to confirm that PSS 
sensitivity indices provide the best prediction of PSS dynamic performance for every 
operating scenario. For operating scenario I in which the system is operating under a 
low-stress condition, nonlinear analysis provides similar results as linear analysis. For 
operating scenario II and III, the system was more stressed, and the PSS sensitivity index 
predicted the best PSS location more effectively than linear analysis, which failed to 
provide the correct information. 
Nonlinear participation factors and interaction indices with proper designed PSS 
were calculated for operating scenario III. With a properly located and designed PSS, the 
nonlinear participation of critical generators in the inter-area mode and modal interaction 
among the critical modes will increase. This will also improve the effectiveness of PSSs 
in damping critical modes. All these analysis results are consistent with the better PSS 
dynamic performance at GEN1 and GEN2 in area 1. 
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7.2 Test System - IEEE 50-machine System 
7.2.1 Simulated Conditions 
The developed procedures were also applied to the IEEE 50-generator system. 
Figure 7.15 shows a single-line diagram of the area of interest for this study. Six 
generators (bus 93, 104, 105, 106, 110, and 111) are represented by a fourth-order d-q 
axis model and a fast exciter. The other generators are represented by classical models. 
Loads are modeled as constant impedances. The overall state model includes 129 states. 
The generator data and system parameters are given in the Appendix B. 
Two main operating conditions were simulated to investigate the presence of 
nonlinear modal interaction: a low-stress case (operating scenario I), a high-stress 
condition (operating scenario II). Table 7.30 shows the active power generation of 
generators represented by the two-axis model for the above operating conditions. 
Station A 
Station B 
Figure 7.15 IEEE 50-generator system: a single-line diagram of the study area 
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Table 7.30 Active power generation of generators 
Bus # 
Active power generation (MW) 
Operating scenario I Operating scenario II 
93 1080 1080 
104 1400 2400 
105 620 1620 
106 1080 1080 
110 980 1080 
111 1800 2600 
7.2.2 Linear Analysis 
Table 7.31 Oscillatory modes of the system- operating scenario I 
Mode 
# 
Eigenvalue 
Freq. 
(Hz) 
Damping (%) 
Dominant 
states 
55,56 -0.39 l±j 10.49 1.67 173 Local (111, 104) 
73,74 -0.250±j7.52 1.20 3.32 Local (106, 105) 
75,76 -0.454±j7.04 1.12 6.43 Local (93, 110) 
77,78 -0.052±j7.30 1.16 0.71 Local (104,111) 
79,80 -0.461±j7.90 1.26 5.83 Local (105, 106) 
85,86 -0.176±j6.41 1.02 2.75 Local (110, 93) 
97,98 -0.023±j2.70 0.43 0.83 Inter-area (110,93) (137,140) 
99,100 -0.630ij0.79 0.13 62.24 Local (104, 111) 
101,102 -0.460±j0.63 0.10 59.13 Local (110, 93) 
103,104 -0.389±j0.56 0.09 56.92 Local (111, 104) 
105,106 -0.328±j0.46 0.07 57.94 Local (93, 110) 
107,108 -0.339±j0.39 0.06 65.41 Local (105, 106) 
109,110 -0.269±j0.42 0.07 53.74 Local (106, 105) 
To provide a basis for comparison with the NF results, detailed eigenvalue-based 
studies were conducted for each operating condition. Tables 7.31 and 7.32 show selected 
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modes together with their associated frequencies of oscillation, damping ratio, and the 
most dominant states. Mode 97 is the critical mode which needs further analysis since it 
is an inter-area mode and has a negative damping ratio. Conventional analysis techniques 
were used to site power system stabilizers (PSSs) to enhance damping of the inter-area 
mode 97. 
Table 7.32 Oscillatory modes of the system- operating scenario II 
Mode 
# 
Eigenvalue 
Freq. 
(Hz) 
Damping (%) 
Dominant 
states 
55,56 -0.167±j9.74 1.55 1.71 Local (111, 104) 
73,74 -0.316±j7.91 1.26 3.99 Local (106, 105) 
75,76 -0.450±j7.10 1.13 6.32 Local (93, 110) 
77,78 -0.024±j7.30 1.16 0.33 Local (104,111) 
79,80 -0.135±j7.27 1.16 1.86 Local (105, 106) 
85,86 -0.144±j6.15 0.98 2.34 Local (110, 93) 
97,98 0.145±j2.14 0.34 -6.79 Inter-area (110,93) (145,136) 
99,100 -1.112±j 1.27 0.20 65.92 Local (104, 111) 
101,102 -0.484±j0.68 0.11 58.27 Local (110, 93) 
103,104 -0.45Uj0.68 0.11 55.46 Local (111, 104) 
105,106 -0.339±j0.47 0.08 58.38 Local (93, 110) 
107,108 -0.305ij0.49 0.08 52.90 Local (105, 106) 
109,110 -0.268±j0.40 0.06 55.40 Local (106, 105) 
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Figure 7.16 Mode shapes of generator speeds with inter-area mode 97 - operating 
scenario I 
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Figure 7.17 Mode shapes of generator speeds with inter-area mode 97 - operating 
scenario II 
Figures 7.16 and 7.17 show the mode shapes of generator speeds for the inter-
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area modes obtained using the S SAT [65] software. Values are normalized with respect 
to the largest component. 
Table 7.33 Linear participation factors of generator speeds with inter-area mode 97 
Bus # 
Operating Operating 
scenario I scenario II 
93 0.9700 (2) 0.9651 (2) 
104 0.4200 (3) 0.8256 (3) 
105 0.3720 (5) 0.5930 (5) 
106 0.3600 (6) 0.3953 (6) 
110 1.0000 (1) 1.0000 (1) 
111 0.3740 (4) 0.6047 (4) 
Table 7.33 shows the speed-based linear speed-participation factors for inter-area 
mode 97. Values are normalized with respect to the largest components. The analysis of 
linear participation factors identifies GEN110 and GEN93 as the best locations to place 
PSSs for both two operating conditions. Mode shapes results in Figures 7.16 and 7.17 are 
in good agreement with those from analysis of participation factors. 
Table 7.34 Residues of generator speeds with inter-area mode 97 
Bus # 
Operating Operating 
scenario I scenario II 
93 0.9087(3) 0.4998 (3) 
104 0.9690 (2) 1.0000 (1) 
105 0.4675 (5) 0.3033 (5) 
106 0.3319(6) 0.1993 (6) 
110 0.8798(4) 0.4811 (4) 
111 1.0000 (1) 0.9536 (2) 
Table 7.34 shows the transfer-function residues for the inter-area mode 97. Values 
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are normalized with respect to the largest components. The analysis of residues identifies 
GENlll and GEN 104 as the best location to place PSS for damping inter-area mode 97 
for operating scenario I and II respectively. 
7.2.3 Nonlinear Participation Factors 
Tables 7.35 and 7.36 show the nonlinear participation factors of Mode 97 with 
speed, Xel and Xe2 of the six units. Values are normalized with respect to the largest 
components of speed nonlinear participation factor. The speed nonlinear participation 
factors show that the generator speed at bus 110 has the largest participation in mode 97 
for both operating conditions. However, the generator at bus 111 has large participation 
factors for mode 97 with exciter states Xel and Xe2 for operating scenario II. The 
generator at bus 104 has similar properties. This makes the analysis both complex and 
interesting. The PSS sensitivity index will be analyzed in the next section to solve this 
problem. 
Table 7.35 Nonlinear participation factors of mode 97 - operating scenario I 
Bus 
# 
Speed Xe, Xe2 
Original Normalized Normalized Normalized 
93 0.0670 0.9721 0.0385 0.2041 
104 0.0286 0.4154 0.0279 0.0401 
105 0.0260 0.3766 0.0115 0.0315 
106 0.0249 0.3607 0.0157 0.0517 
110 0.0689 1.0000 0.0360 0.1906 
111 0.0257 0.3730 0.0340 0.0968 
* Values were normalized by the largest speed nonlinear participation factor 
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Table 7.36 Nonlinear participation factors of mode 97 - operating scenario II 
Bus 
# 
Speed Xe, Xe2 
Original Normalized Normalized Normalized 
93 0.0422 0.9736 0.2551 2.9557 
104 0.0361 0.8339 0.5690 17.3121 
105 0.0262 0.6033 0.3000 3.7648 
106 0.0173 0.3978 0.1592 1.6654 
110 0.0434 1.0000 0.2261 2.4384 
111 0.0268 0.6226 1.0185 21.3791 
* Values were normalized by the largest speed nonlinear participation factor 
7.2.4 PSS Sensitivity Index 
Tables 7.37 and 7.38 show the PSS sensitivity indices and corresponding input 
values. For operating scenario I, the generator at bus 110 has the largest PSS sensitivity 
index, which confirms with the analysis of linear and nonlinear speed participation 
factors. The largest PSS sensitivity index occurs on generator at bus 111 for operating 
scenario II. The index of the generator at bus 104 is also larger than the indices of 
generators at bus 93 and 110. These indices show different results from linear and 
nonlinear speed participation factors. 
Table 7.37 PSS sensitivity index with mode 97 - operating scenario I 
Bus # a P 
PSI 
Analytical Numerical 
93 1.0 0.0336 0.9500 (2) 0.9091 (2) 
104 1.0 0.0244 0.3667 (5) 0.4622 (3) 
105 1.0 0.0100 0.4067 (3) 0.3521 (5) 
106 1.0 0.0137 0.3883 (4) 0.3419(6) 
110 1.0 0.0315 1.0000 (1) 1.0000 (1) 
111 1.0 0.0297 0.2883 (6) 0.4545 (4) 
Table 7.38 PSS sensitivity index with mode 97 - operating scenario II 
Bus # a P 
PSI 
Analytical Numerical 
93 1.0 0.0338 0.3583 (4) 0.4844 (3) 
104 1.0 0.0755 0.4708 (2) 0.6556 (2) 
105 1.0 0.0398 0.2156 (5) 0.3065 (5) 
106 1.0 0.0211 0.1573 (6) 0.1845 (6) 
110 1.0 0.0300 0.3812(3) 0.4825 (4) 
111 1.0 0.1351 1.0000 (1) 1.0000 (1) 
7.2.5 Effect of PSSs on System Behavior 
To verify the effects of nonlinear behavior on the analysis and design of 
controllers, PSSs were designed using the approach in [39, 66]. In this analysis a PSS 
was designed considering a single machine location at a time. Figure 7.10 shows the 
block diagram of the PSS. The parameters for the designed PSSs are shown in Tables 
7.39. 
Table 7.39 Parameters for the designed PSSs 
Bus # Ks T, T2 T3 T4 T5 V SMAX VSMIN 
93 50 0.1 0.03 1.5 0.03 10.0 0.1 -0.1 
104 50 0.1 0.02 1.0 0.05 10.0 0.1 -0.1 
105 50 0.1 0.03 1.5 0.03 10.0 0.1 -0.1 
106 50 0.1 0.03 1.5 0.03 10.0 0.1 -0.1 
110 50 0.1 0.03 1.5 0.03 10.0 0.1 -0.1 
111 50 0.1 0.02 1.0 0.05 10.0 0.1 -0.1 
Figures 7.18 and 7.19 show the phase characteristics of generators and the 
properly designed PSSs for both operating scenarios. The phase characteristics of 
properly designed PSSs have appropriate phase compensation for the phase lag between 
the exciter input and the electrical torque over the large range 0.2 Hz to 2 Hz. 
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Figure 7.18 Phase characteristics of generators and properly designed PSSs - operating 
scenario I 
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Figure 7.19 Phase characteristics of generators and properly designed PSSs - operating 
scenario II 
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Tables 7.40 and 7.41 summarize the effect of selected PSS alternatives on the 
damping of the inter-area mode. 
Table 7.40 Effect of PSSs on system damping (Ks = 50) - operating scenario I 
PSS 
Location 
Eigenvalues 
Frequency 
(Hz) 
Damping ratio 
(%) 
93 
-0.368±j2.93 (97) 0.4671 12.45 
-3.728±j4.75 (75) 0.7558 61.75 
104 
-0.260±j2.86 (97) 0.4548 9.05 
-5.388±j3.22 (77) 0.5126 85.83 
105 
-0.253^2.79 (97) 0.4439 9.02 
-3.013±j6.72 (79) 1.0701 40.90 
106 
-0.157±j2.79 (97) 0.4438 5.62 
-4.095±j5.54 (73) 0.8813 59.46 
110 
-0.377±j2.93 (97) 0.4657 12.78 
-3.34Uj4.96 (85) 0.7889 55.89 
111 
-0.256±j2.87 (97) 0.4567 8.87 
-5.535±j2.94 (55) 0.4678 88.32 
For operating scenario I, the PSS at GEN110 shows the best improvement for the 
damping of mode 97 as suggested by nonlinear and linear analysis. 
For operating scenario II, the PSS at GEN 111 shows the best improvement for the 
damping of mode 97. PSS at GEN 104 has better performance than the PSSs at GEN93 
and GEN110. By comparing the results in Table 7.41 and Table 7.38, it is found that the 
PSS sensitivity indices correctly predict the performance of PSSs at different locations. 
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Table 7.41 Effect of PSSs on system damping (Ks = 50) - operating scenario II 
PSS 
Location 
Eigenvalues 
Frequency 
(Hz) 
Damping ratio 
(%) 
93 
-0.190±j2.15 (97) 0.3418 8.83 
-3.493±j5.03 (75) 0.8010 57.03 
104 
-0.384±j2.35 (97) 0.3746 16.11 
-5.186dgl.31 (77) 0.2086 96.94 
105 
-0.054±j2.19 (97) 0.3491 2.48 
-3.648±j5.55 (79) 0.8838 54.93 
106 
0.020±j2.18 (97) 0.3471 -0.93 
-3.979±j5.68 (73) 0.9045 57.33 
110 
-0.181zbj2.15 (97) 0.3425 8.37 
-3.229±j4.97 (85) 0.7914 54.45 
111 
-0.516=tj2.12 (97) 0.3375 23.62 
-5.147±jl.74 (55) 0.2771 94.74 
Table 7.42 and Table 7.43 show the detailed studies for PSSs at GEN93 and 
GENlll with different gains. As PSS gains increase from 20 to 50, PSS performance 
gets better and better. Since the IEEE Standard indicates that the gain of PSS should be 
chosen in a range from 0.1 to 50, the gains are set to 50 for all PSSs to obtain best 
performance. 
Table 7.42 Effect of PSSs at GEN93 on system damping - operating scenario II 
PSS 
Gain 
Eigenvalues 
Frequency 
(Hz) 
Damping ratio 
(%) 
20 -0.0001±j2.1384 0.3403 0.01 
30 -0.0652±j2.1410 0.3407 3.04 
40 -0.1279±j2.1441 0.3412 5.96 
50 -0.1903±j2.1475 0.3418 8.83 
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Table 7.43 Effect of PSSs at GENII 1 on system damping - operating scenario II 
PSS 
Gain 
Eigenvalues 
Frequency 
(Hz) 
Damping ratio 
(%) 
20 -0.0551±j2.1072 0.3354 2.62 
30 -0.1581±j2.0998 0.3342 7.51 
40 -0.281 l±j2.0944 0.3333 13.30 
50 -0.5155±j2.1203 0.3375 2162 
System transient stability was also analyzed for operating scenario II to verify the 
effect of PSSs. Figure 7.20 shows the tie line real power under a condition in which the 
three-phase fault applied at Bus 6 is cleared in 0.055 seconds with no line switching. 
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Figure 7.20 Tie line real power with three phase fault at bus 6 
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Figure 7.20 (Continued) 
With such a large disturbance, the system without a PSS becomes unstable due to 
lack of sufficient damping torque. With properly designed PSSs, system transient stability 
can be improved. With a PSS at GENlll, the system becomes stable with damped 
oscillation. 
To confirm the effect of PSSs for system transient stability, three-phase fault 
simulation with variable fault location was chosen for further analysis. Figure 7.21 shows 
the tie-line real power under a condition in which the three-phase fault applied at Bus 5 is 
cleared in 0.095 seconds with no line switching. 
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Figure 7.21 Tie line real power with three phase fault at bus 5 
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Figure 7.21 (Continued) 
With a three phase fault at bus 5 for 0.095 seconds, the system without a PSS 
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becomes unstable with increasing amplitude of oscillation. With properly designed PSSs, 
system transient stability is improved. With PSSs at GEN 104 and GEN111, the system 
becomes stable with damped oscillation. The PSS at GEN111 shows better transient 
performance than the PSS at GEN 104. The case study shows that GEN 111 is the best PSS 
location for improving small signal stability as well as transient stability. This provides 
confirmation of the nonlinear analysis. 
Comparing these results with the analysis of mode shapes in Figure 7.17, linear 
participation factors in Table 7.33, and residues in Table 7.34, one can see that modal 
interaction is not properly represented by linear analysis. As a result, conventional 
techniques do not identify the ideal location for system controllers to improve small-
signal and transient system stability. 
7.2.6 Participation Factors with Well Designed PSSs 
Tables 7.44 and 7.45 show the linear and nonlinear analysis of operating scenario 
II with well designed PSSs. Observe that nonlinear participation factors provide different 
information from linear participation factors. 
Comparing the results in Table 7.36 with Table 7.45, it can be seen that with a 
properly-tuned PSS at GEN93, the nonlinear participation factor for speed deviation of 
every generator to inter-area mode increases, with the nonlinear participation factor for 
speed deviation of GEN93 to inter-area mode becoming the largest. Similar situations 
occur when properly designed PSSs are located at GEN 104, GEN 105, GEN 106, 
GEN 110, and GEN111. A properly tuned PSS at GEN 111 increases the nonlinear 
participation factors most effectively compared with PSSs at other locations. These 
studies demonstrate that with a properly located and designed PSS, the participation of 
critical generators in the inter-area mode will increase. Furthermore, the effectiveness of 
the PSS in damping critical modes will be improved. This information confirms that the 
use of PSSs at the generators enumerated above can improve the damping of inter-area 
modes, and that GEN 111 is the best PSS location. 
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Table 7.44 Linear participation factors with PSSs in the system 
PSS 
Location Eigenvalues 
Linear 
Participation 
Factors 
Bus 
# 
Speed 
PF 
93 -0.1903±j2.1475 
93 0.58 
104 0.97 
105 0.58 
106 0.38 
110 1.00 
111 0.7 
104 -0.3843±j2.3538 
93 0.96 
104 0.4 
105 0.52 
106 0.35 
110 1.00 
111 0.57 
105 -0.0544±j2.1937 
93 0.96 
104 0.87 
105 0.38 
106 0.36 
110 1.00 
111 0.63 
106 0.0203±j2.1809 
93 0.97 
104 0.86 
105 0.57 
106 0.25 
110 1.00 
111 0.63 
110 -0.1808±j2.1520 
93 1 
104 1.00 
105 0.6 
106 0.4 
110 0.64 
111 0.72 
111 -0.5155±j2.1203 
93 0.97 
104 0.97 
105 0.52 
106 0.35 
110 1.00 
111 0.4 
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Table 7.45 Nonlinear participation factors with PSSs in the system 
PSS 
Location Eigenvalues 
Nonlinear Participation 
Factors 
Bus 
# 
Speed 
PF 
Speed PF 
(Normalized) 
93 -0.1903±j2.1475 
93 45.688 1.0000 
104 0.1235 0.0027 
105 0.0712 0.0016 
106 0.0374 0.0008 
110 0.1133 0.0025 
111 0.0713 0.0016 
104 -0.3843±j2.3538 
93 0.4064 0.0025 
104 165.31 1.0000 
105 0.2114 0.0013 
106 0.1159 0.0007 
110 0.5215 0.0032 
111 0.4462 0.0027 
105 -0.0544±j2.1937 
93 0.0606 0.007 
104 0.0547 0.0063 
105 8.6557 1.0000 
106 0.0288 0.0033 
110 0.0686 0.0079 
111 0.0291 0.0034 
106 0.0203±j2.1809 
93 0.0454 0.0138 
104 0.0458 0.0139 
105 0.0293 0.0089 
106 3.2876 1.0000 
110 0.0502 0.0153 
111 0.0275 0.0084 
110 -0.1808±j2.1520 
93 0.1202 0.0033 
104 0.1203 0.0033 
105 0.0672 0.0019 
106 0.0353 0.001 
110 35.966 1.0000 
111 0.0697 0.0019 
111 -0.5155±j2.1203 
93 5.6646 0.0027 
104 4.4139 0.0021 
105 2.499 0.0012 
106 1.1838 0.0006 
110 6.0075 0.0029 
111 2062.6 1.0000 
7.2.7 Effect of Control Action on Modal Interaction 
Tables 7.46 to 7.51 show the nonlinear interaction indices for key modes with and 
without PSSs on each unit. The initial values for calculating these indices are x0 - ek 
with only the k'h element of the vector equal to 1, and all the others equal to zeros. The 
k'h element is the speed deviation for the associated unit. 
Table 7.46 Nonlinear Interaction Indices for Key Modes - PSS at GEN93 
Without PSS With PSS 
Mode 
j m 
k 1 Mode j H(j) k 1 
75 0.010 75 101 75 21.95 105 99 
85 0.009 75 76 85 0.378 85 99 
0.050 75 76 50.36 99 107 
97 
0.017 
0.008 
97 
97 
98 
97 
97 
38.31 
37.09 
99 
105 
101 
99 
0.006 85 86 34.87 99 99 
99 0.334 75 76 99 32.12 99 107 
101 0.572 75 76 101 47.20 99 108 
105 0.242 75 76 105 44.98 99 99 
107 0.248 75 76 107 101.3 99 108 
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Table 7.47 Nonlinear Interaction Indices for Key Modes - PSS at GEN 104 
Without PSS With PSS 
Mode 
j 
HQ k 1 
Mode 
j HO) k 
L 
55 0.020 55 100 55 17.81 77 103 
77 0.016 77 100 77 218.8 77 104 
79 0.021 77 78 79 13.50 77 103 
0.072 77 78 92.68 97 103 
97 
0.030 
0.027 
55 
78 
56 
79 
97 
92.58 
86.49 
97 
99 
104 
103 
0.024 77 80 82.24 101 103 
99 0.259 77 78 99 1211 97 104 
101 0.312 55 56 101 29.98 103 104 
103 0.233 55 56 103 113.9 103 104 
Table 7.48 Nonlinear Interaction Indices for Key Modes - PSS at GEN 105 
Without PSS With PSS 
Mode 
j m 
k 1 Mode j DO) k 1 
73 0.021 73 107 73 0.223 77 109 
77 0.012 77 97 77 0.031 77 99 
79 0.013 77 97 79 4.583 79 110 
0.097 79 80 6.272 79 80 
97 
0.049 
0.025 
73 
78 
74 
79 
97 
3.864 
3.383 
79 
79 
110 
109 
0.023 77 80 2.980 101 109 
99 1.785 79 80 99 6.686 79 80 
101 0.285 79 80 101 7.302 109 109 
105 0.242 79 80 105 1.847 107 109 
107 0.243 79 80 107 26.54 101 110 
109 0.711 73 80 109 3.949 109 109 
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Table 7.49 Nonlinear Interaction Indices for Key Modes - PSS at GEN 106 
Without PSS With PSS 
Mode 
j 
H(j) k 1 Mode j IIG) k 1 
73 0.014 73 107 73 1.530 73 102 
77 0.010 73 110 77 0.116 99 100 
79 0.014 73 110 79 0.118 109 107 
81 0.018 73 74 81 0.045 99 100 
0.095 73 74 0.516 99 101 
97 
0.043 
0.011 
79 
78 
80 
79 
97 
0.438 
0.396 
99 
97 
102 
102 
0.011 79 82 0.299 100 102 
99 1.722 73 74 99 2.210 101 101 
101 0.496 73 74 101 0.647 99 102 
Table 7.50 Nonlinear Interaction Indices for Key Modes - PSS at GEN110 
Without PSS With PSS 
Mode 
j HO) 
k 1 Mode j Ii(i) k L 
75 0.009 75 101 75 2.920 77 100 
85 0.006 95 97 85 23.09 101 99 
93 0.035 85 98 93 1.249 101 99 
0.029 75 76 18.37 99 99 
97 
0.018 
0.017 
93 
97 OO
 
00
 
97 
16.75 
14.52 
101 
99 
99 
100 
0.015 85 86 14.07 99 105 
99 0.179 75 76 99 21.18 99 100 
101 0.390 75 76 101 43.13 99 99 
105 0.370 75 86 105 126.2 99 100 
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Table 7.51 Nonlinear Interaction Indices for Key Modes - PSS at GENII 1 
Without PSS With PSS 
Mode 
j HQ k 1 Mode j 110 k L 
75 0.019 55 56 75 1.079 101 105 
85 0.022 55 56 85 3.051 101 107 
93 0.179 77 98 93 6.117 97 101 
0.029 75 76 193.3 101 99 
97 
0.018 
0.017 
93 
97 
98 
98 
97 
193.3 
183.0 
97 
101 
102 
107 
0.015 85 86 182.9 103 107 
99 0.627 55 56 99 136.9 101 107 
101 0.820 55 56 101 27.50 101 107 
103 0.365 55 56 103 519.5 97 108 
107 0.500 79 80 107 31.30 101 108 
From the analysis of nonlinear interaction indices in Tables 7.46 to 7.51, it is clear 
that the interaction indices for the inter-area mode and other key modes are much larger 
using the designed PSSs than without PSSs for these six units. Compared to the use of 
PSSs at other generators, the interaction indices for inter-area mode with a PSS at 
GEN 111 are much larger. This confirms that GEN 111 is the best PSS location for 
effectively damping the inter-area mode. 
These results reveal that a well-designed PSS increases the modal interaction 
among the critical modes. This, in turn, aids in enhancing the damping of critical modes 
more effectively thus revealing the importance of nonlinear analysis. 
7.2.8 Conclusion 
From the above case study, observe that the nonlinear analysis conforms with 
linear analysis to predict that the best PSS location to improve the damping ratio of mode 
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97 for operating scenario I is a generator at bus 110. For operating scenario II, PSS 
sensitivity indices show that generators at bus 111 and 104 are better PSS locations than 
generators at bus 93 and 110 for damping the inter-area mode. Generator at bus 111 is the 
best location for placing a PSS. By designing a PSS for every unit and comparing the 
results, it has been shown that the PSS sensitivity index gives a correct prediction for 
PSS performance. For this high-stress operating condition, linear analysis failed to 
provide correct information for prediction of the best PSS location. 
Nonlinear participation factors and interaction indices with properly designed 
PSS were also calculated. The results of this analysis demonstrate that, with a properly 
located and designed PSS, participation of critical generators in the inter-area mode and 
modal interaction among the critical modes will increase. Additionally, this will improve 
the effectiveness of the PSS in damping critical modes. This result confirms that the 
effective use of PSSs at these generator locations can improve the damping of the inter-
area mode and, additionally, that GEN 111 is the best PSS location for operating scenario 
II. 
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8 CONCLUSIONS 
8.1 Conclusions 
In this work, a systematic approach for deriving second-order normal form 
representations in the neighborhood of equilibrium points is presented. On the basis of 
this model, nonlinear modal interaction measures have been obtained to assess the extent 
and distribution of nonlinearity in the system. Furthermore, an understanding of the 
character of such nonlinearity leads to an improved strategy for effective placement of 
Power System Stabilizers. For low-stress conditions linear analysis usually leads to a 
good identification of critical machines, but, in contrast, local linearization of the system 
model for high-stress conditions may preclude an in-depth analysis of nonlinearity and 
result in an inadequate controller design. A more accurate representation of the system 
based on normal form theory taking into account nonlinear modal interaction has 
therefore been used to fully characterize these phenomena. The theory, analysis, results, 
and observations presented in this dissertation can be summarized as follows: 
1. Based on normal form theory, second-order information can be included to 
generalize nonlinear modal interaction measures. This allows assessment of 
the extent and distribution of nonlinearity in the system. Analytical criteria 
have been developed to predict the existence of nonlinear modal interactions 
that significantly affect system dynamic performance. 
2. Analysis results show that linear resonance and second-order quasi-resonance 
conditions could possibly happen in real power systems. When two 
eigenvalues pass a strong near-resonance condition, one of them reduces its 
damping and becomes unstable. To fully understand the cause of the 
oscillation, both the movement of signal mode and nearness of two critical 
modes must be considered. 
3. Linear resonances among fundamental modes may trigger modal interactions 
that generate significant nonlinear behavior and lead to second-order quasi-
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resonance conditions. By taking into account the effect of nonlinear modal 
interactions, normal form analysis provides a more accurate representation of 
the system and more fully characterizes these phenomena. 
4. Numerical estimates of nonlinear participation factors have been proposed to 
provide a more precise measure of nonlinear mode-state participations than 
that yielded by analytical estimates of nonlinear participation factors. For 
low-stress conditions these two types of estimates may provide similar results, 
but for high-stress conditions the numerical estimate is much more accurate 
than the analytical approximation. 
5. Many power systems face the problem of troublesome dynamic oscillations. 
Power system damping controllers are used to damp such oscillations by 
increasing the damping of certain troublesome modes. The first step in 
designing such a controller for a multi-machine power system is to determine 
its optimum location. For commonly used PSSs, conventional techniques for 
assessing such a location usually include only linear information about the 
system, and may fail to provide complete characterization of system 
performance, especially under heavy stress conditions. 
6. Nonlinear participation factors obtained from normal form analysis were 
applied to predict the efficacy of PSSs at various locations. Nonlinear 
participation factors present more accurate information than linear indices to 
improve the design of PSSs. 
7. A nonlinear PSS sensitivity index is proposed that includes both PSS input 
and its control effort. This is a useful alternative approach for assessing the 
effect of control action on the system response based on a close-loop 
framework. Assessment of the PSS effect can be improved more generally 
with this kind of measurement. 
8. The PSS model is included as a part of the existing normal form program. 
Nonlinear mode-state participations are obtained to result in a more complete 
characterization of nonlinear phenomena with properly designed PSSs. These 
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studies demonstrate that with a properly located and designed PSS, the 
participation of critical generators in the inter-area mode will increase. 
Furthermore, this will improve the effectiveness of the PSS in damping 
critical modes. In contrast, with an improperly-located PSS, the participation 
of certain generators in the inter-area mode will drop, influencing the 
behavior of the PSS. 
9. The characterization of nonlinear modal interaction of the system with 
properly designed PSS has been investigated. Results of the analysis suggest 
that a well-designed PSS increases the modal interaction among critical 
modes. This in turn aids in enhancing the damping of critical modes more 
effectively. 
10. This analysis will help identify situations under which conventional linear 
analysis will not provide complete information and effective control support 
due to the absence of nonlinear information in the analysis. 
8.2 Future Work 
Based on the observations and experience gained in performing this research, 
several potentially fruitful possibilities for future work may be summarized as follows: 
1. To extend the normal form method for application to large systems, the 
computational burden is almost always the most challenging problem, with 
calculation of initial values in normal form space from initial values in 
physical space the most time-consuming part. A more effective algorithm for 
solving nonlinear equations may help to alleviate this problem. 
2. The analysis herein suggests that nonlinear sensitivity indices could be used 
to infer the effect of a given initial-state excitation for a given mode. By 
simultaneously perturbing the speed deviation of two or more machines, the 
effects of multiple PSS control actions could be effectively estimated. 
3. Placement of other kinds of controllers, such as FACTS, may be assessed by 
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normal form analysis including second order information. 
4. APPENDIX-A SYSTEM DATA FOR 4-MACHINE 
TEST SYSTEM 
Table A.l Power flow 4-machine bus data: operation scenario I 
Bus |V| ang (V) Pload Qload Pgen Qgen 
# p.u. degree MW MVAR MW MVAR 
1 1.0200 59.47 0.00 0.00 664.40 -12.85 
2 1.0200 50.26 0.00 0.00 664.40 459.57 
3 1.0200 0.00 0.00 0.00 557.65 -17.99 
4 1.0200 -7.73 0.00 0.00 500.00 445.54 
5 0.9818 42.90 1120.00 250.00 0.00 0.00 
6 0.9802 -13.55 1180.00 250.00 0.00 0.00 
Table A.2 Power flow 4-machine bus data: operation scenario II 
Bus |V| ang (V) Pload Qload Pgen Qgen 
# p.u. degree MW MVAR MW MVAR 
1 1.0200 64.31 0.00 0.00 664.40 -12.85 
2 1.0200 55.11 0.00 0.00 664.40 492.61 
3 1.0200 0.00 0.00 0.00 564.59 -17.74 
4 1.0200 -7.82 0.00 0.00 500.00 485.16 
5 0.9785 47.73 920.00 250.00 0.00 0.00 
6 0.9764 -13.69 1380.00 250.00 0.00 0.00 
Table A.3 Power flow 4-machine bus data: operation scenario III 
Bus |V| ang (V) Pload Qload Pgen Qgen 
# p.u. degree MW MVAR MW MVAR 
1 1.0200 68.63 0.00 0.00 664.40 13.06 
2 1.0136 59.41 0.00 0.00 664.40 500.00 
3 1.0200 0.00 0.00 0.00 570.69 4.54 
4 1.0146 -7.92 0.00 0.00 500.00 500.00 
5 0.9687 51.93 890.00 250.00 0.00 0.00 
6 0.9673 -13.89 1410.00 250.00 0.00 0.00 
Table A.4 Line Data (On System Base 100 MVA) 
Bus# Bus# R X 
1 2 0.002500 0.025000 
2 5 0.001000 0.010000 
5 6 0.022000 0.220000 
3 4 0.002500 0.025000 
4 6 0.001000 0.010000 
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Table A.5 Generator Data (On machine base) 
Machine 
# 
Bus 
# D H Ra 
xd < *'d0 BMVA 
1 1 4.0 6.5 0.0025 1.80 1.70 0.30 0.30 8.0 0.40 900 
2 2 2.0 6.5 0.0025 1.80 1.70 0.30 0.30 8.0 0.40 900 
3 3 11.0 6.5 0.0025 1.80 1.70 0.30 0.30 8.0 0.40 900 
4 4 10.0 6.5 0.0025 1.80 1.70 0.30 0.30 8.0 0.40 900 
Table A.6 Exciter Data 
Bus# Ka TA Tc TB TR VRMIN VRMAX 
1 180 0.01 1.0 10.0 0.01 -5.0 5.0 
2 100 0.01 1.0 10.0 0.01 -5.0 5.0 
3 130 0.01 1.0 10.0 0.01 -5.0 5.0 
4 220 0.01 1.0 10.0 0.01 -5.0 5.0 
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APPENDIX-B SYSTEM DATA FOR 50-MACHINE TEST 
SYSTEM 
Table B.l Power flow 50-machine bus data: operation scenario I 
Bus 
# |V| p.u. 
ang (V) 
degree 
Pload 
MW 
Qload 
MVAR 
Pgen 
MW 
Qgen 
MVAR 
93 1.0000 -7.79 100.40 73.20 1080.00 408.87 
104 1.0000 -2.26 30.20 7.60 1400.00 317.62 
105 1.0070 -22.62 96.00 167.40 620.00 298.54 
106 1.0050 -14.26 64.00 16.00 1080.00 217.91 
110 1.0000 -6.81 100.40 73.20 980.00 545.10 
111 1.0000 -4.03 60.40 1166.00 1800.00 489.00 
34 1.1375 -10.81 45.05 46.56 0.00 0.00 
35 1.1378 -10.88 49.19 27.53 0.00 0.00 
51 1.1122 -18.70 58.45 28.44 0.00 0.00 
58 1.1047 -19.74 76.30 -10.80 0.00 0.00 
60 1.1370 -12.01 0.00 0.00 51.00 38.20 
66 1.1165 -9.98 102.20 26.70 0.00 0.00 
67 1.0900 -11.88 0.00 0.00 1486.00 247.77 
68 1.2082 -41.12 0.00 -7.41 0.00 0.00 
70 0.9987 -25.50 0.00 56.63 0.00 0.00 
71 1.0264 -25.59 0.00 -21.20 0.00 0.00 
74 1.0959 -22.98 81.90 43.70 0.00 0.00 
78 1.0736 -15.42 89.00 26.80 0.00 0.00 
79 1.0520 -18.04 9.10 3.00 250.20 -11.43 
80 1.0690 -16.58 17.10 5.00 47.00 -15.26 
81 1.1308 -39.10 82.20 -93.10 0.00 0.00 
82 0.9750 -26.72 2.10 1.10 70.00 15.80 
88 1.1077 -15.37 69.00 20.90 0.00 0.00 
89 1.0660 -6.55 0.60 0.20 673.00 137.17 
90 0.9500 -13.87 4.60 1.50 22.00 -3.51 
91 1.0000 -19.01 0.00 0.00 64.00 -5.84 
92 0.9549 -21.49 0.00 31.02 0.00 0.00 
94 1.0200 -6.42 15.40 7.60 300.00 23.17 
95 0.9200 15.98 6.70 2.20 131.00 14.18 
96 1.0000 -22.00 0.00 0.00 60.00 20.23 
97 0.9670 -11.04 0.00 0.00 140.00 46.44 
98 0.9700 -5.19 0.00 0.00 426.00 -30.52 
99 1.0000 -5.70 10.46 5.23 200.00 -6.15 
100 1.0140 -9.56 0.00 0.00 170.00 59.19 
101 1.0390 -17.41 17.80 4.50 310.90 151.76 
102 1.0190 -7.76 37.60 9.20 2040.00 469.70 
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Table B.l (Continued) 
Bus 
# IVI P.u. 
ang (V) 
degree 
Pload 
MW 
Qload 
MVAR 
Pgen 
MW 
Qgen 
MVAR 
103 1.0000 -8.72 0.00 0.00 135.00 5.14 
107 1.0205 -23.02 -17.50 -12.80 0.00 0.00 
108 1.0140 -18.82 0.00 0.00 800.00 70.83 
109 0.9150 -26.59 0.00 0.00 52.00 -16.25 
112 1.0370 -17.59 18.60 4.60 300.00 143.19 
115 1.0490 -15.05 683.50 184.70 2493.00 156.38 
116 1.0430 -17.37 792.60 315.50 2713.00 630.01 
117 1.0300 -16.90 485.30 71.40 2627.00 239.25 
118 1.0100 -18.51 651.90 328.40 4220.00 633.11 
119 0.9547 -50.54 2094.00 5774.00 8954.00 5373.00 
120 1.0280 -46.27 -408.00 175.10 0.00 0.00 
121 1.0460 -20.72 237.70 -17.30 2997.00 -395.78 
122 1.0000 -5.39 29.20 7.00 1009.00 128.28 
123 1.0292 -31.38 -84.00 -19.00 0.00 0.00 
124 1.0000 -7.11 94.10 780.30 3005.00 460.15 
125 1.0193 -32.50 -712.00 -319.00 0.00 0.00 
126 0.9968 -64.74 -333.00 -160.00 0.00 0.00 
127 1.0065 -30.40 -546.00 -72.00 0.00 0.00 
128 1.0250 -32.19 4075.00 703.50 12963.00 2732.41 
129 0.9692 -65.19 -482.00 -122.00 0.00 0.00 
130 1.0570 -45.07 4328.00 944.30 5937.00 2049.58 
131 1.0420 -20.07 21840.00 4320.00 28300.00 7150.74 
132 1.0420 -5.62 491.90 110.20 3095.00 582.38 
133 1.0964 -12.67 -83.00 -36.30 0.00 0.00 
134 1.0440 -9.71 22309.00 7402.00 20626.00 7364.61 
135 1.1070 30.03 4298.00 1264.00 5982.00 1564.75 
136 1.0830 5.50 52951.00 13552.00 51950.00 14427.20 
137 1.0640 -23.58 11946.00 2608.00 12068.00 2872.49 
138 1.1085 12.00 -363.00 -188.00 0.00 0.00 
139 1.0400 -8.47 57718.00 13936.00 56834.00 15077.90 
140 1.0500 -24.08 24775.00 6676.00 23123.00 6701.28 
141 1.0530 -7.93 32799.00 11361.00 37911.00 11649.57 
142 1.1550 -8.81 17737.00 3934.00 24449.00 5470.39 
143 1.0310 -12.85 4672.00 1709.00 5254.00 2151.34 
144 0.9970 -5.76 9602.00 2203.00 11397.00 2656.37 
145 1.0520 5.02 10173.00 1555.00 14355.02 2531.11 
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Table B.2 Power flow 50-machine bus data: operation scenario II 
Bus 
# |V| p.u. 
ang (V) 
degree 
Pload 
MW 
Qload 
MVAR 
Pgen 
MW 
Qgen 
MVAR 
93 1.0000 73.76 100.40 73.20 1080.00 593.62 
104 0.9382 91.61 30.20 7.60 2400.00 500.00 
105 1.0070 67.73 96.00 167.40 1620.00 554.77 
106 1.0050 67.72 64.00 16.00 1080.00 330.36 
110 1.0000 74.90 100.40 73.20 1080.00 703.87 
111 0.9627 83.34 60.40 1166.00 2600.00 1000.00 
34 1.1237 70.39 45.05 46.56 0.00 0.00 
35 1.1237 70.31 49.19 27.53 0.00 0.00 
51 1.0639 59.63 58.45 28.44 0.00 0.00 
58 1.0716 60.77 76.30 -10.80 0.00 0.00 
60 1.1370 42.03 0.00 0.00 51.00 32.13 
66 1.0512 73.75 102.20 26.70 0.00 0.00 
67 1.0900 57.22 0.00 0.00 1486.00 663.97 
68 1.1702 38.48 0.00 -7.41 0.00 0.00 
70 0.9733 56.25 0.00 56.63 0.00 0.00 
71 1.0023 56.14 0.00 -21.20 0.00 0.00 
74 1.0774 58.90 81.90 43.70 0.00 0.00 
78 1.0583 64.71 89.00 26.80 0.00 0.00 
79 1.0520 52.17 9.10 3.00 250.20 -6.49 
80 1.0690 52.75 17.10 5.00 47.00 -8.45 
81 1.1150 44.29 82.20 -93.10 0.00 0.00 
82 0.9750 47.82 2.10 1.10 70.00 24.34 
88 1.0908 65.62 69.00 20.90 0.00 0.00 
89 1.0660 73.61 0.60 0.20 673.00 169.31 
90 0.9500 45.05 4.60 1.50 22.00 -3.78 
91 1.0000 58.44 0.00 0.00 64.00 11.06 
92 0.9482 50.00 0.00 31.02 0.00 0.00 
94 1.0200 47.78 15.40 7.60 300.00 19.28 
95 0.9200 55.39 6.70 2.20 131.00 9.23 
96 1.0000 60.77 0.00 0.00 60.00 26.16 
97 0.9670 59.34 0.00 0.00 140.00 51.52 
98 0.9700 75.73 0.00 0.00 426.00 2.14 
99 1.0000 75.54 10.46 5.23 200.00 19.93 
100 1.0140 70.75 0.00 0.00 170.00 75.56 
101 1.0279 64.52 17.80 4.50 310.90 186.50 
102 0.9944 38.98 37.60 9.20 2040.00 640.00 
103 1.0000 71.44 0.00 0.00 135.00 13.21 
107 1.0080 52.58 -17.50 -12.80 0.00 0.00 
108 1.0140 49.70 0.00 0.00 800.00 146.62 
109 0.9150 48.10 0.00 0.00 52.00 -11.11 
112 1.0204 64.37 18.60 4.60 300.00 160.00 
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Table B.2 (Continued) 
Bus 
# |V| p.u. 
ang (V) 
degree i
i
 
Qload 
MVAR 
Pgen 
MW 
Qgen 
MVAR 
115 1.0490 10.31 683.50 184.70 2493.00 124.08 
116 1.0430 15.42 792.60 315.50 2713.00 687.83 
117 1.0300 22.26 485.30 71.40 2627.00 812.66 
118 1.0100 17.03 651.90 328.40 4220.00 923.69 
119 0.9390 -7.55 2094.00 5774.00 8954.00 5373.00 
120 0.9828 3.67 -408.00 175.10 0.00 0.00 
121 1.0460 39.60 237.70 -17.30 2997.00 275.33 
122 1.0000 53.44 29.20 7.00 1009.00 280.39 
123 0.9994 20.17 -84.00 -19.00 0.00 0.00 
124 1.0000 59.38 94.10 780.30 3005.00 854.90 
125 0.9901 26.19 -712.00 -319.00 0.00 0.00 
126 0.9819 -21.66 -333.00 -160.00 0.00 0.00 
127 0.9817 20.71 -546.00 -72.00 0.00 0.00 
128 1.0250 16.29 4075.00 703.50 12963.00 3019.24 
129 0.9606 -17.62 -482.00 -122.00 0.00 0.00 
130 1.0570 -7.04 4328.00 944.30 5937.00 1923.66 
131 1.0420 13.36 21840.00 4320.00 28300.00 6498.95 
132 1.0420 32.89 491.90 110.20 3095.00 780.22 
133 1.0563 37.11 -83.00 -36.30 0.00 0.00 
134 1.0440 1.99 22309.00 7402.00 20626.00 7265.64 
135 1.1070 46.33 4298.00 1264.00 5982.00 1589.72 
136 1.0830 20.73 52951.00 13552.00 51950.00 14535.14 
137 1.0640 -19.05 11946.00 2608.00 12068.00 2868.73 
138 1.1202 34.90 -363.00 -188.00 0.00 0.00 
139 1.0400 -2.93 57718.00 13936.00 56834.00 15042.29 
140 1.0500 -18.77 24775.00 6676.00 23123.00 6698.08 
141 1.0530 12.65 32799.00 11361.00 37911.00 11520.90 
142 1.1550 18.46 17737.00 3934.00 24449.00 5583.03 
143 1.0310 18.98 4672.00 1709.00 5254.00 2328.86 
144 0.9970 21.97 9602.00 2203.00 11397.00 2776.91 
145 1.0520 5.02 1.0173.00 1555.00 10282.21 1633.67 
Table B.3 Generator Data (Two-axis model) 
Bus # D H xd x'd ** </o V BMVA 
93 5 115.0366 0.09842 0.09673 0.024 0.024 8.5 1.24 100 
104 5 73.8528 0.1016 0.0982 0.0122 0.0122 10 1.5 100 
105 5 84.3915 0.1144 0.1092 0.0208 0.0208 6.61 1.5 100 
106 5 56.261 0.17165 0.16377 0.03118 0.03118 6.61 1.5 100 
110 5 115.05 0.09842 0.09673 0.024 0.024 8.5 1.24 100 
111 5 73.8528 0.1016 0.0982 0.0122 0.0122 10 1.5 100 
132 
Table B.4 Generator Data (Classical model) 
Bus # H D 
60 1.41 0.30 
67 52.18 10.40 
79 6.65 1.30 
80 1.29 0.30 
82 2.12 0.40 
89 20.56 4.00 
90 0.76 0.15 
91 1.68 0.30 
94 17.34 3.40 
95 5.47 1.10 
96 2.12 0.40 
97 5.49 1.00 
98 13.96 2.80 
99 17.11 3.40 
100 7.56 1.50 
101 12.28 2.40 
102 78.44 15.60 
103 8.16 1.60 
108 30.43 6.00 
109 2.66 0.50 
112 12.28 2.40 
115 97.33 19.40 
116 105.50 21.00 
117 102.16 20.40 
118 162.74 32.40 
119 69.64 13.80 
121 116.54 23.20 
122 39.24 7.80 
124 116.86 23.20 
128 50.39 10.00 
130 230.90 46.00 
131 110.17 22.00 
132 120.35 24.00 
134 200.53 40.00 
135 116.32 23.20 
136 201.82 40.20 
137 156.44 156.20 
140 224.80 224.90 
142 237.70 47.40 
143 204.30 40.80 
144 147.67 29.40 
145 518.08 103.60 
141 147.43 29.40 
139 221.02 44.20 
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Table B.5 Exciter Data 
Bus# Ka TA TE TB TR VRMIN VRMAX 
93 120 0.02 1 10 0.01 -2 8.89 
104 200 0.015 1 10 0.01 -7 8.86 
105 50 0.02 1 10 0.01 0 7.38 
106 50 0.02 1 10 0.01 0 7.38 
110 120 0.02 1 10 0.01 -2 8.89 
111 200 0.015 1 10 0.01 -7 8.86 
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