In this paper we propose an improved algorithm for scheduling grid workflow by using ant colony optimization method. Ant colony optimization (ACO) is a meta-heuristic for combinatorial optimization problems. JSWA algorithm is measured by using parameters such as reliability, cost, request and acknowledgement time and bandwidth. Regarding the proposed algorithm and its comparison with scheduling algorithm, we have established a new competency through which the tasks are carried out by considering preference criterion parameters. To do so, there should be less time complexities in accessing tasks for the present algorithms compared with the proposed one. By implementing a technical method we could consider a system in which the efficiency and optimization are increased and finally the time needed for program performance is decreased by using the target function. Also we could estimate the real time of tasks' commute by calculating the commute time compared with the previous algorithms. The result is that JSWA is more efficient than the algorithms such as ACS and MOACO.
Introduction
In recent years science scholars have succeeded in presenting new resolutions through which they can create better capabilities by different simulations of the environmental conditions. Ant colony method is one of the technical meta-heuristic tools using the environment in its present mood.
Grid computing environment includes different interconnected machines by interface networks to execute different tasks that have diverse computational requirements. In distributed systems such as grids, in which there are various sources, deciding about regularity of task and selecting the computing machines is an important issue in grid environments. The main purpose of grid systems is to optimize using sources and maximize the efficiency of the system. Managing various resources and task scheduling in grid environment is a challenging and indispensable task [2, 4] . In recent years, grid computing has attracted the attention of engineers and scientists for executing high performance parallel and distributed applications due to major advancements in wide-area network technologies and low cost of powerful computing and high-speed network resources [10] . Grid environments have tried to study various scheduled algorithms in reaching the above purposes. Scheduling is an important tool for this purpose. Tasks scheduling is an NPcomplete problem and finding the absolute optimal solution is so hard [2, 7, 10, 12, 13] . So many heuristics have been developed to solve this problem. The heuristic scheduling can be classified into two categories: on-line mode and batch-mode heuristics. In the on-line mode heuristics, a task is mapped on to a machine as soon as it arrives at the scheduler. In the batch-mode heuristics, tasks are not mapped on to machines as they arrive; instead, they are collected into the buffer and then it is scheduled at prescheduled time [2, 5, and 6 ].
Computational models for Grid scheduling problems and their resolution use heuristic and meta-heuristic approaches. Scheduling problems are at the heart of any grid-like computational system. Different types of scheduling based on different criteria, such as static versus dynamic environment, multi-objectivity, adaptability, etc., are identified [9] .
In the second section of the paper, we will discuss the previous works and in the third section the main part of our research and the formulas utilized will be studied and analyzed. In section 4, the related simulations by comparing the different simulations of ACS and MAOCO with our proposed method will be presented; and in part 5, we will reach an overall conclusion on the discussion.
Related Works
By studying the previous algorithms, it was found that the real processing times have not been investigated. In other words, the selected matrix has only produced a method which is useful only during the administration time and it does not request and acknowledge time.
Ant colony optimization method with ACS algorithm
Most calculating functions concentrated on business and sciences can be shown as work flows. We can design and implement each work flow in some layers. The higher layer can explain workflow and the second layer is used to present a subjective view of workflow. In this case workflow is shown as tasks and for performing each workflow a series of services is used as follows:
. In article [1] , Authors focus on scheduling module to propose a suitable scheduling algorithm. The abstract model for workflow can show a graph of Directed Acyclic Graphs (DAG) [1, 8, 10, 11] in which G = (V, A) and n is the number of tasks and V= {T1, T2, …,Tn}.
ACS algorithm for the scheduling problem:
The elementary idea of ACO is to simulate the foraging behaviour of ant colonies. When a group of ants sets out from the nest to search for the food source, they use a special kind of chemical to communicate with each other. The chemical is referred to as pheromone. Once the ants discover a path to food, they deposit pheromone on the path. By sensing pheromone on the ground, an ant can follow the trails of the other ants to the food source. As this process continues, most of the ants tend to choose the shortest path as there have been a huge amount of pheromones accumulated on this path. This collective pheromone-depositing and pheromone-following behaviour of ants becomes the inspiring source of ACO [1, 7, 13, 14, and 15] .
In reference [1] the adaptive ACS algorithm to tackle the workflow scheduling problem in grid applications has been applied. Informally, the algorithm can be viewed as the interplay of the following procedures. Terminal test: If the test is passed, the algorithm will be ended. Otherwise, go to step 2) to begin a new iteration.
Heuristic information is an important factor in ACO algorithm. By adding a heuristic factor to the current ACO, the ants were able not only to use previous findings, but also decrease the effect of pheromone misdirection in unrelated routing and overcome low-speed convergence [16] . Some presuppositions and formulas were presented for calculating 7 heuristic methods as cost, reliability, time, proposed budget, proposed finishing time, cost and time simultaneously and the results were shown with a series of simulations.
Multiple-Objective Ant Colony Optimization
The first extensions of ACO for MCOPs were proposed by the end of the 90s. While various early approaches targeted problems where the objectives can be ordered lexicographically or preferences of a decision maker are known, most proposals of MOACO algorithms were targeting towards multi-objective problems that are tackled in terms of Pareto optimization. For an overview of most of the available Multiple-Objective Ant Colony Optimization (MOACO) algorithms we refer to [3] .
Available MOACO algorithms:
All proposed MOACO algorithms somehow try to modify underlying ACO components so as to allow the algorithm to direct the search towards the di_erent regions of the Pareto front simultaneously. A main question is how to represent the solution components of di_erent areas of the front in the form of pheromones. Essentially, the possibilities available here are to use one pheromone matrix or several pheromone matrices. In the latter case, typically each objective has associated one pheromone matrix. Related to this decision is the choice of the ants that deposit pheromones. Typically, if one pheromone matrix is used, some or all non-dominated solutions are selected for update while in the use of several pheromone matrices some elitist choices w.r.t. the objectives represented in the pheromone matrices are done. During the solution construction, the question arises how to use the pheromones and also the heuristic information. If several pheromone matrices or several forms of heuristic information are used, a common choice is to use some weighted aggregation of these values [3] .
Problem Definition
Regarding the works previously done, the parameters considered for service quality include 3 parameters of reliability, cost and time, and in this paper we have added bandwidth to them. Also we will modify the formulas and devise some amounts for the parameters in commute time which have not been utilized in the main research paper. We appropriate some amounts in tasks to administrate the task itself and some amount for retrieval and also some amount for the response. Also the formulas used in the previous paper involved time and calculation complexities which will be improved greatly regarding the formulas we will present here.
The related equations will appear as follows:
in which s is the number of service samples. respectively for reliability, time, cost and bandwidth parameters.
Grid Service Provider (GSP) is
The mapping heuristic information in the graph will be as follows: using max amounts is to devise [0, 1] for η. In which ETS is the earliest performance time in downward status (first to end) and BEST is the earliest performance time in upward status (end to first). The limitations used in this suggested method are as follows:
Reliability limitation: the needed reliability in this situation should not be less than the threshold level one. Time limitation: it is not acceptable to consider a time period more than the deadline for the whole process. Reliability optimization: in this situation, we consider cost, time and bandwidth limitations to reach a condition where the most reliability is achieved.
Time optimization: in this situation, we consider cost, reliability and bandwidth limitations to reach a condition where the least time is spent to do the job.
Cost optimization: in this situation, we consider reliability, time and bandwidth limitations to reach a condition where the least cost is incurred to do the job.
Bandwidth optimization: in this situation, we consider cost, time and reliability limitations to reach a condition where the broadest bandwidth is used to do the job.
Local update pheromone: the primary amount of 0  is calculated as follows:
In the first step, we will regard 0  to be equal with ij  . In the future steps of pheromone calculation and making the local equation update, the following will be done: 
To make the common parameters update, which is going to be achieved by local up-todating, the best statuses for the tasks will be considered. In which avg_Reliability is related to average reliability, max_Reliability is the maximum amount of reliability, K_cost is related to the whole cost for the best status, K_makspan is related to the time of doing all the task in the best status, Budget is related to the suggested budget and Deadline is related to the suggested deadline.
Time optimization: in this case we will consider 2 statuses and the amount of f is calculated by the following: In which avg_time is related to average time, and min_time is the least time needed for performance and K_cost is related to the whole cost for the best status and Budget is related to the suggested budget.
Cost optimization: in this case we will consider 2 statuses and the amount of f is calculated by the following: In which avg_cost is related to average performance cost, and min_cost is the least cost needed for performance and K_makspan is related to the whole time needed for the best status and Deadline is related to the suggested deadline.
Bandwidth optimization: in this case we will consider 3 statuses and the amount of f is calculated by the following: In which avg_Bandwidth is related to average bandwidth, max_Bandwidth is the broadest bandwidth needed for performance and K_cost is related to the whole cost for the best status, K_makspan is related to the whole time needed for the best status, Budget is related to the suggested budget and Deadline is related to the suggested deadline.
The main equation for the next Task selection will be as follows: Fig1. An e-Economic workflow
We will consider algorithm administration as follows:
Adjusting the presuppositions and primary amount allocation, selecting ants with higher amounts of capabilities. Ants with capabilities less than the threshold level expected are not utilized.
Calculating η values to calculate the mapping function.
Administering mapping function to select the next status and selection of q0.
If q<q0, the best Task is selected regarding the mapping function. Otherwise, task selection will be carried out randomly.
Local update for all ants. 
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The Algorithm of the JSWA is shown as follows:
JSWA Algorithm
This algorithm is used for the scheduling problem with several QOS parameter with ant colony system approach.
-Initialize of elements m_ant, n=9, Row, taw0, alpha, beta, Budget, Reliability Constraint, Deadline, taw, n_cycle, q0.
-Initialize of DAG (Directed Acyclic Graph) matrix -Add start node for forward graph -Add start node for backward graph -Initialize of Reliability, Cost, Time, Bandwidth matrix 
The scheduling rule of mapping a service instances S to T is: mapping formula 
Simulation and Analysis
Regarding the formulation in the previous methods and the changes implemented and added to them and coding the text and simulations for all the statuses to select the next status, considering the amount of η and pheromone evaporation and 8 heuristic statuses considered for Reliability, Cost, Time, Bandwidth, Suggested Budget, Time and Cost together, Suggested Deadline and the Overall heuristic statuses altogether, the following methods were achieved by heuristic methods. Comparing the simulations regarding the mapping resulted and presupposed values and selection of each type of heuristic methods for each of the optimizations mentioned above for the suggested method, shows a kind of improvement. Although the results are gained from only one graph, we can achieve the same results for the other graphs too. Anyway, the proposed algorithm has less complexity of time and a better efficiency in comparison to the previous algorithms. Simulation results are as follows:
Simulation for the status in which Reliability optimization is considered, is shown in 
Conclusion
The results of experiments show that JSWA algorithm is improved and it has less complexity and a better efficiency compared with the two other algorithms, namely ACS and MOACO. Average improvement of JSWA as compared to ACS is 2.01, 1.25, 6.47, 6.37 and average improvement of JSWA as compared to MOACO is 0.59, 1.20, 7.31, and 6.32 respectively for Reliability optimization, Bandwidth optimization, Cost optimization and Time optimization. Also the proposed algorithm reduces the time and cost and changes reliability and bandwidth to the best possible amount. It also has resulted in a better mapping function for the Tasks and the next status selection. The next work can focus on the delay created in ants distribution and the delay present for responding and concentrated processing. Also we can consider the nodes and parameters to be dynamic regarding the environmental conditions and achieve the best scheduling in this new situation.
