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Abstract
Position-speciﬁc score matrices (PSSMs) have been applied to various problems in computational molecular biology. In this
paper, we study the following problem: given positive examples (sequences) and negative examples (sequences), ﬁnd a PSSMwhich
correctly discriminates between positive and negative examples. We prove that this problem is solved in polynomial time if the size
of a PSSM is bounded by a constant. On the other hand, we prove that this problem is NP-hard if the size is not bounded. We also
prove hardness results for deriving multiple PSSMs and related problems.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Position-speciﬁc score matrices (PSSMs) have been applied to various problems in computational molecular biology
such as detection of remote homology, identiﬁcation of DNA regulatory regions and detection of motifs [6]. PSSMs are
also called as weight matrices or proﬁles, where there may be subtle differences of nuance (depending on situations)
among these words. Usually, PSSMs are derived from training data. Therefore, how to derive a good PSSM from
training data (examples) has been a key issue in these applications. Various methods have been proposed for this
purpose. Among them, simple statistical methods based on residue frequencies and local search algorithms (such as
expectation maximization algorithms) have been widely used [6]. However, from the algorithmic viewpoint, almost
no theoretical studies have been done on the derivation of PSSMs. Therefore, we study the following fundamental
version of the problem: given positive examples (sequences) and negative examples (sequences), ﬁnd a PSSM which
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Fig. 1. An example of PSSM. S1 (resp. S4) is classiﬁed as a positive sequence because f (TGC) = 9.38.0 (resp. f (AGC) = 8.88.0).
completely discriminates between positive and negative examples. We prove that this problem is NP-hard in general
but can be solved in polynomial time if the size of a PSSM is bounded. It follows from the latter result that derivation
of position non-speciﬁc score matrices can be derived from examples in polynomial time, where hydropathic indices
[15] are well-known examples of position non-speciﬁc score matrices.
Before reviewing related results, we formally deﬁne PSSMs and the derivation problem (see also Fig. 1). Let  be
an alphabet. Let POS = {P 1, P 2, . . .} and NEG = {N1, N2, . . .} be sets of strings on , where POS and NEG mean a
set of positive examples and a set of negative examples, respectively. For string S, S[i] denotes the ith letter of S and
Si,j denotes the substring S[i]S[i + 1] . . . S[j ] of S. For strings S1 and S2, S1 · S2 denotes the concatenation of S1 and
S2. Let L be a positive integer indicating the length of a motif region to be detected.
Deﬁnition 1. A PSSM is a function fk(a) from [1, . . . , L] ×  to the set of real numbers, where k ∈ [1, . . . , L] and
a ∈ .
For string S of length L, we deﬁne f (S) (the score of S) by f (S) =∑Li=1 fi(S[i]).
Problem 1 (Derivation of a PSSM from examples). Given , POS, NEG and L, ﬁnd a PSSM and a threshold which
satisfy the following conditions:
• For all Ph ∈ POS, f (P hj,j+L−1) holds for some j ∈ [1, . . . , |Ph| − L + 1],
• For all Nh ∈ NEG and for all j = 1, . . . , |Nh| − L + 1, f (Nhj,j+L−1)<.
It should be noted that gaps (i.e., insertions and deletions) are not allowed in the above. This assumption is reasonable
in many cases since gaps are not used for ﬁnding short motifs [18] or for local multiple alignment [1].
There are many studies on related problems. For example, hardness results and approximation algorithms were
obtained for local multiple alignment [1,18] and the distinguishing string selection problem [16], and hardness results
were obtained for learning string patterns from positive and negative examples [11,20]. However, techniques used in
these papers are not directly applicable to the derivation problem of PSSMs.
We also consider derivation of multiple PSSMs. Multiple PSSMs are also used in computational molecular biology
since a single PSSM is not always sufﬁcient for characterizing sequences having common biological properties [19].
As in the above, there are almost no theoretical studies on derivation of multiple PSSMs. We prove that this problem
can be solved in polynomial time if the size of a PSSM is bounded.We also consider a special case in which the regions
to be identiﬁed are already known. In this case, derivation of a single PSSM can be done in polynomial time by a
naive algorithm based on linear programming. However, we show that derivation of a single PSSM which minimizes
the number of classiﬁcation errors is NP-hard (precisely, MAX SNP-hard) and derivation of two PSSMs is NP-hard
even for this restricted case. Moreover, we show that approximation of the minimum number of PSSMs which can
discriminate between positive sequences and negative sequences is at least as hard as approximation of graph coloring.
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Fig. 2. Construction of POS and NEG in Theorem 2.
Relating to derivation of PSSMs,Akutsu andYagiura studied the following problem [2]: given correct alignments and
incorrect alignments, ﬁnd a score function with which the scores of the correct alignments are optimal and the scores of
the incorrect alignments are not optimal. They proved that this problem is computationally hard for multiple alignment
with SP-scoring, but is polynomial time solvable for pairwise alignment by using a reduction to linear programming.
In this paper, we consider the problem of deriving score matrices for pairwise alignment under the condition that each
(positive or negative) example consists of a pair of sequences (i.e., alignment results are not given). This deﬁnition is
reasonable because we can obtain sets of homologous sequences and sets of non-homologous sequences by human
knowledge, but it is very difﬁcult to know correct alignments. It should be noted that a score matrix is usually obtained
from the results of sequence alignment using another score matrix [6,10,12]. Though that approach is practically useful,
a circular reasoning method is used and it is not based on a concrete theoretical foundation. Therefore, we study the
problem of deriving score matrices and prove that it is NP-hard for a general alphabet.
2. Deriving a PSSM from examples
In this section, we show that Problem 1 is NP-hard in general but can be solved in polynomial time if the size of a
PSSM is bounded by a constant.
Theorem 2. Problem 1 is NP-hard.
Proof. We use a polynomial time reduction from 3SAT.
Let C ={c1, . . . , cm} be a set of clauses over a set of boolean variablesX={x1, . . . , xn}, where each clause consists
of three literals. From this instance, we construct an instance of the PSSM derivation problem (see Fig. 2). Let={0, 1}
and L = 4n. Let S(i1, i2, . . .) denote the string of length 4n such that S[i] = 1 for i = i1, i2, . . . , otherwise S[i] = 0.
Then, NEG is deﬁned by
NEG = {S(), S(4n)} ∪ {S(i, j)|1 i < j < 4n} ∪ {S(i)|i = 1, . . . , 4n} ∪ {S(2i − 1, 2i, 4n)|i = 1, . . . , n}.
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It should be noted that the (2i −1)th position and the (2i)th position (i =1, . . . , n) of each string correspond to literals
xi and xi , respectively.
Let ci = li1 ∨ li2 ∨ li3 , where lik is either xik or xik .We deﬁne g(ik) by g(ik)=2ik −1 if lik =xik , otherwise g(ik)=2ik .
Then, P i is deﬁned by P i = S(g(i1), 4n) · S() · S(g(i2), 4n) · S() · S(g(i3), 4n). POS consists of P 1, P 2, . . . , Pm.
It should be noted that the length of all negative strings is L. Intuitively, negative strings except S(2i − 1, 2i, 4n)
are constructed so that either one of S(g(i1), 4n), S(g(i2), 4n), or S(g(i3), 4n) in each positive string can be a motif
region. Negative strings of the form S(2i − 1, 2i, 4n) are constructed so that at most one of xi and xi is assigned to be
true.
First we show that if C is satisﬁable then there exists a PSSM fk satisfying the condition of Problem 1 for  = 3.
From the truth assignment to X satisfying all the clauses, we construct fk by
• for i = 1, . . . , n,
f2i−1(0) = 0, f2i−1(1) = 1, f2i (0) = 0 and f2i (1) = −1 if xi is true,
f2i−1(0) = 0, f2i−1(1) = −1, f2i (0) = 0 and f2i (1) = 1 otherwise,
• for i = 2L + 1, . . . , 4n − 1, fi(0) = fi(1) = 0,
• f4n(0) = 0 and f4n(1) = 2.
Then, it is easy to see that f (Nh)< 3 holds for all Nh ∈ NEG, and either f (P h1,4n) = 3, f (P h8n+1,12n) = 3 or
f (P h16n+1,20n) = 3 holds for all Ph ∈ POS.
Next we show that if there is a PSSM satisfying the condition of Problem 1, there exists a truth assignment satisfying
all the clauses in C. Let xˆi =f2i−1(1)−f2i−1(0), xˆi =f2i (1)−f2i (0) and aˆ =f4n(1)−f4n(0). Let f (S())= z. Then,
it is easy to check that for all Ph ∈ POS, all substrings of length L except Ph1,4n, Ph8n+1,12n and Ph16n+1,20n appear in
NEG. Therefore, the following relations hold if Problem 1 has a solution:
• z<, z + aˆ <,
• z + lˆi + lˆj < for all li = lj , where li (resp. lj ) is either xi (resp. xj ) or xi (resp. xj ),
• z + lˆi < for all li ,
• z + xˆi + xˆi + aˆ < for all xi ,
• z + lˆik + aˆ holds for some k ∈ [1, 2, 3] for all c = li1 ∨ li2 ∨ li3 .
From f and satisfying the above relations, we construct a truth assignment toX as follows: xi is true if z+xˆi+aˆ,
xi is false if z + xˆi + aˆ, otherwise xi is arbitrary.
It is sufﬁcient to show that either z + xˆi + aˆ < or z + xˆi + aˆ < holds. Suppose that z + xˆi + aˆ held. Then,
xˆi > 0 would hold from this inequality and z + aˆ <. From xˆi > 0 and z + xˆi + xˆi + a <, z + xˆi + a < would
hold. 
Theorem 3. Problem 1 can be solved in polynomial time if  and L are ﬁxed.
Proof. We construct an arrangement of hyperplanes, where the arrangement is a well-known concept in computa-
tional geometry [7]. We construct the arrangement in the (||L + 1)-dimensional Euclidean space for the following
hyperplanes:
• f (P hj,j+L−1) −= 0 for j = 1, . . . , |Ph| − L + 1 and for all Ph ∈ POS,
• f (Nhj,j+L−1) −= 0 for j = 1, . . . , |Nh| − L + 1 and for all Nh ∈ NEG.
It should be noted that each point corresponds to a combination of a PSSM and a threshold .
Then, we pick an arbitrary point from each cell and check whether or not the conditions of Problem 1 hold. Since
the sign of each function (i.e., f (P hj,j+L−1) − , f (Nhj,j+L−1) − ) does not change within a cell, this algorithm
correctly solves Problem 1.
Since the arrangement of n hyperplanes in d-dimensions can be constructed in O(nd) time and the combinatorial
complexity of the arrangement is bounded by O(nd) [7], the algorithm works in O(n||L+1) time where n is the total
number of letters in the input.
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This complexity can be reduced to O(n||L) by noticing that we only need to consider the case of  = 1 and thus
need to construct an arrangement in ||L-dimensional space. 
It should be noted that if L and  are ﬁxed, the number of possible sequences is bounded by a constant and thus
Theorem 3 is trivial. However, the proof can be extended for the case where L is not ﬁxed but the size of a PSSM is ﬁxed
(i.e., the number of parameters in a PSSM is bounded by a constant). In this case, the number of possible sequences is
not necessarily bounded by a constant.
Derivation of hydropathic indices [15] is such an example.Hydropathic indices have been used for the identiﬁcation of
transmembrane domains ofmembrane proteins. Usually, hydropathic indices are not position-speciﬁc, i.e., fi[a]=fj [a]
for all i = j . The algorithm above can also be applied to this case. In this case, the arrangement in the ||-dimensional
Euclidean space is constructed. Since || is 4 or 20, we have:
Corollary 4. Hydropathic indices satisfying the condition of Problem 1 can be derived from examples in polynomial
time.
In most cases of deriving hydropathic indices, positive examples given as training data contain information about
the positions of the transmembrane domains. Therefore, various learning algorithms and statistical methods have
been applied to derivation of hydropathic indices and similar indices [5,14,17]. But, the above theorem suggests that
hydropathic indices can be derived even if the positions of the transmembrane domains are not known.Of course, the time
complexity of the algorithm is still too high (O(n4) even for ||=4). Thus, an improved algorithm should be developed.
Here, we consider a special case of the problem in which the regions to be identiﬁed are given for positive sequences.
It is a reasonable restriction because the regions are known for training data in several applications. For example, as
mentioned above, transmembrane domains are usually known for training data of membrane proteins. In such a case,
we treat the regions in POS as positive examples and we can assume that all of sequences are of the same length L. We
denote this special case by Problem 2.
Proposition 5. Problem 2 can be solved in polynomial time.
Proof. The proof is almost trivial. We simply construct the linear inequalities: f (P h) for all Ph ∈ POS, and
f (Nh)< for all Nh ∈ NEG. Then, we can obtain a PSSM and  by applying any polynomial time algorithm for
linear programming [13]. 
In the above, it is assumed that all examples must be consistent (i.e., f (P h) and f (Nh)<). However, it is
not realistic to satisfy the condition for all examples and thus it may be needed to minimize the number of inconsistent
examples. Unfortunately, such a minimization problem is hard (to approximate).
Theorem 6. Minimization of the number of inconsistent examples in Problem 2 is MAX SNP-hard.
Proof. As in [3], we use an approximation preserving reduction from MINIMUM DOMINATING SET.
Let G(V,E) be an instance of MINIMUM DOMINATING SET-B [22], where V = {v1, . . . , vn}, |E| = m and the
maximum degree is bounded by a constant B. Let N(vi) = {vi} ∪ {vj |{vi, vj } ∈ E}. We deﬁne strings Svi and SNi of
length 3n over ={0, 1} by Svi [j ]= 1 iff. j = i, and SNi [j ]= 1 iff. vj ∈ N(vi). We also deﬁne Si (i =n+ 1, . . . , 3n)
and Si,i+1 (i mod 2 = 1, n< i < 3n) by Si[j ] = 1 iff. j = i, and Si,i+1[j ] = 1 iff. j = i or j = i + 1. Then, we let
POS = {Svi , Si,i+1}, NEG = {Si, SNi , 00 . . . 0}.
First, we show that if there is a dominating set of size C for G(V,E), there is a solution of cost (i.e., the number of
inconsistent examples) C for Problem 2. Let V ′ ⊆ V be a solution of MINIMUM DOMINATING SET-B with size C.
Then, we deﬁne PSSM f by fi(1) = −2B if vi ∈ V ′, fi(1) = 2 if vi /∈V ′, fn+i (1) = 1 for all i = 1, . . . , 2n. All the
other entries of the matrix are ﬁlled with 0’s. By letting  = 2, we see that f (SNi )< holds for all i because there
must be a position, say k, in string SNi of value 1 such that vk ∈ V ′, and thus only Svi ’s with vi ∈ V ′ are inconsistent.
Next, we show that if there is a solution of cost C (C <n) for Problem 2, then there is a dominating set of size at
most C for G(V,E). Let f (00 . . . 0)=  and =− . Let bi = fi(1)− fi(0). Since we can assume that constraints
are satisﬁed for all Si’s and Si,i+1’s (otherwise we can reduce the cost with keeping > 0), 2>bi + bi+1 holds
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and thus we have > 0.We can also assume that we can satisfy the constraint on every SNi that is not already satisﬁed
by making fi(1) sufﬁciently negative enough. Consider the set of nodes V ′ ⊆ V containing all nodes vi such that
f (Svi )< (i.e., bi < ). Then, V ′ is clearly a dominating set of size C because f (SNi )< (i.e.,
∑
vj∈N(vi) bj < )
only when bj <  holds for at least one vj ∈ N(vi).
Since MINIMUM DOMINATING SET-B is MAX SNP-complete [22], the theorem holds. 
It should be noted that the above minimization problem can be solved in polynomial time as in Theorem 3 if the size
of a PSSM is bounded by a constant.
3. Deriving multiple PSSMs from examples
In this section, we consider the following problem.
Problem 3 (Derivation of multiple PSSMs from examples). Given, POS,NEG, L and N where N denotes the number
of PSSMs, ﬁnd a set of PSSMs with cardinality N and a threshold  which satisfy the following conditions:
• For all P i ∈ POS, f k(P ij,j+L−1) holds for some j ∈ [1, . . . , |Pi | − L + 1] and for some k ∈ [1, . . . , N],
• For all Ni ∈ NEG, for all j = 1, . . . , |Ni | − L + 1 and for all k ∈ [1, . . . , N], f k(Nij,j+L−1)<,
where f k denotes the score given by the kth PSSM.
Clearly, Problem 3 is NP-hard from Theorem 2.As in Theorem 3, Problem 3 can be solved in polynomial time if the
size of a PSSM is ﬁxed (i.e., the number of parameters in a PSSM is bounded by a constant) and N is a constant.
Proposition 7. Problem 3 can be solved in polynomial time if the size of a PSSM is ﬁxed and N is bounded by a
constant.
Proof. We show the proof for the case of N = 2. Extension of the proof to an arbitrary constant N is straight-forward.
As in the proof of Theorem 3, we construct an arrangement in d-dimensional Euclidean space with ﬁxing  = 1,
where d is the number of parameters in a PSSM. Each point in the space corresponds to a PSSM.We pick a pair of points
(p1, p2) from each pair of cells (c1, c2). Then, we check whether or not the conditions of Problem 3 are satisﬁed for
the pair of PSSMs corresponding to (p1, p2). Since the combinatorial complexity of the arrangement is polynomially
bounded, this algorithm works in polynomial time. 
As in Problem 2, we can consider the restricted version of Problem 3, in which the regions to be identiﬁed are given
for positive sequences. We denote this special case by Problem 4.
Proposition 8. Problem 4 can be solved in polynomial time if N = 1 or N |POS|.
Proof. The case of N = 1 was proved in Proposition 5.
In the case of N |POS|, we construct a PSSM for each positive string such that the score of that positive string is
no less than and the scores of all negative strings are less than. For that purpose, it is enough to solve the following
linear inequalities: f h(P h) for all Ph ∈ POS, and f k(Nh)< for all Nh ∈ NEG and for all k ∈ [1 . . . N]. 
Theorem 9. Problem 4 is NP-hard even for N = 2.
Proof. We reduce NOT-ALL-EQUAL 3SAT (LO3 in [9]) to Problem 4.
LetU be a set of variables and C be a set of clauses overU such that each clause c ∈ C has |c|=3. Given the instance
(U,C) for NOT-ALL-EQUAL 3SAT, we deﬁne an instance I (U,C) for Problem 4 as follows.
Let L denote the set of literals over U and let p : L → {1, . . . , 2|U |} be a bijection such that for each u ∈ U
p(u) = p(u) + 1 holds. We deﬁne POS as the set
POS = {0i102|U |−i−1|i = 0, . . . , 2|U | − 1}
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and NEG as
NEG = {0i1102|U |−i−2|i = 0, 2, . . . , 2|U | − 2} ∪ {02|U |}
× ∪{0p(x)−110p(y)−p(x)−110p(z)−p(y)−1102|U |−p(z)|{x, y, z} ∈ C, p(x)<p(y)<p(z)}.
We denote the instance (of Problem 4) consisting of POS and NEG as I (U,C). We say a string in POS corresponds
to a literal in L, iff. the 1 appears at the p(L)th position in the string. For a literal l ∈ L, we denote the string
corresponding to lwithwl . In the sameway,we denote strings 0i1102|U |−i−2 ∈ NEG aswu,u for the variableu ∈ U with
p(u) = i + 1.
We have to show that there is a not-all-equal truth assignment for (U,C), iff. there is a solution for I (U,C) with
two matrices.
Let  be a not-all-equal truth assignment. Call the set of all strings of POS, for which the corresponding literal is
satisﬁed by , POSA, and the set of all other strings of POS POSB . Let A denote the PSSM, which assigns the value 1 to
all occurrences of the character 1 at positions corresponding to satisﬁed literals, the value −2 to all other occurrences
of 1, and the value 0 to all occurrences of 0. In the same way, let B denote the PSSM assigning 1 to the occurrences of
1 at positions corresponding to literals not satisﬁed by  and −2 to the other occurrences.
For  = 1, A accepts all strings in POSA and B accepts all strings in POSB . Furthermore, for every clause c ∈ C,
there is a literal in c satisﬁed by  and a literal not satisﬁed by . Therefore, for every string s ∈ NEG, A(s)0 and
B(s)0, which shows that (A,B) is a solution for I (U,C).
It remains to show, that there is a not-all-equal truth assignment for C, if there is a solution for I (U,C). Let A,B
be PSSMs solving I (U,C). Let  denote the truth assignment satisfying all literals, for which the corresponding
string in POS is accepted by A, and unsatisfying all other literals. If there were a variable u ∈ U with (u) = (u),
then A(wu) + A(wu)2 or B(wu) + B(wu)2 would hold. Therefore, since A(wu) + A(wu) = A(02|U |) +
A(wu,u) holds (and analogously for B), 02|U | or wu,u would be accepted by either A or B, a contradiction. Thus,  is
well-deﬁned.
To see that  has the not-all-equal property, assume that there is a clause {x, y, z} ∈ C with (x) = (y) = (z). If
(x) = 1, then we have
A(wx) + A(wy) + A(wz)3.
Moreover,
A(wx) + A(wy) + A(wz) = 2A(02|U |) + A(wx,y,z)
holds, wherewx,y,z denotes the string of NEG corresponding to clause {x, y, z}. Therefore, sinceA(wx,y,z)< holds,
we have A(02|U |)>, contradicting 02|U | ∈ NEG. If (x) = 0, the same contradiction follows for B. 
On the minimization of the number of PSSMs (i.e., minimization of N under the conditions of Problem 4), we have
a strong inapproximability result as shown below, where ZPP (Zero-error probabilistic polynomial time) is the class
of languages that have Las Vegas algorithms running in expected polynomial time [21]. We say that a minimization
problem (resp. a maximization problem) can be approximated within a factor of f (n) if there is an algorithm for
which max(APR/OPT,OPT/APR)f (n) holds where APR and OPT are the scores of an approximate solution and
an optimal solution, respectively.
Theorem 10. The minimization version of Problem 4 (with respect to N) can not be approximated within a factor of
O(n1−) for any > 0 in polynomial time unless ZPP = NP , where n denotes the number of positive strings.
Proof. We use an approximation preserving reduction fromminimum graph coloring (GT4 in [9]) to this minimization
problem, where each color corresponds to a PSSM.
Let G = (V ,E) be an undirected graph. We deﬁne POSG as POSG = {0i−110n−i |xi ∈ V }, where we choose an
arbitrary ordering of the vertices in V and n = |V |. Furthermore, we deﬁne NEGG as NEGG = {0i−110j−i−110n−j |
(xi, xj ) ∈ E, i < j} ∪ {0n}. Then, I = (POSG,NEGG) forms an input for the minimization version of Problem 4. We
denote strings of POSG corresponding to vertex xi as wxi and strings of NEGG corresponding to e ∈ E as we.
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It sufﬁces to show, that there is a solution for I with K matrices iff. G can be colored with K colors. Let g : V →
{1, . . . , K} be a coloring for G. For k ∈ {1, . . . , K}, we deﬁne a PSSM f k . Let i ∈ {1, . . . , n} and a ∈ {0, 1}.
f ki (a) =
{0 if a = 0,
1 if a = 1, g(xi) = k,
−1 if a = 1, g(xi) = k.
With = 1, f k accepts all strings of POSG, which correspond to a vertex colored with color k. Since every string in
NEGG corresponds to an edge of G and all edges of G connect vertices with different colors, all negative strings are
rejected by all PSSMs. Therefore, f 1, . . . , f K is a solution for I with K PSSMs.
For the proof of the opposite direction, suppose there is a solution for I with K PSSMs. For every vertex xi , we
choose a PSSM f k accepting wxi and color xi with color k. If there were an edge (xi, xj ) ∈ E with both xi and xj
colored with the same color k, we could conclude
f k(w(xi ,xj )) + f k(0n) = f k(wxi ) + f k(wxj )2,
which is a contradiction to f k rejecting both w(xi ,xj ) and 0n.
Thus, the above construction yields an approximation preserving reduction from minimum graph coloring to the
minimization version of Problem 4. Since minimum graph coloring cannot be approximated within O(|V |1−) unless
ZPP = NP [8], we have the theorem. 
Recall that in Proposition 8, it was shown that a set of |POS| PSSMs can be computed by linear programming.
Though it is a trivial solution to compute one PSSM for each positive string, this simple algorithm is surprisingly nearly
optimal, since Theorem 10 implies that the minimum number of PSSMs can not be approximated within a factor of
O(|POS|1−).
It should also be noted that similar results as Theorems 9 and 10 are obtained for inference of union of half-spaces
[4]. Though similar proof techniques are used in [4], the above results do not directly follow from [4].
4. Deriving a score matrix for pairwise alignment
Let S1 and S2 be sequences over . An alignment of S1 and S2 is obtained by inserting gap symbols (denoted by
‘−’) into or at either end of S1 and S2 such that the two resulting sequences S′1 and S′2 are of the same length l [6]. Let
f (x, y) be a function from ′ × ′ to R that satisﬁes f (x, y) = f (y, x) and f (x,−) = f (−, y) = g for all x, y ∈ 
and f (−,−)= −∞, where ′ =∪ {−}. Note that we consider a linear gap penalty [6] and g denotes the penalty per
gap. The score of an alignment is deﬁned by
∑l
i=1 f (S′1[i], S′2[i]). The optimal alignment between S1 and S2 is the
alignment with the maximum score. Let s(S′1, S′2) denote the score of alignment (S′1, S′2) and let opt(S1, S2) denote the
score of the optimal alignment between S1 and S2.
In this case, we assume that each example is a pair of sequences (i.e., POS and NEG are sets of sequence pairs over
).
Problem 5. Given POS and NEG over , ﬁnd f (x, y) and  which satisfy the following conditions:
• For all (Si, Sj ) ∈ POS, opt(Si, Sj ),
• For all (Si, Sj ) ∈ NEG, opt(Si, Sj )<.
Theorem 11. Problem 5 is NP-hard for a general alphabet.
Proof. We use a reduction from 3SAT.
As in the proof of Theorem 2, let C be a set of clauses over a set of variables X. We let = {xi, xi |xi ∈ X} ∪ {, }.
Then, POS and NEG are deﬁned by
POS = {(, ), (, ), (, ), (, )} ∪ {(, xixi)|xi ∈ X} ∪ {(, li1 li2 li3)|li1 ∨ li2 ∨ li3 ∈ C},
NEG = {(, ), (, )} ∪ {(, xixi)|xi ∈ X} ∪ {(, )} ∪ {(, xi), (, xi)|xi ∈ X}.
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Intuitively, these strings are constructed so that  is aligned with xi in (, xixi) iff. xi is assigned to be true, and  is
aligned with lik in (, li1 li2 li3) only if lik is assigned to be true.
First we show that if C is satisﬁable then there exists a score matrix f (x, y) satisfying the conditions of Problem 5
for = 1. We deﬁne f (x, y) by
• f (, ) = f (, ) = 1 and g = −1,
• f (, xi) = 2 and f (, xi) = −2 if xi is true,
• f (, xi) = −2 and f (, xi) = 2 if xi is false,
• f (x, y) = −1 for the other pairs (x, y).
Then, it is easy to see that the conditions are satisﬁed.
Next, we show that if there is a score matrix satisfying the conditions of Problem 5, there exists a truth assignment
satisfying all the clauses in C.
From (, ), (, ) ∈ POS and (, ) ∈ NEG, we have g < 0 and g <f (, ). Similarly, we have g <f (, ).
From opt(, xixi)>opt(, ) and opt(, xixi)<opt(, ), either f (, xi)> f (, )> f (, xi) or
f (, xi)< f (, )< f (, xi) must hold for each xi . Then, we construct an assignment to X by:
xi is true iff. f (, xi)> f (, ).
Since opt(, li1 li2 li3)> opt(, ), f (, )> f (, lj ) and f (, )> f (, lj ) for all j, f (, lk)> f (, )must
hold for some k ∈ {i1, i2, i3}. Therefore, we can satisfy all the clauses. 
This result is interesting because this general case can be solved in polynomial time if alignment results are given
[2]. It is not yet known whether Problem 5 is NP-hard for a ﬁxed alphabet.
5. Concluding remarks
In this paper, we have shown that derivation of a PSSM is NP-hard in general but is polynomial time solvable if
the size of the PSSM is bounded by a constant. We also presented hardness results for derivation of multiple PSSMs
and related problems. Development of approximation algorithms for the NP-hard problems and development of faster
algorithms for derivation of bounded-size PSSMs are important future work.
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