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SUMMARY 
In many parts of mathematics extension theorems play an important role. 
To name only a few of them the existence of maximal ideals and algebraic 
closure in algebra, Tietze's extension theorem in analysis and geometry, 
the theorem of Hahn-Banach in functional analysis, Sikorski's theorem in the 
theory of Boolean algebras. General extension theorems are rare and their 
importance is not seldom two-sided. Firstly, they make mathematical life 
easier because they are often applicable. Secondly, they may characterize 
interesting properties of the objects in consideration. 
To be more concrete, let us consider Tietze's extension theorem. 
It actually happens quite often that a bounded continuous function on a closed 
subset of, for instance, a metric space appears in problems. On the other hand, 
the property that every bounded continuous function on any closed subset of a 
topological space can be extended to the whole of this space, characterizes 
normality. 
Similarly, the theorem of Hahn-Banach occurs in everyday life of a 
mathematician doing functional analysis. The question arises naturally, to what 
extent the arguments of its proof can be generalized. This question has 
resulted in, for instance, a characterization of spaces of continuous functions 
on extremally disconnected compact Hausdorff spaces (see [29 I and [SlJ). 
The second aspect of extension theorems is even more apparent in the 
analogue of the Hahn-Banach theorem in non-Archimedean functional analysis. 
The concept of a spherically complete field, which existed long before 
(see ΓΟΟ"]), is really clarified by this extension theorem (theorem 4.10 in ¡62]). 
In the theory of Riesz spaces and more in particular in the theory of 
Banach lattices much has been done in the area of extending positive linear maps 
(see, for instance, [121, [16l, [331, (39], UdJ, foil). 
In contrast, verv little is known about extending Riesz homomorphisms. A reason 
for this might be the following: Riesz homomorphisms simply do not occur as 
often as positive linear maps. In the language of the above one could say that 
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theorems about extending Riesz homomorohisms are less applicable. 
As far as I know, two general extension theorems for Riesz homomorphisms exist, 
apart from more special results like in Γ55] (theorem 19.9), L80] and [A,B;3j 
(theorem 23.16). The first one is due to Luxemburg and Schep [48J and 
independently to Lipecki Г43І. It is the following surprising analogue of the 
theorem of Hahn-Banach. 
THEOREM (A) . 
Suppose E is a Riesz space and F is a Dedekmd complete Riesz space. 
If I is a majorizing Riesz subspace of E (i.e. for every g e E there 
exists f ε I such that f > |g|) and φ I -+ F is a Riesz homomorphism 
then there exists a Riesz homomorphism Φ E •* F such that Φ, = φ. 
The second one, quite different in nature, can be found in LF;24"1. 
THEOREM (B) . 
Suppose E and F are Riesz spaces and I с E IS an order dense Riesz 
subspace. If φ: I -^  F is an order continuous Riesz homomorphism 
such that for each χ e E 5ир{ф (у) | yf[ü,x]f)l} exists in F then 
φ has an extension to a Riesz homomorphism E •* F. 
The difference in nature between the above two theorems may best be explained 
by looking at their proofs. The extension in theorem (B) is provided in one 
formula. The extension in the theorem by Luxemburg and Schep is made step by 
step (and uses Zorn's lemma) . 
In this thesis the extension theorems will be like theorem (B). 
In ГР,24І,ОП several occasions, one can see that theorem (B) is a rather 
applicable theorem. On the other hand, as far as I know, the theorem does not 
characterize anything. The extension theorems that will be encountered in this 
thesis very often characterize a Riesz space property. However, it is true 
that one will not find applications of them in this thesis. 
Frequently, the properties that are characterized by extension theorems 
will be completeness properties. Sometimes we will leave the path of linking 
(completeness) properties with extension theorems, attracted by either a 
(completeness) property or an extension theorem alone. But always, looking at 
one of the phenomena, the other will be in sight. 
In all cases the investigation of a completeness property emerges from 
considering an extension theorem. 
Now let us take a closer look at the situation in which we will be interested. 
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Generally spoken, the extension problem asks the following question. 
Suppose Ε,Γ are Riesz spaces, I с E is an ideal (i.e. if g e I and 
|f I < g then f € I) and ψ. I •+ F is a Riesz homomorphism. 
Does there exist a Riesz homomorphism Φ. E •* F such that Φ. = φ 9 
Without restrictions on φ, even if F = IR, the answer may be 'no', unless E 
is of a particularly simple form. Why not blame φ for this result and ask for 
continuity restrictions on φ such that an answer will be more positive'5 
We consider five continuity properties that a Riesz homomorphism defined 
on an ideal may have and which are necessary for the existence of extensions 
In chapter I we define a continuity property named e-continuity (definition 1 
of chapter I). An investigation of the extension problem for e-continuous 
maps φ leads to a characterization of Dedekind completeness (corollary 11 of 
chapter I) and of boundedly laterally complete spaces (theorem 15 of chapter I). 
In the same chapter two other continuity properties (m-continuity and o-continuity) 
are introduced (definition 7 of chapter I) leading to similar characterizations 
(corollary 11 and theorem 15 of chapter I). 
Chapter II starts with the definition of the fourth continuity property, 
c-continuity (defintion 1 of chapter II). One of the results is a characterization 
of spaces which are boundedly laterally complete and have the lateral boundedness 
property (definition 10 and theorem 14 of chapter II). 
The lateral boundedness property is one of the attractions that makes us leave 
the path of characterizations. It is a fact that quite often from the investigation 
of the extension problem 'lateral' properties appear. This is perhaps not a 
surprising fact, as we are dealing with Riesz homomorphisms, maps that preserve 
dis]ointness. However, inevitably it makes us wonder whether we cannot leave 
out the word 'lateral' in the properties that appear, without changing the 
properties.In the main theorem of chapter I (theorem 15) we felt no need to 
ask this question explicitly because an answer would immediately follow from 
a theorem by Veksler and Geiler (theorem 5 of chapter I). In chapter II the 
situation is more complicated. It takes some effort to give an example of a 
boundedly laterally complete space with the lateral boundedness property but 
without the boundedness property (example 13 of chapter II). 
Chapter III is dedicated to an intrinsic topology on Riesz spaces, named 
the uniform topology, which will give rise to the fifth continuity property. 
This topology was (independently) discovered by several authors around 1956 
(e.g. see [28], [53], [65]). Because it is not at all clear what this topology 
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looks like in specific cases, we show that in reasonable function spaces (so 
called completely ordinary function systems) it coincides with the topology 
of uniform convergence on compact subsets of the spectrum (theorem 4 of chapter 
III). A few results which are known (from Γ74] and [61]) are derived with the 
aid of this topology (theorem 10 and corollaries 11,12 and 14 of chapter III). 
The end of chapter III contains useful information about the uniform topology 
and forms a bridge to chapter IV, which discusses the influence of this 
topology on the extension problem. The corresponding continuity property 
(definition 2 of chapter IV) is named u-continuity. Theorem 4 of chapter IV 
shows that gradually our observations became more involved e-continuity => 
га-continuity =» o-continuity => c-continuity => u-continuity . 
The completeness property involved seems to be the lateral Levi property 
( (LLP) ) (definition 10.1 (1) of chapter IV). In contrast to the main theorems 
in chapter I and in chapter II, the main theorem (theorem 11) in chapter IV 
is still incomplete. However, some fascinating questions follow from that 
theorem. For instance, how is topological completeness involved7 What is the 
connection between the lateral Levi property and the Levi property9 Something 
more about this can be found in chapter V and in chapter VI. 
Under assumptions that are not unreasonable (e.g. Fatou-like properties) we 
are able to characterize Levi spaces with the aid of extension of u-continuous 
Riesz homomorphisms (theorem 9, examples 9.1, 9.2 and 9.3, proposition 15 of 
chapter IV). 
Chapter V asks whether the lateral Levi property implies the Levi property. 
This is the analogue of a similar question m chapter II (leading to example 
13 of the latter chapter). It is intriguing to the author that, in spite of 
example 13 of chapter II, he could not find an example of a Riesz space with 
the lateral Levi property but without the Levi property, unless he assumed the 
existence of measurable cardinals. 
In chapter VI we show that an AM-space having the lateral Levi property 
and a rather weak Fatou-like property has the Levi property. The chapters V 
and VI are very much based on results from [25l. In general, the two chapters 
ask more questions than they answer. 
In chapter VII we return to the straightforward path of linking completeness 
conditions with extension theorems. A characterization of spaces of continuous 
functions on F-spaces sheds some light on interesting spaces, named oA-spaces 
(definition 1 of chapter VII). For uniformly complete Riesz spaces 'aA' (a 
lateral property) coincides with 'having the σ-interpolation property' (theorem 6 
of chapter VII). The place of oA-spaces in the scheme of completeness 
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and projection properties is discussed in theorem 10, hypothesis 11 and 
theorem 12 of chapter VII. Theorems 14 and 17 of chapter VII connect extension 
theory with σΑ-spaces. 
18 to 30 of chapter VII study the role of с as the final space in the extension 
problem. This brings into interest some spaces like anti-compact topological 
spaces (definition 26 of chapter VII) and topological spaces without non-trivial 
convergent sequences et al. . 
It should be noticed that chapter VII also contains a very important technical 
lemma (lemma 19), involving a representation of continuous Riesz homomorphisms 
on ideals of C(X) and with values in C(Y), which will play a central role in 
chapter VIII. 
Chapter VIII could be called the most extension-like chapter of this thesis. 
The central result in it says that for every compact metrizable space X and 
every compact F-space Y (C(X),C(Y)) has any of the extension properties 
(corollary 12 of chapter VIII). There are several ways in which this theorem 
can be improved. Not believing in measurable cardinals most of the theorem 
remains true with 'X is metrizable' instead of 'X is compact and metrizable' 
(theorem 23 in chapter VIII). Furthermore, the theorem remains true if we 
replace 'X is compact and metrizable' by 'X is realcompact and perfectly normal' 
and 'Y is a compact F-space' by 'Y is basically disconnected and compact'. 
Furthermore we may replace C(X) by any separable Banach lattice (theorem 17 of 
chapter VIII). 
The main technique m chapter VIII is 'simultaneous extension of continuous 
functions' based on articles by Kakutani Г38], Arens Г4І, Dugundji [181 and 
Michael Г50]. The main source of inspiration for the latter theories is 
Tietze's extension theorem. 
Chapter IX contains some information about projective properties. For 
instance, one might ask what sets X have the property that for every Riesz space 
F and every ideal I с IR , every e-continuous Riesz homomorphism I •+ F can be 
extended to a Riesz homomorphism IR -»-F. Questions like this can be troublesome 
(theorem 2 of chapter IX). For all continuity properties except e-continuity, 
projectors (Riesz spaces E such that for all Riesz spaces F and every ideal 
I C E , every continuous Riesz homomorphism I -+ F can be extended to a Riesz 
homomorphism E •* F) are rare (theorem 6 of chapter IX) . Allowing only 
uniformly complete final spaces the situation changes a bit (theorem 8 and 
corollary 9 of chapter IX). 
IN 
Furthermore, special attention is paid to IR as the final space (18 to 22 of 
chapter IX). 24 to 27 of chapter IX discuss the behaviour of the extension 
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p r o p e r t i e s under products and q u o t i e n t s . 
Propos i t ion 29 of chapter IX i s added to keep the reader from thinking that 
completeness of the f i n a l space i s the only thing t h a t m a t t e r s . 
-The. author thanki Vn.. C.B. HiLLjimavU ^ок beò сояЪ&іисЛлліг. сЛлХ-ссллт duJu-nq 
the. WuJxng U{¡ tíiu, thu-ub,-
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SOME NOTATIONS 
The cardinality of a set A is denoted by card(A). 
N. stands for the first uncountable cardinal, N stands for the second 
uncountable cardinal. 
The natural numbers are denoted by IN, the integers by Ж , the real numbers 
by IR. 
If A is a set and an equivalence relation in A is given then a denotes the 
equivalence class represented by the element a of A. 
с (A) = {f e IR I f(a) = 0 for all but finitely many a f A}. 
к(A) = {f e IR | there exists с с IR such that f(a) = с for all but finitely 
many aeA}. 
If E is a Riesz space and f с E then (f) = {g e E| there exists aeIR such 
that lg| < α|f|}. 
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CHAPTER О 
INTRODUCTION 
О.1 What is a Riosz space? 
Let E be a real vector space. If a partial ordering, S, in E has the following 
properties 
(1) if f,g •· E and f - g, then f + h ' g + h for ail h r E 
(2) if f '. E and f 2 0, then af > 0 for all a f IR, a i 0 , 
then (Ε,<) is called an ordered vector space. If ; is a lattice ordering as 
well, we say that (E,£) is a vector lattice. It is customary to speak about 
'the vector lattice E' without reference to the particular ordering in 
consideration. 
Let E be a vector lattice. 
E denotes {f f ЕІ f a 0}. The least upper bound of the subset {f,g) of E is 
denoted f ν g, its greatest lower bound f л g. 
For f,g,f ,f,,... e Ε we have the following list of abbreviations. 
f ν 0 = f+ 
f л 0 = -f" 
f ν -f = Ifl 
f > 0 means f > 0 and f * 0 
f l g means Ifl л |g| = 0 
f + f means, for all η e IN f '-f , and f = sup{f | η <_ IN} 
η η n+1 ^ η 
f i f means,for all η e IN f ' f , and f = inf{f Ι η с IN} 
η η η+1 η 
+ 
Ε is called an Archimedean vector lattice if for all f £ E we have 
i n f ( n ~ f i n e IN} = 0 . 
Beyond the next alinea 'Riesz space' will be another name for 'Archimedean 
vector lattice'. This is not quite according to the usual usage of these words. 
15 
In fact, it is quite generally accepted that 'Riesz space' is an equivalent 
of 'vector lattice'. However, Archimedean vector lattices bear many important 
and useful properties which are absent in non-Archimedean vector lattices. 
Some of these properties turned out to be good tools for the investigations 
in this thesis. For reasons of convenience I decided (with apologies to the 
uneasy reader) to use 'Riesz space' instead of the more proper 'Archimedean 
vector lattice'. 
There are many textbooks on the theory of vector lattices. Our standard 
reference books will be Γΐ,,Ζ,·47] and [dJ,vR;37]. Other books that give a 
good view of the theory or a particular branch of it are ГА,В;3_|, Г ;76], 
[P;56l, L F ; 2 4 ] . 
Many vector spaces are in a natural way Riesz spaces. For instance, the 
space of continuous functions on a topological space is a Riesz space under 
pointwise ordering. Other examples are the spaces of equivalence classes 
of integrable functions on a measure space. 
From now on E will denote a Riesz space. 
A linear subspace I с E is called a Riesz subspace of E if for all f,g с I 
f ν g e ι (and hence f л g e I). 
A linear subspace I с E is called a (Riesz) ideal if for all f e l and all 
g с E Ig I < If I implies g f I. 
Every ideal is a Riesz subspace. 
An ideal I <- E is called a band if it follows from А с i, A * 0, f e E and 
f = sup A that f £ I. 
It easily follows that every band, ideal or Riesz subspace of E is itself a 
Riesz space. If I is an ideal in E then E/l can in a natural way be given 
the structure of a vector lattice (definition 2.8 in [dj,vR;37І), which 
however need not render it a Riesz space structure. For a band В С Е , E/B IS^ 
a Riesz space under the natural ordering. Thus, the reader is asked to be 
alert whenever the operation 'quotient' occurs. 
We do not wish to say very much about the elementary properties of Riesz 
spaces. However, the following list with equalities and inequalities is 
frequently useful. 
0.2 For all f',f,g,g',h £ E and all λ e IR: 
λ > 0 implies λ(f ν g) = Xf ν Xg, λ(f л g) = Af л λα, 
(f V g) + h = (f + h) V (g + h) , (f Λ g) + h = (f + h) Л (g + h), 
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f = f + - f , f + л f" = О, 
f + g = fVg + f Ag, 
(f V g) Л h = (f Л h) V (g Л h) , (f Λ g) V h = (f V h) Λ (g V h) , 
IIfl - IglI < If - gl. If + gl < Ifl + Igl, 
Ifl л |g| = 0 implies If + gl = lf| + Igl = |f| ν |g|, 
|fvg - f'Vg'| < |f - f'| + |g - g'|. 
A Riesz subspace I с E is said to be an order dense Riesz subspace of E if for 
all f e E with f > 0 there exists g f I with 0 - g ί f. 
In the rest of this chapter F will be a Riesz space. 
A map T: E -+ F is called positive if for all f f E T(f) <- F . 
A linear map φ: E ->• F is called a Riesz homomorphism if for all f,g с E 
φ (f л g) = φ (f) л φ (g) (and hence φ (f ν g) = φ (f ) ν φ (g)). 
Abijective linear map which is a Riesz homomorphism is called a Riesz 
isomorphism. If φ: E •+ F is a Riesz isomorphism we say that E and F are 
Riesz isomorphic, notation E - F. 
A set А с E is order bounded if there exist £ ,t « E such that for all f e A 
f. < f S f_. A linear mapping Τ: E -* F is called order bounded if for each order 
bounded subset А с Ε Τ(A) is order bounded in F. 
An order bounded mapping π: E -»• E is called an orthomorphibm if it follows 
from f ι g in E that π(f) ig. 
Every positive linear map is order bounded, every Riesz homomorphism 
is positive, every positive orthomorphism is a Riesz homomorphism. Orthomornhisms 
will not explicitly be studied in this thesis. We stated their definition 
because positive orthomorphisms are Riesz homomorphisms and there exist 
some interesting extension theorems for orthomorphisms (theorem 19.9 in I 55 ], 
and I 801). There is an extensive literature on orthomorphisms. A good 
reference is [551. 
Write H(E,F) = {T: E > Fl Τ IS linear and for all f t E |T(f )l = I T( I f I ) I } . 
It follows that H
+
(E,F) := {T <· H(E,F) | Τ is positive} = {φ: E •* F| φ is a Riesz 
homomorphism}. Many theorems about extension of Riesz homomorphisms in this 
thesis can be used to prove extension theorems for order bounded members of 
H(E,F). This can be done because of the following theorem, whose proof can be 
found in [191. 
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THEOREM 0.3.0. For an order bounded linear maopinq T: E •* F the following are 
equivalent. 
(1) Τ e Η(E,F) . 
(2) There exist Τ ,T~ с Η (E,F) such that Τ = T + - Τ _ and Τ (f) = (T(f)) 
and Τ"(f) = (T(f))~ for all 0 < f e E. 
(3) There exists |т| f н (E,F) such that |T|(|f|) = lT(f)| for all f e E. 
Because of the above theorem order bounded members of H(E,F) might well be 
called real Ries¿ homomorphisms. 
0.4 The universal completion of a Riesz space. 
For any subset A c E we define A = {f e E| f 1 g for all g с A}. A is a band 
dd 
and A i" A . As we have said before, a Riesz space has some very useful 
properties which are absent in non-Archimedean vector lattices. One of these 
is the following (see theorem 4.3 of [dJ,vR,37j). 
PROPOSITION 0.5.0. For every Riesz space E and every band В с E we have В = В 
A Riesz space F is said to be laterally complete if for each nonempty disjoint 
+ 
subset А с F sup A exists. 
A Riesz space is said to be universally complete if it is Dedekind complete 
as well as laterally complete.(For the definition of Dedekind completeness 
see [dJ,vR;37l.) 
G is said to be the universal completion of E if it contains an order 
dense Riesz subspace which is isomorphic to E and G is universally complete. 
Using proposition 0.5.0 one can prove that the set of all bands of E in a 
natural way is a Boolean algebra whose Stone space can be used to find a 
universal completion for E (for the first see theorem 4.6 in rdJ,vR;37]). 
So, here we meet with another important aspect of Riesz spaces. 
THEOREM 0.5.1. (Maeda and Ogasawara) 
Every Riesz space has a universal completion. Furthermore any two universal 
completions are Riesz isomorphic. 
Sometimes we want to gain knowledge about a Riesz space via its universal 
completion. However, universal completions tend to be huge monsters. For that 
reason we are happy if we meet aspects of a Riesz space which, though at first 
18 
defined in terms of its universal completion, are not too complicated to be 
understood within the Riesz space itself. We discuss one of these aspects now. 
Suppose E is a Riesz space and G is its universal completion. How can we, 
in terms of E, understand G-boundedness of a subset of E' It is one of the 
many discoveries of D.H. Frcmlin which gives the answer. A nonempty bubset 
A C E is said to be dominable if for every u > 0 in E there exist к с IN and 
ν > 0 in E such that (ku - a) > ν for all a < A (see definition 23.9 in 
ГА,В
;
З]). 
+ 
Fremlin proves in I 25 I the following theorem about dominable subsets of Ε , 
which will be used several times in the next chapters. 
THEOREM Ü.5.2. The following statements about a nonempty subset A C E are 
equivalent. 
(1) A is dominable. 
(2) A is order bounded in G. 
More information about laterally complete spaces can be found in chapter 7 of 
ГА,В;3]. 
0.6 Some special Riesz spaces, spaces of continuous functions. 
Suppose E is a Riesz space. A norm ρ on E іь said to be a Riesz norm if 
p(f) ^ ρ(g) whenever If I á Ig I. If Ρ is a Riesz norm on E, then (E,p) is said 
to bo a Banach lattice if (E,p) is a Banach space. 
+ 
A norm ρ : E •* IR is said to be an M-norm if for all f,g <_ Ε ρ (f ν g) = p(f)vp(y). 
If ρ is an M-norm and (E,p) is a Banach lattice, then (E,p) is said to be 
an AM-space. 
AM-spaces have much to do with spaces of the form C(X). We quote Kakutam's 
theorem (see theorem 16.6 in [dJ,vR;37 J). 
THEOREM. (S. Kakutam) 
For every AM-space E there exists a compact Hausdorff space X such that E is 
isometncally Riesz isomorphic to a norm closed Riesz subspace of C(X) . 
Important examples of Riesz spaces are spaces of the form C(X), where X 
is a topological space. In this section we take a bird's-eye view of those 
facts which are of use in the future. Our reference will be the ever-inspiring 
book rG,J;26j. 
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First of all a definition. A topological space X is said to be completely 
regular if it is Hausdorff and for every closed set А с χ and a t X *A there 
exists f с C(X) such that f, = 0 and f(a) = 1 (see page 36 of [G,J;26J). 
IA 
For studying the Riesz space structure of spaces of continuous functions, 
completely regular topological spaces suffice thanks to the following theorem 
(theorem 3.9 in [G,J;26]). 
THEOREM 0.6.1. For every topological space X, there exist a completely regular 
space Y and a continuous mapping τ of X onto Y such that the mapping g •+ д°т 
(g e С (Y)) is an isomorphism of С(Y) onto С(Χ). 
The theorem tells us that if we can prove that some lattice property 
holds for all C(X) with X completely regular then it holds for all C(X). 
The following extension theorems will be used frequently, usually without 
particular reference. We state them here because the first one started an 
important development in the theory of extending certain operators. Part of this 
theory plays a role in chapter VIII. 
THEOREM 0.6.2. (Tietze) 
Suppose A is a closed subset of a normal space X and f is a bounded continuous 
function on A. Then there exists f e С(X) with f, = f. 
THEOREM 0.6.3. (Urysohn) 
For every compact set A in a completely regular space X and every continuous 
f: A •* IR there exists f e С (X) with f, = f. 
IA 
A maximal ring ideal M с С(X) is said to be real if the natural injection 
IR ->· C(X)/M is sur^ective. For a ring ideal (or a Riesz ideal) I с С (X) we 
denote nzfl] = {χ e x| f(χ) = 0 for all f e l } . 
We say that a ring ideal (or a Riesz ideal) I с C(X) is fixed if nz[l] * 0. 
X is said to be realcompact if every real maximal ideal in C(X) is fixed (see 
chapter 8 in rG,J;26]). 
For every completely regular space X there exists a realcompact space Y 
containing X such that X с γ is dense and such that every continuous function 
X -»· IR can be extended to a continuous function Y •+ IR. In fact Y is unique 
and it is named the realcompact!fication of X (or also Hewitt compactification 
of X) (see theorem 8.7 in [G,J;26]). The realcompactification of X is denoted 
UX. It easily follows that C(X) = C(uX). Thus it follows that for lattice 
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properties it suffices to consider realcompact and completely regular touological 
spaces. 
Something rather frequently encountered in the study of Riesz spaces is 
the measurable cardinal problem. 
Suppose X is a set. A {0,1}- а1иеа measure on X is a countably additive function 
defined on the set of all subsets of X assuming only the values 0 and 1. 
Such a measure μ is called non-trivial if μ(X) = 1 and μ({χ}) = 0 for all χ t X. 
If such a measure exists we say that X has measurable cardinal. If such a measure 
does not exist we say that X has non-measurable cardinal. In contrast with these 
names we think of measurable cardinals as those which are far away from our 
thoughts. The relation between realcompactness and measurability is the 
following (see 12.3 in rG,J,26l). 
THEOREM 0.6.4. A discrete space is realcompact if and only if its cardinal is 
non-measurable. 
It is easily seen that IN is realcompact. Hence IN lias non-measurable 
cardinality. Furthermore, if X has non-measurable cardinal then the set of all 
subsets of X has non-measurable cardinal (see 12.5 (ill) in Гс
г
Л;2б1). 
It is known that the existence of measurable cardinals cannot be proved within 
the axioms of usual mathematics (i.e. the Zermelo-Fraenkel axioms together with 
the axiom of choice and the continuum hypothesis) (see Г08'). 
Exorcises of [G,J;26] whose content we consider part of the theory are 
IH, 4J, 6M, 9H, 12H, 14N. 
0.7 Some special Riesz space properties. 
Theorem 25.1 in [L,Z;47] shows the relations between some very important Riesz 
space properties: 
Dedekind σ-completeiicsb 
Dedekind completeness Principal projection prop.. 
Projection property 
In the course of this thesis we will meet other completeness and projection 
properties which will result in the diagram on page 91. 
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Suppose σ e E . The sequence (f ) is said to converge g-uniformly to 
η nfIN — 
f £ E if there exists a sequence of positive numbers (r )
 T,T with e -»-0 such 
^ η neIN η 
that If - f I S ε q for all η e IN. This is sometimes denoted with f -* f (g) . 
η η η 
The sequence (f ) is said to converge relatively uniformly to f e E if 
η neIN á— — 
there exists g e E4" such that f •+ f (g). 
η 
In a similar way we define g-uniform Cauchy sequences and uniform Cauchy 
sequences. 
In a Riesz space every uniformly convergent sequence has a unique limit 
(Гь,г;47] theorem 63.2) . 
A Riesz space E is said to be uniformly complete if for every g e E every 
g-uniform Cauchy sequence has a g-uniform limit. 
A good feeling for the meaning of uniform completeness can already be obtained 
from the following theorem (Γΐ.,Ζ;47] page 280). 
THEOREM 0.7.1. For a Riesz space E the following are equivalent. 
(1) E is Dedekmd complete. 
(2) E has the projection property and is uniformly complete. 
A much used property of uniformly complete Riesz spaces is the following. 
PROPOSITION 0.7.2. Every principal ideal in a uniformly complete Riesz space 
is Riesz isomorphic to a C(X) (see theorem 45.4 in [ΐ,,Ζ;47Ί). 
0.8 Statement of the extension problem, exploration of the past. 
The author does not know of many theorems on extension of Riesz 
homomorphisms outside this thesis. For various reasons he believes their 
absence is understandable. First of all Riesz homomorphisms do not occur very 
often. Secondly, extension theory of linear mappings in functional analysis 
has its roots in the Hahn-Banach theorem and the natural result is an 
investigation of extension of positive linear mappings rather than Riesz 
homomorphisms. Thirdly, investigation of the proofs of extension theorems for 
positive linear mappings usually does not (immediately) yield extension theorems 
for Riesz homomorphisms (see for instance the remark in [S,68j on the Borsuk-
Dugundji theorem). 
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In this thesis we want to show that 'extension of Riesz horaomoiphisms' is 
a useful tool in understanding properties of Riesz spaces. Inspiration for 
extension theorems of this thesis lies more in extension theory of topology 
(for instance Tietze's theorem) than in the theorem of Hahn-Banach. 
Before we state the problem which will be the subject of this thesis we mention 
all theorems on extension of Riesz homomorphisms that we know of. 
Though we are primarily concerned with extension of Riesz homomorphisms on 
(Riesz) subspaces,we make one exception for the following very simple but 
useful theorem. 
PROPOSITION 0.8.1. If φ: E •* F is an additive map then there exists a unique 
positive linear map φ: E •* F such that Φ ι
 F+ = Φ- If Φ happens to preserve 
lattice operations then φ is a Riesz homomorphism. 
(For a proof see lemma 2.10 of [dJ,vR;37l.) 
Λη extension theorem which is an analogue of the Hahn-Banach theorem (and 
which can be proved along the lines of the proof of the latter) is the 
following theorem by W.A.J Luxemburg and A.R. Schep. It was published in I48J. 
Z. Lipecki proved the same theorem independently in Γ43Ι. Yet another proof 
was given by E.R. Aron, A.W. Hager and J.J. Maddon in г5|. 
THEOREM 0.8.2. Suppose E is a Riesz space and F is a Dedekind complete Riesz 
space. If I is a majorizing Riesz subspace of E (i.e. for every g e E there 
exists f f I such that f ¿ |g[) and φ: I •*• F is a Riesz homomorphism then 
there exists a Riesz homomorphism Φ: E -> F such that Φ. = φ. 
An example of an extension theorem which is not rooted in the Hahn-Banach 
tradition is the following by D.H. Fremlin (see 17B and 17C in [F;24]). 
THEOREM 0.8.3. Suppose E and F are Riesz spaces and I <- E is an order dense 
Riesz subspace. If φ: I •* F is an order continuous Riesz homomorphism such 
that for each f e E 5ир{ф(д)I 0 £ g S f, g с l} exists in F, then φ has 
an extension to a Riesz homomorphism E •+ F. 
It is good to point out the basic differences between theorem 0.8.2 and 
theorem 0.8.3. Order dense Riesz subspaces are at another end of the spectrum 
from majorizing Riesz subspaces. Furthermore, should we assume F to be Dedekind 
complete in 0.8.3 then the only remaining difference between 0.8.2 and 0.8.3 
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would be no continuity restriction on φ in 0.8.2 versus a continuity 
restriction on φ and a boundedness condition on φ in 0.8.3. 
Philosophizing over these differences we became interested in the following 
question. 
Suppose I,E and F arc Riesz spaces and I с E is an ideal. Suppose 
(*) furthermore that φ I • F is a Riesz homomorphism. Does there exist 
a Riesz homomorphism I> E ->• F such that Φ. = φ 1 
In the following we will refer to (*) as 'the extension problem'. It turned out 
to be not very wise to consider all Riesz homomorphisms in the extension problem 
because of theorems like the following. 
THEOREM 0.8.4. For a uniformly complete Riesz space the following are equivalent. 
(1) For every ideal I с E and every Riesz homomorphism φ I •* IR there 
exists a Riesz homomorphism Φ E -> IR such that Φ. = φ. 
(2) Every princiDal ideal of E is isomorphic with the space of locally 
constant functions on a compact topological space. 
(3) There exists a set S such that E is Riesz isomorphic to the space of 
all functions on S with finite support (c (S)). 
A proof of the above theorem can be given by combining theorem 61.4 of 
[L,Z,47] and theorem III.9 of [86] with easy arguments. 
Our aim is to prove extension theorems presuming certain continuity 
properties for φ. Contrary to the continuity condition in 0.8.3 these continuity 
properties are not intrinsic for φ as a map I -*• F, but depend on the fact that 
I is a subspace of E. 
We feel that the following chapters give a first, rather general, view 
on the subject. Our theory is not able to give the answer 'yes' or 'no' for 
every triple of Riesz spaces I,E,F and every φ: I •* F. It is able to give 
some interesting insight in properties of Riesz spaces. 
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CHAPTER I 
e-COKTINUITY AND e-EXTENSORS 
In the extension problem we will start considering the following continuity 
condition on φ. 
DEFINITION 1. Suppose we have three Riesz spaces I,E and F and I is an ideal 
in E. Assume furthermore that φ I • F is a Riesz homomorphism. φ is said to 
be e(I,E,F)-continuous (or in short, e-continuous) if there exists a positive 
linear map Τ E -> F such that T. = φ. 
The corresponding extension property for pairs of Riesz spaces is the following. 
DEFINITION 2. A pair of Riesz spaces (E,F) is said to have property (el) if 
for every ideal I C E and every e-continuous Riesz homomorphism φ I -*· F there 
exists a Riesz homomorphism Φ E •+ F such that Φ. = φ. 
DEFINITION 3. A Riesz space F is said to be an e-extensor if (E,F) has property 
(el) for all Riesz spaces E. 
Concerning definition 1 we notice that we may as well give up trying to find 
an extension of a given Riesz homomorphism if we are not able to come up with 
a positive extension. In this thesis that idea is an example of a general 
attitude towards continuity conditions for Riesz homomorphisms defined on ideals. 
We consider them to be interesting if they are necessary for the existence of 
extensions. 
An important notion m this and the following chapter is defined in definition 4. 
DEFINITION 4. A Riesz space F is said to be boundedly laterally complete if 
every disjoint order bounded subset of F has a supremum. 
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For example, every Dedekind complete Rresz space is boundedly laterally 
complete. There are several places in the literature where the reader can 
find examples of boundedly laterally complete Riesz spaces which are not 
Dedekind complete. (cee for instance [A,B;3] or [80].) An easy example is the 
space of all equivalence classes of bounded, countably valued and Lebesgue 
measurable functions on [0,1]. In some way the following theorem tells us that 
the notion offers us a possibility to check whether a Riesz space is Dedekind 
complete, if we know that it is uniformly complete. The theorem originally is 
due to A.I. Veksler and V.A. Geiler [75]. A more transparent proof was furnished 
by S.J. Bernau in [8]. 
THEOREM 5. A Riesz space F is Dedekind complète if and only if F is uniformly 
complete and boundedly laterally complete. 
It should be noticed that another name for boundedly laterally complete spaces 
is in use. Some people use 'disjoint complete' instead. 
In search for e-extensors in the class of all Riesz spaces we make the 
following remark. 
PROPOSITION 6. If F is an e-extensor then F is boundedly laterally complete. 
Proof. The set of disjoint subsets of F , majorized by a fixed g e F , is a 
partially ordered set m which each chain has an upper bound. According to Zorn's 
lemma we can find a disjoint set {f.l λ ^ Λ}, maximal with the property of being 
majorized by g. We will show that this set, named A hereafter, has a supremum 
if F is a e-extensor. To prove this,we assume that Λ is infinite. Define к(Л) 
to be the Riesz space of those functions f :Л -> IR, for which there are a finite 
subset Δ of Л and a real number с such that f,,. , = с. The number с naturally 
|Λ\Δ 
belonging to an element f of к(Л) according to this definition will be written 
as ft"). Furthermore, с (Л):= {f e к(Л)| f - 0 outside a finite set}. 
Define ф-с (Л) ->• F by φ (f) = Σ f (λ) f . In this way we have defined a positive 
λεΛ 
map which is a Riesz homomorphism because A is a disjoint set. 
Now define S:k(A) -> F by S(f) = φ(ΐ - f (») 1 ) + f M g for ff к (Λ) . Using 
the fact that g > f for all λ f Λ it is easily seen that S is a positive linear 
map. Because S. = φ it follows that φ is e(с (Λ) ,к(Λ),F)-continuous. 
I
 0 0 ш 
Therefore, there exists a Riesz homomorphism Ф:к(Л) -* F which extends φ. 
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It follows that $(f) = *(f - f(~)l,) + f(~)0(l,) for all f с к(Л). Define 
y
 Л Л 
f
n
 = Ф(1,) л g. Remark that f > f, for all λ € Л. 
и л и л 
Because Φ is a Riesz homomorphism it follows that for all λ с Л we have 
ІФ(1,) - 2f,I = ІФ(1. - 21)1 = Φ(Ι,) . We claim that f is the supremum of A. 
Λ λ Λ λ л υ 
For suppose it is not and let f be an element of F such that f. ä f for all 
λ f Λ, while f. л f < f Because (f
n
 - f.) л f = 0 for all λ e Л, we find 
υ 1 U U 1 λ 
(f
n
 - (f„ л f )) л f = 0 for all λ с Л. This contradicts the maximality of A 
0 0 1 A 
because 0 < f - (f0 л f χ ) < fQ < q. 
From here it would easily follow that F is boundedly laterally complete 
if it has a weak order unit. In the general situation we follow another 
procedure. Suppose {f,l λ r Λ} is a disjoint set in F bounded by q " F . If it 
is maximal with the property of being majorized by g we are done. If not, take 
a collection {f Ι μ e Τ), pairwise disjoint, such that f. л f = 0 for all 
Ρ л μ 
λ с Λ and μ - Γ. Sur-pose furthermore (using Zorn's lemr a enee more) that 
{f ! μ t Г} is maximal with respect to the latter property. 
Define ф: с„„(Л и Г) -> F by *(f) =,I,fU)f, + l„E(v)f . Using similar 00 АеЛ Л vcT μ 
arguments as in the first part of this proof we find that,because (к(Л) Φ с (Γ),F 
has property (el), we can extend φ to a Riesz homomorphism Ф: к(Л) ® с (Г) ->• F 
and Ф(1 ) = supífj λ s Λ}. 
Ne introduce some other continuity properties, though their m a m uses will 
come in subsequent chapters. 
DEFINITION 7. Suppose we have three Riesz spaces I,E and F and I is an ideal 
in E. Assume furthermore that φ: I -* F is a Riesz homomorphism. φ is said to 
be m(I,E,F)-continuous (or in short, m-continuous) if there exists a positive 
linear map Τ: Ε -ν F such that T. > φ. 
φ is said to be o(I,E,F)-continuous (or in short, o-continuous) if for all 
f f E {ф(д)I g e I, 0 < g < f} is order bounded. 
DEFINITION Θ. A pair of Riesz spaces (E,F) is said to have property (ml) 
if for every ideal I <= E and every m-continuous Riesz homomorphism φ: I •+ F 
there exists a Riesz homomorphism Φ: E •+ F such that Φ, = φ. 
(E,F) is said to have property (ol) if for every ideal I C E and every 
o-continuous Riesz homomorphism φ: I -»- F there exists a Riesz homomorphism 
Φ: E •+ F such that Φ. = φ. 
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Obviously, every e-continuous map is m-continuous and every m-continuous 
map is o-continuous. So,trivially, we have 
PROPOSITION 9. If (E,F) has property (ol) then (E,F) has property (ml). 
If (E,F) has property (ml) then (E,F) has property (el). 
Property (ol) is interesting at the moment because of the following theorem. 
THEOREM 10. Suppose F is a Dedekmd complete Riesz space. Then for all Riesz 
spaces E, (E,F) has property (ol). 
Proof. Suppose E is a Riesz space and I is an ideal in E. Let φ: I -> F be an 
o-continuous Riesz homomorphism. For every f e Ε , {φ (g) I 0 < g < f, g f l} 
is order bounded in F. We define for every f e E , f = зир{ф(д)I 0 < g < f,g с i}. 
The reader will find no problem in verifying that 
+ * * * 
(1) for all f and g in E (f + g) = f + g , 
(2) for all f f E and all α e IR + (af)* = af , 
(3) for all f and g in E f Л д = 0 a s soon as f л g = 0, 
(4) for all f e I we have f = φ(f). 
ösing proposition 0.8.1. we find a Riesz homomorphism Φ : E -> F such that 
Φ(f) = f if f e I . It follows that Φ, = φ. 
Theorem 5, proposition 6, proposition 9 and theorem 10 lead to the following 
characterization of Dedekind complete Riesz spaces. 
COROLLARY 11. Suppose F is uniformly complete. Then the following are equivalent. 
(1) F is Dedekind complete. 
(2) F is an e-extensor. 
(3) (E,F) has property (ml) for all Riesz spaces E. 
(4) (E,F) has property (ol) for all Riesz spaces E. 
In order to prove that all boundedly laterally complete Riesz spaces are 
e-extensors, we need a little more information about them. This information is 
collected in the following two theorems. Theorem 12 is due to A.I. Veksler and 
V.A. Geiler. For a proof we refer to [75]. In fact,theorem 12 is the essence of 
the proof of theorem 5. 
THEOREM 12. If F is boundedly laterally complete then F has the projection 
property. 
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Closely related to this proposition is another characterization of 
boundedly laterally complete Riesz spaces. Suppose F is a Riesz space and G is 
the universal completion of F. By the Maeda-Ogasawara representation theorem 
we know there exists an extremally disconnected space X such that G a^o С (X) 
are Riesz isomorphic. We identify the image of F under this isomorphism with F. 
For each f " С (X) define W = {χ t X| there are a neighbourhood U of χ and 
f X 
g с F such that f, = g ι }. In this situation we have the following theorem. 
χ lU xlU 
χ χ 
от + 
THEOREM 14. If F is boundedly laterally complete, f с С (X) such that W is 
dense in X and there exists a g e F with f < g, then f с F. 
cc + 
Conversely, F is boundedly laterally complete if for all f б С (X) the following 
are eguivalent. 
(1) W is dense in X and there exists g f F such that g > f. 
(2) f e F. 
Proof. I leave the straightforward verification of the second statement to 
the reader. 
To prove the first statement, let us assume that F is a boundedly 
laterally complete Riesz space. We will first prove that, if g f F and U * φ 
is an open subset of X, then there exists a clopen subset V of U, V г 0, such 
that gl с F. Let U с X be open and g с F .Because F is order dense in С (X) 
there exists an h г F such that 0 < h < 1 . Define V - clo{y с x| h(y) * 0} 
and notice that gl is the image of g under the projection onto the band 
generated by h in С (X). From theorem 12 we know that F itself has the projection 
property. Combining the fact that F has the projection property with the order 
denseness of F yields that gl с F. 
CO + .(-
Now suppose f e C (X), f i g e F and W is dense in X. Choose A to 
be a maximal collection of clopen pairwise disjoint subsets of X such that 
fi e F for all U e A (by Zorn's lemma). Using the result of the first part 
this proof it follows that u.U is dense in X. Define h = F-sup{flt I U с A}. 
со CO 
Because F is a normal subspace of С (X) we find that h = С (X)-sup{fl I U f 
Thus h = f on a dense subset of X and thus h = f FF. 
The above theorem is reminiscent of the (easy) fact that a Dedekind complete 
Riesz space is an ideal in its universal completion. Theorem 14 turns out to be 
a key to the characterization of e-extensors in the class of all Riesz spaces. 
29 
THEOREM 15. The following are equivalent for a Riesz space F. 
(1) F is an e-extensor. 
(2) (E,F) has property (ol) for all Riesz spaces E. 
(3) (E,F) has property (ml) for all Riesz spaces E. 
(4) F is boundedly laterally complete. 
Proof. After the foregoing (propositions 6 and 9) the only remaining implication 
to be proved is (4) ·* (2) . 
Suppose F is boundedly laterally complete. Let E be a Riesz space, I C E 
an ideal and φ: I -> F an o-continuous Riesz homomorphism. 
Let X be an extremally disconnected compact Hausdorff space such that F is an 
00 
order dense Riesz subspace of С (X) (Maeda and Ogasawara's representation 
theorem) . Take any f e E . By the o-contmuity of φ we know that 
{φ(3)Ι J с [0,f] η 1} is order bounded in F and hence in С (X). Define for each 
χ € X g(x) = зир{ф(])(χ)I j r [0,fl η l}. The preceding remark shows that g 
is finite almost everywhere and even that almost every point of X has a 
neighbourhood on which g is bounded. Define 
X = {x c X[ there exists a neighbourhood of χ on which g is bounded} 
and X = {x f X| there exists ] e I such that ф(з)(х) > 0}. 
Clearly X is open and g Ξ 0 on X\clo(X ). Furthermore Χ и X\clo(X ) is 
dense in X. We will now show that for <Hf) := C°° (Χ) -Ξυρ{φ ( j) I j I P [O.f]} 
we have W-.,, D (Χ и X\clo(X-)) η X, (where the notation WT ,
 r
, is as introduced 
φ(f) U U 1 φ(f) 
above theorem 14). Thus, suppose at Χ η X . Choose j t I, ] > 0, such that 
Ή].) (a) * 0. By multiplying j with a large enough scalar we may assume that 
for a clopen neighbourhood W of a we have φ(] )1 > sup{g(x)Ι χ г w}1 . 
Now f л j e i n [0,f]. Using this, the particular choice of j and the way in 
which we take suprema of order bounded sets in С (X),we derive the following. 
For all χ с W : 
g(x) > [φ(ί л j )l(x) > [ sup ф( 3 л ] ) (χ)] = 
^[0,f]nl U 
[ sup Ф(])](х) л φ(] )(χ) > gtx); thus а с WT,^. . 
3iln[0,f] 0 * ( f ) 
If we take a e X\clo(X.) η X the situation leads to а г W-, _. more simply, 
и ι ^ φ ( f ) 
because we have 9 |
χ
\ - 1 ο ( χ > =
 0
- Also, φ(f) is dominated by any upper bound of 
{φ(])| D « I η [0,f]} in F. The first part of theorem 14 tells us now that 
φ(ί) с F. We leave it to the reader to extend f •+ φ(ί) (f t E ) to a Riesz 
homomorphism φ : E ->· F such that φ . = φ, by usinr proposition 0.8.1. 
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The situation in proposition 6 was rather algebraic because we allowed all 
spaces F to appear. Non-umformly complete Riesz spaces like с (Λ) turned 
out to be helpful. If we lived in the world of Riesz spaces of the form C(X) 
only, the following theorem would be a reflection of proposition 6. 
THEOREM 16. Let Y be a completely regular topological space. Suppose that 
(C(X),C(Y)) has property (el) for all topological spaces X. Then C(Y) is 
Dedekmd complete. 
Proof. Suppose Y is a non-empty closed subset of Y and define Y = Y\YQ· 
Write E ={f г C(Y) I f. is constant } and I = {f C(Y)I f,
γ
 = 0}. 
Two points χ and y of Y are said to be equivalent (x ~ y) if and only if χ = y 
or χ and y are both in Y . Put X = Y/~. 
It follows that E is Riesz isomorphic to C(X). Obviously I is an ideal in E. 
Let g be a positive bounded continuous function on Y,. Assume g < 1 . 
Define φ I •* C(Y) by 
0 if χ f Y 
(Hf) (x) ={ 
f(x)g(x) if χ r γ 
For f e E we define f = f(у) for any у e Y. and 
f if x с Y 
S(f)(x) ={ 0 ϋ 
f(x)a(x) + f0(l - g(x)) if x Yj 
S is a positive linear map E •* C(Y) such that S, = φ. Thus φ is e(I,E,F)-
continuous and we are able to extend φ to a Riesz homomorphism Φ E -* F. 
Suppose y e Y . f -»· δ 0Φ(ί) is an e (Ι,E, IR)-continuous Ries? homomorphism on I. 
δ »Φ E -» IR is an extension of this Riesz homomorphism. In particular, for all 
—Y + ~ 
f f Ε , Ξυρ{δ οφ(ί) | f
 e
 [0,f] η l} < «>. It can be proved that there exists a 
Riesz homomorphism ψ· E •+ IR such that ψ(ί) = sup{ δ οφ(ΐ) I f r [0,f] η i} 
for all f € I. Also, if у с 2[g], we have ψ(£)(ν) = δ o*(f) for a U f E. 
У
 + 
Now suppose у / Z[gl. There exist a,a' e υΧ and λ ,λ ι IR such that 
δ »Φ = λ S and ψ = λ„δ ,. Using the fact tnat δ »Φ, * 0 it is not difficult 
У l a 2 a' ^3 У I I 
to see that a * a' would imply Ker(6 . ) * Кег(в ,, ), which is impossible. 
Thus for all у < Y and all f t E we have iji(f) (y) = δ »Φ (f) . In particular 
Φ(1 )(y) = g(y) for all y e Y , i.e. Φ(1
ν
) is an extension of g. 
A I X 
Thus Y is С -embedded m Y and thus every open subset of Y is С -embedded 
in Y. By exercise 1H.6 in [G,J,26l this means that Y is extremally disconnected. 
By exercise 3N.6 in [G,J,26] C(Y) is Dedekmd complete. 
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The counterpart of proposition б m R reads as follows. 
THEOREM 17. If F e R and (E,F) has property (el) for all E f R then F is 
uc f f j
 u c 
Dedekind complete. 
Proof. By theorem 0.7.1 it is sufficient to prove that F has the projection 
property. Therefore, to prove this, let В с F be a band. Define E = F Φ В and 
Τ: E ->• F by T(f,g) = f + g (fi F,g с В ) . Τ is a positive linear map. Define 
I = В ® В . I is an ideal in E and Τ, = φ is a Riesz homomorphism which is 
e-continuous. 
Therefore, there exists a Riesz homomcrphism Φ E -+• F such that Φ = φ. 
Define Ω F -* F by П(д) = Ф(д,0) (g e F) . It follows that n(F) с (в ) . 
This is again one of the moments that we encounter the assumption that all Riesz 
spaces in consideration are Archimedean. This means that (B ) = В (see 0.5.0.). 
2 
Thus, Ω F -> В and Ω = Ω. Denote by ι F -»• F the identity mapping. Suppose 
that not Ω < ι, i.e. for some f с F,Ω(ί) > f л n(f). Then, because 
n(f) - (n(f) л f) e В, 0 < n(f) - (Ω(ί) л f) = Ω(Ω(ί) - (Ω(ί) л f)) = 
Ω(ί) - Uif) л Ω(Γ) = 0 which is a contradiction. Now by theorem 24.5(iii) in 
[L,Z,47] it follows that В is a projection band. 
Remark. The above argument works also to prove that a boundedly laterally 
complete Riesz space has the projection property once we know theorem 15 (though 
admittedly the proof of theorem 15 heavily leans on the projection property). 
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CHAPTER II 
c-CONTINUITY AND C-EXTENSORS 
We now consider another kind of continuity in the extension problem. 
First of all three definitions. 
DEFINITION 1. Suppose we have three Riesz spaces I,E and F and I is an ideal 
in E. Assume furthermore that φ I -> F is a Riesz homomorphism. φ is said to 
be с(I,E,F)-continuous (or in short, c-continuous) if for any seauence (f 
η η IN 
in I with f -*• 0 relatively uniformly ir E,we have φ(ί ) -*• 0 relatively 
η η 
uniformly in F. 
DEFINITION 2.A pair of Riesz spaces (E,F) is said to have property (ci) if for 
every ideal I с E and every c-continuous Riesz homomorphism φ I •+ F there 
exists a Riesz homomorphism Φ E -*• F such that Φ, = φ. 
DEFINITION 3. A Riesz space F is said to be a c-extensor if (E,F) has property 
(ci) for all Riesz spaces E. 
We start with a rather simple but very instructive example on some special 
IN 
c-extensors in IR 
EXAMPLE 4. Suppose J с IR IS an ideal and J = { f r I R I f . c . c j } where 
f.CQ = {fg| g с с } (and fg(n) = f(n)g(n) for all η IN) J is an ideal in 
IR also. We want to prove that J is a c-extensor if and only if J = J. 
To start with the only-if part of this claim, suppose J is a c-extensor. 
Λ ζ
1 
What we have to prove is the inclusion J <= J. Equality of J and J then follows 
from the remark that J is an ideal. Let f f (J ) . Define φ с -> J by φ (h) = hf 
(h t с ). It is not self-evident, but true, that φ is с(c,c,J)-continuous. 
Because J is a c-extensor, there exists Φ с -* J such that Φ, = φ and Φ is a 
l c
o 
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Riesz homomorphism. Thus, Ф(1
тж
,) f J and Ф(1 „)(n) > Φ ( 1 . ,)(n) = f (η) for all 
IN IN {n} 
η e IN. This implies that f < Φ(1 ) and thus that f « J. 
Conversely, suppose J с J. Let I,E,F-J and φ be as in the extension problem. 
For any f с E and any η f IN define f (η) = зир{ф(а)(η)| q < f, q « i}. 
Suppose f (η) = « for some η e IN and f с E . For all к e IN we can find 
2 1 1 
g, с Ι η [0, f] such that g. (η) > к . Also -g s -f for all к e IN and thus, 
к к . κ κ κ 
because φ is с (I,Ε, J)-continuous, -ф(д ) -* 0 relatively uniformly in J, which 
is impossible. It follows that (n -v f (η)) e IR for all f e E . 
Let f ·- E . We will prove that f ε J. For all ι ^ IN choose 1 e I η [0,fl 
1 * + 1 
such that 1 < f and φ(1 )(ι) > -f (i). Take any h f с As for all ι с IN 
h(i)l < h(i)f we find that h(i)l -*- 0 relatively uniformly. By c-continuity 
of ф, Ыі)ф(1 ) •+ 0 relatively uniformly. So there exists a j e J such that 
Κ(ι)φ(1 ) < J for all ι f IN. Thus also h(i)f d) < 2](i) for all ι t IN and this 
1
 * Л * / * 
yields hf f J. By definition of J , f с J and by assumption f € J. The 
finishing touch is left to the reader. 
An application of example 4 is the following example to which we will 
return in a later section. 
EXAMPLE 5. For the moment let us call a subset A of IN small if 
-card(A η {1, . . . ,n}) -»· 0. 
Define F = {f e IR If has small support}. Clearly F is an ideal in IR 
and the procedine example shows that F is a c-extensor. 
Every c-extensor is boundedly laterally complete according to (Ch.I,15) 
and the following easy proposition which we give without proof. 
PROPOSITION 5'. If a pair of Riesz spaces (E,F) has property (ci) then (E,F) 
has property (ol). 
We have seen in the remark following definition 4 in chapter I that there 
exist boundedly laterally complete Riesz spaces which are not uniformly complete. 
An example is the space of all equivalence classes of bounded, countably valued, 
Lebesgue measurable functions on [0,1]. Thus, a c-extensor need not be in R , 
uc 
as it is not very difficult to show directly that the latter space is a 
c-extensor. To make our discussion somewhat more transparent we will first 
investigate what Riesz spaces from R are c-extensors. As a result of 
uc 
the theorem by Veksler and Geiler (Ch.1,5) and the remark preceding proposition 5' 
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this means that for some time in our search for c-extensors we will encounter 
Dedekind complete Riesz spaces only. A first step in the right direction is 
the following lemma which states that every universally complete Riesz space 
is a c-extensor. 
LEMMA 6. Suppose X is an extremally disconnected compact Hausdorff space. 
Then С (X) is a c-extensor. 
Furthermore, let I с E be an ideal and φ. I •+ С (X) a c(I,E,C (X) ) -
continuous Riesz homomorphism. Then there exists a Riesz homomorphism 
oo + 
Ф: E •* С (X) such that φ. = φ and for all f с E there is a collection of 
clopen subsets {v I t с τ} of X such that 
(1) V η V = 0 if t * t' . 
(2) For each t e Τ there exists h с I η [0, f] with 1 <" φ (h ) . 
t \ t t 
(3) For ail t Í T there exists η f IN such that Φ(f), = φ(f л nh ). . 
(4) . u V is a dense subset of {x € ХІ there exists h ' I such that 
ф(Ы (χ) * 0} =. Α. 
(5) * ( f ) l S c = 0. 
OD CO 
Proof. Suppose I c E is an ideal and φ: I -*• С (X) is a c(I,E,C (X) )-continuous 
Riesz homomorphism. We define A = {x t x| there exists g <• I such that ф(д) (χ) * 0} . 
The collection of all sets of characteristic functions in the ideal generated by 
oo 
φ(I) in С (X) is partially ordered by inclusion. Every chain in it has a maximal 
element. Choose, by Zorn's lemma, a maximal disjoint set {1 | s r S} in the 
00
 s 
ideal generated by φ(I) in С (X). 
Suppose χ ( A\ и U and V is an open subset of X containing χ but disjoint 
from и U . Then we can find g t I such that ф(д)(χ) > 1 which easily leads to a 
contradiction with the maximality of {!„ | s с s } . This shows that и U is a 
U S' S s 
_ s 
dense subset of A and hence и U = A. 
séS s 
For every s e S choose h r i such that 1 < φ(h ). 
+
 s и
ь
 Ξ 
If f с E and χ e X we define 1 (χ) = зир{ф(д)(χ)I g e [0,f] η i} and we remark 
that 1 (χ) г СО,»]. 
Let s e S. On U we can give a somewhat more tractable formula for 1, · 
s f 
І Л х ) = supU(f л nh ) (χ) I n e IN} for all χ e U -
t s s 
Indeed,take x e U . If 1 (χ) = ш then 1 (χ) л Еир{пф(Ь )(χ)| ne IN} » 
зир{пф(Уі ) (χ) I n e IN) = » - 1 (χ) . If 1 (χ) < » then 1 (χ) л 5ио{пф(Ь ) (χ) I n e IN} 
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1 (χ) also. This means that in either case 1 (x) = 1 (x) л 5ир{пф(Ь )(χ)| η с IN} = 
Бир{ф(д)(х) Л пф(Ь ) ( χ ) I n e IN, g e i n [ 0 , f i } = 5ир{ф(д л nh ) ( χ ) | n e IN, 
g e i n [ 0 , f ] } С Ξυρ{φ(ί л nh ) Сх) Ι η тІч} < 1
с
( х ) «'or a l l χ ' U . 
, ε i s 
We know t h a t η ( f л nh ) -*• 0 r e l a t i v e l y u n i f o r m l y w i t h r e s p e c t t o f. 
Ξ
 'h Because Ф i s c-contmuous i t follows t h a t η φ (f л nh ) £ с F with ε •*• О 
Ξ η Ξ η 
CD 
and F ί С (Χ). We will now prove that 
s 
1 (у) < °° and 1 is continuous at y, as soon as y U and F (y) < 
Therefore, take y c U such that F (y) < ".Then for all g f fO.f] η I we 
1 L Ь -U f 
see that Гп ф(д) л η ] (y) S Γη ФСд) A n"4(h ) ] (у) < e F (у) -»· 0. In this manner 
s η Ξ _ц ц 
we find an η e IN such that for all g e [0,fl η I we have η φ(g) (y) £ η , i.e. 
ф(д)(у) < n 0 and 1 (у) < ». 
Instead of doing this work at the point у only,we can do the same on a 
neighbourhood V of у on which F is bounded and which contains points of U 
only. Suppose V is я neighbourhood of y as in the preceding line. We then find 
an η IN such that for all g r i n [Ο,ί] and for all y' r V,n ф(д)(у') С η . 
Thus, 1 (у') = supUtgHy") л к ф ^ Н у ' ) ! kcIN, gfln[0,fl} = 
Е
ир{[ф(д) л п0ф(Ьв)](у') I gfln[0,f]} < φ(ί л n0hs)(y^) < Ijty'l. (**) 
We infer that l.i., = Φ(ί л nh ) , for some η e IN. In particular, 1 is 
continuous at y. We now define В ={x e X| there exists s f S such that F (χ) < <» 
s 
and χι U }. 
Ξ 
Β is an open dense subset of A and by the preceding arguments 1 is 
continuous on B. Thus we can extend 1 to a continuous function f e С (X) such 
that f |-
c
 = 0. Because ф(д). < f . = 1 . for g f I η [0,fl, it follows that 
f > ф(д) for all g r i n [0,fl. Also, if h ^ ф(д) for all g r i n [0,f] then 
f , and hence h s f . Therefore, f = 5ир{ф(д)| g r i n [0,f]}. By 
applying the usual procedure at a situation like this (0.8.1.) we extend the 
* + CO 
map f-*f ( f r E ) t o a Riesz homomorphism φ- E -»• С (X) such that Φ, = φ. 
So far we have proved that С (X) is a c-extensor. 
For the second part of the lemma, we take the Riesz homomorphism Φ which 
has Dcen constructed above. Suppose f с E . To prove (5) we refer to the 
construction. With the aid of Zorn's lemma again,we take a maximal collection 
of clopen subsets {V I t ε Τ} of X with (1),(2) and (3). The proof of (4),with 
the aid of the arguments that led to (**) on this page and the maximality of 
{V I t с T}, is left to the reader. 
Consider the following properties that a Riesz space Г "-av ]іч п. 
(Ι) F is boundedly laterally complete and F с R 
uc 
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(II) For every disjoint subset В of F the following are equivalent. 
(1) В is order bounded. 
(2) For any sequence (f ) , of elements of В and any sequence 
η ne IN 
(α )
 T,, of positive real numbers decreasing to zero, 
η ne IN 
a f -> 0 relatively uniformly. 
η η 
со 
Certainly Г (X) has (I) and (II) and we are going to prove that any Riesz 
space with (I) and (II) is a c-extensor. 
THEOREM 7. If a Riesz space F has the properties (I) and (II) then F іч a c-extensor. 
Proof. We have seen before that a Riesz space with (I) is Dedekind complete 
(Ch.I,5). Let С (X) (X extremally disconnected and compact) be the universa] 
00 
completion of F. By theorem 2.2 of ΓΑ,Β,3] we know that F is an ideal in С (X). 
Suppose we are dealing with the following instance of the extension problem : 
I C E 
F с С°°(Х) 
In this diagram I and E are Riesz spaces, I is an ideal in E and φ is a Riesz 
homomorphism. Denote again A = {x с ХІ there exists f e I such that φ(ί)(χ) * 0}. 
Let Φ be the extension of φ which was produced in lemma 6, such that for all 
f e E we have Φ(f),-
c
 = 0. Take any f " E . Choose a collection of clopen 
subsets {V I te τ} of X and a set of functions {h I t ^ т} с ι such that 
(I) - (5) of lemma 6 are valid. 
For all t с Τ we define f = f * 1 = <Kf)l (where f* = Ф ( Ш . 
CO 
Because F is an ideal in С (X) we see that {f I t ι T} с F. We will now apply 
(II) to show that {f I t e τ} is order bounded. Thus, suppose (a ) is а 
t ι if IN 
sequence of real numbers decreasing to zero. Let (f ) be a sequence of 
t leIN 
elements of {f | t e Τ}. 1 
01ft =
 a
1
f
*
l
v
 = "j.*^ л nt ht ^ < ^ 5 A "t ht ) ) ' <-*) 
1 ti 1 1 '-I 1 1 
As a (f л η h ) -*• 0 relatively uniformly in E (with respect to f) we know by 
ι ι 
c-continuity of φ that φ (oc (f л η h )) -»• 0 relatively uniformly in F and 
1 1 
because of (*) α f -»-0 relatively uniformly in F. (I) and (II) guarantee 
ι 
us that f = supif I t ε T}exists in F. Certainly, f , > 1 . = f , where t J Ів f в IB 
* ** 
В is as in the proof of lemma 6. Thus, f £ f Using once more that F is an 
ideal in C^fX) , it follows that f* e F and Ф(Е) с F. 
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In fact, we are able to prove that (I) and (II) together are equivalent 
to being a c-extensor if we presuppose that the Riesz space in question is in 
R . (Remember that we already know that not all c-extensors are in R ; see 
uc ' uc 
for instance example 5) . 
THEOREM 8. Suppose F < R . Then the following are equivalent. 
(1) F is a c-extensor. 
(2) F satisfies (I) and (II) . 
Proof. It remains to give arguments for (1) =» (2). Assume that F is a uniformly 
complete c-extensor. We have noticed before that this implies that F is Dedekind 
complete. Thus we only have to check property (II). Suppose that {f | s r S} с F 
I S a disioint collection such that for every sequence (f ) of elements J
 η П( IN 
of {f I s с S} and for any sequence (a ) ., of positive real numbers decreasing 
s η neIN 
to zero, α f -* 0 relatively uniformly. 
η η 
In the following we will make a Riesz homomorphism φ c
n
(S) •* F· 
Suppose а с c.fS) and supp(a) = {s.,s , . . . } . Let α = a(s ) (i'IN). 
Consider the following inequalities for n,m с IN with m>n. 
η m m m |Σ α f - Σ α f I = Ι Σ α f |< Σ (sup{|a, | I k>i})f . 
1 1 s 1 1
 1 s
1 n+1
 1
 ^  i=n+l k ^ 
For each ι IN define 6 = supfla, | | k>i }. We know that β +0, so 6 f -»• 0 
ι к l i s 
relatively uniformly in F. 
η 
This yields that (Σ α f ) „, is a relatively uniformly Cauchy sequence and 
l i s ne IN j 4 
η 
because F is uniformly complete, (Σ α f )
 T converges relatively uniformly. 
l i s ne IN ' J 1 
ι 
Its uniform limit will be denoted by Σ α.f Define ф(а) = Σ a f . 
ifIN i s i leiN
 1
 Sj, 
Thus the following p i c t u r e a n s e s . 
с (S) с c(S) 
о 
ф+ 
F 
, то 
φ is a c-continuous Riesz homomorphism and even the following is true. If g e 1 (S) 
is such that there exists a sequence (a ) „, of elements of c„(S) such that 
η ne IN 0 
a
n "^
 0 r e l a t l v e l y uniformly with respect to g then there exists h e с. (S) such 
that a -»• 0 relatively uniformly with respect to h. 
Using the fact that F is a c-extensor we find a riesz homomorphism Ф: c(S) •* F 
such that Ф|
с ί ς ΐ
 = φ. Surely f^ < Φ(1
<
,) for all s e S. Thus, {f J s e S} is 
bounded in F. 
'l^ . ic\ *· bureiy r <- Фи^. . . 
ICgtS) * s S s 
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Now property (II) really starts to interest us. We want to baptize it 
and therefore we turn to what is called the boundedness property ( (BP) ) 
in [P;56~]. 
DEFINITION 9. E is said to have the boundedness property (in short,(BP)) if 
a subset В of E is order bounded whenever (λ χ ) „, order converges to 0 
η η ne IN 
for each sequence (x ) of elements of В and each sequence (λ ) of 
H
 η ne IN η ne IN 
positive numbers decreasing to zero. 
The above definition can be found on page 51 in ГР;^6І. Many interesting 
results in the theory of ordered linear spaces,in particular in the theory of 
operators, are connected with (BP). Now the name for property (II) will be a 
variation on the name (BP). 
DEFINITION 10. E is said to have the lateral boundedness property (in short, 
(LBP)) if for every disjoint subset В of F for which α f •+ 0 relatively 
uniformly if α +0 and (f ) is a sequence of elements of B. we have that 
η η neIN * 
В is order bounded. 
The following proposition is a direct consequence from the definitions. 
PROPOSITION 11. Every Riesz space which has the boundedness property also has the 
lateral boundedness property. 
As a corollary of proposition 5.13 and 5.14 of ГР;56І we get that some 
special classes of Riesz spaces can be identified as being c-extensors. 
PROPOSITION 12. Each of the following conditions on E implies that E is a 
c-extensor. 
(a) E contains an order unit and is Dedekind complete. 
(b) The positive cone in E is countably generated and E is Dedekind complete. 
(e) E is a Dedekind complete perfect sequence space. 
IN <» 
Thus the following spaces are c-extensors : IR , 1 , C(X) if X is compact 
and extremally disconnected. 
Certainly the question comes up whether every Riesz space with the lateral 
boundedness property also has the boundedness property. The following example 
settles this. 
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EXAMPLE 13. An example of a (boundedly) laterally complete Riesz space with 
the lateral boundednes.. property but without the boundedness property. 
For the moment of this example we think of IR as equipped with the discrete 
topology. On IR we consider the product topology. For u e IR (neIN) we write 
V = {x e IR I x =u if i£n}. В is the space of all Borei measurable functions 
on IR . As usual, a set А с IR is called meagre if there exist countably 
IN 
many closed sets А с IR such that А с υ,„Α
π
 and for all η £ IN, A has 1
 η η IN " η 
IN 
empty interior. Because IR is completely metnzable, the Baire theorem yields 
that IR is not meagre (corollary 25.4 in rW;011)and also that (for every 
u ' IR ,n-IN) V is not meagre because V is open and closed. (*) 
u u
 r
 n 
Furthermore, we will need the fact that {V I UÍ IR ,n<"IN} forms a base for 
u 
the topology on IR . Denote M = {f < B| supp(f) is meagre}. It is easily seen 
that M is a σ-ideal in B. Thus F := B/M is Archimedean and the natural Riesz 
homomorphism π: В -> F is a a-homomorphism (i.e. preserves countable suprema). 
IN 
Remark (*) above tells us that C(IR ) can be identified naturally as a 
IN 
Riesz subspace of F. In fact, С(IR ) is an order dense Riesz subspace of F. 
The latter can be proved along the lines of theorem 14.9 and page 112 d =* с 
in [dJ,vR;37]. We will refer to it as (**). 
From [dJ^vRj-S?1 we also adopt the convention on the use of the term 'almost 
everywhere'. 
' he first thing to do now is to prove that F does not have (BP) . Therefore, 
consider В = (ni I ueIR ,n<?IN}. Certainly supff(t) I f^B} = » for all 
IN u 
t с IR .We are going to prove that π(в) is not order bounded. 
Suppose IT(B) i_s order bounded, i.e. there exists g e В such that for all 
f f В,g > f almost everywhere. Let η с IN. Because V η Гд < η] is meagre for 
all u l· IR we can find closed sets A (ncIN) with empty interior such that 
CD ' J 
V η Гд < η] с и,A and А с ν . ι ι A .is closed for each τ e IN and 
u 3 = 1 u,D u,] u υ ι ^ η u,i 
CO 
[g < n] с ( j (^ j A . So we are done (trying to prove that [g < n] is meagre) 
1=1 UfIR n "'^ 
if \_j A has empty interior. 
utlR" ^ 
If \^_) A did not have empty interior we could find V with t e IR for some 
UfIR n "'Э t 
m > η such that V с ,_, A . Thus, V с A for some u e IR n which is 
ueIR n 
impossible. The result is now that [g < »1 is meagre which is impossible also. 
Thus our assumption on TT(B) was not correct, i.e. π(Β) is not order bounded. 
40 
However, every countable subset of ττ(Β) is order bounded as the following 
reasoning shows. 
n0 Suppose В с В is countable and η € IN. Define W = {u f IR I there exists 
ne IN and w t- IR such that nl eB and n>n and u(k)=w(k) for all k<n } . 
w 
{nl | nl cB and n>n x is a countable set so W is countable. Let χ / у jV . 
Assume furthermore that nl t В and η > η.. Then nlTI (x) = 0. 
"u ι 
Thus, outside ι iV , sup f S п.. pointwise, i.e. the pointwise supremum is 
weW W ffB! 0 
finite outside a small set.(A set A is called small here if for every neIN 
η
 m 
there exist u.,u_,... ^ IR such that А с u.V ). This implies that the 1 2 1=1 \ι
Σ 
pointwise supremum is finite almost everywhere, because a small set, being 
contained in a closed set with empty interior, is meagre. 
Thusfar we have proved that F does not have (BP). The reader who expects that 
now an investigation of (LBP) for F will follow, will be disappointed. It is 
not clear to me whether F has (LBP) or not. To give the promised example 
we introduce yet another space. 
Let G be the universal completion of F. We do not have to tire our brains 
about G having (LBP). Every universally complete Riesz space has this property. 
However the question now returns to (BP) . Again we consider the set ττ(Β). 
With some effort we were able to see that π(Β) is not order bounded in F. 
But could it be order bounded in C* From a theorem by Fremlm (0.5.2) we know 
that there is a way to check this 'without going out of F'. The latter theorem 
tells us that тг(В) is order bounded in G if and only if it is a dominable 
subset of F, i.e. for every f с F \{0} there exist 0 < gcF and a positive 
integer к satisfying (kf - h) > g for all h f π(в). 
Suppose тг(В) is a dominable subset of F. In particular, wc can find 
0 < qeB and keIN such that for all ne IN and all urIRn, 
(kl - nl ) > g almost everywhere. (***) 
IR I N vu 
By (**) of the foregoing page we can even choose g e C(IR ). This implies 
that we can find ε>0 and ueIR for some n^IN such that g > εΙ . Choose n,>/' 
u 
n' 
and u'eIR such that n'>n and u(])=u'(]) for all ]£n.It follows that 
'kl - ril ) = o while g, > e. Because V , is not meagre this is 
ΙΓ u ' ' u ' '
ν
^
 u 
in contradiction with (***) . 
This means that ιτ(Β) is not a dominable subset of F and is not order bounded 
in G. However, every countable subset of π(Β) has a supremum in G because even 
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in F every countable subset of ir(B) has a supremum. Hence G does not have (BP) . 
So, G is laterally complete (hence has (LBP)) and does not have (BP). 
REMARK. The relation between (LBP) and (BP) is somehow mysterious. It is 
plausible that some completeness condition will force a space with property 
(LBP) to have property (BP) as well. But the above example shows us that not 
even Dedekmd completeness is sufficient for this tour de force. In the next 
chapter on extension of Riesz homomorphisms (chapter IV) we will encounter 
topological analogues for (LBP) and (BP). We will then see the trouble that it 
takes to construct an analogue for the above example 
We return to the quiet waters of c-extensors as if nothing happened between 
proposition 12 and these lines. The general theorem about c-extensors is the 
following. 
THEOREM 14. Suppose F is any Riesz space. Then the following are equivalent. 
(1) F is a c-extensor. 
(2) F is boundedly laterally complete and has (LBP) 
Proof. The proof works by carefully repairing the spots in the proofs of 
theorems 7 and θ where plaster now falls off because we do not know whether 
F e R . 
uc 
Our m a m tool of repair is (Ch.I,14) . For convenience we state the latter theorem 
here once more. 
Suppose F is boundedly laterally complete and let X be a compact 
00 
extremally disconnected Hausdorff space such that С (X) is the 
oo + 
universal completion of F. If f e С (X) is such that 
W := {χ ε X I there are a neighbourhood U of χ and g с F such 
t h a t f | U x = S x | u x > 
is dense in X,then f с F if there exists g e F such that f S g. 
First of all, uniform completeness only seemingly appeared m theorem θ (1) =» (2) 
and the small reparation which is now necessary to prove (1) * (2) of this theorem 
has nothing to do with our main tool of repair. Instead of remarking that the 
η 
sequence ( Σ o f ) which occurs there is a Cauchy sequence we can (using 
1 = 1 1 Sj^  nfIN J ^ ι 
that c-extensors are boundedly laterally complete according to (Ch.I,15) and 
proposition 5') immediately give a uniform limit,namely sup{a f I leIN} if a >0 
for all leIN. 
To prove (2) => (1) we look back at theorem 7 and its proof. We see 
42 
that the assumption F с Я was used only -and to be precise on two occasions-
in saying that F is an ideal in its universal completion С (X).Thus, without 
this assumption the truth of {f ' stS} с F is no longer immediate. However, 
we do not wish for more than the conclusion 'f r F' and by our main tool of 
repair it suffices to show that f is 'Jccally' in F. 
First of all, f is an element of F by the following reasoning. 
s — 
If y r {x| f (x)>0} then there are a neighbourhood U of y and g F such that 
f ,,, = r |, acco^aina to (**) on page 36 . 
s | U y y|Uy 
Moreover if y e {χ I f (x)>0} then more easily we can find such U and g . 
s У У 
Thus f is locally ir F and dominated by φ(f л nh ) e F for some η IN. 
s s 
So, f c F . 
s 
We have already met with the fact that W is dense in X in our calculations 
* f* 
on the pages 35 and 36 . It follows that f is in F because it is dominated by 
f - sup{f 1 ses) e F. 
s 
We note once again the following corollary which is in fact the content 
of lemma 6. 
COROLLARY 14'. Every inextensible Riesz space is a c-extensor. 
The c-extensional hull of a Riesz space. 
Suppose F is a Riesz space. Is it possible to define a Riesz space F which 
is a c-extensor, contains F in a nice way and which is 'as small as possible1'3 
To make this question more precise we say that a Riesz space F is a c-extensional 
hull of the Riesz space F if F has the following properties. 
(1) F is a c-extensor. 
(2) F is an order dense Riesz subspace of F. 
(3) If M is a c-extensor and F с M с F then M = F. 
THEOREM 15. Suppose F is a Riesz space. There exists a c-extensional hull of 
F and all c-extensional hulls are pairwise isomorphic. 
Proof. Let G be the universal completion of F and note that F is an order dense 
Riesz subspace of G. Write Н = { н | F C H C G and H is a c-extensor}. 
И is not empty because G is a c-extensor (corollary 14'). Define F = η Ь· 
He Η 
Suppose В is a disjoint subset of F bounded by g e F. Then, as В с H for all 
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H e H and because every H с H is a normal subspace of G we know that Η-sup В = 
G-sup В . In particular, G-sup В F and G-sup В = F-sup В . This means that 
F is boundedly laterally complete. 
Using similar arguments we can prove that F has (LBP) . 
Obviously F has prooerties (2) and (3) above and by the foregoing and theorem 14 
it has property (1). Thus, F is a c-extensional hull of F. 
Now suppose F' is any c-extensional hull of F. Let G be the universal 
completion of F'. Because F is an order dense Riesz subspace of F' and universal 
completions are unique (0.5.1.), we find that G is the universal completion of F. 
It easily follows from (3) that F = F'. 
REMARKS 16. 
(α) I have not succeeded in finding a way to define F m a more 'intrinsic' 
way, i.e. without referring to the universal completion of F. In (γ) we 
will meet a good candidate if F is edrkinr1 ccmnlete to define F differently. 
(β) We have even proved above that every c-extensor containing F contains a 
c-extensional hull of F. 
(γ) For a uniformly complete Riesz space F there is a very reasonable necessary 
condition for F to be a c-extensor. Suppose G is the universal completion 
of F. Define F = {q e GI if (g ) , is a seguence of elements of F such that 
η nelN 
g ·+• 0 relatively uniformly with respect to g then there is an f e F such that 
g -t- 0 relatively uniformly with respect to f}. Suppose F e R is a c-extensor. 
D
ecause a unifornly complete c-extensor is Dedeisind complete we know that F 
is an ideal in G. It follows that F is an ideal in G as well. It also follows 
that even F = F because id: F ->- F is c(F,F , F)-continuous and F is an order 
dense Riesz subspace of F . 
In some situations the above helps to observe quickly that a given Riesz space 
is not a c-extensor. I do not know whether F = F is a sufficient condition 
for a Dedekind complete Riesz space F to be a c-extensor. 
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INTERMEZZO I 
rlntil now Riesz space topologies did not really enter our discussions. 
Our observations had to do with 'order boundedness' (chapter I) on the one side 
and with 'convergence' (chapter II) on the other side. In the following chapter 
on extension of Riesz homomorphisms (chapter IV) emphasis will be on the 
consequences of considering a particular topology on Riesz spaces namely 
the one that we will introduce in chapter III. There are several reasons for 
introducing this topology once more though this was done in 1956 already. 
First of all information about it is scattered. Secondly it seems that its 
importance has not prevented the fact that it has been neglected a bit. 
Last but not least, there is no uniformity in language about the subject. 
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CHAPTER III 
THE UNIFORM TOPOLOGY, BAIRE FUNCTIONS AND A THEOREM BY TUCKER. 
On a Riesz space E there exist several interesting, intrinsic topologies. 
One of them is the subject of discussion in this section. We recall some facts 
from the theory of topological vector spaces. 
A seminorm Ρ on E is a function ρ· E •*• IR with the following properties: 
(1) p(f) > 0 for all f e E. 
(2) p(f + g) < p(f) + p(g) for all f,g f E. 
(3) p(af) = |a|p(f) for all f f E and all α t IR. 
A collection of semmorms on E, {p }, defines a locally convex topology on E 
(i.e. a topology in which the linear operations are continuous and which has 
a neighbourhood basis for zero consisting of convex sets) in the following 
way: U с E is called a neighbourhood of zero if there are α ,.... ,α and 
ε>0 such that {f с Ε| ρ (f) < ε for ill 1<к<п} с п. 
ak 
A seramorm ρ on E is called a Riesz seminorm if, in addition, p(f) < p(g) 
whenever I f I < Ig| . 
Of course a collection of Riesz semmorms defines a locally convex topology on 
E as above. However, the extra condition on the semmorms gives this topology 
an additional quality: it has a neighbourhood basis of zero consisting of 
solid sets. (A set U ^ E is called solid if If I С [g| and g с U imply f с U) . 
Thus, we speak of a locally convex-solid topology. Analogously to the 
situation of locally convex topologies (any such topology can be described in the 
above way with a set of semmorms) it is easily seen that every locally convex-
solid topology can be described with a collection of Riesz semmorms (see for 
example theorem 6.1 in [A,B;3l). 
We now define a topology on E which was introduced independently by several 
mathematicians in the middle of the fifties. (Namioka, Schaefer and Goffman 
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in respectLvely [53], [65], [28].) 
The collection of all Riesz seminorms generates a topology on E, which we 
will name the uniform topology on E. The reader should be aware of the fact that 
several other names are in use. Namioka used the name order-bound topology while 
Schaefer speaks of Orde-topologie. Both authors introduce the topology in a way 
different from the above. Goffman does not give it a special name and his 
introduction is like ours. Instead of writing 'the uniform topology on E' we 
will often abbreviate this with the symbol U.(E) . 
In the following theorem we collect some characterizations of U(E), the 
equivalences can all be found m Γ9], [28], [30], [53], Гб5], and theorem 23.11 
in [K,N,41]. 
THEOREM 1. (1) U(E) is the finest locally convex-solid topology for which the space 
of all continuous functionals E •*• IR equals E . (or U(E) is the Mackey-topology 
induced by E ). 
(2) U(E) is the finest locally convex topology for which f -»-f 
relatively uniformly implies f •+ f in topology. 
(3) u.(E) is the finest locally convex topology for which every order 
bounded set is topologically bounded. 
We remind the reader of our definition of relatively uniform convergence 
f -> f relatively uniformly if there exist u г E and ε -> 0 such that for all 
η £ IN, ! f - f | < ε u. 
η η 
First we give some examples. In particular the examples in example 3 will 
be of interest because they will show the role which is played by the uniform 
topology in another context. Afterwards we will return to some general knowledge 
about the uniform topology which will turn out to be useful in the next chapter. 
THEOREM 2. The uniform topology of a Banach lattice coincides with its norm topology. 
A proof can be found in Goffman's article Γ2Θ]. The reader who is familiar 
with the theory of Banach lattices will surely recognize in it the statement 
that ρ < Cp for some constant С if ρ and ρ are Riesz norms on a Riesz space 
E and E is ρ.-complete. 
In fact, theorem 2 is almost the only case m which we can understand the 
meaning of the uniform topology. For Riesz spaces of functions we are able to 
gather some understanding also, sometimes. In the next example we will discuss 
an interesting class of such spaces. 
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EXAMPLE 3. Our starting point is a set X. Let ρ с IR . 
We say that d is 1 -uniformly closed if for every sequence (f ) such that 
л liliali« 
f с Ω for all η f IN and for every f с IR such that for all η r IN 
η 
If - f I <• ε 1.. for some ε ·+ 0 we have f • Ω. We say that Ω is closed under 
η η Χ η , 
inversion if for all f «· Ω for which f(x) > 0 for all χ <- X we have ^ o. 
Ω is said to be a completely ordinary function system on X (c.o.f.s.) if 
it is a Riesz subspace of IR containing the constants, which is 1 -uniformly 
closed, which is a ring and which is closed under inversion. 
These systems were extensively studied by R.R. Mauldin in [49]. It is quite 
clear that for any topological space X, C(X) is a completely ordinary function 
system. We wish to understand the structure of the uniform topology on Q. 
This understanding is gathered during an excursion through several interesting 
spots in the structure of Ω. 
By definition Ω = {f с fil f is bounded,ι.e. f c 1 (X)}. 
3.1 Ω can be well understood. 
Ω* 
Define Λ = {φ e IR Ι φ is an algebra homomorphism and Φ(1
γ
) = 1}· 
Ω is a Banach space under the supremum norm and Λ is a closed subset of the 
dual unit ball and thus weak -closed and compact by Alaoglu's theorem. 
Theorems 14.1 and 14.5 in Γ55] say that we may just as well read 'Piesz 
homomorphism' instead of 'algebra homomorphism'. Ω can be embedded into С(Л) 
n
* л 
by the natural map f •+ Гф -»• φ (f) J. If f <" « we write f for the image of f 
under this map. A Stone-Weierstrass theorem tells us, using that 9 is 
л * 
uniformly complete, that f ->• f is a (surjective) Riesz isomorphism Ω -> С(Л) . 
3.2 The natural map π: X ->- Λ. 
We define π: X ->• Λ by π(χ) (f) = f (χ) for all χ с X and f с Ω . 
л л 
We equip π(χ) with the restriction topology of Λ. If g с С(Л) and g. = О 
then g(x) = д(іт(х)) = 0 for all χ <- X, hence g = 0 and g = 0. Thus, it (χ) is a 
dense subset of Λ. In fact, using a little more knowledge of Ω we may prove 
л * + 
that f(A) = f(>) for all f t Ω , but we leave it at this. 
3.3 Supports of a Riesz seminorm on Ω . 
Take any nonzero Riesz seminorm ρ: Ω -* IR and define P|0* = q- Suppose f is any 
element of Ω. f л ni converges relatively uniformly with respect to f and by 
using (2) of theorem 1 we find that p(f л ni ) = q(f л ni ) •* p(f). This implies 
that q is nonzero. We will say that a subset S of Л is a support for q if 
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for all f ^* [f = 0 implies q(f) = 0]. (*) 
irte V = {S с ЛI S is compact and S is a support for q}. 
q 
As q * 0, ^ i У . Also, because trivially Л ' V , V is nonempty. 
ч ч 4 
3.4 V is closed under finite intersection. 
-q
 л + 
Suppose S ,S„ V . We are going to prove that Ξ, η Ξ is a support. Let f ι Ω bo 
1 2 q l ¿ 
л А+ 
such that f ι = 0 and suppose ε > 0. Then (f - ε) = 0 on an open set 
IS. π ь _ 
U containing S η S . Choose with the aid of Ury^ohn's lemma functions f and 
f2 in 9* such that ZUs^ = 0, f ^ ~ 0, f ^ c ^ = 1 and ^ щ с ^ = 1· 
Then ((f, + fJ (f - ε) ) = (f - ε) on S„. Because S_ ^ / , it follows that 
1 2 2 ? q
 + 
q((fj + f2)(f - ε) - (f - ε) ) = 0 and hence that q((fj + fj)(f - ε) ) = 
q((f - ε)+) . 
But also ((f + f )(f - ε) ) = 0 on S 2 and hence q((f - ε) ) = 0. 
Using the characterization (2) of theorem (1) and the continuity of χ -*• χ we 
find q(f) = 0. 
Thus, S η S is a support. Our conclusion is now that S = п^ Ξ is nonempty 
and compact. 
^ л 
3.5 Sœ is a support. 
*^ 
Suppose f Q such that f. = 0 and let ε > 0. In order to prove that q(f) = 0, 
CO 
з
4
" will be sufficient, as before, to prove that q((f - ε) ) = 0 . 
л + 
Now (f - ε) = 0 on an open set U containing S . By general topology (see for 
example the proof of theorem 1.6(b) in [Du;17] chapter XI) we know that for 
a finite number of elements of У , say Ξ,, . . . ,S , , η ь c u . 
η Ч
 л +
 1 η к=1 к 
As , η s, г У by 3.4 and (f - ε) = 0 on the latter set (because even on U) , k=l к q 
the result is that q((f - ε) ) = 0. All of this is sufficient to call Ξ "the" 
support for q. Actually, S^ is not ]ust any support as we will see in 3.6. 
*+ л 
3.6 For all f f Ω we have f, = 0 » q(f) = 0 . 
00 
*+ 
To prove this we are left with the following situation. Suppose f Ω , а с S 
1, 1.+ 
and f(a) = 1 while q(f) = 0. Define W = {x "1 f(x) - - ) . If g e Ω and 
9|A\W = 0 t h e n '^' * 2 | ' g' O°1W S 2 " g ' '"^' t h U S ' g' " 2 | ' g' l» f h e n C e 4 ( g ) = 0· 
Thus, A\W is a support, which is in contradiction with the fact that a ι S . 
Now the time has come to turn our attention to all, not necessarily bounded, 
elements of Ω. 
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3.7 ì for f e Ω+. 
+ * 
uppose f ( Ω . Then arctgu Ώ by the following arquments. 
First of all f л ni ' Q for all n^IN. Secondly, because arctg»(f л ni ) CCi) 
for all nr IN, it follows that arctg»(f л ni ) 9. . Finally we have the 
following inequalities. 
larctg f - arctg (f л ni )l < llarctgof - arctg-i(f л ni ) ' ' 1 
Χ X ^ χ 
q -^arctg )1
χ
. 
Because (- - arctg η) -> 0 and f! is 1 -uniformly closed it follows that arctg»f Í 
* 
and hence arctg"f ι Ω . That is an important remark. Here it enables us to 
associate with each f с Ω a function f: Λ -* ГО,»] by writing f = tg» (arctgof ) . 
Remark that f (χ) = £(ττ(χ)) for all χ Χ. 
We use the following lemma. 
3. fi If f f Ω and ω СГО,1") is an increasing continuous function with values 
m [0,°°) then iü°f ' fi . 
Proof. It suffices to show that (ω + l)of ρ . so we may assume that и is 
an increasing continuous function with values m (0,00) . By the inversion property, 
which we use here for the first time, it suffices to prove that -»f O. 
For all η IN we have f л ni " P. . Thus, -»(f л ni ) С(Л) and -»(f л ni ) Q 
X bu X ti Χ 
Let η t IN. 
[-»(f л ni) 
ω x l'flM = { 
0 if f(x) <- η 
-(η) - -of(x) if f(x) > η 
and if f (χ) > η then |-(η) - -<>f(x)! <• |-(η) - ir' -(ν) 1. 
ν Ι η,<°) 
So, supf-off л ni,,) - -ofl(x) ' Γ-(η) - irif -(y)l •+ 0, if η •+ о». f, ω Χ ω ω
 Γ
 . ω ^  
χ' Χ y Ln,") 
So -ο (f л nl„) ->• -"f 1 -relatively uniformly and thus -»f Ω. 
ω Χ ω Χ
J J
 IL 
+ л 
-.9 If f с Ω then f is bounded on Ξ . 
со 
Suppose f e Ω is such that f is not bounded on Ξ .We will derive a contradiction. 
First of all there cannot exist a number A such that for all χ S either 
f (χ) ^ A or f(x) = œ. For if this would be true, define U - {χ
 <
 ΛI £(x) = ·»} . 
) If g < 1„,,„
с
 then for all α с IR , g < -f on S . In particular, g < -(f л η 
for all η e IN. Because π(Χ) is a dense subset of Λ and because f л ni. and 
л л л 
(f л ni ) take the same values on π(Χ), we have f л ni = (f л ni ) . 
л 1 л 1 1 ^ 
Thus,for all η ·= IN, g · -(f л ni ) and q(g) < -q ( f л ni ) ' -p(f), hence q(g) = 0. 
Π Α Π Χ Π 
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Thus, if g < Ω and g. с
 с
 = 0 it easily follows that q(g) = 0. As a result 
U C η S с V , which is only possible if U η S = S or, equivalently, 
» q a> m 
U η S = 0 . However, we assumed that f is not bounded on S . 
α> со 
A ю п г о п ' ] · we can c h o o s e χ с S s u c h t h a t f (χ ) < <» f o r a l l η e IN and 
' Π i " η 
f (χ ) too i f η-*». 
η 
D e n o t e α = f ( χ ) f o r a l l η r IN. 
η η
 + p((f - α )+) "> p(((f Α α ,) - α ) ) = q(((f Λ α ) - α ) ) for all η e IN. 
^ η η+1 η η+1 η 
By 3.6 we know that q(((f л α ) - α ) ) * 0 and we conclude that p((f - α ) )*0. 
J
 η+1 η η 
Define S = n(p((f - α ) ) ) - ' for all η t IN and ω e C[0,«) by 
η η 
u(t) = sup Í (t - a ) (tefO,00)). By 3.θ,ωο£ e Çl and an easy computation 
n.IN 
shows that ρ(ω·£) ä η for all ncIN, which is the announced contradiction. 
3.10 A very special subset of Λ, u(A). 
Define υ(Λ) = {ω f ЛІ ί(ω) < » for all f с Ώ }. 
From 3.5 and 3.9 it follows that the support of q, 5
ш
, is a compact subset 
of υ(Λ). For this reason we might ]ust as well speak of 'the support of p' 
instead of 'the support of q'. 
Write I If I I = sup {If(") '|x f S } for all f f Ω. 
It follows that ü/{f e ü\ f, = 0J is a Riesz space with order unit and 
I S» 
f -• I|f|I is precisely the norm generated by this order unit (where f 
denotes f + *g с Ωΐ g, = 0} f Ω/íg t Ω| g, = О}) . The reader can easily 
I Ьоо I bpo 
check for himself (or look it up in [p;56] proposition 1.4, page 118) that there 
exists а С e IR (namely p(1 )) such that ρ < С|| || 
X Sco
 f go 
It follows that 
3.11 α(Ω) coincides with the topology of uniform convergence on compacta of υ(Λ). 
To collect the results from example 3 in one theorem we introduce one more 
definition: Sp(fi) = {ф с IR Ι φ is a Riesz homomorphism and Φ(1
γ
) = 1). 
^ can be viewed as a subset of C(uA) where the topology on υ(Λ) is the 
* 
weak topology determined by fi . Using very similar arguments as on page 39 
in [G,J;26l we see that this topology on υ(Λ) coincides with the weak topology 
induced by fi. We equip Sp(fi) with the weak topology induced by fi. There is a 
natural map υ(Λ) -* Sp(fi) which is continuous and infective. 
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THEOREM 4. Suppose Ω is a completely ordinary function system. 
Then the uniform topology on Ω coincides with the topology of uniform convergence 
on compacta of Sp(fi). 
Proof. Of course the hard work has been done in example 3. The only remaining 
fact which we will prove here is that Sp(n) is homeomorphic to υ(Λ). 
Suppose φ € 3ρ(Ω). It follows that φ. * e Λ , i.e. φ(ΐ) = f(λ) for some λ ι Λ 
and all f € Ω . An easy argument ? la 3.3 shows that ф(Я = sup φ(ί л ni ) for 
η f IN 
*+ л 
all f e Ω snd he;ce sup (f л ni ) (λ) < ». Also, by an argument which was 
nfIN 
used in 3.9,sup (I л П І Д Н Х ) = sup (f л η1
χ
) Λ(λ), i.e. ф(П = £(λ) < ». 
ne IN neIN 
Thus, the natural map υ(Λ) •*• 5ρ(Ω) is surjective and its inverse is easily 
seen to be continuous as well. 
Because every C(X) is a completely ordinary function system we have the 
followina corollary. 
COROLLARY 5. Suppose X is a completely regular topological space. Then the 
uniform topology on C(X) coincides with the topology of uniform convergence 
on compacta of the realcompactification of X. 
A proof of this corollary, though hidden, can also be found in the context 
of general properties of locally convex spaces in a book by Jean Schmetz [66]. 
REMARKS. It should be noted that the inversion property is only superficially 
used in example 3. We leave it at this because our aim was to give examples 
and to show how the uniform topology is related to some questions, to which 
we will return soon. 
However, there is an interesting related theorem in C58]. There the authors 
define a vector lattice V to be 2-universally complete if any sequence (v ) 
r
 η nfIN 
of elements of V with the following two properties has a supremum. 
(1) For all ne IN I ν I л |v I = 0 for all but at most 2 values k*n. 
η к 
(2) For every nonzero Riesz homomorphism φ V •+· IR there exists nfIN such 
that φ(ν ) * 0. 
η 
They prove that any 2-universally complete vector lattice with a weak order 
unit e has the property that its uniform topology coincides with the topology 
of uniform convergence on compac 
ф(е) = 1} under the w -topology. 
V 
ta of {φ e IR | φ is a Riesz homomorphism and 
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6. The following two propositions for spaces of the type C(X) can be found in 
rG,J;26] and in 'Weakly compact sets' by Klaus Floret Γ21]. 
In fact, the proofs for completely ordinary function systems do not differ at 
all from the ones given in the book by Floret (page 19 etc.). We includo them 
to show how to work with these s"stem=; in practice and because the second one 
is a prelude to a theorem by Tucker which we will discuss. 
PROPOSITION 7. For f -- Ω, f(X) = f(SpQ) 
Proof. Suppose ω ' ΞρΩ. It ti>en follovs that ω is an aloehra homoirrarnh: sir 
as well (see for instance theorem 14.5 in [551). 
Suppose that α := a>(f) = f (ω) i f (X). Because Ω is a completely ordinary function 
system we have (f - αϊ )~ с Ω. Thus, 1 = ω(1 ) = ω((f - αϊ )(f - αϊ )~ ) = О, 
which is a contradiction. 
PROPOSTTIO"! t'. Every ω <. Spß preserves pointwise convergence of sequences 
(compare corollary 2 in [741). 
Proof. Actually we will prove that for every countable set {f } с fi and each 
ω , Spfi there is an χ <_ X such that f (ω) = f (χ) for all ntlN. 
η η 
Suppose {f Ι η-" IN} с Ω and ω с 3ρΩ. Denote g = Σ, 2 - П л |f - (f )1 I. 
η
 c
 ^ η = 1 η η Χ 
Because Ω is 1 -uniformly closed and because of the inversion property of li, 
g r Ω . 
к 
üHg) = (üi(g) - ω( Γ.2"η л |f - tu(f )lj)) = ш(д - 1Л'^ л If - ω(ί ) 1 h = 
ρ=1 η η Χ η=1 η η Χ 
η Λ (g - Γ 2 л If -L!(f )1 |) (ω). The latter converges to zero if k-*». 
П— 1 η η A 
According to proposition 7 there exists an χ r χ such that 0 = ы(д) = g(χ) and 
hence f (χ) = ω(f ) for all ne IN. 
η η 
It follows that for every ω r 5ρΩ, every f ,.... ,f r Ω and every e > 0 
there is an χ Í X such that max If. (x) - f. (ω) I = 0 < ¡_. This is another way 
i l l * 
of saying that π(χ) is a dense subset of 5ρ(Ω).(identifying 5ρΩ with υΛ) 
A c.o.f.s. is called replete if π(χ) = Spß. If Ω = C(X) for a completely 
regular space X this means that X is realcompact. 
Suppose Ω is a c.o.f.s. . Π'1 ρ ) vili denote the linear space of all pointwise 
limits of sequences of functions from fi. In the same fashion we will speak 
about В (Ω), Β (Ω), etc. as respectively Β1(Β1(Ω)), Β1(Β1(β1(Ω))) etc. . 
54 
The preceding sentence makes sense because δ (Ρ) is a c.o.f.s. . 
Proposition 8 shows that every Piesz homomorphism on R (Q) oreserves pointwise 
convergence of sequences. C.T. Tucker proves in ["741 (theorem 1) that every 
1 1 
element of Б (fi)" ι ^  '"ι nate linear com1-iration of Riesz homomorphisms on ß (О) 
and hence preserves pointwise convergence of sequences. We will prove Tucker's 
theorem by considering Ll(B (P) ) . 
10. The uniform topology on Β (Ω). 
THEOREM 10. Suppose Ω is a completely ordinary function system on X. Then 8 (f1) 
is a completely ordinary function system. If ρ Β (Ω) -*- IR is a Riesz seminorm 
then its support is a finite subset of Sp(B (Ω)) 
Proof. We omit the proof of the first part of the theorem. 
Suppose ρ Β (Ω) -* IR is a R: esz seminorm. For f <- Ω we write, as before, 
f ΞρΩ •+ IR defined by f (ω) = ω(ί) (ω 3ρΩ) . Λ will be as in 3.1. 
1 v 1 
For f f Β (Ω) we write f (ω) = ío(f) for ω г Sp(B (Ω)). The proof that supp(p) 
is a finite subset of Sp(B (Ω)) is given in two steps. 
Step 1 It is sufficient to prove that supp(p• ) is a finite subset of ερΩ. 
Suppose _ с Sp(B (Ω)) and ω r supp(p). Of course ω, ΞρΩ. 
If a = ω. i supp(ρ ι ) then we can find frfi such that f(a) = 1 and 
л л 
f. , . = 0 by Urysohn's lemma. By 3.6 p(f) = 0. Because f(a) = 1 it follows lsup P(p | f i) 
V 
that ii)(f) = f(u) г 0. Because ω с supp(p) it follows by 3.6 that p(f) г 0. 
Thus, our assumption concerning a = ω, was wrong and ω, f supp(ρ, ). 
So, if ω e supp(p) then ω, ι suppCp, ). 
Also, if ω a'r ω are elements of Sp(B (Ω)) and ω , = ω , , then by proposition 8 
we have ω = ω . 
The above two remarks prove that for the conclusion 'supp(p) is finite' it is 
sufficient to find that 'suppip, ) is finite'. 
Step 2 supptp, ) is finite. 
Denote К = suppíp, ) с 3ρΩ. Suppose Κ is infinite, i.e. we can find {χ | ncIN} с к 
such that χ * χ for 1*1. For each η с IN choose g с Ω such that 
ι ] η 
g (x.) = = g (χ ,) = 0, g < 2"nl
 η
 and g (χ ) г У (g (χ ) - g (χ )) 
η 1 ^п η-1 η ΞρΩ η η ι<η ι ] ι η 
55 
for all DTI. Defino g = Jg . 
Then for j<n,q(x ) = Σ q (x ) * .Σ q.(x.) = q(x.). 4
 η iínJi η κη^ι j ' j 
* Λ
 r
 . η 
From this, using that we have now a function g г Й such that g(tx I níINJ) 
is infinite, it follows that there exist open subsets U (ifIN) of Λ such 
that ÏÏ n ÏÏ = 0 if i*i and U. n {χ | neIN} * 0. 
ι ] i n 
Choose for each nf IN f ей such that f (x, ) = 1 for some krIN and f ,„
 c
 = 0. 
n n к n |U 
Now {f } is a disnoint collection in Ω and p(f ) * 0 for all ncIN 
n
 -1 1 -1 n by 3.6. Enptf ) f ' 8 (Ω) and p(Enp(f ) f ) ~~ m for all nfIN, which is clearly 
• ' ^ n n n n 
impossible. 
Now we come to some corollaries of the above theorem. All of them were 
originally proved by Tucker (see [71], [72], [73], [74]). 
COROLLARY 11. Every positive functional on Β (Ω) is the sum of a finite number 
of Riesz homomorphisms. 
(compare theorem 1 in [74]) . 
Proof. Suppose У: 8 (Ω) -»• IR is a T-onitive functional. Define o: 8 (Ω) -*• IR 
by p(f) = U(lfl) (ί·"Β (Ω)), ρ is a Riesz seminorm and lul £ p. 
By theorem 10 there exist n^IN and χ , ,x e Sp(8 (Ω)) such that 
supp(p) = {x ,... ,x }. There exist disioint elements f,,... ,f e 8 (Ω) 
л I n 
such that f (χ ) = 1 for 1 < к < n. 
ni Л n Л 
If f is any element of 8 (Ω) write a = f(x ). Because (f - Σ α f ) = 0 on \L к л ^ к— l к к 
supp(p) we know that p(f - . 1.^, -E, ) = 0 and hence lp(f - .1-0 f ) I = 0. 
n n . 
Thus, vif) = Σ α vif ) = Σ f(x )p(f ) which proves the corollary. 
COROLLARY 12. Every positive operator from Β (Ω) into a function space 
preserves pointwise convergence of sequences (compare corollary 2 in u741). 
Proof. Combine corollary 11 and proposition 8 with Β (Ω) instead of Ώ, which 
is possible by the first part of theorem 10. 
COROLLARY 14. For a realcompact topological space X and an ordinal α с (Ο,ω.] 
every positive operator on В (C(X)) to a function space preserves pointwise 
convergence of nets (compare theorem 8 in [74]) . 
The proof of corollary 14 is as the proof of theorem 8 in [74]. 
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However, the above corollaries as well as theorem 10 can still be 
generalized considerably. The arguments for this were observed m [61]. 
We need the concept of 'Stone-condition' (see page 113 m [Z,82l) which was 
named 'Danieli condition' in the mentioned paper. 
y 
A Riesz subspace Ω of IR is said to satisfy the Stone-condition if for all 
+ * —* 
f e i î , f A l e n . If Ω is the set of bounded elements of Ω and 9 is the 
uniform closure of Ω ,we find that Ω and Ω satisfy the Stone-condition and 
,1 
3 (Ω) = 8 (Ω ) = Β (Ω ). Thus, as long as we want to have knowledge about 
(Ω) we may as well assume that Ω is uniformly closed and contains bounded 
elements only. From these facts in [61] the conclusion is drawn that we may 
even assume that Ω is an algebra and has the inversion property. Following 
these lines we remark that it would be possible to improve theorem 10. 
For other interesting results related to Tucker's theorems we refer to 
the report we just mentioned [61]. 
REMARK. Theorem 10 tells us that the uniform topology on Β (Ω) coincides with 
the topology of pointwise convergence on ΞρΩ. Corollary 11 proves that Β (Ω)" 
and с (3ρΩ) are Riesz isomorphic. 
It follows that the uniform topology on 8 (Ω) coincides with the uniform 
topology induced by Β (Ω)""". Something similar happens, as is well known, if 
we consider a Banach space as a subspace of its second dual. To understand 
something of what is behind this we return to some general and well-known 
theorems. 
Some general facts about the uniform topology. 
THEOREM 15. (theorem 23.15 in [K,N,41], theorem Θ.6 in [53]) 
Let E be a Riesz space. Then the following are equivalent. 
(1) The evaluation map of E into the second order dual is one-to-one. 
(2) There are sufficiently many positive linear functionals to distinguish 
the elements of E. 
(3) The topology w(E,E~) is Hausdorff. 
(4) The uniform topology on E is Hausdorff. 
(5) For any locally convex Hausdorff topology on E the map which takes 
+ 
χ to χ is continuous. 
(6) The positive cone is closed for some locally convex topology on E. 
Any Riesz space satisfying (l)-(6) is called regularly ordered. 
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A locally convex topological vector space E is called barreled if each 
closed, convex, circled subset which absorbs every element of E is a 
neighbourhood of zero. 
THEOREM 16 (Hugh Gordon, Γ30]) 
Every Riesz space E which is regularly ordered and whose uniform topology is 
barreled satisfies U(E") . = u(E) . 
.arnioka proves in [53] (theorem 3 Ъ) that every σ-Dedekind complete Riesz 
space is barreled for its uniform topology and by proposition III 3.15(a) in 
[66] we see that every C(X) is barreled for its uniform topology. A result 
that yields both situations can be found in [P;56] (chapter 3, 1.9). 
In the next chapter we will use the following proposition once (for a proof 
see 1.11 page 122 in [P;56]). 
PROPOSITION 17. Suppose E is a Riesz space and H с E is a majorizing subset 
of E . Let E be the ideal generated by h € H. The uniform topolqy on E is 
generated by a norm and U(E) is the inductive topolgy with respect to the 
family { (E, ,U(E, )} of linear subspaces of E. h η 
We recall (see for instance ΓΕ,20] theorem 6. 3. 1 ) that the inductive limit of 
barreled spaces is barreled. This proves the following corollary of which we can 
see another implicit proof in [53] (theorem 8.5). 
COROLLARY 18. Every uniformly complete Riesz space is barreled for its Uniform 
topology. 
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CHAPTER IV 
THE UNIFORM TOPOLOGY AND THE EXTENSION PROBLEM. 
Before proceeding by indicating the role of the uniform topology in the 
extension problem^ few words about chapter III. To define the uniform topology 
on a Riesz space is far from understanding its structure. Apart from the special 
examples that we have discussed in the foregoing chapter it seems to me that 
the best way to get some insight in this topology is Peressini ' ·=; theorem 17 in 
chapter III, page So. 
In the context of this thesis the interest that we have in the uniform 
topology partially stems from the following easy lemma and the discussion that 
follows. 
LEMMA 1. Suppose Τ E -*• F is a positive linear map. Then Τ is U(E)-U(F) continuous 
(see for instance corollary 1.14 in chapter 3 of ГР,56І) 
We return to the starting point of this thesis. Suppose wc have three Riesz 
spaces I,E,F where I is an ideal in E. Suppose furthermore that we have a Riesz 
homomorphism φ I -*• F. In chapter I and chapter II we investigated the effect 
of some continuity restrictions on φ which are necessary in order to find an 
extension E -* F. The preceding lemma shows that u.(E) , -u(F) continuity fits 
into the line of these thoughts. In the present chapter we will investigate 
situations m which this type of continuity is sufficient to ensure a positive 
answer to the extension problem. 
First of all the expected definitions. 
DEFINITIONS 2. (1) Suppose I,E,F and φ are as in the extension problem. 
φ is called u(I,E,F)-continuous if it is continuous from I with U(E), to F 
with U.(F) . 
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(2) A pair of Riesz spaces (E,F) is said to have property (ul) if for 
every ideal I с E and every u-continuous Riesz homomorphism φ. I •+• F there 
exists a Riesz homomorphism φ· E -> F such that Φ, = φ. 
(3) A Riesz space F is said to be a u-extensor if (F,F) has property (ul) 
for all Riesz spaces E. 
PROPOSITION 3. (Continuation of (Ch.1,9) and (Ch.11,51).) 
Suppose I,E and F are Riesz spaces and I с E is an ideal. If φ· I ·* F is a 
с(I,E,F)-continuous Riesz homomorphism then φ is u(I,E,F)-continuous. 
Proof. As before, we denote by E the ideal in E generated by h £ E . 
Suppose φ· I -> F is а с(I,E,F)-continuous Riesz homomorphism. According to 
lemma 1, φ , is U.(E, ni) -U(F) continuous for every h e E . We would like to 
Ι Ε, η I h 
h
 + 
know whether φ,„ _ is also τ, , „ - Li. (F) continuous for every h с E . 
E, ni hl E n i h h 
To see that this is true take any Riesz seminorm ρ on F and suppose that 
ροφ, _ is not τ, ι -cttlR ) continuous. Then for each n e IN we can find 
h h n 2 1 
f e E, ni such that τ, (f ) 2 1 and ροφ (f ) ? η . Because -f •+ 0 relatively 
n h h n η n n 
uniformly with respect to h, we know that {-ρ°φ(ί )! η e IN} is bounded, which 
is not true. 
The conclusion is that φ I -*• F is continuous relative to the inductive limit 
lim τ, . _ ,. on I and the uniform topology on F. 
-*• h I E, ni r ii 
h 
We would be done if we could prove that lim τ, . is contained in the 
^ •* hlE ПІ 
uniform topology on E restricted to I. 
It is easily seen that lim τ , is a locally solid-convex topology on I (see 
h 
for instance proposition 4.16, page 108 in Г Р ; 5 6 ] ) . J'is means that the latter 
topology is generated by a collection of Riesz seminorms. Let ρ be any of these 
seminorms. By definition of inductive topology, for all h e Ε , ρ, is 
h 
continuous relative to τ , 
h | Ε, η Ι 
_ η 
Define for e f Ε p(e) = sup{p(f)| fel and 0<f<|e|}< ». ρ is a Riesz seminorm 
on E. Thus indeed U(E) . -> lim τ , |I ->• h Ι E, η i h 
We collect the results concerning continuity properties for Riesz 
homomorphisms defined on ideals as stated in proposition 3, (Ch.1,9) and (Ch.II,5') 
in the following theorem. 
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THEOREM 4. Let I,E,F and φ be as in the extension problem. Then 
φ is e-continuous => φ is m-continuous =» φ is o-contmuous =* φ is c-continuous 
=> φ is u-continuous. 
Furthermore, as a result of the above we have · 
(1) For any pair of Riesz spaces (E,F) the following implications hold. 
(E,F) has (ul) => (Ε,Ρ) has (ci) => (E,F) has (ol) => (E,F) has (ml) 
=> (E,F) has (el) . 
(2) For any Riesz space F, 
F is a u-extensor =» F is a c-extensor => F is an e-extensor. 
Hone of the implications m this theorem may be reversed. 
REMARK. The last statement in theorem 4 is left to the reader as an exercise 
except for an example of a Riesz space F which is a c-extensor but not a 
u-extensor. An example of such a space is not obvious. We will provide one 
in 14.1. 
5. In this section we jump into the world of topological questions concerning 
the extension problem. Our aim is to provide a fairly general sufficient 
condition for a Riesz space to be a u-extensor. Afterwards we will see that 
in many reasonable settings this condition is necessary. 
However, to give the reader an impression of how this condition emerges we 
start with easier concepts and discussions. 
DEFINITION 6. A Riesz space F is said to be a Levi space (or, to have (LP)) 
if every increasing li(F) -bounded net in F has a supremum (i.e., in the terminology 
of definition 9.3 in [A,B;3] U(F) is a Levi topology) 
We remark that there exists a slight confusion in the use of the term 
Levi topology. Some authors make it mean that a net is order bounded as soon 
as it is topologically bounded and increasing (see for instance definition 
231 in [F,24]). The latter notion coincides with the one in [A,B;3] in Dedekind 
complete spaces. Peressini [P;56] uses the term 'boundedly order complete' 
instead. Rer^ *·) also that a Levi space is automatically regularly ordered 
(see for example exercise 1 of chapter 3 in [A,B,3]). 
We will not give a proof of the following easy lemma. 
LEMMA 6'. Every Levi space is a u-extensor. 
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We are now going to give some examples of classes of spaces in which Levi 
spaces are the only u-extensors. 
7. Assume F to be a uniformly complete u-extensor. From theorem 4 and (Ch.I,ll) 
we infer that F is Dedekind complete. Thus F is an ideal in its universal 
completion G, to which we turn only in want of something better. Let С be the 
set of all Riesz seminorms on F and define F = {g G| Fn[0,|g|l is p-bounded 
for all ρ t- с}. Any ρ г С extends to a Riesz seminorm ρ on F by 
p(g) = sup{p(u)I CKu<|g|, u^F} for g f F . In proving this we find no problem 
at all except that in proving the triangle inequality for ρ we have to observe 
that F" contains F as an ideal. The result is that id· F -> F is u(F,F ,F)-
continuous and because F is a u-extensor we can find a Riesz homomorphism 
F -* F that extends id. Using that F is order dense m G it easily follows 
that F = F . 
Thus, here we have found a necessary condition for a uniformly complete 
Riesz space to be a u-extensor. 
Δ 
Remark that we can define F m a similar way whenever F is Dedekind 
complete. There are some papers related to the concept F = F (ΓΙ I, [49], [60]) . 
DEFINITIONS 8. A Riesz seminorm ρ on F is called a Fatou seminorm if f + f 
implies p(f ι, ) + p(f ) · 
A Riesz space F is said to be Fatou if it has a set of Fatou seminorms that 
generates the uniform topology on F. 
The following lemma is the main reason for the convenience of Fatou spaces 
in this chapter. It is due to Fremlin [25]. 
LEMMA 8'. (Fremlin) 
Suppose F is a Fatou space which is regularly ordered. Then every increasing 
11(F) -bounded net of F is dominable. 
Proof. Assume 0 ^ f ж and {f ) is U(F)-bounded. Let f > 0. Take a solid order 
α α 
closed U(F)-neighbourhood V of zero with f / V. Choose a positive integer η 
such that η f V for all a. Since V is solid and order closed there exists a 
-1 
g с F , g i 0, such that η f л f < f - q for all α. 
+ - ι
α 
Thus, (nf - f ) = n(f - η f Af) ng > 0. Thus {f ] is dominable. 
α α α 
In the class of regularly ordered,uniformly complete Fatou spaces the only 
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u-extensors arc Levi spaces. 
THEOREM 9. Suppose F is Fatou, regularly ordered and uniformly complete. Let G 
be its universal completion. Then the following are equivalent. 
(1) F is Dedekind complete and F = F . 
(2) Every upwards directed, G-bounded and u(F)-bounded set in F has a 
supremum m F. 
(3) F is a Levi space. 
(4) F is a u-extensor. 
Proof. We have seen that (4) implies (1) in 7. The implication (3) =* 14) 
is the content of lemma 6' . We will give proofs of (1) => (2) and (2) ^ (3) . 
Remark that in (3) ^ (4) and (4) =* (1) no use is made of the fact that F is Fatou. 
Suppose F is Dedekind complete and F = F . Suppose f.ifcG and {f^} is 
U(F)-bounded. We are going to prove that f e F . Introducing A = {ul 0£u^f,u F ) 
wc remark that we are done in proving that sup{p(u)l ufA } exists for every 
Fatou semmorm ρ on F. Thus, suppose ρ is a Fatou seminorm on F and {u I η IN} 
is a subset of A, such that p(u ) •+ •». {f, л u } is u(F)-bounded because {f,} f η Α η л 
is u(F)-bounded. However, sup sup p(f, л и ) = sup p(F-sup f, л и ) = 
η λ
 λ η
 η λ
 λ
 η 
sup p(G-sup f. л и ) = sup р(и ) = <*·, where in the first equality we have used 
η λ
 л n
 η
 n 
that ρ is a Fatou seminorm. We have proved (1) =* (2) . 
(2) => (3) is an easy application of lemma 8'. Indeed, an increasing U(F)-bounded 
net in F is dominable according to lemma 8', hence order bounded in G according 
to (".S.2.) and thus it has a supremum in F according to (2). 
This completes the proof of theorem 9. 
There are many other situations in which u-extensors occur. We collect 
some of them in the following three examples. New notations in these examples, 
if not defined otherwise, are as in 'Notes on Banach Function Spaces XIII' [46], 
which was a source of inspiration for them. 
EXAMPLE 9.1. This example takes place in the class of perfect Riesz spaces 
(for a definition of the latter see page 61 in ΓΑ,Β,3~|). 
If (F,p) is a normed Riesz space that is weak Fatou (i.e. there exists a 
С ^ 0 such that и t u implies ρ(и) < С sup ρ(и )) and F~ separates the points 
of F, then the following are equivalent. 
(1) F - F" = F' ' . 
nn nn 
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(2) F is a Levi space. 
(3) F is a u-extensor. 
The equivalence of (1) and (2) has been proved in 'Notes on Banach Function 
Spaces XIII' [46], theorem 41.4. 
(2) =» (3) is the content of lemma 6' aqain. A proof of (3) =» (2) will complete 
the picture. 
Suppose F is a u-extensor. It follows that F is Dedekind complete and F is an 
ideal in F". On page 536 Notes XIII we can also find that id: (F,p) -*- (F,p) 
nn 
is u(F,F",F) -continuous. Using that F is a u-extensor we can find a Riesz 
nn 
homomorphism Φ: F " -*• F such that Φ, = id. Suppose (u ) is an increasing net 
of elements from F and sup ρ (u ) < ». Define u- F~ ·+ IR by и(ф) = sup ф(и ) 
(φ r F" ). u can be extended to an element u of F"~. 
η nn 
An easy computation shows that Ф(и) = sup u . 
Osinr· very similar ideas the reader can prove the statements in the 
following two examples. 
EXAMPLE 9.2. If F is a regularly ordered Riesz space and F is the ideal 
Λ/ 
generated by F in F " and U(F) = U(F~") .£, then the following are equivalent. 
(1) F is a Levi space. 
(2) F is a u-extensor. 
EXAMPLE 9.3. If (F,p) is a normed Riesz space and F' separates the points 
of F, then the following are equivalent. 
(1) F * F-". 
nn 
(2) F is a Levi space. 
(3) F is a u-extensor, F is norm complete and ρ is equivalent to p 1 1 . 
10. The connection between c-extensors and u-extensors. 
The present section is concerned with the relation between c-extensors 
and u-extensors. We first give some definitions. 
DEFINITIONS 10.1. (1) A Riesz space F is said to have the lateral Levi property 
(or in short, (LLP)) if for every disjoint set А с F such that 
{g с Fl g is a finite sum of distinct elements from A} is u(F)-bounded we have 
sup{fl frA} exists. 
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(?) A Riesz space F is said to have the σ-dominated Levi property (or in 
short,(ODLP)) if for every increasing sequence (f ) of elements of F such 
η neIN 
that {f I neIN} is u(F)-bounded we have sup{f | nfIN} exists in G (the universal 
η η 
completion of F ) . 
Trivially every levi snace has the lateral Levi property and the σ-dominated 
Levi property. An immediate corollary of lemma 8' is the following. 
PROPOSITION 10.2. Suppose F is a Fatou Riesz space which is regularly ordered. 
Then F has the σ-dominated Levi property. 
(LLP) should be viewed as a topological analogue of (LBP). Our hope is 
that (LLP) will play a role in the theory of u-extensors comparable to the 
role of (LBP) in the theory of c-extensors. A part of this hope stems from 
the following main theorem of this chapter. 
THEOREM 11. (Main theorem of chapter IV) 
Let F be a Riesz space. The following scheme of implications holds. 
F is a Levi space =» F has (BP) and is boundedly laterally complete 
** * 
4 4 
F has (LLP) and (aDLP) => F has (LBP) and is boundedly laterally complete 
•к 
F is a u-extensor =» F is a c-extensor 
lurthermore, if (F,11(F)) is sequentially complete then we have the implications· 
(1) If F is boundedly laterally complete and has (BP) then F is a Levi 
space. 
(2) If F has (LBP) and is boundedly laterally complete then F has (LLP). 
Finally the implications indicated by a * are not reversible while the implication 
indicated by ** is not reversible if measurable cardinals exist. 
EXAMPLE 12. Before proving the main theorem something more should be said 
about (aDLP) and (LLP). 
We saw in proposition 10.2 that Riesz spaces with the σ-dominated Levi 
property exist. Here we will give an example of a Riesz space which does not 
have (aDLP). 
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The Riesz space that we are going to introduce was used before in another 
context in [32]. 
Suppose S is the set of all non-empty finite sequences of natural numbers. 
For s f S define X(s) = length of s. If s,t e S define s <" t if X(s) < X(t) and 
s(i) = t(i) for ι = 1, ,A(s) . 
For s t S such that λ(s) = η and i f IN we define s*l = (s(l), ,s(n),i). 
" 1 
Put E = {χ f 1 (Ξ)I lim x(s*i) = ÏX(S) for all s e S}. 
1-кч 
Γη Г 421 it is shown that for every t r S · 
^(s) = { 
l.X(s)-X(t) . ^ (^ ) if t<s 
0 m other cases 
defines an element e of E. 
Furthermore E is a Banach space under I I I I and thus U.(E) coincides with the 
norn topology (see (Ch.III,2)). 
We claim that E does not have the σ-dominated Levi property. 
(1) - (1) „ (2) „ (1,2) „ (2,1)
 Ί Ί 
Define f = e , f = e v e v e ν
θ
 , , generally 
f = sup{e I t has lengthen and t(k)£n for all k<n). 
η 
Certainly (f ) is increasing and ||f || < 1,hence {f I nrIN) is U(E)-bounded. 
' η ncIN η ™ η 
We will prove that {f I ncIN} is not order bounded in the universal completion 
of E. Again we use the fact that we can prove this by showing that it is not 
a dominable subset of E. 
Suppose {f I ncIN} is_ a dominable subset of E. Take any u f E, u > 0. 
There exist ν с Ε, ν > 0 and k с IN such that (ku - f ) > ν for all η с IN. 
η 
In particular for all t с S such that v(t) * 0 we find ku(t) - 1 > v(t). 
Because ν > 0 there exists t с S such that vtt.) > 0. Because lim u(t
n
*i)=ru(t ) 
1-MO 
1 2 
and lim v(t0*i)=2v(t0) we can find ι e IN such that u(t «iK^uft.) and v(to*i)*0. 
І-хю 
2 
Define t, = t *i. Inductively, choose t f Ξ such that u(t .)£^u(t ), t 
1 0 ' η n+1 3 η n+1 
extends t , and v(t )*0 for all η f IN. 
η η 
For all n e IN we find ku(t ) - l>v(t )>0. However ku(t )'k(^)nu(t„) and hence 
η η η 3 О 
for large η we have ku(t ) - l< r i h i c h i s a c o n t r a d i c t i o n . 
η 
Note that we even provided a Banach lattice without (aDLP). 
14. In chanter V we will say some things about the relation between (LLP) 
and (LP). The example that the implication indicated with ** in the main 
theorem cannot be reversed if measurable cardinals exist,is postponed until 
then. 
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Proof of the main theorem. 
1. First of all an example of a c-extensor which is not a u-extensor. 
We return to example 5 of chapter II and adopt the notation which we 
IN 
used there. F = {f e IR | f has small support}. In chapter II we saw that F 
is a c-extensor. By theorem 3.16 and corollary 3.18 of chapter III it follows 
IN 
that U(F) is the product topology. Thus, id F -»· F is u(F,IR , F) -continuous. 
IN 
However, a Riesz homomorphism Φ: IR -»-F such that Φ. = id cannot be produced. 
2. In example 13 of chapter II we have seen a Riesz space F which is boundedly 
laterally complete and has (LBP) but not (BP). 
3. 'F has (LBP) and is boundedly laterally complete « F is a c-extensor' is 
theorem 14 of chapter II. 'F is a u-extensor => F is a c-extensor' can be found 
in theorem 4 of the present chapter. 'F is a Levi space => F has (BP) and is 
boundedly laterally complete' and 'F has (LLP) =» F has (LBP) and is boundedly 
laterally complete' are immediate conclusions from the definitions 
4. Proof of '(LLP) and (oDLP) =» u-extensor'. 
'Uie nroof is a repetition of the ideas in (Ch.II,6). Suppose F is a Riesz space 
œ 
with (LLP) and ( JDLP) . Suppose С (X) ^ с <• ome extremally disconnected compact 
Hausdorff space X is the universal completion of F. In 3 we claimed that F is 
boundedly laterally complete. 
Suppose I,E,F and φ are as in the extension problem. Suppose φ is u(I,E,F)-
continuous. Let f с E . Define A = {χ e XI there exists gel such that φ(g) (x)*0}. 
The collection of all sets of characteristic functions in the ideal generated 
OD 
by φ(Ι) in С (X) is partially ordered by inclusion. Choose, by Zorn's lemma, 
a maximal disjoint set {1 | s f S} in the ideal generated by φ(I) in С (X). 
s 
It easily follows that U U is a dense subset of A. For every s e S choose 
* StS Ξ * 
h с I such that 1 < ф(Ь ). 
s U s 
s 
For χ r X we define 1 (x)c[0,»] by 1 (x) = supU(g)(x)| g [0,f]nl}. 
For every s f S we can give a somewhat more tractable formula for 1, on Ό : 
f s 
l,(x) = supUtf л nh ) (χ) | n e IN) for all χ e U . 
f s s 
For every s e S (φ(ί л nh ) ) is an increasing sequence, which is U n ­
bounded because φ is u-continuous. By (oDLP) for F we have С -2υρ{φ(ί л nh )Ι ηΊΝ} 
= F exists for every s f S. 
s •' 
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We will now prove that· 
1 (y) < ~ and 1 is continuous at y, as soon as F (y) < » and y e U . 
Suppose y e U and F (y) < Œ>. Choose a neighbourhood V of y which is a subset 
of U and η e IN such that F (y') < η for all y' V. "hen for all gf[0,f]nl 
we find (ф(д) л ПдНу') < Гф(д) л n ^ t h ^ K y ' ) < φ(ί л n ^ H y ' ) < F
s
(y') < n 0 
f o r a l l y ' r V. 1hi s ] (•> ' ) < °° f o r a l l у ' с V. F u r t h e r m o r e : 
1 ( y ' ) = sup С ф ( д ) ( у ' ) л кфШ ) ( y ' ) ] = sup [ф(д) л п 0 Ф ( Ь 2 ) ] ( у · ) < 
k e I N , g e T n [ 0 , f ] S g f l n [ 0 , f l 
í ( f л η h M y ' ) < I j t y ' ) f o r a l l y ' e V. (*) 
We infer that 1 ι = Φ(f л nh ), for some η e IN. In particular 1 is continuous 
at у. 
Define В = Cx e xl there exists s f S such that F (χ) < =· and χ e U }. 
s s 
В is an open dense subset of A and by the preceding arguments 1 is continuous 
on B. Thus we can find f f С (X) such that f . = 1^ι„ and f .—с = 0. 
|в f IB IA 
It follows that f = С -supU(g)| gf[0,f]nl}. 
Furthermore, using Zorn's lemma once more, there is a collection of clopen 
subsets {V I t € τ} of X such that (1) V η V = 0 if t^t'. 
(2) For each t ε Τ there exists h e ln[0,f] with 1 < ф(Ь ). 
Ci) For all t r τ there exists ηεΙΝ such that 
f
*|v t = ф (£ л п | • 
(4) ^u
m
V^ is a dense subset of A. 
Define f = f 1 for all t t T. 
By (3) above and theorem 14 of chapter I it follows that f e F. {f ] t с Τ} 
is a disjoint subset of F. Suppose It ,.... ,t ) с т. Choose η ,.... ,n e IN 
such that f < φ(f л η h ) for all 1Гі<к. 
1 1 
Remark that f + f + + f < ф(вир{п h л f| l<i<k}),from which it 
1 2 к 1 ι 
follows (by u-continuity of φ) that {finite sums of distinct f } is U(F)-bounded. 
it* 
By (LLP) F-sup{f I t € T} =: f exists. Using once more theorem 14 of chapter I 
and the fact that f > f it follows that f e F. 
It is left to the reader to prove that the map f -»• f (f e E ) can be 
extended to a Riesz homomorphism Φ E -»· F such that Φ, = φ. 
5. For (1) m theorem 11 we refer to exercise 23Nf in [F;24]. (2) can be proved 
in the same way as the latter exercise which we omit as well. 
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Though I realize that the main theorem still presents a quite incomplete 
picture I wish to show that under a special condition all properties under 
consideration coincide. 
PROPOSITION 15. Suppose F is a uniformly complete,regularly ordered Fatou space 
such that (F,U(F)) is sequentially complete. Then the following are equivalent. 
(1) F has (LBP) and is boundedly laterally complete. 
(2) F has (BP) and is boundedly laterally complete. 
(3) F is a Levi space. 
(4) F has the lateral Levi property. 
(5) F is a u-extensor. 
(6) F is a c-extensor. 
Proof. The main theorem tells us that (2) «=» (3). Using proposition 10.2 
it follows, taking one more look at the main theorem, that the following 
equivalences hold· (4) « (5), (5) <» (6), (6) « (1). 
As (3) •* (4) and (2) => (1) are also contained in theorem 11 we are done in 
proving (4) =* (3) . 
Therefore, suppose F has (LLP) and {f } is a ( (F)-bounded subset of F and 
{f } is increasing. By lemma 8', {f } is dominable. Denote g = С -sup{f }, 
α α α 
œ 
where С (X) is the universal completion of F. Using the fact that F is an 
00 oo 
ideal in С 'X), the existence of С -sup{f } and Zorn's lemma we can find a 
maximal disjoint family of clopen subsets of X, {U }, and a collection of 
ρ 
integers {N } с IN such that 
ρ 
(S) 1 e F for all β. 
β 
(ε) f i < N„1 for all α and S. 
α
 Uß ß Uß 
Define Яг, = sup f л Ν 1 . {g„} is a disnoint subset of F and the set of 4
β α α β U "β 
finite sums of distinct elements of {g0l is U(F)-bounded by the fact that F 
ρ 
is Fatou. Using that F has (LLP) we infer that sup{g } exists ir F. 
β 
One easily shows that F-sup{g } £ f for all a,while also Р-зир{д0} S g, i.e. 
Β α ρ 
F-sup{f } exists. Thus, F has (LP). 
α 
Some remarks about proposition 15. 
1. It should be noted that the techniques used in lemma 8' and proposition 15 
apply in other situations as well. Suppose for example that F is a Riesz space 
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and ρ is a Fatou norm on F. Then the proof of lemma 8' shows that every 
p-bounded increasing net of F is dominable. Now suppose furthermore that for 
every disjoint set А с F such that {finite sums of distinct elements of A} 
is p-bounded, sup A exists. An easy argument shows that F is boundedly laterally 
complete. Let us assume that F is uniformly complete. Then,by the preceding 
remark and (Ch.1,5), F is Dedekind complete. The Oroof of Droposition 15 shows 
that actually for every upwards directed p-bounded subset A of F ,sup A exists, 
i.e. ρ induces a Levi topology. In this situation one of the most remarkable 
theorems in Riesz space theory can be used 
THEOREM 16 (Nakano) ('completeness theorem1). 
If a locally solid Riesz space (F,T) I S such that τ is a Levi and Fatou topology, 
then (F,T) IS τ-complete. 
Ihus, the above can be summarized in the following Two Part Invention. 
THEOREM 17. Let (L,p) be a uniformly complete normed lattice with the following 
two properties: 
(a) ρ is a Fatou semmorm. 
(8) If А с L is a disjoint subset of L and {finite sums of distinct elements 
of A} IS p-bounded,then sup A exists. 
Then ρ induces a Levi topology on L, U(L) is generated by ρ and (L,p) is a 
Banach lattice. 
A countable version of this result is theorem 4.3 in [10], which will be 
our starting point in chapter VI. 
2. A corollary of proposition 15 is the following. 
Every AM-space with (LLP) which is Fatou has an order unit. 
3. A corollary of remark 1. 
If (L,p) is an M-space and (ί,ρ) satisfies (a) and (β) of theorem 17 then 
(L,p) is an AM-space and L has an order unit. 
't. The conditions in proposition 15 that F should be uniformly complete and regularly 
ordered are very natural if we wish (3) « (4). '(F, U(F)) is sequentially 
complete' and 'F is a Fatou space'cannot both be missed without making the 
conclusion (4) «=» (3) false, provided that we believe in measurable cardinals. 
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(to be more precise,m 5.7 we will give an example of a Riesz soace F which has 
(LLP) but not (LP) and which is not Fatou nor sequentially complete, under the 
hypothesis that measurable cardinals exist.) 
The next chapter as well as chapter VI proceed to investigate the properties 
(LP) and (LLP). 
CHAPTER V 
A CONNECTION BETWEEN LEVI SPACES AND LATERAL LEVI SPACES 
For convenience we name Riesz spaces having (LLP) (see definitions 10.1 
in chapter IV) lateral Levi spaces. It is obvious from the definitions that 
every Levi space is a lateral Levi space. Also, according to the remark 
following definition б in chapter IV, every Levi space is regularly ordered. 
Conversely we ask: 
Must every lateral Levi space, which is regularly ordered, actually be a 
Levi space7 (*) 
In case we restrict our attention to a Riesz space that is sequentially 
complete in its uniform topology, this question is equivalent to the following: 
Does such a Riesz space have the boundedness property in case it is a regularly 
ordered lateral Levi space7 (see theorem 11 of chapter IV). 
If we take a look at the question in the surroundings of AM-spaces, it takes 
the following provoking form. Does every lateral Levi AM-space have an order 
unit? (see corollary 17 in chapter IV). 
The latter question, in the form of a conjecture, was asked in the thesis [32J. 
In the context of the present thesis question (*) interests us because an answer 
would make theorem 11 in chapter IV more complete. This chapter as well as 
chapter VI is an excursion outside the immediate sight of extension theorems. 
The connection between these two chapters and the rest of this thesis is 
theorem 11 of chapter IV. 
Within the usual axioms of set theory I do not know of a regularly ordered 
lateral Levi space which is not a Levi space. However, presuming the existence 
of measurable cardinals, we will give such an example (example 6). 
Suppose we are in the extreme situation of considering a Riesz space F in 
which every disjoint subset has a supremum, a so-called laterally complete 
Riesz space (see pagelBm chapter 0) . Certainly, F is a lateral Levi space as 
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well . Does it follow that F is a Levi space? Of course, for this question to 
be meaningful, u(F) should be Hausdorff. To be sure of this, in the rest of 
this chapter we even restrict our attention to spaces of the form C(X) for 
completely regular X. 
The Levi property and the lateral Levi property for spaces of continuous functions. 
In a special situation like this we should be able to understand better 
what the notions in consideration really mean. We start with a characterization 
of Levi С(X)-spaces. 
PROPOSITION 1. Suppose X is a realcompact and completely regular topological 
space. Then the following are equivalent. 
(1) C(X) is a Levi space. 
(2) X is extremally disconnected and for all sequences of open sets (U ) 
η ncIN 
such that every compact set intersects only finitely many U we have η U = 0 . 
η neIN η 
Proof. We first prove (1) => (2). To this end, assume that C(X) has the Levi 
property. It follows that C(X) is Dedekmd complete and thus by exercise 1.H.6 
in rG,J;26] that X is extremally disconnected. Suppose (U ) is a sequence 
η ne IN ^ 
of open subsets of X such that every compact set intersects only finitely 
many U . Define g = 1 for all η e IN. Because every singleton set in X is 
η η U
n 
compact, we have that for all χ e X g(χ) := sup{ng (χ)Ι n e IN} is finite. 
η 
g: χ -»• g (χ) is a lower semicontinuous function. 
Define Η = {f e С(X) | f < g}. H is an upwards directed set and because of the 
property of (U ) that we presupposed, H is uniformly bounded on compact 
sets. Thus, H is и(С(Χ))-bounded according to corollary 5 of chapter III. 
Because C(X) is a Levi space,sup Η =:h exists. It follows that h < g and if 
x с ri ,U then h(x) > η for all η e IN. Therefore η U = 0. 
neIN η neIN η 
We proceed with a proof of (2) => (1). Therefore, assume (2) and suppose 
{f | α e A} I S an upwards directed u(C(X))-bounded subset of C(X) . 
α 
Define U = (x e X| there exists α e A such that f (χ) > η} for each η e IN. 
η a 
Because {f 1 α e A} is uniformly bounded on compact subsets of X we inter that 
every compact set in X intersects only finitely many U . As every U is open, 
we know from (2) that η U = 0. Define h(x) = sup{f (χ)Ι α e A} for all χ e X. 
ηεΙΝ η α 
h (χ) < ο» for all χ e Χ and h: χ -> h (χ) (χ e Χ) is lower semicontinuous. 
Define for each a e X h (a) = infísup h(χ)| U is a neighbourhood of a}. 
xeU 
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Suppose a e Χ and h (a) = «>. Then for each neighbourhood U of a there exists an 
— + 
χ € U such that h(x) > n. This means a € η U = 0. Thus, h is finite 
ncIN η 
everywhere and furthermore it is the natural candidate for the smallest 
continuous function bigger than h (see for instance the proof of lemma 12.15 
in TdJ,vR,37 ]). The finishing touch is left to the reader. 
For an investigation of laterally complete and σ-laterally complete С(X)-es 
the notion of a P-space is useful. For the following as well as for the definition 
of a P-space, we refer the reader to theorem 14.29 of rG,J,26]. 
THEOREM 2. For a comoletely regular topological space X the following are 
equivalent. 
(1) For each f e C(X), {χ e x| f(χ) = 0} is open. 
2 
(2) For each f e С(X) there exists f e С(Χ) such that f = f f . 
(3) Every cozero-set in X is C-embedded. 
(4) For all f,g e C(X), (f,g) - (f2 + g 2) . 
(5) Every G in X is open. 
(6) X is a P-space. 
We remark that property (2) of theorem 2 is named 'von Neumann regularity' 
in ring theory. For Riesz spaces the related concept is named z-regulanty (see 
r35] and Γ36]) . The letter Ρ in 'P-space' stems from the fact that every grime 
ideal in the space of continuous functions on a P-space is maximal. 
The following proposition deals with σ-laterally complete Riesz spaces of 
the form C(X) . 
PROPOSITION 3. Suppose X is completely regular. Then the following are equivalent. 
(1) C(X) is σ-laterally complete. 
(2) X is a P-space. 
(3) C(X) is σ-universally complete, i.e.C(X) is σ-Dedekind complete and 
σ-laterally complete. 
Proof. (1) => (2). Suppose C(X) is σ-laterally complete and f e C(X) is such 
that f < 1 . Choose for each η e IN a continuous function φ e С(IR) such that 
л η 
I
 l f 1 <_ χ <_ 1 { χ η+2 η+1 
1 1 
0 if χ < — τ - or χ г -. 
η+3 η 74 
2 
can find f с С (X) such that f = f f . Now apply theorem 2 (2 
For all η с IN φ °f л j , of = o. 
η n+3 
Each of the sets {φ o
w
0fl к « IN} (i=l,2,3) is disjoint. 
Define g - зир{ф °f| к e IN} (1=1,2,3) and f = g ν g ν g 
Then f = f f . 
Now suppose f e С(X) is such that If I S 1 . Because X is an F-space as well 
(see theorem 14.25 m [C,J;26] or definición 2 in chapter VII) there exists a 
2 2 
к f С(X) such that f = k|f|. Because If I = If I f = f f for some f t C(X), 
we see that f = f (kf ). 
For an arbitrary f e С(X) we can choose g,h e С(X) such that |gl " 1 and 
h(x) > 0 for all χ e X such that f = gh. It easily follows that, again, we 
(X
(2) =* (1). Suppose X is a P-space. 
Let { u l n e IN} be a disiomt subset of C(X) . Define u(x) = sup{u (χ) I η < IN} 
η η 
for all χ e X. Choose χ e X. It easily follows that u is continuous at χ if 
for some η f IN u (x„) > 0. If u (x„) = 0 for all η e IN, we note that 
η 0 η 0 
x„ £ η z(u ) and the latter set is open according to (1) and (5) of theorem 2. 0 ι=1 ι 
Thus u is continuous at x„. Hence, u ε C(X) and u = sup{u I η t IN} in С(X). 
0 η 
(3) » (1) follows from the fact that every σ-laterally complete Riesz space 
has the principal projection property (see theorem 23.4 in Г А , В ; З І ) and from 
the fact that C(X) is uniformly complete, combined with theorem 42.3 in [h,Z,47J. 
Can we also give a characterization of laterally complete spaces C ( X ) 7 
The next proposition gives part of the answer. 
PROPOSITION 4. Suppose X is completely regular and card(X) is non-measurable. 
Then the following are equivalent. 
(1) X is an extremally disconnected P-space. 
(2) C(X) is laterally complete. 
(3) X is discrete. 
Proof. (2) =» (1) follows from the paper [75] and the preceding proposition 
without cardinality assumptions on X. To prove (1)=»(3), assume that X is an 
extremally disconnected P-space. Using that card(X) is non-measurable, 
exercise 12H in ГС,Л;26І tells us that X is discrete. 
(3) =» (2) is trivial. 
Remark. Not every P-space X has the property that C(X) is laterally complete. 
An example of this phenomenon is obtained by taking X a so-called Ford space 
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(see Г70І for a definition of a Ford space). 
We now find that laterally complete Riesz spaces of the form C(X) indeed 
tend to be Levi spaces. 
COROLLARY 5. Suppose X is completely regular and card(X) is non-measurable. 
If C(X) is laterally complete then C(X) is a Levi space. 
Corollary 5 and the following example show the trouble we are in. We answered 
(corollary 5) question (*) of page 72 positively for laterally complete 
C(X)-es with card(X) is non-measurable. 
According to example б we will see that the answer is negative if measurable 
cardinals exist. 
The guide of this tour apologizes for not having a better example. He would 
very much like to know of an example which does not use the existence of 
measurable cardinals. 
The following example was (in another context) introduced by D.H. Fremlin in 
Г251. 
EXAMPLE 6. Part I. 
Suppose for the moment that X is any infinite set.(In the course of this example 
we will put a restriction on X.) Define Y to be the set of all non-empty finite 
sequences of elements of X. 
A filter on X is a set of subsets, F, of X such that: 
(1) 0 i F, 
(2) А,В e F = > A n B £ F , 
(3) A e F, в з A => в e F. 
An ultrafliter is a maximal filter. F is called a free ultrafliter if F is an 
ultrafliter and nF = 0. Using Zorn's lemma we know of the existence of free 
ultrafilters on X. From now on F is a free ultrafilter. 
If t e Y and u e X , t*u is the element of Y which we get by putting u behind t. 
A set G с γ is said to be open if and only if for all t £ G. {u e ХІ t*u e G} £ F. 
Because F is a filter it follows that the open sets in Y define a topology τ. 
Because F is an ultrafilter we are able to deduce that Y is extremally 
disconnected. This was done by Fremlin in Γ25] and we simply repeat his arguments 
here. If G is an open subset of Y and t ε G we reason as follows. If t с G then 
{u ε x| t*u ε G} = {u ε ХІ t*u ε G}. The latter set is in F because G is open, 
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hence by (3) {u € ХІ t*u ε G} e F. If t £ G\G then G {t} is not closed, i.e. 
{t} и (Y\G) =: H is not open. So there exists s e H such that 
{ul s *u с Ухе} i F. However, {u| s*u t Y\G} С F for every s € Y\G and thus 
s = t and {ul t*u e Y\G} i F. Because F is an ultrafilter {u| t*u e G} e F. 
Thus G is open. 
So far we have seen that (Υ,τ) is an extremally disconnected topological space. 
We want to describe some interesting open sets in Y. For every χ f X and every 
A £ F we define U„ ,
 ч
 = {у e Y| y = (χ) or [y, = χ and y_ e A]}. Instead of 
A,(x) 1 2 
U.. , . we will also write U, , . Any set of the form υ , . is clopen for the 
X, (x) (x) * A, (x) 
following reason. Suppose t с U ; then there are two possibilities (remark 
A , ν X J 
that the empty sequence is not in Y) 
(1) t(l) * x; then {u e XI t*u e U^ , . ) = X e F , 
A, (x) 
(2) t(l) = x; then the length of t is at least 2 and t(2) i A. Thus, 
{u e x| t*u £ U c , . } = X e F. 
A, (x) 
(1) and (2) yield that U , . is closed. The fact that U , is open is more 
A,(x) A,(x) 
simple. 
In a similar way we define U = { u e Y [ u = y o r Г length u > length у and 
A,у 
u = у for all к < length у and u(length у + 1) £ A J J for у £ Y and А с F. 
Using again that F is an ultrafilter yields that U is clopen. 
A, y 
For y £ Y U := U„ . 
У x fy 
With the aid of sets of the form U we want to get more grip on the compact 
"f У 
sets. Remark that it follows from what we have done so far that τ is a Hausdorff 
topology. 
Suppose К is a compact subset of Y. 
Certainly, К с u U, and by compactness of К we can find n, (n_,... ,n с X 
n£X (η) 1 2 Ν 
Ν 
such that К с υ,U, We proceed by investigating Κ η U, , for any 
k=l (П)
с
) (m) 
m £ {iij,. . .
 f n N } . 
Κ η u, is compact. Of course, it is quite well possible that we are able to (m) 
detect the element (m) in Κ η U, .. But anyway: 
(m) 
Κ η U. Л и с ,υ U for every Α ε F. (m) A, (m) l£X (m,l) 
By compactness of Κ η и for every A £ F we can find 1.,... ,1 e X such 
(m) 1 ρ 
t h a t : Κ η и , Л и . , с {у £ γ | у = m and у . e U , , . . . , 1 }}. 
(m) A, (m) 1 2 1 ρ 
T h u s , f o r e v e r y A e F we can f i n d 1 , . . . , 1 с X such t h a t 
(*) Κ η υ ,
 λ
 с {у £ γ | у = (m) o r Гу. = m and у . ε А и { 1 , , . . . , 1 ) J } . 
tmj 1 2 l p 
We claim that there exist only finitely many t e X such that (m,t) с К. Indeed, 
suppose there exists an infinite set { t i n e IN) such that (m,t ) ε К for all 
η η 
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η f IN. If {t. Ι η f IN} € F then choose A - {t_ 1 η e IN} to find a contradiction 2n 2n 
with (*). If {t. Ι η £ IN} / F then {t„ Ι η e IN} C € F because F is an ultrafilter. 2n 2n 
Again we find a contradiction with (*), putting A = {t I η e IN} C. Thus we have 
proved that the second coordinate of members of К can only come from a finite 
number of elements from X. 
Proceeding in a similar way (or using induction) one shows that 
(**) If К is compact and N с IN then there exist у.,... ,y € Y with 
length < N and ζ.,... ,z € Y with length N such that 
к с
 [
л V u JiV 
A corollary of (**) is the fact that every compact set in Y is countable. 
Actually, any compact set in Y is finite 
Suppose y e К and length у = N-l for some N с IN {1}. Choose with the aid 
of (**) ζ ,... ,z with length N and y.,... ,y with length < N such that 
K c { 1^ V υ JiV 
Now choose any A € F such that y*u / {z ,... ,z } for all u с A. Then у is the 
only element of К situated in the clopen subset U . Thus for each у e К we 
А,у 
can find A e F such that Κ η и = {у}. Using the compactness of К it follows 
that К is finite. 
Though our space (Υ,τ) happens to be a Hausdorff space, it is not clear whether 
(Υ,τ) is completely regular. However, if we give Y the weak topology induced 
by the continuous functions on Y, the resulting space (Υ,τ) is completely 
regular (see page 39 in fG,J,26l). The sets of the form U are still τ-clopen 
and thus the same procedure as above yields that compact sets are finite. 
To understand whether or not C(Y,T) IS a Levi space, however, it might be 
necessary to have information about the compact sets in the realcompactification 
of (Υ,τ) (see corollary 5 of chapter III). 
So, in Part I we showed that any set X together with a free ultrafilter F on X 
gives rise to an interesting extremally disconnected,completely regular space 
Y in which every compact set is finite. 
Part II. 
We now suppose that X has measurable cardinal. We will prove that C(Y) is 
laterally complete (and hence a lateral Levi space) without being a Levi space, 
if we take a free ultrafilter F on X closed under countable intersection. 
To this end, take such an ultrafilter F on X, whose existence is guaranteed by 
the fact that X has measurable cardinal. It easily follows that the corresponding 
topological space Y has the property that every G, is open. In particular, for 
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all f £ C(Y) there exists f f C(Y) such that f = f f i.e. by (4) of 
theorem 2 Y is a P-space. By exercise 14P1 in rG,J;26j, uY is a P-space as well. 
Because C(Y) = C(uY), υΥ also is extremally disconnected. By proposition 3, 
C(uY) is σ-laterally complete. By 23.24 m ΓΑ,Β,-3], C(uY) is universally 
complete (having a weak order unit). 
To prove that C(Y) is not a Levi space, we proceed as follows. Define 
В = {length у 1 I у e Y} <= С (Y) . В is a directed set of continuous functions 
Y 
which has no supremum in C(Y). We have shown that C(Y) is not a Levi space 
as soon as we have seen that В is u(C(Y))-bounded. Therefore, remark that В 
is pointwise bounded on Y and also on υΥ by the proof of proposition 8 of 
chapter III. We have already seen that υΥ is a P-space, which implies that every 
compact subset of uY is finite. Hence, indeed, В is a(C(Y))-bounded. 
Remarks. 
(1) For which X and F is Y realcompacf 
(2) C(Y) of Part II has (aDLP) . 
(3) The reader may have noticed that a major part of Part I is not needed for 
for Part II. However, the observations in Part I yield non-trivial examples 
of so-called anti-compact topological spaces, which will occur m Chapter VII 
(see definition 26 in there). 
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CHAPTER VI 
A MORE POSITIVE RESULT CONCERNING THE RELAilON RFTWEEN LEVI SPACES AND 
LATERAL LEVI SPACES. 
First of all we give the σ-versions of the definitions 6,8 and 10.1 (1) of 
chapter IV and the definition 4 of chapter I. 
DEFINITIONS 1. (1) We say that a Riesz space F has the σ-lateral Levi property 
(or, that F is a σ-lateral Levi space) if for every disjoint set А с F which 
is countable and such that {g e F| g is a finite sum of distinct elements from A} 
is a(F)-bounded, we have: sup A exists. 
(2) A Riesz seminorm ρ on F is called a σ-Fatou seminorm if f +f implies 
p(f )tp(f). A Riesz space F is said to be σ-Fatou if it has a set of σ-Fatou 
seminorms that generates the uniform topology on F. 
(3) We say that a Riesz space F is a σ-Levi space if every increasing 
U(F)-bounded sequence has a supremum (i.e. in the terminology of page 61 of 
[A,B;3]: U(F) I S a σ-Levi topology). 
(4) A Riesz space F is said to be boundedly σ-laterally complete if every 
countable disjoint order bounded subset of F has a supremum. 
The present chapter as well as chapter V and the end of chapter IV (from 
proposition 15 onwards) help us to understand theorem 11 of chapter IV. That is 
the reason why in all of these properties the topology U(F) is considered, 
though similar properties might be interesting for other topologies. 
In view of remark 1 on page 69 and blended by the beauty of Nakano's 
completeness theorem (see page 70 ) , we start the present chapter with a a-version 
of theorem 17 of chapter IV. There we already said that there exists a σ-version 
of that theorem in [lOj. Indeed, in an interesting measure theoretic paper named 
'Outer measures on a linear lattice' the authors, Hidegoro Nakano and Leon Brown, 
proved most of the following theorem. 
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THEOREM (Nakano and Brown). 
Let (L,p) be a o-Dedekind complete norned Riesz space with the following two 
properties 
(1) ρ is a σ-Fatou seminorm. 
+
 n 
(2) If {a | η с IN) I S a disjoint subset of L and sup p U a ) < •*- then 
η m η 
Za exists in L. 
η 
Then L is a α-Levi soace, a(L) is generated by η and (L,p) is a Banach lattice. 
It should be noted that condition (2) implies that L is boundedly 
σ-laterally complete. Thus, using the theory of Г75І , it follows that the 
condition '(L,p) is σ-Dedekind complete' can be replaced by '(L,p) is uniformly 
complete'. So we can see that the theorem above really is a c-analogue of 
(Ch.IV,17). 
The following theorem generalizes the theorem by Nakano and Brown. Its proof 
is entirely based on techniques used in the proof of 1.3 in r25l. 
THEOREM 2. Suppose (L,p) is a normed Riesz space, such that (L,p) іь uniformly 
complete. Then the following are equivalent. 
(1) Every increasing p-bounded sequence in I has a suore mum. 
(2) (L,p) has the following prooerties. 
+ и 
(a) If {a I η с IN) I S a disjoint subset of L and S U D ρ (¿.a ) < °° then 
η
 m
- η 
Za exists in L. 
η 
(b) For all а с L and all a + such that sup ρ(a ) < ™ we have 
ne IN 
{SU D а л ma I m с IN} is p-bounded. 
η η 
A remark before giving a proof. Both, (1) and (2), imply that L is 
σ-Dedekind complete (see page 62 of rA,B,3l for the fact that (1) implies that 
L is σ-Dedekind complete and [75j for the fact that (2) implies that L is 
σ-Dedekind complete). 
Proof of theorem 2. 
We start proving (2) =* (1). Therefore, suppose (x ) is an increasing 
η neIN 
p-bounded sequence in L . Define y, = x, and у = χ - sup (χ л m sup y ) 
1 1 η η „, η ^ "Ί 
, mcIN ι<η 
for η > 1. 
It follows that χ = sup{x л m sup y | m с IN) for all η f IN,and for all 
η η ι 
lin 
n e IN y Л у = 0 for ι<η. 
η ι 
By induction on n, the foregoing remark and the monotony of (x ) ., we find 
η ne IN 
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ν + . . . + V - ν ν ... ν y < χ. ν ... ν χ = χ for all η с IN. 
γ1 ' n i *n 1 η η 
By (a) of (2) it follows that sup{y Ι ι e IN} =. e exists and for all η £ IN 
χ = supix л me ! me IN}. 
η η 
For each m e IN set ζ = supix A me Ι η ε IN}. Note that ζ - ζ , л me. 
m η m m+1 
{ζ | m с IN}will have the same upper bounds (if any) as {χ I η e IN}. 
m j 1 n 1 
Define for each m f IN u = -z . We have that u - -z = -z , A e > r ζ , . 
m m m m m m m m+1 m+1 m+1 
(u ) is a decreasing sequence and by hypothesis (b) {p(z )| m e IN} is 
m me IN m 
bounded. Thus, p(u ) ->• 0. So, inf u = 0. 
m m 
Define ν - e - sup(e л k(e - u )) < u for all m с IN. 
m ¿ m m 
We get that ν 1 e - ν and inf ν = 0 . 
m m m 
(ζ . - ζ ) л (me - ζ ) = (ζ , л me) - ζ = 0 . Thus, (ζ , - z ) A ( e - u ) = 0 
m+1 m m m+1 m m+1 m m 
and z . - z S ν . 
m+1 m m 
Define w = ν - ν . for all m e IN. Then ζ - ζ. = Σ (ζ ,, - ζ ) < Σ ν = 
m m m+1 m 1 i<m i+l i i<m ι 
( Σ (ι + l)w ) + mv - v, . i<m ι m l So,z ' Σ (i + l)w + m v . 
m i<m ι m 
For n > m (m+l)w < mu + w < z + w . Thus, Σ (m + l)w = Σ mw + Σ w < 
m m m η m m<n m m<n m m<n m 
z + (v, - ν ) . 
η 1 η
 n 
In particular, Ξυρ{ρ(Σ{ιη + l)w ) | η e IN} < "> and hence by (a) of (2) 
w := sup{(m + l)w | m e IN} oxists. 
m 
ζ < Σ (ι + 1)w + mv = sup (ι + 1)w + mv < w + mv 
m i<m ι m ι m m 
K m 
If к > m then z ^ z, < w + kv, . Because z < me it follows that 
m к к m 
z ^ w + inf (ku, л me) - w + inf mv, = w. 
m , _ к , к 
k>m k>m 
Hence, also χ < w for all m e IN and suqíx | m с IN} exists. 
m m 
The proof of (1) => (2) is evident. 
Theorem 2 actually is a Two Part Invention again as is shown in corollary 3. 
COROLLARY 3. Suppose (L,p) is a normed Riesz space such that 
(1) L is uniformly complete, 
+
 m 
(2) if 'a I η e IN} is a disjoint subset of L and sup p{¿.a ) < => then 
m 
me IN 
Σ& exists m L, 
η 
(3) for all a e L and all p-bounded increasina sequences (a ) we have 
η ne IN 
sup{a л mal m e IN} is p-bounded, 
η
 n 
then (L,p) is a Banach lattice. 
Corollary 3 is a Nakano-like completeness theorem. This becomes even more 
clear in the following proposition. 
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PROPOSITION 4. Suppose {L,D) I S a σ-Dedekind complete normed Riesz space 
Then the following are equivalent. 
(1) For all a f L and all increasinq sequences (a )
 T,, for which 
η nsIN 
sup ρ(a ) < ^ we have feup а л mal m f IN} is p-bounded 
r
 η п^ η 
(2) Every principal ideal in L has the weak J-Fatou property (i.e if 
I <" L is a principal ideal then there exists С > 0 such that 
p(u) < С sup p(u ) for every sequence (u ) ., in I and every u € I r
 η J - Î η ne IN 
such that u t u ) . 
η 
Proof. (2) ^  (1) is obvious. 
(1) =» (2). Suppose e e L and (e) does not have the weak σ-Fatou property. Then 
there exj st f f (e) such that ρ(f ) < 1 and f > f for all η,m с IN, 
nm nm n+l,m nm 
while sup f e (e) and ρ(sup f ) ¿ 4 for all m e IN. 
η nm η
 n m 
1 1 
Define for all m с IN f = sup f and g = f , + rf , _ + . . . + ^„.-if, 
m
 n
 nm m ml 2 m-1,2 2"' 1 ,ΊΙ 
(g ) „. is a norm bounded increasing sequence and we will show that 
η n^IN 
{sup g л me| m e IN} is not norm bounded. For each m f IN there exists an 
η η 
M € IR such that f < M e. It follows that sup g л м e i 2~mf for all m t IN. 
m m m
 n
 η m m 
Thus, p(sup(g л M e) ) ¿ p(2~mf ) ï 2 Ш for all m e IN. 
However, as said in the beginning of the present chanter, our aim in 
chapters V and VI is to explain more of theorem 11 of chapter IV, i.e. wc want 
to return to the uniform topology. 
We will not bore the reader with a proof of the following theorem as it would 
follow very much the same lines as the proof of theorem 2. 
THEOREM 5. Suppose F is a regularly ordered and uniformly complete Riesz space. 
Then the following are equivalent. 
(1) F is a σ-Levi space. 
(2) F has the following two properties. 
(a) F is a σ-lateral Levi space. 
(b) For all a e F and all u(F)-bounded increasing sequences (a ) 
η η- IN 
we have {sup а л ma | m e IN} is u (F) -bounded. 
η
 n 
What are the consequences for AM-spaces' First of all a lemma. 
LEMMA 6. A lateral Levi AM-space has a weak order unit. 
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Proof. Suppose F is a lateral Levi AM-space. 
Zorn's lemma provides us with a maximal disjoint subset of the unit ball of F. 
F being a lateral Levi AM-space, this subset has a supremum e. It is easily 
seen that e is a weak order unit of F. 
THEOREM 7. Suppose (F,p) is an AM-soace. Then the following are equivalent. 
(1) F has the following properties. 
(a) F is a lateral Levi space. 
(b) For all a e F and all increasing p-bounded nets (a ) we have 
τ 
{sup a A m a | m e I N } i b p-bounded. 
τ τ 
(2) F has the following properties. 
(a) F is a σ-lateral Levi space. 
(b) For all a e F and all increasing p-bounded sequences (a ) 
η ne" IN 
we have {sup а л ma| m с IN} is p-bounded. 
η η 
(c) F is Dedekind complete and has a weak order unit. 
(3) F is a Levi space. 
Proof. (1) =» (2) follows from lemma 6 and theorem 5 of chapter I. 
(3) * (1) is trivial. 
To prove (2) =» (3), suppose (f ) is an increasing norm bounded net of elements 
of F. Suppose furthermore that (2) is valid. By (2)(c) F has a weak order unit e. 
Because F is Dedekind complete suptf л me) =: ζ exists and by (2) (b) 
τ τ m 
{ζ I m e IN} IS norm bounded. By theorem 5 F is a σ-Levi space and hence 
sup ζ = f exists. It follows that f = sup f . 
m m Tr τ 
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INTERMEZZO II 
In chapter I and chapter II we considered 'simple' continuity conditions on 
Riesz homomorphisms defined on ideals. Apart from the fact that this offered 
us situations in which we can extend such Riesz homomorphisms, some light was 
thrown on the properties '(LBP)' and 'boundedly laterally complete'. 
In the chapters IV, V and VI we considered a far more 'difficult' continuity 
condition. Again, this gave us information about extending Riesz homomorpmsms 
as well as about some completeness prooerties. 
In the rest of this thesis we will encounter this phenomenon more often-
'Extending Riesz homomorphisms' clarifies 'completeness properties'. 
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CHAPTER VII 
С AS INITIAL AND AS FINAL SPACE 
So far the nature of our discussion was quite general. In the questions 
that we answered, there occurred a large class of Riesz spaces F and a property 
P, giving these questions the following form What Riesz spaces F are such 
that for all Riesz spaces E c F,(E,F) has P 7 Later on we will also give answers 
to questions of the form What Riesz spaces E are such that (E,F) has Ρ for 
all F с F' 
At the other end of the spectrum of our questions we find the situation 
in which F does not contain many spaces, but only one. The protagonist in the 
present chapter is c. Our first question is the following. What Riesz spaces F 
have the property that (c,F) has one of the extension properties' 
Without assuming that F is uniformly complete,things can get rather nasty. 
Therefore, in most of the theorems about extending Riesz homomorphisms in this 
chapter F will be a subclass of R , the class of all uniformly complete Riesz 
spaces. Preparations for an answer to the above question will last until 7.13. 
DEFINITION 1. A Riesz space F is called an A-space (σΑ-space) if for every 
disjoint set (sequence) if,} c F which is order bounded there exists a g <- F 
such that g - f, 1 f. for all λ. 
As far as I know this concept has not been introduced before in literature. 
The reader can get a good impression of its meaning in proving that for instance 
C[0,1] is not a oA-space. Of course, every boundedly laterally complete Riesz 
space is an A-space and every boundedly σ-laterally complete Riesz space is a 
σΑ-space. To obtain more examples we borrow some concepts which were introduced 
by others. 
The following definition can be found in 14N4 of [G,J,26]. 
DEFINITION 2. A completely regular space X is said to be an F-space if any two 
disjoint cozero-sets in X are comoletely separated. 
In rG,J;26] (14.25) the reader can find the following theorem about F-spaces. 
THEOREM 3. For a completely regular space X, the following are equivalent. 
(1) For each f < C(X),{x| f(x) > 0} and {x| f(x) < 0} are completely separated. 
(2) For each f f С(X), there exists к с С(X) such that f = k[f|. 
(3) Every cozero-set in X is С -embedded. 
(4) Every algebra ideal in C(X) is a Rlesz ideal. 
(5) βχ is an F-space. 
(6) X is an F-space. 
rom theorem 3 (6) =* (3) we see that C(X) is a aA-space if X is an F-space. 
F-spaces are of interest because the ring of the continuous functions on them 
has some very simple algebraic properties. The role of F-spaces in the field 
of Riesz spaces began to develop with a paper named 'Measures on F-spaces' 
by G.L. Seever Γ67]. In particular the behaviour of F-spaces m ideal theory 
is nice (see Γ35], [36], [54]). 
We need one more concept which could be called a translation into Riesz 
space theory of the F-space property. 
DEFINITION 4. The Riesz space F is said to have the o-interpolation property 
if, whenever (f ) ., and (g ) „, are sequences in F such that f <" g for all 
η ne IN η ne IN η m 
η,m e IN, there exists h e F such that f ί h < q for all n.m e IN. (Equivalently, 
η m 
if, whenever f + < g + there exists h с F such that f < h < q for ail η e IN) 
η η η η 
In the parer by Seever [67], the author proves that the space of the 
continuous functions on a compact Hausdorff space X has the σ-interpolation 
property if and only if X isanF-space. In [36] (theorem 10.5) we find that 
the same is true for completely regular spaces. Also, from [36](theorem 9.10) 
it follows that every Riesz space with the σ-interpolation property is uniformly 
complete. In theorem 6 we will prove that the σ-interpolation property is implied 
by uniform completeness and'aA' together. 
LEMMA 5. Suppose F is a Riesz space. Then the following are equivalent. 
(1) F is a oA-space. 
(2) For every disjoint order bounded set {f | neIN} с F there exists g e F such 
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t-liat for all η e IN, g - f I f . 
η η 
Toof. (2) => (1) is trivial. 
Tonversely, suppose F is a ^A-space and {f Ι η f IN} с F is disjoint and order 
bounded. Consider A = {2f + f ~| η e IN} and В = {f + 2f ~| η £ IN}. 
η η η η 
A and В are disjoint subsets of F and A and В are both order bounded from 
above. Thus, there exist g ,g € F such that g. - h 1 h for all h £ A and 
g. - h 1 h for all h с В. Define g = g - g.. Then g - f I f for all η f IN. 
THEOREM 6. Let F be a Riesz space. The following are equivalent. 
(1) F is a uniformly complete ;A-space. 
(2) F has the σ-interpolation property. 
Proof. As said before, according to theorem 9.10 m [36] every F with the 
σ-interpolation property is uniformly complete. Also, if F has the σ-interpolation 
property then so does every principal ideal in F. So by theorem 10.5 of [36] 
and by theorem 3 (6) => (3) every principal ideal in F is a σΑ-space if F has 
the σ-interpolation property 
These remarks prove (2) => (1). 
On the other hand, suppose F is a uniformly complete aA-space. To prove that 
F has the σ-interpolation property it is sufficient to prove that every principal 
ideal in F has the σ-interpolation property. Furthermore, every principal 
ideal in F is a σΑ-space. Thus, we may assume that F = C(X), where X is a 
compact Hausdorff space. We wjsh to prove that X is an F-space. 
By theorem 3 this is equivalent to proving the following. If f f С(X) then 
there exists h e С(X) such that f = h|fI . 
Therefore, take any f f C(X). Without problems we may assume If I ί 1 . 
There exists for each η e IN a function a £ CC-1,1] such that 
1 1 n 
a (x) = 1 if ¿>x> -, 
η η n+1 { a (χ) = 0 if x> -, or x< -„ 
η n-1 n+2 
0 < a < 1 
η 
Define a (x) = -a (-x) . 
-η η 
Define for each η s IN,f = (a. - a . )°f, g = (a. . - a ,. ..Jof, 
η 2n -2n η 2n-l -(2n-l) 
f' = (a. - a ,_ -J-'f and g' = (a„ , - a _ )«f. 
η 2n -(2n-l) η 2n-l -2n 
Obviously {f I n£lN}, {g I neIN}, {f'l neIN} and (g'l nrlN} are disjoint subsets 
η η η η 
of С (Χ), each of them contained in the interval [-1,1]. 
Thus, we can find Ρ,α,Γ' and G' in C(X) such that for all η e IN,F - f i f , 
η η 
69 
G - q j. σ . F' - f' 1 f' and G' - g' lg'. We define h, = F л F' and h. = G л G' 
^п η η η η η 1 2 
and h = h ν h . From the construction it follows that f = h|f|. 
theorem 6 has a remarkable corollary (corollary 9). 
We remind the reader of the following definition from [35] (theorem 2.5). 
DEFINITION 7. A Riesz space F is said to be normal if for every f f F we have 
F = {f +} d + {f"}d.(For a set А с F, A d = {f| |f| л |al = 0 for all a f A}.) 
'"heorems 9.12 and 9.14 in [361 yield: 
THEOREM 8. For a Riesz space F the following are equivalent. 
(1) F is uniformly complete and normal. 
(2) F has the σ-interpolation property. 
As a result of theorem 6 and theorem 8 we have the following. 
COROLLARY 9. For a uniformly complete Riesz space F the following are equivalent. 
(1) F is normal. 
(2) F is a oA-space. 
Before we are going to show in theorem 10 how OA-spaces fit into a scheme 
of completeness properties and projection properties some remarks about theorem 6. 
The theorem is one out of many, relating completeness properties with properties 
of disjoint sequences or nets. These characterizations started with the paper 
Г 75"!. In it the authors prove that a Riesz space is Dedekind complete if and 
only if it is uniformly complete and boundedly laterally complete (Ch.I,5). 
They also proved that a Riesz space is Dedekind σ-complete if and only if it 
is uniformly complete and boundedly σ-laterally complete. 
More recently F.K. Dashiell,Jr proved in [83] the following. Suppose X is compact. 
Then C(X) is order complete (meaning that if f + > q + and inf(f - σ ) = 0 
η 'η η η 
then there exists he C(X) such that for all n e IN f < h < σ ) if and only 
+
 n n 
if for all disjoint sequences (f ) „., m C(X) with f ·> 0 in order 
n ne IN η 
sup{f I ne IN) exists. 
η 
It is immediate from its definition that every σΑ-space F has the following 
property. For every disjoint sequence (f ) in Γ such tha-1- ' -»• 0 in order 
n ne IN η 
there exists g e F such that g - f I f for all η e IN. Thp Jatter property 
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implies for F = С(X) that for every f e С(X) such that Ζ(f) is dense in X 
there exists к с С(X) such that f = kif 1. This on its turn implies by theorem 5.4 
in [84] that C(X) is order complete if, in addition, X is strongly zerodimensional. 
I do not know whether the conclusion 'CtX) is order complete' can be obtained 
without the additional property for X. 
TI EOREM 10. In any Riesz space F the following implications (with obvious 
notational abbreviations) hold. 
F is Ded. compi. =» 
t * 
F has the pro], prop. =» 
ft 
1
-*F is bound, lat. compi. 
F is σ-Ded. compi. 
F has the princ. proj. prop. 
^ F is bound, σ-lat. compi. 
F has the σ-int. pre 
ft* 
F is normal. 
ft ** 
^^F is a σΑ-space. 
(where * * means that the implication is true if F is uniformly complete and that 
uniform completeness is necessary for the implication;^** means that the implication 
is true if F is uniformly complete). 
No implication in the converse direction holds. 
Proof. All implications follow from [L,Z,46l (theorem 25.1), from our theorem 8 
and corollary 9, or from trivial arguments. 
An example of a normal Riesz space which is not a gA-space. 
Define X = {1,2,.... ,=>}. Let F be the Riesz space of all real bounded functions 
f on X such that f(x) =* ft1») holds for at most finitely many χ с X. It easily 
follows that F has the principal projection property and so F is normal. On the 
other hand, define for every even number η e IN,f = 2 . 1 , , and for every odd 
η {η} * 
number η e IN,f = 1 . .. {f | n e IN} is bounded by 2·1 . Obviously there exists 
η {η} η J X 3 
no g с F such that for all η e IN,g - f I f . 
η η 
An example of a Riesz space which is normal but does not have the principal 
projection property. 
Actually we will give two different spaces of this type. 
According to [G,J,26] (14.27),ßlR \IR is a compact connected F-space. According 
to theorem 6 and theorem 8 C(ßIR \IR ) is normal and, as ßlR \IR is connected, 
C(ßIR \IR ) has no non-trivial projection bands (see also ГЗб]). 
For the second example let X be an uncountable set and F the Riesz space, 
with pointwise ordering, of all real functions f on X for which there exists 
a number ft") e IR such that, for any given ε > 0, we have |f(x) - ft")|S ε 
91 
for at most finitely many x. 
In [L,Z;46] (page 141) it is shown that F does not have the principal projection 
property. It is left to the reader to prove that F is normal. 
We present the following hypothesis. 
HYPOTHESIS 11. F is a aA-space implies that F is jormai. 
The connection between oA-spaces and boundedly σ-laterally complete spaces 
is as follows. 
THEOREM 12. For any Riesz space F the following are equivalent. 
(1) F is boundedly σ-laterally complete. 
(2) F is a aA-space and every countably generated band is a projection band. 
Proof. (1) => (2) is an easy consequence of the results in [75]. 
Conversely, suppose F is a OA-space and every countably generated band is a 
projection band. Suppose (f ) is a bounded disjoint sequence in F and 
В is the band generated by { f i n e IN}. By assumption there e"ists a projection 
Ρ F -> В. Because F is a aA-space we can find g e F such that q - f I f for 
η η 
all n e IN. We will now prove that P(g) = sup(f | η с IN t. Define 
ν = f. + -"-f. Clearly (ν ) is an increasing sequence and the band 
η 1 η 1 η ne IN - з м 
generated by {ν I η e IN} equals B. According to theorem 28.3 in [47] we get 
P(q) = sup{g л ην I n e IN}. Rewriting this by using g - f 1 f , we find that 
P(g) = sup{f | η e IN}. 
η 
с as the initial space. 
13. We return to the question posed at the end of the second paragraph in this 
chapter. In particular we return to the mam subject of this thesis, extension 
of Riesz homomorphisms. Without further delay we state and prove a theorem on 
extension of Riesz homomorphisms defined on ideals of c. 
THEOREM 14. Suppose F e R . Then the following are equivalent. 
uc 
(1) (c,F) has (ol) . 
(2) (c,F) has (ml) . 
(3) (c,F) has (el). 
(4) F has the σ-interpolation property. 
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Proof. In view of theorem 4 (2) of chapter IV we only have to prove (3) =» (4) 
and (4) => (1). 
We start with a proof of (4) => (1). 
Therefore, suppose F has the σ-interpolation property. Let I с с be an 
ideal in с and let φ : I •* F be an о(I,с,F)-continuous Riesz homomorphism. 
First, suppose I c e . . Define for each n^IN, f = < t > ( l , , ) i f l
r
, c l and 
'
 F
^ 0 η {η} {г} 
f = 0 if 1, , / I. 
η {η} 
{f Ι η r IN} IS a disioint subset of F . Also,{f Ι η £ IN} с {φ(f)| O-fSl , ffl} 
η ' η IN 
and the latter subset is order bounded by o-continuity of φ. According to 
theorem 6,F is a σΑ-space and hence we can find q f F such that g - f 1 f 
for all η ' IN. 
In particular, f s g for all η e IN. 
η M 
We notice that for each χ = (χ,,χ...... ) in е., ( Σ.χ f 1 _, is a uniformly 
1 2 0 n=l η η Ni IN 
Cauchy sequence: 
Μ N 
ΙΣχ f - ТУ f I < (sup lx | ) g i f M > Ν. 
i n n i n n . : , , η 
n>N+l
 M The map χ -• Σχ f is a Riesz homomorphism from c. to F (where Σχ f is i n n ^ N 0 i n n 
understood to be the uniform limit of (Σχ f ) relative to g). This map is 
1 η η NtIN 
easily seen to be an extension of φ. 
For χ e с we define χ = lim χ(η). 
Now define φ. с •+ C(X) by ф(х) = χ g + Σ, (χ - χ ) f . 
ш
п = 1 п » η 
To prove that Φ is a Riesz homomorphism take x,y с c + '-vch that xiy. If x,y e с , 
it is evident that ф(х) л φ(у) = 0. Therefore, we may assume that χ г c\c and 
y c c
oo· 
Σ, (x - χ )f + x g = Σ, (x - χ )f + x ( g - Σ f ) where A = {n с IN I y(n) * 0І. 
n=l η » η » n^A η » η » ncA η 
Σ,, (χ - χ )f 1 Σ.у f = φ (у) and by definition of g χ (g - Σ, f ) 1 Σ,y f , 
n¿A η " η nfA η η ' 0° nfA η nfA η η 
i.e. φ(χ) л ф(у) = 0. 
Finally we have to consider the situation in which I ? с . However, in that case 
I is a projection band in which situation things are easy. 
We continue with a proof of (3) =» (4). 
Assume (c,F) has property (el). Looking back again at theorem 6,we see that to 
prove 'F is a RÌPSZ snacc ' ith the σ-interpolation property',it is sufficient 
to prove that F is a oA-space. 
This is an easy 30b. Take a disjoint bounded subset {f Ι η r IN} in F . 
η 
Define in the obvious way a Riesz homomorphism φ: c„ -*• F such that ф(1
г
 -, ) = f . 
0 (ni η 
Use the boundedness of {f I nsIN} to prove that φ is e-continuous. The assumption 
on (c,F) entails that there is a Riesz homomorphism Ф: с -»- F such that Φ, = φ. 
C0 
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It follows that Φ(1
τ
„) - f i f for all ncIN. We have now proved theorem 14. 
IN η η 
Working with u-continuity is far more complicated, 'even' if the initial 
space is c. We define the following. 
DEFINITION 15. A Riesz space F is called a K-space if every U(F)-bounded 
disjoint countable subset in F is order bounded. 
Our K-spaces have nothing to do with the same term which is used by 
Russian mathematicians who are working in the field of Riesz spaces. 
It is easy to give examples of Riesz spaces which are not K-spaces. For 
example 1. is not a K-space and с is not a K-space. On the other hand,IR for 
any set X is a K-space. С(IR) is a K-space. Every Riesz space with an order 
unit is a K-space. We give one more example of a Riesz space which is not a 
K-space. 
EXAMPLE 16. Suppose β с ßIN\lN. Define F = C(IIIu{ß}). By theorem 8.2 in [G,J,26] 
INu{ß},as a countable space, is realcompact. By corollary 5 of chapter III 
u(C(INu{β))) coincides with the topology of uniform convergence on compact 
subsets of ΙΝυ{β}. It is well-known that every compact subset of BIN is 
uncountable or finite (chapter 9 in [G,J,26]). rhus, e^er crv-act subset of 
INu{ß} is finite. 
From these remarks it follows that 'nl, , m IN} is a disjoint, countable, 
+ t n } + 
U(F)-bounded subset of F . However, if g ι F is such that g S nl
r
 -, for all 
In/ 
ncIN then g(ß) S ni (β) = η for all ne IN, which is impossible. 
The above proves that F is not a K-space. 
For uniformly complete K-spaces we can prove the following. 
THEOREM 17. Suppose F is a uniformly complete K-space. Then the following are 
equivalent. 
(1) (c,F) has property (ul). 
(2) (c,F) has property (ci). 
(3) (c,F) has property (ol). 
(4) (c,F) has property (ml). 
(5) (c,F) has property (el). 
(6) F has the σ-interpolation property. 
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Proof. Using theorem 4 (2) of chapter IV and theorem 14 of the present chapter 
we see that we only have to prove (6) ^  (1). Its prove is very similar to the 
one of (4) => (1) of theorem 14. We air to make only one additional remark: 
{φ(1
Γ η
) ! n e IN} IS U(F)-bounded and thus order bounded. {ni 
REMARKS 18. 
(1) If we take the F from example 16,(c,F) does not have (ul). 
Indeed, take I = с . as ideal in c. Define φ I -*- F by ф Ш (η) = nf (η) and 
φ(ί)(β) = 0. φ is u (с ,с,F)-continuous. However^ cannot be extended to a 
positive map ф: с -»• F. 
(2) Later on (Ch.VIII,12) we will prove that for compact F-spaces Y 
(1) to (6) in theorem 17 remain equivalent if we put F = C(Y) and replace с 
by C(X) for any compact metrizable non-finite space X. 
(3) I do not know a necessary and sufficient condition for a Riesz space 
F m order that (1) to (6) be equivalent. 
C(Y)-valued Riesz homomorphisms defined on ideals of C(X). 
While investigating Riesz homomorphisms defined on an ideal of a C(X) and 
with values in C(Y), the following is essential. 
LEMMA 19. Suppose X is realcompact and Y is any topological space. Assume 
I с C(X) is an ideal and φ: I ->• C(Y) is a u-contmuous Riesz homomorphism. 
Then there exist an open subset U of Y and continuous mappings τ - U -*• X\nZ[l] 
and ω U -»• (0,«°) such that 
0 if у / U 
φ(ί)(у) = J 
ω(у)f«τ(у) if у e U. 
7
urthermore, if Y is compact and φ is c-contmuous then T(U) I S compact also. 
Proof. We first prove the concluding part of the lemma. 
Suppose we have made a representation of a c-contmuous φ as above and that Y 
is compact. We are going to prove that τ(U) is compact. We know that for all 
f e Ι,ω(ί°τ) is bounded. We claim that f<>T is bounded for all f t C(X). 
Suppose this is false. Then there exist f r C(X) and у с U such that 
η 
f°T(y ) > η. (*) 
Choose α с IR such that α 2 r ω (у ) -»- <*>. Also, choose a continuous 
η η η 
g: IR •* IR such that g (fox (y )) ^ a for all η f IN (which is possible by (*)) 
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Define f' = g°f e C(X) . 
Because τ(y ) / nZ[I] we can find f с I such that f (τ(у )) = f'(τ(у )) > а . 
η η η η η η 
Then φ ( f л f ' ) ( у ) = ω(ν ) ( f л f l ) ( τ ( y ) ) > ω ( y ) α f o r a l l η e IN. 
η η η η η η η 
-1 Ν -η 
Clearb Ν Σ. 2 (f л f ' ) ->· 0 relatively uniformly ' it г ^-neet to f'. By 
n=l η 
-1 N _
n c-continuitv of φ,Ν Σ,2 *(f л f') -> 0 relatively uniformly in C(Y). 
' n=l η 
However, [ N " " 1 ^ ^ " ^ ( f ' f,)](yN) > N"
12"%(f
n
 л f')(yN) > U(y N)a N2"
NN" -» », 
which is a contradiction. 
Thus we infer that τ(υ) is what sometimes is referred to as a bounding 
subset of X. Bounding subsets of realcompact spaces have compact closures (see 
for instance proposition 4.7 in [21]) 
This leaves us to prove the first part of the lemma, dealing with a 
u-contmuous φ . 
For that, we define U ={y e Υ| there exists f б 1 such that ф(£)(у) * 0}. 
Suppose у e U and define φ : I -> IR by φ = δ »φ. It follows that φ is 
У У У У 
u-continuous and by lemma 21 that will prove the existence of a unique χ = τ(у) 
in X and ω (у) f IR such that <5 ο φ = δ ω (у) . It remains to prove that τ and ω 
are continuous. This is not hard to do and is left to the reader. 
20. There are many situations in which a real-valued Riesz homomorphism 
defined on an ideal of a space of continuous functions can be extended. Here is 
an example. 
Suppose X is completely regular and I с C(X) is an ideal. If φ: I •+ IR is a 
Riesz homomorphism we actually want to know if there exist у e иX and λ r IR 
such that φ = λό , . According to the proof of iCh.III,8) or 4.6 (1) in [21] 
УІІ 
the following should then be true 
For every countable set А с ι there exist χ e X and λ e IR such that for all 
f с A we have φ(ί) = Xf(x). 
Conversely, if for all countable А с ι there exist χ f X and λ e IR such that 
φ(f) = Af(χ) for all f e A, then φ can be extended to a Riesz homomorphism on 
C(X). For,if not, there exists f с C(X)+such that зир{ф(д)| 0 < g < f, g e l}=». 
Choose g e [0,f] η I such that φ(α ) -»•<». Then, of course, we do not have an 
η ^п 
χ с X and λ e IR such that ф(д ) = λα (χ) for all η f IN. 
η η 
Our aim in the following lemma is to collect ^ number of conditions in 
which similar arguments as above hold. We have used the lemma already in the 
preceding le na. 
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LEMMA 21. Suppose X is completely regular and I с C(X) is an ideal. For a non­
zero Riesz homomorphism φ: I -+ IR the following are equivalent. 
(1) φ is u-continuous. 
(2) φ is c-continuous. 
(3) φ is o-contmuous. 
(4) φ is m-continuous. 
(5) φ is e-continuous. 
(6) For all countable А с ι there exist χ e X and λ f IR such that for all 
f e A we have φ(ί) = Xf(x). 
(7) If {f | η f IN} tr ι and lim f (χ) exists for all χ f X then С* (f )) 
η η-«
0
 η η nrlN 
is a convergent sequence in IR. 
(8) There exist unique χ r υΧ and λ с IR such that φ = λδ . 
Proof. In the preceding discussion we saw that (6) and (8) are equivalent. 
We will now prove (1) => (8). We recall from (Ch. Ill, corollary 5) that the 
uniform topology on С(X) coincides with the topology of compact convergence 
on UX. 
Suppose φ is u-continuous. For a compact set Κ ^ υΧ we define ρ : C(X) •+ IR 
К 
by P
v
(f) = sup I f (χ) I . By u-contmuity of φ we can find a compact set К с uX 
xcK 
and λ с IR such that |ф| < λρ . Hence, if f,g с I are such that f , = g , 
к I к ι к 
then φ(f) = φ(g). Thus we may assume that X is compact and φ is norm continuous. 
It follows that for each f ε С (X) we have Бир{ф(д) | 0 < g < f, g с i} < °°. 
This situation can easily be handled. We leave it as well as the rest of the 
proof to the reader. 
REMARKS 
(1) Try to generalize lemma 19 and lemma 21 for completely ordinary function 
systems. 
(2) A remark related to lemma 21 can be found in 3.22 of Г57І. 
22. We have enough knowledge now to find those X such that (C(X),c) has one 
of the extension properties. 
For convenience we first prove a lemma. 
LEMMA 23. Suppose X and Y are completely regular and I с C(X) is an ideal. 
Suppose that φ: I -* C(Y) is a Riesz homomorphism and T: C(X) ->· C(Y) is a positive 
linear map such that Τ, > φ (i.e.φ is m-continuous). Let U,T and ω be as in 
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lemma 19. Suppose furthermore that {y | η e IN} с и and у -*- у i U. 
If {τ(ν )l η e IN} has infinitely many accumulation points then liminf ω(ν )=0. 
•Ίι IN η 
Proof. Suppose {т(у )I η e IN} has infinitely many accumulation points and 
let N f IN. Choose N distinct closure points, a.,... ,a . of {т(у ) | n e IN} 
I N η 
and open sets U, , . . . . ,11, sucl· that U η U = 0 if i*n and a f U for all i. 
^ 1 N i - i J ii 
+
 J 
Choose functions f, , . . . . , f„, in C(X) such that f , „ = 6 and 
1 Ν 11U ι 
1 
N 
I f £ 1 . Also, for each η f IN choose h e I such that h (τ(y )) = 1. 
k=l к Χ η η •'η 
For each 1 < к < Ν there is an infinite subset N, <= IN such that for each 
к 
η e Ν ,τ(γ ) f U . We have the following equalities and inequalities. 
Ν N 
N liminf U)(y ) ^ , Z.liminf α (у ) = , F.liminf ω (у ) (f, (τ (у ) ) Λ h (τ (у ) ) ) = 
-'η к=1 η к=1 . •'η к η η η 
IN Ν, Ν, 
к к 
Ν Ν 
, Zliminf CL(" ) С (f, л h ) (τ (y ) ) ) = Σ liminf φ (f. л h ) (y ) -
k=l η к η η к=1 к η η 
Nk Nk 
Ν Ν 
. Σ.liminf T(f )(y ) = Σ Tíf )(y) < T(l )(y). 
Λ—J. Χ Ti A ^  1 Л А 
\ 
We have proved that for each N e IN N liminf и(у ) < T(l )(y). Thus, 
IN n 
liminf ω(ν ) = 0 . 
IN 
THEOREM 24. Sucpose X is realcompact. Then the following are equivalent. 
(1) (C(X),c) has property (el). 
(?) (C(X),c) has property (ml). 
(3) (C(X),C(Y)) has property (el) for all metrizable compact Y. 
(4) (C(X),C(Y)) has property (ml) for all metrizable compact Y. 
(5) X has no non-trivial convergent sequences. 
Proof. We first prove (5) =» (4) . 
Suppose X has no non-trivial convergent sequences and Y is compact and 
metrizable. Let I <= C(X) be an ideal and φ · I -* C(Y) an m-continuous Riesz 
homomorphism. 
According to lemma 19 there exist an open subset U of Y and continuous map­
pings τ: U -> X\nz[l], ω- U -+ (0,°°) such that for all f e I and all y e Y 
ω(y)f(т(у)) if у с U 
φ(ί) (у) = | 
0 if у i U 
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Suppose {y Ι η с IN} С и and у -+ y/U. Suppose that not ы(у ) -+ 0. 
n
 η η 
Then we can find a subsequence (y ) . o*" (v ) such that for all 3 e IN 
n, jrIN η nrTN 
ω(ν ) > ε for some E > 0. 
nl 
1 1 
efine Ζ = {0} U {-Ι η e IN}. Define S: C(Y) -»-С (Ζ) by S(f)(-) = f(y ) for all 
η η η 
η ^ IN and all f с C(Y) and S(f)(0) = f(y) for all f с C(Y).(Ζ inherites its 
topology of IR). 
Furthermore,define R: C(Z) •* C(Z) by R(g)(-) = q(- ) for all g e C(Z) and all 
j e IN and R(g) (0) = g(0) for all g e C(Z). It is easily seen that Η°5οφ: i-+c(Z) 
is an m-continuous Riesz homomorphism. Also, if we define ω: Z\{0} ->- (O,«5) by 
ω(-) = ω(ν ) and τ: Z\{0} •+ Χ\ηζΓΐ] by τ(-) = τ(ν ) , we find that for all 
3 η3 3 n D 
f e I and all ζ e Ζ 
üj(z)f (τ(ζ) ) if ζ t- Z\{0} 
R°S°<Hf) (z) = \ 
0 if ζ = 0. 
By lemma 23 we find that {τ(ζ)Ι ζ с Ζ\{0}} = {т(у )I j e IN} has finitely 
many accumulation points. LPI a 19 tells us that τ(υ) is compact (here we use 
the compactness of Y and the realcompactness of X). So {τ(y )[ 3 e IN} can 
ni 
only be finite, because else X would have a convergent non-trivial sequence. 
However, if we choose f e I such that f(T(y )) = 1 for infinitely many -j ' IN 
we find that <t>(f) (y) * 0 which is impossible. 
Thus, ii)(y ) •+ 0. Also, by lemma 19 again, f, is bounded for all 
f e C(X). Define Φ: C(X) -> C(Y) by the following formula. For all f C(X) and 
and for all y t Y 
íi)(y)f (т(у) ) if у * U 
Φ(ί)(у) = i 
0 if у / U. 
Then Φ is a Riesz homomorphism and Φ, = φ. 
As all other implications are obvious we will finish this proof in proving 
(1) =» (5) . 
Suppose (C(X),c) has property (el) and X has a non-trivial convergent 
sequence (x ) . Assume χ *x if n^m and χ -* afX. Define for all η ! IN open 
n ne IN n m n r 
sets U с χ such that U η U = 0 if n*m and χ 1 U . 
η n m η η 
Let В = {g с C(X)] g, = 0 for ail n £ IN}. В is an ideal (even a band) in 
2n 
C(X). Define φ: В -*• с by the following formula. 
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0 if η is even 
For all q В and nrlN φ(ς)(η) = i 2g(x ) if η = 4m + 1 for some m с IN 
g(χ ) in all other cases 
η 
This map can easily be extended to a Riesz homomorphism φ from {ft C(X)I f(aî^O} 
to с, by a similar definition. 
Define T· C(X) -> с by T(f) = i(f - Па)1 ) + 2f(a)l (f с C(X)). 
T, = φ and thus φ is e-continuous. However, φ cannot be extended to a Riesz 
ι в 
homomorphism C(X) -»• c. Thus, our assumption was false and every convergent 
sequence in X is trivial. 
REMARKS. 
(1) There is nothing very special about с in the above theorem. In fact, 
its place can be taken by C(Y) for any compact metric non-finite space Y as 
can easily be seen with the same arguments used above. 
(2) The proof of (1) =* (5) above actually shows that X has no non-trivial 
convergent sequence if for every band В с с(X) and every e-continuous Riesz 
homomorphism φ В •+ с there exists a Riesz homomorphism Ф: C(X) -*• с such that 
• | В = Ф . 
(3) Similar to the situation of not knowing a precise condition, say P, 
such that (c,C(X)) has (ul) ** C(X) has P, I do not know for which spaces Y 
(C(X),C(Y)) has (el) β X has no nontrivial convergent sequence. 
(4) There exist many examples of spaces X without non-trivial convergent 
sequences. A.M. Gleason proves in [27] that an extremally disconnected space 
has no non-trivial convergent sequence. More generally, an easy application of 
(5) => (3) shows that every F-space has the same property. We remark that this 
gives us examples of compact connected spaces without any non-trivial convergent 
sequence (see the example on page 91, [IR IR ) . 
Recently, in [84], an even larger class of spaces without any non-trivial 
convergent sequences (so called quasi F-spaces) was introduced. 
25. The spaces X such that (C(X),C(Y)) has one of the extension properties 
for all compact Y. 
DEFINITION 26. A topological space X is said to be anti-compact if every 
compact subset of it is finite . 
The name anti-compact was invented by P. Bankston in an article about 
'the negation of topological properties', (see [6]). There is quite some fun 
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in trying to construct anti-compact spaces which remind us as little as possible 
of discrete spaces, (see [6] and [59]). 
Anti-compact spaces occur in the following theorem. 
THEOREM 27. Suppose X is realcompact. Then the following are equivalent. 
(1) (C(X),C(Y)) has property (el) for all compact spaces Y. 
(2) (C(X),C(Y)) has property (ml) for all compact spaces Y. 
(3) Every compact subset of X is finite (i.e. X is anti-compact). 
Proof. (1) =» (3). Assume (C(X),C(Y)) has property (el) for all compact Y. 
Suppose X1 с χ is a compact set and а с Χ'. Define Υ = Χ' χ {1,2}. Define for 
χ,у с Y x ~ y < » x = y or[x = (a,l) and y = (a,2)]. On Y, put the identification 
topology. Define I = {f e C(X)I f (a) = 0} and φ I •* C(Y) by 
f(x) if y = (x,l) 
Φ(ί)(y) = J 
2f(x) if y = (χ,2) 
for all f e I and all y e Y. 
Φ is e-continuous because a positive extension Τ C(X) -> C(Y) is defined by 
f(a) + f(x) if y = (x,l) 
T(f) (y) = | 
2f(x) if y = (χ,2) 
for all f с C(X) and all у e Y. As (C(X),C(Y)) has property (el) we can find a 
Riesz homomorphism Φ C(X) •* C(Y) such that Φ(ί) = Ф Ш for all f e I. From 
this it follows that a is an isolated point of X'. Hence, X' is finite. 
(3) -» (2). Suppose X is anti-compact and Y is compact. Let I <= C(X) be an ideal. 
Assume φ I -»• C(Y) is a Riesz homomorphism and Τ C(X) -*- C(Y) is a positive 
linear map such that T, ~> φ. According to lemma 19 there exist an open subset 
U of Y and continuous mappings τ : l) -* X and ω: U •+ (0,°°) such that T(U) is 
compact and for all f e I and all y e Y 
0 if y / U 
Ф( ) (У) = | 
ш(у)£ (т(у)) if у f U. 
By assumption t h e r e e x i s t χ , , . . . ,x in xXiT'Cl] such t h a t τ(υ) = { χ , , . . . ,χ } = 
I n I n 
τ(U). Choose functions f.,... ,f in I such that f (χ ) = f and f l f for 
I n ι D i] ι э 
all i*] . 
η 
Then *(f)(y) = E,f(x )φ(ί )(у) for all f ? I and all у e Y. 
i=l ι r ι 
Define φ г(х) + с (Y) by <f(f) = Σ,f (χ )φ(ί ) for all f e С(Х) . Φ is a Riesz 
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homomorphism and Φ. = φ. 
Before giving examples of anti-compact spaces (see 30) we remark that 
quite a lot of Riesz spaces Γ ί>- t from the ones that we met in the above 
theorem, have the prooerty that (C(X),F) has (el) for all anti-compact spaces 
X. We have collected some of them in the next theorem. 
THEOREM 28. (l)-(3) of theorem 27 are equivalent to each of the following. 
(Ί) (C(X),F) has property (el) for all Banach lattices F. 
(5) (C(X),F) has property (el) for all normed Riesz spaces F. 
(6) (C(X),F) has property (el) for all unitary Riesz spaces F. 
(7) (C(X),F) has property (el) for all regularly ordered F such that if 
ψ ,ψ , с F~ then there are β > 0 such that ΐβ ψ с F". 
Proof. Each of these properties implies (3) of theorem 27 because the class 
of C(Y) with compact Y is contained in each of the classes mentioned in (4), 
(5), (6) or (7). 
Conversely, suppose every compact set in X is finite. We will show that 
(7) holds. 
Therefore, suppose F is regularly ordered and for all ψ.,ψ.,... F" there are 
β
 >
 0 such that Σβ ψ £ F~. The point of the following proof will turn out 
to be the fact that every real-valued positive map on C(X) can be represented 
by a measure with compact support. This fact was proved by G. Gould and 
M. Mahowald in [31]. 
It has the following consequence. Suppose Τ · C(X) •+ F is a positive linear 
map. For every ψ e F" there exist α e IR and χ e X ( i = l , . . . ,n for some 
η
 1 1 
η e IN) such that ψοΤ(ί) = Σ,α f(χ ) for all f e C(X). In this way we assign 
1 = 1 l i 
to each ψ £ F~ a finite subset (supp ψ°Τ) Α(ψ) of X. We claim that υ Α(ψ) 
is finite. 
+ => 
For suppose it is not finite. Then choose ψ.,ψ.,... F such that υ.Α(ψ ) 
is infinite. There exists 15., > ^ such that ψ:= Σ, β ψ £ F~ . 
i n=l η η 
There exist an NeIN and a subset {χ.,... ,χ.,} c X and α.,... ,α с IR such 
N I N 1 ^ Ν 
that iioT(f) = Σ,α f (χ ). Choose distinct y., ,y„ . e υ,Α(ψ ). Also, choose 
1=1 i l 1 'N+l ι=1 ι 
pairwise disnoint functions f,,... ,f. . such that f (y ) = 1 for all ι < N+l. 
1 N+l i i 
Because ψ(ί ) * 0 for all ι S N+l we find that for each ι < N+l there exists a 
ι 
] < N such that f (χ ) * 0. This contradicts the fact that f,, ,f. , are 
ι ] 1 N+l 
pairwise disjoint. 
To prove that (C(X),F) has property (el) we proceed as follows. 
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Suppose I с С(Х) is an ideal and φ : I •+ ' •- - ігч7 ΙΌ. oraorrhisr. -cur? 
Τ: С (Χ) •* F is a positive linear map such that T, = Φ. According to the 
preceding arguments we can find a finite subset A c X such that for all Ψ ' F~ 
supp Ψ0Τ c A. Now throw away all χ e A such that f(x) = 0 for all f e I and 
let {χ...... ,x 1 be the remaining set. Choose pairwise disjoint functions 
f,,.... ,f in I + such that f (χ.) = 1 for all i. Tt follows that for all 
I n 1 1 
η 
f e Τ and all ν ' F",νίφ(f)) = Σ ψ(φ(ΐ ))f(x }. Because F is regularly ordered 
this means that 
η 
Ф Ш = Σ,φ(ί.)ί(χ ) for all f f I. 
1=1 ι ι 
Of course φ can be extended to a Riesz homomorphism Φ: C(X) -* F defined by 
Φ(ί) = Σ,φ(ί )f(x ) for all f f C(X). 1=1 ι ι 
At the end of this chapter we now give one more theorem in which с occurs 
in connection with an extension problem. 
THEOREM 29. Suppose X is realcompact. Then the following are equivalent. 
(1) Every compact subset of X is finite (i.e. X is anti-compact). 
(2) (C(X),c) has property (ci) . 
(3) (C(X),c) has property (ol) . 
(4) (C(X),C(Y)) has property (ci) for all compact spaces Y. 
(5) (C(X),C(Y)) has property (ol) for all compact spaces Y. 
Proof. The essential part is (3) =» (1). 
Therefore, suppose (C(X),c) has property (ol). Suppose X is a compact subset 
of X which contains infinitely many points, say {a I η £ IN} с χ and а г a 
η 0 n m 
for n*m. Define I = {f e C(X) I lim f (a ) = 0} and φ: I -»• с by φ(ί) (η) = f (a ) 
η*» η η 
for all η e IN and all f e I. 
Suppose g £ C(X) and f s [0,g] η I. Then φ(£) < ligi,. 11^1 . Thus, φ is 
О 
o-continuous and can be extended to a Riesz homomorphism Ф: C(X) •*• c. 
Using lemma 19 we know that {a I η e IN} has compact closure. By theorem 4 (2) 
in chapter IV and theorem 24 in the present chapter, X has no convergent 
sequences. Thus, {a I η e IN} has at least two accumulation points, say a and b. 
Choosing f f M X ) such that f (a) = 1 and f (b) = 0 we find that Φ(ί) can not be 
in c. 
The rest of the proof is left to the reader. 
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30. Examples for the spaces X of theorem 27 are realcompact P-spaces (see 
rG,J;26] exercise 4K.3). 
HISTORICAL NOTES; 
F-spaces played an important role in chapter VII and they will continue to do 
so in the next chapter. These spaces were first studied by L. Giliman and 
M. Hennksen in 'Rings of continuous functions in which every finitely generated 
ideal is principal. Trans. Amer. Math. Soc., 82, (1956), 366-391'. 
The name F-space stems from the fact that every finitely generated ideal in 
an F-space is principal. 
Normality (for distributive lattices with smallest element) was introduced 
by A.A. Monteiro in 'L'arithmétique des filtres et les espaces topologiques, 
Segondo symposium sobre algunos problemas matemáticos quese están estudiando 
en Latino América, Montevideo, (1954), 129-162'. 
The relation between normal spaces of the type C(X) and F-spaces was first 
proved by W.H. Cornish in 'Abelian Rickart-seminngs, Thesis, Flinders 
University, South Australia, 1970. 
More information about normal Riesz spaces and some related concepts can be 
found m [36]. 
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INTERMEZZO III 
We have said so in the beginning of chapter VII and we say it here again 
the discussions in this chapter are rather special. As a result, some theorems 
in it may have strong generalizations. As an example of this the reader can take 
a IOOK at chapter VIII where theorer 17 is generalized. 
We remark also that 25 has been the first occasion for us to encounter a 
question in the Following style. Suppose F is a class of Riesz spaces. For 
what Riesz spaces E does (Ε,Ρ)have property Ρ for all F с F' In chapter IX 
we will continue to pose similar questions. 
Finally we wish to emphasize the importance of lemma 19 in the context 
of this thesis. The importance of this lemma will become apparent in the next 
chapter already in which we will derive one of the main results of this thesis 
If X is a compact metnzable space and Y is a compact F-space, then (C(X),C(Y)) 
has any of the extension properties. Afterwards we will look upon this theorem 
fror different sides and give all kinds of generalizations. 
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CHAPTER Vili 
THE σ-INTERPOLATION PROPERTY FOR C(X) REVISITED 
In chapter VII, remark 2 on page 9b, we promised something about the 
present chapter. To keep our promise we start with the following question. 
For what topological spaces Y does (С(л),< 0)) have property (ul) for all 
compact metnzable X? 
If (C(X),C(Y)) has property (ul) for all compact metnzable X tben in 
particular (c,C(Y)) has property (ul); hence, by theorem 4 of chapter IV, 
(c,C(Y)) has property (ol). By (Ch.VII,14) it follows that C(Y) has the 
σ-interpolation property. The same theorem tells us that if, conversely, C(Y) 
has the σ-interpolation property,then (c,C(Y)) has (ol) . 
However,for the C(Y) of (Ch.VTi,16) we know that (c,C(Y)) does not have (ul). 
If Y is compact (or more generally if C(Y) is a K-space) and C(Y) has the 
σ-interpolation property then (c,C(Y)) has property (ul) according to (Ch.VII,17). 
The question that we ask is the following. If Y is a compact F-space 
(i.e. Y is compact and C(Y) has the σ-interpolation property) does it follow 
that (C(X),C(Y)) has property (ul) for all compact metnzable X? 
We start with an easy lemma whose proof we omit. 
LEMMA 1- Suppose X and Y are compact topological spaces and I <= C(X) is an 
ideal. Let I denote the norm closure of I m C(X). If φ: I -»· C(Y) is a 
u-continuous Riesz homomorphism then there exists a u-continuous Riesz 
homomorphism φ: I -* C(Y) such that φ, = φ. Furthermore I is an ideal. 
The above discussion may explain why we are interested in the following 
situation: 
X is compact and metrizable, 
Y is a compact F-space, 
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I is a closed ideal in C(X) and 
φ: I -*- C(Y) is a norm continuous Riesz homomorphism. 
From problem 6A.2 in [G,J;26] we know that there exists a closed set А с X 
such that I = {f £ C(X)' f = 0}. 
What we will now do first is to derive a property which is equivalent to being 
able to extend φ. From this property we will infer some corollaries for 
relatively simple situations. Thereafter, we will derive that (C(X),C(Y)) has 
property (ul) for all compact metrizable X and all compact F-spacesY . 
Let U ={y f YI there exists an f f I such that φ(ί) (y) * 0}. U is open. As I 
is separable and φ is continuous,U is an F . By (Ch.VII,19) there exist 
continuous mappings ω : U -*• (0,1 |φ| |] and τ : U -* X such that for all f e I 
(D
n
(y)f (т
п
(у)) if y e U { и и 
0 if у i U 
Because Y is an F-space and because U is an open F ,we can expend ω to a 
continuous function ω: U ->- [0,|1φ||] (theorem 3 (5) =» (3) of chapter VII). 
As X is compact and metrizable (hence by theorem 23.1 in [W;81] a closed 
IN — 
subset of [0,1] ) , τ extends to a continuous τ: U -»• X. 
Then ф(£)(у) = ti)(y)f(T(y)) for all f e I and all у ε ÏÏ. Hence, if у f 3U then 
to(y)f(T(y)) = 0 for all f e I, so either cufy) = 0 or т(у) f Α. 
So far we have: 
U is an open F in Y, 
_ σ 
ω: U -»• [0, I Ι φ Ι Π is continuous, 
τ U -»• X is continuous, 
ω(у)f(т(у)) if у e ÏÏ 
Ф Ш (у) = \ (for all f e l ) . 
0 if у e U C 
Furthermore : 
(1) T(U) с А С 
(2) ш(у) > 0 for all у с U 
(3) if у e 3U then ш(у) = 0 or т(у) e Α. 
We are now able to derive the following result: 
THEOREM 2. φ extends to a Riesz homomorphism C(X) •+ C(Y) if and only if there 
exist an open set W с γ with W = {y e Ul ω(у) * 0} and a continuous map 
τ: W -» X with τ = τ on U (Π and τ as above) . 
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Before proving theorem 2 we give a definition and note a corollary. 
DEFINITION 3. X is called an absolute neighbourhood retract (abbreviated ANR) 
if for every normal space Y and closed А с Y each continuous f : A -*• X can be 
extended over a neighbourhood U of A (see [W,811 l^ .D.'- or for more general 
information [H;34]) . 
There are many examples of ANR spaces. Any space that can be substituted 
instead of IR in the theorem of Tietze is an ANR. IR , ΓΟ,Ι] are ANR spaces. 
COROLLARY 4. If X is an ANR and Y is a compact F-space then (C(X),C(Y)) has 
property (ul). 
Using corollary 4 and techniques as in (3) => (4) page 03 we see for instance 
that (C[0,1],C(Y)) has property (ul) if and only if Y is an F-space. 
Proof of theorem 2. 
(I) Suppose φ extends to a Riesz homomorphism Φ. C(X) •+ C(Y). 
Let W = {y f γ| there exists f с C(X) such that <t>(f)(y) * 0} = 
{у с Y| Φ(1
χ
)(у) г 0}. 
W is open. There exist continuous mappings ω: W •+ [0,=>) and τ : W •* X such that 
¡j(y)f (τ(γ) ) if y r w 
<¡>(f) (y) = I (for all f с C(X) ) . 
0 if y ¡¿ W 
If y f U then f •* <î>(f) (y) (f f C(X)) is an extension of the nonzero Riesz 
homomorphism f •+ <J>(f)(y) (f e I), so y e W, ш(у) = ω (у) = ш(у) and 
т (У) = τ 0<ν) = т(у) . Finally Φ(1χ) | w = ω so Φ(1χ) ^  = ω ^ = ω 0. Also, Φ(1χ) |- = 
ω and {у e ÏÏI ш(у) * 0} = {y с ÏÏI idy) (y) * 0} с w. 
(II) Suppose there exist W,T as described in the theorem. 
The set {y f u| ы(у) * 0} is an F contained in the open set W. It follows by 
Urysohn's lemma that there exists an open F -subset W of W such that 
{у с ÜI u(у) * 0} с w . 
Extend ω to a continuous ω: Y •+ ГО,») and let W := W η {у f Y| ω (у) * 0}. 
Then W is an open F , W с w. and W η U = {y e UΙ ω(y) * 0}. 
Thus it follows that we may assume: 
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(a) W is an open F , 
(b) W η ÏÏ = {y e ÏÏ| n(y) * 0} 
Then F := {yr W| т(у) f A } is an open F . 
— с 
If y с (F η U) η (F η U ) then ы(у) = 0 by (3) of page . Hence we can define 
a continuous function F •* [0,1 ΙφΙ Π by 
<i)(y) if у г F η U 
О if у f F П U 
ana extend it to a continuous function ω : Y -+• [Ο,ΝφΙΙ]. Therefore, if 
— с
 = 
y c F n U n F n U t h e n ш(у) = ω(у) = 0 . We a l s o have ш(у) = 0 f o r a l l 
У 
с F η U η W1". I t f o l l o w s t h a t we have a c o n t i n u o u s f u n c t i o n F U W •+ [ 0 , I Ι φ I I ] . 
u(y) i f у с F η U 
с с 
O i f y r F n U ü W 
which e x t e n d s t o ω с С(Y) . 
F o r f ί C(X) d e f i n e Ф Ш : Y •+ IR by 
uj(y)f ( τ ( γ ) ) i f y e W 
•Hf) (y) = \ 
0 if у ι W . 
Then |Φί| ί üJllfll while ω,„_ = 0. Thus, Φ(ί) e C(Y) and we have a Riesz 
os I W1-· 
homomorphism Φ: C(X) ->• C(Y). It remains to prove that Φ is an extension of φ. 
Take f с I. -, . , , 
_ r io(y) = üuy) 
If у e F η U then < _ _ , thus Φ (f) (у) = φ Cf) (у) . 
' - y c W n U c w n U s o -r(y) = т(у) { и(у) = 0 (choice of W) , so,again, φ(f)(y)=φ(f)(y). 
Ф ( Ш у ) = 0 (definition of Φ(ί)) 
If у e U η w η F then τ(y) = τ(y) (given property of τ) and т(у) e A (definition 
of F) , so f (τ (у)) = f (τ (у)) = 0. Again, Φ (f) (у) = φ (f) (у) . 
For all other у f Y we have y ^ U so φ(ί)(y) = 0. For such y, if y e F then 
ü)(y) = 0 (definition ω) so Φ(ί)(γ) = 0 . If у ε W then Φ(ί)(γ) = 0 by definition 
of Φ. Finally, if у с W η F then т(у) с A (definition F), so f(ì(y)) = 0, 
so Ф(П (у) = 0. 
One remark about theorem 2. It actually gives a characterization of those 
φ which can be extended. Actually, we are going to prove that every (u-continuous) 
Φ can be extended. It would be interesting to have a proof of this result by 
means of theorem 2. 
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THEOREM 5. Suppose X is compact and metrizable while Y is a compact F-space. 
Then the following are equivalent. 
(1) If I с c(X) is an ideal and φ: I -* C(Y) is a continuous Riesz 
homomorphism then φ extends to a continuous Riesz homomorphism C(X) ->- C(Y) . 
(2) If U,R are open F -sets in Y, if τ : U ->• X is continuous and 
τ OU η R) η τ (U) = 0, then there exist an open V э 3U η R and a continuous 
τ*: V -»· X with τ = τ on 3U π R. 
Proof. (2) =» (1). Let I be a closed ideal and φ a continuous homomorphism. 
Let Α,υ,τ and ω be as on page 108. Extend ω to ω. Υ -> [0,«>) and set 
R = {y e Υ| ы(у) * 0}. By (1) of page 108 and (3) of page 108 we have . 
τ OU η R) η τ (U) с Α η А = 0 . 
et V and τ be as in (2) of the theorem. 
Set W = U и (" η R). W is an open set containing U and 9U η R, hence containing 
{y e ÏÏI ω(y) * 0}. 
As τ = τ on 3U η R and 3U η R => OU η R) η V = 3U η W we can define a continuous 
τ: W •+ X by 
T(y) if y r ÏÏ η W 
ΐ(γ) = { 
*• * с 
τ (y) if у e U η W. 
Observe that U η W э U so that τ = τ on U. Now apply theorem 2. 
(1) =ί· (2) . Let U,R be open F -sets in Y, let τ- U •+ X be continuous and such 
that τ OU η R) η τ (U) = 0. 
А := τ O U η R) is a closed subset of X. Let I = {f r C(X) | f, = 0 } . 
[ A 
Choose a c o n t i n u o u s ω : Y ->• [ 0 , 1 ] w i t h R = {y| io(y) * 0 } . 
I f y r 3U t h e n e i t h e r ш(у) = 0 o r τ (у) с τ Ο υ η R) с A . Hence, i f у e 3U and 
f e l t h e n ы(у) f (τ (у) ) = 0 . T h u s , we can d e f i n e φ : I •+ C(Y) by 
iD(y) f ( τ ( γ ) ) i f у с ÏÏ 
φ(ί) (у) = \ (f L I) . 
0 if у e U C 
Clearly φ is a continuous Riesz homomorphism and 
U = {у e Υ| there is an f с I with φιί)(у) * 0}. 
By (1) of the present theorem and by theorem 2 there exist an open W => U η R 
and a continuous τ : W ->- X with τ = τ on U. Then τ = τ on U, so τ = τ on 
3U η R. Thus we obtain (2) of the theorem if we set V := W and τ := τ. 
U I 
Apart from corollary 4 there is another direct consequence of the above 
theorems. 
COROLLARY 5'. Suppose X is compact and metnzable, C(Y) is σ-Dedekind complete 
and Y is compact. Then (C(X),C(Y)) has property (ul). 
Proof. This is a direct consequence of theorem 2 as the closure of an open 
F -subset of Y is open (see [G,J;26l exercise 3N.5). 
σ 
We remark that Y is an F-space for every σ-Dedekind complete C(Y). 
However,there exist compact F-spaces Y such that C(Y) is not r-Dedekind 
complete as we have seen in (Ch.VII,10). 
Before we are going to answer the question that we posed in the beginning 
of this chapter,we wish to show that in special examples (for instance if C(X) 
contains sufficiently many characteristic functions) straightforward arguments 
lead to extension of σ-interpolation-C(Y)-valued Riesz homomorphisms. 
EXAMPLE 6. Let ID be the Cantor set and Y a compact F-space. We will now 
sketch that (C(ID),C(Y)) has property (ul). By lemma 1 it is sufficient to 
prove that every continuous Riesz homomorphism on any closed ideal I с С(ID) 
with values in C(Y) can be extended to a Riesz homomorphism С(ТГ) •+ C(Y). 
Let А с I D be a closed set and I = {f с C(ID)I f. = 0 } . 
|A 
We will use the existence of a 'Rademacher tree' in ID, i.e. a set {u I ncIN} 
η 
of clopen subsets of ID such that: 
(1) If i*] and there exists neIN such that <Ί,]} <= {kelNl 2 П _ -1<к<2 П-2} 
then U n u = 0 . 
ι D 
(2) U = U
n
 , и U. _ for all η с IN. 
η 2n+l 2n+2 
(3) Uj U U 2 = ID. 
(4) diam(U ) < 3" n if 2 n _ 1-l i-? n-2. 
ι 
In a figure: 
,ID. 
Ь
 U4 U5 "б 
U 7 "θ 
It is not difficult to deduce that there exist pairwise disjoint and clopen 
subsets В (irIN) of ID such that IONA = U T V 1B, and that we can choose these 
ι leIN ι 
subsets such that { B i n e IN} с {и ] η e IN}. 
η η 
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We introduce some notations which will be used in this example only. Suppose 
{ f i n e IN} С С (Y) . We say that g => {f | ne IN} (in words: q ь г 
extension of {f Ι η e IN}) if q-f 1 f for all η * IN. Also, for f,g C(Y) , 
η η η 
we write g 3 f if g-f 1 f. 
Suppose φ: I ->• С (Y) is a continuous Riesz homomorphism and Ι [φ I I « 1. 
Define g. = φ(υ,) if 1 < I and g. = φ(υ
ο
) if 1,, ' I. If 1... < I we use 
I 1 U] 2 ¿ U2 Ul 
the facts that C(Y) is a aA-space and φ is a continuous Riesz homomorphism 
to find g f С (Y) such that g э {ф(1 л 1 ) Ι ι-ΊΝ} and if 1 / I similarly 
ι ι в. и ^  U2 
we choose g с С(Y) such that q э {ф(1 л 1 ) | if IN}. 
Remark that we always have : 
(*) g =) ф(1 л 1 ) for all leIN and 
1 B 1 Ui 
(**) g. э ф(1 л 1 ) for all i^IN. 
2 Bi "2 
Possibly g and g are not disjoint. Therefore, make g and g disjoint without 
changing (*) and (**). As φ(1 л 1 ) < 1 for all i,j (by continuity of φ), 
0 0 Bi u ] γ о 0 
we can choose g and g in such a way that g. •*• g '- 1 . 
So we can find g and g С(Y) such that: 
(1) g, = ф(1 л 1 ) for all ι ^ IN and g з ф(1 л 1 ) for all ι IN. 
1 Bj и^ Ζ В^ ^2 
(2)
 9 ι Л g 2 = 0. 
Π) ч1 - д2 £ ι
γ
. 
(4) g = ф(1 ) if 1
 f I and g = ф(1 ) if 1 e I. 1 Uj U| 2 U2 U2 
We continue this procedure on each level of the 'Rademacher tree' with induction 
to find {g | η f IN} С с(Y) such that 
η 
(α) g zi φ (1 л 1 ) for all ι f IN and all j e IN. 
(β) g л g = 0 if k*l and {k,l} с {] | 2 П _ -1<
:
<-2П-2} = J for some η IN. 
( Ύ ) g2n
+
l + g2n
+
2 - gn f 0 r a 1 1 n f I N-
(δ) g = φ(1 ) if 1 г I. 
1 UD UJ 
Once more we will exploit the fact that Y is an F-space, i.e. C(Y) has the 
σ-interpolation property. 
η 
We know that for all η e IN 7\ φ ( 1 ) С Σ, g . 
1=1 В, к J ι 
η
 1
 η 
Also, ( Σ,φ(1 )) ,,, is an increasing sequence and (7 g ) „, is a decreasing 1=1 Bi ncIN lej ι ntIN ^ 
sequence. By the σ-interpolation property for C(Y) we find an h с С(Y) such 
η 
that for all n e IN Σ,φ(1 ) < h < Σ g . 
1=1 В, leJ ι 1
 η 
Define h = g A h for ail ι e IN. Suppose ι c IN. We know that В = U for some 
I I ι ] 
ne IN,] e J , i.e. g э φ(1 ), зоЬ = ф(1„ ) on supp ф(1 ), i.e.h = φ(1 ). 
η
 J Β ι Β ι ві ві 
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We now define * : span{ 1 | ι t IN} -> C(Y) in a linear way such that for all 
u i 
ι e IN \(1 ) = h .(The construction of the h has been such that the 
U-L ι ι 
linearity is assured if we defm *(7ct 1 ) = Σα h .) Also, by construction 
ι Ui ι ι 
Φ is continuous and does not disturb lattice relations. 
Φ can be extended to a Riesz homomorphism Ф: С (ID) -»• C(Y) because the set 
spani 1 Ι ι £ IN} is a dense subspace of С(ID) . 
u i 
Spani 1 l u c A } is a dense subset of I and Φ coincides with φ on this 
U-, 3 
subset. It follows that Φ extends φ. 
The reader may have asked before why we only consider norm continuity. 
Is it, in this situation, possible that e-, o-, m-, or c-continuous Riesz 
homomorphisms can be extended while u-contmuous Riesz homomorphisms cannot? 
The remarkable fact is that the answer is 'no'. That is a corollary of the 
following theorem. 
THEOREM 7. Suppose Y is a compact F-space and X is a compact metric space. 
Suppose furthermore that I с C(X) is a closed ideal and φ: I -»• C(Y) is a 
norm continuous Riesz homomorphism. Then φ can be extended to a positive 
linear map C(X) -* C(Y) . 
A corollary of lemma 1, theorem 7 and (Ch.IV,4) is the following. 
COROLLARY 7'. Suppose Y is a compact F-space and X is a compact metric space. 
Then the following are equivalent. 
(1) (C(X),C(Y)) has property (el) 
(2) (C(X),C(Y)) has property (ml) 
(3) (C(X),C(Y)) has property (ol) 
(4) (C(X),C(Y)) has property (ci) 
(5) (C(X),C(Y)) has property (ui) 
To prove theorem 7 we go back to a theory which originated in a paper by 
Kakutani and was thereafter extended to more general situations by results 
of Dugund]i, Arens and Michael. ([38], [18], [4], [50]) 
The following theorem whose proof can be found in 4.1 page 18 of the Arens 
paper will be the heart of a proof of theorem 7. 
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THEOREM . , et A be a closed subset of a fully normal space X. Let f be 
continuous on A with values in a completely metnzable convex subset К of a 
locally convex linear topological space. Then f can be extended to a 
continuous map on X with all values still in K. 
We will also need the following easy lemma whose proof is left to the 
reader. 
LEMMA 9. Suppose X is a metnzable space. I et A <= χ be a closed subset and 
I = {f f C(X)[ f, = 0}. There exist functions g f I such that for each 
χ ' X\A there is a neighbourhood of χ on which g = 0 for all but finitely 
many V and such that Ig (x) = 1. 
Proof of theorem 7. 
Assume I с c(X) is a closed ideal and φ I -*· C(Y) is a u-continuous Ries? 
homomorphism. As on page 108 we have an open F -subset U of Y and 
continuous mappings ω U •* [0, Ι 'φΜ] and τ U -ν χ such that for all f c I 
0 if у / U 
<Mf) (у) = J 
ío(y)f (τ (y)) if у ( U. 
There exists a closed subset A of X such that I = {f < C(X)I f. = 0 } and 
I A 
T ( U ) С A C . 
Now choose functions g e I as in lemma 9. Let f C(X). Using the above 
representation of φ we see that for every y e U there is a neighbourhood of 
y on which only finitely many φ(fg ) are not identically ¿ero. 
Thus, f = £ф(£д ), certainly is a continuous function on U. Using once more 
the above representation of φ we see that it even is a bounded continuous 
function on U. As Y is an F-space we can extend f to a continuous function 
f on ÏÏ. 
The map f ->• ? is a linear map C(X) -*· C(U) . It even is a Riesz homomorphism. 
The image D of C(X) under this map is separable (see 16.4 of [W;811). 
— — * 
D is separable and closed. Define i- DU -* (D. ) by i(x)(f) = f(x) for all 
I ou 
χ с 3U and all f e D. 
.и—!-. (ÏÏ,,/ 
Π 
γ\υ' 
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Consider К = {h < (D, ) | llhll < 1} with the w -topology. 
I aU 
Remark that К is convex and metnzable by usual arguments (see theorem 3.16 
in [R;85]), compact by Alaoglu's theorem and thus metrically complete (by 
for instance 24C.3 in [W;81]). ι is continuous and lOU) с к. Thus, theorem θ 
yields the existence of a continuous a: Y\U -> K,extending i. 
For f f C(X) and у с Y we define· 
f(y) If y £ ÏÏ 
І(у) = { 
а(у)(f|
Эи
) if у с Y\U. 
f is a continuous function on Υ. Τ С (Χ) •+• С (Y) defined by f -+ f is linear. 
Furthermore, Τ is positive because a(Y\U) <= K. Finally, Τ. = φ. This proves 
theorem 7. 
REMARKS about theorem 7 and its proof. 
(1) The idea behind the proof of theorem 7 is similar to the idea of the 
proof of theorem 5.2 of Arens' paper. 
(2) The theorem tells us that if we want to find a Riesz homomorphism 
that extends φ of page 108 , we may suppose that τ> has a positive linear 
extension T. The proof of the theorem tells us that we may even suppose that 
this positive linear extension Τ has the following property. 
If f,g e C(X) and f л g = 0 then T(f) 1 л Τ(η) . = 0 (where U is as before) . 
(3) F-spaces play a particularly interesting role in'extension theory'. 
This is also seen by the following result by J. Lindenstrauss [42]. 
•-quivalent are (assuming the continuum hypothesis) : 
(I) К is an F-soace. 
(II) For every two Banach spaces Ζ э γ and every operator Τ from Y into C(K) 
with a separable range, there is an extension Τ of Τ from Ζ into C(K) 
with ІІТІI = ІІТІІ. 
(4) A place where F-spaces play a role in extension of positive maps 
between partially ordered sets can be found in [13]. 
The following theorem is going to complete a line of arguments. 
THEOREM 10. Suppose X is compact and metnzable and Y is a compact F-space. 
Then (C(X),C(Y)) has property (el). 
For its proof we use the following lemma. 
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LEMMA 11. Suppose X is a compact and metric space. Then there exists a double 
sequence (f ) of elements of C(X) such that 
ni 
(1) card({f I η IN}) is finite for all ι с IN and {f I n ' IN} forms 
ni m 
a partition of unity for all ι IN. 
(2) diam(supp f ) < 2" 1 for all n,i e IN. 
A proof is not difficult once you know how to make partitions of unity. 
For the latter we refer to [0,17] and we do not qive a proof of the above 
lemma. We remark that supp f here means the closure of the set {x x] f(x)*0}. 
Proof of theorem 10. 
Suppose I с c(X) is an ideal and φ I •*• С (Y) is a Riesz homomorphism and 
Τ C(X) •+ C(Y) is a positive linear map such that Τ, = φ. Choose a double 
sequence (f ) as in lemma 11. By theorem 7 and by the remark (2) of the 
foregoing page we may assume that for all f,g<~C(X), f л g = 0 implies that 
T(f)| л T(g). = 0, where U is as before. 
Define V = {у с Y| there exist (n, i) , (m, -j ) eINxiN such that f Af =0 and 
ni mj 
T(f ) (у) Л T(f ) (у) * 0}. 
m Ю 
V is an open F and V η U = 0. By problem 14N4 m [G,J;26l there exists a 
continuous function F· Y •* IR such that 0 < F < 1 , F(V) = {0} and F(U) = {l}. 
Now define T. C(X) -*- C(Y) by T(f) = FT(f) (f с C(X)). Remark that Τ is a 
positive linear map and Τ. = φ. Also, for all (n,i),(m,j)cINxlN we have 
f A f = 0 =» T(f ) л T(f ) = 0. (*) 
ni m] ni m] 
Now suppose f,g e C(X) and f л g = 0. Assume furthermore that 
5
o 
Therefore, suppose n с IN. Because f and g are uniformly continuous (theorem 
4.6 page 234 m [D;17]),there exists 6 e (0,-δ ) such that for all x,y с X 
d(x,y) < 6 implies lf(x) - f (y) I < - and lg(x) - g(y)| < -. 
Choose m £ IN such that 2 < δ. For all к e IN we have diam(supp f, )<2 <S. 
r r
 km 
Choose for each к e IN,a, esupp f, if supp f, * 0, and any a, £X if supp f, =0, 
к km km к ^ km 
For all к e IN and all xesupp f, we have f Ca, ) - - < f (χ) < f (a ) + -. 
km к η к η 
So, for all к e IN and all x£supp f, we have 
km 
f. (x)[f(a, ) - -] < f (x) f (χ) < f (χ) [fía. ) + -1. km к η km km к η 
Thus, .Σ f (x)[f(a.) - -] < .Σ
Τ Μ
ί. (χ) f(x) < . Σ
τ
 f. (x)[f(a, ) + - Ί for all 
kcIN km к η k£lN km kt.IN km к η 
χ ε Χ. 
Because {f, Ι к ε IN} is a partition of unity we derive: km 
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[.If, f(a.)] - - < f έ Í^Tf. f(a,)] + - . keIN km κ η kr IN km к η 
Similarly, Γ. Σ
τ
ί, g (а, )] - - < g £ [ ïT.,f. g (a )] + - . 
* kelN km к η kcIN km к η 
Define f = , Σ^ί. f (a, ) and g = . Σ f g(a ) . 
η kfIN km к η kfIN km к 
So far we have been approximating f and g with a linear combination of special 
functions with property (*) of the foregoing page. We proceed as follows. 
Suppose χ ι X is such that f^ix) * 0 and g^tx) * 0. It follows that 
η 
dist(x,supp f) < S and dist(x,supp g) < δ, thus, dist(supp f,supp g) < 26 < δ-, 
which is impossible. Hence f л g = 0. So, because of (*) we have 
T(f ) л T(g ) = 0. 
n _ n _ _ _ _ _ 
Because T(f ) •+ T(f) and T(g ) -* T(g) we find that T(f) л T(g) = 0. 
η η 
If f,g e C(X) and t л g = о (so, without further restrictions on f and 
ie above tells us that T((f - -) 
_ η 
So, indeed Τ is a Riesz homomorphism. 
g) th +) л T((g - -)+) = 0 ind hence T(f)AT(g)=0. 
η η 
COROLLARY 12. The following are equivalent for a compact Hausdorff space Y. 
(1) (C(X),C(Y)) has property (el) for all compact metnzable X. 
(2) (C(X),C(Y)) has property (ml) for all compact metnzable X. 
(3) (C(X),C(Y)) has property (ol) for all compact metnzable X. 
(4) (C(X),C(Y)) has property (ci) for all compact metnzable X. 
(5) (C(X),C(Y)) has property (ul) for all compact metnzable X. 
(6) (c,C(Y)) has property (ul). 
(7) Y is an F-space. 
(8) C(Y) has the σ-interpolation property. 
Proof. An obvious combination of theorem 7 and theorem 10 leads to the fact 
that (l)-(5) and (7) are equivalent (apart from a small argument that started 
the discussion in this chapter). 
(Ch.VII,17) and theorem 10.5 of [36] yield the rest of the proof. 
An interesting corollary of the above arguments is property (2) in 
theorem 5. 
THEOREM 14. Suppose X is compact and metnzable and Y is a compact F-space. 
Then we have the following. If U,R are open F -sets in Y, if τ· U •* X is 
continuous and τ(Эи η R) η τ(U) = 0 then there exist an open V о 3U η R and 
* * 
a continuous τ . V •+ χ with τ = τ on 3U η R. 
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Proof. Apply theorem 5 and corollary 12. 
Problem. 
Give a topological proof of theorem 14. 
15. In the remaining part of this section we will briefly discuss situations 
in which similar arguments as used before in this chapter result into 
extension theorems like corollary 12. We believe that corollary 12 is only 
the top of an iceberg and hope that this will become the reader's opinion 
as well after reading this section. 
In the following discussion we suppose that Y is a cor"a<~t - - ce and 
E is a separable Banach lattice. The norm on E is denoted by I I I [. 
We give a sketch of the proof of the fact that (E,C(Y)) has property (ul). 
Suppose I с E is an ideal and φ I •+ C(Y) is a continuous Riesz 
homomorphism. 
Suppose g f E . By uniform completeness of E there exists a compact Hausdorff 
space X such that (g) = C(X). Let T- C(X) •*• (g) be a Riesz isomorphism. 
Define J = T (In(g))cC(X) and ψ: J -*• C(Y) by \|i(f ) = φ(Τί). J is an ideal 
in C(X) and ψ is a Riesz homomorphism. We are going to prove that J can be 
extended to a positive linear map C(X) -+ C(Y) . 
By theorem 10.3 (n) in [dJ,vR;37] there exists С с IR such that for all 
f с С (X) we have llrI(f)ll < c| If I lœ. 
It follows that ψ is continuous as a map from J with I I I I to C(Y) with its 
supremum norm. With the aid of (Ch.VII/lS) we find an open F -set U с γ and 
continuous mappings ω· U -»• IR and τ : Y -»• X such that for all f f J 
Lü(y)f (т(у) ) if у e U 
Ψ(ί)(у) = I 
0 if y ¿ U. 
Corollary 12 would give us even a Riesz homomorphism Ф: C(X) •*• C(Y) such that 
Φ, = ψ if X were metrizable. 
1 J 
In the present situation we repeat the arguments that we used in the proof of 
theorem 7. For any f e С (X) we extend у ->• ω (у) f (τ (у) ) (у с U) to Τ (f) e C(U). 
Ψ: f •+ Ψ(ί) is a Riesz homomorphism C(X) -> С (ÏÏ) . 
We denote for all f с C(X) I If I I = I |T(f) | | and | h(f ) | |- =sup{ Ιωί (u) | |u 
E _ U,=" 
We claim that it follows that Ψ. (C(X),\ | | | ) ->- C(U) is continuous. 
E 
Therefore, suppose that u с U and f r C(X) . Choose h r J such that 
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h t - r í u ) ) - f ( T ( u ) ) . Then
 ш
( и ) £ ( т ( и ) ) = ω (u) (hAf ) (τ (u) ) = ф(Ьл£)(и) -
I U ( h A f ) | | = | | ф ( Т ( Ь л £ ) ) | I < I | ф | I l l f l L · . 
γ Ш Ϊ .
 0 o
 ti 
Thus. ||ψ(£)||— £ ІІФІІ I If I I , i.e. Ψ has the announced continuity property. 
U,™ E 
Because (C(X),|| I I ) is separable we find, by 16.4 in Γνί,ΘΙ], that Ψ(0(Χ)) is 
separable. The closure of ЧЧСІХ)) in C(Y) is closed and separable. Denote this 
closure with D. 
^ — ^ і э / 
Π у 
γ\υ' 
Define for all χ f 3u and all f e D,i(x)(f) = f(χ). This is precisely the 
situation in which we were on pagellS. Denote again К = {h e (D, ) I llhllsi} 
with the w -topology. Arens' theorem 8 yields a continuous α Y\U ·* К such 
that o. = 1 . For f Í C(X) we define 
V(f) (y) if у t ÏÏ 
(**) f(y) = | 
ct(y) (Ψ(ί) |
Э и
) if у £ Y\U. 
Define S C(X) •+ C(Y) by S(f) = f (f с C(X)). Thus, we have found a positive 
linear map S that extends ψ. Also, from the formula (**) , it becomes clear 
that S is continuous as a map from C(X) with II I I to С(Y) with its supremum 
norm. 
It follows that f -»• S (Τ (f)) (f £ (g)) is a positive linear extension 
(g) -> C(Y) of φ. , . which is continuous as well. 
I In(g) 
We are now going to use the existence of a special g f E to find a positive 
linear extension E •* С (Y) of φ. 
+ Ν 2 Γ 
Therefore, let { f i n e IN} be dense in Ε \{θ} . Define g„ = Σ, ,ι. ι ,f 
η N n=l I I f II η 
η 
for each N e IN. (g..)..
 T.T is a Cauchy sequence in E and by completeness of E 
we can find g £ E such that g -^  a. Using this particular g in the above, 
the fact that Ι η (g) is dense in I and (g) is dense in E for this g, 
we easily find a positive linear map F -»• С (Y) that extends φ. 
We could now formulate an analogue of theorem 7 with E instead of C(X). 
However, taking one more deep breath we come up with an extension 
φ E -> С (Y) of φ which is a Riesz homomorphism. 
We now remember that it was an approximation argument which did most of the 
work to find such a Φ while E was of the type C(X)(see the proof of theorem 
10). For that reason we introduce the following ad hoc property for normed 
Riesz spaces. 
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A normed Riesz space (L,p) is said to have property (D) if there exists 
a countable subset А с L such that for all f,g e L with f л g = 0 and all 
ε > 0 there exist f,g e A with p(f-f) < e and ρ(g-g) < ε and f л g = 0. 
We remark that a subset A as in the definition above is automatically 
dense in L .We can prove the following lemma about property (D). 
LEMMA 16. Every separable Banach lattice has property (D). 
Proof. Suppose (E,p) is a separable Banach lattice. 
ExE is separable and metnzable under the product topology, so 
H := {(f,g)| f,g e E and 0 = f л g} is separable.Choose a countable dense 
subset A, = {(f ,g )Ι η € IN} of Η and define A = {f Ι η с IN} и {g Ι η f IN}. 1 η η η η 
Indeed,A is a countable subset of E such that for all f,g г E with f л g = О 
and all ε>0 there exist f,g e A with ρ(f-f) < ε and ρ(g-g) < ε and f л g = 0. 
A reasoning similar to the one in the proof of theorem 10, with a set A 
as m property (D) instead of {f I n,i e IN}, furnishes Ф: E •+ С (Y) such that 
(1) Φ is a Riesz homomorphism and 
(2) Ф ^ = φ. 
The foregoing pages result into the following generalization of 
corollary 12. 
THEOREM 17. The following are equivalent for a compact Hausdorff space Y. 
(1) (E C(Y)) has property (el) for all separable Banach lattices E. 
(2) (E,C(Y)) has property (ml) for all separable Banach lattices E. 
(3) (E,C(Y)) has property (ol) for all separable Banach lattices E. 
(4) (E,C(Y)) has property (ci) for all separable Banach lattices E. 
(5) (E,C(Y)) has property (ul) for all separable Banach lattices E. 
(6) C(Y) has the σ-interpolation property. 
18. The reader might wonder by now how useful corollary 12 and theorem 17 
really are. Suppose X is compact and metnzable and Y is a compact F-space. 
Do there exist nonzero Riesz homomorphisms C(X) -»- C(Y)? Certainly for any 
a e X we can define Φ: C(X) -»• C(Y) by Ф Ш = f(a)l (f e C(X)). However, it 
is not very likely that any person will ever need the above extension theorems 
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for such a situation. 
Less trivial examples are obtained by taking a look in a book that could be 
ν 
called the sequel of Gillman and Jenson's book [G,J;26] 'The Stone-Cech 
Compactification' by Rüssel С. Walker. As we know from (14.27) in [G,J;26] 
β ([ 1,00) ) \Γ 1 ,œ) is a compact F-ьрасе. This space, usually denoted with A , has 
remarkable properties of which the reader can find many examples in chapter 9 
of Walker's book. Among them we find the following theorem (theorem 9.20 in 
Walker) attributed to D.P. Bellamy [71. 
THEOREM 19. A can be mapped onto any compact connected metric space. 
Thus, for instance, if we take Г to be the unit circle,there exists a 
continuous surjective map τ: A -+ Γ. Suppose ω: A -*- IR is any continuous 
function, f •+ u>(f°T") (f £ С(Г)) is a Riesz homomorphism С(Г) •+ С (A ) which 
is injective if we take, for instance, ω = 1 * . 
A 
QUESTION 20. 
Suppose E is a separable Banach lattice. When does there exist an injective 
Riesz homomorphism E -> С (A ) ^  
We proceed by giving some examples of Riesz spaces E such that for some 
compact F-space Y, (E,C(Y)) does not have property (ul). 
EXAMPLES 21. 
I. There exists a compact F-space Y such that (1 ,C(Y)) does not have property 
(ul) . 
It is well known that 1 /c
n
 is Riesz isomorphic to C(ßIN\IN). 
C(ßIN\IN) contains an infinite set of pairwise disjoint functions because IN 
can be decomposed into infinitely many pairwise disjoint nonempty sets whose 
closures in βΙΝ are clopen. In fact, we can find uncountably many pairwise 
disjoint functions in C(ßIN\IN). Indeed, we can find continuum many almost 
disjoint subsets of IN in the sense that the intersection of any pair 
is finite (see [G,J;26] exercise 6Q.1)· 
By theorem 6.5 IV in [G,J;26] this yields continuum many almost disjoint clopen 
subsets of βΙΝ. Restricting the characteristic functions of these sets to 
ßIN\lN,we get a set of pairwise disjoint functions in C(ßIN\IN) with the 
cardinality of [0,1]. 
Now take Y = [0,1]. We define a topology on Y as follows. A set U c Y is called 
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open if 1 i U or if 1 e U and Y U is countable. 
С (Y) is a σΑ-space as is easily checked by the reader. Thus, C(ßY) is a 
σΑ-space and by theorem 6 of chapter VII in combination with theorem 10.5 in 
[36] it follows that 8Y is an F-space. 
Take a disjoint set {f | y e Y\{1}} in C(ßIN\lN) with f * 0 for all yfY\{l}. 
1 
Define 1 , , if y £ [0,-] 
f (у) 2 
Ф( -{ 
0 if y £ (¿,1). 
Furthermore,define J = ideal generated by {f I y e Y 4 1 } } in C(BINVIN). 
Extend the above definition to a u-continuous Riesz homomorphism φ : J -*• С (Y). 
OD 
We are now able to show that indeed (1 ,C(ßY)) does not have property (ul). 
CO CO — \ oo 
Let π 1 •* 1 /с. be the quotient map and I = π (J) . I is an ideal in 1 
oo * 
and Φ01! ι is a u(I,l ,C (Y) )-continuous map. Suppose there would be a Riesz 
homomorphism Ψ: 1°° •* С (Y) such that Y, = Ф0Т|
Т
-
 T h e n ф : г
 / с 0 "*•
 с
 (γ) 
defined by Φ(f) = Τ(π (f)) ( f e l /c
n
) would be a Riesz homomorphic extension 
of φ which is clearly impossible. 
GO 
Hence, (1 ,C(ßY)) does not have property (ul). 
* * 
II.Similar remarks as in I lead to: С (IR) and С (Ώ),where Ω is the set of 
countable ordinal numbers, are not one of those spaces E such that (E,C(Y)) 
has property (ul) for all compact F-spaces Y.(Remark that С (IR) is a quotient 
00 
Of 1 . ) 
22. Corollary 12 seems to be only a small part of the truth. If the reader 
is not yet convinced of this after having read theorem 17, perhaps he will 
taste some of it in the following discussions. 
Suppose X is metnzable and realcompact. Suppose I с c(X) is an ideal and 
Y is a compact F-space. Suppose φ: I -»· C(Y) is a c-continuous Riesz homomorphism. 
According to lemma 19 in chapter VII we can find an open set U с Y and 
continuous mappings τ : U •* X\nZ[l] and ω: U -»• IR such that for all f e I 
(D(y)f (т(у) ) if y e U 
φ(f) (у) = I (**) 
0 if y i U. 
According to the same lemma we get that τ(U) is compact. 
Consider Ψ: C(X) -> С (7TÏÏ) ) defined by Ή ί ) = f.—г-, (f e C(X)). 
|τ(υ) 
Define I' = Τ (I) and φ': I' +C(Y) Ь у ф ' С Н Ш = φ (f ) (ff I). 
I' is an ideal in С(т(и)) and φ' is a c-continuous Riesz homomorphism (use 
(**)) . 
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According to theorem 12 or theorem 17 we can find a Riesz homomorphism 
Φ': C ( T ( U ) ) -»• C(Y) such that Φ'. , = φ'. Now define Ф= Ф'оЧ'. Then Φ is a Riesz 
homomorphism and Φ, = φ. 
Thus, we have the following theorem. 
THEOREM 23. Suppose Y is a compact F-space. Then the following are equivalent. 
(1) (C(X),C(Y)) has property (el) for all realcompact metrizable X. 
(2) (C(X),C(Y)) has property (ml) for all realcompact metrizable X. 
(3) (C(X),C(Y)) has property (ol) for all realcompact metrizable X. 
(4) (C(X),C(Y)) has property (ci) for all realcompact metrizable X. 
(5) C(Y) has the σ-interpolation property. 
Remark. 
If, for a moment , we do not accept the possibility of existence of measurable 
cardinals, theorem 15.24 in [G,J;26] tells us that every metrizable space is 
realcompact, hence for every compact F-space Y and every metrizable space X 
we have (C(X),C(Y)) has property (ci). 
24. (Problems). 
Walking along this road the sky gets more and more cloudy. The question 
becomes inevitable. What topological spaces X have the property that for all 
compact F-spaces Y (C(X),C(Y)) has property (ci), or (ul) or any of the other 
extension properties? As long as we do not have a precise condition for X 
we do not want the reader to get the impression that we have lost our way in 
a desert of covering axioms for X. 
That is the reason why we pick out only one interesting property for X which 
is 'close' to being metrizable. 
A normal space X is said to be perfectly normal if every closed subset of X 
is a G.. This property was introduced in one of the first documents on 
covering properties by Aleksandrow and Urysohn [2]. 
It is evident that every metrizable space is perfectly normal. For counter­
examples in topology our general reference is 'Counterexamples in topology' 
by Steen and Seebach [70J. The examples 26, 42, 45 and 48 in there all are 
counterexamples for 'perfectly normal =» metrizable'. We note that example 48 
is a compact perfectly normal space which is not metrizable. 
The reader is invited to prove with arguments as on the first four pages of 
this chapter (replacing the use of theorem 23.1 in CW;81] by theorem 11.12 in 
[G,J;26]) the following generalization of corollary 5. 
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THEOREM 25. Suppose Y is a basically disconnected compact space. Then 
(C(X),C(Y)) has property (ul) for all compact perfectly normal X. 
Using arguments as in 22 we can derive: 
THEOREM 26. Suppose Y is a basically disconnected compact space. Then 
(C(X),C(Y)) has property (ci) for all realcompact perfectly normal X. 
There are some obvious questions. 
(1) Does (C(X),C(Y)) have property (ci) for all perfectly normal, 
realcompact X and all compact F-spaces Y? 
(2) Can we give a characterization of σ-Dedekind complete C(Y) with 
compact Y in terms of an extension property? 
27. On the pages 119-12г> we have been generalizing the important theorems 
of page 114-119 by enlarging the class of initial spaces (theorem 17, theorem 
23) or by enlarging the class of initial spaces and reducing the class of 
final spaces a bit (theorem 25 and theorem 26). 
Can we also enlarge the class of final spaces? 
We start with a counterexample. 
28. Certainly every u-extensor for the class of all Riesz spaces is an example 
of a u-extensor for the class of C(X)-es where X is compact and metrizable. 
However, it is not true that every Dedekind complete space is an example of a 
u-extensor for this restricted class. This is shown by the following example. 
According to a theorem by A.M. Gleason [27] there exist an extremally 
disconnected compact space Y and a surjective continuous map τ : Y -> [0,1 ] 
such that no proper closed subset of Y is mapped onto [0,11. 
Define I = {f f C[0,1] I f(0) = 0}. 
Suppose τ ({0}) were open. Then it would be a clopen subset of Y and 
its complement would be mapped onto (0,11. Thus, we see that τ ({0}) is not 
open. Choose a e Y, a / interiord ({0})) and define F = {f f C(Y) | f (a) = 0 ) . 
F is an ideal in C(Y) and hence Dedekind complete. Define φ: I ->- F by 
φ(ί) = f0T (f f I ) . φ is a u(I,C r0,11,F)-continuous Riesz homomorphism. 
Suppose Φ: c[0,lj -* F is a positive extension of φ. Then Φ (lr
n
 . ,) 2 Φ (st ). 
Thus, Φ(1|-0 j-]) (У) > (τ (y) ) for all y e Y and all η e IN. So Ή 1 Γ 0 η ' ( У ) г 1 
if τ(y) * 0. This is a contradiction, because a is not an isolated point of Y. 
Thus, (C[0,1],F) does not have property (ul). 
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29. In spite of the foregoing example, if we put a more severe restriction 
on the Riesz homomorphism, we have the following extension theorem. 
THEOREM 30. Suppose X is compact metnzable and I c C(X) is an ideal. 
Suppose F is boundedly σ-laterally complete and φ I •+ F is o-continuous. 
Then there exists a Riesz homomorphism Φ- C(X) ->• F such that Φ, = φ. 
Proof. Write A = nZTlJ. A is a closed subset of X and hence a G . Choose 
open subsets U с χ such that for each η e IN,U . с и and n.U = A. r
 η n+1 η n=l η 
с + 
Let η с IN. For each χ € U there exist an open subset О с χ and f r i 
η χ χ 
such that f > 2 on О . 
с m с 
There exist finitely many χ,,χ.,.. ,χ t U such that и,О э U . 
1 2 m η 1=1 Xj^  η 
m 
Define f = V f £ I and note that f, с > 2. Using that I is an ideal in 
1=1 x, U 
- η — -
C(X) we can find for each η € IN,f cl such that f .— = 0 and f ,„c = 1. 
η η U , η l U 
η + 1 η D e f i n e f, = f,, f
n
 = f-, f , = f , - f , i f n>2 1 1 2 2 ' n+1 n+1 n-1 
Remark t h a t f o r a l l n e IN f A f = 0 . 
η n+5 
Define for each η e IN g =(If )_1f . Then {g I η e IN) с ι and we have 
η m
 m
 η η 
Σ
τ κ
α = 1„. .. Also, by construction, {α . ¡ n e IN) is a disioint subset 
nelN^n X\A J i+5n 
of I for ι = 1,...,5. 
It follows by o-continuity of φ and the fact that F is boundedly J-laterally 
complete that for each f с C(X) sup^(fg ) | η e IN) exists in F. 
Define Ф C(X) ^ F by Φ(ί) = зир{ф(fg )Ι η f IN). In the usual way we can 
extend this map to a Riesz homomorphism Φ C(X) -*• F. 
To see that Φ is an extension of φ, we note the following. 
{f e C(X)I there exists a neighbourhood of A on which for only finitely many 
η f IN fg £ 0} is a dense subset of I and on this subset Φ and φ coincide. 
Thus Φ is an extension of φ. 
31. Remark. 
The proof of theorem 30 is reminiscent of the proof of another interesting 
extension theorem, theorem 23.16 in [A,B;3] which we mentioned in the 
introduction. 
THEOREM. ( Aliprantis and Burkinshaw ) 
Let φ:Ι, ->• К be a normal Riesz homomorphism from a Dedekind complete Riesz space 
L into an (Archimedean) laterally complete Riesz space K. If L is an order dense 
Riesz subspace of an (Archimedean) Riesz space M then φ has a unique normal 
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Riesz homomorphic extension from M into К. 
At the end of this chapter we give some propositions which can be proved 
with techniques similar to the ones we have been been using in the present 
chapter. 
PROPOSITION 32. (C(X),F) has property (ol) if F has the σ-interpolation 
property and X is compact metnzable. 
PROPOSITION 33. (see definition 15 of chapter VII) 
(C(X),F) has property (ul) if F is a K-space and X is compact and metnzable. 
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INTERMEZZO IV 
Interesting as they are, the theorems of the preceding chapter are not 
likely to be the final words about the situation in which the final space is 
supposed to have the σ-interpolation property. Corollary 12 is the very heart 
of the chapter. However, theorem 23 shows that a major part of that corollary 
is valid for realcompact instead of compact metrizable spaces. Theorem 26 asks 
if we may not replace 'metrizable' by 'perfectly normal'. Theorem 17 is still 
quite another generalization of corollary 12 and theorem 30 wonders about 
other final spaces than C(Y) with the σ-interpolation property and compact Y. 
Finally we wish to mention one more aspect of σ-interpolation spaces C(Y) 
which might be of importance in a further study of these subjects. If Y is a 
compact F-space then weak - and weak sequential convergence in C(Y) coincide. 
More generally, Banach spaces with this property are named Grothendieck 
spaces. In [D,U;14j (page 179) a list with properties equivalent to being a 
Grothendieck space can be found. A related paper in the context of Riesz 
spaces is [15]. 
Further information about F-spaces can be found in the papers by Rosenthal [63] 
and Seever [67]. 
The next chapter is, as already promised in Intermezzo III, about 
projective properties. Furthermore it will contain some general information 
about the stability of the extension properties under forming products and 
quotients. 
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CHAPTER IX 
IN 
PROJECTIVE PROPERTIES, IR AS INITIAL SPACE, SOME GENERALITIES AND 
k(X) AS FINAL SPACE. 
Suppose F is a class of Riesz spaces and Ρ is one of the extension 
properties for pairs of Riesz spaces that we have been considering. For what 
Riesz spaces E does (E,F) have property Ρ for all i e F' 
As an introduction to the subject and to show into what kind of problems we 
get,we ask a seemingly innocent question. 
y 
1. What sets X have the property that (IR ,F) has property (el) for all Riesz 
spaces F? 
As it turns out, only one set causes us trouble. This is explained by the 
the following theorem. 
IN 
THEOREM 2. (1) (IR ,F) has property (el) for all Riesz spaces F. 
γ 
(2) If card(X) ^  К ,then (IR ,F) does not for all F have property 
(el) . 
Proof. The proof of (2) is almost completely the work of W. Sierpinski 
page 9-11 in L'hypothèse du continu [S;69l. His arguments are beautiful and 
the following is no more than a slight modification of them. 
Suppose W is any set such that card(W) > card(IN) and V =WxW. We introduce 
two more sets,Ζ = W χ {1} and Ζ = W * {2}. 
There exists a bisection θ : V -»• Ζ. и Z^- Let m be a cardinal number such that 
card(IN) S m < card(W). Denote Ζ = Ζ υ Ζ and S = {f с IR | card(supp f)Sm}. 
V V 
Ξ is an ideal in IR . To say more, S is even a σ-ideal in IR . It follows 
V 
that IR /S is an Archimedean vector lattice, i.e. a Riesz space (see [L,Z;47l 
theorem 60.3, page 428). 
V V 
We define q: IR -*- IR /S to be the quotient map. 
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Define furthermore for each χ с w Α(χ) = {χ} x W and for each у e W 
B(y) = W ^ {у}. 
For all χ с W we define ф(1
г
, ,.,) = q(l„, ,) and for all у e W we define 
{ (x,1)} A(x) 
Ф(1г, „,·,) =4(1 , . ) . We extend these definitions in the obvious linear way 
t (y,2) } n B(y) 
to produce a Riesz homomorphism ф: с (Ζ) ->- IR /Ξ. 
Ζ V . 
The following gives a formula for a positive extension Τ IR -+ IR /S of φ; 
T(f) = q( Σ
ΐΊ
£(χ,1)1
Λ
, , + S„f(y,2)l ) for all f € IRZ. 
xeW A(x) y€W ' B(y) 
Ζ V 
Thus, φ is e-continuous and if we assume that (IR ,IR /S) has property (el) 
(and that is what we do), we can draw interesting conclusions. 
Ζ V 
Suppose Φ: IR -+ IR /S is a Riesz homomorphism and Φ, , . = φ. Then in 
0 0
 ν 
particular, Φ(1 ) л Ф(1 ) = 0. There exist elements g ,h çIR such that 
Φ(1 ) = q(g*) and Φ(1 ) = q(h ). Denote Ρ = {ν f vi g (ν) * ο) and 
Zl Z2 
it 
Q = {v с v| h (ν) * 0}. There are three things to remark about Ρ and Q: 
d') For all x s W A(x) с ρ except for at most m points. 
(2') For all y e W В(y) с Q except for at most m points. 
(3') Card(P η Q) < m. 
What Sierpiñski proved is the following. If W = (0,1) then you cannot find 
Ρ and Q in (0,1) χ (0,1) with (I'J-O') if the continuum hypothesis is not 
true and, conversely, if the continuum hypothesis is true you can find such 
Ρ and Q. The method of Sierpiñski yields in a more general context that Ρ 
and Q cannot be found if the gap between card(IN) and card(W) is big enough. 
To be more precise, we will prove that if card(W) ä N then the existence of 
W V 
Ρ and Q as above leads to a contradiction. It will follow then that (IR ,IR /S) 
does not have property (el). 
с с 
Therefore,define A = Ρ and В = Q . The conclusions (1') and (2') can be 
read as: 
for all χ £ W card(Α η Α(χ)) < m and for all y e W card(Β η В(у)) < ι 
Now suppose E is an infinte subset of W and card (E) = k. Define ",/7^· V -* W 
by π (χ,у) = χ and π (χ,у) = у for all x,у € V. Write Ν - Α η (E x W) = 
и An({x}xw) = и АПА(х). So, card(N) < km and card (π (N)) s sup(k,m). 
X E fc. xcE 1 
The cruciai statement is the following. If к > m then W с π (Ν) (and thus 
card(W) < sup(к,m)). 
Proof of this statement. 
Suppose к > m. Take y e W. We know that card(Β η В(у)) ^ m.Also, because 
В (y) η (F χ W) = Ε χ {y}, we have card(B(y) η (Ε x W) ) = card(E x {y}) = k. 
Because к > m and card((B η в(y)) υ (Ρ η Q)) < m we infer that 
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E x {у} І- (Β η В (у)) и (Ρ η Q) . Thus, there exists χ f E such that (χ,y) i В 
and (χ,y) i Ρ η Q. So, (χ,у) e Q and (χ,y) i Ρ η Q, i.e. (χ,y) f Q and 
(χ,y) i P. Now we are able to deduce that (x,y) с Α η (Ε χ W), thus у f π (Ν) 
which we wanted to prove. 
We have proved the following. 
If m and к are cardinal numbers such that card(IN) < m < к < card(W) and 
Ζ V 
(IR ,IR /S) has property (el), then card(W) < k. If we now take W such that 
W 
card(W) ι N and m = card(IN) and к = К it follows that (IR ,F) does not 
for all Riesz spaces F have property (el). 
So we have proved (2). 
Proof of (1) . 
IN 
Take any ideal I <- IR and a Riesz homomorphism φ: I •+ F, where F is dny Riesz 
space. Without restriction we may assume that с r I. Furthermore we suppose 
IN 
that T: IR ->· F is a positive linear map with T, = φ. For all N e IN we have 
N
 TN 
t. T (g (η) 1. J i T (g) = T(Eg(n) 1 , , ) for all g Ρ г9.ш. Define g' (η) = ng(n) for 
n-1 In; η In) 
N . 1 
all η с IN. It follows that T(g) - F,T(g(n)l
r
 , ) ! ί -Tig') for all N IN. 
n=l In) N 
N 
Thus, Σ д(п)ф(1, ,) •+ Т(гг) relatively uniformly with respect to T(g'). 
This proves that there is only one possible extension of φ to a positive linear 
map, namely Τ (see [L,Z,· 47 J theorem 16.2 (ι) , page 79). 
IN 
We prove now that Τ is actually a Riesz homomorphism. Suppose 9-/9, ' I R 
and g л g = 0. From the foregoing we know that for all Ν ι IN we have 
1 1 д 1 < П ) ф ( 1 { п } ) " Т ( д 1 ) ' ' N 1 4 9! 1 a n d | Σ ς 2 ί η ) φ ( 1 { η } > " T ( 5 2 ) l á N T ( g 2 ) · 
It follows that for all N € IN, 
N N N 
|Ед1(п)ф(1{п}) л 7д2(п)ф(1{п}) - (Ttgj) лт(д 2))| < ІТІд^ - Iq^ (η) ψ ( 1 { η ) ) Ι + 
Ν ι 
+ ІТ(д2) - Ед2(п)ф(1{п}) | < j^tTfgj) + T(g¿)). 
Ν Ν 
Thus, T(g Λ л Tig) = limdg. (η) φ ( 1 , .) л 7д0(п)ф(1, .)) = 0. 1 2 Ν ! ί") 2 Ι"} 
3. We wish to make some remarks about theorem 2. 
IN (1) The reader might ask about the special role that is played by IR 
In [23] we can find the following definition. E is said to have the sequential 
order continuity property if for every Riesz space F and every positive linear 
map T: E •*• F, Τ is σ-order continuous. Similarly to the proof above we see 
IN 
that if E is a Riesz subspace of IR with the sequential order continuity 
property, I is an ideal in E that contains с and φ:Ι •+ F is a e-continuous 
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Riesz homomorphism, then φ can be extended to a Riesz homomorphism Φ: E ->• F. 
It follows for instance that (1 ,F) has property (el) for all Riesz spaces F. 
In [231 E is said to have the order continuity property if for every 
Riesz space F and every positive linear map T: E -*• F, Τ is order continuous. 
This concept is of no help for the problem that is left in theorem 2, because 
IR does not have the order continuity property if card(X) = N . 
(2) The arguments of Sierpiñski m Гб9 I also show that the Riesz 
homomorphism ф: с (Ζ) •* IR /Ξ can be extended to a Riesz homomorphism 
ζ ν ζ 
Φ IR -»-IR /S if card (Ζ) = К . Even the following is true. If I с IR is any 
σ-ideal and ф: с (Ζ) •+ IR /I is any (not necessarily e-continuous) Riesz 
homomorphism and card(Z) = К , then there exists a Riesz homomorphism 
Ζ Ζ 
Φ: IR •+ IR /I such that Φ, , . = φ. 
Χ
 | c
o o
l
 ' 
(3) Whether (IR ,F) has property (el) for all Riosz spares F if card(X)= . 
is unknown to me. 
We started this chapter with a seemingly simple question: What sets X have the 
property that (IR ,F) has (el) for all Riesz spaces F 1 We did not come up with 
a definite answer. This makes us afraid to ask the more general question 
about this. Talking about extensors, a sort of injective spaces, we noticed 
that arguments became involved as soon as we considered the weakest of the 
continuity restrictions under consideration (see chapter IV). 
'Projectivity' is difficult if the continuity restriction is severe. In order 
not to lose face completely,! will indicate what the 'projectors' are in all 
other situations and also I will solve the question 'what Riesz spaces E are 
such that (E,F) has property (el) for all F in a more restricted class?'. 
4. We start the discussion with an easy but useful lemma. 
LEMMA 5. Suppose E is a Riesz space, I с E is an ideal and φ: I -»· IR is a 
non-zero Riesz homomorphism. If I' = 1 and ψ: I' ->• IR is a Riesz homomorphism 
that extends φ then ф(е) = зир{ф(і)Ι ι e [0,el η l} for all e e l . 
In particular, any extension I' -> IR of φ coincides with ψ. 
Proof. Suppose e e l ' and remark that for all ι t [0,e] η I we have 
φ d ) < ф(е) . Thus, sup {φ (ι)| ι t [0,ej η 1} < i|i(e) . 
Now take any ι f I such that φ(i) = 1 and note that e Λ λι e I for all λ e IR. 
For λ big enough we have ф(е) = ψ (e) л λφ(ι) = ψ (e) л λψ(ι) = ψ (e л λι) = 
ф(е л λι) . Thus, ф(е) = Ξυρ{φ(ι)| ι с Г0,е] η i}. 
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For 'm-, о-, с- and u-projectors' we have the following theorem. 
THEOREM 6. For a Riesz space E the following are equivalent. 
(1) (E,F) has property (ml) for all Riesz spaces F. 
(2) (E,F) has oropertv (ol) for all Riesz spaces F. 
(3) (E,F) has oropertv (ci) for all Riesz spaces F. 
(4) (E,F) has prooerty (ul) for all Riesz soaces F. 
(5) Every principal ideal in E is finite dimensional. 
(6) There exists a set Ξ such that E = с (S). 
Proof. The equivalence of (5) and (6) is part of theorem 61.4 in rL,7,471. 
(4) =» (3) =» (2) => (1) follows from (Ch.IV,4)-
To prove (1) =» (5) we argue by contradiction. 
Suppose (E,F) has property (ml) for all Riesz spaces F, though for some f с E , 
(f) is not finite dimensional. By the Maeda-Ogasawara representation thoorem 
there exists an extremally disconnected compact Hausdorff space X such tnat E 
is an order dense Riesz subsoace of С (X). 
As (f) is not finite dimensional there exists an infinite set А с χ such that 
for all a e A, 0 < f (a) < <». Choose a subset {y I η t IN} с л and a disnoint 
η 
ca + 
set of functions {g | m € IN} с с (X) such that g (у ) = ι for all m.n r IN. 
m m η mn 
Because E is an order dense subset of С (X), for each η с IN we can find an 
f' e E such that 0 <" f' < g . Define f - f' л f , ь for all η e IN. Choose 
η η η η η 
for each η e IN, χ rX such that 0 < f(x ) < °°, and a clooen subset U <- X such 
η η η 
that χ e U and U n u = 0 if ι * п. Define 
η η ι ] 
F = {(h,g)| h с E, g ρ E and h, = g, for all but at most finitely 
η η , 
many η < IN). 
Let (f ,f_,.. ) be the ideal generated by {f I η r IN} in E. 
Define φ: (f ,f ,.. ) •* F by φ (g) = (g,5g) (g с (f ,f ,.. )). Remark that F 
is a (non-umformly complete) Riesz space and φ is an in-continuous Riesz 
homomorphism. Thus we can find a Riesz homomorphism Φ. E ->• F such that 
* | ( f f \ = Φ- Define for each (h,g) с F, (h,g) = h and (h,g) = g. 
Define furthermore ψ , . (f ) •+ IR and ψ .: (f) •+ IR by ψ , (g) = (Φ (g)), (χ ) 
η,Ι η,2 η, 1 1 η 
(g e (f)), respectively ψ .(g) = (Φ (g)), (χ ) (ge (f)). 
η, ζ 2 η 
According to the preceding lemma ψ (f) = 2ψ .(f). It follows that Φ(Γ) 
η,Ι η,2 
cannot be an element of F. 
The reader is asked to finish this proof in proving (6) => (4) . 
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We observe that theorem б cannot include '(E,F) has property (el) for all 
IN 
Riesz spaces F' because we have seen in theorem 2 that (IR ,F) has property 
(el) for all Riesz soaces F. In the remarks following theorem λ we have seen 
IN 
that there exist other Riesz spaces than IR with the same property. 
Suopose X is any set. Whether (IR ,F) has property (el) for all Riesz 
spaces F depends solely on card(X) and actually the sets X for which this 
happens to be true, are rare (theorem 2 ) . 
The picture radically changes if we only allow spaces F e R 
The following well-known theorem (see I 45]) is helpful. 
THEOREM 7. If card(X) is non-measurable then (IR ) = (IR ) " . 
Theorem 7 is particularly useful to derive the following result. 
THEOREM 8. Let X be completely regular. Then the following are equivalent. 
(1) (C(X),C(Y)) has property (el) for all topological spaces Y. 
(2) X is discrete and card(X) is non-measurable. 
Proof. We start with a proof of (1) =» (2). 
Suppose (x ) „ is a net in X converging to χ e X, such that χ * χ for all 
fi с Α . 
Define Y = ({χ | α e Α) υ {χ}) * {1,2}. 
α 
Define for all у = (χ',}),у' = (χ'1,ι) с Y, y ~ y' if and only if χ' = χ'' and 
i = j o r x ' = x , , = x . 
Put the quotient topology on Y/~. Define I = {f t C(X)| f(x ) > 0} and 
>: I - C(Y/~) by 
f (x ) if y=(x ,1) 
ι- α • ' α 
)(f)(y) = < 2f(χ ) if y=(x ,2) for all fel and all ytY/~. 
0 if y=(x,l) 
We will now show that this Riesz homomorphism can be extended to a positive 
linear map on C(X) but not to a Riesz homomorphism C(X) ->· C(Y/~). 
For g e C(X) with lim g(x ) = g(x) =:a we define T(g) = φ (g - a l ) + 2al . 
a a
J
 ^ ^ Χ Y 
Τ: C(X) -*• C(Y) is a positive linear map and Τ. = φ. 
Suppose Φ: C(X) •+ C(Y) is a Riesz homomorphism that extends φ. For each α f A 
choose g r C(X) such that g (χ ) = 1 and lim g (χ ) = 0. (Remember that 
α 0 α 0 α 0 α α 0 α 
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χ * χ for all α £ A and X is completely reaular). 
α 
From lemma 5 it follows that 
Φ(1
χ
) (У) 
1 if y = (χ ,1) · 
α 
This is impossible. 
Thus X is discrete. Because C(X) = C(uX) we find that υΧ is discrete as well. 
Hence X has non-measurable cardinal. 
We proceed with a proof of (2) =» (1) . 
Suppose X is discrete and card(X) is non-measurable and Y is a toooloqical 
space. Let I с C(X) be an ideal and suppose that φ I * C(Y) is an e-continuous 
Riesz homomorphιsm. We may assume that I contains 1, , for all χ e Χ 
Χ 
Let Τ IR -»• С (Υ) be a positive extension of φ. 
X+ 
For every g r IR we have T(g) > φ(1, ,)g(x) for all χ r X By theorem 7 
X+ 
it follows that for all g r IR and all y r Y, T(g) (y) = sup(g (χ)φ( 1
 r
 ,) (y) ) 
χ lx)
 + 
Thus T(g) = зир{д(х)ф (1, , ) | χ € X) = supl$(f)| f e i n IO,gJ} for all g € IR 
From this formula we deduce that Τ is a Riesz homomorohism itself. 
From theorem 8 and its proof we derive the following 
COROLLARY 9. Suppose X is completely regular. Then the following are equivalent 
(1) (C(X),F) has property (el) for all F e R . 
uc 
(2) X is discrete and card(X) is non-measurable. 
Proof (1) =» (2) follows from theorem 8. 
(2) => (1) follows from theorem 8 and its proof in the following way. Suppose 
F с R , X is discrete and card(X) is non-measurable. Suppose furthermore that 
uc
 r 
I с c(X) is an ideal and φ I -*• F is a Riesz homomorphism which is e-continuous. 
Let Τ C(X) •+ F be a positive linear map such that Τ, = φ. 
Suppose g с С(Χ) . The ideal generated by T(g) in F is isomorphic to a Riesz 
space of continuous functions. By the proof of theorem 8 (2) * (1) it follows 
that s u p U ( f ) | f € Ι η ГО,gl} = T(g). 
А д а т , g -»• s u p U ( f ) | f e i n Г0,д1} = T(g) (g e C(X) ) is the restriction of 
a Riesz homomorphism C(X) -+ F that extends φ. So (C(X),F) has property (el). 
1^ the initial space is IR we can make some remarks about property (ul) 
by using the following class of spaces. 
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γ 
DEFINITION 10. Y LS called a к -space if for all f e IR it follows that 
f r C{Y) if for all compact К с γ, f is continuous. 
I К 
More generally, Y is called a k-space if the following holds. 
For all А с γ, A is open if and only if for each compact set K e y κ η A is 
open in K. (See definition 43.8 in Ги,811.) 
Every locally comoact space is a k-space. Every metnzable space is a k-space 
(theorem 43.9 in Γνί,81]). Every k-space is a k-space. 
From theorem 1 in Γ 78] we know that Y is a k-space if and only if C(Y) is 
complete as a topological space with the topology of uniform convergence on 
compact sets. Combining this fact with (Ch.III,5) it follows that for a 
completely regular realcompact space Y, Y is a k-space if and only if 
(C(Y) ,U(C(Y) ) ) is complete. 
None of the above results following definition 10, will be used in the sequel. 
We stated them to illustrate the concept k-space. 
We proceed with an extension problem. 
THEOREM 11. Suppose X is discrete and has non-measurable cardinal. Then for 
all к -spaces Y (C(X),C(Y)) has property (ul) . 
IR 
Proof. Suppose Y is a k-space. 
Let I != C(X) be an ideal and φ: I -* C(Y) a u-continuous Riesz homomorphism. 
We may assume that 1, , e I for all χ e X. 
lx) 
Because {φ (Ir ι) Ι χ ε Χ} is a disioint set of functions on Y.we can define 
{x} 
Φ- C(X) •+ IRY by Φ (g) := Σ д(х)ф(1г ι) (pointwise convergence). 
X€X 1X j 
Φ is a Riesz homomorphism and we claim that Φ(g), is continuous for all 
I К 
g e С(X) and a l l compact K e y . By d e f i n i t i o n of a k - s p a c e a p r o o f of t h i s 
IR 
claim will show that Ф(д) e С(Y) for all g e С(X) and hence finish this proof. 
Therefore, supoose К с γ is compact and g e C(X). It suffices to prove that 
{x € X| φ(1, , ). * 0} is finite. Consider the function f -+ lUíf), Il 
lXj[K IKK,"* 
(fe I). This function defines a continuous seminorm on I and hence (because 
u(C(X)). coincides with the product topology according to (Ch.III,5)) there 
'
 1
 η 
exist a > 0 and x, ,. . . ,x e X with lUtf), II < α Σ, I f (x ) I for all f e I. 
I n |K K," 1=1 ι 
In particular φ(1 ) = 0 if χ ¿ {χ , . . . ,χ } . 
ι Χ J [ Κ 1 η 
This proves the claim. 
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12. If Y is not а к -space,(C(X),C(Y)) may fail to have property (ul), even 
IR 
if X is countable as is shown in the following counterexample. 
Let F = C(INu{B}) be the space of example 16 in chapter VII. 
γ 
Define Y = IN υ {β} and I = {f ε IR | f(β) = 0}. We have seen in example 16 
of chapter VII that every compact subset of Y is finite. Thus φ I •* C(Y) 
defined by φ(ί) = f (f e I) is u-continuous. 
γ 
φ cannot be extended to a Riesz homomorohism Φ IR •* С (Y). 
γ 
Remark that φ is not с(I,IR ,F)-continuous 
η Y 2 
Defining f = , F,kl,, , and q € IR by η if η f IN 
η k-1 IkJ f 
g(n) = | 
0 if η = β, 
we have If - f I £ -g if η S m, but there is no f с С(Y) such that 
η m η 
f •* f relatively uniformly in С (Y). 
Under the surface of theorem 11 there are compactness arguments. 
Compactness arguments also play a role in the next theorem. 
THEOREM 14. (1) and (2) of theorem 8 are equivalent to 
(3) (C(X),C(Y)) has property (ml) for all topological spaces Y. 
Proof. (3) ^  (1) follows from (Ch.IV,4). 
Conversely, supoose X is discrete and has non-measurable cardinal. Assume 
I с c(X) is an ideal and φ I -»· C(Y) is an m-continuous Riesz homomorphism, 
X + 
Let T: IR •+ С (Y) be a positive linear map such that T, > φ. Let f £ C(X) . 
On C(X) the uniform topology coincides with the topology of pointwise 
convergence. So,order intervals in C(X) are compact. Thus I η [0,f] is 
relatively compact in C(X). Because Τ is u(C(X))-u(C(Y)) continuous, 
T(I η [0,f]) is relatively compact in the topology of compact convergence 
on υΥ. Denote A = T(I η ΓΟ,ΐ]). A is upwards directed and by compactness of 
T([0,f]) its pointwise limit exists and is continuous. Denote h = sup A. 
However, what we are really interested in is φ(I η [0,f]) =. В. В is upwards 
Y. 
directed and converges pointwise to an element к of IR 
We will prove that к € C(Y). Therefore, suppose a e Y and ε > 0. Choose g e A 
and a neighbourhood U of a such that g > h - ε on U. (This is possible 
ε 
choose g e A such that g(a) > h(a) - - and use the continuity of g and h.) 
Choose g' e Ι η ΓΟ,ί] such that g = T(g'). Then for all g' < f' < f' f Inl0,f] 
and all χ e U we have ф ^ ' М х ) - ф(£') (χ) ίφ(ί")(χ) - T(f') (χ) s 
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h(x) - T(f') (χ) h(x) - g(x) < ε. 
Thus, for all χ t U and all f' > g', -φ(.ί')(χ) + k(x) < c. 
In particular, for all χ с U, k(x) - φ(g 1)(χ) ^ ε. Choose a neighbourhood U' 
of a such that for all χ e. U ' , Ι φ (g ' ) (χ) - φ (g ' ) (a) Ι С ε. Let χ e U η U ' . 
Then k(x) - M a ) < ф(д') (χ) + ε - к (a) < ф(д') (χ) - фід') (а) + ε < 2ε. 
Similarly, M a ) - к (χ) < 2ε. Thus, к с C(Y) and к = sup В. 
From here the arguments that lead to a Riesz homomorphism Φ: IR •+ С (Y) such 
that Φ. = φ are standard. 
REMARKS 15. 
γ 
(1) It is not true that (IR ,C(Y)) has property (ci) for all Y if X has 
non-measurable cardinal. A counterexample is the following. 
Let X be an uncountable set and suppose χ e X. Equip X with the discrete 
topology outside χ while the neighbourhoods of x. are the co-countable sets 
that contain χ . X is a P-space according to exercise 4N in [G,J;26\. 
Define E = {f t с (X) I f (χ ) = 0 ) . It follows that id: E ->· C(X) is 
c(E, IR ,C(X))-continuous. However,it is impossible to find a Riesz homomorphism 
IR •* C(X) that extends id.. 
χ 
(2) Naturally by theorem 11, (IR ,C(Y)) has property (ci) if X has non-
measurable cardinal and Y is а к -space. 
γ 
Still,there are more spaces Y such that (IR ,C(Y)) has property (ci) for all 
γ 
X with non-measurable cardinal than there are spaces Ζ such that (IR ,C(Z)) 
has property (ul) for all X with non-measurable cardinal. To understand this 
we return again to the space in example 16 of chapter VII. Let Y = IN υ {β}. 
IN 
In 12 we have seen that (IR ,C(Y)) does not have property (ul). We will now 
γ 
show that (IR ,C(Y)) has property (ci) if X has non-measurable cardinal. 
Therefore, suppose card(X) is non-measurable. Assume I с c(X) is an ideal 
such that с (X) с ι (the latter is not a serious restriction). Let φ: I -*• C(Y) 
be а с (I ,IRX, С (Y) ) -continuous Riesz homomorphism. Define A = {x s X| ф(1, -.J'O} 
X X Χ 
and ττ: IR -s- IR by ir (f) = fi (f ε IR ). 
A 
Put I' = π (I) and define φ': I •+ C(Y) by φ ' = φ°ττ. 
χ 
We note that I' is an ideal in IR and φ' is с(I,II 
According to (Ch.VII,19) we can find open sets U,V с γ and continuous mappings 
τ': V + X, τ: U-»-Xs 
io(y)f (τ (y)) if у £ U 
0 if у / U 
Χ Χ 
We note that I' is an ideal in IR and φ' is с(I,IR ,С(Y))-continuous. 
t' 
ω': V ·+ IR , ω: U •* IR , τ': V •+ Χ, τ: U ·+ Χ such that for all f e I 
Φ(ί) (y) = Ι 
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and for all f e I 
ω' (y)f (τ' (y)) if y e V 
Φ' (f) (y) = i 
0 if у i V. 
If y i U then φ (f) (у) = 0 , so 0 = φ ' (f) (у) < φ (f) (у) for all f € I . 
If у e U then φ(f)(у) = ω(у)f(τ(у)) for all f e I. We distinguish two situations 
now. If τ(y) i A , then, putting τ(у) = χ, we find 0 = φ(Ir i)(у) = "(у) which 
is impossible because у e U. So we are in the second situation: τ(у) с Α. 
There exists χ с A such that τ (у) = χ. Then φ (Ir -ι) (у) = ш(у) * 0 and thus 
у с V because Φ(1 { χ }) (γ) = Φ ' ( 1 { χ } ) (γ) = ω ' (у) 1 { , ( г ' (у) ) . 
Because ω (у) * 0 we have τ ' (у) = χ and ω (у) = ω ' (у) . So φ (f) (у) = φ ' (f ) (у) for 
all f e l and all у e Y. 
Thus φ = φ'. 
IN 
Because (IR ,C(Y)) has property (cl) (the reader may prove this for himself 
or wait until a combination of theorems that follow will give the result) and 
because A is countable we can extend φ, , , to a Riesz homomorphism 
X _ У |π(Ι) 
φ: TT(IR ) ->• С (Y) . By the foregoing Φ0'Τ, = φ and thus φ°π is a Riesz homomorphism 
that extends φ. 
16. In chapter VII we once met a question of the following type. Let E be a 
Riesz space. What Riesz spaces F are such that (E,F) has property (P)? (for 
some property P). In that chapter it was с which had our attention. 
In the present chapter the difference between theorem 2 (1) and theorem 6 
IN 
makes us wonder about IR as the initial space. What Riesz spaces F are 
IN 
such that (IR ,F) has property (ul)? Suppose F is regularly ordered. 
IN 
It is easily seen that (IR ,F) has property (ul) if and only if every 
IN 
u(c
n
 , IR , F)-continuous Riesz homomorphism с •+ F can be extended to a 
IN 
Riesz homomorphism IR -*• F. This fact will be used in the proof of the 
next theorem. For convenience of formulation we introduce the following 
definition. 
DEFINITION 17. A positive sequence (f ) in a Riesz space F is said to be 
η neIN 
super-bounded if for every sequence of real numbers (λ ) {λ f | η e IN} 
— η neIN η η 
is U(F)-bounded. 
THEOREM 18. For a realcompact space Y the following are equivalent. 
IN (1) (IR ,C(Y)) has property (ul). 
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(2) For every super-bounded disioint sequence (f ) in C(Y) we have 
η neIN 
Σ f exists relatively uniformly. 
ne IN η 1 1 
(3) For every super-bounded disjoint sequence (f ) in C(Y) we have 
η ne IN 
Σ f exists in U(F)-sense. 
ne IN η 
Proof. We will prove (1) t» (2) and leave the rest to the reader. 
IN 
Suppose (IR ,C(Y)) has property (ul) and (f ) is a super-bounded disjoint r
 η ne IN 
sequence. 
Define ф: е.. ->- С (Y) such that φ is a Riesz homomorphism and φ ( 1 , ,) = f for 
each η e IN. Suppose С c Y is compact. Define for f e С(Y) I If I I = 
sup{ If (y) I |y e Y b 
Because {2 n| |f | l^f | η e IN} (where we read | If II"1 = 0 if | |f I I = 0) 
η С η η С η С 
is bounded on C, we infer that for some N e IN f = f , = ... = 0 on С. 
N N + 1
 IN 
This means that φ is u-continuous, because the uniform topology on IR 
coincides with the product topology. So, there exists a Riesz homomorphism 
N «· 
φ: IR -* С (Y) such that φ, = φ. We wish to show that y -• Σ, f (y) is | c 0 0 n=l η 
continuous. 
In points у с Y where f (y) * 0 for some η e IN this is trivial. Thus assume 
y e Y is such that f (y) = 0 for all η e IN. Let e > 0. Suppose that for all 
open sets U with y e U there exist у € U and η e IN such that f (у ) ""F. 
The number of n's that occur in this process cannot be finite because f (y)=0 
η 
for all η с IN. However, it cannot be infinite either, for in that case 
— CD Л 
φ( Σ.2 1, ) could not be finite in y. This proves (1) =» (2). 
Conversely, assume (2). Suppose ф: с •+ C(Y) is a u-continuous Riesz 
homomorphism. Denote f = ф(1
г
 ,) for all η e IN. As φ is u-continuous , 
η -1 η {η} 
i 2 I I f I L· f I neIN} (where we use the same notation and convention as in the 
η С η 
first part of this proof) is uniformly bounded on С for each compact С с γ. This, 
again, implies that there exists an N e IN such that f = 0 on С for all 
η 
η > N. Thus, (f ) is super-bounded. Also, because φ is a Riesz homomorphism, 
(f )
 T., is a disjoint sequence. We leave it to the reader to extend φ. 
η ne IN 
19. Examples of spaces Y such that C(Y) has property (2) of theorem 18 are к -
spaces (see definition 10). Further, every u-sequentially complete C(Y) has 
property (2) of theorem 18. In 12 we have seen that (IR ,C(IN и {6})) does 
not have property (ul). It follows that C(IN υ {β}) does not have property (2) 
of theorem 18. 
Now suppose C(Y) has property (2) of theorem 18. Suppose furthermore that (f ) 
^ η ne IN 
140 
is a disjoint sequence that tends to 0 in the sense u(C(Y)).It follows that 
co 1 -)- co 
Σ, (f - -) exists for each ρ с IN. By uniform comoleteness we have Σ f 
n=l η ρ ^ * - n=l η exists. 
Question. 
IN 
Suppose (IR ,C(Y)) has nroperty (ul), does it follow that C(Y) is U-sequentially 
complete^ 
Very similarly to proposition 18 we can prove the following 
IN 
For a regularly ordered Riesz soace F, (IR ,F) has prooerty (ul) if and only 
N 
if for every super-bounded disnoint sequence (f ) wc have Σ f •+ f in 1
 * - i - i
 n
 л* I N
 n
=i
 n 
U(F) for some f s F. 
IN 
We proceed with our investigation of IR as the initial space by considering 
property (ci). 
THEOREM 20. Suppose F is any Riesz space. Then the following are equivalent. 
IN 
(1) (IR ,F) has property (ci). 
(2) For every disnoint sequence (f )
 TK, in F such that λ f •* 0 
J J
 n ne IN η η 
relatively uniformly for all sequences (λ ) of real numbers we 
η ηίΙΝ 
have Σ,„f exists relatively uniformly. 
neIN η 
IN 
Proof. Suppose (IR ,F) has property (ci) and (f ) ,.,, is a disTOint 
η ne IN 
sequence m F such that for all sequences of real numbers (λ ) „,, λ f -»• 0. 
η nsIN η η IN. Define a Riesz homomorphism φ · c„. •* F such that φ(1
Γ
 η) = f for all n e 
00 In} n 
We claim that φ is c-continuous. For, suppose {g I n e IN} с c__ and g ->· 0 
IN+ n 00 n 
relatively uniformly with respect to g e IR . Every g is a finite linear 
combination of {1. ,1 ι e IN} and we define λ to be the supremum of the {i} n 
coefficients occurring in this linear combination. 
Furthermore, we define μ = max{X | q (m) * 0} for each n e IN. 
n m n 
Choose a sequence (p ) „, such that ρ -»• •» and ρ y f £ h for some h £ F and 
n neIN n n n n 
ail n £ IN. (The latter is possible because μ f •* 0 relatively uniformly in F.) 
r
 n n 
It follows that ρ φ (g ) S h for ail n e IN, i.e. φ (g ) -»• 0 relatively uniformly. 
n n n 
This proves the claim. 
- IN -
Thus, we get an extension φ : IR -»-F of φ. It follows that φ(1 ) is the 
N I N relatively uniform limit of ( Σ,ί ) 
n=l n NeIN 
Conversely, suppose we have (2) and φ с •+ F is a c-continuous Riesz 
141 
homomornhism. Write φ(1
r
 ,) = f . Because φ is c-continuous it follows that 
In} η 
A f -* 0 for all sequences (λ ) of real numbers. To extend φ is left to 
η η η ntlN 
the reader. 
IN 
The procedure if I с IR IS just any ideal,is not rauch more complicated 
than the above and it is left to the reader as well. 
Perhaps the reader is not so interested in the precise condition (2) in 
theorem 20. He might, however, be glad to hear that every uniformly complete 
Riesz soace satisfies (2). There are Riesz spaces which do not satisfy (2). 
We now give one example of such a Riesz space. 
EXAMPLE. 
7L 
Take F с IR the set of functions that are even outside a finite set, i.e. for 
7L 
f e IR we have f € F if and only if there exists a finite set А с TL such that 
f(n) = f(-n) for all η i Α. 
Define Τ IR^ •* F by Τ (f) (η) = £ ( n ) + f l ~ n > (f e JR
2
^
 n e Ж
) . с (E) с F is 
1 1 
an ideal. Define φ(1, ,) = т1
г
 -, if η e IN and ф(1
г
 ,) = -А, , if η e 71\Ш 
Ini 2 in} in} 4 in} 
and extend this definition to a definition for a Riesz homomorphism 
ф: с (Ж) -*• F. Obviously φ s Τ. . φ cannot be extended to a Riesz 
0 0
 7L | c 0 0 t E ) 
homomorphism IR •*• F. 
IN 
It follows that (IR ,F) does not have property (ml). By theorem 4 (2) of 
IN 
chapter IV we infer that (IR ,F) does not have property (ci). By theorem 20 
F does not have property (2) of that theorem. 
Concerning property (ol) we have the following. 
IN 
THEOREM 21. For any Riesz space F (IR ,F) has property (ol) if and only if 
IN (IR ,F) has property (cl). 
Proof. By theorem 4 (2) of chapter IV it follows that (cl) implies (ol). 
IN 
Conversely, suppose (IR ,F) has property ιοί). Suppose (f ) is a disjoint 
sequence in F such that λ f •+ 0 relatively uniformly for all sequences of 
real numbers (λ ) 
η neIN 
Define a Riesz homomorohism φ: c„_ ->• F such that ф(1
г
 ,) = f for all η € IN. 
00 in} η 
In theorem 20 we have proved that φ is c-continuous. Actually, φ is even 
IN+ N 
o-continuous Suppose f e IR ; {ф(д)| 0<g<f and gee } с и ГО, Σ f(n)f J, 
the latter set is bounded because {nf(n)f | η ζ IN} is bounded. 
η 
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- IN 
Thus we get an extension φ IR •* F of ç . It follows that φ(1 ) is the uniform 
N I N 
limit of ( Σ.f )
v T M. n=l η Ne IN 
IN 
From theorem 2 we know the behaviour of IR as the initial space in the 
extension problem if we consider e-continuous maps. Thus, only the extension 
IN 
problem for m-continuous maps is left, if we consider IR as the initial 
space. In the example preceding theorem 21 we met a non-uniformly complete 
IN 
Riesz space F such that (IR ,F) does not have property (ml). Something like 
that cannot hapoen for uniformly complete Riesz spaces. 
IN 
PROPOSITION 22. (IR ,F) has property (ml) for all uniformly complete Riesz 
spaces F. 
IN 
Proof. Suppose F is uniformly complete and ф: с -* F is a m(c ,IR ,F)-
IN 0 0 0 0 
continuous Riesz homomorphism. Let Τ IR -* F be such that Τ is a positive 
linear map and Τ. > φ. 
|c
oo 
IN 
Suppose f с IR and f > 0. By arguments like those in the proof of theorem 2 (1) 
N 
we know that ( Z,f(n)T(l
r
 -, ) ) is a relatively uniform Cauchy sequence, 
N n=l {ni NeIN 
hence ( Σ,£(η)φ(1, ·, )) .. is a relativelv uniform Cauchy sequence. 
n=l T {n} NêlN
 N 
By uniform completeness ( Σ.ί(η)φ(1
Γ
 , )) converges relatively uniformly. 
n=l T {n} NcIN =
+ 
Denote the limit by Φ(ί). Extend f -• Φ (f) (f ε IR ) to a Riesz homomorphism 
IN 
IR •* F. 
IN 
With proposition 22 we close this section on IR as initial space. 
General behaviour of the properties (under products and quotients). 
Most of the material in this section is not very deep. We have added it for the 
sake of completeness. 
Quotients. 
PROPOSITION 23. If (E,F) has property (ul) (or (cl), (ol), (ml), or (el) 
respectively) and I с E is an ideal then (E/I,F) has property (ul) (respectively 
(cl), (ol), (ml), or (el)), if E/I is a Riesz space. 
Proof. Suppose (E,F) has property (ul) and I с E is an ideal such that E/I 
is a Riesz space. Suppose J с E/I is an ideal and φ J •+ F is a u(J,E/I,F)-
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continuous Riesz homomorphism. Let π : E •* E/I be the quotient map and J = π (J) . 
Certainly, J is an ideal in E and we claim that φ0π· J -* F is u (J,E,F)-continuous. 
The reason for this is that π : J •*• E 'I is even e (J,E,F)-continuous. 
Thus, there exists Φ: E •* F, a Riesz homomorphism, such that ?>|~ = ф°іг. 
Define Ф. E/I ->• F by Φ(π(ΐ)) = î(f) for all f e E. Then Φ is a Riesz homomorphism 
and Φ ι = φ. 
I J 
The other properties are dealt with similarly. 
In contrast to proposition 23, taking quotients of the final space might 
'easily' kill an extension property. Let, for example, X be a set with 
card(X) = К Write X = X * X. 
X X 
Define I = {f f IR I cardtsupp f) á N }. For any Riesz snace L·, (E,IR ) has 
X X 
property (el). However, m theorem 2 (2) we have seen that (IR ,IR /I) does 
not have property (el). Examples of this kind also exist for other properties. 
TO CO 
For instance, 1 is u-extensor, though 1 /c is not even a c-extensor (because 
1 /c ~ C(ßIN\IN) and ßINvIN is not extremally disconnected according to 
exercise 6R1 in I G.J,261, while c-extensors in R are Dedekind complete 
uc 
according to (Ch.II,8)). 
I did not investigate in what situations taking quotients of the final space 
does not disturb existing extension properties. It might be worth a study. 
Products. 
Though we will not need the following proposition in deriving results about the 
behaviour of extension properties under the process of taking products, we give 
it here for the same reasons that we had for writing the third chapter of this 
thesis (see Intermezzo I). 
PROPOSITION 24. Suppose {F ] α e A} is a collection of Riesz spaces. The uniform 
topology on Π F coincides with the product topology of the uniform topology 
in F if and only if A has non-measurable cardinal. 
As a prelude to the proof we notice the following. 
In chapter III we have seen that the uniform topology on C(X) coincides with 
the topology of uniform convergence on compact subsets of X if X is realcompact. 
In fact we have seen that for any X the uniform topology on C(X) coincides with 
the topolgy of uniform convergence on compact subsets of uX. This implies that 
Q 
the uniform topology on IR for a set В coincides with the product topology 
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if and only if В has non-measurable cardinal. 
We will refer to the latter statement by (*). 
Proof of proposition 24. 
Denote the pronection on the ß-th coordinate of IF bv π and let 
о · F„ -+ Π F be the natural iniective Riesz homomorphism. Remark that for 
β β aeA •» J ^ 
β e A and a Riesz serainorm ρ on F., f •+ ρ (τι. (f)) is a Riesz semmorm on Π F . 
Β β сссА α 
Thus, the product topology is weaker than u( îl F ). r
 afA a 
If ρ is any seminorm on I F . then for all but finitely many β £ Α ρ"σ
η
 = 0. 
(For if this were not the case we could find for each η € IN а с AN {a,,.. ,χ } 
η 1 n-1 
and f s F such that ρ°σ (f ) > η. This leads to an f с П.F such that 
η α
η
 α
η
 η -ifA ~χ 
p(f) ' η for all η с IN.) If ρ is non-zero then for some β e Α ροα is non­
zero, if card(A) is non-measurable, for the following reason. Suppose ρ°σ = 0 
+ A e 
for all β с A and f с ( Π F ) such that D(f) * 0. Define P: IR -* Π F by 
oitA α "· ach ч 
Pix) = χ f (for all χ £ IR and all α с A). Then p°P is a Riesz seminorm on 
α α α 
A ~ A 
IR . If we denote by σ : IR -»- IR the natural in]ective Riesz homomorphism 
(β e A), then we find ρ°Ρ°σ = 0 for all β £ A while p°P is non-zero. 
According to (*) this is possible if and only if A has measurable cardinal. 
It follows that the product topology on Π F is weaker than ü( Π F ) if and 
' αεΑ α acA a 
only if A has non-measurable cardinal, i.e. the product topology on Π F 
coincides with u( Π F ) if and only if A has non-measurable cardinal. 
αεΑ η 
In proposition 23 we saw that the properties behave well if we take quotients 
of the initial space and on page 144 we saw that they behave badly if we take 
quotients of the final space. It is to be expected that, concerning products, 
the situation is quite different. Indeed, for any Riesz space F, (IR,F) has all 
IN 
of the extension properties. However,(IR ,F) does not have property (ml) (and 
hence neither (ol), (ci) or (ul)) if F is the Riesz space of the example 
preceding theorem 21. 
X X 
Furthermore, if X and I are as in the example following proposition 23 (IR ,IR /I) 
does not have property (el). 
For the final space we have the following theorem. 
THEOREM 25. If (E,F ) has property (ul) for all α с A then (Ε, Π F ) has oroperty 
a tr f J 'acA a 
(ul). (Similar results hold for properties (ci), (ol), (ml) and (el).) 
Proof. Suppose (E,F ) has property (ul) for all a f A . Let I с E be an ideal 
145 
and φ: I -*• Π F a u-continuous Riesz homomorphism. Denote aqain the prcnection 
aeA m 
on the S-th coordinate of Π F by тг . 
oifA ι & 
Then π οφ is a u(I,E,F )-continuous Riesz homomorphism for all deh. 
ρ 
Thus, there exists for each β f A a Riesz homomorphism φ . E -»• F such that 
*„, = π
η
οφ. Define Φ: E •+ Π,F by Φ(ί) (3) = Φ
η
(ί) for all f e Ε, β с Α. 
β ι Ι β ueA л В 
Then Φ is a Riesz homomorphism and Φ, = φ. 
Special extensions. 
In many of the examples that we encountered in the extension problem we 
were able to find a very special extension of the Riesz homomorphism φ: I -»• F. 
These extensions were given by the formula: 
ф(д) = sup{0(f)| 0 ^ f < g, f с l} for all g с E . (*) 
It is not difficult to prove theorems of the following kind. 
THEOREM 26. Suppose E and F are Riesz spaces and for every ideal I C E and 
every e-continuous Riesz homomorphism φ : I -> F there exists a Riesz homomorphism 
φ as in (*) above. Then (E,F ) has property (el) for all principal ideals 
F 0 с F. 
к(X) as the final space (or 'Completeness is not everything in this world'). 
Perhaps by now the reader has the impression that the more complete a Riesz 
space is, the easier Riesz homomorphisms with values in this Riesz space 
extend. Speaking loosely one easily agrees with that point of view. But, to be 
honest, not completeness properties alone determine the place of a Riesz space 
as the final space in the extension problem. For instance, it might happen 
that not many Riesz homomorphisms with values in a given Riesz space are 
possible. In fact, something like that hannens if we take k(X), a rather 
incomplete space, as the final space. 
PROPOSITION 27. Suppose X is any set and Y is realcompact. Then (C(Y),k(X)) 
has property (el). 
Proof. Suppose I с С (Y) is an ideal and φ: I -»• k(X) is an e-continuous 
Riesz homomorphism. Let T: C(Y) •+ k(X) be a positive linear map such that 
T. = φ. Write U = {χ e x| there exists f e I such that φ(ί)(χ) * 0}. 
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Applying lemma 19 of chapter VII we find a map τ : U -»• (nzflj) and a map 
ω: U •+ (0,~) such that for all f e I 
ω (χ) f (τ (χ) ) if χ e U 
Ф Ш (х) = | 
О if χ i U. 
Case I. 
ф(І) І- с (Χ) . In this case it will follow that φ can be extended. 
There exists an f e I such that φ(f ) i с (Χ). Assume Ф(^
п
) = 1 outside a 
с 
finite set S. We claim that τ(U) is finite. Because S с и and S is finite it 
с с 
suffices to show that τ(S ) is finite. Therefore, assume τ(S ) is not finite. 
Case I(a)• τ(Ξ ) has a non-trivial convergent sequence. 
с 
Suppose (y ) is a sequence of elements in τ(S ) with y * y 
^ -'η nfIN M η Jm 
с 
if η * m and y -»• y e τ (S ) . This situation makes it easy to find 
a sequence of functions (f ) in C(Y) with f (y ) = ó f.(y ). 
η ne IN η m nm O m 
Choose for each η с IN χ с S c such that τ(χ ) - у . Remark that 
η ,η η 
ω (χ ) = f (у )" . 
η O n 
co _
η 
Define F = Σ. 2 (f л f ) . Then F f I and for all η f IN we have: 
n=l η 0_ 
φ(F) (χ ) = ω(χ )Γ(y ) = 2 . This is impossible because φ (F) e к (Χ). 
η η η 
с 
Case I(b). There exists an infinite subset A of ι(S ) such that for all у F A 
there exists a neighbourhood of у that contains no other points of 
A. A similar reasoning as in case 1(a) yields F f I with φ (I·) ¿ k(X). 
Thus, indeed, τ(S ) is finite. Write τ(Ξ ) = {y,,... ,y } and define 
1 η 
В = {χ e x| τ (χ) = у }. By definition of S we have (.¡J.B ) c is finite. 
η + 
For each a e (, u, В, )C η U choose f e C{Y) such that φ(ί ) (a) = 1. It follows 
k=l к a a 
that for all f e I 
φ(ί) = Σ. f (у )f
n
(y ) 11 + Σ f(T(a))f (-гІаіГ ,, 
ι=1 ι 0 i Bj^  асВ a ta} 
η
 с 
where В = (, U.B, ) η U. 
k=l к 
Remark that for ι * ] В П В = 0 . Define Φ: С (Y) ->· к (X) by 
ι D 
<Kf) = ".fty )f
n
(y J"1! + Σ f(T(a))f (т(а))-11. . 
ι=1 ι 0 ι B 1 aeB a ta} 
for all f £ С(Y). Φ is a Riesz homomorphism and Φ, = φ. 
Case II. 
ф(І) с c 0 0(X). 
Case II(a). U is finite. 
There is no problem in finding an extension in this case. 
Case II (b) . U is infinite. 
We will prove that this situation does not occur. Choose any 
f. £ I such that φ(ί.) * 0 and f < 1 . Because U is infinite and 
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{χ e Xl φ(£ )(χ) * 0} is finite we can find χ с 0\{х e Х| ф(£ )(х)^0 
Choose f £ I + such that φ(ί )(χ ) * 0 and f < 1 
Because {χ e x| φ(ί )(χ) * 0} и {χ e x| φ(ί )(χ) * 0} is finite 
we can find χ f U\{x e x| φΐί.) (χ) * 0} υ {χ ε X| φ(ί ) (χ) * 0}. 
Choose f € Ι + such that φ (f ) (χ ) ?= 0 and f < 1 
Proceed in this way, i.e. choose for each η с IN f e l such that 
n-1 с n 
f < 1 and (, u,{x e X| ф(£, ) (x) * 0}) п { х е Х | ф ( Г ) ( х ) * О } г 0 . 
η Y k=l
 œ к η 
Remark that in this way ,υ.ίχ ε X| ФС:^) (χ) * 0) 1 Ξ infinite. 
Define F - , Γ,4~ f, . Because T(F) > 4-,ςφ(ί, ) for all к e IN it 
k=l к к 
follows that T(F) = с > 0 outside a finite set for sore с € IR. 
Also, Τ (. Σ 4 f, ) = с outside a finite set. For the same reason 
k=m к 
ш -к 
there exists c' > 0 such that T(, Σ,2 f, ) = с' outside a finite 
k=l к 
set. Now choose m £ IN such that 2mc > c'. 
oo V rn oo — li ГП 
Then T(, Σ,2 f, ) > 2 T(, Σ 4 f ) > 2 с outside a finite set. 
k-1 к k=m к 
This is in contradiction with T(, Σ,2 f, ) = с' outside a finite set. 
k=l к 
Remarks. 
(1) What we actually proved in proposition 27 is that for each ideal 
I c C(Y) and each e-continuous Riesz homomorphism φ, φ(I) is finite dimensional. 
This explains what we meant in the last lines of the introduction to proposition 
27. 
(2) Some other continuities give similar results. Also, some other Riesz 
spaces than C(Y) may be substituted instead of C(Y) with a similar result. 
However, we will not go into details of this subject 
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APPENDIX 
A LIST WITH DEFINITIONS OF COMPLETENESS PROPERTIES OCCURRING IN THIS THESIS 
s boundedly laterally complete if every order bounded disjoint subset of F 
has a supremum. 
Definition 4 of chapter I. 
Occurs in the following extension theorems· Ch.I, proposition 6, theorem 15, 
Ch.II, theorems 7,0 and 14, 
Ch.IV, theorem 11,proposition 15. 
as the boundedness property ( (BP) ) if a subset В of F is order bounded 
whenever (λ χ ) order converges to 0 for each sequence (x ) „ o f 
η η nfIN η ne IN 
elements of В and each sequence (λ ) of positive numbers decreasing 
η ne IN ^ 
to zero. 
Definition 9 of chapter II. 
Occurs in the following extension theorems Ch.IV,theorem 11 »proposition 15. 
as the lateral boundedness property ( (LBP) ) if a disjoint bubset В of F 
is order bounded whenever (λ χ ) „ order converges to 0 for each sequence 
η η ne IN J 
(χ ) of elements of В and each sequence (λ ) of positive numbers 
η neIN ^ η neIN r 
decreasing to zero. 
Definition 10 of chapter II. 
Occurs in the following extension theorems Ch.II, theorem 7, theorem 8 
theorem 14, 
Ch.IV, theorem 11, proposition 15. 
s said to be a Levi space (or,to have (LP)) if every increasing α(F)-bounded 
net has a supremum. 
Definition 6 of chapter IV. 
Occurs in the following extension theorems: Ch.IV, theorem 9, theorem 11 
proposition 15. 
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F LS said to be a lateral Levi space (or,to have (LLP)) if for every disjoint 
set А с F such that {g e r| g is a finite sum of distinct elements of A} 
is и(F)-bounded, we have sup A exists. 
Definition 10.1 (1) of chapter IV. 
Occurs in the following extension theorems Ch.1V, theorem 11, proposition 15. 
F is said to have the о-dominated Levi property (or,to have (aDLP)) if every 
increasing u(F)-bounded sequence has a supremum in the universal completion 
of F. 
Definition 10.1 (2) of chapter IV. 
Occurs in the following extension theorems Ch.IV, theorem 11. 
A Riesz space F is called a oA-space if for every disjoint countable set А с F 
which is order bounded there exists g f F such that g - f l f for all 
f e Л. 
Definition 1 of chapter VII. 
Occurs in the following extension theorems Ch.VII, theorems 14 and 17, 
Ch.VIII, theorems 7 and 10. 
A Riesz space F is said to have the g-interpolation property if, whenever 
(f ) „, and (g ) „„, are sequences in F such that f "-g for all 
η ncIN 'n ncIN ^ η m 
η,m f IN, there exists h F F such that f < h ; g for all η,m e IN 
η m 
(Equivalently, if, whenever f t < g + there exists h e r such that for all 
n e IN f < h s g ) . 
η ^п 
Definition 4 of chapter VII. 
Occurs in the following extension theorems: Ch.VII, theorems 14 and 17, 
Ch.VIII,theorems 7 and 10. 
The 5 continuity conditions. 
Suppose E and F are Riesz spaces. Suppose I с E is an ideal and φ I •* F is a 
Riesz homomorphism. 
φ is said to be e-continuous (e(I,E,F)-continuous) if there exists a positive 
linear map Τ E •+ F such that T. = φ. (Definition 1 of chapter I) 
φ is said to be m- continuous (m(I,E,F)-continuous) if there exists a positive 
linear map Τ E -* F such that Τ, _ φ. (Definition 7 of chapter I) 
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φ is said to be o-continuous (o(I,E,F)-continuous) if for each q e E 
t<Mf)l f e Го,g] ι 1} is order bounded. (Definition 7 of chapter I) 
φ is said to be c-continuous (c(I,E,F)-continuous) if for any sequence (f ) 
• • η η IN 
of elements of I with f -»-0 relatively uniformly in F we have î (f ) >· 0 
η η 
relatively uniformly in F. (Definition 1 of chapter II) 
φ is said to be u-continuous (u(I,E,F)-continuous) if it is continuous from I 
with u(E) , to F with u(F). (Definition 2 (1) of chapter IV) 
The 5 extension properties for pairs of Riesz spaces (E,F). 
(E,F) is said to have property (xl) where χ is one of the letters e,m,o,c or u 
if for every ideal I с E and every x-continuous Ricsz homomorphism φ I > F 
there exists a Riesz homomorphibm Φ:Ε -* F such that Φ, = φ. 
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SUBJECT INDEX 
A 
Absolute neighbourhood retract (ANR), 109 
AM-space, 19 
Anti-compact topological space, 100 
Archimedean vector lattice, 15 
(a)A-space, 87 
В 
Banach lattice, 19 
Band, 16 
Boundedly (σ-)laterally complete, 25, 80 
Boundedness property (BP), 39 
С 
c-continuity, 33 
c-extensional hull, 43 
c-extensor, 33 
Completely ordinary function system, 49 
Completely regular topological space, 20 
D 
Dominable subset, 19 
E 
e-continuity, 25 
e-extensor, 25 
F 
Fatou seminorm, 62 
Fatou space, 62 
F-space, 88 
I 
Ideal, 16 
К 
к -space, 136 
k-space, 136 
K-space, 94 
L 
Lateral boundedness property (LBP), 39 
Laterally complete, 18 
Lateral Levi property (LLP), 64 
Lateral Levi space, 72 
Levi space, 61 
M 
m-continuity, 27 
Measurable cardinal, 21 
N 
Normal Riesz space, 90 
Non-measurable cardinal, 21 
О 
o-continuity, 27 
Order bounded map, 17 
Order bounded subset, 17 
Order dense Riesz subspace, 17 
Ordered vector space, 15 
Orthomorphism, 17 
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Ρ 
ν 
Perfectly normal topological space, 124 Vector lattice, 15 
Positive map, 17 
Property (ci), 33 
Property (el), 25 
Property (ml), 27 
Property (ol), 2 7 
Property (ul), 60 
P-space, 74 
R 
Realcompact, 20 
Realcompactification, 20 
Regularly ordered Riesz space, 57 
Relatively uniform convergence, 22 
Riesz homomorphism, 17 
Riesz isomorphism, 17 
Riesz space, 15 
Riesz subspace, 16 
S 
σ-dominated Levi property, 65 
σ-Fatou seminorm, 80 
σ-Fatou space, 80 
σ-interpolation property, 88 
σ-lateral Levi space, 80 
σ-Levi space, 80 
Stone-condition, 57 
Super-bounded, 139 
U 
u-continuity, 59 
u-extensor, 60 
Uniform Cauchy sequence, 22 
Uniformly complete Riesz space, 22 
Uniform topology, 48 
Universally complete, 18 
Universal completion, 18 
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SAMENVATTING 
In dit proefschrift wordt het volgende probleem bestudeerd. 
Gegeven Rieszruimten I,E en F, waarbij I een ideaal in E is, 
(*) en een Rieszhomomorfisme φ: I -*• F. 
Bestaat er een Rieszhomomorf isme Φ: E •* F zo dat Φ. = φ? 
Onderzocht worden zekere continuïteitsvoorwaarden en zekere paren van Riesz-
ruimten (E,F), zo dat voor ieder ideaal I с E en ieder Rieszhomomorfisme 
I -> F met een dergelijke continuïteit, het antwoord op (*) 'ja' is. 
Uitbreidingsstellingen blijken in dit kader nauwe verwantschap te vertonen 
met volledigheidseigenschappen van F enerzijds en eenvoud van E anderzijds. 
Het is met name deze wisselwerking die in dit proefschrift wordt bekeken. 
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STELLINGEN 
Ьі] het proefschrift Extension of Riesz homomorphisras van Gerard Buskes. 
STELLING I 
Zi] A een Banachalgebra (over IR of C) met eenheid zó dat voor alle χ £ A 
2 2 
ЦхЦ = ||x ||. Dan geldt voor ieder tweezijdig maximaal ideaal J с A,dat 
A/J isomorf is met één van de volgende lichamen IR, C, IH. 
Voor inspiratie zie: 
- F.F. Bonsall, J. Duncan, Complete normed algebras. Springer Verlag, 
Berlin, Heidelberg, New York, 1973, §14. 
- A.C.M, van Rooij, W.H. Schikhof, Non-Archimedean commutative С -algebras, 
Kon. Ned. Akad. van Wetenschappen,Proceedings,Series A,76,no 4,(197 3), 
3Θ1-3Θ9. 
STELLING II 
Zi] A een Banachalgebra zoals in stelling I. 
Zi] Φ, de topologische ruimte van alle quaternionwaardige multiplicatieve 
« * IH 
functionalen op A,die niet nul zijn,onder de w -topologie en С (Фд' de 
quaternionwaardige continue functies daarop. 
IH 
Dan is de Gelfandafbeelding A •+ С (Фд) een isometrie. 
STELLING III 
Zi] G een lokaal compacte groep en E = L (G). 
Voor χ e E definieren we L . E -* E door I (e) = x*e (ее E) . 
X X 
Dan is χ •+ L (x e E) een Rieszhomomorfisme E -<- L (E) (met andere woorden, 
+ 
voor alle x,y,b t E met χ л у = 0 geldt sup a*(χ - у) = b*x). 
0<a<b 
STELLING IV 
Rieszalgebra's vormen een onderontwikkeld gebied in de theorie van de Riesz-
ruiraten. 
STELLING V 
Het gebruik van 'wij' in dit proefschrift is niet alleen archaïsch. 
STELLING VI 
Voor een deelverzameling Ω van IR met de eigenschappen 
(1) Ω is een Rieszalgebra, 
(2) 1 £ Ω, 
(3) Ω is uniform volledig, 
(4) als f £ Ω en fix) > 0 voor alle χ e X dan - e Ω, 
zijn de volgende beweringen equivalent: 
(α) Ω is σ-lateraal volledig. 
(β) Ω is regulier in de zin van von Neumann. 
Zie ook: 
- Definitie 23.1 in· C D . Aliprantis, 0. Burkinshaw, Locally solid Riesz 
spaces, Academic Press, New York, San Francisco, London, 1978. 
- Exercise 12 op pagina 63 in Irving Kaplansky, Commutative rings, 
Allyn and Bacon Inc., Boston, 1970. 
STELLING VII 
Zi] к e IN. Laten we een Rieszruimte Ε (α,к)-lateraal volledig noemen als 
iedere deelverzameling { f i n e IN} van E een supremum heeft, zodra 
voor alle η £ IN cardimi f л f * 0 e n m * n } < k . 
η m 
ledere σ-lateraal volledige Rieszruimte is (a,k)-lateraal volledig. 
Zie: 
- N.G. de Bruijn, P. Erdos, A colour problem for infinite graphs and a 
problem in the theory of relations, Indag. 13, (1951), 371-373. 
STELLING VIII 
Het is te betreuren dat het promotiereglement mi] niet toestaat ieder van de 
volgende personen te bedanken in mijn proefschrift: 
- Arnoud van Rooi] voor de vruchtbare samenwerking, 
- Marianne van den Eynde voor het omslagontwerp, 
- Gerard Gerntse en Gé Groenewegen voor het corrigeren van typewerk, 
- Ruud Jeunssen voor de verwijzing bij stelling VII, 
- Gérard Sleijpen voor veel nuttige discussies. 
Nijmegen, 20 oktober 1983 
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