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Abstract 
 
High performance water transport in nanopores has drawn a great deal of attention in a variety of 
applications, such as water desalination, power generation and biosensing. A single-layer MoS2 nanopore 
is shown, here, to possess high water transport rate and strong salt rejection rate making it ideal for water 
desilation.  High water transport enhancement factors in carbon-based nanopores have been reported over 
the classical Hagen-Poiseuille (HP) equation which does not account for the physics of transport at 
molecular scale. Instead, comparing the experimentally measured transport rates to that of a theory, that 
accounts for the microscopic physics of transport, would result in enhancement factors approaching unity. 
Here, molecular corrections are introduced into HP equation by considering the variation of key 
hydrodynamical properties (viscosity and friction) with thickness and diameter of pores in ultrathin 
graphene and finite-length carbon nanotubes (CNTs) using Green-Kubo relations and molecular dynamics 
(MD) simulations. The corrected HP (CHP) theory, successfully predicts the permeation rates from non-
equilibrium MD pressure driven flows. The previously reported enhancement factors over no-slip HP (of 
the order of 1000) approach unity when the permeations are normalized by the CHP flow rates.  
In a follow-up study, we revisit Sampson’s theory after more than a century to account for the surface 
chemistry of nanopores by incorporating slippage and interfacial viscosity variation into the original 
Sampson’s theory. The HP theory works for flow in infinitely long tubes where end effects are neglected. 
In 1891, Ralph Allen Sampson came up with a formula, known as Sampson formula, within the fluid 
mechanics framework to describe flow in an infinitesimally thin orifice. Zeev Dagan, Sheldon Weinbaum 
and Robert Pfeffer published an article in the Journal of Fluid Mechanics in 1982, where the HP and 
Sampson formulas were combined to successfully describe flow in circular tubes of finite length. 
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Although the Sampson formula is a powerful theory for end effects, it has been shown to lack accuracy 
for relatively small-radius pores (e.g., nanopores in single-layer graphene membranes) since it does not 
account for the molecular interface chemistry. We show that the corrected Sampson’s theory is able to 
accurately describe flow in ultrathin nanopores when compared to the data from molecular dynamics 
simulations. Combining our corrected Sampson formula with the HP equation, we can remarkably predict 
flow in not only ultrathin pores but also finite-length pores such as carbon nanotubes.  
We also explored the structure and dynamics of aqueous ions in nanopores. At the nanopore interfaces, 
properties of ions are shown to differ largely from those of predicted by the classical ionic layering 
models (e.g., Gouy-Chapman electric double layer (EDL)) when the thickness of the nanopore is scaled 
down to the limit of ultrathin membranes (e.g, single-layer graphene). Here, using extensive molecular 
dynamics, the structure and dynamics of aqueous ions inside nanopores are studied for different 
thicknesses, diameters and surface charge densities of carbon-based nanopores (ultrathin graphene and 
finite-length carbon nanotubes (CNTs)). The ion concentration and diffusion coefficient in ultrathin 
nanopores show no indication of Stern layer formation (an immobile counter-ionic layer) as the counter-
ions and nanopore atoms are weakly correlation with time compared to the strong correlation in thick 
nanopores.  Adsorption constants of counter-ions onto the nanopore surface are shown to be many orders 
of magnitudes smaller than that of thick nanopores. The vanishing counter-ion adsorption in ultrathin 
nanopores explains the lack of Stern layer formation leading to fast dynamics of ions with picosecond 
scale residence times.  
Finally, we investigated DNA transport through biological nanopores. Distinguishing bases of nucleic 
acids by passing them through nanopores has so far primarily relied on electrical signals – specifically, 
ionic currents through the nanopores. However, the low signal-to-noise ratio makes detection of ionic 
currents difficult. We show that the initially closed Mechano-Sensitive Channel of Large Conductance 
(MscL) protein pore opens for single stranded DNA (ssDNA) translocation under an applied electric field. 
As each nucleotide translocates through the pore, a unique mechanical signal is observed – specifically, 
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the tension in the membrane containing the MscL pore is different for each nucleotide. In addition to the 
membrane tension, we found that the ionic current is also different for the 4 nucleotide types. The initially 
closed MscL adapts its opening for nucleotide translocation due to the flexibility of the pore. This unique 
operation of MscL provides single nucleotide resolution in both electrical and mechanical signals.  
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CHAPTER 1:     Introduction 
 
 
       1.1 Nanopore Technology 
Nanopores are pores of nanometer size in membranes. Nanopores are abundantly found in biological protein 
pores (e.g., MspA, MscL and alpha-hemolysin) embedded within a lipid bilayer. Nanopores can also be 
fabricated by creating a nanometer-diameter hole in synthetic materials (e.g., graphene, molybdenum 
disulfide (MoS2) and silicon). Thanks to the ultra-small size of nanopores, single molecules (e.g.,water, 
ions, DNA and biological molecules) can be transported through the pores. The single molecule transport 
in nanopores has opened up opportunities to design energy-efficient membranes for water desalination1, 
power generation2 and biomolecule detection3-5. As the diameter of the nanopore approaches the size of the 
hydrated ions, various types of ions can be rejected by nanoporous membranes promising efficient water 
desalination. When nanopores in ultrathin membranes are used, ultra-fast water transport is achieved 
leading to high performance and efficient water desalination. Power generation from the chemical potential 
gradient between seawater and river water is a clean method of harvesting energy known as “blue energy”. 
Under a chemical potential gradient resulting from a salt gradient, power is generated when electrolytes 
diffuse down the gradient through selective (charged) nanoporous membranes. Because of the selectivity, 
more counter-ions diffuse across the nanopores resulting in a net electric current. Nanopores in ultrathin 
materials are preferable as flux scales inversely with the thickness of the membrane. In recent years, 
nanopore-sequencing technology has matured to an extent where it is now used in the industry (e.g. Oxford 
Nanopore, Genia) as a long-read, single base resolution, and label-free detection platform. The parallel use 
of thousands of pores and the ability to read a chain of DNA thousands of times empower the sequencing 
technology with single base resolution. Specifically, with the advances in data alignment, machine learning 
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and data processing, the fast and long-read sequencing features obtained from the nanopore-sequencing 
technology have become practicable since multiple readings and statistical learning can alleviate the 
problem of noise in detection.6-10 Ionic current and residence time (signal bandwidth) of each base in the 
nanopore are the primary detection signatures, which are used as features in data classification.11-13 
However, the fact that these signals overlap with each other for different DNA bases, has inspired scientists 
to propose other signal types or to functionalize the existing nanopores and discover new materials for 
improved signal resolution.3,14 The conventional Si3N4 pore and other solid state nanopores have a thickness 
of several nanometers7 limiting the single base recognition of biological molecules.8,11 The thickness of 
these membranes results in the encapsulation of multiple DNA/amino acid bases/residues, making it 
difficult to decompose the signal associated with each base.4,15-18 Therefore, nanopores in ultrathin 
membranes are promising candidates to improve the signal as a single DNA/amino acid residue can be 
encapsulated within thin nanopores.  
       1.2 Structure of the Dissertation 
The current thesis is consists of five studies for transport of water, ions and DNA molecules through 
nanopores. Each chapter includes a separate section for introduction, methods, results and discussion, and 
conclusion of the study. Appendix (A, B, C, D and E) contains supporting details for the materials discussed 
in the main chapters of the thesis.  
In the second chapter, Molybdenum Disulphide (MoS2) single layer membrane is introduced as a promising 
material for water desalination. Nanopores in MoS2 result in very fast water transport rates while the ions 
are rejected effectively. In the third chapter, the effect of thickness and diameters of nanopores in carbon-
based membranes (graphene and carbon nanotubes (CNTs)) on the hydrodynamical properties is studied. 
The scaling behavior is then employed to correct the Hagen-Poiseuille (HP) theory for flow in circular 
nanopores.  In the fourth chapter, Sampson’s theory for the hydrodynamic resistance across a zero-length 
orifice, which was developed over a century ago, is revisited and corrected for the finite slippage and 
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interfacial viscosity variation near the pore wall. The corrected Sampson’s theory can accurately predict 
the hydrodynamic resistance from experiments. In the fifth chapter, the structure and dynamics of aqueous 
ions in finite-length nanopores are studied. In the sixth chapter, a mechano-sensitive biological nanopore 
(MscL) is introduced as a possible nanopore for DNA sequencing. The mechano-sensitive feature of the 
pore gives rise to a new type of single in the form of mechanical tension. The mechanical tension and ionic 
current combined can be used to improve the detection sensitivity. 
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CHAPTER 2: Water Desalination with a Single-Layer MoS2 Nanopore 
 
 
       2.1 Introduction 
Producing fresh water is currently a great challenge facing the society.19-22 High capital costs and low 
efficiency of current desalination technology motivate the need for advances in desalination technology.23,24 
Approximately, half of the current desalination plants use Reverse Osmosis (RO) technologies.20,23 RO 
based on traditional polymeric membranes faces several challenges including slow water transport.25,26 
Advances in nanotechnology open up opportunities to design energy-efficient membranes for water 
desalination.27,28 Nanopores with diameters ranging from a few Angstroms to several nanometers can be 
drilled in membranes to fabricate molecular sieves.29-31 As the diameter of the nanopore approaches the size 
of the hydrated ions, various types of ions can be rejected by nanoporous membranes promising efficient 
water desalination.  Among nanoscale materials, graphene and carbon nanotubes were extensively studied 
for both water transport and desalination.32-36 Graphene, a single-atom thick membrane (0.34 nm), was 
demonstrated to have several orders of magnitude higher flux rates compared to conventional zeolite 
membranes.24,29,33,34,37,38 Since water flux through a membrane scales inversely with the membrane’s 
thickness,29 graphene is attractive over most other materials due to its single-atom thickness.30,34 
It has been shown that chemical functionalization of a graphene nanopore (e.g., adding hydroxyl groups) 
can enhance its permeability,37,38 but reduces desalination efficiency.37 Hydroxyl groups provide 
hydrophilic sites at the edge of the pore, which give rise to the attraction of water molecules and enhanced 
flux due to denser packing of water inside the pore.37 Adding precise functional groups to the edge of 
nanopores requires complex fabrication39; therefore, identifying a single-atom thick membrane with 
hydrophilic sites can lead to further advances in water desalination technology. 
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Recently, a nanopore in a single-layer MoS2 has been investigated for DNA sequencing and has been shown 
to provide better results compared to graphene nanopores.27,40 Compared to graphene, a MoS2 single-layer 
has two types of atoms, i.e. Molybdenum (Mo) and Sulfur (S). A single-layer MoS2 has a thickness of about 
1.0 nm 41 and is a mechanically strong material with an effective Young’s modulus of 270 +/- 100 GPa, 
that is comparable to that of steel.42 The possibility to craft the pore edge with Mo, S or both provides 
flexibility to design the nanopore with desired functionality. Recently, it has been shown that a nozzle-like 
structure of protein channels and other nanoscale membranes enhances water permeation.43 The fish-bone 
structure of MoS2 makes it amenable for a nozzle-like sub-nanometer pore for fast water permeation.43 
Although theoretical studies of membrane efficiency are important in desalination technology, there are 
other aspects concerning fabrication and manufacturability of membranes such as large-area synthesis with 
defect-free, well-defined sealed membranes and precise pore generation that need to be addressed. Using a 
highly focused electron beam, and transmission electron microscope (TEM), versatile nanopores with 
diameters ranging from 1-10 nm were sculpted successfully in MoS2 membranes.9 Waduge et al.
44 reported 
that a large area, well-sealed membrane with nanopores as tiny as 2.8 nm can be fabricated. Compared to 
graphene, the contamination of these membranes can be lower as carbon atoms in graphene are more 
susceptible to contamination during chemical vapor deposition (CVD) growth. Feng et al.45 also achieved 
high quality scalable fabrication of nanopores in a single-layer MoS2 with sub-nanometer precision using 
electrochemical reaction (ECR). Several other studies have been performed on the synthesis of large-area 
MoS2 monolayers.46-55 Recently, a few groups47,52,55 have successfully used CVD to produce highly 
crystalline MoS2 of centimeter dimensions. In another study54, a refined CVD method was proposed to 
create high-quality monolayer MoS2 crystals in which the grain boundaries of MoS2 were faceted more 
strongly than that of graphene resulting in mechanically more stable MoS2 monolayers. Membrane sealing 
also plays an essential role in synthesis of large-area membranes required in desalination. Waduge et al.44 
showed that their CVD approach resulted in almost fully sealed MoS2 membranes. Combination of these 
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results27,31,44-55 and the recent focus on single layer MoS2 fabrication is promising for the large scale 
manufacturing of a single-layer MoS2. 
Here, we demonstrate that a single-layer MoS2 can effectively separate ions from water. Using molecular 
dynamics simulations, we investigate water desalination in MoS2 as a function of pore size, chemistry, 
geometry and applied hydrostatic pressure.  
      2.2 Results  
A typical simulation box consists of a single-layer MoS2, a graphene sheet (acting as a rigid piston to apply 
the external pressure), water and ions (Figure 2.1a). Here, three pore edge types for MoS2 are considered to 
study the effect of terminating atoms and pore chemistry on the rate of water permeation and ion rejection. 
The first type of pore, which is labeled as Mixed in this study, is a combination of molybdenum and sulfur 
atoms. The other two pore types are labeled as Mo-only and S-only as these are terminated by molybdenum 
and sulfur atoms, respectively (Figure 2.1b). Water fluxes through various MoS2 nanopores as a function 
of the applied pressure gradient are presented in Figure 2.2a. Three MoS2 pore types (Mixed, Mo-only and 
S-only) were studied to explore their rejection rate and flux. In order to investigate the relative performance 
of MoS2 over other 2D materials, a graphene nanopore which has been shown to be promising for water 
desalination, is also considered.29,37 For the sake of comparison, the three MoS2 pores and the graphene 
pore have approximately equivalent accessible pore areas (Mixed, A=55.45
2
Å , Mo-only, A=56.42
2
Å , S-
only, A=57.38
2
Å and graphene, A=59.67
2
Å ). Our results indicate that the Mo-only pore has the highest 
rate of water permeation followed by the Mixed, S-only and the graphene pore for all the applied pressures 
(Figure 2.2a). Water flux through the Mixed pore is intermediary between Mo-only and S-only nanopores. 
The higher water fluxes through MoS2 nanopores compared to graphene nanopores imply that for a desired 
water flux a smaller applied pressure is needed with MoS2 nanopores. Later, in this paper, we will explain 
the physical chemistry and geometrical foundations of MoS2 pore that give rise to higher flux. 
 7 
 
          2.2.1 Salt Rejection Efficiency 
The other important aspect in water desalination is the ability of the membrane to reject ions. The percentage 
of total ions rejected by the MoS2 and graphene pores are plotted as a function of the applied pressure in 
Figure 2.2b. The rejection is calculated after 1700 water molecules have filtered through the pores for all 
pressures. Pore sizes ranging from 20 to 60
2
Å are considered for the three types of MoS2 pores. The ion 
rejection decreases at higher pressures as high pressures induce higher forces on the ions giving rise to more 
ion translocation events. The ion rejection of small pores (e.g. 18.02
2
Å ) is found to be 100% for all types 
of pores. For larger pore sizes, ions escape through the pore reducing the rejection efficiency. For the pores 
with equivalent areas (Mixed, A=55.45
2
Å , Mo-only, A=56.42
2
Å , S-only, A=57.38
2
Å and graphene, 
A=59.67
2
Å ), the general trend for ion rejection is quite similar regardless of the type of the pore (Figure 
2.2b). In other words, ion rejection is mainly dependent on the pore area and the type of the pore plays a 
less important role, e.g. for the four pores considered, the difference in rejection is less than 10% even at a 
high pressure of 350 MPa. 
As shown in Figure 2.2c, the water filtration rate increases sharply as the pore area increases from ~20 to 
~50
2
Å . The sharp change in the water flow rate is due to the formation of single-file chain of water in 
small pores (~20
2
Å ). As shown in ref. 11, the water flow rate is considerably reduced because of the weak 
hydrogen-bonding in single-file chains. For efficient water desalination, pore sizes should be chosen such 
that both the ion rejection and water filtration rate are optimized since very small pores lack high permeation 
rates and large pores (wider than 60
2
Å ) fail to effectively reject ions.  
As observed by Cohen-Tangui et al.37 for graphene, the polarizability of water also has a little effect on ion 
rejection in MoS2 nanopores. To introduce the effect of polarization, the flexible SPC/F model56 was used. 
The ion rejection percentages associated with the flexible water model are within 2% of those modeled with 
the SPC/E water. 
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          2.2.2 Permeation Coefficient 
To quantify the water permeability through various pores, we compute the permeability coefficient, p, 
across the pore. For dilute solutions,57  
                                                w
w
w s
A B
J
p
V
V C P
N k T

   
                                                                (2.1)                                                              
where  Jw is the flux of water (# ns-1), Vw is the molar volume of water (18.91 mL mol-1), ΔCs is the 
concentration gradient of the solute (1.0 M), NA is the Avogadro number, kB is the Boltzmann constant, T 
is the temperature (300 K) and ΔP is the applied hydrodynamic pressure (MPa). The permeability 
coefficients of the Mixed, Mo-only, S-only and graphene pores were calculated to be 71.64 # ns-1, 83.61 # 
ns-1, 62.69 # ns-1 and 59.32 # ns-1, respectively. These coefficients are expected to also hold true for small 
applied pressures (less than 10 MPa), which are normally used in water desalination, since the relationship 
between the external pressure and the rate of water permeation is observed to be quite linear (Figure 2.2a).  
Previous studies58, 59 also show that water flux in small nanochannels is linear with respect to external 
pressure. The permeation rates through various pores (Mo-only > Mixed > S-only > Graphene) can also be 
explained by the energy barrier that a water molecule needs to overcome to enter the pore. These barriers 
were computed to be ΔEMo-only= 8.50 kBT, ΔEMixed= 8.84 kBT, ΔES-only= 9.01 kBT,   ΔEGraphene= 11.05 kBT 
which are consistent with the results in Figure 2.2a. The details on the energy barrier calculations are 
documented in Appendix A. 
          2.2.3 Physical Chemistry and Geometry of the Pore 
Water flux (Q) is a function of density (ρ) inside the pore, velocity (V) of water through the pore and the 
area of the pore (A), ( Q V A   ). In water desalination, increasing the area of the pore limits the salt 
rejection capability of the pore. As the area of the pore increases, the efficiency of rejection decreases,43 
leaving  ρ and V  as the control parameters to increase water flux through the pore. 
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As shown above, Mo-only pore exhibits the highest rate of water permeation. This can be explained by the 
higher water density (ρ) and velocity (V) in the Mo-only pore compared to those of the S-only and Mixed 
pores (Figure 2.3a, Figure 2.3b and Figure 2.3c). The average density of water follows the order of Mo-
only>Mixed> S-only (1.47 g cm-3, 1.37 g cm-3 and 1.31 g cm-3, respectively). The denser packing of water 
molecules at the Mo-only pore can be attributed to the hydrophilic nature of Mo sites60 at the edge of the 
nanopore, which attracts water molecules to the pore interior. It has been shown that Molybdenum surface 
has a water contact angle close to 0̊ (Molybdenum is a transition metal with a large atomic diameter).60 
Attraction of water molecules toward Mo sites becomes more obvious by comparing the Mixed and S-only 
pores densities (Figure 2.3a). In the Mixed pore, the existence of 50% Mo sites gives rise to higher density 
in the center of the pore compared to that of S-only pore (Figure 2.3a). 
Next, we explored the velocity profiles in the pore for all the three different pores. The velocities are also 
higher in Mo-only pores compared to Mixed and S-only pores (Figure 2.3c). The average velocity of water 
is 8.26 m s-1, 7.53 m s-1 and 7.51 m s-1 for Mo-only, Mixed and S-only pores, respectively.  
To shed deeper insight into the physical understanding of why the velocity of Mo-only pore is higher 
compared to Mixed and S-only pores, we computed velocity profiles at the sites of S and Mo for both pore 
types of Mo-only and S-only (Figure 2.4a and Figure 2.4b). This is achieved by binning both pore types at 
Mo and S sites and averaging velocity at each point for a large number of sets of simulations. We observed 
that in the Mo-only pore, the velocity is higher at Mo site compared to the S sites. Unlike Mo-only pore, 
we did not observe the velocities to be higher in Mo site in the S-only pore, (Figure 2.4a and Figure 2.4b) 
which implies that the arrangement of Mo and S sites matter for velocity profiles. (see Appendix A for 
more evidence on geometry dependency of the velocity in the pore). 
It has been shown that conical nanopores have higher fluxes and permeation rates.43,61,62 Many biological 
nanopores, including aquaporin43,63,64 have an hourglass shape which facilitates rapid water permeation.65 
Solid-state nanopores have also been designed for conical/hourglass shape to enhance solute and DNA 
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transport.66,67 Here, in Mo-only pores, due to the fish-bone structure of MoS2,27  the pore can be tailored31,45 
to an hourglass shape at sub-nanometer length scale (see cartoon representation of  comparison between 
Mo-only, S-only and graphene pores in Figure 2.4c).  Mo-only pore has a contraction center with 
hydrophobic S sites at the entrance and S-only pore has an expanding center (Figure 2.4c).  Graphene has 
a flat entrance and exit geometry with a single–atom type exposure at the pore surface.68 Water molecules 
slip on the hydrophobic edges of S and are attracted by the hydrophilic sites of Mo at the pore center in 
Mo-only case. This arrangement of hydrophobic and hydrophilic atoms along with the conical shape of the 
pore enhances the flux of water. Also, the water flux highly correlates with the energy barrier of each pore 
type. The computed potential of mean force (PMF) for water molecules in each pore type is the reflection 
of pore chemistry and geometry. In Mo-only pore, the PMF is the lowest because of the conical/hourglass 
and the hydrophobic-hydrophilic arrangement of the pore atoms (see Appendix A). The fundamental 
advantage of Mo-only pore architecture over other pores is the interplay of geometry and chemistry to 
produce a higher flux of water. 
       2.3 Discussion 
Ion rejection and water flux are two important factors defining the effectiveness and performance of a water 
desalination membrane. In Figure 2.4d, ion rejection and water permeation rate are plotted for various nano-
membrane materials69 (MFI-type zeolite,70 commercial polymeric seawater RO,71 brackish RO,71 
Nanofiltration71 and High-flux RO71) including MoS2 and graphene investigated in this work. As shown in 
Figure 2.4d, water permeation rate is theoretically enhanced by 5 orders of magnitude using MoS2 compared 
to conventional MFI-type zeolite. Also, there is a 70% improvement in the permeation rate of MoS2 
compared to graphene. In the study by Cohen-Tanugi et al.,37 the permeation rate for graphene is shown to 
be higher than the rate we observed for graphene. This is because, in our simulations, the porosity (the ratio 
of the pore area to the membrane area) is smaller which decreases the permeation rate per unit area of the 
membrane. In this work, the comparison of MoS2 and graphene is performed by keeping all conditions 
identical in the simulations. Thus, MoS2 is potentially an efficient membrane for water desalination. 
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We have also investigated the potential performance of other transition metal dichalcogenide (MoSe2, 
MoTe2, WS2, WSe2, etc.) membranes. It was found that the transition metal atom plays a more important 
role than the chalcogen atom in desalination. More specifically, varying the Lennard-Jones (LJ)  parameters 
of the chalcogen atom does not lead to a significant change in the ion rejection and water permeation (see 
Appendix A).  
In conclusion, we have shown that MoS2 membranes are promising for water purification and salt rejection. 
Mo-only pores perform the best among all possible MoS2 pore architectures.  MoS2 nanopores with water 
accessible pore areas ranging from 20 to 60
2
Å strongly reject ions allowing less than 12% of the ions 
(depending on pore areas) to pass through the porous membranes even at theoretically high pressures of 
350 MPa. The water permeation rates associated with these MoS2 porous membranes are found to be 2 to 
5 orders of magnitude greater than that of currently used membrane materials (MFI-type zeolite, 
commercial polymeric seawater RO, brackish RO, Nanofiltration and High-flux RO) and 70% better than 
the graphene nanopore. The fish-bone, hourglass architecture of Mo-only pore with special arrangement of 
hydrophobic edges and hydrophilic center within 1 nm length, enhances water permeation to a large extent 
compared to its other counterparts.    
       2.4 Methods 
Molecular Dynamics simulations (MD) were performed using the LAMMPS package72. The graphene 
sheet, which acts as a rigid piston to exert external pressure on saline water, along with the MoS2 sheet, 
water molecules and ions were created by the Visual Molecular Dynamics (VMD).73 The saline water box 
was placed between the graphene and MoS2 sheet, and pure water was added on the other side of the MoS2 
sheet as shown in Figure 2.1. A nanopore was drilled in MoS2 by removing the desired atoms. The 
accessible pore areas considered range from 20 to 60 
2
Å  (see Appendix A for details on pore area 
calculations). The system dimensions are 4nm × 4nm × 13nm in x, y and z, respectively. The box contains 
about 16,000 atoms and the ions (sodium and chloride) have a molarity of ~1.0 which is higher than the 
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usual salinity of seawater (0.599 M) because of the computational cost associated with low salinity 
solutions. 
The SPC/E water model was used and the SHAKE algorithm was employed to maintain the rigidity of the 
water molecule. For non-bonded interactions, the mixing rule was used to obtain the Lennard-Jones 
parameters except for carbon-water interactions which were modeled by the force-field parameters given 
in Ref.68 The LJ parameters are tabulated in Appendix A. The LJ cutoff distance was 12 Å. The long range 
electrostatic interactions were calculated by the Particle Particle Particle Mesh (PPPM).74 Periodic 
boundary conditions were applied in all the three directions. 
For each simulation, first the energy of the system was minimized for 10000 steps.  Next, the system was 
equilibrated in NPT ensemble for 1 ns at a pressure of 1 atm and a temperature of 300 K. Graphene and 
MoS2 atoms were held fixed in space during equilibration and the NPT simulations allow water to reach its 
equilibrium density (1 g cm-3). Then, an additional NVT simulation was performed for 2 ns to further 
equilibrate the system. Temperature was maintained at 300 K by using the Nosè-Hoover thermostat with a 
time constant of 0.1 ps.75,76 Finally, the production non-equilibrium simulations were carried out in NVT 
ensemble for 10 ns where different external pressures were applied on the rigid graphene sheet  (no longer 
frozen in space) to characterize the water filtration through the MoS2 nanopores. In the production runs, the 
MoS2 atoms were again held fixed in space to study solely the water transport and ion rejection properties 
of MoS2. To accelerate the MD simulations and gather enough statistics in the 10-ns simulations, high 
external pressures ranging from 50 to 350 MPa were considered in this work. Trajectories of atoms were 
collected every picosecond to obtain the results. For accurate velocity calculations, however, the trajectories 
were dumped every femtosecond and the data was averaged over 25 sets of simulations with different initial 
thermal velocity distributions. 
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       2.5 Figures  
 
 
 
                          
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 Simulation box and different pore architectures. (a) Schematic of the simulation box 
consisting of an MoS2 sheet (molybdenum in blue and sulfur in yellow), water (transparent blue), ions (in 
red and green) and a graphene sheet (in grey). (b) Left: Mo-only pore type. Right: S-only pore type. Bottom: 
Mixed pore type. 
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Figure 2.2 Water permeation and salt rejection. (a) Water flux as a function of the applied pressure for 
Mixed, Mo-only, S-only and graphene nanopores with equivalent pore areas. (b) Percentage of ion rejection 
by various pores as a function of the applied pressure. Pores with different edge chemistries as well as 
various pore areas (denoted by A) are considered. (c) Number of water molecules filtered through Mo-only 
pores as a function of simulation time for different pore areas at a fixed pressure of 250 MPa.  
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Figure 2.3 Water density and velocity profiles. (a) Water density distribution in the radial direction in 
the Mixed, Mo-only and S-only pores with equivalent pore sizes (Mixed, A=55.45
2
Å , Mo-only, A=56.42
2
Å , S-only, A=57.38
2
Å ) at a fixed pressure of 250 MPa. (b) Density map of water distribution in Mo-
only (i) and S-only (ii) pores. Blue denotes a zero probability of finding a water molecule and red indicates 
the highest probability of observing a water molecule. (c) Axial velocity of water molecules in the radial 
direction for Mixed, Mo-only and S-only nanopores. 
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Figure 2.4 Effect of pore type on water permeation and salt rejection. (a) Axial velocity of water 
molecules in the radial direction at the location of S and Mo atom layers in the Mo-only nanopore of 
A=56.42
2
Å at 250 MPa. (b) Axial velocity of water molecules in the radial direction at the location of S 
and Mo atom layers in the S-only nanopore of A=57.38
2
Å at 250 MPa. (c) Cartoon representation of the 
pore architecture for Mo-only, S-only and graphene nanopore. (d) Performance of various membranes in 
terms of their ion rejection and water permeation rate. Water permeation rate is expressed per unit area of 
the membrane and per unit pressure as L cm-2 day-1 MPa-1. 
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CHAPTER 3: Nanofludic Transport Theory with Enhacement Factors 
Approaching One 
 
 
       3.1 Introduction 
Recent advances in nanotechnology and nanofabrication27,28 combined with unique properties35,77-82 of 
water transport in nanopores and nanotubes have led to significant advances in, for example, membrane 
technology. Due to the high flux and enhanced selectivity properties, nanoporous membranes have been 
found to be excellent candidates for water desalination,1,37 electric power generation2 and biological sensing 
applications.4,27,40,83  Water transport rates in carbon-based nanopores have been shown to be several orders 
of magnitudes larger than the rates predicted by the classical no-slip Hagen-Poiseuille (HP) 
equation.35,79,80,84 In carbon nanotubes (CNTs), enhanced flow rates are attributed to the highly frictionless 
and smooth surfaces.35,81,85 Ultrathin nanoporous membranes (e.g., single-layer graphene) exhibit high 
transport rates1,30,34,86-88 as, classically, water flux scales inversely with the membrane thickness.29 The 
exceptionally high fluxes obtained with carbon-based membranes have led to the definition of enhancement 
factors (EFs),80,89,90 where the experimentally measured or computationally determined (using, for example, 
molecular dynamics (MD) simulations) flow rates are normalized by the flow rates computed using the 
classical theory (typically the Hagen-Poiseuille (HP) theory), expressed as EF =
𝑄EXP/NEMD
𝑄HP
. While the 
enhancement factors are exciting and indicate the significance of carbon-based and other materials for 
nanofluidic transport, an important question arises as to whether the classical theory, which does not 
account for molecular physics that plays an important role at interfaces and under confinement, can be used 
to define EFs. Indeed, if a theory that accounts for all the microscopic physics is used to compute the flow 
rates, one would expect EFs to approach unity. However, such a theory is currently missing and in this 
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work we report on important molecular physics that can be incorporated into the classical HP theory which 
can lead to EFs approaching unity (EF  1), i.e., EF =
𝑄EXP/NEMD
𝑄CHP
→ 1.  
To develop the corrected HP (CHP) theory, we characterize the thickness and diameter dependent flow by 
considering ultrathin graphene and finite-length CNTs. The variation of hydrodynamic properties such as 
interfacial friction, slip, and viscosity are studied for various thickness and diameter pores. By accounting 
for the variation of the key hydrodynamical properties, we develop a corrected HP equation with size 
dependent relations. Flow rates for pressure driven flows obtained from non-equilibrium molecular 
dynamics (NEMD) and published experimental data indicate that the corrected HP equation can provide 
EFs approaching unity. In a few cases, EFs deviating from unity are observed and possible reasons for this 
are discussed. 
      3.2 Results and Discussion 
          3.2.1 Scaling of Interfacial Friction, Viscosity and Slip Length 
A typical simulation box consists of water molecules, two graphene sheets (the end walls) and a CNT in 
between the sheets. In the case of a graphene nanopore system, there is only a single graphene sheet and 
water molecules. A nanopore (close to the diameter of a CNT) is drilled in each graphene sheet. (6,6), (8,8), 
(10,10), (14,14), (18,18) and (26,26) CNTs (corresponding center-to-center diameters are 0.81 nm, 1.08 
nm, 1.36 nm, 1.90 nm, 2.44 nm and 3.53 nm, respectively) with center-to-center thicknesses (the distance 
between the centers of the carbon atoms at the two ends of the tubes) of 5 nm, 10 nm and 20 nm are 
considered in this study. The system dimensions vary from 3.75 nm to 11.25 nm in x and y and 6 nm to 26 
nm in z (which is along the axis of the pores) depending on the diameter and thickness of the pores. The 
dimensions in x and y change with the diameter to account for the porosity of the nanopores. The 
simulations contain about 16,000-110,000 atoms. A typical schematic of the simulation box for a graphene 
nanopore and CNT is shown in Figure 3.1. In equilibrium MD (EMD) simulations, friction coefficient ()  
and viscosity () are obtained using the Green-Kubo formalisms91,92  =
1
𝐾𝐵𝑇 𝐴
∫ ⟨𝐹(0) ∙ 𝐹(𝑡)⟩ 𝑑𝑡
∞
0
 and 
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𝜇𝑎𝑏 =
𝑉
𝐾𝐵𝑇
∫ ⟨𝑃𝑎𝑏 (0) ∙ 𝑃𝑎𝑏(𝑡)⟩ 𝑑𝑡
∞
0
, respectively. KB, T, A, V, F(t) and Pab(t) are the Boltzmann constant, 
temperature, nanopore surface area, nanopore volume, total wall-fluid axial force and stress tensor, 
respectively. Note that A and V are calculated based on the water accessible diameter of pores (carbon-
carbon Lennard-Jones (LJ) parameter, 𝜎𝑐−𝑐 subtracted from carbon center-to-center diameter). ab are the 
xz and yz components of the stress tensor,  𝑃𝑎𝑏 =
1
𝑉
(∑
𝑝𝑖𝑎𝑝𝑖𝑏
𝑚𝑖
+
1
2
∑ ∑ 𝑟𝑖𝑗𝑎𝐹𝑖𝑗𝑏
𝑁
𝑗≠𝑖
𝑁
𝑖
𝑁
𝑖 ) where i and  j are atom 
indices, N is the number of atoms, pi is the momentum of atom i, mi is the mass of atom i, rij and Fij are the 
distance and force between the pair of atoms i and j, respectively. Since the flow is in the z-direction (axis 
of the tube), we are only interested in xz and yz components of the stress tensor for the viscosity calculation. 
Therefore, we took the mean of the xz and yz components of viscosity in the CNT as the shear viscosity 
along the flow direction.  and  are calculated within the physical thickness of each pore/tube (h) including 
the size of carbon atoms at the ends. In this work, “end region” refers to the region inside the pore/tube as 
shown in Figure 3.1c. In graphene nanopores, the carbon-carbon LJ parameter, 𝜎𝑐−𝑐=0.34 nm, is taken as 
the physical thickness (h) of the membrane. As shown in Figure 3.1c, in CNTs, h is the addition of the 
center-to-center thickness and 𝜎𝑐−𝑐 (e.g., for the CNT with the center-to-center thickness of 5 nm, the 
physical thickness is given by h=5 nm+𝜎𝑐−𝑐=5.34 nm). As shown in Figure 3.1d, for the variation of 
viscosity with diameter, a two-viscosity model (as discussed later) is considered with a core viscosity 
modelled as the bulk viscosity and an interfacial viscosity denoted by 𝜇𝑖 with a layer thickness of 𝑑𝑖. The 
cumulative integrals of the Green-Kubo auto correlation functions as a function of time are provided for 
one nanopore size in Appendix B. 
 and 𝜇 decrease with the increase in the thickness of the pore (h) as shown in Figure 3.2a-b. Significant 
variation of  and 𝜇 is observed as we approach smaller thicknesses, especially for the monolayer graphene 
case. For long CNTs,  is dominated by the low friction approaching the limiting friction value of infinitely 
long CNTs (where a periodic boundary condition is applied along the CNTs in MD simulations).81 As the 
membrane becomes thinner (short CNTs and graphene nanopores),  increases due to the significantly high 
friction at the ends of the pores (see Appendix B for the variation of friction coefficient along the length of 
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the nanotube). 𝜇 is higher in graphene nanopores (higher than the bulk value, 𝜇𝑏𝑢𝑙𝑘=0.85 mPa.s) owing to 
the highly layered structure of water in the direction of the flow in the nanopore. The axial density variation 
in a graphene nanopore is shown to be correlated with viscosity.87  For CNTs, large density variations only 
exist at the ends of the tube (see Appendix B for the variation of water density along the length of the CNT). 
As the thickness increases, the overall 𝜇 inside the tubes is influenced to a lesser degree by the density 
fluctuations at the ends (see Appendix B shows the variation of viscosity along the length of the nanotube) 
and is dominated by the lower viscosity observed90,93 inside the nanotube for an infinitely long CNT. Slip 
length, 𝛿, which is the ratio of viscosity to friction (𝛿 =
𝜇
𝜆
), is directly obtained  from NEMD simulations 
using  𝛿 =
𝜇 𝑈slip
𝜏interface
, where 𝑈slip is the slip velocity and 𝜏interface is the friction force per unit area of the 
pore. We obtained the slip lengths directly from NEMD to reduce the large error bar associated with the 
calculation of viscosity and friction coefficients obtained from EMD (both NEMD and EMD result in 
comparable slip lengths within the error bars). 𝛿 increases with the thickness of the pore for most cases 
(anomalous behavior in small diameter pores is discussed later in this paper) as shown in Figure 3.2c. Since 
the variation of  with the physical thickness of the pore (~h-0.7) is more significant compared to that of 𝜇 
(~h-0.5), slip length (which is the ratio of 𝜇 to ) increases with thickness (scaling is based on the range of 
thicknesses considered here). For longer CNTs (e.g., h=20.34nm), the values of viscosity and friction start 
to converge to those of infinitely long CNTs. The increasing slip length with thickness is consistent with 
the velocity profiles observed for graphene nanopores and infinitely long CNTs. In graphene, the radial 
velocity profile is more parabolic29 (with a lower 𝛿) compared to the plug-like velocity profiles in CNTs 
(with a higher 𝛿).35 The calculated slip lengths in the finite-length CNTs are one order of magnitude lower 
than the values reported in previous simulations81,90,94 where the slip lengths are calculated for infinitely 
long CNTs without considering the end effects. We note that the slip lengths (of the order of 70 nm to 80 
nm for very large diameters)81,94 in simulations for infinitely long CNTs are lower than the slip lengths 
(~300 nm) observed for long CNTs (with a thickness of ~1,000 nm) in experiments.85 Secchi et al.85 
suggested that the large slip length could be due to the lack of understanding of the electronic structure of 
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interfaces. In addition to forcefields, accurate calculation of slip lengths from experimentally measured 
permeation rates depends on the theory used to describe the flow inside the CNTs as well as the resistance 
at the ends. 
The scaling of  , 𝜇 and 𝛿 with the diameter of the pore is shown in Figure 3.3. For finite-length CNTs,  
reduces (except for the single-file (6,6) CNT) with increasing diameter. This is in contrast to the trend for 
infinitely long CNTs where the friction coefficient increases with diameter, reaching a maximum value 
equal to that of the zero-curvature nanochannel81 (flat=1.1  10
4 N s m-3). In infinitely long CNTs, where 
the effect of ends is ignored, the friction is mainly governed by the degree of curvature81 of the CNTs. 
However, for finite-length CNTs, friction at the ends of the tube’s wall dominates and it increases as the 
diameter decreases. As the thickness of CNT increases (e.g., 20.34 nm), the end effects become less 
dominant and the scaling behavior approaches that of an infinitely-long CNT. The (6,6) CNT exhibits a 
very low friction coefficient. Falk et al.81 showed that for single-file water in CNTs, the force amplitude or 
the force in the z direction between the water and CNT wall almost vanishes (friction coefficient can be 
obtained from    =
𝜏
𝐾𝐵𝑇 
𝜌 𝑓2𝑆(𝑞), where τ is the relaxation time of the force autocorrelation function, 𝜌 is 
the surface density of water, 𝑓 is the force amplitude (the force per particle from the wall), 𝑆(𝑞)  is the 
structure factor of water and 𝑞 is the wavenumber). To further investigate the low friction coefficient in 
(6,6) CNTs, we plotted the force autocorrelation function (FACF) for different CNT diameters in Appendix 
B. The magnitude of FACF at t=0 (⟨F(0)2⟩), is shown to be the smallest for the (6,6) CNT consistent with 
the explanation of low force amplitude by Falk et al..81 In addition, the relaxation time of FACF for the 
(6,6) CNT is small, which leads to a smaller friction coefficient, compared to other CNTs (for more details, 
see Appendix B). For the graphene nanopore case (see Figure 3.3a),  exhibits a small increase with the 
increase in diameter until it reaches the value equal to that of the zero-curvature single-layer graphene slit. 
In Figure 3.3b, 𝜇 is plotted for the graphene nanopores as a function of the pore diameter and a value higher 
than that of the bulk viscosity is observed for the pore diameters considered. 𝜇 decreases with diameter as 
the structural layering of water along the axis of the pore (z direction) starts to vanish for a larger pore 
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diameter. For very small diameter nanopores (subnanometers), inside the pore, the bulk-like region vanishes 
and viscosity is dominated by the low interfacial viscosity.  In CNTs (Figure 3.3c), 𝜇 is lower than the bulk 
viscosity and increases with the diameter until it reaches the bulk value for large enough tubes (as large 
diameter CNTs have larger bulk-like region, compared to small diameter CNTs). In small diameter CNTs, 
the overall effective viscosity is affected by the low viscosity near the surface. Low viscosity near the 
surface is explained by higher than bulk diffusion coefficient near the surface90 (viscosity and diffusion are 
inversely related by the Einstein relation). Diffusion coefficient increases as the hydrogen bonding is 
weakened near the surface.95 Slip length, in finite-length CNTs, increases with diameter as the ratio of 
viscosity-to-friction coefficient increases with diameter as shown in Figure 3.3d (viscosity increases with 
diameter and friction decreases with diameter).  Slip length in graphene, however, decreases with diameter 
as viscosity decreases and friction increases with diameter. 
Water viscosity and friction coefficient exhibit length-scale dependence, e.g., variation with thickness of 
the CNT. The effective viscosity and friction coefficient for a given radius can be obtained from the 
weighted average of the values in the end regions (𝜇𝑒 and 𝑒) and in the middle section of CNT ( 𝜇∞ and 
∞ (modeled by infinitely long CNTs)). These effective parameters are subsequently used in a simplified 
single-form HP equation (discussed in the next section) without separately calculating the contribution from 
the end region and the middle section of CNT. For a given radius (r), viscosity and friction coefficient 
variation with thickness for finite-length CNTs can be expressed as, 
𝜇(ℎ, 𝑟) =
𝑙 ∙  𝜇𝑒(𝑟) + (ℎ − 𝑙) ∙  𝜇∞(𝑟)
ℎ
 
and  
(ℎ, 𝑟) =
𝑙 ∙ 𝑒(𝑟) + (ℎ − 𝑙) ∙ ∞(𝑟)
ℎ
 
where l denotes the total length of the end regions at both ends of the tube (see Figure 3.1c). We define l as 
a function of h and 𝑥e (xe is the length of the region at one end, see Figure 3.1) using 𝑙 = 2𝑥e (1 − 𝑒
−
ℎ
2𝑥e) 
where l approaches 2𝑥e for large h (h > 2𝑥e)  and  l approaches h for small h (h < 2𝑥e). As shown in 
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Appendix B, most of the variation of viscosity and friction coefficient takes place within 0.7 nm of the edge 
of  the nanotube (the end region length at one end of the nanotube is set to be 𝑥e=0.7nm). The expressions 
given above are found to describe the thickness variation of viscosity and friction coefficient (see Appendix 
B). As shown in Appendix B, viscosity and friction vary along the length of the CNT; therefore, viscosity 
and friction in the end regions (μe and e) and in the middle section of the nanopore ( 𝜇∞ and ∞) are 
different for different radii of the CNT. Variation of viscosity with radius is obtained as a weighted average 
of viscosities in the interface (denoted by 𝜇𝑖 with a layer thickness of 𝑑𝑖 (see Figure 3.1d)) and in the bulk 
region of the CNT using 𝜇(𝑟) = 𝜇i
𝐴i(𝑟)
𝐴T(𝑟)
+ 𝜇bulk (1 −
𝐴i(𝑟)
𝐴T(𝑟)
), where Ai and AT are the interfacial and total 
cross-sectional areas of CNTs, respectively.90 Expressing Ai and AT in terms of r and 𝑑𝑖, the variation of 𝜇
𝑒 
and 𝜇∞ with radius is reduced to,  
𝜇𝑒(𝑟) =
(𝑑i)
2(𝜇bulk−𝜇i
𝑒)
𝑟2
−
2𝑑i(𝜇bulk−𝜇i
𝑒)
𝑟
+ 𝜇bulk      (Pa s)           
and 
𝜇∞(𝑟) =
(𝑑i)
2(𝜇bulk−𝜇i
∞)
𝑟2
−
2𝑑i(𝜇bulk−𝜇i
∞)
𝑟
+ 𝜇bulk     (Pa s)           
where 𝜇i
𝑒, 𝜇i
∞ and 𝑑𝑖 are 9.5  10
-4 Pa s, 3.2  10-4 Pa s and 0.38 nm, respectively. See the Appendix B for 
details on the variation of viscosity with radius. The variation of 𝑒 and ∞ with radius are expressed using 
the power law form as, 
𝑒(𝑟)=𝐶5𝑟
𝛼1 + slit       (N s m
-3) 
and 
∞(𝑟)=𝐶6𝑟
𝛼2 + flat        (N s m
-3) 
where the coefficients C5 and C6, and exponents 𝛼1 and 𝛼2 are 5.9  10
4  N s m-3 nm3.5, -6.3  103  N s m-3 
nm0.6, -3.5 and -0.6, respectively. slit=4.2  10
5 N s m-3 and flat=1.1  10
4 N s m-3 are the friction 
coefficient in a slit with a thickness of 𝑥e and a nanochannel with two flat parallel graphene sheets, 
respectively (r∞). r (accessible radius of CNTs) and h are in nm. See Appendix B for more details on 
the variation of friction coefficient with radius. 
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          3.2.2 Pressure Driven Flows  
Permeation coefficient (𝑃𝑄 =
𝑄
∆𝑃
), defined as the volumetric flow rate (Q) normalized by the applied 
pressure difference across the pore (P), is obtained from the HP equation. The permeation coefficient 
determined from the HP equation with a slip condition,  𝑃𝑄
CHP =
𝜋(𝑟4+4𝑟3
𝜇(ℎ,𝑟)
(ℎ,𝑟)
)
8𝜇(ℎ,𝑟)
1
ℎ𝑙
Dagan, is corrected by taking 
into account the variation of  , 𝜇 and 𝛿 with thickness and diameter of the nanopore. In addition, the 
thickness in the corrected-HP (CHP) is the distance over which the pressure drops. Dagan et al.96 developed 
a theory for pressure driven Stokes flow through an orifice in which the effective hydrodynamic pressure 
drop length is estimated to be a function of radius and thickness of the orifice as ℎ𝑙
Dagan
= ℎ +
3
8
𝜋𝑟.  The 
permeation coefficient predicted by the CHP is shown in Figure 3.4 as a function of the reciprocal thickness 
of the pore for three different diameters corresponding to CNTs of (10, 10), (14,14) and (18, 18). We note 
that the CHP theory is able to reasonably match the water permeation coefficient from NEMD simulations 
(used as the reference method) for all the thickness and diameter variations considered in this study. In 
NEMD, different pressure drops, ranging from 10MPa to 50MPa, are applied to obtain the reference 
permeation coefficients presented as blue circles in Figure 3.4. For subnanometer pores (e.g. single-file 
water flow in (6,6)) where the water flow is anomalous and is governed by a hopping mechanism,29 the 
CHP fails to predict the permeation coefficients from NEMD simulations. We also plotted the permeation 
coefficients obtained from other models in Figure 3.4. HP equation with a slip condition, where viscosity 
and friction coefficient are taken from an infinitely long CNT (𝑃𝑄
HP−sc =
𝜋(𝑟4+4𝑟3
𝜇∞
∞
)
8𝜇∞
1
ℎ
), fails to predict 
𝑃𝑄 for the graphene nanopores and short CNTs as it overestimates the slip length (
𝜇∞
∞
) for thin membranes. 
As shown in Figure 3.2, slip length decreases as the thickness of the membrane decreases. HP equation 
with no slip condition and bulk viscosity  (𝑃𝑄
HP =
𝜋𝑟4
8𝜇bulk
1
ℎ
) fails for the thicknesses considered and the 
deviation grows for longer tubes where the slippage becomes more dominant. The permeation coefficient 
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estimated by the Dagan’s equation,  𝑃𝑄
Dagan
=
𝜋𝑟4
8𝜇bulk 
1
(ℎ+
3
8
𝜋𝑟)
, fails to match the NEMD results (see Figure 
3.4) mainly due to the lack of slippage in the model. For infinitesimally thin membranes (ℎ → 0), the 
Dagan’s solution reduces to the Sampson’s equation which serves as the upper limit for the no slip Stokes 
flow permeation coefficient through an orifice. We should note that Dagan’s equation is simply the HP with 
no slip condition with a correction to the hydrodynamic pressure drop length. Using MD simulations, Suk 
et al.87 introduced an empirical relationship for the hydrodynamic pressure drop length, ℎ𝑙
GRA = 0.27𝑟 +
0.95 nm in a monolayer graphene pore. Dagan’s and HP with no slip condition result in identical 
permeation coefficients when the Suk’s empirical relationship is used for the thickness in HP with no slip 
condition. We also introduced the slip term in the Dagan’s equation (𝑃𝑄
Dagan−sc
=
𝜋(𝑟4+4𝑟3
𝜇∞
∞
)
8𝜇∞(ℎ+
3
8
𝜋𝑟+
3
2
𝜋
𝜇∞
∞
)
) using 
the viscosity and friction coefficient from that of an infinitely long CNT. Dagan’s equation with a constant 
slip condition also fails for thin membranes as it overestimates the resistance modeled by Sampson (this is 
evident as the permeations by Sampson are lower than the permeations in a monolayer graphene nanopore 
from NEMD). In general, accurate variations of viscosity, friction, and slip length with thickness and 
diameter as well as a proper hydrodynamic pressure drop length are required for a complete model. The 
individual contribution for the corrections of viscosity, friction, and hydrodynamic pressure drop length is 
discussed in Appendix B. 
          3.2.3 Enhancement Factors 
In experiments, water transport rates in CNTs have been shown to be enhanced by several orders of 
magnitude over the rates predicted by the no-slip HP theory. Holt et al.80 attributed this enhancement to the 
large slippage at the frictionless CNT surface and enhancement factors of 100-1000 over no-slip HP flow 
rates were reported. The validity of the HP equation for small diameter CNTs was questioned90,97  because 
of the giant slip lengths79,80,85 and the lack of understanding of the scaling of hydrodynamic properties with 
CNT sizes. With the HP equation corrected to account for the variation of viscosity and slip length with the 
diameter of CNTs, the enhancement factor was reassessed21,24 as    
𝑄slip
𝑄no−slip
= (1 +
4𝛿(𝑟)
𝑟
)
𝜇bulk
𝜇(𝑟)
 . Suk et al.94 
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included the effect of finite-length CNTs by modeling the entrance friction using Sampson’s equation and 
reassessed the enhancement factor based on the thickness and diameter of CNTs; here, a direct investigation 
of the variation of hydrodynamic properties with both diameter and thickness of the pores, including single-
layer graphene nanopores, was performed. Figure 3.5 shows the enhancement factors reported in the 
literature for various nanopores and CNTs. The data includes both experiments and computations as well 
as some NEMD calculations performed in this study.  When the enhancement factors (from experiments 
and NEMD simulations) were reassessed using the corrected HP theory, they approach unity. As shown in 
Figure 3.5 for most thickness-to-radius ratios (
ℎ
𝑟
), the permeations obtained from the CHP theory approach 
unity and are in reasonable agreement with experiments, especially for larger values of  
ℎ
𝑟
 . For graphene, 
the permeation coefficients are overestimated by the CHP theory and the enhancement factors are below 
one. Possible explanations for this discrepancy are i) lack of accurate force-fields for graphene nanopores 
where quantum and other effects could be important and affect the scaling of hydrodynamic parameters, ii) 
challenging flow rate measurements and existence of defects and contaminants in experiments,30,85 iii) 
inaccurate prediction (by NEMD) of the actual hydrodynamic pressure drop distance, etc. For some of the 
long CNTs, the permeation coefficients are underestimated by the CHP (leading to enhancement factors 
higher than 1) which one might find counterintuitive due to the presence of defects and contaminants in 
experiments. However, the presence of defects and contaminants in experiments can also result in flow 
enhancement in some cases. It was shown that pure graphene (in vacuum conditions) is more hydrophilic 
(the forcefields used in this work) than the graphene contaminated in air.98 Enhanced hydrophobicity 
(especially in the case of long CNTs) results in faster water flow rates in experiments. In addition, it was 
shown that hydroxyl groups at the edge of nanopores can enhance the flow rates by attracting water 
molecules towards the nanopore.37 Therefore, enhancement factors of both higher and lower than 1 should 
be expected. There is also some discrepancy between the permeations predicted by CHP and other NEMD 
studies. This is mainly due to the use of different force-fields. In our study, we used the force-field 
developed by Wu et. al.68 which reasonably matches the experimental water contact angle on graphene. 
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       3.3 Conclusion 
Flow rates in carbon-based nanopores far exceed the predicted HP flow rates; therefore, in the absence of 
a theory that accounts for the microscopic physics of transport in nanopores, large enhancement factors 
were reported. When the microscopic physics is incorporated into the HP theory, the previously reported 
enhancement factors (of the order of 1000) approach unity. To develop the corrected HP model, the 
variation of hydrodynamical properties (friction coefficient, viscosity and slip length) with the thickness 
and diameter are calculated using Green-Kubo relations and molecular dynamics simulations. Significant 
variations are observed as the thickness approaches the infinitesimal thickness of the single-layer graphene 
nanopore. Flow in long CNTs is enhanced by the smooth and frictionless nature of the tube surface where 
a high slippage occurs. As the thickness reduces, flow rates are dominated by high interfacial friction and 
viscosity at the pore end regions. For friction coefficient and viscosity, size dependent relations are 
introduced. Permeation coefficients from the corrected Hagen-Poiseuille model, based on the friction and 
viscosity relations, successfully predict the values from experiments and molecular dynamics simulations.  
       3.4 Methods 
MD simulations were performed using the LAMMPS package.72 The SPC/E water model was used and the 
SHAKE algorithm was employed to maintain the rigidity of the water molecule. The carbon-water 
interactions were modeled by the force-field parameters given in Wu et al.68 Since the carbon atoms are 
fixed in space, the interactions between carbon atoms were turned off.  We should note that fixing the 
carbon atoms can lead to flow rate errors of 10%-20% due to lower friction.35,99 Since flexible membranes 
add complexity to the calculation of different properties in the radial direction, the effect of flexibility is 
neglected in this study. The LJ cutoff distance was 12 Å. The long range electrostatic interactions were 
calculated by the Particle-Particle-Particle-Mesh (PPPM) method.100 Periodic boundary conditions were 
applied in all the three directions. For each simulation, first the energy of the system was minimized for 
10000 steps.  Next, the system was equilibrated using NPT ensemble for 1 ns at a pressure of 1 atm and a 
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temperature of 300 K with a time-step of 1fs. With the graphene atoms held fixed in space, the NPT 
simulations allow the water to reach its equilibrium density (1 g/cm3). Then, an additional NVT simulation 
was performed for 2 ns to further equilibrate the system. Temperature was maintained at 300 K by using 
the Nosè-Hoover thermostat with a time constant of 0.1 ps.75,76 Finally, the production equilibrium and non-
equilibrium simulations were carried out in NVT ensemble for 20 ns.  
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       3.5 Figures  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 a) Simulation box for water across a monolayer graphene nanopore.  b)  Simulation box for 
water across a 5nm-long (14,14) CNT with a graphene sheet at both ends of the tube. c)  h, xe, 𝜎𝑐−𝑐 and r 
are shown for a CNT. The CNT and graphene walls are shown in green. The dashed line represents the 
centerline of the pore. h is the physical thickness of each pore including the size of carbon atom (𝜎𝑐−𝑐). r is 
the water accessible radius of the pore. l denotes the combined length of both end regions which is given 
by 𝑙 = 2𝑥e (1 − 𝑒
−
ℎ
2𝑥e) where l approaches 2𝑥e for large h  (h > 2𝑥e)  and  l approaches h for small h (h 
< 2𝑥e).  d) Cross-sectional view of a CNT where the interfacial annular region, bulk-like region, r, 𝑑i and 
𝜎𝑐−𝑐 are shown. 𝑑i is the thickness of the interfacial annular region. 
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Figure 3.2 Interfacial friction coefficient (a), viscosity (b) and slip length (c) inside the nanopores are 
plotted as a function of physical thickness of the nanopores (h) for different diameters. The graphene 
nanopores (denoted as GRP with h=0.34nm) and CNTs have similar diameters.   and 𝜇 decrease with 
increase in thickness. Friction is high at the ends increasing the overall friction in short nanopores. Viscosity 
is higher in short nanopores due to density layering at the ends. Slip length changes with thickness following 
the scaling of  
𝜇
𝜆
 . As thickness increases, the values of friction, viscosity and slip length approach that of 
infinitely-long CNTs. 
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Figure 3.3 Interfacial friction coefficient (a), viscosity in monolayer graphene (b), viscosity in finite-length 
CNTs (c), and slip length (d) are plotted as a function of diameter of the nanopore (the graphene nanopores 
(denoted as GRP) and CNTs have similar diameter).  For CNTs, friction decreases with increase in diameter 
(except the single-file (6,6) CNT) as small diameters exhibit larger friction at the ends. This is in contrast 
with the behavior in infinitely long CNTs where a periodic boundary condition is applied with no ends. 
Viscosity in monolayer graphene is higher for smaller diameters because of stronger density layering along 
the flow direction. As diameter increases, viscosity approaches its bulk value in both graphene nanopores 
and CNTs. Slip length increases for CNTs (except for the single-file (6,6) CNT) and decreases for graphene 
with increase in diameter following the scaling of viscosity-to-friction coefficient ratio. Unlike infinitely 
long CNTs, slip length increases with diameter for finite-length CNTs especially for shorter CNTs (e.g., 
5.34nm) where the end effects are dominant.  
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Figure 3.4 Permeation coefficients of monolayer graphene and finite-length CNTs from pressure driven 
NEMD simulations (blue circles) are compared with the corrected-HP model (𝑃𝑄
CHP, red solid line) and 
other theoretical models (HP with viscosity and friction from infinitely long CNTs (𝑃𝑄
HP−sc, black dashed 
line), no-slip HP with bulk viscosity (𝑃𝑄
HP, green dotted line), Dagan’s model (𝑃𝑄
Dagan
, blue solid line) and 
Dagan’s model with viscosity and friction from infinitely long CNTs (𝑃𝑄
Dagan−sc
, pink dashed and dotted 
line)  for a. (10,10), b. (14,14) and c. (18,18) CNTs and similar graphene nanopore sizes. The limit of 
Sampson’s model (Dagan’s model with ℎ → 0) is also shown by a blue arrow. The corrected HP theory 
predicts the permeation from NEMD simulations reasonably well. For long CNTs, no-slip HP and Dagan 
theories fail as they do not account for the slippage in long CNTs. Slip-HP fails as it overestimates the 
slippage for short nanopores. Slip-Dagan fails for short nanopores since it overestimates the resistance 
modeled by the Sampson theory. 
a b 
c 
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.01
0.1
1
10
100
1000
(10,10) CNTs & GRP
1/h (nm
-1
)
P
e
rm
e
a
ti
o
n
 c
o
e
ff
ic
ie
n
t 
(1
0
-2
5
 m
3
/P
a
 s
)
 CHP 
 NEMD  
 HP-sc 
 HP 
 Dagan 
 Dagan-sc 
Sampson's limit
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.1
1
10
100
1000
Sampson's limit
(14,14) CNTs & GRP
1/h (nm
-1
)
P
e
rm
e
a
ti
o
n
 c
o
e
ff
ic
ie
n
t 
(1
0
 -
2
5
m
3
/P
a
 s
)
 CHP
 NEMD 
 HP-sc 
 HP
 Dagan 
 Dagan-sc
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.1
1
10
100
1000
Sampson's limit
P
e
rm
e
a
ti
o
n
 c
o
e
ff
ic
ie
n
t 
(1
0
-2
5
 m
3
/P
a
 s
)
1/h (nm
-1
)
 CHP
 NEMD 
 HP-sc 
 HP 
 Dagan 
 Dagan-sc
(18,18) CNTs & GRP
 33 
 
 
 
 
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
10
-1
10
0
10
1
10
2
10
3
0.7
 Q
EXP
/Q
HP
, Holt et al.
6
 Q
EXP
/Q
CHP
, Holt et al.
6
 Q
EXP
/Q
HP
, Qin et al.
40
 Q
EXP
/Q
CHP
, Qin et al.
40
 Q
EXP
/Q
HP
, Kim et al.
41
 Q
EXP
/Q
CHP
, Kim et al.
41
 Q
EXP
/Q
HP
, O'Hern et al.
19
 Q
EXP
/Q
CHP
, O'Hern et al.
19
 Q
EXP
/Q
HP
, Surwade et al.
42
 Q
EXP
/Q
CHP
, Surwade et al.
42
 Q
NEMD
/Q
HP
, Walther et al.
43
 
 Q
NEMD
/Q
CHP
, Walther et al.
43
 
 Q
NEMD
/Q
HP
, Suk et al.
23
 Q
NEMD
/Q
CHP
, Suk et al.
23
 Q
EXP
/Q
HP
, Majumder et al.
5
 Q
EXP
/Q
CHP
, Majumder et al.
5
 Q
EXP
/Q
HP
, Secchi et al.
17
 Q
EXP
/Q
CHP
, Secchi et al.
17
 Q
EXP
/Q
HP
, Bui et al.
44
 Q
EXP
/Q
CHP
, Bui et al.
44
Q
EXP
/Q
HP
, Qin et al.
45
Q
EXP
/Q
CHP
, Qin et al.
45
Q
EXP
/Q
HP
, Yang et al.
46
Q
EXP
/Q
CHP
, Yang et al.
46
 Q
NEMD
/Q
HP
, This work
 Q
NEMD
/Q
CHP
, This work
E
n
h
a
n
c
e
m
e
n
t 
F
a
c
to
r
h/r
214
a
p
p
ro
a
c
h
in
g
 u
n
it
y
 
Figure 3.5 Enhancement factors using the classical no-slip HP theory (filled symbols) and the corrected-
HP theory (hollow symbols) are shown for different pore sizes as a function of the physical thickness-to-
radius ratio for various experimental and computational permeation coefficients.29,30,79,80,85,101-107 The 
previously reported enhancement factors based on classical HP theory (of the order of 1000 for long CNTs) 
approach unity when the permeations are normalized by that of the corrected-HP theory. We show this for 
one of the experimental measurements (Bui et al.105) by an arrow (
𝑄EXP
𝑄HP
= 214    
𝑄EXP
𝑄CHP
= 0.7 ). 
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CHAPTER 4: Revisiting Sampson’s Theory for Hydrodynamic 
Transport in Ultrathin Nanopores 
 
 
       4.1 Introduction 
Recent experimentation27,28,80,108,109 and computational studies35,79,84 have revealed unique properties of 
fluids in nanoconfinement. Water in carbon-based nanopores has been shown to have giant transport 
rates29,35,80,82,85, fast rotational motion110,111 and rotation-translation coupling112. Nanopores in transition 
metal dichalcogenides (TMDs) have also been explored and found to possess high water permeability and 
selectivity making them attractive candidates for water desalination1,113 and nanopower generation2. Water 
in biological nanopores, such as aquaporins, exhibits a unique single-file dynamical behavior43,114 with a 
high flux of 109 molecules per second. 2D materials (e.g., graphene, MoS2) have been shown to possess 
high transport rates1,29,88 as flux is expected (classically) to scale inversely with the thickness of the pore. 
For atomically thin pores, the flow rates are dictated by the entrance/exit hydrodynamic resistance governed 
by the viscous energy dissipation. The entrance/exit effects are also important in thicker pores where the 
resistance inside the pore is negligible61,94 (e.g., frictionless flows in carbon nanotubes (CNTs)). In CNTs, 
accurate calculation of slip lengths, from experimentally measured permeation rates85, depends on the 
accuracy of the theory used to obtain the entrance/exit resistance. As the entrance/exit resistance dominates 
the total resistance in a CNT, a slight error in the estimation of the entrance/exit resistance could lead to a 
large error in the calculation of slip length. Therefore, the need for an accurate theory describing the 
entrance/exit resistance (defined as the ratio of the pressure drop to the volumetric flow rate,
P
R
Q

 ) in 
both ultrathin and thick pores has been recognized in the past few decades43,88,115. 
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Couette116 in 1890 first introduced the entrance/exit resistance by crudely adding an additional length to the 
actual length of the tube in the Hagen-Poiseuille (HP) equation117,118 ( HP
4
8 h
R
a


 , where   is the 
viscosity, h  is the tube length/thickness and a  is the tube radius), which describes the flow in circular 
tubes independent of the end effects. A year later, Sampson119 obtained the exact solution for the 
entrance/exit resistance of a zero-length orifice 
Sampson
3
3
R
a
 
 
 
. Sampson formula was later confirmed 
experimentally120 for 26
h
a
 . Weissberg120 further found an upper bound for the entrance/exit resistance 
to be 1.154 times that of the Sampson formula. Combining Sampson and HP equations, Dagan96 obtained 
the total flow resistance across a finite-length orifice 
 Dagan
4
8 3h a
R
a
 

 
 
 
 using a no-slip boundary 
condition at the pore walls. More recently, hydrodynamic entrance/exit resistance was obtained for 
hourglass pores by modifying the pre-factor in the Sampson formula based on finite-element 
calculations43,61. The Sampson formula, however, is found to overestimate the hydrodynamic resistance in 
graphene nanopores61,115. Gravelle et al.61 attributed this overestimation to the finite thickness of a single-
layer graphene nanopore. In this work, we show that the lower hydrodynamic resistance in graphene 
compared to that of the Sampson formula is due to the finite slippage at the edge of the pore.  The resistance 
obtained from molecular dynamics (MD) simulations for a fictitious hydrophilic pore (with no slip) matches 
the resistance predicted by the Sampson formula. Motivated by this observation in MD simulations, we 
revisit the Sampson theory and introduce a finite slip length ( ) into the original theory. Introducing a 
finite slip length at a zero length orifice of the Sampson’s theory may be counter-intuitive at first; however, 
a slip length can be introduced if the velocity at any cross-section is known, e.g., velocity profile right at 
the orifice. To further account for the interfacial molecular physics, we corrected the Sampson theory for 
the variation of viscosity at the interface of graphene membrane. The slip and viscosity corrected Sampson 
theory is able to predict the hydrodynamic resistance from MD simulations. In addition to MD simulations, 
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steady-state Navier-Stokes (NS) continuum simulations are carried out (see the Appendix for more details 
about NS simulations). 
       4.2 Role of Slippage  
Water transport in graphene nanopores is associated with slippage at the pore due to the significance of 
molecular physics between water molecules and carbon atoms. Slip length in graphene decreases with 
radius as shown in Figure 4.1a (see the Appendix for slip calculation details). In the original Sampson 
theory, a no-slip condition is assumed at the wall. Slippage in graphene results in higher permeability (or 
lower resistance) compared to the permeability predicted by the original Sampson theory. In this work, the 
interaction parameter between the oxygen atom of water and carbon atom of graphene are changed such 
that a no-slip interface (hydrophilic wall) is achieved in MD simulations (see the Appendix). In Figure 4.1b, 
the axial velocity profile of the fictitious hydrophilic pore is compared to that of the non-fictitious graphene 
(Wu et al.68 force-field) for a radius of 3.54 nm. The hydrodynamic resistance is directly computed from 
MD simulations to be 5.780.03  1022 Pa s/m3 and 4.210.4  1022 Pa s/m3, for the hydrophilic pore and 
graphene pore, respectively (see the Appendix). The resistance obtained for the hydrophilic pore matches 
the resistance predicted by the Sampson theory ( Sampson
3
3
R
a

   5.75  1022 Pa s/m3, where   is taken 
to be the bulk water viscosity (0.85 mPa.s) and a  is calculated based on the water accessible radius (see 
Figure 4.1b)). Sampson theory, however, fails to predict the resistance for the graphene nanopore (where a 
slip length exists) as it does not include interfacial physics in the form of slip length and viscosity variation. 
Motivated by the results in Figure 4.1, the effect of slip length is introduced into Sampson’s theory in the 
next section.  
       4.3 Slip Corrected Sampson’s Theory 
The pressure drop, P , can be obtained from the rate of energy dissipation using121  
                                                2
2 4
P dV dS
Q Q
 
      u u n                                                (4.1) 
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where is the fluid viscosity, Q is the volumetric flow rate,   is the vorticity, V is the volume and S
is the surface of the boundaries of the system. The second term in equation (4.1) can be neglected assuming 
the velocity on the boundaries of S to be zero. Oblate spheroidal coordinates are used outside the orifice 
and cylindrical coordinates inside the orifice as shown in Figure 4.2a. x  and t in the oblate spheroidal 
coordinates are related to the cylindrical coordinates z  and r  using  
                                                           22 2 21r t a d x                                                               (4.2) 
                                                                       2 2 2z t x                                                                            (4.3) 
where d is a virtual length, characterizing the slip length as discussed later in more detail, in the radial 
direction of the cylindrical coordinates. The vorticity in equation (4.1) can be expressed in terms of the 
stream function   using122  
                                                                    
2r D                                                                           (4.4)    
where 
2D  is a differential operator (see the Appendix for the definition of 2D ). Using equations (4.1), (4.2), 
(4.3) and (4.4), the pressure drop can be rewritten as 
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  .            (4.5) 
The exact stream function, 3
1
 
2
o Qx

 , which Sampson119 obtained for flow through a zero-length 
orifice, when used in equation (4.5) results in the famous Sampson formula 
3
3 Q
P
a

  . To introduce the 
slip length, we use the Sampson stream function for 1b x  , and for 0 x b   (next to the wall) the 
stream function is set to zero as follows: 
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             3
1
2
Qx

      for  1b x   
                                                                         0               for  0 x b                                                 (4.6) 
where b in the oblate spheroidal coordinates corresponds to d  (the virtual length within which the 
velocity is set to zero as shown in Figure 4.2b) in the cylindrical coordinates when r a at the edge of 
the pore ( 0t  ). The stream function in (4.6) satisfies the boundary conditions used in the original Sampson 
theory ( 0tU   & 0xU   as t  , 0tU   & 0xU   at 0x   (outside the orifice tube) and 0rU   & 
0U   at r a d   (inside the orifice tube where 0t   )).   is the angular coordinate inside the orifice 
tube. Using equation (4.2), b can be expressed in terms of the virtual length d  as follows 
                                                              
1
22
1
d a
b
a d d
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   
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.                                                            (4.7) 
Slip length is related to the slip velocity, which is the t-component of velocity at r a , using the relation 
slip
tUU
r




 at the pore   slip0& )tU t r a U   . tU can be obtained from the stream function   
using 
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(4.8) 
where xh  is the scale factor in the oblate spheroidal coordinates (see the Appendix for the definition of the 
scale factors xh , th and h ). The slip length  (the ratio of  to tt
U
U
r


at 0t   and r a ) can then 
be expressed in terms of the virtual length d as   
 
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2 2d ad
a


 .                                                              (4.9) 
Now using equation (4.6), (4.7) and (4.9), the pressure drop in equation (4.5) can be expressed in terms of 
the ratio of slip length to radius (
a

  ). The Sampson formula corrected for slippage is, therefore, given 
by 
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As 0   ( 0   or a  ), when there is no slippage or the radius is very large compared to the slip 
length, the hydrodynamic resistance in equation (4.10) reduces to the original Sampson resistance (
Sampson Sampson
Slip-corrected 3
3P
R R
Q a

   ). The hydrodynamic resistance predicted by the slip-corrected 
Sampson formula normalized by that of the original Sampson formula 
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as a function of the ratio of radius to slip length 
1 a
 
 
 
 
 
is plotted in Figure 4.3. The slip-corrected Sampson’s theory is able to match the hydrodynamic resistance 
from MD and NS simulations (used as the reference methods) for all the graphene pore radii and water-
carbon interaction parameters except for small values of 
a

 <1. Table C1 and Table C2 summarize all the 
MD and NS simulations in this study. The original Sampson’s theory, however, fails to predict the 
hydrodynamic resistance from MD simulations for 
a

 <300.  
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       4.4 Viscosity Corrected Sampson’s Theory 
The slip-corrected Sampson formula underestimates the hydrodynamic resistance for small values of 
a

 < 
1 as it does not account for the variation of the interfacial viscosity at the membrane in the MD simulations. 
The average effective interfacial shear viscosity (within the interface layer with a thickness of intL =0.8nm) 
is calculated in MD simulations using the Green-Kubo formulation (see the Appendix for more information) 
to be int =0.98 mPa.s. intL is the distance from the graphene wall within which the viscosity variation 
takes place. To obtain the pressure drop from equation (4.5), the integration must be carried out such that 
the viscosity is int =0.98 mPa.s for int0 z L   and bulk =0.85 mPa.s elsewhere. The interval int0 z L 
corresponds to int0
L
t
x
  in the oblate spheroidal coordinates using equation (4.3). Therefore, equation 
(4.5) can be rewritten as 
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where ( , )f x t is the integrand in equation (4.5). The interfacial viscosity can be expressed in terms of the 
bulk viscosity and an excess viscosity ( int excess bulk    where excess =0.13 mPa.s for graphene). The 
pressure drop in equation (4.11) can be rewritten in terms of the excess and bulk viscosities as 
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L
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Q Q
 

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where the second term is simply the pressure drop in equation (4.5). Therefore, the total hydrodynamic 
resistance can be given by  
                                              
Sampson Sampson Sampson
Slip-viscosity-corrected Slip-corrected excess-viscosityR R R                                               (4.13) 
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where  
Sampson
Slip-correctedR  is the slip-corrected Sampson formula in equation (4.10) and the hydrodynamic 
resistance due to the excess viscosity can be obtained from integrating the first term in equation (4.12) (the 
effect of slippage for viscosity corrected is neglected for simplicity) as follows 
                            Sampson 1 3excessexcess-viscosity 3 2
6 1 3
tan ln 1
2
R
a
 
  
 
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   
                             (4.14) 
where   is the ratio of the interfacial layer thickness to radius ( int
L
a
  ). In Figure 4.3, the hydrodynamic 
resistance predicted by the slip and viscosity-corrected Sampson formula normalized by that of the original 
Sampson formula as a function of the ratio of radius of the pore to the slip length are compared with the 
MD simulations. The slip and viscosity-corrected Sampson’s theory gives rise to a good match with the 
hydrodynamic resistance from the MD simulations even for small values of 
a

where the slip-corrected 
Sampson’s theory fails. The additional resistance due to the excess interfacial viscosity is dictated by 
intL
a
  . In Figure 4.4, the normalized additional resistance is plotted as a function of  . As 0   (
int 0L   or a  ), when the interfacial viscosity variation length is negligible or the radius is very large 
compared to the interfacial layer thickness, the excess viscosity hydrodynamic resistance approaches zero 
 Sampsonexcess-viscosity 0R  . The normalized
Sampson
excess-viscosityR  reaches a plateau beyond a critical   for which most of 
the hydrodynamic pressure drop takes place within intL  and intL becomes comparable to the 
hydrodynamic pressure drop length. In Dagan’s theory96, the effective length over which the pressure drop 
takes place is given by Dagan
3
8
h h a  . For 0h  , 
Dagan 3
1.178
8
h
a
  which corresponds to the critical 
value of  at which the excess viscosity hydrodynamic resistance reaches a plateau. 
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       4.5 Final Remarks 
Sampson’s theory has been used to describe the flow in ultrathin pores and to understand the entrance/exit 
hydrodynamic resistance in nanotubes. Here, we show that the pore slippage and the variation of viscosity 
at the membrane interface, which are not accounted for in the original Sampson’s theory, play an important 
role in small-diameter ultrathin nanopores. We introduced a new set of formulas for the slip and viscosity-
corrected Sampson’s theory which results in good agreement with data from MD and NS simulations as 
well as experiments (see the Appendix). The ratio of slip length to radius of the pore is the key parameter 
in explaining the flow in ultrathin nanopores. The model presented here ideally works for circular pores in 
2D materials. Aside from porous 2D materials, accurate estimation of entrance/exit hydrodynamic 
resistance is required in frictionless nanotubes (e.g., CNTs) to quantitatively describe the flow both inside 
and outside of the nanotubes. For example, estimation of slip lengths inside CNTs from experimentally 
measured permeation coefficients relies on the theories used to obtain the resistance at the ends and inside 
the CNTs, 
Entrance-exit CNT
HP
totalR R R  . totalR , which is typically obtained from experimental measurements85, 
is dominated by 
Entrance-exit
R and an error in estimation of 
Entrance-exit
R can result in a significant error in calculation 
of 
CNT
HPR using which the slip length inside the CNT is extracted (see the Appendix for more information). 
The corrected Sampson theory, therefore, could help explain the reported discrepancies in CNT slip lengths 
between experiments and MD simulations85. In other words, the CNT slip lengths from MD simulations are 
consistent with those of experiments when the corrected Sampson theory is used (see the Appendix for 
more details). 
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       4.6 Figures 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 a. The slip lengths in the graphene nanopore are plotted for different radii ( a ). Finite slip lengths 
are obtained when using Wu et al.68 force-field.  b. Axial velocity profile in the single-layer graphene 
nanopore ( a =3.54 nm) as a function of the radial distance from the center of the pore is plotted using Wu 
et al.68 force-field (black solid curve) and a fictitious hydrophilic force-field ( C-O =0.9 kcal/mol, red 
dashed curve, (see Appendix)). The water accessible radius a  is illustrated by an arrow. The water 
accessible radius is the length within which the water density is nonzero. In the Appendix, a systematic 
method of calculating the accessible radius is discussed.  
 
 
 
 
 
 
 
 
 
a b 
0 5 10 15 20 25 30 35 40
0
10
20
30
40
50
60
70
V
e
lo
c
it
y
 (
m
/s
)
Distance from the center of the pore (Å)
 GRA (Wu et al. force-field)
 GRA (Hydrophilic force-field)
a
0.5 1.0 1.5 2.0 2.5 3.0 3.5
1
2
3
4
5
S
li
p
 l
e
n
g
th
 (
n
m
)
Radius (nm)
 GRP (Wu et al. force-field)
 44 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 a. The confocal hyperbolas and ellipses (denoted by x  and t , respectively) in the oblate 
spheroidal coordinates are shown for an orifice of radius, a . The orifice boundaries are presented in blue. 
Inside the orifice, the radial distance from the center of the orifice (denoted by r ) is shown by a solid arrow. 
The oblate spherical coordinates (outside the orifice) and the cylindrical coordinates (inside the orifice) are 
related by equations (4.2) and (4.3). b. The schematic of the velocity profile (red curve) and the lengths 
considered are shown. The dotted line is the tangent line to the velocity profile at r a  whose intersection 
with 0z   defines the slip length  . d is a virtual length within which the velocity is zero. Note that the 
cylindrical sections of the two schematics have finite thicknesses (the actual pore thickness is zero in the 
theory) merely for the sake of clear presentation. 
 
 
 
 
 
 
a 
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Figure 4.3 Comparison of the hydrodynamic resistance (R) obtained from MD simulations, NS continuum 
simulations and the corrected Sampson’s theory to that of the original Sampson’s theory (blue dash-dotted 
line) for different radius-to-slip length ratios
1 a
 
 
 
 
. For smaller ratios (small radii or large slip 
lengths), the original Sampson formula overestimates the resistance from MD simulations (black solid 
symbols). The slip-corrected Sampson formula (green solid curve, equation (4.10)) describes the flow well 
from NS simulations (purple hollow symbols) as well as MD simulations. The inclusion of viscosity 
correction, in addition to the slippage, (red dashed curve, equation (4.14)) near the graphene interface leads 
to a good match with MD simulations (as viscosity variation take places in MD simulations (in NS 
simulations, the viscosity is assumed to be uniform)). For the viscosity-corrected curve, excess =0.13 mPa.s, 
intL =0.8 nm and a constant slip length of   1.2 nm are assumed. 
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Figure 4.4 Hydrodynamic resistance due to the excess interfacial viscosity (equation (4.14)) normalized by 
the hydrodynamic resistance of the original Sampson’s theory is plotted as a function of the ratio of the 
interface layer thickness to radius, int
L
a
  .  In equation (4.14), excess =0.13 mPa.s, intL =0.8 nm obtained 
from MD simulations. For small   (negligible interfacial viscosity variation or large radii), the excess 
hydrodynamic resistance is insignificant. For large   (when it is comparable to the ratio of the effective 
hydrodynamic pressure drop length to radius), the contribution of the excess resistance to the total resistance 
becomes important (as shown for small 
a

 in Figure 4.3). 
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CHAPTER 5: Dynamic and Weak Electric Double Layers in Ultrathin 
Nanopores 
 
 
       5.1 Introduction 
Recent advances27,28 in nanotechnology have led to fabrication of nanopores in ultrathin membranes (e.g.,  
single-layer graphene, single-layer MoS2) opening up new opportunities to explore novel applications 
ranging from water desalination1,37,103,123, power generation2,124 and disease diagnosis4,5. Of particular 
interest is the unique structural and dynamical properties of aqueous electrolytes in nanopores. Due to the 
unique chemistry and geometry of ultrathin nanopores, they have been shown to effectively reject salt ions 
allowing water molecules to pass through the pores at high rates1,37 up to 10 L cm-2 per day per MPa. In 
addition, high ionic mobility, combined with strong charge selectivities, inside ultrathin nanopores has been 
demonstrated2 to produce remarkable nanopower up to 106 W m-2  when a salinity gradient exists across the 
membrane. The high ionic mobility in ultrathin nanopores is justified by weakened ionic adsorption to the 
thin surface of the pores2. Ionic current blockade, which is used as a molecule identification signal in DNA 
sequencing and single biomolecule detection3,6,18, is also shown to possess a high resolution in ultrathin 
nanopores as the thickness of ionic blockade region in the pore is comparable to the size of DNA nucleotides 
and amino acids of proteins. The experimentally and computationally unique observations in ultrathin 
nanopores is mainly because of the distinctive structure and dynamics of molecules inside these thin 
confinements as compared to thicker nanopores (e.g., carbon nanotubes (CNTs), nanochannel slits). In thick 
nanopore, where the size of solid surface is much larger than the size of ions, an electric double layer (EDL) 
is formed at the solid-liquid interface125. Under the application of an electric field along the axis of the pore, 
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EDLs in thick nanopores drag water molecules (solvent) resulting in a hydrodynamic flow known as 
electroomosis which has found numerous applications in micro- and nano-fluidic systems126, fuel cells127, 
etc. In field effect transistors (FET), the presence of EDL above the channel is shown to screen the charge 
of target molecules (e.g., DNA molecules), which are outside the EDL away from the solid surface, 
hindering the sensitivity of the detection of target molecules128. The sensitivity increases with increasing 
the thickness of EDL characterized by the Debye length. EDLs have also drawn a great deal attention in 
the field of batteries and supercapacitors129,130. EDL capacitors are based on the adsorption of ions to the 
solid surface where a nanometer charge separation exists at the interface131. Given the fact that ultrathin 
nanopous membranes are emerging as one of the most versatile new materials, understanding the EDL or 
the ionic structure at their thin nanometer interface is of crucial importance.    
Helmholtz132 was the first one to discover that counter-ions in a solution are attracted to a charged surface 
(electrode) to neutralize the surface charge. In his simplistic model, the surface charge is counterbalanced 
by only counter-ions where the electric potential linearly changes from the surface to the counter-ions 
leading to a constant capacitance. This Helmholtz’s description of EDLs fails to account for the ions 
adsorbed onto the surface as well as the diffusing ions in the solution. Later, Gouy and Chapman133 
independently discovered that the capacitance changes with applying an external potential invalidating the 
Helmholtz’s model. In the Gouy-Chapman model, the surface charge is neutralized by diffusing counter-
ions in the solution, known as the diffuse layer, in which the variation of ion concentrations next to the 
surface obeys the Maxwell-Boltzmann distribution. The Gouy-Chapman model, however, fails in highly 
charged surfaces as it does not account for the finite size of ions. Stern134 introduced to the Gouy-Chapman 
model another layer, known as the Stern layer, where ions are ideally immobile and adsorbed onto a highly 
charged surface.  
The interfacial properties in nanopores does not follow that of predicted by the classical models. As the 
ratio of surface area to solution volume is small inside ultrathin nanopores, the ionic structure is expected 
to differ from the classical EDLs. Here, using extensive molecular dynamics (MD) simulations, we study 
how the structure and dynamics of aqueous ions in single-layer graphene nanopores differ from that of thick 
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CNTs. In graphene nanopores, the variation of ion concentration and diffusion coefficient show that the 
ionic structure resembles mostly that of the bulk structure with no apparent Stern layer even for highly 
charged nanopore surfaces. In addition, ions and the surface are shown to be weakly correlated resulting in 
very short residence times as compared to thick CNTs. The weak wall-counter-ion correlation in ultrathin 
nanopores explains the observed rapid residence times as well as the fast dynamics of ions.    
       5.2 Results and Discussion 
          5.2.1 Structure and Dynamics of Ions 
Each simulation involves water molecules, ions (potassium and chloride ions), two graphene sheets (the 
entrance and exit walls) and a CNT in between the sheets (see Appendix D for more details). For the 
ultrathin graphene nanopore, there is only one graphene sheet with water molecules and ions. (14,14), 
(26,26) and (37,37) CNTs with thicknesses (h) of 3.34 nm, 5.34 nm and 10.34 nm are considered  (the 
dimension in z which is along the axis of the pores varies from 6 nm to 16 nm depending on the thickness). 
In the case of graphene nanopores, a similar pore size to that of CNTs is drilled in the middle of graphene 
sheets (h=0.34 nm). To maintain the degree of porosity of the nanopores, the dimensions in x and y (which 
lie in the plane of graphene sheets) vary from 6.25 nm to 12 nm depending on the diameter (see the Methods 
section for more details). In the equilibrated MD simulations, the number of potassium ions (K+, which are 
the counter-ions as the pore surface carbon atoms are assigned negative charges with charge densities 
ranging from -0.0006 to -0.6 C m-2) is calculated within 1.9nm-diameter nanopores for the ultrathin 
nanopore as well as the thickest CNT (h= 10.34 nm). The number of K+ ions, which is an indication of the 
presence of an ionic layer or EDL inside the nanopores, is shown as a function of the simulation time in 
Figure 5.1.  In the ultrathin nanopore, the presence of K+ ions has a dynamic nature where an ionic layer 
exists at intervals with time scales of few picoseconds. As the thickness increases only by 3 nm (h=0.34 nm 
to h=3.34 nm), inside the nanopore, the ionic structure begins to assume a continuous and rigid EDL which 
is stable over the entire simulation time ( >nanoseconds).  
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As observed, the dynamic nature of the ionic structure inside nanopores abruptly changes as we approach 
the ultrathin limit of a single-layer graphene. To shed more light into the structure and dynamics of K+ 
counter-ions inside nanopores, the ion concentration and ion diffusion coefficient in the z direction are 
plotted as a function of the radial distance from the center of the pores in Figure 5.2.  In the case of large-
thickness CNTs (h=10.34 nm), an EDL is formed for both low and high surface charge densities. The 
structure of the EDL in the low surface charge density CNT, is consistent with the structures obtained in 
previous studies125,135, where a counter-ion concentration peak is formed next to the wall and the co-ion 
concentration reduces featurelessly along the radial distance towards the wall. The counter-ion diffusion 
coefficient along the axis of the pore, is almost uniform with no features of ionic immobility. However, for 
the high surface charge density, we observe a giant counter-ion concentration peak and an almost vanishing 
ion diffusion near the charged wall. In addition, a strong packed layering of both co- and counter-ions is 
formed within just 0.2 nm of the wall surface. Comparing the ionic structure and dynamics in thick CNTs 
in the MD simulations to the ones predicted by the classical EDL models, the EDL in the low surface charge 
density CNTs, resembles the Gouy-Chapman EDL where a diffuse layer with a higher concentration of 
counter-ions is present (Figure 5.3a). The ion concentration variation, however, does not follow the exact 
Maxwell-Boltzmann in the Gouy-Chapman model. The properties of the EDL in highly charge thick CNTs 
are similar to those of the Gouy-Chapman-Stern model (Figure 5.3b) where an additional immobile Stern 
layer is formed next to the surface.  For the single-layer graphene with a low surface charge density (Figure 
5.2c), the ion concentrations are nearly homogeneous throughout the pore and are less than the bulk 
concentration (~1M) near the surface. The region next to the surface is highly concentrated with water 
molecules (see Appendix D). The counter-ion diffusion coefficient along the pore axis is uniform. 
Compared to the CNT with the same surface charge density, the diffusion coefficient is slightly higher 
inside the graphene nanopore. The structure and dynamics of ions inside the low surface charge density 
graphene pore does not resemble that of any of the EDL models as no diffuse layer nor Stern layer are 
present (see Figure 5.3c for the schematic of ions inside low surface charge density nanopores). Rather, in 
spite of the nanopore having a net charge, the nanopore acts like a point of zero charge136. In the high surface 
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charge density graphene nanopore (Figure 5.2d), near the wall (which is highly concentrated with water 
molecules (see Appendix D)), a weak diffuse layer (Figure 5.3d) is formed where the concentration of 
counter-ions are less than or comparable to the bulk ion concentration. This diffuse layer differs from that 
of the Gouy-Chapman model as the counter-ion concentration in the model is expected to increase (high 
than the bulk value) near the wall. As the diffusion coefficient is nonzero near the wall, no indication of a 
Stern layer is available even for such a high surface charge density in the ultrathin nanopore.  
          5.2.2 Wall-Ion Correlation  
To further investigate the dynamics of ions inside charged nanopores, the time correlation125 between the 
counter-ions and the wall atoms is calculated using      0ij ij ijC t t  , where i and j are a pair of  
particles (here, K+ ion and carbon atom, respectively).  ij is 1 if i and j are nearest neighbors based on their 
first peak in the concentration plots and 0 otherwise. ijC is the probability of a pair of particles being nearest 
neighbor from time 0 to t, therefore, the residence times of  K+ ion near the wall can be obtained from
 
0
ijC t dt

  . In Figure 5.4, the K
+ -wall time correlation is plotted as a function of the simulation time in 
the ultrathin graphene nanopore and 10.34nm-long CNT for different surface charge densities. In graphene 
nanopore, the correlations die out rapidly regardless of the magnitude of surface charge densities. The 
calculated K+ ion residence times are about 4.8 ps for all the surface charge densities. The rapid residence 
times suggest that forming a Stern layer is impossible in the ultrathin graphene nanopores within the 
practical range of surface charge densities. For the thick CNTs, the correlations die out quickly for low 
surface charge densities with K+ ion residence times of about 15 ps. However, for large charge densities, 
K+ ions and wall carbon atoms are highly correlated with residence time scales that are beyond the scope of 
the MD simulations. The tail of  ijC t is extrapolated by fitting a curve into the available data from MD 
simulations. The residence times based on the extrapolated  ijC t  are found to be in order of seconds. The 
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strong K+ -wall correlation is a signature of ion immobility or the presence of a Stern layer near the wall. In 
the ultrathin limit of graphene nanopore, no Stern layer is observed regardless of the strength of the surface 
charge density which justifies the exceptionally fast dynamics of ions inside these nanopores both 
computationally and experimentally2. 
       5.3 Conclusion 
The structural and dynamical properties of aqueous ions in nanopores (especially ultrathin nanopores) have 
shown to differ the predicted properties by the classical theories. In our MD simulations, the formation of 
EDLs or the ionic structures at the nanopore interfaces begin to have an unstable and dynamic behavior as 
the thickness of nanopore reduces to that of a single-layer graphene nanopore. Unlike the EDL in thick 
CNTs where diffuse and Stern layers similar to that of the Gouy-Chapman-Stern model are observed, in 
the ultrathin nanopores, no Stern layer is present and a weak (lower than the bulk ion concentration) diffuse 
layer is only present for highly charged nanopores.  The lack of Stern layer formation is shown to be due 
to the highly weak correlation between the counter-ions and the atoms of the wall with time. The weak 
correlation results in fast dynamics of ions with short residence times in ultrathin graphene nanopores. The 
critical ratio of surface area to solution volume is reached only for single-layer graphene nanopores (and 
other ultrathin 2D materials like MoS2) for which ultra-fast residence times of counter-ions is observed.   
       5.4 Methods 
MD simulations were performed using the LAMMPS package.72 The simulation boxes contain 20,000-
100,000 atoms depending on the thickness and diameter of pores with ions (potassium and chloride) having 
a molarity of ~1 (see Appendix D for more details). The SPC/E water model was used and the SHAKE 
algorithm was employed to maintain the rigidity of the water molecule. For nonbonded interactions of ions 
with water and carbon atoms, the mixing rule was employed to obtain the LJ parameters137. The carbon-
water interactions were modeled by the force-field parameters given in Wu et al.68 Since the carbon atoms 
are fixed in space, the interactions between carbon atoms were turned off. Flexible membranes add 
complexity to the calculation of different properties in the radial direction, therefore, the effect of flexibility 
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is neglected. The LJ cutoff distance was 12 Å. The long range electrostatic interactions were calculated by 
the Particle-Particle-Particle-Mesh (PPPM) method.100 Periodic boundary conditions were applied in all the 
three directions. For each simulation, first the energy of the system was minimized for 10000 steps.  Next, 
the system was equilibrated using NPT ensemble for 1 ns at a pressure of 1 atm and a temperature of 300 
K with a time-step of 1fs. With the graphene atoms held fixed in space, the NPT simulations allow the 
water to reach its equilibrium density (1 g/cm3). Then, an additional NVT simulation was performed for 2 
ns to further equilibrate the system. Temperature was maintained at 300 K by using the Nosè-Hoover 
thermostat with a time constant of 0.1 ps.75,76 Finally, the production equilibrium simulations were carried 
out in NVT ensemble for ~20 ns.  
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       5.5 Figures 
 
 
 
 
 
 
 
Figure 5.1 Number of potassium ions inside the nanopores as a function of simulation time are plotted for 
a) a single-layer graphene nanopore with a diameter of 1.9 nm and b) finite-length (14,14) CNTs with 
thicknesses of 3.34 nm and 10.34 nm. The graphene nanopores (denoted as GRP with h=0.34nm) and CNTs 
have similar diameters. The ionic layer inside the graphene nanopore has a dynamic nature with residence 
time scales of few picoseconds. Increasing the thickness of the pore by only 3 nm (departing from a single-
layer graphene (ultrathin limit) to a CNT with h=3.34 nm) results in a giant increase in the residence times 
( ≫1 ns) where a continuous, rigid EDL exists in the CNTs. 
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Figure 5.2 Ion concentration (left axis) and ion axial diffusion (right axis)  are shown as a function the 
distance from the center of a 10.34nm-(37,37) CNT for a) low surface charge density of -0.06 C m-2 and b) 
high surface charge density of -0.6 C m-2. Ion concentration and ion axial diffusion in a single-layer 
graphene with a similar diameter (5.01nm) are plotted for c) low surface charge density of -0.06 C m-2 and 
d) high surface charge density of -0.6 C m-2. For low 𝜎, a typical EDL is formed in the CNT with almost 
uniform counter-ion diffusion coefficient. In graphene nanopore with low 𝜎, no EDL is formed and the 
diffusion coefficient is uniform. As 𝜎 increases, the counter-ion concentration in the CNT spikes near the 
surface where the diffusion coefficient starts to vanish indicating the presence of an immobile layer. In 
graphene nanopore with high 𝜎, a weak EDL is formed where the counter-ions diffuse almost uniformly 
inside the nanopore. 
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Figure 5.3 Schematics of observed ionic structure near a negatively charged graphitic surface (shown in 
blue) for a) a finite-length CNT with low surface charge densities, b) a finite-length CNT with high surface 
charge densities, c) a single-layer graphene nanopore for low surface charge densities and d) a single-layer 
graphene nanopore for high surface charge densities. Based on the results in Figure 5.2, for low surface 
charge density CNTs, a diffuse layer is observed similar to that of described by the Gouy-Chapman model. 
As the surface charge density increases, a Stern layer is formed near the surface wall similar to the 
description proposed by Gouy-Chapman-Stern model. In the ultrathin limit of the graphene nanopore, no 
apparent Stern layer are observed. Rather a homogeneous bulk-like layer or a diffuse layer (with smaller 
than bulk concentrations) is observed for low and high surface charge densities, respectively. 
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Figure 5.4 The correlation between potassium ions (counter-ions) with negatively charged carbon atoms 
the surface wall are shown as a function of simulation time in a) a single-layer graphene nanopore and b) 
a similar dimeter (37,37) CNT with a thickness of 10.34 nm for different surface charge densities. In 
graphene, regardless the surface charges, the correlation dies out quickly with residence times of about 4.85 
ps. In the CNT, however, wall and potassium ions are highly correlated for large surface charge densities.  
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CHAPTER 6: Electro-Mechanical Signatures for DNA Sequencing 
through a Mechano-Sensitive Nanopore 
 
 
       6.1 Introduction 
Nanopore-based DNA sequencing is attractive as it is a label-free, single-molecule approach that can be 
utilized for high precision DNA analysis.15,18,138 Biological nanopores have been investigated for DNA base 
detection since they offer several advantages for single-molecule DNA analysis.15,138-143  First, mutagenesis 
can be used to tailor the physical and chemical properties of biological nanopores;18,143 Second, biological 
nanopores are synthesized by cells with an atomic level precision that may not be possible with solid-state 
fabrication approaches;11 Third, crystallography data of protein channels is available at Angstrom length 
scales.11,15,18,139  The first biological nanopore investigated for sequencing DNA was staphylococcal Alpha-
Haemolysin (αHL) protein pore144; an applied potential translocated a ssDNA molecule through the pore 
giving rise to modulation of the ionic current.140 αHL cylindrical beta barrel (with a diameter of 2 nm and 
length of 5 nm) is not tight enough to yield a distinguishable ionic current specific to individual nucleotides 
and therefore, exhibits small current differences between the nucleotides. Another well-researched 
biological nanopore for DNA sequencing is Mycobacterium Smegmatis Porin A (MspA).145,146 MspA has 
been shown to provide better ionic current signals for differentiating nucleotides as its pore structure 
includes a tighter 1.2 nm  constriction region.146 In contrast to synthetic nanopores, such as graphene147-149 
and MoS2 nanopores27,40 where DNA base could be electronically read through transverse tunneling 
current,150-152 ionic current is the only signature that has been acquired in biological nanopores, e.g. in MspA 
or αHL. The noise in the system and the presence of multiple bases in these nanopores make detection of a 
single DNA base difficult.18 Acquiring another signal, in addition to ionic currents, for DNA detection using 
biological pores can significantly increase the accuracy of DNA sequencing.  
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The sensing of mechanical tension and force within a cell’s environment is mostly mediated by a highly 
specialized class of membrane proteins known as Mechanosensitive (MS) ion channels.146 MS channels 
were shown to be able to transduce mechanical tension into an electrochemical response153. When a cell 
membrane is under tension due to osmotic down shock, MS channels relieve the pressure of the cell by 
gating and forming a pore as big as 3 nm in diameter.154,155 Among several types of MS channels, the 
mechano-sensitive channel of large conductance (MscL) of prokaryotes has been most extensively 
characterized.154,156-161  
Here, we demonstrate for the first time that a MscL nanopore can be used for detection of DNA bases by 
modulating tension and strain in MscL. Tension in the MscL membrane, along with the ionic currents, can 
be used for more precise sequencing of DNA (see the cartoon representation of the system in Figure 6.1a). 
Unlike αHL or MspA, that are structurally wide open pores, initially closed MscL pore opens as a ssDNA 
translocates through the pore due to an applied electric field.  MscL adjusts its pore size to the size of DNA 
bases during the translocation. The distinct tension in the protein associated with each nucleotide can be 
sensed through the strain and tension induced in the lipid bilayer. Recently,162 MscL has been successfully 
embedded and characterized inside a droplet interface bilayer (DIB). It has been shown that the induced 
tension inside MscL is translated into a change in the triple point angle of DIB. By monitoring the angle 
change in DIB during DNA translocation, induced tension can be measured and quantified.  
Two well-known challenges of DNA detection through nanopores are the fast translocation speed of DNA 
and noise.11,15,18 Experiments have shown that DNA passes through αHL with a speed of 1base/μs, requiring 
MHz signal measurements to differentiate between nucleotide types.15,18 The presence of multiple bases in 
the pore and thermal fluctuations in the system generate noise in the ionic current, making detection 
difficult. A MscL nanopore is flexible163 and it adjusts to DNA size, causing a reduction in the speed of 
translocation. We demonstrate the slower translocation of DNA in MscL by comparing the results in MspA 
nanopore. Furthermore, we demonstrate the effect of pore flexibility by comparing the results in MscL and 
MspA pores.  
 60 
 
       6.2 Methods 
We performed molecular dynamics (MD) simulations with NAMD 2.6 using the Petascale Blue Waters 
machine. 164  A typical simulation set up consisting of ssDNA, MscL protein, lipid bilayer, water and ions 
(~600,000 atoms) is shown in Figure 6.1b. We used the closed MscL model provided by Sukharev et al. 
and the crystal structure was obtained from Chang et al.146,153The C alpha segments were eliminated to 
obtain a reduced version of MscL.146,153 A lipid bilayer (POPC) patch was created (10 nm10 nm) to 
accommodate the protein and solvated by a 25-Å thick slab of water on each side of the membrane. MscL 
with the center of the pore aligned along the membrane normal axis (z-axis) was placed in the lipid bilayer 
using Visual Molecular Dynamics (VMD).73 We ran the simulation for 40 ns to equilibrate the system of 
lipid bilayer and protein. This long equilibration makes sure that the protein is firmly placed in the 
membrane without any membrane leakage. Using the equilibrated lipid-protein system, ssDNA was placed 
at the mouth of the MscL nanopore with the ssDNA axis (z-direction) aligned along the protein axis (Figure 
6.1b).  Then, ssDNA (one at a time), MscL and lipid bilayer are submersed in water and salt ionic solution. 
The ionic concentration of NaCl is 0.5 M. We used polydA(60), polydC(60), polydT(60) and polydG(60) 
to create 4 simulation boxes (Figure 6.1b) differing only in ssDNA type. We used the CHARMM27 force 
field165 parameters for the protein, nucleic acid (DNA), TIP3P water molecules and ions. SHAKE algorithm 
was used to maintain the rigidity of the water molecules. Periodic boundary condition was applied in all the 
three directions. The cut off distance for the LJ interactions was 15 Å. The long-range electrostatic 
interactions were computed by using the Particle-Mesh-Ewald (PME) method. The time step is selected to 
be 1 fs. For each simulation, energy minimization was performed for 100,000 steps. System was then 
equilibrated for 5 ns with NPT ensemble at 1 atm pressure and 300 K temperature. NPT simulation ensures 
that the water concentration is equal to the bulk value of 1 g/cm3.  The simulation was then performed in 
NVT ensemble. Temperature was maintained at 300 K by applying the Nosè-Hoover thermostat with a time 
constant of 0.1 ps. Before applying the electric field, equilibration for 2 ns was performed in NVT. 
Production simulations were performed by applying an external electric field in the z-direction. The external 
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electric fields are reported in terms of a transmembrane voltage difference V = ELz, where E is the electric 
field strength and Lz is the length of the simulation system in the z-direction.148 For computational 
efficiency, we used steered molecular dynamics (SMD) to pull DNA with a very slow velocity of 0.00001 
Å/fs. The steering forces were applied to all the atoms (both charged and uncharged) of the first base 
entering the pore. We monitored the time-dependent ionic current, I(t), in the pore. We computed the ionic 
current through the nanopore by using the definition of current, I=dq/dt, as
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 , where the sum is for all the ions, δt  is chosen to be 5 ps, and zi and qi 
are the z-coordinate, charge of ion i, and n is the total number of ions, respectively. The ionic current data 
is averaged for each base, and the average current per base was reported.  
To characterize the tension in the protein due to nucleotide translocation, the interaction forces between 
MscL helices and DNA bases were calculated. Subunits of MscL containing M1, M2 and S1 helices are 
shown in different colors in Figure 6.1c. Since MscL has five identical subunits, pair interaction calculations 
were carried out separately for each subunit. Both Coulombic and VdW (Van der Waals) forces by DNA 
bases on the inner transmembrane helix (M1) and the S1 helix (Figure 6.1c) were computed every pico 
second and then averaged over the entire DNA translocation time for each subunit of MscL. Only the inner 
M1 and S1 helices which create the constriction regions (Figure 6.1c) inside MscL were considered and the 
outer helices (M2) were ignored. The radial components of the calculated forces directed away from the 
center of the protein channel were then spatially averaged over all the five identical subunits of MscL to 
obtain an average force per subunit corresponding to each DNA base type. The nature of these forces is 
tensile and, therefore, the induced tension in MscL is transferred to the membrane since its segments are 
radially pushed outward by ssDNA. We refer to these interaction forces between ssDNA and protein lining 
residues as tension. It’s notable that the origin of this tension is different from the tension defined as the 
membrane tension which causes MscL to gate. 
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       6.3 Results and Discussion 
We found 4 different tension signals for bases A, C, G and T which can be used for detecting and 
discriminating between nucleotides (Figure 6.1d). We observed that the maximum induced force is from 
base T, and the order of the induced forces is T>G>C>A. The force between ssDNA and MscL is from 
VdW and electrostatic interactions. Prior work has shown that a 70 pN force can open the MscL protein 
channel, therefore, the range of 20-120 pN forces induced from translocation of different bases should be 
adequate for the discrimination of bases.155,160 Also, using magnetic tweezers, it’s possible to measure forces 
as small as 50 fN,166 therefore, forces of 20 pN magnitude should be measurable. These forces on the wall 
of the protein channel have a local effect on the lipid bilayer. The effect of the forces and tension is 
maximum on the lipids in the vicinity of MscL, therefore, the force measurements need to be done on the 
lipids, close to the protein. To understand why base T induces a maximum force, we investigated the 
structure and interaction parameters of each base. Base T has two protruding oxygen atoms and this is the 
maximum number among all the bases (more information about the structure of bases and their interaction 
strength can be found in Appendix E). Oxygen plays a significant role in both VdW and electrostatic forces 
between MscL lumen lining residues and nucleotides.  The Lennard-Jones (LJ) energy interaction 
parameter of the oxygen atom is higher (ɛO=0.210) compared to all the other atoms (ɛH=0.05, ɛC=0.1, 
ɛN=0.17)167 of the base. Base A has only hydrogen terminations (no oxygen), therefore, it has the lowest 
interactive forces among all the bases (Figure 6.1d). Comparing the termination structure of bases G and C 
reveals the existence of two nitrogens and one oxygen for base G, and only one nitrogen and oxygen for 
base C . The extra nitrogen in base G compared to base C gives rise to the higher interaction forces between 
MscL and base G and this fact explains the interaction forces order (G>C).  
Unlike other biological pores (MspA or αHL) and solid-state nanopores which are normally-open, MscL 
has a flexible pore as it opens according to the size of the base, i.e., in our simulations, initially, MscL opens 
with evolving pore radii during the translocation of the first 5-10 bases. In the calculation of forces, we 
ignored the force data from the initial entry of ssDNA (for all PolydA, PolydC, PolydG and PolydT) into 
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MscL because these forces are not in equilibrium and the pore exhibits transient dynamics. In Figure 6.2a, 
we show three states of the pore representing the pore opening and expansion. State 1, state 2 and state 3 
refer to closed, transient opening (while the first bases of PolydA are about to exit the cytoplasmic segment 
of MscL) and fully-opened by polydA states, respectively. Interestingly, MscL pore has an elliptical shape 
when it is fully open (Figure 6.2a). It is notable that in normal operation of MscL, in both intermediate and 
open states, MscL pore is circular and symmetrical. 
We computed the average ionic current for each base (averaged during the translocation of each polydna 
with 60 bases) and found the current to decrease in the order, C>A>G>T. The ionic currents of bases C and 
A are close to each other and higher compared to bases G and T. Most of the ions that passed through the 
pore are cations which are dragged by the negatively charged backbone of the DNA during the translocation 
of all the 60 bases. Very small number of ions are trapped between the bases and dragged down the pore. 
Water molecules are observed in the pore all around the DNA. To illustrate the effect of pore elasticity of 
MscL on the quality of the acquired ionic current signal, we compared the ionic current signals for both 
MscL and MspA nanopores (Appendix E).  According to the literature, MspA has been found to be the best 
biological pore, reported so far, for DNA detection.15,66,145,168 The maximum and minimum current 
difference, ΔI, is 113.1 pA and 189.2 pA for MspA and MscL, respectively (Appendix E). Higher ΔI for 
MscL compared to MspA shows a better detection signal for MscL. We also investigated the noise by 
computing the signal to noise ratio, SNR, for both MscL and MspA pores. SNR is 6.13 (with Inoise,RMS=30.99 
pA) and 4.21 (with Inoise,RMS=26.84 pA) for MscL and MspA, respectively (Appendix E). To compare the 
noise for static and moving ssDNA, we performed simulation of moving ssDNA by applying bias (500 mv) 
and static ssDNA when ssDNA is inside MscL and the applied bias is zero. We used the same method of 
noise calculation that we used in SNR computation (Appendix E). The ratio of noise generated in static 
ssDNA case (I noise, RMS: Static) and noise generated in moving ssDNA case (I noise, RMS:Moving) , is I noise, RMS:Static 
/ I noise, RMS:Moving =0.985 which means the noise is very similar in both cases. The signal becomes strong (or 
the SNR is improved) when a strong bias (no SMD) is applied leading to a high DNA passage rate. 
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Therefore, DNA translocation rate is indirectly related to the strength of the signal and consequently the 
signal to noise ratio.  
The fluctuations in current are dependent on the slit diameter, slit length and the charged lining residues of 
the slit. In MscL, the diameter of the pore is flexible and adaptive to the ssDNA nucleotide type. We believe 
this flexibility, and perhaps selectivity reduces the noise level, as noted in the SNR comparison of MspA 
and MscL. The distinctive ionic current features in MscL can be attributed to two fundamental differences 
between the operation of MscL and other biological nanopores. First, in MscL, the pore is initially closed 
and it opens due to the electric field-mediated translocation of ssDNA, unlike in other nanopores where a 
fixed pore diameter is employed. Second, unlike MspA, Alpha-Hemolysin, Si3N4, graphene and MoS2, 
MscL has two constriction regions which open during ssDNA translocation (see Figure 6.1c). Bases C and 
A have larger ionic currents (Figure 6.2b), revealing the fact that these bases are capable of transporting 
ions through the constriction regions with higher rates. To understand how the MscL pore opens during the 
translocation of bases, we time-averaged the pore radius during ssDNA translocation (Figure 6.3a). Base A 
creates the largest pore diameter and base T creates the smallest pore diameter in constriction 1, constriction 
2 and open regions of the MscL channel. (Figure 6.3a). The minimum ionic current is for base T (Figure 
6.2b) and this is consistent with the minimum opening of the pore induced by base T in all the segments of 
MscL (Figure 6.3a). The order of pore radii opened by ssDNA in constriction regions 1, 2 and open region 
is A>G>C>T. Bases A and G (purines) have an additional ring compared to bases C and T (pyrimidines) 
which gives rise to larger base area of purines   and the consequent larger pore radii in MscL compared to 
pyrimidines (Appendix E). 
The normal activation of MscL by tension in the lipid bilayer has two open states – intermediate and fully-
open. In the closed state, the S1 segments form a bundle, and the crosslinking of S1 segments prevents the 
opening of the channel (Figure 6.1c). When a tension is applied to the membrane, the transmembrane barrel-
like structure expands and stretches apart the S1-M1 region allowing the channel to open (Figure 6.1c). The 
transition from the closed to the intermediate state includes small movements of the M1 helix. Further 
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transitions to the open states are characterized by large movements in both M1 and M2. The gating pathway 
for ssDNA translocation through MscL is, however, different. We compared the conformational changes 
occurring in the pore lumen due to ssDNA translocation with the normal operation of MscL (Figure 6.3b). 
The average pore radius for the 3 stable structures of MscL and ssDNA-opened MscL are shown in Figure 
6.3b. The minimum pore radii are 0.0 Å, 2.1 Å and 12.5 Å for the closed, intermediate and open states, 
respectively (Figure 6.3b). For the ssDNA translocation case, MscL radius is between closed and 
intermediate states (Figure 6.3b). It can be inferred from the radius of ssDNA–opened MscL that this state 
of MscL is not stable; tending to relax to closed state. Another striking difference between ssDNA-opened 
and normally-opened MscL is the mechanism of gating. In the normal operation of MscL, transmembrane 
helices M1 (Figure 6.1c) rotate and tilt such that they become more aligned with the plane of the membrane 
and M2 helices also tilt but to a much lower degree155,160  resulting in a shortened length of MscL (Figure 
6.3b). In the ssDNA-opened MscL, the initially closed-state length of MscL does not change and all M1, 
M2 and S1 segments expand radially (Figure 6.3b). 
An important challenge of DNA sequencing through a nanopore is to decrease the high speed of 
translocation.  If the translocation speed can be reduced to about one base per millisecond, then single-base 
detection can be more easily performed in experiments. It has been shown that translocation speeds can be 
reduced by increasing the solvent viscosity or decreasing the temperature,15 but these methods could not 
reduce the translocation speed to a desired level.15 To reduce the translocation speed, an initially-closed, 
and a translocation-induced elastic opening of the pore could be a potential solution. In this regard, MscL 
has the potential to significantly reduce the translocation speed. We compared the translocation speed of 
ssDNA through MscL and MspA169 (Figure 6.4). MspA is an octameric protein with a pore suitable for 
DNA sequencing169,170 (Figure 6.4a). We simulated DNA translocation keeping all conditions identical and 
only differing in the type of the protein.  Two biases of 500 mV and 1.0 V were applied to both simulation 
cases to compare their speed of translocation. Translocation speed of ssDNA in MscL is 11-17 times slower 
than in MspA (Figure 6.4b and 6.4c). For the bias of 500 mV, the speed of translocation is 0.129 Å/ns and 
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2.24 Å/ns for MscL and MspA, respectively (17.36 times slower in MscL than in MspA). The reduction in 
speed can be attributed to two fundamental differences between these pores: 1. The comparison between 
MscL and MspA protein structures reveals the existence of multiple constrictions in MscL with near zero 
diameters where as in MspA, only one constriction region with a 1.2 nm diameter is present (Figure 6.4a). 
These structural differences help reducing the speed of translocation in MscL to a large extent. 2. MspA 
has an open pore structure and remains roughly intact during translocation, whereas MscL opens to an 
extent just enough to accommodate the ssDNA bases. Since ssDNA-opened MscL does not reach an 
intermediate stable state, it tends to close during DNA translocation, which results in exerting force on 
ssDNA and reducing the speed. Based on the interaction force calculations, LYS 31, GLU 9, ARG 13 and 
ASP 18 residues in MscL have the highest interaction forces with ssDNA, giving rise to slower translocation 
of ssDNA. Interestingly, all these residues are located in constriction regions 1 and 2. It is notable that the 
S domain plays a critical role in the creation of highly constricted regions in MscL. The highly constricted 
regions in MscL give rise to the selectivity of the passage of ions for each nucleotide which increases the 
SNR. Also, the highly constricted regions created by S1 domain have a significant effect on reducing the 
DNA translocation speed. 
       6.4 Conclusion 
We have shown that a mechanical signature, namely tension in the membrane, can be effective for DNA 
detection through a mechano-sensitive channel of large conductance, MscL. Four distinct force signals were 
detected for bases with forces decreasing in the order T> G> C>A. An initially-closed MscL opens to 
ssDNA due to electric-field mediated translocation and the pore geometry adapts to the size of each base. 
Ionic current signal is also distinct for each base, making MscL pore amenable for detecting bases with two 
parallel signals, namely, membrane tension and ionic current. We found a completely different gating 
mechanism of MscL during ssDNA translocation compared to its normal operation. The translocation speed 
of DNA in MscL is roughly one order of magnitude slower compared to that in MspA. 
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       6.5 Figures 
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Figure 6.1 a) Cartoon representation of the system (MscL, ssDNA, ions) demonstrating two parallel 
signals: tension and ionic current. b) Visualization of the simulation setup comprising ssDNA, MscL 
protein, lipid bilayer and water. c) Left: Top view of MscL. Middle: side view of MscL with the designation 
of M1 and S1 helices. Right: Pore architecture of MscL, cut in the middle and the location of the two 
constriction regions of MscL. d) Force (averaged) induced in the membrane due to the presence of each 
base in MscL.  
  
d 
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Figure 6.2 a) Three representative states of the MscL pore and the extent to which it opens, state1: initially-
closed state prior to the ssDNA entry, state 2: the first base of ssDNA entered the pore and is about to exit 
the cytoplasmic segment of the pore (the pore opens partially), state 3: ssDNA with 60 bases (here, polydA) 
translocated and pore has an elliptical shape. b) Average ionic current for different nucleotide types. 
State 1 State 2 State 3 
a 
b 
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Figure 6.3 a) Average pore radius of MscL during translocation of Poly(dA)60, Poly(dC)60, Poly(dG)60 and 
Poly(dT)60. b) Pore radius for 3 stable states of MscL (closed, intermediate and expanded) and its 
comparison with the pore radius for translocation of Poly(dA)60. 
 
a 
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Figure 6.4 a) Cross-Sections of MspA and MscL pores and their structural differences. b) DNA center of 
mass (COM) translocation history through MspA and MscL for a bias=500 mV. c) DNA center of mass 
(COM) translocation history through MspA and MscL for a bias=1Volt. 
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CHAPTER 7: Conclusion 
 
In conclusion, we studied the transport of water molecules, ions, and DNA molecules across different 
nanopore membranes with application to water desalination, power generation and biosensing. Using 
extensive atomistic simulations, we explored the possibilities of using MoS2 and MscL as a candidates for 
water desalination and DNA sequencing, respectively. In addition, the classical theories for hydrodynamic 
flow in circular pores were corrected to account for the microscopic physics and chemistry of carbon-based 
nanopores at the water-pore interface. We also investigated the structural and dynamical properties of 
aqueous ions in ultrathin nanopores (single-layer graphene) as compared to thick nanopores (CNTs). 
In the second chapter, we showed that MoS2 membranes are promising for water purification and salt 
rejection. MoS2 nanopores strongly reject ions allowing less than 12% of the ions (depending on pore areas) 
to pass through the porous membranes. The water permeation rates associated with these MoS2 porous 
membranes are found to be 2 to 5 orders of magnitude greater than that of currently used membrane 
materials. The fish-bone, hourglass architecture of the pores enhances water permeation to a large extent 
compared to its other counterparts.  In the third chapter, we corrected the HP model by studying the variation 
of hydrodynamical properties (friction coefficient, viscosity and slip length) with the thickness and 
diameter. Significant variations are observed as the thickness approaches the infinitesimal thickness of the 
single-layer graphene nanopore. Flow in long CNTs is enhanced by the smooth and frictionless nature of 
the tube surface where a high slippage occurs. As the thickness reduces, flow rates are dominated by high 
interfacial friction and viscosity at the pore end regions. Permeation coefficients from the corrected Hagen-
Poiseuille model, based on the friction and viscosity relations, successfully predict the values from 
experiments and molecular dynamics simulations. In the fourth chapter, we showed that the pore slippage, 
which is not accounted for in the original Sampson’s theory, plays an important role. The original Sampson 
theory is revisited and corrected for the slippage and the variation of viscosity at the membrane interface. 
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We introduced a new set of formulas for the slip and viscosity-corrected Sampson’s theory which results 
in good agreement with data from MD and NS simulations as well as experiments. The ratio of slip length 
to radius of the pore is the key parameter in explaining the flow in ultrathin nanopores.  
In the fifth chapter, the structural and dynamical properties of aqueous ions in ultrathin nanopores were 
shown to differ from the predicted properties by the classical theories. Formation of the ionic structures at 
the nanopore interfaces begins to have an unstable and dynamic behavior as the thickness of nanopore 
reduces to that of a single-layer graphene nanopore. Unlike the EDL in thick CNTs where diffuse and Stern 
layers similar to that of the Gouy-Chapman-Stern model are observed, in the ultrathin nanopores, no Stern 
layer is present and a weak (lower than the bulk ion concentration) diffuse layer is only present for highly 
charged nanopores. The critical ratio of surface area to solution volume is reached only for single-layer 
graphene nanopores for which ultra-fast residence times of counter-ions is observed.   
In the sixth chapter, we showed that a mechanical tension can be used for DNA detection through a 
mechano-sensitive channel of large conductance, MscL. Four distinct force signals were detected for bases 
with forces decreasing in the order T> G> C>A. An initially-closed MscL opens to ssDNA due to electric-
field mediated translocation and the pore geometry adapts to the size of each base. Ionic current signal is 
also distinct for each base, making MscL pore amenable for detecting bases with two parallel signals, 
namely, membrane tension and ionic current. We found a completely different gating mechanism of MscL 
during ssDNA translocation compared to its normal operation. The translocation speed of DNA in MscL is 
roughly one order of magnitude slower compared to that in MspA. 
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       A.1 Figures 
 
 
 
 
 
 
 
 
 
 
Figure A.1 Energy Barriers. (a) Average force on a water molecule computed along the pore axis for 
the Mixed, Mo-only, S-only and graphene membranes with similar pore areas. (b) Potential of mean force 
computed along the pore axis for the Mixed, Mo-only, S-only and graphene membranes with similar pore 
areas. To calculate the energy barrier experienced by a water molecule when moving across a pore, the 
simulation box is first divided into bins of equal length along the axis of the pore (z). Next, in each bin, the 
force on each water molecule is averaged over both the simulation time and all the water molecules of the 
bin when the system is in equilibrium (no external pressure). Using the resulting average force (F) along 
the pore axis (z) (Figure A.1a), the energy required to move a water molecule from a reference point (zo) in 
the bulk water to any other point (z) can be obtained by
0
( )
z
z
F z dz .  
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Figure A.2 Velocities. Axial velocity profile of water molecules in the radial direction at the location of 
S and Mo atom layers where S atoms are replaced by Mo atoms (all Mo atoms). (a) For the Mo-only 
nanopore of Figure 2.4a. (b) For the S-only nanopore of Figure 2.4b. As discussed, the higher flux observed 
in the Mo-only pores is a result of the nozzle-like structure of the pore compared to the S-only pores. To 
further confirm the importance of the pore geometry in achieving the higher water velocities, the role of the 
atom type (Mo or S) is excluded by replacing all S atoms by Mo atoms (leading to a fictitious three-layer 
molybdenum membrane). The axial velocities of water in the radial direction at the location of each atom 
layer (the middle layer of Mo, and outer layers of Mo (S layers in real MoS2)) are plotted in Figure A.2a 
and Figure A.2b for both Mo-only and S-only pore structures, respectively. Comparing these velocity 
profiles with those of the real MoS2, in Figure 2.4, we notice that the general shape of the velocity profiles 
are identical meaning that the water flux is enhanced due to the nozzle-like geometry (hourglass shape) of 
the Mo-only pore and remains almost independent of the atom types. 
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Figure A.3 Other Transition Metal Dichalcogenide Membranes. Water permeation across a Mo-only 
geometry pore at 250 MPa for (a) MoX2 by varying  of X (b) MoX2 by varying  of X c| MoX2 by varying 
both  and  of X (d) YS2 by varying  of Y. The molecular dynamics forcefield parameters are not available 
for the other transition metal dichalcogenide materials (TMD). Therefore, we swept over the Lennard-Jones 
parameters (, ) of MoS2 to investigate the potential performance of other TMD materials. Two different 
types of materials (MoX2 and YS2) were considered. For the MoX2, only the parameters of the chalcogen 
atom (X) were varied to resemble the possible properties of membranes like MoSe2 and MoTe2. The Mo-
only pore geometry was used and a pressure of 250 MPa was applied. As shown in part a, b and c, the water 
permeation rate does not change significantly with varying  and  of X. Since atomic size of sulfur is 
smaller than those of the other chalcogen atoms (Se, Te, etc.), only higher values of   were considered. 
For the other type, YS2, the  of the transition metal (Y) atom was varied to study the efficiency of YS2 
membranes. We did not change , since the pore area changes for Mo-only pore geometry. As shown in 
b 
d c 
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Figure A.3 (cont.) Figure A.3d, changing the parameter of Y effects the permeation rate of water which 
decreases with increasing . The ion rejection percentages of MoX2 and YS2 do not change significantly 
and lie within 3% of ion rejection of MoS2 (92%). Based on the analysis, we conclude that the transition 
metal atom plays a more important role than the chalcogen atom when it comes to choosing the best TMD 
material for desalination. 
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Figure A.4 Calculation of pore area. (a) Terminating atoms of a pore represented by their size. (b) 
Extruded area of the pore. The pore area, which is accessible to water molecules, is computed by 
considering the size of the atoms on the edge of each pore. First, the coordinates of all terminating atoms’ 
centers as well as the van der Waals radii of sulfur and molybdenum are input into the SolidWorks program. 
Then the accessible area is extruded through the atoms and the pore area is calculated. 
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       A.2 Table  
Table A.1 The Lennard-Jones parameters employed in the simulations are tabulated below. 
Interaction 𝜎  [Å] 𝜖  [kcal mol−1] 
C-C95 3.3900 0.0692 
Mo-Mo171 4.2000 0.0135 
S-S171 3.1300 0.4612 
O-O95 3.1656 0.1554 
H-H95 0.0000 0.0000 
Na-Na137 2.1600 0.3526 
Cl-Cl137 4.8305 0.0128 
C-O68 3.4360 0.0850 
C-H68 2.6900 0.0383 
Rest Obtained by Lorentz-Berthelot rules. 
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Appendix B: Supplementary Information for Chapter 3 
 
       B.1 Green-Kubo Auto Correlation Functions 
The cumulative integrals of the auto correlation functions for viscosity and friction coefficient for the 
(10,10) CNTs with different thicknesses as well as the monolayer graphene nanopore of similar diameter 
are shown in Figure B.1.  
 
 
 
 
 
 
 
 
 
Figure B.1 Cumulative integral of the Green-Kubo (GK) auto correlation functions for a) viscosity                                       
𝜇𝑎𝑏 =
𝑉
𝐾B𝑇
∫ ⟨𝑃𝑎𝑏 (0) ∙ 𝑃𝑎𝑏(𝑡)⟩ 𝑑𝑡
∞
0
  and  b) friction coefficient  =
1
𝐾B𝑇 𝐴
∫ ⟨𝐹(0) ∙ 𝐹(𝑡)⟩ 𝑑𝑡
∞
0
 as a function 
of time for the (10,10) CNTs and monolayer graphene with a similar pore diameter. Viscosity and friction 
coefficients are obtained by fitting a constant line to the plateaus between time t=40ps and t=70ps, and 
between t=10ps and t=20ps, respectively. 
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       B.2 Variation of Viscosity and Friction with Thickness and Radius 
The weighted average relations are used to estimate viscosity and friction for different thicknesses. As 
shown in Figure B.2, the variation of both viscosity and friction with thickness is well captured by the 
model.  
 
 
 
 
 
 
 
 
 
 
 
Figure B.2 Thickness variation of a) viscosity and b) friction coefficient predicted by the weighted average 
model (dashed blue line). The GK-EMD values (red symbols) are well described by the model. As thickness 
increases, the values converge to that of infinitely long CNTs. 
 
Variation of viscosity with diameter can be obtained from weighted average of viscosity in the interface, 
𝜇i, (with a layer of 𝑑i) and in the bulk region of the CNT. 𝑑𝑖=0.38 nm was used previously by Suk et al.
94 
to describe the thickness of the interfacial viscosity. As shown in Figure B.3, most of the variation takes 
place within ~0.4 nm of the surface which is consistent with 𝑑𝑖=0.38 nm. Using 𝜇𝑖
𝑒=9.5  10-4 Pa s and 
𝜇𝑖
∞=3.2  10-4 Pa s through fitting (it should be noted that viscosity also varies along the length of CNT 
which results in different μi values for the end region and the middle section of the CNT), the variation of 
viscosity with radius is given by 
𝜇∞(𝑟)  =
7.5 ×10−5
𝑟2
−
4×10−4
𝑟
+ 𝜇bulk     (Pa s) 
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𝜇𝑒(𝑟)  = −
1.4×10−5
𝑟2
+
7.6×10−5
𝑟
+ 𝜇bulk     (Pa s) 
 
Variation of ∞(𝑟)  and 𝑒 with radius can be obtained by applying the power law to the data as follows: 
 
∞(𝑟) = −6.3 × 103 𝑟−0.6 + flat    (N s m
-3) 
and 
𝑒(𝑟) = 5.9 × 104 𝑟−3.5 + slit   (N s m
-3) 
Note that r, in the equations above, is in nm. The relations given above are used for viscosity and friction 
to predict the values obtained from Green-Kubo calculations. As shown in Figure B.4, the variation of both 
viscosity and friction with diameter is well captured by the model for all the thicknesses considered. 
 
 
 
 
 
 
 
 
Figure B.3 Viscosity as a function of distance from the center of the pore for an infinitely long (26,26) 
CNT 
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Figure B.4 a) Viscosity and b) friction coefficient for finite-length CNTs are plotted as a function of 
diameter for all the thicknesses considered. The symbols represent the data from Green-Kubo calculations 
and the curves are the prediction from the model which describes both viscosity and friction variation with 
diameter and thickness. 
 
To provide more insight into the underlying physics, we plotted the force autocorrelation function (FACF) 
for different CNT diameters in Figure B.5. As shown in B.5a, the magnitude of FACF at t=0 (⟨F(0)2⟩, 
which is the variance of the force between CNT and water molecules), is the smallest for the (6,6) CNT 
consistent with the explanation by Falk et al.81 In addition, the relaxation time of FACF for the (6,6) CNT 
is small (featureless exponential type decay with weak memory), which leads to a smaller friction 
coefficient, compared to other CNTs (oscillatory type decay with strong memory). We plotted the 
contribution of area and integral of FACF to the friction coefficient normalized by that of (6,6) CNT in 
Figure B.5b. As shown, the contribution of integral of FACF is much smaller for the (6,6) CNTs due to 
smaller force amplitude and relaxation time.  
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Figure B.5 a) Force autocorrelation function (FACF) of 5nm long CNTs for different diameters. b) The 
contribution of the integral of FACF and the surface area to the friction coefficient (normalized by that of 
(6,6) CNT) are plotted as a function of diameter for 5nm long CNTs.  
 
The variation of viscosity and friction coefficient as a function of distance from the edge of the nanotube 
along the tube axis is shown in Figure B.6. Both viscosity and friction coefficient decrease with distance 
away from the edge. In the middle section of the nanotube, the values converge to that of an infinitely long 
CNT. Most of the variation takes place within 0.7 nm from the edge of the nanotube. 
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Figure B.6 Viscosity (left plots) and friction coefficient (right plots) as a function of distance from the edge 
of the nanotube for (10,10), (14,14) and (18,18) CNTs. All the CNTs are 10-nm long and the viscosity and 
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Figure B.6 (cont.) friction coefficient are shown for one half length of the CNT. Both viscosity and friction 
coefficient decrease with distance away from the nanopore edge. In the middle section of the nanotube, the 
values converge to that of an infinitely long CNT. The end region (with μe and a length of xe) and middle 
section of the CNT (with μ∞) are separated by the red dashed line for (10,10) CNT. 
 
       B.3 Variation of Water Density along the Length of CNTs 
Water density as a function of distance from the nanotube edge inside a (10,10) CNT is shown in Figure 
B.7. The density variation is significant in the end region (inside the nanotube) compared to the middle 
section of the nanotube. The higher density variation at the ends results in a higher viscosity. 
 
 
 
 
 
 
 
 
 
Figure B.7. Water density as a function of distance from the edge of (10,10) CNT. Higher density variation 
is observed inside the CNT at the end region. 
 
       B.4 Dagan and HP Theories with Empirically Corrected Pressure Drop 
Length 
Dagan’s equation is simply the HP equation with no slip condition and the hydrodynamic pressure drop 
length is corrected by accounting for the entrance/exit hydrodynamic resistance given by Sampson’s 
equation. The hydrodynamic pressure drop length (ℎ𝑙) in a monolayer graphene pore is shown to be a linear 
function of pore radius87 and is given by the empirical relationship, ℎ𝑙
GRA = 0.27𝑟 + 0.95 nm using MD 
simulations. In finite-length CNTs,  ℎ𝑙 can be taken to be the addition of the center-to-center thickness and 
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the monolayer graphene hydrodynamic pressure drop length. The general relation is then given by  ℎ𝑙 =
(0.27𝑟 + 0.95) + (ℎ − 𝜎𝑐−𝑐) nm. In Figure B.8, Dagan and HP theories with no slip condition result in 
identical permeation coefficients when the empirical relationship is used for the thickness (ℎ𝑙) in HP with 
no slip condition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.8. Figure 3.4  is replotted where the thickness is taken to be the Suk’s empirical relationship87 
(ℎ𝑙 = (0.27𝑟 + 0.95) + (ℎ − 𝜎𝑐−𝑐) nm) for HP and HP-sc. The permeation coefficients from Dagan’s 
theory almost collapse with those from HP theory with empirically corrected hydrodynamic pressure drop 
length. 
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       B.5 Contribution of the Correction of Viscosity, Friction and 
Hydrodynamic Pressure Drop Length to the CHP Model 
Accounting for the proper variation of viscosity, friction (or slip length) and hydrodynamic pressure drop 
length with length and diameter is necessary for a complete model to predict the NEMD permeation 
coefficients. In Figure B.9, the individual contribution of the correction of viscosity, friction and 
hydrodynamic pressure drop length is investigated by excluding their variation with length and diameter. 
Friction coefficient is the most considerable quantity affecting the permeation coefficient followed by the 
hydrodynamic pressure drop length. Viscosity, however, is only important for small diameter pores as it 
approaches bulk value for larger-diameter pores.    
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Figure B.9. Figure 3.4 is replotted with the individual contribution of the correction of viscosity, friction 
and hydrodynamic pressure drop length. Dashed black curve shows the CHP without viscosity correction, 
the dotted green curve represents the CHP without friction correction and the solid blue curve shows the 
CHP without correction to the hydrodynamic pressure drop length. Viscosity correction is important only 
for small diameter pores as it approaches the bulk value for larger-diameter pores.    
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Appendix C: Supplementary Information for Chapter 4 
 
       C.1 MD Simulation Methods 
MD simulations were performed using the LAMMPS package72. A typical simulation box consists of water 
molecules and a graphene sheet (see Figure C.1). A nanopore is drilled in graphene sheet with carbon 
center-to-center diameter of 0.83 nm, 1.10 nm, 1.36 nm, 1.90 nm, 2.44 nm, 3.53 nm and 7.42 nm. The 
Cartesian coordinate (1,2,3) is defined such that the 1-2 plane lies in the plane of graphene and the 3-axis 
lies on the z-axis in the cylindrical coordinates.  The graphene sheet lies in the 1-2 plane and the 3-axis is 
along the axis of the pore (in the Cartesian coordinates). The system dimensions vary from 3.75 nm to 16.3 
nm along 1 and 2 axes, and 6 nm to 12 nm along the 3-axis depending on the diameter. The dimensions 
along the 1 and 2 axes change with the radius of the pore to account for the porosity of the nanopore (the 
ratio of pore area to membrane area is <0.148). The simulations contain up to ~320,000 atoms. The SPC/E 
water model was used and the SHAKE algorithm was employed to maintain the rigidity of the water 
molecule. The carbon-water interactions were modeled by the force-field parameters given in Wu et al.68. 
The carbon-water Lennard-Jones (LJ) parameters were varied to generate different slip lengths. A summary 
of the MD simulations performed is provided in Table S1. Since the carbon atoms are fixed in space, the 
interactions between carbon atoms were turned off. The LJ cutoff distance was 1.2 nm. The long range 
electrostatic interactions were calculated by the Particle-Particle-Particle-Mesh (PPPM) method172. Periodic 
boundary conditions were applied in all the three directions. For each simulation, first the energy of the 
system was minimized for 10000 steps.  Next, the system was equilibrated using NPT ensemble for 1 ns at 
a pressure of 1 atm (both at the start and the end of the simulations with a damping time of 100fs) and a 
temperature of 300 K with a time-step of 1fs. With the graphene atoms held fixed in space, the NPT 
simulations (the three dimensions are controlled independently using the components of the stress tensor) 
allow the water to reach its equilibrium density (1 g/cm3). Then, an additional NVT simulation was 
performed for 2 ns to further equilibrate the system. Temperature was maintained at 300 K by using the 
Nosè-Hoover thermostat75,76 with a time constant of 0.1 ps. Finally, the non-equilibrium pressure-driven 
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simulations were carried out in NVT ensemble for 10 ns to calculate the volumetric flow rates and 
subsequently obtain the hydrodynamic resistance for the applied pressures. The external pressures were 
applied using the method used in ref59,115. External forces are applied on individual oxygen atoms of water 
within 1 nm of the end of the simulation box. The applied pressure drop is then obtained from 
fN
P
A
   
where f is the individual force on the oxygen atom, N is the number of oxygen atoms within the 1 nm 
slab region and A is the area of the cross section (or the graphene membrane). Different pressure drops of 
10MPa, 50MPa and 100MPa are applied and normalized by their corresponding volumetric flow rates to 
get the average hydrodynamic resistance (presented as the data points in Figure 4.3). Slip lengths (as shown 
in Figure 4.1a) are computed from MD simulations115 using 
slip
int erface
U


  , where slipU  is the slip velocity  
(which is directly obtained from the velocity profiles), and interface is the friction force (parallel to the axis 
of the pore) per unit pore area. The friction force is calculated between the water molecules and the wall 
atoms. 
 
 
 
 
 
 
Figure C.1 a) Simulation box for water across a single-layer graphene nanopore.  b) Membrane view of a 
nanopore with a diameter of 3.54 nm. Oxygen, hydrogen and carbon atoms are shown in red, white and 
cyan, respectively. 
a b 
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Table C.1  Summary of the MD simulations performed in this work. LJ parameter C-O (between carbon 
atom of graphene and oxygen atom of water) is varied for some of the simulations to generate different slip 
lengths.  In the force-field by Wu et al.68, C-O is 0.085 kcal/mol.  
 
# of simulations # of C atoms in each 
simulation 
x, y and z dimensions 
of simulation box 
(nm) 
a  (nm) 
C-O   (kcal/mol) 
2 8,563 3.75, 3.75 and 6 0.24 0.00001 and 0.0850 
2 8,553 3.75, 3.75 and 6 0.37 0.00001 and 0.0850 
2 8,541 3.75, 3.75 and 6 0.51 0.00001 and 0.0850 
1 30,508 5, 5 and 12 0.78 0.0850 
1 30,447 5, 5 and 12 1.05 0.0850 
1 64,802 7.3, 7.3 and 12 1.56 0.0850 
11 323,577 16.3, 16.3 and 12 3.54 0.001, 0.0850, 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 
 
 
       C.2 Fictitious Hydrophilic Material with a No-Slip Condition 
The interaction parameter between the oxygen atoms of water and carbon atoms of graphene ( C-O , LJ 
parameter) is increased from the value ( C-O =0.085 kcal/mol) given in the developed force-field by Wu et 
al.68 until the graphene surface becomes highly hydrophobic and results in a no-slip condition as shown in 
Figure 4.1b. The varied C-O  values for the 3.54 nm-radius pore (this is a large enough pore where the 
viscosity in the pore converges that of the bulk water) are provided in Table S1. The velocity profiles for 
an applied pressure of 50MPa are shown in Figure C.2. Note that increasing the interaction energy further 
leads to negative slip lengths which are avoided in this study. In Figure C2c, the density profile of water 
molecules as a function of the radial distance from the center of the pore are shown. The density profiles 
are very similar except for their peak (which increases with C-O ) for the different varied values of C-O . 
 93 
 
The volume bins in the simulations are circular shells inside the pore with a thickness of 0.34 nm (the 
thickness of the graphene membrane) in the 3-aixs (the axis of the pore), and a thickness of 0.2 nm in the 
radial direction. The velocity and density profiles are used to calculate the mass flow rates. Volumetric flow 
rates, Q , are then obtained by normalizing the mas flow rates by the bulk water density. Using the 
volumetric flow rates and the applied pressures, the hydrodynamic resistance values are obtained (
P
R
Q


). The hydrodynamic resistance is calculated to be 5.780.03  1022 Pa s/m3 and 4.210.04  1022 Pa s/m3, 
for the hydrophilic pore (with the no slippage) and real graphene pore, respectively (the errors are computed 
based on three different applied pressures of 10MPa, 50MPa and 100MPa). 
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Figure C.2 a) Axial velocity profile in the single-layer graphene nanopore ( a =3.54 nm) as a function of 
the radial distance from the center of the pore is plotted for an applied pressure 50 MPa using the Wu et 
al.68 force-field (real graphene) and other fictitious force-fields (by varying C-O ) until a no-slip condition 
achieved ( C-O =0.9 kcal/mol)  b) A zoomed-in part of velocity profile in (a) is presented to clearly show 
the slippage (in the form of slip velocity) for the real graphene and fictitious hydrophilic pores . c) Density 
profile in the single-layer graphene nanopore (for the same systems in (a) and (b)) as a function of the radial 
distance from the center of the pore is plotted using different force-fields (for the same systems in (a) and 
(b)). 
 
a b 
c 
0 5 10 15 20 25 30 35 40
0
10
20
30
40
50
60
70
V
e
lo
c
it
y
 (
m
/s
)
Distance from the center of the pore (Å)
 
C-O
=0.085 kcal/mol 
 Wu et al. (real graphene)
 
C-O
=0.9 kcal/mol
Hydrophilic pore (no slip) 
 
C-O
=0.001 kcal/mol
 
C-O
=0.1 kcal/mol
 
C-O
=0.2 kcal/mol
 
C-O
=0.3 kcal/mol
 
C-O
=0.4 kcal/mol
 
C-O
=0.5 kcal/mol
 
C-O
=0.6 kcal/mol
 
C-O
=0.7 kcal/mol
 
C-O
=0.8 kcal/mol
30.0 32.5 35.0 37.5 40.0
0
5
10
15
20
No slippage is obtained 
with C-O=0.9 kcal/mol. 
(hydrophilic fictitious pore) 
V
e
lo
c
it
y
 (
m
/s
)
Distance from the center of the pore (Å)
Finite slippage with
 C-O=0.085 kcal/mol, Wu et al. 
(real graphene) 
0 5 10 15 20 25 30 35 40
0
10
20
30
40
50
60
70
80
20 25 30 35 40
0
10
20
30
40
50
60
70
D
e
n
s
it
y
 (
M
)
Distance from the center of the pore (Å)
 
C-O
=0.085 kcal/mol 
 Wu et al. (real graphene)
 
C-O
=0.9 kcal/mol
Hydrophilic pore (no slip) 
 
C-O
=0.001 kcal/mol
 
C-O
=0.1 kcal/mol
 
C-O
=0.2 kcal/mol
 
C-O
=0.3 kcal/mol
 
C-O
=0.4 kcal/mol
 
C-O
=0.5 kcal/mol
 
C-O
=0.6 kcal/mol
 
C-O
=0.7 kcal/mol
 
C-O
=0.8 kcal/mol
 95 
 
       C.3 Continuum Simulations Methods 
We performed continuum simulations by numerically solving the steady state Navier-Stokes (NS) 
continuity and momentum equations ( 0 u  and 
2p 


    u u u ). 𝐮 is the velocity of the fluid, 
p is the pressure, ρ and ν are the density and the kinematic viscosity of the fluid. We solved the NS equations 
using OpenFOAM v4.1 (http://www.openfoam.com/) based on the finite volume method. The values of ρ 
and ν are set to the bulk values of water (1000 kg/m3 and 0.85 × 10−6 m2/s, respectively). We used a 2D 
domain as shown in Figure C.3 with an unstructured non-uniform mesh with a high resolution around the 
pore and the membrane walls. The meshing is carried out using Gmsh software173. The mesh convergence 
is tested by decreasing the mesh size until the change in the maximum velocity between two successive 
mesh resolutions is 2%. The steady state solution is reached when the residual error between two successive 
solutions for velocity and pressure is less than 10−6. The imposed boundary conditions are summarized in 
Figure C.3. The thickness of the pore is fixed to 2 nm in all simulations, except for the velocity profile in 
Figure C.4 in which we also used 0.34 nm. We used a higher than graphene thickness to ensure the velocity 
is developed inside the pore.  
We further obtained the hydrodynamic resistance from the NS continuum simulations for pores with h=2 
nm, a = 1 − 5 nm, and ΔPo = 20 − 100 MPa (see Table S2 for NS simulation details). The slip length,δ, 
is determined by extrapolating the velocity profiles. The obtained resistance values agree well with those 
of the slip-corrected Sampson theory (see Figure 4.3). Note that since the NS simulations have a uniform 
viscosity, the appropriate comparison should be made with the slip-corrected Sampson theory (not the 
viscosity-corrected theory with a two-viscosity model). The deviation between the resistance values of the 
NS continuum and the slip-corrected Sampson theory can be related to the following sources of error: 1) 
continuum simulations at scales of less than 10 nm requires cell size mesh of utmost less than 0.1 nm which 
produces larger numerical errors in the spatial discretization 2) we assumed a perfect slip condition at the 
side walls of the graphene membrane for all cases for simplicity whereas it is zero in the Sampson theory 
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and 3) the thickness of the membrane is 2 nm in the NS simulations whereas it is zero in the Sampson 
theory. 
 
 
 
 
 
 
 
 
Figure C.3 The 2D computational domain, mesh, and boundary conditions which are used in the NS 
continuum simulations. The pressure difference, Δ𝑃𝑜, and the pore radius, 𝑎, are varied in the simulations. 
The boundary conditions are indicated in different colors. Inside the pore, we considered three different slip 
conditions at the wall: no slip, partial slip and perfect slip. For the partial slip, we imposed a partial velocity, 
𝑈slip. The slip length, 𝛿, is then obtained by extrapolating the velocity profile. For simplicity (avoiding 
singularities in the simulations), we consider a perfect slip condition at the graphene membrane walls (blue 
boundaries) for all cases.  
 
 
 
 
 
 
 
 
 
 
 
 97 
 
Table C2. Summary of the NS continuum simulations for a pore with thickness of 2 nm to obtain the 
hydrodynamic resistance. Radii, slip lengths, pressure drops, volumetric flow rates and normalized 
hydrodynamic resistance are tabulated 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑎 (nm) 𝛿(nm) Δ𝑃𝑜 (MPa) 𝑄 (10
−15 m3/s) 𝑅/𝑅𝑆𝑎𝑚𝑠𝑝𝑜𝑛 
1 0.21 50 1.23 0.707 
1.1 0.001 70 1.16 1.050 
1.15 0.01 70 1.84 0.948 
1.25 0.32 50 2.01 0.433 
1.25 0.25 100 2.45 0.498 
1.5 1.13 50 5.02 0.173 
1.5 0.90 50 4.36 0.199 
1.5 0.69 50 3.70 0.690 
1.5 0.50 50 3.05 0.286 
2 0.28 50 1.14 0.765 
2 0.20 50 1.07 0.814 
2 0.33 50 1.21 0.721 
2 0.41 50 1.28 0.682 
2 0.50 50 1.34 0.647 
5 4.50 20 17.14 0.021 
5 10 20 9.16 0.038 
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       C.4 Comparison of Velocity Field from MD and NS Continuum 
Simulations with the Velocity Profiles Obtained from the Corrected Sampson 
Theory 
We have drawn a schematic of the velocity profiles inside and outside the orifice based on the corrected 
Sampson theory in Figure C.4. Similar to the original Sampson theory, the velocity is set to zero right at 
the boundaries of the orifice wall inside and outside the pore. Inside the pore, the velocity is only nonzero 
a distance d away from the orifice boundary based on our proposed stream function in equation (4.6). 
Outside the pore, d corresponds to x b (in the oblate spheroidal coordinates) where the velocity is set 
to zero for 0 x b   based on the proposed stream function (equation (4.6)). As shown, this treatment of 
the velocity field results in a smooth change in the velocity direction along a streamline. As explained in 
equation (4.7), (4.8) and (4.9), the velocity jump (slip velocity) at a distance d away from the orifice 
boundary (or when r a , water assessable radius) is used to obtain its corresponding slip length as a 
function of d and a (equation (4.9)). As shown in Figure C.4, the treatment used in the corrected Sampson 
theory results in consistent velocity fields between the corrected theory and the MD-NS simulations. In 
graphene nanopores, the diameter is larger than its finite thickness (~0.34 nm) and therefore the flow will 
not be fully developed to produce a plug-like flow even in the case of perfect slip condition for the NS 
simulations. To show the velocity profile of different pore thickness and the velocity field of different 
boundary conditions (no slip, partial slip, and perfect slip), we performed simulations the steady state NS 
simulations. Our continuum simulations show that the velocity profile across the nanopore is not a plug-
like profile at thickness of 0.34 nm using the perfect slip condition, however, as we increase the thickness 
to 2 nm the velocity profile flattens and approaches the plug-like profile at the same boundary condition 
(see Figure C.4c). The velocity field profiles for the no-slip, partial slip, and perfect slip conditions for the 
2 nm thickness pore are shown in Figure C.4d-f. In both MD simulations and NS simulations (with a partial 
slip length), near the graphene surface (inside and outside the pore), the velocity almost vanishes similar to 
the velocity field in the corrected Sampson theory. The velocity jump (also shown in Fig 4.1b) inside the 
pore resembles the velocity jump ( r a , water assessable radius) modeled in the corrected Sampson. 
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Figure C.4 a. The schematic of the velocity profiles (red) inside and outside the orifice pore in the corrected 
Sampson formulation are shown. Inside the orifice, based on the stream function in equation (4.6), the 
velocity is only nonzero a distance d away from boundary of the orifice (blue). d corresponds to x b
outside the orifice. b. The velocity vector field (red arrows) is obtained in the MD simulation for a pressure 
a 
b 
c d 
e f e 
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Figure C.4 (cont.) drop of 50MPa. Near the graphene surface (inside and outside the pore), the velocity 
almost vanishes similar to the velocity field in the corrected Sampson theory (a). The velocity jump (also 
shown in Figure 4.1b) inside the pore resembles the velocity jump ( r a , water assessable radius) 
modeled in the corrected Sampson. Velocity profile and velocity fields: c-f. obtained by NS model for pores 
with 1.2a  nm, and pressure difference of 50 MP, c. Velocity profile, u , normalized by the maximum 
velocity, maxu , as a function of the radial distance normalized by the pore diameter for thicknesses of 2 
nm and 0.34 nm. d-f. Velocity field vectors of the pore with thickness of 2 nm for d) no-slip, e) partial slip 
(slip velocity of 5 m/s), and f) perfect slip conditions.  
 
       C.5 Viscosity Calculations 
Viscosity is obtained using the Green-Kubo formalisms91,92 𝜇𝑎𝑏 =
𝑉
𝐾𝐵𝑇
∫ ⟨𝑃𝑎𝑏 (0) ∙ 𝑃𝑎𝑏(𝑡)⟩ 𝑑𝑡
∞
0
 in 
equilibrium MD simulations. KB, T, V, and Pab(t) are the Boltzmann constant, temperature, volume of the 
interested region and stress tensor, respectively. ab are the components of the stress tensor, 𝑃𝑎𝑏 =
1
𝑉
(∑
𝑝𝑖𝑎𝑝𝑖𝑏
𝑚𝑖
+
1
2
∑ ∑ 𝑟𝑖𝑗𝑎𝐹𝑖𝑗𝑏
𝑁
𝑗≠𝑖
𝑁
𝑖
𝑁
𝑖 ) where i and  j are atom indices, N is the number of atoms within the 
interested region, pi is the momentum of atom i, mi is the mass of atom i, rij and Fij are the distance and force 
between the pair of atoms i and j, respectively. To find the thickness of the interfacial layer within which 
the water viscosity varies, a separate MD simulation is carried out (Figure C.5a; a flat graphene membrane 
(no pores) with water molecules (containing ~118,000 atoms with dimensions of 16.3nm along 1 and 2 
axes, and 3nm along the 3-axis)). In Figure C.5b, considering all the shear components of the stress tensor, 
the average viscosity 
12 13 23
ave
3
  

  
 
 
is calculated in different slabs (parallel to the graphene 
sheet) with a thickness of 0.3nm each (the black symbols).  As shown, most of the variation takes place 
within ~0.8nm of the graphene wall. Therefore, intL  is set to be 0.8nm and the average effective interfacial 
viscosity is calculated to be int 0.98 mPa.s within a slab with a thickness of 0.8nm (
30.8nm 16.3nm 16.3nm 212.56nmV     ). 
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Figure C.5 a) Simulation box for water viscosity calculation near a water-graphene interface. Oxygen, 
hydrogen and carbon atoms are shown in red, white and cyan, respectively. b) Viscosity as a function of 
the distance from the graphene surface is shown (black symbols). The bulk viscosity ( bulk =0.85 mPa.s) is 
indicated by the dashed red line. 
 
       C.6 Oblate Spheroidal Coordinates 
The differential operator in equation (4.4) is given by 
2 x t
t x t x
h h h
D
h h t h h t x h h x

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xh , th and h are the scale factors in the oblate spheroidal coordinates given by 
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       C.7 Comparison between Permeation Coefficients Predicted by the 
Corrected Sampson Theory and Measured Experiments 
the permeation coefficients (or the inverse of hydrodynamic resistance) predicted by the corrected Sampson 
theory agree well with the experimentally measured coefficients. In Figure C.6, the filled square symbols 
are the experimental data taken directly from the ref.30,34,103,174, the filled triangle symbols are the MD 
simulations data from other studies29,175 and the circle symbols are the predicted permeation coefficients 
from the corrected Sampson theory. Based on the pore radius, the slip length is estimated using the data in 
Figure 4.1a. Knowing the ratio of radius to slip length 
a


 
 
 
, the permeation coefficient is predicted 
using equation (4.13). 
 
 
 
 
 
 
 
 
 
 
Figure C.6 Comparison of the predicted permeation coefficients from the correct Sampson theory with the 
experimentally30,34,103,174 and computationally29,175 measured permeation coefficients. 
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       C.8 Nanotube Slip Length Estimation from Experimentally Measured 
Permeations 
Estimation of slip lengths from experimentally measured permeation coefficients (or hydrodynamic 
resistance) depends on the models used to describe the resistance at the ends as well as in the inside of the 
CNT. The total resistance, which is directly obtained from experiments85, can be written as the sum of the 
Sampson resistance and HP resistance,
 Entrance-exit CNT
HP
total 3 4 3
CNT
8
4
C h
R R R
a a a
 
 
   

. CNT  is the slip 
length inside the CNTs (not at the entrance/exit).  C  is the pre-factor in the Sampson formula ( C =3 in 
the original Sampson formula and 
 
3
2
3
2
1 2 3
1 1
3
1
C
 
 

 
        
       
 
 
 
 for the slip and viscosity-corrected 
Sampson formula developed here). In Figure C.7, the estimated slip length inside CNTs ( CNT ) is plotted 
as a function of different values of entrance/exit resistance (varying the pre-factor in Sampson formula) for 
one of the experimental data points in Secchi et al.85 ( totalR  12.96  1020 Pa s/m3 with a radius of 15 nm 
and h  700 nm). Sampson formula ( C =3) and the continuum fluid mechanics simulations in Secchi et 
al.85 (where C  3) result in large CNT slip lengths of 204 nm and 300 nm, respectively. However, the 
corrected Sampson formula, from which a value of C =1.8 is obtained (accessible radius of a 15-
0.17=14.83nm with a graphene (entrance/exit) slip length of ~1.5nm is assumed. Hydrodynamic resistance 
is about 60% of that of the original Sampson theory as 
1
9.88
a
 
  ), results in a smaller CNT slip length 
of 129.4 nm which is much closer to the slip lengths computed from the MD simulations. Therefore, we 
show when the entrance/exit resistance is estimated correctly, the experimentally measured total resistance 
values by Secchi et al.85 lead to consistent CNT slip lengths with that of MD simulations, and that the slip 
lengths (whether at the entrance/exit or in the middle of CNTs) calculated by MD simulations are accurate 
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by its very nature. This rules out the role of the possible electronic effects suggested by Secchi et al.85 and 
shows that the CNT slip lengths calculated from MD simulations are consistent with experiments.  
 
 
 
 
 
 
 
 
 
 
Figure C.7  Slip length in a 15 nm-radius CNT (with a length of 700 nm), estimated from the experimental 
total hydrodynamic resistance totalR  (or inverse of permeation coefficient) given in Secchi et al. 85, is 
plotted as a function of varying entrance/exit hydrodynamic resistance
Entrance-exit
R . The estimated CNT slip 
length varies significantly depending on the entrance/exit resistance obtained from different models. An 
accurate theory, therefore, is necessary to estimate the slip lengths inside CNTs (or any other nanotubes) 
from the experimentally measured permeation coefficients. 
 
       C.9 Estimation of Accessible Radius 
The water accessible radius  a   is the length within which the water density is nonzero. In Table S1, a  
is calculated based on the water density profiles (the non-zero region excluding the depletion region) from 
MD simulations. The accessible radius is especially important for small-radius pores. Ideally, however, one 
should be able to calculate the accessible radius without performing MD simulations.  The accessible radius 
can be systematically obtained by subtracting half of the LJ parameter 
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center-to-center radius. For the small-radius pores in Table S1, the accessible radii are almost identical to 
the calculated radii using LJ parameter (e.g., the calculated radii in the first four rows are 0.2365, 0.3725, 
0.508 and 0.775, respectively). As shown in Figure C.8, the recalculated data points (orange triangle 
symbols), based on the calculated accessible radius  
c-c
center-to-center
2
a a

  , are on top of the data points 
(black symbols) where the accessible radius is obtained along the distance within which the water density 
is zero. Therefore, subtracting 
c-c 0.17nm
2

 from center-to-center radius is a good measure of calculating 
the accessible radius in graphitic pores. 
 
 
 
 
 
 
 
 
 
 
 
Figure C.8 Figure 4.3  is replotted with MD simulation data (orange hollow triangles) where the accessible 
radius  a  is calculated by subtracting half of the LJ parameter  c-c 0.17nm
2
 
 
 
 from the center-to-
center radius 
c-c
center-to-center
2
a a
 
  
 
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Appendix D: Supplementary Information for Chapter 5 
 
       D.1 Simulation Boxes 
In Figure D.1, the simulation schematics for the 5.01 nm-diameter graphene pore and 5.34 nm-long (37,37) 
CNT are shown. Ions are presented as green and purple spheres, and carbon atoms are shown in grey. Water 
molecules are mapped into a light blue continuum medium for a clear presentation. 
       D.2 Water Concentration 
In Figure D.2, the water concentration is plotted as a function of the distance from the center of nanopores 
for the cases shown in Figure 5.2. In the thick nanopores (10.34nm-long CNTs), the water molecules are 
highly concentrated between the diffuse layer and Stern layer. In the low surface charge density CNT, the 
order of the nearest layers of molecules are water molecules and counter-ions (diffuse layer). In the high 
surface charge density CNT, the order is counter-ions (Stern layer), water molecules and co-ions/counter-
ions of the diffuse layer.  In the ultrathin graphene nanopores, the water molecules are the nearest molecules 
(highly concentrated) to the surface regardless of the strength of the surface charge density. 
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Figure D.1 a) Simulation box for the electrolyte solution across a single-layer graphene nanopore (side 
view). b) Membrane view of the graphene nanopore for a diameter of 5.01 nm. c) Simulation box for the 
electrolyte solution across a 5.34nm-long (37,37) CNT with a graphene sheet (with a pore similar to the 
size of the CNT) is drilled in each graphene sheet ) at the both ends of the tube. The chloride ion, potassium 
ion, graphene and water are shown in green, purple, grey and light blue, respectively.  
 
 
 
a 
b 
C 
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Figure D.2 Concentration of water as a function the distance from the center of a 10.34nm- (37,37) CNT 
and a similar diameter (5.01nm) graphene nanopore for a) low surface charge density of -0.06 C m-2 and b) 
high surface charge density of -0.6 C m-2.  
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Appendix E: Supplementary Information for Chapter 6 
 
       E.1 Molecular Structure of DNA Bases 
The molecular representations of DNA nucleotides (A, C, G and T) are illustrated in Figure E.1. The 
interaction of each nucleotide with the MscL pore depends on the structure and type of the atoms of each 
base. These interactions involve both VdW and Coulombic forces which are parameterized by the Lennard-
Jones parameters (σ and ɛ) and the partial charges on each atom (tabulated in Table E.1 and Table E.2). The 
Lennard-Jones interaction energy is highest for oxygen atoms (ɛO=0.210), therefore, bases containing these 
protruding oxygen atoms exhibit stronger VdW interactions with the atoms of the pore. As shown in Figure 
E.1, base T has two oxygen atoms while base A does not contain any oxygen atoms which are consistent 
with the interaction forces calculated in the main article.  The other Lennard-Jones parameter σ, which is 
representative of the size of an atom, plays an important role in the ionic current blockade.  
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Figure E.1 Representation of DNA bases with their atom types (white: hydrogen atoms, blue: nitrogen 
atoms, cyan: carbon atoms and red: oxygen atoms). a| Base A. b| Base C. c| Base G. d| Base T.  
 
  
a b 
d c 
 111 
 
Table E.1 Lennard-Jones parameters for atoms of bases. 
Atom σ (Å) ɛ (kcal/mol) 
O 2.96 0.210 
N 3.25 0.170 
C in C=O 3.75 0.105 
All C (not in C=O) 3.50 0.080 
H bonded to N 0.00 0.000 
H Bonded to C 2.50 0.050 
 
 
 
Table E.2 Partial charges on atoms of DNA bases. 
Base A atom  Charge 
(e) 
Base C atom  Charge 
(e) 
Base G atom  Charge 
(e) 
Base T atom  Charge 
(e) 
 N1 -0.6710 N1 -0.8420 N1 -0.6710 N1 -0.8680 
C2 0.3434 C2 0.9470 H1 0.4050 C2 1.0340 
H2 0.1610 O2 -0.6190 C2 0.9748 O2 -0.6040 
N3 -0.6360 N3 -0.721 N2 -0.9560 N3 -0.1850 
C4 0.6380 C4 0.6740 H21 0.3990 H3 0.4250 
C5 0.0860 N4 -0.9240 H22 0.4170 C4 0.8270 
 C6 0.6510 H41 0.3940 N3 -0.7200 O4 -0.5880 
N6 -0.7800 H42 0.4110 C4 0.6480 C5 -0.185 
H61 0.3280 C5 -0.3830 C5 -0.0290 C5M -0.1100 
H62 0.3370 H5 0.2160 C6 0.8300 H5 0.0700 
N7 -0.5877 C6 0.1950 O6 -0.5950 H52 0.0700 
C8 0.3510 H6 0.2400 N7 0.5090 H53 0.0700 
H8 0.1820  C8 0.2730 C6 0.1500 
N9 -0.7430 H8 0.2220 H6 0.2400 
 N9 -0.8240  
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       E.2 Ionic Current in MspA and MscL 
To understand the effect of pore elasticity on the ionic current signals we acquired in MscL, we compared 
the ionic current signals obtained from translocation of ssDNAs in MspA and MscL pores (Figure E.2). In 
the main text, we already computed the time averaged ionic current for 4 different nucleotides in MscL. 
Here, we simulated the translocation of 4 ssDNA (PolydA(60), PolydT(60), PolydG(60) and PolydC(60)) 
through MspA. The only difference between MscL and MspA simulations is the type of protein. For MspA, 
we used the crystallography data with the PDB code:1UUN. The snapshots of the initial simulation of 
PolydA through MspA and MscL are shown in Figure E.2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure E.2 Snapshots of simulation set up Left) MscL and Right) MspA. 
 
MscL 
MspA 
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The transmembrane bias of 0.5 V is applied in all cases. The average ionic current for bases A, C, G, and 
T through MspA and MscL are shown in Figure E.3. The level of currents for MspA is lower than the one 
in MscL. Also the order of currents for 4 bases is different in the two pores.  
 
 
 
 
 
 
 
 
 
Figure E.3. Averaged ionic current for Poly(dA)60, Poly(dC)60 , Poly(dT)60 and Poly(dG)60 for Left) MscL 
and Right) MspA 
 
The maximum and minimum current difference, ΔI, is 113.1 pA and 189.2 pA for MspA and MscL, 
respectively. The signal strength is higher for MscL compared to MspA. 
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       E.3 Signal to Noise (SNR) Calculation 
SNR is defined as66  
 
,noise RMS
I
SNR
I

    
where |∆I| is the absolute current change due to protein translocation and  Inoise,RMS is the root-mean-square 
current noise. It is noteworthy that Inoise,RMS equals the square root of the integral of the high-frequency 
current power spectral densities, which is defined as: 
 
1
2
,
0
BW
noise RMS II S df
 
  
 
   
 where BW is the bandwidth and SI is the power spectral density. The current power spectral density (SI) is 
defined as: 
 
0
( ) (0) cos( )IS I t I t dt

      
where I(t) is the instantaneous ionic current. 
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