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SIGNATURES, LIFTS, AND EIGENVALUES OF GRAPHS
SHIPING LIU, NORBERT PEYERIMHOFF, AND ALINA VDOVINA
Abstract. We study the spectra of cyclic signatures of finite graphs and the
corresponding cyclic lifts. Starting from a bipartite Ramanujan graph, we
prove the existence of an infinite tower of 3-cyclic lifts, each of which is again
Ramanujan.
1. Introduction
Constructing infinite families of (optimal) expander graphs is a very challenging
topic both in mathematics and computer science, which has received extensive
attentions, see e.g. [21]. Bilu and Linial [5] succeeded in constructing expander
graphs by taking 2-lift operations iteratively. In particular, they relate 2-lifts of a
base graph G = (V,E) with signatures s : E → {+1,−1} on the set of edges E, and
reduce the construction problem to finding a signature s whose signed adjacency
matrix As has a small spectral radius. Furthermore, Bilu and Linial conjectured
that every d-regular graph G has a signature s : E → {+1,−1} such that all the
eigenvalues of As have absolute value at most the Ramanujan bound, 2
√
d− 1. In
a recent breakthrough, Marcus, Spielman and Srivastava [23, 25] proved Bilu and
Linial’s conjecture for bipartite graphs affirmatively, by which they obtained an
infinite family of bipartite Ramanujan graphs for every degree larger than 2 via
taking 2-lift operations iteratively, starting with a complete bipartite graph.
In this note, by considering more general groups of signatures, especially cyclic
groups, we prove that for each i ∈ {1, 2, . . . , k − 1} where k ≥ 2, every d-regular
graph G has a k-cyclic signature s such that the maximal eigenvalue of the i-
th power of its k-cyclic signed adjacency matrix As,i in the sense of Hadamard
product is at most 2
√
d− 1 (see Theorem 2 in Section 5 for the general case). This
generalizes Marcus, Spielman and Srivastava’s result for {+1,−1}-signed adjacency
matrices. In particular, this enables us to show that every bipartite Ramanujan
graph G can be used as the starting point of an infinite tower of 3-cyclic lifts,
· · · → Gk → Gk−1 → Gk−2 → · · · → G1 = G, where each Gi is again Ramanujan
(Theorem 4 in Section 5).
Besides constructing expander graphs, the ideas around (general) signatures and
lifts of graphs have been developed from various motivations, e.g. social psychology,
Heawood map-coloring problem, matroid theory, mathematical physics. We defer
a brief historical review about these interesting developments to Section 3.
We emphasize that the set of 3-cyclic lifts is a restrictive class of 3-lifts, which
we like to explain briefly. Let G = (V,E) be a finite graph. For any two vertices
u, v ∈ V , we denote the corresponding edge by {u, v} ∈ E if it exists. One can assign
an orientation to it, say, directing from u to v, in which case, we write e = (u, v).
The same edge with the opposite orientation is then written as e¯ := (v, u). The set of
oriented edges is denoted by Eor. A 3-cyclic signature is a map s : Eor → {1, ξ, ξ},
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where ξ = e2pii/3 ∈ C and ξ is the conjugate of ξ, such that
s(e¯) = s(e), for all e = (u, v) ∈ Eor. (1.1)
For every oriented edge e = (u, v) ∈ Eor, the three possible values of s(e) correspond
to different local cyclic lifts, as shown in the following figures.
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v2
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Let A,As, Â be the adjacency matrices of a graph G, its signature s, and the
corresponding lift Ĝ, respectively. We will show that the eigenvalues σ(Â) of Â
satisfy (Lemma 1)
σ(Â) = σ(A) unionsq σ(As) unionsq σ(As), (1.2)
where unionsq is the multiset union and As is the conjugate of As.
We prove the existence of our construction by applying the method of interlacing
families in [23] and mixed characteristic polynomials in [24] to our setting. The
proof does not work for k-cyclic lifts, when k ≥ 4. In this case, we have to find
a signature s, such that all Hadamard powers of the associated signed adjacency
matrix As have simultaneously all their eigenvalues in the Ramanujan interval (see
Lemma 1). For k = 3, we only need to ensure that there is one signed adjacency
matrix As which satisfies this property. This is due to the fact that (1.1) implies
that As is Hermitian and hence σ(As) = σ(As). We like to mention that the k-cyclic
lifts of a bipartite Ramanujan graph are a very special class and it is remarkable
that such special lifts are sufficient to conclude that there are Ramanujan graphs
in this class in the case k = 3.
In this note, we consider the existence problem of cyclic signatures with partic-
ular spectral properties. For the special signature group {+1,−1} more spectral
theory of signed matrices can be found, e.g., in the survey paper [33]. In a forth-
coming paper [22], we will extend results on Cheeger type constants and related
spectral estimates, developed in [4], to the more general case of cyclic signatures.
2. Basic notions and general framework
Given a group Γ, which is usually finite, a general signature is defined as follows.
Definition 1. A signature of G = (V,E) is a map s : Eor → Γ satisfying
s(e¯) = s(e)−1, for all e ∈ Eor. (2.1)
For an oriented edge e = (u, v) ∈ Eor, we call s(e) its signature, and write suv,
alternatively. The signature of a cycle C := (u1, u2)(u2, u3) · · · (ul−1, ul)(ul, u1) is
defined as the conjugacy class of the element
su1u2su2u3 · · · sul−1ulsulu1 ∈ Γ. (2.2)
Definition 2. A signature s of G is called balanced if the signature of every cycle
in G is the identity element id ∈ Γ.
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Switching a signature s by a function θ : V → Γ means replacing s by sθ, which
is given by
sθ(e) := θ(u)s(e)θ(v)−1, for all e = (u, v) ∈ Eor. (2.3)
Two signatures s and s′ of G are called switching equivalent if there exists a function
θ : V → Γ such that s′ = sθ. Switching equivalence between signatures is an
equivalence relation. We denote the corresponding switching class of a signature s
by [s]. Observe that being balanced is a switching invariant property.
Proposition 1. ([32, Corollary 3.3]) A signature s of G is balanced if and only if
it is switching equivalent to the signature sid, where sid(e) := id, for all e ∈ Eor.
Signatures have interesting connections with lifts of graphs. In particular, we
consider the permutation signatures, i.e. the maps s : Eor → Sk, where Sk denotes
the group of permutations of {1, 2, . . . , k}. The k-lift Ĝ = (V̂ , Ê) of G = (V,E)
corresponding to the permutation signature s : Eor → Sk is defined as follows: The
vertex set V̂ is given by the Cartesian product V × {1, 2, . . . , k}. For any u ∈ V ,
we call {ui := (u, i)}ki=1 ⊆ V̂ the fiber over u. Every edge (u, v) ∈ Eor gives rise to
the k edges (ui, vsuv(i)), i = 1, 2, . . . , k, in Ê
or.
Theorem 1. ([14, Theorems 1 and 2] and [32, Theorem 9.1]) Let G be a finite
graph. There is a 1-to-1 correspondence between the isomorphism classes of k-lifts
of G and the switching classes of signatures of G with values in Sk.
In particular, if two permutation signatures are switching equivalent, then the
corresponding two k-lifts of G are isomorphic. Observe that the k-lift of G corre-
sponding to a balanced permutation signature is composed of k disjoint copies of
G.
3. Historical background
In 1953, Harary [16] introduced the concept of a signed graph, which is a graph
G = (V,E) with a signature s : E → {+1,−1}, and the notion of balance (Def-
inition 2) in this setting. Harary was motivated by certain problems in social
psychology, see also [6, 17, 18]. The switching equivalence of signatures was then
described by the social psychologists Abelson and Rosenberg [1], and later discussed
mathematically by Zaslavsky [32].
Another source of the ideas around signatures and lifts is the Heawood map-
coloring problem [19] asking for the chromatic number of a surface with positive
genus, which is an extension of the famous four-color problem. The Heawood map-
coloring problem is equivalent to finding the imbedding of every complete graph into
a surface with the smallest possible genus [31]. Gustin [15] introduced the concept
of a current graph in order to solve this imbedding problem, which was proved
to be very important for the final solution due to Ringel and Youngs [28, 27].
In the 1970s, Gross and Alpert [11, 12] developed Gustin’s current graph theory
into full topological generality and interpreted Gustin’s method to construct an
imbedding of a complete graph into a surface as a lift (or covering in topological
terminology) of an imbedding of a smaller graph. Gross [10] further introduced the
concept of a (reduced) voltage graph, which is a graph G = (V,E) with a signature
defined in Definition 1 (Gross called it a voltage assignment). A voltage graph
can be considered as a dual graph of a current graph when both are imbedded
into a certain surface. Gross associated to each signature s : Eor → Γ an n-lift
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of the graph G with n = |Γ|, the order of Γ. Observe that voltage graphs are
natural extensions of signed graphs of Harary. One advantage of voltage graphs
over current graphs is that their correspondence to lifts is independent of graph
imbeddings, and the concept of a voltage graph makes the understanding of certain
aspects of the solution of the Heawood map-coloring problem easier [13].
In [14], Gross and Tucker considered voltage graphs with Γ = Sk and established
their correspondence to all k-lifts of G. In [10], a cycle is called satisfying Kirchhoff’s
Voltage Law (KVL) if its signature is equal to the identity (compare with balance).
Both KVL and its dual, the Kirchhoff’s Current Law (KCL) in the current graph
theory [15], play crucial roles in the corresponding lift and imbedding theory.
In 1982, motivated by a counting problem of the chambers of classical root sys-
tems, Zaslavsky [32] introduced the concepts of balance and switching equivalence
of signatures into Gross and Tucker’s theory on permutation signatures and lifts,
and he formulated the explicit 1-to-1 correspondence given in Theorem 1 above.
Connections between permutation signatures and lifts were also discussed by
Amit and Linial [3], and they employed them to introduce a new model of random
graphs. Friedman [7] first used such a random model in the quest of finding larger
Ramanujan graphs from smaller ones. This work stimulated an extensive study on
the spectral theory of random k-lifts, see the recent work of Puder [26] and the
references therein.
Agarwal, Kolla and Madan [2, Section 1.1] pointed out that another motivation of
considering permutation signatures and lifts is the famous Unique Game Conjecture
of Khot. The permutations assigned to each oriented edge satisfying (2.1) appear
naturally in the context of this conjecture.
We were led to consider general signatures and lifts by the notion of a discrete
magnetic Laplacian studied in Sunada [30] (see also Shubin [29] and the references
therein). This operator, originating from physics, is defined on a graph where
every oriented edge has a signature in the unitary group U(1) such that (2.1) holds.
Sunada [30] discussed switching equivalent signatures under a different terminology,
cohomologous weight functions.
4. Cyclic signature, lifts and adjacency matrices
Let S1k := {ξl | 0 ≤ l ≤ k − 1} be the cyclic group generated by the primitive
k-th root of unity, ξ = e2pii/k ∈ C. We consider cyclic signatures, that is, maps
s : Eor → S1k. The corresponding signed adjacency matrix As is a matrix with
entries (As)uv = suv if {u, v} ∈ E and 0 otherwise, where u, v ∈ V . As is Hermitian
and has, therefore, only real eigenvalues with eigenvectors orthogonal w.r.t. the
inner product 〈a, b〉 = ∑ki=1 aib¯i.
The lift Ĝ of G corresponding to a k-cyclic signature is called k-cyclic lift. In
particular, every edge (u, v) ∈ Eor with suv = ξl, for some l ∈ {0, 1, . . . , k − 1},
gives rise to the following k edges in Ĝ:
(ui, vi+l (mod k)), i = 0, 1, . . . , k − 1.
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The adjacency matrix Â of Ĝ can be written as
Â =

A0 A1 A2 · · · Ak−1
Ak−1 A0 A1 · · · Ak−2
Ak−2 Ak−1 A0 · · · Ak−3
...
...
...
. . .
...
A1 A2 A3 · · · A0
 , (4.1)
where Al is the adjacency matrix for the oriented edges s
−1(ξl) and Al = ATk−l.
For i ∈ {0, 1, 2, . . . , k − 1}, let As,i be the Hermitian matrix with entries
(As,i)uv := ((A
s)uv)
i = (suv)
i,
where u, v ∈ V . In particular, we have As,0 = A, As,1 = As. Observe that
As,i =
k−1∑
l=0
ξilAl, (4.2)
and
As,i = As,k−i. (4.3)
Lemma 1. The spectrum of Â is given by
σ(Â) =
k−1⊔
l=0
σ(As,i), (4.4)
where the notion
⊔
stands for the multiset union.
Remark 1. This is an extension of Bilu and Linial [5, Lemma 3.1]. We will call⊔k−1
l=1 σ(A
s,i) the new eigenvalues of the lift. Lemma 1 was formulated in a slightly
different form in [2, Theorem 5]. For the reader’s convenience, we present a proof
here.
Proof. For any i ∈ {0, 1, . . . , k−1}, let wi be an eigenvector of As,i with eigenvalue
λ, i.e., As,iwTi = λw
T
i . Set ŵi := (wi, ξ
iwi, ξ
2iwi, . . . , ξ
(k−1)iwi). We check that
ÂŵTi =

∑k−1
l=0 Alξ
ilwTi∑k−1
l=0 Alξ
i(l+1)wTi
...∑k−1
l=0 Alξ
i(l+k−1)wTi
 =

As,iwTi
As,iξiwTi
...
As,iξi(k−1)wTi
 = λŵTi . (4.5)
Therefore, λ is also an eigenvalue of Â with eigenvector ŵi.
Moreover, we have for any two eigenvectors wi, wj of A
s,i, As,j , respectively,
where i 6= j,
〈ŵi, ŵj〉 = 〈wi, wj〉(1 + ξi−j + ξ2(i−j) + · · ·+ ξ(k−1)(i−j)) = 0. (4.6)
Note that the number of mutually orthogonal eigenvectors of {As,i}k−1i=0 is k|V |.
Therefore, we have σ(Â) =
⊔k−1
l=0 σ(A
s,i). 
As a consequence of Lemma 1 and (4.3), most of the new eigenvalues have even
multiplicity.
Lemma 2. Let G be a finite bipartite graph. Then, for any i ∈ {0, 1, . . . , k − 1}
and any s : Eor → S1k, the spectrum σ(As,i) is symmetric w.r.t. zero.
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Proof. First observe that for every As,i, there exists two square matrix A1, A2 such
that
As,i =
(
0 A1
A2 0
)
. (4.7)
Furthermore, As,i is Hermitian and has only real eigenvalues. Let λ be an eigenvalue
of As,i with eigenvector w := (w1, w2)
T . Then we have
A1w2 = λw1, A2w1 = λw2, (4.8)
and we can check directly that −λ is an eigenvalue of As,i with the eigenvector
(w1,−w2)T . 
The following lemma is an extension of the corresponding result for signatures
s : Eor → {+1,−1} in [33, Proposition II.3].
Lemma 3. Let s and s′ be switching equivalent. Then for each i ∈ {0, 1, . . . , k −
1}, the matrices As,i and As′,i are unitary equivalent, and hence have the same
spectrum.
Proof. Let θ : V → S1k be the function such that s′uv = θ(u)suvθ(v), for all e =
(u, v) ∈ Eor. Set Di(θ) be the diagonal matrix with entries (Di(θ))uu = θ(u)i,
where u ∈ V . We can check that
As
′,i = Di(θ)As,iDi(θ). (4.9)

A set of i edges is called an i-matching if no two of them share a common vertex.
If mi denotes the number of i-matchings in G, then the matching polynomial of G
is defined as (see [9])
µG(x) :=
bN2 c∑
i=0
(−1)imixn−2i. (4.10)
Now we consider the signature s as a random variable with the following prop-
erties. The signature of (u, v) ∈ Eor and its inverse (v, u) are chosen independently
from the other oriented edges. The signature suv is chosen uniformly from S
1
k
and this choice determines the value of svu = suv, as well. We have the following
proposition, extending a result of Godsil and Gutman [9, Corollary 2.2] (see also
[23]).
Proposition 2. For any i ∈ {1, 2, . . . , k − 1}, the expectation of the characteristic
polynomial of As,i satisfies
Es(det(xI −As,i)) = µG(x). (4.11)
Proof. We denote by Sym(S) the set of permutations of a set S, and by [N ] the
set {1, 2, . . . , N}. Let (−1)|η| denote the signature of a permutation η ∈ Sym([N ]).
For l ∈ {0, 1, 2, . . . , N}, we define a subset Pl of Sym([N ]) to be
Pl := {η ∈ Sym([N]) : the number of indices i ∈ [N ] s. t. η(i) 6= i is equal to l}.
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Next, we calculate the characteristic polynomials of As,i:
det(xI −As,i) =
∑
η∈Sym([N ])
(−1)|η|
N∏
j=1
(xI −As,i)j,η(j)
=
N∑
l=0
∑
η∈Pl
(−1)|η|xN−l
N∏
j=1
η(j)6=j
(−As,i)j,η(j)
=
N∑
l=0
xN−l
∑
S⊆[N ]
|S|=l
∑
pi∈Sym(S)
pi(i)6=i ∀i∈S
(−1)|pi|
∏
j∈S
(−As,i)j,pi(j).
Observe that
Es((−As,i)j,pi(j)) = −1
k
k−1∑
l=0
ξil = 0, (4.12)
and
Es((−As,i)j,pi(j)(−As,i)pi(j),j) = 1
k
k−1∑
l=0
ξilξil = 1. (4.13)
Hence, we obtain
Es(det(xI −As,i)) =
N∑
l=0
xN−l
∑
S⊆[N ]
|S|=l,l even
∑
pi∈Sym(S)
pi(i)6=i,pi2(i)=i ∀i∈S
(−1) l2
=µG(x).

Heilmann and Lieb [20] proved that for every graph G, µG(x) has only real roots
and all these roots have absolute value at most 2
√
d− 1, where d is the maximal
vertex degree of G. A refinement in the irregular case was proved by Godsil [8]
leading to the following result presented in [23, Lemma 3.5].
Proposition 3. Let T be the universal cover of the graph G. Then the roots of
µG(x) are bounded in absolute value by the spectral radius ρ(T ) of T .
5. Ramanujan properties
The following theorem is a generalization of [23, Theorem 5.3].
Theorem 2. Let G = (V,E) be a finite connected graph. Then for any i ∈
{1, 2, . . . , k − 1}, there exists a cyclic signature si0 : Eor → S1k such that
λmax(A
si0,i) ≤ ρ(T ), (5.1)
that is, all the eigenvalues of As
i
0,i are at most the spectral radius ρ(T ) of the
universal covering tree T of G.
Remark 2. Note that by Lemma 3, all the signatures in the switching class [si0]
fulfill (5.1).
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For each i ∈ {1, 2, . . . , k − 1}, we consider the following family of characteristic
polynomials:
{fs,i := det(xI −As,i) | s : Eor → S1k}. (5.2)
By Propositions 2 and 3, it is enough to prove the following property of (5.2):
there exists one polynomial of (5.2) whose largest root is no greater
than the largest root of the sum of all polynomials in (5.2).
(5.3)
However, this property can not hold for an arbitrary family of polynomials. We
apply the method of interlacing families, developed by Marcus, Spielman and Sri-
vastava [23, 24, 25] to prove property (5.3).
First observe that for every signature s : Eor → S1k, fs,i is a real-rooted degree N
polynomial with leading coefficient one. Let λ1(f
s,i) ≤ λ2(fs,i) ≤ · · · ≤ λN (fs,i) be
the N roots of fs,i. If there exists a sequence of real numbers α1 ≤ α2 ≤ · · · ≤ αN−1
such that
λ1(f
s,i) ≤ α1 ≤ λ2(fs,i) ≤ α2 ≤ · · · ≤ αN−1 ≤ λN (fs,i) ∀s : Eor → S1k, (5.4)
then we say that {fs,i}s has a common interlacing. If the family of polynomials
(5.2) could be proved to have a common interlacing, then property (5.3) would hold
by Lemma 4.2 in [23].
A systematic way to establish the existence of a common interlacing is given in
the following lemma (see, e.g., [23, Lemma 4.5]).
Lemma 4. Let g1, g2, . . . , gl be polynomials of the same degree with positive leading
coefficients. Then g1, g2, . . . , gl have a common interlacing if and only if
∑l
i=1 pig
i
is real-rooted for all convex combinations, pi ≥ 0,
∑l
i=1 pi = 1.
In fact, in order to prove (5.3), we do not prove that the polynomials {fs,i}s
have a common interlacing but that they form an interlacing family introduced by
Marcus, Spielman and Srivastava, for which we only need to consider special convex
combinations of {fs,i}s instead of all.
Definition 3 (Interlacing families [23]). Let S1, . . . , Sm be finite index sets and for
every assignment (s1, . . . , sm) ∈ S1×S2×· · ·×Sm, let gs1,...,sm(x) be a real-rooted
degree N polynomial with positive leading coefficient. For a partial assignment
(s1, . . . , sq) ∈ S1 × · · · × Sl with 1 ≤ q < m, we define
gs1,...,sq :=
∑
sq+1∈Sq+1,...,sm∈Sm
gs1,...,sq,sq+1,...,sm ,
and
g∅ :=
∑
s1∈S1,...,sm∈Sm
gs1,...,sm .
The family of polynomials {gs1,...,sm}s1,...,sm is called an interlacing family if, for
all q ∈ {0, 1, . . . ,m − 1} and all given parameters s1 ∈ S1, . . . , sq ∈ Sq, the family
of polynomials
{gs1,...,sq,t}t∈Sq+1
has a common interlacing.
Marcus, Spielman and Srivastava [23, Theorem 4.4] proved the following theo-
rem.
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Theorem 3. Let S1, . . . , Sm be finite index sets and let {gs1,...,sm}s1,...,sm be an
interlacing family of polynomials. Then there exists (s1, . . . , sm) ∈ S1 × · · · × Sm
such that the largest root of gs1,...,sm is no greater than the largest root of g∅.
In order to prove property (5.3) using Theorem 3, we still need to prove the
following proposition.
Proposition 4. For each i ∈ {1, 2, . . . , k − 1}, the family of polynomials {fs,i | s :
Eor → S1k} is an interlacing family.
Proof. For notational convenience, let e1, . . . , em be all the oriented edges in E
or
and s1, . . . , sm their associated signatures, respectively. Then we can write the
family of polynomials of this proposition as
{fs,i}s=(s1,...,sm)∈(S1k)m .
Let pl1, . . . , p
l
m, l = 0, 1, . . . , k − 1 be nonnegative real numbers satisfying
k−1∑
l=0
plj = 1, for j = 1, 2, . . . ,m. (5.5)
In order to prove this proposition, it is sufficient to prove that the following poly-
nomial is real-rooted for all possible choices of {plj} satisfying (5.5),∑
s=(s1,...,sm)∈(S1k)m
 m∏
j=1
p
l(sj)
j
 fs,i(x), (5.6)
where l(sj) ∈ {0, 1, . . . , k − 1} satisfies sj = ξl(sj). In fact, if this real-rootedness
is true, for each q ∈ {0, . . . ,m − 1} and fixed s1 ∈ S1k, . . . , sq ∈ S1k, we can apply
Lemma 4 to (5.6) with
plq+1 ≥ 0, for l = 0, 1, . . . , k − 1,
k−1∑
l=0
plq+1 = 1;
plq+2 = · · · = plm =
1
k
, for l = 0, 1, . . . , k − 1;
plj =
{
1, if sj = ξ
l;
0, otherwise,
for j = 1, 2, . . . , q,
to conclude that {f (s1,...,sq,t),i}t∈S1k has a common interlacing and hence Proposition
4 holds by Definition 3.
Now we start to prove the real-rootedness of the polynomial (5.6). Observe that
the matrix As,i can be written as follows:
As,i =
m∑
j=1
rij · (rij)∗ −D. (5.7)
In the above equation, we use the following notations: D is the diagonal matrix
with Duu = du, for each u ∈ V ; rij ∈ CN is a column vector associated to the
signature sj of the oriented edge ej . If ej = (u, v) for u, v ∈ V , we have
rij := (0, . . . , 0, α
i
j , 0, . . . , 0, α
i
j , 0, . . . , 0)
T , (5.8)
where the non-zero entries are at the u-th and v-th positions, respectively, and
(αij)
2 = (sj)
i. We use the notation that (rij)
∗ := (rij)
T for simplicity.
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For each edge ej ∈ Eor, we consider its signature sj as a random variable with
values chosen randomly from S1k. All the m random variables s1, . . . , sm are inde-
pendent with possibly different distributions. In this viewpoint, the values {plj}k−1l=0
in (5.5) represent the distribution of sj . Accordingly, the vectors {rij}mj=1 are a set
of independent finite-valued random column vectors in CN . Then, the polynomial
(5.6) is equal to the following expectation of characteristic polynomial:
E(fs,i) = E(det(xI −As,i)) = E
det
xI +D − m∑
j=1
rij · (rij)∗
 . (5.9)
If the graph G is regular with vertex degree d, we have D = dI. Therefore E(fs,i)
is the expectation of characteristic polynomials of a sum of independent rank one
Hermitian matrices (with a shift of all roots by −d). In the terminology of [24],
the right hand side of (5.9) without the matrix D is called the mixed characteristic
polynomial of the matrices
Aij := E(rij · (rij)∗), j = 1, 2, . . . ,m. (5.10)
Note that all the above matrices Aij are positive semi-definite. Then by [24, Corol-
lary 4.4], the mixed characteristic polynomial of positive semi-definite matrices is
real-rooted. This proves the real-rootedness of (5.9) in the regular case and hence
the proposition.
In the case that G is irregular, we can obtain the real-rootedness of (5.9) by
modifying the arguments of [24, Corollary 4.4]. For convenience, we outline the
proof here. A proof similar to the one of [24, Theorem 4.1] yields
E
det
xI + x′D − m∑
j=1
rij · (rij)∗

=
m∏
j=1
(1− ∂zj ) det
xI + x′D + m∑
j=1
zjA
i
j
∣∣∣∣∣∣
z1=···=zm=0
.
Therefore, we obtain
E(fs,i) = E
det
xI +D − m∑
j=1
rij · (rij)∗

=
m∏
j=1
(1− ∂zj ) det
xI + x′D + m∑
j=1
zjA
i
j
∣∣∣∣∣∣
z1=···=zm=0,x′=1
.
Note that det(xI +x′D+
∑m
j=1 zjA
i
j) is real stable by [24, Proposition 3.6] and we
conclude the real stability of E(fs,i) by [24, Corollary 3.8 and Proposition 3.9]. Since
real stability coincides with real rootedness in the case of univariate polynomials,
we conclude that E(fs,i) is real-rooted. For more details, see [24]. 
Theorem 4. Let G be a finite connected bipartite graph. Then there exists a 3-
cyclic-lift Ĝ of G such that all its new eigenvalues lie in the Ramanujan interval
[−ρ(T ), ρ(T )], where ρ(T ) is the spectral radius of the universal covering T of G.
In particular, when G is d-regular, the interval is [−2√d− 1, 2√d− 1].
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Proof. By Lemma 1, the new eigenvalues of the 3-cyclic-lift Ĝ are eigenvalues of
either As,1 = As or As,2. From (4.3) we know As,2 = As. Since As is Hermitian,
we obtain σ(As,2) = σ(As) for any choice of s : Eor → S13 . Applying Theorem 2,
we can find an s0 : E
or → S13 such that
λmax(A
s0) ≤ ρ(T ). (5.11)
By Lemma 2, σ(As) is symmetric w.r.t. to zero since G is bipartite. Therefore, we
arrive at
|λi(As0)| ≤ ρ(T ), |λi(As0,2)| ≤ ρ(T ), for i = 1, 2, . . . , N. (5.12)
This proves the corollary. 
Starting from the complete bipartite graph G1 := Kd,d, we can apply Theorem 4
repeatedly to obtain an infinite tower of 3-cyclic lifts · · · → Gk → Gk−1 → Gk−2 →
· · · → G1 with each Gi being Ramanujan.
As we have commented in the Introduction, the above method of finding an
infinite family of Ramanujan graphs does not work for k-lifts with k ≥ 4. In this
case, one needs to find a proper signature s0 which works simultaneously for all
i ∈ {1, 2, . . . , k − 1} in Theorem 2.
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