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Résumé
Le projet VirtualBelgium est une plateforme de simulation multi-agents réée par les
herheurs du entre GRT à Namur. Cet outil a pour ambition de simuler, via plu-
sieurs aspets, la population belge, sur base d'une population synthétique. À l'heure
atuelle, deux importants modules omposent e projet : une simulation temporelle
de la population d'un té et une simulation spatiale de l'autre. Pour la simulation
spatiale, le programme tente de reproduire les déplaements de haque individu de
la population étudiée pendant une journée type. Ces déplaements prennent part au
déroulement de e qu'on appelle une haine d'ativités.
Ces déplaements eetués dans un graphe représentant le réseau routier belge
sont alulés pour les simulation par un algorithme de Dijkstra optimisé. Ce mémoire
présente une alternative et la ompare ave et algorithme dans le but d'optimiser
les temps d'exéutions des aluls de es plus ourts hemins.
Mots lés : Dijkstra, Floyd, algorithme de plus ourts hemins, programmation
parallèle
Abstrat
The VirtualBelgium projet is a multi-agents based simulation framework built
by researhers of the GRT enter in Namur. This tool aims to simulate, by many
aspets, the belgian population, thanks to a syntheti population. Two main mo-
dule are built in the projet now : The rst one produes a time simulation while
the other a spatial simulation. For the seond one, the program tries to reprodue
movements of eah person during a ommon day. These displaements take plae
into a onept we alled ativity hains.
These movements of people within a graph representing the belgian road network
are omputed in the simulation by a optimised Dijkstra algorithm. This master thesis
presents an alternative and ompares it with this algortihm to bring a potential
optimisation about the exeution time of the shortest path omputing.
Keywords : Dijkstra, Floyd, shortest path algorithm, parallele omputing
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Introdution
La simulation de la vie réelle est devenue es dernières années un outil très inté-
ressant, tant pour l'analyse que pour prévoir des observations futures. Les probléma-
tiques de mobilité, de démographie et de hoix résidentiel peuvent être étudiées par
e biais. Un outil permettant e genre d'étude a été réé par le groupe GRT de l'uni-
versité de Namur et appelé VirtualBelgium. Il s'agit d'une plateforme multi-agents,
pour l'instant appliquée à la Belgique, permettant de simuler ertains aspets de
la vie d'une population omme les données démographiques (naissane, mort, ...)
géographiques (déménagement) et soiales (emploi, mariage, ...).
Cet ambitieux projet est dérit plus en détail au hapitre 1. Dans e adre-là,
nous présentons e mémoire omme proposant l'analyse d'une alternative possible
à une partie du projet : elle onernant l'évolution spatiale. Cette partie tente de
simuler une journée type pour haque individu de la population synthétique. Ces
journées sont symbolisées par une suite d'ativités que l'individu pratique l'une après
l'autre. Le but de la simulation est de proposer des lieux pour haune de es a-
tivités sur le réseau. Les lieux possibles sont à hoisir parmi les n÷uds du réseau
routier servant à la simulation. Pour ela, nous onnaissons l'endroit de résidene de
haque individu et, pour toute ativité, la distane qu'il parourt pour y arriver.
Ce problème se résume à des aluls de plus ourts hemins. Ainsi, nous devons
aluler les distanes entre le départ et toutes les arrivées possibles. A partir de là,
nous isolons elles assez prohes du départ. Enn nous en hoisissons une aléatoire-
ment suivant une loi uniforme pour être le lieu de l'ativité.
Atuellement, l'algorithme alulant es plus ourts hemins implémenté dans
VirtualBelgium est elui de Dijkstra. Il a été longuement optimisé grâe à l'utili-
sation de strutures partiulières d'arbres de Fibonai. Toutes es notions seront
expliquées en détail dans le hapitre 2.
Cette méthode a montré une ertaine limite lorsqu'il s'agit de faire tourner une
simulation impliquant la population belge entière sur le réseau routier omplet. En
eet, ave omme données 262.000 n÷uds, 830.000 ars et 107 agents, les temps de
aluls dépassent les 5 jours, même sur un luster de 500 proesseurs.
Il est évident que de tels temps deviennent problématiques dans une optique
d'utilisation fréquente de VirtualBelgium. Cet outil pourrait par exemple prétendre
à simuler le tra routier quotidiennement. Il serait alors primordial de réduire si-
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gniativement es temps ave une durée maximale d'un jour.
Cette problématique du temps d'exéution sera notre l onduteur tout au long
de e travail. Pour tenter de la résoudre, nous présenterons une méthode alternative
aux aluls des plus ourts hemins. Celle-i s'appelle la méthode de Floyd et sera
dérite au hapitre 3. Ensuite, la omparaison entre es deux algorithmes sera réa-
lisée au hapitre 4.
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Chapitre 1
Présentation de VirtualBelgium
La plateforme de simulation VirtualBelgium a pour ambition de omprendre
l'évolution d'une population via une simulation de diérents aspets : démographie,
hoix résidentiel, mobilité, . . . Ce projet est mené par le Groupe de Reherhe sur les
Transports (GRT-naXys) et onstitue une partie de la thèse de J. Barthelemy[BJ14℄.
Cet outil est atuellement appliqué à la Belgique.
Dans ette setion, nous expliquons les diérents éléments qui omposent la
plateforme mais également les diérentes données néessaires à son utilisation. Á
l'heure atuelle, l'outil est appliqué à la Belgique.
1.1 Génération d'une population synthétique
Avant de pouvoir simuler une quelonque évolution ave l'outil VirtualBelgium,
e dernier a besoin d'une population initiale. Malheureusement, pour des raisons de
ondentialité et de budget, il n'est pas possible de réupérer les données person-
nelles attendues onernant haque itoyen belge. Il faut don générer une population
synthétique qui doit être aussi statistiquement prohe que possible de la population
réelle belge.
Cette population synthétique a été générée par J. Barthélemy et Ph. Toint selon
une nouvelle méthode qu'ils proposent dans l'artile [BJ10℄. Celle-i est omposée
de 10 262 160 individus répartis en 4 236 202 ménages dans les 589 ommunes belges.
Les données utilisées dans le proessus onernent la population belge en 2001 et
proviennent des soures suivantes :
• Diretorate-general Statistis and Eonomi information du gouvernement fé-
déral belge (2001)
• Servie publi fédéral Mobilité et Transports du gouvernement fédéral belge
(2000)
• GéDAP 1 entre de l'université atholique de Louvain(2001)
1. Groupe d'étude de démographie appliquée
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• L'enquête nationale de mobilité MOBEL [HJP02℄
Une fois ette population synthétique réée, son évolution est prise en harge,
dans VirtualBelgium, par un programme implémenté en C++ dont la struture est
présentée à la gure 1.1. Ce programme simule une évolution temporelle (démogra-
phie) et spatiale (mobilité) de la population synthétique, variant selon les données
qui lui sont fournies et utilisant le framework Repast HPC, présenté dans la setion
suivante.
Après l'exéution du programme, des outputs tels que des statistiques onernant
l'évolution ou enore des hiers ontenant les déplaements des individus sont réés.
Ils sont ensuite exploités par le logiiel MATSim qui permet une visualisation du
tra routier. Ce logiiel sera également présenté dans la setion suivante.
VirtualBelgium
Sorties
- Visualisations
- Cartes
- Statistiques
Repast (C++, Multi-agent)
Evolution
- temporelle
- spatiale
Données
Population
synthétique
Figure 1.1  Struture de VirtualBelgium
La suite de e hapitre permet de omprendre l'arhiteture du programme Vir-
tualBelgium lié à la plateforme. Il est onseillé de onnaitre ertaines notions des
langages de programmation orientée objet.
1.2 Les logiiels utilisés
Comme nous venons de le dire dans la setion préédente, les deux logiiels prin-
ipalement utilisés par le programme VirtualBelgium sont Repast HPC et MATSim.
Leur utilisation et leurs prinipales aratéristiques sont dérites i-dessous.
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1.2.1 Repast HPC
Repast HPC (REursive Porous Agent Simulation Toolkit for High Performane
Computing) est un framework C++ utilisé pour la simulation et la modélisation de
systèmes multi-agents. D'après la référene [mul℄, on appelle multi-agents un sys-
tème où plusieurs agents évoluent et qui possède des aratéristiques telles que le
parallélisme
2
, la robustesse
3
et l'extensibilité
4
. Le terme  agent  peut être inter-
prété de plusieurs manières en informatique ; dans notre as, un agent est un système
informatique situé dans un environnement qu'il peut modier, qui agit de manière
autonome et exible pour atteindre les objetifs qui lui sont xés. Les agents sont
apables d'interagir entre eux.
Repast est un outil gratuit, open soure, et une plateforme de modélisation et si-
mulation multi-agents. Cet outil est surtout utilisé pour des appliations en sienes
soiales. À l'origine, il a été développé par David Sallah ainsi que d'autres her-
heurs de l'Université de Chiago et du Laboratoire National D'Argonne. Désormais,
il est dirigé par l'organisation de bénévoles ROAD (Repast Organization for Arhi-
teture and Development).
Son arhiteture permet de représenter haque agent par un identiant unique
et prend en harge la gestion des opérations parallèles grâe aux librairies MPI et
Boost. Dans VirtualBelgium, par exemple, les individus et les ménages de la popu-
lation synthétique sont représentés par des agents.
Dans l'annexe reprenant un manuel d'utilisation de VirtualBelgium, les india-
tions pour l'installation de Repast HPC sont reprises de même que des informations
relatives à la ompilation et au débugage dans et environnement.
1.2.2 MATSim
MATSim (Multi-Agent Transport Simulation) est un outil de simulation de trans-
port. Il s'agit d'un projet open soure prinipalement réé par les groupes suivants :
• Transport Systems Planning and Transport Telematis, Institute for Land and
Sea Transport Systems, Tehnishe Universität Berlin
• Transport Planning, Institute for Transport Planning and Systems, Swiss Fe-
deral Institute of Tehnology Zurih
• Senozon, entreprise suisse ave une liale en Allemagne
2. "En informatique, le parallélisme onsiste à implémenter des arhitetures d'életronique
numérique permettant de traiter des informations de manière simultanée, ainsi que les algorithmes
spéialisés pour elles-i. Ces tehniques ont pour but de réaliser le plus grand nombre d'opérations
pour réduire le temps d'exéution." Cette dénition provient du site de référene [wik℄.
3. "La robustesse d'un programme est entre autres, sa apaité à bien fontionner". Cette
dénition est extraite du site de référene [inf℄.
4. "Un système est extensible si on peut étendre ses apaités par ajout de mises à jour ou de
modules." Cette dénition est extraite du site de référene [inf℄.
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Dans VirtualBelgium, MATSim rée le réseau utilisé par le programme, à partir
des données extraites du site OpenStreetMap [ope℄. OpenStreetMap est une arte du
monde librement modiable, ollaborative où les données sont libres d'être téléhar-
gées et utilisées, sous les termes d'une liene ouverte.
1.3 C÷ur du programme
Regardons à présent l'arhiteture du programme VirtualBelgium. Celle-i est
représentée par un shéma, en annexe, qui dérit les diérentes lasses implémen-
tées. Une lasse est un prinipe utilisé dans la programmation orientée objet. Elle
est onstituée d'un ensemble d'attributs et de fontions, appelées méthodes.
Sur ette gure, haque adre orrespond à une lasse du programme dont le nom
est insrit en haut. Ces adres sont divisés en deux parties : la première ontient
les variables de la lasse et la deuxième les méthodes prinipales. De plus, des liens
indiquent les relations éventuelles existantes entre les diérentes lasses.
Parourons les diérentes lasses et résumons leurs rles et leurs prinipales
aratéristiques.
1.3.1 Classes générales
La lasse Data est hargée de lire et réupérer toutes les données néessaires au
programme VirtualBelgium. Les données utilisées sont les suivantes :
• propriétés des modèles telles que l'évolution spatiale ou temporelle ;
• données soio-démographiques : pyramide des âges par ommune pour les
hommes et les femmes, probabilité de naissane par âge, probabilité de mort
par âge et sexe, probabilité d'avoir un garçon ou une lle ;
• données relatives au réseau : noeuds représentant haque ommune et réseau
routier ;
• données relatives au modèle d'ativités : odes pour les ativités, paramètres
de distribution onernant les ativités (distane, durée du voyage, durée de
l'ativité et heure de départ et d'arrivée).
La lasse RandomGenerators ontient des générateurs
5
de nombres pseudo-aléatoires
suivant une loi de probabilité, utilisés tout au long du programme.
La lasse Model se harge prinipalement de l'initialisation du modèle et dérit
la proédure d'évolution que subit la population via la méthode step. La méthode
step est utilisée pour itérer sur tous les agents du modèle an qu'ils aomplissent
5. Un générateur de nombres pseudo-aléatoires est un outil permettant de ressortir une suite de
nombres suivant une loi demandée à partir d'un nombre qu'on appelle graine (seed). Le générateur
n'est pas valide à 100%. En eet, deux graines identiques dans des générateurs identiques produiront
deux suites de nombres identiques ; e qui n'est pas le but d'un générateur de nombres aléatoires.
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les tâhes demandées par le modèle, telles que vieillir, mourir, déménager, se rendre
à leurs ativités de la journée, se marier ou divorer, . . .
1.3.2 Individus et Ménages
VirtualBelgium omporte deux diérents types d'agents : les ménages représen-
tés par la lasse Household et les individus par la lasse Individual. À haque
agent sont assoiés plusieurs variables ainsi qu'un identiant unique, déterminé par
le logiiel Repast.
Un ménage ontient les identiants de haque individu le omposant ; l'identiant
du n÷ud du réseau orrespondant au domiile du ménage ainsi que le ode INS
6
de sa ommune. La lasse Household ontient également des attributs onernant
le nombre d'enfants (de 0 à 5), le nombre d'adultes supplémentaires (de 0 à 2) et le
type de ménage parmi :
• Homme seul sans enfant
• Femme seule sans enfant
• Homme seul ave enfant(s)
• Femme seule ave enfant(s)
• Couple sans enfant
• Couple ave enfant(s)
Un individu est dérit par son genre (féminin ou masulin), son âge et la lasse d'âge
assoiée, sa atégorie professionnelle (atif, inatif ou étudiant), son niveau d'édua-
tion (auun diplme, diplme primaire, diplme seondaire ou diplme supérieur),
l'identiant du ménage dont il fait partie et la plae qu'il y oupe (hef de ménage,
onjoint, enfant ou adulte supplémentaire) ainsi que son obtention ou non du permis
de onduire.
De plus, les individus possèdent également une haine d'ativités, 'est-à-dire une
liste d'ativités qu'ils doivent eetuer pendant leur journée. Par exemple, l'agenda
d'un étudiant peut se résumer à une ativité (aller à l'éole) néessitant deux dépla-
ements : le premier étant d'aller à l'éole et le deuxième, de retourner au domiile.
Les diérentes ativités possibles sont les suivantes :
• Déposer, reprendre quelqu'un
• Ativités à la maison
• Travail
• Éole
• Manger à l'extérieur
6. Le ode INS est un ode à 5 hires attribué à haque ommune par l'Institut National de
la Statistique. Cette dénition provient de la référene [ins℄
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• Faire des ourses
• Ativités personnelles (banque, doteur)
• Rendre visite à la famille ou aux amis
• Promenade
• Loisirs
• Autre
• Auune
Toute ativité d'un individu se voit attribuer un lieu et une durée. Une telle mo-
délisation par haines d'ativités permet de simuler les déplaements des individus
dans le réseau, en d'autres mots leur évolution spatiale. Les haines d'ativités nous
permettent don d'analyser la mobilité belge en vue de mieux la omprendre.
1.3.3 Réseau
Le réseau utilisé dans VirtualBelgium est le réseau routier belge entier onsti-
tué de tous les arrefours et routes du pays et extrait du site OpenStreetMap. Le
réseau est ensuite modié par OSMOSIS
7
pour onserver uniquement les données
néessaires au programme VirtualBelgium orrespondant au réseau routier belge
ave omme onséquene, par exemple, que les noeuds représentant les gares dans
OpenStreetMap ne sont pas pris en onsidération. Ensuite, e réseau est onverti
dans un type de hier XML exploitable par VirtualBelgium et MATSim.
Dans le programme, le réseau est représenté par un graphe. Un graphe est un ob-
jet mathématique onstitué de deux ensembles nis : le premier, noté V , ontient n
points appelés noeuds ou sommets labellisés de 1 à n ; le deuxième, noté E, ontient
des liens entre ertaines paires de noeuds. Un lien entre deux noeuds est appelé ar
et est noté (i, j) lorsqu'il relie les noeuds i et j.
Notre réseau est onstitué d'environ 262.000 noeuds et 830.000 ars. Les noeuds
et ars représentent respetivement les arrefours du réseau et les routes. Les ars
ne sont pas orientés.
1.4 Programmation parallèle
Vu la quantité de données traitées dans VirtualBelgium ave ses 10 262 160 in-
dividus et ses 4 326 202 ménages, e programme ne peut s'exéuter sur une unique
mahine possédant un seul proesseur. En eet, si on exéute le programme unique-
ment en se restreignant à la population de Namur sur un ordinateur personnel ave
deux proesseurs, il faut déjà attendre deux jours pour obtenir les résultats.
7. OSMOSIS est une appliation java pour la manipulation des données OSM, extraites
d'OpenStreetMap.
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Une solution à e problème est la programmation parallèle, traitable par le lo-
giiel Repast et par la norme MPI. Ce type de programmation onsiste à eetuer
diérentes tâhes en même temps grâe à l'utilisation de plusieurs proesseurs
8
.
L'utilisation de la norme MPI (Message Passing Interfae) permet d'exploiter les
ordinateurs multiproesseurs en assignant l'exéution d'une suite séquentielle d'opé-
rations à haque proesseur. Cette assignation est réalisée en utilisant des opérateurs
d'envoi et de réeption de messages. Chaque proesseur possède son propre espae
mémoire. Si on veut une interation entre les proesseurs, il existe des messages
spéiques relatifs à la synhronisation.
Dans le programme VirtualBelgium, haque proesseur va posséder son propre
ensemble de ménages et don son propre ensemble d'individus omposant es mé-
nages. Atuellement, auune synhronisation n'est eetuée entre es proesseurs, il
n'y a don pas de lien entre les ménages de haque proesseur. Le réseau de Virtual-
Belgium n'est pas ommun. En eet, haque proesseur possède son propre réseau,
e qui veut dire que si on modie un noeud dans un proesseur, il n'est pas modié
dans le réseau des autres proesseurs.
En résumé, il faut garder en mémoire le fait que le programme VirtualBelgium
est adapté à la programmation parallèle et que haque proesseur possède son propre
ensemble d'individus et son propre réseau.
1.5 Conlusion
En onlusion, le programme VirtualBelgium possède une multitude d'outils,
autant pour omprendre l'évolution de la démographie que pour omprendre les
déplaements eetués par les habitants de la Belgique.
Cette introdution au projet VirtualBelgium a été érite en ollaboration ave S.
Marhal, G. Piard et E. Ramelot.
8. Un proesseur est la partie entrale d'un ordinateur qui eetue les opérations arithmétiques
et logiques. Cette dénition a été inspirée du site de FUTURA- SCIENCES [def℄.
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Chapitre 2
Présentation de l'algorithme de
Dijkstra
Le but de e mémoire est de proposer une alternative à la problématique du
temps de alul des plus ourts hemins. Après plusieurs reherhes dans la littéra-
ture, proposées entre autres par Johan Barthelemy et Philippe Toint, nous sommes
arrivé à deux possibilités : soit proposer une optimisation de la méthode existante,
soit hanger omplètement de méthode pour en introduire une nouvelle. La première
possibilité a été éartée assez tt ar elle semblait diilement améliorable. Nous
avions trouvé quelques solutions mais elles avaient déjà été testées par J.Barthélemy
lors de la oneption du programme. Nous nous sommes alors penhé vers une al-
ternative nouvelle. Celle-i sera présentée au hapitre 3. La méthode atuelle, déjà
améliorée, est quant à elle expliquée dans e hapitre.
Ce mémoire se base en grande majorité sur des notions de théorie des graphes.
Avant de passer à la présentation de l'algorithme atuel et de ses optimisations, nous
allons rappeler ertains onepts qui seront utiles pour une bonne ompréhension de
la suite. La majorité des dénitions de la setion suivante proviennent du ours de
théorie des graphes [Le11℄.
2.1 Graphes
Le premier onept abordé est elui de graphe (ou réseau). Cette notion est la
plus importante ar elle nous sert de base, de anevas pour nos futurs algorithmes.
Dénition 1. Un graphe, ou réseau, est un objet mathématique onstitué de deux
ensembles nis. Le premier, noté V , ontient n points appelés n÷uds ou sommets
labellisés de 1 à n et l'autre, E, ontient des liens entre ertaines paires de es
n÷uds. Ces liens sont appelés ars et notés (i, j) lorsque i est relié à j.
Un réseau peut être par exemple un groupe de personnes où un n÷ud est une
personne et un lien entre deux individus représente le fait qu'ils se onnaissent.
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Pour alléger les notations, il est aussi possible d'indier les liens de 1 à m, le
nombre de liens ontenus dans le réseau, au lieu de les désigner par la paire départ-
arrivée. Pour une meilleure ompréhension du onept, nous garderons la première
notation qui reprend les n÷uds de départ et d'arrivée. La Figure 2.1 présente un
exemple de graphe. Dans elui-i, V = {1, 2, ..., 7} et E = {(1, 3), (3, 1), (3, 2), ..., (7, 6)}.
Ce petit réseau nous servira d'exemple pour la suite de e travail et interviendra pour
illustrer haque onept théorique.
bc
bc
bc
bc
bcbc
bc
1
2
3
4
5
6
7
Figure 2.1  Un exemple de graphe
Connaissant maintenant le onept de réseau, nous pouvons introduire des a-
ratéristiques plus préises.
Dénition 2. Le degré d'un n÷ud est le nombre de n÷uds auquel il est lié par un
lien du réseau
Propriété 1. Un graphe est dit orienté si les ars possèdent un sens.
bc
bc
bc
bc
bcbc
bc
1
2
3
4
5
6
7
Figure 2.2  Un exemple de graphe orienté
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Par exemple, il peut exister un ar reliant le sommet a à b mais pas l'opposé
de b à a. Dans e as-i, le degré d'un n÷ud est séparé en deux valeurs : le degré
entrant et le degré sortant valant respetivement le nombre de n÷uds liés par un
lien entrant et le nombre de n÷uds liés par un lien sortant. L'exemple à la gure 2.2
est un graphe orienté.
Propriété 2. Un graphe est pondéré si l'on adjoint un poids à haque ar. Il
s'agit d'une valeur propre à un ar, pouvant faire oe de oût, de temps de trajet
ou enore de pénalité. Ce nombre est souvent positif. Par hypothèse, le poids d'un
n÷ud vers lui-même vaut 0 et elui entre deux sommets qui ne sont pas reliés par
un ar du graphe est posé à ∞.
Dans notre exemple, à la gure 2.3, nous pouvons imaginer que le réseau est un
réseau routier où les n÷uds sont des arrefours et les liens des routes. Dans e as,
la valeur du poids peut orrespondre au temps de trajet, en minutes, pour parourir
le lien.
bc
bc
bc
bc
bcbc
bc
1
2
3
4
5
6
7
5.5
7
8
4.5
3
6.5
4
7
9
2
Figure 2.3  Un exemple de graphe orienté et pondéré
L'utilisation de graphes pondérés permet des appliations plus intéressantes.
Nous pouvons, par exemple, aluler des temps de déplaements sur le réseau ou
des plus ourts hemins. Pour pouvoir résoudre es types de problèmes via un ordi-
nateur, nous devons mettre en plae une méthode de représentation et de stokage
numérique du graphe. Introduisons pour ela la matrie d'adjaene, notée A,
dénie omme :
A(i, j) =
{
1 si (i, j) ∈ E
0 sinon
Intuitivement, haque ligne ou olonne de la matrie orrespond à un n÷ud et l'élé-
ment Ai,j vaut 1 lorsque i est relié à j. Pour les graphes pondérés, la dénition est
légèrement modiée an de prendre en ompte les poids de haque lien. Elle devient :
A′(i, j) =


w(i, j) si (i, j) ∈ E
0 si i = j
∞ sinon
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Nous utiliserons ette dénition dans la suite du travail. Notre exemple de graphe
donne, pour les deux dénitions, les matries d'adjaenes suivantes :


0 0 1 1 0 1 0
0 0 0 0 0 1 0
1 1 0 0 1 0 0
0 0 0 0 1 0 1
0 0 1 1 0 0 0
0 1 0 1 0 0 0
0 0 0 0 0 1 0


et en ajoutant les poids :


0 ∞ 5.5 6.5 ∞ 8 ∞
∞ 0 ∞ ∞ ∞ 4.5 ∞
5.5 7 0 ∞ 9 ∞ ∞
∞ ∞ ∞ 0 7 ∞ 2
∞ ∞ 9 7 0 ∞ ∞
∞ 4.5 ∞ 3 ∞ 0 ∞
∞ ∞ ∞ ∞ ∞ 4 0


Le onept de graphe est maintenant bien déni et représentable. Il reste à dénir le
onept reliant deux n÷uds qui ne sont pas diretement aessibles par un lien du
réseau. Un hemin entre les n÷uds a et b est un ensemble de m ars appartenant
à E de la forme
{(n0, n1)(n1, n2), ..., (nm − 1, nm)}
où n0 = a et nm = b.
Dénition 3. Un graphe est dit onnexe s'il est possible de trouver un hemin
entre toutes les paires de n÷uds du graphe.
Dans un graphe pondéré, le poids d'un hemin est simplement la somme des poids
des ars qui le omposent. Dans un graphe non-onnexe, il est parfois impossible de
relier deux n÷uds. Dans e as, le poids du hemin est xé à l'inni.
Dénition 4. Un plus ourt hemin entre a et b est le hemin de poids minimal
parmi tous les hemins possibles entre a et b. Rappelons que le poids d'un hemin
partant d'un n÷ud vers lui-même est xé à 0.
Grâe à ette notion, nous pouvons dénir la matrie des plus ourts hemins,
notée D telle que Di,j est le poids du plus ourt hemin allant de i à j. Partant de
notre exemple, le plus ourt hemin entre les sommets 7 et 3 de notre graphe est
l'ensemble ordonné d'ars
{(7, 6), (6, 4), (4, 5), (5, 3)}
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et est de poids 23. La matrie des plus ourts hemins omplète vaut quant à elle :


0 12.5 5.5 6.5 13.5 8 8.5
∞ 0 ∞ ∞ ∞ ∞ ∞
5, 5 7 0 16 9 ∞ 23
∞ 10, 5 ∞ 0 ∞ 6 2
14, 5 16 9 7 0 13 8
∞ 4, 5 ∞ 3 ∞ 0 5
∞ 8, 5 ∞ 7 ∞ 4 0


On remarque bien que la diagonale est onstituée de valeurs nulles et que ertaines
paires ne sont pas joignables via notre réseau, elles sont don assoiées à un hemin
de poids inni.
2.2 L'algorithme de Dijkstra
Soit un graphe pondéré et u0 un sommet de e graphe. L'algorithme de Dijkstra
permet de trouver les hemins les plus ourts entre u0 et tous les autres n÷uds
du graphe ainsi que leur poids. Ce problème est onnu en sienes informatiques
omme Single-Soure Shortest Path. Edsger Wybe Dijkstra proposa une solution
eae dans son artile de 1959 ([E.W59℄). Comme ela a été spéié préédemment,
et algorithme est utilisé atuellement dans VirtualBelgium pour aluler tous les
parours et temps de trajets des agents aomplissant leur haine d'ativités.
2.2.1 Fontionnement
Nous allons d'abord expliquer la méthode, puis nous la résumerons de manière
plus tehnique via un pseudo-ode. Pour ommener, nous partons d'un n÷ud soure
à partir duquel tous les plus ourts hemins seront alulés. Les autres n÷uds du
réseau sont rassemblés dans un ensemble nommé réservoir. Chaun sera, à la n du
alul, aratérisé par une distane à la soure (la valeur du poids du plus ourt he-
min entre les deux) et un prédéesseur (un autre n÷ud se situant juste avant le n÷ud
ible dans le plus ourt hemin servant à reonstruire le trajet). À l'initialisation,
les distanes sont xées à ∞ et les prédéesseurs à un élément vide. L'algorithme se
déroule omme suit :
1. Au départ, tous les n÷uds sont plaés dans le réservoir. Parmi eux, seul le
n÷ud soure a une valeur nulle ar sa distane à lui-même est nulle.
2. On prend dans le réservoir le n÷ud de valeur minimale. Au premier passage,
il s'agit néessairement du n÷ud soure ar il est le seul à posséder une valeur
diérente de l'inni. Ce n÷ud est retiré du réservoir. Les n÷uds restant sont
mis à jour. Pour ela, on vérie si leur distane diminue en passant par le n÷ud
retiré. Ainsi, soit v le n÷ud à mettre à jour, u elui retiré du réservoir, l(v) la
distane du n÷ud v et w(i, j) le poids de l'ar (i, j), alors :
l(v) = min(l(v), l(u) + w(u, v))
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3. Si des n÷uds voient leur valeur être diminuée, nous hangeons aussi leur pré-
déesseur pour u.
4. On réitère les opérations 2 et 3 tant que le réservoir n'est pas vide.
Le ode 2.1 provenant du ours de théorie des graphes [Del09℄ exprime et algo-
rithme de manière plus rigoureuse. La proédure insert(Q node i j) permet d'insérer
le n÷ud i de valeur j dans le réservoir Q.
\\ i n i t i a l i s a t i o n du r e s e r v o i r v ide
Q=EmptyQ
\\ i n s e r t i o n des noeuds dans l e r e s e r v o i r
i n s e r t (Q, node 0 ,0) \\ l a soure e s t a d i s tane 0 d ' e l l e meme
for i from 1 to n
i n s e r t (Q, node i , i n f i n i t y )
end
while Q non vide
u :=noeud de Q de d i s tane depuis l a soure minimale
Q:=Q\{u}
for tout v dans Q
d i s tane de l a soure a v :=min( d i s tane de l a soure a
v , d i s tane de l a soure a u+poids (u , v ) )
mise a jour du predee s s eu r s i hangement de d i s tane
end
end
Code 2.1  Pseudo-ode de Dijkstra
Remarque : la version de l'algorithme de Dijkstra présentée ii est elle que l'on
trouve originellement dans la littérature. Celle implémentée dans VirtualBelgium
lui est diérente en un point. Comme les n÷uds sont retirés du réservoir par ordre
roissant de leur valeur, il est garanti que plus nous retirons de n÷uds, plus ils seront
éloignés de la soure. Or, dans notre reherhe d'un n÷ud plausible pour aueillir
l'ativité de l'individu, nous devons en herher un parmi eux se trouvant à une
ertaine distane tirée aléatoirement. Cela implique que nous pouvons stopper la
reherhe de n÷uds dans l'algorithme de Dijkstra avant que le réservoir ne soit vide
si la distane du dernier n÷ud a y être retiré est supérieure à elle à parourir pour
l'ativité.
Pour retrouver le plus ourt hemin de la soure à un ertain sommet, il sut
de le reonstruire grâe aux prédéesseurs suessifs. Le résultat de l'algorithme de
Dijkstra sur notre exemple donne, en prenant le n÷ud 1 omme soure :
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N÷uds Distane à la soure Prédéesseur
1 0 Auun
2 12.5 6
3 5.5 1
4 6.5 1
5 13.5 4
6 8 1
7 8.8 4
Une représentation sous forme d'arbre permet de mieux rendre ompte du résul-
tat. Elle omprend les plus ourts hemins de la soure vers tous les autres n÷uds
ainsi que leur poids. Le diagramme 2.4 montre ela.
1
3
5.5
6
8
2
4.5
4
6.5
5
7
7
2
Figure 2.4  Résultat de l'algorithme de Dijkstra sur un exemple
2.2.2 Complexité
Un premier élément de omparaison entre deux algorithmes est leur temps de
alul. Un premier indiateur de ette durée peut être donné par leur omplexité.
L'exéution d'un algorithme demande un ertain nombre d'opérations pour arriver
à son terme. La notion de omplexité est dénie par l'ordre de grandeur auquel
appartient e nombre d'opérations dans le pire des as.
Nous savons que l'algorithme de Dijkstra s'eetue en omplexité d'ordre qua-
dratique O(n2) où n est la taille du réseau. En eet, le réservoir, dans le ode 2.2, est
lassiquement implémenté sous la forme d'un simple tableau. L'algorithme se ter-
mine lorsque le réservoir est vide. Or, elui-i est dérémenté d'un élément à haque
étape, e qui induit une omplexité O(n). Pour haque étape, nous herhons le
n÷ud de distane minimum à la soure et modions la valeur de ertains n÷uds.
Une reherhe dans un tableau demande O(n) opérations. Au nal, nous sommes
bien en présene d'un problème en temps quadratique.
Si enn nous désirons onstruire la matrie des plus ourts hemins omplète,
nous devons appliquer Dijkstra en prenant haque sommet omme soure. La om-
plexité est multipliée par n, e qui donne O(n3).
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2.3 Arbres binaires
L'algorithme atuel de alul des plus ourts hemins se base sur elui de Dijkstra
présenté à la setion préédente. La partie de l'algorithme qui peut être améliorée
en terme de temps de alul onerne le réservoir. En eet, il existe d'autres stru-
tures de données que les tableaux qui permettent la reherhe du minimum et la
modiation de valeur plus eaement. Il s'agit des arbres binaires et des arbres
de Fibonai. Cette setion parle des arbres binaires et la suivante des arbres de
Fibonai qui sont des strutures enore plus eaes dans le as de l'algorithme
de Dijkstra. Ces deux améliorations ont été implémenté suessivement dans Vir-
tualBelgium par l'auteur de la thèse [BJ14℄. À l'heure où e mémoire est érit, la
méthode employée est Dijkstra utilisant des arbres de Fibonai. Nous introduirons
quand même la notion d'arbre binaire ar elle-i sert de base à elle des arbres de
Fibonai.
Les arbres binaires sont des strutures de les prioritaires, 'est-à-dire des
strutures permettant de stoker une liste de valeurs de façon ordonnée (souvent
dans l'ordre roissant) tout en optimisant la omplexité de l'insertion de nouvelles
données, la modiation de valeur, la reherhe et la suppression du minimum. Une
dénition littéraire d'arbre binaire prise du livre d'Herbert Edelsbrunner ([Ede05℄)
est :  Il s'agit de soit un élément(appelé n÷ud) vide soit un élément ayant deux
arbres binaires omme sous-arbres gauhe et droit (appelés enfants) .
Conrètement, dans la mémoire d'un ordinateur, haque valeur de l'ensemble
de données onsidéré est stokée dans une variable appelée n÷ud. Chaun de es
n÷uds possède un pointeur vers, au plus, deux autres n÷uds. Nous appellerons es
derniers enfants. Inversement, mis à part le n÷ud "soure", haun se voit lié par un
pointeur depuis un n÷ud parent. C'est et agenement de n÷uds et pointeurs qui
dénit un arbre binaire. On représentera toujours un triplet parent-enfant-enfant
ave le parent au dessus et les enfants sur le même niveau en dessous omme à la
gure 2.5.
parent
enfant enfant
Figure 2.5  Disposition d'un triplet parent-enfant-enfant
Pour pouvoir diérenier les valeurs à l'intérieur de l'arbre, haque n÷ud est in-
dié par un nombre ompris entre 1 et n où n orrespond au nombre d'éléments de
l'arbre. La formule utilisée pour numéroter les valeurs est elle du sens de leture.
Soit un arbre A, alors un n÷ud parent stoké en position i de valeur A(i) a ses
deux enfants aux positions 2i et 2i + 1. Réiproquement, un n÷ud stoké à la j-
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ème position provient d'un parent situé en ⌊j/2⌋. Cei sera représenté à la gure 2.6.
L'intérêt d'utiliser un arbre binaire est de pouvoir trouver failement la valeur
minimum. Le plaement des valeurs n'est don pas fait de manière arbitraire, elles-
i doivent respeter une propriété de disposition. Il n'existe qu'une seule règle de
disposition. Notons A(i) la valeur du n÷ud stoké en position i dans l'arbre. Alors
les valeurs sont agenées de façon suivante :
A(i) ≤ A(2i) et A(i) ≤ A(2i+ 1) (2.1)
Autrement dit, la valeur d'un n÷ud doit toujours être inférieure à elles de ses deux
enfants. La diérene de valeur entre deux enfants liés au même n÷ud parent n'a
pas d'importane.
Le shéma 2.6 représente l'agenement théorique d'un arbre binaire. Les erles
représentent les valeurs stokées, les nombres en indie les plaes dans la struture
et les èhes les pointeurs vers les n÷uds enfants.
1.8
1
2.4
2
7.5
4
5.3
5
1.9
3
3.3
6
6.4
7
Figure 2.6  Exemple d'arbre binaire.
Enn, on dénit la hauteur d'un arbre par le nombre de générations présentes
dans elui-i. Elle vaut log2 n + 1 lorsque n est la taille de l'arbre.
Voyons maintenant omment il est possible d'aélérer les proédures agissant
sur le réservoir de l'algorithme de Dijkstra en le struturant sous la forme d'un arbre
binaire. Rappelons le rle du réservoir dans l'algorithme. Tous les n÷uds du réseau
s'y trouvent au lanement. Ils vont y être retirés un à un suivant leur éloignement par
rapport à la soure (le plus prohe en premier). Sahant ela, il nous faut implémenter
des méthodes, propres aux arbres binaires, permettant de
 Trouver le minimum de l'arbre ;
 Supprimer e minimum ;
 Ajouter une valeur à l'arbre lors de sa onstrution ;
 Modier une valeur dans l'arbre.
La valeur d'un n÷ud de l'arbre sera la distane de e n÷ud à la soure au ours de
l'algorithme.
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2.3.1 Retirer le minimum
Les deux premières méthodes de ette liste peuvent être rassemblées en une
fontion Extraire le minimum. Rappelons que les arbres binaires sont dénis par
une propriété de disposition, elle énonée par l'équation 2.1, imposant que la va-
leur d'un n÷ud parent doit toujours être inférieure ou égale à elle de ses n÷uds
"enfants". Cet aspet permet de mettre en plae très failement la fontion Extraire
le minimum. Il sut de désolidariser le n÷ud raine de l'arbre omme repris à la
gure 2.7.
Cependant, le fait d'avoir supprimé le n÷ud soure a hangé l'aspet général de
l'arbre. Il ne ommene plus par une unique valeur soure. Il faut réarranger les
n÷uds restants pour revenir à une arhiteture d'arbre binaire bien dénie, 'est-à-
dire omprenant un et un seul n÷ud soure et respetant la propriété 2.1.
Pour ommener, nous remplaçons la soure supprimée par le dernier n÷ud de
l'arbre, A(n), se situant à l'extrême droite du dernier étage. Shématiquement, ela
donne la gure 2.8.
Ensuite, la deuxième étape onsiste à permuter ertains n÷uds an de retrouver
la propriété (2.1). La méthode à suivre est la suivante : Partant du n÷ud soure,
nous le hangeons de plae ave son enfant de plus petite valeur si sa valeur lui est
supérieure. On réitère ette opération jusqu'à arriver au dernier étage de l'arbre, ou
avant si e n'est plus néessaire. Illustrons ela par la gure 2.9.
1.8
2.4
7.5 5.3
1.9
3.3 6.4
⇒
2.4
7.5 5.3
1.9
3.3 6.4
Figure 2.7  Extration du minimum
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1.8
2.4
7.5 5.3
1.9
3.3 6.4
⇒
2.4
7.5 5.3
1.9
3.3 6.4
⇒
6.4
2.4
7.5 5.3
1.9
3.3
Figure 2.8  Remplaement du n÷ud soure
6.4
2.4
7.5 5.3
1.9
3.3
⇒
1.9
2.4
7.5 5.3
6.4
3.3
⇒
1.9
2.4
7.5 5.3
3.3
6.4
Figure 2.9  Réparation de l'arbre en intervertissant les n÷uds
En résumé, la fontion extraire le minimum est exprimée par le ode 2.2 où
25
repair() est donné au ode 2.3 et la fontion hange(i,k) hange de position les
n÷ud i et k.
∗∗ In : auun
∗∗Out : va l eu r minimale
ExtratMinimal ( )
min= A[1]
A[1] = A[n]
delete A[n]
r e p a i r (1 )
Code 2.2  Extration de l'élément minimal
∗∗ In : i n d i  e du premier noeud
∗∗Out : Auun
r e p a i r ( i n t i)
i f 2i ≤ n then
k = argmin{A(2i), A(2i+ 1)}
i f A(k) < A(i) then
hange ( i , k )
r e p a i r (k )
end
end
Code 2.3  Réarrangement d'un arbre binaire
Ces deux odes proviennent du livre [Ede05℄.
Au niveau de la omplexité, nous avons vu à la setion 2.3 que la hauteur d'un
arbre de taille n vaut log2 n + 1. Un n÷ud à déplaer doit don être au maximum
interverti ave un autre log2 n + 1 fois. Il y a don au plus log2 n hangements de
n÷uds. La omplexité de et algorithme est O(log2 n).
2.3.2 Ajouter une valeur
La deuxième proédure dont nous avons besoin est elle permettant d'ajouter
un n÷ud dans notre arbre. Elle nous est utile au début de l'algorithme de Dijkstra
puisque nous devons insérer tous les n÷uds dans le réservoir. Nous les ajoutons un à
un à la n de l'arbre. Le premier à entrer est le n÷ud soure. Ensuite, pour haque
ajout, nous réarrangeons l'arbre mais ette fois-i à l'envers. Dans la fontion de
réparation préédente, nous omparions un n÷ud ave son "enfant" de valeur mi-
nimale et nous les permutions de plae au besoin. Dans e as-i, 'est le ontraire,
nous omparons les valeurs du n÷ud onsidéré et de son parent. Imaginons que nous
insérons le n÷ud de valeur 2.2 dans notre arbre omme à la gure 2.10. Cette valeur
est, pour ommener, stokée à l'indie n+1, dans notre as n+1 = 8. Le ode 2.4
résume ela où repairInv() est donné par le ode 2.5.
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1.8
2.4
7.5
2.2
5.3
1.9
3.3 6.4
⇒
1.8
2.4
2.2
7.5
5.3
1.9
3.3 6.4
⇒
1.8
2.2
2.4
7.5
5.3
1.9
3.3 6.4
Figure 2.10  Remplaement du n÷ud soure
∗∗ In : va l eu r du noeud a joute
∗∗Out : Auun
r epa i r I nv ( double x)
A[ n+1℄=x
r epa i r I nv (n+1)
Code 2.4  Constrution/insertion
∗∗ In : i n d i  e du premier noeud
∗∗Out : Auun
r epa i r I nv ( i n t i)
i f i ≥ n then k = ⌊i/2⌋
i f A(i) < A(k) then
hange ( i , k )
r epa i r I nv (k )
end
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end
Code 2.5  Réparation inverse
La omplexité d'un réarrangement inverse est la même que elle d'un réarrange-
ment. L'insertion d'une valeur a don une omplexité d'ordre O(log2 n). L'ajout de
tous les n÷uds du graphe dans le réservoir est de omplexité O(n. log2 n)
2.3.3 Modier une valeur
L'utilité du réservoir dans l'algorithme de Dijkstra est de garder en mémoire
les n÷uds du réseau pour lesquels on ne onnait pas enore le plus ourt hemin
depuis la soure. Tous n÷uds du graphe n'étant pas joignables depuis la soure
par un lien ommenent l'algorithme de Dijkstra ave une distane xée à l'inni.
Petit à petit, à fore de retirer des n÷uds du réservoir et don de mettre à jour les
plus ourtes distanes, es valeurs déroissent pour arriver à leur valeur minimale.
Cette observation implique que les modiations de valeurs dans l'arbre binaire se
feront toujours dans le même sens : en déroissant. Ces hangements de valeurs
impliquent potentiellement une mauvaise struture de l'arbre. Imaginons le simple
arbre suivant :
1.9
3.3 6.4
Si le n÷ud de gauhe passe de 3.3 à 1.2, il est lair que l'arbre ne respete plus
la propriété 2.1. Il faut le réparer. Une inversion de e n÷ud ave son parent permet
de satisfaire ette propriété.
1.2
1.9 6.4
Nous avons simplement réparé l'arbre de la même manière que elle vue préé-
demment au ode 2.3.
A nouveau, la omplexité du hangement d'une valeur est d'ordre O(log2 n). En
eet, supposons, dans le pire des as, que le n÷ud modié soit dans le bas de l'arbre
et prenne omme nouvelle valeur une valeur inférieure à elle du minimum. Il faut
alors réarranger l'arbre de bas en haut. Cei justie la valeur de la omplexité.
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2.3.4 Arbres m-aires
Remarquons que, dans la dénition d'arbre binaire, haque n÷ud avait au plus
2 enfants. Nous pouvons utiliser aussi des arbres dont les n÷uds peuvent être liés
à m > 2 éléments. Dans son livre, Robert Endre Tarjan ([Tar83℄) préise que sui-
vant le nombre d'opérations d'insertions et d'extrations dont nous aurons besoin,
le hoix de m peut avoir une inuene sur la rapidité de elles-i.
Cependant, ette légère modiation a déjà été testée par Johan Barthélemy lors
de plusieurs lanements de simulation de VirtualBelgium. Les temps de aluls sont
restés d'ordre similaire.
2.4 Arbres de Fibonai
Les arbres binaires permettent une représentation sous forme de liste prioritaire
en informatique. Ils peuvent ependant être remplaés par une autre struture en-
ore plus eae partant de la même idée de disposition sous forme d'arbre : les
arbres de Fibonai. Ce nom ne vient pas de leur struture mais bien du alul
de la omplexité des opérations qui s'y rapportent, et où les nombres de Fibonai
interviennent. Ces arbres utilisent l'évaluation paresseuse (ou moins péjorativement
évaluation par néessité) omme nous le verrons dans ette setion. Cette façon d'im-
plémenter les programmes signie n'exéuter un travail que si ela est néessaire au
résultat nal.
Nous présentons es deux strutures ar, d'une part, elles ont été utilisées su-
essivement toutes deux dans l'algorithme de Dijkstra de VirtualBelgium et d'autre
part pare que la première (arbre binaire) est moins omplexe mais inspire fortement
la seonde (arbre de Fibonai).
Dénition 5. Un arbre de Fibonai est une struture onstituée de plusieurs arbres
m-aire (m ≥ 1).
La gure 2.11 montre un exemple d'arbre de Fibonai tiré du ours [Way07℄ au
hapitre intitulé Fibonai Heaps.
17
30
24
26
35
46
23 11 3
18
39
52 41
44
Figure 2.11  Exemple d'arbre de Fibonai.
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Avant d'analyser plus en détail les partiularités de ette struture, introduisons
quelques termes :
Dénition 6. Le rang d'un n÷ud est le nombre de ses n÷uds enfants
Dénition 7. Le rang de l'arbre est le rang maximum des n÷uds de l'arbre
Dénition 8. Un n÷ud marqué est un n÷ud dont un des enfants a été détahé.
Cette notion intervient lors d'un réarrangement de l'arbre à la setion 2.4.3.
Comme montré par l'exemple de la gure 2.11, un arbre de Fibonai peut être
onstitué de plusieurs arbres m-aires. Chaun d'eux respete la propriété (2.1), pré-
sentée préédemment, qui dit que tout n÷ud parent doit posséder une valeur infé-
rieure ou égale à elles de ses enfants. En revanhe, onernant la disposition des
arbres, il n'y a pas de règle spéique. Les deux arbres présentés à la Figure 2.12
sont similaires et ont une struture orrete.
17
30
24
26
35
46
3
18
39
52 41
44
17
30
3
18
39
52 41
44
24
26
35
46
Figure 2.12  Deux arbres de Fibonai similaires.
2.4.1 Retirer le minimum
Maintenant que la struture est détaillée, nous pouvons présenter les proédures
de modiation de es arbres. Celles-i nous seront néessaires lors de l'utilisation de
es strutures dans l'algorithme de Dijkstra. Rappelons que la fontion prinipale
est de trouver le minimum des valeurs dans la struture. Dans e as-i, omme
dans elui des arbres binaires, e travail est très simple. En eet, un pointeur garde
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toujours en mémoire la position de e minimum. Il s'agit d'une des raines des sous-
arbres.
L'enlèvement de e minimum est plus omplexe. Dans l'exemple, à la gure 2.11,
le minimum est le n÷ud raine de l'arbre à l'extrême droite de valeur 3. Sa suppres-
sion transforme le sous-arbre dont il faisait partie en trois arbres distints, illustrés
à la gure 2.13.
3
18
39
52 41
44
⇒
18
39
52 41
44
Figure 2.13  Suppression de la raine minimum
17
30
24
26
35
46
23 11 18
39
52 41
44
Figure 2.14  Arbre de Fibonai après suppression du minimum
L'arbre général devient alors simplement l'union de tous les sous-arbres omme
nous pouvons le voir à la gure 2.14. Cependant, on peut rapidement onstater
qu'après quelques suppressions de minima, l'arbre ressemblera vite à une grande
union de n÷uds singletons. Cette struture ne se prête pas bien à la reherhe d'un
minimum ar elle se rapprohe plus de elle d'un simple tableau. An d'éviter ette
dispersion des n÷uds, nous allons grouper ertains arbres de telle sorte qu'auun
n÷ud raine n'ait le même rang qu'un autre. On appelle ette ation onsolider
l'arbre. Lorsque deux raines ont un rang égal, l'arbre de elle de plus grande valeur
devient un enfant de elui de la raine de plus petite valeur. Par exemple, pour
onsolider l'arbre de Fibonai suivant :
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10
13 20
14
15 19
L'arbre de droite devient un enfant de elui de gauhe (ar 14 > 10) pour former la
struture suivante :
10
13 20 14
15 19
Voii les étapes suessives de onsolidation de l'arbre illustré à la gure 2.14.
Sa forme nale est quant à elle montrée à la gure 2.15.
1. La raine 17 a un rang de 1, la 24 un rang de 2 et la 23 un rang de 0. Il ne
faut en grouper auune.
2. La raine 11 a un rang de 0, omme la 23 qui devient son n÷ud enfant.
3. L'arbre ainsi réé a une raine de rang 1 (omme le premier qui devient son
enfant).
4. À nouveau, le groupement provoque la similitude de rang, ave l'arbre de
raine 24. La valeur 24 étant supérieure à 11, l'arbre de ette raine devient le
troisième enfant de elui de la raine 11.
5. La raine 18 est maintenant la seule de rang 1.
6. Même onstat pour la raine 52 qui est la seule de rang 0.
7. Enn, la raine 41 est de rang 1 omme la raine 18. Elle devient don son
enfant.
8. Plus auune raine ne possède un rang identique à elui d'une autre.
L'arbre onsolidé est formé à présent de trois arbres, respetivement de rang 3,0
et 2.
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23 17
30
24
26
35
46
18
39 41
44
52
Figure 2.15  Arbre de Fibonai après suppression du minimum et onsolidation
La suppression du minimum est presque terminée. Il ne reste plus qu'à reposi-
tionner le pointeur vers le nouveau minimum. Une simple reherhe parmi les trois
nouvelles raines sut pour retrouver le minimum : 11.
2.4.2 Ajouter une valeur
Il reste deux opérations à implémenter pour rendre notre struture d'arbre de
Fibonai apable de servir de liste prioritaire : l'insertion et la modiation de va-
leur. L'ajout de nouvelle valeur est très simple ; il sut de réer ave elle un arbre
singleton et de l'ajouter à la suite des sous-arbres, puis de mettre à jour le minimum
si néessaire.
Rappelons ependant que l'algorithme de Dijkstra ne remplit son réservoir qu'à
un seul moment et que toutes les valeurs y entrent en même temps. L'arbre de Fibo-
nai ressemble à une simple liste d'arbres singletons. Il n'est pourtant pas néessaire
de onsolider l'arbre à e moment ar le remplissage du réservoir est diretement
suivi du retrait du premier minimum. Ce retrait implique néessairement une onso-
lidation de l'arbre.
2.4.3 Modier une valeur
La modiation de valeur est plus omplexe. C'est ii qu'entre en ompte la no-
tion de n÷ud marqué. Partons de l'exemple préédent où nous avions supprimé le
minimum et supposons que le n÷ud 26 hange de valeur pour 10.
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(a) Modiation d'une valeur
11
23 17
30
24
46
18
39 41
44
52 10
35
(b) Désolidarisation du n÷ud enfant et marquage du n÷ud 24
Figure 2.16  Modiation d'une valeur dans un arbre de Fibonai
Il est évident que si, après la modiation de la valeur, l'arbre respete toujours
la struture, il peut rester tel quel. Seul le pointeur vers le minimum peut éventuel-
lement hanger. Mais si la modiation a entrainé le non-respet de la struture, il
faut la réparer. C'est le as dans notre exemple : la nouvelle valeur, 10, est inférieure
à 24, elle de son n÷ud parent. Il faut restruturer l'arbre. Une manière évidente de
rendre l'arbre orret est de désolidariser le n÷ud posant problème et de le trans-
former en sous-arbre m-aire à la suite des autres. On voit diretement que e type
de modiation peut, omme dans le as de la suppression du minimum, rendre la
struture de Fibonai moins eae ar la struture se rapprohe de elle d'un
tableau.
Dans e as de gure, le prinipe de base à respeter lors de la restruturation
est qu'un n÷ud doit être désolidarisé de son arbre dès qu'il perd deux de ses enfants.
Le onept de n÷ud marqué entre alors en jeu. Dès qu'un enfant est oupé de son
n÷ud parent, e dernier garde en mémoire ette séparation en étant marqué. Si un
autre de ses enfants hange de valeur et doit être détahé, on isole aussi le parent
ave les potentiels n÷uds restants ainsi que tous les anêtres marqués. L'exemple
de la gure 2.17 illustre ela. On suppose que le n÷ud ayant la valeur 24 est déjà
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marqué (n÷ud de ouleur verte) et que son enfant de gauhe prend la valeur 10
omme préédemment (2.17a). L'arbre formé par les n÷uds de valeur 10 et 46 est
désolidarisé ainsi que le singleton parent de valeur 24. Ce dernier perd son marquage
après l'opération.
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(a)
11
23 17
30
18
39 41
44
52 10
35
24
46
(b)
Figure 2.17  Illustration des n÷uds marqués
2.5 Assoiation des arbres de Fibonai et de l'al-
gorithme de Dijkstra
Pour terminer e hapitre, détaillons omment l'algorithme de Dijkstra a été
optimisé grâe aux arbres de Fibonai pour devenir elui implémenté à l'heure
atuelle dans VirtualBelgium. Nous allons reprendre les étapes de l'algorithme de
base dérit dans la deuxième setion de e hapitre.
1. Initialisation du réservoir par un arbre de Fibonai vide.
2. Insertion de tous les n÷uds du réseau dans l'arbre de Fibonai. Leur valeur
est xée à l'inni et leur prédéesseur à un élément vide exepté pour eux
joignables depuis le n÷ud soure. Leur valeur orrespond alors au poids du lien
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les liant et leur prédéesseur est le n÷ud lui-même. Le pointeur vers le n÷ud
de valeur minimale est assoié au n÷ud voisin de la soure le plus prohe.
3. Identiation du n÷ud de valeur minimale (immédiat grâe au pointeur de
l'étape préédente). Appelons-le N . Pour haque voisin de e n÷ud dans le
réseau, la relation suivante est testée :
Si la distane du voisin est supérieure à la somme de la distane depuis la
soure vers N et du poids du lien de N à son voisin, Alors mettre à jour la
distane du n÷ud voisin dans l'arbre. Réarranger l'arbre si e hangement de
valeur viole la propriété (2.1). Mettre à jour le prédéesseur du voisin par le
n÷ud N
4. Supprimer le n÷ud N de l'arbre pour le réarranger.
5. Répéter les deux dernières opérations tant que l'arbre de Fibonai n'est pas
vide
La omplexité de et algorithme optimisé est donnée par Johan Barthélemy dans
sa thèse ([BJ14℄) omme étant d'ordre O (n log n+m) où n est le nombre de n÷uds
du réseau et m le nombre de liens.
2.6 Conlusion
Ce hapitre a dérit de manière détaillée le fontionnement de l'algorithme de
Dijkstra ainsi que son utilisation des arbres de Fibonai. Rappelons que ette mé-
thode est atuellement utilisée dans le projet VirtualBelgium pour aluler les plus
ourts hemins dans les haines d'ativités des agents. Le hapitre suivant va dérire
un andidat potentiel pour le même rle.
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Chapitre 3
Un autre algorithme de plus ourts
hemins
Atuellement, le alul des plus ourts hemins pour le hoix des destinations
dans VirtualBelgium est obtenu grâe à l'algorithme de Dijkstra modié ave les
arbres de Fibonai. Ce hapitre présente une autre solution pour aluler es plus
ourts hemins.
3.1 L'algorithme de Floyd, prinipe général
Au lieu de partir d'un n÷ud soure et de aluler les plus ourts hemins vers
tous les autres n÷uds, une autre approhe serait de onstruire en entier la matrie
des plus ourts hemins D. Les destinations seraient alors hoisies simplement en
parourant la matrie à la reherhe d'un n÷ud situé à la bonne distane de la
soure. L'algorithme de Floyd permet de onstruire ette matrie. Contrairement à
l'algorithme de Dijkstra, il a la partiularité de ne devoir aluler les plus ourts
hemins qu'une seule fois au début du programme. La suite ne demande qu'une
reherhe dans une ligne de la matrie.
Rappelons que la matrie des plus ourts heminsD est dénie de façon suivante :
D(i, j) =
{
Le poids du plus ourt hemin entre i et j si i 6= j
0 sinon
Ce hapitre dérit l'algorithme de Floyd ainsi que ses aratéristiques. Le suivant
regroupera les tests mis en ÷uvre qui permettront de omparer ette alternative ave
l'atuelle.
3.2 Fontionnement
Commençons par omprendre en détail l'idée de et algorithme. Le raisonnement
se fait par réurrene. Supposons que nous onnaissions le plus ourt des hemins
entre les sommets i et j qui n'utilise que les k premiers n÷uds du réseau. Notons
son poids ck(i, j). La notion de k premiers n÷uds provient d'une façon arbitraire de
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les dénoter. La disposition du réseau en elle-même n'entre pas en ompte dans ette
numérotation.
S'il est impossible de relier i et j ave ette restrition, la distane est xée
à l'inni. Ajoutons un k + 1ième n÷ud : soit le plus ourt hemin, entre i et j,
est inhangé ; soit le hemin emprunté hange, de telle sorte que le poids du hemin
diminue. Dans e seond as, le nouveau hemin passe néessairement par le nouveau
n÷ud. Le poids du hemin ck(i, j), entre i et j, est remplaé par ck+1(i, k + 1) +
ck+1(k + 1, j), la somme des hemins de i à k + 1 et de k + 1 à j. L'idée générale
de l'algorithme est d'itérer ette opération jusqu'à utiliser le réseau tout entier.
Mathématiquement, nous pouvons résumer tout ela par la relation de réurrene
suivante :
ck(i, j) =
{
min{ck(i, j), ck+1(i, k + 1) + ck+1(k + 1, j)} si k ≥ 1
w(i, j) si k = 0
3.3 Code
L'algorithme de Floyd provenant du livre [AGK03℄ est donné par le ode 3.1.
\\ i n i t i a l i s a t i o n de l a matr ie des p lus our t s hemins par
 e l l e d ' ad jaene
D = A
\\Corps de l ' a lgor i thme
for k from 1 to n
for i from 1 to n
for j from 1 to n
i f ( i==j ) OR ( i==k ) OR ( j==k )
ont inue
Di,j = minDi,j, Di,k +Dk,j
end
end
end
Code 3.1  pseudo-ode de Floyd
La première instrution de l'intérieur des trois boules suessives exprime le fait
que la mise à jour de l'élément de la matrie n'est pas néessaire si deux des trois
indies i, j, k sont égaux. En eet, si i = j, l'élément Di,j est sur la diagonale et est
don toujours nul. Si i = k, le alul du minimum revient à faire la omparaison
entre Di,j et Di,i +Di,j = 0 +Di,j qui sont égaux entre eux. L'expression devient :
Di,j = min(Di,j, Di,j)
On voit ainsi que Di,j est inhangé. Enn le as j = k s'explique de façon similaire
que le préédent.
L'avantage de e ode est qu'il n'est pas néessaire d'allouer en mémoire la plae
pour une matrie temporaire à l'intérieur des trois boules. Les mises à jour de
valeurs peuvent être faites diretement dans la matrie d'adjaene omme on peut
le voir dans le ode 3.1.
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3.4 Complexité
Le alul de la omplexité est très simple. L'algorithme est omposé de trois
boules imbriquées. Chaune parourant le nombre de n÷uds du réseau : n. La
omplexité est don d'ordre O(n3).
3.5 Forme parallèle
Caluler les déplaements de millions d'agents sur un réseau aussi onséquent
que le réseau routier belge peut rapidement devenir très gourmand en ressoures.
Un ordinateur de bureau lassique mettrait beauoup trop de temps pour eetuer
toutes les opérations. Une grande partie de la tâhe sera don eetuée en alul pa-
rallèle. Cette tehnique de programmation est le fait de déomposer son programme
en moreaux plus restreints. Ceux-i peuvent alors eetuer des opérations, relati-
vement indépendamment, sur des proesseurs diérents et surtout en même temps
pour réduire le temps de alul.
Plusieurs types de parallélisme existent. Nous détaillerons plus préisément elui
que nous utiliserons en même temps que la présentation des algorithmes omparés.
VirtualBelgium intègre le alul parallèle grâe à la librairie C++ MPI dont la do-
umentation peut être trouvée sur le site oiel de sa doumentation [MPI℄.
Dans le livre Parallele Computing ([AGK03℄), les auteurs proposent de partager
les aluls des éléments de la matrie D en p proesseurs. Nous supposons avoir
à disposition un nombre arré de proesseurs numérotés de P1,1 à P√p,√p. Chaun
d'eux s'oupe d'une sous-matrie de
n√
p
× n√
p
éléments, omme présenté à la -
gure 3.1. Ainsi, le proesseur Pi,j alule les éléments de la matrie ompris entre(
(i− 1) n√
p
+ 1, (j − 1) n√
p
+ 1
)
et
(
i n√
p
, j n√
p
)
. Rappelons que le alul de Di,j né-
essite de onnaitre, à l'étape k de la boule extérieure, les valeurs Di,k et Dk,j. Or
elles ne se trouvent pas néessairement dans les données du même proesseur. Nous
devons partager es informations.
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bc
P1,1
P2,1
P1,2
.
.
.
· · ·
.
.
.
Figure 3.1  Matrie D divisée en sous-blos
Pour rendre notre algorithme alulable par plusieurs proesseurs simultanément,
eux-i doivent partager l'information alulée. À l'itération k, les proesseurs, dont
la mémoire assoiée ontient les éléments de la ligne k de la matrie, envoient leurs
données aux proesseurs travaillant sur les mêmes olonnes que les leurs. De façon
similaire, les proesseurs ontenant les éléments de la olonne k de la matrie envoient
leurs données à eux de la même ligne. Quand toutes les données sont partagées,
les proesseurs peuvent mettre à jour la matrie à la manière du ode 3.1. Voyons
ela ave l'exemple suivant : il s'agit du même réseau que elui utilisé pour illustrer
l'algorithme de Dijkstra à la page 17 mais auquel nous avons retiré un noeud an
de failiter le déoupage en sous-matries. Supposons aussi que nous avons quatre
proesseurs à notre disposition.
bc
bc
bc
bc
bcbc
1
2
3
4
5
6
5.5
7
8
4.5
3
6.5
7
9
Figure 3.2  Un exemple de réseau pour tester l'algorithme de Floyd
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La matrie d'adjaene orrespondante est la suivante :
A =


0 ∞ 5.5 6.5 ∞ 8
∞ 0 ∞ ∞ ∞ 4.5
5.5 7 0 ∞ 9 ∞
∞ ∞ ∞ 0 7 3
∞ ∞ 9 7 0 ∞
∞ 4.5 ∞ 3 ∞ 0


Chaque proesseur s'oupe d'une sous-matrie de taille 3 × 3 de la façon sui-
vante :
P1,1 P1,2
 0 ∞ 5.5∞ 0 ∞
5.5 7 0



6.5 ∞ 8∞ ∞ 4.5
∞ 9 ∞



∞ ∞ ∞∞ ∞ 9
∞ 4.5 ∞



0 7 37 0 ∞
3 ∞ 0


P2,1 P2,2
 P1,1 s'oupe de la sous-matrie partant de A1,1 à A3,3.
 P1,2 s'oupe de la sous-matrie partant de A1,4 à A3,6.
 P2,1 s'oupe de la sous-matrie partant de A4,1 à A6,3.
 P2,2 s'oupe de la sous-matrie partant de A4,4 à A6,6.
Détaillons maintenant la première étape de l'algorithme pour omprendre omment
les proesseurs doivent partager l'information alulée.
k = 1
Premier proesseur : P1,1
Ce proesseur doit eetuer es neuf opérations :
A1,1 = min(A1,1, A1,1 + A1,1)
A1,2 = min(A1,2, A1,1 + A1,2)
A1,3 = min(A1,3, A1,1 + A1,3)
A2,1 = min(A2,1, A2,1 + A1,1)
A2,2 = min(A2,2, A2,1 + A1,2)
A2,3 = min(A2,3, A2,1 + A1,3)
A3,1 = min(A3,1, A3,1 + A1,1)
A3,2 = min(A3,2, A3,1 + A1,2)
A3,3 = min(A3,3, A3,1 + A1,3)
Il n'a besoin d'auune autre information que elles ontenues dans sa sous-matrie.
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Deuxième proesseur : P1,2
A1,4 = min(A1,4,A1,1 + A1,4)
A1,5 = min(A1,5,A1,1 + A1,5)
A1,6 = min(A1,6,A1,1 + A1,6)
A2,4 = min(A2,4,A2,1 + A1,4)
A2,5 = min(A2,5,A2,1 + A1,5)
A2,6 = min(A2,6,A2,1 + A1,6)
A3,4 = min(A3,4,A3,1 + A1,4)
A3,5 = min(A3,5,A3,1 + A1,5)
A3,6 = min(A3,6,A3,1 + A1,6)
Ce proesseur a besoin de onnaitre les valeurs des éléments A1,1, A2,1 et A3,1. Au-
trement dit, la première olonne de la sous-matrie alulée par le proesseur P1,1.
Remarquons que k = 1 et qu'il manque les valeurs de la première olonne du pro-
esseur travaillant sur les mêmes lignes de A que P1,2.
Troisième proesseur : P2,1
A4,1 = min(A4,1, A4,1 +A1,1)
A4,2 = min(A4,2, A4,1 +A1,2)
A4,3 = min(A4,3, A4,1 +A1,3)
A5,1 = min(A5,1, A5,1 +A1,1)
A5,2 = min(A5,2, A5,1 +A1,2)
A5,3 = min(A5,3, A5,1 +A1,3)
A6,1 = min(A6,1, A6,1 +A1,1)
A6,2 = min(A6,2, A6,1 +A1,2)
A6,3 = min(A6,3, A6,1 +A1,3)
Ce proesseur a besoin de onnaitre les valeurs des éléments A1,1, A1,2 et A1,3. Au-
trement dit, la première ligne de la sous-matrie alulée par le proesseur P1,1.
Remarquons que k = 1 et qu'il manque les valeurs de la première ligne du proes-
seur travaillant sur les mêmes olonnes de A que P2,1.
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Quatrième proesseur : P2,2
A4,4 = min(A4,4,A4,1 +A1,4)
A4,5 = min(A4,5,A4,1 +A1,5)
A4,6 = min(A4,6,A4,1 +A1,6)
A5,4 = min(A5,4,A5,1 +A1,4)
A5,5 = min(A5,5,A5,1 +A1,5)
A5,6 = min(A5,6,A5,1 +A1,6)
A6,4 = min(A6,4,A6,1 +A1,4)
A6,5 = min(A6,5,A6,1 +A1,5)
A6,6 = min(A6,6,A6,1 +A1,6)
Ce proesseur a besoin de onnaitre les valeurs des éléments A1,4, A1,5, A1,6, A4,1, A5,1
et A6,1. Les trois premiers forment la première ligne de la sous-matrie alulée par
le proesseur P1,2. Les trois derniers forment la première olonne de la sous-matrie
alulée par le proesseur P2,1. Remarquons que k = 1, qu'il manque les valeurs de
la première ligne du proesseur travaillant sur les mêmes olonnes de A que P2,2
et qu'il manque les valeurs de la première olonne du proesseur travaillant sur les
mêmes lignes de A que P2,2.
Remarquons que l'envoi de données se fait avant les mises à jour des éléments
ar les proesseurs ont besoin de es ressoures pour pouvoir eetuer le travail
demandé.
3.6 Complexité de la forme parallélisée
Le temps d'exéution de l'algorithme sous forme parallèle se déompose en deux.
Il y a d'un té le temps de alul à part entière que les proesseurs utilisent et
de l'autre, le temps néessaire pour partager les informations entre proesseurs : la
ommuniation. Pour le premier temps, la omplexité est tout simplement d'ordre
O
(
n3
p
)
puisqu'un total de n3 opérations doivent être eetuées simultanément par
p proesseurs .
Pour la ommuniation, nous savons que les proesseurs s'oupant des sous-
matries ontenant une partie de la k-ième ligne ou de la k-ieme olonne de A
envoient
n√
p
éléments
1
aux autres proesseurs. Tous les proesseurs ne reevant pas
l'information en même temps, il faut attendre que tout soit bien distribué. Ce temps
s'appelle la synhronisation et sa longueur est d'ordre log p. Enn, ela vaut pour
une valeur de k. Or il y en a un total de n. Le temps total de ommuniation est de
l'ordre de O
(
n. n√
p
. log p
)
.
1. orrespondant à l'entièreté d'une ligne ou d'une olonne de sous-matrie
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La omplexité totale de l'algorithme de Floyd en version parallèle est la somme
des deux omplexité :
O
(
n3
p
+
n2√
p
log p
)
Lorsque n >
√
p log p , le terme dominant de ette omplexité est n
3
p
. Si n vaut
262.000 (le nombre de n÷uds dans le plus grand réseau de VirtualBelgium) alors e
terme est dominant tant que p, le nombre de proesseurs, est inférieur à 189008000,
e qui est logiquement toujours le as.
3.7 Intégration dans VirtualBelgium
Le ode C++ omplet de la forme parallélisée se trouve dans les annexes. Cette
setion explique en français les étapes du ode an d'aider le leteur à mieux le
omprendre. Nous détaillerons ela de manière fort struturée et non sous forme de
texte ontinu. De plus, les étapes seront expliquées dans l'ordre dans lequel elles
interviennent dans le ode.
Avant de ommener, voii une remarque générale d'ordre tehnique. En C++
(le langage de programmation dans lequel est érit VirtualBelgium), les indies des
éléments dans une struture (tableau, matrie, et.) ommenent toujours à zéro et
non à un, omme ela peut être le as dans d'autres langages.
La partie parallèle se base, omme dit dans l'introdution, sur la librairie MPI
inluse dans la librairie Boost. Les diérentes ommandes utilisées sont :
rank(). Le ode de VirtualBelgium a beau être exéuté sur plusieurs proesseurs,
il est exatement le même pour tous. Or es proesseurs ne doivent pas faire
le même travail au même moment. Il faut don pouvoir les distinguer pour
spéier les tâhes. La fontion rank() renvoie un nombre entre 0 et p − 1
où p est le nombre de proesseurs aetés. Ce nombre sert d'identiant au
proesseur qui "lit" ette ommande.
size(). En plus de savoir quel proesseur lit le ode, il est intéressant de onnaitre
ombien y sont aetés pour répartir le mieux possible la tâhe. La fontion
size() renvoie le nombre de proesseurs alloués au programme.
send(rank,tag,data). Une fontion dont l'utilité est très faile à omprendre, est
elle permettant d'envoyer de l'information d'un proesseur vers un autre. La
fontion send(rank,tag,data) envoie la valeur data vers le proesseur identié
par rank. Cet envoi possède lui aussi un identiant propre donné par tag. Dans
notre as, la variable data sera un tableau omprenant une partie de la k-ième
ligne ou olonne de la matrie d'adjaene.
rev(rank,tag,data). Après l'envoi de l'information par les proesseurs s'oupant
des sous-matries omprenant la k-ième ligne ou olonne, il faut bien sûr que les
autres reçoivent ette information et pas une autre. En eet, deux proesseurs
qui s'oupent de sous-matries non alignées ne partagent jamais de données. Il
ne faut don pas tout envoyer à tout le monde. La fontion rev(rank,tag,data)
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réupère l'information désignée par tag, envoyée par le proesseur identié par
rank, pour la stoker dans la variable data. Cette variable doit être allouée
antérieurement.
L'argument tag dans les fontions send et rev est simplement la valeur de l'in-
die de boule k. Nous sommes don sûr que haque envoi est diérent d'un autre :
soit par son tag, soit par le proesseur émetteur/réepteur.
Étape 1 : les oordonnées des proesseurs
Cette première étape est ruiale si nous voulons failiter les aluls des étapes
suivantes. En eet, rappelons que les proesseurs sont indexés par un entier de 0 à
p − 1 et non par un ouple d'entiers. Cette deuxième façon de faire est bien plus
adéquate lors d'une disposition en grille (voir la gure 3.1). Les sous-matries sont
distribuées de gauhe à droite puis de haut en bas omme le montre le shéma
i-dessous.
0 1 2 3
4 5
.
.
.
Pour avoir les oordonnées en deux dimensions, nous alulons la division euli-
dienne de l'identiant du proesseur par la raine arrée du nombre total alloué au
programme pour trouver la ligne. Le reste de la division de es deux nombres donne
la olonne. Par exemple, la position du numéro 5 dans notre shéma est
(5/4, 5 mod 4) = (1, 1)
Étape 2 : les proesseurs ontiennent-ils les données à envoyer ?
À haque étape k, ertains proesseurs doivent envoyer une ligne (ou une o-
lonne) vers ertains autres. Pour savoir quel rle oupe haun, nous nous servons
des oordonnées obtenues préédemment. Un proesseur envoie une ligne de sa sous-
matrie si elle-i ontient une partie de la k-ième ligne de la matrie d'adjaene à
l'étape k de l'algorithme. Il en va de même pour la k-ième olonne.
Nous onnaissons la taille n de la matrie et le nombre p de proesseurs alloués.
Une sous-matrie est don de dimension :
n√
p
× n√
p
A nouveau, une division eulidienne permet de dire quelles sous-matries ontiennent
les parties des k-ième ligne et k-ième olonne. Ainsi, le proesseur ayant pour oor-
données (i, j) s'oupe de la k-ième ligne si et seulement si
k/
n√
p
= i
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et s'oupe de la k-ième olonne si et seulement si
k/
n√
p
= j
Étape 3 : l'envoi et la réeption des données
Sahant quels proesseurs doivent envoyer des données, nous pouvons érire une
boule sur une des oordonnées (la première si on envoie une ligne ou la deuxième
si on envoie une olonne). Il faut tout de même faire attention à ne pas s'envoyer les
données à soi-même. En eet, d'une part, 'est une perte de temps et d'autre part le
programme peut s'arrêter s'il reste des proesseurs qui n'ont pas "reçu" de données
(grâe à la fontion rev).
Étape 4 : alul des mises à jour des éléments des sous-matries
Maintenant que les mémoires des proesseurs possèdent toutes les données nées-
saires, es dernier peuvent eetuer leur aluls sur les éléments de leur sous-matrie
respetive.
3.8 Utilisation de la matrie
La matrie des plus ourts hemins étant onstruite, elle ne donne pas enore de
n÷ud situé à une distane aeptable du point de départ. Il faut herher l'informa-
tion dans la matrie. Pour ela, partons de la dénition d'un élément (i, j) :
Di,j = la valeur du plus ourt hemin entre i et j
Ainsi, la i-ième ligne de la matrie omprend les distanes des plus ourts hemins
entre le n÷ud i et haque autre n÷ud du réseau.
Pour déterminer le n÷ud d'arrivée où sera assoié l'ativité, nous ommençons
par ltrer toutes les distanes et les identiants des n÷uds respetifs. Si, après avoir
passé en revue tous les éléments de la ligne, auun ne onvient, nous ajoutons à
la valeur de reherhe un paramètre ǫ xé à 250 mètres et la i-ième ligne est de
nouveau entièrement parourue. Tant qu'auun n÷ud n'est isolé, ǫ est doublé.
Lorsqu'au moins un n÷ud est andidat, il reste à hoisir elui qui "aueillera"
l'ativité onsidérée. Cela est simplement fait en en tirant un aléatoirement suivant
une loi uniforme.
3.9 Conlusion
Ce hapitre était l'équivalent du seond mais ette fois dans le but d'expliquer
le fontionnement de l'algorithme de Floyd et d'en présenter son intégration dans le
projet VirtualBelgium. Nous allons maintenant passer à la omparaison de es deux
méthodes.
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Chapitre 4
Comparaison des algorithmes
Les deux hapitres préédents ont permis de présenter et dérire deux algorithmes
de alul de plus ourts hemins. Le premier, elui de Dijkstra optimisé grâe aux
arbres de Fibonai, est implémenté dans VirtualBelgium. Le seond, elui de Floyd,
propose une alternative à la problématique du temps d'exéution. Ce hapitre a pour
but de omparer es deux algorithmes dans le as préis de VirtualBelgium.
La problématique de départ étant le temps élevé d'exéution quand la taille du
réseau est importante, nous avons axé les tests de omparaison des deux proédés
sur les temps d'exéution. Mais nous allons dérire au préalable les ritères théo-
riques de omparaison à la setion 4.3.
4.1 Notions préliminaires
4.1.1 Struture des hiers de stokage
Cette setion détaille l'arhiteture des hiers dans lesquels sont stokés les
réseaux. Lors d'une simulation par VirtualBelgium, le réseau utilisé est donné sous
forme d'un hier XML. L'arhiteture de e hier est la suivante :
<?xml v e r s i on=" 1 .0 " enoding="UTF−8"?>
<network>
<nodes>
<node id x y/>
.
.
.
</nodes>
<l i n k s apper iod="01 : 0 0 : 0 0 " e f f e  t i v e  e l l s i z e=" 7 .5 "
e f f e  t i v e l a n ew i d t h=" 3 .75 ">
<l i n k id from to length f r e e sp e ed apa i ty permlane oneway
modes o r i g i d />
.
.
.
</ l i n k s>
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</network>
On retrouve les deux ensembles V et E omposant un graphe. Dans le premier,
elui des n÷uds, haque élément est aratérisé par trois paramètres : un identiant
unique (id), une longitude (x) et une latitude (y). Le deuxième omprend les liens
reliant es n÷uds. Rappelons que le réseau représente un réseau routier et don que
es liens sont en réalité des routes. Elles ont trois aratéristiques ommunes et onze
individuelles.
• Les ommunes sont :
-apperiod="01 :00 :00" : la période pour laquelle la apaité maximale du tron-
çon est alulée (voir le détail de apaity). Elle est xée à une heure.
-eetiveellsize="7.5" : la longueur d'oupation d'un véhiule sur la route, en
mètres.
-eetivelanewidth="3.75" : la largeur de la route, en mètres.
• Les individuelles sont :
-id : un identiant unique
-from : l'identiant du n÷ud de départ (présent dans l'ensemble "nodes" du hier
XML)
-to : l'identiant du n÷ud d'arrivée.
-length : la longueur du tronçon routier, en mètres.
-freespeed : la vitesse maximale autorisée, en kilomètres par seondes
-apaity : la apaité maximale que peut supporter le tronçon en terme de véhi-
ules, sur une période donnée par apperiod.
-permlane : le nombre de voies du tronçon
-oneway : l'indiateur de sens unique ("1" si la voie est à sens unique)
-modes : la liste des véhiules autorisés sur la voie.
-origid : L'ID de l'anien lien à double sens. Lorsqu'un lien représente une route à
double sens, il est plus faile de le séparer en deux liens à sens unique. L'origid
reprend l'identiant de l'anien lien à double sens.
Ces informations proviennent du site [do℄. Pour les aluls de plus ourts he-
mins, nous devons dénir un poids pour les liens. Dans notre as, il orrespond à
la longueur (length) de la route. Seule ette valeur est don à prendre en ompte
dans notre algorithme.
4.1.2 Null model
Dénition 9. Le null model d'un graphe est un réseau qui lui ressemble dans sa
struture générale mais dont une partie est modiée de façon aléatoire.
Par exemple, un null model souvent utilisé, illustré à la Figure 4.1 onsiste, à
partir d'un graphe, à permuter ertains liens tout en gardant pour haque n÷ud
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ses degrés entrants et sortants initiaux. Pour garantir e respet des degrés, il suf-
t de tirer aléatoirement, dans une distribution uniforme, deux liens du réseau et
d'intervertir soit leur n÷ud d'arrivée soit leur n÷ud de départ. On répète ette opé-
ration jusqu'à atteindre une ondition d'arrêt prédénie. Celle-i peut, par exemple,
onerner le nombre d'ars à interhanger. Plus nous intervertissons de liens, plus le
réseau dière de l'original. Nous avons déidé, pour nos tests, de réaliser autant de
hangements qu'il y a de paires de n÷uds dans le réseau de départ.
bc
bc
bc
bc
bcbc
bc
1
2
3
4
5
6
7
⇒
bc
bc
bc
bc
bcbc
bc
1
2
3
4
5
6
7
Figure 4.1  Un exemple null model
On remarque à la gure 4.1 que les liens ne sont pas du tout disposés de manière
similaire. En revanhe, tous les n÷uds ont gardé le même nombre de liens entrants
et sortants.
L'intérêt de la omparaison entre un réseau et son équivalent null model est
d'analyser si l'original possède ertaines strutures partiulières omme, par exemple,
les lusters. En eet, en introduisant de l'aléatoire dans le réseau (typiquement en
hangeant les origines et destinations de ertains ars), on "asse" sa struture. Si
une propriété du réseau original est observée dans le réseau modié, on peut alors
en déduire que ette propriété n'est pas due à la struture, mais dépend d'autres
ritères. Don, si une propriété est observée dans le réseau original et dans son équi-
valent modié, on peut déduire que la struture de l'original n'en est pas responsable.
La propriété sera alors vue omme dépendante d'un autre aspet des graphes qui n'a
pas été modié (par exemple le degré moyen des n÷uds lors d'une répartition nou-
velle des ars). L'utilisation du null model est expliquée plus en détail dans l'artile
[PP12℄. Nous verrons dans la setion 4.5 omment nous avons utilisé ette notion.
Pour pouvoir utiliser la tehnique du null model, nous avons dû réer un nouveau
réseau lisible par VirtualBelgium. C'est-à-dire un réseau stoké dans le format XML.
Pour pouvoir générer des réseaux sous e format, nous utilisons le langage Python.
Ce hoix est justié par les atouts suivants : il est très simple d'utilisation, multi-
plateformes et très rihe en librairies omplémentaires. L'un de ses atouts majeurs,
dans notre as, est sa bibliothèque standard. Elle possède un module spéialement
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dédié à la leture et à l'ériture de hiers XML, le module xml minidom [xml℄ et un
autre dédié à la gestion de réseaux : networkX [nxP℄. Il permet ainsi de hiérarhiser
et de struturer automatiquement des données. Les odes érits pour ette partie
sont disponibles en annexe.
4.2 Struture des tests
Le but de e mémoire étant la omparaison entre l'algorithme de Dijkstra opti-
misé par les arbres de Fibonai et l'algorithme de Floyd, nous avons testé es deux
proédés sur trois réseaux diérents. La omparaison se base sur les temps d'exé-
ution d'une simulation des haines d'ativités par VirtualBelgium. Mais haun
des tests omporte une omparaison supplémentaire ; il nous a paru en eet intéres-
sant d'eetuer aussi une omparaison entre l'algorithme de Dijkstra optimisé par
les arbres de Fibonai et l'algorithme de Floyd, mais sans tenir ompte du temps
mis pour aluler la matrie des plus ourts hemins. En eet la omplexité pour
onstruire ette matrie étant O(n3), il semble intéressant, à priori, de faire des tests
sans e alul. Une piste d'appliation possible pour VirtualBelgium est de pouvoir
éventuellement utiliser ette proédure, si elle s'avère eae, pour des probléma-
tiques où le réseau de départ reste inhangé et qui garde don la même matrie de
plus ourts hemins.
En résumé, haque test onernera un réseau diérent et omportera trois pro-
édés :
1. Dijkstra optimisé par les arbres de Fibonai
2. Floyd omplet
3. Floyd sans le alul de la matrie des plus ourts hemins
Mais avant de passer aux tests à proprement parler, nous allons préalablement
omparer les trois proédures d'un point de vue théorique.
4.3 Comparaison théorique des trois proédures
Sur base des hapitres 2 et 3, nous pouvons onstruire le tableau suivant qui
rappelle les aratéristiques de haque algorithme.
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Dijkstra opti-
misé par les
arbres de Fibo-
nai
Floyd omplet Floyd sans alu-
ler la matrie des
plus ourts he-
mins
Complexité O(n log n + m) où
n est le nombre de
n÷uds du réseau et
m le nombre d'ars.
Voir la thèse de
Johan Barthelemy
([BJ14℄
O(n3) O(n) ar il faut
parourir une ligne
d'une matrie de
taille n× n
Obligation ou
non de parou-
rir l'entièreté
des n÷uds pour
hoisir un an-
didat valable
pour aueillir
l'ativité de
l'individu
Non ar les n÷uds
sont parourus de
manière ordonnée
Oui Oui
Néessité de al-
uler ou non les
plus ourts he-
mins entre les
diérents n÷uds
Seulement eux
dont le départ est
un lieu de résidene
d'un individu
Tous Auun
Espae mémoire
néessaire
O(n) O(n2) O(n2)
4.4 Test 1 : un petit réseau
Dans e premier test, nous avons hoisi omme réseau une petite partie du ré-
seau omplet de la Belgique dans VirtualBelgium. Il omprend 2280 n÷uds, e qui
orrespond à environ 1% du nombre de n÷uds du réseau total. Les n÷uds ont été
hoisis aléatoirement suivant une loi uniforme, sans ritère géographique. Tous les
liens partant ou arrivant à un n÷ud supprimé ont don aussi été supprimés.
4.4.1 Proesseur et ordinateur utilisés
La petite taille du réseau nous permet de pouvoir eetuer nos trois tests sur un
seul proesseur d'un ordinateur de bureau. Les spéiités de ette mahine sont les
suivantes :
 Un seul proesseur Intel(R) Core(TM) i5-3317U CPU  1.70GHz
 4Go de RAM
 Arhiteture 64 bits
 Système d'exploitation Debian 7 en mahine virtuelle depuis Windows 8.1.
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4.4.2 Résultats
Les temps obtenus sur dix simulations sont les suivants :
Observations Dijkstra Floyd omplet Floyd sans alul de la matrie
Temps 18.32 32.71 5.13
en seondes 18.79 33.09 5.03
18.88 32.68 4.98
18.89 32.54 5.12
18.87 32.52 5.04
18.34 32.94 5.16
18.2 33.35 5.08
18.45 33.16 4.94
18.90 32.69 5.08
19.01 32.24 5.02
Moyennes 18.67 32.8 5.06
Varianes 0.08 0.10 0.004
Éarts types 0.29 0.32 0.07
La gure 4.2 reprend es valeurs sur un même graphique.
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Figure 4.2  Diérents temps pour les simulations sur le petit réseau
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On peut ii observer que la version de Dijkstra est plus rapide que elle de Floyd
omplète. En revanhe, la version de Floyd sans la onstrution de la matrie est
plus eae.
Par onséquent, sur un petit réseau, lorsque l'on veut faire plusieurs simulations
sans modier la topologie de la arte, Floyd sera plus eae que Dijkstra, ar il
pourra utiliser à nouveau la matrie de plus ourts hemins préédemment alulée.
Cela est probablement dû au fait que Dijkstra risque de aluler plusieurs fois les
mêmes plus ourts hemins, puisque beauoup d'individus sont disposés sur un ré-
seau restreint et vont don ertainement parourir les mêmes hemins. Floyd lui, a
déjà préalablement alulé tous les plus ourts hemins et se ontente de herher
des valeurs dans la ligne d'une matrie. Dans e as, le réseau étant petit, ette
matrie n'est pas extrêmement lourde et le programme aède sans perdre trop de
temps à haque ellule des lignes.
4.5 Test 2 : le même petit réseau, mais modié en
null model
Nous avons eetué le test sur le même réseau que le préédent mais en le mo-
diant aléatoirement suivant la méthode des null model expliquée à la setion 4.1.
4.5.1 Proesseur et ordinateur utilisés
Étant donné l'analogie ave le premier test et pour garantir la rigueur de notre
omparaison, nous avons gardé le même matériel à savoir :
 Un seul proesseur Intel(R) Core(TM) i5-3317U CPU  1.70GHz
 4Go de RAM
 Arhiteture 64 bits
 Système d'exploitation Debian 7 en mahine virtuelle depuis Windows 8.1.
4.5.2 Résultats
Les temps obtenus sur dix simulations sont les suivants :
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Observations Dijkstra Floyd omplet Floyd sans alul la matrie
Temps 18.84 32.83 5.02
en seondes 18.18 32.31 4.93
18.18 32.28 4.94
18.8 32.52 7.03
18.03 32.63 5.09
18.59 32.26 5.03
18.58 32.53 5.12
18.3 32.29 5.18
18.17 32.1 5.2
18.22 32.24 5.09
Moyennes 18.39 32.4 5.26
Varianes 0.075 0.044 0.35
Éarts types 0.27 0.21 0.6
La gure 4.3 reprend es valeurs sur un même graphique.
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Figure 4.3  Diérents temps pour les simulations sur le réseau null model
nous pouvons à nouveau observer que la version de Dijkstra est plus rapide que
elle de Floyd omplète. En revanhe, la version de Floyd sans la onstrution de la
matrie est toujours la plus eae.
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En onfrontant les résultats du premier et du deuxième test, nous pouvons
onlure que la struture des réseaux n'a pas d'eet sur le temps d'exéution des
trois algorithmes. En eet, quand on asse la struture du réseau, les résultat restent
analogues.
Cette onstatation empirique peut s'expliquer de façon théorique pour haun
des trois algorithmes :
 Pour l'algorithme de Dijkstra utilisant les arbres de Fibonai, le nombre de
n÷uds étant identique dans les deux tests, le réservoir de l'algorithme garde la
même taille. Le nombre d'exéutions néessaires pour le vider est don similaire
dans les deux as.
 Pour l'algorithme de Floyd omplet, la matrie d'adjaene servant à initier
l'algorithme dépend uniquement du nombre de n÷uds. Ce nombre restant
inhangé d'un test à l'autre, les deux matries sont don de même taille. Le
temps pour les mettre à jour est similaire.
 Pour l'algorithme de Floyd sans matrie, le raisonnement est similaire au pré-
édent. Les deux matries de plus ourts hemins sont de même taille.
4.6 Test 3 : le réseau de Namur
Dans e troisième test, nous avons hoisi un réseau de taille moyenne omprenant,
23234 n÷uds. Il s'agit du réseau dérivant le réseau routier du Grand Namur.
4.6.1 Proesseurs et ordinateur utilisés
Vu la taille du réseau, nous avons opté pour l'utilisation d'un ordinateur utilisant
quatre proesseurs. Les spéiités générales sont :
 Quatre proesseurs Intel(R) Core(TM) i5-3317U CPU  1.70GHz
 6Go de RAM
 Arhiteture 64 bits
 Système d'exploitation Debian 7 en mahine virtuelle depuis Windows 8.1.
Nous avons utilisé les algorithmes de Dijkstra et de Floyd dans leur version
parallélisée.
4.6.2 Résultats
Les temps obtenus sur sept simulations sont les suivants :
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Observations Dijkstra Floyd omplet Floyd sans alul la matrie
Temps 24.73 4234.58 556.14
en seondes 27.05 4223.8 554.82
25.54 4234.5 552.94
26.07 4237.36 554.34
25.39 4229.65 555.43
25.21 4233.71 559.43
26.17 4236.65 556.1
Moyennes 25.73 4232.89 555.6
Varianes 0.49 19.05 3.50
Éarts types 0.70 4.36 1.87
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Figure 4.4  Diérents temps pour les simulations sur le réseau de Namur
La gure 4.2 illustre les valeurs du tableau omme pour le premier réseau. No-
tons que l'axe des absisses n'est pas ontinu. Cela est dû au fait que le troisième
jeu d'observations est très éloigné des deux autres. Nous avons eu reours à ette
présentation pour pouvoir plaer toutes les observations sur le même graphe.
La première observation que nous pouvons faire est la spetaulaire augmentation
du temps d'exéution pour la simulation de l'algorithme de Floyd omplet. La taille
de la matrie des plus ourts hemins ayant augmenté par rapport au test préédent,
il semble logique d'avoir une augmentation signiative du temps d'exéution. Néan-
moins, nous avons été surpris par l'ampleur de ette augmentation. Rappelons que
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la omplexité de l'algorithme de Floyd est d'ordre O(n3), e qui pourrait expliquer
ette énorme augmentation. Les temps d'exéution pour la simulation se passant du
alul de la matrie ont eux aussi augmenté et dépassent les valeurs obtenues ave
Dijkstra utilisant les arbres de Fibonai. On onstate que les temps d'exéution
induits par l'algorithme atuel de VirtualBelgium sont les meilleurs et restent dans
les mêmes ordres de grandeur que préédemment.
Une autre soure de e ralentissement pourrait être aussi la parallélisation. En
eet, rappelons que les tests préédents ont été eetués sur un seul proesseur. Ce-
pendant, après avoir mis en plae e troisième test de omparaison, nous avons lané
une simulation de VirtualBelgium sur le réseau de Namur utilisant l'algorithme de
Floyd omplet et sans parallélisation. Nous avons stoppé l'exéution de la simula-
tion après les 2500 premières étapes sur 23234 (e nombre d'étapes orrespond au
nombre de n÷uds dans le réseau de Namur) de la boule extérieure de l'algorithme.
Un total de 25 minutes s'était éoule pour e début de simulation. Cela orrespond
à environ 10% du temps d'exéution. Une rapide extrapolation permet d'armer
que la simulation aurait requis autour de quatre heures de temps pour arriver au
bout de la onstrution de la matrie des plus ourts hemins.
Nous voyons ainsi que la parallélisation a sans doute aidé à l'aélération du
temps d'exéution, mais malheureusement pas de façon assez signiative. Nous
onluons don que la taille du réseau est bien la ause du ralentissement et non la
parallélisation.
Aussi, il est logique que Dijkstra soit moins inuené par un hangement de
taille du réseau, ar il ne se préoupe à auun moment de la totalité du réseau. Cet
algorithme sera exéuté une fois par personne et par ativité. À haque exéution, il
ne se onentrera que sur les n÷uds prohes du domiile de la personne. Les autres,
eux dont la distane est supérieure à la valeur tirée omme distane prête à être
parourue pour se rendre à son ativité, ne sont pas pris en ompte. Au ontraire,
Floyd ommene par aluler tous les plus ourts hemins. Lors d'un ajout de n÷ud
dans le réseau, la matrie passe d'une taille n × n à (n + 1) × (n + 1). Ce qui
signie qu'un n÷ud supplémentaire dans le réseau provoque l'ajout d'une olonne
et d'une ligne omplète. Tous es éléments de matrie en plus néessitent également
des aluls. Le temps de réation de la matrie des plus ourts hemins est don très
sensible à la taille du réseau assoié.
4.7 Conlusion des trois tests
Il apparait lairement que l'algorithme de Floyd omplet produit des temps d'exé-
ution atastrophiques par rapport à elui de Dijkstra optimisé. Cela apparaissait
déjà pour les deux tests sur un réseau de petite taille. C'est devenu une évidene
ave le troisième test utilisant le réseau de taille moyenne. A fortiori, le test ave
un réseau de grande taille omme elui de la Belgique entière produirait des temps
d'exéution enore plus gigantesques. Nous avons don trouvé inutile de réaliser un
quatrième test sur un grand réseau.
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Par ontre, si l'on ompare entre eux l'algorithme de Dijkstra optimisé ave les
arbres de Fibonai et l'algorithme de Floyd sans le alul de la matrie des plus
ourts hemins, nous onstatons que, même si le premier est plus performant, il y a
une similitude dans les ordres de grandeur des temps d'exéution. Ce résultat nous
interpelle ar il nous semblait plus logique que e soit le ontraire, étant donné que
le deuxième ne doit plus aluler auune valeur mais seulement les reherher dans
une ligne de la matrie (ontrairement à l'autre). Cette diérene entre les résultats
empiriques et nos prévisions basées sur la théorie nous ont interpellé. Nous avons
trouvé adéquat d'approfondir nos investigations en analysant pourquoi l'algorithme
de Floyd sans matrie de plus ourts hemins ne donnait pas de meilleurs résultats.
Cette analyse fera l'objet du hapitre suivant.
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Chapitre 5
Analyse de l'algorithme de Floyd
Comme annoné dans le hapitre préédent, le temps de alul de la matrie
des plus ourts hemins par l'algorithme de Floyd que nous avons implémenté était
beauoup trop important. Nous avons don déidé de lturer nos réexions sur e
sujet pour nous onentrer sur la partie du hargement en mémoire et du parours
de la matrie des plus ourts hemins. Nous justions e hoix par le fait que le
réseau grâe auquel VirtualBelgium produit ses simulations est un réseau routier.
Cette struture est, dans la vie ourante, assez statique. Nous pouvons don nous
passer des mises à jour à son sujet entre plusieurs simulations. Cette hypothèse per-
met don ainsi de laisser le temps néessaire à la onstrution de la matrie des plus
ourts hemins hors du temps onsaré aux simulations.
Ce hapitre a don omme but d'analyser l'algorithme de Floyd sans le alul
de la matrie des plus ourts hemins an de omprendre les auses éventuelles de
la longueur interpellante des temps de alul. Il tentera aussi, à la lumière de ette
analyse, de remédier à e défaut.
5.1 Reherhe du passage plus lent dans l'algorithme
Nous avons repris le réseau utilisé pour le troisième test du hapitre préédent.
Nous avons déomposé l'exéution de la simulation en plusieurs étapes spéiques
à une tâhe pour pouvoir aluler leur temps d'exéution respetif. Nous espérons
déouvrir de ette manière l'étape de l'algorithme qui oute le plus en temps d'exé-
ution. Les quatre étapes que nous avons isolées sont :
1. Calul préliminaire permettant de lire les hiers de données, de onstruire
les lois de distribution des générateurs de nombres aléatoires et de générer la
population d'agents.
2. Chargement de la matrie des plus ourts hemins, alulée préédemment et
stokée dans un hier.
3. Calul des haines d'ativités pour haque individu de la population par les
parours de lignes de la matrie des plus ourts hemins.
4. Sauvegarde des ativités et de la population, et n du programme.
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Après avoir lané 3 simulations suessives, les temps d'exéution, en seondes,
pour haune de es étapes sont :
étape 1 étape 2 étape 3 étape 4
1 7 589 2
2 8 561 2
1 8 545 3
Il apparait lairement que la partie la plus longue de ette proédure est la troisième.
C'est don ette troisième partie qu'il faut analyser en profondeur si nous voulons
trouver des pistes d'amélioration.
Rappelons omment se déroule ette troisième étape. Pour haque individu, il
faut hoisir des n÷uds représentant les lieux de es diérentes ativités. Le hoix
de haque n÷ud se fait en tirant aléatoirement parmi un éhantillon de n÷uds se
trouvant assez prohes de elui de départ de l'individu. Cet éhantillon est onstruit à
partir de la bonne ligne de la matrie des plus ourts hemins hargée préalablement.
Ce sont préisément les parours de es lignes dans la matrie qui aratérisent et
diérenient, à ette étape, l'algorithme de Floyd et elui de Dijkstra. C'est don bien
et endroit de la simulation qui prend du temps, et qui néessite une amélioration
si on veut le rendre plus performant que l'algorithme atuel.
5.2 Première piste : le tri de la ligne
La première piste d'amélioration se base sur une des propriétés de l'algorithme
de Dijkstra : la possibilité de ne pas devoir parourir l'ensemble des n÷uds (voir
tableau 4.3 dans le hapitre 4). Partant de ette idée, il serait opportun que les
éléments de la ligne de la matrie soit parourues de manière ordonnée. Cela im-
pliquerait en eet de pouvoir arrêter l'algorithme avant la n, dès qu'il détete un
n÷ud trop éloigné de elui de départ. Supposons que e n÷ud trop éloigné soit en
position n′ dans la ligne triée, où n′ ≤ n.
Cela néessite de trier préalablement les éléments de la ligne de la matrie, e qui
est tehniquement faisable mais demande évidemment un out en terme de temps
de alul. Comparons don les omplexités dans les deux as. Pour une matrie de
taille n×n, un tri quiksort étant d'ordre O(n logn), ette alternative demanderait
n logn+ n′ opérations pour trier puis parourir une partie de la ligne. En revanhe,
sans le tri, le parours omplet demande n opérations. À première vue, trier la ligne
pourrait paraitre trop long. Cette piste mérite ependant, à notre sens, d'être explo-
rée pour les as de simulations de haines d'ativités où un grand nombre d'individus
partent d'un même n÷ud. En eet, dans e as, le tri eetué serait réutilisé. Ainsi,
le oût exessif induit par e tri serait en quelque sorte réparti sur e nombre d'in-
dividus.
Partant de e prinipe, il faudrait don dans l'exéution d'une simulation de
VirtualBelgium, avant tout alul de haine d'ativités, assoier aux n÷uds du réseau
le nombre d'individus y résidant. Cette information permettrait de déterminer un
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seuil d'individus résidant dans un n÷ud à partir duquel la ligne de la matrie assoiée
devrait être triée.
5.3 Deuxième piste : parallélisation de la reherhe
dans la matrie
La deuxième piste d'amélioration se base sur l'avantage de la programmation
parallèle. Dans le troisième test réalisé à la setion 4.6, la reherhe dans une ligne
de la matrie des plus ourts hemins ne mobilisait qu'un seul proesseur. Partager e
travail entre plusieurs proesseurs disponibles devrait avoir un impat positif sur le
temps d'exéution. La question est de savoir si e partage est tehniquement faisable.
Une première approhe de ette proédure de parallélisation serait de déomposer
la reherhe dans une ligne de la matrie en trois étapes :
1. Diviser la ligne de la matrie en autant de parts qu'il n'y a de proesseurs
disponibles
2. Chaque proesseur se voit attribuer une de es parties et y reherhe les dis-
tanes des n÷uds inférieures à elle tirée aléatoirement pour le plaement de
l'ativité. Lorsqu'une de es distanes est trouvée, le n÷ud assoié est isolé.
3. Un des proesseurs, après ette phase de reherhe, entralise tous les n÷uds
andidats trouvés. Il tire alors, aléatoirement suivant une loi uniforme, dans
et ensemble le n÷ud du réseau qui aueillera l'ativité.
Pour pouvoir mettre en plae es étapes, ette piste semble exiger des hange-
ments plus importants dans la struture de base du programme de VirtualBelgium.
5.4 Troisième piste : hargement de la matrie des
plus ourts hemins par "moreaux"
5.4.1 Prinipe
L'idée de ette troisième piste est de modier la struture de stokage de la
matrie des plus ourts hemins. Au lieu de travailler ave une matrie de taille
n × n, on stokerait les informations dans deux hiers diérents organisés omme
suit :
 le premier hier ontiendrait, pour haque n÷ud, la liste des n÷uds du réseau
lui étant prohes, et les distanes assoiées
 le deuxième hier ontiendrait, pour haque n÷ud, la liste des n÷uds du
réseau lui étant éloignés, et les distanes assoiées
Grâe à es deux hiers, le hoix d'un n÷ud pour l'ativité onsidérée se ferait en
parourant d'abord le hier des n÷uds prohes. Si on y déouvre un n÷ud trop
éloigné, nous aurions alors l'assurane qu'il est inutile de perdre du temps à parou-
rir le hier des n÷uds éloignés. En revanhe, si tous les n÷uds du premier hier
sont assez prohes, il faudrait ompléter et éhantillon de n÷uds en parourant le
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seond hier.
Ainsi, si nous omparons le temps d'exéution d'une reherhe ave elui de la
méthode atuelle, on aurait soit une rédution dans le as où seule la leture du pre-
mier hier sut, soit une similitude dans le as où la leture du deuxième hier
est néessaire.
5.4.2 Paramètres
Il y a un nombre important de paramètres à prendre en ompte dans ette
troisième piste. Nous en détaillons quelques-uns mais ette liste n'est pas exhaustive.
Nombre de hiers utilisés
Dans notre expliation, nous avons séparé la matrie en deux hiers. Or, nous
pouvons aussi envisager de la séparer en plus de deux parties et don utiliser plus de
deux hiers. Ainsi, en partitionnant davantage les données, on optimise le gain de
temps pour tous les as où les premiers hiers susent au hoix du n÷ud aueillant
l'ativité.
Détermination du ritère de séparation
On peut déider de ouper l'ensemble des n÷uds en parties de tailles égales
ou en fontion des valeurs des plus ourts hemins entre le n÷ud de départ et les
autres n÷uds du réseau. Dans e as, nous devons hoisir un seuil pour partager nos
deux hiers. Remarquons que lors du hoix d'un seuil, on observe la aratéristique
suivante : si la distane tirée pour l'ativité est supérieure au seuil hoisi, alors, pour
un n÷ud préis, tous les n÷uds stokés dans le premier hier ont leur distane par
rapport à e n÷ud préis inférieure à la distane tirée. En eet, soit S le seuil, dm la
distane entre le n÷ud m et le n÷ud soure et d la distane tirée ; on a l'impliation
suivante :
dm < S < d⇒ dm < d
De là, on déduit qu'il n'existe auun m tel que dm > d. Cela nous donne l'informa-
tion que le parours du deuxième hier sera obligatoire.
Ce rapide raisonnement montre l'intérêt de hoisir un seuil assez grand pour que
la distane tirée aléatoirement lui soit le plus souvent possible inférieure. Mais nous
devons aussi tenir ompte du fait que plus le seuil est élevé, plus le nombre de n÷uds
dans le premier hier est lui aussi élevé. Cela diminue don l'intérêt de ne parourir
que le premier hier.
Par onséquent, nous devons trouver un seuil ompromis qui assemble au mieux
es deux ontraintes ontraditoires.
Par exemple, dans le as d'une déomposition en deux hiers, le seuil à partir
duquel on eetue le lassement du n÷ud dans le hier un ou deux pourrait être
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hoisi omme la médiane de la distribution depuis laquelle les distanes des ativités
sont tirées, majorée d'une valeur ǫ. En eet, ette distribution est elle d'une loi de
mixture de log-normales omme le montre l'auteur de la thèse [BJ14℄ grâe, entre
autres, à la gure 5.1 où on y voit la répartition empirique des données.
Figure 5.1  Distribution générant les distanes des ativités
En examinant plus préisément les taux d'aroissement des fontions de réparti-
tion des lois log-normales, on onstate que l'on peut déomposer le domaine en trois
zones. Dans la première, la pente de la fontion est assez faible, dans la deuxième,
elle est plus importante, et elle redevient assez faible dans la troisième. De plus, on
onstate aussi que la valeur médiane est située dans la zone de plus forte pente.
En exploitant es partiularités, nous pouvons alors prendre omme seuil omme
la valeur médiane de la distribution majorée d'un paramètre ǫ. Ainsi, nous sommes
garanti que les distanes tirées soient inférieures au seuil dans plus de 50% des as. La
diulté onsiste à hoisir judiieusement la valeur ǫ an de trouver un ompromis
entre un pourentage élevé de distanes tirées inférieures au seuil et une taille du
premier hier raisonnable.
Uniformisation des ritères de séparation
Nous pouvons aussi nous demander s'il faut diérenier le ritère de séparation
des n÷uds dans les hiers suivant le n÷ud de départ de l'ativité. Par exemple,
si nous onsidérons le as de deux n÷uds du réseau ayant des aratéristiques très
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diérentes (nombre de liens, éloignement par rapport aux autres n÷uds du réseau,
et.) nous pourrions déider de séparer, pour un n÷ud, la liste des distanes en parts
de tailles égales et trouver plus judiieux pour le deuxième de suivre plutt le ritère
de déomposition par rapport à un seuil.
5.4.3 Synthèse
Vu le nombre important de paramètres intervenant dans ette piste, il nous
semble très diile de se rendre ompte exatement de son intérêt sans une étude
approfondie.
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Conlusion
La première partie de la onlusion résume les résultats naux. La suivante
énone les possibles perspetives pouvant être onsidérées partant de eux-i.
Conlusion générale du mémoire
Après les tests de omparaison entre les algorithmes, détaillés au hapitre 4, nous
arrivons aux onlusions suivantes :
 La struture du réseau n'inuene pas le temps d'exéution d'une simulation.
 La omparaison entre l'algorithme de Dijkstra optimisé par les arbres de Fi-
bonai et l'algorithme de Floyd omplet est très éloquente : l'algorithme de
Floyd proposé omme alternative a un temps d'exéution beauoup trop im-
portant, et ne onstitue don pas une amélioration.
 Par ontre, la omparaison entre Dijkstra optimisé par les arbres de Fibonai
et l'algortihme de Floyd sans le alul de la matrie des plus ourts hemins
semble plus prometteuse. En eet, l'équivalene relative des temps d'exéution
laisse entrevoir des perspetives intéressantes pour trouver une amélioration
sérieuse au projet VirtualBelgium.
 Ayant erné de manière plus préise le passage dans l'algorithme de Floyd
néessitant le plus grand temps d'exéution, nous avons ensuite proposé trois
pistes d'amélioration détaillées au hapitre 5.
Rappelons malgré tout que la version de Dijkstra utilisée par VirtualBelgium a été
longuement travaillée et optimisée, notamment à l'aide des arbres de Fibonai. En
revanhe, l'algorithme de Floyd implémenté pour e travail est assez simple et n'a
évidemment pas fait l'objet d'une réexion aussi intense.
Pour nir, j'aimerais préiser que e mémoire a été pour moi un long parours.
Le travail à fournir a été parfois assez omplexe. Certains moments ont été dérou-
tants voire même déourageants mais, d'un autre té, très instrutifs. En eet, e
mémoire m'a appris à utiliser des tehniques de programmations omplexes omme
la programmation parallèle ave ommuniation, à prendre possession d'un pro-
gramme déjà odé par une autre personne et enn à utiliser des outils nouveaux
omme la librairie C++ MPI. En outre, le déroulement du travail m'a aussi donné
l'oasion d'apprendre à réagir par rapport à des résultats inattendus, e qui est très
enrihissant sur le plan de mon évolution personnelle.
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Perspetives
Élairé par les résultats de e travail, nous pouvons envisager les perspetives
suivantes pouvant être mises en ÷uvre.
Premièrement, nous pouvons travailler sur l'implémentation des trois pistes d'amé-
lioration détaillées au hapitre 5. Ces trois pistes nous paraissent lairement les plus
intéressantes à approfondir et semblent assez prometteuses.
Deuxièmement, nous avons déidé de nous passer de la onstrution de la matrie
des plus ourts hemins ar ette opération demandait trop de temps d'exéution.
L'optimisation de ette opération peut être prise en onsidération pour ontinuer
dans une autre diretion les reherhes initiées ave e travail.
Enn, les idées suivantes pourraient aussi onstituer des pistes de reherhes sur
le sujet. Il nous est ependant moins faile d'évaluer leur impat, étant donné qu'elles
se basent sur des parties des algorithmes de alul des plus ourts hemins qui n'ont
été que peu ou pas prises en ompte durant e mémoire. Il s'agit de perspetives
s'appuyant sur d'autres onsidérations pour répondre à la problématique de départ.
Ces pistes sont :
 Modier le nombre d'individus dans la population synthétique. Nous avons vu
que le nombre de fois qu'un n÷ud doit être hoisi pour aueillir une ativité
était plus élevé si le nombre d'individu augmentait. Cela pourrait jouer un rle
en fontion de la méthode d'obtention des plus ourts hemins utilisée.
 Modier le nombre d'ativités par individu. Les onséquenes sont similaires
au point préédent.
 Grouper les n÷uds du réseau par entité géographique et relier es entités par
un nombre restreint de liens. Ce qui pourrait peut-être avoir un impat sur le
temps d'exéution.
 Fixer le n÷ud d'arrivée de toute ativité pour haque individu et ainsi éviter
une grande partie des aluls de plus ourts hemins et don limiter l'étape la
plus longue d'une simulation.
 Assigner aux n÷uds du réseau un nombre réduit de rles. Cela permettrait
par la suite de pouvoir les ltrer en fontion d'un rle et ainsi de limiter les
reherhes sur le réseau.
 Repenser le système de stokage de la matrie des plus ourts hemins pour
limiter sa taille dans la mémoire de l'ordinateur.
66
Table des gures
1.1 Struture de VirtualBelgium . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Un exemple de graphe . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Un exemple de graphe orienté . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Un exemple de graphe orienté et pondéré . . . . . . . . . . . . . . . . 17
2.4 Résultat de l'algorithme de Dijkstra sur un exemple . . . . . . . . . . 21
2.5 Disposition d'un triplet parent-enfant-enfant . . . . . . . . . . . . . . 22
2.6 Exemple d'arbre binaire. . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.7 Extration du minimum . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8 Remplaement du n÷ud soure . . . . . . . . . . . . . . . . . . . . . 25
2.9 Réparation de l'arbre en intervertissant les n÷uds . . . . . . . . . . . 25
2.10 Remplaement du n÷ud soure . . . . . . . . . . . . . . . . . . . . . 27
2.11 Exemple d'arbre de Fibonai. . . . . . . . . . . . . . . . . . . . . . . 29
2.12 Deux arbres de Fibonai similaires. . . . . . . . . . . . . . . . . . . . 30
2.13 Suppression de la raine minimum . . . . . . . . . . . . . . . . . . . 31
2.14 Arbre de Fibonai après suppression du minimum . . . . . . . . . . 31
2.15 Arbre de Fibonai après suppression du minimum et onsolidation . 33
2.16 Modiation d'une valeur dans un arbre de Fibonai . . . . . . . . . 34
2.17 Illustration des n÷uds marqués . . . . . . . . . . . . . . . . . . . . . 35
3.1 Matrie D divisée en sous-blos . . . . . . . . . . . . . . . . . . . . . 40
3.2 Un exemple de réseau pour tester l'algorithme de Floyd . . . . . . . . 40
4.1 Un exemple null model . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Diérents temps pour les simulations sur le petit réseau . . . . . . . . 52
4.3 Diérents temps pour les simulations sur le réseau null model . . . . 54
4.4 Diérents temps pour les simulations sur le réseau de Namur . . . . . 56
5.1 Distribution générant les distanes des ativités . . . . . . . . . . . . 63
67
Bibliographie
[AGK03℄ George Karypis Ananth Grama, Anshul Gupta and Vipin Kumar.
Introdution to Parallel Computing. Pearson, 2003.
[BJ10℄ Toint Ph. Barthelemy J. Syntheti population generation in presene of
data inonsistenies. 23 Deember 2010.
[BJ14℄ Cornelis E. (promoteur) Barthélemy J., Toint Ph (promoteur). A
parallelized miro-simulation platform for population and mobility
behaviour : appliation to Belgium. Unamur : Faulté des sienes, Na-
mur, Presses universitaires de Namur, 2014.
[def℄ Futura-sienes : High-teh, onsulté le 17/04/2014. http ://www.futura-
sienes.om/magazines/high-teh/.
[Del09℄ Jean-Charles Delvenne. Math appliquées : Théorie des graphes. Ba 2
Faultés des sienes, Département de mathématique, 2009.
[do℄ Doumentation du réseau au format xml de virtualbelgium, onsulté le
24/04/2014. http ://www.matsim.org/les/dtd/network_v1.dtd.
[Ede05℄ Herbert Edelsbrunner. The design and analysis of algorithms. Tehni-
al report, Duke University Department of Computer Siene, September
2005.
[E.W59℄ E.W.Dijkstra. A note of problems in onnexion with graphs. 1959.
[HJP02℄ Toint Ph Hubert J-P. La mobilité quotidienne des Belges. Presses univer-
sitaires de Namur, 2002.
[inf℄ Dio info, onsulté le 5/11/2013. http ://ditionnaire.phpmyvisites.net/.
[ins℄ Notre belgique.be, la belgique, ses ommunes et ses dépendanes, onsulté
le 25 mai 2014. http ://www.notrebelgique.be/fr.
[Le11℄ J.P. Lelerq. Theorie des graphes. Ba 3 Faultés des sienes informa-
tiques, 2011.
[MPI℄ Doumentation mpi. Argonne National Laboratory.
[mul℄ Agents et systèmes mutliagents, onsulté le 5/11/2013.
http ://www.damas.ift.ulaval.a/ oursMAS/ComplementsH10/Agents-
SMA.pdf.
[nxP℄ Doumentation du module networkx, onsulté le 24/04/2014. http ://net-
workx.github.io.
[ope℄ Openstreetmap, la arte oopérative libre, onsulté le 13/04/2013.
http ://www.openstreetmap.org/.
68
[PP12℄ Perry P.O. and Wolfe P.J. Null models for network data. ArXiv e-prints,
2012.
[Tar83℄ Robert Endre Tarjan. Data Strutures And Network Algorithms. Soiety
for industrial and applied mathematis, 1983.
[Way07℄ Kevin Wayne. Theory of algorithms. Prineton University, 2007.
[wik℄ Wikipédia : l'enylopédie libre, onsulté le 5/11/2013.
http ://fr.wikipedia.org/wiki/Wikip
[xml℄ Doumentation du module xml minidom, onsulté le 24/04/2014.
https ://dos.python.org/2/library/xml.dom.minidom.html.
69
Annexes
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Code de l'algorithme de Floyd parallélisé
// Compute the Matrix OD by f l o y d a lgor i thm
void ComputeMatrixOD(mpi : : ommuniator world , std : : ve to r<float> A, int matSize ){
out << "Computing matrix OD . . . " << endl ;
// Number o f e l e load in a proe s sor
int s i z e = ( int ) matSize % sq r t ( world . s i z e ) ;
for ( int k = 0 ; k < matSize ; ++k )
{
// Proessor p o s i t i o n in the g r i d ( rows and olumns )
int rankR = world . rank ( ) \ s q r t ( world . s i z e ( ) ) ;
int rankC = world . rank ( ) % sq r t ( world . s i z e ( ) ) ;
// Coordinates o f the senders
int oord = k / ( s i z e ) ;
// Test i f the proe s sor onta in the k−th row or olumn
bool ownerR = ( rankR == oord ) ;
bool ownerC = ( rankC == oord ) ;
// Share the in format ion i f owner
i f ownerR
{
int k l o  a l = k % s i z e ;
// Create data to send
std : : ve to r<float> kthRow( s i z e ) ;
int i i = rankR ∗ s i z e + k l o  a l ;
for ( int j = 0 ; j < s i z e ; j++)
{
kthRow [ j ℄ = A[ i i , rankC ∗ s i z e + j ℄ ;
}
// Loop on every proe s sor o f the olumn to send kthRow
for ( int i = 0 ; i < s q r t ( world . s i z e ( ) ) ; ++i )
{
// To not send to i t s e l f
i f i == rankC
ontinue ;
int rankToSend = i ∗ s q r t ( world . s i z e ( ) + rankC
mpi : : send ( rankToSend , k , kthRow ) ;
}
}
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i f ownerC
{
int k l o  a l = k % s i z e ;
// Create data to send
std : : ve to r<float> kthCol ( s i z e ) ;
int j j = rankC ∗ s i z e + k l o  a l ;
for ( int i = 0 ; i < s i z e ; ++i )
{
kthCol [ i ℄ = A[ rankR ∗ s i z e + i , j j ℄ ;
}
// Loop on every proe s sor to send kthCol
for ( int i = 0 ; i < s q r t ( world . s i z e ( ) ) ; ++i )
{
// To not send to i t s e l f
i f i == rankR
ontinue ;
int rankToSend = rankC ∗ s q r t ( world . s i z e ( ) ) + i
mpi : : send ( rankToSend , k , kthRow ) ;
}
}
// Reeive in format ion i f not owner
i f ! ownerR
{
// Rank of the sender
int rankToReeiv = rankR ∗ s q r t ( world . s i z e ( ) + oord ;
// Reeive i n f o
std : : ve to r<float> kthRow( s i z e ) ;
world . rev ( rankToReeiv , k , kthRow ) ;
}
i f ! ownerC
{
// Rank of the sender
int rankToReeiv = oord ∗ s q r t ( world . s i z e ( ) + ownerC ;
// Reeive i n f o
std : : ve to r<float> kthCol ( s i z e ) ;
world . rev ( rankToReeiv , k , kthCol ) ;
}
// ga the r data to ompute
72
for ( int i = s i z e ∗ rankR ; i < s i z e ∗ ( rankR + 1 ) ; ++i )
{
for ( int j = s i z e ∗ rankC ; j < s i z e ∗ ( rankC + 1 ) ; ++j )
{
i f ( i == j | | i == k | | j == k )
ontinue ;
i f ( kthCol [ i − s i z e ∗ rankR ℄ + kthRow [ j − s i z e ∗ rankC ℄ < A[ i ∗ matSize + j ℄ )
A[ i ∗ matSize + j ℄ = kthCol [ i − s i z e ∗ rankR ℄ + kthRow [ j − s i z e rankC ℄ ;
}
}
}
out << "Saving Matrix " << endl ;
// Saving in f i l e
ofstream saveF i l e ( " . . /data/MatrixOD . dat" ) ;
i f ( s av eF i l e ){
// save matrix s i z e
s av eF i l e << s i z e << endl ;
// save en t i r e matrix
for ( int i = 0 ; i < s i z e ; ++i )
{
for ( int j = 0 ; j < s i z e ; ++j )
{
s av eF i l e << A[ i ∗ s i z e + j ℄ << " " ;
}
s av eF i l e << "\n" ;
}
}
out << "done sav ing " << endl ;
s a v eF i l e .  l o s e ( ) ;
}
Code de réation des hiers null model
from xml .dom import minidom
import networkx as nx
import random
# Parsing du f i  h i e r XML
t r e e = minidom . parse ( ' hemin_vers_le_reseau_XML ' )
root = t r e e . doumentElement
print len ( root . hi ldNodes )
# Creat ion du graph
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G = nx . DiGraph ( )
# l e  t u r e de tous l e s noeuds
for element in root . getElementsByTagName ( ' node ' ) :
id = element . g e tAt t r ibut e ( ' id ' )
x = element . g e tAt t r ibut e ( ' x ' )
y = element . g e tAt t r ibut e ( ' y ' )
# Ajout au reseau
G. add_node ( id , { " id " : id , "x" : x , "y" : y })
# l e  t u r e de tous l e s l i e n s
for element in root . getElementsByTagName ( ' l i n k ' ) :
id = element . g e tAt t r ibut e ( ' id ' )
depart = element . g e tAt t r ibut e ( ' from ' )
a r r i v e = element . g e tAt t r ibut e ( ' to ' )
l ength = element . g e tAt t r ibut e ( ' l ength ' )
# Ajout au reseau
G. add_edge ( depart , a r r i v e , { " id " : id , " l ength " : l ength })
# Suppress ion de  e r t a i n s noeuds
for node in G. nodes ( ) :
i f ( random . random( ) < 0 . 9 9 ) :
G. remove_node ( node )
# Inver s i on des l i e n s
l i e n s = G. edges ( )
for i in range ( len ( l i e n s ) ) :
l 1 = random . ho i  e ( l i e n s )
l 2 = random . ho i  e ( l i e n s )
i f l 1 == l 2 :
ontinue
G. remove_edge ( l 1 )
G. remove_edge ( l 2 )
G. add_edge ( l 1 [ 0 ℄ , l 2 [ 1 ℄ )
G. add_edge ( l 2 [ 0 ℄ , l 1 [ 1 ℄ )
l i e n s = G. edges ( )
# rea t i on du nouveau doument XML
newDo = minidom . Doument ( )
network = newDo . reateElement ( ' network ' )
newDo . appendChild ( network )
# Ajout des arb re s "nodes" e t " l i n k s "
nodes = newDo . reateElement ( ' nodes ' )
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l i n k s = newDo . reateElement ( ' l i n k s ' )
network . appendChild ( nodes )
network . appendChild ( l i n k s )
# Ajout des noeuds
for v e r t i  e in G. nodes ( data=True ) :
node = newDo . reateElement ( ' node ' )
node . s e tAt t r i bu t e ( ' id ' , v e r t i  e [ 0 ℄ )
node . s e tAt t r i bu t e ( ' x ' , v e r t i  e [ 1 ℄ [ ' x ' ℄ )
node . s e tAt t r i bu t e ( ' y ' , v e r t i  e [ 1 ℄ [ ' y ' ℄ )
nodes . appendChild ( node )
# Ajout des l i e n s
for edge in G. edges ( data=True ) :
l i n k = newDo . reateElement ( ' l i n k ' )
l i n k . s e tAt t r i bu t e ( ' a id ' , edge [ 2 ℄ [ ' id ' ℄ )
l i n k . s e tAt t r i bu t e ( ' from ' , edge [ 0 ℄ )
l i n k . s e tAt t r i bu t e ( ' to ' , edge [ 1 ℄ )
l i n k . s e tAt t r i bu t e ( ' z l eng th ' , edge [ 2 ℄ [ " l ength " ℄ )
l i n k s . appendChild ( l i n k )
# Maj INS
r e s t an t = [ n [ 0 ℄ for n in G. nodes ( data=True ) ℄
i n s F i l e = open ( ' hemin_vers_les_odes_INS ' , ' r ' )
out Ins = open ( ' hemin_vers_nouveau_fihier_odes_INS ' , 'w ' )
for l i n e in i n s F i l e :
i f l i n e . s p l i t ( " ; " ) [ 0 ℄ in r e s t an t :
out Ins . wr i t e ( l i n e )
i n s F i l e .  l o s e ( )
out Ins .  l o s e ( )
# Enregis trement du reseau
f i l eOu t = open ( ' nul lModel . xml ' , 'w ' )
f i l eOu t . wr i t e (newDo . toprettyxml ( ) )
f i l eOu t .  l o s e ( )
Installation de VirtualBelgium
La setion suivante, érite en ollaboration ave J. Barthelemy, dérit le proes-
sus d'installation du programme VirtualBelgium sur un ordinateur personnel. Plus
préisément, e doument explique omment utiliser et installer VirtualBelgium sur
une arhiteture GNU/linux 64 bits. Pour ommener, nous détaillerons les hiers
et librairies à téléharger. Ensuite, nous dérirons les ommandes d'installation à
entrer et enn elles pour laner le programme en lui-même.
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Téléhargements
Avant toute hose, il est évident que nous devons ommener par téléharger une
distribution Linux. Toutes les ommandes dérites dans les lignes suivantes ont été
testées sur la distribution Linux Mint 15.
Les hiers du ode en lui-même sont hébergés à l'adresse suivante :
http://soureforge.net/projets/virtualbelgium/files/
et sont organisés de la manière suivante :
./ dossier raine, ontient les sripts d'exéution ainsi que le "Makele"
./bin hiers d'exéution et de onguration
./data données d'entrées
./do doumentation
./inlude hiers d'en-tête
./lienses lienses de Repast HPC, tinyxml2 et VirtualBelgium
./logs hiers log des simulations
./outputs sorties générées par les simulations
./sripts sripts pour le traitement des sorties
./sr hiers soures et le "Makele"
Listons à présent les diérents outils obligatoires à la ompilation et/ou exéution
du programme.
Compilateur C++
Le projet étant odé en C++, un ompilateur de e langage est néessaire. Le
ompilateur le plus onnu est g++. Il est disponible dans le gestionnaire de dépts
grâe à la ommande
apt-get install g++
Outil Make
Cet outil permet de simplier les ommandes de ompilation lorsque le pro-
gramme omporte beauoup de hiers. Il s'oupe des dépendanes et automatise
ertains proessus.
apt-get install make
La ommande Make exéute les règles dénies par le hier Makele.
L'environnement MPI
Le Message Passing Interfae (MPI) est un standard permettant à diérents pro-
essus d'une même exéution du programme de ommuniquer ensemble. Un utilitaire
bien onnu est l'exéutable OpenMPI, disponible à nouveau dans le gestionnaire de
dépt par la ommande :
apt-get install libopenmpi-dev openmpi-ommon
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La librairie Repast HPC
La librairie prinipale utilisée par notre programme est le framework Repast HPC
1.0.1. Elle permet de modéliser au mieux un système basé sur le ++ et utilisant
un grand ensemble d'unités de alul. À l'origine, elle a été réée par le Labora-
toire National d'Argonne. Le ode ompilable est disponible à l'adresse suivante :
http://repast.soureforge.net. Cette librairie en néessite d'autres avant d'être
ompilée :
 Curl ;
 Boost 1.48 (ou supérieure) : en plus de ette librairie générale, nous avons
besoin des spéiques suivantes :boost-mpi, boost-system, boost-serialization
and boost-lesystem ;
 NetCDF 4.2.1 ;
 NetCDF C++ 4.2.
Les ommandes de téléhargement sont simplement :
Pour Curl :
apt-get install liburl-dev
Pour Boost :
apt-get install libboost-dev libboost-mpi-dev libboost-serialization-dev
libboost-system-dev libboost-lesystem-dev
Pour NetCDF :
apt-get install libnetdf-dev
Repast HPC
Compilation de Repast HPC
Lorsque tout est téléhargé et extrait de l'arhive, la ompilation s'eetue grâe
aux trois ommandes suivantes : (attention à utiliser les privilèges super-utilisateur).
1. ./ongure
2. ./make
3. ./make install
Il se peut que la ommande "make" génère une erreur. Pour y remédier, il faut
remplaer toutes les ourrenes de
getItems(...)
par
this->getItems(...)
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dans les douments
./sr/repast_hp/DiretedVertex.h et ./sr/repast_hp/UndiretedVertex.h
Si une erreur se présente à nouveau lors de l'exéution du "make", le Makele doit
être édité de telle façon à supprimer toutes les référenes vers les modèles Zombie
et Rumor.
Compilation et exéution de VirtualBelgium
Ordinateur personnel
Pour ompiler simplement le programme sur un ordinateur personnel, il sut
d'exéuter la ommande
make
Après la ompilation, il faut laner l'exéutable. Un sript a été réé spéialement,
il s'agit de la ommande :
./run.sh NP
où NP est le nombre de proesseurs désirés.
Exéution de aluls intensifs
Pour des simulations mettant en sène un nombre important d'agents, il est re-
ommandé d'eetuer les opérations sur un système de plusieurs ordinateurs, "lus-
ter". Suivant les appareils utilisés, il est possible que le hier "Makele" doive
être modié. Si le luster utilisé est Lemaitre du Consortium des Equipements de
Calul Intensif(http://www.ei-hp.be/), la ompilation se fait simplement ave
la ommande
make ul
Ensuite, l'exéution se lane ave le sript run_lemaitre2.sh
sbath run_lemaitre2.sh
Ce sript permet aussi de personnaliser l'exéution en proposant à l'utilisateur les
options suivantes :
 mail-user : une adresse e-mail pour les notiations ;
 time : le temps d'exéution demandé ;
 ntask : le nombre de proesseurs voulus ;
 mem-per-pu : la mémoire réquisitionnée par proesseur.
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Debuggage
Si le ode est modié pour un ajout de fontionnalité ou pour une optimisation,
il est préférable de pouvoir le débugger si une erreur survient lors de la ompilation
ou l'exéution. À nouveau la ommande "make" va nous être utile en lui ajoutant
l'option "debug"
make debug
Cette ommande fait appel au débugger GNU gdb dont la doumentation peut être
trouvée à http://www.soureware.org/gdb/doumentation/.
Conguration de VirtualBelgium
VirtualBelgium est un programme de simulation par agents ontenant plusieurs
modèles possibles. Le hoix du modèle se fait dans le hier
\bin\model.props
Ce hier reprend aussi le hoix, entre autres, du réseau, de la population synthétique
ou enore de la partie à simuler
1
.
Mise à jour du ode
Les dernières versions du ode de VirtualBelgium sont disponibles sur un réper-
toire Subversion (SVN) hébergé à l'Université de Namur. Lorsque le logiiel Subver-
sion est installé sur notre mahine, les données sont réupérables en trois étapes :
1. Demander un ompte à virtualbelgiummath.unamur.be ;
2. Créer un tunnel SSH vers Gauss :
ssh -N -f -l 5555 :loalhost :3690 usergauss.math.fundp.a.be
3. Se onneter à
svn o svn ://userloalhost :5555/virtualbelgium/
pour reevoir la dernière version du programme
Les diérentes ommandes de Subversion pour éditer un projet sont listées à http:
//svnbook.red-bean.om/index.en.html (disponible en français).
1. Chaines d'ativités, naissanes, morts ou âges
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