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Cognitive psychology principles have been heralded as possibly central to con- 
struct validity. In this papez testing practices are examined in three stages: (a) the 
past, in which the traditional testing research paradigm left little role for cognitive 
psychology principles, (b) the present, in which testing research is enhanced by 
cognitive psychology principles, and (c) the future, for which we predict that 
cognitive psychoLogy s potential will be fully realized through item design, An 
extended example of item design by cognitive theory is given to illustrate the 
principles. A spatial ability test that consists of an object assembly task highlights 
how cognitive design principles can kad to item generation. 
Cognitive psychology has been heralded as promising to reinvigorate intelli- 
gence and ability testing. Carroll and Maxwell (1979) lauded cognitive psychology 
as a breath of fresh air in research on ability. However, more than two decades have 
passed since their enthusiastic review. And, although today cognitive psychology 
concepts seem to be interfused with discussions of abilities, actual applications in 
testing are few and far between. 
Construct validity is central to establishing test quality. The concept has guided 
most testing research programs since it was introduced by Cronbach and Meehl 
(1955). In this article, testing practices are examined in three stages to understand 
how cognitive psychology can improve construct validity: (a) the past, in which 
the traditional testing research paradigm left little role for cognitive psychology 
principles, (b) the present, in which some testing applications involves cognitive 
psychology principles, and (c) the future, for which we predict that cognitive 
psychology’s potential will be fully realized by its influence on item design. An 
extended example will be given to show how item design influences construct 
validation. 
The Past to the Present: Traditional Testing Research 
Test development begins with items. Traditionally, item design is viewed prima- 
rily as an art. Item specifications are often vague. Test developers employ item 
specifications that often contain only general content considerations (e.g., Topic 
Area, Abstractness of Content) or vaguely described processing levels (e.g., Ab- 
stract vs. Concrete). Once the items are produced, item reviews are undertaken by 
Portions of this article were presented as a paper at the April 2000 annual meeting of the 
National Council on Measurement in Education, New Orleans, LA. 
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committees to assure the justifiability of the keyed answer and to examine item 
content for various equity and quality issues. 
Psychometric methods are applied after the items are constructed. Item statistics 
from empirical tryouts are essential to determine item quality, especially to evaluate 
that construct-relevant processes are measured. In general, items that are not highly 
intercorrelated with other items are not selected for the test. 
These standard traditional procedures fit well with the classical construct validity 
phadigm. Cronbach and Meehl(l955) conceptualized construct validation research 
as establishing meaning empirically after the test is developed. Cronbach and 
Meehl(l955, p. 289) developed the concept of the nomological network to charac- 
terize how empirical research on a test defines the construct. According to Cron- 
bach and Meehl (1955), “the vague, avowedly incompleted network gives the 
constructs whatever meaning they do have” (p. 289). To explicate the nomological 
network, test scores are correlated with external variables, such as external criteria 
and other test scores. 
However, the traditional view of construct validation limits the role of cognitive 
theory in test development. Relying on the nomological network to elaborate 
meaning entails developing a test prior to determining its theoretical meaning. 
Because a test must meet psychometric criteria (scalability, reliability, norms, etc.), 
considerable effort is expended prior to validation studies. Thus, results from a 
construct validation study that did not support the intended test meaning were more 
likely to result in new test interpretations than in changes to the test. 
A major implication of the timing of construct validation research is that item 
content is not altered by the results. Because the theoretical nature of the ability 
construct is established after a test already exists, empirical studies to establish 
theory can have little impact on test design. Thus, linking test design to construct 
meaning falls outside the test validation process. Consequently, the impact of item 
specifications on the psychometric properties remains unknown for most tests. 
As noted by Pellegrino (1988), cognitive psychology research on aptitude tests 
can fit within the traditional validity framework as another aspect of the nomologi- 
cal network. So, the main impact of cognitive theory in traditional constmct 
validation is guiding test interpretations. For example, the question asked by Hunt, 
Lunneborg, and Lewis (1975), “What does it mean to be high verbal?”, can be 
answered by referring to information processing capabilities, as well as to tradi- 
tional nomological network results, such as success on various criteria and scores 
on other traits. But, Pellegrino (1988) did not conclude that this was a satisfactory 
role for cognitive psychology. He concluded that cognitive psychology has become 
“wittingly or unwittingly, a form of construct validation” (p. 6). This is unfortu- 
nate, according to Pellegrino (1988), because a more exciting potential for cogni- 
tive psychology is for designing, rather than for validating, tests. 
In typical cognitive psychology studies, task conditions are explicitly manipu- 
lated to test hypotheses about specific constructs. Features of the task are system- 
atically varied to produce differential levels of difficulty on different processes. 
Interestingly, theory precedes the development of tasks that reflect specific con- 
structs. Thus, the role of theory differs sharply between testing and cognitive 
psychology. 
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In conclusion, cognitive theory had little chance to improve construct validity 
under the traditional conceptualization of the testing research validation process. To 
be influential in improving construct validity, cognitive theory must have a primary 
role in item development. 
The Present: Increasing Impact of Cognitive Psychology 
Cognitive psychology principles have become increasingly prevalent in the 
design, evaluation, and scoring of educational measures. Cognitive principles have 
been discussed as improving validity in several ways: (a) defining abilities and 
selecting items, (b) providing a basis for diagnostic score interpretations, (c) de- 
fining principles for automated scoring, and (d) providing a structure for algorith- 
mic item generation. However, in the examples described below, cognitive psychol- 
ogy has been only partially applied to improve validity. Some more complete 
applications of cognitive psychology, such as item generation, are in the early 
phases of development. 
Defining Constructs and Selecting Items 
Cognitive psychology principles seemingly have potential both to define the 
constructs that are measured and to guide item selection. Baxter and Glaser (1998) 
describe an analytic framework for examining the properties of assessments. The 
analytic framework is based on the relationship of the quality of cognitive activities 
to subject matter expertise (Chi, Glaser, & Farr, 1988). Empirical assessment of 
tasks is accomplished by protocol analysis based on relatively small numbers of 
subjects. An advantage of this method is its applicability to all types of assessment 
tasks, including performance assessments (e.g., Baxter, Elder, & Glaser, 1996). 
However, the framework has not yet been widely applied and further validation of 
verbal protocol measurement is needed to address the issue of reliability. 
Tivo recently developed batteries for ability testing stand out as examples of 
applying cognitive psychology to define new constructs. These two examples, 
however, are best described as partial applications of cognitive theory because the 
details of item development are not clearly related to the theory. 
Kyllonen and Christal (1990; Kyllonen, 1993, 1994) applied information pro- 
cessing theory to developing a system of abilities and corresponding tasks. The 
Learning Abilities Measurement Project (LAMP) has been a large-scale effort by 
the Air Force Armstrong Laboratory to develop cognitive ability measures that are 
grounded in cognitive theory. A major goal was measuring abilities that are closely 
related to learning. Initially, a four-source global model was postulated to span 
various aspects of cognitive theory for Cognitive Abilities Measurement (CAM). 
The four sources are Processing Speed, Working Memory, Declarative Knowledge, 
and Procedural Knowledge. Later, Declarative Learning and Procedural Learning 
sources were added to the CAM model. The CAM taxonomy also included three 
content modalities: verbal, quantitative and spatial. Thus, CAM is based on a 6 x 3 
taxonomy. 
Tests were developed to fit within the categories. Many tests reflected task 
paradigms that were applied in cognitive experimental research while many others 
were adaptations (see Kyllonen, 1993). For example, the Processing Speed and 
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Working Memory categories were designed to reflect information processing re- 
sources, and hence employed simple, overlearned stimulus material, such as Badde- 
ley’s (1968) stimulus order task that measures working memory in the verbal 
modality. 
Although many CAM item types were drawn from cognitive psychology re- 
search, the details of item development are unclear. Item specifications to define 
varyjng and constant features across items are not available. Consequently, the 
impact of specific item features on item difficulty is unknown. 
According to Kyllonen (1994), LAMP met its goals. Studies have shown that 
CAM tests predict various learning tasks better than the military ability selection 
test, the Armed Services Vocational Aptitude Battery (ASVAB). Kyllonen and 
Christal(1990; Kyllonen, 1994) confumed several predictions based on the cogni- 
tive psychology principles underlying CAM. The cognitive resources model was 
not only supported, but correlations with external measurements (namely, ASVAB) 
supported the generality of the functions measured by CAM (Kyllonen, 1993). 
Another interesting application of cognitive theory is Das and Naglieri’s (1997) 
application of Luria’s (1 970) neuropsychologically-based theory of functional units 
in the brain. Das and Naglieri developed the PASS system of abilities and selected 
appropriate item types for each ability to comprise a test battery. Das and Naglieri 
(1997) elaborate their PASS system as four areas of cognitive functioning: Pfan- 
ning, Attention, Simultaneous Processing, and Sequential Processing. Planning 
includes executive processes in problem solving, such as formulating alternatives, 
monitoring and evaluating processes. The range of tasks in this area is quite 
diverse, ranging from writing an essay to finding an effective strategy to search 
visually for simple stimuli. Attention involves selectively attending to a particular 
stimulus and not attending to competing stimuli. Perceptual search tasks, where 
competing stimuli are abundant, require selective attention to the target. Simultu- 
neous processing involves integrating stimuli or relationships. Non-verbal tasks 
with multiple relationships, such as progressive matrices and block designs, for 
example, involve simultaneous processing. Successive processing involves integrat- 
ing stimuli into a serial order. Linguistic tasks that require processing stimulus 
order involve successive processing. 
In contrast to CAM, in which many item types were based on task paradigms in 
experimental cognitive psychology, the item types for the CAS were either de- 
signed or selected with the PASS definitions. However, like CAM, the contribution 
of specific stimulus features to item difficulty is unclear. Thus, the operationaliza- 
tion of the theory is not very well detailed. 
Diagnostic Assessment 
Similarly, diagnostic assessment also has been based on cognitive psychology 
principles. Sheehan (1!397), for example, developed a system of diagnostic assess- 
ments about the qualitative nature of SAT-V reading passage items at various ability 
levels. Sheehan (1997) mathematically modeled SAT item difficulty using tree- 
based regression. Clusters of skills were defined by difficulty level (scaled by item 
response theory [IRT]) and by importance. Items were assigned to clusters by the 
skills that are involved in their solution. For example, the cluster of items that 
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involves “defining vocabulary in context with standard word usages” was easy 
while the cluster of items involves “inferences about attitudes” was hard. The 
diagnostic meaning of a particular ability level of skill acquisition can be deter- 
mined directly, since persons can be placed directly on the same scale as items in 
IRT. 
Similarly, Tatsuoka (1983, 1984, 1985) has developed a method of cognitive 
diagnosis based on postulated attributes of items from content experts and item 
writers. In the rule space methodology persons are classified on the basis of their 
knowledge states, as well as on their ability level. For example, a person’s score on 
a mathematical test indicates overall performance levels, but does not usually 
diagnose processes or knowledge structures that may need intervention. The rule 
space methodology uses the specific patterns of item failures to diagnose knowl- 
edge states or strategies. The meaningfulness of the diagnostic assessment depends 
directly on the quality of the cognitive theory behind the attributes and resulting 
knowledge states. The rule space methodology has been applied to both ability and 
achievement tests, and to both verbal (Buck, Tatsuoka, & Kostin, 1997) and 
nonverbal tests (Tatsuoka, Solomonson, & Singley, in press). However, as of the 
completion of this article, it is not yet operational on an ability test. 
Principled Inference Framework 
Another approach to incorporating cognitive information into test development is 
called the Evidence Centered Design (ECD) approach (Mislevy, 1994; Mislevy, 
Steinberg, & Almond, in press). These researchers apply a framework for designing 
alternative assessments that are specifically designed to supply evidence for student 
level inferences. In general, the idea is to define all possible “student models” in 
terms of combinations of knowledge, skill, and/or strategy which are characteristic 
of an individual student, or group of students (Mislevy, 1994). The ECD operates at 
three different levels: the Student Model, the Evidence Model, and the Task 
Model. The Student Model specifies those skills, knowledge, or strategies that are 
desirable for the individual to have mastered. The Evidence Model outlines poten- 
tial observable sources of evidence the internal state of masteryhonmastery of 
these skills, knowledge, or strategies. Finally, the Task Model outlines the specific 
features of a task that would elicit the sources of evidence desired in order to make 
plausible inferences regarding the skills, knowledge, and strategies of an individual 
or group. The strength of the model lies in its ability to represent an individual 
correctly through a set of diagnoses on key cognitive processes, as evidenced by 
their performance on the task. The optimal system would be one in which the 
connections between the Student Model, Task Model, and Evidence Model are well 
defined and supported by empirical psychological research. 
Evaluating Scoring Systems 
Bennett and Bejar (1998) describe an integrated model for validity and auto- 
mated scoring of open-ended achievement or ability items. An integration of 
construct definition, test design and task design is the center of the model. Cogni- 
tive psychology principles were heavily involved in integrating these aspects in 
their illustrative examples of architectural certification (Bejar, 1993) and math- 
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ematical reasoning (Bennett & Sebrechts, 1996; Bennett, Steffen, Singley, Morley, 
& Jacquemin, 1997). 
Similarly, a computer program by Burstein et al. (1997) can score essay exami- 
nations. Essays are included on some large volume tests, but they are very expen- 
sive to score because human raters must be hired to evaluate them. Burstein et al. 
(1997) developed a computer program that could learn to mimic the human raters’ 
global assessments of writing quality. The program can score empirical indices of 
writing in the essays (e.g., syntactic complexity, topical content, vocabulary, etc.). 
These indices then were used as independent variables to predict the overall 
assessments given by the human raters. The final computer scoring models had 
agreement as high as 95% with human raters. It should be noted that the Burstein et 
al. (1997) indices are not tied to cognitive psychology or psycholinguistic con- 
structs. Consequently, it would be difficult to justify the indices as defining writing 
quality. However, many indices seem highly related to operationalizations of cog- 
nitive constructs, and additional research could increase construct representation. 
Item Generation 
In algorithmic item generation, new items are developed to fulfill tightly speci- 
fied patterns of features. Varying the features systematically can yield very large 
numbers of items. In fact, for some item types, the potential number of items may 
be virtually unlimited. The actual mechanism for generating items ranges from an 
algorithm assigned to a human item writer to a computer program. 
As noted by Bejar (1993), a prerequisite for a fully generative approach is 
sufficient knowledge about the response process to predict the psychometric prop- 
erties from stimulus features. Some item types that have been successfully gener- 
ated include mental rotation items (Bejar, 1993; Embretson, 1994), progressive 
matrix problems (Embretson, 1999; Hornke & Habon, 1986), hidden figures (Bejar 
& Yocom, 1991), mathematical items (Hively, Patterson, & Page, 1968), and many 
others. 
Although computerized generation of items is currently an active area in testing, 
actual applications are the domain of the future in testing. Embretson (1994, 1998) 
outlines the several stages of research in a cognitive design system approach to 
generating valid items. The cognitive design system approach will be reviewed 
below. 
Future of Cognitive Psychology Principles in Testing 
Item generation by cognitive psychology principles is likely to be prevalent in 
future tests for several reasons. First and foremost, construct validity is strongly 
supported for an ability test by having a sufficient set of theoretical principles to 
generate items. Second, a new set of standards for item quality has been emerging 
that requires knowledge of cognitive psychology principles. Not only must items 
meet traditional criteria, such as appropriate difficulties and high discriminations, 
but the items must also be justified as involving construct-relevant aspects of 
cognitive processes (Messick, 1995). Third, new test uses, such as indicating 
proficiency or diagnosing current skills, require new kinds of information about 
items. Traditional item specifications, which rely heavily on content or global 
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features, contribute little to understanding what the examinee’s performance indi- 
cates about problem solving skills or knowledge. Fourth, large numbers of items 
can be quickly developed, which are needed for computerized adaptive testing. 
Adaptive testing and item disclosure call for greater numbers of items; yet, tradi- 
tional item-development procedures produce items quite slowly. Fifth, and intrigu- 
ingly, item generation by artificial intelligence may permit optimally informative 
items to be developed as the examinee takes the test. That is, on-line item genera- 
tion may be feasible from a sufficiently well-specified set of cognitive psychology 
principles. 
The purpose of this section is to show how the cognitive design approach can be 
applied to generate an item bank that measures specified constructs. To illustrate 
item generation, an item type to measure spatial ability, object assembly items, is 
elaborated extensively. Then, extensions to other item types are discussed. Even 
complex verbal items, such as paragraph comprehension items, can be understood 
by cognitive models that could lead to item generation. Prior to presenting the 
examples, the cognitive design system approach and its advantages for measure- 
ment are briefly reviewed. 
Cognitive Design Systems 
The cognitive design system approach was developed to centralize the role of 
cognitive theory in ability and achievement tests. The cognitive design system 
approach contains both a conceptual framework and a procedural framework to 
centralize cognitive theory in testing. The conceptual framework distinguishes 
between two aspects of construct validity. One aspect, construct representation, 
allows cognitive theory to have a central role in test development and interpreta- 
tion. This framework will be briefly described here. The procedural framework is a 
series of stages that are required to incorporate cognitive theory in test design. 
More elaborated descriptions are available elsewhere (Embretson, 1983; 1995b; 
1998). 
Conceptual Framework 
As noted above, Cronbach and Meehl’s (1955) conceptualization of construct 
validation cannot centralize cognitive theory in test development. Their conceptual- 
ization emphasizes building empirical networks to determine what is measured by a 
test. Since the construct validation studies follow the development of the test, the 
impact of cognitive theory on testing is minimized. The empirical results do not 
provide feedback for item design. 
In earlier articles (Embretson, 1983, 1995b), it was proposed that construct 
representation and nomothetic span are separate aspects of construct validity that 
correspond to construct meaning and construct significance, respectively. These 
two aspects of construct validation not only have different functions, but they have 
different types of supporting research. 
Construct representation concerns the processes, strategies, and knowledge struc- 
tures that are involved in item solving. Research that arises from the cognitive 
psychology paradigm is relevant to construct representation. Aspects of the stimuli 
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are manipulated to vary cognitive demands in the task. Mathematical modeling of 
item difficulty is a major method for such research. 
Nomothetic span, in contrast, concerns the relationships of test scores to other 
measures. It consists of individual differences correlations across variables. Such 
correlations are the major type of data in Cronbach and Meehl’s (1955) nomologi- 
cal network. However, nomothetic span is distinguished from Cronbach and 
Meehl’s (1955) nomological network for two reasons. First, unlike the nomological 
network, nomothetic span concerns significance but not meaning. Second, a strong 
system of hypotheses generated from construct representation research should 
guide nomothetic span research. 
Distinguishing construct representation from nomothetic span helps centralize 
cognitive theory in test development. First, construct validity may be assessed at 
the item level. That is, stimulus features influence processing; in turn, processing 
de tednes  the construct representation of items. Second, cognitive theory can have 
a role in test development. Since construct representation depends on item stimulus 
features, items may be designed to reflect designated sources of cognitive complex- 
ity. Third, and following directly from the second point, item generation principles 
can be based on features with known impact on validity. 
Procedural Framework 
To generate items to measure specific constructs, an integrated and valid expla- 
nation of how stimulus features influence the processes involved in item perfor- 
mance is needed. Ability and achievement items are complex tasks that involve 
multiple processes and often more than one strategy in their solution. If examinees 
may vary in their competency or propensity to engage in the various processes or 
strategies, then complex tasks are multidimensional. Which processes are most 
important in a particular set of items determines which dimension is measured. 
The procedural framework of the cognitive design system not only elaborates the 
stages involved in developing process models of item performance, but also relates 
item processes to test validity. Seven stages are described below for the cognitive 
design system approach. Although these stages are presented in a suggested order, 
one should note that the entire process is iterative, and the continued improvement 
of items may require returning to earlier stages of the framework. For example, if 
the initial cognitive model is not complete or comprehensive enough to describe the 
item characteristics, then it may be required to return to model generation, even 
after having generated items. The sequence of the framework is intended to 
emphasize the importance of the earlier stages of assessment development, which 
should be addressed with equal consideration as the later statistical analysis. 
Specify goals of measurement. The cognitive design system approach requires that 
two different types of measurement goals be specified. That is, the goals for 
construct representation, as well as for nomothetic span, should be distinguished. 
Identify design features in the task domain. Identifying task-specific design fea- 
tures is more systematic and targeted in the cognitive design system approach than 
in the traditional approach to test development. Item features are examined for 
potential to manipulate the construct representation of items by affecting cognitive 
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processes, strategies, and knowledge structures. Identifying such features requires 
knowledge of cognitive psychology principles. 
Develop cognitive model. Developing a cognitive model for the designated item 
type is essential to the cognitive design system approach. Three issues must be 
resolved in this stage. First, the relevant cognitive processes, strategies, and knowl- 
edge structures must be identified and organized into a unified model. A literature 
search is required to integrate relevant research and theory for the designated item 
type. Research on problem solving and thinking has often employed tasks that are 
similar to ability test items. However, the literature must be reviewed broadly 
because relevant studies are not organized around the types of tasks. Second, the 
stimulus features that influence processes must be operationalized. To build a 
cognitive model for the designated item type, these features must be quantified on 
existing items or newly developed items. If the goal is to generate items, the 
features should be manipulable as well as scoreable. Third, the impact of the 
cognitive features on psychometric properties should be studied empirically on 
existing items. The relative impact of the features on item difficulty and item 
discrimination will evaluate the potential of the various cognitive models for item 
generation. 
Generate items. In this stage, item structures and substitution rules are developed 
to operationalize the stimulus features into actual items. If the preceding stages are 
successful, the variations in item structures represent variations in processes. Now, 
item stimulus features are selected to fulfill the item structures and the substitution 
rules. The items can then be assembled into tests for empirical tryout. 
Evaluate models for generated tests. The models underlying item generation must 
be evaluated in an empirical tryout. In the cognitive design system approach, 
success at this stage is essential for supporting both the construct representation 
aspect of construct validity and for evaluating the generating system. Several 
important aspects of the item generation system must be confirmed. Both cognitive 
models and psychometric models must be evaluated. The cognitive model is 
evaluated by predicting item performance. The dependent variables are mean 
response time and item difficulty, while the independent variables are the item 
structures and the item stimulus features that operationalize cognitive processes. 
The relative impact of the features assesses the relative impact of the processes, 
strategies, and knowledge structures that they represent. The psychometric model is 
evaluated by fit to the item response data. 
If the model shows lack of fit to the data, then modification of the cognitive 
model may be required to improve fit. There are two possible sources of lack of 
fit: convergent and divergent data. That is, if item features included in the model 
are varied, then the parameters of the item should vary in the manner predicted by 
the model. If manipulations in these variables create no change, or unpredictable 
change, in item parameters, then the model fails to account for the appropriate 
relationship between the item feature and the cognitive processing of the item. On 
the other hand, if all variables found in the model are held constant, but perhaps 
other non-construct-related perceptual features are manipulated, then the overall 
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item parameters should remain the same. If variables outside the model affect the 
item parameters, then the model is incomplete in that it does not account for all 
significandpredictable sources of variance. Experimental manipulations of the item 
features should be tested in order to draw stronger conclusions regarding the effects 
of the cognitive processes on response outcomes. 
Bank items by cognitive complexity. If the generating system is effective in 
predicting item properties, then items may be banked by their sources of cognitive 
complexity. If the mathematical models provide sufficiently good prediction of item 
difficulty, items can be decomposed into the sources that contribute to item diffi- 
culty. The items may be designated by their patterns of cognitive complexity, as 
well as by their overall difficulties. 
Validation: Nomothetic spun. The generated items must be evaluated for having 
the targeted aspects of nomothetic span. Tests are assembled from the generated 
items and specific predictions about the external correlates of scores are formulated 
from the construct representation results and from similar knowledge about the 
reference tests or criteria. 
Advantages of the Cognitive Design System Approach 
Using the cognitive design system approach to generate an item bank has several 
advantages. First, item parameters may be predicted for newly developed items. 
Successful mathematical modeling of item difficulty permits good predictions of 
psychometric properties for any new item from its stimulus features. Second, 
construct validity is more completely understood. Explicit in the cognitive design 
system approach is research to elaborate the processes, strategies, and knowledge 
structures involved in performance (i.e.. construct representation). Third, construct 
validity may be understood at the item level. The mathematical models can indicate 
the sources of cognitive complexity in each item. Fourth, and related to the last 
advantage, enhanced score interpretations are feasible if IRT scaling is used. That 
is, persons may be described by the kinds of items that they are likely or unlikely to 
solve. Since the specific sources of cognitive complexity for each item are under- 
stood, persons, as well as items, can be described by processes, strategies, and 
knowledge structures. Fifth, items may be developed for specified sources of 
cognitive complexity. Sixth, computer generation of items with specified sources 
and levels of item difficulty may be feasible. Adequate modeling of item difficulty 
by the sources of cognitive complexity in items is a prerequisite to computer 
generation of items for specific sources and levels of difficulty. This last advantage 
obviously requires some additional development, including structures for the items 
and extensive programming. 
Object Assembly Items 
Object assembly items, such as shown in Figure 1, were developed to measure 
spatial ability. In this item type, the task is to identify which response option 
contains all the pieces in the stem. In Figure 1, only the second alternative in the 
second column contains all five pieces of the stem. 
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FIGURE 1 .  An object ussembly item with jive alternatives. 
An early test employing object assembly items was the Revised Minnesota Paper 
Form Board. More recently, the military has been evaluating the Assembling 
Objects Test for operational use on the ASVAB. 
Object assembly items have validity for predicting success in technical training 
or technical jobs. For example, the Revised Minnesota Paper Form Board is 
relatively uncorrelated with intelligence tests (Tinker, 1944) and related to grades in 
technical courses, such as engineering (Rao, 1977). The Assembling Objects (AO) 
Test has been studied for incremental validity to the ASVAB in predicting success 
in U.S. military training schools. The A 0  Test was the only new measure in an 
enhanced military battery to have incremental validity in predicting hands-on 
mechanical performance (Carey, 1994). A larger study, employing several occupa- 
tional groups, found similar incremental validity for A 0  in predicting hands-on 
performance (Wolfe, 1997). Further, A 0  has been found less vulnerable to practice 
effects than other psychomotor or spatial tests (Lason & Alderton, 1997). The 
promising validation studies have resulted in the A 0  Test being calibrated for 
potential implementation on the ASVAB. 
The cognitive processes involved in complex spatial tasks have also been stud- 
ied. Support has been found for the application of mental models theory to spatial 
tasks (Byrne & Laird, 1989; Glasgow & Malton, 1999) as contrasted to a rule- 
based or inferential approach. However, complex spatial tasks often can be solved 
by more than one strategy. Specific to object assembly, it has been found that 
instructions can determine if verbal or spatial processes are applied to the Minne- 
sota Paper Form Board (Johnson, Paivio, & Clark, 1990). 
Mumaw and Pellegrino (1984) developed a cognitive process theory specifically 
for object assembly tasks. Using a verification version of the task, strong support 
for the process theory was found. The mathematical models strongly predicted 
response time. Error rates had the expected patterns, as well. 
The primary goal of the study reported below is to show how construct validity 
can be designed from item stimulus features. This requires several steps. First, a 
cognitive model for multiple choice object assembly items is elaborated and tested. 
Second, the sources of cognitive complexity in object assembly tests are examined 
empirically. Third, examples are elaborated to show how construct validity can be 
shifted to measuring more truly spatial processes. 
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Cognitive Model for Object Assembly 
Mumaw and Pellegrino’s (1984) cognitive process model is an appropriate 
starting point to build a model for object assembly tasks, such as those that appear 
on the Minnesota Paper Form Board and on the A 0  Test. However, their model is 
not sufficient for object assembly test items because it applies to a verification (i.e.. 
TrueFalse) task rather than multiple choice items. To generalize to multiple choice 
’items, a two-stage decision process is postulated. In a two-stage decision task, the 
examinee first attempts to falsify response alternatives by a fast, rather holistic 
process and then attempts to c o n f i i  the required features in a more extended 
processing of the nonfalsified alternatives. Support for two-stage models has been 
found for other ability task items, such as inductive reasoning tasks (Pellegrino, 
1982) and paragraph comprehensive items (Embretson & Wetzel, 1987). 
Figure 2 presents the postulated model for object assembly items. The first stage 
is the encoding of the stem elements. Encoding difficulty is postulated to be 
controlled by the number of pieces (as in Mumaw & Pellegrino, 1984) and by the 
complexity of the pieces in the stem. Piece complexity, in turn, is hypothesized to 
be influenced by the number of edges and curves, as well as by the availability of 
verbal labels to describe the piece (i.e., circle, triangle, etc.). The second stage is 
falsification. In this stage, it is postulated that response alternatives with grossly 
inappropriate features, such as the wrong number of pieces, relative sizes, and 
relative shapes, are falsified. It is postuled that falsification is self-terminating 
within alternatives, such that processing ceases when a mismatch is detected. It is 
further postulated that falsification processing is exhaustive between alternatives, 
such that all response alternatives are checked. If only one option remains, it is 
selected as the correct answer without further processing. 
The next several stages in Figure 2 are confiiation processes, which are applied 
only to the nonfalsified alternatives. These several stages involve searching, rotat- 
ing and comparing figures, as in Mumaw and Pellegrino’s (1984) model for a 
verification task. After Mumaw and Pellegrino (1 984), these processes are postu- 
lated to depend on the number of displaced elements and the number of rotated 
elements between the stem and the answer. Additionally, however, confiat ion 
processes are also applied to nonfalsifiable distractors. In this case, the expected 
number of comparison cycles to detect a mismatch and the proportion of pieces 
differing from the key by small angular disparities influence processing difficulty. 
The confiat ion process is postulated to terminate when the correct answer is 
selected. 
In the study that follows, the postulated process model represented in Figure 2 is 
operationalized to evaluate its adequacy for predicting performance on object 
assembly test items. 
Method 
Tests. Mean response times and item difficulty parameters were available for 
computer-administered items from the A 0  Test in the ASVAB. New items for the 
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FIGURE 2. Postulated processing model for object assembly items. 
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adaptive administration of previously calibrated items. Although participants were 
told that some items would not count, they had no means to identify those items. 
Data for 149 seeded items were available. 
Participants. The participants were military recruits taking the ASVAB for quali- 
fication. The number of subjects per item varied from 1,200 to approximately 
1,600. The minimum sample size for calibration was 1,200 but could be higher, 
depending on test administration conditions. Thus, for each item, very stable 
estimates of item parameters and response times were available. 
Cognitive model variables. Four variables were scored on the seeded items to 
represent Encoding, which is postulated to depend on the number and the complex- 
ity of the pieces. Thus, the stem was scored for (a) the number of pieces, (b) the 
total number of edges in all pieces, (c) the number of pieces with curved edges, 
and (d) the availability of common verbal labels to describe their shape (i.e., circle, 
triangle, hexagon, pyramid, etc.). The latter variable is hypothesized to reduce 
complexity, as a piece may be encoded by a single verbal label. 
For decision processes, both falsification and confirmation were scored. Falsifi- 
cation was represented by scoring the number of distractors that had grossly 
mismatching pieces, on the basis of size, the number of pieces, the number of 
edges, or salient shape disparity. Tivo sets of variables were scored to represent 
confirmation processes. The confirmation processes differed as to whether they 
applied to the key (Confiation I) or to a nonfalsifiable distractor (Confirmation 
11). Two variables were scored to represent Confirmation I processing of comparing 
the stem to the key: (a) the number of piece displacements, to represent the 
difficulty of searching for corresponding pieces, and (b) the number of rotated 
pieces. Approximately 25% of the items in the bank could be solved simply through 
Confirmation I processing of all three distractors. For these items the distractors 
contain pieces or angles that are clearly not in the stem, and therefore can be 
eliminated through initial confirmation procedures. Two variables also were scored 
to represent Confiat ion 11, the difficulty of disconfirming a nonfalsifiable distrac- 
tor: (a) the expected number of comparison cycles to find a mismatch from the 
stem to the distractor (see Embretson, 2001) and (b) the proportion of pieces that 
are mismatched by small angular disparities. 
Results 
Parameters for the three-parameter logistic IRT model were estimated by linking 
across item subsets using item bank parameters from previously calibrated A 0  
items. Two IRT model parameters, item difficulty and item discrimination, were 
modeled by the cognitive variables. Mean item response times also were modeled 
by the cognitive variables. Response times were comparable across items because 
the seeded items were randomly assigned to participants. 
Hierarchical regression was used to model all three dependent variables, item 
difficulty, item discrimination, and mean response time. The processes were or- 
dered for the hierarchical regression in the postulated order of occurrence according 
to Figure 2: Encoding, Falsification, Confirmation I, and Confirmation 11. 
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TABLE 1 
Hierarchical Regression of Item Dificulty on Cognitive Model Variables 
Change 
statistics 
Model R R2 Adj. R2 R2 FU, 2) Sig. F 
1. Encoding .454 .206 .180 .206 7.977 (4,123) .OOO 
2. Falsification .589 .347 .320 .141 26.321 (1,122) .OOO 
3. Confirmation1 ,593 .351 .313 .004 .406 (2,120) .668 
4. ConfvmationII .644 .415 .370 .063 6.372 (2,118) .002 
TABLE 2 
Hierarchical Regression for Response Time on Seeded i t e m  
Change 
statistics 
Model R R2 Adj. R2 R2 F(1, 2) Sig. F 
1. Encoding .669 .448 .430 .448 24.962 (4,123) .OOO 
2. Falsification .688 .473 .451 .025 5.768 (1,122) .018 
3. Confirmation1 .699 .488 .458 ,015 1.789 (2,120) .172 
4. ConfirmationII .739 .546 .512 .058 7.572 (2,118) .001 
Table 1 presents a summary of the hierarchical regression modeling of item 
difficulty. It can be seen that encoding and falsification significantly increased 
prediction. Furthermore, the second-stage confirmation variables, consisting of 
those variables involved in processing a nonfalsifiable distractor, also significantly 
increased prediction. However, the first-stage confirmation process, consisting of 
displacement and rotation, did not significantly increase prediction over the preced- 
ing stages of falsification and encoding. The multiple correlation when all cognitive 
model variables were included was .644. Adding the key position yielded a final 
multiple correlation of .69. 
Similarly, item discriminations were also modeled by hierarchical regression. 
The final multiple correlation was much lower than for item difficulty (R = .41) and 
only the encoding process had a significant contribution. 
Table 2 summarizes the hierarchical regression models of item response time. It 
can be seen that item response time is highly predictable for the seeded items. 
Furthermore, Encoding, Falsification, and Confiat ion I1 all had significant con- 
tributions to predictions. Confirmation I, however, similarly to the item difficulty 
model, did not signifiantly increase prediction. The final level of prediction 
achieved was moderately high (R = .74). 
Table 3 shows the correlations of the cognitive model variances with response 
time, item difficulty, and item discrimination, as well as the final standardized 
regression coefficients for the prediction of response time and item difficulty. For 
response time, the total number of edges, and the number of pieces have strong, 
positive correlations. Furthermore, the number of comparison cycles, the proportion 
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TABLE 3 
Correlations of Cognitive Model Variables With Item Statistics 
Item 
Response Time Item Difficulty Discrimination 
Standardized Standardized 
Correlation coefficients Correlation coefficients Correlation 
Variable rRT P rb P ra 
Number of shapes with 
Number of shapes with 
curves -.150* 
labels -.301** 
Number of pieces .534** 
Total number of edges in 
pieces .588** 
Number of falsifiable 
distractors -.299** 
Number of displaced 
pieces .325** 
Number of rotated pieces .400** 
Proportion of shapes with 
mismatched angles .234** 
Number of comparison 
cycles in closest 
distractor .399** 










.034 .lo6 -.318** 
-.310** -.I33 .148* 
.303** .165 .142+ 
.332** .158 .131+ 
-.473** -.118 .082 
.200** .041 .039 
.225** .032 .011 
.409** .202* - .222** 
.482** .235* -.115+ 
of pieces mismatched by small angular disparties, the number of rotated pieces, and 
the number of displaced pieces all have modest, positive correlations with item 
difficulty. Last, modest negative correlations are observed for the number of 
falsifiable distractors and for the number of shapes with verbal labels. However, the 
predictions were intercorrelated in the item bank. Significant standardized regres- 
sion coefficients were obtained for the number of pieces, the total number of edges, 
the number of shapes with labels, and the number of comparison cycles, indicating 
that only these variables have significant unique contributions to prediction. 
For item difficulty, all the cognitive variables except the number of shapes with 
curves have statistically significant correlations. The number of falsifiable distrac- 
tors and the number of shapes with verbal labels have modest, negative correla- 
tions. The number of pieces, the total number of edges, the proportion of shapes 
mismatched by angular disparities, and the number of comparison cycles have 
modest positive correlations, while the number of displaced pieces and the number 
of rotated pieces have small positive correlations. However, only the standardized 
regression coefficients for the expected number of comparison cycles and the 
proportion of pieces mismatched by angular disparities were statistically signifi- 
cant, which indicates that these variables have significant unique contributions. 
For item discrimination, the correlations are generally small. It can be seen that 
the number of shapes with curves and the proportion of shapes mismatched by 
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small, angular disparities have modest and statistically significant negative correla- 
tions. The number of shapes with verbal labels had a statistically significant 
positive correlation. Only the number of shapes with curved edges had a significant 
standardized regression coefficient, which was negative (p = -.299, p = .003). 
Discussion 
The results from modeling the empirical characteristics of A 0  items supported 
the postulated cognitive models as plausible. Mean item response time, as well as 
item difficulty and item discrimination, was significantly predicted from the cogni- 
tive model variables. The results will be discussed, in turn. 
Models of item response time are important to establish that the postulated 
processes occur. If a process occurs, then the stimulus features that control its 
difficulty will increase response time. The cognitive variables, as a set, had a 
modestly high relationship to mean item response time. All stages except Confirma- 
tion I contributed significantly to prediction, when entered in order of postulated 
occurrence. Thus, the complexity of the encoding process and the difficulty of 
disconforming a close distractor were associated with increased processing. Dis- 
tractor falsifiability, as postulated, decreased processing time. 
Similar results were obtained for modeling item difficulty. Modeling item diffi- 
culty is most directly relevant to test design, as item difficulty is a major psycho- 
metric property. All processing stages except Confirmation I significantly predicted 
item difficulty. Encoding complexity, the unavailability of falsifiable distractors as 
well as the difficulty of disconfirming a close distractor all increased item diffi- 
culty. All correlations were in the same direction as for item response time, 
although the absolute level of prediction was somewhat less. 
Thus, the results support encoding complexity as a significant process that 
increases item difficulty. Further, falsification is supported as a fast holistic process 
that decreases item difficulty by increasing the ease of rejecting distractors. Last, 
confirmation processing in close distractors is supported as a more extended 
process that involves numerous and detailed comparisons of spatial objects. 
The results on Confirmation I, however, which include two major spatial pro- 
cessing variables, displacement and rotation, seemingly contradict the Mumaw and 
Pellegrino (1984, p. 1080) results. However, since both displacement and rotation 
were significantly correlated with response time and item difficulty, their failure to 
increase prediction reflects their correlation with the variables that represent the 
prior stages of encoding and falsification. Since predictor intercorrelations in 
existing item banks are not explicitly controlled, the results do not necessarily 
conflict with Mumaw and Pellegrino (1984). That is, both rotation and displace- 
ment may be inadvertently correlated with the other predictors. But, nonetheless, it 
is clear that the other sources of processing difficulty are stronger than the Confrr- 
mation I processing in the A 0  items examined in this study. 
Last, item discrimination was somewhat predictable from the model variables. 
Only the encoding stage significantly increased prediction. In particular, the num- 
ber of shapes with curves was negatively related to item discrimination. Many 
items with irregular interior curves were found in the item bank; apparently this is 





FIGURE 3. (a) An object assembly item that requires no confirmation processing. 
(b)  An object assembly item that requires conjimtion processing. 
prediction beyond the encoding variables. However, one additional variable had a 
significant negative correlation; the proportion of shapes mismatched by small 
angular disparities. The latter results suggest that small disparities may not be 
reliably detected and hence item discrimination is lowered. 
Implications f o r  Designing Tests f o r  Construct Validity 
The most salient finding from the cognitive models is that the decision process is 
strongly influenced by the nature of the distractors. Consider again the process 
model in Figure 2. The confiiation processes involve primarily spatial manipula- 
tions, such as mentally rotating and displacing objects. The falsification process, 
however, may not involve spatial manipulations at all. That is, it involves examin- 
ing objects for gross perceptual mismatches. Thus, a primary question to be 
addressed by item design is whether or not item solving should depend primarily on 
spatial versus perceptual processes. 
Figure 3 presents two items with similar stems and key, but distractors of varying 
difficulty. For the top item, all but the last distractor are nonfalsifiable. The two 
nonfalsifiable distractors are quite similar to the key, so that immediate falsification 
of alternatives is difficult. Thus, extended comparisons are needed to find the key. 
For the bottom item, all three distractors are falsifiable so that the key (the first 
alternative) can be selected without extensive processing. That is, detailed mental 
processing to displace and rotate pieces is unnecessary. 
The implications for test design can now be made clear. A test consisting of items 
that are similar to the top item will depend primarily on spatial processing. In 
contrast, a test consisting of items like the bottom item will not depend on spatial 
processing. Given the cognitive models developed in this article, one could predict 
the level and source of difficulty of these new items. If the goal was to measure 
spatial processing, items like the bottom item could be rejected. 
360 
Improving Construct Validity With Cognitive Psychology Principles 
Another direction that is feasible with a strong cognitive model is to develop 
item generators that will produce items of a particular difficulty level and source. 
The cognitive model is important for the prediction and the design of items. 
Currently, we are developing an item generator for object assembly items that will 
automatically produce items for a particular level or source. Although item genera- 
tion may seem futuristic, an item generator for matrix completion items to measure 
fluid intelligence has already been developed (Embretson, 1999). 
Item generators are a good tool for test development because of their limitless 
capacity to produce new items. But more importantly, they may permit testing “on 
the fly.” That is, items are developed during adaptive testing as the test is being 
administered. The advantages of “itemless” tests for test security and for repeated 
testing are practically appealing. But, importantly, the development of effective 
item generators testifies to our ability to design tests explicitly to measure specified 
constructs at specified levels. 
Extension to Other Item Types 
Contemporary ability and achievement tests contain a diverse assortment of item 
types. Object assembly items, such as those elaborated on above, measure an ability 
that is primarily important for technical education, but many other item types have 
been studied for cognitive components. Examples of other nonverbal items that 
have been decomposed include abstract reasoning (Hornke & Habon, 1986; Em- 
bretson, 1998), spatial visualization (McCollam, 1998; Green & Smith, 1987; 
Pellegrino, Mumaw, & Shute, 1985; Smith & Kramer, 1992), and developmental 
balance problems (Spada & McGaw, 1985). Examples of verbal items that have 
been decomposed include paragraph comprehension (Embretson & Wetzel, 1987; 
Sheehan, 1997), literacy (Sheehan & Mislevy, 1990), vocabulary (Janssen & De 
Boeck, 1997) and mathematical word problems (Embretson, 1995a; Fischer, 1973; 
Medina-Diaz, 1993; Mitchell, 1983; Sheehan, 1998). 
Paragraph comprehension items, which consist of a paragraph followed by a 
question, are particularly popular in educational measurement. Paragraph compre- 
hension items are used to measure both reading comprehension and verbal reason- 
ing. Thus, paragraph comprehension items can measure either achievement or 
ability, depending on their design. Traditionally, paragraph comprehension items 
have been administered in a multiple choice format. 
To illustrate how paragraph comprehension items can be designed for construct 
validity, consider the information processing model shown in Figure 4 that shows 
the processes postulated by Embretson and Wetzel(1987). Two major processes in 
the model are text representation and response decision. Text representation con- 
tains two major subprocesses: encoding and coherence processing. Encoding in- 
volves translating the printed text into known word meaning. Coherence process- 
ing, on the other hand, involves linking words and and propositions into a 
meaningful representation of the text. Response decision contains three major 
subprocesses: encoding and coherence processing, text mapping, and evaluating the 
truth status of response alternatives. Encoding and coherence processing are the 
same as text representation except that the response alternatives are represented. 
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Falsification Stage 
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Confirmation Stage 
FIGURE 5 ,  
(reprinted from Embretson & Wetzel, 1987). 
An information-processing model for evaluating the response alternatives 
sitions in the text. Evaluating truth status is a two-stage process involving first 
attempting to falsify the alternative by material in the text and then attempting to 
confirm the alternative. Figure 5 elaborates in further detail the last process in 
response decision. 
Items may be described on the difficulty of these processes by scoring their 
stimulus features. For example, the difficulty of encoding is influenced by word 
frequency or word reading-grade level. Coherence processes, in turn, are influened 
by the density and type of propositions, as well as the density of arguments and 
content words. Response decision processes, such as text mapping, are influenced 
by variables such as the proportion of relevant text and the amount of inference and 
paraphrasing required to compare propositions. 
Embretson and Wetzel (1987) examined several alternative cognitive models of 
item difficulty on the ASVAB Paragraph Comprehension Test (ASVAB-PC). A 
propositional analysis of items and alternatives formed the basis for scoring several 
variables. Using the linear logistic latent trait model (LLTM) (Fischer, 1973), it was 
found that the decision process variables contributed more to item difficulty than 
the text representation variables. This finding is consistent with the ASVAB-PC 
items measuring ability rather than achievement, as intended. 
Table 4 presents estimates from the final model, including product-moment 
correlations with item difficulty, LLTM weights and their standard errors, and a t 
test to evaluate the LLTM weight. 
The construct validity of paragraph comprehension items can be targeted for 
either reading comprehension or verbal reasoning. To illustrate, item difficulty was 
predicted from the text comprehension model and from the response decision 
model for the ASVAB-PC items. Figure 6 shows a scatterplot of text comprehen 
sion difficulty by response decision difficulty for the bank of ASVAB-PC items. 
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TABLE 4 
Correlations and U T M  Estimates for Final Paragraph Comprehension Model 
Variable 
Standarder- 
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Decision model 




























































Note. LLTM = linear logistic latent trait model. Freq. = frequency. 
These two sources of item difficulty were relatively independent in the item bank 
( r =  .18). 
Four quadrants were formed by drawing lines at predicted item difficulties of .OO 
from the two sources. Items falling in the upper left quadrant are difficult primarily 
on decision processes. These items provide the most valid measures for ability, 
since decision processes are influenced by reasoning. New items could be con- 
structed to measure decision processes by creating items that involve difficult 
mapping of alternatives to text or inferences from the text to falsify or confirm 
alternatives. The difficulty of new items on decision processes could be predicted in 
advance from the cognitive model. In contrast, items falling in the lower right 
quadrant are primarily difficult on text representation. These items would provide 
the most valid measures of reading achievement, since they depend primarily on 
knowledge of word meaning and comprehending items with complex syntax. New 
items could be constructed by increasing word frequency levels and by creating 
sentences with complex syntactic form from basic propositions. 
Importantly, the difficulty of text representation and response decision may be 
scored for each prior to empirical tryout. Explicit predictions about the level and 
the sources of item difficulty may be developed, thus avoiding subjectivity in 
evaluating items. Controlling the processing sources of item difficulty, in turn, 
determines the construct validity of the test. 
Conclusion 
Although cognitive psychology seemingly has tremendous potential for improv- 
ing construct validity, actual applications have been lagging. From the past into the 
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processes (reprinted from Embretson & Wetzel, 1987). 
Scatterplot of item dificulties predicted by test representation and decision 
present, cognitive psychology has been, at best, peripheral to construct validity. 
That is, at best it has been used to provide just another type of data to give meaning 
to the construct. However, the most important potential for cognitive theory is test 
design. The traditional construct validation paradigm limited the role of cognitive 
psychology principles because construct meaning was elaborated after the test was 
developed. Currently, however, cognitive psychology principles have been applied 
to several stages of test development, including defining constructs, selecting item 
types, diagnosing sources of performance, and developing and evaluating scoring 
systems. Although cognitive psychology is important in some current applications, 
items still are not fully designed from cognitive theory. 
We postulate that cognitive psychology principles will become central to test 
design in the near future. In algorithmic item generation, cognitive psychology 
principles are central to specifying the stimulus features in each item. Construct 
validity is improved because it can be extended to the item level. That is, items can 
be developed for target difficulty levels with specified sources of cognitive com- 
plexity. 
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