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A sharp integral inequality for the dyadic
maximal operator and related stability results
Eleftherios N. Nikolidakis
Abstract
We prove a sharp integral inequality for the dyadic maximal operator
due to which the evaluation of the Bellman function of this operator with
respect to two variables, is possible. This appears in a more general form
in [3]. Our inequality of interest is proved in this article by a simpler and
more immediate way. We also study stability results in connection with
this inequality, that is we provide a necessary and sufficient condition, for
a sequence of functions, under which we obtain equality in the limit.
1 Introduction
The dyadic maximal operator on Rn is a useful tool in analysis and is defined
by
Md φ(x) = sup
{
1
|Q|
∫
Q
|φ(y)| dy : x ∈ Q, Q ⊆ Rn is a dyadic cube
}
, (1.1)
for every φ ∈ L1loc(R
n), where the dyadic cubes are those formed by the grids
2−NZn, for N = 0, 1, 2, . . .. As is well known it satisfies the following weak type
(1,1) inequality
|{x ∈ Rn :Md φ(x) > λ}| ≤
1
λ
∫
{Md φ>λ}
|φ(y)| dy, (1.2)
for every φ ∈ L1(Rn) and every λ > 0, from which it is easy to get the following
Lp-inequality
‖Md φ‖p ≤
p
p− 1
‖φ‖p, (1.3)
for every p > 1 and φ ∈ Lp(Rn).
It is easy to see that the weak type inequality (1.2) is best possible. It has
also been proved that (1.3) is best possible (see [1], [2] for general martingales
and [18] for dyadic ones).
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For the study of the dyadic maximal operator it is desirable for one to find re-
finements of the above mentioned inequalities. Concerning (1.2), improvements
have been given in, [10] and [11]. If we consider (1.3), there is a refinement of
it if one fixes the L1-norm of φ. That is we wish to find explicitly the following
function (named as Bellman) of two variables f and F .
B
(p)
Q (f, F ) = sup
{
1
|Q|
∫
Q
(Md φ)
p : φ ≥ 0,
1
|Q|
∫
Q
φ = f,
1
|Q|
∫
Q
φp = F
}
,
(1.4)
where Q is a fixed dyadic cube and f, F are such that 0 < fp ≤ F .
This function was first evaluated in [5]. In fact it has been explicitly com-
puted in a much more general setting of a non-atomic probability space (X,µ)
equipped with a tree structure T , which is similar to the structure of the dyadic
subcubes of [0, 1]n (see the definition in Section 2). Then we define the associ-
ated maximal operator by
MT φ(x) = sup
{
1
µ(I)
∫
I
|φ| dµ : x ∈ I ∈ T
}
, (1.5)
for every φ ∈ L1(X,µ).
Moreover (1.2) and (1.3) still hold in this setting and remain sharp. Now
if we wish to refine (1.3) we should introduce the so-called Bellman function of
the dyadic maximal operator of two variables given by
B
(p)
T (f, F ) = sup
{∫
X
(MT φ)
p dµ : φ ≥ 0,
∫
X
φdµ = f,
∫
X
φp dµ = F
}
,
(1.6)
where 0 < fp ≤ F . This function of course generalizes (1.4). In [5] it is proved
that
B
(p)
T (f, F ) = F ωp
(
fp
F
)p
,
where ωp : [0, 1] →
[
1, pp−1
]
, is defined by ωp(z) = H
−1
p (z), and Hp(z) is given
by Hp(z) = −(p− 1)zp + pzp−1. As a consequence B
(p)
T (f, F ) does not depend
on the structure of the tree T . The technique for the evaluation of (1.6), that is
used in [5], is based on an effective linearization of the dyadic maximal operator
that holds on an adequate class of functions called T -good (see the definition
in Section 2), which is enough to describe the problem that is settled on (1.6).
In [8] now a different approach has been given, for the evaluation of (1.6). This
was actually done for the Bellman function of three variables in a different
way, avoiding the calculus arguments that are given in [4]. More precisely the
following is a consequence of the results in [8].
Theorem A. Let φ ∈ Lp(X,µ) be non-negative, with
∫
X φdµ = f . Then the
following inequality is true and sharp∫
X
(MT φ)
p dµ ≤ −
1
p− 1
fp +
p
p− 1
∫
X
φ (MT φ)
p−1 dµ. (1.7)
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This inequality, as one can see in [8] enables us to find a direct proof for the
exact evaluation of (1.6). For this evaluation we also need a symmetrization
principle that can be found in [8] (presented as Theorem 2.1 below), and which
is also used in this article for the sharpness of our results. In this paper we
will prove the following generalization of Theorem A. By using the linearization
technique that appears in [5], in a more complicated form, we present in Section
3, a proof of the theorem that appears just below (mentioned as Theorem 1),
which generalizes Theorem A and which is the following.
Theorem 1. Let φ be as in the hypothesis of Theorem A and suppose that
q ∈ [1, p]. Then the following inequality is true for any β > 0
∫
X
(MT φ)
p dµ ≤ −
q(β + 1)
(p− 1)qβ + (p− q)
fp+
+
p(β + 1)q
(p− 1)qβ + (p− q)
∫
X
φq(MT φ)
p−q dµ. (1.8)
Additionally (1.8) is best possible for any given q ∈ [1, p], f > 0 and β such that
0 < β ≤ 1p−1 . By this we mean that if one fixes the second constant appearing
on the right hand side of inequality (1.8), then we cannot increase the absolute
value of the first constant appearing in front of fp, in a way such that (1.8) still
holds.
The following is also true and is an easy consequence of Theorem 1.
Corollary 1. Let φ : (X,µ)→ R+ be T -good such that
∫
X
φdµ = f . Then for
every q ∈ [1, p] the following inequality holds∫
X
(MT φ)
p dµ ≤ −
q
p− 1
fp +
(
p
p− 1
)q ∫
X
φq(MT φ)
p−q dµ. (1.9)
Additionally (1.9) is best possible for any given q ∈ [1, p] and f > 0.
Additionally by using the symmetrization principle that is mentioned below
(Theorem 2.1), and Theorem 1 we easily derive inequalities of Hardy type, as
described by the following
Corollary 2. For any g : (0, 1]→ R+ non-increasing such that
∫ 1
0
g(u) du = f ,
the following inequality is true for any β > 0 and sharp for any β such that
0 < β ≤ 1p−1 .
∫ 1
0
(
1
t
∫ t
0
g(u) du
)p
dt ≤ −
q(β + 1)
(p− 1)qβ + (p− q)
fp+
+
p(β + 1)q
(p− 1)qβ + (p− q)
∫ 1
0
(
1
t
∫ t
0
g(u) du
)p−q
gq(t) dt. (1.10)
For the case q = 1, and the value β = 1p−1 , inequality (1.10) is well known
and is in fact equality, as can be seen by applying a simple integration by parts
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argument. Note also that these types of inequalities involve parameters inside
them, and the validity of them still remains true as much as their sharpness.
These type of inequalities as (1.8) or (1.10), generalize inequality (1.7) in two
important directions, and this is the appearance of the two parameters involved.
We need also to add that inequality (1.8), seems to be powerfull (not only sharp),
for any q ∈ [1, p], and this is due to the fact that for any such q, as one can see
in [3], it can be also used for the evaluation of the Bellman function (1.6).
We also note that inequality (1.8) is also a consequence of the results in [3],
where it is proved a more general inequality which involves also the parameter
A =
∫
X φ
q dµ. In this paper we ignore this parameter and give a more direct
proof of (1.8).
Additionally the proof of Theorem 1 we gave, enables us to give a proof of
a (best possible) stability result concerning the inequality (1.8). Namely we
characterize the sequence of functions that give equality in the limit in (1.8).
More precisely we prove the following
Theorem 2. Let (φn)n be a sequence ofnonnegative, T -good functions satisfying∫
X
φn dµ = f and
∫
X
φpn dµ = F , for every n ∈ N . Consider also the quantity
A0(β) =
(q−1)β
(β+1)q +
p−q
p
1
(β+1)q−1 , where β ∈ [0,
1
p−1 ), and 1 < q < p. Suppose also
that the variables β, f, F, q and p are connected by the relation
F (β + 1)p−q = A0(β)F (β + 1)
p +
q
p
1
(β + 1)q−1
fp (1.11)
Then (φn)n satisfies equality in the limit in (1.8), if and only if the following is
true
lim
n
∫
X
|MT φn − (β + 1)φn|
p dµ = 0, (1.12)
which means exactly that (φn)n behaves approximately like an eigenfunction
sequence for the eigenvalue β + 1.
At last we mention that the evaluation of (1.6) has been given by an alter-
native method in [13], while certain Bellman functions corresponding to several
problems in harmonic analysis, have been studied in [6], [7], [14], [15], [16] and
[17].
2 Preliminaries
Let (X,µ) be a non-atomic probability space. We give the following from [5] or
[8].
Definition 2.1. A set T of measurable subsets of X will be called a tree if the
following are satisfied
i) X ∈ T and for every I ∈ T , µ(I) > 0.
ii) For every I ∈ T there corresponds a finite or countable subset C(I) of T
containing at least two elements such that
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a) the elements of C(I) are pairwise disjoint subsets of I
b) I =
⋃
C(I).
iii) T =
⋃
m≥0 T(m), where T(0) = {X} and
T(m+1) =
⋃
I∈T(m)
C(I).
iv) The following holds
lim
m→∞
sup
I∈T(m)
µ(I) = 0
v) The tree T differentiates L1(X,µ).
The last property stated in the definition of the tree T , means that for every
φ ∈ L1(X,µ), limx∈I∈T ,µ(I)→0
1
µ(I)
∫
I φdµ = 0, for µ-almost all x on X .
For the proof of Theorem 1 we will use an effective linearization for the
operator MT that was introduced in [5]. We describe it as appears there and
use it in the sequel.
For every φ ∈ L1(X,µ), non negative, and I ∈ T we define AvI(φ) =
1
µ(I)
∫
I
φdµ. We will say that φ is T -good if the set
Aφ = {x ∈ X :MT φ(x) > AvI(φ) for all I ∈ T such that x ∈ I}
has µ-measure zero.
Let now φ be T -good and x ∈ X\Aφ. We define Iφ(x) to be the largest in
the nonempty set
{I ∈ T : x ∈ I and MT φ(x) = AvI(φ)} .
Now given I ∈ T let
A(φ, I) = {x ∈ X\Aφ : Iφ(x) = I} ⊆ I and
Sφ = {I ∈ T : µ(A(φ, I)) > 0} ∪ {X} .
Obviously then
MT φ =
∑
I∈Sφ
AvI(φ)χA(φ,I), µ-a.e.,
where χE is the characteristic function of E. We also define the following
correspondence I → I⋆ by: I⋆ is the smallest element of {J ∈ Sφ : I ( J}. It
is defined for every I ∈ Sφ, except X . Also it is obvious that the A(φ, I)’s are
pairwise disjoint and that
µ

 ⋃
I /∈Sφ
A(φ, I)

 = 0,
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so that ⋃
I∈Sφ
A(φ, I) ≈ X,
where by A ≈ B we mean that
µ(A\B) = µ(B\A) = 0.
Now the following is true (see [5]).
Lemma 2.1. Let φ be T -good
i) If I, J ∈ Sφ then either A(φ, J) ∩ I = ∅ or J ⊆ I.
ii) If I ∈ Sφ then there exists J ∈ C(I) such that J /∈ Sφ.
iii) For every I ∈ Sφ we have that I ≈
⋃
J∈Sφ
J⊆I
A(φ, J).
iv) For every I ∈ Sφ we have that
A(φ, I) = I \
⋃
J∈Sφ
J⋆=I
J,
so that
µ(A(φ, I)) = µ(I)−
∑
J∈Sφ
J⋆=I
µ(J).
From the above we see that
AvI(φ) =
1
µ(I)
∑
J∈Sφ
J⊆I
∫
A(φ,J)
φdµ.
In the sequel we will also need the notion of the decreasing rearrangement of a
µ-measurable function defined on X . This is given by the following equation
φ⋆(t) = sup
e⊆X
µ(e)≥t
[
inf
x∈e
|φ(x)|
]
, t ∈ (0, 1].
This is a non-increasing, left continuous function defined on (0, 1] and equimea-
surable to |φ| (that is µ({|φ| > λ}) = |{φ⋆ > λ}|, for any λ > 0). A more
intuitive definition of φ⋆ is that it describes a rearrangement of the values of
|φ| in decreasing order. We are now ready to state the following, which appears
in [8] and can be viewed as a symmetrization principle for the dyadic maximal
operator.
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Theorem 2.1. The following equality is true
sup
{∫
K
G1(MT φ)G2(φ) dµ : φ
⋆ = g, φ ≥ 0,
K measurable subset of X with µ(K) = k
}
=
=
∫ k
0
G1
(
1
t
∫ t
0
g
)
G2(g(t)) dt, (2.1)
where Gi : [0,+∞) → [0,+∞) are increasing functions for i = 1, 2, while
g : (0, 1]→ R+ is non-increasing. Additionally the supremum in (2.1) is attained
by some (φn) such that φ
⋆
n = g, for every pair of functions (G1, G2).
3 Proof of the inequality (1.8)
We now proceed to the
Proof of Theorem 1.
Let φ : (X,µ)→ R+ be T -good such that
∫
X φdµ = f and let q ∈ (1, p]. (The
case q = 1 can be handled easily, if we consider a sequence (qn)n, of elements of
(1, p], tending to q = 1, and applying the result for every qn). We consider the
quantity
kq =
∫
X
φq(MT φ)
p−q dµ.
By the definition of the linearization of the dyadic maximal operator we have
that
kq =
∑
I∈Sφ
∫
A(φ,I)
φq dµ · yp−qI . (3.1)
By Ho¨lder’s inequality now, since q > 1, we have that∫
A(φ,I)
φq dµ ≥
1
αq−1I
(∫
A(φ,I)
φdµ
)q
, (3.2)
where A(φ, I) = I \
⋃
J∈Sφ,J⋆=I
J , in view of Lemma 2.1 iv), and so αI =
µ(A(φ, I)) = µ(I)−
∑
J∈Sφ,J⋆=I
µ(I). Thus (3.1) in view of (3.2) gives
kq ≥
∑
I∈Sφ
yp−qI
(∫
I φdµ−
∑
J∈Sφ,J⋆=I
∫
J φdµ
)q
(
µ(I)−
∑
J∈Sφ,J⋆=I
µ(J)
)q−1 =
=
∑
I∈Sφ
yp−qI
(
µ(I)yI −
∑
J∈Sφ,J⋆=I
µ(J)yJ
)q
(
µ(I)−
∑
J∈Sφ,J⋆=I
µ(J)
)q−1 . (3.3)
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We use now Ho¨lder’s inequality in the following form
(λ1 + λ2 + . . .+ λm)
q
(σ1 + σ2 + . . .+ σm)q−1
≤
λq1
σq−11
+
λq2
σq−12
+ . . .+
λqm
σq−1m
, (3.4)
which holds for every λi ≥ 0, σi > 0, since q > 1.
We consider now an arbitrary β, such that 0 ≤ β ≤ 1p−1 . We set for any I ∈ Sφ
τI = (β + 1)− βρI , where ρI =
µ(A(φ, I))
µ(I)
=
αI
µ(I)
,
thus concluding that τI > 0. For this choice of τI , we have that
τIµ(I) − (β + 1)
∑
J∈Sφ,J⋆=I
µ(J) = µ(I) −
∑
J∈Sφ,J⋆=I
µ(J). (3.5)
Thus using (3.4) and (3.5), we have from (3.3) that
kq ≥
∑
I∈Sφ
yp−qI
{
(µ(I)yI)
q
(µ(I)τI)q−1
−
∑
J∈Sφ
J⋆=I
(µ(J)yJ )
q
((β + 1)µ(J))q−1
}
=
=
∑
I∈Sφ
µ(I)
ypI
τq−1I
−
∑
I∈Sφ
yp−qI
∑
J∈Sφ
J⋆=I
yqJ
(β + 1)q−1
µ(J). (3.6)
By the definitions now of Sφ, and the correspondence I → I⋆ for I 6= X , we
conclude from (3.6) that
kq ≥
∑
I∈Sφ
µ(I)
ypI
τq−1I
−
∑
I∈Sφ
I 6=X
1
(β + 1)q−1
yqI (yI⋆)
p−qµ(I) =
=
∑
I∈Sφ
1
ρI
αI
ypI
((β + 1)− βρI)q−1
−
1
p
∑
I∈Sφ
I 6=X
pyqI (yI⋆)
p−q
(β + 1)q−1
µ(I). (3.7)
We now use the following elementary inequality,
pxq ·yp−q ≤ qxp + (p− q)yp,
which holds since 1 < q ≤ p, for any x, y > 0. By (3.7) we thus have
kq ≥
∑
I∈Sφ
αI
ρI
ypI
((β + 1)− βρI)q−1
−
1
p
∑
I∈Sφ
I 6=X
[qypI + (p− q)(yI⋆)
p]
(β + 1)q−1
µ(I) =
=
∑
I∈Sφ
αI
ρI
ypI
((β + 1)− βρI)q−1
−
p− q
p
1
(β + 1)q−1
∑
I∈Sφ
I 6=X
(yI⋆)
pµ(I)−
−
q
p
1
(β + 1)q−1
∑
I∈Sφ
ypIµ(I) +
q
p
1
(β + 1)q−1
ypX . (3.8)
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By using now Lemma 2.1 iv), and the definition of the correspodence I → I⋆,
we have that ∑
I∈Sφ
I 6=X
(yI⋆)
pµ(I) =
∑
I∈Sφ
ypI (µ(I)− αI),
thus (3.8) gives
kq ≥
∑
I∈Sφ
αI
ρI
1
((β + 1)− βρI)q−1
ypI −
p− q
p
1
(β + 1)q−1
∑
I∈Sφ
(µ(I) − αI)y
p
I−
−
q
p
1
(β + 1)q−1
∑
I∈Sφ
µ(I)ypI +
q
p
1
(β + 1)q−1
ypX .
After some simple cancellations we conclude that
kq ≥
∑
I∈Sφ
αI
ρI
(
1
((β + 1)− βρI)q−1
−
1
(β + 1)q−1
)
ypI+
+
p− q
p
1
(β + 1)q−1
∑
I∈Sφ
αIy
p
I +
q
p
1
(β + 1)q−1
ypX . (3.9)
Now note that
1
((β + 1)− βx)q−1
−
1
(β + 1)q−1
≥
(q − 1)βx
(β + 1)q
,
by the mean value theorem on derivatives for all x ∈ [0, 1], so by (3.9) we have
as a consequence that
kq ≥
∑
I∈Sφ
[
αI
ρI
(q − 1)βρI
(β + 1)q
]
ypI +
p− q
p
1
(β + 1)q−1
∑
I∈Sφ
αIy
p
I +
q
p
1
(β + 1)q−1
ypX
=
∑
I∈Sφ
[
(q − 1)β
(β + 1)q
+
p− q
p
1
(β + 1)q−1
]
αIy
p
I +
q
p
1
(β + 1)q−1
fp, (3.10)
and we have derived inequality (1.8) for T -good functions.
For the general φ : (X,µ) → R+ which belongs to Lp(X,µ) we argue as
follows. Consider the sequence (φm)m defined by φm =
∑
I∈T(m)
AvI(φ)χI , and
for any m ∈ N set
Φm =
∑
I∈T(m)
max{AvJ(φ) : I ⊆ J ∈ T }χI =MT φm.
The last equality holds due to the fact that AvJ(φ) = AvJ(φm) whenever I ⊆
J ∈ T . It is easy to see that
∫
X
φm dµ =
∫
X
φdµ = f and
∫
X
φpm dµ ≤
∫
X
φp dµ
for all m, and that Φm increases toMT φ on X . Now φm satisfies (1.8), since as
can be easily seen is T -good, and since T differentiates L1(X,µ) we get by that
φm tends almost everywhere to φ. Thus by taking limits, using the dominated
convergence theorem we obtain (1.8) for φ.
At this point we give the following.
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Proof of Corollary 2.
Let g : (0, 1] → R+ be non-increasing, such that
∫ 1
0
g(u) du = f . Fix a non-
atomic probability space (X,µ) equipped with a tree structure T , that differ-
entiates L1(X,µ). Applying Theorem 2.1 for the pair of functions
(G1(t) = t
p, G2(t) = 1) and
(
G3(t) = t
p−q, G4(t) = t
q
)
we conclude that there exists φn : (X,µ)→ R+ such that φ⋆n = g, for which
lim
n
∫
X
(MT φn)
p dµ =
∫ 1
0
(
1
t
∫ t
0
g
)p
dt, (3.11)
and
lim
n
∫
X
φqn(MT φn)
p−q dµ =
∫ 1
0
(
1
t
∫ t
0
g
)p−q
gq(t) dt. (3.12)
Applying (1.8) for every (φn), and taking the limits as n→∞, we conclude by
(3.11) and (3.12) the validity of inequality (1.10).
We now prove that (1.10) is best possible. We proceed to this as follows:
We first treat the case where β = 1p−1 . We consider the following continuous,
decreasing function gα(t) = c t
−α, defined in (0, 1], where c = f(1 − α), and
α ∈
(
0, 1p
)
. Then it is easy to show that
∫ 1
0
gα(u) du = f , while gα ∈ Lp((0, 1]).
Note that for any t ∈ (0, 1] the following equality holds 1t
∫ t
0
g(u) du =
( 11−α )g(t). So considering the difference
J =
∫ 1
0
(
1
t
∫ t
0
gα
)p
dt−
(
p
p− 1
)q ∫ 1
0
gqα(t)
(
1
t
∫ t
0
gα
)p−q
dt
we see that it is equal to
J =
(
1
1− α
)p ∫ 1
0
gpα(t) dt−
(
p
p− 1
)q (
1
1− α
)p−q ∫ 1
0
gpα(t) dt.
Since
∫ 1
0 g
p
α(t) dt = f
p(1− α)p 11−αp , we have by the above evaluation, that
J =
fp
1− αp
−
(
p
p− 1
)q
(1 − α)q
fp
1− αp
=
= −
fp
1− αp
[(
p
p− 1
)q
(1− α)q − 1
]
= −fpG(α),
where G(α) is defined for any α ∈
(
0, 1p
)
by G(α) =
( pp−1 )
q
(1−α)q−1
1−αp . But as it
is easily seen, by using de L’ Hospital’s rule,
lim
α→1/p−
G(α) = −q
(
1−
1
p
)q−1 (
p
p− 1
)q (
−
1
p
)
=
q
p− 1
.
We now prove the sharpness of (1.10), for any β such that 0 < β < 1p−1 .
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We fix such a β, and we consider the following continuous, decreasing func-
tion gβ(t) = c t
−α, defined in (0, 1], where c = f(1 − α), and α = ββ+1 . Then
α ∈
(
0, 1p
)
, and it is easy to see that
∫ 1
0 gβ(u) du = f , while for any β as above,
gβ ∈ Lp(0, 1).
Moreover
∫ 1
0
gpβ(u) du =
fp
(β+1)p
β+1
1−β(p−1) . Note that for any t ∈ (0, 1] the
following equality holds 1t
∫ t
0 gβ(u) du = (β + 1)gβ(t). We then consider the
difference
J =
∫ 1
0
gqβ(t)
(
1
t
∫ t
0
gβ
)p−q
dt−
−
[
(q − 1)β
(β + 1)q
+
p− q
p
(
1
β + 1
)q−1]∫ 1
0
(
1
t
∫ t
0
gβ
)p
dt (3.13)
Then due to the above mentioned relations, we can see easily after some simple
calculations that J = qp
1
(β+1)q−1 f
p. The proof of Corollary 2 is now complete.
Now for the proof of Theorem 2, we need to prove the sharpness of (1.8).
This is easy now to show, since by Theorem 2.1 for any g : (0, 1] → R+ non
increasing, there exists a sequence φn : (X,µ) → R+ of rearrangements of g
such that
lim
n
∫
X
(MT φn)
p dµ =
∫ 1
0
(
1
t
∫ t
0
g
)p
dt (3.14)
and
lim
n
∫
X
φqn(MT φn)
p−q dµ =
∫ 1
0
gq(t)
(
1
t
∫ t
0
g
)p−q
dt. (3.15)
We discuss now the case where 0 < β < 1p−1 , and we consider the function gβ
(denoted now as g), constructed in the proof of Corollary 2. We choose, for
every n ∈ N , a rearrangement φn of g such that∣∣∣∣∣
∫ 1
0
(
1
t
∫ t
0
g
)p
dt−
∫
X
(MT φn)
p
dµ
∣∣∣∣∣ ≤ 1n
and ∣∣∣∣∣
∫ 1
0
gq(t)
(
1
t
∫ t
0
g
)p−q
dt−
∫
X
φqn (MT φn)
p−q dµ
∣∣∣∣∣ ≤ 1n
Then, by the choice of g, we conclude that (1.8) is best possible. The case
β = 1p−1 is entirely similar, so we omit it. The proof of Theorem 1, is now
complete.
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4 Proof of Theorem 2
Proof. We begin by stating inequality (1.8), in the following equivalent form,
which is exactly (3.10)∫
X
(MT φ)
p−qφq dµ ≥ A0(β)
∫
X
(MT φ)
p dµ+
q
p
1
(β + 1)q−1
fp. (4.1)
Here A0(β) denotes the quantity defined in the statement of Theorem 2. For
the one direction of the proof we suppose that (φn)n satisfies
∫
X
φpn dµ = F , for
every n ∈ N , the relation stated in (1.12), as much as equality in the limit in
(4.1). It is immediate then that equality (1.11) is true.
For the opposite direction we suppose that we are given f, F such that
0 < fp ≤ F and q, p for which 1 < q < p. We begin this proof by showing that
under the above conditions, there exists unique β ∈ [0, 1p−1 ), which satisfies
(1.11). We proceed for this as follows. We consider the function G defined by
G(β) =
1
(β + 1)p−1[1− β(p− 1)]
, (4.2)
where β ∈ [0, 1p−1 ). Then
1
G(β) = Hp(β+1), where Hp is as defined in Section 1.
Since G(0) = 1 and G( 1p−1
−
) = +∞, we conclude, because of the monotonicity
of G, that there exists unique β in the above range, such that G(β) = Ffp . This
implies as one can easily see, by using only the definition of the function G, and
the particular choice of the variable β, that
F (β + 1)p−q −A0(β)F (β + 1)
p =
q
p
1
(β + 1)q−1
fp.
Moreover this value of β satisfies obviously Hp(β+1) =
fp
F , which is equivalent
to β + 1 = ωp(
fp
F ), and conversely as one can easily see that the solution of
(1.11), is given by this last mentioned formula.
We now suppose that we are given a sequence of non negative functions in
Lp, (φn)n whose elements satisfy
∫
X
φn dµ = f and
∫
X
φpn dµ = F . Then if
we define An =
∫
X φ
q
n dµ, for every n ∈ N , we may assume, by passing to a
subsequence of (An)n, that this sequence converges to a fixed constant (note
that (An)n is bounded because of the inequality f
q ≤ An ≤ F q/p), which we
call A. By continuity reasons we may also assume that (An)n is constant, that
is
∫
X
φqn dµ = A, for every n ∈ N .
We additionally assume that (φn)n satisfies equality in the limit in (4.1),
for the choice of β, which is described above. We now go back to the proof of
Theorem 1, and examine where inequalities where used. In these inequalities
now we have equality in the limit for our sequence. The first one that is used is
the following ∫
A(φ,I)
φq dµ ≥
1
αq−1I
(∫
A(φ,I)
φdµ
)q
,
12
where α = µ(A(φ, I)), which is exactly inequality (3.2). Additionally the right
member of this inequality equals(∫
I φdµ−
∑
J∈Sφ,J⋆=I
∫
J φdµ
)q
(
µ(I)−
∑
J∈Sφ,J⋆=I
µ(J)
)q−1 ,
which in turn is greater or equal than
µ(I)
yqI
(τI)q−1
−
∑
J∈Sφ
J⋆=I
µ(J)
yqJ
(β + 1)q−1
,
where τI = (β + 1)− βρI . Since now we have equality in the limit in (4.1), we
conclude that in the inequality
0 ≤
∑
I∈Sφ
yp−qI
{∫
A(φ,I)
φq dµ−
[
µ(I)
yqI
(τI)q−1
−
∑
J∈Sφ
J⋆=I
µ(J)
yqJ
(β + 1)q−1
]}
(4.3)
we have equality in the limit as φ moves along (φn)n, and Sφ is replaced by Sφn .
That is the right member of (4.3), tends to zero for our sequence (φn)n.
Additionally every term on the sum in (4.3), is non negative by the comments
mentioned right above. Thus since yI ≥ f = yX , for every I ∈ Sφ, we have that
also the following sum tends to zero,
0 ≤
∑
I∈Sφ
fp−q
{∫
A(φ,I)
φq dµ−
[
µ(I)
yqI
(τI)q−1
−
∑
J∈Sφ
J⋆=I
µ(J)
yqJ
(β + 1)q−1
]}
, (4.4)
as φ moves along (φn)n. Cancelling the term f
p−q, and using Lemma 2.1 iii)
and the integral assumptions for every φ ∈ (φn)n we immediately conclude that
the following inequality is true
A ≥
∑
I∈Sφ
[
µ(I)
yqI
(τI)q−1
−
∑
J∈Sφ
J⋆=I
µ(J)
yqJ
(β + 1)q−1
]
, (4.5)
and is also equality in the limit for our sequence (φn)n. We substitute τI with
its value and we get the inequality
A ≥
∑
I∈Sφ
αI
ρI
yqI
[(β + 1)− βρI ]q−1
−
∑
I∈Sφ
∑
J∈Sφ
J⋆=I
µ(J)
yqJ
(β + 1)q−1
, (4.6)
with equality in the limit. Now the right hand side of this inequality equals
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∑
I∈Sφ
αI
ρI
yqI
[(β + 1)− βρI ]q−1
−
∑
I∈Sφ,I 6=X
µ(I)
yqI
(β + 1)q−1
,
which in turn equals to
∑
I∈Sφ
αI
ρI
{ 1
[(β + 1)− βρI ]q−1
−
1
(β + 1)q−1
}
yqI +
yqX
(β + 1)q−1
.
But in the proof of Theorem 1, we have used the inequality
1
((β + 1)− βρI)q−1
−
1
(β + 1)q−1
≥
(q − 1)βρI
(β + 1)q
,
for every I ∈ Sφ, and by the same arguments that were used above, by replacing
ypI by f
p−qyqI , we conclude that we should have equality in the limit in the
following inequality
A ≥
∑
I∈Sφ
αI
ρI
(q − 1)βρI
(β + 1)q
yqI+
f q
(β + 1)q−1
=
(q − 1)β
(β + 1)q
∫
X
(MT φ)
q dµ+
f q
(β + 1)q−1
.
(4.7)
This gives us equality in the limit in the following inequality∫
X
(MT φ)
q dµ ≤ (1 +
1
β
)
(β + 1)q−1A− f q
q − 1
(4.8)
where β, satisfies β + 1 = ωp(
fp
F ).
But the right side of (4.8), is minimized exactly when β+1 = ωq(
fq
A ), as can
be seen in [4], or by a simple calculus argument. From the above we conclude
that the value of A satisfies β + 1 = ωq(
fq
A ) = ωp(
fp
F ), and replacing, in (1.8)
β + 1 by its value we easily see that
lim
n
∫
X
(MT φn)
q dµ = ωq(
f q
A
)qA, (4.9)
that is, (φn)n behaves as an extremal sequence for the Bellman function B
(q)
T (f,A).
By using the results of [9] we get that all such sequences behave like Lq approx-
imate eigenfunctions for the eigenvalue ωq(
fq
A ), which equals β +1. That is the
following holds
lim
n
∫
X
|(MT φn)− (β + 1)φn|
q dµ = 0. (4.10)
Our purpose was to show the same equality, but with p in place of q. This
is now not difficult to show, because of the following argument. Since (4.10) is
true, by a well known theorem in measure theory, we conclude that there exists a
subsequence of (φn)n (without loss of generality we call it again (φn)n) for which
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(MT φn) − (β + 1)φn → 0, almost uniformly, that is there exists a decreasing
sequence (An)n of µ− measurable subsets of X , for which µ(An)→ 0, and
|(MT φn)(x) − (β + 1)φn(x)| ≤
1
n
, (4.11)
for every x ∈ X \An, and for every n ∈ N . Define now hn(x) = (MT φn)(x)−
(β + 1)φn(x), for every x ∈ X . Then for every n ∈ N∫
X
|hn|
p dµ =
∫
X\An
|hn|
q|hn|
p−q dµ+
∫
An
|hn|
p dµ.
The first integral of the right side of this last equation is less or equal than
1
np−q
∫
X\An
|hn|q, which obviously tends to zero. We proceed now to prove that
limn→∞
∫
An
|hn|p dµ = 0. By the definition of hn, and since MT φ ≥ φ almost
everywhere, for every integrable φ (the tree T differentiates L1(X,µ)), we see
that it is enough to show that limn→∞
∫
An
(MT φn)p dµ = 0.
We define gn = φ
⋆
n, so by Theorem 2.1 we see that∫
An
(MT φn)
p dµ ≤
∫ δn
0
(
1
t
∫ t
0
gn
)p
dt, (4.12)
where δn = µ(An), for every n ∈ N . Additionally gn is equimeasurable with φn,
so that the 1, q, p norms of these two functions are identical, for each n ∈ N .
Thus again by Theorem 2.1,
∫
X
(MT φn)
q dµ ≤
∫ δn
0
(
1
t
∫ t
0
gn
)q
dt ≤ Aωq(
f q
A
)q, (4.13)
But by (4.10) we have that limn→∞
∫
X
(MT φn)p dµ = Aωq(
fq
A )
q, since β+1 =
Aωq(
fq
A )
q. Thus by (4.13) we get limn→∞
∫ 1
0
(
1
t
∫ t
0
gn
)q
dt = Aωq(
fq
A )
q, which
means that (gn)n is extremal for the respective to the Bellman function problem
related to the Hardy operator, for the variables f,A(q > 1). This, gives us, in
view of the results in [12], that (gn)n tends in the L
q-norm to the function g,
which is defined by g(t) = fα t
−1+ 1
α , t ∈ (0, 1], where α = ωq(
fq
A )
q = β + 1. But
since β + 1 = ωp(
fp
F )
p, it is easy to see that
∫ 1
0 g
p = F . Obviously
∫ δn
0
(
1
t
∫ t
0
gn
)p
dt ≤
(
p
p− 1
)p ∫ δn
0
gpn,
so because of (4.12) it is enough to show that limn→∞
∫ δn
0
gpn = 0.
It is a standard fact now, from measure theory, that if for a sequence of
integrable functions (kn)n, defined in a measure space (Y, r), we have that for
some integrable function k, limn→∞
∫
Y
|kn|dr =
∫
Y
|k|dr, and that kn tends
r-almost everywhere to k, on Y , then the sequence (kn)n tends to k in the L
1-
norm (see for example [4], Theorem 13.47, page 208). Now
∫ 1
0 g
p
n =
∫ 1
0 g
p = F ,
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for every n ∈ N , and since (gn)n converges in the Lq-norm to g, we can assume
(by passing if necessary to a subsequence) that gn tends almost everywhere to
g, so because of the fact mentioned just before we have as a consequence that
gpn tends to g
p in the L1-norm, thus giving us the convergence of gn to g in the
Lp-norm, in view of the elementary inequality (x− y)p ≤ xp − yp, which is true
whenever 0 ≤ y ≤ x, and p > 1.
Moreover in a finite measure space (Y, r), if we are given a sequence of p-
integrable functions (kn)n, and a p-integrable function k, for which kn tends
almost everywhere and in the Lp-norm to k, then the following is true
limr(E)→0
∫
E
|kn| dr = 0,
uniformly in n ∈ N . This result is known in the literature as Vitali’s convergence
theorem, and can be seen in [4] (Exercise 13.38, page 203). From all the above
we conclude immediately that limn→∞
∫ δn
0 g
p
n = 0, since δn = µ(An)→ 0. Our
proof is complete.
References
[1] D. L. Burkholder, Martingales and Fourier Analysis in Banach spaces,
C.I.M.E. Lectures, Varenna, Como, Italy, 1985, Lecture Notes Math. 1206
(1986), 81–108.
[2] D. L. Burkholder, Explorations in martingale theory and its applications,
E´cole d’ E´te´ de Probabilitie´s de Saint-Flour XIX–1989, Lecture Notes
Math. 1464 (1991), 1–66.
[3] A. D. Delis, E. N. Nikolidakis Sharp integral inequalities for the dyadic
maximal operator and applications, Math Z., Vol. 291, Issue 3-4 (2019),
1197–1209.
[4] E. Hewitt, K. Stromberg Real and Abstract Analysis, Graduate texts in
Mathematics, Springer-Verlag
[5] A. D. Melas, The Bellman functions of dyadic-like maximal operators and
related inequalities, Adv. in Math. 192 (2005), 310–340.
[6] F. Nazarov, S. Treil, The hunt for a Bellman function: Applications to
estimates for singular integral operators and to other classical problems of
harmonic analysis, St. Petersburg Math. J. 8 no. 5 (1997), 721–824.
[7] F. Nazarov, S. Treil and A. Volberg, The Bellman functions and two-weight
inequalities for Haar multipliers, Journ. Amer. Math. Soc. 12 no. 4 (1999),
909–928.
16
[8] E. N. Nikolidakis, A. D. Melas, A sharp integral rearrangement inequal-
ity for the dyadic maximal operator and applications, Appl. and Comp.
Harmonic Anal., 38 (2015), Issue 2, 242–261
[9] E. N. Nikolidakis, Extremal sequences for the Bellman function of the
dyadic maximal operator, to appear in Rev. Matematica Iber., arXiv:
1301.2898
[10] E. N. Nikolidakis, Optimal weak type estimates for dyadic-like maximal
operators, Ann. Acad. Scient. Fenn. Math. 38 (2013), 229–244.
[11] E. N. Nikolidakis, Sharp weak type inequalities for the dyadic maximal op-
erator, J. Fourier. Anal. Appl., 19 (2012), 115–139.
[12] E. N. Nikolidakis, Extremal sequences for the Bellman function of the
dyadic maximal operator and applications to the Hardy operator, Can. J.
Math. 69, No.6 (2017), 1364–1384.
[13] L. Slavin, A. Stokolos, V. Vasyunin, Monge-Ampe`re equations and Bellman
functions: The dyadic maximal operator C. R. Math. Acad. Sci. Paris Se´r.
I. 346 (2008), 585–588.
[14] L. Slavin, A. Volberg, The explicit BF for a dyadic Chang-Wilson-Wolff
theorem. The s-function and the exponential integral, Contemp. Math. 444.
Amer. Math. Soc., Providence, RI, 2007.
[15] V. Vasyunin, The sharp constant in the reverse Ho¨lder inequality for Muck-
enhoupt weights, St. Petersburg Math. J., 15 (2004), no. 1, 49–75.
[16] V. Vasyunin, A. Volberg, The Bellman functions for the simplest two weight
inequality: The case study, St. Petersburg Math. J., 18 (2007), No. 2, p
200–222.
[17] V. Vasyunin, A. Volberg, Monge-Ampe`re equation and Bellman optimiza-
tion of Carleson embedding theorems, Linear and complex analysis, 195–
238, Amer. Math. Soc. Transl. Ser.2, 226, Amer. Math. Soc., Providence,
RI, 2009.
[18] G. Wang, Sharp maximal inequalities for conditionally symmetric martin-
gales and Brownian motion, Proc. Amer. Math. Soc. 112 (1991), 579–586.
Nikolidakis Eleftherios, Assistant Professor, University of Ioannina, Depart-
ment of Mathematics, GR 45110, Panepistimioupolis, Greece.
17
