Abstract. In this paper, we proposed face recognition based on improved neighborhood maximum margin. The algorithm builds the k-nearest neighbor graph between the data points. Then assigns completely distinct weights for the interclass and intraclass neighbors of a point by fully considering the class information, and the algorithm formula ask the discriminant vector in range space of locality preserving between-class scatter and range space of locality preserving within-class scatter. At last, it finds a liner mapping by maximizing the margin between the interclass and intraclass neighbors of all points, to improve the classification performance in the new subspace. The experiment result on the UMIST face database shows that the method is feasible.
Introduction
In recent years, dimensionality reduction has been widely concerned in many fields such as machine learning, data mining and pattern recognition [1] . The most wellknown techniques are the principal component analysis (PCA), linear discriminant analysis (LDA), locality preserving projections (LPP), and neighborhood preserving embedded (NPE) [2] . PCA is an unsupervised method, which does not take the class information into account [3] . LDA cannot be applied directly to small size sample problem [4] . In contrast to PCA and LDA, locality preserving projection (LPP) is introduced to detect the intrinsic geometry of the manifold structure of data [5] . Inspired by the LPP algorithm, someone has put forward the discriminant locality preserving projection (DLPP) algorithm, but there are still remained small size sample problem and information redundancy problem [6] . The categories of information data has not been fully used, which leads to a decrease in classification performance in pattern recognition problem of high-dimensional data [7] . Therefore, we proposed the discriminant locality preserving projections method based on neighborhood maximum margin (NMMDLPP) algorithm. . Therefore, the optimal projection each column of the matrix as feature vector is
.Thus, the locality preserving between-class scatter matrix 
Discriminant Locality Preserving Projections based on neighborhood maximum margin
The method first begins to build an adjacent graph  by k-neighborhood for all points. Suppose training samples
are a group of high dimensional data, the purpose of NMMDLPP is to find the optimal projection matrix A, is matrix of locality preserving within-class scatter. They are defined as follows:
So the objective function of NMMDLPP is defined as follows:
The matrix 
Experimental Results
There are two experiments on the UMIST face database. The first experiment is as shown in figure 1 . It researches the variation condition of the recognition rate of NMMDLPP with varying the k-neighborhood parameter is very close with the feature dimension less than 5. As the figure 2 and table 1 show, when the feature dimension of NMMDLPP method is 10, the recognition rate is lower than the DLPP method within 3%, and is more than the recognition rate of the four methods with the other feature dimension. 
Conclusion
We proposed the discriminant locality preserving projection based on neighborhood maximum margin (NMMDLPP). The method employ distinct affinity weight for both intraclass and interclass neighbors of all points and can derive its discriminant vectors from both the range of the locality preserving between-class scatter and the range space of locality preserving within-class scatter. Besides, the local weight of the neighbor image and discriminant weight could express the local neighbor structure and class information of the data, which can strength the class effect.
