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k（k-1）・・・ 1-pattern avoiding束㳊構造㳇㳀㲠㳂
冨　　江　　雅　　也
１　導 入
　本研究の目的は対称群における弱 Bruhat 順
序に対し Pattern-Avoiding 制限を課すことに
より現れる構造を調べることである。とくに順
序構造における基本的な普遍量であるMöbius
関数を NBB 基底を用いて計算し、一般変形
Fibonacci 多項式を特殊化した値で記述でき
ることを示す。本論文において主な役割を担
うのは、半順序集合上のMöbius 関数および
Pattern-Avoiding 制限である。Möbius 関数は
19 世紀中頃、整数論における zeta 関数を研究
する過程で導入された。この関数は長方形をね
じって対辺を同一視して得られる“Möbius の
帯”を発見したドイツ人数学者Möbius によっ
て導入された量であり自然数における素因数分
解から計算される。一方半順序集合は 19 世紀
から数学的対象として意識されており、1940
年代、Birkhoﬀ による教科書を皮切りに半順序
構造の体系的な研究が始められた［6］。1960年代、
Rota により、Homology 計算、Matroid 理論と
の関係など半順序構造におけるMöbius 関数を
計算する意義が指摘され、その成果をまとめた
論文は半順序構造の研究における基本的文献と
なると共に Rota の弟子、孫弟子達が代数幾何
学、環論および代数的組合せ論など様々な側面
から彼の研究を引き継いでいる［20］。
　一方でMöbius 関数から導出されるMöbius
反転公式はふるいの方法の一般化として知られ
ている。ふるいの方法とは重複を持つ集合族に
対して合併集合の大きさを各集合における重な
りを考慮して計算する技法である。Möobius 反
転公式における目覚ましい応用として超平面配
置（n次元ユークリッド空間に n-1 次元の平面
を交伹を許容しつつ並べたもの）における連結
成分および有界集合の勘定が知られている［26］。
Zaslavsky は超平面配置の問題を有限体におけ
る問題に帰着させ、本質的にMöbius 反転公式
を用いることにより、上記の数え上げを行った。
有限体に帰着させる過程において、超平面配置
ではなく対応する交伹束（実際の配置よりもは
るかに情報量が少なく扱いも容易である）を考
えることにより元の配置の情報を大部分引き出
せることが示唆されており非常に興味深い。
　与えられた半順序集合に対するMöbius 関数
の計算は基本的である半面、困難な場合も多く、
さまざまな技術開発がおこなわれている。本論
文で利用するNBB基底もその一例である。こ
の方法は本質的に Rota により考案され Blass-
Sagan によって一般化された［8］。NBB 基底と
は束における atomに全順序を入れることによ
り構成される。全順序の入れ方は任意であり、
自然な形で導入することによりMöbius 関数の
組合せ的記述を期待することができる。
　Möbius 関数以外にも、より多くの情報を含
む（それゆえより計算が難しい）普遍量として
特性多項式、Flag enumerator などが挙げられ
る。特性多項式とは階層づけられた半順序から
計算される 1変数多項式である。一般に多項式
が整数上 1次式に因数分解することは極めて稀
であるが、超平面配置における交伹束から計算
される特性多項式においては多くの場合で 1次
式に分解し、さらに根に対する組合せ論的解釈
がなされている。準対称多項式は無限変数の多
項式である。一般にランク付けされた半順序構
造全体はHopf 代数として積、余積、対合射を
定義することができる。同時に準対称多項式も
Hopf 代数と捉えることができる。Ehrenborg
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は半順序から準対称多項式へのHopf 代数構造
を保つ写像を構成し、いくつかの半順序集合
族に対して対応する準対称多項式の表示を与
えた。双方とも無限次元であるが、Ehrenborg
の議論により、大きなKernel が存在すること、
即ちランク付き半順序構造から定まるHopf 代
数は準対称多項式より代数的に大きなことが
わかる。それゆえ Flag enumerator は半順序
の情報を相当数削っていると考えられる。し
かし不思議なことに半順序構造における Che-
byshev 変換、超平面配置における交伹束から
領域を復元する写像、符号付Birkhoﬀ 変換等、
Flagenumerator の Kernel を保つように準対
称多項式における変換を引き起こす例が多くは
ないもののいくつか知られている［4］［10］［12］［23］。
　次にPattern-Avoiding制限について述べる。
これは後で定義するようにあらかじめ定められ
た Pattern を排する置換を意味し、その数え上
げはMansour らにより母関数的手法、計算機
援用による数値計算により現在急速に発展して
いる。本論文においては数え上げの側面ではな
く、弱 Bruhat 順序構造を課したときに現れる
半順序を考える。Pattern-Avoiding と弱 Bru-
hat 順序構造の間に現れるもっとも興味深い対
象はTamari Lattice と呼ばれるものである。
Tamari Lattice とは 132-avoiding permutation
より誘導される半順序構造であり、幾何学的
視点からは結合多面体の 1-skelton という別の
特徴付けをもつ［27］。（置換多面体をある種縮合
して得られるものでもある）また Binarytree
における ﬂ ip を用いても同様の半順序を構成
することができる。代数的組合せ論において
は Loday-Ronco ホップ代数の自然な基底とし
ても現れており［16］、代数学、幾何学における
組合せ的側面に位置する重要な対象であると同
時に様々な一般化も考察されている。ここでは
Reading による Cambrian lattice を一つ挙げて
おく［18］。本論文は 321-avoiding permutation を弱
Bruhat 順序に制限した束構造に対する考察［25］
を k（k-1）・・・1-pattern avoiding permuta-
tion まで一般化したものである。
２　準 備
　本章では、議論に際し必要となる定義および
定理を述べる。
　2. 1　半順序集合
　本論文において基本的となる半順序集合とは
以下で定義されるものである［22］。
　定義 2. 1.　集合Pに対して関係侑が以下の条
件を満たすとき（P,≤）のペアを半順序集合
という。
　1. すべての x∈ Pに対して x 侑 x
　2. x, y ∈ Pに対して x 侑 y,y 侑 x ならば x=y
　3. x, y, z ∈ Pに対して x 侑 y, y 侑 zならば x 侑 z
　特に侑を略して半順序集合Pと書くことにす
る。
　自然数、整数などに入る大小関係は半順序集
合の特殊な例であり全順序集合と呼ばれてい
る。組合せ論的見地からすると全順序集合より
半順序集合の方が構造が複雑な分面白い対象で
ある。次に束と呼ばれるクラスを紹介する［22］。
　定義 2. 2.半順序集合Lが束であるとはLに
おける任意元 x, y に対して x 侑 z かつ y 侑 z と
なる元 zの中で最小であるものが存在して、な
おかつ x 侑 w かつ y 侑 w となる元 wの中で最
大であるものが存在する時をいう。
　束もさらに、超平面配置における交伹束、
Matroid 理論とつながりを持つ幾何学束、join
と meet があたかも代数演算の分配法則を満た
すようなふるまいをする分配束、群論に起源を
もつ supersolvable 束など様々なものがあるが
ここでは深入りしない。
　もっとも上の定義はあまりにも一般的であり
また闇雲に半順序集合、束を定義してもあまり
面白い議論は期待できない。半順序集合および
束それ自体を研究するよりも他分野の研究対象
に由来する半順序集合、束を考察する方が研究
しやすいと思われる。
　次に半順序集合および束の典型的な例をいく
つか紹介する。
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　具体例 2. 1.　
1. 自然数における大小関係から定まる順序を
Npで表す。これは全順序集合となる。
2. {1, 2, ..., n} における部分集合全体に対し、大
小関係X 侑 YをX⊂ Yにより定めたものを
考える。包含関係から誘導されるこの半順序
を Boole 代数といい Bn と表す。Boole 代数
において被覆関係を図式化したHasse 図は
超立方体における辺のつながり方と一致す
る。もっとも基本的な凸多面体に由来をもつ
半順序（じつは束）である。
3. 自然数の集合 Nに対して yが x で割り切れ
るときx侑 yと定めたもの。これをDNと表す。
Möbius 関数は初め DNに対してのみ定義さ
れていた。束の構造を持ち、どのような区間
をとっても有限鎖の直積と同型になる。
4. 集合 {1, 2, ..., n} における分割全体に細分で
順序を入れたもの。これを Πn と表す。A型
ルート系から定まる超平面配置の交伹束とし
て有名であり束構造をもつ。
5. 集合 {1, 2, ..., n} を等間隔時計回りに円周上に
配置しお互いの凸閉包が交わらないような分
割全体に細分で順序を入れたもの。これを
NC（n）で表す。対称群に absolute 順序を
定義したときに現れる半順序であり束構造を
もつ。
6. Bruhat 順序。これは SL（n, C）を Bruhat
分解したとき、各成分の隣接関係をグラフ化
したものである。束構造は持たない。これを
Wnで表す。
　とくに基本的な量であるMöbius 関数を紹介
する。
定義 2. 3.半順序集合 Pに対して以下の条件を
満たす関数 μ : P×P→ Zはただ一つ存在して、
特にMöbius 関数という。
　1. x と y に大小関係がないときは μ（x, y）=0
　2. Σx≤ z 侑 y μ（x, z）=δx, y
　ただし δx, y はクロネッカーのデルタ、即ち
x と y が等しければ 1、それ以外では 0を表す
ものとする。
　とくにPに最大元 1^、最小元 0^が存在すると
き μ（［0^, 1^］）を PのMöbius 関数と呼ぶ場合も
あり μ（P）と表記する。
　先に挙げた例に対してMöbius 関数は以下の
ようになる。
具体例 2. 2.　
1. Np における Möbius 関数は n=m+1 ならば
μ（［m, n］）=－1, それ以外は μ（［m, n］）=0
2. 集合 {1, 2, ..., n} 上の Boole 代数 Bn のMöbius
関数は μ（Bn）=（－1）n
3. DNにおいて x が y の約数であるとき x―
yを素
因数分解したときすべて異なる r個の素数の
積になっていたら μ（［x, y］）=（－1）r となり、
それ以外では μ（［x, y］）=0
4. μ（Πn）=（－1）n－1（n－1）!
5. μ（NC（n））=（－1）n n―+―1―1（ n2n）
6. μ（Wn）=（－1）n
　初等整数論におけるMöbius 関数は先の具体
例において自然数に約数関係を用いて定義した
半順序集合におけるMöbius 関数そのものであ
る。また有限集合族において各集合が重複を持
つとき、重なりの情報から合併集合の大きさを
図るふるいの方法と呼ばれるものはBoole 代数
におけるMöbius 関数が本質的役割を果たす。
これはMöbius 反転公式とよばれており古典的
な事実として有名である。
　2. 2　束におけるNBB基底
　束 Lは定義より最小元 0^および最大元 1^を
もつ。本節では μ（［0^, 1^］）=μ（L）をNBB基底を
用いて計算する方法を紹介する。NBB 基底は
束のMöbius 関数を計算するうえで非常に強力
な道具となる。この手法は Rota により考案さ
れ、Blass-Sagan により一般化された。本節の
内容はBlass-Sagan の論文［8］に基づく。
　束 LにおいてATM（L）: ={ x ∈ L|0^⋏ x } を
atom の集合として、ATM（L）に対して全順序
◁を入れたものを考える。
定義 2.4.　atom の集合 X ⊂ ATM（L）が BB
（Bounded Below の略）であるとは a∈ ATM
（L）╲X, a≤∨Xが存在して、すべての x∈X
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に対して a◁ xが成立するときをいう。
　BB集合を用いてNBB基底を以下で定義する。
定義 2.5.　X⊂ ATM（L）が NBB 基底である
とは、Xの如何なる部分集合Yに対してもY
が BBとならないときをいう。
　以下の結果はMöbius 関数を計算する上で非
常に強力であり、特殊なケースにおいては組合
せ的表示を与える点で興味深い。
定理 2.1.　束Lにおいて
　μ（L）=μ（［0^, 1^］）=ΣX : NBB,>X＝ 1^（－1）♯X
　が成立する。
余談 2. 1.　Blass-Sagan の論文では束の場合だ
け扱っている。しかし証明を精査すると atom
が join を持つ半順序集合においても同様の定
理が成立する事がわかる。とはいえ拡張に伴う
面白い例が現段階では見あたらない。
　前述の特殊な場合としてNoncrossing Parti-
tion があげられる。上記の定理より、Non-
crossing Spanning Tree の数え上げに帰着さ
れ符号を除きMöbius関数はCatalan数となる。
また弱 Bruhat 順序においてMöbius 関数の値
は一般に {－1, 0, 1} のいずれかになるが、正確
な値を Coxeter 元の言葉で記述することがで
きる。他の応用としては幾何学束において具体
的にラベリングを与えるアルゴリズムがNBB
基底の言葉を用いて与えられている。
2. 3　Pattern Avoiding Permutations
　本節ではPattern Avoiding制限を導入する。
集合 {1, 2, ..., n} における置換（permutation）
σを σ=σ（1）σ（2）・・・σ（n）と表記する。この
ような置換全体を Sn と表記する。たとえば S3
の置換は 123, 132, 213, 231, 312, 321 の 6 個で
ある。一般に Snにおける置換の総数は n! で与
えられる。今 τ∈ Sn が π∈ Sk のパターンを含
んでいるとは τの部分列 τ（i1 ）τ（i2 ）・・・τ（ik）,
（1≤ i1<i2<・・・<ik 侑 n）が存在してその大
小関係が πと等しくなるという時をいう。たと
えば τ=84517623 ∈ S8 は π=312 パターンを含
んでいることになる。なぜならば部分列 τ（3）τ
（4）τ（7）=512 における大小関係はちょうど 312
となっているからである。
定義 2. 6.　自然数 n, k において置換 σ∈ Sn お
よび π∈Skにおいて σが π-avoiding permutation
であるとは π∈ Sk のパターンを含んでいない
場合をいう。
　k=3 のときが最も基本的であり以下の定理が
知られている［14］［15］。
定理 2.2.　π∈ S3 を一つ固定する。このとき
Sn の元で π-avoiding permutation となるものは 
n―+―1―
1（ n
2n）となる。
　 n―+―1―
1（ n
2n）は Catalan 数とよばれ代数的組合せ
論をはじめ数学のいたる所に現れる重要な数
である。Catalan 数で数え上げられる対象は
Catalan objects とよばれ現在 180 ほど知られ
ている。特に Lattice Path との全単射対応に
関しては Claesson およびKitaev の論文に多く
の具体例とともにまとめられている。とくに彼
らは置換における重さ（desent, peak, valley, 
inversion, etc）および Lattice Path における重
さ（area statistic およびその類似）を引き合い
に出し、綺麗な全単射は対象間の重さを保つ写
像であると規定して、過去の膨大な結果を分類
している［2］［5］［9］［11］［17］［19］［21］。
余談 2.2.　置換を視覚的に表現する方法の一つ
として阿弥陀くじが知られている。同じ置換を
表す阿弥陀くじにおいて横線の本数が最小であ
るもの、つまりもっとも簡潔な表示法が幾通り
もあることはよく知られている。じつは置換が
321-avoiding である時に限り横線の本数が最小
である阿弥陀くじが一意に定まることが知られ
ている［24］。
余談 2. 3.　対称群と Catalan 数のつながりを
示唆する事象は 3-length-pattern avoiding per-
mutation の個数が Catalan 数で与えられるこ
と以外にも多く知られている。（例えば対称群
に付随するA型ルート系から定まる Shi 配置
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や Noncrossing Partition など）一方でCatalan
数は対称群の degree をつかって記述される。
それゆえ対称群をより一般化した Coxeter 群
というクラスに対してやはり degree を用いて
Catalan 数の拡張を形式的に定義することがで
きる。とくに Coxeter-Catalan 数と呼ばれ、
この拡張は形式的であるが豊富な具体例を伴
うものである。近年 Coxeter 群に由来を持ち
Coxeter-Catalan 数で数え上げられる対象が多
く発見された。Coxeter-Catalan Combinatorics
とよばれる一連の研究は、超平面配置、Lat-
tice Path、数え上げ組合せ論、代数的組合せ
論、表現論を巻き込んで急速に発展しつつあ
る。中心的対象の一つがNoncrossing Partition
と呼ばれる初等的な対象である。1970 年代
Kreweras により研究が始まり、20 世紀末には
Coxeter 群を用いた群論的構成法が提案され、
先の Coxeter-Catalan 数で数え上げられること
が示された。Coxeter 群は幾何学的に良い性質
を持つ対象であり、Coxeter 群の一般化として
知られる複素鏡映群への拡張を含めてしばらく
Coxeter-Catalan 数の周辺で多くの研究が進め
られることになるだろう［1］［7］［13］。
　３　本 論
　本章では初めに一般変形 Fibonacci 多項式
を定めて、組合せ的な意味を見る。一般変形
Fibonacci 多項式（より広く重み付き関数）か
ら自然な半順序における濃度とMöbius 関数を
導出できれば面白いのであるが、今のところ知
る限りうまくいった例は以下の定理だけであ
る［3］［25］。
定理 3. 1.　Sn における 123-213-132-avoiding-
permutation 全体の個数はは変形 Fibonacci 多
項式列 { fn（q）} において q=1 としたときの値
に等しい。また q=－1 によって対応する弱
Bruhat 順序におけるMöbius 関数を得る。
　この結果は個数→ q=1、Möbius 関数→ q=
－1 の対応を述べている。次の結果と併せてみ
ると妥当な主張であると考えられる［22］。（両者
の間に直接的な関係はない）
定理 3.2.　最小元 0^および最大元 1^を持つ半順
序集合 PにおけるMöbius 関数 μ（P）の値は 0^
を始点、1^を終点とする chain 全体に対して、
長さが偶数の chain に対しては 1、長さが奇数
であるときは－1の重みを付けて足し上げた値
に等しい。
　実際に個数は集合の各元に対して 1の重さを
与えてカウントしたものであるし、Möbius 関
数は対応する順序複体におけるEuler 標数（各
次元における面の交代和）であるので、交代和
の意味で－1の冪乗が現れる点は自然である。
　本論文では以下の定理の一般化を試みる［25］。
定理 3. 3.　Sn における 321-avoiding permuta-
tion 全体に弱ブリュア順序を入れたときのMö-
bius 関数は変形 Fibonacci 多項式列 { fn（q）} に
おいて q=－1としたときの値に等しい。
　残念ながら q=1 としても半順序集合の元の
個数にはならない。故にMöbius 関数にだけ注
目して以下の結果を得た。
定理3. 4.　一般変形Fibonacci多項式qk-1f n
k
-k－1
（q）において q=－1とすることにより Sn（k（k-
1 ）・・・1）におけるMöbius 関数を得る。
3. 1　重み付き一般Fibonacci 数
　この節において Fibonacci 数を 1 : 重さ関
数、2 : 再帰式、二つの視点から一般化する。
Fibonacci 数列 { fn } とは f0=1, f1=2, fn=fn－1+fn－2
で特徴づけられる数列である。（多くの文献に
おいては f0=1, f1=1, とあるが、本論文において
は議論の都合上このように定める。）Fibonacci
数列を用いて数え上げられる対象は数多あるが
とくに、
　集合 {1, 2, ..., n} における部分集合で、連続
する整数を含まないような部分集合（これを
Sparse 集合という）は fn 通り存在する。
　という事実に着目する［22］。今変形 Fibonacci
多項式を形式的に以下で定める。
定義3. 1.　変形Fibonacci多項式列{ fn（q）}を、
　1. f0（q）=1, f1（q）=1+q
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　2. fn（q）=fn－1（q）+qfn－2（q）
　と定める。
　このとき f2（q）=1+2q, f3（q）=1+3q+q2 となる。
一方で本来の Fibonacci 多項式における漸化式
は fn（q）=qfn－1（q）+fn-2（q）であり我々が定める
式と若干異なる［22］。それゆえ便宜上変形 Fibo-
nacci 多項式と呼ぶことにする。
　変形 Fibonacci 多項式を組合せ的に解釈する
ために重み関数を定義する［22］。
定義 3. 2.　{ 1, 2, ..., N } における部分集合族 P
に対して
wt（P）: =ΣX∈ Pq―X―
　と定める。この関数を重み関数という。
　先ほど定めた変形 Fibonacci 多項式を重み関
数で表現した以下の命題が知られている［22］。
命題 3. 1.　Pn を {1, 2, ...n } における Sparse 集
合を集めた部分集合族とする。このとき
fn（q）=wt（Pn）
　となる。
Proof.初めにP0={㽿}, P1={㽿 , { 1 } }, P2={㽿 , { 1 }, { 2 } }
である。ゆえに wt（P0）=1=f0（q）, wt（P1）=1+q
=f1（q）, wt（P2）=2+q=f0（q）となり fn（q）=wt（Pn）
は n≤ 2 で成立する。
　今
　1. An を Pn の部分集合族で nを含まないよう
なもの。
　2. Bn を Pn の部分集合族で nを含むもの。
と定める。明らかに
wt（An）+wt（Bn）=wt（Pn）
　今集合族An と Pn-2 の間には Pn-2 に属する集
合に対して nを加えるという操作によって一
対一対応がある。ゆえに
wt（An）=qwt（Pn-2）
　一方集合族 Bn においても集合族 Pn-1 とのあ
いだに自然な一対一対応がある。ゆえに
wt（Bn）=wt（Pn-1）
　となる。即ち
wt（Pn-1）=wt（An）+wt（Bn）=wt（Pn-1）+q・wt（Pn-2）
　すなわち変形 Fibonacci 多項式は重さ関数と
して Fibonacci 数列の一般化ととらえることが
できる。
　次に再帰式の観点から一般化を試みる。k-
Fibonacci 数列を
　1. f 0
k=1, f 1
k=2, f 2
k=4, ... f kk-1=2 
k-1
　2. f nk=f kn-1+ f 
k
n-2+ ...+ f 
k
n-1
　で定める。とくに k=2 のとき Fibonacci 数列
が復元される。k=3 の時はToribonacci 数列と
呼ばれいくつかの文献で取り上げられているよ
うである。k-Fibonacci 数列を取り上げられて
いる文献を見つけることはできなかったがおそ
らく既知のものであると考えられる。先ほど紹
介した sparse 集合の一般化として
　集合 {1, 2, ..., n} における部分集合で、k個の
連続する整数を含まないようなもの
　を考える。このような集合を sparse 集合に
対する一般化としてにおける k-sparse 集合と呼
ぶ。
命題 3. 2.　集合 {1, 2, ..., n} における k-sparse 集
合の個数は f n
k となる。
　証明は本質的に k=2 の時と同じであるので
省く。さて、重み付き関数の観点から fn（q）を、
再帰式の側面から f kn を定めた。次に fn（q）およ
びf knを踏まえて多項式{ f n
k（q）}を以下で定める。
　1. f i
k（q）=（1+q）i, for 0 侑 i 侑 k-1
　2. f kn（q）=Σ ki=1 qi-1 f kn-1（q）
　とくに q→ 1として k-Fibonacci 数を、k→ 1
によって変形Fibonacci 多項式を復元する。
命題 3. 3.　P kn を {1, 2, ... n} における k-sparse
集合としたとき
f kn（q）=ΣX㱨 qP kn q♯X
　となる。
Proof. 0≤ i≤ k－1の時 { 1, 2, ...i } においては、
どのような部分集合も k-sparse になる。ゆえ
に冪集合における重み付き関数を考えればよ
く wt（P ki）=（1+q）
i になる。ゆえに 0 侑 i 侑 k－
1 では成立する。今
　1. Ak（n-1）を P
k
n における nを含まないような
部分集合族
　2. Ak（n-2）を P
k
n における nを含み、n-1 を含
まないような部分集合族
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　3. Ak（n-k＋1）を P
k
n における（n-k+3 ）, ...（n－1）, 
nを含み、n-k+2を含まないような部分集合族。
　と定める。Ak（n-1）は P
k
（n-1）の部分集合族との
間に自然な一対一対応がある。つまり
wt（Ak（n-1） =wt（P
k
（n-1）
　また Ak（n-2）は部分集合族 P
k
（n-2）との間に n
を付け加えることによる一対一対応がある。つ
まり
wt（Ak（n-2） =q・wt（P
k
（n-2）
　同様にして1≤ i≤ k Ak（n-1）と部分集合族P
k
（n-1）
の間には（n－i+2 ）, ...（n－1）, n を加えること
による一対一対応がある。つまり
wt（Ak（n-i） =qi
－1・wt（P k（n-1）
　以上の議論より
wt（P kn）=Σ1 侑 i 侑 kwt（Ak（n-i） =Σ1 侑 i 侑 kqi-1・wt（P kn-1）　
　を得る。よって求める結論を得る。
3. 2　k（k－1 ）・・・1-avoiding permuta-
tion について
 Sn を弱 Bruhat 順序を込めた n次対称群と
する。このとき Sn は束の構造を持つことが知
られている。Sn（k（k－1）・・・1）で Sn におけ
る k（k－1）・・・1-avoiding permutation の集
合を表す。
補題 3. 1.　Sn（k（k－1）・・・1）は Sn の lower 
ideal となる。とくに束となる。
Proof. 弱 Bruhat 順序における被覆関係 σ⋏ τ
において σにおいて k（k-1）・・・1-pattern が
あれば、τも k（k-1）・・・1-pattern を含むこ
とが分かる。即ち k（k-1）・・・1-pattern を含
む置換の集合は upper ideal となる故、補集合
で あ る k（k-1）・・・1-avoiding permutation
は lower ideal となる。
　Sn（k（k-1・・・1）における join の特徴的な
性質を述べる。
補題 3. 2.　∨ { σi, σi+1, ...σi+p }=1^⇐⇒p≤ k－2
Proof. 証明の概略を述べる。∨ { σi, σi+1, ...σi+p }
=1...i-1i+p+1, i+p, ...ii+p+2...n となり p≤ k－3
ならば k（k-1）・・・1-pattern を持たない。そ
れゆえ Sn（k（k-1）・・・1）における最大限 1^
とならない。逆にp≤ k－2ならばk（k-1）・・・
1-pattern を持つこととなる。
　Sn（k（k-1）・・・1）における atom の集合
ATM（Sn（k（k-1）・・・1））={ σ1, σ2, ...σn－1}（ 但
し σi=（i, i+1 ））に全順序◁を
σ1 ◁ σ2 ◁・・・◁ σn－1
　で定める◁に基づいてNBB基底の形を決め
る。
命題 3. 4.　atomの集合 {σi1, σi1+1, ...σi1, σi2, σi2+1, 
...σj2,...σip, σip+1, ...σjp } が join をとれば 1^となる
NBB 基底である。（但し 1 ≤ i1 侑 j1<i2 侑 j2<
・・・侑 ip侑 jp侑 n－1, jl－il+1侒 2 for 1侑 l侑 p－1）
　⇐⇒
　（i1, i2, ..., j1 ）=（1, 2, ...k－1）かつ j2－i2 侑 k－
3, j3－i3 侑 k－3, ...jp-ip 侑 k－3
　Proof. 証明の概略を述べる。
　atom の集合を記述する際に連続している箇
所、そうでない所を明瞭にするために
　{σi1, σi1+1, ...σj1, σi2, σi2+1, ...σj2, ...σip, σip+1,...σjp}
　と一般性を失わない形で置くことができる。
（但し 1 侑 i1 侑 j1<i2 侑 j2<・・・侑 ip 侑 jp 侑 n－1, 
jl－il+1 侒 2 for 1 侑 l 侑 p－1）
　このとき∨ {σi1, σi1+1, ...σj1, σi2, σi2+1, ...σj2, ...σip, 
σip+1, ...σjp} は 対 称群 Sn－1 の 元 として c（（i1, 
i1+1 ）,（i1+1, i1+2 ）, ...,（j1, j1+1 ））・c（（i2, i2+1 ）,
（i2+1, i2+2 ）, ...,（j2, j2+1 ））・...c（（ip, ip+1 ）,（ip+1, 
ip+2 ）,...,（jp, jp+1 ））となる。ただし c（X）で互
換の集合Xが生成する部分群における最長元
を表すものとする。joinをとれば1^となるので、
j1－i1, j2－i2, ...jp-ip のうち少なくとも一つは k-
2 以上となる。今ある 1 侑 q 侑 p に対して jq－
iq 侒 k－2 と仮定してさらに jq－iq>k－2 である
とする。このとき∨ {σiq+1, σiq+2, ...σjq} は k（k－
1）・・・1-pattern を持つので join は 1^となり、
かつ σiq<1
^より NBB基底であるためには jq－iq
侒 k－1 となることはできない。よって jq－iq=k
－2 となる。
　次に 1 侑 r 侑 s 侑 p に対して jr－ir=js－is=k－2
であるとき、∨ {σis, σis+1, ...σjs}=1
^かつ σir<1
^より
NBB 基底であるためには jr－ir=js－is=k－2 な
らば r=s でなくてはならない。
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　まとめると 1 侑 t 侑 p について jt－it 侑 k－2 で
あり、ju－iu=k－2 となる u がただ一つ存在す
る。一方で σ1<1
^より u=1 の場合のみ NBB 基
底となる。
　命題3. 5.　wt（{X|∨X=1^, X : NBB}）=qk-1f kn-k－1（q）
　Proof. Sn においてXが∨X=1^となる NBB
基底であることは
　X={σ1, σ2, ...σk－1, σi2, σi2+1, ...σj2, ...σip, σip+1, ...σjp}（但
し j2－i2 侑 k－3, j3－i3 侑 k－3, ...jp－ip 侑 k－3）
という表示を持つ時である。このとき
　ΣX䁡{1,2, ...n－1} : NBB, ∨X=1^ q|X| の値は {σ1, σ2, ...σk－1} ⊂
Xに着目して、qk－1ΣY : k－sparse in{1, 2, ...n－k－1} となる。
　これらの結果を併せて
　定理3.5.　一般変形Fibonacci 多項式 qk-1f kn-k-1
（q）において q=－1 とすることにより Sn（k（k－
1）・・・1）におけるMöbius 関数を得る。
４　これからの研究課題
　これまでの議論より派生する問題をいくつか
述べる。
　4. 1　Sn（k（k－1）・・・1）における普遍量
の計算
　本論文において Sn（k（k-1）・・・1）のメビ
ウス関数を計算し、結論として一般化された変
形 Fibonacci 多項式の特殊化で記述できる事を
見た。しかしながら Sn（k（k-1）・・・1）にお
けるさらに詳しい束構造に関してはあまり知ら
れていないようである。Sn（k（k-1）・・・1）
は階層付け不可能であるが、近年階層構造を仮
定しない半順序に対してR-labeling が拡張され
ている点を受けて以下の問題が考えられる。
　問題 4. 1.　Sn（k（k-1）・・・1）にR-labeling
を構成できるか。とくに Sn（k（k-1）・・・1）
は shellable であるか。
　4. 2　弱Bruhat 順序に制限を加えることに
伴う半順序構造
　Sn（k（k-1）・・・1） は 弱 Bruhat 順 序 に k
（k-1）・・・1-pattern avoiding 制限を加える
ことにより得られる。一方 132-avoiding 制限
によりTamari Lattice を構成することができ
る。Tamari Lattice に関しては Reading によ
るCambrian Lattice まで一般化されている［18］。
Cambrian Lattice は Coxeter 群の生成系を用
いて定義されており、pattern-avoiding の観点
から同様のものを構成できれば面白いと考える
がどのように手を付けてよいのかわからないの
が現状である。
　4. 3　Statistics 的側面
　対称群における q-statistics は置換の元に対
して descent, peak, inversion などなど様々な
バリエーションが考えられており、Pattern-
Avoiding 制限を課すことにより対象とする集
合の濃度を一般化した値をとる［9］。NBB 基底
を用いた q-statistics は置換の元ではなく atom
を利用して定義した点がこれまでのものと異
なり、また一般変形 Fibonacci 多項式という
ある種素性が良さげな対象が出てきた点を含
めてさらに検討していきたい。もちろん通常
の q-statistics と異なり集合の濃度は期待でき
ないが、NBB基底の定義より q=－1 において
Möbius 関数を復元する。以上を踏まえて以下
の問題が考えられる。
　問題 4. 2.　atom を用いて定義した q-statis-
tics はいかなる情報を含んでいるか？
　この問題は正確に定式化されておらず更なる
具体例の計算が必要である。
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