Abstract
Introduction
Distributed Sensor Network (DSN) will produce high-quality information for both civil and military applications using large number of physical sensors (e.g., acoustic, seismic, visual) communicating via ad hoc wireless networking. Advances in digital circuitry, wireless communications, battery technology, and microelectromechanical systems (MEMS) technology make sensors smaller, less expensive, more versatile, reliable, and durable. Energy efficiency is among the most interesting challenges in DSN design [6, 11] . This is because of the difficulty of power-source maintenance for the sensors, in particular in a hostile environment such as battlefield. In many occasions, the durability of the DSN is defined as battery's lifetime. Meanwhile, providing confidentiality and authentication is also critical for such applications to prevent an adversary from compromising the security of the DSN.
In this paper, we address these two secure DSN design issues at system level. More specific, we take advantage of the multiple voltage design methodology to reduce the (computational) energy consumption in the sensor network based on the following two observations:
• Unbalanced computation load for decryption and encryption: the computation load (and hence execution time and energy consumption) for encryption and decryption are quite different in most asymmetric public key cryptographic algorithms such as RSA and El Gammal. For example, 145,408 128-bit multiplications are required by RSA decryption, comparing to only 7,056 by the RSA encryption.
• Large variety of data processing requirement: on the reception of an (encrypted) message, the sensor node has to first decrypt the message. However, the time and energy to process (excluding encryption) the message can be and they may not be proportional to the length of the message. For instance, multi-hop communication is widely used because of the high energy cost of long-distance transmission [1, 6, 19, 20] . If sensor A asks sensor B to forward a message to another sensor node, then B does not need to do any data processing.
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We propose to apply the newly developed dynamical voltage scaling (DVS) technique in the design of energy-efficient DSN. DVS is a technique that varies the supply voltage and clock frequency based on the computation load to provide desired performance with the minimal amount of energy consumption. We consider a practical DVS system which is capable of switching among several simultaneously available voltage levels. To fully take advantage of the DVS system, we insert additional information about the message called message header at the beginning of each message from the sender sensor. The message header contains information such as length of the message, type of the message, expected processing time, length of the result, and deadline among others. The sensor node on the receiving end can utilize this information to properly select voltages for data decryption/encryption and processing to reduce the overall energy consumption.
Related work
Distributed sensor networks (DSN) have attracted a lot of attentions in recent years. Researches in many areas (MEMS, wireless communication, network, cryptography, just to name a few) have addressed the design and implementation issues of DSN from their point of views.
The Wireless Integrated Network Sensors (WINS) project at UCLA [18] and Rockwell Science Center[19] develops low power, low cost, wireless MEMS-based microsensors that can sense, actuate, and communicate. Power efficiency is provided by power management over the network, low power mixed signal circuits, and low power radio frequency (RF) receivers [2] . Berkeley's "Smart Dust" project [20] uses optical (instead of RF) transmission techniques to make communication inexpensive energy-wise [11] . The Ultra Low Power Wireless Sensor Project in MIT targets the design and fabrication of sensor systems that is capable of wirelessly transmitting data at 1 bit to 1 megabit per second with average transmission power 10 microwatts -10 milliwatts[21]. They focus on developing energy-efficient communication protocols, in particular, energyscalable algorithms [7, 16] .
Dynamically adapting voltage and therefore the clock frequency, to operate at the point of lowest power consumption for given temperature and process parameters was first proposed in early 90's [10, 12] . The implementation of several digital power supply controllers [8] and efficient DC-DC converters that allow the output voltage to be rapidly changed under external control [13] were reported shortly. Microprocessor systems that are capable of changing its speed dynamically were implemented recently. The lpARM processor [3, 14] is based on the ARM8 core and designed to operate between 1.1v and 3.3v, resulting in speeds between 10MHZ and 100MHZ. Clock frequency transition take approximately 25µs (about 1250 cycles) for a complete 10MHZ to 100MHZ transition.
DSN Design space exploration
A distributed sensor network (DSN) consists of a collection of communicating nodes, where each node incorporates a) one or more sensors for measuring the environment, b) processing capability in order to process sensor data into "high value" information and to accomplish local control, and c) a radio to communicate information to/from neighboring nodes and eventually to external users [19] .
Model of sensor node and energy consumption in a secure DSN
We consider a DSN in a hostile environment where the communication among sensor nodes must be secure. Security is provided by standard data encryption protocols with pre-established keys.
In a secure DSN, sensor nodes obtain information locally from target detection or environment monitoring. However, the major information source is the communication channel in the network. Encrypted data packet from neighbor sensor nodes is received by the reception electronics and passed to the microprocessor. Data decryption and verification (to ensure that the data comes from an authenticated node) are conducted first before data processing is performed. If the result needs to be sent out to other sensor nodes, the microprocessor will first encrypt the result, then send it to the transmission devices and halt. Otherwise, when this sensor node is the final recipient of the data and do not need to cooperate with other nodes, the microprocessor will halt immediately after data processing. The transmission devices, normally consists of transmission electronics and amplifiers, will send the data packet out.
The energy dissipation through the sensor network is the sum of that consumed by all the sensor nodes in the network. This includes three parts: (1) energy dissipation on the sensor transducer; (2) energy dissipation for the communication among sensor nodes; and (3) energy consumed by the microprocessor on computation. The amount of energy consumed by the sensor transducers depends on the sensibility of the sensor and is normally a minor part of the entire sensor node's energy consumption 1 . Radio transmission may contribute more than half of the peak power. It consumes more power at transmit mode than receive mode because the transmit amplifier must be active at transmitter's end. Radio transceivers are relatively complex circuits and it is difficult to reduce the communication energy consumption. A simplified model for communication energy can be found in [7] and techniques to minimize this part of the energy consumption can be found in [2, 11, 18, 21] and is beyond our scope.
Requirements and constraints need to be addressed during the design of DSN include: embedded processor selection and memory design in architecture layer; routing, scalability, and robustness of at network layer; real-time operating systems and power-aware software at application layer; transmission technologies, sensor fabrication and deployment issues. In addition, a secure DSN has to support the following features for security concerns: low energy consumption, confidentiality, authenticity, unidirectional communication, and tamper resistance.
Our target is to select embedded microprocessor and data encryption protocols such that the energy consumption on the microprocessor will be minimized.
Energy consumption for data encryption protocols on multiple voltage processors
Data encryption and decryption play the vital role in secure DSN. Therefore it is useful to measure the energy consumption for different data encryption/decryption algorithm on different embedded microprocessors. Table 1 gives the computational energy cost for RSA encryption/decryption, DSA data signing/verification, and ElGamal encryption/decryption on five microprocessors. It is obtained by first estimating the energy cost for computing the 128-bit multiply function, the basic building block for most data encryption protocols, at the reference 3.3v, and then multiplying by the number of 128-bit multiplications required by each computation (see [4] for details). Processor's dynamic power dissipation is proportional to capacitance, clock frequency, and the square of
, and t i is the CPU time to complete the same workload as the processor running at certain reference voltage in 1 CPU unit (t i ∝ 1/v i ), the energy consumption is given by E i = P i · t i , which is proportional to v 2 i roughly. This implies that to accumulate the same amount of computation, using lower voltage will consume less energy in longer time because the power level is much lower. Assuming each processor is implemented with three different supply voltages (3.3v, 2.4v, and 1.2v), one can calculate the power consumption and clock frequency at different voltages. We report the performance and energy consumption for public key encryption/decryption on MIPS R4000 in Table 2 . Our power control mechanism selects the lowest possible voltage to reduce energy consumption.
The message header
To enable power control for energy efficiency, sensor node at the receiving end must have additional information about the upcoming message to avoid selecting inappropriate voltages 2 . The earlier such information is available, the better decision can be made, and the more energy can be saved by switching to the proper supply voltage. The complete knowledge of the message will not be available to the receiver sensor until it is completely decrypted. However, this may be already late for energy reduction because data decryption consumes energy and for some public key cryptographic algorithms such as RSA this energy consumption is significant.
On the other hand, the sender sensor knows the message better than the receiver before the messages is completely decrypted. Therefore, we propose to have the sender sensor collect additional information about the message and send it out as the message header. As depicted in Figure 1 , the message header is embedded in an encrypted and signed (for authentication purpose) data packet, which is the first of a message and contains the followings:
• sender's information such as the sensor's ID that the receive sensor can verify to avoid attacks.
• receiver's information so that a receive sensor can tell whether he is the desired receiver of the message (for multicast).
• message's information, which is the key part of the message header. It includes: size of the message either in bits or in number of packets, time the message is generated and its latency requirement both specified in a global clock, estimated computation load for data processing in CPU time at a reference voltage, predicted destiny of the message (e.g., being forwarded to other sensor nodes or not, being sent feedback to senders or not), etc.
• (part of the) data to be sent if there is still space left in the data packet after holding all the above information.
Since most of these information require little space 3 , including the message header will introduce one extra packet in the worst case. The energy consumed on computing and transmitting this extra packet will negate some portion of the energy saving by our proposed technique. However, we will show this is insignificant. Figure 2 gives the overview of how microprocessor controls power by switching supply voltages. The encrypted data packets received by the radio transceivers are passed to the microprocessor which decrypts and authenticates the data at the current voltage 4 . The microprocessor then check whether the packet contains a message header, if not, it continues message decryption for the following packets; otherwise, the microprocessor obtains information about the size of the message, the estimated processing load, and size of the result from the message header. Let W de , W en , W pr , and W lo be the computation workload for decrypting one packet, encrypting one packet, processing the current message (estimation by the sender sensor), and the jobs currently running on the receiver sensor node. Suppose the message has k packets and an estimated encrypted result ofk packets to be completed by time t d , the total workload needs to be finished by t d will be k · W de + W pr + δ ·k · W en + W lo , where δ = 0 if there is no need to forward the result and otherwise δ = 1.
Power management on sensor node
The goal of pre-processing is to decrypt the message using the most energy-efficient voltage and determine the voltage for data processing. The decrypting voltage is decided based on the information provided by in the message header and the microprocessor will decrypts the remaining packets of the message at this voltage. Once data decryption is done, the processor gains complete knowledge of the data and can update the voltage for data processing in a similar fashion. This completes the pre-processing and microprocessor will start processing the data with the selected voltage.
After data processing, the microprocessor will halt if there is no need to forward the result to other sensor nodes. Otherwise it will construct the message header, re-evaluate the size the encrypted resultk, and select a proper voltage for data encryption. The encrypted data goes to the radio transceiver and will be sent out. We refer this as post-processing.
Simulation

Simulation platform
We simulate the behavior of a sensor node in a DSN assuming that the interarrival time of messages follows exponential distribution with parameter µ; with probability α, the sensor only needs to forward the message without any data processing; the (predicted) non-zero processing requirement is uniform between e 1 and e 2 ; the length of the message is uniform between a 1 and a 2 ; the length of the (predicted) result is uniform between b 1 and b 2 .Each message is non-preemptive and has a deadline. In our simulation, we use 1.5 times the time from the arrival of one message untill the start the next as message deadline; this is equivalent to requiring a maximum of one message buffer. When a message misses its deadline, it has to be dropped.
We generate a sequence of messages using the above parameters and conduct two simulations for each type of processor reported in Table 1 . First on the traditional processor operating at 3.3v and then on the same processor with three voltages 3.3v, 2.4v, and 1.2v. The traditional processor will decrypt the message, process the data, encrypt the result and send it out if necessary. It remains idle and does not consume any energy when there is no message to process.
For the same sequence of messages, we assume that the sender sensor has constructed a 256-bit message header for each message and built the first packet by encrypting the 256-bit message header and the first 768 bits of the message. The rest of the message is encrypted to 1024-bit packets as before. Clearly, we may experience an overhead no worse than one packet per message. The multiple voltage processor will process the messages with headers as we described in Figure 2 . Remember that a 256-bit message header will be added to the result when forward or reply is required. This may also introduce a one-packet overhead.
After decrypting the message header, the receiver sensor may take one of the following actions:
• Rejection: the receiver is not the designated receiving node(s) or the message is obsolete. The receiver will simply drop the rest of the message without further decryption 5 .
• Forwarding: the receiver is asked to forward the message, which happens in multi-hop network. The receiver decrypts the entire message and encrypts it for forwarding. The decryption is based on the key agreement with the sender sensor, and the encryption is based on the key agreement with the sensor that will receive the forwarded message. The processing time in this case is 0 as we mentioned earlier.
• Acceptance: the receiver decrypts the message, does the required process, and makes decisions without sending any messages out to other nodes, including the sender of the current message.
• Proceeding: the combination of Acceptance and Forwarding. The processing result needs to be encrypted and sent back to the sender or forwarded to other nodes.
We monitor the system's energy consumption on message decryption/verification, data processing, and data encryption/signing for both simulations. In the multiple voltage case, we also keep track the total time that the system is operating at different voltages. Finally, we repeat this for each different combination of microprocessor and public key algorithms.
Simulation results
We first describe the messages that the sensor receives in the simulated communications. Then for different microprocessor coupled with different public key algorithm, we report the average energy consumed by the traditional fixed voltage processor and the multiple voltage processor for the same sets of messages. To better analyze where the energy saving comes from, we give the detail time and energy data for the case of MIPS R4000 processor with RSA. We also conduct several other case studies for questions such as what is the role of different public key algorithms and eventually how to guide the system configurations.
We simulate the behavior of one sensor node in the DSN that receives messages with the following parameters: the interarrival rate of messages µ = 0.125; forwarding-only probability α = 0.5; the range of non-zero processing time is [500ms, 4000ms]; both original message and processing result are of size [200 bits, 20000 bits] (i.e., 1 to 20 packets). As we have discussed earlier, a message may be rejected by the receiver, we set the rejection rate to be 0.2. On average, the sensor node receives 464 messages in one hour. Among them, 97 (21.0%) are rejected, 229 (49.4%) are forwarded without processing, the rest 137 (29.6%) require data processing. The average overhead on the received message is 118 packets, which is about 25.5% of the total messages as expected 6 . The average overhead on the result is 92 packets, 24.9% of the messages that need to be forwarded or replied. Notice that each message carries at most one extra packet overhead because of the message header.
Simulation on different system configurations
For one set of the messages generated from a one-hour simulation described as above, we further simulate on different combinations of microprocessors and public key algorithms. For each system, we conduct simulations on the fixed voltage (3.3v) core and the core with multiple voltages (3.3v, 2.4v, and 1.2v). Figure 3 indicates significant energy reduction on all systems, from 58% in the M-Core system to 73% in the StrongARM core, with an average of 64% energy saving. Considering that the microprocessor is responsible for 30% of the sensor node's total energy consumption, this means a energy saving of 20% which is still significant. Although we see a constant 55% energy reduction from data processing, energy savings from data decryption and data encryption are very different. For RSA, where decryption is 20 times more expensive than encryption, the amount of energy saving from decryption is much more significant than that from encryption. We observe the same result for the verification-expensive DSA. However, it is not so significant as in RSA because the verification in DSA is only twice as expensive as data signing. For systems with the same public key algorithm but different microprocessor, the energy saving depends on the system's power/frequence performance. For slow core such as M-Core, its energy saving for all three phases of the message processing is not so dramatic as that for fast core StrongARM. The reason is that we cannot reduce the speed on slow cores due to the message's density and their data processing requirement.
Similar analysis holds for the system's non-idle time as illustrated in Table 4 . We see the multiple voltage microprocessors have longer running time than the traditional fixed cores. This suggests that to complete the same workload, it is better to run longer time at lower voltage, which is a well-known fact in dynamical voltage scaling literatures(see for example, [9, 17] Table 4 . Run-time and energy consumption break-down for the simulation on MIPS R4000 with multiple voltages.
We report the 10 simulations on the MIPS R4000 using RSA as the public key algorithm in detail for the analysis of the energy saving. In the traditional approach, the processor is on for 632s (276s for decryption, 343s for data processing, and 13s for encryption) at the fixed 3.3v and hence consumes 145J energy (see Table 3 for details.). Notice that data decryption and processing take about 44% and 54% of the total non-idle time and energy. This is because the following reasons: 1) the RSA encryption is much less computation intensive comparing to decryption (Table 2) ; 2) result encryption is necessary only for messages that require to be forwarded or replied; 3) for rejected message, the first packet needs to be decrypted before the rejection.
In our new approach with the multiple voltage processor and message header, the insertion of additional information introduces one extra packet for 92 messages. The multiple-voltage processor decrypts the message header at the default 3.3v and then selects the proper voltage for the rest of the decryption. It will also drop all the 97 rejected messages at this phase without any further decryption. Once the decryption is completed, the processor update the voltage for data processing and/or result encryption. The total non-idle time is 1667s with an energy consumption of 54.2J, a 62.7% energy saving over the traditional processor.(See Table 3 and 4) Clearly we see that the multiple voltage processor spends most of time at the low 1.2v (about 72%) and 2.4v (more than 25%) to save energy. It operates at the high 3.3v only when necessary for the decryption of all first packet and the decryption and processing for messages that have a high computation load which cannot be accomplished at a lower voltage. It never does encryption at full speed. This is a coincidence, however it is very rare to encrypt at the highest voltage because the RSA encryption scheme is so cheap as we have witnessed from Table 3 and 4, that it only happens when the data decryption and processing load is high and there is not sufficient time left for encryption to be performed at a lower voltage.
Energy-driven system configuration
For a given set of messages with certain statistical information, it will be interesting to see what can guide us to select the right combination of microprocessor and public key algorithm to implement the secure DSN in the most energy-efficient way. For this purpose, we conduct the following simulations where for each different settings of messages, we simulate the energy consumption on all possible system configurations. The inter-arrival rate µ takes value from the set of {0. 125 We have several interesting observations from the preliminary results. For example, if the microprocessor is not fast enough to keep in pace with the message arrival rate, then it has to drop some messages due to the deadline requirement. We see in the traditional system settings, where there is no multiple voltages and no message header, for the highest inter-arrival rate µ = 0.125 with moderate message size and data processing requirement, only a few system configurations consistently finish all the processing without any message drop(e.g., MIPS/SA-1110). As the message arrival rate decreases, more and more system configurations can handle the messages, while the combination of SA-1110 and RSA remains the most energy efficient. When the inter-arrival rate reaches 0.05, the most power efficient microprocessor ARC3 is able to handle the messages and becomes the best choice for DSN implementation.
Similar behavior can be found for rejection rate, message size, processing requirement, etc. Basically, the less frequent the sensor node receives messages, the larger rejection rate, the less processing demand, the smaller message size, we experience less message drops and more choices for system combinations. In general, MIPS or SA-1110 with RSA is a good combination when drop rate is high and ARC3 is the choice when it can handle the messages without any significant drops.
Conclusions
We study how to design secure distributed sensor networks with multiple supply voltages to reduce the energy consumption on computation and therefore extend the network's life time. First, we notice that data encryption and decryption is critical for the sensor communication to be secure. However, the energy consumption for encryption and decryption are not the same for most of the public key algorithms. Then we make the observation that the computation requirement of the messages may not proportional to the length of the message. Based on these, we propose to introduce a message header where the message's information is stored. After decrypting the message header, the receiver sensor node will have a better understanding of the entire message without even decrypting the rest of the message. This enables us to make proper selection of supply voltages to reduce the energy consumption. We simulate over a wide range of microprocessors and several different public key algorithm. Simulation results demonstrate the effectiveness of our approach which gives about 60% energy saving despite the overhead of embedding extra information into the message header.
