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Abstract
In this thesis I consider a scheme for quantum computation in which quantum bits
(qubits) are stored in individual spectral holes of an inhomogeneously broadened
medium, such as a cryogenically cooled crystal of Pr:Y2 SiO 3 . Qubits are transferred
between spectral holes by virtue of mutual coupling of the atoms to a single quantized
cavity mode, which allows for easy implementation of two bit gate operations. I show
that laser induced adiabatic passage can be used to transfer an arbitrary symmetric
ground state coherence between two many-atom spectral holes. However, it is not
clear how to construct entangled states of qubits which are represented by many
atoms, and therefore we require that each spectral hole contain only a single atom.
The many-atom coherence transfer is still useful for constructing N-photon Fock
states in the cavity. The coherence transfer is susceptible to spontaneous emission
and cavity decay; the latter is the dominant decay channel for Pr:YSO. I have shown
that the coherence transfer can proceed in a cavity dark state which is invulnerable to
cavity decay, at the cost of becoming especially susceptible to spontaneous emission,
and vice versa for coherence transfer with an atomic dark state. We can achieve
the strong atom-cavity coupling necessary for coherence transfer by using extremely
high-finesse optical resonators and by reducing the cavity mode volume. The latter
is achieved by either reducing the total cavity volume as with a microcavity, or by
tightly focusing the mode to a small active volume as with a near-concentric cavity.
I consider how the presense of multiple degenerate cavity modes affects the two-atom
coherence transfer, and find that the transfer is only exact when both atoms couple
to the same mode. For the prototype Pr:YSO material, using a tightly focused mode
in a centimeter-length cavity, we can couple as many as 400 qubits with a ground
state coherence lifetime of about 1 s, which would allow us to apply as many as 20
sequential gate operations.
Thesis Supervisors: Shaoul Ezekiel, Professor, Department of Electrical Engineer-
ing and Computer Science and Department of Aeronautics and Astronautics; Selim
Shahriar, Research Scientist, Research Lab of Electronics
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Quantum computation is an exciting new field of research. The difficulties involved
in the engineering of a useful quantum computer are formidable, but so are the re-
wards. Indeed, the task of constructing a quantum computer is as interesting as
the end result: before we can exploit quantum mechanics as a computing tool, we
must understand how to prepare complex entangled states of a quantum system, and
learn how to decouple these quantum systems from their coherence-destroying envi-
ronment. If we can construct persistent entangled states, we can not only build a
quantum computer, but also probe the very foundations of quantum mechanics to
test the practical and experimental implications of the formal "Copenhagen interpre-
tation" of quantum mechanics: the collape of the wavefunction, the EPR nonlocality
paradox, the non-classical statistics of quantum measurements, and other quantum
"weirdness". The ability to harness this "weirdness" for computation would be a
convincing validation of the underlying phenomenology of quantum theory.
Moreover, the ability to exert external control on the coherent evolution of a
quantum system could allow us to build a variety of new quantum devices. While the
ultimate goal of developing a technology for quantum control is the construction of
a quantum computer, a machine which allows for arbitrary manipulations of a quan-
tum system, along the way we expect to find other applications of quantum control.
For example, a scheme for coherent atomic beam deflection with laser beams could
be used to develop atomic interferometers for high precision measurement in both
gravitational and atomic physics, as well as new frequency standards and rotation
sensors [11]. A method for transferring an atomic ground state Zeeman coherence
onto a quantized electromagnetic field mode of an optical resonator could be used to
construct nonclassical light fields, to attain a measurement sensitity that exceeds the
standard quantum limit set by vacuum fluctuations [12], [15].
But setting aside the importance of quantum computation for basic science and
quantum control applications, how is the quantum computer interesting as a com-
puting device? In recent decades we have witnessed an incredible exponential growth
in computing power, as evidenced by "Moore's Law": the number of transistors per
unit area on integrated circuits has doubled approximately every 18 months since the
integrated circuit was invented. If conventional computing technology has succeeded
so remarkably well, why should we work so hard to construct a quantum computer?
Well, the fact is that quantum computers are not intended to replace conventional
"classical" computers. A quantum computer need not be faster than a classical com-
puter, at least in terms of the rate at which successive gate operations are applied
to a register. Quantum computation is fundamentally different than classical com-
putation, regardless of physical implementation: the virtue of a quantum computer
is that it can exploit quantum superposition and entanglement to achieve a level of
parallelism unattainable, even in principle, on a classical computer [4]. However, this
parallelism is only useful for solving very particular types of problems. The trick is
to find algorithms which harness the peculiar parallelism of a quantum computer;
otherwise, you are better off simply using a classical computer, which is certainly far
easier to construct and program.
The emerging field of theoretical quantum computation has presented us with
several tantalizing examples of the types of problems for which a quantum computer is
especially well suited. Shor's algorithm [1] is perhaps the most famous example. This
quantum computational algorithm is the only known efficient algorithm for obtaining
the prime factors of a large number. Most encryption algorithms rely on the supposed
intractability of factorization for large numbers, so a quantum computer could be
a formidable code-cracking machine. Another example of a quantum algorithm is
Grover's unsorted list search [2]. This is a method for searching a list of unsorted
elements to find the single element that matches a particular condition (in a database
search, for example, you might search for a client's record by identification number).
It should be obvious that for an unsorted list of N elements, a "classical" search
algorithm would require an average of N/2 steps to find the matching element (it is
not possible to be "smart" about searching an unsorted list). Remarkably, Grover's
quantum algorithm only requires an average of \/ steps to search a list of N elements.
Only in the counterintuitive realm of quantum mechanics is it possible to achieve this
seemingly impossible speedup.
Given these impressive theoretical developments, it is of enormous practical inter-
est to consider physical systems with which it might be possible to implement a real
quantum computer. The theory of quantum computation has told us what we might
achieve with a hypothetical quantum computer, but can that hypothetical computer
be implemented as a real machine? This is the most crucial unanswered question in
quantum computation at this time.
In this thesis I will attempt to address this question by considering the suitability
of a specific model for implementation of a quantum computer. I will give a brief
description of the physical model here, and then provide an overview of the subsequent
chapters, where the model well be characterized in greater detail.
In the candidate model, the "register" of our quantum computer consists of a
sample of inhomogeneously-broadened spectral hole burning material (e.g. a crystal
of Pr:Y 2 SiO 3), in which the spectral holes represent individual bits of the register
[22], [23]. The crystal is placed in an optical cavity resonator so that the spectral
holes are mutually coupled to a single quantized cavity mode, thus allowing a spectral
hole to interact with its neighbors. By addressing two neighboring spectral holes with
laser fields, it is possible to effect a coherent population transfer by adiabatic passage,
with the result that the information stored in the first spectral hole is transferred
to the second hole, and the second hole now stores two bits of the quantum register
[6]. A two-bit quantum gate operation can now be readily performed as a one-atom
operation, such as a two-laser Raman transition. Finally, the first bit is returned to
the first spectral hole by reversing the coherent population transfer. The net result
is that a two-bit gate operation has been applied to our quantum register, and the
process can be repeated with other spectral holes to achieve an arbitrary sequence of
gate operations.
Chapter 2 presents background material relevant to our spectral hole burning
cavity QED scheme. I provide an overview of quantum computation for an abstract
quantum system, introducing the controlled-NOT quantum Boolean gate as a fun-
damental building block for the construction of arbitrary unitary operations on the
quantum register. I then review the basic cavity QED model for quantum computa-
tion as first proposed by Pellizzari et al [6].
In chapter 3, I present a detailed analysis of the coherent population transfer by
adiabatic passage. The quantum computer is susceptible to decoherence during this
adiabatic population transfer, as a result of excited state spontaneous emission and a
finite cavity photon lifetime. For a particular choice of parameters for the adiabatic
passage (e.g. laser intensities, laser and cavity detunings), one can construct figures
of merit which provide a quantitative measure of the loss due to decay mechanisms.
I evaluate figures of merit for several choices of the adiabat parameters, and describe
how atomic and cavity dark states allow for adiabatic passage that is particularly
resistant to spontaneous emission and cavity decay, respectively.
In chapter 4, I show how the Pellizzari scheme for coherent transfer between single
atoms in a cavity readily generalizes to coherent transfer between groups of atoms.
Although this result is not useful for quantum computation, the many-atom coherent
transfer is interesting in its own right, and the adiabatic passage can also be used to
construct large-N photon Fock states in the cavity.
In chapter 5 I present implementation issues. This includes a discussion of optical
cavity resonators, to show how the geometry of the resonator can be chosen to obtain
a large vacuum Rabi frequency and a small cavity photon decay rate. I will also
discuss how the presence of multiple degenerate cavity modes can affect the coherence
transfer. Then I show how the Pellizzari cavity QED scheme can be adopted for use
with an inhomogeneously broadened medium, such as a Pr:YSO spectral holeburning
crystal [23].
Finally, in chapter 6 I will summarize the results of the previous chapters, and
make closing remarks about the feasibility of quantum computation with the candi-
date model.
Chapter 2
Quantum Computation and Cavity
QED
2.1 Quantum Computation
2.1.1 What is a quantum computer?
We consider a simple model of computation in which a computer consists of a register
and a set of operations that can be applied to change the state of the register. In
the familiar "classical" computer, the resister is a set of N bits, where each bit is a
flip-flop with two states labelled as 0 and 1. The register can store a single number
x in the range 0 to 2N - 1. We use a binary representation with x = T xi2 i , where
xz = {0, 1} is the state of the ith flip-flop. The set of operations for a classical
computer is simply a family of classical Boolean gates which are applied to particular
bits of the register to obtain a new register state. It is well known that the 2-input
NAND gate is a universal gate, in the sense that any arbitrary logical operation (i.e.
any program) can be performed on the classical computer with a sequence of 2-bit
NAND operations [20].
In a quantum computer, the register is not a set of N classical flip-flops, but
rather a direct product of N quantum-mechanical two-state systems. Each two-state
system is referred to as a qubit, a quantum-mechanical bit. Each qubit could be, for
example, a spin-1/2 particle with spin up state I) and spin down state I4), or a
two-level atom with ground state Ig) and excited state le). In general, we have an
abstract two-state quantum system with a Hilbert space spanned by basis states 10)
and I1). Whereas a single classical bit can take only the values 0 and 1, the quantum
bit can take the values 10) and I1) as well as an arbitrary superposition of the two:
alO) +11). The 2N-dimensional Hilbert space of the quantum register IR) is spanned
by direct-product states of the form
IX) = XN-1) 0 |XN-2) 0 ' ' 0lx) 0 IXO) (2.1)
where again we have x = E xi2 . For example, for N = 2 we would have four basis
vectors 10) = 100), 11) = 101), 12) = 110), and 13) = 111). These direct product states
are often referred to as computational basis states, because they directly correspond to
the register states of a classical computer (the states with a particular integer value).
But unlike the classical register, the quantum register need not store just a single
value; the most general state of the quantum register is an arbitrary superposition of
all of the computational basis states.
For a classical computer, we found that the set of operations applied to change
the state of the register is a family of classical Boolean gates such as the 2-input
NAND. For a quantum computer, we instead have a set of unitary operaters applied
to the register state ket IR). We restrict outselves to unitary transformations because
the time evolution of a state vector kJ(t)) is prescribed by the unitary time-ordered
exponential of the time-dependent Hamiltonian H(t):
IT '(t)) =i Texp { dtHf(t) (to)). (2.2)
Indeed, the sequence of unitary transformations applied to the quantum register is
determined by an external manipulation of H(t) (this could be effected by altering,
say, an external magnetic field orientation or laser field intensity).
As with a classical computer, it is useful to build an arbitrary transformation of
the quantum register state out of a sequence of simpler operations chosen from a set
of "universal quantum gates". These could include one-bit operations such as a "7-
gate" (or a NOT gate) U, with Uj0) = 11), UI1) = 10), or a "r/2-gate" U,/ 2, with
Ur/2|0) = 1//2(0) + 11)), Ux1/21) = 1/ (10) - 11)). These operations are familiar
from NMR and laser physics, where they correspond to rotations of the magnetic or
optical Bloch vector of a spin-1/2 particle or two-level atom, respectively (see [3] for
more details).
The most basic two-bit transformation is the controlled-NOT operation. Clas-
sically, if the controlled-NOT gate is applied to a control bit and a data bit, the
gate inverts the data bit if and only if the control bit is 1. This is represented
quantum-mechanically by an operator UcNOT that acts in the four-dimensional sub-
space spanned by two bits of the quantum register. When acting on a product space
basis vector 1el) 0 |E2), El, 2 E {0, 1}, we obtain UcNOTIC1) 0 = ) 161 62),
where ® represents addition modulo 2. It has been shown (see [4] for details) that the
quantum controlled-NOT gate, together with some simple one-bit gates, comprises a
universal family of quantum gates. In other words, any unitary transformation can
be (approximately) constructed from a sequence of these one- and two-bit operations.
This result is important for our consideration of candidate physical systems for
quantum computation: it implies that we need only consider how to implement these
simple operations. Our choice of quantum gates also reflects this consideration: one-
bit gates are usually quite trivial to implement, and the controlled-NOT gate espe-
cially lends itself to physical implementation. For example, any dipole-dipole coupling
(as in a spin-Ising model, or a string of quantum dots) can be exploited to implement
a controlled-NOT.
For more details, I refer the reader to the excellent review paper by Ekert and
Jozsa [4].
2.1.2 Quantum superposition and entanglement
How is it that a quantum computer can achieve a speedup unattainable on a classical
computer? To answer this question, suppose we have implemented a program on our
classical computer that computes a function f: that is, if the register initiallly contains
the value x, then a sequence of Boolean gates applied to the register leads to a final
register value f(x). We assume, without any loss of generality, that this is a reversible
program (any program can be made reversible by retaining additional output bits
which contain the information needed to reverse the computation [1]). Then the
function f(x) is equivalent to a permutation of the ordered set (0,... ,2" - 1} and
can be represented as a 2N x 2 N real orthogonal (and therefore unitary) matrix U(f).
On a quantum computer, the same program is represented by this matrix U(f)
which acts on the computational basis states to produce U(f)zx) = If(x)). Now
suppose we prepare our quantum register in some superposition of these basis states
(we might, for example, start with a register in the state 10) and perform a -F/2
rotation to selected qubits). We have
2N-1
R)= E xlx) (2.3)
x=0
and the program U(f) transforms the register to the new state
2 -1 2N-1 2N-1
R') = U(f) E caxIx) axU(f)Z) = E a f(z)). (2.4)
x=0 x=0 x=0
I have explicitly shown that since U(f) is a linear operation, applying it to a linear
superposition of states Ix) is equivalent to applying U(f) to each separate term in
the superposition. Essentially, we have computed f(x) for every value of x, and
we have done so by running our program only one time. It is obvious that for a
classical computer, to compute f(x) for every x, we would have to run the program
2N times, resetting the register to a different starting value each time. Quantum
mechanics allows us to perform each of these calculations in parallel. We have achieved
a parallelism by quantum superposition of states.
Of course, we cannot extract the result of each calculation from the final super-
position of states: a measurement of the register state would yield the state If(x))
with probability lax 2, so you would obtain the result of only one of the many parallel
computations. We must find clever techniques to exploit quantum superposition in
such a way that the result can be obtained by measurement of the final register state.
At present there is no general technique to achieve this; each problem must be exam-
ined individually, and the quantum algorithms that do exist today (e.g. Shor's and
Grover's algorithms) were discovered in a rather ad hoc fashion. What this means is
that, in general, a quantum computer is not necessarily faster than a classical com-
puter: it is only faster when we are able to exploit the unique features of the quantum
computer towards our advantage.
One feature that is common to all quantum algorithms is the generation of highly
entangled quantum states. An "entangled" state, also known as an Einstein-Podolsky-
Rosen (EPR) state, is a quantum state of two or more particles in which measurement
of the state of one particle effects the state of the other particles in the system. In
other words, an entangled state is any state which cannot be represented as a direct
product of individual particle states. An example of an entangled state is the two-
qubit register state IR) = 1/v2(101) + 110)), where a measurement of the first qubit
completely determines the state of the second qubit.
A quantum computer creates entangled states by the action of multi-bit quantum
gates. If we prepare a register in the state IR) = 10)010) and then apply a 7r/2 rotation
to the first bit, we obtain the direct product state IR') = 1/v2(I0) + 11)) 0 10). If we
now apply a conditional NOT to this state, with the first bit as the control bit, we
obtain the entangled state IR") = 1/V2(10) 0 10) + I1) 0 I1)). Informally, we observe
that since multi-bit quantum gates alter the state of one bit conditional upon the
states of other bits, it is reasonable for this action to result in entangled states.
Entangled states are perhaps the most counterintuitive aspect of quantum mechan-
ics, and these states are an essential component of the existing quantum algorithms.
Entangled states have no classical counterpart, in that their measurement statistics
maximally violate Bell's inequality [5]. In particular, this precludes the existence
of efficient classical models of quantum computation. A system of linearly coupled
classical oscillators (e.g. LC tank circuits with L and C couplings, or a system of
masses coupled by springs) does permit linear, coherent superpositions of oscillator
modes, but the dimensionality of this vector space of modes only grows linearly with
the number of elements, in contrast with the exponential growth of the quantum me-
chanical Hilbert space. Thus a system of N classical oscillators can only be used to
model the direct product states of an N-qubit quantum register. We are led to the
inescapable conclusion that a quantum computer is a uniquely quantum device, not
merely a "coherence" computer.
2.2 A Cavity QED Model
I will now outline the basic scheme for quantum computation with cavity QED, a
model first proposed by Pellizzari et al (this section essentially repeats the results
of the original paper [6]). In this scheme, atoms are placed in an optical resonator,
and each atom stores a single qubit as a superposition of its ground state levels. The
atoms are assumed to be spatially separated in the cavity so that laser beams can be
directed at individual atoms. One-bit gate operations can be readily implemented as
two-laser Raman transitions. We also need to be able to perform a two-bit quantum
gate operation, such as the controlled-NOT:
-111)2) 4 I+1C1) 1 () 2) (2.5)
We will accomplish this two-bit gate operation in three steps:
1. The qubit stored in atom 1 is transferred to atom 2, so that the two qubits are
stored in the ground state sublevels of atom 2:
01)IE2) O)| 1,C2) (2.6)
2. Now that both qubits have been transferred to a single atom, the two-bit gate
operation can be achieved with a two-laser Raman transition, just as for a
one-bit gate operation:
10) 1E, E2) -+ 10) E, E1 E)2) (2.7)
atom 2(a)
Figure 2-1: (a) A-system atoms with lase
atoms for transfer of two qubits to a singl
atom 1
3. Now the inverse of step one is performed to return the first qubit to atom 1:
(2.8)
The coherence transfer in steps 1 and 3 is achieved by means of the mutual coupling
of the two atoms to the quantized cavity field. The transfer is controlled with laser
pulses directed at the two atoms. To see how this works, suppose that each atom is
a three level A-system as shown in figure 2-1(a). The transitions Ib)j ++ Ic)j for both
atoms are coupled to the quantized cavity mode with coupling strength (i.e. vacuum
Rabi frequency) g. Note that both atoms must couple to the same cavity mode. The
la)j +-+ c), transition is coupled to the classical laser field with Rabi frequency DQj(t)
(we allow for a time variation of the laser field intensities). If we operate with the
laser and cavity fields on resonance and work in the interaction picture, we find that
the interaction Hamiltonian is
H,(t) = { Q,(t)( c)jj(a| + ja)j,(c|) + g(jc)jj(bj& + |b)j,(c&t)}
j=1,2 (2.9)
where At,a are the creation and annihilation operators for the quantized cavity field.
atom 1 atom 2(b) c- c+ c- c+
g g g g
"1 21 02 922
(0) b- + (0) - b+ (1)
(1) a- a+ (2) a- a+ 3)
r and cavity field couplings. (b) Six-level
e atom.
0)| E1, El > ---+ j l1 e E2)
The are two zero eigenstates of the Hamiltonian: the "trivial" dark state
Do0 ) = |bbO) (- Ib)I b)2 |0)c) (2.10)
and a more interesting atomic dark state (so called because it contains no compo-
nent of the excited atomic level Ic) and is therefore not susceptible to spontaneous
emission):
|DI(t)) o< Ql(t)glbaO) + Q2 (t)gjabO) - 1(t) Q2 (t)Ibbl). (2.11)
I have explicitly included the t-dependence of ID1) to make it clear that |Dl(t)) is an
instantaneous eigenstate of the Hamiltonian at time t. The eigenvector is continuously
deformed as the Hamiltonian changes with time (as a result of the variation of the
laser fields).
Note that in the limit where Q2 > Q1, D1) -+ ab0), while in the limit where
Q > Q2, IDI) -+ baO). Suppose therefore that we apply a laser pulse to atom
2, and follow this with a laser pulse on atom 1, so that the two pulses overlap (a
so-called "counterintuitive" pulse sequence [10], [11], [12]). The ID1) state will then
evolve continuously from 1abO) to |ba0). If we prepare the system in the initial state
11(t0)) = |Dl(to)) = |ab0) and apply the laser pulse sequence sufficiently slowly, then
the system will evolve adiabatically as the instantaneous eigenvector at time t:
I (t)) = ei(t) IDl(t)) (2.12)
where 0(t) is a phase factor, which in fact is exactly 0 in this case'. To evolve
adiabatically, the angular velocity of the instantaneous eigenvector of Hi(t) must be
much less than the smallest "Bohr frequency" of the system (defined as mini,j |E -
Ej/h, where E are the energy eigenvalues). See Messiah [8] for an exposition of the
1The phase factor 0(t) typically includes both a dynamical phase f dtE(t)/h and a geometrical
or "Berry" phase y(t) [9]. The atomic dark state, however, acquires no dynamical phase (it is a zero
eigenvalue) and there is no Berry phase because the eigenvectors are real.
theory of adiabatic passage; more details will also be provided in the next chapter.
We can now understand how the cavity QED scheme is used to transfer coherence
from atom 1 to atom 2. Suppose atom 2 is prepared in the state Ib), while atom 1
is placed in a superposition of its ground states: ala) + Plb). If we then apply the
counterintuitive pulse sequence, we evolve adiabatically in a superposition of the dark
states IDo) and ID1), with the result that the ground state coherence is transferred
from atom 1 to atom 2:
(ala) + Pb))lb)lO) -± b)(ala) + 0b)) 0). (2.13)
In order to use this method of coherent adiabatic passage to transfer qubits from
one atom to another, we need to add more sublevels to the atoms, as shown in figure
2-1(b). For atom 1, the atomic states lb-) and la-) correspond to the qubit states
10) and I1) respectively, while for atom 2 we use the atomic states Ib-) and lb+),
as shown in the figure. Now it is a simple matter to characterize the effect of the
adiabatic counterintuitive pulse sequence:
b-)|b-)|0) - b-)|b-)0) (10)10) - 0)10)) (2.14)
b-)Ib+) 10) -- + b-)Ib+)10) (10)11) 10)11)) (2.15)
Ia-)b-)0) - Ib-)la-)>0) (1)10) 10)12)) (2.16)
la-)>b+)j0) -- > b-)Ia+)>0) (11)1) 10)13)). (2.17)
In atom 2, the two-qubit computational basis states {10), 11), 12), 13)} correspond to
the atomic ground state sublevels {Ib-), lb+), la-), la+)} (as shown in figure 2-1(b)).
So we see that indeed the state of the two qubits has been mapped to the ground
state sublevels of atom 2 by the adiabatic passage; we have accomplished step 1 of
our two-bit quantum gate operation. We now apply a two-laser Raman transition to
effect the conditional logic; for example, to perform a controlled NOT with the qubit
of the first atom as the control bit, we would interchange states 12) and 13). Finally,
we reverse the adiabatic passage (by reversing the order of the laser pulses) to return
the first qubit to atom 1.
One virtue of this scheme is that it readily generalizes to any number of atoms or
qubits without any added complication: to perform a gate operation between any two
bits, simply direct laser beams at the two chosen atoms and apply the counterintuitive
pulse sequence. To keep the other atoms from interacting with the cavity photon
during the adiabatic passage, the qubits should be stored in the la) levels which are
uncoupled from everything when the laser fields are off. We choose to have {10), 1)}
correspond to {la+), la-)}. When two atoms are chosen for a gate operation, we
move the qubits out of the storage sublevels: in atom 1 we make the transition
{la-), |a+)} {|a-), |b-)} (2.18)
and in atom 2 we have
{Ia-), la+)} -- {b+), b-)} (2.19)
and of course after the gate operation is complete we return the qubits to the storage
levels.
Because the qubits are always stored in the ground state sublevels of the atoms, the
only decoherence effects (as a result of cavity decay and excited state spontaneous
emission) only occur during the gate operations. More precisely, the decoherence
occurs during the adiabatic process of qubit transfer (steps 1 and 3 of the gate op-
eration). Of course, we are ignoring here the possibility of ground state coherence
decay; this effect is probably negligible for free atoms, and even in a crystal it is likely
that cavity decay and spontaneous emission are the dominant decay channels. In
this section I have simply presented the formal mechanism of quantum computation
with cavity QED, but of course it is the decoherence effects which will determine the
validity of the scheme for physical implementation. The next chapter is devoted to a
careful treatment of the decoherence effects that occur during adiabatic transfer.
Chapter 3
Adiabatic Passage and Coherent
Population Transfer
3.1 Overview
As described in the previous chapter, adiabatic passage is used to achieve coherent
population transfer of information (qubits) from one atom to another in the cavity
QED scheme for quantum computation. During the adiabatic passage, the system is
susceptible to decoherence: if the atomic excited states are populated, spontaneous
emission can occur, and if cavity photons are present during the passage, cavity decay
can result from photon reflection and scattering loss in the resonator. To minimize
decoherence effects, it is desirable to complete the adiabatic passage as quickly as
possible, but as the passage time becomes shorter, nonadiabatic effects are introduced.
While nonadiabaticity is not a decoherence effect, it can of course cause the coherent
transfer to fail, and it can cause the system to become more susceptible to decay as
a result of nonadiabatic population of unstable states. To use adiabatic passage for
coherent transfer, the actual passage time must be carefully optimized: fast enough
to be adiabatic, but slow enough to avoid significant decay.
We can also try to optimize the adiabatic passage by controlling the parameters
for the laser and cavity fields. We can change the intensity of the laser fields, detune
the laser fields, and even detune the cavity fields with the use of a piezomotor that
changes the cavity length. Moreover, we are free to tailor the shapes of the laser
pulses (by "shape" here of course I refer to the profile of laser intensity as a function
of time, not the spatial characteristics of the laser beam). Changing the shape of
the pulses could allow one to perform "variable speed" adiabatic passage: the laser
intensities would change slowly as you pass through a "bottleneck" in the adiabatic
passage and change quickly elsewhere, so that you are not limited by the bottleneck
speed. We could even choose to dynamically vary the detunings during adiabatic
passage, although in this thesis I will only treat fixed detunings.
While the above "control" parameters can be readily manipulated for a given
physical apparatus, the "natural" paramaters cannot. The natural parameters of the
system are the vacuum Rabi frequency g, the cavity decay rate t, and the spontaneous
emission rate 7. The vacuum Rabi frequency g is determined by the cavity geometry
and the strength of the atomic dipole moment; t depends on the cavity geometry,
the reflectivity of the cavity mirrors, and the presense of scattering centers or lenslike
elements within the cavity; y is determined from the atomic dipole moment (I will
assume that the decay rate inside the cavity does not differ significantly from the free
space rate). In chapter 5 I will consider how one goes about optimizing these natural
parameters by a choice of suitable materials, cavity configurations, etc. The task of
the present chapter, however, is to assume that these natural parameters are fixed,
and determine how a variation of the "control" parameters can be used to improve
the "quality" of adiabatic passage.
Before proceeding further, let us consider what our atom-cavity system looks like,
and how the various detunings, Rabi frequencies, and decay rates are incorporated
into a system schematic, as shown in figure 3-1. Since we can have any number of
photons in the cavity, we expect to see a ladder of uncoupled manifolds (i.e. block
diagonal subspaces) for our Hamiltonian, as per the Jaynes-Cummings model [3].
The state IbbO) comprises the simplest one-dimensional manifold; in the previous
chapter this was our trivial dark state IDo). The state |bbl) couples to form the
five-dimensional manifold {lab0), cbO), Ibbl), IbcO), IbaO)}. Within this manifold, we









Figure 3-1: A schematic of the cavity
decay channels.
QED system showing couplings, detunings, and
the counterintuitive laser pulses are applied. The Hamiltonian for this manifold can






















where 61 = (6 -+ 6Q2)/2 is the common-mode laser detuning, 6S = (6_l + 5g2)/2 is the
common-mode cavity detuning, and A = (6l - 6s2) = (691 - 692) is the difference
detuning, which is the same for both laser and cavity. I impose this restriction on
the detunings so that labO) and IbaO) are at the same energy level when both laser
fields are turned off (a four photon resonance condition). If they were at different
energy levels, then either there would not be an eigenvector that evolves continuously
from 1abO) to IbaO), or an eigenvalue crossover would occur during the pulse sequence.
Both possibilities preclude the desired adiabatic passage.
The 1-D and 5-D manifolds shown in figure 3-1 are the only ones that we need to
consider. The remaining manifolds all have the same structure: they are 9-D mani-
folds each characterized by an index k > 2, with the basis { bbk), Ibc, k - 1), Icb, k -
1), Iba, k - 1), lab, k - 1), |cc, k - 2), Ica, k - 2), lac, k - 2), |aa, k - 2)}.
In the following sections of this chapter I will proceed to evaluate the quality of
adiabatic passage for various choices of the control parameters for the system.
In section 3.2 I will address the question of how slowly the laser pulse sequence
must be applied to ensure adiabaticity. I will discuss how the adiabatic passage time
T compares to the natural timescale g- 1 for the system, which can be thought of
as a fundamental limit on T. I will describe variable speed adiabatic passage, and
introduce a perturbation series expansion to describe nonadiabatic effects.
In section 3.3 I will discuss how we model decoherence effects. This will motivate
the definition of figures of merit for adiabatic passage with a particular adiabat, i.e. for
a particular choice of control parameters. The figures of merit take into account both
the time required for adiabatic passage and the mean populations of unstable states
(including nonadiabatic effects), and are therefore precise indicators of the quality of
a chosen adiabat.
I will then proceed in section 3.4 to calculate figures of merit for various adiabats.
Of particular interest will be a comparison of "atomic" and "cavity" dark states. The
on-resonance case introduced in the last chapter was referred to as an atomic dark
state, in the sense that any population of the excited atomic states was an exclusively
nonadiabatic effect. This has the implication that in the extreme adiabatic limit (i.e.
as T -+ o), the atomic dark state can be made invulnerable to spontaneous emission,
at the cost of becoming very susceptible to cavity loss. Conversely, we will see that
some adiabats can be loosely described as cavity dark states, in the sense that the
control parameters can be tuned to eliminate the effects of cavity loss at the cost of
making the adiabatic passage highly vulnerable to spontaneous emission.
Finally, in section 3.5 I will present a true cavity dark state, i.e. a dark state
for which the Ibbl) state is populated only nonadiabatically. For this dark state, the
labO) -J IbaO) transition is achieved by first applying a -pulse on atom 1 to obtain
lab0) - Icb0); then an adiabatic passage is performed, taking |cbO) to IbcO) by shifting
the atoms relative to the standing wave pattern in the cavity; finally a 7r-pulse on
atom 2 obtains |bcO) -+ IbaO).
3.2 Nonadiabatic Effects
3.2.1 The adiabatic theorem
The adiabatic theorem characterizes the behavior of a quantum system in the limit
as T - oc, where T is a timescale for changes to the Hamiltonian of the system. Of
course, in practice the passage time T will be finite and we will have to deal with the
resultant nonadiabatic effects. In this section I review the formalism for describing
the behavior of a quantum system in the near-adiabatic limit; my treatment and
notation follows that of Messiah [8].
Suppose that we have a time-dependent Hamiltonian H(t) and a basis of instan-
taneous eigenstates Ij, t), so that
H(t)lj, t) = (t) j, t). (3.2)
The eigenvectors Ij, t) and the eigenvalues e (t) are all continuous functions of t.
Furthermore we require that the eigenvalues remain distinct throughout the adiabatic
transfer, i.e. Ei(t) cEj(t) for i - j, so no "crossovers" are allowed. If we define
projection operators P(t) = Ij, t)(j, t, the Hamiltonian can also be written as
H(t) = E, (t)P3 (t). (3.3)
We introduce an operator A(t) with the property
j, t) = A(t) j, 0) (3.4)
where 1j, 0) are the eigenvectors at the start of the adiabatic passage (at t = 0). A(t)
characterizes the continuous rotation of the instantaneous eigenvectors throughout the
adiabatic passage. As a unitary operator, A(t) can also be defined by the differential
equation
dA
ih A = K(t)A(t) (3.5)dt
where K(t) is an appropriate Hermitian operator, and we have the initial condition
A(O) = 1. A(t) has the correct behavior if we choose
K(t) = ~h P (t). (3.6)
Incidentally, this choice of K(t) implies that
d
(j, t d j, t) = 0 (3.7)
which specifies the phase condition for the instantaneous eigenvectors (such that there
is no Berry phase). Now we use A(t) to transform to a "rotating axis representation":
K(A)(t) = At(t)K(t)A(t) (3.8)
H(A)(t) - At(t)H(t)A(t) = e j(t)Pj(0). (3.9)
If U(t) is the time-evolution operator, for the rotating axis picture we have U(A) (t)
At(t)U(t) which gives
ihdU(A) (t) = [H(A)(t) - K(A)(t)] U(A)(t). (3.10)
The next step is to define a unitary operator I)(t) which satisfies
ih d(I(t) = H(A)(t) 4(t) (3.11)
with ((0) = 1; the solution is
1(t) = e-i(t)/hPj (O) (3.12)
where <3(t) = fot 3()dr. Finally, we use ((t) to transfrom from the rotating axis
picture to a new interaction picture: we define W(t) - t(t)U(A)(t) = Id(t)At(t)U(t),
and obtain
ih d W(t) = -K(t)W(t) (3.13)
where
K(t) - (t(t)K(A)(t (t) = tAtKAI. (3.14)
We have now managed to express the time-evolution operator as a product of
three different transformations: U(t) = A(t)1(t)W(t). The three transformations
represent three distinct types of motion for our quantum system. A(t) represents
motion in the direction of rotation of the instantaneous eigenvectors, ((t) represents
the dynamical phase acquired during time evolution (i.e. the e- iEt/h phase), and W(t)
represents nonadiabatic effects. The adiabatic theorem is equivalent to the statement
that W(t) -+ 1 as T -+ oc (we shall see shortly how W has this limiting behavior).
If W = 1, we find that
U(t) adiabatic = A(t) (t) = e-i¢(t)/h j, t)(j, 01 (3.15)
which is consistent with equation 2.12 describing adiabatic passage in the ID1) dark
state. To see more precisely that W(t) represents nonadiabatic effects. suppose that
we initially prepare our system in the state |IT, t = 0) = li, 0). In the adiabatic limit
we expect , t) = e-i,(t)/ ' i, t). The probability Pi,,(t) of finding the system in the
state Ij, t) at time t is given by
Pi ) j(t) = I(j, tU(t) i, 0)12 = (j, 0 At(t)A(t)D(t) W(t) i, 0) 2
= (j, O W (t) i, 0) 2 (3.16)
We expect to operate in the near-adiabatic limit where W = 1 + e. This justifies
expanding equation 3.13 as a perturbation series:
W(t) = W()(t) W()(t) + W(2)(t)+...
= 1 + dt'(t') + 2 f dt' dt" k(t') R (t") +.... (3.17)
In order to evaluate matrix elements of the form Wij(t) = (i, 0 W(t) j, 0), we need to
calculate the matrix elements for K(t):
(i, 0| (t) j, 0) = (i, Ol4t(t)At(t)K(t)A(t) #(t) lj, 0)
= exp ((Ei(T-) - Ei())dT (i,t K(t) |j,t)
- ei fg ',(-)dTih(i, t d j,t P
dt
- eif ot3(-)dih(i, tl +|, t)
= e
i W,,(T)d- ihaj(t). (3.18)
To calculate W(t), we solve the eigenvalue problem for H(t) and therefore obtain the
functions wij(t), which give the eigenvalue splittings, and the functions aij(t), which
tell us how the eigenvectors rotate into eachother during the adiabatic passage.
To see how W -+ 1 as T -+ oc, suppose we let t = sT, where s is a dimensionless
number which goes from 0 to 1 as the adiabatic passage proceeds from start (t = 0)
to finish (t = T). We can define
d
Hij(s) - Tai3(t) = (i, s s j, s) (3.19)
so that rij is independent of T. Then the first-order correction to W is
w ) (t) = - ds'r~ j(sn)e"fo w,(I)d. (3.20)
As T --+ c, the oscillation frequency of the exponential becomes infinite and therefore
the integral vanishes in this limit. The higher-order corrections vanish in the same
way, giving W -+ 1.
If aiy and wij are time independent, then to first order we have
Wij(t) = - j ( 1) (3.21)
and therefore
2
P_ j(t) = a 2(1 - cos wjt) (3.22)Wzj
In general, for time-dependent aij and wij we expect that Pi,j will not exceed the
order of magnitude of the maximum value of aji3/w 3 12 on the passage time interval:
max Pi ,(t) < max . (3.23)
tE[O,T] te[O,T] wi3(t)
Therefore the probability of nonadiabaticity, i.e. the probability of finding the system
in a state other than |i, t), is given by
o 2i3 (t) o (t)
Pon = E max Pi,3 < max < max 2 (3.24)
t t Wj 3(t) t Wi(t)
In the rightmost expression, I have presented a simpler expression for an upper bound
on Pnon. From the sum over j in the middle expression, I have replaced the various
Bohr frequencies wij by the minimum Bohr frequency wi = minjA2 1ij. The sum
over denominators from the middle expression then simplifies to
|ai(t) 2 - j 2 = = , li,t) . (3.25)
and we see that ai(t) represents the angular velocity or rate of rotation of the instan-
taneous eigenvector li, t).
Now that we have calculated an upper bound for the probability of nonadiabatic-
ity, we can assert that a suitable condition for good adiabatic passage is
max a () <1. (3.26)
tE[0,T] W (t)
This condition can be understood as requiring that the rate of rotation of the in-
stantaneous eigenvector that we wish to follow is much slower than the smallest
characteristic frequency of the system.
In the next section we will see how this adiabaticity condition is used in the present
context of adiabatic passage in the atom-cavity system of figure 3-1.
3.2.2 Adiabaticity, time scales, and variable speed
Our mode of adiabatic passage uses counterintuitive laser pulses to achieve the qubit
coherence transfer. The actual adiabatic passage only occurs during the overlap
between the two laser pulses. I will model the laser pulses as
Q1(t) = sin (2s(t)) (3.27)
Q2 (t) = cos s(t) (3.28)
where Q is the peak intensity of the laser pulses, and s(t) is a monotonically increasing
function with s(O) = 0 and s(T) = 1. We can therefore model a wide variety of
pulse shapes by considering a variety of "pace" functions s(t). We do sacrifice some
generality, in the sense that there is now a fixed relationship between Q1 and Q2 for a
given value of s. However, our model should be an adequate approximation for most
practical laser overlap shapes.
This model allows for both "fixed speed" and "variable speed" adiabatic passage.
For fixed speed we simply use s(t) = t/T so that s moves uniformly from 0 to 1. For
variable speed, we allow s to change slowly at certain times, and quickly at other
times, in order to achieve the fastest possible adiabatic passage time. The particular
form of s(t) for variable speed will depend on the control parameters for the adiabat,
since it will depend on where the "bottlenecks" are for the chosen adiabat. We will
examine this for explicit cases in section 3.4.
To analyze a particular adiabat for fixed and variable speed passage, we need
to first solve the eigenvalue problem for H(s), s E [0, 1]. We then need to identify
the eigenvector ID, s) which starts at ID, 0) = lab0) and deforms continuously to
ID, 1) = IbaO) (if this eigenvector exists). This is the eigenvector that we will use for
our adiabatic passage. Now we can calculate the minimum Bohr frequency w(s) for
ID, s). It is useful to write w(s) = E(s)g, where e(s) is a dimensionless number and
g is the vacuum Rabi frequency (this will allow us to show how the physical passage
time is related to g-, the natural timescale for motion of the system).
We also calculate a dimensionless eigenvector rotation rate
q (s) -I D, s) - (D, s ID, s) (3.29)
The actual eigenvector rotation rate (in radians/sec) is then given by
() iD, s(t)) = (ds) (3.30)dt dt
The adiabaticity condition 3.26 reads
ds 2 
1
max s = - < 1. (3.31)
where I have introduced the adiabaticity p rameter (s
where I have introduced the adiabaticity parameter .
Suppose now that we choose to use fixed-speed adiabatic passage, with s(t) = t/T.
Then ds/dt = 1/T and equation 3.31 yields
[T (max ] = Tfg 1 . (3.32)
This result can be interpreted as follows: g-1, of course, defines the time scale for
the system. The dimensionless parameter Tf = max(q/c) is dependent upon the
particular adiabat chosen, and represents how close you can get to the fundamental
time scale g-1 . 7f can be close to 1 but never less than 1, since we can never
possibly achieve the transition labO) -- |baO) in a time faster than g- 1. 7f can also
be much greater than one, if the rate of passage is inhibited by a control parameter,
as might be the case if the laser fields are weak compared to g, or if a large detuning
is applied. Finally, ( represents how we have the freedom to choose T depending on
how close we want to get to the exact adiabatic limit; for a particular choice of (,
the probability of nonadiabaticity is P,,,no 1/(2. Recall that in equation 3.17 we
presented a perturbation series expansion for W(t); now we see that this is in fact a
perturbation expansion in powers of 1/i.
Now let us consider how the variable-speed method works. For fixed-speed pas-
sage, we found that the passage time is determined from max(7/E). This implies
that the passage time is essentially limited to how quickly one can pass through the
narrowest bottleneck of the adiabatic passage. Considering equation 3.31, however,
we see that we can eliminate sharp peaks in /lE, corresponding to bottlenecks, by
slowing down the adiabatic passage so that ds/dt < g. Conversely, if q/E is small
then we can we can move very quickly so that ds/dt > g. The variable speed method







T = ds = 7 SS = 1g-' (3.35)
where () denotes an average over s. Since T 7 Tf, we see that the variable speed
method is always faster than the fixed-speed method, as we would expect.
3.3 Decoherence Effects
In the previous section I have shown how the adiabatic passage time (for both fixed
and variable speed) can be written as T = (Tg - 1, where T depends on the chosen
adiabat, and ( determines how precise the adiabatic passage is. In general, to evaluate
the quality of a chosen adiabat, one needs to calculate the probability, as a function
of (, that the adiabatic passage will fail as a result of either nonadiabaticity or decay
effects. Then ( is chosen to minimize this probability. In the previous section we
saw that the probability of nonadiabaticity is approximately 1/ 2. In this section we
will see how to calculate the probability of failure as a result of decoherence. The
decoherence effects of spontaneous emission and cavity decay will depend critically on
, both because ( determines the physical passage time, and because the populations
of the unstable states {Icb0), IbcO), Ibbl)} may depend on ( as a result of nonadiabatic
effects.
3.3.1 The Monte Carlo wavefunction approach
In general, the effects of decoherence in a quantum system are modelled by replacing
the wavefunction by a density matrix p describing a statistical ensemble of quantum
systems coupled to a dissipative reservoir. A master equation describes the time-
evolution of the density matrix [3],[6]:
Op ipHt H p] + ,p + p (3.36)
where Heff is a non-Hermitian Hamiltonian which includes decay terms for the unsta-
ble states, ,J is a superoperator describing repopulation of ground states as a result
of spontaneous emission from atomic excited states, and J, is the corresponding su-
peroperator for cavity decay, describing (in our case) repopulation of the zero-photon
state |bbO) as a result of decay of the one-photon state |bbl). For the atom-cavity
system of figure 3-1, we have
Heff = H - 2hr bbl)(bblI - 2h-y(|cbO)(cb0O + |bcO)(bcO|)) (3.37)2 2
where H is the Hermitian Hamiltonian for the system without decay (equation 3.1,
with an additional subblock for the trivial 1-D manifold). Also,
,p = pP22(labO)(abOI + IbbO)(bbO0) + p44(jbaO)(baO0 + |bbO)(bb0I)2 2
(3.38)
and
,7p = KP33 1bbO) (bbO1 (3.39)
where p22, P44, and P33 are matrix elements of the density operator giving the mean
populations of the states |cbO), IbcO), and |bbl), respectively (we are using here the
correspondence {1, 2, 3, 4, 5} = {|abO), |cbO), Ibbl), IbcO), IbaO)} as for the matrix rep-
resentation in equation 3.1).
Instead of integrating the master equation directly to solve for the system dynam-
ics in the presence of decay, it is possible to use a Monte Carlo method, whereby an
ensemble of stochastic wavefunctions is constructed [13],[21]. The ensemble average
of the pure state density matrices for the individual wavefunctions then yields the
same density matrix obtained from the master equation. In the present context, the
Monte Carlo wavefunctions would be constructed as follows: first, suppose that at
time t the system is described by the wave function
WT(t)) = aolbbO) + allabO) + a2 cbO) + a3 bbl) + a4 |bcO) + a5 baO).
(3.40)
We observe that in the infinitesimal time interval [t, t+dt], there is some probability of
spontaneous emission or cavity decay as a result of population of the unstable states.
We model this by supposing that in the infinitesimal time interval, there is some
probability of a quantum jump from the unstable state to a ground state. Therefore
there are several possible outcomes for the state of the system at time t + dt:
I (t + dt)) = ab0) with probability P1 = I-Ja 2 12dt2
= ba0) with probability P2 = 1 a 4 12dt2
= bbO) with probability P3 = (a 3 12 - 7 a2 2 + 71a 4 12 dt
Ue (t + dt, t) I(t))U(t dt t)(t))with probability 1 - Pi - P 2 - P 3 (3.41)||Ue (t + dt, t) | (t)) 1
where
Ueff (t, Ito) = T exp Heff (t)dt . (3.42)
It can be shown [13] that the Markov process described above gives an ensemble-
averaged density matrix identical to that obtained by integrating the master equation
described in equations 3.36 - 3.39.
Suppose that we generate a Monte Carlo wavefunction for which no decay events
(i.e. quantum jumps) occur during the passage time. We call this the wavefunction
conditional to no decay:
S(t))|no-decay - Ueff (t, 0) 1 (0)) (3.43)
At each time t E [0, T], we calculate the populations of the unstable states: the
atomic excited state population p,(t) = I(cb0|(t)) 2 + I(bcOl'I(t)) 2 and the cavity
photon number p,(t) = I(bbll(t))l2. From this we can calculate the probability that
no decay events will occur for a Monte Carlo wavefunction: the probability of no
spontaneous emission
Pno-spont = exp [-7 1 T Pe(t)dt] (3.44)
and the probability of no cavity decay:
Pno-cavzty = exp [-K Tpc(t) dt (3.45)
We want to calculate the probability that a decay effect will inhibit the adiabatic
passage from labO) to IbaO). If we generate a Monte Carlo wavefunction and a cavity
decay event occurs, then the system will jump to the state IbbO) and the adiabatic
passage will fail. The same is true if a spontaneous emission event occurs with a jump
to IbbO). If spontaneous emission causes a jump to lab0) or Iba0), then two effects can
occur at once: first, the jump can cause the system to get kicked out of the adiabatic
eigenvector, so that at the completion of the pulse sequence we do not move into
the correct final state IbaO). Second, we note that the adiabat is generally chosen to
have small populations of the unstable states, so as to be resistant to decoherence
effects (for example, the atomic dark state from chapter 2 has a small, nonadiabatic
component of the atomic excited states). If we get kicked out of the "dark" adiabatic
state we are likely to land in a "bright" state with a large component of the unstable
states, leading to rapid decay. In general, therefore, we expect that a spontaneous
emission jump to lab0) or IbaO) will be followed by a cascade of subsequent decay
events, with a final jump to the state IbbO). We therefore conclude that the adiabatic
passage will fail if a decay event occurs.
This simplifies our analysis of decoherence effects, because it implies that we only
need to calculate the wavefunction conditional to no decay, determine the unstable
state populations for the wavefunctions, and thereby calculate the probability of a
decay event.
Our analysis is further simplified by noting that because we must restrict ourselves
to a regime where the probability of decay events is very small (in order for the
scheme to work for reliable adiabatic passage), we can assume that the wavefunction
conditional to no decay is approximately equal to the wavefunction for time evolution
with no decay (i.e. the wavefunction for unitary time-evolution with the Hermitian
Hamiltonian of equation 3.1).
3.3.2 Figures of merit
Suppose that pe(s) and Pc(s) are the excited state population and cavity photon
number, where s E [0, 1] is the adiabatic passage interval as in section 3.2.2. Since
Pe(s) and pc(s) will include nonadiabatic effects, they will depend on the adiabaticity
parameter (, and on whether fixed or variable speed passage is used. We write
1 (1), 1 (2) S + (3.46)
Pc,f(S) = P )(s)+ () (s) + .. (3.46)
c,v (S) = o) (s) + M(S~) + (s) + - (3.47)
and similarly for Pe (s). The subscript f or v denotes fixed or variable speed, respec-
tively. The (0) term in each series expansion is the result for the exact adiabatic limit,
which of course can be determined by solving the eigenvalue problem for H(s), just
as for calculating E(s) and r(s) from section 3.2.2. The higher order (1), (2), ... terms
are obtained by calculating the perturbation series for W(t) (see equation 3.17).
We can now proceed to calculate the probability of decay events for both fixed
and variable speed adiabatic passage. For fixed speed, we find that the probability of
no cavity decay is given by
P-c = exp [-(p,f)T] = exp [-(K/g)(.F,f] (3.48) no-cavity -
where again () denotes an average over s, and Fc,f = (Pc,)7Tf is the figure of merit
for cavity decay. Similarly, for spontaneous emission we obtain
P) - exp [-(Pe,f)T] = exp [-(y/g)(Ye,f] (3.49)
no--spont --
,f ] (3.49)
with Fe,f = (Pe,f) 7 f. The figure of merit is a precise indicator of the susceptibility
of the adiabat to decoherence effects: it takes into account both the unstable state
population and the time required for the adiabatic passage. In the next section my
primary task will be to calculate the figures of merit for various explicit choices of
adiabats, and thereby evaluate the suitability of a given adiabat for coherence transfer.
The figure of merit can of course be expanded in powers of C:
F0ce 1() 97+((2)+F (3.50)
c,e, = f c,ef { c,e),f +
where F(i> = (p(i)},f
{c,e},f - 1c,e
Finally, let us consider the figures of merit for variable speed adiabatic passage.
We have
P(-cavity = exp - pc, (t)dt = exp K pc,v(s) ds]
exp [-(K/g) (pc, (3.51)
where I have substituted equation 3.34. With a similar analysis for spontaneous
emission, we find that the variable speed figures of merit are
{cev P{c,e},v . (3.52)
This is a reasonable result: if p is large when ri/E is large, then the unstable states
are highly populated during the bottlenecks of the adiabatic passage and the large
figure of merit will reflect this. For ideal adiabatic passage, the peaks of p will
coincide to valleys in r/c, so that we can move quickly through regions of high decay
susceptibility.
3.4 Adiabat Analysis
Now I will put the formalism developed in sections 3.2 and 3.3 to use by applying
it to several specific cases of adiabatic passage. I will begin in section 3.4.1 with
an analysis of adiabatic passage in a simple three-level system. In section 3.4.2 I
will consider on-resonance adiabatic passage for the atom-cavity system of figure 3-1,
and in section 3.4.3 I will consider a few interesting cases of off-resonance adiabatic
passage.
3.4.1 A three-level system
Consider a three-level system with ground states la), Ib) and an excited state 1c). The
la) ++ Ic) and Ib) ++ 1c) transitions are coupled to on-resonance laser fields with Rabi
frequencies g, and g2 , respectively, so that the Hamiltonian is simply
0 g 0
H = 4 g1  0 g2  (3.53)
0 g2  0
where the array indices {1, 2, 3} correspond to the states {Ia), Ic), Ib)}. The excited
state has a spontaneous emission decay rate y/ 2 into each of the ground states.
Notice that the Hamiltonian has a zero eigenstate of the form
ID) ~ g2 a) - gi lb) (3.54)
which implies that we can apply overlapping pulses of the two laser fields, with the g2
pulse preceding the gl pulse (the familiar counterintuitive pulse sequence) to achieve
an adiabatic passage from la) to Ib). Although the exact adiabatic eigenvector does
not contain any component of the unstable excited state, there will be a nonadiabatic
component of Ic) for finite time near-adiabatic passage, therefore making the system
susceptible to decay. We can analyze adiabatic passage in this system by means of
the formal methods developed in sections 3.2 and 3.3. This will not only provide a
simple example of the method, but will also be useful for our analysis of the "true
cavity dark state" in section 3.5.
We choose laser pulses of the form gl = g sin 0, g2 = g cos 0, where 0 runs from 0
to 7r/2. Then the three instantaneous eigenvectors of the Hamiltonian are
10,0) = cos01a) - sin01b) (3.55)
1 1
1, ) = (sin0 a) + cos0 b)) + 1 c) (3.56)
1 1
2, ) = (sin 0a) + cos 01b)) - lc) (3.57)
with corresponding eigenvalues Eo0 = 0, El = +hg/2, E2 = -hg/2. If rij =
(i, s j, s), where s = (2/r)0, then we obtain 01 = 7702 = 7/(2v/-), 712 = 0. From
this analysis we find that c(s) = 1/2 and 77(s) = 7/2, where E and 7 are the quantities
defined in section 3.2.2. These quantities are time-independent, which means that
fixed and variable speed adiabatic passage are the same in this case. The time of
passage is T = Tg- 1 = 7rg -1 .
Now we calculate the excited state population p,. Of course pe) = 0 (using the
notation of section 3.3.2), since the excited state population is entirely nonadiabatic.
To evaluate the nonadiabatic contribution, we calculate W(t) to first order using
equation 3.21, to obtain
W 0(t) = (e+igt/2 - 1) (3.58)
and
2 0(t) = + (e-igt/2 1) . (3.59)
The probability of nonadiabaticity is then given by
Pnon (t) o= W (t)t2 20 () 2 = c - Cos . (3.60)
Notice that if T = NTrg - 1, where N is an even integer, then we have Pno(T) = 0
at the end of the adiabatic passage. Ideally, therefore, we could try to control our
passage time carefully so as to achieve perfect transfer to the final state. This is a
consequence of the fact that nonadiabaticity is not a decoherence effect, and the error
due to nonadiabaticity is recoverable, in principle. In practice, of course, since we are
working in the near-adiabatic limit, T is much greater than the period of oscillation
of Po,, and it will be difficult to control the precise value of T modulo the oscillation
period. The problem can also be exacerbated by, say, small variations of the laser
pulse shapes, or a small detuning error. We conclude that in practice it is not possible
to recover the error due to nonadiabaticity, and we write Pno = 2/(2, taking the peak
value of P,,on(t) as the probability of error. The same reasoning will apply for every
other adiabatic passage scheme considered in this thesis: Pon (t) will generally exhibit
complicated oscillatory behavior with a period that is very small compared to T, and
exploiting this oscillatory behavior to recover nonadiabaitic error is impractical. As
a result the effects of nonadiabaticity are treated in the same way that we treat the
decoherence effects.
Using U(t) = A(t)>(t)W(t) (see section 3.2.1), we find the first order nonadiabatic





) = , t) - (1 - e- igt / 2 ) I t)igt/2) + 12, t)2 )
(3.61)
and therefore




(Pe) = 2 f(2 3 . (3.63)
The figure of merit for spontaneous emission from the excited state is
r 1
ye = (pe)T = ' (3.64)
and we conclude that the probability of a spontaneous emission event is
Psont = 1 - exp [-(7/g)1Fe] = )" + ( . (3.65)
As ( is increased, the effect of spontaneous emission is reduced. This is because
although the passage time increases, the population of the unstable state decreases
at an even faster rate. The analysis here shows therefore that in taking ( - 00, there
is no limit to the precision that can be obtained for the adiabatic passage.
3.4.2 On-resonance adiabatic passage
In this section I will consider adiabatic passage in the atom-cavity system of figure 3-1,
for the case where the laser and cavity fields are all on resonance: 61 = 6, = A = 0. For
this situation, the instantaneous eigenvector which evolves continuously from lab0) to
Iba0) is the state ID1 ) from equation 2.11. This eigenvector has no component of the
excited atomic states |cbO) or Ibc0), so we can write Pe 1 1/(2 as the lowest-order term
(in powers of 1/i, as in section 3.3.2) for the nonadiabatic excited state population.
The cavity photon number, on the other hand, is nonzero in the adiabatic limit, and
in general I will assume that the actual cavity photon population is dominated by the
population for the adiabatic limit: Pc - P o) (which implies that Yc (o)).
The probability of error during the adiabatic passage can be written as a sum
of the probabilities of error due to nonadiabaticity, cavity decay, and spontaneous
emission:
Perror = Pnon +Pc + Pspont
= 1 + [1 - e(Y9 e] + [1 - (rgF
[+ + .. (3.66)
As for the three-level atom, the effect of spontaneous emission can be made arbitrarily
small in the limit as ( -- oc. In this limit |D1) is a atomic dark state. While an atomic
dark state has the virtue that it can be made invulnerable to spontaneous emission, we
see that this comes at the cost of making the adiabatic passage extremely vulnerable
to cavity decay.
Up to this point my analysis has been based on the simple observation that the
instanteous eigenvector |D1) contains no component of the excited atomic states. The
dependence of Perror on the single control parameter Q (the amplitude of the laser
field pulses) is obtained by solving the eigenvalue problem for H(s) to calculate the
parameters T and F, from equation 3.66. The result of a numerical calculation of
these parameters is shown in figure 3-2. There are several interesting features to
note from this figure. We observe that in the large Q limit, variable speed gives a
significant improvement over fixed speed. On the other hand, in the limit as Q -+ 0,
fixed and variable speed adiabatic passage are the same, implying that there are no
bottlenecks for the adiabatic passage in this limit. Furthermore, in this limit we have
that F ( °O) -- 0 and T -+ oo. From equation 3.66, we therefore see that as Q -+ 0, the
effect of cavity decay can be made arbitrarily small, at the cost of making the adiabatic
passage very susceptible to spontaneous emission. In this limit |D1) is a cavity dark
state. In general, I have found that for adiabatic passage from lab0) to |ba0) in our
five-level system, it is not possible to arbitrarily reduce the effects of both spontaneous
emission and cavity decay at the same time. Rather, if some suitable variation of the
control parameters arbitrarily reduces the effect of spontaneous emission, it makes the
adiabatic passage highly susceptible to cavity decay, as for the ( -4 o0 limit above.
Conversely, if a variation of the control parameters arbitrarily reduces the effect of
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Figure 3-2: T and T O) for on-resonance adiabatic passage. The subscripts f and v
denote fixed and variable speed adiabatic passage, respectively.
cavity decay, it makes the adiabat highly susceptible to spontaneous emission, as for
the Q - 0 limit.
A numerical calculation gives no insight into the physical processes responsible for
the observed behavior, so I will now proceed to justify the numerical results of figure
3-2 by analyzing the behavior of the system in the limits Q > g and Q < g.
I will start by considering the cavity photon number as a function of 0 = (7r/2)s
for the exact adiabatic limit. This is readily obtained from the expression for ID1) in
equation 2.11, yielding
S(( 2/4) sin 2 20(0) 1 + (Q 2 /4) sin 2 20
where Q = Q/g. Notice that if Q > 1, the cavity photon number increases very
rapidly from 0 to near 1 at the start of the adiabatic passage, and remains near 1
throughout the adiabatic passage, except of course at the very end when it abruptly
drops back to 0. Equivalently, adiabatic passage in this limit proceeds in three steps:
we make the transition lab0) --+ bbl) in the the approximate interval 0 E [0, 1/(2],
stay in the state Ibbl) throughout the interval 0 E [1/0, (7/2 - 1/0)], and then make
the transition Ibbl) -+ |ba0) in the interval 0 E [(w/2 - 1/0),7r/2]. Accordingly, we
see that q, the dimensionless angular velocity of the adiabatic eigenvector (see section
3.2.2), is sharply peaked at the beginning and end of the adiabatic passage:
(0) 1 + 2 x2  (3.68)2 1 + 02X2
where x = 0 or 7r/2 - 0, whichever is smaller.
The eigenvalue problem for H(s) in the on-resonance case is exactly soluble by
virtue of the fact that the eigenvalue spectrum is symmetric about zero. We write
E = (h/2)Ag, where A = 0 or
A ± 11 + - 22 (3.69)
2 2 2 2
An eigenvalue spectrum for 0 = 10 is shown in figure 3-3. If 0 > 1, then for most
values of s we have Q1, Q2 > 1, which implies that A = ±Q 1, ±Q 2. In this limit,
the eigenvalue spectrum roughly corresponds to that for g = 0: the zero eigenvector
is ID1) - Ibbl); the +21 eigenvalues correspond to the states lab0) ± cb0), which
are the "1±)" dressed states [3] for the R1 leg of figure 3-1; and similarly the ±Q2
eigenvalues correspond to the states |baO) IbcO). As shown in figure 3-3, however,
the eigenvalues do not cross over when Q1 and Q2 cross over at s = 1/2, as they would
when g = 0: instead, the I1) states for 2 evolve into the 1±) states for Q2 , and vice
versa.
At s = 0, we have Q1 = 0 and Q2 = Q. In this case the spectrum consists of the
zero eigenvector ID1) = ab0), the 1±) states for the Q2 leg (with A = i±), and the
1±) states for the left g leg of figure 3-1 (i.e. the leg for the |cbO) ++ |bbl) transition).
The 1±) states for the g leg of course have A = ±1: this is where the eigenvalues are
closest to zero. As s increases from 0 and Q1 is turned on, the 1±) states for the left
g leg evolve into the 1±) states for the Q1 transition: Ibbl) ± cb0) -+ ab) ± cb0).
During this transition, the eigenvalues are A 2 ±v/1 + ( 2 02 . The transition occurs
at the same time that |DI) is evolving from |abO) to Ibbl). The behavior at s = 1
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Figure 3-3: Eigenvalue spectrum for on-resonance adiabatic passage with Q/g = 10.
The ordinate units are w/g = E/(hg).
From this analysis of the eigenvalue spectrum we conclude that
E(0) V1 + 0 2x 2  (3.70)
where x is defined as in equation 3.68. Using equations 3.68 and 3.70, we can now
readily calculate T, obtaining 7 2_ 7rO, T, - 4. With equation 3.67, the calculations
of the figures of merit for cavity decay also proceed in a straightforward manner,
giving F-,,f _ 7ir, F,, - 4/3. These results are in good agreement with figure 3-2.
We are now prepared to understand why variable speed adiabatic passage is so
much more effective than fixed speed for Q > g. As Q is increased, the transitions
that occur at the beginning and end of the adiabatic passage (IabO) -+ bbl) and
|bbl) -+ |ba0), respectively) become ever more abrupt, while the minimum Bohr
frequency always remains at g. Therefore we must spend a time on the order of g-X
to pass through these bottleneck regions. This implies that for fixed speed, the total
passage time is on the order of g- 1 /f, where f is the width of the bottleneck regions
as a fraction of the entire s interval [0, 1]. Since f - 1/0 we see that the passage
time goes like Q/g 2. Furthermore, since most of the passage time is spent outside of
the bottlenecks in the high photon number region, the time-averaged mean photon
number is very close to 1. On the other hand, for variable speed adiabatic passage we
spend almost all of the passage time within the bottleneck regions, thus achieving a
total passage time on the order of g-1. And we move quickly through the high photon
number region where there are no bottlenecks, so the time-averaged mean photon
number is reduced. We see, in fact, that because T, = 4 while Fc,,v = 4/3, for variable
speed adiabatic passage the time-averaged mean photon number is approximately
1/3, rather than 1 as it is for fixed speed.
I will now proceed to evaluate the behavior of the system in the limit where Q < g.
In this limit, the adiabatic eigenvector can be written as
10) -= D 1) = cos 0lab0) + sin OlbaO) - sin 20 bbl) (3.71)
and we see that there is only a small component of Ibbl); the motion of the eigenvector
is dominated by the uniform rotation of lab0) into |baO) as 0 varies from 0 to 7r/2.
Consequently, the dimensionless angular velocity of the eigenvector is given simply
by rq(s) = 7r/2 + 0(( 2). The eigenvalue spectrum is readily obtained from equation
3.69, yielding
El = E2 - g + - (3.72)2 2 2 8g
with corresponding eigenvectors
1 1 1 1 (\i, 1h11±) = sin 0|ab0) - cos 0 ba0) -cbO) -bcO) + - -sin 2 0 bbl)V f2 2 2
S0 1 1 1
121) = sin0ab) + Q cosl bao) cb0) I bcO) + bbl). (3.73)
2 F 2"2 2 2
Using rj = r/2 and E = 0/(2v/2), we find that T = x//27l Q, the same for both fixed
and variable speed. With (pC)) = 2 /8 + 0(f24), we obtain
o) (o))T7 /2- (3.74)
These results are in good agreement with figure 3-2.
In the limit as Q < g, it is easy to calculate the first order correction to W(t) to
see the precise nonadiabatic behavior of the system. Using equation 3.73, we find that
T0,1+ = ir/(2v2), while r/0,2 + = 0(f 2). The nonadiabatic corrections only involve the
states I1±). Then we find, as in section 3.4.1, that
1 11t
(t) ) = 10, t) - ' (1 - e-iwt) 1+, t) + ( - e+iwt) 1I-, t)
(3.75)
where w = Q/(2V2). This implies that
I(11, tlj1(t))2 (1 - Coswt). (3.76)
The states I11) have large components of the atomic excited states IcbO) and Ibco),
so that
Pe= (1 - cos wt)2  (3.77)
and therefore
(Pe) (9 . (3.78)
Then the figure of merit for spontaneous emission is
3w 1 1
Ye = (pe)T = (3.79)
On the other hand, the coefficient of the Ibbl) term for the 11+) states is of order Q,
so that
(Pc) = _2 + 0 ) (3.80)
which is consistent with my statement at the beginning of this section that Pc will
always be dominated by the adiabatic component po). It is interesting to note that
if 0 < 1/i, the nonadiabatic component of the excited atomic states will be larger
than the adiabatic cavity photon number.
Using equations 3.74 and 3.79, we can see that
PspontPcavity = [(~ ] ( 3 (3.81)
which explicitly shows that we cannot arbitrarily reduce both decay probabilities at
the same time. If Pspont becomes very small, then Pc,,ity becomes very large, and vice
versa.
3.4.3 Off-resonance adiabatic passage
I will now address adiabatic passage in the atom-cavity system of figure 3-1 when
laser and/or cavity detunings are introduced. If 61 = 6 (see equation 3.1) then the
labO) - |bbl) and |baO) - Ibbl) transitions are both two-photon resonant, and the
adiabatic passage still proceeds in the dark state ID 1) from equation 2.11. However,
if you are going to use ID1) for adiabatic passage, it is better to do so on resonance,
since going off resonance will generally decrease the minimum Bohr frequency for
transitions from the adiabatic eigenstate, therefore requiring a longer passage time
and leading to greater decoherence effects. Therefore I will not consider detuned
adiabatic passage with 61 = 6c.
As mentioned in chapter 2, one of the virtues of adiabatic passage in the state
ID1) is that it is a zero eigenstate of the Hamiltonian, so that no phase is acquired
during adiabatic passage. If we apply a detuning with 61 7 6c, however, the adiabatic
eigenvector is no longer a zero eigenstate of the Hamiltonian, and we will acquire a
dynamical phase during adiabatic transfer from jabO) to Iba0):
jabO) -- elIbaO) = exp [- f E(t)dtl jba0) (3.82)
where E(t) is the energy of the adiabatic eigenvector at time t. In general this is bad
news for our coherence transfer scheme, because if we try to transfer a ground state
coherence from atom 1 to atom 2, it changes the phase relation between the ground
states:
(ala) + lb))lb)10) - Ib)(eOa a) + Plb)) l). (3.83)
You might suppose that to remedy this problem we should simply control the adia-
batic passage so that the 0 modulo 2rx is zero. The problem is that the accumulated
dynamical phase might go through many 2r rotations during the adiabatic passage,
with the result that at the end it is difficult to control the phase modulo 27 (the prob-
lem is analagous to that discussed in section 3.4.1 where we tried to control the rapid
oscillatory behavior of P,,, (t)). If we cannot control the phase acquired during the
adiabatic passage, this would imply that the adiabatic passage would in fact destroy
the phase relation between the ground states in equation 3.83, therefore rendering the
coherence transfer useless. In a formal study of detuned coherence transfer, of course,
we can control the phase to any desired precision. I will therefore procced with an
analysis of detuned adiabatic passage, but it should be noded that the dynamical
phase issue could render the method rather impractical.
We should also keep in mind that the system model we are using is that of two
atoms that are spatially separated and placed in a cavity, where we have no problem
addressing the atoms with detuned laser and cavity fields. In the context of spectral
hole burning material, however, the addressed atoms are those for which the atomic
transition frequencies are resonant with the laser and cavity fields; the other atoms
are uncoupled by virtue of the fact that they are detuned from resonance. Therefore
non-resonant adiabatic passage is not expected to be useful for adiabatic passage
when spectral holes are used as the qubits of our quantum computer.
Having presented these caveats, I will now proceed with the analysis. What I
will consider is adiabatic passage with detuned laser fields and a resonant cavity field
(61 =' 0, 6C = 0, A = 0). I will discuss two possible scenarios: a large laser detuning
such that 61 > {f, g}, and a medium laser detuning such that Q > 61 > g.
The use of a large laser detuning is motivated by the observation that such a de-
tuning will tend to decouple our adiabatic eigenstate from any eigenvectors with large
components of the unstable states 1cb0), |bcO), or Ibbl). There will be two eigenval-
ues near E = -h6j; the corresponding eigenvectors will have large components of the
states labO) and IbaO), while the coefficients of the unstable state components for these
eigenvectors will be reduced by factors of Q/6 1 and g/61. One of these eigenvectors
will be the adiabatic eigenstate (I will call it |1)) that evolves continuously from labO)
to IbaO); the other is an eigenstate 12) that evolves from IbaO) to labO). Any nona-
diabaticity will result from coupling between these two states; the remaining three
eigenvalues will be located far away, near E = 0, with corresponding eigenvectors 13),
14), and 15) that have large components of the unstable states.
Suppose we attempt to solve the eigenvalue problem for H(s) with large laser
detuning by performing a perturbation expansion in powers of g. The zeroth-order
eigenstates of interest to us are simply the strong-field seeking states [3] for the x
and Q2 transitions:
L()) = 1 i21) ab0)1 - cb0)
1 (1 30
= (1 - ) ba0)- ~ 1 - 322)bc0) (3.84)8 2 26, 8 62
where L and R denote the left and right legs of figure 3-1. The corresponding energy
eigenvalues are
E(o)  1 Q2  E(O)  1 Q2L 1 1 R -_ 2 (3.85)
h 4 61' h 4 61
While there are no first-order corrections to the energies, the first-order corrections
to the states are
L ( 1) ) = g bbl), R ('1) = Ibbl). (3.86)
We run into problems with the perturbation expansion when we try to calculate the
second-order corrections to the eigenstates:
lg 2 Q 1 Q2SL(2) 1 2 (
S g2  1i 2 IL (O) ) -+ -'' (3.87)
From this we see that due to the presence of the - Q2 denominator terms, the
perturbation expansion is not valid near the crossover point where Q1  Q2 (at




Outside of this very narrow region, however, the perturbation expansion is quite
accurate. Figure 3-4 shows a plot of the eigenvalues El and E 2 for 61 = 50g, Q = 10g.
These are the eigenvalues which correspond to the states I1) and 12), which are defined
as the states which evolve continouosly from |abO) to |baO) and vice versa. Observe
that the eigenvalue spectrum agrees well with that predicted by equation 3.85, with
the notable discrepancy that the eigenvalues do not cross over each other when Q1
and Q2 cross over. The non-crossing behavior shown in figure 3-4 demonstrates that
|1) = IL) for s < 1/2, and |1) = ±R) for s > 1/2, where IL) and |R) are the states
obtained from our perturbation expansion. Similarly 12) = JR) for s < 1/2, and
12) = ±iL) for s > 1/2. The instantaneous eigenstates evolve very rapidly within the
small crossover region, making this a very narrow bottleneck for the adiabatic passage
and implying that variable speed adiabatic passage is likely the preferable method.
Now I will proceed to analyze the behavior of the system within the crossover
region. Consider the equation
d (i,sl , j 7s)
7ij(s) - (s , s j, s) - (3.89)
which readily fo lows from differentiating H(s), s = E(s)
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Figure 3-4: A partial eigenvalue spectrum for 61 = 50g, Q = 10g. The left plot shows
the eigenvalues for the full adiabatic interval s E [0, 1], while the right plot shows a
close-up of the crossover region. The ordinate units are w/g = E/(hg).
by (i, sj, i : j. Using this equation I will show that within the crossover region,
Iq211 > 1r11l and Ih21 > 17,21 for j E {3, 4, 5}, which implies that the instantaneous
eigenvectors I1) and 12) rotate into each other as they evolve through the crossover
region. This simplification will allow us to find analytical solutions for I1) and 12)
within the crossover region.
Let 0 = 7r/2 + x, where x < 1; then we have Q1 = (Q/v\)(1 + x), 2 =
(Q/v/2)(1 - x). As explained above, the crossover region is confined to Ixl < g2 2
which implies that
W12 - 3 (3.90)
We also have that Iwij ~ 61 for i E {1, 2}, j E {3, 4, 5}, since the first two eigenvalues
are located near E = -hl while the last three are located near E = 0. Differentiating
equation 3.1, we obtain
dH r hQ
= - -(cos 0 abO) (cbO + sin OlbaO) (bcOI + H.c) (3.91)ds 2 2
from which we determine that rigl < Q161 for i E {1, 2}, j {3,4, 5}. To calculate
I I I
712 we use the fact that for I1) and 12), the coefficients of labO) and IbaO) are of order 1,
while the coefficients of IcbO) and IbcO) are of order Q/6 1. Therefore (1l(dH/ds) 2) -
hjQ 2/6 1 and 17121 _ 62/g 2 . This proves the desired result.
To obtain 1) and 12) within the crossover region, I will start by exploiting the
symmetry of the Hamiltonian at the crossover point to find the instantaneous eigen-
vectors at x = 0. The calculations are rather tedious so I will simply present the
results of them here. Let IA) = 11,x = 0), |B) = 12,x = 0). Introducing small
parameters
a 1 + - 1, p - , (3.92)
the eigenvectors can be written as
1 _
JA) = pl(ab0) - ba0)) - - p 2(cbO) - IbcO))
|B) - vi(labO) + IbaO)) - v2 (1cbO) + IbcO)) + - av 3 jbbl). (3.93)N2- 2 2
The parameters pi, vi are polynomials in a and P for which the zeroth-order term is
1. For example,
1 3
V = 1 - -a + a2 a3 +.--. (3.94)4 32 8
By virtue of the fact that 1) and 12) only rotate into each other within the crossover
region, we can write
1, x) = C(x)IA)+S(x)IB)
12,x) = -S(x)IA) + C(x)IB) (3.95)
where C2 + S2 = 1. Imposing (1, xIH(x) 2, z) = 0 we readily obtain
C(z) =+ V2(1 + Z2 + v +2)1/2
z
S(z) (1 + 2 + 2 1/ 2  (3.96)
x/(1 + z2+ 1+ 2 1/2
where
8z 1 1
Z X, X = 1 - -a + 1- +-... (3.97)
P 2 4
At the left edge of the crossover region, we have IzI > 1, z < 0, and in this limit
1i) = (IA) + IB))/ v, 12) = (IB) - IA))/v/. At the right edge of the crossover region
we have z > 1 and therefore 11) = -(IB) - IA))/V2, 12) = (IA)+ IB))/v. Using
equations 3.93, we find that
1 (IA) + B)) 1 - -a abO) - IcbO) + V bbl)
4 )2
(B) - A)) 1 - -a IbaO) - Ibc0) + |bbl). (3.98)
/ 4 2 vF
Substituting a and P from equation 3.92, we recognize these as the IL) and IR) states
from equations 3.84 and 3.86. Therefore our solutions for I1) and 12) have the same
behavior as was predicted in the discussion of figure 3-4.
With our solutions for I1) and 12), we can now directly proceed to calculate the
usual adiabat analysis parameters. The dimensionless angular velocity of the adia-
batic eigenvector is r(z) = (47rXy/)F(z) where
1 [2 + jz2 + (2 1 z2) Z2]1/2
F(z) = 2 2 (3.99)
v/2 (1 + z2)1/4(1 + Z2 + v/ 3 +z2)
3/ 2
F(z) has a peak value of 1/2 at z = 0. The full width at half maximum is Az = 2 and
for large z, F(z) _ 1/(2z2 ). The eigenvalue separation is E(z) = (El - E 2)/(hg) =
(avO-/4)G(z), where
G(z) (1 + z)( + 1 z) (3.100)
1 + z 2 + 1 z 2
The minimum eigenvalue separation occurs at z = 0, where E(O) = av/-/4 ~
Q2g/(166 ). For the case of figure 3-4, we have c(0) e 0.00005, which agrees well
with the closeup plot in the figure. For large z we have
aJ- z| 2a x I 1 Q2E(Z) r - 1x (3.101)
4 J 2g6l
which is the same result obtained by calculating IE(o) - E(O)l/(hg) using equation
3.85 with 0 = 7/4 + x. The T-parameter for fixed speed passage is therefore found
to be
Tf = max - 32x . (3.102)
For variable speed we have
(r 4 f + 0 F(z) 4
T f dz (z) -= 16 VI (3.103)
IE ao _00 G(z) ao/7 Q2g
where I have made the (well-justified) approximation that integrating F(z)/G(z) over
the crossover region is equivalent to integrating over all z. The integral was evaluated
numerically and therefore found to be equal to 1.
Finally, we evaluate the unstable state populations to compute the figures of
merit. For fixed speed adiabatic passage, most of the passage time is spent outside
of the crossover region. We say that 11) = IL) for 0 E [0,7r/4] and |1) = -JR) for
0 E [7r/4, r/2], and calculate the atomic excited state and cavity photon populations
using equations 3.84 and 3.86. We obtain
() - 2) 2 )) (7 - 2) 2  (3.104)(P 32 S64 , (Peo 8 612 (3.104)(p$1 1s
and therefore, with equation 3.102, we have
61 ((o))7 = p  = 4(7 - 2) .
(3.105)
We see that for fixed speed, both figures of merit are large and the adiabatic passage is
very susceptible to both spontaneous emission and cavity photon decay. For variable
speed adiabatic passage, most of the passage time is spent in the crossover region,
and the unstable state populations can be computed from equations 3.95. We find
that
- - z2 (3.106)p) (z) = H(z) = z2 (3.106)
c 8 8 1 + Z2 + VI _+Z2
while pe) = a/2 + O(a ). Therefore
(O) - (O)rl= a 2 26, (3.107)
e,) Pe T (3.107)
and
y(o) K ()'1\ - F(z) g (3.108)
=7 )/ ( 2 ] dzH(z) 0.1073 (3.108)
7 c2 G(z) 61
where for the last expression I have performed a numerical integration. Notice that
in the limit where 6, -- oo, we find that F , -- 0, but T e,v -c 00. Therefore we have
encountered another cavity dark state, and as for the on-resonance Q -+ 0 limit, we
can arbitrarily reduce the effects of cavity decay, at the cost of making the adiabat
very susceptible to spontaneous emission. Using equations 3.107 and 3.108, we obtain
PspontPcavity= [( e,v] [Q Yc,v] ( l 0.21462
(3.109)
For a given value of (, increasing the laser detuning by a factor of 2 will decrease
the probability of cavity decay by a factor of 2, but it will increase the probability
of spontaneous emission by a factor of 2. This is the same effect that is seen in the
on-resonance Q - 0 limit when we reduce Q by a factor of 2 (see equation 3.81).
Notice, however, that the required time for adiabatic passage increases very rapidly
for detuned adiabatic passage: from equation 3.103, we see that if 6 is doubled, then
the passage time increases by a factor of 8; this is in contrast to the behavior of the
on-resonance cavity dark state, where the passage time only doubles when Q --+ Q/2.
The fact that the passage time increases so rapidly for detuned adiabatic passage
can cripple the scheme if there are other decay channels in the system, in addition to
spontaneous emission and cavity photon decay, which lead to characteristic relaxation
times which must be large compared to the adiabatic passage time. For example, for
atoms embedded in a solid-state medium as in our spectral hole burning scheme, the
adiabatic passage time must be much shorter than the ground-state coherence time
for the system.
The preceding analysis of the adiabatic passage in the limit of large laser detuning
has relied on a rather brute force mathematical approach that perhaps obscures the
basic physics involved. Here I will show how, by simple reasoning, we can obtain
order-of-magnitude estimates of the adiabat analysis parameters T, e and F, which
are in agreement with the precise results obtained in the preceding analysis.
We can diagnolize the left and right legs of figure 3-1 (the Q1 and 22 transitions)
by writing down the weak-field and strong-field seeking states for the two legs. The
strong-field seeking states are the IL) and JR) states from equation 3.84. The Icb0)
component of IL) has amplitude Q1/6 1, while the Ibc0) component of JR) has amplitude
Q2/J1 ; therefore these states couple to the jbbl) state with effective Rabi frequencies
gL - g9l/61 , gR - 9g 2/ 1 . Because the |L) and |R) states have energies E -h6j,
the cavity is detuned by 61 and therefore the frequency shift which can be obtained
by the g-coupling is on the order of
2 2 2
~ R Q 2  (3.110)
Therefore in the crossover region, where the g-coupling causes the non-crossing be-
havior, the Bohr frequency IEl - E2 f/h is of this order. Within this region I1) rotates
continuously from IL) to -JR); the "angle" through which the state rotates is ir/2,
so that the time required for adiabatic passage in the crossover region is
(7/2) 63
Tcross " (/2 (3.111)
Aw g2Q2 "
For variable speed adiabatic passage, almost all of the passage time is spent in the
crossover region, so that T ~ Tcross and therefore T _63/(gQ2), which agrees with
equation 3.103. For fixed speed adiabatic passage, the total passage time is T _
Tcross/f, where f is the width of the crossover region as a fraction of the total s interval
[0, 1]. From equation 3.88, we see that f 1 g2/ 2, and therefore Tf 1 5/(32),
in agreement with equation 3.102. Using equations 3.84 and 3.86 we can find the
unstable state populations: Pe Q2/62, Pc _ 2 9 2 /14. Then we readily obtain
5 2 3 5 2 2 _ (3.112)
Fe, ~ I I =- ~ - (3.112)
63 2 1 63 2 2
e,v 22 v29 2 _ (3.113)
,, 2 1v 2 64 61
and these results are in agreement with the previous analysis (see equations 3.105,
3.107, and 3.108).
I will now proceed to consider a second scheme for detuned adiabatic passage, for
which Q > S6 > g. To begin, suppose that we are far enough away from s = 0 or 1
so that 1 and Q2 are both large. As before, I will perform a perturbation expansion
in powers of g. The trivial zeroth-order eigenstate is the state Ibbl) with E = 0. The
other zeroth-order eigenstates are the weak- and strong-field seeking states for the
left and right legs of figure 3-1. We have
S= 1 6 ) abO) 1 (I± 6 cb0) (3.114)
where + and -denote weak- and strong-field seeking, respectively. The R) states
where + and - denote weak- and strong-field seeking, respectively. The JR) states
are obtained by making the replacements labo) -+ IbaO), cbO) -+ IbcO), and 1 --+ Q2.
The corresponding eigenvalues are
E(O) 61 1 (3.115)
with the ER eigenvalues obtained by replacing Qr with Q 2. Notice that since Q > 61,
the weak- and strong-field seeking states are essentially the "1+)" states that we
had for the on-resonance large-Q adiabatic passage in section 3.4.2. The first-order
corrections to the strong-field seeking states are
L-(')) = 1 g  1 - 3 6 |bbl), R-(1)) =  1  g (1 3 61 bbl).
V21 Q 2 ,1 V2_ Q2 2 Q2)b
(3.116)
and the second order corrections are
-(21 g2  1 R - (O))+
2 Q"1 Q,1 - Q2'
2 1 2  1
R- (2)) i - 2 L-( 0 )) + .. . (3.117)2 Q2 Q1 - Q2
As in the previous detuning scheme, we see that the perturbation expansion is not
valid in the crossover region. The second-order perturbative effects become as large
as zeroth-order when
s- 1 g2  (3.118)
--
2 Q 02
Furthermore, recall that since our expressions for the IL) states (equation 3.114) used
the approximation that ,1 > 61, the expressions are not valid at the beginning of
the adiabatic passage when s < 61/, and the expressions for |R) are not valid at the
end of the adiabatic passage when (1 - s) < 61/Q. Therefore we still need to evaluate
the behavior of the system at the start and end of the adiabatic passage, and in the
crossover region.
At the start of the adiabatic passage, our adiabatic eigenvector 11) starts in the
state labO) with E1 (0) = -h6 1 . As Q1 begins to turn on, we can diagonalize the Q1
transition in terms of weak- and strong-field seeking states IW) and IS) (if < 61
then IS) _ IL) from equations 3.84, and if Q > 61 then IS) ~_ IL-) from equation
3.114). Then we evaluate the g-coupling to the state Ibbl). Because Es < -ht 1, the
transition to Ibbl) is always detuned by at least 61, and since g < 61, IS) is effectively
uncoupled from the rest of the system. Therefore as s increases, I1) essentially stays
in the state IS). Equivalently, as s progresses through the approximate interval
[0, 61/Q], abO) -+ IL-), with IL-) given by equation 3.114. By the same reasoning,
at the end of the adiabatic passage, as s progresses through the interval [1 - 61/, 1],
IR-) -+ IbaO).
This of course implies that if I1) is to evolve continuously from labO) to IbaO)
during the adiabatic passage interval, it must be the case that I1) evolves from IL-)
to IR-) in the crossover region. In figure 3-5, I have plotted the eigenvalue spectrum
for adiabatic passage with 61 = 10g, Q = 100g. Notice how well the spectrum is
described by the eigenvalues E ( ) , Ef ( ) given by equation 3.115, excepting the non-
crossing behavior at s = 1/2. This non-crossing behavior demonstrates that I1)
transforms in the desired fashion: I1) = IL-) for s < 1/2, and II) = ±IR-) for
s> 1/2.
I will not perform an analysis of the detailed behavior of the eigenvectors within
the crossover region, as was done for the previous detuned adiabatic passage scheme.
Rather, I will use order-of-magnitude arguments to determine the approximate adia-
bat analysis parameters T, Yh, and F . First we observe that the IcbO) component of
IL-) and the IbcO) component of IR-) are both of order 1, which implies that IL-)
and IR-) both couple to the Ibbl) state with Rabi frequency g. Because the IL-)
and IR-) states have energy E - -h2, the cavity is detuned by Q and therefore
the frequency shift obtained by g-coupling is Aw - g2/Q. This implies that in the
crossover region, where the g-coupling causes the non-crossing behavior, the Bohr
frequency is of this order. Therefore the time required for adiabatic passage within
the crossover region is Tc,,,oss /g 2 . For variable speed adiabatic passage, almost all
of the passage time is spent in the crossover region, so that T "~ T,,oss which implies
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Figure 3-5: Eigenvalue spectrum for 61 = 10g, Q = 100g. The solid line corresponds
to the adiabatic eigenvector. The ordinate units are w/g = E/(hg)
that -v - 1/g. For fixed speed, we have T - Tros/f, where f is the width of the
crossover region as a fraction of the total s interval [0, 1]. From equation 3.118, we
see that f = g2/ 2 , and we therefore obtain Tf = Q3 /g3 . Using equations 3.114 and
3.116 we can find the unstable state populations: Pe, 1, pc - 92/Q 2 . Then the
various figures of merit are
Q3 92 Q3
Fe,f 3 c,'f 2 - (3.119)
Q 9 2 Q g (3.120)
9 7 2 g Q*
As we might have expected, the performance for fixed speed adiabatic passage is very
poor, since the adiabat has a severe bottleneck in the crossover region. For variable
speed adiabatic passage, however, we see that in the limit as Q -+ oc, the adiabat
performs as another cavity dark state with F',v -+ 0 and Fe. -+ o00.
3.5 A True Cavity Dark State
All of the cavity dark states presented in the previous section have nonzero adiabatic
populations of the cavity photon state |bbl). None of these are "true" cavity dark
states, in the same sense that |D1) of equation 2.11 is a true atomic dark state:
they are not made invulnerable to cavity decay by taking the adiabatic limit ( - 00.
Rather, the cavity decay is reduced by some other variation of the control parameters:
Q -+ 0 for the on-resonance case, 61 -+ oc for the large laser detuning case, and Q - o00
for the medium laser detuning case.
In this section I describe a true cavity dark state, by presenting a scheme for
transfer from |ab0) to IbaO) for which the cavity photon number is 0 in the adiabatic
limit. This scheme does not employ the usual counterintuitive laser pulse sequence
that we have used up until now. Rather, it is a hybrid scheme using both nonadiabatic
laser pulses and an adiabatic variation of the standing wave pattern of the optical
resonator mode which couples to the atoms.
In general, the standing waves in a paraxial optical resonator look very much like
plane waves along the axis of the resonator, as we shall see in chapter 5. Therefore
the spatial dependence of the vacuum Rabi frequency is g(x) = go sin(kx), where x
is the position along the axis of the resonator (measured from the left mirror) and
k = 27/A is the wave number for the mode. Previously we have assumed that both
atoms couple to the cavity mode with the same Rabi frequency g. Now I will relax
this assumption and say that atoms 1 and 2 couple to the cavity mode with strengths
gl and g2, respectively. Then gl = go sin(kx) and g2 go sin(kx 2), where x1 and x 2
are the positions of the atoms along the axis of the cavity.
Having characterized the standing wave pattern of the resonator mode, the scheme
for transfer from lab0) to |ba0) now proceeds as follows:
1. Atom 1, in the state 1a), is placed at a position xz = 27rN/k, where N is an
integer. Then the atom is located at a node of the cavity mode so that gl = 0
and the atom does not couple to the mode. At the same time, atom 2 is placed
at a position x 2 = (2rM + r/2)/k, where M is an integer. The atom is at an
antinode of the cavity mode so that g2 g90 and the atom couples strongly to
the mode.
2. We apply a 7r-pulse of the Q1 laser field on atom 1. That is, we apply a laser
pulse of intensity Q and duration 7r/Q, so that the system makes the transition
JabO) -+ -ilcbO).
3. The next step is to perform an adiabatic transfer from IcbO) to IbcO). This is
achieved by shifting the positions of the atoms: xl - xi + 0/k, x2 -+ x 2 + 6/k,
where 0 = 0 at the beginning of the adiabatic passage, and 0 = /2 at the end
of the adiabatic passage. The shift can be implemented by either moving the
atoms, or by holding the atoms stationary and moving the cavity. If we shift the
atoms as shown above, the couplings to the modes are gi = go sin 0, g2 = go cos 0
and the adiabatic passage proceeds just as described in section 3.4.1 for a three-
level atom. Thus the state of the system evolves as -ilcbO) -+ -ilbcO).
4. Finally, we apply a 7r-pulse on atom 2 to achieve the transition -i bcO) -+ -IbaO)
and the transfer is complete. Notice that we pick up a phase shift of r during
the transfer; however, we pick up another 7 phase shift on the reverse transfer,
so this presents no difficulty.
I will assume that intense laser fields are used to achieve very rapid 7r-pulses in the
first and last steps, so that a negligible amount of decoherence occurs during these
steps. The decoherence effects are therefore simply obtained from the figures of merit
for the three-level adiabatic transfer from IcbO) to IbcO). These figures of merit are
readily obtained from the results in section 3.4.1. Using equation 3.63, we find that
(Pc) = 1/(2(2), which implies that (Pe) = 1 - 1/(2(2). Using T = 7r, we therefore find
that
1 11 7r (3.121)




In chapter 2 I introduced the Pellizzari scheme for quantum computation involving
single atoms mutually coupled to a quantized cavity mode and individually coupled
to laser fields. Adiabatic passage was used to transfer an arbitrary ground state
coherence from one atom to another:
(ala)1 + lb) 1) b)2 0O)c -+ Ib)l(aola)2 + P b) 2)10)c (4.1)
where 1 and 2 denote atoms 1 and 2, and c denotes the cavity. In the last chapter I
considered how decoherence and nonadiabaticity affect the reliability of this coherence
transfer.
Now suppose that instead of addressing single atoms with the laser fields, we
instead place the atoms in N-atom groups. Several groups of atoms are placed in the
cavity, where they mutually couple to a single quantized cavity mode, and each group
is addressed by a separate laser beam. I will show that adiabatic passage can then
be used to transfer ground state coherence according to
IS), lb... b )20)c - + Ib ... b)l|S)210)C (4.2)
where 1 and 2 now denote groups 1 and 2, Ib ... b) represents an N-atom state with all
atoms in level Ib), and IS) represents an arbitaray N-atom symmetric state of levels
la) and Ib) (in this context "symmetric" means that the state must be unchanged by
any permutation of the atoms within the group). Note that equation 4.2 is equivalent
to 4.1 when N = 1, as it must be.
In section 4.2, I will construct the Hamiltonian for our system of N-atom groups.
I will show that this Hamiltonian has N+1 atomic dark states; this is a generalization
of the N = 1 result from section 2.2, where we found two atomic dark states IDo) and
ID1) given by equations 2.10 and 2.11. If we perform adiabatic passage using these
N + 1 dark states, we can achieve the coherence transfer described by equation 4.2.
Of course, in order to evaluate whether these instantaneous eigenvectors are suit-
able for adiabatic passage, we need to consider the complete spectrum of the Hamil-
tonian. This allows us to address the possibility of eigenvalue degeneracy and obtain
minimum Bohr frequencies to determine the rate of adiabatic passage (see section
3.2). For our many-atom system, the Hamiltonian has a very large and complex
spectrum, and I have resorted to a numerical analysis of the eigenvalue problem.
Some results are presented in section 4.3.
In section 4.4, I consider what happens when we try to use the N-atom groups
as qubits for quantum computation. Recall that in section 2.2 we introduced (+)
sublevels for the atoms, in order to use the ground state coherence transfer of equation
4.1 to transfer qubits onto the same atom. I will show that the scheme breaks down for
N > 1 as soon as you try to entangle the qubits, which means that unfortunately, the
many-atom ground state coherence transfer is not useful for quantum computation.
Since this is the case, you might ask why I bother to include a chapter describing
many-atom coherent transfer in a thesis that is ostensibly about quantum computa-
tion. As explained in chapter 1, one of the goals of research in quantum computation
is to improve the technology of quantum control, i.e. the ability to construct and ma-
nipulate the states of a quantum system. Certainly quantum control needs to become
a mature engineering discipline before we can hope to build a practical quantum com-
puter. While the many-atom coherence transfer mechanism may not be interesting
in the particular context of quantum computation, it is interesting as a method of
quantum control.
It is also interesting as a method for the preparation of photon Fock (number)
states within the cavity. During the adiabatic transfer, the cavity contains a superpo-
sition of photon number states. The superposition can be controlled by varying the
intensities of the laser fields, or by choosing a particular starting state for the atoms
in group 1. This is described in section 4.5.
4.2 Many-Atom Dark States
We consider a system in which two groups of three-level atoms, with N atoms in each
group, are placed in a cavity and addressed with separate laser fields. The Ib) ++ Ic)
transitions for the atoms in both groups are coupled to the quantized cavity mode
with coupling strength (i.e. vacuum Rabi frequency) g. Note that all atoms must
couple to the same cavity mode with the same coupling strength. The a) -+ Ic)
transitions for the atoms in group 1 are coupled to a classical laser field with Rabi
frequency Q1, while the la) ++ Ic) transitions for the atoms in group 2 are coupled to
a classical laser field with Rabi frequency Q2. If we operate on resonance and work in
the interaction picture, the Hamiltonian is simply the direct sum, over the N atoms
in each group, of the N = 1 Hamiltonian from equation 2.9:
h 2 N
H,(t) = ~ {(( E (t)( ck)jj(ak+ ak)Jj(CkI) + g(ICk)j3 (bk& + Ibk),j(Ck t)}
j=1 k=l (4.3)
where the j index denotes group 1 or 2, and the k index denotes the number of the
atom within the group.
Given the symmetry of our system, in order to represent the state of either group
I will employ a basis of atomic states which are symmetric under exchange of atoms
within the group. An N-atom number state will be defined as
In an b c) = 1 nbn Pa ' "... anb ... bnbcl cnc) (4.4)
N n a!n b c p
where the ket on the right represents a state in the N-atom product basis with atoms
1 through na in state la), atoms na+l through na+nb in state Ib), and atoms na+nb+l
through na+nb+nc = N in state Ic). P is an operator which permutes the order of the
atoms; the sum is over all N! permutations of the atoms. Therefore Innbnc) is simply
the symmetrized state with nz atoms in state Ix). The combinatorial coefficient in
front of the sum over permutations is chosen so that the number states have the
orthonormality relation
(nanbc abI) = nn', 6nb f ,ncn,. (4.5)
Now that we have defined these basis states for a single group, the basis states for
the system will be of the form Inanbmc)1 n'c)2 Inp)c where 1, 2, and c represent the
states of group 1, group 2, and the cavity, respectively.
To see how the Hamiltonian operates on these basis states, consider what happens
when a group starts in the state nanbnc) and undergoes a stimulated absorption
transition a) - Ic):
nanbnc) E al '...' ai-ciai+ ... " anab ... bnb nc
b)na!nb!nc P i=1
S a nc a E P l "a, ana-lbl'". bnbCl" "c+l)
= + n .b - - 1 lf.bbnb c1c C+)
_nV/ na - 1)!nb!(nc + 1)! P a  bcl +l)
= m-V n a c l I a - 1, nb, nc + 1). (4.6)
Note that the combinatorial factors on the last line are the same as those obtained
with creation and annihilition operators, if you model the absorption transition by
"annihilating" an atom in state 1a) and "creating" an atom in state Ic). As a conse-
quence we can write the Hamiltonian of our system as
QH = (AtC+ A +Ci) Q 2 ( C2 + CA 2
h (BtC,at + BtC2at + CBa + CtB 2a) (4.7)
where St and Si are the creation and annihilation operators for an atom in state Is)
in group i, and at, a are the creation and annihilation operators for the quantized
cavity mode. Here is an example of how these operators act on the basis states for
our system:
BCat(| nanbrtc) In'n) In ))
= b l + ic + lIla, nb+1, c, 1)n'b 'c')IP + 1). (4.8)
This example of course represents stimulated emission |c) -+ 1b) in group 1, with the
photon emitted into the cavity.
As for N = 1, our Hamiltonian has a block-diagonal form and can be decomposed
into Jaynes-Cummings manifolds for different cavity photon numbers. For a basis
state |nanbnc) n nbn') Inp), we can define a manifold index
k a n + n + n + np = 2N- nb- nb + (4.9)
and we note that the Hamiltonian only couples basis states with the same manifold
index (if a photon is removed from the cavity, it must be absorbed by an atom in state
b)). Obviously, all of the basis states with a given manifold index k span a block-
diagonal subspace of the Hamiltonian. For transfer of ground state coherence as in
equation 4.2 we note that the initial and final states have np = 0 and nb+ n N,
which implies that the only manifolds we will need have k < N.
For k = 0 we have the trivial one-dimensional manifold { ONO) ONO) 10)}. For k =
1 we have the five-dimensional manifold { 1, N - 1, 0) ONO) 0), 10, N - 1, 1) ONO) 0),
ONO)I0NO)I1), IONO)IO, N- 1,1)10), 0N0)I1,N- 1, 0)0)}. Note that for N = 1
these give the two manifolds which are shown in figure 3-1. For general k < N,
we have a manifold of dimension Dk = (k + 4)!/(k!4!). This manifold contains the
k-photon state IONO)IONO)Ik) with all atoms in state Ib), as well as the zero-photon
states |i, N - i, 0)j, N - j, 0) 0), i + j = k, which have no component of the atomic
excited state Ic). It is useful to point out that manifolds with the same value of k but
different values of N have the same exact structure; the only difference is that the
transition strengths are multiplied by different combinatorial factors. For example,
the 5-D k = 1 manifold looks exactly like that shown in figure 3-1, but with g replaced
by vNg for arbitrary N.
For each manifold k < N, we can define an atomic dark state IDN,k) which is a
zero eigenstate of the Hamiltonian and has no component of Ic). The dark state is
defined as
k k )-i+ N! N!
DN,k(t)) E (--1)+J l(t)k-i 2 (t)k-gi i!(N -i) j!(N -)!
xli,N-i,0) j,N-j,0) k-i-j). (4.10)
It is easy to see that H(t) DN,k(t)) = 0 by applying equation 4.7 to equation 4.10.
Notice how the dark states for a given value of k but different values of N are identical,
except for combinatorial factors; this is consistent with my previous statement that
the manifolds with the same value of k have a similar structure. For N = 1, the two
dark states defined by equation 4.10 for k = 0, 1 are identical to the expressions for
the dark states IDo), ID1) from equations 2.10, 2.11. For N = 2 we have three dark
states, which can be written in the direct product basis as
1D2,0) = Ibb) bb) 0)
ID2 ,1) c Qlg(|ab) + Iba))Ibb)l0) + Q29bb)(lab) + Iba))|0) - QxQ 2 bb)lbb)l1)
ID2 ,2) (x Q2g 2 aa) bb)I0) + QOg 2 bb) aa) 0) + Q1Q 2g2 (lab) + Iba))(lab) + Iba))|0)
-Q 1Qg( ab) + Iba))|bb) 1)- i 2glbb)( ab) + Iba))I1)
+ Q2 1 bb) I bb) 2). (4.11)v1_2_ 1 2VV IL/
In particular, compare the k = 0 and 1 dark states to those for N = 1.
In the limit where Q2 > Q1, IDN,k) -+ Ik, N - k,0 )IONO)I0), while in the limit
where QR > Q2 , IDN,k) --+ IONO) k, N - k, 0)10). This implies that if we apply the
familiar counterintuitive laser pulse sequence, the instantaneous eigenstate IDN,k)
will evolve continuously from Ik, N - k, 0) IONO) 0) to IONO) k, N - k, 0)10). Let us
assume for now that we can perform adiabatic passage in the dark states IDN,k); I
will consider the validity of this assumption in the next section. Then suppose that
we prepare group 2 in the state IONO), and prepare group 1 in the state
N
IS) = ECklk, N - k, 0). (4.12)
k=0
This is an arbitrary symmetric state of levels la) and Ib) in group 1. If we then perform
a counterintuitive laser pulse sequence, the adiabatic passage proceeds as
IS)IONO) 0) = C| k, N - k, 0)IONO)I0)
--- Ck 0NO)k, N - k, 0)10) = IONO)IS)I0). (4.13)
We have therefore used the N + 1 atomic dark states to transfer the ground state
coherence from group 1 to group 2, as in equation 4.2.
4.3 Degeneracy and Adiabatic Passage
In the previous section I defined atomic dark states IDN,k) for our system of N-atom
groups in a cavity, and I showed how adiabatic passage in these dark states can be
used to achieve a remarkable many-atom ground state coherence transfer between
two groups of atoms. But I did not answer the question of whether our system
actually allows adiabatic passage in these dark states. Recall that in section 3.2 we
saw that if our instantaneous eigenstates Ij, t) and corresponding eigenvalues ,3(t)
are continuous functions of t, and if the eigenvalues remain distinct throughout the
adiabatic passage (ei(t) # cj(t) for i # j, so no "crossovers" are allowed), then we
can use the instantaneous eigenstates for adiabatic passage. Therefore to evaluate
the feasibility of adiabatic passage, we need to solve the eigenvalue problem for the
Hamiltonian.
Given the large dimensionality of our many-atom system, I have resorted to solv-
ing the eigenvalue problem numerically, choosing various typical values for Qt/g, N,
and k, and then attempting to infer general results. What I have found is that, for
on-resonance adiabatic passage, the system does not exhibit any eigenvalue-crossing
behavior, but E = 0 is degenerate when k > 1. The subspace of vectors with eigen-
value 0 has dimension greater than 1 when k > 1, and our atomic dark state IDN,k)
is just an arbitrary vector in this degenerate subspace. Below I have tabulated, for
various values of the manifold index k, the manifold dimensionality Dk and the zero-
eigenvalue degeneracy dk:
k 0 1 2 3 4 5 6 7 8 9 10 11
9Dk 1 5 15 35 70 126 210 330 495 715 1001 1365
dk 1 1 3 3 6 6 10 10 15 15 21 21
From this result it would appear that dk = (k + 2)(k + 4)/8 when k is even, and
dk = dk-1 when k is odd.
The fact that our atomic dark state is in a degenerate subspace, however, does
not necessarily preclude the possibility of adiabatic transfer. In section 3.2 I assumed
that there was no degeneracy, so that the projection operator onto the subspace
of eigenvalue ej(t) was simply Pj(t) = 1j,t)(j, t. Now suppose that we allow for
degenerate eigenvalues, and write H(t)|ja, t) = C,(t)ja, t) for 1 < a < dj, where dj
is the degeneracy of the eigenvalue. The instantaneous eigenvectors ja, t) form a
basis for the degenerate subspace of eigenvalue c, (t), and we can write the projection
operator onto this subspace as
Pi (t) a 7a, t)(Ja,7 t. (4.14)
a=l
Now the analysis proceeds just as in section 3.2: we write a, t) = A(t) ja, 0) where
A(t) is defined by equations 3.5 and 3.6. For the nondegenerate case, this implied
that the instantaneous eigenvectors must satisfy the constraint given by equation 3.7,
which specified a phase condition for the eigenvectors. When degenerate eigenvalues
are introduced, this constraint generalizes to
(ja, t 13,, t) = 0 (4.15)
for all a and a'. If our choice of instantaneous eigenvectors were not constrainted
by equation 4.15, then as t increases, and the subspace moves around within the
complete Hilbert space of the system, we could have chosen to have the instanta-
neous eigenvectors move about within the subspace in a completely arbitrary fashion.
Equation 4.15, however, requires that the instantaneous eigenvectors do not rotate
into each other as t increases. That is, the eigenvectors cannot move about inside the
subspace; they can only move about when "nudged" by the motion of the subspace
within the complete Hilbert space. The only arbitrariness left for the instantaneous
eigenvectors is in the choice of the initial vectors IJa, 0).
When "proper" instantaneous eigenvectors are chosen which satisfy equation 4.15,
then in the adiabatic limit the time evolution operator is
d3
U(t) |adiabatic ) , e-iod (t)/hja, t) (ja, 01. (4.16)
j a=1
Therefore, to evaluate adiabatic passage in a degenerate subspace, it is not sufficient to
simply obtain an arbitrary instantaneous eigenvector within the subspace, as we have
done with our atomic dark states. Rather, the adiabatic passage will only proceed
within a proper adiabatic eigenvector of the subspace.
For adiabatic passage in the degenerate zero-eigenvalue subspace of the (N, k)-
manifold for k > 1, I have found that the atomic dark state IDN,k) is not a proper adia-
batic eigenvector of the subspace. Remarkably, however, there still exists an adiabatic
eigenvector which evolves continuously from Ik, N - k, 0) 10NO)0) to IONO)lk, N -
k, 0)10), and therefore we can still achieve the adiabatic ground state coherence trans-
fer of equation 4.2. It is reasonable that such an eigenvector should exist when you
consider the crossover symmetry of the system: the system is unchanged if you si-
multaneously swap groups 1 and 2 and laser intensities Q1 and Q2 . If we define the
symmetry operator that swaps groups 1 and 2 as
n = n- = (IaOnbrc)bnc) I nc)) ((a rl(anbnc l(I )
ano,a ,-.. (4.17)
then the crossover symmetry of the system is represented by writing
IH(s)n- 1 = H(1 - s) (4.18)
where as in chapter 3, s E [0, 1] is the interval of adiabatic passage, and s = 1/2 is the
crossover point where Q1 = 2 = Q/v'. Then we can also show that nPj(s) - 1 =
Pj(1 - s) and HA(s) 1-1 = A(1 - s)At(1). Suppose that j = 0 for the zero-eigenvalue
subspace, so that 10a, s) is a basis of proper adiabatic eigenvectors for the subspace.
Then the crossover symmetry of the system implies that 10', s) = nl0O, 1 - s) also
form a basis of proper eigenvectors for the subspace. They are zero eigenvectors:
H(s) 10', s) = H(s)II0a, 1 - s) = II-1 H(1 - s) Oa, 1 - s) = 0; (4.19)
and they evolve according to the axis rotation operator A(s):
10', s) = Io0a, 1 - s) = IA(1 - s)II-1I|0, 0) = A(s)(Il0, 1)).
(4.20)
This last equation shows, as it must, that the new eigenvectors 10, s) differ from
10a, s) only in the choice of the initial vectors at s = 0. Using these two bases, we
can define proper adiabatic eigenvectors that are symmetric or antisymmetric under
a crossover symmetry transformation:
10 ) , s) o 10a, s) + II 0a, 1 - s). (4.21)
This definition immediately yields IOa) , s) = |0(O) , 1 - s). These vectors span
the subspace, so we can form a basis of proper adiabatic eigenvectors where each
eigenvector has either positive or negative crossover symmetry.
These results do not imply that the proper adiabatic eigenvector IPN,k, S) which
starts in the state Ik, N-k, 0)I0NO) 0) is necessarily either symmetric or antisymmet-
ric; the results merely imply that this is plausible by virtue of the crossover symmetry
of the system. By explicit numerical simulation for k = 2, 3, and 4 I have seen that
II PN,k, S) = -tIPN,k, 1 - S), so the eigenvector has positive crossover symmetry and
therefore allows for adiabatic transfer identical to that which we would have achieved
for adiabatic passage in the atomic dark state IDN,k, s). It is reasonable to conclude
that the same holds for any value of k. In figure 4-1 I have shown an example of
time evolution for N = 2, k = 2. I have plotted the probability that the system is
not in the exact atomic dark state from equation 4.10. Notice that this probability is
nonzero even in the exact adiabatic limit; this is a consequence of the fact that the
adiabatic eigenvector differs from the atomic dark state.
We have therefore seen that we can still achieve the adiabatic transfer of equation
4.2, although the adiabatic passage takes place in degenerate subspaces of the Hamil-
tonian, and it does not use the atomic dark states of equation 4.10. I will now proceed
to show that if we introduce a common-mode laser and cavity detuning, it is possible
to lift the degeneracy of the system, so that the atomic dark states are the only zero-
eigenvalue states. Then the adiabatic passage will proceed in the atomic dark states.
Of course, with either method we achieve the same ground-state coherence transfer,
so the choice of which method to use will depend on other considerations. For ex-
ample, the proper eigenvectors IPN,k) for degenerate on-resonance adiabatic passage
contain components of the atomic excited states; if we wish to make our coherence
transfer more resistant to spontaneous emission, it may be preferable to introduce a
detuning and use the exact atomic dark states. On the other hand, since a detuning
will generally decrease the Bohr frequencies of the system, detuned adiabatic pas-
sage may require a longer passage time, yielding larger decoherence effects so that
on-resonance degenerate adiabatic passage would perhaps be the better choice. A
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Figure 4-1: Adiabatic passage in a degenerate subspace: a plot of Pno = 1 -
I(DN,k I)1 2, the probability that the system is not in the exact atomic dark state, for
adiabatic transfer with N = 2, k = 2, Q = g, on resonance. The solid line is in the
exact adiabatic limit; the dashed line is for T = 250g - 1, and the dash-dotted line is
for T = 500g9-
determination of the optimal method for adiabatic passage will in general require a
figure-of-merit analysis as was oulined in chapter 3 for N = 1.
If we introduce a common-mode laser and cavity detuning (6 = 61 = 6,), the
Hamiltonian of the system will become
H = Ho + h6 (Cit + CoC2 (4.22)
where Ho is the on-resonance Hamiltonian of equation 4.7, and I am again using the
creation and annihilation operator notation for the atomic states. The atomic dark
states IDN,k) will remain zero eigenvalues of the system. On resonance, the other zero
eigenvalues contain components of the atomic excited states, and therefore they will
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Figure 4-2: A minimum Bohr frequency contour plot for N = 2,k = 2. The Bohr
frequency is in units of g.
degeneracy of the system.
In figure 4-2 I have shown the results of an eigenvalue analysis for N = 2, k = 2.
For a given choice of Q/g and 6/g, I have calculated the minimum Bohr frequency
Wmin, which is the smallest eigenvalue separation over the entire adiabatic passage
interval (wmin = 0 if there is an eigenvalue crossover). The structure of the Bohr
frequency contour plot can be briefly understood as follows. When 6 = 0 the eigen-
values are symmetric about 0: there are three eigenvectors with E = 0, six with
E < 0, and six with E > 0. As we begin to turn on a very small detuning, two of
the eigenvalues that were at E = 0 are shifted slightly positive, so that now there
are eight eigenvalues greater than 0, and six less than 0. When 6 is large compared
to Q and g, however, there are five eigenvalues right below 0, one exactly at 0, six
bunched around +h6, and three grouped around +2h6. Therefore it is clear that as
6 is increased from 0, one of the eigenvalues must cross from below to above 0. This
crossing behavior is responsible for the triangular white region on the right side of the
contour plot, where the crossover causes wmin = 0. The maximum Bohr frequency
peak below this triangular region corresponds to a situation where the detuning is
large enough so that the previously degenerate eigenvalues have been separated well
apart, but where the detuning is still small enough so that the eigenvalue which will
eventually cross 0 is still well below 0. In the white region on the left side of the
contour plot, there is no crossing behavior, but in the presense of the large detuning
the frequency separation for the six eigenvalues near 0 is of order {g, Q} 4/63 , so the
Bohr frequency becomes very small. A local maximum of the Bohr frequency appears
between the two triangular white regions; this corresponds to a situation where the
detuning is large enough so that the eigenvalue which just crossed over 0 is far enough
above 0, but where the detuning is still small enough so that the Bohr frequency is
not reduced by a large detuning.
The minimum Bohr frequency contour plots become increasingly complicated as
the manifold index k is increases: there are more eigenvalue crossing regions and
more local maxima of the Bohr frequency. Since the coherence transfer requires that
we perform simultaneous adiabatic passage in every manifold from k = 0 to N, it is
important to find a point in the (Q, 6) parameter space for which crossing is avoided
in every manifold. Given the intricate crossing band structure for the larger values of
k, it is likely that we will be required to use a large detuning so that we operate well
above all of the crossing regions for all manifolds. This will correspondingly reduce
the minimum Bohr frequency and therefore increase the time of adiabatic passage.
For larger k the crossing regions extend to larger 6, so the detuning will have to
increase as we increase N. Further study is required to characterize precisely how
the passage time increases for larger N, as this will determine the extent to which
decoherence inhibits successful adiabatic transfer.
Further investigations are also necessary for the on-resonance adiabatic transfer.
We must determine precisely how the proper adiabatic eigenvectors |PN,k) for the
degenerate subspaces differ from the atomic dark states IDN,k), especially with regards
to unstable state populations. We must also consider what minimum passage time
is required, by means of a minimum Bohr frequency analysis as for the detuned
case. This will allow for a comparison of resonant and detuned adiabatic passage to
determine which is more resistant to decoherence effects.
We see, therefore, that there is much more work to be done with regards to a
proper analysis of adiabatic passage in our many-atom system. In this section I
have merely shown that it is possible, in the absense of decoherence effects, to effect
the ground state coherence transfer of equation 4.2. I have not addressed whether
the scheme remains tenable when we introduce realistic physical parameters. To
proceed further, we must engage in the difficult task of systematically analyzing of
the eigenvalue problem for our many-dimensional system. This is beyond the scope
of the present thesis.
4.4 Quantum Computation with Groups
In section 2.2 I described how adiabatic passage could be used to achieve single-atom
ground state coherence transfer for three-level atoms. Then I introduced (±) sublevels
for the atoms and demonstrated how the ground state coherence transfer mechanism
could be used to transfer two qubits onto the same atom, so that a two-qubit gate
operation could be implemented as a single-atom operation.
Recall how this scheme is used to create an entanglement between two qubits. We
start with the system in a direct product state (a1 10) + /3 1 1))(a 2 o0) +P2|1))|0), where
10) and 11) correspond to atomic sublevels as in figure 2-1. It is easy to construct such
a state by optically pumping each three-level atom into its atomic dark state. Then
we apply the counterintuitive laser pulse sequence to achieve the adiabatic transfer
of both qubits onto the second atom:
(a1o0) + 1 11))(a210) + 2 11))10) -- 10)(1a2lO) + a)( 0) l 1) + 1212) + 31P2|3))10).
(4.23)
Next we apply a two-laser resonant Raman pulse to atom 2 to effect a two-bit gate
operation, such as the controlled-NOT:
10)(la210) + alP211) 2 + 31a2) 3!213))10)
-- 10)(aia210) + ax211) + 1a2|3) + P!1212))10). (4.24)
Finally, we apply reverse laser pulses to transfer the first qubit back to the first atom:
10) (a1c10) + ao13211) + a213) + 010212))10)
-4 (ala2100) + al3 2 101) + 31a2111) + 1/2110))10). (4.25)
The final state cannot be factored into a direct product state of the two atoms, so we
have succeeded in entangling the qubits.
Now suppose we attempt the same procedure with N-atom groups. Again, we
start by optically pumping the atoms of each group, so that each group is now in an
N-fold direct product of the single-atom dark state. Group 1 is in the state
IG1) = (a,110)1 + 01 11)1) - - (Ol I0)N + 1 1)s) = (a110) + 0/|1))
(4.26)
and group 2 is in the state |G2) =(a 2 10) + /32 1 ))ON. Equivalently, we can represent
the states of the groups as
N
)= i!(N - )! 2i, N - i, 0; 0, 0, 0)
z=0
N!
G2) = : 2N-i - !0, N - i, 0; 0, i, 0) (4.27)i=0
where the sums are over symmetric number states of the form Ina-nb-nc-; na+nb+fnc+),
with E n = N. For our system of N-atom groups with (±) sublevels, it can be shown
that there are (N + 1)2 atomic dark states similar to those of equation 4.10, which
allow for adiabatic transfer of the form
|i, N - i, 0; 0, 0, 0)10, j, 0; 0, N - j, 0)10) (4.28)
m=min(i,j)
-- + 0, N, O; 0,O, O)m,j-m,O;i -m,N - i - j +m, )).
m=max(0,i+j-N)
where 0 < {i,j} < N. When N = 1, this result is equivalent to that of equations
2.14-2.17. If we apply the counterintuitive laser pulse sequence to our direct-product
state, we then achieve the adiabatic transfer IGi) IG2 ) 0) -+ G') IG2) 0) where G'1) =
(10))ON and
IG') (a1 a 2 10) + a 1 32 11) + /3a 2 12 +12) 3I2 )® ON. (4.29)
Therefore we have succeeded in transferring our direct-product state of two qubits
onto group 2, in the form of an N-fold direct product over the atoms in the group.
So far everything has proceeded just as it did for N = 1.
We encounter a problem for N > 1, however, when we now try to entangle the
qubits with a two-bit gate operation on each atom in group 2. If we perform a gate
operation which does not entangle the qubits (for example, we could simply swap
the two bits, invert both bits, swap then invert, etc.), then we can apply the reverse
adiabatic transfer of equation 4.28 to return the first qubit to the first group, and
the system is in a new direct product qubit state. On the other hand, if we perform
a gate operation which would entangle the qubits (such as a controlled-NOT), then
we find that it is impossible to reverse the adiabatic transfer. The entangling gate
operation puts the system in state which cannot be written as a superposition of the
vectors on the right hand side of equation 4.28.
To see how this happens, consider the simplest case, N = 2. Once our direct
product two qubit state has been transferred to group 2, we apply a two-laser resonant
Raman pulse to each atom in group 2 to obtain the state IG") = (010) +(11)+ 2 2)+
3|3))® 2 . The i are arbitrary coefficients, so the state cannot in general be factored
as a direct product state of two qubits. Equation 4.28 gives us 9 different modes of
adiabatic transfer for N = 2, which can be written as
(1) : 100)100) - 100)100), (2) :100)11) - 00)111)
(3) : 111)100) - 100)122), (4) : 11)111) -- 100)133)
(5) : (101) + 110)) 00) - |00)(120) + 102))
(6) : (101) + l10))111) -s 00)(131) + 13))
(7) : 100)(101) + 110)) 1 00)(101) + 110))
(8) : 11)(101) + 110)) --+ 100)(123) + 32))
(9) : (101) + 110))(101) + 110)) -- 100)(130) + 103) + 112) + 21)). (4.30)
In order to use these adiabatic transfer modes to return the first qubit to atom 1,
we must be able to represet epres nt G") as a superposition of the vectors R), 1 i 9,
on the right hand sides of equations 4.30. This requires that J0oa = J162, which is
equivalent to the statement that we must be able to factor IG") as a direct product
of two qubits. Therefore our two bit gate operation cannot entangle the bits.
The vectors |Ri) are not a complete basis for the space of all symmetric states of
group 2. To span this space, we need the additional vector
|Rio) = 1 00)(130) + 103) - 112) - 121))l0)2
1 b-, b-)(la+, b-) + lb-, a+) - la-, b+) - b+, a-))10). (4.31)
This vector is part of a two-state manifold: it couples to the atomic excited state
Elo) = lb-, b-)(lc+, b-) + lb-, c) - c-, b+) - b+, c-)) 10)2
(4.32)
with coupling strength Q2. If we perform a two-bit gate operation that does entangle
the bits, and then try to perform the reverse adiabatic transfer, the starting state will
include a component of Rio). As the other components evolve adiabatically, the Rio)
component will undergo rapid Rabi-flopping into the state |Elo) and back. Unlike
the components that evolve by the adiabatic transfer modes, the IR1o) component
does not evolve into a state with both groups in sublevels 10) and 11), and therefore
cannot be interpreted in terms of qubit states for the groups. Therefore our attempt
to entangle the qubits from the two groups produces a meaningless result.
Our attempt to use many-atom groups for quantum computation failed because
we tried to entangle the groups without entangling the atoms within the groups, an
intrinsically impossible task. We tried to represent a single qubit state a|0) + Pf 1) by
optically pumping a group of atoms to produce the state (.c10) + |1 1 ))®N. Then we
tried to entangle two qubits, each represented by one of these N-fold direct products
of single-atom states. This would require somehow being able to entangle any atom in
group 1 with any atom in group 2, without entangling the state of an atom in either
group with other atoms in the same group. This cannot be done. For suppose that
we wanted to have the two groups represent the entangled state 101) + 110). Then if
we perform a measurement of an atom in group 1 and find that it is in the state 10),
a subsequent measurement of an atom in group 2 should yield the state 11), while a
subsequent measurement of another atom in group 1 should yield the state 10). Thus
a measurement of the state of one atom in group 1 determines the state of another
atom in group 1, so the two atoms must be entangled.
There is another, essentially equivalent, way to see why our many-atom quantum
computation scheme failed. We cannot represent the qubit state a10) + /11) by the
N-fold direct product (a10) + /31))®" because this is not a linear representation: if
O0(R)) is the representation for the qubit state 10), and 1(R)) is the representation
for the qubit state I1), then the representation for the qubit state a10) + |11) must
be a1 0 (R)) +/1 i(R)). This does not hold for the direct product representation. It is
better to choose 10(R)) = (10 ))QN, 11(R)) = (11))®N, in which case the representation of
a general qubit state is a..- ... 0)+/1 - .. 1). Of course, using this maximally entangled
N-atom state to represent a single qubit is quite impractical: we would need another
quantum computer just to build a qubit for one group. However, it is interesting to
note that with this representation, we can use the four adiabatic transfer modes of
equation 4.28 with (i,j) = {(0,0), (0, N), (N, 0), (N, N)} (for N = 2, these are the
first four modes in equations 4.30) to successfully perform quantum computation in
precisely the same way as it was done for N = 1 with the four adiabatic transfer
modes of equations 2.14-2.17.
4.5 Preparing Photonic Fock States
In this final section, I will drop the (±) sublevels from the previous section, and
describe how adiabatic passage in the atomic dark states of equation 4.10 can be
used to create interesting superpositions of photon number states within the cavity.
To this end, suppose that we start with two N-atom groups. To prepare them in
an initial state I0o), we optically pump all of the atoms in group 2 into level Ib), and
optically pump the atoms in group 1 into a superposition of levels la) and Ib):
Io) = (ala) +/31b))N Ib •  b)10)
.  
(4.33)
This state can also be written as
No N!
Io) = ZkN-k k!(N- k)!Ik N - k, 0) ONO)0)
k=O
NN!
= kN-k !(N - k)!DNk s = 0). (4.34)
If we therefore apply the counterintuitive pulse sequence, and impose a common-mode
laser and cavity detuning to lift the degeneracy of the zero eigenvalue, the system will
evolve adiabatically in the atomic dark states. Notice from equation 4.10 that if we
use strong laser fields, so that R1, Q2 >> V g, then the dark state is dominated by
the i = j = 0 term, so that |DN,k) _ ON0)IONO)|k). Therefore if Q > Ng, then
during most of the adiabatic passage interval the system will be in the state
N
)1,Q2>N9 |-0NO)|0NO) ak Nk k!(N - k)! ]k) (4.35)
We see that all of the atoms are in level Ib), and the cavity contains a superposition
of photon number states.
For this cavity photon state, the probability that the cavity contains k photons is
N!
Pk = (a*a)k(* )N-k - . (4.36)k!(N - k)!
If a*a = p*p = 1/2, then Pk is simply the binomial distribution. In general, the
probability distribution is equivalent to that of a Bernoulli process with a biased
coin: Pk is the probability of tossing k heads out of N coin tosses when Pheads = a*a,
Ptails = 3*0. If a = 1 then the cavity is in a Fock state, or photon number state, with
N photons in the cavity. Notice that for N = 1, this corresponds to the large-Q on-
resonance adiabatic passage considered in section 3.4.2, where we found that during





In the previous chapters I have presented a rather formal analysis of a cavity QED
scheme for quantum computation. I have not discussed, for example, what typical
values we can expect for the physical parameters of the system (g, y, and K), param-
eters which in general will depend on resonator mode geometry, cavity finesse, and
atomic dipole strength. I have assumed that we will have no trouble in coupling our
atoms to a single cavity mode, despite the fact that a realistic cavity may support
multiple degenerate modes, all of which might couple to the atoms. And I have not
bothered to consider how, in practical terms, we intend to place atoms within our
optical resonator and individually address them with laser beams; up to this point
it has been sufficient to just suppose that the atoms are spatially separated at fixed
positions inside the cavity. These implementation issues, which have been previously
swept under the rug, will now be addressed.
In section 5.2, I will briefly review the quantization of electromagnetic field modes
in an optical resonator, to show how the vacuum Rabi frequency g is related to the
geometry of a particular mode. Then I will consider a generic optical cavity, an open
resonator with spherical mirrors, for which the confined modes are paraxial Gaussian
beams [18]. We will see that a large g can be obtained by using either a microcavity, in
which case the total volume of the cavity is small, or a near-concentric cavity, in which
case the Gaussian beam is focused very tightly at the center of the cavity. In this
section I will also discuss how we calculate the decay rates: the spontaneous emission
rate 7 is assumed to be approximately equal to the rate in free space, determined
from the atomic electric dipole moment by the Wigner-Weisskopf theorem [3], while
the cavity decay rate K is determined from the cavity length and the "loss per pass"
due to reflection loss and the presense of scattering centers or lenslike elements within
the cavity [18].
In section 5.3 I will consider what happens if we attempt to perform ground state
coherence transfer when the atoms are coupled to multiple degenerate cavity modes.
We shall see that the adiabatic passage proceeds as usual only if the atoms couple
to the same "effective mode" of the cavity. I will also consider how we deal with the
especially important case of degeneracy that results from the two allowed transverse
polarizations for every frequency.
Finally, I will consider how we place the atoms in the cavity and individually
address them with the laser fields. We could try to achieve this by placing individual
atoms in spatially separated optical traps. Alternatively, the atoms could be lodged
in a crystal lattice, so that their atomic transition frequencies are shifted by inhomo-
geneous broadening and the atoms are individually addressed by means of spectral
rather than spatial selectivity. I will consider the latter scheme in section 5.4.
5.2 Optical Cavity Resonators
The vacuum Rabi frequency g for coupling of an atom to a quantized electromagnetic
field mode in a cavity will in general depend on the electric dipole moment of the atom
and on the geometry of the field mode. The coupling g will have a spatial variation
as a result of the standing wave pattern of the mode (recall that we exploited this
feature for the true cavity dark state of section 3.5). To see how this works, I will
briefly review the quantization of the electromagnetic field in a cavity. Suppose we
start by writing the fields in the cavity as superpositions of normal modes [18]:
E(r,t) = 1 p l (t)F,(r), B(r,t) = p-owlqt(t)G 1(r) (5.1)
where Fl and G, are a complete set of orthonormal functions
f F,(r)- Fm(r)dV = f G(r) - Gm(r)dV = 6m (5.2)
which satisfy Maxwell's equations for normal modes:
Vx Fl = kG, Vx G, = klF (5.3)
with k = w/c. Then the Hamiltonian for the electromagnetic field in the cavity is
HEM = - o -E + B - B dV = p2 + -1 ) . (5.4)
Recognizing q, and pi as canonically conjugate variables, we can quantize the sys-
tem by promoting them to operators obeying the canonical commutation relation
[q, Pm] = ih6im. Then the Hamiltonian is just a sum over modes of the quantum
mechanical simple harmonic oscillator Hamiltonian. We introduce the usual creation
and annihilation operators
at -i-Z ,at - (q + (i -P (5.5)1 2t w 2Wl
with [al, at] = 6im, so that
HEM wi (ta + (5.6)
The usual interpretation of this result is to say that at and a, create and destroy,
respectively, a photon in mode 1 which has energy hwo. Working in the radiation
gauge with D = 0, V - A = 0, and using equations 5.1, 5.3, and 5.5, we obtain the
field operator for the vector potential:
A(r) = a 2 ( + at) F (r). (5.7)
If we couple this vector potential to an electron, we have an interaction Hamiltonian
Hint = A -p 4 -iqwegA - r (5.8)
m
where weg is the atomic transition frequency, and the arrow denotes an equivalence
only for matrix elements between ground and excited atomic states [5]. If we consider
just a single mode with frequency w . weg, we have
Hi = (a + at) F(r) - f (5.9)
where L = qr is the atomic electric dipole moment operator. The vacuum Rabi
frequency g is defined such that the interaction Hamiltonian has the form
Hint = hg (|e)(gla + Ig)(elat) (5.10)
for coupling to an atomic transition between a ground state |g) and an excited state
le). This implies that
g(r) = IF(r) e (5.11)
where Pleg is the dipole matrix element for the atomic transition in question. Notice
that g is proportional to the electric dipole moment of the atom. I have chosen to
represent g as in equation 5.11 in order to separate out the mode density factor IF(r)l,
which depends exclusively on the geometry of the cavity and characterizes the spatial
structure of the mode. For an infinitesimal volume element dV, IF(r) 2 dV is the
fraction of the total mode energy which can be found in a volume dV around the
point r.
With this result in hand, we can now proceed to calculate g for modes of a typ-
ical optical resonator. An optical resonator generally consists of a pair of opposing
spherical reflectors. Let the centers of curvature of the two mirrors lie along the z
axis. I will assume that the resonator is symmetric so that each mirror has radius
of curvature R, and let I represent the length of the cavity along the z-axis, with
z = 0 at the exact center of the cavity. We will be interested in paraxial modes of this
cavity, for which normals to the wavefronts of the modes have only a small angular
deviation from the z direction. The mode will therefore be confined to a narrow beam
along the axis of the resonator.
Thus we seek solutions to Maxwell's equations in free space which take the form
of narrow beams with spherical wavefronts. If we can align a phase front of the beam
with the spherical mirror surface, then the beam will reflect back exactly on itself,
establishing a stable standing wave mode in the resonator (if a phase condition is
satisfied so that the reflecting waves do not destructively interfere). The solution
that we will use is that of a Hermite-Gaussian beam [18]. A propagating Gaussian
beam with a minimum beam radius of Po at z = 0 is given by
Emn(r) = Eo -P Hm H [v' exp [- 2 2
p(z) p(z) p(z) p2(Z)
X 2 + y2 ]
x exp -ik 2- 2 - ikz + i(l + m + 1)7(z) (5.12)
where the beam radius is
Z ]1/2 p2
p(z) = po I+ Zo=- -- kp , (5.13)
the radius of curvature of the wavefronts is
R (z) = (z 2 + z2) , (5.14)z
and Tj(z) = tan-l(z/zo) is a phase factor. Hm is the Hermite polynomial of order m;
usually we will only be interested in the lowest order Eo Gaussian beam, for which
Ho = 1. The beam width is narrowest at the waist of the beam, at z = 0, where the
beam wavefronts are planar. For |zl > zo, the beam radius is p(z) 2 polzl/zo and
the radius of curvature of the wavefronts is R(z) _ z. Thus for large negative z, we
essentially have spherical waves converging on the origin, but confined to a cone of
half-angle 0 beam = tan-1 (A/(7po)) along the z axis. Similarly, for large positive z, we
have spherical waves radiating away from the origin in a cone of the same half-angle.
The Gaussian beam solution is only an approximate solution of Maxwell's equa-
tions. The solution is valid when (d0/0z) < kV where / = Elme +ikz. In other words,
the "envelope" of the e-ikz plane wave must not vary significantly over a wavelength.
Therefore we must have z0o > A, which implies that po > A: the beam cannot be nar-
rowed to a width as small as the beam wavelength. This also implies that 0 beam < 1,
which we recognize as the condition that the beam is paraxial.
It is now a simple matter to obtain standing-wave Gaussian wave modes for our
optical resonator. We simply impose the condition that R(±1/2) = R, so that when
the beam is incident on either mirror, the radius of curvature of the beam wavefronts
matches that of the mirror and the beam is reflected back exactly upon itself [18].
Then we find that the beams widths po and pi at the center and edges of the cavity,
respectively, are
= (A 1/2  1/4 (A)/
2  (1/2)R 2  1/4
r 2 2 x P1 IR - (1/2)]
(5.15)
The standing wave mode is formed by superimposing counterpropagating travelling-
wave beams, so that the second exponential of equation 5.12 is replaced by cos or
sin. Imposing the condition that E must vanish at the reflection surfaces then implies
that k must satisfy
kl-2(m + n + 1)tan- 1 ( qx (5.16)
where q is an integer. For odd values of q, we have an even (cos) standing wave mode,
while for even values we have an odd (sin) mode.
Now that we have determined the modes for our optical resonator, we need to
calculate the mode density factor F(r), in order to find the vacuum Rabi frequency g
by equation 5.11. This requires obtaining the integral of E , over the volume of the
cavity. I will first calculate this integral for a travelling-wave Gaussian beam satisfying
equation 5.15, and then I will explain why we get the same result when we integrate
the standing-wave beam. For the travelling-wave beam, suppose we integrate the
time-averaged quantity (Em ) over the entire the z = 0 plane. We obtain
Sdxdy(E ,(z = 0))
-E fdxdyH x H][1 exp 22Y2]
2po PO PO
- E2 p m!n!2mn"-2  (5.17)
where the factor of 1/2 on the second line results from the time-averaging. Now
consider that by virtue of energy conservation, the average energy contained within
a length dz along the waist of a travelling-wave Gaussian beam (at z = 0) must
equal the average energy contained within a shell of thickness dz along any spherical
wavefront of the beam. Therefore integrating (E2,) over the entire cavity volume is
achieved simply by writing
(Emn)dV -  -+12 dz dxdy(E.n(z - 0))= 0rEp2m!n!2 m + n - 2
/(5.18)
The same result holds for integration of the standing wave modes. In this case, of
course, there is no time-averaging since the mode is by definition stationary. However,
we end up integrating cos 2 kz or sin 2 kz along the z axis to obtain 1/2, so we still obtain
a factor of 1/2. Now the factor results not from time-averaging, but rather from a
spatial average over the standing wave pattern of the mode.
Now the mode density factor for a cavity mode is given by
Fmn(r) = 1 p()\ VH!2 m +  m  H exp p-2 () 
x os k 2 ( + kz - (m + n + 1)r(z) (5.19)
Hereafter I will only consider the Foo mode. The atoms need to be placed in the
"active volume" of the cavity where the atom-cavity coupling is strong. This occurs
at the waist of the mode, which has a width po and a length of order z0o (z0o is defined
in equation 5.13). Within the waist, Foo essentially consists of a plane wave confined
to a tube. The maximum of F occurs at the sinusoid peaks along the beam waist
and has the value
4 1 25/ 4  1
Fmax V _ _ (5.20)Fma = poV /X 13/4 (R - 1/2)1/4
From this result we can see directly how the geometry of the cavity determines the
maximum value of g. We can obtain a large atom-cavity coupling by making either
1 or (R - 1/2) small. In general we cannot make both quantities small, since there is
a lower limit on R (say, centimeter-scale) for high precision, high reflectivity mirrors.
We are left with the option of either using a nearly planar microcavity, with 1 on the
order of a few wavelengths, or a near concentric centimeter-length cavity for which
1/2 = R - e, with c on the order of a wavelength or less.
For the microcavity approach, we obtain a large g by virtue of the fact that the
total volume of the cavity is very small. The ratio of the beam radius at the mirrors to
that at the center is pl/Po = R/(R - 1/2) 1, and since z0o = 0(1/2)(R - 1/2) > 1,
to a good approximation we can write
2+y2 J cos(kz) (5.21)
F(r) Fmax exp X x s(kz) (5.21)
PO sin(kz)
We see that the nearly planar microcavity contains just the waist region of a Gaussian
beam, where the mode is simply a plane wave confined to a tube. Notice that therefore
g is large over the entire length of the cavity. The width of the mode is Po V(1R) 1/ 4
so the total mode volume is V - Al3/2R1 /2 . Since for a plane wave of volume V we
have Fmax - 1/v/-V, g will increase as 1/13/4 as we reduce the cavity length.
For a nearly concentric cavity, we obtain a large g because the mirrors focus the
mode to a very narrow waist. The atom-cavity coupling is large in the waist region,
but small everywhere else. If 1/2 = R - c, with < 1, R, then the beam width at the
waist of the mode is Po 2 (A/7-)1/ 2R 1 /4f 1/4 . Suppose we choose po = aA, with a > 1
to satisfy the paraxial beam condition. Then we find that c = 72a4A2 /R; if we choose
a < 10 and suppose that A/R - 10- 4 , this implies that c needs to be on the order of
a wavelength or less. The beam width at the mirrors is pl = R/(ira). The length of
the waist along the z-axis is z 0 -2lr 2A < 1, so the large coupling only extends over
a small "active region" of volume V N a4A3 at the center of the cavity. Within this
region, of course, we have
2 1 2 1 1
Fmax = - (5.22)
Since the width of the active region is fundamentally limited by the paraxial condition
(this is essentially a diffraction limit), we see that if we increase the size of our near-
concentric cavity, g will fall off as i/v/1.
I will now present an explicit example using these results. Let us consider the
cesium (6S 1 /2 , F = 4, mF = 4) -+ (6P 3/2, F = 4, mF = 5) transition, for which
A = 852 nm, and y/(27r) = 5.2 MHz, where y is the spontaneous emission rate for
the transition. The Wigner-Weisskopf theory of spontaneous emission [3] allows us
to relate these quantities to the dipole moment matrix element p for the transition,
by means of
S 1 43P2  (5.23)
47Tc0 3hc3
from which we obtain p = 2.68 x 10-29 C.m. A state-of-the-art microcavity con-
structed by Kimble et al [14] has 1 = 10.1 pm, R = 10 cm. The beam width at
the center of the cavity is po = 14 pm, and the variation of the beam width over the
length of the cavity is negligible ( (pll/po- 1) _ 2.5 x 10-5). Substituting the numbers
into equations 5.20 and 5.11, we find that gmax/(27) _ 240 MHz. Alternatively, we
can choose to use a near-concentric cavity: suppose we let R = 2.5 cm and a = 5,
so that po = cA = 4.26 pm. The length of the active region is zo = 67 pm so that
zo/ 1 - 10- 3 . The beam width at the mirrors is Pi = 1.6 mm, and the cavity length
variation from the exactly concentric configuration is E = 0.21A = 179 nm. For this
cavity we obtain gmax/(27) - 10.9 MHz. For R = 1 cm and a = 5, we would have
the same active volume with gmax/(27r) = 17.2 MHz.
It is clear from this example that the largest g is obtained with a microcavity,
since the near-concentric cavities must be built at a larger length scale to match the
radius of curvature of the mirrors. There is a tradeoff, however: a shorter-length
cavity suffers from a faster rate of cavity decay. I will now proceed to describe how
we model this decay.
The loss mechanisms in an optical resonator are typically characterized by a "loss
per pass" parameter L: if we treat the stationary cavity mode as a propagating
beam that is bouncing back and forth between the mirrors, L is the fractional loss
in intensity after the beam has made one pass through the cavity (by "one pass" I
mean that the beam has travelled a distance 1, from one mirror to the other). Then
the fractional loss of intensity per unit time is cL/1, so that
d = -L(t) (5.24)
dt I
where . is the total energy in the mode. Since E = hw(n), where n is the number
of photons in the mode, we recognize K = cL/1 as the decay rate for the photon
population.
There are several decay mechanisms which typically contribute to the loss per
pass [18]. The first is loss resulting from nonperfect reflection from the mirrors. If
our resonator has a finesse T - 7rv/-i/(1 - R), where R is the reflectivity of each
mirror, then the loss per pass that results from nonperfect reflection is 7r/ (assuming
F > 1). A second effect is that of absorption by or scattering from material which
has been placed inside the cavity (such as a crystal of SHB material). Absorption
should not be an issue: for our quantum computation scheme, only the two atoms
which are addressed with laser beams during a particular adiabatic passage should be
able to absorb a cavity photon; all of the other atoms will be in "storage sublevels"
which are not coupled to the cavity mode. Scattering should not be a significant
effect, since any material placed in the cavity will be optically thin. There is also a
possibility of diffraction loss if the cavity does not properly confine the mode: this is
possible if there are lenslike elements within the cavity which distort the shape of the
mode, or if the mode "spills over" the finite dimension of the reflecting mirrors. The
former can be repaired with corrective lenses in the cavity, while the latter should not
be a significant effect for our TEMoo mode; the higher order modes extend farther
from the cavity axis and suffer greater diffraction loss.
Therefore I will assume that the loss per pass is dominated by the reflection
loss, and write r, = 7rc/(1.), where .F is the cavity finesse. The loss per pass is
independent of the cavity length 1, and therefore r is inversely proportional to 1.
Since g - 1/13/4 for a microcavity, we see that as the length of reduced, although g
will increase it will eventually be overpowered by a large K. For a centimeter-length
near-concentric cavity, however, we have g - 1/11/2, so as g decreases it nevertheless
begins to dominate ri. The microcavity constructed by Kimble et al [14] has a finesse
of 1.8 x 105. With I = 10.1 /am, this yields K/(27r) = 80 MHz. On the other hand, for
a near-concentric cavity with R = 2.5 cm and the same mirror finesse, we have 1 = 5
cm and therefore i/(2r) = 16.7 kHz. For the R = 1 cm cavity, ,/(27) = 41.8 kHz.
Compare these rates to the values we previously obtained for 'y and g.
5.3 Degenerate Cavity Modes
In this section I describe how the ground state coherence transfer mechanism is af-
fected if the atoms involved in the transfer are coupled to multiple degenerate cavity




Figure 5-1: A schematic of the cavity QED system for coupling to multiple degenerate
cavity modes.
1 = R, in which case the higher-order Hermite-Gaussian modes are degenerate with
the lowest order TEMoo mode. The most important case of mode degeneracy, however,
results from the fact that every allowed frequency has two TEM modes corresponding
to the two transverse polarizations of the beam. My analysis is based upon results
obtained by Chris Fang-Yen [17] for two-level atoms in a degenerate optical resonator.
Figure 5-1 shows the general situation of coupling to N degenerate modes. The
states of the cavity are 10), the state with no photons in the cavity, and Ilk), the
state with one photon in mode k with every other mode unpopulated. Atoms 1 and
2 couple to mode k with vacuum Rabi frequencies gk1 and gk2, respectively.
Notice that this system has N degenerate atomic dark states of eigenvalue zero,
which can be written as
IDk) OC Q 2g9klabO) + Qlgk2IbaO) - QlQ 2 bblk). (5.25)
These dark states are not orthogonal, but they are linearly independent (except when
21 = 0 or 22 = 0) and therefore span the N-dimensional subspace of degenerate zero
eigenvalues. Recall that in section 4.3 we evaluated adiabatic passage in a degenerate
subspace, for the case of ground state coherence transfer between N-atom groups. A
cb0
0 0
similar analysis is required for the present situation: in order to see what happens
when we attempt to perform the usual adiabatic counterintuitive laser pulse sequence,
we need to find the "proper" adiabatic eigenvector which starts in the state |abO)
and which does not rotate within the subspace as the adiabatic passage proceeds.
The ground state coherence transfer will only be successful if this proper adiabatic
eigenvector evolves into the state |baO) at the end of the adiabatic passage.
It is easy to see, of course, that the coherence transfer will not succeed for arbitrary
couplings gkl and gk2. For suppose the cavity supports two degenerate modes, and
atom 1 couples only to first mode, while atom 2 couples only to the second. Then of
course it is impossible to transfer any coherence from the first atom to the second;
the situation is identical to that in which each atom is placed in a separate cavity, so
that each atom evolves independently of the other.
The ground state coherence transfer does proceed successfully if gk2 = agkl, where
a is a constant independent of k; in other words, if the relative strengths of the
couplings to the various degenerate modes are the same for both atoms. In this case
it can be seen that the time evolution operator only connects labO) and |baO) to a
single populated cavity state
bbleg) = gkl bblk) (5.26)
k 
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where g2 = gi* This implies that the proper dark state for adiabatic passage is
ID) = Q2glabO) + QlaglbaO) - QlQ2 bblef). (5.27)
There are N - 1 other dark states which are superpositions of the states Ibblk).
These are constant eigenstates, independent of Q1 and 22, and therefore they are
proper eigenstates for the degenerate subspace. Adiabatic passage succeeds in this
case because although there are many degenerate modes in the cavity, atoms 1 and 2
are both coupled to the same mode with coupling strengths g and ag, respectively.
Because there are N degenerate modes, the choice of a particular basis of modes is
arbitrary; if gk2 = agkl for our basis of modes k, we can choose another basis of
modes k for which gl = g, gi 2 = ag, while gkl = gk2 = 0 for k > 1. Then each atom
only couples to the mode 1, and we can treat the cavity as containing only this single
mode, as we have done in previous chapters. The other N - 1 cavity modes k, k > 1
are uncoupled and remain unpopulated during the adiabatic passage.
In general, however, the two atoms will couple to different modes of the cavity.
Numerical simulations of adiabatic passage in the multimode cavity have shown that
the adiabatic passage from lab0) to lbaO) is only exact when the atoms couple to the
same mode. If they couple to two different modes, the probability
Perror = lim I(ba 0~(s = 1))12 (5.28)T--oo
that the system does not evolve adiabatically into the desired final state will depend
on the degree of difference between the two modes. If the modes are orthogonal
or nearly orthogonal, then 1 - Perror < 1. If the modes are nearly parallel, then
Perror < 1.
When the degenerate cavity modes correspond to different spatial modes (as for
the confocal resonator, where the degenerate modes are Hermite-Gaussian beams of
various orders), then the relative strengths of the couplings to the different modes
will depend on the position of each atom within the cavity. Therefore if the atoms
are to couple to the same effective mode, the positions of the two atoms must be
chosen carefully. For example, if one atom is at an antinode of a particular mode,
then the other atom must also be at an antinode of the same mode. For this reason
it is unlikely that the use of degenerate spatial modes is practical.
If the degenerate modes correspond to the two transverse polarizations of the
same spatial mode, then the relative strengths of the couplings to the two modes are
the same regardless of the position of each atom. Then the atomic selection rules
can be used to require that both atoms couple to the same mode. For example, for
both atoms we could let la) and Ib) be Zeeman ground state levels with magnetic
quantum numbers mz = -1 and 0, respectively, coupled to the excited state 1c) with
mz = 0. Then the la) -+ Ic) transition can be coupled to a a+-polarized laser beam
propagating in the +z direction, and if the cavity lies along the x axis, the Ib) -+ Ic)
transition will be coupled to the 7r-polarized cavity mode which has the electric field
vector in the z direction. The other polarization of the cavity mode, which has the
electric field vector in the y direction, will not couple the Ib) -- Ic) transition. It could
couple the a) -+ Ic) transition, but we can disallow this by requiring that the ground
state levels are nondegenerate (perhaps by applying an external magnetic field). Then
if the cavity is resonant for Ib) -+ Ic), it will not be resonant for la) -+ Ic), and the
y-polarized cavity mode is decoupled by frequency selectivity.
An alternative way to solve the problem of polarization degeneracy is to build
a cavity which only allows one polarization. This can be done by introducing a
polarizing element (such as a Brewster window [19]) inside the cavity, so that one
polarized beam is confined to the cavity, but the other is not.
5.4 A Spectral Hole Burning Scheme
In this final section I will consider a scheme for cavity QED quantum computation
with an inhomogeneously broadened medium. In this scheme the qubits are spectral
holes of the medium. Previously we assumed that our cavity contained spatially sep-
arated atoms, so that we could select two atoms for a coherence transfer by directing
spatially separated laser beams at the locations of the chosen atoms. With an inho-
mogeneously broadened medium, we use spectral rather than spatial selectivity: we
select two spectral holes for a coherence transfer by tuning the cavity mode frequency
and applying two spatially overlapping laser beams of different frequencies.
The material I will consider is a spectral hole burning crystal of Pr:Y 2SiO 3. Al-
though I will describe the cavity QED scheme using this particular material, the
results should readily generalize to other inhomogenously broadened media with sim-
ilar transition manifolds and energy levels. The method I describe here was originally
developed, in a slightly different form, by Philip Hemmer and Selim Shahriar [23],
with additional work characterizing the spectral hole burning properties of Pr:YSO
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Figure 5-2: Ground and excited state magnetic sublevels for the 605 nm optical
transition of a free Pr3+ ion.
carried out by Byoung S. Ham [22]. To proceed, we first consider the magnetic sub-
level manifold for the relevent optical transition of the Pr3+ ion, as shown in figure
5-2. The transitions shown are electric dipole transitions corresponding to a free ion,
so the diagram can only be considered approximate for describing the Pr ion in YSO.
At low temperatures (- 40K), the optical transition is inhomogeneously broadened,
with a linewidth of about 4 GHz. The intrinsic homegeneous width is near 1 kHz,
but the effective width is usually about 0.1 - 1 MHz as determined from laser jitter
and the Fourier transform width of the applied optical pulses. This linewidth is more
than adequate to resolve the transitions between the various sublevels of figure 5-2.
Moreover, I will assume the linewidth is narrow enough to resolve spectral holes con-
taining single Pr ions, so that spectral selectivity can be used to single out individial
ions for a coherence transfer (later on I will address the validity of this assumption).
Now the ground state coherence transfer between two ions proceeds as follows. We
first find two holes which each have a transition that is resonant with the cavity mode
frequency. For example, in the first spectral hole we could have the cavity resonant
with the Igm=±5 /2) - lem=± 5/2) transition, while in the second hole the cavity could








Figure 5-3: Energy levels for a chain of equally spaced spectral holes in Pr:YSO.
Spectral selectivity is achieved by tuning the cavity mode frequency; in this figure it
has been tuned to couple the second and third holes, as shown.
the transitions labelled by gl and g2. With the cavity resonant for these transitions,
we also apply two resonant laser fields with Rabi frequencies 1 and 22, as shown
in the figure. Then for the first spectral hole, the states Igm=±5/2) and |gm=±3/2)
represent the levels Ib±) and la±) that were introduced in section 2.2 (see figure
2-1(b)). Similarly for the second spectral hole, |gm=±3/2) and gm=-±5/2) correspond
to Ib±) and la+), respectively. Therefore if the qubits have been transferred to the
appropriate levels in the two ions (the la-) and Ib-) levels for hole 1 and the Ib-)
and Ib+) levels for hole 2, as described in section 2.2), we can use the usual laser-
induced adiabatic passage to transfer both qubts to the second spectral hole and
thereby perform a two-bit quantum gate operation (more details of the complete gate
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operation will follow).
The optical inhomogeneous frequency shift between the two spectral holes is 21.9
MHz. In the figure I have shown the energy levels of four different spectral holes
which are equally spaced apart by 21.9 MHz. The cavity mode frequency has been
tuned for coherence transfer between the second and third holes of the figure. If
we increase the cavity mode frequency by 21.9 MHz, we can similarly achieve a
coherence transfer between the third and fourth holes; decreasing the mode frequency
by the same amount will couple the first and second holes. Therefore we see that our
spectral hole burning scheme allows us to create a chain of qubits, in spectral holes
spaced 21.9 MHz apart, such that by shifting the cavity frequency we can perform a
quantum gate operation between any adjacent pair of qubits. This nearest neighbor
coupling of qubits is sufficient to construct a universal quantum computer. Notice
that the frequency shift between the coupled spectral holes is determined from the
ground and excited state sublevel splitting. In principle we can form a chain of
spectral holes that spans the entire inhomogeneous width of the material, so that the
maximum number of qubits that can be coupled together is given by the ratio of the
optical inhomogeneous width to the sublevel splitting. This ratio is especially large
for Pr:YSO (up to 200), which is one of the major virtues of this particular SHB
material.
So far I have only described how we implement the coherence transfer step of the
quantum gate operation. Now I will outline all of the steps required to complete the
gate operation from start to finish. Before and after a gate operation, the qubits
in each spectral hole will be stored in a particular pair of ground state sublevels; I
will use the storage sublevels |gm=-5/2) and Igm=+5/2) for the qubit states 10) and 11),
respectively.
Once two qubits have been chosen for a gate operation, the first step is to move
the qubits from the storage sublevels to the sublevels appropriate for the coherence
transfer. This is shown in panel (a) of figure 5-4. We suppose that before the gate
operation, the first ion (in spectral hole 2 of figure 5-3) stores a qubit in the state
a, 10) + P3111), while the second ion (hole 3 of figure 5-3) stores a qubit in the state
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Figure 5-4: A quantum gate operation on two spectral holes. (a) Transfer of qubits
from the storage levels to the sublevels for coherence transfer. (b) Adabiatic trans-
fer of coherence. (c) Controlled-NOT transformations. The dashed and solid lines
correspond to using qubits 1 and 2, respectively, as the control bit.
a2 0) + 32 1). Therefore the storage levels have amplitudes ai and /i3, as shown figure
5-4(a). In the first ion, the component of lgm=+5/2) must be transferred to 9gm=- 3 /2)-
This can be achieved by using either two back-to-back resonant Raman 27r-pulses or
a laser-induced adiabatic passage to effect the four-photon transfer shown. In the
second ion we transfer the components of g9m=±5/2) to gm=+3/2) by applying two
resonant Raman pulses in parallel.
Now the amplitudes that were on the storage sublevels have been transferred to
the sublevels appropriate for the two-hole coherence transfer, as shown in panel (b)
of figure 5-4. Next we apply the counterintuitive laser pulse sequence of 1 and
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Q2 to achieve the adiabatic transfer of both qubits to the second spectral hole. The
amplitudes of the various sublevels for both spectral holes after the coherence transfer
are shown in panel (c).
The actual gate operation is then achieved by a manipulation of the sublevels for
the second spectral hole. For example, we could apply a Raman pulse as shown for
the solid-line transitions in panel (c) to swap the amplitudes of states Igm=+3/2) and
Ig=+5/2); this corresponds to a controlled-NOT gate operation with the second qubit
as the control bit. In order to avoid coupling the gm =-5/2) - lem=-5/2 ) transition
with this Raman pulse, we would have to lift the degeneracy of the (±) sublevels,
perhaps by applying an external magnetic field. To implement a controlled-NOT with
the first qubit as the control bit, we could apply Raman pulses to swap the amplitudes
of the states Igm=-3/2) and Igm=+3/2), using the dashed-line transitions in panel (c).
The gate operation is then completed by first reversing the two-ion coherence transfer
of panel (b), then returning the qubits to the storage sublevels by the reverse of panel
(a).
While I have described a gate operation for which both qubits are transferred to
the higher-frequency spectral hole, it should be obvious that we can just as easily
transfer the qubits to the lower-frequency hole to perform our gate operation. In
this case the controlled-NOT with the second (higher-frequency) qubit as the con-
trol bit would look like the dashed-line transformation of panel (c), and conversely
the controlled-NOT with the first qubit as control bit would look like the solid-line
transformation.
The particular scheme that I have presented here for quantum computation with
Pr:YSO is not the only valid method. In general we can achieve a coherence transfer
between any two spectral holes which each have a transition that is resonant with
the cavity mode frequency. I have chosen a scheme for which the cavity is resonant
with two Am = 0 transitions, so that both ions will couple to the same polariza-
tion mode of the cavity. I have also avoided making the cavity resonant with the
Igm=l±/2) -+ lem=±/2) transitions, for in this case the cavity would also be resonant
with the gm=+±1/2) -- lem=1 T/2) transitions. The other Am = 0 transitions avoid
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this problem by virtue of spectral selectivity. Still, our choice is somewhat arbitrary:
other schemes do exist for which both ions still couple to the same polarization mode,
and indeed even this condition is not necessary if we use a cavity which only allows
one polarization. Furthermore, we have a choice as to which sublevels we will use as
the storage sublevels before and after a gate operation. Following the example that
I have presented in the previous pages, it should be a straightforward task to work
out the explicit steps involved in a quantum gate operation for any given choice of
cavity-resonant transitions and qubit storage sublevels.
While the preceding analysis is promising, there are several potential problems
with using an inhomogeneously broadened medium for cavity QED quantum compu-
tation, which I will now proceed to enumerate. The first problem is that the spectral
holes are likely to contain more than one ion. A 10 pm x 10 ym x 10 p m sample
of Pr:YSO contains about 108 Pr ions. With an inhomogeneous linewidth of 4 GHz
and a spectral hole width of about 1 kHz, this implies that there will be about 25
ions in each spectral hole. Recall that in chapter 4 we were able to achieve coherence
transfer between many-atom groups, which suggests that we should be able to per-
form a coherence transfer between spectral holes containing many ions. But whereas
before we assumed that all of the atoms in the groups had the same cavity coupling
g, in the present context the ions in the same spectral hole are spatially distributed
over the volume of the crystal and each ion will likely have a different g as a result of
the standing wave pattern of the mode. This may inhibit the ground state coherence
transfer, and even if the transfer does succeed, as we saw in section 4.4 we cannot use
the many-ion spectral holes to represent qubits of a quantum computer. Therefore
we must find a way to use spectral holes containing single ions. A possible solution
is to work in the "tails" of the inhomogeneous spectral distribution, where it may
be possible to find spectral holes containing single ions. However, this could severely
limit the number of qubits we can implement with the material. Alternatively, when
we optically pump the spectral holes to initialize the states of the qubits, we could
pump just until we have a one-atom "imbalance" from the thermal equilibrium. Then
the hypothesis is that the many ions in each spectral hole will collectively behave as a
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single ion. I am skeptical, however, that these effective single ions can form entangled
states; I suspect we would run into the same difficulty we encountered when we tried
to entangle N-atoms groups in section 4.4.
A second potential problem arises from the fact that the allowed transitions for a
Pr ion in YSO differ from the transitions for a free ion in many important ways. In
YSO the ion is at a site of low symmetry and quadrupole interactions are probably
present. Transitions with Am = +2 are observed, which are of course forbidden for
electric dipole coupling to a free ion. The precise nature of the transitions between the
various sublevels is not well understood, and the usual selection rules, so ubiquitous in
atomic physics, are of limited applicability in the solid-state regime. This implies that
we should not rely on the use of polarized beams to select among transitions of the
same frequency; rather, we should lift the degeneracy and use frequency selectivity to
isolate particular transitions. Thus for the transitions shown in panels (a) and (c) of
figure 5-4, it will be necessary to lift the degeneracy of the (±) sublevels by applying
an external magnetic field. While the two-ion coherence transfer of panel (b) avoids
this problem, it may be the case that the two ions couple to different polarizations of
the cavity mode, despite the fact that both cavity couplings are Am = 0 transitions.
It may therefore be necessary to use a cavity which allows only one polarization.
A third problem is that during a coherence transfer, the cavity mode will be
resonant with transitions in spectral holes other than just the two holes involved
in the transfer. In particular, the cavity will be resonant with transitions in nine
different spectral holes, corresponding to the nine different frequencies for transitions
between ground and excited state sublevels for Pr (when you include the Am = +2
transitions). These nine holes will include the two that we are attempting to select for
a coherence transfer. If any of the ground state sublevels for the resonant transitions
in the seven other spectral holes are populated, the coherence transfer can fail when
an ion in one of these ground states absorbs the cavity photon that is present during
the adiabatic passage. Therefore before we can perform a coherence transfer between
two of the nine spectral holes, we must pump the other seven out of the ground state
sublevels for the resonant transitions.
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Finally, there is the problem of the weak electric dipole matrix element of Pr. The
electric dipole strength of Pr is about a factor of 1000 smaller than the diple strength
of Cs. Therefore the vacuum Rabi frequencies will be reduced by the same factor,
so that for the cavities considered in section 5.2, g/(2,r) will be on the order of 10
kHz for a near-concentric centimeter-length cavity, or 100 kHz for a microcavity. The
cavity decay rate is still the same: r/(27r) is on the order of 10 kHz and 100 MHz
for centimeter and micron length, respectively. The spontaneous emission rate 7 is
reduced considerably by virtue of the weak dipole moment of Pr, so much so that
we can ignore the effects of spontaneous emission by assuming that the excited state
lifetime is at least of the same order as the ground state coherence time, which is 1
ms for Pr:YSO. Obviously the centimeter-length cavity is the preferred choice in this
context. To minimize the effects of cavity decay we will use the on-resonance small-Q
cavity dark state of section 3.4.2. From equations 3.66 and 3.74 we find that
2
PnonPcavT = __g- 0.04 ms (5.29)g4
where I have substituted g/(27r) = K/(27) = 10 kHz. Pon and Pca, are the prob-
abilities of error due to nonadiabaticity and cavity decay, respectively, and T is the
physical passage time for the coherence transfer. The short ground state coherence
time does not allow us to achieve much: if we choose Pno = Pcav = 0.2, we find that
T = 1.0 ms and we can only achieve a single adiabatic transfer before the ground state
coherence is destroyed. However, it is possible that by applying an external magnetic
field, the ground state coherence time can be increased to as much as 1 second. If
we then choose Pnon = Pcav = 0.04, we have T = 25 ms and we can perform 40 or so
coherence transfers (or 20 gate operations) before the ground state coherence is lost.
Therefore if we can increase the ground state coherence time, we can achieve at least




In this thesis I have investigated the Pellizzari scheme for quantum computation, in
which atoms are coupled by mutual interactions with a single quantized cavity mode.
This model is a promising candidate for the future implementation of a quantum
computer. In recent years, the prospect of acutally building a quantum computer
has improved, as the result of an increasing sophistication of methods to isolate a
quantum system from its dissipative environment and then manipulate the coherent
dynamics of the system. For the particular case of cavity QED in the optical regime,
it is now possible to realize situations in which we can observe the coherent evolution
of single atoms and photons [14]. This is an important first step towards the ultimate
goal of precise and coherent manipulation of multiple qubits stored on individual
atoms within a cavity.
In chapter 3 I considered nonadiabatic and dissipative effects for coherence trans-
fer between two atoms. In order for a coupled atom-cavity system to undergo motion
that is primarily the result of coherent, reversible evolution rather than dissipative
processes, it is sufficient to require that g > y, N. This is the strong coupling condi-
tion; it says that the rate of coherent evolution, as determined by the vacuum Rabi
frequency g, greatly exceeds the decoherence rates of spontaneous emission and cav-
ity decay. As we saw in chapter 3, however, the strong coupling condition is not a
necessary condition for the coherence transfer to succeed. Even for g < Y we can
still achieve a successful coherence transfer using an atomic dark state, although the
109
transfer becomes especially susceptible to cavity decay. Conversely, for g << we can
achieve coherence transfer with a cavity dark state, although the transfer is especially
vulnerable to spontaneous emission (recall that in section 5.4 we used a cavity dark
state for coherence transfer between Pr ions, where spontaneous emission was negli-
gible, so that we could achieve a fairly accurate coherence transfer even with K = g).
In general we find that for g > mv/ we can achieve successful coherence transfer:
this includes the strong coupling condition, and also takes into account the possibility
of coherence transfer even when one decay rate is large, so long as the other rate is
correspondingly small.
Of course, this result assumes that we can take as long as we wish to complete
the coherence transfer; as we saw in chapter 3, the atomic and cavity dark states
can require an excessively long passage time in order to suitably reduce the decay
susceptibility for the coherence transfer. In the notation of chapter 3, we say that
7T > 1, i.e. the passage time must greatly exceed the minimum time scale g-1 for
coherent evolution of the system. The atomic and cavity dark states may therefore be
impractical in most contexts, since the excessive passage time can cause us to run up
against other relaxation times of the system, such as a ground state coherence time,
or it can simply cause the latency of a gate operation to be too long for any useful
computation. We conclude that in general, to allow for reliable coherence tranfer
with a time scale on the order of g-1, the strong coupling condition g > 7, K is a
necessary requirement.
As we saw in chapter 5, we are now beginning to approach this strong coupling
regime for cavity QED with optical resonators. A large atom-cavity coupling is
achieved with very small cavity mode volumes, either by reducing the total cavity
volume as with a microcavity, or by tightly focusing the mode to a tiny active vol-
ume at the waist region of the confined Gaussian beam, as with a nearly-concentric
cavity. The small cavity decay rate is achieved by using superpolished mirrors to
obtain an extremely high finesse and thereby minimize reflection loss for the con-
fined beam. For a recent microcavity constucted by Kimble et al [14], they found
(g, K, -)/(2-r) = (240, 80, 5.2) MHz for cesium atoms in a cavity of length 10.1 pm
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with finesse F = 1.8 x 10 . By increasing the length of the cavity we can significantly
decrease I, while keeping g of approximately the same order by focusing the beam at
the center of the cavity. For cesium atoms in a near-concentric cavity of length 2 cm
and the same finesse, we can obtain (g, K, -y)/(2r) = (17.2, 0.042, 5.2) MHz.
One major advantage of using the centimeter-length cavity, rather than a micro-
cavity, is that it is easy to direct laser beams through the open sides of the cavity.
This is necessary for our quantum computation scheme, where we use laser-induced
adiabatic passage to effect coherence transfer between atoms in the cavity. In such a
cavity, however, it is generally infeasible to place the individual atoms in a sequence
of optical traps, since all of the atoms must be placed in the tiny active volume at
the center of the cavity. The spectral hole burning scheme (section 5.4) is especially
useful in this context: we place a cryogenically cooled, thin layer of Pr:YSO or a sim-
ilar material at the center of the cavity, so that the narrow waist of the cavity mode
passes perpendicularly through the layer. Laser beams are focued at this layer-mode
intersection and the quantum computation proceeds as in section 5.4.
There are of course numerous caveats regarding the use of spectral hole burning
media in this context, as were enumerated in the previous chapter: the spectral holes
are likely to contain multiple ions, atomic selection rules are not valid in a solid, many
spectral holes will be simultaneously resonant with the cavity mode frequency, and
for the particular case of Pr:YSO, the electric dipole strength is too weak for strong
coupling. For the first three issues, I suggested possible solutions in the last chapter.
As for the last issue, we saw before that if the ground state coherence time were
increased, we could use a cavity dark state for the coherence transfer; alternatively,
we could try to find a material with a similar magnetic sublevel structure and a larger
dipole strength. Investigations are currently under way to evaluate the feasibility of a
spectral hole burning material made of diamond, which has a dipole matrix element
of the same order as cesium. However, the sublevel structure and allowed transitions
for this material are understood to an even lesser extent than for Pr:YSO.
In summary, it should be clear that we are still some distance away from the
practical implementation of a quantum computer. We are progressing towards this
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goal, however, as new experiments in the strong coupling regime of optical cavity QED
have demonstrated the feasibility of observing and manipulating coherent processes
for single atoms in a cavity. The next step is to actually try to implement a laser-
induced coherence transfer between two atoms in a cavity. We have seen how this
should already be possible for spectral holes containing single Pr ions in a high-finesse,
near-concentric centimeter-length cavity. With two such coherence transfers we can
reach a true milestone by constructing the first two-bit quantum gate operation in
cavity QED, the fundamental building block for an eventual quantum computer.
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