An international program of intercomparison of radiation codes used in climate models has been initiated because of the central role of radiative processes in many proposed climate change mechanisms. During the past 6 years, results of calculations from such radiation codes have been compared with each other, with results from the most detailed radiation models (line-by-line models) and with observations from within the atmosphere. Line-by-line model results tend to agree with each other to within 1%; however, the intercomparison shows a spread of 10-20% in the calculations of radiation budget components by the less detailed climate model codes. The spread among the results is even larger (30-40%) for the sensitivities of the codes to changes in radiatively important variables, such as carbon dioxide and water vapor. The analysis of the model calculations shows that the outliers to many of the clear-sky calculations appear to be related to those models that have not tested the techniques used to perform the integration over altitude. When those outliers are removed, the agreement between narrow band models and the line-by-line models is about + 2% for fluxes at the atmospheric boundaries, about + 5% for the flux divergence for the troposphere, and to about + 5 % for the change of the net flux at the tropopause as CO2 doubles. However, this good agreement does not extend to the majority of the models currently used in climate models. The lack of highly accurate flux observations from within the atmosphere has made it necessary to rely on line-by-line model results for evaluating model accuracy. As the intercomparison project has proceeded, the number of models agreeing more closely with the line-by-line results has increased as the understanding of the various parameterizations has improved and as coding errors have been discovered. The most recent results indicate that several climate model techniques are in the marginal range of (relative) accuracy for longwave flux calculations for many climate programs. However, not all such models will give such accuracy. It is recommended that a code not be accepted to provide such accuracy until it has made comparisons to the line-by-line results of this study. The data necessary to make such comparisons are included herein. However, uncertainties in the physics of line wings and in the proper treatment of the water vapor continuum make it impossible for the line-by-line models to provide an absolute reference for evaluating less-detailed model calculations. A dedicated field measurement program is recommended for the purpose of obtaining accurate spectral radiance rather than integrated fluxes as a basis for evaluating model performance. workshop were the large spread of results for the same input data and the scarcity of accurate observations of known quality with which to evaluate models. Thereafter, the study followed the course of testing models with techniques that employ the most fundamental physics and evaluate the necessary equations with high numerical accuracy (i.e., line-by-line models). The Frascati workshop identified some problem areas requiring new calculations, and it specified a set of calculations for the cloudy-sky study. Some of the new results were discussed at a second workshop at the University of Maryland in March 1986. The discussions at the workshops identified problems in some codes, such as outmoded spectral data or coding errors, and it was decided to allow the participants approximately 1 year to modify their results if they thought necessary. Furthermore, as the results of the Frascati workshop became known, other scientists became interested in participating in the model intercomparison. Therefore a call for additional participants was made in order to have more results for the cloudy-sky study and to include more groups making calculations with climate applications (i.e., surface and top of the atmosphere radiation budgets). Because the purely calculational phase of ICRCCM is drawing to a close, it is important to document many of its important details so that others might participate in the future and advance the current state-of-the-art of modeling longwave radiative transfer. However, in order to appreciate many of the results, it is necessary for the reader to understand the differences in the general approaches to modeling. Section 2 describes the various approaches. Section 3 summarizes the various test cases. Section 4 presents the results of our analysis of many of the clear and cloudy test cases. Conclusions and future plans for ICRCCM are summarized in section 5.
Because of the nearly discontinuous variation of the absorption coefficient with v, the integration over v poses significant practical problems for the computation of clear-sky radiation quantities. The next two sections summarize the types of tech-ment is generally quite good, and often excellent. There is always niques commonly used to perform this integration. This is fol-the possibility, however, that this is simply a reflection ofeliminalowed by a discussion of problems associated with the other inte-tion of important code errors (a nontrivial task), and mutual use grals.
of a common set of unverified assumptions. In fact, this may well be a serious problem, as we shall see. The question of the accuracy of the LBL calculations is relatively straightforward for the case of CO2,, since there is no significant continuum, and good laboratory measurements do exist for values of p, T, and absorber amount close to those required for atmospheric calculations. In an important paper, Kiehl and Ramanathan [1983] compared the results of various band model parameterizations to the measurements of Burch et al. [1962] , and showed that the calculated and measured frequencyintegrated absorptions agreed to within 10% or better. In Figure 2 we display a plot similar to that of these authors, of the fractional error in the GFDL LBL CO2 absorptions relative to the laboratory measurements cited above. The details of the LBL calculations are identical to those described by Fels and Schwatzkopf [1981] . It will be seen agreement is very good, generally to better than 5%. This is true not only for 246 K, the case shown, but also for 274 and 310 K.
Line-by-Line
Some caution is necessary here, since comparisons of frequency-integrated absorption may conceal errors in the detailed spectral data. Indeed, it is well known that for CO2, them are important effects due to line mixing which are not accounted for by the LBL model used here. While these are of importance in applications such as remote sensing, they apparently make little difference for the calculation of fluxes and heating rates.
Although the situation with respect to the contribution of carbon dioxide seems to be relatively good, the same is not true with regard to water vapor. While it has been recognized for many years [e.g., Bignell, 1970] that the character of the window-region continuum is of considerable importance, it is only recently that attempts have been made to measure and assess its importance in other parts of the spectrum. For many of the models in the ICRCCM study, the continuum formulation is that of Rob ments, these workers show that between 400 and 1200 cm% there exists a contribution to the absorption coefficient (in addition to that due to local lines) of the form = c( 7) e where e is the water vapor partial pressure and C( u, 7) is a complicated function of frequency and temperature. Because of the dependence on e, this absorption is only of real importance in those parts of the atmosphere containing significant amounts of water (i.e., below 500 mbar). Roberts et al. claim that in the window region, the data are consistent with the p-type continuum being negligible. The simplicity of this formulation and the accuracy with which it fits the experimental data have made this a popular way of including the continuum in radiative transfer models. It is by no means obvious, however, that this is the most accurate expression available. Based on theoretical models of line shape, and on careful analysis of the experimental data of Burch and co-workers, Clough and his collaborators [Clough et al., 1989 ] have concluded that the continuum is of importance at all frequencies, and that it contains a significant p-type component:
The importance of the difference between these continua is seen dramatically in Figure 3 , which shows water-only cooling rates for the MLS sounding computed using the two different formulations. Interestingly, the largest differences occur near 200 mbar. In that region, the larger cooling rates produced by the Clough et al. version are due to the inclusion of thep-type con- theory that can be used to guide laboratory measurements. This can be seen very clearly when one recognizes that the continuum is by definition any absorption not accounted for by the total contribution of all lines. Any measurement of the continuum therefore implies a spedfie set of assumptions about the far-wing behavior of the spectral lines. To the extent that these assumptions are arbitrary, so is the specification of the continuum. This becomes especially important when the dependence of the continuum absorption on e andp is considered. Experimentally, this is not easy to sort out, but it can be of great practical significance, as the intercomparison shown above indicates. If the laboratory measurements are made for absorber paths and partial pressures appropriate to the relevant part of the atmosphere, they can be used with considerably more confidence than if a large extrapolation in p and e is required.
In summary, because the principal uncertainties associated with the LBL technique involve basic spectroscopic quantities common to all techniques, rather than the integrations, the LBL calculations serve as a reference to check more approximate techniques. However, their use as absolute benchmarks for atmospheric calculations is limited to those gases, such as CO2, where calibrations with laboratory observations have been performed.
Band Models

2.3.1
Narrow band models. A common approximation for performing the frequency integration consists of dividing the spectrum into a finite number of spectral intervals that are small enough to regard B• in equation (1) The analytical models suffer in that one function cannot reasonably be applied to the spectra of one gas, let alone all gases in all spectral intervals. However, the associated errors may be reduced by a judicious selection of adjustable parameters, such as Av and the probability distribution of $j. Nevertheless, random band model theory does not tell us how to choose Av. Comparisons with line-by-line calculations have shown that intervals in the range of 5 to 20 cm 'x yield the best results for CO2 and H20, but intervals larger than 100 cm -x and smaller than 5 cm 4 often yield large errors. Thus the "judicious selection" of Av must be guided by line-by-line calculations or accurate laboratory data.
Application to atmospheric problems with the Curtis-Godson approximation has firmer theoretical foundations than do the one-parameter scaling approximations. Although these models yield the correct asymptotic limits, this by no means assures that they will give satisfactory results for atmospheric problems when the optical path is far from the fitted asymptotes. Modelers are often lulled into complacency by the beauty of easily calculated analytic functions. However, short of comparison with laboratory observations or line-by-line models, there is no absolute criteflon for selecting the critical parameters. Nevertheless, the NBM calculations overcome the computer time limitations of the LBL technique when applied to some climate model applications (e.g., frequent one-dimensional calculations). However, more overlooked problems in atmospheric absorption is the simultaneous absorption by two or more constituents across the same spectral interval (i.e., overlapping absorption). This is a particularly important problem for H20 and CO2 absorption in the 10-and 15-gm regions; for H20 and 03 absorption in the 9.6-gm region; and for H20, CH4, and N20 in the 7-gm region. In general, the frequency-averaged transmissivity for two gases absorbing in A v, T/12, may be written as There are actually two integrals over altitude (i.e., equations (1) and (3)). The integral over optical path in equation (3) is not difficult to evaluate because the absorption coefficient and absorber density are usually continuous and relatively slowly varying functions of altitude, at least for dear-sky conditions. This integral does not appear explicitly in terms of t• for the band models. Instead, these models yield similar integrals in terms of band model parameters chosen on an ad-hoc basis or to give correct asymptotic results (i.e., the Curtis-Godson approximation). These approximations may lead to transmittance errors, as discussed by Goody [1964] , which are particularly large when most of the absorbing material is at low pressure (e.g., 03). It is these scaling approximations, not the evaluation of the optical path integral, that is another source of discrepancy with line-by-line calculations when these models are applied to the atmosphere.
The evaluation of the integral over altitude in equation (1) A trivial but important result to check is a model's output for an isothermal atmosphere, for which the upward flux is constant with altitude, and the downward flux may be determined from the Planck function and the transmittance from a given level to space. Although the importance of these type tests are known to many modelers, it appears that that they are not always done in practice, as we shall see later.
Summary of Model Approaches
Each of the approaches (LBL, NBM, and WBM) has some usefulness to climate modeling. The LBL calculations are useful for checking the accuracy of NBM and WBM frequency integrations for homogeneous paths relative to the basic spectroscopic data. In addition, they allow for checks on the approximations made for the integrations over atmospheric path. The NBM calculations are particularly useful for one-dimensional studies requiring high relative accuracy. Furthermore, the absolute accuracy of the calculations may be checked by comparing calculations with observations in narrow spectral intervals such as those that are available from space platforms or instrumented aircraft. Also, the NBM calculations may be used to calibrate the WBM calculations over a larger range of variables than might easily be checked with LBL calculations. The WBM calculations are best suited for the rapid calculations necessary for many climate studies, particularly those involving general circulation models.
There is no simple way to quantify the magnitudes of the errors associated with the different approximations because they are model dependent. As an example, however, we reproduce in Table 2 the results of Morcrette [1984] , who studied some of these effects with a particular narrow band model. Beginning with his unaltered model, different simplifications were sequentially implemented. The change in absorption listed in Table 2 applies to the single simplification indicated, but the model at each stage includes all of the changes higher on the list. The main lesson from Table 2 is that the impact of simplifications can vary in sign and magnitude. Consequently, it is possible to incorporate a combination of changes with the net result that the calculations do not differ greatly from the much more detailed model. However, because the changes vary from profile to profile, the various simplifications may not be appropriate for routine use. Furthermore, these results tell us that there could be large discrepancies between similar models due only to numerical approximations. Six different sets of radiation calculations were performed in the presence of complete cloud cover with the aim of testing the sensitivity to the drop size distribution, the location of the cloud top and the cloud liquid water content. The clouds were specified to be lkm thick, and the calculations were performed with cloud tops of 2 and 13 km. Two different cloud droplet size distributions were selected from the work of Stephens [1979] : a size distribution with small droplets (CS) and a size distribution with large droplets (CL). These correspond to Stephens' Sc I (CS) and Cb (CL) distributions which have effective radii of 5.25 and 31 gm, respectively. The liquid water content (LWC) was specified to be either 10 g m -2 (nonblack cloud for both CS and CL) or 200 g m -e (near-black cloud for CL). The calculations were performed with one cloud layer present at a time with 300 ppmv CO2 for the temperature, H•O, and 03 distributions given by the MLS atmosphere.
The complete list of cases is given in Table 3 along with the case numbers and a summary description (Table 4) . Tables 5-9 list the atmospheric parameter data used with the ICRCCM versions of the AFGL atmospheres. A comprehensive list of instructions for those wishing to do the calculations is available from the authors. Tables 10 and 11 
RESULTS
Each test case has not been thoroughly examined. Instead, the analysis has concentrated on some of the MLS atmosphere cases highlighted in the paper by Luther et al. [1988] . The primary purpose of the analysis is to determine some of the causes for the clear-sky differences found in that study and to summarize the cloudy-sky results. Our clear-sky analysis has been done with the The continuum masks many of the very large positive differences, but it also amplifies many of the large negative ones. In general, the effect of the continuum and the overlap of different species tends to mask many of the large differences between absorption parameterizations of individual gases. Although this masking reduces the range of flux values expected from absorption differences alone, it also prohibits extending the range of agreement of this study to significantly different atmospheric conditions.
One of the major areas of study for ICRCCM was the sensitivity to changes in the concentration of the major absorbers, particularly CO:. An important quantity calculated in CO: doubling studies is the change in the net flux at the tropopause as CO: doubles, denoted as OFnet ß Figure 7 shows the distribution of OFnet The effects of different parameterizations of O3 are not discussed because our analysis showed little effect of these on the studied terms. However, these parameterizations will likely show large differences in stratospheric absorption and emission. The analysis of those effects are left to a later study.
Several sets of the calculations in which water vapor was the only active gas were examined in order to identify the the effects of different treatments of the spectral lines and the continuum. For the NitMs in category 3, the spread between the models decreases when the continuum is added, whereas the spread increases or remains nearly unchanged for the category 4 NBMs and WBMs. With one exception, the continuum has a smaller effect on the wider band results than on those in categories 2 and 3. We suspect that the differences in the continuum sensitivities between the categories may be related to the treatment of the line and continuum overlap (i.e., the averaging of continuum coefficients over wide intervals) and to the application of the band models to the lines in the wide intervals.
Since most of the NBMs in categories 2 to 4 assume random line positions, and since the distribution of line intensities is not homogeneous across the spectrum, models with smaller Av tend to have more spectral gaps which results in a higher transmittance across the spectrum. Those models are thus more sensitive to changes in opacity caused by either the addition of absorbing material or by adding the continuum (e.g., compare categories 2, 3, and 4 in Figures 8a and 8b) . The results shown in Figure 9b indicate that the optimal width of band model spectral intervals for water vapor, although not well defined, is probably greater than 5 but less than 50 cm 4. (Figures 12c and 13c) . For the most part, the large spread of the net flux at the tropopause (Fnet) (Figures 12/> and 13b) tends to be rather systematic when the CO2 concentration changes, as the spread of •Fnet is much smaller than the differences between the various models. Thus the models will yield roughly the same radiative forcing, but radiation budgets will be different from model to model. There is, however, a disturbingly large spread among model results for CO2 in the various categories. A small portion of it is in part due to some models neglecting the effects of the 4.3 and 10 Read, for example, 1.013E+ 3 as 1.013 x 103 tam bands, the magnitude of which is illustrated by the distance between the data points for NBM category 2 in Figure 12 . In general, the spread of •Fnct tends to be smaller for the NBMs than for the WBMs, which leads us to suspect the validity of some of the wide-band parameterizations of categories 3 to 5. However, the categorical distributions alone for CO2 and H20 give little insight as to the cause of the spread between model results. In an attempt to explain the large range of model results seen in the different generic models, the participants' questionnaires were used to test for linkage between the model results and type of integral evaluated, the sources of spectral line and continuum data, the type of scaling approximation and tests of the accuracy of the techniques used to perform the integral over altitude. In performing the search, we decided to regroup the models according the spectral resolution used to perform the frequency integration for CO2. This has the practical effect of associating the three models marked with diamonds in Figures 8 and 9 The terms up, down, and net refer to the upward, downward, and net upward flux components, respectively; Dnetl and Dnet2 are the differences between the net fluxes at the tropopause and surface and at the top of the atmosphere and tropopause, respectively; and number is the number of model calculations. All fluxes are in W m -2. Having ascertained those models that have not been z-tested, the reader may wish to review the calculations presented as functions of model categories which have been codified according to Figure 15 .
Detracting from the convenient way of evaluating the models is the finding that only four of the wide-band modelers claimed to have actually tested their technique for performing the altitude integration. In fairness, a few of the modelers checked neither yes or no to having tested their models, and those models for which we had no questionnaires were grouped there as well. We suspect that such tests were done with a few of the models at some stage in their development because a few "untested" models give extraordinarily good comparisons with the line-by-line results. The lack of testing of some of the models may in part be due to the radiation codes being used in climate models having The categorization is based on the largest differences between model and LBL results for the five model atmospheres. By de-removed, the agreement between narrow-band models and the line-by-line models is about :t: 2% for fluxes at the atmospheric boundaries, about + 5% for the flux divergence for the troposphere, and to about + 5% for the change of the net flux at the tropopause as CO2 doubles. However, this good agreement does not extend to the majority of the models currently used in climate models. Only five wide-band models were found to match the performance of the narrow band modeh.
It should be noted that during the course of ICRCCM, changes have been and are continuing to be made to the radiation parameterizations at several of the internationally recognized centers of climate modeling activity. These include NCAR/CCM (I-I20, CO2, 03, and the continuum), UK Meteorological Office (I-I20 and the continuum), GFDL (CO2 and the continuum), ECMWF (ongoing changes of the entire code), NASA/GLA (I-I20, CO2, and O3), and LLNL (I-I20, CO2, 03, and the continuum).
The impact of these changes on the performances of the various climate models is difficult to ascertain because many other changes have also been made at the same time. Nevertheless, the ICRCCM activities have apparently played a major part in these modifications.
Although a great deal has been learned, the reasons for many of the model differences have not been explained. Most of the major variations between model results are believed to be due to using different widths of the spectral intervals, using different treatments of the H20 continuum, errors in calculating the temperature dependence of spectral lines, errors in the numerical techniques used for integration over altitude, different sources of spectral line data, differences in the way band parameters are derived from spectral data, and differences in the manner for including cloud effects. The discovery of the exact causes for discrepancy between individual models will require a substantial study of each model.
To aid in the discovery of the causes of these differences, the ICRCCM participants have agreed to provide the results of their calculations and summary information about their models to the open scientific community. Preparations are under way to store these data in a convenient location for electronic access. In the interim, information on how to obtain the tabular listings and to participate in ICRCCM may be obtained from Ellingson. As ICRCCM has progressed, there has been a substantial narrowing of the results as errors have been found in the various codes. These results indicate that we are in the marginal range of (relative) accuracy for calculating longwave flux quantities necessary for many climate programs, such as TOGA. However, it should be emphasized that not all such models will give such accuracy. The ICRCCM participants recommend that a code not be accepted to provide such accuracy until it has made comparisons to the line-by-line results of this study.
The 30-80 W m -2 range of variation in longwave radiative flux computations discovered during this study are a significant fraction of normally observed latent and sensible energy fluxes. In the end it is these energy fluxes which control the climate. The reason that such large discrepancies in radiative fluxes have not seriously distorted model predictions of current climate is simply that most climate models are heavily tuned to give the "fight answer" for current climate conditions. Although narrowing the differences between band and line-by-line models may be a useful exercise, without an absolute reference for comparison (i.e., a set of accurate and well documented, well-calibrated, spectral observations in the real atmosphere), radiation models may still lead to dangerous errors in the estimation of climatic impacts.
Therefore the ICRCCM participants recommend that a program be organized to simultaneously measure the spectral radiance at high spectral resolution along with the atmospheric variables necessary to calculate the radiance, particularly for clearsky conditions. Only such detailed experiments can satisfactorily resolve the discrepancies that have been revealed by the ICRCCM study.
APPENDIX: TEST CASES AND ATMOSPHERIC DATA
The test cases for the dear and cloudy studies are described in Tables 3 and 4, 
