An efficient direct domain decomposition method is developed coupled with Poly-Sinc approximation over complex geometry. We solve 2D Poisson equations in L-Shaped geometry. The spatial domains of interest are decomposed into several non-overlapping rectangular subdomains. In each sub-domain, a Poly-Sinc collocation scheme is used to approximate the solution of the governing equation. Sinc points are used for the spatial discretization. We use the Dirichlet boundary conditions on interface and using the first-order normal derivatives as transmission conditions. The boundary conditions will keep the continuities of variables and the continuities of the derivatives. Three test examples are used to verify the accuracy and efficiency. We compare the errors derived from Poly-Sinc approximations with errors obtained by either Sinc or finite difference approximations. The results indicate that the present method is efficient, stable, and accurate.
Introduction
gence to the solution is also observed and proved for elliptic partial differential equations (PDE) [4] . The accuracy and stability of Poly-Sinc approximations are discussed in [3, 5] . Standard domains in numerical approximation are typically rectangular. For Poly-Sinc methods rectangular domains ere used to solve Laplace and Poisson's equation for Dirichlet boundaries [3, 5] . Unfortunately applications in engineering and sciences require more complicated domains for computations. We shall generalize rectangular to curvilinear domains for Poly-Sinc methods in this paper. On the other hand using collocation techniques over complex geometries is difficult. In order to extend the scope of the Poly-Sinc methods we shall use the domain decomposition concept to handle the complex geometry problems decomposing the computational domain into several rectangular sub-domains.
The history of domain decomposition is rich and vital up to date. We shall address here only a few aspects of the field in its application to PDEs. Early in 1987, Zanolli [6] proposed an iterative multi-domain method which reduces the problem to a sequence of mixed boundary value problems. In each subdomain Zannolli used a relaxation parameter. At about the same time Funaro et al. [7] introduced a similar method to study second-order elliptic problems. In addition, the use of domain decomposition for local grid refinement was discussed in [8] at that time. One decade later, Louchart et al. [9, 10] extended the method by replacing Dirichlet and Neumann conditions on subintervals by relaxation parameters based on Neumann's condition for normal derivatives on boundaries of the sub-domains. Another decade later domain decompositions were used in connection with finite element methods; see e.g. [11, 12] . Sinc methods in connection with domain decompositions were used during the 90ies by Lybeck [13] . Her work includes Sinc-Galerkin and Sinc collocation methods connected to a direct domain decompositions, too [13, 14] . It turned out during the years that a direct domain decomposition has some advantages over an iterative domain decomposition. Current activities in the field demonstrate that the establishment of a simple and efficient decomposition algorithm is still in need [16] . A survey of techniques currently discussed in literature can be found in [15, 16] and papers therein.
In the present paper, we discuss Poly-Sinc collocation methods in conjunction with direct patching domain decomposition. We shall describe the domain decomposition approach for Poisson's equations in the inverted parametric Lshaped geometry (see Fig. 1 ). The L-shaped geometry is fundamental in domain decomposition because it forms a basis of many curvilinear domains [17] . We are mainly interested in solving the following second order elliptic partial differential equation (PDE) in such a L-shaped two dimensional domain for the boundary value problem
where Ω = {a < x < b, c < y < γ} {a < x < ξ, c < y < d}, is a L-shaped domain shown in Fig. 1 , left panel. For this purpose we use a polynomial approximation based on Sinc points in conjunction with direct domain decomposition.
This paper is organized as follows: In section 2, the bivariate Poly-Sinc collocation method is introduced. In section 3, we introduce the direct patching domain decomposition in conjunction with the Poly-Sinc method to solve elliptic equations over L-shaped domains. In section 4, we use the algorithm introduced in section 3 to solve three different examples and verify the approximate solution by comparing them with exact solutions and other approximations. Concluding remarks are given in section 5.
Poly-Sinc Collocation Method
In a Lagrange polynomial approximation different types of point sets are used as interpolation points [18] . The use of Sinc points as interpolation points is introduced in [19] . In [19] it was proved that such interpolation points deliver an accuracy similar to the classical Sinc approximation. The stability of Lagrange approximation at Sinc points is studied in [3, 5] . The sequence of Sinc points is generated using a conformal map that redistributes the infinite equidistant points on the real line to a finite interval. Such a redistribution by conformal maps locates most of the points near the end-points of the interval.
To define these interpolation points let Z denote the set of all integers. Let R be the real line, and C denote the complex plane. Let h denote a positive step length on R and let k ∈ Z, z ∈ C. Let d denote a positive number and let D ⊂ C be a simply connected region defined as:
Let Γ = (a, b) = φ −1 (R) be an arc, where a = φ −1 (−∞) and b = φ −1 (∞) denote the end points of Γ. Then we define the set of Sinc points by
Lagrange polynomial approximation over the interval (a, b) using Sinc points as interpolation points is defined in the following way. Given a set of n = M + N + 1 Sinc points {x k , f (x k )} N k=−M , there exists a unique polynomial P M,N (x) of degree at most n − 1 which is given as:
with,
where,
This approximation, like regular Sinc approximation, yields an exceptional accuracy in approximating the function that is known at Sinc points [20] . Unlike Sinc approximation, it gives an exponential convergence rate when differentiating the interpolation formula (5), [19] .
The bivariate Lagrange approximation for a function f (x, y) is expressed as:
where b j and b k are the basis in x and y as defined in (6), respectively. Without loss of generality we will restrict P M,N f to the case where M = N and denote the corresponding polynomial P N,N f by P N f . In [4] it has been shown that the error of the Lagrange approximation in (7) is following the inequality,
where, C 1 , C 2 and C 3 are three positive constants, independent of N . For the stability of such approximation, an upper bound of Lebesgue constant has been discussed in [5] . It was shown that Lebesgue's constant for (7) is following the logarithmic relation,
In [4] , a collocation method based on the use of bivariate Lagrange interpolation at Sinc points defined in (7) is introduced to solve the Elliptic equation (1) defined on rectangular domains. The idea of this Poly-Sinc collocation algorithm is to transform equation (1) and its corresponding boundary conditions to an algebraic system of equations which is solved afterwards to acquire the approximate solution. The algorithm can be described by the following steps, if Ω = {a < x < b, c < y < d} then 1. Replace U (x, y) in equation (1) and in the boundary conditions by the Lagrange polynomial defined in (7),
where U jk = U (x j , y k ) are the values of the function solution U at the Sinc points (x j , y k ).
Collocate the equations by replacing x by Sinc points
.., N and collocate the result by replacing y by Sinc points y q = φ
In this case, we have,
and b j (x i ) defined as,
So,
where B 1 is a (2N + 1) 2 × (2N + 1) 2 matrix defined as,
Similarly,
where B 2 is a (2N + 1) 2 × (2N + 1) 2 matrix and is defined in the same way as B 1 .
3. The differential equation has been transformed to a system of (2N + 1) 2 algebraic equations, B U = G, where U is the array of unknowns U i q and
The right hand side array G is defined as
Finally use Newton's root finding method to find the solution of the algebraic system.
Poly-Sinc Patching Method
In this section we present the patching direct domain decomposition in conjunction with Poly-Sinc collocation technique to solve problem (1). Let us split the domain Ω into three non-overlapping subdomains as follows, see Fig. 1 , right panel.
, a < x < ξ, c < y < γ} ,
The two arcs Γ 1 and Γ 2 are defined as follows,
Then (1) is divided into the following three boundary value problems,
and
The patching boundary conditions for the functions u,v, and w are now given by,
and for the normal derivatives u n , v n , and w n
where n is the appropriate outward unit normal. Additionally, there are compatibility conditions for the functions on Γ 1 and Γ 2 as follows
To solve these three groups of equations with the boundary, patching, and, compatibility conditions we start by the following approximations,
Now the three groups of equations (19) , (20) , and (21) with the patching conditions in (22) and (23) can be written as,
Applying Poly-Sinc collocation method introduced in the previous section for (26) with Sinc points in x and y directions defined as,
After these steps, (26) has been transformed to the following system of equation,
where the matrix B u is defined as in (17) and G 1 as in (18) . Solving this system, using Newton's root finding method, to get the approximate solution,
Again use Poly-Sinc collocation method introduced in previous section for (27) with Sinc points in x and y directions defined as,
Thus, (27) has been transformed to the following system of equation,
where the matrix B v is defined as in (17) and G 2 as in (18) . Solving this system, using Newton's root finding method, to get the approximate solution, , c 1 , c 2 , c 3 , c 4 ) .
(32)
For the boundary value problem (28), we use the Sinc points
where the matrix B w is defined as in (17) and G 3 as in (18) . Solving this system, using Newton's root finding method, to get the approximate solution, w(x, y) ≈ (P 3   N 3 w)(x, y, c 3 , c 4 ) .
To find the optimal values of the constants c i , i = 1, 2, 3, 4 we use the compatibility conditions in (24). At the end the solution of (1) can be written as the following piecewise function
Numerical Results
In this section we verify the Poly-Sinc collocation algorithm to solve specific elliptic PDEs. To test the algorithm, we compare the obtained approximate solution with the exact solution of the boundary problem. We examine different types of boundary value problems. We also compare the obtained error with the error obtained by using different techniques in literature [13, 21] . These examples will show an improvement in the error if Poly-Sinc technique is used.
Example 4.1.
Consider the problem, [13] 
where g(x, y) is chosen so that the exact solution is given by
and where Ω = {−1 < x < 4, 0 < y < 1} {−1 < x < 1, 0 < y < 2}. Thus, Ω 1 , Ω 2 , and Ω 3 are chosen to be
In [13] , this problem has been solved using patching domain decomposition in conjunction with Sinc-Galerkin method. For each subdomain, 21 × 21 Sinc points in x and y directions have been used. The delivered error was of 10 −2 . Here we improve this result using Poly-Sinc collocation method. As the boundary conditions are homogeneous Dirichlet boundary conditions on Ω, this means that the problem has a solution that is necessarily zero along the interior boundaries, Γ 1 and Γ 2 . To this end, we use N 1 = N 2 = N 3 = 5 to find the approximate solutions in (30), (32), and (34) . Fig 2, top panel, represents the solution of (36) over Ω. A contour plot for the exact and approximate solution is shown in Fig.  2 , bottom left panel. The bottom right panel of Fig. 2 represents the absolute error between the exact and approximate poly-Sinc solution. Using the norm error (41) we compute an error of 10 −6 . Notice that using Poly-Sinc in conjunction with domain decomposition gives a noticeable improvement in the approximation even with much less Sinc points.
Example 4.2.
and where Ω, Ω 1 , Ω 2 , and Ω 3 are defined as in example 4.1. Lybeck in her computations used a Sinc-Galerkin method with 21×21 Sinc points in x and y directions, for each subdomain, delivers an error of 10 −3 , [13] . For the Poly-Sinc method we use 11 × 11 Sinc points in x and y directions, for each subdomain, i.e. we use N 1 = N 2 = N 3 = 5. Fig 3, top panel, represent the solution of (38) over the L-shaped domain Ω. A contour plot for the exact and approximate solution is shown bottom left in Fig. 3 . The solid line represent the approximate solution while the dots for the exact solution. The bottom right panel of Fig. 3 represents the absolute error between the exact and approximate poly-Sinc solution. Finally, using the norm error (41) we compute an error of 10 −5 . Again a comparison of our results with [13] shows that the convergence of the solution is more accurate even by using less meshing points. Consider the problem, [21] 
where g(x, y) is chosen so that the exact solution is given by U ex = e x+y and where Ω is the following L-shaped domain, Ω = {1 < x < 0, 0 < y < 2} {0 < x < 1, 0 < y < 1} .
The boundary conditions are inhomogeneous Dirichlet boundary conditions on Ω. In [21] a finite difference method has been used to solve this problem. Note, in this example we use two sub-domains instead of three for the L-shaped decomposition [21] . The two domain decomposition is an alternative way to decompose a L-shaped domain. It turns out that a two part decomposition is as effective as a three part decomposition. To this end, let us assume that Ω can be cut into the following two subdomains,
and the arc Γ = {(0, y), 0 < y < 1} .
Cheng and Shaikh in [21] used 40 equally spaced points for each subdomain. They reached an error level of 10 −4 . In our computations, we use N 1 = N 2 = 5 to find the approximate solutions in Ω 1 and Ω 2 . Fig 4, top panel, represents the solution of (40) over Ω. A contour plot for the exact and approximate solution is shown in Fig. 4 , bottom left panel. The bottom right panel of Fig.  4 represents the absolute error between the exact and approximate poly-Sinc solution. Using the norm error (41) we compute an error of 10 −4 . We observe that using Poly-Sinc with almost one quarter of discretization points used in [21] is delivering the same accuracy.
Conclusion
In this paper an implementation of a Poly-Sinc collocation domain decomposition method for Elliptic boundary value problems is investigated. We noticed that the union of these two powerful techniques is a useful approach, for problems with homogeneous or inhomogeneous boundary conditions. The implementation given here is working for two or three sub-domains of the L-shaped domain. It was also shown that the Poly-Sinc collocation approximation of the solution of Elliptic differential equations, obtained via patching domain decomposition method, converges to the exact solution using a few points in Poly-Sinc collocation. (38) is given in the top panel. The contour plot of solution of (38) is given in the bottom left panel, the solid line for the approximate solution while the dots for the exact solution. In the bottom right panel, the local error between the exact and approximate solution is presented. (40) is given in the bottom left panel, the solid line for the approximate solution while the dots for the exact solution. In the bottom right panel, the local error between the exact and approximate solution is presented.
