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ABSTRACT
Comparison of 3-D Friction Stir Welding Viscoplastic Finite Element Model with Weld Data
and Physically-Simulated Data
Maria Posada
Department of Mechanical Engineering, BYU
Doctor of Philosophy
Models (both physical and numerical) of the friction stir (FS) welding process are used to
develop a greater understanding of the influence of independent process parameters on
dependent process output variables, such as torque, power, specific weld energy, peak
temperature, cooling rates and various metallurgical factors (e.g., grain size and precipitates).
An understanding of how the independent process parameters influence output variables and
ultimately their effect on resultant properties (e.g., strength, hardness, etc..) is desirable. Most
models developed have been validated primarily for aluminum alloys with relatively small
amounts of experimental data. Fewer models have been validated for steels or stainless steels,
particularly since steels and stainless steels have proven more challenging to friction stir than
aluminum alloys.
The Gleeble system is also a powerful tool with the capability to perform
thermomechanical simulations in a known and controlled environment and provide physical
representation of resultant microstructure and hardness values. The coupling of experimental
data and physical simulated data can be extremely useful in assessing the capabilities of friction
stir numerical process models.
The overall approach is to evaluate Isaiah an existing three-dimensional finite element
code developed at Cornell University by comparing against experimental and physicallysimulated data to determine how well the code output relates to real FS data over a range of nine
processing conditions. Physical simulations replicating select thermomechanical streamline
histories were conducted to provide a physical representation of resultant metallurgy and
hardness. Isaiah shows promise in predicting qualitative trends over a limited range of
parameters and is not recommended for use as a predictive tool but rather a complimentary tool,
Once properly calibrated, the Isaiah code can be a powerful tool to gain insight into the process,
strength evolution during the process and coupled with a texture evolution model may also
provide insight into microstructural and texture evolution over a range for which it is calibrated.

Keywords: friction stir welding, friction stir processing, 3-D viscoplastic finite element models,
hot uniaxial compression tests, physical simulation
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INTRODUCTION

Beginning shortly after the invention of friction stir welding (FSW) by Wayne Thomas at
TWI in 1991, FSW has been modeled extensively. FSW models are becoming increasingly
robust as more knowledge and insight into the process is acquired and as more computational
capabilities become available. The motivation for continued model development stems from
uncertainties associated with the complex nature of the process and the drive to use modeling as
a predictive tool to reduce the amount of experimental welding trials to optimize processing
parameters to obtain desired mechanical properties.
The high temperatures and strain rates experienced during friction stir (FS) are analogous
to other hot deformation processes that have been modeled extensively. With friction stir
however, the high temperatures and strain rates are not as homogeneous as those with other hot
deformation models. In friction stir, the highest temperatures and strain rates occur at the
interface between the tool and the workpiece, i.e., surface(s) and centerline, and decrease as the
distance away from these interfaces increase. Although a significant effort by many authors
have been dedicated to modeling this process, there are still many aspects by which models can
be improved upon but unless proper evaluation and validation is performed, the model is selflimiting.
This effort represents a systematic approach in evaluating a model over a large
processing window using a computational model domain that is representative of actual tool size
1

and geometry (convex shoulder and tapered probe design) and processing conditions, i.e., singlesided, partial penetration processing in 304L SS plate. This evaluation is unlike a large number
of published papers that evaluate model responses against published data performed by others in
aluminum or steels. In those studies, the authors did not describe how well the computational
domain matched actual boundary conditions and in some cases, the computational domain was
not representative of the physical boundary conditions, such as no backing anvil, tool geometry,
workpiece dimensions, among others. The scope of this effort is to determine if Isaiah, a 3-D
finite element viscoplastic, is a suitable model for such an undertaking.

1.1

Friction Stir Welding and Processing
Friction stir welding (FSW), invented by TWI in 1991, is a relatively new and

revolutionary technology that is now used in manufacturing applications that go beyond its
original intent for joining materials.. This process traditionally uses a rotating, non-consumable
tool to literally mix one metal into the other as it travels along the seam in solid-state form. This
technology offers significant benefits over conventional welding techniques such as reduced
distortion, mitigation of fumes, welding or processing of traditional un-welded materials by
conventional arc welding and potential for improved properties.
Friction stir processing (FSP), a variant of FSW, is used to locally modify the
microstructure for purposes other than joining. Uses for processing include but are not limited to
selective alloying, homogenization of microconstituents, redistribution of material to eliminate
porosity or inclusions, and property enhancements such as, strengthening, increased ductility,
increased fatigue life, desensitization, etc.
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FSW and FSP are thermal and thermomechanical processes that involve extreme plastic
deformation via solid-state stirring of material. The fundamental theory is the same whether used
for welding or processing. In both cases, extreme plastic deformation and frictional heating
generate sufficient heat to soften the material which allows material to move around the
periphery of the tool.

1.2

Objective
The research objectives for this effort are to evaluate the thermal and thermo-mechanical

performance of a three-dimensional (3-D) finite element viscoplastic code by comparing
simulations output results against output results from experimentally friction stir processed 304 L
SS and physically-simulations of controlled thermal and thermomechanical profiles and model
streamline thermomechanical histories. The goal is to see how well Isaiah output relates to real
FSW data and physically-simulated conditions to determine if the model can be relied upon to
predict FSW.

1.3

About this Dissertation
Three major thrust areas, shown in Figure 1-1, are discussed in this dissertation. The thrust

areas (experimental, physical simulations and model simulations) are labeled at the top of each
column in Figure 1-1 and are discussed in the chapter listed below the thrust area title.
Relationships between key input and output variables listed within each trust area are used for
evaluation and discussed in their respective chapter. Comparisons are described in Chapter 4.
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Each chapter corresponds to a technical paper that has been published or is planned to be
published. The following paragraphs provide a brief synopsis of each chapter.

Experimental
(FSP)
Chapter 2
Input:
Process parameters
300, 400, 500 RPM
2, 4, 6 IPM

Predicted
(Model)
Chapter 4
Input:
Material properites,
boundry conditions,
process parameters,
300, 400, 500 RPM
2, 4, 6 IPM

Friction stir process
non‐linear, 3‐D FEM
Measureable Outputs
Process‐related:
power
x‐force
temperature
cooling rate
Microstructural‐related:
grain size
hardness (strength)

Measureable Outputs
Process‐related:
power, x‐force
cooling rate
temperature
strain , strain rate
flow stress
Microstructural‐related:
hardness (strength)

Physically‐Simulated
(Gleeble)
Chapter 3
Input:
(Strain, strain rate and
temperature)
Uniaxial hot compression
tests
Constant T and
Streamline T and

Measureable outputs
Process‐related:
flow stress
peak stress
critical stress
Microstructural‐related:
grain size
hardness (strength)

Figure 1-1 Roadmap of three major thrust areas discussed within this dissertation.

Chapter 2 describes the experimental friction stir processing trials conducted. The
measureable process output variables from these experimental trials, such as torque, power,
force, temperature, cooling rates, grain size, and hardness were collected, computed, or
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characterized. Linear regression analysis is used to develop fitted models that describe the
relationship between the process input variables and measured process output variables.
Chapter 3 discusses physical simulations. Physical simulations, in the context of this
dissertation, are simply the process by which a specimen is subjected to compression (i.e.,
deformation) at variable strain rates and temperatures in a machine called the Gleeble. In
Chapter 3, a series of physical simulations were conducted at constant strain rates (four in total)
to various peak temperatures (three in total). In Chapter 3, looks at trends in flow stress behavior
and resultant microstructural development. Linear regression analysis is used to develop
relationships, if any, between various flow-stress related variables, such as peak stress or critical
stress, to grain size and hardness.
Chapter 4 describes and discusses the model, model simulations and predicted output
response variables. In addition, Chapter 4 compares model predictions to experimental friction
stir weld data over the nine processing conditions. This chapter also describes the physical
simulation of a model streamline and compares its results to those of model predictions. In this
experimental design, physical simulations provide a means to evaluate the model’s constitutive
equations since the Gleeble’s boundary conditions are known.
This dissertation provides the following contributions (1) the development of high
confidence fitted models for 304L SS (i.e., a material system other than an aluminum alloy) that
are valid over a large processing window. These fitted model correlations were developed for
spindle torque, spindle power, specific weld energy, cooling rate, peak HAZ temperature, grain
size and hardness as a function of process parameters, namely travel and rotational speed, (2) the
use of a realistic computational model domain that replicates the actual experimental trials being
evaluated against, including a convex shoulder and tapered probe geometry and size, partial
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penetration friction stir processing and simulations conducted over a large processing window
and (3) the first use of uniaxial compression testing (via Gleeble) to evaluate the an intrinsic
friction stir processing material model.
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2.1

FRICTION STIR PROCESS CHARACTERIZATIONS AND DEVELOPMENT OF
INDEPENDENT PROCESS PARAMETER RELATIONSHIPS TO DEPENDENT
OUTPUT PROCESS VARIABLES

Abstract

While the physics of friction stir processes is the same across all material systems, the effect
of independent variables on key process conditions may differ for different material systems.
This chapter characterizes the microstructural and hardness distribution of friction stir processed
304L stainless steel (SS) over the range of processing conditions. Process outputs such as grain
size, hardness, peak temperature and cooling rate were obtained. Relationships between
independent process variables, rotational and travel speed, and various dependent process output
variables were developed using linear regression techniques. High confidence models were
developed for spindle torque, spindle power, specific weld energy and cooling rate while those
for peak temperature, hardness and grain size had little to no correlation.

2.2

Introduction
A review of the literature, discussed in the next section, shows several studies that have

developed and/or evaluated models relating independent processing parameters to output
response variables in aluminum alloy systems. Comparable models for steels and stainless steels
have not been performed to date.
This chapter describes observed microstructural, property and process response trends
over a range of systematically-varied operating conditions in friction stir processed 304L
stainless steel (SS). The goal of this chapter is to develop relationships in 304L SS as a function
of processing parameters.
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2.3

Previous Work
Numerous authors have characterized friction stir welds in various materials including

304L SS. Posada et al. [1], Okamoto et al. [2], Reynolds et al. [3, 4]and Park et al. [5]
characterized the microstructure and mechanical properties of 304L stainless steels under FSW
conditions. Generally speaking, distinct microstructural regions are observed in a weld crosssection. These regions correspond to the heat-affected zone (HAZ), thermomechanically-heataffected zone (TMAZ), and stir zone (SZ). Mechanical properties of the weld tend to be higher
than base metal properties at the expense of ductility, and hardness traverse measurements show
either no change in hardness (perhaps due to static recrystallization) or increasing hardness from
the base metal through the HAZ and TMAZ to the center of the SZ. Reynolds [3] performed
residual stress measurements and found that the average through-thickness longitudinal stress
inside the weld region was approximately the same magnitude as the base metal’s yield strength
(~300 MPa in tension) in comparison to the weld’s transverse residual stress that was
approximately 25 MPa in compression. The authors speculated that the relatively symmetric
distribution of the stresses about the weld centerline are not due to differences in deformation
between the advancing and retreating sides of the weld but rather dominated by its thermal
history.
Sterling [6] found that the microstructure produced by friction stir processing of
conventionally arc welded 304L SS increased the stress corrosion cracking (SCC) resistivity over
standalone arc welded material. He attributed the increased SCC resistance to the modified finegrained, equiaxed microstructure produced in the SZ, the break-up and reorientation of ferrite
stringer characteristic of arc welds, and the introduction of twins. Sterling also discovered that a
hard brittle intermetallic, called sigma phase, formed within the SZ region, but speculated that
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although sigma is detrimental to SCC, the existence of it was sub-surface and discontinuous and
therefore not critical to SCC.
Kokawa et al. [7] investigated the formation of ferrite and sigma phase during friction stir
welding. They found that the ferrite was formed during the process and remained as ferrite in the
stir zone due to the higher cooling rate associated with the thinner plate. In the thicker plate, the
ferrite decomposed to sigma due to differences in cooling rates resulting from differences in the
plate thickness.
Park et al. [8] reported banded regions within the stir zone. The banded structures
manifested themselves in two distinct forms, similar to those reported by others [5, 9, 10]. The
dark banded region of the flow lines appeared as an agglomeration of dark particles that they
referred to as “type A” bands. The second type, referred to as “type B” was comprised of highly
decorated grain boundaries of a dark etching microconstituent. SEM and TEM analysis
confirmed that the dark etching products were sigma phase. The authors speculated that sigma
phase was a transformation product from austenite to delta-ferrite with subsequent
decomposition of the ferrite to sigma under high strain and dynamic recrystallization conditions.
In a separate study, Park et al. [11] also investigated corrosion properties of FS welded 304
stainless steel, particularly sensitization at the sub-surface grain boundaries due to the formation
of deformation induced sigma phase. The authors found that the sigma phase present within the
stir zone severely deteriorated the corrosion resistance.
Clark [9] found similar results in underwater friction stir welding runs of 304L SS. Clark
reported that the formation of sigma phase is significantly reduced in underwater FS welds as
compared to conventional FS welds produced in ambient air and that underwater FSW did not
exhibit increased susceptibility to SCC at low concentration of NaCl.
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On a more microscopic scale, Sato et al. [12] examined the recrystallization phenomenon
that occurs during friction stir welding in 304L stainless steel. The authors conclude that 304L
SS undergoes dynamic recrystallization due to severe deformation and high temperatures
experienced. They add that the process produces an unequal distribution of dislocation densities
within the microstructure but that during subsequent heating from the shoulder during an actual
FSW run, those regions of high dislocation density undergo static recrystallization and exhibit a
different orientation from the dominant texture components. In a post-weld heat treatment
experiment, they observed statically recrystallized grains that exhibited grain growth and
twinning, while dynamically recrystallized grains exhibited rotation along with grain growth and
twinning.
In addition to microstructural characterization, several authors have attempted to develop
relationships between processing parameters and process response variables that would allow
them to tailor process response variables such as those described above (i.e., microstructural,
mechanical, corrosion, etc.) by manipulating process parameters.
Sato et al. [13] evaluated the effect of tool rotational speed (ranging from 800 to 3600
RPM) at a given travel speed to hardness and microstructure within the weld nugget of 6063
aluminum friction stir welds. The authors reported that the peak temperature at the weld
centerline below tool increased with increasing spindle speeds and that the time of the
temperature transient was primarily driven by travel speed for all welding conditions examined.
They noted that grain growth within the stir zone occurred after all deformation in that region
completed. This observation led them to the development of an Arrhenius relationship that
correlated grain size and peak temperature.
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In 2003, Rhodes et al. [14], found that grain size increased as a function of rotational speed
in aluminum. The authors of this study were in agreement with the mechanism described by
Sato et al. regarding grain formation as an explanation for their observed results.
Yang et al. [15] found related the increased hardness distributions in stir zones of 2024 and
2524 aluminum alloys to increased weld temperatures. The authors attributed this increase in
weld hardness to metallurgical effects of solution heat treatment during the process followed by a
natural aging process post-welding.
Hassan et al. [16]observed that in 7010 aluminum FSWs, the grains size varied as a
function of power. At low power, smaller grain sizes were observed relative to fabricated at
higher power.
Reynolds et al. [17] friction stir welded 7050 aluminum using advance-per-revolution
(APR) to develop relationships between weld parameters, hardness distribution and temperature
profiles. The authors concluded (in the absence of considering the effects of strain history) that
heating and cooling rates were solely a function of travel speed and that the best predictor of
peak temperature was power for the set of welds evaluated but did offer a disclaimer that a
ranking of peak temperature for a series of welds reliably by only looking at rotational speed,
travel speed, APR, weld energy, or even power and that nugget hardness may be reasonably
correlated with stir zone peak temperature.
Long et al. [18] performed bead-on-plate welds in a 2xxx, 5xxx, and 7xxx series aluminum
alloys at a single travel speed over a range of rotational speeds ranging from approximately 50 to
2000 RPM. Their experimental results showed an inversely proportional relationship between
torque and grain size.
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Kayla et al. [19] developed mechanistic models for spindle torque, power and specific
weld energy as a function of travel sand rotational speeds for Al F-357 alloy. Numerical results
exhibited good agreement against experimental data for spindle torque. The authors found the
torque increased with increasing travel speed and decreased with increasing rotational speed.
Power was found to be linearly proportional to both rotational and traverse speed and specific
weld energy was inversely proportional to travel speed. The authors also found that peak
temperature exhibited a linear relationship to weld energy.
Hamilton et al. [20], showed that variations in thermal diffusivity and thickness affect the
slope, and by inference, would affect the y-intercept of X-Y linear relationship of parameters
being plotted, that being peak temperature and weld energy in his study. Hamilton demonstrated
this by plotting the peak temperature as a function of specific weld energy and the normalized
peak temperature, i.e., Tpeak/Tsolidus, as a function of weld energy for various alloys in his study.
The authors found that the data arranged itself based on thermal diffusivity and thickness when
the peak temperature was normalized.
Cui et al. [21] rightfully points out that the mechanistic model developed by Kalya et al.
[19] (and the model used in this study) has limitations since unrealistic values would be obtained
as rotational speed approached zero in which case torque goes to infinity or as rotational speeds
approached infinity in which case torque would equal zero. Instead, Cui et al. develop an
exponential decay model as a function of travel and rotational speeds that exhibits a good fit with
experimental data on A356 cast aluminum alloy as well as with other data published in the
literature. Power and specific weld energy can be derived from the model that also show good fit
over the entire range of rotational values.
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The models presented herein are physical but rather experimentally-based and developed
for 304L SS over a comprehensive set of processing parameters that comprise the processing
envelope for this specific tool design, see Appendix A-1, material and material thickness
combinations. Interpolation within this range of processing parameters is acceptable; however,
extrapolating outside this range is dangerous and leads to unstable and inadequate metal flow and
gross defect formation.

2.4
2.4.1

Experimental Details
Materials
AISI Type 304L SS plates measuring 8 inches wide by 24 inches long with a nominal

thickness of 0.25 inch were used for this study. A polycrystalline cubic boron nitride (PCBN)
tool was used for all welding trials. The MegaStir tool design is shown in Appendix A-1.

2.4.2

FS Processing Trials
The samples evaluated for the study were extracted from plates FS processed by Owen

[22].

Plates instrumented with sixteen 0.032 in (0.8 mm) grounded type K thermocouples at a

0.133 in (3.4 mm) depth from the bottom side of the plate (see Figure 2-1) were placed at 0.157
in (4.0 mm), 0.225 in (5.7 mm), 0.34 in (8.6 mm) and 0.5 in (12.7 mm) from the weld centerline
as shown in Figure 2-2. These plates were processed partially through the thickness of the plate
over a range of operating conditions that consisted of three different rotational speeds (300, 400
and 500 RPM) and three different traverse speeds (2 IPM [0.85 mm/s], 4 IPM [1.69 mm/s] and 6
IPM [2.54 mm/s]). A full description of the experimental processing details and thermocouple
13

techniques is included in reference [22]. Temperature profiles, peak temperature and cooling
rates from 800oC to 500oC were determined from thermocouple data.

Figure 2-1 Schematic showing the cross-sectional, through-thickness placement of the
thermocouples. Photo courtesy of Owen [22].

Figure 2-2 Schematic showing the plan view of thermocouple placement relative to the
processing path centerline (Y position) and distance along the length of the plate (X
position). Photo courtesy of Owen [22].
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2.4.3

Chemical Analysis
Specimens from unaffected base material and from one friction stir processed region were

sent to Luvak, Inc., an independent analytical testing laboratory, for chemical composition
analysis. In addition to analyzing for intentional alloying elements of 304L SS, boron, an
alloying element of the FS tool, was included in the analysis. Combustion infrared detection
techniques were used for detection of carbon and sulfur, inert gas fusion techniques were used
for detection of nitrogen and direct current plasma emission spectroscopy was used to detect all
remaining alloying elements.

2.4.4

Metallography and Microhardness Characterization
One representative specimen from the unaffected base metal and one specimen from each

of the FS processed regions was sectioned and prepared for metallographic and microhardness
characterization. The orientation of the base metal specimen was transverse to the rolling
direction and those of the friction stir processed metal were removed transverse to the tool’s
travel direction. The specimens were mounted in epoxy, metallographically prepared to a 1 µm
finish and etched using Luca’s reagent (150 mL HCl, 50 mL lactic acid, 3 g oxalic acid) to reveal
microstructure and microconstituents.
Grain size was obtained via orientation image microscopy (OIM) in the scanning electron
microscope (SEM). The mounted specimens were then re-ground and polished to a 1 µm finish
then final polished in a colloidal silica suspension. A 250 x 250 μm area was scanned at the
center of each specimen in the SEM using EBSD at a 20 keV accelerating voltage and a step-size
of 0.5 μm.
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Vicker’s microhardness measurements were taken prior to etching at an incremental
spacing of 0.250 mm along the through-thickness and transverse directions of the processed
region and portions of the adjacent base metal. Pivot plots were generated from the
microhardness data to produce a microhardness map showing its distribution across the FS
processed nugget and surrounding material. Peak percent hardness and percent hardness of each
hardness range in the color key code was calculated using a MATLAB.

2.4.5

Regression Analysis
Regression models were generated to determine best predictors for spindle torque, power,

specific weld energy, peak temperature, cooling rate, grain size, and percent peak hardness.
Similar to Kayla et al. [19], the general predictive model used for regression analysis uses two
independent, correlating variables as expressed in Equation (2-1).
(2-1)
where Y is the response variable, ω is the rotational speed (RPM) , υ is the travel speed (IPM),
is the maximum rotational speed,
rotational speed,

is the maximum travel speed,

is the normalized

is the normalized travel speed, and A, α and β are constants.

The two independent variables selected for this study were rotational speed and travel
speed since these are primary control variables assuming all other variables remain constant.
These variables are assumed to have no prior relationship with each other and all other
processing parameters are assumed to be constant. The independent variables were normalized
by their maximum value, i.e., all rotational speeds were divided by 500 RPM and all travel
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speeds were divided by 6 IPM. The use of unit-less independent variables allows the
relationship to be described in units of the primary regression variable being evaluated.
The least squares regression method requires a linearized relationship between the parameters
and regression variables, thus Equation (2-2) can be expressed as
∙

∙

(2-2)

Section 2.5.4 discusses the development of regression models as a function of the independent
variables.

2.5

Results

2.5.1

Bulk Chemical Analysis
Table 2-1 lists the intentional alloying elements of 304L SS plus boron, a primary tool

alloying element, with their corresponding weight percentage. The chemical specification for
this alloy, ASTM A 240/A 240 M is also included for reference. Chemical analysis results do
not show any significant differences between the unaffected base metal and the friction stirred
material and both fall within the specified requirements.

2.5.2

Macro Cross-Sections
Representative macro cross-sections of each of the friction stir processed regions are

shown in Figure 2-3. The grain size measured at the center of each processed is listed in Table
2-2. The processed regions are typical and show inhomogeneities characteristic of the stirring
nature of the process.
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Table 2-1 Bulk Chemical Analysis of 304L SS Base Metal and FS Metal
Element

ASTM A 240/A 240M
wt%
0.030 max

Base Metal
wt%
0.019

FS Metal
wt%
0.014

Manganese
Silicon
Sulfur

2.00 max
0.75 max
0.030 max

1.70
0.28
0.001

1.72
0.27
0.001

Phosphorus
Nickel
Molybdenum

0.045 max
8.0-12.0
--

0.016
8.16
0.44

0.025
8.58
0.43

Chromium
Copper
Nitrogen

18.0-20.0
-0.10 max

18.76
0.29
0.087

18.13
0.29
0.088

--

0.0048

0.0015

Carbon

Boron

Table 2-2 Average Grain Size Measured Using OIM at the Center
of the Stir Zone

Rotational Speed (RPM)
300
400
300
400
500
300

Travel Speed
(IPM)
2
2
4
4
4
6

Grain size
(μm)
5.69
5.5
6.44
5.88
5.09
6.13

The most evident of these characteristics are more readily observed at higher
magnification. See Figure 2-4 through Figure 2-12. A few commonalities were observed in all
cross-sections. First, the retreating side exhibits a diffuse interface between the stir zone to the
surrounding metal in contrast to the sharp, delineated interface on the advancing side between
18

the stir zone and surrounding metal. Second, the top surface in the region where the shoulder
was engaged within the workpiece, dark bands containing highly decorated grain boundaries
and/or dark flow lines are present. Third, microstructurally-distinct flow marks (alternating light
and dark lines) are present on the advancing side. These flow lines partially extend from the
bottom or side of the stirred-zone region towards the top surface.

R

A

A

R

A

R

A

500 RPM

R

Rotational Speed
400 RPM

100 μm

100 μm

100 μm

R

A

100 microns

100 μm

A

A

100 μm

R

A

R

A

300 RPM

R

100 μm

R

100 μm

100 μm

100 μm

Figure 2-3 Representative macro cross-sections for nine friction stir processing conditions.
Photo courtesy of Owen [22]. The retreating side is indicated by R and advancing side is
indicated by A on each macro.
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In this alloy, these flow patterns are inconsistent within the stir zone over the range of
processing conditions. The flow patterns are nonexistent, faint, or turbulent and are either cyclic
or random. These cause for these inconsistencies are not the focus of this study, but one can
speculate that several factors would produce such variations. These factors include but not
limited to (1) colder processing parameters represented by the faster forward travel speeds and
slower rotational speeds, (2) worn features on probe resulting in inadequate and variable mixing,
or (3) inconsistencies in applied forging forces through the length, (4) variable sectioning
locations along the length of the processed path and (5) inconsistency in etching practices and or
use of different etchants that reveal different microstructural features. Neither the welding tools
nor processed plates are available to fully evaluate these proposed hypotheses.
At higher magnifications, volumetric discontinuities in the stir zone are at the three
highest advance-per-revolution parameters. These are 300 RPM, 4 IPM (shown in Figure 2-5)
300 RPM, 6 IPM (shown in Figure 2-6), and 400 RPM, 6 IPM (shown in Figure 2-9). These
volumetric discontinuities are located at or below the region previously occupied by the probe.

2.5.3

Microhardness
The microhardness distribution maps are shown in Figure 2-13. The region with an

apparent highest hardness is seen at the top surface where the shoulder contacts the workpiece.
Other high hardness regions are located on the retreating side and bottom of the stir zone. At the
lowest two travel speeds, 2 and 4 IPM, hardness decreases with increasing rotational speed and
decreasing travel speed.
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Figure 2-4 (a) Macro cross-section of processed region at 300 RPM and 2 IPM (b) micrograph showing dark flow lines
and dark micro-constituents decorating grain boundaries (c) micrograph showing alternating dark and light flow pattern
on the advancing side of the stir zone and (d) higher magnification of the flow pattern shown in (c).

b

a
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Figure 2-5 (a) Macro cross-section of processed region at 300 RPM and 4 IPM along with higher magnification micrographs
showing (b) diffuse retreating side interface, (c) bottom stir zone region showing small intermittent voids and sharp interface
between the stir zone and surrounding material (d) sharp interface on advancing showing upward flow pattern at location
where the shoulder and base of the probe meet and (e) darker banding at top surface.
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Figure 2-6 (a) Macro cross-section of processed region at 300 RPM and 6 IPM along with higher magnification micrographs
showing (b) diffuse interface between retreating side stir zone and surrounding material, (c) flow pattern towards bottom of
stir zone, (d) sharp interface between advancing side stir zone region and surrounding material, and (e) band of highly
decorated grain boundaries along the top surface.

24

Figure 2-7 (a) Macro cross-section of processed region at 400 RPM and 2 IPM along with higher magnification
micrographs showing (b) diffuse interface between retreating side stir zone and surrounding material, (c) flow pattern
towards bottom of stir zone, (d) sharp interface between advancing side stir zone region and surrounding material, and (e)
band of highly decorated grain boundaries along the top surface.
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Figure 2-8 (a) Macro cross-section of processed region at 400 RPM and 4 IPM along with higher magnification micrographs
showing (b) a band of dark phase microconstituents decorating grain boundaries along the top surface, (c) flow pattern
towards bottom of the stir zone region, (d) higher magnification of flow pattern showing dark bands and dark
microconstituents decorating boundaries.
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Figure 2-9 (a) Macro cross-section of processed region at 400 RPM and 6 IPM and higher magnification micrographs
showing (b) diffuse retreating side interface between stir zone and surrounding material, (c) presence of small intermittent
voids towards bottom of stir zone (d) sharp interface and dark band between the advancing side stir zone region and
surrounding material and (e) slight zig-zag band of dark phase particles at top surface.
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Figure 2-10 (a) Macro cross-section of processed region at 500 RPM and 2 IPM and higher magnification micrographs
showing (b) dark microconstituents decorating grain boundaries along the top surface (c) flow patter towards bottom of stir
zone (d) higher magnification of (c) showing both dark banding and dark microcsonstituents decorating grain boundaries.
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Figure 2-11 (a) Macro cross-section of processed region at 500 RPM and 4 IPM and higher magnification micrographs
showing (b) diffuse retreating side interface between stir zone and surrounding material (c) flow pattern towards bottom of
stir zone region (d) sharp interface between advancing side stir zone to the surrounding metal.
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Figure 2-12 (a) Macro cross-section of processed region at 500 RPM and 6 IPM and higher magnification micrographs
showing (b) heavy band of dark microconstituents decorating grain bondaries along top surface (c) sharp interface between
the stir zone and surrounding metal as well as flow pattern towards bottom of stir zone that extend upward on the
advancing side and (d) higher magnification of (c) showing dark banding and dark microconstituents decorating grain
boundaries.

Figure 2-13 Microhardness distribution maps for the nine processing conditions.

In an attempt to make statistical inferences on the hardness data, cumulative distribution
function (CDF) and probability density function (PDF) plots were developed. Both analyses
were performed on the entire hardness data set which includes the stir zone, thermomechanically-affected zone (TMAZ), heat-affected zone (HAZ) and base metal. The CDF is
shown in Figure 2-14.
The first, second and third quartiles, corresponding to the 25th, 50th and 75th percentiles
were extracted from the CFD plot. These values are listed in Table 2-3. The 50th percentile is
plotted in Figure 2-15 (a) as a function of rotational speed and in Figure 2-15 (b) as a function of
travel speed. The plots show a polynomial fit (R2 = 0.2472) with respect to both rotational speed
and travel speed (R2 = 0.4341). Although the R2 values are not high, the quantitative trends
observed in Figure 2-13 are reflected qualitatively in these plots, i.e., the highest hardness are
observed at the highest travel speeds. The intermediate values of travel and rotational speeds are
not in line with the remainder of the data set. Figure 2-16 (a) and (b) show the interquartile
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range (IQR) plotted as a function of (a) rotational speed and (b) travel speed. The IQR, i.e., the
measure of spread of the distribution, increases at higher rotational speed and travel speeds.

Figure 2-14 Cumulative distribution function (or frequency) for all nine processing
conditions and base metal.

Table 2-3 Table Listing the 25th, 50th, 75th and IQR Values for each Distribution Curve
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(a)

(b)

Figure 2-15 Percentile cumulative hardness as function of (a) rotational and (b) travel
speed.

(a)

(b)

Figure 2-16 Interquartile range (IQR) plotted as a function of (a) rotational speed and (b)
travel speed.

A final regression analysis was performed to describe the mean cross-sectional hardness
as a function of normalized rotational speed and normalized travel speed. The summary results,
shown in Appendix A-20 indicate a poor correlation (R2 = 0.3337). These results suggest that
other unknown variables which fall outside the scope of this program affect hardness.
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2.5.4

Regression Analysis
As discussed in Section 2.4.5, regression models were developed for spindle torque, peak

temperature, cooling rate, percent peak hardness and grain size as a function of rotational and
travel speed. However, since rotational speed and travel speed are not independent of spindle
power and specific weld energy, linear regression analysis was not used to model their
relationships to process parameters. Instead, the models for these output process variables were
generated using the model for spindle torque as a function of rotational and travel speed and
constitutive relationships for spindle power and specific weld energy. The following paragraphs
describe their model development.
Spindle torque, expressed in Equation (2-3), can be modeled as a function of rotational and
travel speed and spindle power can be related to spindle torque as expressed in Equation (2-4).
(2-3)
where τs is spindle torque, Aτ, ατ, and βτ are the regression coefficients for spindle torque.
(2-4)
where ω is the rotational speed and τs is spindle torque as expressed in Equation (2-3).
Substituting Equation (2-3) into Equation (2-4), the relationship for power can be
modeled as a function of process parameters as expressed in Equation (2-5).
(2-5)
Similarly, by dividing Equation (2-5) by the velocity of the heat source, specific weld
energy can be expressed in terms of processing parameters as shown in Equation (2-6).
(2-6)
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The coefficient values for Aτ,

and

were obtained and substituted into their

respective equations in the next section.

2.5.4.1 Spindle Torque
Spindle torque was calculated using the measured output spindle power and associated
rotational speed and solving for

in Equation (2-4). The value for spindle power is calculated

by taking the difference between the measured spindle power and the spindle power associated
with spindle’s free rotation in air. Linear regression analysis relating spindle torque to rotational
and travel speed is summarized in Appendix A-2. The coefficients obtained from this analysis
are Aτ= 4.118, ατ = -0.423, and βτ = 0.263. Thus, the relationship for spindle torque as a function
of travel speed and rotational speed by linear regression becomes
4.118

.

.

(2-7)

The R2 value is 0.9823. A plot showing predicted vs. average measured spindle torque is
shown in Figure 2-17. The model for spindle torque shows a high measure of goodness-of-fit.
The model for spindle torque in Equation (2-7) agrees with the mechanistic model for robotic
friction stir welded Al-F357 investment castings developed by Kalya et al. [19]. For Al-F357,
the spindle torque model developed by [19] is shown in Equation(2-8).
399.87

.

.

(2-8)

The coefficients in Equation (2-8) for aluminum are different than those obtained in
Equation (2-7) for 304L SS. The differences in the coefficient may be attributable to differences
in thermophysical properties and thickness variations since the amount of heat generated, the
material’s ability to conduct heat, and the distance over which that heat must travel will govern
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the amount of force necessary to rotate material around the tool. In both models, spindle torque
is affected more by changes in rotational speed than changes in travel speed, although to a lesser
degree in 304L SS.

Fitted ln(Spindle Torque) (N‐m)

4.4
R² = 0.9619

4.3
4.2
4.1
4
3.9
3.8
3.7

3.8

3.9
4
4.1
4.2
4.3
Measured ln(Spindle Torque) (N‐m)

4.4

Figure 2-17 Fitted model versus measured spindle torque.

Figure 2-18 shows that spindle torque decreases as rotational speed increases and that at a
given rotational speed, spindle torque decreases as travel speed decreases. The highest spindle
torque values are observed at the highest travel speeds and lowest rotational speeds. Figure 2-18
shows spindle torque increasing with increasing travel speed.
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Figure 2-18 Spindle torque as a function of rotational speed.
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Figure 2-19 Spindle torque as a function of travel speed.
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2.5.4.2 Spindle Power
Substituting the relationship developed for spindle torque, Equation (2-7), into Equation
(2-5), power can be described in terms of rotational and travel speed as shown in Equation (2-9).
4.117

.

.

4.117

.

.

(2-9)

Figure 2-20 shows that the predicted spindle power over the range of operating

Fitted ln(Spindle Power) (kW)

conditions has a good linear fit against the measured data (R2 = 0.9705).
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1
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0.4
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1
1.2
Measured ln(Spindle Power) (kW)

1.4

Figure 2-20 Fitted model against measured spindle power with travel and rotational speed
as independent variables.

Figure 2-21 and Figure 2-22 show the relationship of spindle power with travel speed and
rotational speed, respectively. These figures show that spindle power increases with an increase
in rotational or travel speed. The model fitted model in Equation (2-9) suggests that spindle
power is more sensitive to changes in rotational speed, however, the data plotted in Figure 21
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and Figure 22 do not show a great difference in sensitivity. Figure 21 and Figure 22 show that a
change in rotational speeds (i.e., between 300 RPM to 400 RPM) has the same effect on spindle

Spindle Power (kW)

power as a change in travel speed (i.e., between 2 IPM to 4 IPM).
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Figure 2-21 Spindle power as a function of travel speed.
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Figure 2-22 Spindle power as a function of rotational speed.
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2.5.4.3 Specific Weld Energy
Specific weld energy can be expressed by Equation (2-10)
.

4.117

.

4.117

.

.

(2-10)

Equation (2-10) describes the relative measure of energy transferred per unit length of weld as a
function of rotational and travel speed. Summary of regression analysis of specific energy as a
function of rotational and travel speed is shown in Appendix A-4. The coefficients are the same
as those derived in Equation (2-9) and results show high R2 value of 0.9931. Figure 2-23 shows

Fitted ln(Specific Weld Energy)
(kJ/in)

the goodness of fit between the predicted and measured data for specific weld energy.
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Figure 2-23 Fitted model for specific weld energy.

Figure 2-24 shows that the specific weld energy has a greater sensitivity to changes in
travel speed as compared to changes in rotational speed as shown in Figure 2-25. Figure 2-24
shows decreasing specific weld energy with increasing travel speed and highest weld energies
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correspond to the highest rotational and lowest travel speed. At a given travel speed, specific
energy increases with increase in rotational speed. On the other hand, Figure 2-25 shows
increasing specific weld energy with increasing rotational speed. The lowest weld energies
correspond to the highest travel speeds.
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Figure 2-24 Specific weld energy as a function of travel speed.
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Figure 2-25 Specific weld energy as a function of rotational speed.
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2.5.4.4 Cooling Rate
Appendix A-5 shows the summary output for the linear regression analysis for the
relationship between cooling rate and travel and rotational speed. The regression analysis results
show that rotational speed is not a statistically significant predictor of cooling rate in the
presence of travel speed. A second regression analysis was performed using only travel speed as
the independent value. The results are shown in Appendix A-6. The intercept and coefficient
values for this second model are ACR= 9.139 and βCR = 0.839, therefore, CRΔT(8-5), can be
expressed as in Equation (2-11) below:
∆

.

9.319

.

(2-11)

Fitted ln (Cooling Rate ΔT8‐5)
(°C/s)

A plot showing fitted vs. average measured cooling rate values is shown in Figure 2-26.
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Figure 2-26 Fitted versus measured cooling rate.

The effect of travel speed and rotational speed on cooling rate can be seen in Figure 2-27
and Figure 2-28 respectively. Figure 2-27 shows an increase in cooling rate as travel speed
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increases but very little to no change in cooling rate for changes in rotational speed at a given
travel speed. Figure 2-28 shows the sensitivity of cooling rate to changes in travel speed and
insensitivity to changes in rotational speed.
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Figure 2-27 Cooling rate as a function of travel speed.
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Figure 2-28 Cooling rate as a function of rotational speed.
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2.5.4.5 Temperature
Appendix A-7 shows the summary output for regression analysis of peak HAZ
temperature as a function of travel and rotational speed. These results show that rotational speed
is not a statistically significant predictor of peak HAZ temperature in the presence of travel speed
(see Appendix A-7). However, a second regression analysis using travel speed alone as an
independent variable resulted in a lower adjusted R2 value (0.7608 vs. 0.8014) (see Appendix A8). Since the adjusted R2 increases only if the new term improves the model more than would be
expected by chance, the rotational speed term should be included in the model. The intercept
and coefficient values for this model are ATp= 6.866, αTp = 0.086 and βTp = -0.1149, thus the
model for peak HAZ temperature can be expressed as
6.845

.

.

.

(2-12)

A plot showing predicted versus measured peak HAZ temperature is shown in Figure 229. The R2 value in this figure is 0.7609. .Figure 2-30 shows peak HAZ temperature as a
function of travel speed. Figure 2-30 shows increasing HAZ peak temperature as travel
decreasing. Little to no change in peak HAZ temperature is observed with changes in rotational
speed, in particular at the lowest travel speed (see Figure 2-31). These trends validate the fitted
model described in the previous paragraphs that show little correlation between rotational speed
and peak HAZ temperature. The R2 value of 0.7609 suggests other explanatory variables, not
investigated here, account for changes in peak HAZ temperature. The observed trends for HAZ
peak temperatures have not validated with peak nugget temperatures thus extrapolating the fitted
model to describe the relationship between peak nugget temperatures and processing parameters
should be not be done with caution. Rotational speed may have a more significant contribution
on nugget peak temperature than in the HAZ in this low thermal conductivity material.
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Figure 2-29 Predicted ln(peak temperature) to measured ln(peak temperature)
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Figure 2-30 Peak temperature as a function of travel speed.
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Figure 2-31 Peak temperature as a function of spindle speed.

2.5.4.6 Hardness
Appendix A-9 shows the summary output for this linear regression analysis for average stir
zone hardness as a function of travel speed and rotational speed. Linear regression results
indicate that travel speed in the presence of rotational speed is not a good predictor of the
average stir zone hardness. A second regression analysis was performed using travel speed as
the only independent variable. The output summary of that analysis is shown in Appendix A-10.
Results from the second regression analysis indicate that a model with only travel speed is not a
good predictor of average stir zone hardness. The p-value is just outside the 95% confidence
level and the adjusted R2 value is less than the adjusted R2 value for the regression model that
includes both travel speed and rotational speed. The adjusted R2 value increases only if the new
term improves the model. Therefore, the model including a non-significant variable of rotational
speed is a better predictor of average stir zone hardness. The coefficients for this model are AH=
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5.364,

=-0.0874 and

= 0.0571. A plot showing predicted versus measured average stir

zone hardness is shown in Figure 2-32. The plot shows poor correlation of the model in
describing the relationship between process parameters and average stir zone hardness (R2 value
of 0.6229).
An additional regression analysis was performed using the 50 percentile hardness, 75
percentile hardness and IQR data determined from the CDF. The summary output results do not
show good model correlation between 50 percentile and 75 percentile hardness to travel speed
and rotational speed. The analysis did show that travel speed and rotational speed are strong
indicators in the amount of spread (i.e., interquartile range (IQR)). The summary output results
are included in Appendix A-11 and the predicted versus measured IQR of hardness data for this
data set is shown in Figure 2-33.
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Figure 2-32 Fitted ln(average stir zone hardness) versus measured ln (average stir zone
hardness).
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Figure 2-33 Fitted versus measured hardness distribution IQR.

2.5.4.7 Grain Size
Appendix A-12 shows regression analysis of grain size as a function of travel and
rotational speed. These results show that neither rotational speed nor travel speed is a
statistically significant predictor of grain size within a 95% confidence level. A second
regression analysis with travel speed as the independent variable (see Appendix A-13) reveals
that travel speed is a statistically significant predictor (R2 = 0.6448), albeit not perfect. The
adjusted R2 value did not improve when the rotational speed term was included in the model
further validating that rotational speed is not a good predictor of grain size. The relatively low
value of R2 is indicative that other unknown variables outside the scope of this program affect
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grain size. The intercept and coefficient values for this model are AGS= 1.658 and βGS = -0.1394,
thus the model for grain size can be expressed as
1.658

.

(2-13)

A plot of predicted versus measured grain size is shown in Figure 2-34.
Peak temperature, cooling rate, average stir zone hardness and grain size were each
plotted against spindle torque, spindle power and specific weld energy in Figure 2-35 and Figure
2-36. Grain size and hardness were also plotted as a function of cooling rate in Figure 2-37 (a)
and (b), respectively. A linear fit of all data show some correlation but can be improved upon.
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Figure 2-34 Fitted model versus measured ln(grain size) (µm).
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Figure 2-35 Plots showing peak temperature (left side) and cooling rate (right side) as a
function of spindle torque, spindle power and specific weld energy. .The key code in plots
(a) and (b) correspond to all the subplots.
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Figure 2-36 Plots showing average stir zone hardness (left side) and grain size ((right side)
as a function of spindle torque, spindle power and specific weld energy. The key code in
plots (a) and (b) correspond to all the subplots.
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Figure 2-37 (a) Average all stir zone hardness and (b) grain size as a function of cooling
rate (ºC/s)

Regression analyses were performed to describe these relationships as described in
section 2.4.5.
The output results for peak temperature as a function of weld energy and spindle torque
are shown in Appendix A-14 and A-15, respectively. The goodness-of-fit plots between the
predicted and measured values for peak temperature as function of specific weld energy (shown
in Figure 2-38) and as a function of spindle torque (shown in Figure 2-39) show strong
correlations.

51

100

Fitted ln(Peak Temperature) (°C)

7.02
7
6.98
6.96
6.94
6.92
6.9
6.88
6.86
6.84
6.82
6.8

R² = 0.8581

6.75

6.8
6.85
6.9
6.95
Measured ln(Peak Temperature) (°C)

7

Fitted ln(Peak Temperature) (°C)

Figure 2-38 Fitted versus measured peak temperature with specific weld energy as an
independent variable.
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Figure 2-39 Fitted versus measured peak temperature with spindle torque as an
independent variable.
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Similar analyses were performed to determine if the relationships between cooling rate
and specific weld energy and spindle torque. The output summary results are contained in
Appendices A-16 and A-17, respectfully. The goodness-of-fit plots between the predicted and
measured values for cooling rate as function of specific weld energy (shown in Figure 2-40) and
as a function of spindle torque (shown in Figure 2-41) show strong correlations.
The output summary results for linear regression analysis between grain size and specific
weld energy, spindle torque and cooling rate are contained in Appendices A-18, A-19 and A-20,
respectfully. The goodness-of-fit plots between the fitted model and measured values for grain
size as function of specific weld energy (shown in Figure 2-42), as a function of spindle torque
(shown in Figure 2-43) and as a function of cooling rate (shown in Figure 2-43), The figures
show some correlation but can be improved upon. The best predictor of the three evaluated is
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spindle torque.
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Figure 2-40 Fitted versus measured cooling rate with specific weld energy as independent
variable.
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Figure 2-41 Fitted versus measured cooling rate with spindle torque as independent
variable.
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Figure 2-42 Fitted versus measured grain size with specific weld energy as independent
variable.
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Figure 2-43 Fitted versus measured grain size with spindle torque as an independent
variable.

0.2
Fitted Grain SIze (µm)

0.18

R² = 0.4806

0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0
0

0.05

0.1

0.15

0.2

0.25

Measured Grain SIze (µm)
Figure 2-44 Fitted model for grain size using cooling rate as the predictor.
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2.6

Discussion
Process output variables, peak temperature, cooling rate, hardness, grain size, spindle

torque, spindle power, and specific weld energy were obtained from the set of experimental runs
performed at varying travel and rotational speeds. All response variables were plotted as a
function of travel speed and rotational speed. The following paragraphs explain how changes in
travel speed and rotational speed affect the output response variables.
As travel speed increases, the tool moves forward a greater distance per revolution which
increases the distance through which heat must travel and since the traversing speed in higher
there is less time for heat to travel through the additional distance. These combined effects lead
to a reduced amount of heat generated and lower local peak temperatures. This reduction in heat
generated can account for the decrease in specific weld energy and peak temperature, shown in
Figure 2-35 (e). Cooling rate is inversely proportional to the product of temperature and heat
input, thus at lower specific weld energy and peak temperature, higher cooling rates are expected
as shown in Figure 2-35 (f). In addition, since the material surrounding the tool is “colder” with
reduced localized heat generation then the material’s flow stress increases. Higher forces are
required to overcome the higher flow stresses. Since torque is defined as the measure of how
much force must be exerted on an object to cause it to rotate, an increased force requirement
translates to greater torque requirements. From Equation (2-4), we know that higher torque
values at a given rotational speed translate to higher power requirements. Lower temperatures
and higher spindle power are observed at higher travel speeds.
Heat generation and heat transfer per unit volume per unit time can account for trends
observed for changes affecting spindle torque. Heat is generated as the tool rotates within the
workpiece. As the rotational speed increases, all other factors remaining constant, the amount of
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heat generated increases. This additional heat generated can be equated to an increase in energy
input per unit length, i.e., specific weld energy, which can contribute to a thermal softening
effect. In the presence of thermal softening, the material’s flow stress decreases, thus reducing
the force required to move material around the periphery of the tool. Figure 2-35 (e) and (f) and
Figure 2-36 (e) and (f) show higher values of specific weld energy with increases in rotational
speed for a given travel speed. As previously stated, torque is a measure of force required to
rotate an object, thus a reduced force requirement translates to reduced torque requirements.
Figure 2-35 (a) and (b) and Figure 2-36 (a) and (b) show that the lower torque values are
observed at the highest rotational speeds.
In order to address the lack of correlation between hardness and process parameters and
one must consider the effect of work hardening and dynamic recovery during deformation.
During deformation, strengthening of a metal occurs by the production of dislocations which can
be quantified by the increase in dislocation density during deformation. This means that
strengthening in metals occurs through dislocation’s resistance to slip. Strengthening equates to
hardness and is proportional to the square root of dislocation density.
During plastic deformation, most of the plastic work is converted to heat, also known as
adiabatic heating. For low thermal diffusivity material, such as 304L SS, heat builds up causing
localized heating and a thermal softening effect on the material. Lee et al. indicated that if this
thermal softening effect surpasses that of the work hardening effect then instabilities in metal
flow may occur [23]. The micrographs show inconsistent flow patterns at all processing
parameters and the hardness correlation to processing parameters is not consistent. The next
chapter evaluates the effect peak temperature and strain rate on microstructure and hardness.
The results of that evaluation will help in our understanding.
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2.7

Conclusions
This study characterized microstructural and hardness distribution of friction stir processed

304L SS. The measured output responses for the series of processed cross-sections were used in
regression analysis to investigate relationships between the independent process variables,
namely travel speed and rotational speed, to the dependent output process variables. Table 2-4
and Table 2-5 lists the values for coefficients determined from linear regression analysis.

Table 2-4 Summary of Regression Coefficients and Statistics R2 and Adjusted R2 Values
When Using Rotational Speed and Travel Speed as Predictors
A

α

β

R2

Adj R2

Spindle Torque (Nm)

4.118

-0.423

0.263

0.9619

0.9491

Spindle Power (kW)

4.118

0.577

0.263

0.9705

0.9606

Specific Weld Energy (kJ/in)

4.118

0.577

-0.737

0.9931

0.9908

Cooling Rate (ºC/s)

4.097

-0.131

0.839

0.9846

0.9908

Cooling Rate (ºC/s)

9.139

--

0.839

0.9815

0.9788

Peak Temp (ºC)

6.87

0.086

-0.115

0.8511

0.8014

Peak Temp (ºC)

6.845

--

-0.115

0.7608

0.7267

All Stir Zone Hardness (Hv)

5.364

-0.087

0.058

0.6229

0.4972

All Stir Zone Hardness (Hv)

5.386

--

0.058

0.4207

0.3379

IQR Hardness (Hv)

2.699

-0.4022

0.321

0.8473

0.7965

Grain Size (µm)

1.697

0.1247

-0.134

0.7319

0.5533

Grain Size (µm)

1.657

--

-0.1397

0.6448

0.5560

Note:
A is the intercept, α is the coefficient for rotational speed, and β is the coefficient for travel
speed.
58

Table 2-5 Summary of Regression Coefficients and Statistics R2 and Adjusted R2 Values
When Using Specific Weld Energy, Spindle Torque,
and Cooling Rate as Predictors
A

γ

δ

Peak Temp (ºC)

6.99

0.155

Peak Temp (ºC)

6.824

Cooling Rate (ºC/s)

3.112

Cooling Rate (ºC/s)

4.178

Grain Size (µm)

1.835

Grain Size (µm)

1.67

Grain Size (µm)

-0.198

ζ

0.345
-1.024
2.04
0.1773
-0.4594
-0.1239

R2

Adj R2

0.8581

0.8378

0.7155

0.6749

0.9038

0.8901

0.6497

0.5997

0.6833

0.6041

0.7757

0.7196

0.4806

0.3075

The following conclusions can be drawn from this chapter:
(1) Spindle torque is more strongly influenced by rotational speed than travel speed
although to a lesser extent in 304L SS than in aluminum alloys. Results for 304L SS are
in general agreement with literature in that spindle torque decreases with increasing
rotational speed and increases with increasing travel speeds with other things being
equal.
(2) Spindle power is a function of both travel and rotational speeds and increases with an
increase in either parameter, in agreement with models developed for aluminum alloys.
(3) Specific weld energy has a greater sensitivity to changes in travel speed than to changes
in rotational speed. Specific weld energy decreases with an increase in travel speed and
specific weld energy is minimally affected by changes in rotational speed, although for
304L SS, specific weld energy slightly decreased as rotational speed decreased for a
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given travel speed and the effect was slightly greater at the lowest travel speed used in
this study.
(4) Cooling rates in 304L SS is affected by changes in travel speed. Changes in rotational
speed had little to no effect on changes in cooling rate. Higher cooling rates were noted
at higher travel speeds.
(5) The peak HAZ temperature decreases as travel speed increases. Little to no change is
observed with changes in rotational speeds. The insensitivity of temperature to changes
in rotational speed is surprising since a large number of authors report increased in
temperature with increasing rotational speed. However, it is reasonable to speculate that
at distances away from the stir zone region, particularly for low thermal diffusivity
materials, the effects of changing processing parameters may not be as significant.
(6) A good model to quantify observed hardness to processing parameters is difficult to
obtain from this data set. The independent variable with the highest correlation factor to
hardness is IQR of hardness data distribution. Additional studies are needed to evaluate
the isolated effect of strain rate and temperature on hardness in this alloy to gain a better
understanding of its effects.
(7) For this data set, grain size was modeled as a function of rotational speed with a low R2
value indicating low confidence for that model. The proposed model shows that grain
size is inversely proportional to travel speed in accord with models developed for
aluminum alloys.
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3

3.1

CHARACTERIZATION OF 304L SS COMPRESSION TESTS PERFORMED
UNDER KNOWN THERMOMECHANICAL HISTORIES

Abstract

Developments in modeling (both physical and numerical) are being used to develop a
greater understanding of the influence of various metallurgical factors (e.g., grain size,
dislocation density, and texture) on the properties (e.g., hardness) of friction stir welded
materials. The overall scope of this work is geared towards evaluating Isaiah, an existing 3dimensional FSW finite element code developed at Cornell University, through metallographic
evaluation and hardness measurements from a series of actual friction stir welds and physicallysimulated conditions. Hot axial compression tests were performed on the Gleeble 1500™. The
6.25 mm diameter 304L stainless steel cylindrical specimens underwent a similar heating and
cooling thermal profile as that measured from an actual FSW in the same material.
Metallography, hardness, texture and flow stress from hot compression tests were characterized
as a function of strain rate (1 s-1, 10 s-1, 50 s-1, and 100 s-1) and peak temperature (900°C,
1000°C, and 1100°C). This paper presents flow stress, metallography and hardness for
specimens isothermally compressed at 10 s-1, 50 s-1, and 100 s-1 each at 900°C, 1000°C, and
1100°C. Regression models were generated that describe how peak stress and grain size vary as
a function of temperature and strain rate as well as how grain size varies as a function of peak
stress. No statistically-significant correlations of hardness to temperature and strain rate were
found.

3.2

Introduction
Friction stir welding is a thermal and thermomechanical process that involves extreme

plastic deformation resulting from the solid-state stirring of one base metal into another. The
extreme plastic deformation within the weld nugget generally occurs at high temperatures
(~1100ºC for steels) and at high strain rates. These high temperatures and high strain rates are
analogous to other hot deformation processes that have been modeled extensively. In friction stir
welding, however, the temperature and strain rates are not homogeneous as with other hot
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deformation processes, such as rolling. Friction stir welds exhibit severe thermal and
deformation gradients that result in microstructural and hence mechanical property variations
across these localized weld regions.
In hot deformation processes, work hardening, dynamic recovery, and dynamic
recrystallization occur simultaneously [24]. These flow characteristics are evident in flow stress
curves that can be generated experimentally using a thermomechanical simulator, such as the
Gleeble system used in this study. This type of information is extremely useful in understanding
how a material in solid-state form behaves in the presence of deformation and temperature.
Developments in material science and modeling have been very helpful in explaining solid-state
flow as a function of numerous deformation variables during hot-working processes.

3.3

Previous Work
As with hot deformation processes, friction stir welding is a complex process. In hot

deformation processes, work hardening, dynamic recovery, and dynamic recrystallization occur
simultaneously [24]. These are the mechanisms by which a material tends to soften in hotworking. In metals with low stacking fault energy, such 304L austenitic stainless steel, dynamic
recovery and dynamic recrystallization (DRV) are softening mechanisms. DRV occurs by the
formation of well-developed sub-grain structures by polygonization of dislocations through cross
slip and climb that is similar to the mechanism that occurs in creep deformation. When the
critical driving force from large local differences in dislocation density is reached then new
grains nucleate along the grain boundaries that lead to dynamically recrystallized (DRX) grains
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[25]. DRX is a softening mechanism that occurs when the dislocation density reaches a critical
value to rearrange or nucleate new high angle grain boundaries.
As such, researchers have used controlled thermomechanical tests to gain a better
understanding DRV and DRX in 304 and other stainless steels. The following paragraphs
describe such efforts [26-30].
In work performed by Medina and Hernandez [26-29] torsional tests in a
thermomechanical simulator were performed to model various aspects of hot metal working
deformation for micro-alloyed steels. Using empirical and constitutive relationships such as the
Zener-Hollomon, Sellars and Tegart, Von Mises and Avrami’s equations, the authors were
successful in predicting stress-strain curves, peak stress, peak strain, flow stress curves, static
recrystallization, and dynamic recrystallization as a function of temperature and strain rate for
various chemical compositions of micro-alloyed steels.
Other authors used stress-strain curves generated through continuous hot torsion tests to
understand work hardenability, static recrystallization and restoration, and dynamic softening in
304 SS. Barraclough and Sellars [28] performed hot torsion tests on type 304 SS. The authors
confirmed that static recrystallization curves conform to Avrami’s equations, but a smaller
exponent should be used for coarser grain materials due to a greater amount of non-uniform
deformation in these materials. The authors discuss and conclude several good points. First,
specimen geometry is important on the effect on the heterogeneity of deformation. They state
that long and thin specimens provide good heterogeneity in tension, while small length/diameter
ratio specimens would render less heterogeneity in axisymmetric compression testing, and small
height/cross-sectional area ratio specimens give good results under plane strain compression
testing, as confirmed in [30]. Second, the authors state that the major restoration of hardness on
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annealing after hot deformation is associated with static recrystallization. Finally, the authors
point out that recrystallization time and recrystallized grain size decrease as (1) the initial grain
size decreases, (2) strain increases, (3) strain rate increases, and (4) deformation temperature
decreases.
Ryan et al. [25, 31, 32], evaluated the work hardening, strengthening and ductility in hot
working of 304 stainless steel using hot-torsional tests. The authors experimentally validated the
hyberbolic sine function of Sellars and Tagert equation and the Arrhenius equation with 304
experimental data at temperatures 900 – 1200C and strain rates of 0.1 to 5 s-1.
Arbegast [33] used output from thermomechanical tests to develop flow stress curves as a
function of temperature and strain rate for various aluminum alloys to develop constitutive
relationships for use in a first order approximation of the friction stir welding process using the
architecture of hot metal working models. Using this developed FSW process model, Arbegast
calculated the extrusion pressure (i.e., the force opposite the direction of travel that is exerted on
the pin during friction stir welding). By comparing the extrusion pressures for each of the Al
alloys investigated, the author was able to verify experimental trends observed and gain insight
into the optimum processing conditions (pin tool geometry, extrusion zone width, processing
parameters, and flow stress of the material) for joining various types of aluminum alloys.

3.4
3.4.1

Experimental Details
Materials
The cylindrical test specimens used in this study were machined from nominal 0.25 in

(6.4 mm) thick 304L SS with a chemical composition listed in Table 3-1. The corresponding
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specification requirement and friction stir weld chemistry are also listed for reference. The
longitudinal axis of the 0.25 in (6.4 mm) diameter specimens was aligned parallel to the plate
rolling direction and had a diameter-to-length ratio ranging from 1.0 to 1.3.

Table 3-1 Bulk Chemical Analysis of 304L Stainless Steel
Base Metal and Weld Metal
Element
Carbon
Manganese
Silicon
Sulfur
Phosphorus
Nickel
Molybdenum
Chromium
Cobalt
Nitrogen
Boron

3.4.2

ASTM A 240/A
240M
wt%
0.030 max
2.00 max
0.75 max
0.030 max
0.045 max
8.0-12.0
-18.0-20.0
-0.10 max
--

FS Weld Base
Metal
Metal
wt%
wt%
0.014
0.019
1.72
1.70
0.27
0.28
0.001
0.001
0.025
0.016
8.58
8.16
0.43
0.44
18.13
18.76
0.29
0.29
0.088
0.087
0.0015 0.0048

Thermal and Thermomechanical Simulations
The Gleeble 1500 system was programmed to perform a series of thermal and thermo-

mechanical simulations that systematically varied peak temperature and strain rate. The
simulation test matrix is detailed in Table 3-2. The peak temperatures were selected based on
thermocouple data and on hot deformation studies of 304 and 304L stainless steel performed by
others [22, 25, 31, 32, 34, 35]. All cylindrical test specimens underwent a similar heating and
cooling thermal profile as that measured from an actual FSW in the same material. The details
of the actual FSW temperature measurements are reported elsewhere [22]. A thermocouple was
65

attached along the longitudinal mid-span of the specimen to measure the actual specimen
temperature during the simulation test.

Table 3-2 Gleeble Thermal and Thermomechanical Simulation Test Matrix
Time to Full
Compression Heating Rate (°C /s) Cooling Rate (°C /s)
(s)
0
-*1
4.0000
900
10
0.0842
*50
0.0798
100
0.0397
0
-Tp to 500 °C = 23
RT to 85 °C = 10
1
4.0000
500 to 340 °C = 9
85 to 260 °C= 175
1000
*10
0.4020
340 to 220 °C = 4
260 to Tp °C = 60
220 to RT °C = 1
*50
0.0794
*100
0.0402
0
-1
4.0600
1100
10
0.4040
50
0.0800
100
0.0402
*shape coefficients did not meet the specified requirements for valid compression test
conditions.
Peak
Temperature
(°C)

Strain
Rate

The longitudinal axis of the cylindrical specimens was positioned parallel to the
compression axis and centered between two ISO-T anvils (shown in Figure 3-1 (c)). The ISO-T
anvils were designed to ensure uniform heating and deformation during thermo-mechanical
testing. A boron nitride coating, a dry, high temperature lubricant, was lightly sprayed on the
face of each anvil to minimize the amount of barreling during compression. A jaw-to-jaw Lstrain gauge system was positioned across the jaws to provide precise dynamic displacement
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measurements. The measured displacement measurements were used in calculating true stress,
true strain plots. The experimental set-up within the Gleeble test chamber is pictured in Figure
3-1. Once the test specimen was secured between the anvil/jaw assembly and thermocouple
wires were connected, the test chamber was vacuum-sealed and flooded with argon gas.

L-Guage

a
Anvil Holders

Anvil Holder

Thermocouple
ISO-T Anvils
Specimen

c
b

ISO-T Anvils

Figure 3-1 Experimental set-up within Gleeble chamber showing (a) set-up within the
testing chamber of the Gleeble (b) close-up view of specimen with thermocouple
sandwiched between anvils and (c) anvil holder with ISO-T anvils in place. Note the light
boron nitride coating on the anvils was used as a lubricant.

As indicated in Table 3-2, one specimen at each peak temperature underwent the heating
and cooling cycle. These specimens will be referred to as “thermal-only” for the remainder of
the paper. These specimens were heated to peak temperature at the specified heating rate, held
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for 1 second then cooled to room temperature at the specified cooling rate. The hot, uniaxial
compression test specimens were each heated to peak temperature, held for 1 second,
compressed at the specified strain rate to a 3 mm final length, held for 1 second then cooled to
room temperature. The test specimens were measured before and after compression testing to
calculate shape coefficients (barreling, ovality, and height). Specimens after testing are shown in
Appendix B-1. These shape coefficients, listed in were used to determine the validity of the
compression test data.

3.4.3

Metallography, Electron Backscatter Diffraction and Orientation Image
Microscopy (EBSD-OIM)
All specimens, including untested base metal specimens, were sectioned at the center

along the plane parallel to the compression axis (or rolling direction for base metal), mounted
and metallographically prepared to a 1 m finish. Vickers (Hv) microhardness measurements
were taken at incremental spacing of 0.30 mm along intersecting diagonal paths using a 300 gf
load. The metallographically-prepared specimens were etched with Luca’s reagent (150 mL
HCl, 50 mL lactic acid, 3 g oxalic acid) to reveal grain size and other microconstituents.
To prepare for orientation image microscopy (OIM) in a scanning electron microscope
(SEM), the mounted specimens were then re-ground and polished in a colloidal silica
suspension. A 200 x 200 μm area was scanned at the center of each specimen in the SEM using
EBSD at a 20 keV accelerating voltage and a step-size of 0.5 μm. Grain size plots,
misorientation plots, image quality images, orientation map images, phase map images, pole
figures, inverse polar figures, and texture plots were captured using OIM software. Only grain
size, image quality and phase map images are presented in this paper.
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3.4.4

Hardness
Vicker’s (Hv) microhardness measurements were taken at incremental spacings of 0.30

mm along intersecting diagonal paths using a 300 gf load.

3.5
3.5.1

Results and Discussion
Thermal and Thermomechanical Simulations

3.5.1.1 Thermal-Only
The measured temperature profile at 900°C is plotted in Figure 3-2 against the
programmed temperature profile. The measured temperature profile is within 0.1234±0.911°C/s
of the programmed temperature profile for the majority of the test, from 1.2 s to 196 s.
Thereafter, for the remaining 60 seconds, the measured temperature profile deviates
25.9±16.5°C/s from the programmed path upon cooling from 88°C. For the critical portions of
the temperature profile, the Gleeble system was capable of simulating thermal profiles that are
representative of actual friction stir welding conditions. Similar profiles were observed for
compression tests conducted at 1000°C and 1100°C deformation temperatures.
Uniaxial compression tests performed at 900°C, 50 s-1, and 1000°C, 10 s-1 and 100 s-1,
were deemed invalid based on the calculated shape coefficients. These shape coefficients are
listed in Appendix B-2. Data associated with test specimens deemed invalid are not included.
The flow curves for 304L SS are shown in Figure 3-3. These curves are characteristic of
deformation curves for typical fcc and low stacking fault energy metals. During deformation,
particularly during the hardening stage (referred to as either strain or work hardening), energy is
stored within the metal in the form of dislocations [25, 31, 32, 34, 35]. This portion of the curve
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is represented in Figure 3-3 by the exponential increase of stress after yielding. In this portion of
the curve, work hardening and recovery occur simultaneously, called dynamic recovery (DRV).
The onset of dynamic recrystallization, DRX, occurs at peak strain where flow stress begins a

o

Temperature ( C)

gradual decent from the peak stress [25, 31, 32, 36].

Specimen ID 900t0sr
o
Peak Temperature = 900 C

1000
900
800
700
600
500
400
300
200
100
0

Ptemp(C)
TC2(C)

0

50

100

150

200

250

300

Time (s)

Figure 3-2 Plot of the programmed and measured thermal profile for the thermal-only
specimen at peak temperature 900˚C. Similar results were observed at 1000˚C and 1100˚C.

3.5.1.2 Thermomechanical Simulations
The maximum flow stresses ranged from 309 -310 MPa at 900˚C, 222 - 229 MPa at
1000˚C, and 122 - 210 MPa at 1100˚C. At 900˚C, the flow curves at 10 s-1 and 100 s-1 both
exhibit similar flow characteristics; both experiencing a relatively small amount of softening but
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not sufficient for complete recrystallization. While at 1000˚C, 50 s-1, and 1100˚C, 10 s-1, 50 s-1,
and 100 s-1, a greater extent of softening is evident.
The flow curves were further analyzed by plotting the strain hardening rate (δσ/δε) as a
function of flow stress, σ (shown in Figure 3-4). Characteristic segments of the work hardening
curves, as reported by others [25, 31, 32, 36] are observed. The linear segment of these curves
where the work hardening rate decreases with increasing flow stress is due to dynamic recovery
[37]. Dynamic recrystallization becomes active at a critical stress (σc) value. This critical stress
values is observed at point where the last downward inflection point takes place prior to
dropping to zero. The flow stress at which the work hardening rate is equal to zero is called the
peak stress (σp). At this peak stress level, all restorative processes, strain hardening, recovery
and recrystallization, are in equilibrium with each other. The corresponding critical stress and
peak stress for each curve are indicated in Figure 3-4.
For this set of curves, all but one curve exhibited dynamic recrystallization. The
specimen compressed at 900˚C, 10 s-1 did not exhibit a downward inflection to zero but rather
reached saturation stress that results from DRV alone in the absence of DRX [25, 32].
Additional qualitative observations suggest that the critical and peak stresses are highest at
900˚C and tend to decrease with increasing peak temperature. This trend is in agreement with
trends reported by others for 304 and 304L SS [25, 34]. Linear regression analysis was
performed to determine if there are any correlations exist between critical stress and peak stress
to grain size and hardness.
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Figure 3-3 Flow stress curves generated from hot compression tests for 304L SS as a
function of peak temperature and strain rate.

Figure 3-4 Strain hardening rate (δσ/δε) as a function of flow stress for 304L SS obtained
at various peak temperatures and strain rates
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The first linear regression analysis evaluates peak strain with strain rate and temperature
as predictors. Appendix B-3 shows the regression output summary results which indicate a poor
model fit (R2 is 0.04). Strain rate and temperature are not good predictors of peak strain.
Figure 3-5 (a) and (b) show peak strain as a function of strain rate and temperature,
respectively. Peak strain decreases with increasing temperature at low and high strain rates (see
Figure 3-5 (b)). In both plots, inconsistencies are noted for data obtained at a strain rate of
50

. This may be due to invalid shape coefficient values for those tests (see Appendix B-2).
Similar plots to those generated for peak strain were generated for peak stress. Figure 3-6

(a) shows an increase in peak stress as strain rate increases, however, to a much less extent at
900°C indicating that peak stress is not sensitive to changes in strain rate at lower temperature
regimes. Peak stress decreases with increase in deformation temperature (see Figure 3-6 (b)).
Regression analysis was performed to quantify the effect of strain rate and temperature on peak
stress, regression analysis.
Regression output summaries are contained in Appendices B-4 and B-5. The first
analysis performed included both temperature and strain rate as predictors. Of these two
variables, the model indicates that temperature is deemed a good predictor of peak stress while
stain rate is not statistically significant. This linear regression model has a high R2 value of
0.9311 even in the presence of an insignificant variable. In light of the insignificant variable, a
second regression model was performed only using temperature as a predictor for the model.
The output summary in Appendix B-5 indicates that while temperature is a good predictor of
peak stress, the adjusted R2 value decreased (0.8307 vs. 0.8851) from that generated in the
previous model which included an insignificant variable. Thus, the first model which includes a
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non-significant variable of strain rate provides a better model for describing the relationship for
peak stress. The model for peak stress can be expressed as follows:
926.80

0.7170

0.4868

(3-1)

where σp is peak stress, Tp is peak temperature and is strain rate. The trends generated by this
model agree with general trends described by [32] for 304 SS which show that

increases as

the deformation temperature decreases and strain rate increases.

Peak Strain (Onset of DRX)

0.6
0.5
0.4
0.3

900 C
1000 C
1100 C
Poly. (900 C)
Poly. (1000 C)

0.2
0.1

Peak Strain (Onset of
DRX)

(a)

0
0

20

40
60
80
Strain Rate (1/s)

100

120

0.6
0.5
0.4

10 (1/s)
50 (1/s)
100 (1/s)
Poly. (10 (1/s))
Poly. (50 (1/s))
Poly. (100 (1/s))

0.3
0.2
0.1
0
800

900
1000
1100
Temperature (°C)

1200

Figure 3-5 Peak stress as a function of (a) strain rate and (b) temperature.
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Figure 3-6 Peak stress as a function of (a) strain rate and (b) deformation temperature.

3.5.2

Metallography, Electron Backscatter Diffraction and Orientation Image
Microscopy (EBSD-OIM)

3.5.2.1 Base Metal
A micrograph of the base metal is shown in Figure 3-7 (a). Base metal metallographic
evaluation exhibited large grains, annealing twins, ferrite stringers aligned along the rolling
direction, lath-like structure and dark, blocky microconstituents. Figure 3-8 shows a magnified
view of the lath-like and blocky microconstituents observed in the base metal. Representative
microconstituent regions were subjected to Vicker’s hardness indentation to evaluate relative
hardness differences between the different microconstituents observed. The highest hardness is
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observed in the needle-like feature, the blocky microconstituents had a mid-range hardness value
of 175 Hv, while the austenite “clean” baseline metal had the lowest hardness of 159 Hv.
Several researchers have identified microconstituents that tend to form in 304 stainless
steels. Padhila et al. [38], mentions that two types of martensite may form in austenitic stainless
steels, ά-(bcc ferromagnetic) and ε-(hcp, paramagnetic) martensite. The presence of άmartensite, a magnetic, body-centered cubic (bcc) microconstituent, has been observed in lean
grade austenitic SS by several researchers [34, 38-40]. These authors have attributed the
formation of these microconstituents to the stress-state produced by the cold-rolling process
(deformation), stacking fault energy of the material, temperature (relative to the chemical
composition dependent martensite start temperature, Ms) and the metastable austenite phase of
this alloy (primarily due to the low carbon content and other alloying additions) [41]. Padhila et
al. indicates that the formation of martensite in this alloy is not generally expected upon cooling
since the Ms temperature is low (below 0°C). However, precipitation to the grain boundaries
depletes the surroundings grains of carbon and chromium which increase the Ms temperature to
temperatures well above room temperature enabling ά-martensite formation at room temperature
or above.
Barbucci et al. [39] confirmed the presence of ά-martensite in 304 SS using transmission
electron microscopy (TEM) methods, X-ray diffraction (XRD) and magnetic measurements
using a Faraday balance. TEM diffraction patterns revealed a face centered cubic (fcc) ϒaustenite structure for an annealed specimen (no second phase present) and an fcc and bcc
diffraction pattern for a cold-rolled specimen with second phase present. XRD analysis of both
these specimens validated the presence of fcc and/or bcc structures within the corresponding
specimens.
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Figure 3-7 Micrographs showing microstructure (a) of the unaffected base metal and of
thermally-cycled specimens at peak temperatures of (b) 900°C, (c)1000°C, and (d)1100°C.
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Figure 3-8 Micrograph showing hardness values of three microstructurally-distinct
regions in 304L base metal used in this study.
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Figure 3-9 shows the resulting XRD pattern for the base metal specimen used in this
study. The XRD pattern shows both fcc and bcc peaks which are identical to XRD results by
[39]. The magnetic characteristic of the ά-martensite was detected using a handheld magnet in
this specimen as well. These results confirm the presence of ά-martensite in the starting base
metal from cold working during fabrication processes.

3.5.2.2 Thermal-Only
The microstructures observed for the thermal-only specimens heated to 900ºC, 1000ºC
and 1100ºC are shown in Figure 3-7 (b), (c) and (d), respectively. Observations of resulting
microstructures at Tp = 900ºC and Tp = 1000ºC show an increase in both the grain size and the
amount of second phase relative to the base metal and a slight increase at 1000ºC than at 900ºC.
The increase in grain size and the amount of second phase present for specimens at Tp = 900ºC
and Tp = 1000ºC must be primarily a function of temperature since alloy composition and
heating and cooling rates were constant. The grain size at Tp = 1100ºC is approximately equal to
that of the base metal and smaller than those observed at Tp = 900ºC and Tp = 1000ºC. The
amount of second phase present observed in the Tp = 1100ºC specimen is greater than the
amount observed in the base metal but less than the amounts observed at the other two lower
peak temperatures.
To understand this phenomenon related to the presence and extent of second phase
formed, two base metal specimens were annealed and evaluated. The annealing temperature and
time at temperature were selected based on the ASM Handbook [41] recommendation for an
effective heat treatment of this alloy. The recommended holding time is 3 to 5 minutes per 2.5
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mm of thickness recommended annealing temperature ranged from 1010ºC - 1120ºC. The ASM
handbook mentioned that cooling from annealing temperatures must be rapid to prevent
precipitation. However to test the sensitivity of cooling rates to precipitation and ά-martensite
formation, intermediate and slow cooling rates were selected
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Figure 3-9 X-ray diffraction (XRD) pattern of the 304L SS base metal. Austenite (γ) and
ferrite (α) peaks are marked and identified with their respective crystallographic indices.

Two 0.246 in (6.25 mm) diameter, 0.25 in (6.4) mm long specimens were heat treated.
One specimen was furnace heated to 1100ºC for 15 minutes then air cooled while the other
specimen was furnace heated to 1100ºC for 15 minutes then allowed to furnace cool. The
resulting microstructures are shown in Figure 3-10 (b) and (c) respectively along with the base
metal microstructure. Qualitatively speaking, the grain size and amount of second phase in the
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intermediate-cooled and the slow-cooled specimens increased substantially compared to the base
metal. The furnace-cooled specimen appears to have a slightly greater area of second phase
formation than the intermediate-cooled specimen. Although hardness measurements are not
representative of the average hardness, the individual hardness measurements in Figure 3-10,
show a similar trend with respect to hardness. The second-phase has a higher hardness relative
to the austenite grain as would be expected for a martensitic phase.
Experimental studies by Padilha et al. and others[38, 42] show that ά-martensite reverts
back to austenite during annealing above the AISI 304 SS ά-martensite (~200ºC) and ά (~400ºC)
stabilization temperatures. In some studies [42] ά-martensite reverted to austenite in as little as 2
minutes at 600ºC. In addition, Padhila discusses an interesting theory for the increase of άmartensite content during annealing of cold-worked 304 SS between of 300 – 400ºC. He offers
two plausible explanations. The first is due to a recovery mechanism that relieves stresses
caused by point defects, dislocation and stacking fault defects. This recovery mechanism also
provides stress relief around martensite laths and allows them to grow. The second explanation
for increased ά-martensite formation is related to precipitation. Precipitation increases the Ms
temperature thereby increasing the formation of ά-martensite upon cooling. He states that this
latter theory is less acceptable since carbides do not form at temperatures below 400ºC.
The time at temperature above 400ºC for the thermal-only specimens cycled to Tp =
900ºC, Tp = 1000ºC and Tp = 1100ºC was 36 sec, 41 sec, and 47 sec, respectively. This time at
temperature is not sufficient to fully anneal and revert all ά-martensite to austenite and for the
specimens heated to 1100ºC. However, some stress relief occurs that allows pre-existing άmartensite to grow and increase the amount of ά-martensite. According to Padilha, partial-
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solutionizing to high temperatures would have increased the Ms temperature thus increasing the
formation of ά-martensite upon cooling.

40 μm

a

b

40 μm

c

Figure 3-10 (a) Base metal (top center), (b) solution annealed at 1100°C for 15 minutes
then air cooled (bottom left) and (c) furnace heated to 1100°C; held at peak temperature
for 15 minutes then furnace cooled

81

40 μm

3.5.2.3 Thermo-Mechanical Simulations
The microstructures observed at 900˚C and 1100˚C are consistent with the flow stress
behavior in Figure 3-3. The microstructures of specimens compressed at deformation
temperature of 900˚C, shown in Figure 3-11 (a) and (d) reveal highly deformed grains that are
elongated in the flow direction.
Figure 3-11 (a) shows no evidence of recrystallization while Figure 3-11 (d) does show
evidence of formation of small recrystallized grains at grain boundaries. The recrystallized
grains are indicated by arrows in Figure 3-11 (d). Several authors [36, 43] characterize the
evolution of microstructure with increasing strain during dynamic recovery as starting with a
homogenous distribution of dislocations, resulting from dislocation multiplication, that rearrange
themselves into elongated cells that eventually become elongated subgrains within the deformed
grains as misorientation increases. This corresponds well to flow curve behavior exhibited in
Figure 3-3 at 900˚C.
At 1100˚C, the micrographs, shown in Figure 3-11 (b), (d), (f), exhibit recrystallized,
equiaxed grains that correlate well with their respective flow curves in Figure 3-3. Several
authors [25, 31, 38, 44] state that the main softening process in non-stabilized, low stacking fault
steels, such as 304L stainless steel is recrystallization and recovery plays a minor role. This
revelation is particularly true at deformation temperatures greater than 900˚C.
This study shows that dynamic recovery is the active softening mechanisms at 900°C and
low strain rates while dynamic recrystallization becomes the overriding softening mechanism at
higher temperatures and strain rates.
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Figure 3-11 SEM Micrographs of specimens after hot uniaxial compression at (a) 900˚C,
10s-1, (b) 1100˚C, 10s-1, (c) 1100˚C, 50s-1, (d) 900˚C, 100s-1 and (e) 1100˚C, 100s-1.
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3.5.2.4 Grain Size
Using OIM software, grain sizes were obtained from the scanned area for each of the test
specimens and listed in Table 3-3. These data were plotted as a function of strain rate and
temperature in Figure 3-12. Trends are observed at the low and higher deformation
temperatures.

Table 3-3 Grain Size of Scanned Areas as
Determined by OIM
Temperature
(°C)
900
900
1000
1100
1100
1100

Strain Rate
(1/s)
10
100
50
10
50
100

Grain Size
(μm)
2.1±2.7
1.56±2.1
6.7±7.5
5.03±5
3.26±2.9
4.32±3.6

The data obtained from specimens conducted at 50s-1 appear to be outliers in this data set.
The plots show a slight decrease in grain size as strain rate increases in Figure 3-12 (a) results are
shown in Appendix B-8. The results indicate that while temperature and strain rate are
significant predictors of hardness, the low R2 value of 0.64 indicates that other unknown
variables which fall outside the scope of this program affect hardness.
Regression analysis was performed to determine if strain rate or peak temperature were
good predictors of grain size. Regression output summaries for analyses performed on data set
without data for test conducted at 50s-1 are in Appendix B-6 and Appendix B-7. Appendix B-6
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Figure 3-12 Plot showing gain size as a function of (a) strain rate and (b) temperature.
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contains the regression summary as a function of temperature and strain rate. The regression
model has a high R2 value of 0.9991 and indicates temperature is significant and that strain rate
is not a significant predictor of grain size. The regression analysis was run again with
temperature only (see Appendix B-7). The results from this model indicate that while this model
had a good R2 value (R2 value = 0.9531) its adjusted R2 value (0.9297 vs. 0.9974) was less than
the previous model which included strain rate. Thus, the model for grain size should include
both terms to better predict grain size. The model for grain size can be expressed as:
10.59

0.0142

0.0069

(3-2)

The trend expressed by Equation (3-2) is in agreement with experimental work conducted
by other authors [24, 25] that have evaluated recrystallized grain size above the steady-state
temperature. Their results indicate grain size is strongly dependent upon stress which is a
function of both temperature and strain rate. Kim et al. [24] noted that the DRX grain size in 304
SS decreased with decreasing temperature and increasing strain rate.

3.5.3

Hardness
The average hardness data of compression specimens is shown in Table 3-4.

Backward stepwise regression analysis was performed to determine if strain rate, temperature,
their squares and/or their cross-products were good predictors of average hardness. Figure 3-13
plots measured versus predicted average hardness as a function of strain rate and temperature.
The regression results show some correlation of hardness to strain rate and temperature but the
fit is not perfect suggesting that there are other unknown variables outside the scope of this effort
that affect hardness.
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Table 3-4 Table of Average Hardness for Hot
Iso-thermally Compressed Specimens

0s

-1

1 s-1

900 °C
195.7

1000 °C
182.2

1100 °C
164.9

244.2

176.7

179.2
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195.1

215.7

186.9
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258.25

176.12

188.6

259.7

226.8

190.5

100 s
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Figure 3-13 Measured versus predicted average hardness as a function of strain rate and
temperature.

3.6

Conclusions
Physical simulations were performed on 0.25 in (6.40 mm) diameter 304L SS cylindrical

specimens using a Gleeble 1500 thermomechanical simulator. These physical simulations were
programmed on the Gleeble system to follow both thermal thermomechanical profiles at strain
rates of 10s-1, 50s-1, and 100s--1 each at peak temperature of 900˚C, 1000˚C, and 1100˚C. The
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flow stress curves and their related metallography were evaluated as a function of strain rate and
temperature. The following observations were made:
(1)

The Gleeble system can be used to adequately simulate thermal profiles that are

representative of actual friction stir thermal cycles within 0.1234±0.911°C/s of the programmed
temperature profile for the majority of the test.
(2)

The primary softening mechanism for specimens deformed at 900°C was dynamic

recovery while dynamic recrystallization was the overriding softening mechanism at higher
deformation temperatures.
(3)

A regression model was developed to predict peak stress as a function of temperature and

strain rate. The model shows that

increases as the deformation temperature decreases and

strain rate increases.
(4)

A regression model was developed for grain size that shows its relationship to

temperature and strain rate. The model indicates that grain size decreased with decreasing
temperature and increasing strain rate. Similarly, since peak stress is a function of temperature
and strain rate, a regression model was also developed that shows grain size dependence on peak
stress.
(5)

Temperature and strain rate are correlated with hardness, however, there are other

unknown variables that should be included to increase model fit. Further studies are
recommended to understand the relationship between the presence and distribution of this second
phase to grain size, flow behavior, strain rate sensitivity, strain hardening and softening
mechanisms. In addition, future studies should also account for effects of adiabatic heating in
their evaluation, particularly at high deformation rates. Simulations and Comparisons against
experimental data.
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4

4.1

SIMULATIONS AND COMPARISONS AGAINST EXPERIMENTAL DATA

Abstract

Isaiah, an existing 3-dimensional finite element code developed by Cornell University is
evaluated by comparing model predictions against experimental and physically-simulated data to
determine how well the code output relates to real friction stir (FS) data over a range of nine
processing conditions. Physical simulations replicating select thermo-mechanical streamline
histories were conducted to provide a physical representation of resultant metallurgy and
hardness. Isaiah predicts qualitative trends over a limited range of parameters and is not
recommended for use as a predictive tool but rather a complimentary tool, particularly if weld
data can be used to calibrate the model. Once properly calibrated, the Isaiah code is a powerful
tool to gain insight into the process for the range over which it was calibrated.

4.2

Introduction
Friction stir welding/processing is a thermal and thermomechanical process that involves

severe plastic deformation within the stir zone. Strain, strain rate and temperatures are tightly
coupled during this process. Often times the real source of uncertainty is the lack of
understanding of boundary conditions at the tool to workpiece interface. These complexities
have driven the development of a large number of FS models that simulate various aspects of the
process. Examples of the disparities in FS models and results are presented in the next section.
Most models developed have been validated primarily for aluminum alloys with relatively
small amounts of experimental data. Fewer models have been validated for steels or stainless
steels, particularly since FSW of steels and stainless steels have proven more challenging than
aluminum alloys.
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Some research efforts have also investigated the use of the Gleeble system to physicallysimulate predicted thermomechanical histories to replicate microstructure and hardness values of
the stir zone (SZ), thermal mechanically affected zone (TMAZ) and heat affected zone (HAZ).
Hot torsional and compression tests conducted under predicted FS thermomechanical histories
have been successful in reproducing microstructures and hardness values that are comparable to
experimental welds. However, physical simulations have never been used to evaluate the
validity of constitutive equations.
This chapter presents model simulation results over nine processing conditions as well as
physical simulation results of select streamlines. Model simulation results are evaluated to
provide a qualitative and quantitative assessment of how accurate predicted trends are relative to
experimental data. Physical simulation results are evaluated to provide a physical
metallographic representation of specific thermomechanical histories to assess predicted state
variable evolution against physically simulated hardness. Gleeble flow stress results are
compared against those of predicted streamline flow stress to evaluate how well internal
constitutive models describe plastic flow stress behavior.

4.3

Previous Work
Seidel and Reynolds [45] presented a 2-D Eulerian material flow model using Fluent, a

commercial computational fluid dynamics (CFD) package. The authors assumed laminar fluid
flow past a featureless rotating cylinder with pure plastic deformation and no strain hardening.
The Zener-Hollomon equation was used to model the flow stress behavior of the material. This
model was able to replicate experimental tracer material flow experiments in an aluminum alloy

90

which demonstrated that material was swept from the advancing side around the retreating side
and back to the starting position on the advancing side then trailed behind the tool under
optimum operating conditions.
Colegrove and Shercliff [46-48] used Fluent to model heat transfer and material flow in
two and three dimensions to describe effects of various tool shapes. In the 2-D modeling effort,
the authors used two modeling approaches to describe the boundary conditions at the tool-toworkpiece interface. One approach used the Johnson-Cook model to describe the materials’ flow
stress using a “stick” boundary conditions (i.e., the shear stress was below a limiting shear stress
value) and an experimentally-derived flow stress values using a “slip” boundary condition (i.e.,
shear stress exceeded the limiting shear stress value and was truncated to a limiting value). The
main difference noted between the two constitutive models was the amount of scatter observed
on particle traces. The Johnson-Cook model exhibited a greater amount of scatter relative to the
slip boundary condition, albeit, the pressure and force predictions were similar. Their 3-D
modeling efforts built upon the slip boundary condition where the material was allowed to slip
against the tool and the limiting shear stress was adjusted to reflect experimentally measured
weld power values.
Askari et al. [49] presented a 3-dimensional Eulerian hydro-code model that used a finitedifference approach. The model uses an elastic-plastic material model that incorporates work
hardening, strain-rate dependence, and thermal softening. The Johnson-Cook plasticity theory is
used to model heat transfer, material flow, and streamlines of state variables around profiled
tools.
Schmidt et al. [50] presented an analytical model for heat generation based on sliding,
sticking and partial sliding/sticking contact boundary conditions at the probe-to-workpiece
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interface using Coulomb’s law to distinguish between the various contact conditions. The
contact boundary condition was experimentally verified by examining the relationship between
plunge force and torque. The authors concluded the lack of proportionality between plunge force
and heat generation is indicative of a sticking boundary condition at probe-to-workpiece
interface.
WELDSIM is a 3-D finite analysis code developed by Zhu and Chao [51] for fusion
welding simulations and applied to model FSW of 304L SS. The model uses an iterative inverse
analysis method to numerically solve the boundary value problem for heat transfer. The
temperature fields obtained from the output of the inverse analysis is used as input for the uncoupled 3-D elastic-plastic thermomechanical analysis that assumes plastic deformation of the
material follows Von Mises yield criterion and the associated flow law. Comparisons between
predicted and available experimental temperature and residual stress data show good agreement.
The authors showed that 50% of mechanical work is converted into heat and that the maximum
predicted temperature ranged between 900-1000°C located at the tool shoulder and along the
centerline.
Hickory is a 2-D finite element coupled viscoplastic model developed at Cornell
University and can be used in either an Eulerian or Lagrangian framework. This longstanding
model was originally developed for hot temperature deformation processes such as rolling
operations since the late 1970’s and modified to model the FS process [52]. Owen and Sorensen
[22] undertook a systematic and extensive evaluation of Hickory’s performance for modeling
FSW. They first performed a series of 16 model simulations to compare the model’s predicted
trends with other FSW trends found in the literature. The authors also performed nine model
simulations and corresponding experimental runs to evaluate predicted weld deformation widths,
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thermal histories, velocity streamlines, and hardness (represented by the state variable) using
304L stainless steel. Comparisons between the predicted and experimental results suggest that
Hickory was fairly accurate in predicting temperature, velocity, hardness trends, and weld
deformation width at the weld centerline for a limited parameter range after an optimization
routine was implemented and under-relaxation of the state variable was imposed.
Recommendations to improve the code include (1) implementation of temperature-dependent
thermal conductivity values be used in lieu of a constant thermal conductivity term (2)
accounting for heat loss to the backing plate, and (3) investigation of new friction laws that can
accurately describe the interface boundary conditions over a larger parameter range.
Dewhurst and Dawson [53] extended Hickory to a 3-dimensional model called Isaiah in
1985 that was modified to model FSW processes. Isaiah is a finite element code that models
viscoplastic deformation in either Eulerian or Lagrangian reference frame. The code assumes
isotropic strain hardening. The model originally used a modified Hart’s model but now uses a
modified Kocks and Mecking [54] model to predict a measure of strength induced by the
deformation and thermomechanical history in the process. This measure of strength is called
hardness and it corresponds to the measure of dislocation density in the material. In this model,
the deformation and heat transfer are used in determining the flow streamlines which can be
extracted along with the thermo-mechanical history to input into a texture evolution model to
look at texture.
Cho et al. [54, 55] evaluated simulated material flow patterns, strength and temperature
distributions over a limited number of translational and rotation combinations using modified
Hart’s material model in Isaiah. Their parametric study evaluated the effect of threads on the
probe, probe thread angle, the presence or absence of friction at the shoulder or probe interfaces,
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and heat losses with and without backing plate. The results of their study indicate that the
presence of friction on the shoulder generates a greater volume of higher temperature and
hardening regimes, particularly at the surface where the shoulder is in contact with the workpiece
as compared to those run with a frictionless shoulder. The axial traction components induced by
the presence of threads on the probe provide vertical mixing and homogenization of the
temperature and hardening distribution in the through-thickness direction. This axial traction
component had a greater impact on strength rather than temperature distribution. The author
speculates its impact may be greater at higher translational speeds because convection becomes
the more prominent heat transfer mechanism than conduction. The author found good agreement
between predicted strength and experimental hardness profile trends. Cho et al. [55] concluded
that while model trends are in agreement with experimental data, the use of this program is best
served as a qualitative tool for gaining insight into the process rather than for obtaining
quantitative relationships.
Nandan et al. mathematically modeled 3D plastic flow and heat transfer of FSW for 6061
AA [56] , 304L stainless steel [57] and 1018 mild steel [58]. In all three papers, the authors
solved equations of conservation of mass, momentum and energy in three dimensions. The
model evaluated heat generation rates that were determined by considering deformation work,
non-Newtonian viscosity as a function of local strain rate, temperature and the nature of the
material dependent and temperature dependent thermal conductivity, specific heat and yield
stress. For aluminum and 304L stainless steel, 80% of the heat generated at the shoulder and
20% from the vertical pin surface. Based on previous work by Zhu et al. [51] that showed 50%
of mechanical work is converted into heat during FSW of stainless steel, the authors
approximated the power input by doubling their predicted heat generation rates. Thus, the
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authors predicted that power input requirements increased as rotational speeds increased at a
given travel speed as well as increased as travel speeds increased at a given rotational speed.
The model showed that both aluminum and 304L SS exhibited an axisymmetric temperature
field while 1018 steel did not. The temperature field asymmetry predicted for aluminum and
304L SS was attributed to the motion of the tool whereby the heat supply to the cold region head
of the tool is quicker than that of the preheated material behind the tool. In steel, the lack of
asymmetry was attributed to the angular variation of heat generation and material flow. The
asymmetry in the aluminum alloy increased at higher travel speeds. In all cases, heat generation
increased further away from the axis near the shoulder where the relative velocity between the
shoulder and the workpiece increased. The value of viscosity over which no significant material
flow occurs is 4 – 5x106 Pa-s for AA6061 and 304L SS and 9.9x106 for 1018 steel.
Arbegast [33] used output from thermomechanical tests to develop flow stress curves as a
function of temperature and strain rate for various aluminum alloys to develop constitutive
relationships for use in a first-order approximation of the friction stir welding process using the
architecture of hot metal working models. Using this developed FSW process model, Arbegast
calculated the extrusion pressure (i.e., the force opposite the direction on travel that is exerted on
the pin during friction stir welding). By comparing the extrusion pressures for each of the Al
alloys investigated, the author was able to verify experimental trends observed and gain insight
into the optimum processing conditions (pin tool geometry, extrusion zone width, processing
parameters, and flow stress of the material) for joining various types of aluminum alloys.
Forrest et al. [59] used Hickory model to generate thermomechanical history streamlines
which were used to conduct hot uniaxial compression tests in HSLA-65 using Gleeble 1500
system. The authors indicated that the 1.5 mm/mm strain capability of the system for the given
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specimen length was insufficient to simulate predicted strains of 25 mm/mm of stir zone region.
The authors also found that a 3-D model provided thermomechanical histories the more
accurately replicated experimental HAZ microstructure and hardness. Posada et al. [60]
performed a series of physical simulations over a range of strain rates and peak temperatures and
was successful in replicating experimental HSLA-65 microstructure and hardness of the inner
and outer HAZ regions.
Norton [61] used hot torsional tests in Gleeble 3800 system to simulate SZ microstructure
in Armco Iron and HSLA-65 steels. Limitations with the applied cooling control techniques
rendered some degree of mismatch between measured and physically-simulated grain size and
transformation products in both steels.
Sinfield et al. [62] was successful in developing a control cooling during deformation
testing and was successful in obtaining good agreement between hot torsional microstructure and
hardness for the coarse grain stir zone, the TMAZ and the inner and outer HAZ regions. Sinfield
indicated that numerical modeling is required to accurately predict the effective strain rate and
strains because of the large temperature and deformation gradients along the gage length. With
the use of DEFORM, a commercial software program that models large deformation material
flow and thermal behavior for metal forming, heat treatment, machining and mechanical joining
processes, the authors predicted an effective strain value of 1.7 mm/mm, strain rate of 35.22 s-1
and temperature of 1331oC at the coarse grain SZ region.
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4.4
4.4.1

Method
Description of 3-D Finite Element Model
Isaiah is a finite element code developed at Cornell University that models heat transfer

and viscoplastic flow in three dimensions using an Eulerian reference frame. This model
assumes isotropic material properties, including isotropic strain hardening. The governing
equations for the forming process are described elsewhere [54, 55]. These same references also
describe the constitutive equations that describe material behavior associated with internal
energy and plastic flow using a modified Hart’s model. The viscoplastic response is described
by a flow law, flow stress and a state variable evolution model as described in Equation (4-1) to
Equation (4-10).
The state variable represents the quantitative measure of hardness and is proportional to
the square root of the dislocation density [43, 54, 55]. Its rate dependence and saturation limit
are separately determined via a Fischer factor. In this work, The Kocks and Mecking material
model is used to describe the deformation history and flow properties of the material. The
constitutive model uses the temperature dependent shear modulus, G, for scaling and twelve
material constants. The material constants parameters were evaluated from experimentally
derived data for 304L SS described elsewhere [55].

4.4.1.1 Flow Law
́
where ́ is the deviatoric Cauchy stress,

(4-1)
is the flow stress,
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is the deviatoric displacement.

4.4.1.2 Flow Stress
Flow stress, Equation (4-2), has two main contributions, one from strength and a kinetic
term. The kinetic term has temperature and strain rate dependence. The rate sensitivity
exponent is at a fixed state and must be very small to keep the flow bands tight around the tool.
The strength component (Equation (4-3)) is scaled by the shear modulus which provides a bound
on stress over the range of temperatures. The state variable is the component accounts for strain
hardening and thermal softening (Equation (4-7)).
,
where

is the effective deformation rate,

(4-2)
is the constant, m is the temperature dependent

constant
,

(4-3)

where τ is the hardness, s is the state variable, θ is the temperature, and G is the temperature
dependent shear modulus.
exp

(4-4)

where f(θ) is the thermal softening, Q0 is the activation energy, R is the gas constant, and θ0 is the
reference temperature
(4-5)
(4-6)
where G(θ) is the temperature dependent shear modulus, G0 is the reference shear modulus
(constant), and Gt is the shear modulus at time t.
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4.4.1.3 Evolution of the State Variables for Strength
Evolution of the state variable is determined by employing a modified Voce hardening
equation, expressed in Equation (4-7). This equation limits the growth of flow stress from strain
hardening by placing limits on state saturation value ss.
1

(4-7)

where hs is the material constant and ns is the hardening exponent
(4-8)
where

and

are constants,

is the Fisher factor, and

is the saturated Fisher factor.

ln
where

(4-9)

is a constant
,

where

(4-10)

is the reference temperature, and

is the reference deformation.

Material property values and constants are listed in Tables 4-1 to 4-4. The material
thermal physical properties are listed in Table 4-1. The isotropic shear moduli values are listed
in Table 4-2 and the Kocks and Mecking material constants for 304L SS are listed in Table 4-3
and Table 4-4.

Table 4-1 Material Parameters for the Thermal Response of
Annealed 304 Stainless Steel [63]

22.6

7940

99

750

Table 4-2 Isotropic Shear Moduli for 304L
Stainless Steel [63]

84

-0.0351

Table 4-3 Kocks-Mecking Material Model Flow Stress Parameters for
304L Stainless Steel [63].
o

(K)

Do (1/s)
1.0

1173

(1/K)
300

0.02

--

3.0

Table 4-4 Kocks-Mecking Material Model Basic State Variable Evolution Fit
Parameters for 304L Stainless Steel [63].
/

s

5.0

4.4.2

6

0.1676

-0.0782

1.0

r

(K)

1000

/
1.0

Mesh
The mesh used for simulations in shown in Figure 4-1 and is comprised of 28,944

hexahedral elements and 387,039 nodal points. The greatest concentration of elements surrounds
the shoulder and probe where thermal and velocity gradients are expected to be the steepest. The
mesh dimensions consist of a 2.14 in (54.6 mm) square width and extended length equivalent to
approximately one shoulder radius in length along the travel direction. The depth of the mesh is
0.25 in (6.4 mm).
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Figure 4-1 Illustration of 3-D mesh.

The computational domain represented the experimental trials to the extent possible. The
tapered probe and convex shoulder geometry was modeled after the E44016 tool design, the tool
used in experimental trials (modeled without threads), that is partially penetrated into the
workpiece. The probe is embedded approximately 0.17 in (4.32 mm) into the domain and the
shoulder is also partially engaged, similar to experimental processing trials. Tool tilt is 0
degrees. Rotating boundary conditions are defined at the points connecting the tapered shoulder
to the base of the tapered probe and at the probe tip. Since the probe is partially-penetrated, the
surface below the probe tip serves as a backing anvil.
The domain is defined by ten surfaces. The material enters the control volume with
known properties, temperature and state through surface 1 and flows past a stationary but
rotating probe then exits through surface 3. The modeled tool rotation is clockwise rendering an
advancing and retreating side as shown in Figure 4-2. The boundary conditions at each surface
are listed in Table 4-5.
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7
1

1

4

66

5
9

2

3
8

Figure 4-2 Schematic of computational domain showing all 10 surfaces. Material enters
through side 1 and exits through side 3.

Table 4-5 List of Specified Boundary Condition at Each Surface

Initial
Temperature
(K)

Surface
Number

Surface
Description

1

Inlet

Initial θ and SV

300

—

2
3
4

Lateral
Exit
Lateral

—
—
—

—
—
—

5

Probe

Adiabatic
Adiabatic
Adiabatic
υ diff friction BC
Convection heat transfer
Coulomb friction BC
Natural convection
Convection

1023

1000

6
7
8

Boundary Condition
Specified

Convection
Coefficient
Other
Values
SVi =0.0025
θ = 300 K
—
—
—
fc=45

Shoulder
1023
1000
fc=0.4
Top
300
100
—
Bottom
300
1000
—
Bottom
9
Convection
500
1000
—
shoulder
10
Probe bottom
Convection
1023
1000
—
where θ = temperature, u = velocity, BC = boundary condition, SVi = initial state variable and
fc = friction coefficient.
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4.4.3

Friction Models
Three basic friction laws can be modeled. These include sticking, sliding, and Coulomb

friction models. In this study, only sliding and Coulomb friction models are employed. The
sliding friction model employs a velocity difference model which uses a constant times the
velocity difference between the tool’s effective tangential velocity, utool, and the material’s
tangential velocity, u, thus the traction vector is proportional to velocity difference as expressed
in Equation (4.11).
cos

(4-11)

where the subscript, t, represents a tangential component, β is a coefficient which can either be
scaled or unscaled (i.e., independent of the yield stress of the material) and φ represents the angle
of material directionality resulting from probe treads. Threads are not used in these model
simulations.
The second is Coulomb’s law of friction, Equation 4-12, which is a function of traction.
Traction is a unit vector value whose direction is in the direction of the velocity difference. Both
friction laws are used as described in the following paragraphs.
cos

(4-12)

For simulations described in this paper, the velocity difference friction law using an
unscaled friction coefficient constant is used to describe the friction condition at the probe
interface since its tangential velocity is small relative to the shoulder’s. The friction coefficient
value was determined after performing a large number of simulations using different friction
coefficients over the entire range of processing conditions. Simulations conducted using a
friction coefficient value of 45 10 converged to a solution for temperature, velocity and state at
all nine processing conditions and trends across processing seemed reasonable. The model did
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not converge to a solution for one or all three output response variables and for values that did
converge, the magnitude of individual processing conditions were unreasonable and did not
correlate with expected trends. The detailed results from those series of simulations will not be
discussed herein.
Since the radial difference between the outer and inner shoulder diameters is relatively
large compared to those of the probe, the velocity difference friction law is not ideal for
modeling the friction condition at the shoulder since its effect would dominate any effect at the
probe interface. Instead, the Coulomb friction law is used to describe the friction condition at the
shoulder interface since tool velocity can either be a constant or a function of the radius. The
value used for Coulomb friction coefficient is 0.4 [63].

4.4.4

Description of Parametric Study
A series of simulations were conducted over a set of processing conditions that consisted

of three rotational speeds (300, 400 and 500 RPM) and three translational speeds, (2 IPM (0.85
mm/s), 4 IPM (1.69 mm/s) and 6 IPM (2.54 mm/s)). Temperature, power and X-force trends
were evaluated and compared against experimental data.

4.4.5

Physical Simulation of Select Streamlines
Thermomechanical histories of select streamlines were simulated in a Gleeble 3500

system. Because of Gleeble specimen geometry, the streamline thermomechanical histories were
limited to those with a total strain of 1. One streamline each was selected from simulations at a
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low and high RPM, both at 2 IPM. The streamline selected in both cases is located on the
retreating side, approximately0.15 in (3.9 mm) from the tool centerline just below the shoulder.
Uniaxial thermal mechanical simulations were performed using a Gleeble 3500 system
under strain (L-Gauge) control. The cylindrical test specimens measured approximately 0.254 in
(6.45 mm) and 0.246 in (6.26 mm) in length and 0.245 in (6.22 mm) and 0.246 in (6.25 mm) in
diameter; low and high RPM respectively. The longitudinal axis of the cylindrical specimens
was positioned parallel to the compression axis and centered between two ISO-T anvils. A thin
graphite sheet was used between the anvil and the specimen which served as a lubricant to
prevent barreling as well as provide sufficient compliance to protect anvils. The ISO-T anvils
were designed to provide uniform heating and deformation during thermomechanical testing.

A

jaw-to-jaw L-strain gauge system was positioned across the jaws to provide precise dynamic
displacement measurements. Once the test specimen was secured between the anvil/jaw
assembly and thermocouple wires were connected, the test chamber was vacuum-sealed and
flooded with argon gas. Before and after the test, the specimens were measured and shape
coefficients for barreling, ovality, circularity and height coefficients (listed in Appendix C-1)
were calculated according to NPL recommendations [64] to ensure test validity. After testing,
the flow stress was calculated from initial specimen length, instantaneous L-gauge measurements
and time output data.
After testing, the compressed Gleeble specimens and one untested base metal specimen
were sectioned at the center along the plane parallel to the compression axis (or rolling direction
for base metal), mounted in epoxy and metallographically prepared to a 1 m finish. Vickers
(Hv) microhardness measurements were taken at incremental spacings of 0.012 in (0.30 mm)
along intersecting vertical, horizontal and diagonal lines using a 300 gf load. The
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metallographically prepared specimens were etched with Luca’s reagent to reveal grain size and
other microconstituents. Grain size was measured using Abrams 3 circle method according to
ASTM E112.

4.5
4.5.1

Results
Model Simulations

4.5.1.1 Predicted Temperatures
Three-dimensional isotherm surface distributions are shown in Figure 4-3. The
temperature entering the control volume at 300K has little change until it reaches the outermost
edge of the rotating tool. The predicted peak temperature at all nine processing conditions
occurred at the probe-to-workpiece interface. Peak temperatures typically reported for this
process range from 0.8 to 0.95 of the material’s melting temperature (Tm) [65]. The peak
temperatures predicted in these simulations range from 1237 K (0.73Tm) to 1783 K (1.05Tm)
(see Figure 4-4). The peak temperatures at the low rotational speed were cold (0.73 – 0.75Tm)
relative to those typically reported and those at the high rotational speed were too hot (1.04 –
1.05 Tm). The peak temperatures predicted at the intermediate rotational speed were on the
upper shelf of expected temperatures for this process (0.95 to 0.96Tm).
A plot illustrating how predicted peak temperature varies as a function of travel and
rotational speed is shown in Figure 4-5. The plot shows that predicted peak temperature is most
sensitive to changes in rotational speed and practically insensitive to changes in travel speed.
Peak temperature is seen to increase with increasing rotational speed.
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4.5.1.2 Advancing and Retreating Side HAZ Temperature Profiles
Thermal histories on the advancing and retreating side were extracted from a set of
complimentary streamlines. These streamlines were equi-distance from the probe centerline at
mid-thickness of the control volume. This position within the control volume represents also the
thermocouple positions placed at 0.157 inch (3.988 mm) on either side of the centerline within
experimental processed plates.

RS

RS
500 RPM

RS

(b

RS

(d)

AS

RS

(e)

RS

(g)

AS

2 IPM (0.85 mm/s)

(c)

AS

AS

RS

(f

AS
4 IPM (1.69 mm/s)

AS
RS

RS

(h

AS

400 RPM
Rotational Speed

AS

(i)5

AS

300 RPM

(a)

6 IPM (2.54 mm/s)

Travel Speed
Figure 4-3 Matrix of iso-therm surface distribution for all nine processing conditions. The
retreating side is located at the top and bottom is the advancing side.
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RPM

500

1783.02
1.05Tm

1781.39
1.05Tm

1755.85
1.04Tm

400

1627.97
0.96Tm

1631.01
0.96 Tm

1607.24
0.95Tm

1237.43
0.73Tm

1267.2
0.75Tm

1237.6
0.73Tm

300

2

4

6

Travel Speed (IPM)
Figure 4-4 Peak and homologous temperature at all nine processing conditions.

Figure 4-5 Plot of peak temperature as a function or travel and rotational speed as a
function of travel and rotational speed.
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The predicted advancing and retreating side HAZ temperature profiles are shown in
Figure 4-6. Observations of the plots indicate the heating and cooling rates are identical and that
the advancing side peak HAZ temperature equal to or higher than the retreating side peak
temperature.

Figure 4-6 Matrix of plots showing advancing and retreating side temperature profiles in
HAZ region approximately 0.157 inch (3.988 mm) from the centerline.

The difference between the advancing and retreating side peak HAZ temperatures as a
function of travel and rotational speed is plotted in Figure 4-7. At the low rotational speed, the

109

difference between the advancing and retreating sides is minimal to nonexistent. With the
exception of behavior at 500 RPM, 2 IPM, where no difference exists, the difference in peak
HAZ temperature increases with increasing rotational speed. For the intermediate and high
rotational speeds, the peak HAZ temperature increases with increasing travel speed. The
advancing side HAZ peak temperature is higher than the retreating side by 0 to 10C at the low,
40 to 60C at the intermediate, and 0 to 80C at the high rotational speeds.

Figure 4-7 Plot showing the difference between advancing and retreating side peak
temperatures as a function of travel and rotational speed.

A qualitative comparison between the predicted advancing side and measured HAZ
temperature profiles can be assessed from Figure 4-8. Observations of Figure 4-8 suggests that
the model does an adequate job of predicting the measured data’s trend of decreasing peak
temperature with increasing travel speed at the intermediate and high rotational speed but not at
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the low rotational speed. The predicted data show greater sensitivity to changes in rotational
speed at a given travel speed while the measured data show little to no sensitivity.

Figure 4-8 Matrix of plots showing the predicted and measured advancing side HAZ
temperature profiles at a distance 0.157 in (3.988 mm) away from processing path
centerline
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The measured/predicted ratio of the HAZ temperature profiles is shown in Figure 4-9.
Figure 4-9 shows the ratio of the predicted to measured temperature profiles is most sensitive to
changes in travel speed.

Figure 4-9 Matrix of plots showing the ratio of measured to predicted temperature
profiles as a function of time.
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The predicted to measured cooling rate ratio as a function of travel and rotational speed,
shown in Figure 4-10, shows that the highest ratio is seen at the highest rotational speed and the
minimum is seen at the intermediate rotational speed. At the low and high rotational speeds, the
ratio increases with increasing travel speed. These observations indicate that the model’s
predictability of cooling rate is best at the intermediate rotational speed and worsens at low and
high rotational speeds and with increasing travel speed.

Figure 4-10 Plot of ratio of predicted to measured cooling rates as a function of travel and
rotational speed.

Figure 4-11 shows how the predicted to measured peak HAZ temperature ratio varies
over travel or rotational speed. For HAZ peak temperature, the ratio increases with increasing
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travel speed and increasing rotational speed. The lowest ratio occurs at the lowest rotational and
travel speed and highest occurs at the highest rotational travel speed.

Figure 4-11 Predicted HAZ peak temperature as a function of travel and rotational speed.

4.5.1.3 Power
Figure 4-12 shows how predicted power from probe and shoulder surface varies as a
function of travel and rotational speed. Figure 4-13 shows the same for measured power output.
Predicted power and measured power both increase with increasing rotational speed, indicating
good predictive capability with respect to changes in rotational speed. Predicted power shows
little sensitivity to changes in travel speed while measured power does show sensitivity;
decreases with decreasing travel speed suggesting poor correlation between predicted and
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measured data with respect to travel speed. To quantify these differences, the ratio of measured
power to predicted power as a function of travel and rotational speed are shown in Figure 4-14.
The figure shows that measured power is approximately 3 to 6.7 times higher than predicted
values. The highest difference occurs at the low rotational speed indicating that while the model
provides qualitative agreement with respect to changes in rotational speed, the error to
quantitatively predict power worsens with increasing rotational speed, particularly at the low
rotational speed.

Figure 4-12 Plot of predicted power as a function of travel and rotational speeds.

115

Figure 4-13 Plot of measured power as a function of travel and rotational speeds.

Figure 4-14 Plot of the ratio of measured/predicted power as a function of travel and
rotational speed.
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A measure of goodness of fit can be quantified by normalizing both predicted and
measured power by their respective maximum power value and plotting them against each other
as shown in Figure 4-15. The plot shows an R2 value of 0.6346 indicating a good correlation,
albeit not perfect, between predicted and measured power over the entire range of processing
parameters. Examining the goodness of fit within each set of rotational speeds (see Figure 4-16),
the correlation between predicted and measured power increases substantially for the
intermediate (R2 = 0.9924) and high (R2 = 0.9378) rotational speeds and faired less favorable at
the low rotational speed (R2 = 0.5080).

1.2
R² = 0.6346

Predicted Power (kW)

1
0.8
0.6
0.4
0.2
0
0

1

2
Measured Power (kW)

3

Figure 4-15 Predicted power versus measured power
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R² = 0.9378
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0.8

R² = 0.9929
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0.6
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0.4

R² = 0.5079

0.2

Linear (400 RPM)
Linear (500 RPM)

0
0

0.5
1
1.5
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Figure 4-16 Predicted power versus normalized measured power evaluated within
rotational speed sets.

4.5.1.4 X-Force
Predicted X-force for probe and shoulder surfaces are plotted Figure 4-17 as a function of
travel and rotational speed. The plot shows a gradual increase in predicted X-force with
decreasing rotational speed and increasing travel speed. Again, the largest increase is observed
at the low rotational speed; approximately 40% higher than that at the intermediate and up to
50% higher than that at the high rotational speed. The measured X-force as a function of travel
and rotational speed is shown in Figure 4-18. This plot shows an increase in measured X-force
with increasing travel speed but unlike the predicted X-force data, the measured X-force does not
show a linear relationship with respect to rotational speed.
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Figure 4-17 Plot of predicted X-force as a function of travel and rotational speed.

Figure 4-18 Plot of measured X-force as a function of travel and rotational speeds.
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For the measured X-force data set, the magnitude of X-forces are highest at the low and
high rotational speeds relative to those at the intermediate rotational speed; approximately 40%
to 55% higher. To quantify differences, the ratio of predicted: measured X-force as a function of
travel and rotational speed are plotted in Figure 4-19. Figure 4-19 shows an increase in the ratio
with increasing rotational speed. Predicted X-force is 7 - 9 times higher at the high, 12 to 15
times higher at the intermediate and 16 to 25 times higher at the low rotational speeds. This
indicates that the error quantitatively increases as rotational speed decreases. Similar to trend
observed with power ratio, the greatest discrepancy occurs at the low rotational speed.

Figure 4-19 Plot of the ratio of predicted to measured X-force as a function of travel and
rotational speeds.
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A measure of goodness of fit can be quantified by normalizing both predicted and
measured X-force by their respective maximum X-force value and plotting them against each
other as shown in Figure 4-20. The plot shows a poor goodness of fit measure (R2 = 0.1985)
over the entire range of processing parameters. However, examining the goodness of fit
correlation within each set of rotational speeds (see Figure 4-21), the correlation between
predicted and measured X-force increases substantially for the intermediate (R2 = 0.9117), high
(R2 = 0.9525) rotational speeds and low rotational speed (R2 = 0.8081). Similar to evaluation
with power, the highest correlation exists at the intermediate rotational speed and the lowest
correlation exists at the low rotational speed.

Predicted X‐force (N)
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R² = 0.1985
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25000
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Measured X‐force (N)
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3500

Figure 4-20 Normalized predicted X-force data plotted against normalized measured Xforce data.
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Figure 4-21 Predicted X-force plotted versus measured X-force data.

4.5.2

State Variable Distributions
The 2-dimensional state variable distribution at the exit surface is shown in Figure 4-22.

Note that the advancing side is to the left and retreating side is to the right of each figure. An
outline of the probe and shoulder is superimposed in all figures for reference. Observations of
Figure 4-22 suggest that the state variable distribution is symmetric with respect to the axial
centerline of the probe and that a sharper transition between base metal and stir zone exists on
the advancing side compared to that on the retreating side.
To quantify trends, the mean of the exit state variable, normalized by the initial state
value, is plotted as a function of travel and rotational speed as shown in Figure 4-23. The plot
shows the highest average exit state variable value at the lowest rotational speed and decreases
with increasing rotational speed and decreasing travel speed.
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Figure 4-22 Two-dimensional cross-section of state variable distributions for all nine
processing conditions.

To quantify the difference between predicted state and measured hardness values, both
representative of the material’s strength, the normalized values of each were plotted as a function
travel and rotational speeds. The state variable was normalized by the initial state variable value
and the measured hardness was normalized by its base metal hardness. The plot of the
predicted/measured strength ratio as a function of travel and rotational speed is shown in Figure
4-24. The plot shows that the predicted strength is qualitatively 76 to 81% greater than the
measured hardness at the highest rotational speed and between 65 to 70 % higher at the low
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rotational speed. This indicates that the error increases with increasing rotational speed and no
clear trend is observed with change in travel speed.

Figure 4-23 Predicated state normalized by the initial state variable as a function of travel
and rotational speed.

4.5.3

Physical Simulations
Physical simulations were conducted to assess the accuracy of constitutive relations in

predicting flow stress and to provide a physical representation of grain size and hardness for a
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specific thermomechanical history which can then be compared against experimental data. The
results from this evaluation are presented in the following paragraphs.

Figure 4-24 Plot of the ratio of the normalized predicted state to normalized measured
hardness as a function of travel and rotational speed

4.5.3.1 Thermomechanical Histories
Strain and strain rate histories of selected streamlines shown in Figure 4-25 and Figure 426, respectively. These streamlines were extracted from a low (300 RPM, 2 IPM) and high (500
RPM, 2 IPM) rotational speed condition at a distance of 0.155 in (3.937 mm) away from the
probe centerline on the retreating side. While the strain and strain rate histories are almost
125

identical for these two streamlines, they exhibit large difference in peak temperature and cooling
rates as shown in Figure 4-27. The peak temperature of the lower rotational speed condition
peaks at 482.6ºC while the higher rotational speed condition peaks at 947.9ºC; approximately
two times greater at the higher rotational speed. The cooling rate from the higher rotational
speed curve is also twice the cooling rate relative to the lower rotational speed curve (50ºC/s vs.
25ºC/s). These differences in peak temperature should result in differences in microstructure,
grain size and properties since these variables are controlled in large part by peak temperature,
amount of plastic deformation and cooling rate for a given chemical composition.

Figure 4-25 Gleeble and streamline strain histories as a function of time.
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Figure 4-26 Streamline strain rate histories as a function of time

Figure 4-27 Streamline temperature histories as a function of time.
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4.5.3.2 Grain Size
Average grain size measurements from the compressed specimens are listed in Table 4-6.
The specimen compressed at the lower temperature had a grain size of 22.3 µm while the grain
size of that compressed at the higher temperature, high rotational speed measured 31.6 µm. In
both cases, the average grain size was smaller than base metal grain size (shown in Figure 4-29
(c) for reference). The reductions in grain size from unaffected base metal is 36% less for the
lower peak temperature streamline and 10% for the higher peak temperature streamline.

(b)

(a)

(c)

BM Grain size = 34.5 μm

Figure 4-28 Comparison of microstructure of (a) lower temperature compression
specimen, (b) higher temperature compression specimen and (c) unaffected base metal.
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Table 4-6 ASTM E112 Grain Size Measured using Abrams 3 Circle Procedure

ID#
P6
P7
BM

|
| MAG
| 400
| 400
| 400

|
|
|
|
|

Number of Intercepts
1
2
3
4
56 50
59
58
32 40
43
55
30 44
37
38

5
57
28
32

|
|
|
|
|

|
G.S.
|
AVE |
(μm)
| ASTM
56
| 22.3214 | 7.676
39.6 | 31.5657 | 6.676
36.2 | 34.5304 | 6.417

4.5.3.3 Hardness
The average measured Vicker’s microhardness resulting from the lower peak temperature
compression test is 324 ± 16.38 Hv while the average hardness resulting from the higher peak
temperature compression test is 281 ± 13.52 Hv. Figure 4-29 and Figure 4-30 show the
measured hardness maps taken for experimentally processed 304L SS at 300 RPM, 2 IPM and
500 RPM, 2 IPM, the simulated conditions. The approximate location of the streamline
extracted for physical simulation from is demarked by a circle in each figure for reference. The
measured hardness, estimated from Figure 4-29 and Figure 4-30 is approximately 220 Hv at the
streamline location. Figure 4-31 is a box plot showing the cross-sectional hardness distribution
of Figure 4-29 and Figure 4-30 and the estimated measured value and hardness of Gleeble
compression test specimen. Although quantitatively the value is incorrect, the value of Gleeble
hardness for the high rotational speed condition is closer to the measured data than the low
rotational speed condition. This indicates the model provides a more accurate prediction of
thermomechanical history for the high rotational speed and not very well for the low rotational
speed condition.
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Figure 4-29 Cross-sectional hardness map for specimen processed at 300 RPM, 2 IPM. A
circle demarks the location of streamline selected for physical simulation.
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Figure 4-30 Cross-sectional hardness map for specimen processed at 500 RPM, 2 IPM. A
circle demarks the location of streamline selected for physical simulation.
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Figure 4-31 Box plot of cross-sectional hardness distributions shown in Figure 4-29 and
Figure 4-30.
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4.5.3.4 Flow Stress Curves
The streamline flow stress curves for the low and high rotational speed conditions were
calculated using their respective thermomechanical histories and constitutive Equations 4-1
through 4-10. The streamline flow stress curves are shown in Figure 4-32. Both flow stress
curve behave similarly, i.e., strain hardening to peak stress then decreasing to a minimum flow
stress followed by an increase in flow stress to a stress level slightly lower than the peak stress
level. As would be expected, the streamline from the lower rotational speed, lower temperature
condition exhibited a higher flow stress than the higher temperature condition indicating a
greater amount of work hardening and deformation for the lower peak temperature, low
rotational speed condition.

Figure 4-32 Flow stress curves for low and high rotational speed streamlines
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The streamline flow stresses are compared against flow stresses calculated from Gleeble
thermomechanical histories. The Gleebe flow curves were calculated from the original specimen
length, time, and instantaneous L-Gauge measurements. The streamline flow stress of the lower
temperature, low rotational speed condition neither shows qualitative nor quantitative agreement
(see Figure 4-33) Gleeble flow stress. The streamline flow stress of the higher temperature, high
rotational speed condition, shown in Figure 4-34, shows qualitative but not quantitative
agreement with Gleeble flow stress. These results indicate the constitutive material model and
associated flow stress law does a good job at describing plastic flow behavior over a limited
range of processing conditions, i.e., at high rotational speed rather than low rotational speed.
These results support previous results that showed poor correlation of predicted power and Xforce at the low rotational speed relative to the high and intermediate rotational speeds.

Figure 4-33 Gleeble and streamline flow stress curves for lower temperature, low
rotational speed condition.
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Figure 4-34 Gleeble and streamline flow stress curves for higher temperature, high
rotational speed condition.

Comparing the Gleeble flow stress behavior of the lower peak temperature, low rotational
speed condition to the higher peak temperature, high rotational speed condition shown in Figure
4-35. The flow stress of the higher peak temperature, high rotational speed condition exhibits a
greater amount of thermal softening compared to that at the lower peak temperature, low
rotational speed condition.
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Figure 4-35 Gleeble flow stress curves for low and high rotational speed conditions.

4.5.3.5 Heat Generation due to Deformation
The thermal and mechanical histories show deformation at low temperatures. A simple
calculation, as shown in Equation 4-13, was performed to quantify the temperature rise due to
deformation.
∗

(4-13)

∗

where T is the temperature, t is the time, ἐ is the strain rate, σ is the flow stress, cp is the specific
heat, and ρ is the density.
Figure 4-36 shows the total temperature rise due to deformation accounts for 14% of the
total temperature rise for the lower temperature condition. The total temperature rise for the
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higher temperature test only accounts for 7% of the temperature rise is due to deformation
heating. These results support flow stress curves which indicate a greater amount of strain
hardening is experienced by the lower peak temperature, lower rotational speed condition.

Figure 4-36 Total temperature rise due to deformation.

4.6

Discussion
The model predicted behavior shows some experimentally-observed FSP trends, but there

are significant quantitative differences. The greatest difference was observed with X-force
whose predicted value ranged from 7 to 25 times greater than the measured value (greatest
difference at low rotational speed). Predicted power ranged 3 to 7 times less than the measured
value (largest difference at low rotational speed). The remaining output variables evaluated,
such as cooling rate, peak HAZ temperature and state variable varied up to 1.8 times greater; the
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highest magnitude of difference observed at high rotational speeds. In all cases, the least
quantitative difference is observed at the intermediate rotational speed. At the intermediate
travel speed, the predicted peak temperatures is 0.95 to 0.96 Tm; an ideal peak temperature
regime for this process as reported by others. The predicted temperatures at low rotational speed
are 0.73 to 0.75 Tm and 1.04 to 1.05 Tm at the high rotational speeds. At temperatures above the
material’s melting temperature, it seems unlikely to me that the model can accurately model
material properties since they are above the material’s melting temperature. It is not surprising
to me that the model does not work well under these conditions. At the other extreme, where the
model predicts temperatures 0.73 to 0.75 Tm, the model provides large departure from measured
data. The author believes that model trends are most reliable at temperatures that are ideal for
material flow for FSP process and not reliable for describing trends above the material’s melting
temperature and lower than ideal processing temperatures for the strain rates and strains
predicted within this evaluation.
The flow stress measured in compression tests is approximately half of the flow stress
predicted by the model. While the model lacks quantitative agreement with flow stress, trends of
increasing flow stress with decrease in temperature is consistent with previous results shown in
compression test data and other compression test results reported in Chapter 3. The flow stress
modeled for the higher HAZ peak temperature (total ԑ = 1 and ranging from 0 to 0.12)
quantitatively represents the compression test flow stress behavior, while the flow stress modeled
for the lower HAZ peak temperature, under equivalent strain rate and strain histories, did not.
Similar to previous observation, model predictions at relatively low temperatures for equivalent
strain and strain rate conditions are not reliable.
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4.7

Conclusions
Isaiah, a 3D finite element code, was used to simulate friction stir processing of 304L

stainless steel over the range of the nine experimental processing parameters (three rotational and
three travel speeds) conducted. Streamlines from select simulations were then physically
simulated to provide a physical metallographic representation of those specific thermomechanical histories. Results from experimental, numerical and physically-simulated data were
used to assess the code in two specific areas; (1) to provide a qualitative and quantitative
assessment of how accurate the simulation trends are relative to those observed from
experimental data and to (2) assess of how well internal constitutive models describe state
variable evolution and plastic flow stress of friction stirred material.
The following conclusions are derived from an assessment of predicted temperature
results:
The predicted maximum temperature for all nine processing conditions occurred at the
probe-to-workpiece interface and ranged from 1237 K (0.73Tm) to 1783 K (1.05Tm). The peak
temperatures at the low rotational speed were too cold (0.73 – 0.75Tm) and those at the high
rotational speed were too hot (1.04 – 1.05 Tm). The peak temperatures predicted at the
intermediate rotational speed were on the upper shelf (0.95-0.96 Tm) of what the expected
temperatures for this process.
The predicted peak temperature is most sensitive to changes in rotational speed and
almost insensitive to changes in travel speed. Peak temperature increases with increasing
rotational speed.
Comparison between the advancing and retreating side peak HAZ temperatures at a
distance 0.157 inch from the processing centerline revealed that the advancing side temperature
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is equal to or higher than the retreating side’s. This difference in peak HAZ temperature
increases with increasing travel speeds. The differences in HAZ peak temperatures ranges from
0 to 10C, 40 to 60C and 0 to 80C for the low, intermediate and high rotational speeds,
respectively. The heating and cooling rates are similar.
The ratio of the predicted to measured HAZ peak temperature profiles is lowest at the
low rotational speed and increases with increasing rotational speed and increasing travel speed.
Comparison of predicted power and X-force data to experimental data revealed the
following conclusions:
Measured power decreases with decreasing travel speed and increases with increasing
rotational speed while predicted power primarily varies as a function of rotational speed.
Measured power is 3 times greater in magnitude than predicted power at high rotational speeds
and increases to 6.7 times greater at the lowest rotational speed. Overall, the predicted values
correlate with measured power output results, albeit not perfect, (R2 = 0.6665). The goodness of
fit correlation increases when evaluated for a given set of rotational speeds. At intermediate and
high rotational speeds, R2 = 0.9924 and 0.9378, respectively and less favorable at the low
rotational speed (R2= 0.5080).
Predicted X-force values are relatively high at low rotational speeds relative to those at
intermediate and high rotational speeds while measured X-force was relatively high at both low
and high rotational speeds. Predicted X-forces were up to 25 times higher at the lowest
rotational speed and approximately 7 times higher at the highest rotational speed. In both cases,
X-force increases with increasing travel speed. Overall, predicted X-force had poor correlation
to measured data (R2=0.0955), however high correlation exists within each set of rotational
speeds. R2=0.808a at low, R2=0.9525 at intermediate and R2= 0.9118 at high rotational speeds.
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Evaluation and comparison of state variable to hardness revealed the following:
Predicted state increases with increasing travel and rotational speed. The greatest amount
of difference between predicted and measured strength is observed at the highest rotational
speed. The magnitude of difference increases with increasing rotational speed.
The following conclusions were derived from an assessment of streamlines thermomechanical histories and flow stress behavior:
Predicted flow stress is approximately half the flow stress of the compression Gleeble
tests. The flow stress of the higher peak temperature streamline has qualitative agreement with
compression test flow stress while the flow stress for the lower peak temperature streamline at
equivalent strain and strain rate did not. The higher temperature predicted flow stress does have
a lower flow stress than the lower peak temperature streamline; which follows theoretical and
experimental results.
For the low rotational speed, lower temperature streamline, a temperature rise on the
order of 14% of the total temperature rise is due to deformation heating.
The temperature rise for the for the higher rotational speed, higher temperature streamline
is approximately 7% of the total temperature which may be indicative that other sources of heat,
such as heat conduction played a larger role in the total temperature increase.
In general, Isaiah does provide qualitative trends of process outputs over a limited range
of parameters but is not recommended for use as a predictive tool but rather a complimentary
tool, particularly if weld data can be used to calibrate the model. Once properly calibrated, the
Isaiah code is envisioned to be good tool to help gain insight into the process over the range to
which the model has been calibrated.
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5

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

Three major thrust areas were discussed in this dissertation, experimental, physical
simulations and model simulations.

5.1

Experimental
AISI type 304L stainless steel was friction stir processed over the range of the nine

experimental processing parameters (three rotational and three travel speeds). These plates were
instrumented with thermocouples to obtain temperature profiles at plate mid-thickness for
various distances from the centerline. Process output variables were collected, calculated or
characterized. Linear regression analysis was used to develop relationships, if any, between
input parameters to various output variables. The following conclusions were derived from this
evaluation:
High confidence fitted models for spindle torque, spindle power, specific weld energy,
cooling rate, and peak HAZ temperature were developed.
Spindle torque is more influenced by changes rotational speed to a greater extent than by
changes in travel speed. Spindle torque decreases with increasing rotational speed and
decreasing travel speeds with other things being equal.
Spindle power is a function of both travel and rotational speeds and increases with an
increase in either parameter.
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Specific weld energy has a greater sensitivity to changes in travel speed than to changes
in rotational speed, particularly between 2 IPM to 4 IPM. Specific weld energy decreases with
an increase in travel speed. Specific weld energy decreased slightly with decreasing rotational.
A high confidence correlation between hardness or grain size to process parameters was
not possible from this experimental data set. However, a low confidence model did show that
grain size is inversely proportional to travel speed.
These relationships developed for spindle torque, spindle power and grain size in 304L
SS are in good agreement with qualitative trends reported for aluminum alloys.
The peak HAZ temperature decreases as travel speed increases. Little to no change is
observed with changes in rotational speeds. The insensitivity of temperature to changes in
rotational speed is surprising since a large number of authors report increased in temperature
with increasing rotational speed. However, it is reasonable to speculate that at distances away
from the stir zone region, particularly for low thermal diffusivity materials, the effects of
changing processing parameters may not be as significant.
Similarly, cooling rates are mostly affected by changes in travel speed. Changes in
rotational speed had little to no effect on the change in cooling rate.

5.2

Physical Simulations
Controlled physical simulations conducted on 0.25 in (6.40 mm) diameter 304L SS

cylindrical specimens using a Gleeble 1500 system at strain rates of 10 s-1, 50 s-1, and 100 s--1
each at peak temperature of 900˚C, 1000˚C, and 1100˚C provided the following conclusions:
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The flow curves observed for 304L SS are characteristic of low stacking fault energy
materials. The curves exhibit a strain or work hardening during the linear yielding portion of the
curve followed by an exponential increase of stress after yielding. In this exponential portion of
the curve, work hardening and recovery occur simultaneously, called dynamic recovery (DRV).
The onset of dynamic recrystallization (DRX) occurs at peak strain where flow stress begins a
gradual decent from the peak stress. The primary softening mechanism for specimens deformed
at 900°C is DRV while DRX is the main softening mechanism at the higher deformation
temperatures.
The regression model developed to predict peak stress,
and strain rate shows that

, as a function of temperature

increases as the deformation temperature decreases and strain rate

increases. The regression model developed to predict grain size as a function of peak
temperature and strain rate indicates that grain size decreases with decreasing temperature and
increasing strain rate. Since peak stress is a function of temperature and strain rate, a regression
model was also developed that shows grain size dependence on peak stress. Temperature and
strain rate can be correlated with hardness, however, the R2 value of 0.636 indicates there are
other unknown variables outside the scope of this dissertation that should be included to increase
model fit.

5.3

Model Simulations and Comparisons to Experimental Data
Model simulations were conducted over a range of three rotational speeds and three

travel speeds representing the welding envelope in friction stir processing experimental trials.
Simulations were conducted by using a realistic computational model domain representing actual
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tool size and geometry (convex shoulder and tapered probe design) and processing conditions,
i.e., single-sided, partial penetration processing in 304L SS plate. A summary of the regression
analysis are illustrated in Figure 2-43. The cross hatch symbol by the output process variable
indicates that trends from model predictions did not match those for the measured FS data.

Table 5-1 Summary of Measured and Predicted Trends

The predicted maximum temperatures at all nine processing conditions occurred at the
probe-to-workpiece interface. The peak temperatures ranged from 1237 K (0.73Tm) to 1783 K
(1.05Tm). The homologous temperatures at the low rotational speed were too cold (0.73 – 0.75)
and those at the high rotational speed were too hot (1.04 – 1.05). The peak temperatures
predicted at the intermediate rotational speed were on the upper shelf (0.95-0.96) of the expected
values for this process. Results indicate that the predicted peak temperature is most sensitive to
changes in rotational speed and almost insensitive to changes in travel speed. Peak temperature
increases with increasing rotational speed.
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Comparison between the advancing and retreating side peak HAZ temperatures at a
distance 0.157 inch from the processing centerline revealed that the advancing side temperature
is equal to or higher than the retreating side’s. This difference (advancing side – retreating side)
peak HAZ temperature increases with increasing travel speeds. These differences range from 0
to 10C, 40 to 60C and 0 to 80C for the low, intermediate and high rotational speeds,
respectively. In all nine cases, the heating and cooling rates are similar for both advancing and
retreating sides. The ratio of the predicted to measured HAZ peak temperature profiles is lowest
at the low rotational speed and increases with increasing rotational speed and increasing travel
speed.
Measured power decreases with decreasing travel speed and increases with increasing
rotational speed while predicted power primarily varies as a function of rotational speed.
Measured power is 3 times greater in magnitude than predicted power at high rotational speeds
and approximately 6.7 times greater at the lowest rotational speed. The trend predicted power
relative to measured power is concerning, particularly since the model over predicted all other
values. Overall, predicted power correlates with measured power output results, albeit not
perfect, (R2 = 0.6665). The goodness of fit correlation increases when evaluated for a given set
of rotational speeds. At intermediate and high rotational speeds, R2 = 0.9924 and 0.9378,
respectively and less favorable at the low rotational speed (R2= 0.5080).
Predicted X-force values are relatively high at low rotational speeds relative to those at
intermediate and high rotational speeds while measured X-force was relatively high at both low
and high rotational speeds. Predicted X-forces were up to 25 times higher at the lowest
rotational speed and approximately 7 times higher at the highest rotational speed. These high
predicted values are also concerning. In both cases, X-force increases with increasing travel
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speed. Overall, predicted X-force had poor correlation to measured data (R2=0.0955), however
high correlation exists within each set of rotational speeds. R2=0.808a at low, R2=0.9525 at
intermediate and R2= 0.9118 at high rotational speeds.
Predicted state increases with increasing travel and rotational speed. The greatest amount
of difference between predicted and measured strength is observed at the highest rotational
speed.

5.4

Physical Simulations of Model Streamlines and Comparisons to Model
Physical simulations were conducted to replicate the model predicted thermomechanical

histories along a single streamline, to provide a physical metallographic representation of those
specific thermomechanical histories and means to evaluate the model’s constitutive equations
since the Gleeble’s boundary conditions are frictionless. One streamline was extracted from a
low rotational speed condition and the second from a high rotational speed condition, both at 2
IPM.
Predicted flow stress is approximately half the flow stress of the compression Gleeble
tests. The flow stress of the higher peak temperature streamline has qualitative agreement with
compression test flow stress while the flow stress for the lower peak temperature streamline at
equivalent strain and strain rate did not. The higher temperature predicted flow stress does have
a lower flow stress than the lower peak temperature streamline; which is in agreement with
experimental results in Chapter 3.
For the low rotational speed, lower temperature streamline, a temperature rise on the
order of 14% of the total temperature rise is due to deformation heating. The temperature rise for
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the for the higher rotational speed, higher temperature streamline is approximately 7% of the
total temperature which may be indicative that other sources of heat, such as heat conduction
played a larger role in the total temperature increase.
In general, Isaiah does provide qualitative trends of process outputs over a limited range
of parameters but is not recommended for use as a predictive tool but rather a complimentary
tool, particularly if weld data can be used to calibrate the model. Once properly calibrated, the
Isaiah code is envisioned to be good tool to help gain insight into the process over the range to
which the model has been calibrated.

5.5

Recommendations for Future Work

The following recommendations are provided for future efforts:
Evaluate the effects adiabatic heating, chemical composition, presence and distribution of
second phases to temperature dependent material constants and other material model variables
such as activation energy, strain rate sensitivity, strain hardening and softening mechanisms and
determine to account for critical temperature dependent variables within the model.
Perform regression analysis on a larger data set for those related to grain size and strain
rate to obtain higher confidence models. Performing additional regression models to interaction
effects is also recommended.
Evaluate means to properly model boundary conditions, particularly at the tool to
workpiece interface.
Understand why predicted power is under predicted while peak temperatures and forces
are over predicted.
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APPENDIX A

APPENDIX A-1: MEGA STIR TOOL DRAWING

Figure A- 1 E44016 MegaStir tool design used in experimental trials
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APPENDIX A-2 REGRESSION SUMMARY OUTPUT FOR LN SPINDLE
TORQUE

Table A-1 Regression Summary Output for ln Spindle Torque
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APPENDIX A-3 REGRESSION ANALYSIS FOR LN(SPINDLE POWER)
(KW)

Table A-2 Regression Analysis for ln(Spindle Power) (kW)

154

APPENDIX A-4 REGRESSION OUTPUT SUMMARY OF LN(SPECIFIC
WELD ENERGY) (KJ/IN) AS A FUNCTION OF LN(RPM/MAX RPM) AND
LN(TS/MAX TS)

Table A-3 Regression Output Summary of ln(Specific Weld Energy(SWE)) (kJ/in) as a
Function of ln(RPM/max RPM) and ln(TS/max TS)

155

APPENDIX A-5 REGRESSION OUTPUT SUMMARY OF LN(COOLING
RATE ΔT8-5) (°C/S) AS A FUNCTION OF LN(RPS/MAX RPS) AND
LN(TS/MAX TS)

Table A-4 Regression Output Summary of ln(Cooling Rate ΔT8-5) (°C/s) as a Function of
ln(RPS/max RPS) and ln(TS/max TS)
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APPENDIX A-6 REGRESSION OUTPUT SUMMARY OF LN (COOLING
RATE ΔT8-5)(°C/S) AS A FUNCTION OF LN(TS/MAX TS)

Table A-5 Regression Output Summary of ln (Cooling Rate ΔT8-5)(°C/s) as a Function of
ln(TS/max TS)
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APPENDIX A-7 REGRESSION OUTPUT SUMMARY OF LN(PEAK
TEMPERATURE) (°C) AS A FUNCTION OF LN(RPM/MAX RPM) AND
LN(TS/MAX TS)

Table A-6 Regression Output Summary of ln(Peak Temperature) (°C) as a Function of
ln(RPM/max RPM) and ln(TS/max TS)
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APPENDIX A-8 REGRESSION OUTPUT SUMMARY OF LN(PEAK
TEMPERATURE) AS A FUNCTION OF LN(TS/MAX TS)

Table A-7 Regression Output Summary of ln(Peak Temperature) as a Function of
ln(TS/max TS)
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APPENDIX A-9 REGRESSION OUTPUT SUMMARY OF LN(AVERAGE
STIR ZONE HARDNESS) (HV) 300gf AS A FUNCTION OF LN(RPM/MAX
RPM) AND LN(TS/MAX TS)

Table A-8 Regression Output Summary of ln(Average Stir Zone Hardness) (Hv) 300gf as a
Function of ln(RPM/max RPM) and ln(TS/max TS)
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APPENDIX A-10 REGRESSION OUTPUT SUMMARY OF LN(AVERAGE
STIR ZONE HARDNESS) (HV) 300 gf AS A FUNCTION OF LN(TS/MAX TS)

Table A-9 Regression Output Summary of ln(Average Stir Zone Hardness) (Hv) 300 gf as
a Function of ln(TS/max TS)
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APPENDIX A-11 REGRESSION OUTPUT SUMMARY OF LN(HARDNESS
IQR) (HV) AS A FUNCTION OF ROTATIONAL AND TRAVEL SPEED

Table A-10 Regression Output Summary of ln(Hardness IQR) (Hv) as a Function of
Rotational and Travel Speed
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APPENDIX A-12 REGRESSION OUTPUT SUMMARY OF LN(GRAIN SIZE)
(µm) AS A FUNCTION OF ROTATIONAL AND TRAVEL SPEED

Table A-11 Regression Output Summary of ln(Grain Size) (µm) as a Function of
Rotational and Travel Speed
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APPENDIX A-13 REGRESSION SUMMARY OUTPUT OF LN(GRAIN SIZE)
(µm) AS A FUNCTION OF TRAVEL SPEED

Table A-12 Regression Summary Output of ln(Grain Size) (μm)
as a Function of Travel Speed
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APPENDIX A-14 REGRESSION SUMMARY OUTPUT OF LN(PEAK
TEMPERATURE) (°C) AS A FUNCTION OF LN(SPECIFIC WELD
ENERGY/MAX SWE)

Table A-13 Regression Summary Output of ln(Peak Temperature) (°C)
as a Function of ln(SWE/max SWE)
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APPENDIX A-15 REGRESSION OUTPUT SUMMARY OF LN(PEAK
TEMPERATURE) (°C) AS A FUNCTION OF LN(SPINDLE TORQUE/MAX
SPINDLE TORQUE)

Table A-14 Regression Output Summary of ln(Peak Temperature) (°C) as a Function of
ln(Spindle Torque/max Spindle Torque)
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APPENDIX A-16 REGRESSION SUMMARY OUTPUT OF LN(COOLING
RATE) (°C/S) AS A FUNCTION OF LN(SWE/MAX SWE)

Table A-15 Regression Summary Output of ln(Cooling Rate) (°C/s) as a Function of
ln(SWE/max SWE)
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APPENDIX A-17 REGRESSION OUTPUT SUMMARY OF LN(COOLING
RATE) (°C/S) AS A FUNCTION OF LN(SPINDLE TORQUE/MAX SPINDLE
TORQUE)

Table A-16 Regression Output Summary of ln(Cooling Rate) (°C/s) as a Function of
ln(Spindle Torque/max Spindle Torque)
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APPENDIX A-18 REGRESSION OUTPUT SUMMARY OF LN(GRAIN SIZE)
(μm) AS A FUNCTION OF LN(SPECIFIC WELD ENERGY)

Table A-17 Regression Output Summary of ln(Grain Size) (μm) as a Function of
ln(Specific Weld Energy/max Specific Weld Energy)
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APPENDIX A-19 REGRESSION OUTPUT SUMMARY OF LN(GRAIN SIZE)
(μm) AS A FUNCTION OF LN(TORQUE/ MAX TORQUE)

Table A-18 Regression Output Summary of ln(Grain Size) (μm) as a Function of
ln(Torque/ max Torque)
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APPENDIX A-20 REGRESSION OUTPUT SUMMARY OF LN(GRAIN
SIZE/MAX GRAIN SIZE) (µm) AS A FUNCTION OF LN(CR/MAX CR)

Table A-19 Regression Output Summary of ln(Grain Size/max Grain Size) (µm) as a
Function of ln(Cooling Rate/max Cooling Rate)
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APPENDIX B

APPENDIX B-1 PHOTOGRAPHS OF ISO-THERMAL UNIAXIAL HOT
COMPRESSION TEST SPECIMENS AFTER TESTING

Figure B- 1 Photographs of iso-thermal uniaxial hot compression test specimens after
testing.
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APPENDIX B-2 LIST OF SHAPE COEFFICIENTS FOR COMPRESSION
TEST SPECIMENS

Table B-1 List of Shape Coefficients for Compression Test Specimens
Temperature(oC)
_Stain Rate (1/s)

Aspect
Ratio

Barrelling
Coefficient
(B)

Ovality
Coefficient
(Ov)

Height
Coefficient
(H)

900_1
900_10
900_50
900_100
1000_1
1000_10
1000_50
1000_100
1100_1
1100_10
1100_50
1100_100

1.103
1.132
1.094
1.095
1.104
1.103
1.102
1.103
1.104
1.112
1.103
1.106

1.0919
1.0785
1.1137
1.0945
1.0963
1.1436
1.1004
1.1123
1.0856
1.0883
1.0997
1.0984

1.014
1.009
1.008
1.005
1.017
1.026
1.019
1.022
1.024
1.009
1.018
1.019

0.046
0.030
0.042
0.031
0.013
0.008
0.048
0.051
0.014
0.032
0.031
0.031

Notes:
 Shaded rows correspond to invalid test data as determined by the criteria listed below for
shape coefficients:
 Criteria for valid test:
o B< 1.10
 B is the barreling coefficient. It is the ratio of the final volume of the test
piece divided by the initial volume. Barreling is caused by friction at the
interfaces.
o H < 0.04
 H is the height coefficient. It is an indication of the parallelism of the test
piece (i.e., uniformity of deformation during compression).
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APPENDIX B-3 REGRESSION OUTPUT SUMMARY OF PEAK STRAIN AT
ONSET OF DRX AS A FUNCTION OF TEMPERATURE AND STRAIN RATE

Table B-2 Regression Output Summary of Peak Strain at Onset of DRX as a Function of
Temperature and Strain Rate
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APPENDIX B-4 REGRESSION OUTPUT SUMMARY OF PEAK STRESS AS A
FUNCTION OF TEMPERATURE AND STRAIN RATE

Table B-3 Regression Output Summary of Peak Stress as a
Function of Temperature and Strain Rate
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APPENDIX B-5 REGRESSION OUTPUT SUMMARY OF PEAK STRESS AS
A FUNCTION OF TEMPERATURE

Table B-4 Regression Output Summary of Peak Stress as a Function of Temperature
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APPENDIX B-6 REGRESSION OUTPUT SUMMARY OF GRAIN SIZE AS A
FUNCTION OF TEMPERATURE AND STRAIN RATE

Table B- 5 Regression Output Summary of Grain Size as a Function of Temperature and
Strain Rate
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APPENDIX B-7 REGRESSION OUTPUT SUMMARY OF GRAIN SIZE AS A
FUNCTION OF TEMPERATURE

Table B- 6 Regression Output Summary of Grain Size as a Function of Temperature
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APPENDIX B-8 REGRESSION OUTPUT SUMMARY OF COMPRESSION
TEST

Table B-7 Regression Output Summary of Compression Test Specimen Average Hardness
as a Function of Temperature and Strain Rate
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APPENDIX C

APPENDIX C-1 LIST OF COMPRESSION SPECIMEN SHAPE
COEFFICIENTS

Table C-1 List of Compression Shape Coefficients

Specimen
500 RPM, 2 IPM
300 RPM, 2 IPM

Barreling
Coefficient
1.06
1.06

Ovality
Coefficient
1.01
1.02

Length
Coefficient
0.01
0.02

Circularity Coefficient
0.00
0.01

Notes:
 Criteria for valid test:
o B< 1.10
 B is the barreling coefficient. It is the ratio of the final volume of the test
piece divided by the initial volume. Barreling is caused by friction at the
interfaces.
o H < 0.04
 H is the height coefficient. It is an indication of the parallelism of the test
piece (i.e., uniformity of deformation during compression).
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APPENDIX C-2 REGRESSION OUTPUT SUMMARY OF LN(MEAN EXIT
STATE VARIABLE/MAX STATE VARIABLE) TO LN(RPM/MAX RPM) AND
(TS/MAX TS)

Table C-2 Regression Output Summary of ln(Mean Exit State Variable/max State
Variable) to ln(RPM/max RPM) and (TS/max TS)
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