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Abstract 
The Grey-White Decision Network is introduced as an application of an on-center, off-surround 
recurrent cooperative/competitive network for segmentation of magnetic resonance imaging (MRI) 
brain images. The three layer dynamical system relaxes into a solution where each pixel is labeled 
as either grey matter, white matter, or "other" matter by considering raw input intensity, edge 
information, and neighbor interactions. This network is presented as an example of applying a 
recurrent cooperative/competitive field (RCCF) to a problem with multiple conflicting constraints. 
Simulations of the network and its phase plane analysis are presented. 
1. Introduction 
Analysis of magnetic resonance imaging (MRI) based brain images has wide application in human 
brain science and in the study of dynamic properties of human brain disease [1]. Generally, a 
segmentation of the image is required to identify regions of grey matter and white matter, and to 
distinguish them from other matter as a basis for the determination of volume, shape and 
localization [2]. Segmentation of MRI brain images is difficult however because a single 
threshold cannot be used to separate grey matter from white matter. Currently, semiautomatic 
image segmentation is being used to extract the borders of the brain and its costituent structures, 
which is a time consuming and tedious affair requiring many hours of work by a qualified 
neurologist. The grey-white decision network is a step towards the goal of automatic 
segmentation of MRI images. 
The grey-white decision net is inspired by the parallel distributed processing mechanism 
characterized by Grossberg as an on-center, off-surround, recurrent cooperative/competitive field 
(RCCF) of units with shunting interactions [3]. The resulting system performs what can be 
described as relaxation labeling [4] using two kinds of information: intensity (brightness) and 
spatial derivative of intensity (edges). 
A relaxation scheme of this sort is an appropriate method for not only image segmentation, but also 
many other types of problems because the solution becomes a natural mode of a system that can be 
implemented by fast, parallel, analog processors. This paper demonstrates how an RCCF can be 
used to find an "optimal" solution to a problem that incorporates multiple conflicting constraints. 
The definition of "optimal" can be chosen to match the desired solution of the problem by the 
proper choice of parameters and interactions between computational units. A similar approach is 
taken in [5], but advantageous computational properties (cf controlling the bounds of trajectories) 
are obtained by using shunting interactions [ 6]. 
The next section describes the grey-white decision network and gives a brief explanation of its 
dynamical interactions. Section 3 contains simulation results. The network is analyzed and 
discussed in Sections 4 and 5. The Appendix contains a complete list of equations and parameters. 
2. System Description 
The current implementation of the grey-white decision network uses three fields of units ("grey", 
"white", and "other") that compete across fields and cooperate within fields to label the image. The 
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three fields have the form of a three-layered recurrent cooperative/competitive networks of 
processing units. Figure 1 depicts the three layers of the network, the two input paths, and the 
interactions between units. Figure 1 b shows the inhibitory connections between units and Figure 
lc shows the excitatory connections between units. 
Raw Image 
c:::::> c:::::> c:::::> c:::::> c:::::> 
Grey c:::::> c:::::> c:::::> c:::::> c:::::> c:::::> c:::::> c::> c::> c::> 
c::> c::> c::> c::> c::> 
White c:::::> c:::::> c:::::> c:::::> c:::::> c::> c::> c::> c::> c::> 
c::> c::> c::> c::> c::> 
c:::::> 
Other c:::::> c:::::> c:::::> c:::::> c:::::> c::> c::> c::> c::> c::> 
c::> c::> c::> c::> c::> 
(a) 
(b) (c) 
Figure 1: Three-Layered Recurrent Cooperative/Competitive Field showing (a) two input paths between 
the raw input image and the grey-white decision net, (b) inhibitory interactions between units across 
different layers, and (c) excitatory interactions between units in the same layer (and from the unit to itself). 
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2.1. Inputs 
As shown in Figure la, there are two types of inputs that come from the raw image. One 
represents the intensity of the MRI signal at each pixel and the other provides edge information. 
Raw input intensities at each pixel are passed through two nonlinear functions. These functions 
measure how close a given intensity value is to the estimated value of the average pixel intensity in 
typical grey and white regions. Figure 2 shows these functions overlaid onto a histogram of pixel 
intensities from an actual brain image. The functions fg(I) and f w(I) are Gaussian functions of 
pixel intensity and 0 is a constant. Inputs to the grey units pass through f g(I), inputs to white 
units pass through f w(I), and "other" units receive a constant input, 0. If a pixel has a value that is 
very close to the peak off g(I) then f g(I) will have a large value and f w(I) will have a small value. 
For this pixel value, the grey unit will receive more excitation than the white or "other" units at this 
pixel location. 
600 
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Figure 2: Gaussian intensity functions and image intensity histogram showing locations of fg(I) and 
f w(l), and "other" constant value 0. 
The second type of input shown in Figure I passes through the box labeled "BCS". This path 
represents edge information. In the current implementation, Grossberg and Mingolla's Boundary 
Contour System (BCS) is used to extract edges from the original image [7]. Briefly, in the BCS 
an edge is a relatively large change in intensity at any orientation that is both locally and globally 
supported in the image. The details of operation of the BCS as an edge detector for MRI Brain 
images is described in [8]. 
In the grey-white decision net, such edges are used to modulate the communication between units. 
When a strong edge is present, communication is shut off. Communication between units is not 
affected by weak or nonexistent edges. The excitatory connections between neighbors within the 
same layer tend to encourage continuous decision regions to form. When a unit becomes 
convinced to make a decision, it will attempt to convince its neighbors to make the same decision. 
In this way, a grey pixel in a region of white can be forced to change its decision to white. Edges 
are used to discourage such interactions between adjacent pixels, i.e. if the grey pixel is 
surrounded by strong edges, it may be able to ignore its dissimilar neighbors' influence and can 
remain grey. 
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2. 2. Overview of Network Operation 
The grey-white decision net works as follows. After initializing the three layers to zero, the inputs 
will tend to turn on specific units depending on their intensities relative to the Gaussian signal 
functions. Consider a pixel location where the grey unit receives a large input from f g(l) (grey 
matter) next to a pixel location where the white unit that receives a large input from f w(I) (white 
matter). These two units will tend to shut off the other units at their same pixel locations. But they 
will also tend to turn on the units at neighboring locations that are in their same plane. A dynamic 
balance will result from these direct and indirect excitations and inhibitions. When equilibrium is 
attained, a decision has been made. Edges affect the calculation by modulating communication 
between units: a strong edge will cause the two pixel's decisions to be made independently. 
2.3. Explanation of Equations 
The system is a three-layered recurrent cooperative/competitive field with 3 by n dimensions, 
where n is the number of units on each layer (the number of pixels in the input image). The three 
dimensions correspond to grey matter, white matter, and "other" matter labeling. An image pixel 
will be considered to be labeled by the unit that has the maximal activation at that location. For 
example, if unit activations xf > x; and x[ > xf then location i is labeled "grey matter". Note that 
the index i represents a two dimensional location in the image. The following description gives the 
main ideas behind the equations. A complete set of equations and parameters are given in the 
Appendix. 
The Gaussian pixel intensity functions depicted in Fignre 2 have the following form: 
fg(li) = L exp[-(\~ g) 2J (1) 
where Ii is the raw input intensity, r g is the Gaussian's mean, O'g is the variance, and L is a 
constant. 
The equation for the activation of the ith grey unit is 
dx? 
d; =-Axf + (B-xf)(LPqiG:/([x~J+) + rf)- (C+xfl(I,PqiG~{f([x~J+) + f([x~J+))J (2) 
~~ l~w 
where xf is the activation (or state variable), and A, B, and C, are constants. Similar equations 
describe the white and "other" matter units. 
The three basic terms in Equation 2 correspond to passive decay, excitation, and inhibition, 
respectively. The passive decay term sends a unit's activation to zero in the absence of other 
inputs. The excitatory term tends to increase the activation of the unit and the inhibitory term tends 
to decrease the activation. 
The second term describes the excitation of the units and is shunted by the (B-x) part of the term. 
Grossberg refers to this as a "shunt" because it has the effect of shunting away or removing the 
excitatory influence as the unit's activation approaches its maximum value, B. Excitatory signals 
are made up of the sum of signals from nearby units of the same type (grey, white, or other) as 
seen in Figure lc, and also by signals from the input image passed through the Gaussian pixel 
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intensity functions shown in Figure 2. If is mainly determined by the value off g(Ii) <If is defined 
more precisely in the Appendix). 
The third term in Equation 2 describes inhibitory signals (see Figure lb). These are received from 
nearby units that are not of the same type and are shunted by the (C-x) part of the term (-Cis the 
minimum activation value of the unit). 
The meaning of "nearby" is determined by Gaussian spatial interaction kernels G+ and G-. and the ql ql 
neighborhoods N+ and N- (see the Appendix). P qi is the edge modulation factor. Its value 
becomes small if there are edges detected at units q and i: 
p . - 0 (3) 
q1 - 1 + E(Zq + Zi) 
where Zi is large if an edge is detected at location i, and o and E are constants. This is the same 
equation as is used in Grossberg & Todorovic's Feature Contour System (FCS) [9]. 
The function f([x]+) is the feedback signal function. Further explanation of this feedback function 
is given below. 
3. Simulation Results 
Simulations of the grey-white decision net produce segmentations that are fairly consistent with 
segmentations by human experts. Figure 3 shows the original MRI brain image and the BCS edge 
image. Figure 4 is the final decision of the grey-white decision net. 
There are a number of areas of this image that cause problems. These are artifacts of the magnetic 
resonance imaging process and of the morphological structure of the brain. One of the more 
obvious problem areas is that the net labels the neck, shoulders, and scalp areas as grey or white 
matter. These are clearly not part of the brain. Another problem area is the separation between the 
cerebrum and cerebellum. The two sweeping dark curves that separate the left and right halves of 
the brain and the cerebellum can easily be recognized in the original image even though the grey 
scale intensities do not form a continuous line. A more subtle problem is that the grey matter 
seems to thin to nothing at various places along the cortical ribbon and also that there appears to be 
grey matter surrounding the right ventricle (where there should only be white matter). These 
effects can be due to "partial voluming": the voxel (volume pixel) that is sampled by the magnetic 
resonance imager is composed of more than one type of material. The result is an average intensity 
at that location. Since the grey-white decision network only takes into consideration the intensities, 
changes in intensities, and neighboring intensities, it has no way of compensating for these 
problems. 
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(a) 
(b) 
Figure 3: Input Images (a) Original MRI brain image, and (b) edge image produced by the Boundary 
Contour System (BCS) [7]. 
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Figure 4: Output of the grey-white decision net. Grey matter is colored grey, white matter is colored 
white and everything else is colored black. 
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3.1. Stability 
It is important for a system like the grey-white decision net to be stable because it cannot arrive at a 
final decision until it reaches an equilibrium state. Hopfield proves stability in his network in [10]. 
Cohen and Grossberg show that a wide class of systems (including Hopfield's) are stable if they 
satisfy a certain set of assumptions such as symmetry of weights [11]. Cohen shows that systems 
similar to the grey-white decision net can sustain oscillations under certain conditions [12]. The 
grey-white decision net is not included in the exact forms of the functions that have been proven to 
be stable (or unstable) but it is similar to the systems described in [10]. Numerous simulations 
(including the results presented above) have been found to converge. 
3.2. Neighbor Influence and Sensitivity to /g(II) and fw(II) 
Figure 5 shows simulation results with a range of intensity values for f'g (210 to 310 stepping by 
20) for three cases: (a) the complete network, (b) the network without any neighborhood 
interactions at all (individual pixel decision are made), and (c) the networks without edges between 
neighbors (neighborhood interactions dominate individual pixel decisions). 
Without neighborhood interactions, column (b) contains many isolated pixels and results in broken 
decision boundaries. Without edges, column (c) creates smooth regions but misses fine details. 
All of the segmentations are sensitive to the exact value of the estimated grey matter average 
intensity, but the complete network in (a) chooses something a more proper median between (b) 
and (c) that can be controlled using the parameters in Equation 3. The complete network uses 
edges to decrease the influence of neighbors so that local decisions can override more global 
decisions. This encourages decision boundaries to occur at places where edges are found. The 
sensitivity of the decision on the exact values of[' g and[' w decreases because edges takes part in 
dete1mining the transition point from grey to white. 
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(a) (h) (c) 
Figure 5: Results of the grey-white decision network for various values of r g shown for three cases: (a) 
the complete network, (h) the network without neighbor interactions (o=O), and (c) the network without 
edge influence (E=O). The original image for this run was created by cutting out the cerebellum in Figure 
3a. 
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4. Analysis 
The following sections provide some additional insight into how the grey-white decision network 
performs its task. The focus here is on the competition between units at a single pixel location. 
We examine how a decision is made without regard to the activations of neighboring units. 
4.1. Feedback Signal Functions 
The results presented in Figure 4 were arrived at using a linear feedback signal function: f(x)=x. 
Other possible feedback signal functions are described in relation to this: faster than linear, slower 
than linear, and sigmoid-a combination of both (see Table 1, below). Grossberg demonstrates 
vatious properties of a single layer recurrent competitive field (RCF) that depend on the form of the 
feedback signal function [6]. The choice of function depends on the desired properties of the 
system. For example, a sigmoid feedback signal function causes activations to go to zero if they 
are below a "quenching threshold". For the grey-white decision net, this obviates the need for the 
third "other"-matter layer. In this system, a pixel would be labeled as "other" matter if both the 
grey and white units corresponding to that pixel were forced off or "quenched". 
Type of function c1 Cz 
Linear: f(x) = x B c 
A B 
Faster than linear: f(x) = xP BP c 
(O::::x::::l) A B 
Slower than linear: I I 
(O::::x::::l) f(x) = xP BP c 
A B 
Sigmoid: xP 1 c 
(O::::x::::l) f(x) = aP + xP A B 
Table 1: D1menswnless parameter values for vanous feedback Signal functwn forms. 
4.2. Dimensional Analysis 
A necessary step to analyzing the network described in Equation 2 is to remove all parameters that 
are extraneous to the resulting dynamics of the system. This can be done through dimensional 
analysis [13]. This process of algebraic manipulations lumps the system's parameters into the 
smallest possible number of terms so that its essential dynamics may be examined. 
Using this technique, Equation 2 reduces to the following two-parameter system: 
(4) 
All three types of units have been lumped into x1 and the network's structure is hidden in the 
neighborhood parameters N+ and N-and the constants. The dimensionless parameter C1 controls 
the balance between the input and the feedback and C2 controls the balance between excitation and 
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inhibition. Table I gives C1 and Cz in terms of the original system's parameters for various forms 
of the feedback function. 
4.3. Phase Plane Analysis 
Using Equation 4 it is possible to examine the decision that the grey-white decision network makes 
by finding the equilibrium points in state space. The complete network uses three units in 
competition and their surrounding units in cooperation: twenty seven units directly influence each 
decision. Even more units (neighbors of neighbors) indirectly influence the decision. For 
simplicity, we consider only 2 dimensions below, although the insight gained here may then be 
extrapolated to higher dimensions. 
The procedure involved in the following analysis is to locate equilibrium points by determining the 
intersections of the nullclines (see [14]). A Nullcline is a curve made up of a connected series of 
points where one of the state variables is neither increasing nor decreasing. An intersection of 
nullclines is an equilibrium point, therefore, because neither variable is changing. The equilibrium 
points can be attractors, repellers or saddle points. To determine the type of an equilibrium point, 
the Jacobian matrix (the partial derivative of each differential equation with respect to each variable) 
may be calculated at that point. Then, if the Eigenvalues of this matrix are both positive, it is a 
repeller; if they are both negative, it is an attractor; and if one is positive and one is negative, it is a 
saddle point. As the system evolves in time, trajectories travel away from repellers and saddle 
points towards attractors. The attractors will be the final states of the system. 
Auractor 
-1 -0.75-0.5-0.25 0.25 0.5 0.75 
-0.25 
-0.5 
-0.75 Attractor 
-1 
Figure 6: Phase plane for a linear feedback function with one input greater than the other. Lines plotted 
are nullclines. Intersections of nullclines (equilibrium points) are circled: (-0.33,1) and (1,-0.67) are 
attractors while (0.25,0.45) is a saddle point. 
Figure 6 shows the phase plane for a system with a linear feedback signal function. There is a 
saddle point in the upper right quadrant, an attractor in the upper left quadrant, and an attractor in 
the lower right quadrant. The attractor in the lower right quadrant has a larger basin of attraction 
than the upper attractor because I1 is greater than I2. Since the system is initialized at the origin, 
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the final state will tend to be at the lower right attractor. Figure 7 demonstrates what happens as 
the input changes in magnitude. The saddle point and attractor move towards each other and then 
they are lost completely. Only a single attractor exists for a very large input. In three dimensions, 
there will be three attractors and one saddle point. 
Examining Equation 2 shows that the neighbors will have the effect of increasing the input to a 
unit. When all of a unit's neighbors have made the same decision, there will tend to be only one 
decision possible for that unit. Figures 8 shows the phase plane for the sigmoid feedback 
function. The faster-than-linear and slower-than-linear feedback functions produce analogous 
phase portraits. 
0. 75 
0. 6 
0. 26 
-1 -0. 76-0. 6 -0. 26 0. 26 0. 6 0. 76 _e-1 -,_,,..,_,=,-"'a:~ o. s o. s o. 76 
-0. 26 -0. 26 -0.26 
-0. 6 
-0.6 -o. s 
-o. 75 -o. 75 -0. 76 
-1 -1 -1 
I 100 I = 700 I 
Figure 7: Changes in nullclines and equilibrium points as the input changes . 
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Figure 8: Phase planes for a sigmoid feedback function for two different input intensities. The 
Equilibrium points are similar to those in Figure 6. 
4.4. Simulated Annealing 
While the current system does not use a stochastic technique like simulated annealing, it is a 
possible addition to this type of network. The advantage of simulated annealing is that it can be 
used to find solutions to a problem where a local decision must be overridden by global 
constraints. Hopfield used this technique in his solution to the traveling salesman problem [5]. 
Geman and Geman used stochastic processing in image processing [15]. In both of these cases, 
suboptimal local solutions can be used to increase the optimality of the global solution. The 
multiple equilibria points seen in the phase planes of the grey-white decision net would allow this 
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technique to be added. For the input conditions where multiple equilibrium points exist, a high 
"temperature" can be used along with a random process to change the state of a given unit. This 
will only be possible in cases where the input intensities and neighbors are not able to make a firm 
decision. 
5. Discussion 
Rules tend to be explicitly encoded into rule based systems. In the grey-white decision net, a 
decision is made without explicit rules. The decision emerges from local information and 
interactions. The analog nature of such a mechanism allows the system to be gracefully influenced 
by other external factors without the brittle breakdown that can occur in rule based systems. In this 
way, the system is extendable. The equations in the Appendix reflect this fact by including 
"hooks" for other systems that can provide other information such as top down knowledge about 
shape. 
Additional "evidence" for the activation of a unit can come from adjacent MRI brain slice images. 
With 3mm spacing between slices, the human brain is represented by over 60 images. In these 
adjacent images, though, the corresponding grey, white, or other matter may be shifted in position. 
Therefore, this influence is gathered over a local neighborhood that is determined by the Gaussian 
spatial interaction kernel Ga and the influence is reduced by a (with a< 1). Note that while fg. 
f W> G+' G-' and GU are all Gaussian functions, f g and f w are functions of the intensity of a pixel 
and G+, G-, and GU are functions of the distance between pixels. 
Another extension to the system is to add information about shape. These are the top-down, 
learned, or expectation values Ef E7 and E? that are determined by factors such as the relative 
position of the pixel in the image. For example, it could be learned that the left ventricle 
(containing cerebral spinal fluid which should be labelled as other matter) is expected to be found 
in a given images slice at a given location relative to where the rest of the brain is found. These 
topics are the subject of future investigations. 
6. Conclusions 
The grey-white decision network has been presented and described. The network provides a fairly 
good solution to the segmentation problem though it will not be able to perform completely 
automatic segmentation of MRI brain images until it "knows" something about the shape of what it 
is looking at. 
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Appendix: System Equations & Parameters 
The current network consists of three fields of units (xf, x~, and X;0 ) which are defined by: 
dx~ 
dt' = -Axf + (B-xf)[If+ L PqiG~;f([x~J+)J- (C+xf)[LPqiG~ir([x~J+) + f([x~J+))J 
qeN+ qeN-
dx~ 
dt
1 =-Ax~+ (B-x~)[l> L PqiG~;f([x~]+)J- (C+x~)[~PqiG~{f([x~]+) + f([x~]+) )J 
qeN+ qeN 
dx0 
dt' = -Axf + (B-xf)[If+ L PqiG~;f([x~J+)J- (C+xf)[LPqiG~ir([x~J+) + f([x~J+))J 
qeN+ qeN-
where: 
If =fg(Ii-rg) +u(Lo~i J.(I;- r~) + Lo~i J.o;- r~)}Ef 
qeN"' qeN"' 
l~=fw(Ii-rw)+u[IG~J.(IT- r:) + LG~J.(I;- r-;;,)}E~ 
qENa qENa 
0) 
roP 
1 { if q~i 0 
I>O+E; (A6) f(ro) = O)p Pqi= 0 
or otherwise 1 + e(Zq + Zi) 
roP 
( 2J 
-dqi 
+ __ 1_ --  
Gqi- 2 e 2cr 2rccr + 
+ 
[ 2J 
-dqi 
o-. =-
1
-e 2cr2 
q' 2rccr~ -
[
-ro2J fg(ro) =Lexp 2~ fw(ro)=Lexp - 2 ( ro2J 2crw fa(ro) = L exp - 2 [ ro2J 2cr. 
where: 
i and q are indices to two dimensional locations (images), 
A is the passive decay of the unit, 
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B is the maximum unit activation, 
C is the minimum unit activation, 
N+, N·, and N" are neighborhoods around i, 
0 is the constant "other" matter default input, 
L is the normalized input level, 
Ii, IT, and r; are the intensities of the original, +adjacent, and -adjacent images, 
rg, [' w• r, r+' r, and r are the (estimated) average gray and white pixel intensity levels g w g w 
(the+ and- superscripts indicate the +adjacent and -adjacent images, respectively), 
a is the adjacent layer interaction coefficient, 
Ef, E; and E~ are the "expected" (top-down, learned) signals for this location, 
crg. crw, cr., cr+, cr. and cra are the variances for their respective Gaussian functions, 
dqi is the distance between locations q and i, and 
o is the "edge blocking factor", 
E is the "edge scale factor", 
Zi represents an edge (it is large if an edge is detected at location i), 
[co]+= max(O,co). 
At equilibrium, (A1) through (A3) become 
B If+ L Pqi G~i f([x~]+) - C L Pqi G~i (!([x~]+) + f([x~]+)) 
qEN qEN 
x~=~-------------------L-----------------------------
1 A+ If+ L Pqi G~i f([x~]+) + L Pqi G~i (f([x~]+) + f([x~J+))' 
qeN qEN 
!; + L Pqi G~J([x~]+) - cL, Pqi G~i (f([xgJ+) + f([x~]+)) ~N ~N x'!' = --------------··· . ___ L_ _______________ . . 
1 
A+ I~+ L Pqi G~i f([x~]+) + L Pqi G~i (!([x~]+) + f([x~]+))' 
qEN qEN 
Bri~ + L Pqi G~i f([x~]+) - cL, Pqi G~i (!([x~]+) + f([x~J+)) 
qEN qeN 
0 X·=-
1 A + I~ + L Pqi G~i f([x~]+) + L Pqi G~i (f([x~]+) + f([x~]+) ). 
qEN qEN 
(AlO) 
(All) 
(A12) 
These implicit equations give new unit activations in terms of the current activations and can be 
iterated until the system stabilizes. The results above were obtained by using a step size of 0.01 
(each variable was moved by this fraction of the distance from the old value towards the new 
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value.) The parameters used for the results presented above are given in Table 2. Table 3 contains 
the parameters used to obtain Figure 5. Note that adjacent slice and top-down learned information 
were not used. 
A 0.001 
B 100,000.0 
c 100,000.0 
L 1000.0 
0 320 
a 0.0 
0 0.1 
e 0.05 
N+ 3x3 ()"+ 1.0 
N- 3x3 ()"_ 1.0 
N" 10x10 O"a 1.0 
r. 150 O"g 50 
rw 300 O"w 50 
r+ 150 O"a 50 g 
r 150 O"a 50 g 
r+ 300 O"a 50 
w 
r 300 O"a 50 
w 
Eg 
1 I o I Ew 1 0 I E? 1 I o 
Table 2: Parameter Values used m F1gure 4. 
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A 0.001 
B 100,000.0 
c 100,000.0 
L 1000.0 
0 130 
a 0.0 
0 5.0, 0, 5.0 
e 0.01, 0, 0 
N+ 3x3 a+ 1.0 
N- 3x3 a_ 1.0 
N" 10x10 a a 1.0 
lg (varied) a. 50 
lw 300 aw 50 
r 150 a. 50 g 
r 150 a. 50 g 
r 300 a. 50 
w 
r 300 
w 
a. 50 
Eg 
1 I 0 I E~ 1 0 I E? 1 I 0 
Table 3: Parameter Values used m Figure 5. 
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