Introduction
The theory of unstable modules over the Steenrod algebra has been developed by many researchers and has various geometric applications. (See Schwartz [6] and its references.) It was so successful that it might be interesting to consider the structure of the Steenrod algebra which enable us to define the notion of unstable modules. Let us call the filtration on the Steenrod algebra defined from the excess of admissible monomials the excess filtration. (See 1.7 below.) We note that this filtration plays an essential role in developing the theory of unstable modules.
The aim of this note is to give several conditions on filtered graded Hopf algebra A * which allows us to deal the theory of unstable A * -modules axiomatically. In the first and second sections, we study properties of the excess filtration on the Steenrod algebra A p . In Section 3, we propose nine conditions on a decreasing filtration on a cocommutative graded Hopf algebra A * over a field which may suffice to develop the theory of unstable modules. We also verify several facts (eg Proposition 3.12, Lemma 3.13, Proposition 3.14) which are known to hold for the case of the Steenrod algebra. To give an example of a filtered Hopf algebra other than the Steenrod algebra, we consider the group scheme defined from the unipotent matrix groups in Section 4. We embed the group scheme represented by the dual Steenrod algebra as a closed subscheme of infinite dimensional unipotent group scheme represented by a certain Hopf algebra A (p) * which has a filtration satisfying the dual of first six conditions given in Section 3. We observe that this filtration induces the filtration on the mod p dual Steenrod algebra A p * which is the dual of the excess filtration. In Appendix A we show that the affine group scheme represented by A p * is naturally equivalent to a
Basic properties of excess filtration
We denote by A p the mod p Steenrod algebra and by A p * its dual. Let Seq be the set of all infinite sequences (i 1 , i 2 , . . . , i n , . . . ) of non-negative integers such that i n = 0 for all but finite number of n. Let Seq o be a subset of Seq consisting of sequences (i 1 , i 2 , . . . , i n , . . . ) such that i k = 0, 1 if k is odd. If i n = 0 for n > N , we denote (i 1 , i 2 , . . . , i n , . . . ) by (i 1 , i 2 , . . . , i N ).
Definition 1.1 (Steenrod-Epstein [7] ) For I = (ε 0 , i 1 , ε 1 , . . . , i n , ε n ) ∈ Seq o and an odd prime p, we put (i s − pi s+1 − ε s ).
For J = (j 1 , j 2 , . . . , j n ) ∈ Seq, we put (j s − 2j s+1 ).
Then .
We call d p (I) the degree of I and e p (I) the excess of I . Proposition 1.2 Suppose I = (ε 0 , i 1 , ε 1 , . . . , i n , ε n , . . . ) ∈ Seq o and J = (j 1 , j 2 , . . . , j n , . . . ) ∈ Seq .
(1) e p (I) = 2pi 1 + 2ε 0 − d p (I) if p is an odd prime, e 2 (J) = 2j 1 − d 2 (J).
(2) e p (I) ≤ 2i 1 + ε 0 and the equality holds if and only if I = (ε 0 , i 1 ) for an odd prime p. (2) For an odd prime p, e p (I) = 2i 1 + ε 0 − 2(p − 1)
. Then the assertion follows from (1).
The proof of the case p = 2 is similar. Corollary 1.3 Let j be a fixed non-negative integer, ε = 0, 1 and I ∈ Seq o , J ∈ Seq.
(1) Suppose that p is an odd prime. If e p (I) ≥ 2j + ε, then d p (I) ≥ 2j(p − 1) + ε and the equality holds if and only if I = (ε, j).
(2) If e 2 (J) ≥ j, then d 2 (J) ≥ j and the equality holds if and only if J = (j).
Hence 2j(p − 1) ≥ 2i 1 (p − 1) + 1, which implies j ≥ i 1 + 1.
Suppose e p (I) ≥ 2j and
On the other hand, since 2j ≤ e p (I) ≤ 2i 1 + ε 0 , we have j ≤ i 1 . Hence j = i 1 and this implies i s = 0 for s ≥ 2 and ε s = 0 for s ≥ 0.
Assume e p (I) ≥ 2j + 1. By Proposition 1.2,
Suppose that e p (I) ≥ 2j + 1 and d p (I) = 2j(p − 1) + 1. We have
Hence I is of the form (ε 0 , i 1 ) by Proposition 1.2. Then d p (I) = 2i 1 (p − 1) + ε 0 which equals to 2j(p − 1) + 1. Therefore I = (1, j).
(2) The proof is similar as above.
is (p-)admissible if p is an odd prime and i s ≥ pi s+1 + ε s for s = 1, 2, . . . . For p = 2, we say that I = (i 1 , i 2 , . . . , i n , . . . ) ∈ Seq is (2-)admissible if i s ≥ 2i s+1 for s = 1, 2, . . . . We denote by Seq p the subset of Seq consisting of p-admissible sequences.
We quote the following fundamental results for later use.
(2) {℘ I | I ∈ Seq p } is a basis of A p if p is an odd prime and {Sq
Let τ n ∈ (A p * ) 2p n −1 , ξ n ∈ (A p * ) 2p n −2 and ζ n ∈ (A 2 * ) 2 n −1 be the elements given by Milnor [5] . Recall that
and
Let Seq b be a subset of Seq consisting of all sequences (ε 0 , ε 1 , . . . , ε n , . . . ) such that ε n = 0, 1 for all n = 0, 1, . . . . For E = (ε 0 , ε 1 , . . . , ε m ) ∈ Seq b and R = (r 1 , r 2 , . . . , r n ) ∈ Seq, we put
as in [5] . Then, the Milnor basis is defined as follows. Definition 1.6 (Milnor [5] ) We denote by ℘(S) the dual of ξ(S) with respect to the basis {τ (E)ξ(R)|E ∈ Seq b , R ∈ Seq} is of A p * if p = 2 and by Sq(S) the dual of ζ(S) with respect to the basis {ζ(R)| R ∈ Seq} of A 2 * . If p is odd, let Q n be the dual of τ n with respect to the basis
Definition 1.7 Let F i A p be the subspace of A p spanned by
Thus we have an decreasing filtration F p = (F i A p ) i∈Z on A p . We call F p the excess filtration.
Clearly, F p satisfies the following.
(1) (E1)
The next result is a direct consequence of Theorem 1.5. 
The following properties of the excess filtration are a sort of "folklore".
Proposition 1.9 Let µ : A p ⊗ A p → A p and δ : A p → A p ⊗ A p be the product and the coproduct of A p . Then F p satisfies the following conditions.
Proof Let I = (ε 0 , i 1 , ε 1 , . . . , i n , ε n ) be a sequence belonging to Seq p such that e p (I) ≥ i and i n ≥ 1 if n ≥ 1.
. . , i n , ε n ) is admissible and its excess is not less than e p (I). Hence ℘ j ℘ I ∈ F i A p in this case. Suppose 1 ≤ j < pi 1 + ε 0 . Then, by Theorem 1.5, ℘ j ℘ I is a linear combination of ℘ J 's such that e p (J) ≥ e p (I) and J ∈ Seq p . Thus F p satisfies (E3).
. Hence (E5) follows from Proposition 1.8.
Consider the dual filtration F
where κ i : F i A p → A p is the inclusion map. The following is the dual of (E5) of Proposition 1.9.
Proposition 1.10 Let δ * : A p * ⊗ A p * → A p * be the product of A p * . Then F p * satisfies the following.
We set J n = (0, p n−1 , 0, p n−2 , . . . , 0, 1, 0) and J n = (0, p n−1 , 0, p n−2 , . . . , 0, 1, 1) for an odd prime p, K n = (2 n−1 , 2 n−2 , . . . , 2, 1, ). Then, J n 's and J n 's are admissible and
For R = (r 1 , r 2 , . . . , r n , . . . ) ∈ Seq, we put |R| = i≥1 r i .
Proof Since e p (J n ) = 1 and e p (J n ) = 2, it follows from Milnor [5, Lemma 8] that
On the other hand, it follows from Lemma 1.13 and
We define the maps p : Seq o → Seq p and 2 : Seq → Seq 2 as follows. For
The following Lemmas are straightforward.
Lemma 1.12 p is bijective and its inverse −1 p is given as follows. If p is an odd prime, −1
. . , j n , ε n ), where j s = i s − pi s+1 − ε s (for s = 1, 2, . . . , n − 1), and j n = i n − ε n .
Similarly,
. . , n − 1), and j n = i n .
Suppose p is odd. By Theorem 1.5 (2), Lemma 1.12 and Lemma 1.13, dim A n p is the number of elements of a subset S n of Seq o defined by
n is the number of elements of
Hence dim(F i A p * ) n is the number of elements of
which coincides with the number of elements of
Therefore the assertion follows from Proposition 1.11. The proof for the case p = 2 is similar.
The following is shown by Kraines [1] but is also a direct consequence of Milnor [5, Theorem 4a], Proposition 1.11 and Proposition 1.14.
We set
Proposition 1.16
Let i be a non-negative integer and ε = 0 or 1.
Proof (1) and (2) are direct consequences of Corollary 1.3.
Thus (3) follows from Proposition 1.15.
More on excess filtration
For R = (r 1 , r 2 , . . . , r n , . . . ) ∈ Seq, put s(R) = (0, r 1 , r 2 , . . . , r n , . . . ).
If some entry of R is not a non-negative integer, we put ℘(R) = 0. We regard Seq as a monoid with componentwise addition, then 0 = (0, 0, . . . , 0, . . . ) is the unit of Seq. Let E n be an element of Seq b such that the nth entry is 1 and other entries are all 0.
(We put E 0 = 0.)
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Hence the right hand side of (1) is non-negative and a 0 takes the minimum value
if and only if a s = r s for s = 1, 2, . . . and e 1 = e 2 = · · · = e k = 1. In this case,
and the result follows. Proof for the case p = 2 is similar.
Since the excess filtration F p satisfies (E3) and (E4) of Proposition 1.9, E * i A p is a left A p -module and the product map µ : A p ⊗ A p → A p induces the following maps.
Theorem 2.2 For non-negative integer i, j and ε = 0, 1, the following map is an isomorphism.
and this implies λ 0 = ε. We put E = (λ 1 , λ 2 , . . . ) and R = (s 2 , s 3 . . . . ). By (2) above, we have s is injective. The proof for the case p = 2 is similar.
For R = (r 1 , r 2 , . . . , r n , . . . ) ∈ Seq and a non-zero integer p, we say that p divides R if p|r i for all i ≥ 1 and denote this by p|R and by p |R otherwise. Put (1) If |R| ≤ pj and p|R,
(2) If |R| ≤ pj + 1 and p|R,
for R = (r 1 , r 2 , . . . ). Since
= 0 if r k < px k , the summation of the right hand side of the above is taken over non-negative integers x 0 , x 1 , . . . satisfying x 0 + x 1 + · · · = j and px k ≤ r k for all k = 1, 2, . . . .
then |S| = |R| − p(j − x 0 ) + j ≥ j and |S| = j hold if and only if p|R, |R| ≤ pj and
Therefore Q(E)℘(R)℘ j ∈ F 2j+1 A p unless E = 0, |R| ≤ pj and p|R.
(2) Since ℘(R)β = n≥0 Q n ℘(R − E n ) by Milnor [5, Theorem 4a], the result follows from (1).
In the case p = 2, a similar result holds.
Lemma 2.4 For R ∈ Seq and j ≥ 0, the following congruences hold.
If |R| ≤ j and 2|R,
Lemma 2.5 Let p be an odd prime, R ∈ Seq and j ≥ 0. If ℘(R) ∈ A k p . then, the following congruences hold.
(1) If |R| ≤ pj and p|R,
Proof The first congruence and is a direct consequence of Lemma 2.1 and Lemma 2.3. Suppose p|R − E n and |R| ≤ pj + 1. By Milnor [5, Theorem 4a], Lemma 2.1 and Lemma 2.3,
We also obtain ℘(R)β℘ j ≡ β℘ For non-negative integers i, j and ε = 0, 1, put κ = ε if j is even and κ = 1 − ε if j is odd. Let γ i,j,ε be the composition of maps 
Let us denote by ρ : A 
A p . The next result is a direct consequence of Lemma 2.3 and Lemma 2.5. Proposition 2.7 Let i, j, k be non-negative integers, ε = 0, 1 and p an odd prime.
For p = 2, we have the following Proposition. Proposition 2.8 Let i, j be non-negative integers.
Filtered Hopf algebra
We denote by E * the category of graded vector spaces over a field K and linear maps preserving degrees. We also denote by E the category of (ungraded) vector spaces over K . For n ∈ Z, define functors Σ n : E * → E * , n : E * → E and ι n : E → E * as follows.
for an object V * and morphism f of E * .
for an object W and morphism g of E .
Proposition 3.1 ι n is a right and left adjoint of n .
Proof Define natural transformations u n : id E * → ι n n ,ū n : n ι n → id E ,c n : id E → n ι n and c n : ι n n → id E * as follows. For V * ∈ Ob E * ,
For U ∈ Ob E ,ū n U (y) = y (y ∈ ( n ι n (U)) n = U ),c n U (y) = y (y ∈ U ). Clearly, c n V * : ι n n (V * ) → V * is an inclusion map andū n U : n ι n (U) → U andc n U : U → n ι n (U) can be regarded as identity maps. Then, u n andū n are the unit and the counit of the adjunction n ι n respectively, andc n and c n are the unit and the counit of the adjunction ι n n respectively.
Let A * be a graded Hopf algebra over K with an decreasing filtration F = (F i A * ) i∈Z of subspaces of A * . The notion of unstable A * -module is defined as follows.
Definition 3.2 A left A * -module M * with structure map α : A * ⊗ M * → M * is called an unstable A * -module with respect to F if α(F n+1 A * ⊗ M n ) = {0} for n ∈ Z. We denote by UM(A * ) the full subcategory of the category of left A * -modules consisting of unstable A * -modules.
We are going to give conditions on F which suffices to develop a theory of unstable A * -modules. The following is the first one.
(2) (E2) i∈Z F i A * = {0}.
Note that if F satisfies (E1) and V * is an unstable A * -module, V n = {0} for n < 0. The next one comes from Proposition 1.9.
Condition 3.4
Let us denote by µ : A * ⊗ A * → A * and δ : A * → A * ⊗ A * the product and the coproduct of A * , respectively. For an decreasing filtration F = (F i A * ) i∈Z of subspaces of A * , we consider the following conditions.
(1) (E3) F i A * 's are left ideals of A * for i ∈ Z.
We remark that if F satisfies (E3) of Condition 3.4 and Σ n (A * /F n+1 A * ) is an unstable A * -module, then F satisfies (E4) of Condition 3.4. It is easy to verify the following fact.
Proposition 3.5 Let A * be a graded Hopf algebra over K with decreasing filtration F. Suppose that F satisfies the condition (E5) in Condition 3.4. If V * and W * are unstable A * -modules with respect to F, then so is V * ⊗ W * .
Let us denote by O : UM(A * ) → E * the forgetful functor. Suppose that F satisfies (E3) and (E4) of Condition 3.4. Define a functor F : E * → UM(A * ) by
For an object M * of UM(A * ), let α n : A * /F n+1 A * ⊗ M n → M * (n ∈ Z) be the maps induced by the structure map α :
Let 1 n be the class of 1 ∈ A 0 in A * /F n+1 A * . For an object V * of E * , define a map
Proof It can be easily verified that η : id E → OF (resp. ε : FO → id U M(A * ) ) is the unit (resp. counit) of the adjunction F O .
Remark 3.7
(1) As a special case of the above result, we see that F(Σ n K) = Σ n A * /F n+1 A * represents a functor n O : UM(A * ) → E . Thus we can verify the fact that a functor G : UM(A * ) op → E is representable if G is right exact and preserves direct sums (Lannes-Zarati [2] ).
(2) The above result implies that UM(A * ) has enough projectives and we can construct the bar resolutions (MacLane [4] ) in UM(A * ) and that, if F also satisfies (E5) and L * is an unstable A * -module of finite type, the left adjoint to the functor
Consider a bigraded vector space E * * A * = i∈Z E * i A * . Then E * * A * has a structure of a right A * -module given byμ k,j i 's. Suppose F satisfies both (E3) and (E4), then µ
Proposition 1.16 and Theorem 2.2 suggests the following conditions. Condition 3.8 Let A * be an algebra over a field K of characteristic p with an decreasing filtration F = (F i A * ) i∈Z .
(
(3) (E8) For non-negative integers i, j and ε = 0, 1, the map
, we have dim(F 2i+ε A * ) 2i(p−1)+ε = 1 for i ≥ 0 and ε = 0, 1 by (E2) and (E7). We also have (
We assume that F satisfies (E1), (E2), (E3), (E4), (E6), (E7) and (E8) for the rest of this section.
Proposition 3.10 A left A * -module M * with structure map α :
holds if s > n and s + t ≡ 0, 2 modulo 2p. Since (
for sufficiently large m by (E6) and (E2), we have
The converse follows from
For non-negative integers i, j and ε = 0, 1, put κ = ε if j is even and κ = 1 − ε if j is odd. Let γ i,j,ε be the composition of maps
Condition 3.11 For a real number r, let us denote by r the minimum integer among integers which are not less than r.
It follows from Proposition 2.7 and Proposition 2.8 that the excess filtration F p on A p satisfies the above condition.
We can construct the functor Φ : UM(A * ) → UM(A * ) as in Li [3] . For an unstable A * -module M * , define an A * -module ΦM * as follows. Put
In other words,
We denote by µ i : A * ⊗ E * i A * → E * i A * the map induced by the product µ of A * . Note that µ i :
We define α ΦM * : ⊗ ΦM * → ΦM * by the following compositions:
A * for ε = 0, 1 and i ∈ Z by (E4), we deduce that ΦM * is an unstable A * -module.
For a homomorphism f : M * → N * between unstable A * -modules, let Φf : ΦM * → ΦN * be the map induced by id E 2i(p−1)+ε 2i+ε
Then Φf is a homomorphism of left A * -modules and Φ is an endofunctor of UM(A * ). Let
be the restriction ofᾱ M * ,2i+ε : A * /F 2i+ε+1 A * ⊗ M 2i+ε → M * . Thus we have a map λ M * : ΦM * → M * . It is easy to verify that λ M * is a homomorphism of left A * -modules and we have a natural transformation λ : Φ → id U M(A * ) .
For an object V * of E * , let ρ V * : F(V * ) → ΣF(Σ −1 V * ) be the map induced by the quotient map A * /F n+1 A * → A * /F n A * and the identity maps V n → V n = (Σ −1 V * ) n−1 .
Proposition 3.12
The following is a short exact sequence.
Proof By (E6) and (E8), λ F (V * ) is an injection onto n∈Z F n A * /F n+1 A * ⊗ V n , which is the kernel of ρ V * .
Lemma 3.13 Let M * be an unstable A * -module.
(1) Σ −1 Coker λ M * is an unstable A * -module.
(2) If F satisfies (E9) in Condition 3.11, Σ −1 Ker λ M * is an unstable A * -module.
If k < 2i + ε, instability of M * and Proposition 3.10 imply
Thus the assertion follows from Proposition 3.10.
A * ⊗ N 2i+ε and (F 2i+ε A * ) 2i(p−1)+ε N 2i+ε = {0}. By Proposition 3.10, it suffices to show
for non-negative integers i, j and ε, ε = 0, 1 satisfying 2j + ε ≥ 2ip + 2ε. We may assume 2j(p − 1) + ε ≡ 0, ±2 modulo 2p, that is, ε = 0 and j ≡ 0, ±1 modulo p for dimensional reason. If j = kp, then k ≥ i + ε and it follows from Condition 3.11 that
If j = kp − 1, then k ≥ i + 1 and we only have to consider the case ε = 0 for dimensional reason. Since (F 2k A * ) 2k(p−1)−1 = {0} by (E6) and (E2), we have
If j = kp + 1, then k ≥ i and we only have to consider the case ε = 1 for dimensional reason. Again, using Condition 3.11 and the instability of M * , we see
This completes the proof.
Define functors Ω, Ω 1 : 
14 Ω is the left adjoint of the suspension functor Σ. Ω 1 is the first left derived functor of Ω and all the higher derived functors are trivial.
Proof We first note that λ ΣM * : ΦΣM * → ΣM * is trivial by the instability of M * .
By the naturality of λ and the definition ofε, we have
be the bar resolution of M * . Consider chain complexes
We denote by λ. : ΦB. → B. and η. : B. → ΣΩB. the chain maps given by the λ B * n and η B * n , respectively. Since
is exact by Proposition 3.12. we have a short exact sequence of complexes 0 → ΦB.
λ.
− → B.
η.
− → ΣΩB. → 0.
Consider the long exact sequence associated with this short exact sequence. Clearly, Φ is an exact functor. We deduce that ΣH n (ΩB.) = H n (ΣΩB.) is trivial and that there is an exact sequence
Thus Ω n M * = H n (ΩB.) is trivial if n > 1 and Ω 1 defined above is the first left derived functor of Ω.
Unipotent group scheme
For a commutative ring k, we denote by Alg * k the category of graded k-algebras and by h A * the functor represented by an object A * of Alg k . We denote by Gr the category of groups.
For a Hopf algebra A * , let us denote by A * the dual Hopf algebra, that is, A n is the dual vector space Hom K (A n , K) and A * = n∈Z A n . We assume that A * is finite type and that A n = 0 for n < 0.
For a filtration F = (F i A * ) i∈Z of A * , define the dual filtration F * = (F i A * ) i∈Z on A * by
Here, κ i : F i A n → A n denotes the inclusion map. Note that the dual of the dual filtration F * is identified with F.
We list conditions on the dual filtration.
Condition 4.1 Let µ * : A * → A * ⊗ A * (resp. δ * : A * ⊗ A * → A * ) be the coproduct (resp. product) of A * .
(1) (E1 * ) F i A * = {0} if i < 0.
(2) (E2 * ) i∈Z F i A * = A * .
(3) (E3 * ) F i A * 's are left coideals of A * (that is, µ * (F i A * ) ⊂ A * ⊗ F i A * ) for i ∈ Z.
(4) (E4 * ) µ * (F i A k ) ⊂ j∈Z F j+i A k−j ⊗ A j for i, j ∈ Z.
(5) (E5 * ) δ * (F j A * ⊗ F k A * ) ⊂ F j+k A * for j, k ∈ Z.
and a 11 = a 22 = · · · = a nn = 1, a ij = 0 if i < j. Then, U n (R * ) is a group by the multiplication of matrices. Hence we have a F p -group functor U n : Alg * Fp → Gr . On the other hand, let A(n) (p) * be the Hopf subalgebra of A (p) * generated by {x ij | 1 ≤ j < i ≤ n}. For a map f : A(n) (p) * → R * of graded K -algebras, we denote by A f the element of U n (R * ) whose (i, j)th component is f (x ij ) if i > j. Define a map θ nR * : h A(n) (p) * (R * ) → U n (R * ) by θ nR * (f ) = A f . It is easy to verify that θ nR * is an isomorphism groups and we have a natural equivalence θ n : h A(n) (p) * → U n .
If A = (a ij ) ∈ U n+1 (R * ), let A be the n × n matrix whose (i, j)th component is a ij . Then A ∈ U n (R * ) and we define a morphism π n : U n+1 → U n by π nR * (A) = A . Let U ∞ be the limit of the inverse system U n+1 πn − → U n n=1,2,... .
The morphism ι *
n : h A(n+1) (p) * →h A(n) (p) * induced by the inclusion map ι n : A(n) (p) * → A(n + 1) (p) * satisfies θ n ι * n = π n θ n+1 . Since A (p) * is the colimit of the direct system A(n) (p) * ιn − → A(n + 1) (p) * n=1,2,... , it follows that the θ n induce a natural equivalence θ ∞ : h A (p) * → U ∞ . Thus, A (p) * represents the group scheme of "infinite dimensional unipotent matrices".
In order to relate A (p) * with the dual Steenrod algebra A p * , we consider representation of an affine group scheme.
Definition 4.4 Let V * be a finite dimensional vector space over K . Define a functor F V * : Alg * K → E * by F V * (R * ) = V * ⊗ R * . We regard F V * (R * ) as a right R * -module.
We denote by V * n the graded vector space over F p such that dim V k n = 1 for k = −1, −2, . . . , −2p i , . . . , −2p n−2 and V k n = {0} otherwise if p = 2, dim V k n = 1 for k = −1, −2, . . . , −2 i , . . . , −2 n−1 and V k n = {0} otherwise if p = 2. Let v k be a base of V k n for k such that dim V k n = 1. Define α nR * : F V * n (R * ) × U n (R * ) → F V * n (R * ) by α nR * (v j ⊗ 1, (a ij )) = n i=1 v i ⊗ a ij so that U n (R * ) acts R * -linearly on F V * n (R * ). Hence F V * n is a right U n -module, in other words, α n : F V * n × U n → F V * n is a representation of U n on V * n . Let ϕ n : V * n → V * n ⊗ A(n) (p) * be the map defined by
