The paper addresses the sensitivity of a novel method for quantifying the environmental risks associated with the current-driven transport of adverse impacts released from offshore sources (e.g. ship traffic) with respect to the spatial resolution of the underlying hydrodynamic model. The risk is evaluated as the probability of particles released in different sea areas hitting the coast and in terms of the time after which the hit occurs (particle age) on the basis of a statistical analysis of large sets of 10-day long Lagrangian trajectories calculated for 1987-1991 for the Gulf of Finland, the Baltic Sea. The relevant 2D maps are calculated using the OAAS model with spatial resolutions of 2, 1 and 0.5 nautical miles (nm) and with identical initial, boundary and forcing conditions from the Rossby Centre 3D hydrodynamic model (RCO, Swedish Meteorological and Hydrological Institute). The spatially averaged values of the probability and particle age display hardly any dependence on the resolution. They both reach almost identical stationary levels (0.67-0.69 and ca 5.3 days respectively) after a few years of simulations. Also, the spatial distributions of the relevant fields are qualitatively similar for all resolutions. In contrast, the optimum locations for fairways depend substantially on the resolution, whereas the results for the 2 nm model differ considerably from those obtained using finer-resolution models. It is concluded that eddy-permitting models with a grid step exceeding half the local baroclinic Rossby radius are suitable for a quick check of whether or not any potential gain from this method is feasible, whereas higher-resolution simulations with eddy-resolving models are necessary for detailed planning. The asymptotic values of the average probability and particle age are suggested as an indicator of the potential gain from the method in question and also as a new measure of the vulnerability of the nearshore of water bodies to offshore traffic accidents.
Introduction
Comprehensive progress in the environmental management of anthropogenic pressure on particularly vulnerable sea areas, such as the Baltic Sea (Kachel 2008) , has now become feasible as a result of major advances in marine sciences leading to a rapid increase in the accuracy with which the current-driven transport of adverse impacts is represented. These advances comprise computational facilities, high-resolution circulation modelling, new technologies for in situ and satellite observations, an ever increasing flow of real-time information about the sea state, increasing experience in operational oceanography (including oil spill monitoring and forecasting), and increasingly accurate meteorological forecasts (Leppäranta & Myrberg 2009 ).
While a number of studies address environmental issues in terms of the Lagrangian transport of different adverse impacts (see Havens et al. 2010 and the references therein), very few attempts have been targeted at the preventive reduction of environmental risks caused by maritime industry and transport. Among these are the system of the dynamic relocation of tugboats along the Norwegian Atlantic coast (Lehmann & Sørgård 2000) and the underlying models of dynamic risk (Eide et al. 2007 ). Preventive methods usually require the solution of an inverse problem for the propagation of the adverse impact. Mathematically, this is often very demanding. Also, the details of the hydrodynamic patterns necessary for an accurate treatment of inverse problems are extremely difficult to reproduce, not only because of the considerable computational expense but also because of the uncertainties intrinsic to external forcing and the initial and boundary conditions.
A feasible way of finding approximate solutions to inverse problems of this type is to use advanced statistical methods to analyse a large number of particular solutions to the direct problem of current-driven transport. A method for quantifying the potential of offshore areas to be a source of danger to coastal regions, based on the above idea, has recently been developed by Soomere et al. (2010 Soomere et al. ( , 2011b . In many cases, solutions have been found using pre-computed three-dimensional (3D) velocity fields for the sea area of interest and specialized particle tracking codes such as TRACMASS (Döös 1995 , Blanke & Raynard 1997 , de Vries & Döös 2001 . Here, we prefer to use an alternative method of tracking the Lagrangian trajectories of current-transported passive tracers (below simply referred to as particles) that is implemented simultaneously with the numerical simulation . The result of the analysis of a set of particle trajectories is usually expressed in terms of various maps of the probabilities of hits in vulnerable regions or maps of the time it takes for the adverse impact to reach these regions , Soomere et al. 2011a . Also, the concept of the equiprobability line (the probability of the propagation of pollution from a particular point to the opposite coasts is equal) is used to characterize optimum fairways in elongated basins or, equivalently, between two vulnerable regions.
Computationally, the construction of such maps and studies of their reliability and associated uncertainties are usually very time-consuming and demanding. This has raised the question about potential simplifications of calculations involving a minimum loss of accuracy but retaining the reliability of the results. For longer time intervals it is possible to reduce the number of simulated trajectories without significant loss of accuracy of the resulting estimates . A more generic way of reducing the computational efforts, however, is to decrease the resolution of the underlying hydrodynamic model. This appears to be feasible when the decrease in resolution does not affect the ability of the model to reproduce the mesoscale dynamics in the sea area in question (cf. Albretsen & Røed 2010) . As computational costs increase rapidly with increasing 3D model resolution, such a reduction is critical in the context of the practical use of this methodology. A natural limit for such a simplification is the request that the model should, at least, be eddy-permitting. This is a very severe request in the Baltic Sea and especially in the Gulf of Finland, where the baroclinic Rossby radius of deformation is quite small, usually about 2-4 km (Alenius et al. 2003) , and even smaller at the easternmost end of the Gulf, where it sometimes reaches values as small as 500 m.
The experience of several recent studies of the dynamics and hydrography of different sea areas suggests that although the instantaneous fields of simulated currents are quite different and even the statistics of currents shows substantial changes for different model resolutions (Albretsen & Røed 2010) , the salinity or temperature fields can be reasonably replicated using models that poorly resolve the mesoscale dynamics. Moreover, these fields remain practically the same at different resolutions . For example, the simulations in Andrejev et al. (2010) show that the structure of the simulated current field in the Gulf of Finland may change its character abruptly when the resolution is increased from 0.5 nautical miles (nm) to 0.25 nm but that the salinity and temperature fields are almost the same as for a resolution of 1 nm .
In this paper we address the question of whether the above-mentioned maps of environmental risks (reflecting, in essence, long-term statistics of the current-driven transport constructed using large pools of Lagrangian trajectories), or at least certain of their integral features, belong to the family of those characteristics that are mostly insensitive to changes at the resolution of the underlying ocean model. The test area is the Gulf of Finland, the easternmost extension of the Baltic Sea (Figure 1 ). This is an elongated water body with a length of ca 400 km, a maximum width of 135 km and a mean depth of only 37 m . It is a basin with extremely complicated internal dynamics (Andrejev et al. 2004a , for which the basic idea of the use of intrinsic dynamics of water masses for the smart relocation of potentially dangerous activities was first formulated by Soomere & Quak (2007) .
The gulf hosts heavy east-west cargo traffic (HELCOM 2009) and very intensive passenger traffic across it in the relatively narrow section between Tallinn and Helsinki (Parnell et al. 2008 , Kurennoy et al. 2009 ). As the gulf is less than 80 km wide in some places and the water too shallow for marine transportation in others, there are several narrow passages where the concentration of traffic is exceptionally high. Therefore, there exists a high probability that various adverse impacts (oil or chemical pollution, lost containers or other large floating objects, etc.) may be released along the shipping route as a result of an accident, technical problems or human error or misbehaviour. The most dangerous event from the environmental viewpoint is a large-scale oil pollution event hitting the coastal area. For this reason, we perform the analysis in terms of the problem of identifying the environmentally safest fairway along the gulf with respect to coastal oil pollution.
We construct a sequence of 2D maps characterizing ship-traffic-induced environmental risks. Based on these maps, we develop an application targeted at a selection of optimum locations for potentially dangerous activities. This is done using a range of different resolutions of the hydrodynamic model, from a barely eddy-permitting tool to its highresolution (but otherwise identical) version. The particular goal is to identify an optimum spatial resolution for the ocean model for different applications of the entire method. We start from a horizontal resolution of 2 nm and gradually increase the resolution down to 0.5 nm. This range of resolutions characterizes a transition from quite a poor representation of mesoscale effects in this basin to one which is expected to adequately resolve the field of mesoscale eddies at nearly every time instant and place. While the 2 nm model is, at best, an eddy-permitting model for the Gulf of Finland, the 0.5 nm model is expected to resolve most of the mesoscale eddy dynamics in this basin. Although the models in use enable the full 3D tracking of particles, for simplicity and in order to highlight the potential differences in the horizontal resolution, we lock the particles in the uppermost layer.
Section 2 gives a short overview of the basic features of the ocean model in use, describes the technology for solving the inverse problem for environmental management and briefly discusses the measures for quantifying the environmental risks. Most of the material in this section is classical and presented here only for completeness. The reader is referred to Andrejev et al. (2010) , Soomere et al. (2010 Soomere et al. ( , 2011a and Viikmäe et al. (2010) for details. The key new information is presented in sections 3-5, where we discuss in detail the dependence of the resulting maps and the optimum locations of the fairway on the spatial resolution of the ocean model. Section 6 presents a synopsis of the analysis and sketches further research needs.
The OAAS model and methods for trajectory analysis
The method for identifying the optimum fairway consists of four basic steps , 2011a . The 3D dynamics of water masses in the sea area in question is simulated numerically, and the results of the simulations are used to construct Lagrangian trajectories of selected water particles. Together with a cost function, these trajectories are used to construct maps characterizing the distribution of the environmental risks associated with different offshore areas. The final step is the identification of the optimum location for fairways. An important feature of the entire approach is that the particular methods comprising each step may be addressed separately without the loss of generality for the entire procedure.
The 3D OAAS hydrodynamic model (Andrejev & Sokolov 1989 , 1990 ) is used for modelling the Gulf of Finland's circulation properties. This timedependent, free-surface, baroclinic model is written in z-coordinates and is based on the hydrostatic approximation. It was specifically developed for use in basins with a complicated bathymetry and hydrography, such as the Gulf of Finland, but it is obviously applicable to any water body of comparable size. The model has shown excellent performance in different applications, from basin-scale estimates of the upwelling features in the entire Baltic Sea and mean circulation and water age of the Gulf of Finland (Andrejev et al. 2004a,b) down to the small-scale reproduction of surface buoy drift (Gästgifvars et al. 2006 ). The quality of the simulation of the hydrophysical fields is analysed in detail within the framework of a model intercomparison for the Gulf of Finland .
The model resolution for the Gulf of Finland was originally restricted to 1 nm in order to match the available bathymetric information for the entire Baltic Sea (Seifert et al. 2001 ) but has been recently increased to 0.25-0.5 nm. A detailed description of the features and approximations of the latest high-resolution version of the model is presented in Andrejev et al. (2010) . In order to ensure comparability of the results with earlier studies (Andrejev et al. 2004a The impact of the rest of the Baltic Sea is accounted for in the form of the relevant boundary conditions along this longitude, optionally with the sponge layer approach (see Andrejev et al. 2010 for details) . The boundary conditions (salinity, temperature and sea-level elevation) were extracted at 6 hour intervals from simulations performed with the Rossby Centre coupled ice-ocean model (RCO, Meier et al. 2003 ). The RCO model is based on the Bryan-Cox-Semptner primitive equation ocean model with a free surface but contains several parameterizations with a special importance for the Baltic Sea, such as a two-equation turbulence closure scheme, open boundary conditions and a sea-ice model. It was run with a horizontal resolution of 2 nm that is usually sufficient for eddy-resolving runs in the Baltic Proper (Lehmann 1995) . The initial sea water temperature and salinity fields for all the OAAS model resolutions were constructed by an interpolation of the RCO data. The modelling in the Gulf of Finland started from the resting water masses and with the sea level equal to the barometric equilibrium. Owing to the realistic initial data and high-quality boundary information, the modelled fields are plausible from the very beginning of calculations and the final spin-up of the model takes ca 1-2 weeks for the surface layer dynamics.
The meteorological forcing for both the OAAS and RCO models is based on the relevant fields (atmospheric pressure, temperature, wind speed components, total precipitation, specific humidity, and total cloud cover with a temporal resolution of 3 hours) downscaled from the ERA-40 database using a regional atmosphere model covering the entire Baltic Sea at a horizontal resolution of 25 km (Samuelsson et al. 2011 ). River discharge is approximated in terms of monthly mean values for the period 1970 -1990 (Bergström & Carlsson 1994 . The salinity of river water is set to zero and its temperature equal to the ambient sea water temperature at the river mouth. This approximation (equivalent to ignoring the flux of heat and salt from the rivers) is reasonable for Baltic Sea conditions, where the salt content of river water is negligible and the difference between river and sea water temperatures is moderate. As the winters during the period of interest were rather mild and the Gulf of Finland was mostly free of ice, we have neglected ice drift and used a simple parameterization for ice formation and melting. For water temperatures below freezing point, the wind stress is decreased by a factor of 10 in order to mimic the presence of ice and the resulting tilt of the ice-covered surface. At 0 • C, the heat flux through the ice is stopped as long as cooling conditions prevail. The loss of heat during ice melting is approximated by decreasing the upward-directed heat flux in the early spring by a factor of four until the sea water temperature reaches the value of +1 • C.
The second key component of the method is a set of Lagrangian trajectories of water particles, which is equivalent to a set of particular solutions to the direct problem of propagation of an adverse impact. In order to create a large number of independent trajectories, the simulation interval is usually divided into shorter (optionally partially overlapping) time windows . The necessary duration of these windows, the time lag between them and the number of trajectories considered (equivalent to the number of particles released into the water), depends essentially on the environment under scrutiny. In terms of potential oil pollution, the transport of substances released from ships to the shoreline (referred to below as a 'coastal hit') is regarded as an undesirable event. For studies of ship-caused coastal pollution and for evaluating the potential risks of ship traffic in the Gulf of Finland, the optimum length of the time window is ca 10 days, during which an appreciable number of coastal hits occurs . The results are almost insensitive to the time lag between windows, provided the number of windows is large enough. The resulting patterns of risk characteristics are also largely insensitive to the number of particles released into each grid cell .
Based on the features discussed, we calculate the set of Lagrangian trajectories (Figure 3 ) as follows. The entire modelling period (1 May 1987 -31 December 1991) is divided into 170 consecutive 10-day time windows. At the beginning of each window ten particles are released into each surface grid cell. In order to specifically highlight the effect of changing spatial resolution on the results and also to make our results comparable with those in Soomere et al. (2010 Soomere et al. ( , 2011a , these particles are locked in the The depth scale to the right of the map is given in metres. Two particles were released into each of four points and were tracked during 10 days. The differences in the trajectories between these particles (black and red lines) due to the influence of the random component of velocity are fairly small except for the easternmost pair uppermost layer: doing so mimics the current-induced transport of relatively light substances. The method itself allows for the full three-dimensional tracking of particles.
The dynamics of water masses in the Gulf of Finland is extremely complicated, and the resolution of even the 0.5 nm model does not perfectly resolve all the small-scale features of water motion. Therefore, sub-gridscale processes evidently play a relatively large role in the dynamics even at the highest resolution used in this paper. The potential impact of subgrid-scale turbulence on the spreading of initially closely located particles is usually parameterized by the addition of a random disturbance to the flow field. In order to reflect the presence of a number of mesoscale vortices in this water body, we add such a disturbance containing a strong rotational component and with a magnitude comparable to that occurring naturally in the surface layer of the Baltic Sea ) on top of the transport calculated using velocity fields.
The resulting set of trajectories can be used to study a variety of properties of current-driven transport. For example, Soomere et al. (2011c) used it to investigate the properties of net and bulk transport (the length of the trajectory and the final displacement of the particle respectively) in flow systems with relatively rapidly alternating directions. In the context of the quantification of the environmental risks caused by current-induced transport an obvious choice is to estimate the probability of hitting vulnerable regions . A quantity even richer in content is the time necessary for the adverse impact to reach the vulnerable area (particle age, Engqvist et al. 2006 , Soomere et al. 2011a .
Following Kokkonen et al. (2010) and Soomere et al. (2010) , we choose coastal areas as examples of vulnerable regions, but unlike the latter authors, we do not distinguish specific coastal sections (like the northern and southern coast). We apply two quantities to characterize a particular offshore sea point: the probability of a coastal hit and the particle age. The relevant counters are associated with each particle released. The counter used for the calculation of probabilities is set to 1 if the particle hits any section of the coast during the 10-day time window and to 0 if this does not happen. The latter case reflects situations when the particle travels offshore during the whole time or leaves the Gulf of Finland. The other variable counts the time during which the particle is located offshore either within the Gulf of Finland or in other areas of the Baltic Sea. The maximum value of this variable is limited by the duration of the time window. Therefore, the estimate of the particle age (the average time for the coastal hit) is apparently underestimated for areas with a low probability of coastal hits.
The cell-wise probabilities of coastal hits P (k) i, j and particle age A 
Here p ij mk and a ij mk are the values of the counters showing, respectively, whether the m-th particle released into grid cell (i, j) at the beginning of the k-th time window has reached the coast during this window and the particle age either at the instant of the first coastal hit or, alternatively, the duration of this time window if the particle remains offshore.
This procedure leads to two sets of 2D maps (with a spatial resolution equal to that of the circulation model) of the cell-wise probability of particles released into a particular cell hitting the coast (below referred to as 'probability') and the mean time (particle age) for coastal hits for particles from this cell. The first quantity is a variation of the measure of the probability of coastal hits used by Soomere et al. (2010) to identify the equiprobability line for coastal hits in the Gulf of Finland. The two variables obviously mirror each other to some extent. For example, the minimum of probability evidently occurs more or less where the particle age reaches a maximum. Consequently, the optimum fairways found on the basis of these fields should be located close to each other. The difference between them can be interpreted as a measure of the uncertainty of the entire approach . Note that particle age is really much more informative. For example, it is easy to convert particle age to probability (if the age of a particle is less than the duration of the time window, a coastal hit has occurred) but it is impossible to convert the probability to age.
Time series of average probability and particle age
We start the analysis of the similarities and differences of the results for different model resolutions by comparing the average values of the probability P (k) = P (k) i, j and particle age A(k) = A (k) i, j over all particles released into the entire Gulf of Finland for a particular time window k. Here, the angled brackets signify the operation of taking the arithmetic mean over all L sea points in the calculation area (L = 2270 for the 2 nm model, L = 8810 for the 1 nm model and L = 31838 for the 0.5 nm model ). Another pair of important quantities are the cumulative average probability P (n) for the coastal hit and the cumulative average age A(n) of all particles over the entire calculation area and for the first n time windows. They are defined in the classical way:
The average probability P (k) over particular time windows reveals extensive seasonal variation, from about 0.4 (mostly in calm seasons) to values very close to 1 (Figure 4) . The cumulative probability P (n) reaches an asymptotic value (ca 0.67) after the first half-year of simulations and reveals only very moderate variations (ca ± 0.03) after about two years of calculations. Consequently, the integral features of this probability are apparently established within a few years, and later variations in their values are fairly minor. Figure 4. Mean probability P (k) for particular time windows (blue) and cumulative average probability P (n) over the first n time windows (red) in simulations at a horizontal resolution of 1 nm
The temporal course of the mean particle age A(k) is, as expected, largely in antiphase with the above probability and also reveals a clear seasonal cycle (Figure 5 ). The relative variations in the values of both quantities have almost the same range (the maximum values are about three to six times as large as the minimum ones). The largest probabilities occur roughly simultaneously with the smallest particle age during autumn and winter storms. These extremes apparently reflect very large velocities of the Ekman drift during stormy periods. The cumulative average particle age Figure 5. Mean particle age A(k) for particular time windows (blue) and cumulative average particle age A(n) over the first n time windows (red) in simulations at a horizontal resolution of 1 nm A(n) also reaches a more or less constant value of ca 5.3 days after a couple of years of simulations. Interestingly, the temporal course of these quantities is very similar for all simulations with different horizontal resolutions (Figures 6, 7) . Somewhat unexpectedly, the seasonal variation in the difference is almost missing for the probability, whereas it is quite weakly present for the particle age (Figure 7 ). . Difference between the mean probability P (k) and the cumulative average probability P (n) calculated at different horizontal resolutions. Green and red: difference between the results of the 1 nm and 2 nm models; blue and magenta: difference between the results of the 1 nm and 0.5 nm models. The results for the 1 nm model are shown in Figure 4 . Difference between the mean particle age A(k) and its cumulative value A(n) calculated at different horizontal resolutions. Green and red: difference between the results of the 1 nm and 2 nm models; blue and magenta: difference between the results of the 1 nm and 0.5 nm models. The results for the 1 nm model are shown in Figure 5 The small difference between the spatially averaged results obtained at different resolutions can be easily verified by treating time series P (k) and A(k) as sequences of random variables and applying standard statistical methods in order to characterize their match (Table 1 ). The time series of the mean probability and particle age, averaged over all trajectories within a time window, show a very high correlation (0.98 for the 1 nm and 0.5 nm 
, the mean absolute and root-mean-square difference are estimated as M AD = |R i − Q i |/N and RM SD = (R i − Q i ) 2 /N , respectively; bias is defined simply as B = Q − R and spread as simulations) and small bias, mean and root-mean-square deviation, and also a very low level of spread. Moreover, the standard deviations for these fields calculated with respect to their average values are quite close for different resolutions (Table 2) . This suggests that the variations in these fields with respect to the mean values have, on average, a similar structure. This harmony suggests that the spatially averaged values of the probability and particle age are largely independent of the particular resolution (provided, of course the resolution is fine enough to reproduce the basic dynamic features of the water body in question). Therefore, the quantities in question are to some extent similar to certain scalar fields such as salinity and temperature that also are well represented by eddy-resolving models starting from a 1 nm resolution. 
Spatial variations in the probability of coastal hit and particle age
The above has shown that several key integral characteristics of the fields of probabilities and particle age (in particular, their cumulative values) are practically insensitive to the particular horizontal resolution of the ocean model. The impact of the resolution becomes slightly more evident in a comparison of 2D maps of these characteristics. The maps in Figures 8 and  9 are constructed by the cell-wise averaging of the probabilities of coastal hits P (k) i, j and particle age A The areas with relatively large particle ages and relatively small probabilities of coastal hits are located, as expected, far from coasts and islands, and mostly coincide. The most impressive feature of these maps (Figures 8 and 9 ) is a strong asymmetry: the domains with the lowest probabilities (in other words, the largest particle age) are substantially shifted with respect to the domains that are located at the greatest distance from the coasts. This feature is particularly evident in the narrowest part of the gulf between Tallinn and Helsinki. In essence, this asymmetry signifies that the entire approach leads to nontrivial results for the Gulf of Finland. It is also noteworthy that the areas of minimal probability (maximal age) correspond well with sea areas hosting either a relatively intense westward mean (subsurface) transport or with domains with quasi-steady eddies (cf. Figure 11 of Andrejev et al. 2004a ). This match suggests, in particular, that these quasi-steady eddies mostly reflect the overall shape of the gulf's bathymetry rather than dynamic mesoscale features. Such a 'geometric' determination of the location of a cluster of eddies may be a potential background for the similarity of the results obtained with the models at 1 nm and 0.5 nm resolution. Both models reasonably reproduce the bottom shape.
The resulting fields of probability and particle age calculated at different resolutions differ insignificantly in terms of both the qualitative appearance of the maps and the location of areas of low probabilities and high particle ages. There are only very minor differences between, for example, the relevant maps at the resolutions of 1 and 0.5 nm (Figures 8, 9 ). The largest differences become evident in the size of the areas of the smallest probabilities (< 0.4) and the areas of the largest particle age (> 8 days). For example, domains of very small probability or of very large particle age are larger in the calculations with the 1 nm model.
There may be several reasons for these differences in Figures 8 and 9 . The change in the horizontal resolution most probably plays the greatest part in their formation: its increase evidently leads to a much better reproduction of mesoscale eddies because of the better resolution of these phenomena in general. This change is, however, inseparable from the more accurate resolution also of those features of the velocity fields in higherresolution models that are not directly connected with the model's ability to resolve the internal Rossby radius of deformation.
Although we carefully kept the initial, forcing and boundary conditions identical for the models in use, the resulting maps implicitly depend on several side effects. The largest impact among them is obviously due to differences in the geometry of the entire domain connected with the presence of some small islands, such as Keri to the north of Prangli, Sommers (Someri) between Gogland and Vyborg, and Malyj Tjuters (Pieni Tytärsaari, also Väike Tütarsaar) to the north-east of Kunda at the 0.5 nm resolution (Figure 3) . The presence of these islands and the more exact representation of other features of islands and the mainland are apparently responsible for a large part of the small-scale variations and the quite high level of noise in the fields of probability and particle age in the maps at the 0.5 nm resolution. To a certain extent these variations and noise appear to be balanced by the effects caused by the increase (from 4 to 16 times) in the total number of particles released into the system at different resolutions. In general, the accuracy of the statistical estimates (based on a larger number of trajectories) should be better for the finer models owing to the increase in both the detail of the simulations and the number of test particles. Together, the described effects seem to lead to a significant increase in the complexity of the fine structure of the resulting fields. On the other hand, their contribution apparently does not affect the average properties of the above-discussed fields calculated over five years, as the shape and location of the isolines for the relevant fields are almost the same.
Variations in the optimum location of the fairway
For completely isotropic and homogeneous patterns of currents the resulting distributions P i, j and A i, j should basically reflect the distance of a particular sea area from the nearest coast. However, the patterns of currents are usually essentially inhomogeneous and anisotropic (Andrejev et al. 2004a,b) . This feature gives rise to an additional internal structure of these distributions. The systematic use of spatio-temporal variations in these distributions in order to minimize environmental risks is a highly nontrivial multi-dimensional optimization problem. Its particular solutions and how to estimate the potential gain from the use of a smart fairway are discussed in detail elsewhere (Soomere 2011a,b) . Here, we only focus on the demonstration that the resulting solutions may be much more strongly affected by the particular horizontal resolution of the ocean model than the integral variables and 2D maps discussed above.
For elongated sea areas and a coastal hit as an undesirable event, it is reasonable to assume that the resulting probability distribution contains an elongated minimum that to some extent follows the shape of the basin. Similarly, the distribution of particle age is expected to contain an elongated maximum (Figures 8, 9 ). In the Gulf of Finland the majority of ships carrying the largest adverse impacts sail from the Baltic Proper along the gulf to large ports in the eastern part of the gulf (HELCOM 2009 ). We propose a greatly simplified algorithm for constructing an example version of the optimum fairway leading to Vyborg (Figure 3) . The beginning of the fairway near Vyborg is selected manually at the closest sea point to the port where the probability is ≤ 0.9 or the age ≥ 1 day. The next fairway point is sought among the five adjacent points located in the major direction of the ship's route to the west as in Figure 10 as a point in which the minimal probability (or the maximal age of particles) of these five points occurs. The process is repeated until the westward-sailing ship reaches the Baltic Proper. Note that the process is not symmetrical with respect to change in sailing direction and generally fails to establish the optimum fairway for ships sailing eastwards to the ports in the gulf. In essence, this procedure is a discrete variation of the method of the least steep gradient for finding crests or troughs on a 2D map of elevations. For the case where the relevant fields have exactly one minimum across the gulf, the method obviously finds this minimum and follows it. As the general appearance of the distributions for the probabilities and particle age are fairly similar and the relevant maxima and minima match each other well, it is not surprising that the resulting optimum fairways (not shown) are located quite close to each other for each resolution. They almost overlap in the relatively narrow part of the gulf between Naissaar and Porkkala and in the narrow passages between the islands, for example, to the south of Gogland at different resolutions (Soomere et al. 2011a,b) . Neither is it unexpected that they deviate up to 20 km from each other in the widest sections of the gulf where the relevant gradients in the underlying fields are small ) and where even small levels of noise may relocate the extremes by a considerable distance. Surprisingly, the two optima may also deviate considerably in the narrow area between Tallinn and Helsinki that hosts extremely heavy cargo and passenger ferry traffic.
The optimum fairways calculated using different resolutions show much more complicated patterns of mutual behaviour. For example, according to the spatial distributions of the probability for coastal hits, the fairways to Vyborg visit completely different areas of the Gulf of Finland (Figure 11 ). While the differences between the fairways at the 1 nm and 0.5 nm resolutions are moderate, the fairway for the 2 nm model reflects a completely different pattern of underlying dynamics, especially in the eastern Gulf of Figure 11 . Optimum fairways to Vyborg according to the spatial distributions of the probability for coastal hits (solid lines) and of the particle age (dashed lines) at resolutions of 2 nm (red and black respectively), 1 nm (green and cyan) and 0.5 nm (yellow and white). The depth scale to the right of the map is given in metres Finland. This example vividly illustrates the importance of the impact of the particular horizontal resolution on the resulting location of the optimum fairway. As mentioned above, we cannot distinguish on the basis of our simulations whether or not this difference is driven mainly by the accuracy of current simulations and/or whether the accuracy of the representation of the Finnish archipelago plays a role here.
Finally, we mention that the potential gain from the use of the optimum fairway can be roughly estimated as the difference between, for example, the mean probability of coastal hits and the average value of this probability along the optimum fairway (Table 1) . Surprisingly, the gain is not directly connected with the length of the resulting fairway: the longest of the three optima in Figure 11 offers the largest gain and leads to a decrease in the relevant probability from the mean value of 0.67 to 0.46 along the fairway.
Discussion and conclusions
This analysis confirms that the proposed approach -using Lagrangian trajectories for quantifying the environmental risks connected with currentdriven transport of adverse impacts to coastal areas -is a feasible method for the environmental management of offshore and coastal regions. It is our understanding that the largest potential for this purpose is provided by the concept of the overall average probability of hitting vulnerable regions and the accompanying quantity (particle age) characterizing the typical transport time to these regions.
Figures 4 and 5 and their analysis above suggest that the overall average probability of coastal hits and particle age converge relatively rapidly to a certain asymptotic level, although the relevant values may reveal substantial spatio-temporal variations in different sea areas and/or in different years and seasons. The discovered rapid convergence of both these quantities suggests that they can be used to characterize certain intrinsic combinations of the geometry of the basin and internal current structure: namely, the overall probability of coastal hits (for the chosen length of time window) implicitly represents the overall vulnerability of the sea area in question with respect to coastal pollution. Furthermore, the (spatial) standard deviation of this probability implicitly indicates the level of its variation across the water body and thus also the potential gain from the smart positioning of dangerous activities for the particular sea area. The average particle age is a complementary measure of the typical response time provided for the reaction to an accident. To some extent these measures are obviously characterized by the size of the water body: it is heuristically clear that very large basins correspond to small values of P (n) and large values of A(n). The above analysis, however, proves that they also implicitly characterize certain properties of current-driven surface transport that cannot be extracted directly from classical Eulerian velocity fields (cf. Soomere et al. 2011c ). These properties, especially the probabilities and time scales of pollution transport from open areas of the water body to coastal regions evidently differ considerably, for example, in tide-dominated and microtidal basins of similar size. It is also natural to expect that basins hosting mostly jet-like currents will differ in this sense from regions with predominantly eddy-like mesoscale dynamics.
Another interesting feature is that the asymptotic values for the cumulative probability of coastal hits P ≈ lim n→∞ P (n) and particle age A ≈ lim n→∞ A(n) show very limited dependence on the resolution of the underlying hydrodynamic models. In particular, they proved to be very close to each other for the 1 nm and 0.5 nm models (Table 2 ). This feature shows that in some sense the 1 nm model reproduces the statistical properties of current-driven transport in the Gulf of Finland quite well. This result is not completely unexpected but is nevertheless interesting. A probable reason is that the averaging procedure of short-term transport features (but over time intervals exceeding the typical turnover time of mesoscale eddies) over the 5-year time interval filters out many short-term features of the circulation. This filtering apparently affects the results of simulations that satisfactorily capture the mesoscale features to an almost equal extent. Therefore, it is likely that many aspects of potential risks to ship traffic and/or other offshore activities in the Gulf of Finland, calculated at a 0.5 nm (or finer) resolution, will have almost the same values as those obtained using results based on a resolution of 1 nm. This feature also suggests that many aspects of the mean circulation of the Gulf of Finland (Andrejev et al. 2004a) , including those reflecting the combined effects of the prevailing south-westerly winds, the general structure of the density field, the bottom topography and the coastal shape of the gulf can be adequately calculated using a hydrodynamic model with a horizontal resolution of 1 nm.
The further example with fairway locations, however, indicates that the impact of the model resolution (and corresponding changes in the accuracy of the representation of both bathymetry and details of current patterns) becomes clearly evident in attempts to construct practical tools for decisionmaking about the optimum positioning of potentially dangerous activities and/or fairways. Further research is obviously necessary in order to create adequate quantification measures of the potential gain accruing from using the optimum fairway and to understand the robustness of this gain with respect to variations of such an optimum.
The key development in this light is the understanding that hydrodynamic models with a relatively low resolution (but at least eddy-permitting) may be effectively used to make the basic check whether or not any gain (in terms of a decrease in environmental risks) is possible from the smart positioning of dangerous activities in a particular sea region. This means in practice that the computing time for exercises of this type can be reduced considerably. Further, the acceptable match of optimum fairways for the 1 nm and 0.5 nm models indicates that the resulting maps of environmental risks and especially the quantities based on the relevant information are only reliable when the model is eddy-resolving. For the Gulf of Finland a resolution of 1 nm and a simulation time of a few years could be accepted as a threshold for models used for this purpose.
