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Abstrat
For the group PSL(2, ZZ) it is known that there is an isomorphism
between polynomial eigenfuntions of the transfer operator for the
geodesi ow and the Eihler ohomology in the theory of modular forms,
see [3℄, [8℄, [9℄. In [3℄ it is indiated that suh an isomorphism exists as
well for the subgroups Γ(2) and Γ0(2) of PSL(2, ZZ). We will prove this
and provide some evidene by omputer aided algebrai alulations that
suh an isomorphism exists for all prinipal ongruene subgroups Γ(N)
and all ongruene subgroups of Heke type Γ0(N).
MSC 2000: 11F11, 30F35, 37C30
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1 Introdution
The transfer operator Ls for the geodesi ow on the surfae orresponding to a
modular group is a generalization of the lassial Perron Frobenius operator in
ergodi theory for the Poinare map of this dynamial system. The operator is
of speial interest beause it provides a new approah to Selberg's zeta funtion
whih enodes information about the length spetrum of the geodesi ow. In
fat it was shown that Selberg's zeta funtion an be expressed using the Fred-
holm determinant of this operator and that the zeros of Selberg's zeta funtion
orrespond to values of s for whih the transfer operator Ls has eigenvalue +1
or −1 (see [10℄, [1℄, [2℄ and [3℄). In this paper we are interested in polyno-
mial eigenfuntions of the transfer operator orresponding to these eigenvalues.
These eigenfuntions are determined by the so alled Lewis equation found in
[2℄ and [9℄. Our general onjeture is that using the Lewis equation one an
diretly nd an isomorphism between the spaes of polynomial eigenfuntions
of the transfer operator and the spaes of Eihler's ohomology lasses whih
are well known in number theory [4℄. In fat these ohomology lasses orre-
spond in a speial way to automorphi forms of modular groups. In the ase of
PSL(2, ZZ) the existene of suh an isomorphism is known and in [3℄ we pre-
sented numerial indiations that suh an isomorphism exists for the simplest
subgroups of PSL(2, ZZ). We will present here rigorous arguments proving the
existene of suh an isomorphism in the ase of the groups Γ(2) (see Proposition
7.1) and Γ0(2) (see Proposition 8.1 and Proposition 8.2). Furthermore we will
provide strong numerial evidene that suh an isomorphism exists for all prin-
ipal ongruene subgroups Γ(N) (see Table 1) and all ongruene subgroups of
Heke type Γ0(N) (see Table 2). The main problem to prove this fat rigorously
is the ompliated ombinatorial interplay between the ation of the generators
on the oset sets of these groups and the struture of the Lewis equation.
The rest of this paper is organized as follows. In setions 2 and 3 we give a brief
overview about modular groups, modular forms and the Eihler ohomology
emphasizing those fats about ongruene subgroups that we need. In setion
4 we introdue the transfer operator. In setion 5 we state the Lewis equation
for modular groups whih is then exploited in setion 6 to desribe the spaes
of polynomial eigenfuntions of the transfer operator. In setion 7 we present
our results for prinipal ongruene modular groups and in setion 8 we present
our results for ongruene subgroups of Heke type.
2 Modular groups and modular surfaes
We will give here a brief introdution to modular groups and modular surfaes.
Our referenes for this material are the books of Miyake [11℄ and Shimura [12℄.
Consider the upper half plane IH = {z ∈ CI|ℑ(z) > 0} with the Poinare metri
given by
ds2(z) =
dz dz¯
ℑ(z)2
.
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The speial linear group
SL(2, IR) = {
(
a b
c d
)
|a, b, c, d ∈ IR and ad− bc = 1}
ats on the upper half plane IH by the Möbius transformation
(
a b
c d
)
z =
az + b
cz + d
.
The group
PSL(2, IR) = SL(2, IR)/±I,
is known to be the isometry group of IH2. Disrete subgroups of PSL(2, IR) like
Γ(1) = PSL(2, ZZ) = {
(
a b
c d
)
∈ PSL(2, IR)|a, b, c, d ∈ ZZ}
are alled Fuhsian groups and the subgroups of Γ(1) of nite index are alled
modular groups. Given a modular group Γ we denote by Γ˜ the set Γ\Γ(1) of
right osets.
In this paper we are espeially interested in prinipal ongruene subgroups
Γ(N) := {A ∈ Γ(1)|A = I mod N}
and ongruene subgroups of Heke type
Γ0(N) := {
(
a b
c d
)
∈ Γ(1)|c = 0 mod N}
where N ≥ 2. These groups are modular and their index is given by
|Γ(1) : Γ(N)| = {
6 if N = 2
1/2N3
∏
p|N (1− 1/p
2) if N > 2
|Γ(1) : Γ0(N)| = N
∏
p|N
(1 + 1/p)
where the produt runs over all prime divisors p of N .
Later on we will need the generators for the groups Γ(1), Γ(2) and Γ0(2). The
group Γ(1) is generated by the elements
Q =
(
0 1
−1 0
)
and T =
(
1 1
0 1
)
fullling the relations
Q2 = (QT )3 = I.
2
I denotes the identity matrix through out this paper.
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The group Γ(2) is freely generated by
A1 = T
2
and A2 = QT
2Q
and Γ0(2) is generated by
B1 = T , B2 = QT
−2Q and B3 = T
−1B2
whih fulll the relations
B1B2B3 = I and B
2
3 = I.
Now let us mention a few fats about the oset sets. Consider the map
ModN : PSL(2, ZZ) 7−→ PSL(2, ZZ/NZZ) with ModN (A) = A mod N
This is a surjetive homomorphism with kernel Γ(N). Hene Γ(N) is a nor-
mal subgroup of Γ(1) and the group Γ˜(N) = Γ(N)\Γ(1) is isomorphi to
PSL(2, ZZ/NZZ).
Now onsider Γ0(N). Obviously we have Γ(N) ⊆ Γ0(N) ⊆ Γ(1) and
ModN (Γ0(N)) = Θ(N) where Θ(N) is the group
{
(
a b
0 a−1
)
| b ∈ ZZ/NZZ, a ∈ (Z/NZZ)⋆}.
Γ0(N) is not normal in Γ(1) but there is a natural bijetion from Γ˜0(N) =
Γ0(N)\Γ(1) to Θ(N)\Γ˜(1). For N = p prime a system of representatives of this
oset set is given by
{QT i|i = 0 . . . p− 1} ∪ {I}.
To eah modular group Γ there orresponds a modular surfae given by the
quotient spae Γ\IH whih onsists of the equivalene lasses of Γ-equivalent
points of IH . This surfae is topologially a sphere with nitely many handles
and nitely many usps. The usps are loated at the rationals on the real axis
and at∞. The ompatiation of this surfae is a Riemannian surfae with the
Riemannian metri oming from the Poinare metri on IH . Let g be the genus
of this surfae, v∞ the number of usps, v2 be the number of ellipti elements
of order 2 in Γ and v3 be the number of ellipti elements of order 3 in Γ
3
. With
these notations we have [11℄
g = 1 +
|Γ(1) : Γ|
12
−
v2
4
−
v3
3
−
v∞
2
.
In the ase of the prinipal ongruene subgroups and ongruene subgroups
of Heke type all these quantities are expliitly known. For Γ(N) we have
v2 = v3 = 0 and v∞ = |Γ(1) : Γ(N))|/N and hene
g(Γ(N)) = 1 +
|Γ(1) : Γ(N)|
12
−
|Γ(1) : Γ(N)|
2N
.
3
An element in Γ is alled ellipti if it has the xed points z and z¯ with z ∈ IH.
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For Γ0(N) we have
v2(Γ0(N)) = {
0 if 4|N∏
p|N (1 + {
−1
p }) if 4 6 |N
v3(Γ0(N)) = {
0 if 9|N∏
p|N (1 + {
−3
p }) if 9 6 |N
and
v∞(Γ0(N)) =
∑
0<d|N
φ(d,N/d)
where {−} denotes here the quadrati residue symbol and φ denotes the Eu-
ler funtion. Again the genus of the surfaes orresponding to Γ0(N) an be
expliitly alulated using these expressions.
3 Automorphi forms and the Eihler ohomol-
ogy for modular groups
Let Γ be a modular group. We will rst reall the denition of automorphi
forms and usp forms on Γ. For A =
(
a b
c d
)
∈ Γ, f : IH 7−→ CI and k ∈ ZZ
we set
[A]kf(z) = (cz + d)
−kf(Az).
f is alled an automorphi form of weight k (or degree −k) for Γ if f is holo-
morphi on IH and at the usps of Γ\IH suh that [A]kf = f for all A ∈ Γ. If
in addition f vanishes at the usps of Γ it is alled usp form. We denote by
Ak(Γ) the spae of automorphi forms and by Ck(Γ) the spae of usp forms.
It is possible to alulate the dimension of these spaes by relating them to
dierentials on Γ\IH and using the Riemann-Roh Theorem. In fat we have
the following Proposition, see [11℄.
Proposition 3.1 For arbitrary modular groups Γ we have with the above nota-
tions
dimCk(Γ) = (k − 1)(g − 1) + (k/2− 1)v∞ + [k/4]v2 + [k/3]v3
for all k > 2 even and dimC2(Γ) = g. Moreover
dimAk(Γ) = dimCk(Γ) + v∞(Γ)
and the automorphi forms that are not usps forms are given by Eisenstein
series.
For the prinipal ongruene subgroups Γ(N) we get the following orollary.
Corollary 3.1 For all N ≥ 2 and all k ∈ IN even we have
dimCk(Γ(N)) =
|Γ(1) : Γ(N)|
12
(k − 1)−
v∞(Γ(N))
2
.
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Using Proposition 3.1 it is also possible to alulate dimCk(Γ0(N)). In
the appendix of [11℄ the reader will nd a table with the expliit values of
dimCk(Γ0(N)) for a wide range of N and k.
Now we introdue the Eihler ohomology, see [4℄. Let f ∈ Ck+2(Γ) be a
usp form of weight k + 2 (degree −(k + 2)) with k ∈ IN0 an even number. We
are interested in the k+1-th undetermined integral of f . Obviously the integral
Θ(τ) =
1
k!
∫ τ
τ0
(t− z)kf(z)dz
is path independent for τ, τ0 ∈ IH and
dk+1
dτk+1
Θ(τ) = f(τ).
Let IPk denote the linear spae of all polynomials over CI of degree less or equal
k. We an add an arbitrary polynomial φ ∈ IPk to the above integral as an
integration onstant to obtain an arbitrary k + 1-th integral of f
Θ(τ) =
1
k!
∫ τ
τ0
(t− z)kf(z)dz + φ(τ).
Moreover it is easy to show that
ΩA(τ) := [A]−kΘ(τ)−Θ(τ)
is a polynomial in IPk for all A ∈ Γ. The map
Ω : A 7−→ ΩA
from Γ into IPk is a oyle sine
ΩAB = [B]−kΩA +ΩB .
We denote the spae of all oyles by E¯k(Γ);
E¯k(Γ) = {Ω : Γ 7−→ IPk|ΩAB = [B]−kΩA +ΩB}
Speial oyles are the oboundaries
ΩA(τ) = [A]−kφ(τ) − φ(τ)
for φ ∈ IPk. The spae of all Eihler ohomology lasses is now the quotient
Ek(Γ) := E¯k(Γ)/IPk
where we identify IPk with the spae of oboundaries in the obvious way. Now
every usp form f ∈ Ck+2(Γ) orresponds to a ohomology lass in Ek(Γ).
Eihler's work [4℄ shows that this orrespondene is two to one. Moreover [4℄
impliitly ontains the following result.
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Proposition 3.2 For all k ≥ 2 even we have
dimEk(Γ) = 2 dimCk+2(Γ) + v∞(Γ)
and espeially
dimEk(Γ(N)) =
|Γ(1) : Γ(N)|
6
(k + 1)
For Γ(2) and Γ0(2) we want to ompute the spaes Ek expliitly. Let A1 and
A2 be the generators of Γ(2). Sine Γ(2) is freely generated by these matries it
is obvious that every pair of polynomials ΩA1 ,ΩA2 ∈ IPk determines a oyle
and vie versa. Hene
Ek(Γ(2)) = E¯k(Γ(2))/IPk ∼= (IPk × IPk)/IPk ∼= IPk.
Let B1, B2, B3 be the generators of Γ0(2). Choose arbitrary polynomials
ΩB1 ,ΩB3 ∈ Pk. By the relation B1B2B3 = I a polynomial ΩB2 ∈ IPk is uniquely
determined by the oyle ondition. By the relation B23 = I, ΩB3 fullls the
oyle relation if and only if [B3]−kΩB3 +ΩB3 = 0 whih means
ΩB3(
z + 1
−2z − 1
)(−2z − 1)k +ΩB3(z) = 0.
Let Υk be the linear spae of all polynomials Ω ∈ IPk obeying this funtional
equation. We now see that a oyle for Γ0(2) is uniquely determined by an
arbitrary polynomial in Pk and an polynomial in Υk. Hene
Ek(Γ0(2)) = E¯k(Γ0(2))/IPk ∼= (IPk ×Υk)/IPk ∼= Υk.
By Proposition 3.1 and 3.2 we now get a formula for the dimension of the spae
Υk
dimΥk = 2[(k − 1)/4] + 2.
4 The Transfer operator for modular groups
Here we onsider the transfer operator for modular groups Γ introdued by
Chang and Mayer in [1℄, [2℄ and [3℄. In these papers the reader will nd a
detailed disussion of the properties of the transfer operator that are mentioned
here.
For a funtion f : CI × Γ˜× ZZ/2ZZ 7−→ CI and s ∈ CI we dene a formal operator
Ls by
Lsf(z, A, ǫ) =
∞∑
n=1
(
1
z + n
)2sf(
1
z + n
,AQT nǫ,−ǫ)
where Γ˜ = Γ\Γ(1) = {A1, A2, . . . , Aµ} with µ = |Γ(1) : Γ|. We all this operator
the transfer operator. There is another way to express this operator using
representation theory
4
. We dene χΓ as the representation of Γ(1) whih is
4
We refer to [5℄ for an introdution to representation theory.
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indued by the trivial representation of Γ. That means χΓ : Γ(1) 7−→ {0, 1}µ is
given by
χΓ(G) = (χ(AiGAj))i,j=1,...,µ
with
χ(G) = {
1 G ∈ Γ
0 G 6∈ Γ
.
We an now write the operator Ls in the form
Lsf(z, ǫ) =
∞∑
n=1
(
1
z + n
)2sχΓ(QT nǫ)f(
1
z + n
,−ǫ)
whih ats on funtions f : CI × ZZ/2ZZ 7−→ CIµ. Now let
D = {z|z ∈ CI, |z − 1| < 3/2}
and onsider the Banah spae
B˜ := B(D × ZZ/2ZZ)µ
where B(D × ZZ/2ZZ) is the spae of all omplex valued funtions holomorphi
on D × ZZ/2ZZ and ontinuous on the boundary of this set. The operator Ls
is well dened on B˜ and holomorphi if ℜ(β) > 1/2. It an be ontinued to
an operator whih is meromorphi on the whole omplex β-plane with possible
poles only for β = β(κ) = (1 − κ)/2 with κ ∈ IN0. Moreover it was shown by
Chang and Mayer that Ls is a nulear operator and hene of trae lass. The
Fredholm determinant of the operator is given by Selberg's zeta funtion with
respet to the representation χΓ, see [13℄.
The transfer operator has a well known interpretation within the theory of
dynamial systems. Let us onsider the geodesi ow on the surfae Γ\IH . This
is a Hamiltonian ow and provides a lassial example of a haoti dynamial
systems, see [6℄. It is possible to take a Poinare setion for the ow in order to
obtain a disrete time system dened by the rst return map. In appropriate
oordinates this map is given by
g(z, A, ǫ) = (
1
z
− [
1
z
], AQT nǫ,−ǫ)
on the spae I2×Γ˜×ZZ/2ZZ. Now the Transfer operator dened above is nothing
but a generalization of the lassial Perron Frobenius operator in ergodi theory
for this system, see [6℄ and [7℄.
5 Eigenfuntions of the transfer operator and the
Lewis equation
The key tool for determining eigenfuntions of the transfer operator for a xed
parameter s ∈ CI to an eigenvalue λ = λ(s) is a ertain funtional equation,
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whih is alled Lewis equation. For Γ(1) this equation was found in [8℄.
For modular groups Γ we have the following Proposition ontained in [3℄ whih
relates eigenfuntions of the transfer operator to solutions of this Lewis equation.
Proposition 5.1 f ∈ B˜ is a eigenfuntion of the transfer operator Ls with
eigenvalue λ i.e. Lsf = λf if and only if
λ(f(z, ǫ)− χΓ(QT ǫQ)f(z + 1, ǫ)) = (
1
z + 1
)2sχΓ(QT ǫ)f(
1
z + 1
,−ǫ)
for ǫ ∈ ZZ/2ZZ and
lim
z 7−→∞
(λf(z, ǫ)−
κ∑
l=0
r∑
m=1
(1/r)2s+lχΓ(QTmǫ)
f (l)(0,−ǫ)
l!
ζ(2s+ l,
z +m
r
)) = 0
for ǫ ∈ ZZ/2ZZ and κ > 2ℜ(s) where ζ is the Hurwitz zeta funtion.
Remark 5.1 In the speial ase χΓ(T 2) = I the two equations in the last
Proposition are the same for ǫ = 1 and ǫ = −1 and thus redue to
λ(f(z)− χΓ(QTQ)f(z + 1)) = (
1
z + 1
)2sχΓ(QT )f(
1
z + 1
)
and
lim
z 7−→∞
(λf(z)−
κ∑
l=0
r∑
m=1
(1/r)2s+lχΓ(QTm)
f (l)(0)
l!
ζ(2s+l,
z +m
r
)) = 0 κ > 2ℜ(s).
For the groups Γ(2) and Γ0(2) we indeed have χ
Γ(T 2) = I sine T 2 = I in Γ˜(2)
and Γ˜0(2). We will use this fat later on.
Remark 5.2 Consider the following funtional equation
g(z)− χΓ(QTQ)g(z + 1) = (
1
z + 2
)2sχΓ(QT 2)g(
−1
z + 2
).
Following [9℄ we all this equation the Master equation. Let g be a solution
of the Master equation and set
g+(z, ǫ) = {
g(z) if ǫ = 1
(1/(z + 1))2sχΓ(T )g(−z/(z + 1)) if ǫ = −1
and
g−(z, ǫ) = {
g(z) if ǫ = −1
−(1/(z + 1))2sχΓ(T )g(−z/(z + 1)) if ǫ = −1
Then g+ is a solution of the Lewis equation for λ = +1 and g− is a solution
of the Lewis equation for λ = −1. In fat also the onverse is true. If g+ is a
solution of the Lewis equation with λ = 1 then g(z) := g+(z, 1) is a solution of
the Master equation. The same is true for g−. See setion 3 of [3℄.
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6 Polynomial Eigenfuntions of the transfer op-
erator
We are interested in this paper primarily in polynomial eigenfuntions of the
transfer operator. By Proposition 5.1 we see that the transfer operator Ls may
have eigenfuntions in IPn × {−1, 1} if and only if s = −n/2 with n ∈ IN
even. Moreover for all polynomial eigenfuntions the asymptoti ondition in
Proposition 5.1 is trivially satised.
By well known properties of Selberg's zeta funtion one knows that L−n/2 has
the eigenvalue +1 and −1, see [1℄. We restrit our attention from now on to
these eigenvalues. By ℘+n (Γ) resp. ℘
−
n (Γ) we denote the spae of all polynomial
eigenfuntions of degree n of the transfer operator L−n/2 for the modular group
Γ to the eigenvalue +1 resp. −1. More preisely
℘+n (Γ) = {p ∈ (IPn)
µ|L−n/2p
+ = p+}
℘−n (Γ) = {p ∈ (IPn)
µ|L−n/2p
− = −p−}
where µ = |Γ(1) : Γ|. Furthermore let
℘n(Γ) = ℘
+
n (Γ)
⊕
℘−n (Γ).
In the next setions we will study this spae for prinipal ongruene subgroups
and ongruene subgroups of Heke type.
7 The ase of prinipal ongruene subgroups
In this setion we onsider the prinipal ongruene group Γ(N) dened in
setion 2 for N ≥ 2. We are interested in the dimension of the spae ℘n(Γ(N))
of all polynomial eigenfuntions of degree n of the transfer operator L−n/2 where
n is an even number (see setion 6) and in the relation of this spae to the spae
of Eihler's ohomology lasses En(Γ(N)) (see setion 4). We have the following
onjeture.
Conjeture 7.1 For all N ≥ 2 and n ≥ 2 even we have
dim℘n(Γ(N)) =
|Γ(1) : Γ(N)|
6
(n+ 1)
and hene
℘n(Γ(N)) ∼= En(Γ(N).
The ase N = 2
In the ase N = 2 we an prove this onjeture. Sine |Γ(1) : Γ(2)| = 6
it is in fat an immediate onsequene of the following Proposition
10
Proposition 7.1 We have
dim℘−n (Γ(2)) = n/2 + 2 and dim℘
+
n (Γ(2)) = n/2− 1.
Proof Using the fat that Γ˜(2) is isomorphi to PSL(2, ZZ/2ZZ) it is easy to
alulate the indued representation χΓ(2). We get
χΓ(2)(QTQ) =


0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0


and χΓ(2)(QT ) =


0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0


If we set f(z) = φ(z + 1) the Lewis equation from remark 5.1 is given by the
following system of funtional equations
λ(φ1(z)− φ6(z + 1))− z
nφ5(
z+1
z ) = 0
λ(φ2(z)− φ5(z + 1))− z
nφ6(
z+1
z ) = 0
λ(φ3(z)− φ4(z + 1))− z
nφ2(
z+1
z ) = 0
λ(φ4(z)− φ3(z + 1))− z
nφ1(
z+1
z ) = 0
λ(φ5(z)− φ2(z + 1))− z
nφ4(
z+1
z ) = 0
λ(φ6(z)− φ1(z + 1))− z
nφ3(
z+1
z ) = 0.
First note that that φ1 and φ2 are uniquely determined by the rst two equations
if φ5 and φ6 are given. By substituting 1/z for z and multiplying with −λz
n
the last two equation are equivalent to
zn(−φ5(
1
z ) + φ2(
z+1
z )) + λφ4(z + 1) = 0
zn(−φ6(
1
z ) + φ1(
z+1
z )) + λφ3(z + 1) = 0.
Now adding the third and the fourth equation to this equation we see that
φ3(z) = λz
nφ5(
1
z )
φ4(z) = λz
nφ6(
1
z ).
Thus φ3 and φ4 are uniquely determined if φ5 and φ6 are given. Now inserting
the expressions for φ1, φ2, φ3 and φ4 in the last two equations we get
φ5(z)− φ5(z + 2) = (z + 1)
n(λφ6(
z+2
z+1 ) + φ6(
z
z+1 ))
φ6(z)− φ6(z + 2) = (z + 1)
n(λφ5(
z+2
z+1 ) + φ5(
z
z+1 ))
and substituting z − 1 for z this gives
φ5(z − 1)− φ5(z + 1) = z
n(λφ6(
z+1
z ) + φ6(
z−1
z ))
φ6(z − 1)− φ6(z + 1) = z
n(λφ5(
z+1
z ) + φ5(
z−1
z ))
With
T¯ φ(z) := φ(z − 1)− φ(z + 1) and Gφ(z) := zn(λφ(
z + 1
z
) + φ(
z − 1
z
)).
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we an write this system in the form
T¯ φ5 = Gφ6 and T¯ φ6 = Gφ5
We have to determine the solutions (φ5, φ6) ∈ IP
2
n of this system of funtional
equations.
Obviously G is a linear map of IPn into IPn and T¯ is a linear map IPn onto IPn−1.
Let IP en = {φ ∈ IPn|φ is even} and IP
o
n = {φ ∈ IPn|φ is odd}. If φ ∈ IP
e
n we have
T¯ φ(−z) = φ(−z − 1)− φ(−z + 1) = φ(z + 1)− φ(z − 1) = −T¯φ(z)
and hene T¯ φ ∈ IP on−1 and if φ ∈ IP
o
n we have
T¯ φ(−z) = φ(−z − 1)− φ(−z + 1) = −φ(z + 1) + φ(z − 1) = T¯ φ(z)
and hene T¯ φ ∈ IP en−1.
Now onsider the ase λ = −1. In this ase Gφ ∈ IPn−1 and sine
Gφ(−z) = (−z)n(−φ(
−z + 1
−z
) + φ(
−z − 1
−z
))
= zn(φ(
z + 1
z
)− φ(
z − 1
z
)) = −Gφ(z)
the map G is onto IP on−1.
Let (φ5, φ6) ∈ IP
2
n be solutions of T¯ φ5 = Gφ6 and T¯ φ6 = Gφ5. We know
that Gφ6 and hene T¯ φ5 is odd. Now assume that φ5 = φ
e
5 + φ
o
5 where φ
e
5
is an even polynomial and φo5 is an odd polynomial and not zero. We have
T¯ φ5 = T¯ φ
e
5 + T¯ φ
o
5 where T¯ φ
e
5 is odd but T¯ φ
o
5 is even and not zero. Hene T¯ φ5
would not be odd. This is a ontradition and hene φ5 has to be even. By the
same argument we an show that φe6 is even.
Now let φ5 be an arbitrary polynomial in IP
e
n . We have T¯ φ5 ∈ IP
o
n−1 and
the map G : IP en 7−→ P
o
n−1 is onto and has a kernel onsisting of all onstant
polynomials. Hene we see that all solutions φ6 ∈ IPn of T¯ φ5 = Gφ6 are given
by φ6 = φ¯6 + d where φ¯6 ∈ IP
e
n is uniquely determined and d is an arbitrary
onstant. Furthermore if T¯ φ5 = Gφ6 we have
φ5(z − 1)− φ5(z + 1) = z
n(−φ6(
z + 1
z
) + φ6(
z − 1
z
)).
Substituting 1/z for z and using the fat that φ5 and φ6 are even this implies
φ6(z − 1)− φ6(z + 1) = z
n(φ5(−
z + 1
z
) + φ5(
z − 1
z
)).
This means that the funtional equation T¯ φ6 = Gφ5 holds as well. Hene the
spae of solutions in IPn of our system of funtional equations is isomorphi to
IP en × IPo and hene ℘n(Γ(2))
∼= IP en × IPo. Sine dim IP
e
n = n/2 + 1 for n even
this ompletes the proof of our result in the ase λ = −1.
In the ase λ = +1 an argument along the same lines just exhanging the role
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of odd and even polynomials gives the desired result. ✷
The ase N > 2
In the ase N > 2 we have some numerial evidene for our general on-
jeture. Table 1 below ontains the dimension of ℘n(Γ(N)) for some values of
N > 2 and n even. By the formula for |Γ(1) : Γ(N)| given in setion 2 we see
from table 1 that onjeture 7.1 is really true for all values of N and n we have
heked.
n = 2 n = 4 n = 6 n = 8 n = 10 n = 12
N=3 6 10 14 18 22 24
N=4 12 20 28 36 44 52
N=5 30 50 70 90 110 130
N=6 36 60 84 108 132 156
N=7 84 140 196 242
N=8 96 160
Table 1: dim℘n(Γ(N))
We have alulated these dimensions algebraially using Matematia. Let
us make a few omments on this omputation. It is easy to ompute the
nite group PSL(2, ZZ/NZZ) and the ation of Q and T on these group. This
gives us the regular representation of PSL(2, ZZ/NZZ) whih an be identied
with the indued representation χΓ. Now we an expliitly determine the
Lewis equation for Γ(N). Inserting polynomials into this equation we get a
system of C(N,n) = |Γ(1) : Γ(N)|n ≈ N3n linear equation. This system
an be solved algebraially in at most a day on a PC if C(N,n) is less then 2000.
8 The ase of ongruene subgroups of Heke
type
In this setion we onsider the ongruene groups of Heke type Γ0(N) dened
in setion 2 for N ≥ 2. We are interested in the relation of the spae ℘n(Γ0(N))
of all polynomial eigenfuntions of degree n of the transfer operator L−n/2 where
n is an even number to the spae of Eihler's ohomology lasses En(Γ0(N)),
see setions 4 and 6. We have the following onjeture.
Conjeture 8.1 For all N ≥ 2 and n ≥ 2 even we have
℘n(Γ0(N)) ∼= En(Γ0(N)).
The ase N = 2
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Let
℘˜+n = {p ∈ (IPn+1)
µ|L−n/2p
+ = p+}
℘˜−n = {p ∈ (IPn+1)
µ|L−n/2p
− = −p−}
where L is the transfer operator with respet to Γ0(2) and p
+
and p− are dened
in remark 5.2 . We onsider here polynomials in IPn+1 instead of polynomials in
IPn for some tehnial reasons. In fat there exist suh eigenfuntions of L−n/2
and we an expliitly relate the spae ℘˜n(N) = ℘˜
+
n (N) ⊕ ℘˜
−
n (N) to the spae
Υn whih is isomorphi to Eihler's ohomology lasses for Γ0(2), see setion 3.
Proposition 8.1 Let n ∈ IN be an even number and let T˜ be the linear operator
given by T˜ φ(z) = φ(z)− φ(z + 1) from IPn+1 to IPn. Then
Υn ∼= T˜ ℘˜n.
Proof Using the fat that a system of representatives of Γ˜0(2) is given by
{I,Q,QT } it is easy to alulate the indued representation χΓ(2). We get
χΓ(2)(QTQ) =

 0 0 10 1 0
1 0 0


and χΓ(2)(QT ) =

 0 0 11 0 0
0 1 0

 .
If we set f(z) = φ(z + 1) the Lewis equation from remark 5.1 is given by the
following system of funtional equations
λ(φ1(z)− φ3(z + 1))− z
nφ3(
z+1
z ) = 0
λ(φ2(z)− φ2(z + 1))− z
nφ1(
z+1
z ) = 0
λ(φ3(z)− φ1(z + 1))− z
nφ2(
z+1
z ) = 0.
Expressing φ3 through φ2 and φ1 using the third equation and inserting φ3 into
the seond equation yields
φ3(z) = λz
nφ2(1/z).
Thus φ3 an be expressed through φ2. Moreover by the seond equation φ1 an
be expressed through φ2,
φ1(z) = λ(z − 1)
n(φ2(1/(z − 1))− φ2(z/(z − 1)))
Inserting this expression into the rst equation yields a funtional equation for
φ2
φ2(z)− φ2(z + 1) = (2z + 1)
n(λφ2(
z + 1
2z + 1
) + φ2(
z
2z + 1
))
This shows
℘˜+n
∼= {φ ∈ IPn+1|φ(z)− φ(z + 1) = (2z + 1)
n(φ(
z + 1
2z + 1
) + φ(
z
2z + 1
))}
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and
℘˜−n
∼= {φ ∈ IPn+1|φ(z)− φ(z + 1) = (2z + 1)
n(−φ(
z + 1
2z + 1
) + φ(
z
2z + 1
))}
We will identify these isomorphi spaes in the following. We want to show that
℘˜+n ⊆ IP
o
n+1 and ℘˜
−
n ⊆ IP
e
n+1
Let φ ∈ ℘˜+n . Substituting −z − 1 in the funtional equation determining φ and
using the fat that n is even we get
φ(−z − 1)− φ(−z) = (2z + 1)n(φ(
z + 1
2z + 1
) + φ(
z
2z + 1
))
and hene
φ(−z − 1)− φ(−z) = φ(z)− φ(z + 1) = −(φ(z + 1)− φ(z)).
Deomposing φ in an even and an odd polynomial we see that this implies
φ = φo+c where φo is odd and c is a onstant. Inserting this into the funtional
equitation we get 2(2z + 1)nc = 0. Hene c = 0 and φ ∈ IP on+1.
Let φ ∈ ℘˜−n . Substituting −z − 1 in the funtional equation determining φ and
using the fat that n is even we get
φ(−z − 1)− φ(−z) = (2z + 1)n(φ(
z + 1
2z + 1
)− φ(
z
2z + 1
))
and hene
φ(−z − 1)− φ(−z) = −(φ(z)− φ(z + 1) = φ(z + 1)− φ(z)
Again deomposing φ in an even and an odd part we see that this implies
φ ∈ IP en+1. Now note that
T˜−1Υn = {φ ∈ IPn+1|T˜ φ(z) ∈ Υn}
= {φ ∈ IPn+1|φ(z)− φ(z + 1) = −(−2z − 1)
n(φ(−
z + 1
2z + 1
)− φ(
z
2z + 1
))}
= {φ ∈ IPn+1|φ(z)− φ(z + 1) = (2z + 1)
n(−φ(−
z + 1
2z + 1
) + φ(
z
2z + 1
))}
>From this equation and the fat that polynomials in ℘˜+n are odd and polyno-
mials in ℘˜−n are even we get
℘˜n = ℘˜
+
n ⊕ ℘˜
−
n ⊆ T˜
−1Υn
It remains to show that
T˜−1Υn ⊆ ℘˜
+
n ⊕ ℘˜
−
n
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Assume that there exists φ ∈ T˜−1Υn\(℘˜
+
n ⊕ ℘˜
−
n ). Deompose φ = φ
e + φo with
φe ∈ IP en+1 and φ
o ∈ IP on+1. Dene φ˜ by
φ˜(z) := φe(z)− φe(z + 1)− (2z + 1)n(−φe(
z + 1
2z + 1
) + φe(
z
2z + 1
)).
Sine we assumed φ ∈ T˜−1Υn we have
−φ˜(z) = φo(z)− φo(z + 1)− (2z + 1)n(φo(
z + 1
2z + 1
) + φo(
z
2z + 1
))
Substituting −z − 1 for z in these equations yields
φ˜(z) = −φ˜(−z − 1) and φ˜(z) = φ˜(−z − 1).
But this obviously implies φ˜ = 0. On the other hand sine φ 6∈ (℘˜+n ⊕ ℘˜
−
n ) the
polynomial φ˜ an not be zero. This is a ontradition and our proof is omplete.
✷
Sine the kernel of T˜ onsists of all onstant polynomials whih are ontained
as well in ℘˜−n Proposition 8.1 and setion 3 has the following orollary.
Corollary 8.1 For all n ≥ 2 even we have
dim ℘˜n = dimΥn + 1 = 2[(k − 1)/4] + 3.
Combining the following Proposition with this Corollary we see that Conjeture
8.1 is really true in the ase N = 2.
Proposition 8.2 For all n ≥ 2 even we have
dim ℘˜n = dim℘n(Γ0(2)) + 1
Proof Looking again at the proof of Proposition 8.1 we see that
℘n(Γ0(2)) ∼= {φ ∈ IPn|φ(z)− φ(z + 1) = (2z + 1)
n(−φ(−
z + 1
2z + 1
) + φ(
z
2z + 1
))}
and we will identify these isomorphi spaes in the following.
We an write every φ˜ ∈ ℘˜n as φ˜ = φ+ cz
n+1
where φ ∈ IPn and c is a onstant
suh that
φ(z)− φ(z + 1) + (2z + 1)n(φ(−
z + 1
2z + 1
)− φ(
z
2z + 1
))
= c(zn+1 − (z + 1)n+1 −
(z + 1)n+1
2z + 1
−
zn+1
2z + 1
)
Let
φˇ(z) = zn+1 − (z + 1)n+1 −
(z + 1)n+1
2z + 1
−
zn+1
2z + 1
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Sine (zn+1 + (z + 1)n+1) has a zero at z = −1/2 if n is even we have φˇ ∈ IPn.
Now there exists a φ1 ∈ IPn suh that
φ1(z)− φ1(z + 1) + (2z + 1)
n(φ1(−
z + 1
2z + 1
)− φ1(
z
2z + 1
)) = φˇ(z)
Hene we have
℘˜n ∼= {φ+ cz
n+1|φ ∈ IPn, c ∈ IR, φ ∈ ℘n(Γ0(2)) + cφ1}
∼= ℘n(Γ0(2))⊕ < φ1 + z
n+1 >
whih proves our Proposition. ✷
The ase N > 2
In the ase N > 2 prime we have some numerial evidene for our gen-
eral onjeture. Table 2 below ontains the dimension of ℘n(Γ0(N)) for some
values N > 2 prime and n ≥ 2 even. If we ompare Table 2 with dimEk(Γ0(N))
using the table in the appendix of [11] for dimCn(Γ0(N) and Proposition 3.2
we see that Conjeture 8.1 is true for all values of N and n we have heked.
N = 3 N = 5 N = 7 N = 11 N = 13 N = 17
n=2 2 4 4 6 8 10
n=4 4 4 8 10 12 14
n=6 4 8 8 14 16 22
n=8 6 8 12 18 20 26
n=10 8 12 16 22 28 34
n=12 8 12 16 26 28 38
n=14 10 16 20 30 36 46
n=16 12 16 24 34 40 50
n=18 12 20 24 38 44 58
n=20 14 20 28 42 48 62
n=22 16 24 32 46 56 70
n=24 16 24 32 50 56 74
Table 2: dim℘n(Γ0(N))
We have alulated these dimensions algebraially using Matematia. If
N is prime we have the simple system of representatives of the oset set Γ˜0(N)
given in setion 2. This allows us to alulate the ation of Q and T on the
oset set and thus the indued representation χΓ. Now we proeed in exatly
the same way as in the alulations for Γ(N). Here we have to solve a system
of only (N + 1)n linear equations.
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