Abstract-For high-speed code division multiple access (CDMA) systems, interchip interference that is caused by multipath propagation becomes severe and cannot be ignored. Together with the multiple access interference due to nonideal conditions in CDMA, they become major obstacles to overall system performance. In this paper, both batch and adaptive algorithms based on linear prediction are proposed for joint blind equalization and multiuser detection for asynchronous CDMA systems. It is shown that the new methods are insensitive to estimation error of propagation delay or chip timing. In addition, the adaptive algorithm is computationally efficient. Simulation results show that the proposed methods are also near-far resistant and compare favorably to many existing methods.
I. INTRODUCTION

M
ANY high-speed digital communication systems suffer from the problem of intersymbol interference (ISI), which may arise from the common phenomenon of multipath propagation, for example. This includes high-speed code division multiple access (CDMA) systems for which interchip interference (ICI) is of concern. To achieve reliable communication in these situations, channel equalization is necessary to eliminate ISI or ICI. In addition, multiuser detection and multiple access interference (MAI) rejection are simultaneously needed in a CDMA system. Therefore, joint multiuser detection and channel estimation/equalization are essential to practical high-speed CDMA systems. This paper focuses on blind methods. Blind multiuser detection methods have been proposed in [1] and [2] , assuming no multipath. Clearly, they will not work properly when ICI cannot be ignored. Recently, a few kinds of blind methods have been proposed for the joint blind multiuser detection and blind channel estimation/equalization problem in a CDMA system. The first kind is subspace-based methods [2] - [7] . These algorithms all require singular value decomposition (SVD) or eigenManuscript received May 15, 2000 ; revised June 22, 2000 . This work was supported in part by the Army Research Office under Grant DAAD 19-00-1-0529. A previous version of this work was submitted in February 1999 and revised October 1999. The associate editor coordinating the review of this paper and approving it for publication was Dr. Alle-Jan van der Veen.
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value decomposition (EVD) of some form of the data correlation matrix. While they perform quite well in many situations, their computational burdens are high. The second kind is constrained optimization [8] - [10] , which results in computationally efficient adaptive algorithms, although the performance may not be as good as the subspace-based methods [5] - [7] in some situations.
In the single-user blind equalization literature, in addition to the subspace-based methods and cost function-based methods, methods based on linear prediction also exist [11] - [14] . These methods are computationally simpler than the subspace-based methods and are easily amenable to adaptive implementation as well. In addition, these methods are robust to channel order estimation and channel estimation errors. In a multiuser CDMA system, however, these methods would fail since no MAI removal had been taken into consideration in [11] - [14] , which is not a trivial task based on [11] - [14] .
Note that aside from CDMA setting studied in this paper, there is a large body of literature, including linear prediction methods [15] - [17] , on the more general MIMO blind channel identification and multiuser detection, in which no code-division is imposed on the transmitted signals [15] - [19] . Being very general, these methods can also be applied to our CDMA problem, without taking advantage of the known user's code, to recover all user signals simultaneously. However, there is an ambiguity problem typical of these general MIMO methods [19] . In addition, the performance of such application of the general MIMO methods might be inferior to CDMA specific methods, such as our method in this paper, although no comparative study can be found in the literature. This can be conjectured since the general MIMO methods have not been designed to specifically take advantage of the known user's code, which becomes partial information of the combined channel response.
Therefore, linear prediction (LP) has not been used in blind CDMA multiuser detection until recently, despite its computational simplicity and performance robustness. A least squares smoothing (LSS) approach was proposed recently for the CDMA multiuser problem [20] . This method is based on the single user LSS of [21] , which is basically a two-sided linear prediction method. Independent of [20] , the authors of this paper proposed a different LP approach in blind CDMA detection [22] , [23] . In this paper, we present a comprehensive treatment of this new approach based on [22] , [23] . We assume that only the desired user's spread code is available. The new method can be both implemented as a batch algorithm and efficiently implemented as an adaptive algorithm. We show that the new method is insensitive to timing estimation error. It will also be shown through simulation that the new method is near-far resistant.
Although our methods, as in [22] , [23] and as refined in this paper, bear some resemblance to the LSS method of [20] , a fundamental difference between the two is, as will be shown in Section III, that our methods first apply some transformation on the data, in order to eliminate MAI, and then use two-sided linear prediction similar to the single-user LSS of [21] to estimate and equalize the channel. On the other hand, the LSS method of [20] does LSS first on the data for channel estimation (with MAI) and then uses a subspace method to eliminate MAI. Therefore, our method as presented in this paper requires slightly less computation than the LSS method of [20] . In addition, our simulation indicates that the LSS method performs similarly to the subspace methods, whereas our method performs better than both of those.
The paper is organized as follows. A CDMA discrete-time model is presented in Section II. Then, in Section III, the linear prediction-based approach is developed. Some properties of the new algorithms are discussed in Section IV. Finally, we will present some simulation experiments in Section V and conclusions in Section VI. Fig. 1 is a block diagram of a discretized CDMA receiver for the th user. There are altogether users in the entire system. is the th user's symbol sequence. is the th user's spreading code.
II. PROBLEM FORMULATION
is the th (multipath) channel impulse response.
is the additive noise. Note that the received signal has the same form for all users, which includes MAI (with ICI) due to other users and ICI due to the th channel for the th user. For blind detection/equalization, is the only signal that is available. Together with the known th user's code sequence , our objective is to design the receiver for the th user that is decorrelating for MAI rejection and zero-forcing for ICI removal.
Let us consider the th user. where is related to the length of and the delay as follows. Suppose the actual channel coefficients are from to , where is the maximum length of all channels. In a cellular CDMA environment, the maximum delay spread of the channel is usually much less than the symbol duration, i.e., we can safely assume . Without loss of generality, we assume that the first user's code is known , and we will estimate the first user's symbols. Furthermore, we assume that the timing of the desired user is known through timing recovery. Blind timing estimation will be discussed in Section IV-B. Thus, is known, but other , are unknown and are randomly distributed between 0 and . Note that delays larger than will have the effect of delaying the symbol streams by an integer multiple of the symbol duration plus a that is less than . Delays of integer multiples of the symbol duration will have no effect on the receiver performance. Since is known, we can choose the sampling time to compensate for its effect, i.e., without loss of generality, we can set . Therefore, for , the convolution (2. can be chosen such that . Further conditions on the full column rank of will be detailed in Section III-B.
III. JOINT BLIND EQUALIZATION AND MULTIUSER DETECTION
A. Basic Idea
To better motivate the presentation, we begin with the basic idea before presenting the details of the LP approach. The method we propose can be viewed as comprising two steps. The first step is a linear transformation of the data vector . The second step is a two-sided LP, or LSS. Since LP or LSS are well known, in this subsection, we give a short presentation of the basic idea behind the linear transformation step.
Equation ( Note that the only nonzero components in the lth column on the right-hand side of (3.3) is , which is in the lth block of rows. The difference between the structure of the matrices on the right-hand sides of (3.3) and (3.4) is the key. That is, other than the first column, any other column of (3.4) has more than one block of nonzero entries for , but that of (3.3) has only one block of nonzero entries for . Therefore, taking out one block of rows in , other than the first block, will create a zero column in but not in for . Subsequent application of two-sided LP takes advantage of this difference and not only equalizes the first channel but also eliminates the MAI. Therefore, left multiplication of one matrix is the key idea in using LP in CDMA multiuser detection.
B. Basic Assumptions
The following assumptions will be made throughout this paper.
A1) The symbols are uncorrelated in time, with variance , for all . and , are also uncorrelated. A2) and have no common zeros where and . A3) , , , ; Define , , and let , where is striking out all zero columns (e.g., , and if ). Then, we also need A4). A4)
is of full column rank for all . A5) is of full column rank.
C. LP Method
We now present in detail the two steps in the LP method: the linear transformation step and the linear prediction step.
Linear Transformation: Observe from (3.3) that our objective in the linear transformation step is to create a column, in any column of except the first one, which contains only nonzero entries . Now, we choose , instead of , to achieve the same objective but with much reduced computation. That is, the submatrix has only one nonzero block of rows in the th column, whereas all other submatrices have two nonzero blocks of rows in the corresponding th columns. Decompose as follows:
where has rows, has rows, and has rows. Since has blocks of rows, consists of the ( )th block of rows of . Due to the structure of (3.7), the matrix has one and only one zero column at the th column of the first user's block. Striking this zero column out, the full column rank of the matrix will be needed in the following linear prediction step. We have the following Lemma.
Lemma 1: Under Assumptions A3-A5, the matrix striking out the zero column at the th column of the first block is of full column rank.
Proof: See Appendix B. Note that in the asynchronous case, Assumption A3 on is sufficient but not necessary to guarantee the validity of Lemma 1. A necessary condition is (3.9) which reduces the requirement on to . Otherwise, if Assumption A3 is used. In all our simulations, the necessary condition (3.9) is used, and no problem whatsoever has been encountered. See the end of Appendix B for more detailed discussion on this. Now, define an -dimensional two-sided prediction error vector (3.10) where , , and are , , , respectively. Performing linear prediction (3.10) gives the following result.
Proposition 3: For , the optimal solution to the linear prediction (3.10) results in (3.11) and the linear prediction error is (3.
The result of Lemma 1 ensures that the third matrix factor in (3.13) (3.14)
has only one nonzero column at the th column of the first user's block. However, this column of is zero since this column of is zero. Therefore, this nonzero column of (3.14) is nothing but the th column of the first user's block of , i.e., . Under noisy conditions, the noise part can be deducted by subtracting from using the standard SVD approach. How-ever, simulations show that the algorithm gives good performance even without implementing the noise reduction.
In an adaptive algorithm, the multichannel linear prediction (3.10) can be performed using an on-line recursive gradient search algorithm such as the LMS or the RLS algorithms. Then , we can estimate the correlation matrix of the linear prediction error recursively by time averaging. 
LP
IV. PROPERTIES OF THE LP ALGORITHMS
A. About the Assumptions
The assumptions A3-A5 maintain the full column rank of (c.f. Appendix B) and, thus, are similar to those of [3] - [9] and [15] - [19] . These conditions are satisfied with probability one under mild and reasonable conditions [16] . As discussed in the paragraph following Lemma 1, the condition on can be relaxed to the necessary condition (3.9) without incurring numerical problems in our simulations (See Section V). Assumption A2 appears to be different from the usual orthogonal code assumption in a CDMA system. Orthogonality of codes is not needed here. The concepts of no common zeros and orthogonality do not seem to be related. Orthogonal codes may or may not have common zeros, and vise versa. In our simulations we used ten randomly generated Gold codes of length 31. The smallest distance between any two zeros is greater than , i.e., no common zeros, although a few of them are quite close to each other. Note that Assumption A2 is sufficient for Proposition 2 but is not necessary. This can be seen by observing that the first entries of , as defined in (2.10), are zero. Therefore, some of the columns in may be allowed to be in the null space of , whereas (A.2) still holds. This implies that the no-common zero Assumption A2 may be relaxed. This is important because otherwise, one would expect serious numerical problems when near common zero situations occur. Our simulation results show that no such numerical problems have been encountered whatsoever.
B. Propagation Delay
Thus far, we have assumed correct initial timing recovery for the desired user. Now, we analyze the performance under timing mismatch and will then consider how to estimate this timing information. Unlike the exact timing requirement in [2] - [9] , our proposed methods are robust to timing estimation errors that are present in a practically noisy situation. This can be seen as follows. Assume that and . Due to the nonzero , the combined channel vector will be similar to (2.12)-(2.14) rather than (2.10) and (2.11 where and are given in (2.10) and (2.11), and , is a "nonzero-part shifted" version of . Thus, the formulation is still the same as before, with replacing . The LP method can therefore still be applied, and the so-identified channel is the -step delayed version of the original channel . Therefore, the channel can also be correctly identified.
However, when but or , or, equivalently, , the second equalities in (4.1)-(4.3) are no longer valid. Since the matrix is chosen according to (3.6) with and of (2.10) and (2.11), (3.6) may not hold for and . That is, we may not be able to annihilate , as in Proposition 1 for . This fact has two implications. First, in this situation, the matrix in (3.13) has no zero columns and is, thus, full-column rank. In this case, following the similar procedure as in the derivation leading to (3.11), one can easily find that the prediction error converges to zero. Therefore, the initial timing can be estimated up to the range , as follows. For all possibly different values of the delay , we construct data vectors shifted and indexed by different values of . We then perform the following maximization procedure: (4.4) This procedure can be incorporated into either the adaptive algorithm or the batch algorithm. Certainly, this drastically increases the amount of computation but seems inevitable [2] - [9] .
The second implication is obviously that the LP method presented so far is unable to work properly when , but . Since the estimation error is equally likely to happen as , this situation needs to be dealt with, which is presented next.
C. Dealing with Negative Timing Estimation Error
Define , where is defined by, assuming without loss of generality that is an even number (4.5)
Based on the analysis at the end of the last subsection, form "guard" zeros at both ends of . Consequently, the allowable range for timing estimation error would be . This is seen as follows. by . Then, the LP method of Section III-C, of course, still applies. The so-identified channel is then .
Based on (4.6)-(4.11), clearly, when but either or , further shift results in . This, in turn, further shifts or . Consequently, this shift will be reflected in a corresponding shift in the nonzero part of for all . As long as , the nonzero part of completely remains in , resulting in correct identification and detection. We therefore have the revised LP algorithms.
Revised LP Algorithms 1) Choose
according to (4.5). Use as the data vector.
2) All other steps are the same as the original LP algorithms of Section III-C.
Timing estimation can still be done by (4.4) with as the data vector. This estimate is then accurate up to the range . Note that even though is needed in calculating in (4.5), in real applications, does not need to be estimated accurately since does not need to be accurate. can be chosen as a conservative upper bound of all possible cases. For example, may be adequate in some applications [3] . In fact, were used in the simulation studies of [5] and [8] .
D. Computational Complexity
The computation of the batch algorithm in Section III-C is in the order of because of the matrix inversion and matrix product. The computation is comparable with other batch algorithms in [3] - [7] .
For the adaptive algorithm in Section III-C, multiplication by requires flops. In the linear prediction part, dimensional matrix-to-vector multiplications, additions, and adaptive updating are needed. The overall computation per iteration is therefore in the order of , with being the detector length. This is less than the constrained optimization method (LMS) of [8] , which is on the order of detector length squared, by a factor . Although the required detector length of our method may be larger than that of [8] , depending on the choice of , , , etc., our method should require no more computation than that of [8] , in general.
To compare with the LSS method of [20] , we observe that the LSS method of [20] has two steps: an LSS part followed by a subspace (SS) part. The LSS part also requires computations per iteration. However, the SS part needs at least one SVD of dimension , resulting in additional operations per iteration. If one uses subspace tracking, then the SS part reduces to , giving a total of computations per iteration. Given the involved programming in subspace tracking, our LP method, in addition, thus has slightly less computation than the LSS method of [20] .
V. SIMULATIONS
Simulation examples are presented in this section to illustrate the effectiveness of the proposed algorithm in comparison with other existing algorithms. In all of the simulations, the channel response of each user is randomly generated based on [5] where total number of multipaths; associated delay of the th path; attenuation of the th path; raised-cosine pulse function. is then sampled and truncated to the length . The user delay , the multipath delay , and the number of multipath components are uniformly distributed within , , and , respectively. We use the Gold sequence of length . is chosen to be 10. Actually, can be chosen anywhere in the range between 0 and a conservative upper bound (10 in our simulations). The choice of only affects the range of good timing mismatch performance (Fig. 5) .
is set to be 1, according to (3.9) and according to Assumption A3. Therefore, the total detector length is . The first user is the desired user. All other users have the same signal power, which may be different from that of the desired user. The near-far ratio is defined as for . All input symbols are drawn from a BPSK constellation and then multiplied by various magnitude factors to generate the near-far situations.
In all simulations, the revised LP algorithms in Section IV-C are used. We first compare the performance of the batch algorithms. We use the algorithms of [5] (SS Alg), [8] (MV Alg) with optimal constraint coefficients calculated as in [9] and [20] (LSS Alg). The detector length of 90 was used for all simulations with the MV algorithm. This length surpasses the minimum length requirement of [8] and is almost the same as that of our algorithms, for fair comparison. In the SS algorithm, the smoothing factor was chosen; therefore, the channel matrix is of full column rank. This gives the detector length 124 for the SS algorithm. Since the SS algorithm of [5] did not give any symbol estimation method, we used (notations follow those of [5] ) for an MMSE detector that can be easily derived from [5] . In addition, since accurate order detection is difficult, especially with the randomly generated channels and with additive noise, we pre-estimated the order and fixed the order for all the simulations. For the LSS method, we assumed that the desired user delay and channel order are known. The smoothing window size and the smoothing order are all two, i.e., the total data matrix in [20, (13) ] has (186) rows. However, the smoothing error has only rows. Once the channel is identified by the LSS, the symbols are estimated using an MMSE estimator similar to what we used for the SS algorithm above.
The performance comparisons under various SNR, various near-far ratio, various data points, and various timing mismatch are shown in Figs. 2-5 , respectively. Bit error rate (BER) is calculated by averaging 100 runs. However, in the cases BER is very small, more runs are averaged to obtain better estimates of BER.
From Figs. 2-4 , we see that for relatively long channels (7-10 chips), i.e., for wideband applications, our algorithms outperform almost all the four methods under comparison. Although its constraint is optimized, the MV method of [8] and [9] has poor performance with randomly generated channels. The LSS method of [20] and the subspace method in [5] have similar performance due to the subspace step in LSS [20] .
Note that the methods of [5] and [20] pertain to blind channel estimation, with preferred usage of estimating all channels, and then performing ZF/MMSE detection. Our LP method also pertains to channel estimation but can be used to estimate only one user's channel and, then, ZF detection. To make a meaningful comparison, the methods of [5] and [20] are only used to estimate the channel of the desired user. Then, a single-user MMSE receiver is built, essentially treating all other interfering users as noise. Thus, the receivers of [5] and [20] in this application suffer from significant MAI and are inferior to our LP algorithm.
Our LP method is also robust with respect to timing estimation error, as shown in Fig. 5 . All three methods under comparison fail when there is timing misestimation. Instead, our methods are both near-far resistant and robust to timing mismatch. The LP adaptive algorithm is then compared with the LMS adaptive algorithm in [8] . Note that although the other two methods can be made adaptive by using subspace tracking, the adaptive versions are not readily available. In addition, note that for the LMS algorithm of [8] , the optimal constraint is calculated by [9] beforehand because otherwise, the algorithm in [8] may not work under randomly generated channels. Learning step is chosen so that convergence is achieved and is as fast as possible for both algorithms. In Fig. 6 , we compare the respective BER after 3000 recursions. It is again seen that our LP algorithm outperforms that of [8] and [9] .
VI. CONCLUSION
In this paper, we present a linear prediction-based approach for joint blind equalization and multiuser detection for synchronous/asynchronous CDMA. Both batch and adaptive algorithms are presented. We show that this method is near-far resistant and robust to timing misestimation up to taps. The computation of the adaptive algorithm is as low as . Performance comparison with some existing algorithms is illustrated by simulations. APPENDIX A PROOF OF PROPOSITION 2 We first prove the case . Consider the matrix product
Since the structures of and are the same as those of (2.10) and (2.11), the second matrix in (A.1) is a Sylvester matrix of dimension . Assumption A2 then gives that this Sylvester matrix is full rank [24] , [25] , i.e., all columns of the second matrix in (A.1) are linearly independent. Now, consider the null space of . Since this matrix has full row rank, its null space has dimension . However, by (2.13), the first columns of the second matrix in (A. Due to (2.12)-(2.14), the second matrix on the right-hand side of (A.3) is still a Sylvester matrix, with the last columns shifted up (by ) from that of (A.1). This shift corresponds to additional zeros on at the origin. Clearly, this does not change Assumption A2 since and for all . In other words, there are no zeros at the origin for . Consider (A. 4) where . Due to Assumption A2, the first columns of the second matrix on the left-hand side (the Sylvester part) are linearly independent. Then, it follows by the structure of this matrix that all its columns are linearly independent. Now, consider the null space of , which has dimension . Clearly, however, this null space is spanned by the first and the last columns of the second matrix on the left-hand side of (A.4). Therefore, the middle columns are not in the null space of . The remaining argument is then the same as the case. The matrix is obtained by left multiplying by and then taking out in (3.8) . This procedure is equivalent to, which is now operated on , left multiplication of , which is specified in (B.2), shown at the top of the page, where is striking out the first all-zero column due to (2.13). The full column rank of , striking out the zero column at the th column of the first block, is then equivalent to full column rank of . Denote the upper left part of as and the lower right part of as . First, assume that has the same number of columns as . The full column rank of now reduces to that of and , respectively. Furthermore, both and are generalized Sylvester matrices. Using the result of [24] and [25] , Assumptions A3-A5 in the theorem are sufficient for the full column rank of and . Applications of the result of [24] and [25] in multiuser detection/equalization [5] - [8] and in MIMO blind identification [18] - [19] if . In other words, has full column rank. In this proof, is made square or "tall" by imposing Assumption A3 on . However, this is more than necessary. A necessary condition is to make the entire nonzero left part of (B2), i.e., appending at its bottom, square, or "tall, " i.e., (3.9). The full column rank of and this augmented is then necessary and sufficient for the same of . However, conditions for full column rank of the augmented are much more difficult to derive than those for , although in simulations, the former seems to be nonrestrictive, and full column rank of the augmented always holds. Slightly different partitioning of (B.2) and a similar argument as in the above paragraph results in relaxing the requirement of in Assumption A3 to . The resulting reduction in is the same as relaxing that on , however.
