Abstract. Coupled loops with time delays are common in physiological systems such as neural networks. We study a Hopfield-type network that consists of a pair of one-way loops each with three neurons and two-way coupling (of either excitatory or inhibitory type) between a single neuron of each loop. Time delays are introduced in the connections between loops, and the effects of coupling strengths and delays on the network dynamics are investigated. These effects depend strongly on whether the coupling is symmetric (of the same type in both directions) or asymmetric (inhibitory in one direction and excitatory in the other). The network of six delay differential equations is studied by linear stability analysis and bifurcation theory. Loops having inherently stable zero solutions cannot be destabilized by weak coupling, regardless of the delay. Asymmetric coupling is weakly stabilizing but easily upset by delays. Symmetric coupling (if not too weak) can destabilize an inherently stable zero solution, leading to nontrivial fixed points if the gain of the neuron response function is not too negative or to oscillation otherwise. In the oscillation case, intermediate delays can restabilize the zero solution. At the borderline of the weak coupling region (symmetric or asymmetric), stability can change with delay ranges. When the coupling strengths are of the same magnitude, the oscillations of corresponding neurons in the two loops can be in phase, antiphase (symmetric coupling), or one quarter period out of phase (asymmetric coupling) depending on the delay.
Introduction.
Interacting loops that are capable of sustaining oscillation are common in physiological systems. One approach to modeling such systems is via coupled oscillators [13] . However, this approach does not lend itself to studying the patterns of connections between oscillators when each oscillator is itself a network. Furthermore, such networks may not be inherently oscillatory, but oscillations may arise as a result of the coupling between them. If the coupling between networks is slower than each network's internal dynamics, then additional effects can arise from the delay in the coupling. The coupling may also be faster than the internal dynamics, in which case each network could be modeled with internal delays, or both the internal connections and coupling between networks could have delays.
These questions arise in models of the brain's motor circuitry, where there are many interacting loops and feedback systems. For example, functionally separate parallel loops operate through the basal ganglia (e.g., through matrisomes in the striatum [10] ) but may interact through crosstalk [2] . These loop interactions have been implicated in the generation of tremor oscillations in Parkinson's disease. The effect of the particular patterns of connections between parallel copies of a network was studied by Edwards and Gill [5] , where synchrony of the network copies occurred is concave up. This, together with h (0) = 0, h (0) < 0, and h (x 3 ) > 0 for sufficiently large x 3 > 0, shows that there is a unique positive solution x 3 = x 3 > 0 to (2.2) . The corresponding equilibrium values x 1 > 0, x 2 > 0 are determined from x 3 and (2.1). Since (2.2) holds also for x 1 and x 2 , it must be that x 1 = x 2 = x 3 = x, giving the unique symmetric positive equilibrium as (x 1 , x 2 , x 3 ) t = (x, x, x) t , with 0 < x < 1 from the equilibrium equation x = tanh (bx) . By symmetry, there is also a unique negative equilibrium (x 1 , x 2 , x 3 ) t = (−x, −x, −x) t if b > 1.
The linear stability of an equilibrium (x, x, x) t is governed by dx dt = Ax, with
The following result shows that a Hopf bifurcation can occur at the trivial equilibrium.
Theorem 2.2. The trivial solution of (2.1) is locally asymptotically stable iff −2 < b < 1. At b = −2, the system undergoes a Hopf bifurcation and has stable limit cycle solutions for b −2.
Proof. The characteristic equation of A at x = 0 in (2.4) is − (1 + λ) 3 +b 3 = 0. For −2 < b < 1, all eigenvalues have negative real parts; thus the system is linearly stable. When b = 1, there is a zero eigenvalue, and for b > 1 there is a real positive eigenvalue. When b = −2, the eigenvalues are −3, ± √ 3i, and for b < −2 there is a complex pair of eigenvalues with positive real part. At b = −2, matrix A is diagonalized by a matrix P of eigenvectors. Approximating tanh (bx j ) by bx j − b 3 x of order ≥ 5) system (2.1) with x = (x 1 , x 2 , x 3 ) t is transformed by y = P −1 x with y = (y 1 , y 2 , y 3 ) t at b = −2 to
The center manifold is given by y 3 = H (y 1 , y 2 ), with H third order because the third equation of (2.5) has no quadratic term. On the center manifold, (2.5) becomes
where p and q are determined by substituting y 3 = H(y 1 , y 2 ) in the first two equations of (2.5). The standard formula for the criticality coefficient ((3.4.11) of Guckenheimer and Holmes [11] ) gives a = −1 < 0. Since Re (∂λ/∂b) = −1/2 when evaluated at λ = ± √ 3i, b = −2, the supercritical Hopf bifurcation gives rise to stable periodic solutions occurring for b −2.
For a Hopfield 2-loop, the corresponding characteristic equation, − (1 + λ) 2 +b 2 = 0, cannot have pure imaginary solutions. Thus a Hopfield 3-loop without delay is the smallest that can undergo a Hopf bifurcation at the origin.
Global results for the trivial equilibrium when −2 < b ≤ 1 are now stated. Theorem 2.1 of van den Driessche and Zou [20] can be used to show easily that if |b| < 1, then the origin is globally asymptotically stable. For system (2.1), a Lyapunov function V = Global results for the existence and stability of periodic solutions for b < −2 are more difficult to obtain. However, in the limit b → −∞, when the hyperbolic tangents become step functions, the problem is easier. Glass and Pasternack [8] showed that n-dimensional networks similar to (2.1) but with step functions have globally asymptotically stable periodic solutions for n ≥ 3. Numerical simulations of (2.1) with b < −2 indicate that there is a unique globally asymptotically stable periodic solution for each b ∈ (−∞, −2) .
Consider now the stability of the nontrivial equilibria (when they exist). Theorem 2.3. For b > 1, the positive and negative symmetric equilibria of (2.1) are locally asymptotically stable.
Proof. From (2.4), the characteristic equation
t with x > 0 is the positive symmetric equilibrium of (2.1) that exists for b > 1 (by Theorem 2.1). Thus the eigenvalues are
Since b sech 2 (bx) > 0, local stability follows if λ 1 (x) < 0. By (2.1), bx = tanh −1 (x) and sech
which is negative, since tanh −1 (x) > x. Thus λ 1 (x) < 0, showing that the positive symmetric equilibrium is locally stable. Stability for x < 0 follows by symmetry.
Note that x → 0 + as b → 1 + , showing that the linearly stable positive and negative equilibria bifurcate from the trivial equilibrium as it loses stability. Thus the system has a supercritical pitchfork bifurcation at b = 1. The individual loops each follow the form of (2.1). Coupling strengths are given by c 1 and c 2 , where bc j > 0 implies excitatory and bc j < 0 implies inhibitory coupling. The system of equations for the entire system is then
where f (x j ) ≡ tanh (bx j ). Using the other two equations gives
where F (x) = f (f (f (x))) as before. This can be reduced (for c 1 = 0) to
Any x 3 satisfying (3.3) determines x 6 and hence all the variables at an equilibrium. Clearly the origin x j = 0, j = 1, . . . , 6, is an equilibrium, and our interest mostly focuses on its stability properties. However, we first show the existence of nontrivial equilibria for some b values. Define d ≡ b 2 c 1 c 2 and β ≡ b 3 . When d > 0, the coupling is either excitatory or inhibitory in both directions (symmetric coupling); when d < 0, the coupling is excitatory in one direction and inhibitory in the other (asymmetric coupling).
2 , then system (3.1) has nontrivial equilibria. If For The special case of symmetric coupling c 1 = c 2 is now considered.
, and −x * . Proof. Consider c 1 = c 2 > 0 and suppose that x 3 = x 6 ; then (3.2) reduces to
Thus there is at least one positive zero x 3 of G (x 3 ). Since x 3 = x 6 > 0, it follows that x 1 = x 4 > 0 and x 2 = x 5 > 0. By symmetry, the negative equilibrium follows.
Consider c 1 = c 2 < 0 and suppose that x 3 = −x 6 ; then (3.2) reduces tõ
at an equilibrium. By the above there is at least one positive zero x 3 ofG (x 3 ). Then x 1 , x 2 > 0 and x 4 , x 5 , x 6 < 0. Symmetry gives the second equilibrium. Numerical solutions demonstrate that additional equilibria can occur: for c 1 = c 2 > 0 (respectively, < 0) there may be one or three equilibria with x 3 > 0, x 6 < 0 (respectively, x 3 < 0, x 6 > 0) and an equal number of symmetric equilibria.
The linear stability of the trivial equilibrium x j = 0, j = 1, . . . , 6, can be determined from dx dt = Ax with x = (x 1 , . . . , x 6 ) t and
The characteristic equation for this system at
First consider the case d ≥ 0. The characteristic equation then factors as follows: 
The second condition above gives ω 2 = 3 + 2 √ d, which can be substituted into the first condition to yield β = −2 ( 
Note that this curve intersects the parabola of zero eigenvalues at β = − In the case where d ≤ 0 in (3.5), factor the characteristic equation as For equal coupling strengths, as in the case of the single loop, global stability of the origin can be shown on a subset of the linear stability region.
Theorem 3.3. The origin is globally asymptotically stable for system (3.1) with 
Coupled loops with delay.
The case with delayed coupling connections between the 3-loops leads to the following system of delay differential equations:
where τ ≥ 0 is the time delay, and when τ = 0 this reduces to (3.1). To pose an initial value problem at t = 0, we must specify data for each variable on the interval
The equilibria for (4.1) are the same as for (3.1); in particular, Theorem 3.1 is also valid for (4.1). Using Theorem 2.1 of van den Driessche and Zou [20] , we give one global stability result for system (4.1): If |b| max i {1 + |c i |} < 1, then the origin is globally asymptotically stable for all values of delay τ ≥ 0. However, for other parameter ranges the stability of the equilibria may change due to the delay. In the next subsection we focus on the linear stability analysis of the trivial equilibrium. This then leads us to a discussion of the bifurcations of the trivial equilibrium.
Stability regions.
Linearization of (4.1) about the origin gives
where 
Section 3 describes the stability region of the trivial equilibrium when τ = 0 (see Figure 3 .1). To determine the stability region for τ > 0, we determine curves in the dτ -plane along which (4.4) has a zero root or a pair of pure imaginary roots. Given values of β and d for which the trivial equilibrium is stable at τ = 0, it remains so for 0 ≤ τ ≤ τ crit , where τ crit is the lowest value of τ on one of these curves.
First consider the case d ≥ 0. The characteristic equation then factors as
As for the nondelayed case, zero roots occur when 
The fact that zero is a simple root in cases (i)-(iii) also follows from this derivative.
To study the rate of change of the real part of a root, λ, of (4.5), consider either factor of this equation. For d > 0, differentiating with respect to d, keeping in mind that λ is a function of d, and rearranging give
where the upper sign in ±, ∓ refers to ∆ 
.
Consideration of the sign of the right-hand side completes the proofs of (i) and (ii). For d > 0, to find the curves where pure imaginary roots exist, set λ = iω in each factor of (4.5) and separate into real and imaginary parts. Without loss of generality, take ω > 0. For ∆ + + (λ), isolating sin (ωτ ) and cos (ωτ ) yields
To find d and τ in terms of β and ω, square the equations in (4.6) and add to give
Dividing the second equation of (4.6) by the first gives tan(ωτ ) = −S (ω) /C (ω). However, this loses information about the signs of cos(ωτ ) and sin(ωτ ) that is in (4.6). Thus we introduce y = Arctan(u) as the branch of the arctangent function with range (− 
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Arctan(u) + π corresponds to cos(y) < 0. The other branches of the arctangent function are obtained from these two by adding multiples of 2π. As can be seen from (4.6), the sign of cos(ωτ ) is determined by C(ω), and thus we define
where k = 0, 1, . . . . (We do not take k < 0 as these branches always yield τ < 0.) In a similar manner it can be shown that the curves along which the second factor, ∆ + − (λ), of (4.5) has a pair of pure imaginary roots are given by ( 
, where d im is as above and
The zeros of C(ω) define the points where the branches join. To see how the sign of C(ω) varies with β and ω, rewrite the first equation of (4.6) as a quartic in ω,
The roots of this quartic are ±ω
, where 
Now consider the case d < 0. The characteristic equation factors as (4.11) ∆
Clearly, neither factor has a zero root. Note that λ is a root of ∆ 
The zeros of S(ω) define the points where the branches join. To make the definitions of τ − k± more precise, the sign of S(ω) with ω S = √ −2β − 1 is given as follows:
To determine what these curves look like, we use the following results that are derived by using L'Hôpital's rule. Note that we consider only τ ≥ 0.
Lemma 4.2. For the functions in (4.7)-(4.9), (4.12), (4.13),
nondecreasing function of ω. Outside this interval it is nonmonotone and has the following behavior. For β <
is increasing for 0 < ω < ω c1 and ω > ω c2 and decreasing for ω c1 < ω < ω c2 .
Proof. From (4.7) it is clear that
thus the sign of Proof. Consider the first factor of (4.5). Differentiating with respect to τ gives
Using (4.5) to eliminate e −τλ and setting λ = iω yield
Taking the real part gives
where
The second factor of (4.5) or either factor of (4.11) yields the same expression. Using (4.14) gives
along the curves associated with pure imaginary roots of (4.5). Along the curves associated with pure imaginary roots of (4.11), d im is replaced by −d im so the derivative is of opposite sign. The result follows. From section 3, when τ = 0 and β < − 
We now describe the region of stability of the trivial equilibrium in the dτ -plane for intervals of values of β by finding bifurcation curves on which an eigenvalue has zero real part. This is the content of the rest of this section. Theorem 4.5 is illustrated (using Maple) in Figure 4 .1(a) with β = 1.5, Theorem 4.6 is illustrated in Figure 4 .1(b) with β = 0.1, and Theorem 4.7 is illustrated in Figure 4 .4 with β = −10. 
Proof. From section 3, for τ = 0 and 
. The meaning of the solid and dashed curves is as described for The effect of coupling depends on whether it is symmetric (excitatory in both directions or inhibitory in both directions) or asymmetric (excitatory in one direction and inhibitory in the other). It is interesting that the linear stability analysis is identical for excitatory and inhibitory coupling, as long as it is the same in both directions, as it depends essentially on the product of the two coupling coefficients. This was also noted in the somewhat similar situation studied by Shayer and Campbell [18] . Symmetric coupling of sufficient strength (not necessarily very strong) can destabilize the origin in the middle (inherently stable) β range. When β ∈ (− 1 2 , 1), the system goes to nontrivial fixed points, but when β ∈ (−8, − 1 2 ), it first goes to oscillation as coupling is increased. Asymmetric coupling of sufficient strength (and here it needs to be quite strong) can stabilize the origin in either of the two inherently unstable ranges. The further β is from the inherently stable range, the stronger the coupling needs to be to accomplish this stabilization. In the case of symmetric coupling, nontrivial equilibria exist when β is large enough, but there are no nontrivial equilibria for smaller β when the coupling is weak. In the case of asymmetric coupling, there are no nontrivial equilibria for β < 1. It is not clear whether nontrivial equilibria occur for other regions of parameter space. For most regions, oscillation of the system is suggested when the linear results show that the origin is unstable.
We have observed five main delay-related phenomena in this system. 1. When coupling is asymmetric (d < 0) and large, the stability of the origin is weak in the sense that only a small delay is needed to destabilize it and produce oscillation. This is delay-induced oscillation or delay-induced instability, which has commonly been observed in delayed networks since the early work of Marcus and Westervelt [15] . 2. In the inherently stable range β ∈ (−8, 1), delay independent stability exists for weak enough coupling (|d| small) whether symmetric or asymmetric. 3. For intermediate values of |d| and β ∈ (−8, −0.098), whether the system oscillates or settles at the origin depends on the delay in a complex way. For some delay ranges, the origin is stable, and for others it is unstable, and there can be stability/instability switches as the delay increases. 4. For β ∈ (−8, − 1 2 ), if coupling is symmetric and fairly strong (d > 0 and large but still < (1 − β) 2 ), in the region where coupling has destabilized the origin to create oscillation, there is an intermediate range of delays (not including zero but not too large) that stabilizes the origin again and suppresses the oscillations. This is delay-induced stability or oscillator death. 5. For equal and symmetric coupling strengths, oscillatory solutions in the two loops bifurcating from the origin may be in phase or antiphase depending on the value of the delay. For asymmetric coupling with equal strengths, corresponding neurons in the two loops oscillate one quarter period out of phase. Some of these results are similar to those found by Shayer and Campbell [18] for a simpler coupled system. However, their work focused on the symmetric coupling case.
Some properties of coupled systems that can each potentially oscillate begin to emerge from these studies-in particular, the ways in which oscillation or instability depends on the interaction between coupling strength and coupling delay. Although the system studied here is too simple to draw definite conclusions about physiological systems, results do show that complicated effects can occur even in the simplest coupled loops with delay. This study could be extended by investigating other patterns of coupling between two loops, such as "lateral" coupling between each corresponding pair of units in the two loops (if the loops have the same structure), or "forward" coupling as studied without delays by Edwards and Gill [5] . For applications in which the units are far apart, it would be worthwhile to include delays in connections within each loop.
