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A spectroscopic study on some atmospherically relevant
reactions with the support of electronic structure calculations
by Sonya Beccaceci
The work described in this thesis is a study of the atmospherically relevant reactions of
dimethyl sulde (DMS) with halogen and interhalogen molecules (Cl2, Br2, I2, BrCl and
ICl) and ozone with selected alkenes (ethylene, tetramethylethylene and 2-methylpropene).
The aim was to investigate the mechanisms of these reactions and identify reaction inter-
mediates.
Infrared matrix isolation spectroscopy and u.v.-photoelectron spectroscopy were used to
detect intermediates and products, and ab initio calculations were used to facilitate spec-
tral assignments and to provide information on the structure of the molecules studied.
The results conrm and extend previous matrix isolation infrared studies on the DMS/Cl2
system and also provide vibrational assignment and ab initio calculations for the electronic
structure of the intermediates present in the related DMS/Br2, DMS/I2, DMS/BrCl and
DMS/ICl reactions. For all systems, the intermediate is shown to be a van der Waals
complex of the type DMS:XY, where XY is a halogen or interhalogen molecule.
The reactions of ozone and alkenes were studied by u.v.-photoelectron spectroscopy. The
results follow the general mechanism proposed by Criegee but no Criege intermediate is
observed. Reaction mechanisms are presented and discussed for each reaction investi-
gated.
Of great importance is the observation of the rst excited state of oxygen (O2 a1  g) in
the reactions of ozone with ethylene and 2-methylpropene which play an important role
in the oxidation chemistry of the troposphere.This thesis is an account of original research performed by the author in the School
of Chemistry of the University of Southampton between October 2006 and August 2008.
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ii1. Introduction
1.1 Aims of the project
The objectives of this work are to study the reactions between dimethyl sulphide and
some halogen and interhalogen molecules in inert gas matrices and the gas-phase, and to
investigate the mechanism of the reaction of ozone with some alkenes in the gas-phase
using spectroscopic methods.
The rst reason for the choice of these reactions was the possibility that they could
proceed by formation of reaction intermediates. The study of reaction intermediates
has been a long-established eld of research in the Southampton PES (PhotoElectron
Spectroscopy) group.
In addition to this, the chemistry of dimethyl sulphide, alkenes and ozone has been the
subject of increasing investigations, due to their importance in the Earth's atmosphere.
The DMS+halogen studies were carried out by means of ultraviolet photoelectron spec-
troscopy (PES) and infrared matrix isolation spectroscopy with the support of ab initio
electronic structure calculations, whereas the ozone+alkene experiments were carried out
with u.v.-photoelectron spectroscopy.
This chapter will describe the importance of dimethyl sulphide, ozone and alkenes in
atmospheric chemistry. A detailed description of the underlying principles of these spec-
troscopic techniques and the experimental methods will be given in Chapter 2. Chapter
3 will outline the basic principles of ab initio electronic structure calculations and the
reasons why their use was of central importance in the outcome of the work.
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Figure 1.1: The cyclic CLAW [2] mechanism for the role of DMS in climate control
1.2 Relevance of work to Atmospheric Chemistry
1.2.1 Dimethyl sulphide
Dimethyl sulphide CH3SCH3 (DMS) is an important sulphur-containing species that has
natural sources and is considered the main source of sulphur in the Earth's atmosphere
[1{3]. It is mainly produced by biodegradation of algae in ocean environments initiated
by u.v. radiation from the Sun but it also produced from anthropogenic activities such
as paper mills or shmeal production [4].
Oxidation of DMS leads to aerosol production and cloud formation that play an impor-
tant role in climate regulation [2]. DMS oxidation products contribute to the formation
of cloud condensation nuclei (CCNs) and subsequent reduction of solar radiation reaching
the Earth's surface, see Figure 1.1. An increase in DMS production by algae degradation
is reected by a decrease of temperature at the ocean's surface, because more CCNs are
produced, and these reduce the UV radiation reaching the ocean surface, which reduces
algae degradation; on the other hand, when the amount of DMS, and then CCNs, is re-
duced, the solar radiation causes an increase of biological activity of the sulphur containing
algae and then an increase of DMS production. Such an equilibrium is very delicate and
is subject to uctuations.
The main oxidants of DMS in the atmosphere are thought to be the OH radical during
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the day and the NO3 radical at night [4{7]. However, oxidation of DMS in the troposphere
appears to be more rapid than expected; other sink processes have been proposed involving
halogen or halogenated radicals such as Br, Cl or BrO [8, 9].
Particular importance must be given to the fact that high amounts of chlorine have
been observed in coastal air, either as HCl or Cl2 produced by sea-salt particles, from
algae decomposition or from anthropogenic activities [8, 10]. Also molecular chlorine
is produced from heterogeneous reactions of ozone with wet sea-salt which is enhanced
by the presence of ferric ions [11]. An investigation of the reactions between DMS and
halogens is therefore important.
A study of the DMS+Cl2 reaction has been made at the University of Southampton
using u.v.-photoelectron spectroscopy, indicating that a reaction intermediate is formed
in the rst step of the reaction, before decomposition occurs to CH3SCH2Cl+HCl [12{
14]. The derived room temperature rate constant for the DMS + Cl2 reaction [12] and
the estimated night-time levels of DMS and Cl2 in the Southern Ocean indicate that
signicant levels of CH3SCH2Cl (MDMS) + HCl may build up at night [12]. During the
day, CH3SCH2Cl will be photolysed to CH3S and CH2Cl, and reaction of CH3S with O2
and O3 leads to CH3SO2 which will give CH3 and SO2 on thermal decomposition. Hence
the reaction of DMS and Cl2 at night leads to enhanced levels of SO2 during the day,
leading to increased acidity of the atmosphere (via H2SO4) and cloud formation.
Given the impact that this reaction might have on climate studies, the emphasis of this
work was to extend this study to reactions between DMS and other halogen molecules
that might be present in the atmosphere (see Figure 1.2).
The direct release of gas-phase molecular bromine into the Earths atmosphere is sup-
ported by several laboratory studies [15]. In particular, Hirokawa et al. [16] have demon-
strated, in a series of experiments using mass spectrometry as the detection method, that
nely divided NaBr salt in the presence of moist ozone is a source of Br2. Also, in a series
of eld experiments in North America, it has been shown that acidic aerosol solutions
containing HOCl and HOBr, Cl  and Br , can act as sources of Br2, BrCl and Cl2 which
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are released into the atmosphere [17]. In related work, freezing of acidied sea salt solu-
tions containing halide and nitrite ions has also been identied as atmospheric sources of
ICl, IBr and I2 [18].
Recent data have provided more information about halogen or other chermically me-
diated air-snow interactions and chemistry [19]. All of these interconnected processes
have led to a complex picture of the interplay among gas-phase photochemistry, ice sur-
face chemistry, marine biological processes and reaction on/in aerosols [19]. Figure 1.2
provides a summary of emission of halogens into the atmosphere.
The reactions of DMS and Br2, I2, ICl and BrCl were investigated in the gas-phase
by u.v.-photolelectron spectroscopy and in inert gas matrices by infrared matrix isolation
spectroscopy in order to determine the mechanism of the reactions and if possible to
detect and study reaction intermediates.
1.2.2 Alkenes and ozone
Ozone (O3) plays a signicant part in the chemistry of the Earth's atmosphere, even
though it is a minor species in terms of abundance [4]. Concentrations are rather variable,
but the mixing ratio with respect to the entire atmosphere is a few tenths of a part per
million [4]. Atmospheric ozone is mainly concentrated in a layer called the ozone layer,
about 20 km thick and centred in an altitude range of about 20 - 40 km (see Figure 1.3).
Ozone in the stratosphere is mostly produced from ultraviolet rays dissociating molecular
oxygen and oxygen atoms then reacting with O2 to give O3.
O2 + h ! O + O (1.1)
M + O + O2 ! O3 + M (1.2)
Several factors contribute to ozone's importance with, perhaps, the outstanding feature
being the relationship between the absorption spectrum of ozone and the protection of
41. Introduction 1.2. Relevance of work to Atmospheric Chemistry
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Figure 1.3: Vertical variation of ozone concentration [25]
living systems from the full intensity of solar ultraviolet radiation [4].
Low level ozone (or tropospheric ozone) is regarded as a pollutant. It is not emitted
directly by car engines or by industrial operations. It is formed by the eect of sunlight
on air containing nitrogen oxides (for example NO2) to produce O atoms that combine
with molecular oxygen react to form ozone at the source of the pollution [4].
NO2 ! NO + O(  400nm) (1.3)
O + O2 + M ! O3 + M (1.4)
Reactions of volatile organic compounds (VOCs) with (NOx) also cause the formation
of ozone and other oxidants, commonly referred to as \smog" or \ground-level ozone" [26].
Formation of ground - level ozone is not the only harmful consequence of the atmospheric
reactions of VOCs. Other oxidants present in smog include hydrogen peroxide, peroxy
acetyl nitrate (PAN), organic peroxides, and oxidising radicals such as hydroxyl (OH)
[27, 28]. Understanding the atmospheric chemistry of VOCs is central to understanding
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the relationship between VOC emissions and these dierent types of atmosphere pollution.
Of the many volatile organic compounds released to the atmosphere, alkenes exhibit
some of the most rapid rates of reaction with the hydroxyl radical and furthermore,
reactions between alkenes and ozone have been reported to yield OH as a product [29].
Large quantities of non-methane organic compounds (NMOCs), which include alkenes,
are emitted by vegetation [30{33]. NMOCs are also emitted into the troposphere from a
variety of anthropogenic sources, including combustion sources, fuel storage and transport,
solvent usage, emission from industrial operation, landlls and hazardous waste facilities
[32].
Alkenes are an important class of VOCs present in the atmosphere, and chemical re-
action is the main removal pathway for alkenes from the atmosphere. The main chemical
species that initiate reactions of alkenes in the atmosphere are ozone, the hydroxyl radical
and the nitrate radical [26]. As compared with the reactions of both OH and NO3 with
alkenes, the initial rate of the reaction of ozone with an alkene is relatively low; these reac-
tions can, however, become important under regimes where there are high concentrations
of alkenes and/or ozone [34].
The mechanism of the reaction between ozone and alkenes was rst proposed by Criegee
[35, 36] and involves the concerted addition of ozone to form a primary ozononide, which
rapidly decomposes to form a vibrationally excited carbonyl oxide (a Criegee interme-
diate) and carbonyl products. The Criegee intermediate can then either be collisionally
stabilised by a third body or undergo unimolecular decomposition to products (see Figure
1.4).
The Criegee intermediate mechanism is universally accepted, but no Criegee inter-
mediate has been observed so far in the gas-phase, although some evidence of the pri-
mary Criegee intermediate, formaldehyde oxide (CH2OO), is available from mass spectro-
scopic experiments involving chlorine-initiated gas-phase oxidation of dimethyl sulfoxide
(DMSO) [37].
In this work, reactions of ozone with ethene, tetramethylethylene and 2-methylpropene
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Figure 1.4: Criegee intermediate mechanism for reaction of an alkene with ozone
[34]
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have been investigated by u.v.-photoelectron spectroscopy in order to estimate the branch-
ing ratio between channels  and (1 - ), the decomposition pathways of the primamry
ozonide and to see if any reaction intermediates can be observed.
92. Experimental methods
2.1 The matrix isolation technique
2.1.1 Principles and characteristics of the method
Matrix isolation [38, 39] is an experimental technique used in chemistry and physics which
generally involves a material being trapped within an unreactive matrix. A host matrix
is a continuous solid in which guest particles (atoms, molecules, ions, etc.) are embedded.
The guest is isolated within the host matrix (Figure 2.1).
Initially the term \matrix-isolation" was used to describe the placing of a chemical
species in any unreactive material, often a polymer or a resin, but more recently it has
been used to specically refer to molecules isolated in low temperature solids.
A typical matrix isolation experiment involves a sample being diluted in the gas-phase
with the host material gas, usually a noble gas or nitrogen. This mixture is then deposited
on a cold window, often cooled to 10 K or below. The sample may then be studied using
various spectroscopic methods.
Matrix isolation has its origins in the rst half of the 20th century with experiments
Figure 2.1: Guest species (in red) isolated in solid host matrix (in blue)
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by photochemists and physicists which involved freezing a sample in a liqueed gas. The
earliest matrix isolation experiments involved the freezing of species in transparent, low
temperature organic glasses [40, 41]. The modern matrix isolation technique was devel-
oped extensively during the 1950s, in particular by Pimentel [38]. He initially used inert
gases like xenon and nitrogen as the host material, and he is often said to be the father
of matrix isolation.
The inert gas plays the role of isolating the sample molecules in the matrix. Elimination
of interactions between sample molecules in the matrix, and the cooling of the sample,
leads to infrared spectra with much narrower bands than the ones obtained in a high
temperature vapour spectrum. As the molecules are trapped at low temperature, the
contribution of \hot bands", background radiation and rotational-vibrational structure is
almost eliminated. However an eect that must be taken into account is the possible shift
of the bands from their gas-phase values due to interactions with the matrix.
The transparent window, onto which the sample is deposited, is usually cooled using
compressed helium or similar refrigeration methods. Experiments must be performed
under a high vacuum to prevent contaminants from unwanted gases freezing on the cold
window. Noble gases such as argon, and also molecular nitrogen, are often used as matrix
gases.
Using the matrix isolation technique short-lived, highly-reactive species such as rad-
icals, ions and reaction intermediates may be observed and identied by spectroscopic
means. Infrared and visible-ultraviolet spectroscopy are important tools for detecting
and studying reaction intermediates in matrices [42, 43].
2.1.2 Matrix isolation apparatus
In this work, an instrument equipped with a CsI deposition window, transparent to in-
frared radiation, is used [44] (see Figure 2.2). In the experiments, both nitrogen and
argon were used as matrix gases. Cryogenic cooling is provided by an Air Products CSW-
202 water cooled 'Displex' closed cycle unit, which uses helium as the refrigerant. The
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unit consists of two parts, a compressor and an expander module which are connected by
exible, high pressure hoses. The expander is mounted in a high vacuum chamber using
a double 'o'-ring seal. The CsI window is mounted at the base of the expander unit to
provide a cold deposition surface.
The lower section of the vacuum shroud has two CsI windows to permit the transmission
of the infrared beam, which is perpendicular to the direction of the vapour, so the windows
are rotated by 90o after a suitable amount of sample has been deposited on the window:
in this way, IR spectra can be obtained.
The vacuum chamber is maintained at low pressure, ca. 1 10 6 mbar, using an Edwards
'Distak' unit comprising oil diusion and rotary pumps, and a liquid nitrogen cooled trap.
The vacuum shroud and the cryostat are connected to the sample cell of a Perkin Elmer
983G (5000-180 cm 1) infrared spectrometer. The spectrometer is interfaced to a Perkin
Elmer 3600 data station to allow manipulation and storage of experimental data.
The experiments in this work were performed using a ow-tube inlet system (Figure
2.3) similar to that used by Dyke et al. [13]. In this inlet system, the inner tube is
movable with respect to the outer tube; DMS and molecular halogens, diluted with the
matrix gas, could be introduced into this inlet system (one reagent admitted to the inner
tube and the other to the outer tube) and as the inner inlet tube is moved, so the reaction
distance (reaction time) from the window could be changed.
2.1.3 Fourier Transform IR spectroscopy
The main component in a Fourier-transform Infrared (FT-IR) spectrometer is the inter-
ferometer [45]. The basic components of an idealised Michelson interferometer are shown
in Figure 2.4.
In this spectrometer, infrared radiation emitted by a source is directed to a device
called the beam splitter, which ideally allows half of the radiation to pass through while
it reects the other half. The reected part of the beam travels to the xed mirror M1
along a distance L. It is reected there and hits the beam splitter again after a total path
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Figure 2.2: Vertical section scheme of the \Displex" cryogenic cooling unit of the
IR matrix isolation spectrometer used in this work
length of 2L. The same happens to the transmitted part of the beam. However, as the
reecting mirror M2 for this interferometer arm is not xed at the same position L but
can be moved very precisely back and forth around L by a distance x, the total path length
of this beam is accordingly 2(L+x). Thus when the two halves of the beam recombine
again on the beam splitter, they exhibit a path length dierence or optical retardation
of 2x. The beam leaving the interferometer is passed through the sample compartment
and is nally focused on the detector D. The quantity actually measured by the detector
is thus the intensity I(x) of the combined IR beams as a function of the moving mirror
displacement x, the so called interferogram (Figure 2.4B).
The interferometer produces and recombines two wave trains with a relative phase
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Figure 2.3: Mixing system used during the infrared matrix isolation experiments
Figure 2.4: A) Schematic of a Michelson interferometer. S; source. D: detector.
M1: xed mirror. M2: movable mirror. X: mirror displacement. B) signal
measured by detector D. This is the interferogram. C) interference pattern of
a laser source. Its zero crossings dene the positions where the interferogram is
sampled (dashed lines).
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dierence, depending on the mirror displacement. These partial waves interfere construc-
tively, yielding maximum detector signal, if their optical retardation is an exact multiple
of the wavelength , i.e. if:
2  x = n  (n = 0;1;2;:::) (2.1)
Minimum detector signal and destructive interference occur if 2x is an odd multiple
of =2. The complete dependence of I(x) on x is given by a cosine function:
I(x) = S(!)cos(2  !  x) (2.2)
where the wavenumber ! = 1= has been introduced and S(!) is the intensity of the
monochromatic line located at wavenumber . Equation 2.2 is very useful for practical
measurements, because it allows very precise tracking of the movable mirror. Inclusion
of the interference pattern of the laser source in Figure 2.4C demonstrates how the IR
interferogram is digitized precisely at the zero crossings of the laser interferogram. The
accuracy of the sample spacing x between two zero crossings is determined by the preci-
sion of the laser wavelength itself. As the sample spacing ! in the spectrum is inversely
proportional to x, the error in ! is of the same order as the error in (x) 1. Thus,
FT-IR spectrometers have a built-in wavenumber calibration of high precision (about
0.001 cm 1).
Besides its high wavenumber accuracy, FT-IR spectroscopy has other features which
make it superior to conventional IR spectroscopy. The throughput advantage (or so
called Jacquinot advantage) arises from the fact that the circular apertures used in FT-IR
spectrometers have a larger area than the linear slits used in grating spectrometers, thus
enabling higher throughput of radiation. In conventional spectrometers, the spectrum
S(!) is measured directly by recording the intensity at dierent monochromator settings
!, one ! after the other. In a FT-IR spectrometer, all frequencies emanating from the IR
source impinge simultaneously on the detector. This advantage is called the multiplex or
Fellget advantage.
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The measuring time in FT-IR spectroscopy is the time needed to move mirror M2 over
a distance inversely proportional to the desired resolution. As the mirror can be moved
very fast, complete spectra can be measured in fractions of a second.
Finally, the Fellget and Jacquinot advantages permit construction of interferometers
having much higher resolving power than dispersive instruments.
2.2 Photoelectron spectroscopy
2.2.1 Basic principles of photoelectron spectroscopy
Photoelectron spectroscopy (PES) is based on Einstein's photoelectric eect [46]. A pho-
ton can remove an electron from a molecule if the photon has an energy greater than the
energy holding the electron in the molecule. For an atom for a given photon energy, the
energy in excess of that needed for ionisation is carried by the outgoing electron in the
form of kinetic energy. The kinetic energy of the ejected electron is measured by a pho-
toelectron spectrometer. As shown in equation (2.3), the dierence between the photon
energy (h), which is known, and the electron kinetic energy (K.E.), which is measured,
is the ionisation energy (I.E.).
I:E: = E(h)   K:E:(e
 ) (2.3)
For a neutral molecule in the gas phase, the photon ionises the molecule (M) and leaves
the molecule in a positively charged ion state (M+) according to equation (2.4).
M + photon(h) ! M
+ + e
  (2.4)
Invoking the conservation of energy principle, an expression can be derived for the
kinetic energy, K.E., of the electron (Eq. 2.5), where Ii is the ith ionization energy of the
molecule and Evib and Erot represent the changes in vibrational and rotational energy
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between the molecule and ion that occur on ionisation.
K:E: = h   Ii   Evib   Erot (2.5)
Experimentally, rotational structure is not normally resolved in a u.v.-photoelectron
spectrum, so the Erot term can be added to the Ii term to give K.E. = h - I'i - Evib.
However, vibrational structure may be resolved and a photoelectron band may exhibit
vibrational structure corresponding to the vibrational mode or modes that are excited in
the ion.
In general, a photoeletron spectrum can provide three types of information [47] related
to the molecule and/or ion involved in the ionisation process:
1. The adiabatic ionisation energy, which corresponds to an ionisation from the elec-
tronic and vibrational ground state of the neutral molecule, to the vibrational ground
state of a particular ionic state, and the vertical ionisation energy which is the ion-
ization energy corresponding to the most intense component in a photoelectron
band.
2. The separation of the vibrational components observed in a photoelectron band
envelope. These can be used to calculate vibrational constants for the vibrational
mode excited in the cation.
3. The relative photoelectron band intensities which can be used to calculate relative
photoionisation cross-sections.
4. The relative intensities of vibrational components in a band. These can be used to
determine the geometry change between the molecule and the ion.
2.2.2 Vibrational structure in a photoelectron band
Each photoelectron band is associated with the energy necessary to produce an ion in a
particular electronic state: the rst band is associated with the ionisation to the ground
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ionic level, the second band to the rst excited ionic state, and so on. PES is not usually
able to resolve rotational structure in a band, but it is often possible to resolve vibrational
structure associated with the ionisation process associated with the PE band (see Figure
2.5). In this case, the band is resolved into dierent vibrational components. As mentioned
in the previous section, the lowest in energy of these components is dened as the adiabatic
ionisation energy (AIE) while the most intense component is called the vertical ionisation
energy (VIE).
The AIE of a band is the energy necessary to ionise a molecule in its ground electronic
and vibrational state to the lowest vibrational state of the ionic electronic state related to
that particular PE band. In other words, both the molecule and the ion are in their v=0
vibrational level; the adiabatic transition is also referred as the 0-0 transition. The VIE
is the transition for which the overlap of the vibrational wavefunctions of the molecule
and the ion is a maximum. The relative intensities of the vibrational components in a
photoelectron band is expressed by the Franck-Condon factor (FCF). The most probable
vibrational transition in an ionisation process has the strongest component in a PE band;
this is the vertical transition, the component for which the FCF is maximum. The VIE
and the AIE coincide only if the most intense component of the band is the lowest in
energy, or in other words if the ionic vibrational wavefunction that produces the highest
overlap with the v"= 0 vibrational wavefunction of the neutral molecule is v'= 0. This
would occur if the electron removed on ionisation is initially in a non-bonding type of
orbital. In general, however, v"= 0 and v'6= 0 for the most intense component; i.e. for
removal of an electron from a bonding orbital a broad band is obtained with the AIE6=VIE
and the vibrational constant (!0
e) in the ion less than that in the neutral molecule (!00
e).
In Figure 2.5, the AB+(X)   AB(X) ionisation is a non-bonding atom type ionisation,
and gives a PE band where the AIE=VIE, and AB+(A)   AB(X) ionisation is a bonding
type ionisation and gives a PE band where AIE6=VIE.
Considering that at room temperature the neutral molecule would be in its ground
vibrational level, the spacings observable in a PE band are associated with the vibrational
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Figure 2.5: Potential energy curves for the molecule AB in its ground state and
the corresponding molecular ion AB+ in several dierent ionic states [48]. The
Franck-Condon region is between the vertical lines. Photoelectron bands resulting
from the various ionisations are shown schematically on the right ordinate
spacings of the ionic electronic state reached with the ionisation associated with that
particular PE band.
2.2.3 The vacuum ultraviolet photon source
The essential components of a gas-phase photoelectron spectrometer [47] are a highly
monochromatic source of photons, a region for photoionisation, an electron energy ana-
lyzer designed to separate photoelectrons according to their kinetic energies, an electron
detector, and some suitable detection and counting electronics. A schematic diagram of
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the photoelectron spectrometer [49, 50] used in this work is shown in Figure 2.6.
Figure 2.6: Schematic diagram of a photoelectron spectrometer: A Analyser Cham-
ber, I Ionization Chamber, D diusion pump,  V Hemisphere Voltages, S
Sample beam, P Photon beam and E Electron detector.
The basic requirement of any photon source used in u.v.-PES is that it should provide
a high intensity, highly monochromatic source of radiation capable of ionising the valence
electrons in most molecules. The most common source of radiation that satises these
conditions is the HeI resonance line at 584  A (21.22 eV). This can be generated in a dc
capillary discharge in helium and such a lamp has been used in this work. The main
resonance line arises from the transition 1P(1s2p) ! 1S(1s2) in neutral helium and it is
termed HeI (21.22 eV). There are also other higher members of the transition series
1P(1snp) ! 1S(1s2) present in the output discharge (termed HeI, HeI etc... ), but their
intensity is a small fractions of that of the main HeI line [47].
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2.2.4 The ionisation region
In general the partial pressure of the target gas in the ionisation chamber needs to be
between 10 5 - 10 4 torr to obtain an adequate signal. The background pressure in the
ionisation chamber with no sample gas admitted must be 10 5 torr or lower to allow
electrons to be transmitted without undergoing inelastic collisions with background gas,
which means that in the case of gas samples, adequate pumping arrangements have to be
made to prevent the sample gas diusing into the electron analyser. In the instrument
used in this work, the gaseous sample is introduced into the ionisation region at 90 to
the photon beam and the product photoelectrons are sampled and the energy analysed
by a 150 hemisperical analyser.
2.2.5 The electron energy analyser
The method of energy analysis in the spectrometer used in this work, is based on the
use of an electrostatic eld to deect the electrons [47, 51]. In the spectrometer, the
analyser consists of a 10 cm mean radius hemispherical analyser created by two concentric
hemispherical sectors charged to the same voltage but of opposite sign (inner '+ V', outer
'- V'). This arrangement permits negatively charged particles of dened energy to be
transmitted, the energy of transmission (E) being related to the applied voltage (V) by:
V =
E
2
(
R2
R1
 
R1
R2
) (2.6)
where R1 and R2 are the radii of the inner and the outer hemispheres, respectively.
Variation of the potential between the two concentric hemispheres allows the passage of
photoelectrons having dierent kinetic energies to the electron detector. The photoelec-
tron spectrum is then obtained by sweeping the voltages (+V,-V) on the hemispheres and
recording the number of electrons of each kinetic energy reaching the electron detector
per second.
This type of analyser has the property that the source, the centre of the spheres and
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the focus are all on the same line, which is a useful aid in construction. The electrons can
travel in any orbit, starting at S and terminating at E but in dierent planes (see Figure
2.6). This is called the "double focussing" property of this type of analyser and results in
high transmission.
A consequence of the fact that electrons are charged particles is that their path through
the analyser may be pertubed by the presence of any stray electric or magnetic elds, and
this results in a degradation in signal intensity and resolution. The origin of these elds
arises from two main sources: the Earth's magnetic eld and any other local elds, as
well as patches of surface charge in the critical regions in the path taken by the electrons.
The Earth's magnetic eld and any local elds can be eliminated by employing three
sets of mutually orthogonal Helmholtz coils through which current is passed. The eect
of the eld produced by these coils is optimised by monitoring the photoelectron signal
intensity and resolution of the Ar+(2P3=2;1=2)   Ar (1S0) (3p) 1 bands as a function of
the current owing through each pair of Helmholtz coils. The elds arising from the
contact potentials and local areas of surface charge inside the spectrometer are minimised
by coating all of the surfaces between the ionisation region and the detector with colloidal
graphite to provide a homogeneous surface potential.
The resolution of a photoelectron spectrometer is a measure of the energy spread
associated with a particular feature in a photoelectron spectrum and is usually quantied
in terms of the full width at half maximum (F.W.H.M.) of the Ar+(2P3=2;1=2)   Ar (1S0)
photoelectron band for the argon (3p) 1 ionisation. A typical value for the resolution of
the spectrometer used in this work under operating condition is 25 - 30 meV using HeI
radiation.
Two signicant contributors to the resolution of the spectrometer are the linewidth of
the ionising radiation, which will contribute 3 - 4 meV to the band width and Doppler
broadening due to the thermal motion of the molecules being ionised, which can contribute
up to 10 meV depending on the mass of the sample and its temperature. However,
the largest contribution to the resolution of the spectrometer is that imposed by the
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spectrometer's slit widths and radius of the electrostatic analyser. For a stable electron
orbit around the hemispheres the centripetal force is balanced by the electrical force on
the electron:
mv2
R
= eF (2.7)
Hence, the energy of the detected electrons, E, is related to the mean radius of the
electron orbit, R, by the expression:
E =
1
2
mv
2 =
1
2
eFR (2.8)
where F is the electric eld between the two hemispheres, m is the mass of the electron
and v is its velocity. However, as the entrance and exit slits have nite width, they allow
a range of electron energies (E) to be trasmitted for a given voltage setting on the
hemispheres. This energy range, known as analyser bandpass, is then dened as:
E =
1
2
eFR (2.9)
For an analyser with an entrance slit width dR1 and an exit slit width dR2 [52], the
variation in R (R) can be approximated as R = 1
2 (dR1 + dR2) = S
2, where S is the
total slit width. Combining equations (2.7) and (2.8), the resolution of the analyser can
be dened by the following equation:
E
E
=
S
2R
(2.10)
It can be seen that, for a given electron energy, E decreases as the total slit width is
reduced. It is also clear that for a hemispherical analyser, where S and R are xed, the
resolution improves as the kinetic energy of the electrons is decreased.
In equation 2.9 E is the base-width of a band. For typical band shapes obtained with
a hemispherical analyser it has been shown that the half-width and the base width are
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related via EB = 2.3 E 1
2 [53], i.e. :
E 1
2
E
=
S
2R

1
2:3
(2.11)
This equation therefore gives the instrumental contribution to the experimental reso-
lution arising from the geometric parameters of the analyser and the slits. Typically if E
= 5 eV, R = 10 cm, S = 2 mm, E 1
2 = 22 meV which is the dominant contribution to
the experimental resolution.
2.2.6 Detection of electrons and spectrum recording
With the type of analyser described above, electrons are usually detected with an electron
multiplier placed at the focus (E in Figure 2.6).
The detector used is a spirally shaped channel electron multiplier. The front cone is
earthed and the far end has a voltage of 2.5 kV applied to it. This causes the electrons
which impact on the cone to be amplied by a series of cascade processes in the detector.
The signal then passes to a pre-amplier and then to an amplier. It is then transmitted
to a ratemeter connected either to a PC or a chart recorder.
2.2.7 The vacuum system
In order to allow the passage of the photoelectrons from the ionisation chamber to the
electron detector, the pressures within the spectrometer must be low enough such that the
mean free path of the electrons exceeds the distance they have to travel. The distance from
the generation region to the detection region is approximately 30 cm in the spectrometer
used in this work, and this requires that the pressure must be maintained below 10 5
torr. This requirement is achieved by pumping the analyser chamber with a diusion
pump which is backed by a direct drive rotary pump. Similarly, the ionisation chamber
is pumped by an identical diusion pump tted with liquid nitrogen trap to improve the
pumping eciency, and backed by a rotary pump. The task of this second pump is to
pump the sample vapour as quickly as possible into the photon beam.
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2.2.8 Inlet systems used during PES experiments
The DMS+XY reactions (where XY=Br2, I2, ICl and BrCl), the reaction between ozone
and tetramethylethylene, and ozone and 2-methylpropene were performed by using the
same inlet systems used in previous work on DMS+Cl2 [12, 13] (Figure 2.7).
Figure 2.7: Schematic diagram of the inlet systems used in the PES experiments.
This consists of a glass tube inlet system, with a lateral outlet (in a T shape), with
an inner glass tube which can be moved with respect to the ionization point. With this
tube, one of the reactants is admitted into the system through the lateral outlet and the
other one is admitted through the inner tube. Either a fully open tube or an open tube
with a reduced exit hole (2 mm) was used (see Figure 2.7).
The reaction of ozone with ethylene is very slow and a recommended value for the rate
coecient for the reaction of ozone with ethylene has been given by Calvert et al. [26] as
k = 1.59  10  18 cm3 molecule 1 s  1 at 298 K, with an estimated overall uncertainty of
30%. Due to the explosive nature of the mixture of ethylene and ozone at high pressure,
a reduction of the exit hole of the inlet tube to increase the reaction time was considered
dangerous. An alternative way to extend the reaction time was to increase the mixing
distance using an open ended tube (which was increased to 10.5 meters length). In order
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to build a system which is easy to use, and taking into account the dimensions of the
working space, plastic tubing reinforced internally with short sections of glass tube were
chosen as a suitable material for the new inlet tube. The tube was wound as a helix with
four reagent mixing points, as shown in Figure 2.8. This system allows changing the total
mixing distance by changing the distance between the mixing points over the range of
0.0-10.5 meters. Because the reaction is slow and large mixing distances have to be used
with this inlet, it was not possible to detect short lived intermediates (e.g. OH) but this
inlet system is useful for studying longer-lived intermediates or stable products of slow
reactions.
Figure 2.8: Diagram of the inlet system used to study the O3+C2H4 reaction by
PES
2.2.9 Production of short-lived species
A species whose lifetime () is less than a few of seconds at low pressure in the gas-phase
is considered a reactive intermediate or a short-lived species. The essential requirements
for any investigation of short-lived species are [54]:
1. The production of the species should be as near as possible to the photoionisation
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region but the method used must be not generate spurious elds which may interfere
with spectral detection.
2. The transportation of the species to the photoionisation region should be in the
time  , where  is the lifetime of the species under the conditions used.
3. Notwithstanding the requirements in (2), a suciently high partial pressure of the
short-lived species is needed in the photoionisation region so as to make photoelec-
tron detection a feasible proposition, i.e. to give ultimately a favorable signal-to-
noise ratio in the photoelectron spectrum.
4. One should aim to reduce the complexity in the photoelectron spectrum by a suitable
choise of reaction conditions. It is often the case that if due consideration is given to
such factors as choise of reactants, generation conditions of the molecule of interest,
carrier gas pressure etc.., one can optimise favorably the nal contribution of the
short-lived species to the overall spectrum.
The principal methods which have been used in PES for producing short-lived species
in the vapour phase are microwave or d.c. discharges in gases, the pyrolysis of solid and
vapours, and rapid gas-phase reactions [54]. Only gas-phase reactions have been used in
the work reported in this thesis.
When studying the photoelectron spectrum of a short-lived species, it is often very
helpful to have some knowledge of its spectroscopic properties in its ground state, an un-
derstanding of the gas-phase kinetics under the conditions in which it is produced, and,
if possible, an experimental estimate of its rst ionisation energy. Ionisation energies and
neutral and ionic state spectroscopic constants obtained from molecular orbital calcula-
tions are also useful, and this has been used in this work. A summary of the theoretical
methods, used in this work, and their underlying principles, are given in Chapter 3.
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2.3 Conclusion
The matrix isolation infrared spectrometer, the u.v.-photoelectron spectrometer and the
dierent inlet systems described in this Chapter have been used to study reactions of
atmospheric importance, i.e. DMS with halogens and selected alkenes with ozone, and
the results obtained are described in Chapters 4 and 5.
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This chapter describes the theoretical basis on which the electronic straucture calculations
performed in this work are based.
3.1 The Schr odinger equation
Proposed by Schr odinger, this equation denes the wave-like characteristics of particles
[55]. The earlier relation derived de Broglie [56] proposed that all matter has wave prop-
erties and that the wavelength of the associated wave, is related to the momentum of the
particle (Eq. 3.1).
 =
h
p
(3.1)
The time-independent Schr odinger equation can be written as:
^ H	 = E	 (3.2)
where ^ H is the Hamiltonian Operator, E is the total energy of the system and 	 is
the molecular wavefunction. Any function which satises this equation is known as an
eigenfunction of the operator ^ H, and the constant E is known as an eigenvalue of the
operator ^ H.
It is impossible to solve the Schr odinger equation exactly for atoms and molecules
containing more than one electron. However, various approximations are introduced to
allow approximate solutions to be obtained.
Within the Born - Oppenheimer Approximation [57], the total wavefunction is written
as a product of electronic and nuclear parts (Eq. 3.3), where 	e refers to the electronic
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wavefunction and 	n refers to the nuclear function.
	 = 	e  	n (3.3)
On an electronic timescale, nuclei can be considered as xed, as nuclei are much heavier
than electrons. It is therefore reasonable to separate the electronic and nuclear wavefunc-
tions in this way. The wavefunction of the electrons depends on the positions, but not
the momenta of the nuclei. It is therefore possible to solve the electronic Schr odinger
equation at xed nuclear positions. The Schr odinger equation for electronic motion can
be written as:
^ H	e = Ee	e (3.4)
For many electron systems, approximations must be made to allow approximate solu-
tions to this electronic Schr odinger equation to be obtained.
In order to obtain approximate solutions to the Schr odinger equation for many-electron
systems, use must be made of the Variation Theorem [58]. This states that the energy
evaluated from an approximate wavefunction will always be greater than or equal to the
exact ground state energy for the Hamiltonian. The expectation value of the energy is
given by:
E =
Z
	
H	dv (3.5)
The Variation Theorem can therefore be expressed by the relationship (for normalised
wavefunctions):
E =
Z
	
H	dv > E0 (3.6)
where E0 is the exact ground state energy.
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3.2 The Hartree - Fock SCF method
The Hartree - Fock (HF) method [59{62] is an approximate method for the determina-
tion of the ground-state wavefunction and ground-state energy of a quantum many-body
system.
The Hartree-Fock method assumes that the exact N-body wavefunction of the system
can be approximated by a single Slater determinant [63] (in the case where the particles,
the electrons, are fermions) of N spin-orbitals1. Invoking the variational principle, a
set of N coupled equations for the N spin-orbitals can be derived. Solution of these
equations yields the Hartree-Fock wavefunction and total energy of the system, which are
approximations of the exact ground state wavefunction and total energy.
In the Hartree-Fock method each electron interacts with the mean eld created by all
other particles rather than the instantaneous eld. The equations are solved by means of
an iterative, xed-point type algorithm. For molecules, the Hartree-Fock method is the
central method for all ab initio quantum chemistry methods.
The Hartree-Fock method is used to solve the time-independent Schr odinger equa-
tion for a multi-electron atom or molecule, within the Born-Oppenheimer approximation.
Due to the non-linearities introduced by the Hartree-Fock approximation, the equations
are solved using an iterative method, which gives rise to the name "self-consistent eld
method". The Hartree-Fock method is also called the self-consistent eld (SCF) method.
The Hartree-Fock method involves ve major approximations:
 The Born-Oppenheimer approximation is assumed. The full molecular wavefunction
is actually a function of the coordinates of each of the nuclei, in addition to those
of the electrons.
 Typically, relativistic eects are completely neglected. The momentum operator is
assumed to be completely non-relativistic.
1A Slater determinant is an expression which describes the wavefunction of a multi-fermionic system
that satises anti-symmetry requirements; it satises the Pauli exclusion principle by changing sign upon
exchange of fermions.
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 The variational solution is assumed to be a linear combination of a nite number of
basis functions, which are usually (but not always) chosen to be orthogonal.
 Each energy eigenfunction is assumed to be describable by a single Slater determi-
nant, an antisymmetrised product of one-electron wavefunctions (i.e. orbitals).
 The mean eld approximation is implied. Eects arising from deviations from this
assumption, known as electron correlation, are completely neglected.
The greatest limitation of the SCF method is that with the SCF method electron
interaction is treated as an average Coulomb potential felt by an electron as well as an
exchange term between electrons of parallel spin; this is dierent from the instantaneous
spatial interaction experienced by electrons in a real system. As electrons are not properly
correlated in the SCF method, this problem is called electron correlation, as mentioned
before.
Two types of electron correlation can be distinguished: dynamic electron correlation
[64] which is a short range eect depending on the instantaneous motions of the single
electrons, and non-dynamic electron correlation [65] which arises from the fact that a
wavefunction based on a single conguration is inadequate to describe particular systems
where near-degeneracies in the electronic conguration are possible. Non-dynamic elec-
tron correlation varies with the internuclear distance, and its eect is particularly relevant
at the dissociation limit. These two factors constitute the general electron correlation ef-
fect.
To reach a high chemical accuracy, eective ways to take into account of electron cor-
relation have to be used. Dierent methods have been developed to tackle the electron
correlation problem, and they nd extensive application for ab initio calculations. Meth-
ods that do not include any empirical or semi-empirical parameters in their equations -
being derived directly from theoretical principles, with no inclusion of experimental data
- are called ab initio methods.
Ab initio SCF methods have the great advantage of being universal. They can be used
for both open and closed-shell molecules, and fast methods to optimise the molecular ge-
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ometries and harmonic vibrational frequencies are available. Modern computation power
rapidly increases the feasibility of ab initio calculations for large systems: the ab initio
method is therefore the most important class of theoretical calculations.
The choice of method depends on the particular class of molecule to be studied, as well
as the degree of accuracy of the results required and on the computational time needed
to perform the calculation.
3.3 Koopmans' theorem
Ionisation energies are the most important pieces of information obtainable in a pho-
toelectron spectrum. It is therefore very useful to calculate them, as these values can
assist photoelectron band assignment. The most useful ionisation energy to calculate
to assist band assignement is the vertical ionisation energy (VIE). This can calculated
via Koopmans' theorem [66] which states that the energy necessary to ionise a closed -
shell molecule by extracting an electron from the spin-orbital is equal and opposite to the
energy of a spin orbital (k) itself calculated at the Hartree - Fock limit, which will be
introduced in the next section, i.e.:
IE = EN   EN 1 =  k (3.7)
where IE is the vertical ionisation energy (see Figure 2.5).
In this way, VIEs can be calculated from a calculation on a closed-shell molecule simply
by using the negative of the orbital energies.
Koopmans' theorem is based on a number of approximations: the use of a single
determinant in the Hartree - Fock equations, the neglect of electron correlation change
between the molecule and the ion, and the neglect of orbital relaxation (the change of spin
orbitals when passing from the neutral to the cation). Because of these approximations,
it sometimes fails to correctly reproduce the correct order of the ionic states. In fact,
the "true" VIE is related to the VIE predicted by Koopmans' theorem (VIEKT) by the
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relation:
V IE = V IEKT   R + C (3.8)
where R is the orbital relaxation term and C is the term for correlation energy change
between the molecule and the ion. As dened in this equation, R and C are usually
positive. The electron correlation change on ionisation and the orbital reorganisation often
tend to compesate each other so Koopmans' theorem sometimes obtains fortuitously the
experimental VIEs with a good approximation [67]. The fact that very often Koopmans'
theorem overstimates the true VIE implies that R > C.
An alternative approach to calculate VIEs is to calculate the energy of the cation at
the neutral equilibrium geometry and to substract from this energy the energy of the
neutral molecule at the same geometry. This is called the SCF method [68] and it takes
into account the eect of orbital relaxation. As the cation has one electron less than the
neutral, the SCF method often leads to calculated vertical ionisation energies which are
too low as no allowance has been made for electron correlation in each state. Normally
SCF VIEs are lower than the experimental VIEs, while Koopmans' values are higher.
3.4 Basis sets
A basis set is a set of functions used to represent the molecular orbitals, which are ex-
panded as a linear combination of these functions with the weights or coecients to be
determined. Usually the basis functions are atomic basis functions.
In the choice of the basis set, two important factors must be considered. A large basis
set usually give rises to a decreased total energy of the system. There is an energy limit
called the Hartree-Fock limit, beyond which an increase of basis functions does not cause
any lowering of the total energy.
The Hartree-Fock limit is dened as the "true" total SCF energy of the system. There-
fore, the results given by the basis set must be as close as possible to those obtained at
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the Hartree-Fock limit. To reach this degree of accuracy, a large basis set must be used.
Unfortunately, the computational time needed for the calculation with a very large basis
set can be prohibitive: the number of the two-electron integrals, the most demanding cal-
culational eort rises as n4 where n is the number of basis functions. Hence a compromise
must be made in the choice of the basis functions.
There are two main types of atomic basis functions normally used in the Hartree Fock
method:
 Slater-type orbitals (STOs)
 Gaussian-type orbitals (GTOs)
3.4.1 Slater-type orbitals
These orbitals are of the form nml = Nnml rn 1 exp(- r) Ylm (,) [63] where N is a
normalisation constant, n is the principal quantum number, l is the azimuthal quantum
number, m is the magnetic quantum number and Ylm (;) is a spherical harmonic.
Slater-type orbitals are hydrogen-like atomic wavefunctions. They are physically realistic
in that they represent \real" atomic orbitals quite well but the problem with STOs is that
two-electron integrals can involve electrons on dierent nuclei; these integrals, which are,
therefore, known as a multicentre integrals cannot be evaluated analytically with STOs,
they can only be evaluated numerically. As this is computationally time consuming, this
led to the introduction of GTOs.
3.4.2 Gaussian-type orbitals
GTOs, which are used in this work, were rst introduced by Boys [69] and are expressed
as nlm = N xl ym zn exp(-  r2) Ylm () where n, l and m are now integer values (not
quantum numbers).
The advantage of GTOs is that the product of two GTOs is another GTO and, as a
result, two-electron integrals can be evaluated analytically.
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GTOs have the disadvantage that they are not very good representations of atomic
orbitals, as they do not possess a cusp at the nucleus, which atomic orbitals do. They
also decrease too rapidly with r. It is therefore necessary to use a linear combination of
several GTOs to represent an atomic orbital. This computational eort can be reduced by
xing certain expansion coecients in the basis set relative to each other. This is known
as contracting the basis set and this allows a large basis set to be broken down into a
smaller number of groups. Therefore, only the coecients multiplying the contracted
GTOs, are used as variational parameters in the Self-Consistent Field calculation.
Double-zeta basis sets [70], used in this work, can be expressed as shown in equation
(3.9). In this way, one atomic orbital can be represented by two functions.
 = Dae
 ar + Dbe
 r (3.9)
Triple-zeta basis sets [71], also used in this work, contain yet another basis function,
improving the accuracy of the molecular calculation (Eq. (3.10)).
 = Dae
 ar + Dbe
 br + Dce
 cr (3.10)
These basis sets may be augmented with diuse functions and this is denoted by adding
the aug-prex to the basis set keyword. These are very shallow Gaussian basis functions,
which more accurately represent the "tail" portion of the atomic orbitals, which are distant
from the atomic nuclei.
Basis sets for atoms beyond the third row of the Periodic Table, such as iodine in this
work, are often dealt with in a dierent way than lighter elements. For these atoms,
electrons close to the nucleus are treated in an approximate way, by using eective core
potentials (ECPs) [72]. The core electrons and orbitals are assumed to have minor eects
on most chemical properties. In an ECP basis set, the core is represented as a core
potential and only valence electrons are treated, and so the computational eort is highly
reduced.
In this work, cc-pVDZ [73] basis sets were used, except for the chlorine, bromine and
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iodine atoms for which aug-cc-pVDZ [74] basis sets were utilised. Besides, for the iodine
atom a ECP [72] basis set was applied. The cc prex stands for "correlation-consistent".
Correlation consistent basis sets are built up by adding shells of functions to a core set of
atomic Hartree-Fock functions. Each function in a shell contributes very similar amounts
of correlation energy in an atomic calculation.
The "correlation consistent" part of the name implies that in these basis sets the expo-
nents and contraction coecient have been variationally optimised not only for Hartree-
Fock calculations, but also for calculations which include allowance of electron correlation.
Various augmentations to these base sets have also been developed. These include the
addition of diuse functions, as described above, to describe better anions and weakly
interacting molecules (aug-cc-pVnZ), as well as special basis sets designed for describing
the eects of correlating the core electrons (cc-pCVnZ and cc-pwCVnZ).
3.5 Density Functional Theory
Density functional theory [75] (DFT) represents an alternative approach to the approx-
imate solution to the Schr odinger equation. In the DFT method, the exact exchange
term for a single determinant from Hartree Fock Theory is replaced by a more general
expression, the exchange correlation functional, which includes terms accounting for the
exchange energy and electron correlation energy - omitted from Hartree-Fock Theory.
One widely used functional is known as BLYP (from the name Becke for the exchange
part [76] and Lee, Yang and Parr for the correlation part [77]). Even more widely used
is the B3LYP functional, which is used in this work. This is a hybrid functional in which
the exchange energy is combined with the exchange energy from Hartree-Fock theory.
Along with the component exchange and correlation functionals, three parameters dene
the hybrid functional, specifying how much of the exact exchange is mixed in.
The exchange-correlation hybrid functional is usually a linear combination of the
Hartree-Fock exchange and some other exchange functional or a combination of exchange
and correlation functionals. The parameters controlling the amount of each functional
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can be arbitrarily selected and are usually tted to reproduce well some set of observables
(bond lengths, vibrational frequencies, etc.).
3.6 Perturbative methods
M oller-Plesset perturbation theory (MP) [78] is one of several quantum chemistry post-
Hartree-Fock ab initio methods. It improves the Hartree-Fock method by adding some
electron correlation by means of Rayleigh-Schr odinger perturbation theory (RS-PT) [79,
80], usually to second (MP2), third (MP3) or fourth (MP4) order.
It starts by assuming the sum of all the Fock operators for every electron within the
molecule as the unperturbed Hamiltonian ^ H0. A perturbation treatment is then applied
by expressing the exact Hamiltonian ^ H as:
^ H = ^ H0 + ^ V (3.11)
where  is an arbitrary real parameter and V is the perturbative operator. In MPn-theory
the zeroth-order wave function is an exact eigenfunction of the Fock operator, which thus
serves as the unperturbed operator. The perturbation is the correlation potential. In a
MP-n calculation,  is set equal to 1 and the perturbation expansion of the energy and
wavefunction is truncated at the n-th term.
The main level of theory used is MP2. It includes signicant dynamic correlation and
a small amount of non-dynamic correlation.
3.7 Conclusion
In this work, calculations were used to facilitate the assignments of the infrared spectra
recorded for the study on the reactions of DMS with halogen molecules. Also, they were
used to estabilish the mechanism for these reactions, by calculating relevant parts of the
potential energy surfaces.
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Calculations at the B3LYP and MP2 levels of theory were used in all the geometrical
optimisations and the calculations of vibrational frequencies.
The comparison between the experimental and the computed spectra will be described
in detail in Chapter 4.
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4.1 Introduction
The reaction between DMS and Cl2 has been investigated in previous work by u.v.-
photoelectron spectroscopy [12{14] and by infrared matrix isolation spectroscopy [81, 82],
and electronic structure calculations have been carried out in order to investigate the
potential energy surface and identify possible reaction intermediates [13, 14].
In the infrared work by Orville-Thomas et al. [82], in a nitrogen matrix, an absorption
was found at 525 cm 1 which was assigned to the Cl-Cl stretching mode of a reaction
intermediate. In the later work by Machara and Ault [81], in an argon matrix, a very
intense product band at 360 cm 1 was observed and it was assigned to the Cl-Cl stretching
mode of the Cl2 complex with (CH3)2S, along with two other bands at 1035 and 1331
cm 1, although the structure of the complex was not established.
In the work at the University of Southampton [13, 14], infrared matrix isolation exper-
iments on the DMS+Cl2 reaction have been also made which have conrmed the results
found by by Machara and Ault [81]. U.v.-photoelectron spectroscopy experiments were
then performed by using the inlet systems mentioned and described in Chapter 2. The PE
spectra recorded at short reaction times showed unknown features that have been assigned
to a reaction intermediate. The computed structure of a reaction intermediate which gave
VIEs which tted the experimental VIEs, is a covalent structure and a diagram of this
species is shown in Figure 4.1.
However, a dierent minimum energy structure was initially computed. This structure
can be dened as a van der Waals structure and it is shown in Figure 4.2.
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Figure 4.1: Structure computed by Dyke et al. [12{14] for the DMS(Cl2) reaction
intermediate observed in gas-phase PES studies
Figure 4.2: Van der Waals structure for the DMS:Cl2 reaction intermediate
Despite a possible reasonable agreement for the IR spectrum recorded in a matrix for
the reaction intermediate (shown in Figure 4.2), such a complex did not have computed
VIEs which tted the experimental PE spectrum.
The nal products of the reaction have been found to be monochlorodimethyl sulde
(ClCH2SCH3) and hydrogen chloride by using both the techniques.
A computed relative energy diagram obtained from results at the MP2 level of theory
[13] is presented in Figure 4.3 and shows the key parts of the reaction surface.
Given the importance that this reaction might have in climate studies (see Chapter
1), the aim of this work was to investigate the reactions of DMS with other halogen and
interhalogen molecules that might be present in the atmosphere, that is Br2, I2, ICl and
BrCl. It should be noted that no experimental evidence exists in the literature on these
reactions in the gas-phase.
In this chapter, results obtained by using i.r. matrix isolation spectroscopy and u.v.-
photoelectron spectroscopy will be presented and discussed, along with results of electronic
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Figure 4.3: Energy diagram for the DMS+Cl2 reaction obtained from electronic
structure calculations at the MP2 level of theory [13]
structure calculations.
4.2 Infrared matrix isolation results
Matrix isolation experiments were carried out using both argon and molecular nitrogen
as matrix gases (purities 99.99%) and the spectra were recorded at 3.0 cm 1 resolution.
For small selected ranges of the spectra, the resolution was increased to 1.0 cm 1.
The experiments were performed using a ow tube inlet system described in Chapter
2. In this inlet system, the inner tube is movable with respect to the outer tube; in this
way DMS and halogens (the latter diluted with the matrix gas by a factor of 10) were
introduced into the inlet system and the inner tube was moved, in order to change the
reaction distance (reaction time) from the cold deposition window.
Spectra of DMS alone in nitrogen and in argon were rst recorded (Figure 4.4), and
the results are in good agreement with the experimental values found in the literature
by Nxumalo et al. [83] (Table 4.1). Wavenumbers lower than 1000 cm 1 are associated
to CH3 wagging vibrations; wavenumbers between 1000 and 2000 cm 1 are due to CH3
scissoring while the highest wavenumbers arise from C-H3 stretching.
In general, the spectra of the reaction intermediates were obtained by using the mixing
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Figure 4.4: Top: infrared spectrum of DMS in a nitrogen matrix; bottom: infrared
spectrum of DMS in an argon matrix
system described in Chapter 2, mixing the reagents at about 2 cm above the CsI window
on which they are frozen.
DMS+Cl2
The Cl2+DMS reaction was initially studied in this work using the spectrometer and the
mixing system described in Chapter 2, and the results were compared with the earlier
work. When Cl2 and (CH3)2S were codeposited into a nitrogen matrix, many of the bands
found are coincident with those in the parent DMS, but characteristic bands associated
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DMS in N2 DMS in Ar
This work Nxumalo's work [83] This work Nxumalo's work [83]
694.3 695.6 694.1 694.5
902.5 925.4 904.55 926.8
978.3 978.3 977.7 972.3
1033 1033.2 1033.2 1030.3
1313.1 1313.6 1311.3 1310.9
1432.2 1432.7 1431.7 1432.2
1441.2 1442.1 1437.9 1439.8
1446.5 1448.7 1445.3 1447.1
2868.3 2862.5 2857.7 2858.5
2889.9 2887.9 2865.4 2886.9
2924.2 2926.6 2924 2928.2
2972.6 2975.4 2967.8 2973.7
2991.4 2994.6 2995.4 2997.7
Table 4.1: Comparison between this work and Nxumalo's work (wavenumbers in
cm 1)
with the reaction intermediate were observed at about 1331, 1040, 285, 306 and 326 cm 1
(see Figure 4.5), and in an argon matrix, the same band at 1331 cm 1 appears and also
bands at about 1035, 287, 313 and 354 cm 1 were observed (see Figure 4.6). No band at
525 cm 1 was found. The shift between 1035 and 1040 cm 1 is due to the two dierent
gases used as matrix-gas.
Unfortunately, in Ault's paper [81] no table showing experimental absorptions and
relative intensities is available and a full infrared spectrum is not presented but only a
section of the spectrum in the region 1340-600 cm 1 is shown.
Under particular conditions of the DMS+Cl2 reaction, spectra with virtually no unre-
acted DMS were observed. In this way it was possible to identify more clearly the infrared
bands associated with reaction intermediates (Figure 4.7 and Figure 4.8).
The nal products of the reaction between DMS and Cl2 were studied and their infrared
spectra obtained. Bands were observed at 657, 702, 754, 984, 1234, 1427, 1438, 2850 and
2933 cm 1, which belong to monochlorodimethylsulde, and at 2848 cm 1 which can be
assigned to HCl (see Figure 4.9). These results are in agreement with spectra found in
the literature [84, 85].
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Figure 4.5: Comparison between (CH3)2S spectrum and (CH3)2SCl2 spectrum in
a nitrogen matrix
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Figure 4.6: Comparison between (CH3)2S spectrum and (CH3)2SCl2 spectrum in
an argon matrix.
DMS+Br2
The reaction intermediate in the Br2+DMS reaction was also studied by the infrared
matrix isolation technique. Experiments were performed in an argon matrix rst and
bands at 1035, 1330 and 204 cm 1 were found (Figure 4.10). Further experiments followed,
in nitrogen as the matrix gas, giving the same results.
In an experiment designed to study the nal products of the DMS+Br2 reaction, no
nal products were observed (i.e. monobromodimethylsulde and HBr) and only bands
associated with the reaction intermediate were observed. The bands at 1035 and 1331
cm 1 were observed as well as a band at 204 cm 1. The compound obtained as a product
of the DMS+Br2 reaction is an orange-yellow volatile solid product. The compound was
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Figure 4.7: DMS : Cl2 infrared spectrum with no unreacted DMS in a nitrogen
matrix: the characteristic 1040 and 1331 cm 1 bands associated with the inter-
mediate can be clearly seen (impurities are denoted by *)
obtained by mixing DMS and Br2 on a vacuum line, with DMS slightly in excess which
was pumped away after the reaction occured.
The dimethyl sulphide-bromine complex has been previously studied by Raman spec-
troscopy [86, 87] and X-ray diraction [88] in the solid phase. The structure proposed in
these previous works for the compound in the solid phase, is a Me2S-Br2 charge-transfer
structure, not a covalent complex.
To make sure that the compound studied in this work is the same as studied previously,
Raman spectra were run on the sample obtained in the solid phase. The results are in
good agreement with the work by Askew et al. [87] (see Figure 4.11).
The bands positions are shown in Table 4.2. The instrument used for these measure-
ments was a Perkin Elmer 2000 Series FT-Raman Spectroscopy equipped with 1064 nm
excitation from a Nd:YAG laser. The power used for the laser was 110 mW with a 2 cm 1
resolution and 40 scans were performed. The sample was a solid in an evacuated tube
which was placed in the sample cell and held in place with a sticky adhesive (BluTack)
as a support.
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Figure 4.8: Top: infrared spectrum of DMS in a N2 matrix; bottom DMS : Cl2
infrared spectrum with no unreacted DMS in a N2 matrix; it appears that this is
all due to to the complex DMS : Cl2 apart from the bands denoted by * which
are due to impurities
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Figure 4.9: Top: infrared spectrum of monochlorodimethylsulde in a N2 matrix;
bottom: infrared spectrum of the nal products from the reaction DMS +Cl2 in
a N2 matrix (impurities are denoted by *)
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Figure 4.10: DMS : Br2 infrared spectrum in a nitrogen matrix with virtually no
unreacted DMS(impurities are denoted by *)
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Figure 4.11: Top: DMS : Br2 Raman spectrum obtained in this work; bottom:
DMS : Br2 Raman spectrum by Askew et al. [87]
This work Work of Askew et al.[87]
202 204
215 215
283 285
294 295
303 304
669 672
717 720
Table 4.2: Raman bands (cm 1) observed for the DMS : Br2 complex
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DMS+I2
The reaction intermediate was studied also for the DMS+I2 reaction; iodine in the gas-
phase was obtained by heating some solid iodine, and a very weak reaction intermediate
band was found at 1330 cm 1, due to the low iodine vapour pressure. Then, an attempt
was made to study the nal products by mixing solid iodine and liquid DMS on a vacuum
line. Again, spectra of the DMS:I2 reaction intermediate were obtained, showing, this
time, a clear band at 1331 cm 1 with a small amount of DMS present in the infrared
spectra recorded (Figure 4.12). No clear band is present in the lower wavenumber part of
the spectrum, as it appears to be very noisy. The compound, a liquid at room temperature,
is very volatile and dark red coloured.
DMS+BrCl
An attempt to study the reaction intermediate of the DMS+BrCl reaction was also made.
The BrCl sample was obtained by mixing bromine and chlorine together, with initially
an excess of chlorine. Then, the mixture was diluted with the matrix gas (nitrogen) and
reacted with DMS just above the cold window at a distance of 2 cm. Since there was an
excess of chlorine, a small amount of monochlorodimethylsulde was found, with bands
at 660, 701, 753, 1235 and 1427 cm 1, together with the band due to HCl at 2849 cm 1
(see Figure 4.13). Also, bands at 283, 311, 337, 1045 and 1331 cm 1, associated with the
reaction intermediate, were observed. The bands are clearly dierent from those observed
for (CH3)2SCl2 in a nitrogen matrix (Figure 4.7).
However, the spectra recorded were not clear enough due to excess Cl2 present in the
BrCl sample. New experiments were then performed.
The spectrum in Figure 4.14 shows clearly the bands at 1043 and 1332 cm 1 which
are characteristic of an intermediate (DMS:BrCl). Excess Br2 was present in the BrCl
sample, and that explains the band 204 cm 1 which is due to the DMS:Br2 complex.
Experiments in order to observe the nal products from this reaction, were also per-
formed by i.r. matrix isolation. Two experiments were carried out: one with the BrCl
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Figure 4.12: DMS : I2 infrared spectrum in a nitrogen matrix with virtually no
unreacted DMS (impurities are denoted by *)
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Figure 4.13: DMS : BrCl infrared spectrum in a nitrogen matrix recorded with an
excess of Cl2 (impurities are denoted by *)
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sample prepared with excess Cl2 and one with excess Br2 (see Figure 4.15). Spectra ob-
tained from both experiments do not show the characteristic bands associated with the
van der Waals complexes observed in the other systems (i.e. DMS+Cl2 and DMS+Br2).
Monochlorodimethylsulde bands were observed as well as bands not yet identied, like a
band at 593 cm 1, a broad band at 960 cm 1 and a band at 1304 cm 1. HCl is present and
this fact might mean that the unidentied bands might belong to monobromodimethyl-
sulde. Unfortunately an infrared spectrum of monobromodimethylsulde is not available
from the literature.
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Figure 4.14: Infrared spectrum of the DMS:BrCl reaction intermediate in a nitro-
gen matrix with excess Br2 (bands marked with a '*' are overlapping of DMS,
DMS:Br2 and DMS:BrCl bands; bands marked with wavenumber values are
thought to arise from DMS:BrCl complex)
DMS+ICl reaction
Finally, the DMS+ICl reaction was studied by making reacting the sublimed ICl sampled
and DMS in the ow tube inlet system. As expected, bands associated with a reaction
intermediate were found, with bands at 1040 and 1333 cm 1, with two broad bands at
297 and 335 cm 1, as shown in Figure 4.16; this Figure shows clearly the two stretching
vibration modes due to I35Cl and I37Cl at 368 and 375 cm 1. In the spectra shown in
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Figure 4.16, unreacted DMS is also present.
The nal products of the DMS+ICl reaction were then studied by infrared matrix
isolation. The compound obtained is a brown-orange coloured solid at room temperature.
In theory, two product channels are possible: CH3SCH2Cl+HI and CH3SCH2I+HCl.
The experimental infrared spectra, showed some not very strong bands associated with
monochlorodimethylsulde; bands at 657, 702, 755 and 1234 cm 1 were observed (the
other monochloro DMS bands were too weak in intensity to be observed), a band at 2850
cm 1, that might be HCl, and the DMS:ICl complex characteristic bands, that is 297,
1040 and 1333 cm 1 were also observed (see Figure 4.16). No HI was present in the spectra
(expected at 2237 cm 1 [89]). These results lead to the conclusion that the small amount
of monochlorodimethylsulde in the spectra might come from the dissociation of a part
of the ICl sample in to I2 and Cl2, suggesting that monochlorodimethylsulde and HCl
are not nal products of the reaction (but arise from the DMS+Cl2 reaction) and that
the DMS+ICl reaction does not go further the formation of the DMS:ICl complex. The
DMS+I2 complex formation is also possible but the reaction intermediate characteristic
bands cannot be distinguished from those of the other complexes and the band in the
lower part of the spectrum cannot be seen clearly, as explained before.
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Figure 4.15: Top:Infrared spectrum of the DMS +BrCl nal products with excess
Cl2 in a nitrogen matrix; bottom: infrared spectrum of the DMS+BrCl nal
products with excess Br2 in a nitrogen matrix (the very broad band is solid HCl)
564. Reactions of DMS with molecular halogens 4.2. Infrared matrix isolation results
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 500  1000  1500  2000  2500  3000
a
b
s
o
r
b
a
n
c
e
wavenumber (cm
−1)
*
*
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 1050  1100  1150  1200  1250  1300
a
b
s
o
r
b
a
n
c
e
wavenumber (cm
−1)
1033
1040
1312
1333
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 260  280  300  320  340  360  380  400
a
b
s
o
r
b
a
n
c
e
wavenumber (cm
−1)
297
335
368
375
Figure 4.16: DMS : ICl infrared spectrum recorded in a nitrogen matrix with ex-
cess DMS
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4.3 Molecular orbital calculations
Molecular orbital calculations were then performed using the Gaussian programme [90]
for the each reaction, to compute the minimum energies geometries and infrared spectra
of the reactants, reactive intermediates and reaction products. These calculations were
carried out at both the B3LYP [76, 77] and MP2 [78] levels of theory. For the DMS+Cl2
and DMS+Br2 reactions, cc-pVTZ basis sets [74] were used at the B3LYP level and
cc-pVDZ basis sets [73] were used at the MP2 level, except for the bromine atom for
which the aug-cc-pVTZ basis set, at the B3LYP level of theory, and the aug-cc-pVDZ
basis, at the MP2 level of theory, basis sets were utilized [73, 74]. Also, in the study of
the DMS+BrCl, DMS+I2 and DMS+ICl reactions, an ECP basis set was chosen for the
bromine atom and the iodine atom.
The structure of each reaction intermediate was initially thought to be as the same
proposed by Dyke et al. [13] for the (CH3)2SCl2 covalent complex, in which the sulphur
atom is four-coordinate.
The geometry optimization for the DMS:I2 and DMS:ICl complexes was not successful
at the B3LYP level of theory, but a minimum energy geometry was obtained at the MP2
level in both cases.
The agreement with the experimental infrared band positions is reasonably good. Al-
though a shift is present in the band positions, the computed spectra reproduce quite
well the experimental spectra. Despite that, the computed relative bands intensities show
only modest agreement with the experimental relative band intensities.
With the support of the Molden programme, the normal modes associated with the
vibrations at about 1331 cm 1 and 1040 cm 1 were found to be C-H bends in all cases
while the lower frequency vibrations can be assigned to stretching and bending vibrations
between the sulfur atom and the halogen atoms.
As mentioned before, the dimethyl sulde-bromine complex has been previously studied
by Raman spectroscopy [86, 87] and X-ray diraction [88] in the solid phase and the
structure proposed in these previous works for the compound in the solid phase, is a
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Me2S-Br2 charge-transfer structure. In the study of the DMS+Cl2 reaction intermediate
at the University of Southampton by PES [14], a minimum energy structure was optimized
for the dimethyl sulde-chlorine complex.
Given the very poor agreement between the computed intensities and the experimental
intensities in the case of the covalent structure, a van der Waals structure for the reaction
intermediates was then considered.
DMS+Cl2 reaction
The computed infrared spectrum obtained for the van der Waals minimum energy struc-
ture, is in better agreement with the experimental i.r. matrix isolation spectrum than the
computed spectrum for the covalent structure (Figure 4.17).
An energy diagram was also plotted in order to understand better the relative positions
of energy minima in the DMS+Cl2 reaction, and transition states were also computed and
included in the diagram (see Figure 4.18).
When DMS and Cl2 are brought together, the DMS:Cl2 complex is formed. From this
structure the reaction proceeds through the formation of another structure which has all
real frequencies and can be described as (CH3)2SCl:Cl complex. A transition state is found
(TS1) to connect this structure with the DMS(Cl2) covalent structure. If one of the S-Cl
bonds is broken in this covalent structure and the "liberated" chlorine atom moves towards
one of the methyl groups, and a second transition state is formed (TS2). The imaginary
frequency of this transition state corresponds to a movement bringing the Cl atom very
close to one of the hydrogens, which is detached from the methyl group to form HCl. HCl
remains attached to the rest of the molecule forming an intermediate CH3SCl=CH2:HCl.
From CH3SCl=CH2:HCl, if the chlorine attached to the sulphur atom moves towards the
terminal methylene group in a concerted movement with the HCl molecule, MClDMS:HCl
is obtained. The nal products are MClDMS and HCl. These results conrm the previous
work on the DMS+Cl2 reaction [14].
It might be possible that, when the reaction occurs in a matrix, that it does not go
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further the van der Waals complex; this structure is therefore a good candidate for study
obtained by infrared matrix isolation but not for study obtained in the gas-phase by PES
[13, 14]. Attempts were then made in order to detect the covalent complex by infrared
matrix isolation spectroscopy.
The inlet system used in these experiments (see Figure 4.20) was dierent from the
one used in the previous experiments, in that a twin-jet mixing was used rather than a
coaxial system. Also, the reaction path before the frozen window was slightly shorter.
The spectrum in Figure 4.21 shows the characteristic reaction intermediate bands plus a
band at 480 cm 1 that was not observed either in previous work [81] or in other Cl2+DMS
experiments in this work in which the 1332, 1040 and 338 cm 1 bands were observed. The
480 cm 1 band could arise from the DMS+Cl2 covalent structure. Blank spectra were
run on the Cl2 sample to check that no impurity was present.
Similar experiments were also performed using Ar as the matrix gas and a band has
been observed at around 500 cm 1. In previous work [82] on the DMS+Cl2 reaction,
by using infrared matrix isolation spectroscopy and Ar as matrix gas, a band has been
detected at 525 cm 1. The dierence in wavenumbers between these two values is too
high to think that these two values might come from the same vibrational mode of a
reaction intermediate, although the observed band at 480 cm 1 in nitrogen (500 cm 1 in
argon) is broad.
DMS+Br2 reaction
A van der Waals structure has also been computed for the reaction intermediate from the
DMS+Br2 reaction and the correspective i.r. spectrum is shown in Figure 4.22.
An energy diagram was also computed for the DMS/Br2 system at the MP2 level of
theory (see Figure 4.23). However, in this case the dierence in energy between the van
der Waals and the covalent structure is small (0.56 kcalmol 1) but the energy barrier,
indicated by the transition state TS1, is much higher (15 kcalmol 1). This explains why
the DMS + Br2 reaction under ambient conditions, unlike DMS + Cl2 reaction, proceeds
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no further than the 1:1 van der Waals adduct.
The steps of this reaction are similar to the ones of the DMS+Cl2 reaction and they
are summarised in Figure 4.23.
DMS+I2 reaction
In the iodine case, the agreement between the experimental spectrum and the computed
infrared spectrum for the van der Waals structure is really good (see Figure 4.25). The
position and the intensity of the bands for the van der Waals structure are much more in
agreement with respect to the covalent structure bands.
As shown in the energy diagram (see Figure 4.26), the van der Waals structure is the
lowest in energy, while the covalent structure and the nal products are higher in energy
with respect to the reactants, which could explain why the reaction does not go further
the formation of the adduct.
A search of transition states for this reaction has not been done, but as in the bromine
case, the energy barrier between the two intermediates might be high.
DMS+BrCl reaction
Two van der Waals structures were computed for the DMS/BrCl case and the DMS:BrCl
van der Waals structure is lower in energy than the DMS:ClBr van der Waals structure
at the MP2 level of theory (see Figure 4.29). In the work of Askew et al. [87], in a
reaction between aluminium bromide, bromine and dimethyl sulde in dichloromethane,
a complex corresponding to C2H6SBrCl has been isolated as an unstable yellow solid.
From the Raman spectra obtained in this work [87], a structure of DMS:BrCl seemed
more probable from the DMS+BrCl reaction.
Comparing the experimental infrared spectrum with the two infrared computed spectra
(one for the DMS:BrCl van der Waals complex and one for DMS:ClBr van der Waals
complex), good agreement in wavenumber and in intensity is found with the experimental
spectrum in this present work, but no decision could be made as to whether the structure
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is Me2S-BrCl or Me2S-ClBr (see Figure 4.27 and 4.28). However, the computed relative
energies at the MP2 level of theory of Me2S-BrCl or Me2S-ClBr show that the Me2S-BrCl
structure is lower in energy with respect to the Me2S-ClBr complex energy by 6.8 kcal
mol 1 (see Figure 4.29), showing that the Me2S-BrCl structure is likely to be the structure
for the DMS:BrCl van der Waals complex. Below 500 cm 1, the computed spectra show
a strong band in this region which is not observed in the experimental infrared spectrum.
This is thought to be due to a reduction in detection eciency in this region.
DMS+ICl reaction
Also in the case of the DMS/ICl system two structures were considered at the MP2 level
of theory. A minimum energy structure was obtained for DMS+ICl but for the DMS:ClI
structure it was not possible to obtain a minimum energy geometry. The comparison
between the experimental and computed spectrum is then shown in Figure 4.30.
As in the DMS+BrCl case, two channels are possible: CH3SCH2Cl+HI and CH3SCH2I+HCl.
Figure 4.31 shows that at the MP2 level of theory, the second possibility is lower in energy,
as expected.
The computed spectrum for the van der Waals structure is more in agreement than the
computed spectrum for the covalent structure. However, the agreement is not so good as
in the iodine case as the intensity of the bands seems to match less.
Future work is then necessary for a better understanding of the mechanism of this
reaction, investigating transition states and energy barriers.
4.4 Photoelectron spectroscopy experiments
In order to obtain an understanding of the structure of the reaction intermediates in the
gas-phase, PES experiments were performed. The photoelectron spectrometer used is
described in Chapter 2.
Attempts were made to study the DMS:Br2, DMS:I2 and DMS:ICl compounds. At rst,
u.v.-photoelectron spectra of DMS and the halogen molecules only were run separately
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and compared with photoelectron spectra in the literature [91].
Then, the compounds were prepared by making them on a vacuum line and pumping
on the products through a needle valve attached to the inlet system of the spectrometer.
Only bands of DMS and the molecular halogens (Br2, I2 and ICl) were observed in these
experiments.
The inlet systems described in Chapter 2 were then used to perform the reactions in the
gas-phase and the distance between the mixing point and the photon beam was changed,
but no new bands in the spectra were observed.
In the case of the DMS/Br2 system, both open and inlet systems with a reduced exit
hole were used. In the latter case, a yellow deposit was observed on the inner wall of the
outer tube when DMS and Br2 were reacted. This suggests that a product is formed in
the gas-phase but a third body is needed to stabilise it and this role is fullled by the
walls of the inlet system.
The reaction between dimethyl sulde and BrCl was also studied in the gas phase. As
bromine does not appear to react with DMS in the gas phase, the BrCl sample was pre-
pared with excess bromine so that new bands in the spectra recorded must be associated
with a reaction intermediate or nal products from the DMS+BrCl reaction.
The spectrum obtained from the BrCl sample (a Br2 and Cl2 mixture with excess Br2)
was compared with the BrCl spectrum in the literature [92] and it showed good agreement.
After that, the reaction was carried out by using an inlet system with a constricted exit
(2 mm hole). As happened in the case of the DMS:Br2 reaction, a yellow/orange solid
deposit formed on the wall of the inner tube. The spectra recorded, show bands of DMS,
BrCl, Br2 and very weak bands at 9.18 eV and at 12.66 and 12.72 eV. The 9.18 eV band
belongs to MClDMS (monochlorodimethylsulde) [13] while the other two are HCl. The
calibration was carried out using the rst bands of DMS and Br2 whose PE spectra are
well known [91].
The compound deposited on the wall was heated; this resulted in the previously ob-
served PE bands (e.g. MClDMS and HCl) being observed with increased intensity. From
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the spectrum shown in Figure 4.32 the rst band of DMS can be seen at 8.72 eV, the
rst MClDMS band at 9.18 eV can be seen followed by the Br2 and BrCl bands, and
the HCl bands. The remaining bands belong to DMS, MClDMS and Br2. The presence
of the the MClDMS band together with the weak bands associated to HCl might come
from the low concentration of Cl2 in the BrCl sample prepared. In fact, it appeared hard
to obtain a sample with virtually no Cl2 present. If the complex is described as in the
work by Askew et al. [87], that is as an unstable yellow solid with a (CH3)2S-BrCl charge
transfer structure, when the compound is heated, dissociation of the BrCl molecule will
occur giving rise to Cl2+Br2, and hence the DMS+Cl2 reaction will occur.
4.5 Discussion and conclusion
The reactions of DMS with Br2, I2, ICl and BrCl were studied by infrared matrix isolation
spectroscopy and u.v.-photoelectron spectroscopy with the support of ab initio molecular
calculations.
It is well estabilished now that the DMS+Cl2 reaction at room temperature and low
pressure leads to the formation of MClDMS and HCl as nal products, passing through
the covalent reaction intermediate, DMS(Cl2), that has been detected by u.v.-PES [13].
The present work showed that a van der Waals adduct is also formed just after DMS
and Cl2 are brought together, and it can be easily observed by infrared spectroscopy in a
matrix at low temperatures.
The results described above show that under ambient conditions, unlike the DMS+Cl2
reaction, the DMS+Br2, DMS+I2, DMS+ICl reactions proceed no further than the van
der Waals adducts, that in each case dissociate at low pressure. In fact, attempts to
observe these molecules in the gas-phase by using u.v.-PES proved unsuccessful and this
suggests that a third body is necessary to stabilise these van der Waals complexes. The
role of the third body in this work was fullled by the matrix and by the walls of the
inlet system in the case of the tube with the constricted exit hole. In the atmosphere, a
similar role can be played by N2, O2 or by particles and cloud surfaces.
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A dierent situation appears in the case of the DMS+BrCl reaction. Experiments
aimed at identifying a reaction intermediate by infrared matrix isolation spectroscopy,
showed bands characteristic of the van der Waals complex, while the experiments per-
formed to observe the nal products did not give a clear understanding of the reaction
path.
Two channels are possible: MClDMS+HBr and MBrDMS +HCl. Bands belonging to
MClDMS and HCl were observed as in the PES experiments, but no HBr band either
in a matrix (2546 cm 1 [89]) or in the gas phase was observed. A dissociation of the
DMS:BrCl complex to give DMS and BrCl, which will dissociate partially to Br2 and Cl2,
could lead to the reaction of DMS and Cl2 to give MClDMS and HCl. Unknown bands
were observed in the i.r. matrix isolation experiments but only DMS and and Br2 were
seen in the gas-phase PES experiments.
The study of this reaction appeared to be the most dicult, probably due to the
complex preparation of the BrCl sample. Future work focused on this reaction by both
techniques is then necessary to fully understand the reaction mechanism.
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Figure 4.17: Top: DMS : Cl2 experimental ir spectrum (impurities are denoted by
*); middle: DMS : Cl2 charge transfer complex computed spectrum; bottom:
DMS : Cl2 covalent complex computed spectrum
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DMS:Cl2 (CH3)2Cl:Cl
TS1 DMS(Cl2)
TS2 CH3SCl=CH2:HCl trans
MClDMS:HCl ortho MClDMS:HCl meta
Figure 4.19: Geometries of intermediates and transition states of the DMS+Cl2
reaction at the MP2 level of theory computed in this work
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Figure 4.20: Twin-jet inlet system used during the infrared matrix isolation exper-
iments in attempts to detect the DMS(Cl2) covalent structure
 0
 0.1
 0.2
 500  1000  1500  2000  2500  3000
A
b
s
o
r
b
a
n
c
e
wavenumber (cm
−1)
IMPURITY
IMPURITY
1045 1332
480
338
Figure 4.21: Infrared spectrum DMS:Cl2 reaction intermediate in a nitrogen matrix.
The bands at 338, 1045 and 1332 cm 1 are believed to arise from the DMS:Cl2
van der Waals complex. The band at 480 cm 1 is believed to arise from the
covalent complex. Other bands arise from overlapped bands of the DMS:Cl2
complexes and DMS.
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Figure 4.22: Top: DMS : Br2 experimental ir spectrum (impurities are denoted by
*); middle: DMS : Br22 charge transfer complex computed spectrum; bottom:
DMS : Br2 covalent complex computed spectrum
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DMS:Br2 (CH3)2SBr:Br
TS1 DMS(Br2)
TS2 CH3SCl=CH2:HCl
MBrDMS:HBr ortho MBrDMS:HBr meta
Figure 4.24: Geometries of intermediates and transition states of the DMS+Br2
reaction at the MP2 level of theory computed in this work
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Figure 4.25: Top: DMS : I2 experimental ir spectrum (impurities are denoted by
*); middle: DMS : I2 charge transfer complex computed spectrum; bottom:
DMS : I2 covalent complex computed spectrum
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Figure 4.27: Top: DMS : BrCl experimental ir spectrum (impurities are denoted
by *); bottom: DMS : BrCl charge transfer complex computed spectrum
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Figure 4.28: Top: DMS : ClBr charge transfer complex computed spectrum; bot-
tom: DMS : BrCl covalent complex computed spectrum
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Figure 4.30: Top: DMS : ICl experimental ir spectrum (impurities are denoted by
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5.1 Introduction
The gas phase reactions of ozone with alkenes have received a lot of attention in recent
years due to their importance in atmospheric chemistry, especially in air pollution pro-
cesses in urban areas. As discussed in Chapter 1, ozone-alkene reactions can be a source
of HOx (HOx = OH, HO2) and RO2 radicals, which are important oxidants in the atmo-
sphere. The Criegee mechanism [35, 36] is generally accepted as the main mechanism of
these reactions (see Chapter 1).
Several studies, both theoretical and experimental, have been undertaken on the reac-
tions of ozone with alkenes. Primary ozonides and secondary ozonides have been observed
for a few systems. For example, some more reactive POZ's were rst directly observed
by NMR [93] and by infrared spectroscopy in low-temperature matrices [94, 95], and the
microwave spectrum of the ethylene POZ has been obtained in a seminal paper by Gillies
et al. [96] while a study of the ethylene SOZ in the gas-phase has been carried out by
FTIR spectroscopy [97].
In contrast the Criegee intermediate has generally eluded observation and characterisa-
tion. Recently, simultaneous observation of the primary ozonide, Criegee intermediate and
secondary ozonide has been found in the study of the ozonolysis of cyclopentene and cy-
clopentadiene [98]. Evidence of the Criegee intermediate formaldehyde oxide (CH2OO), is
available from photoionisation mass spectroscopic experiments involving chlorine-initiated
gas-phase oxidation of dimethyl sulfoxide (DMSO) [37].
Electronic structure calculations have provided insight into the nature of the ozonolysis
reactions, as well as to the reasons for the diculties in observing Criegee intermediate
experimentally[99{102].
815. Reactions of ozone with alkenes 5.2. Experimental and results
The aim of this work was to investigate by u.v.-photoelectron spectroscopy the reac-
tions between ozone and tetramethylethylene, ethylene and 2-methylpropene by using the
photoelectron spectrometer described in Chapter 2 in order to study the reaction products
observed as a function of time and search for any reaction intermediates.
5.2 Experimental and results
5.2.1 Production of ozone
Ozone was obtained by silent electric discharge of oxygen and stored on silica gel held
at -78 C in a dry ice-acetone slush bath. The presence of O3 on the gel was indicated
by a deep blue coloration of the gel. In this way O3 can be stored safely for as long as
the slush bath was maintained. The U-tube containing the silica gel was connected via
PVC tubing to a stainless steel needle valve through which the sample of gas could be
introduced into the spectrometer. Initially the needle valve was opened slightly to remove
residual oxygen from the U-tube. The removal of O2 was checked by recording spectra
at 15 minutes intervals. After about one hour, the needle valve was opened wider and
a spectrum recorded. This indicated ozone bands with little oxygen contribution. The
gel was maintained at - 78 C throughout the experiments. Part of the photoelectron
spectrum of ozone in the ionisation energy region 12.5 - 13.5 eV, is shown in Figure 5.1.
The spectrum is in good agreement with previous work [103, 104].
5.2.2 Reaction of Alkenes with Ozone
After obtaining a pure spectrum of ozone, the reactions with alkenes were performed. All
alkenes were bought commercially from Aldrich (purity 99%).
The rst reaction studied was the reaction between tetramethylethylene C6H12 (TME)
and ozone. The rate constant of this reaction at room temperature is 1.51 x 10 15 cm3
molecule 1 sec 1 [26]. The inlet systems used to study this reaction were the same as the
ones used to study the reactions between DMS and halogen molecules in the gas phase
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Figure 5.1: Part of the photoelectron spectrum of O3. This is in good agreement
with previous work [103, 104]
by u.v.-photoelectron spectroscopy (see Figure 2.7).
The reaction was performed with either the open or the constricted inlet system at
dierent mixing distances. In Figure 5.2 the spectra at 40, 20, 0 cm mixing distance
are shown using a constricted inlet system with a 2 mm hole, where the concentration of
ozone is in excess with respect to the concentration of TME. Similar results were obtained
by using the open inlet system.
TME (labelled as C6H12) and O3 bands are present in all spectra and decrease with
increasing reaction time. Formaldehyde (rst VIE = 10.88 eV) [91], acetone (rst VIE =
9.71 eV) [91], CO (rst VIE = 14.01 eV) [91], CO2 (rst VIE = 13.78 eV) [91] and O2
(3g
 ) [91] are reaction products and their intensities increase with increasing reaction
time.
Figure 5.3 shows a plot of the relative intensities of the reactants and the reaction
products against time.
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PE spectra of the reaction between ozone and ethylene were then recorded. The inlet
system used has been described in Chapter 2 (see Figure 2.8). This reaction is very slow
and the rate constant at room temperature is estimated to be 3.3 x 10 18 cm3 molecule1
sec 1 [26]. Using the taps at dierent positions, the reaction was studied at dierent
reaction distances (see Figure 5.4).
Also in this case formaldehyde, CO, CO2, O2 (3g
 ) were observed as reaction products
[91]. Acetaldehyde was also observed. Its rst band, vertical ionization energy at 10.26
eV [91], appears very weakly but increases in intensity with mixing distance. However,
an important feature detected in these experiments is the presence of the rst band of O2
(a1  g) at 11.09 eV (AIE) [105, 106]. The band of O2 (a1  g)) increases with mixing
distance showing a maximum in intensity at the largest mixing distance used.
Figure 5.5 shows how the intensity of C2H4 and O3 decrease with increasing reaction
time and how the intensity of the reaction products increases with reaction time.
The last reaction studied was the reaction between ozone and 2-methylpropene (C4H8,
rate constant 1.13 x 10 17 cm3 molecule1 sec 1 at room temperature [26]). The inlet
systems used were the same as in the study of the O3+TME reaction.
Acetone, formaldehyde, CO, CO2, O2 (3g
 ) were again observed as reaction products
together with O2 (a1  g). Figure 5.6 shows spectra at three reaction distances and Figure
5.7 shows a relative intensity plot for all the reaction distances studied.
5.3 Discussion
In this work the results obtained are consistent with the overall mechanism proposed by
Criegee, but the Criegee intermediates were not observed. For example, the rst AIE of
CH2OO is expected at 10 eV [37], but this was not seen.
In the following sections a discussion of the results obtained is presented and a reaction
mechanism is proposed for each reaction investigated.
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Ethylene
The mechanism proposed for the O3+C2H4 reaction is presented in Figure 5.8. The rst
step of the reaction is the formation of the POZ which decomposes into H2CO (formalde-
hyde) and the Criegee intermediate. The Criegee intermediate in turn can be stabilised
by a third body or undergo the production of either CO+H2O or CO2+H2. The presence
of CO and CO2 in the spectra recorded in this work would suggest the formation of also
H2 (rst VIE = 15.98 eV [91]) and H2O (rst VIE = 12.61 eV [91]). The H2 bands are
not observed because of the low cross section of the spectrometer [49, 50] while H2O was
observed partially overlapped with the O2 and the O3 bands in the 12 eV - 13 eV region.
The alternative reaction path is the formation of the secondary ozonide (SOZ), which
can decompose into acetaldehyde and molecular oxygen. Both molecules are observed in
this work. In this case, if the spin is conserved, O2 a1  g would be produced and then
collisionally deactivated to O2
3g
 . The deactivation would occur by the reaction of O2
a1  g with ethene (deactivation rate constant=2 x 10 18 cm3 molecule 1 sec 1 [107]).
Theoretical work by Anglada et al. [99], by using the method CASSCF, suggests that
the O3+C2H4 reaction gives ethylene oxide (C2H4O) and O2 a1  g. The VIE for ethylene
oxide is at 10.57 eV [91], but it is not observed in this work.
Another source of O2 a1  g could be the reaction between the Criegee intermediate
and ozone. It would produce formaldehyde and two molecules of O2 a1  g, conserving
the spin, otherwise formaldehyde and two molecules of O2
3g
  (see Eq. 5.1).
8
> > <
> > :
CH2OO + O3 ! CH2O + 2O2a1g
! CH2O + 2O3
2 
g
(5.1)
The observation of the rst excited state of oxygen could be important due to its
relevance to the chemistry of the atmosphere. O2 a1  g is present in relatively high partial
pressures in the troposphere, being produced with O (1D) from photolysis of ozone, and
is one of the strongest contributors of the airglow [108]. Experimental evidence shows
that O2 a1  g is present in the lower atmosphere [109], especially in polluted urban
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environments.
Several studies [110, 111] have shown how O2 a1  g could be involved in the oxidation
chemistry of the lower atmosphere, notably that reaction with unsaturated compounds
could generate oxygenated organic radicals known to be able to eect the transformation
of NO to NO2.
Tetramethylethylene
In a similar way, the TME+O3 reaction undergoes the formation of the POZ which decom-
poses into acetone and the Creigee intermediate Me2COO (see Figure 5.9). The Creigee
intermediate may decompose into either C2H6 (ethane) and CO2 or CO and CH3OCH3
(dimethyl ether). The rst VIE for ethane and dimethyl ether are respectively 11.99 eV
[91] and 10.04 eV [91] but they are not observed in this work. Ethane has a broad rst
band in the region 11.4-12.8 eV and this might be overlapped with other bands, e.g. O2
and O3, and hence not observed. However, the rst band of dimethyl ether is sharp and
should be observed.
On the formation of the SOZ, the products are O2 a1  g (if the spin is conserved) and
3-methyl-butan-2-one or 2,2,3,3-tetramethyl-oxirane (see Figure 5.9). The rst VIE of the
3-methyl-butan-2-one is 9.3 eV [112] while it appears that no photoelectron spectrum of
2,2,3,3-tetramethyl-oxirane is the available in the literature. Neither a1  g nor 3-methyl-
butan-2-one were observed in the spectra recorded. The deactivation rate constant of O2
a1  g with TME is 4.9 x 10 16 cm3 molecule 1 sec 1 [113] at 298 K. This reaction is then
faster than the deactivation reaction of O2 a1  g with ethylene, and this would explain
why O2 a1  g is not observed in this case.
However, this reaction mechanism does not explain why formaldehyde was observed.
In previous work carried out by Grosjean et al. [114] by using liquid cromatography, the
presence of formaldehyde as a reaction product has been explained by using a reaction
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sequence involving the Creigee intermediate (CH3)2COO (see eq. 5.2).
8
> > > > > > > > > > <
> > > > > > > > > > :
(CH3)2COO ! (CH2 = C(CH3)OOH)
(CH2 = C(CH3)OOH) ! (CH3COCH2OH)
(CH3COCH2OH) ! CH3CO + CH2OH
CH2OH + O2 ! HO2 + HCHO
(5.2)
This reaction sequence could explain the not negligible amount of formaldehyde seen
in the spectra obtained in this work.
2-Methylpropene
The alkene 2-methypropene was chosen as it is an intermediate alkene between ethy-
lene and TME. Given the asymmetry of the molecule, two Creigee intermediates may be
formed in the reaction with ozone. The mechanism of the reaction is shown in Figure
5.10.
After the formation of the POZ, two channels are possible: (i) production of formalde-
hyde and the Criegee intermediate (CH3)2OO or (ii) production of acetone and the Creigee
intermediate CH2OO. The decomposition of the two Creigee intermediates is shown in Fig-
ure 5.10. The SOZ may undergo the decomposition into oxygen and 2,2-dimethyloxirane
or acetone.
Formaldehyde is present in the spectra as well as acetone. Both channels (i) and (ii)
give CO and CO2 as products, which are also observed in the spectra. It is then not
clear which channel the reaction is more likely to follow. Again, no evidence of ethane
or dimethyl ether was found. However, acetone may come from the decomposition of the
SOZ together with O2 a1  g, observed in the spectra.
No u.v.-photoelectron spectrum for 2,2-dimethyloxirane was found in the literature.
A weak band can be seen in the spectra at about 10.2 eV, which is the rst VIE of
acetaldehyde. The band intensity seems to increase with the reaction time. Acetaldehyde
has been observed also in the work by Grosjean et al. [114] as a minor carbonyl and
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had been associated to impurity of the alkene in thei work. This molecule could come
from a decomposition of the SOZ dierent from the one proposed above, that is into
acetaldehyde, molecular oxygen and ethylene. However, ethylene was not observed and
the reaction of ethylene with any excess of ozone should give again acetaldehyde. The
acetaldehyde band should then be stronger than the band found in this work.
Further investigation is required on the production of acetaldehyde in this reaction.
No previous work has been carried to measure the deactivation rate constant of O2
a1  g with 2-methylpropene. However, given the structure of the molecule, it would be
expected to be between the deactivation rate constant for ethylene and that for TME.
The general trend observed is that as the number of alkyl groups in a substituted ethylene
increases the deactivation rate constant increases [115]. The reaction would then be slower
than the O2 a1  g+TME reaction and this would allow the observation of O2 a1  g.
5.4 Conclusion
In this chapter the preliminary results of reactions between ozone and selected alkenes in
the gas-phase by u.v-photoelectron spectroscopy were presented and discussed.
Possible reaction mechanisms were suggested following the mechanism proposed by
Creigee and general good agreement was found with the experimental results, although
the Creigee intermediates were not observed.
Noteworthy is the formation of the important atmospherically costituent O2 a1  g,
reported for the rst time as a reaction product of the reactions of ozone with etheylene
and 2-methypropene.
The next step in this study would be to measure the relative cross-sections of the
products in order to place the reaction yields on an absolute basis.
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Figure 5.4: Photoelectron spectra recorded for the C2H4+O3 reaction at three dif-
ferent mixing distances
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Figure 5.8: Basic mechanism for the O3+C2H4 reaction
Figure 5.9: Basic mechanism for the O3+TME reaction
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Figure 5.10: Basic mechanism for the O3+C4H8 reaction
966. Conclusions
The reactions between dimethyl sulphide and molecular chlorine, molecular bromine,
molecular iodine, bromine monochloride and iodine monochloride were studied in this
work by matrix isolation infrared spectroscopy in a nitrogen and argon matrix, and in the
gas-phase by u.v.-photoelectron spectroscopy.
The reactions were investigated under conditions of slight DMS excess and in all cases
characteristic bands associated with reaction intermediates were observed at about 1331
and 1040 cm 1 in a nitrogen matrix and at 1331 and 1053 cm 1 in an argon matrix plus
bands at lower wavenumbers characteristic of each intermediate.
Unlike the DMS+Cl2 reaction, which gives MClDMS (monochlorodimethylsulphide)
and HCl as nal products, the other reactions do not go further the formation of the
reaction intermediate, except for the DMS+BrCl reaction for which unknown bands were
identied in the i.r. spectra when studying the nal products.
Molecular orbital calculations, at the MP2 level of theory, of vibrational frequencies
and intensities assigned the intermediate bands to a van der Waals structure DMS:XY
(XY = Cl2, Br2, I2, BrCl and ICl). The normal modes associated with vibrations at
approximately 1331 and 1040 cm 1 are C-H bending modes while the lower frequency
vibrations can be assigned to stretching modes between the sulphur and the halogen
atoms.
The u.v.-PES experiments did not show any products for any DMS+XY reaction,
indicating that a third body is necessary for the van der Waals adducts to be stabilised.
The role of the third body in the matrix isolation experiments was probably fulled by the
matrix gas. If these reactions occured in the atmosphere, N2 and atmospheric particles
(i.e. ice) could play the role of the third body.
976. Conclusions
Future work should focus on the behaviour of the DMS+BrCl reaction in a matrix and
in the gas-phase to understand in detail the reaction mechanism for this reaction.
Reactions between ozone and simple alkenes were also studied by u.v.-PES. The alkenes
chosen for this work were ethylene, tetramethylethylene and 2-methylpropene.
The results obtained in this work are in good agreement with the reaction mechanism
proposed by Creigee and previous work carried out on these reactions. However, the
Creigee intermediates and some of the expected products were not observed. The experi-
mental observation for the rst time of the O2 a1  g bands in the reaction of ozone with
ethylene and 2-methylpropene is of great importance, given the impact that this species
might have on the chemistry of the troposphere.
The information presented in this work contributes to a better understanding of the
mechanism of the reaction of ozone with alkenes. Nevertheless, future work must be
carried out in order to determine better the major reaction pathways for each reaction
studied in this work.
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