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Abstract
We treat string propagation and interaction in the presence of a background Neveu–Schwarz three-form 
field strength, suitable for describing vortex rings in a superfluid or low-viscosity normal fluid. A circular 
vortex ring exhibits instabilities which have been recognized for many years, but whose precise bound-
aries we determine for the first time analytically in the small core limit. Two circular vortices colliding 
head-on exhibit stronger instabilities which cause splitting into many small vortices at late times. We pro-
vide an approximate analytic treatment of these instabilities and show that the most unstable wavelength 
is parametrically larger than a dynamically generated length scale which in many hydrodynamic systems 
is close to the cutoff. We also summarize how the string construction we discuss can be derived from the 
Gross–Pitaevskii Lagrangian, and also how it compares to the action for giant gravitons.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
We are interested in the dynamics of vortex rings in a medium, moving slowly relative to the 
speed of sound cs and interacting with themselves through perturbations of the medium. We will 
use the following action to describe the interacting vortices:
S =
∑
α
[
−csτ1,bare
∫
Σα
dt dθ |∂θ Xα| +μ1
∫
Σα
B2
]
− λ
2
∑
α,β
∫
reg
dt dθ dθ˜
∂θ Xα · ∂θ˜ Xβ
| Xα(θ)− Xβ(θ˜)|
,
(1)
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spacetime gauge potential B2 satisfying
dB2 = H3 = ρ06 
mnpdx
m ∧ dxn ∧ dxp. (2)
Essentially this action (but without the explicit tension term) was justified in [1] as an effective 
description of hydrodynamical vortices. Related actions were considered in the early literature on 
string theory, for example [2–4]. The tension term in (2) is understood to represent microscopic 
dynamics of the vortex core over which we do not have full control. The regularized integral ∫
reg provides some ultraviolet cutoff for the divergence that arises when the denominator of the 
integrand vanishes. A common choice of regulator, which we will adopt, is to replace
∣∣ Xα(θ)− Xβ(θ˜)∣∣→√( Xα(θ)− Xβ(θ˜))2 + a2, (3)
where the cutoff a is approximately the radius of the vortex core. We will assume μ1 > 0, which 
corresponds to a choice of orientation of the vortex; and it can be shown in the process of deriving 
(1) that λ > 0.
The action (1) can be derived as the quasi-static approximation of classical effective string 
dynamics, where the effective strings move in response to a strong spatial background H3 and 
interact with themselves through the exchange of electrical components B2. This classical ef-
fective string dynamics can in turn be derived from the Gross–Pitaevskii equation, under some 
simplifying assumptions and approximations. There is in addition a weak coupling to a radiation 
field which can be represented as a perturbation bij of B2 and which propagates at the speed of 
sound.
Dynamics similar to (1) have been studied for over a hundred years. A notable early work is 
[5], and modern reviews include [6–9]. We will start in Section 2 by reviewing the instability of 
circular vortices [10]. We also calculate the zero point energy of fluctuations around circular vor-
tices when it is well defined. We will continue in Section 3 by treating the stronger instabilities 
that arise in head-on collisions of circular vortices [11]. In both analyses we restrict ourselves to 
the limit of vanishingly small core size, so that we do not need to consider deformations of the 
core. Such deformations are believed to play an important role in quantitatively accurate descrip-
tions of both single vortex instabilities [12–14] and the head-on collisions [8] in hydrodynamical 
settings. A novelty of our treatment is that in the small core limit we achieve full analytical con-
trol over both the unperturbed solutions and their linearized perturbations in terms of elliptic 
integrals.
The relation between vortices and classical strings has received significant attention in the 
string theory and cosmology literature. Early works [2–4] emphasized the possible relevance to 
superfluid Helium, proposed a cosmological role for vortex defects (cosmic strings) in theories 
with broken global U(1) symmetry, uncovered the role of the Neveu–Schwarz field B2, and ar-
rived at essentially the dynamics (1), including the tension term and a renormalization of it due to 
the regulated interaction term. Derivations of the dynamics (1) from effective theories of super-
fluids can be found in [15,16]; see also [17] and the later work [18]. For the sake of completeness, 
we will review in Section 4 a derivation of (1) from the Gross–Pitaevskii action. We then con-
clude in Section 5 with a summary of results and a comparison of vortex ring phenomena to giant 
gravitons. Appendix A is devoted to a detailed comparison of single vortex results to an earlier 
study [10].
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Let’s parametrize a nearly circular vortex ring as follows:
X(t, θ) =
(
(r(t)+ 
rm(t) cosmθ) cos θ
(r(t)+ 
rm(t) cosmθ) sin θ
z(t)+ 
zm(t) cosmθ
)
. (4)
At O(
0) we will find a family of stationary solutions with constant r and constant z˙. Next we 
will want to study linearized perturbations. Plugging a perturbed ansatz like (4) into the action 
to obtain equations of motion is not necessarily justified, because in general the perturbations 
included in the ansatz may couple to others which are not included. In this case, it is obvious 
from the axial symmetry of the unperturbed solution that perturbations with different m cannot 
mix. It is a matter of calculation to show that the perturbations shown in (4) do not mix with 
perturbations proportional to sinmθ . We leave the details to the reader and here simply assert 
that in order to obtain correct evolution equations for rm and zm, it is enough to plug (4) into the 
action (1) and expand through O(
2).
For explicit calculations, we find it useful to work in a gauge where the background two-form 
gauge potential is
B2 = ρ02
(
X1dX2 −X2dX1)∧ dX3, (5)
and to introduce a scaled Lagrangian Lone vortex through the relation
S = 2πρ0μ1
∫
dtLone vortex. (6)
Also we set
ηbare = csτ1,bare
ρ0μ1
λ˜ = λ
ρ0μ1
. (7)
Through O(
2) we find
Lone vortex = L0 + 
2L2 + λ˜rQ0(q)+ 
2 λ˜2r
[
Qrr(q)r
2
m +Qzz(q)z2m
] (8)
where
L0 = −ηbarer − 12 r
2z˙
L2 = −ηbarem
2
4r
(
r2m + z2m
)− 1
4
z˙r2m −
1
2
rrmz˙m (9)
and the remaining terms come from the interaction term in (1) and depend on the dimensionless 
ratio
q = a
r
. (10)
To determine Q0(q), we compare the general action (1) to the desired form (8) and arrive at
Q0(q) = − 14πr
∫
dθ dθ˜
[
∂θX
i(θ)∂θ˜X
i(θ˜ )√
a2 + ( X(θ)− X(θ˜))2
]
O(
0)
. (11)
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n) to denote the coefficient of 
n
in A. To evaluate Q0(q), we work out the integral explicitly:
Q0(q) = − 14π
∫
dθ dθ˜
cos(θ˜ − θ)√
q2 + 2 − 2 cos(θ˜ − θ)
= − 1
4π
2π∫
0
dθ
2π∫
0
dα
cosα√
q2 + 2 − 2 cosα
= −1
2
2π∫
0
dα
cosα√
q2 + 2 − 2 cosα
=
1∫
−1
du
v
(u2 − v2)√
q2 + 4u2
= qE
(
− 4
q2
)
−
(
q + 2
q
)
K
(
− 4
q2
)
. (12)
In the second line of (12) we set α = θ˜ − θ . To get the third line we performed the θ integral 
(which is trivial in this case). To get the fourth line we defined
α = 2 sin−1 u v =
√
1 − u2. (13)
The fifth line of (12) involves the complete elliptic integrals E and K .
The O(
2) terms are more involved but similar in concept. By comparing (1) and (8), we first 
extract
1
2
Qrr(q)r
2
m +
1
2
Qzz(q)z
2
m = −
r
4π
∫
dθ dθ˜
[
∂θX
i(θ)∂θ˜X
i(θ˜ )√
a2 + ( X(θ)− X(θ˜))2
]
O(
2)
. (14)
Using the same sequence of operations exhibited in (12), we next obtain
Qrr(q) =
1∫
−1
du
v
[
n5/2
(q2 + 4u2)5/2 +
n3/2
(q2 + 4u2)3/2 +
n1/2√
q2 + 4u2
]
Qzz(q) =
1∫
−1
du
v
[
−2(u
2 − v2)u2U2m−1(v)
(q2 + 4u2)3/2 −
m2T2m(v)√
q2 + 4u2
]
, (15)
where Tn(v) and Un(v) are Chebyshev polynomials of the first and second kind, respectively, 
and
n5/2 = 24u4
(
u2 − v2)T 2m(v)
n3/2 = 1 + 2u2 − 8u4 +
(−1 + 8u2 − 12u4)T2m(v)− 8mu4vU2m−1(v)
n1/2 =
(
1 +m2)(u2 − v2)T2m(v)+ 4mu2vU2m−1(v). (16)
The integrals in (15) can be expressed in terms of the same elliptic functions that enter into (12), 
but for subsequent calculations we will only need the small q expansions:
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(
q2 logq
)
Qrr(q) = m
2
2
log
qe
8
+ 1
8
Rrr +O
(
q2 logq
)
Qzz(q) = m
2
2
log
qe
8
+ 1
8
Rzz +O
(
q2 logq
)
, (17)
where
Rzz =
(
4m2 − 3)H˜m−1/2 − 2m2
Rrr =
(
4m2 − 1)H˜m−1/2 − 2(m2 + 2) (18)
and
H˜n ≡ ψ(n+ 1)−ψ(1)+ 2 log 2 and ψ(n) = Γ ′(n)/Γ (n). (19)
For odd half-integer n, H˜n is a rational number.
The logq terms in (17) are divergent in the a → 0 limit. This UV divergence comes from 
interactions of segments of a vortex ring which are very close to one other. The divergence can 
be cured by regarding the tension term in (1) as a counterterm. To be precise, after dropping 
terms which vanish in the q → 0 limit, all remaining dependence on a and the rescaled tension 
ηbare comes from dependence on the length scale
0 ≡ a8 e
1−ηbare/λ˜. (20)
Thus, at least formally, we may take a limit in which a → 0 and ηbare → −∞ with 0 held 
fixed, and in this limit, higher order terms in q (for instance, the ones indicated as O(q2 logq)
in (17)) vanish. The existence of such a limit is appealing from the standpoint of effective field 
theory, because it indicates that (1) is renormalizable with only the tension counterterm. It is a 
somewhat peculiar limit from the standpoint of hydrodynamics; as we will review later, in some 
standard hydrodynamical contexts, a and 0 are separated by a factor of order unity, not some 
large hierarchy. In order to use the small q expansion (17), we only need r 	 a. This is certainly 
implied if we work in the small a, fixed 0 limit, with r/0 also held fixed.
It is straightforward to see that the equations of motion for the unperturbed vortex rings (
 = 0) 
are
r˙ = 0 z˙ = − λ˜
r
log
r
0
, (21)
and that the linearized equations of motion for perturbations are
r˙m − λ˜zm4r2
[
4m2 log
r
0
−Rzz
]
= 0
z˙m + λ˜rm4r2
[
4
(
m2 − 1) log r
0
−Rrr
]
= 0. (22)
Thus rm(t) and zm(t) undergo harmonic motion with frequency
ωm = λ˜4r2
√[
4m2 log
r

−Rzz
][
4
(
m2 − 1) log r

−Rrr
]
. (23)0 0
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noting that Rrr = 0 for m = 1, we find ω1 = 0. These results are expected since the m = 0 and 1
modes constitute infinitesimal shifts among unperturbed solutions.
Essentially the results (23) were obtained in [10] through more traditional hydrodynamical 
methods, though the exact result (23) was not obtained. In Appendix A we compare the approxi-
mate treatment of [10] with (23) and find a good agreement. Here let us note the main qualitative 
feature: the mth mode is unstable when the radius is in some finite range of values close to
r ≈ 4m0eγ−1/2 ≈ 4.321m0, (24)
where γ ≈ 0.5772 is the Euler–Mascheroni constant. The range of values of r over which the 
mth mode is unstable is broad when m is small—so broad that the m = 2 and m = 3 instabilities 
overlap. At larger m, the instabilities become progressively narrower. Another way of writing 
(24) is that the reduced wavelength of unstable modes (when they exist) is
λ
2π
= r
m
≈ 4eγ−1/20 ≈ 4.3210. (25)
The fact that λ/2π is significantly greater than 0 might suggest that our treatment doesn’t de-
pend entirely on having a large separation of scales a  0. However, the results of [10] were 
immediately criticized in [12] on grounds that in realistic hydrodynamic settings, the wavelength 
(25) is insufficiently large to justify the vortex filament approach. Eventually a more detailed, 
finite-core-size analysis appeared [13] which features good agreement with experiment. Our ap-
proach in this paper is to focus on the regime of small a and fixed 0, even though it is not 
immediately applicable in hydrodynamic settings.
2.1. Zero point energy of string fluctuations
Classically, the energy and momentum in the z direction of a circular vortex ring are 
 =
2πρ0μ1
˜ and p = 2πρ0μ1p˜, where

˜ = λ˜r
(
log
r
0
− 1
)
p˜ = − r
2
2
. (26)
The Hamiltonian relation z˙ = ∂
/∂p [19] is easily checked. In a quantum mechanical setting, it 
is interesting to inquire what the contribution to the energy is from zero point energy (analogous 
to the Luscher term for the QCD string [20], see also [21]), and with the explicit frequencies 
(23) in hand, we can answer this question. There are two oscillation modes for each value of m, 
one corresponding to the cosmθ perturbations indicated in (4), and the other corresponding to 
replacing cosmθ → sinmθ . The zero point energy of these modes is
Z.P.E. = h¯
∞∑
m=2
ωm. (27)
(The sum may be extended to include m = 1 and/or m = 0 since ωm = 0 for these modes.) In 
fact, the sum should be cut off in some way to reflect the fact that modes with wavelength shorter 
than a should not be included. A suitable regulator is to include a factor e−mq inside the sum, 
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fixed, while in this limit the ωm remain constant.1
Besides ultraviolet divergences, another problem with (27) is the complexity of the summand, 
which as far as we can see precludes an analytic expression for the sum. To proceed, we split
ωm = λ˜
r2
(
Ωseriesm +Ω remainderm
) (28)
where
Ωseriesm =
(
m2 − 1
2
)(
logm− log r
0
)
+
(
2 log 2 + γ − 1
2
)
m2
− 1
2
logm− log 2 − γ
2
− 11
24
. (29)
The reason for the specific choice (29) is that ∑mΩ remainderm is then absolutely convergent, with 
no regulator required, and so it may be computed through direct numerical summation. Using 
zeta function regularization, in particular the formulas
∞∑
m=1
1 = ζ(0) = −1
2
∞∑
m=1
m2 = ζ(−2) = 0
∞∑
m=1
logm = −ζ ′(0) = 1
2
log 2π
∞∑
m=1
m2 logm = −ζ ′(−2) = ζ(3)
4π2
, (30)
we obtain the result
Zserieszeta ≡
∞∑
m=1
Ωseriesm = −
1
4
log
πr
20
+ ζ(3)
4π2
+ γ
4
+ 11
48
. (31)
Combining this result with a numerical summation of the convergent terms leads to the total zero 
point energy plotted in Fig. 1.
3. Head-on collisions of two circular vortex rings
Let us now consider the collision of two vortex rings. The first one will be parametrized just 
as in (4). We will restrict attention here to a second ring whose shape is the mirror image of the 
first:
1 If (1) is augmented to include a full relativistic Nambu term (or similar inertial effects without full relativistic in-
variance), then terms quadratic in r˙m and z˙m will enter into L2, but suppressed by 1/c2s . With such terms present, the 
equations of motion become second order, and oscillation modes break into two sets, fast and slow. The slow modes are 
the ones whose frequencies ωm we have found, and they are scarcely disturbed by the introduction of inertial effects. The 
fast modes have frequencies scaling as c2s . In computing the zero point energy (27), we are including the contribution of 
the slow modes only.
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˜X(t, θ˜) =
(
(r(t)+ 
rm(t) cosmθ˜) cos θ˜
(r(t)+ 
rm(t) cosmθ˜) sin θ˜
−z(t)− 
zm(t) cosmθ˜
)
. (32)
It is convenient for θ˜ to wind around the second vortex ring in the same direction that θ winds 
around the first; however, physically we have in mind the opposite orientation for the second 
ring, so that with negative z˙ the rings will approach one another over time. Therefore, when 
plugging (4) and (32) into the action (1), we have to insert an extra minus sign on the ∫ B2 term 
for the second string, and also on the term describing interactions between the strings. Altogether, 
S = 2πκμ1
∫
dtLtwo vortices where
Ltwo vortices = 2Lone vortex − 2λ˜rQ0
(√
q2 + s2)
+ 
2 λ˜
2r
[
Srr(s, q)r
2
m + 2Srz(s, q)rmzm + Szz(s, q)z2m
]
. (33)
On the right hand side of Ltwo vortices is the Lagrangian defined in (8), and the additional terms 
come from the interaction of the strings with each other. We have introduced a new dimensionless 
variable,
s = 2z
r
, (34)
and we have defined Srr , Srz, and Szz through
1
2
Srr(s, q)r
2
m + Srz(s, q)rmzm +
1
2
Szz(s, q)z
2
m
= r
2π
∫
dθ dθ˜
[
∂θX
i(θ)∂θ˜ X˜
i(θ˜ )√
a2 + ( X(θ)− ˜X(θ˜))2
]
O(
2)
. (35)
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Srr(s, q) = −2Qrr
(√
q2 + s2)
Srz(s, q) = s
1∫
−1
du
2
v
[
−12u
2(u2 − v2)T 2m(v)
(q2 + s2 + 4u2)5/2 +
2(u2 − v2)T 2m(v)+ 2mu2vU2m−1(v)
(q2 + s2 + 4u2)3/2
]
Szz(s, q) =
1∫
−1
du
2
v
[
−6s
2(u2 − v2)T 2m(v)
(q2 + s2 + 4u2)5/2 +
2(u2 − v2)T 2m(v)
(q2 + s2 + 4u2)3/2 −
m2T2m(v)√
q2 + s2 + 4u2
]
,
(36)
where u and v are defined in (13). We will show below that the unperturbed colliding vortices 
stay a distance ∼0 away from one another. Therefore, if we work in the now-familiar limit 
a → 0 with 0 held fixed, we may set q = 0 and write the functions Sij appearing in (36) in 
terms of s only:
Sij (s) = S(E)ij (m; s)E
(
− 4
s2
)
+ S(K)ij (m; s)K
(
− 4
s2
)
, (37)
where S(E)ij (m; s) and S(K)ij (m; s) are rational functions of s with integer coefficients depending 
on m. We do not have a general formula for the S(E)ij (m; s) and S(K)ij (m; s), but they may be 
worked out straightforwardly from (36) for any given value of m.
Let’s first use (33) to analyze the motion of unperturbed colliding vortex rings. The equations 
of motion following from Ltwo vortices at O(
0) are
r2s˙ + 2λ˜ log r
0
+ 2λ˜Q0(s) = 0
rr˙ − 2λ˜Q′0(s) = 0, (38)
where dots denote derivatives with respect to t , while primes denote derivatives with respect to s. 
If we use s in place of t as the independent variable, then (38) simplifies to
dr
ds
= −rQ
′
0(s)
Q0(s)+ log r0
. (39)
This differential equation may be solved as
r(s) = ξ0e0
W0(ξ0eQ0(s))
where ξ0 = r0
e0
log
r0
e0
. (40)
(We will assume r0 > e0.) Here W0(y) is the principal branch of the Lambert W function, which 
is defined implicitly through the equation
y = WeW . (41)
The principal branch W0(y) is positive for positive y. Note that we did not use any special 
properties of Q0(s) to derive (40): mild smoothness assumptions suffice for the derivation of (40). 
The parameter r0 in (40) is the initial radius at early times, when the vortices are far apart. Starting 
from (40) it is straightforward to show that at late times, when s is small and r is large, we have
z → zmin ≡ 40 from above, (42)
e
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r˙ ≈ λ˜
z
≈ e
4
λ˜
0
. (43)
The result (40) is not new; in fact, a similar problem was solved in [5], and related work appears 
in [22].
We will now use the perturbations in (4) to study the late time stability of the solution we 
just found for head-on collisions of circular vortex rings. Starting from the O(
2) terms of (33), 
and using the zeroth order equations of motion (38), it is straightforward to derive linearized 
equations which take the form
−s d
ds
(
rm
zm
)
= w
(
rm
zm
)
, (44)
where w is a 2 × 2 matrix whose form is slightly complicated. To express it, we write
w = w1 +w2 +w3 +w4 (45)
where
w1
wF
= m2 log 0
r
(
0 1
−1 0
)
+ 1
4
(
0 Rzz
−Rrr 0
)
w2
wF
= log 0
r
(
0 0
1 0
)
w3
wF
=
(
2Q′0(s) 0−Q0(s)+ sQ′0(s) 0
)
w4
wF
=
(
Srz(s) Szz(s)
−Srr(s) −Srz(s)
)
(46)
and
wF = −12
s
Q0(s)+ log r0
. (47)
Let Γ be the eigenvalue of w with the largest real part. The corresponding mode varies with 
time as s−Γ . Noting that s → 0 and r → ∞ as t → ∞, we see that a positive real part of Γ
corresponds to an instability. For fixed s and sufficiently large m, both eigenvalues of w have 
real part equal to −1/2; thus short wavelength perturbations damp out. But for small s, large r , 
and m not too large, there are strong instabilities. The purpose of the rest of this section is to give 
an approximate account of these instabilities.
In handling the small s, large r limit, our first step is to use the expansion
Q0(s) = log se8 + 1 +O
(
s2 log s
) (48)
It is then straightforward to show that
Γ ≈ Γ1 ≡ 11 + log z
zmin
(
−1
2
+ 1
2
√
Δ
)
(49)
where
Δ ≡ (1 + sSrz(s))2
− s
2
16
[
4m2 log
r
0
−Rzz − 4Szz(s)
][
4m2 log
r
0
−Rrr − 4Srr(s)− 4 log z
zmin
]
.
(50)
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which work uniformly well for all m; instead, we found the expansions
Srr(s) = −m2 log s8 −
(
m2 − 1
4
)
H˜m−1/2 − m
2
2
+ 1 − 3
8
(
m2 − 1
2
)(
m2 − 2)s2 log s
8
− 3s
2
8
(
m2 − 1
4
)(
m2 − 9
4
)
H˜m−1/2 + s
2
64
(
22m4 − 7m2 − 44)+O(s4 log s)
Srz(s) = −2
s
− 3
2
(
m2 − 1
2
)
s log
s
8
− 3s
2
(
m2 − 1
4
)
H˜m−1/2
+ s
4
(
m2 + 11
2
)
+O(s3 log s)
Szz(s) = 4
s2
+
(
m2 − 3
2
)
log
s
8
+
(
m2 − 3
4
)
H˜m−1/2 − m
2
2
− 11
4
+ 1
8
(
m4 − 23
2
m2 + 45
8
)
s2 log
s
8
+ s
2
8
(
m2 − 1
4
)(
m2 − 45
4
)
H˜m−1/2
+ s
2
64
(
−10m4 + 33m2 + 291
4
)
+O(s4 log s) (51)
which are valid at small s and fixed m but may fail when the product ms is not small. Plugging 
these approximations into Γ1 gives an explicit but complicated estimate for the growth rate which 
we will refer to as Γ2.
It turns out that the leading approximations Srz(s) ≈ −2/s and Szz ≈ 4/s2 are sufficient to 
understand the main aspects of the late time dynamics. Using these leading approximations for 
Srz(s) and Szz(s), we arrive at the relatively simple formula
Δ ≈ 4m2 log r
0
−Rrr − 4Srr(s)− 4 log z
zmin
+ 1. (52)
Plugging the approximate expression for Srr(s) in (51) into (52) and then plugging the result into 
(49) gives an estimate for Γ which we will refer to as Γ3. Finally, for a more concise expression, 
we expand (52) at large m with ms held fixed to extract2
Δ ≈ Δ4 ≡ 4m2
(
log
z
zmin
+ 3m
2s2
8
log
mseγ−1
2
)
. (53)
Thus our final, simplest approximation to the growth rate is
Γ ≈ Γ4 ≡ 11 + log z
zmin
(
−1
2
+m
√
log
z
zmin
+ 3m
2s2
8
log
mseγ−1
2
)
. (54)
At late times, a range of modes is unstable, starting with m = 2 and extending up to some fairly 
large value of m, as illustrated in Fig. 2. By solving Δ4 = 0 at fixed s and z, we can extract an 
estimate of the last unstable mode:
mLast = 2e
1−γ
s
exp
{
1
2
W−1
(
−4
3
e−2(1−γ ) log z
zmin
)}
; (55)
2 In fact, the expansion described in the main text results in Δ ≈ 4m2(log zzmin +
3m2s2
8 log
mseγ−11/12
2 ). The simpler 
expression (53) works approximately as well in practice.
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(ζ)
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max)
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and by solving dΔ4/dm = 0 at fixed s and z, we can extract an estimate of the most unstable 
mode:
mBiggest = 2e
3
4 −γ
s
exp
{
1
2
W−1
(
−2
3
e−2(
3
4 −γ ) log z
zmin
)}
. (56)
Here W−1(y) is the lower branch of the Lambert W function, which takes values between −1 and 
−∞ for y ∈ (−1/e, 0). Thus far we have not required z/zmin parametrically close to 1; however, 
in order for the Γ4 estimate in (54) to make sense, we should have
1 < z/zmin  exp
{
3
4
e1−2γ
}
≈ 1.9, (57)
since for larger z/zmin the estimate (55) breaks down on account of W−1 becoming complex 
when its argument is less than −1/e. It is observed that the Γ1 estimate in (49) works fairly well 
over a much broader range, for z/zmin as large as 10 and/or s as large as 1/2.3
If we add the assumption that z/zmin is close to 1, then the argument of W−1 is small, and we 
may approximate
W−1(y) ≈ log(−y)− log
(− log(−y))+ log(− log(−y))
log(−y) . (58)
3 An interesting phenomenon captured correctly by Γ1 at larger values of log zzmin and s is that there can be two 
disjoint regions of instability, one at small m and another at m comparable to the location of the single vortex instability 
as indicated in (24)–(25). As time progresses, these two regions broaden and merge, and at late times one enters the 
regime well described by the Γ4 estimate.
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(58), we find
mBiggest ≈ m(ζ)Biggest ≡
ζ
− 1+ζ2ζ
s
√
8
3
log
z
zmin
(59)
where
ζ ≡ 3
2
− 2γ + log 3
2
− log
(
log
z
zmin
)
. (60)
ζ is a positive number which slowly grows large as z/zmin → 1. Plugging the expression (59) for 
mBiggest into (54) results in an explicit but complicated estimate for the maximum value of Γ . To 
obtain a simpler estimate, we first find the extremum of Δ4 with respect to m with the logarithm 
treated as constant, and then use the expression (59) for mBiggest to fix the value of the logarithm. 
This procedure produces a good estimate because the logarithm is slowly varying with m, and 
because Δ4 is slowly varying near its maximum. The simpler estimate is
Γmax ≈ Γ (ζ)max ≡
1
1 + log z
zmin
(
−1
2
+ 2
s
log z
zmin√
3
2 + 3ζ − 6 log(ζ−
1+ζ
2ζ )
)
. (61)
If the logarithm in Δ4 had no m dependence, then the quadratic plus quartic dependence of Δ4
on m would imply that Δ4 vanishes at a value of m which is 
√
2 times the value of m at which it 
is maximized. This observation motivates the estimate
mLast ≈ m(ζ)Last ≡
√
2m(ζ)Biggest. (62)
It can be checked that the estimate (62) agrees with the result of plugging (58) into (55), up to a 
factor that approaches 1 as ζ becomes large.
Our main qualitative conclusions follow from (59) and (61):
• The most unstable mode at late times, when z/zmin is close to 1 has reduced wavelength 
significantly greater than 0. More precisely:
λ
2π
= r
mBiggest
≈
√
24
e
ζ
1+ζ
2ζ√
log z
zmin
0. (63)
The trend of this expression as z/zmin → 1 from above is dominated by the 1/
√
log z
zmin
; in 
other words, λ/2π 	 0 by approximately this factor. This is in contrast to the single vortex 
instability, where according to (25) λ/2π > 0 by only an O(1) factor.
• The most unstable mode can be very unstable, due to the 1/s dependence in Γmax. The 
strongest z dependence in Γmax comes from its behaving approximately as 2s log
z
zmin
. For a 
fixed initial radius r0, one can show starting from (40) that
2
s
log
z
zmin
≈ e
4
r0
0
log
r0
0e
at late times. (64)
The instability is strongest, then, when r0 	 0. It is almost completely absent for r0 only 
slightly larger than 0e. At very late times, the factor in (61) written in terms of ζ suppresses 
the instability, even for large r0; however this happens very slowly. The example in Fig. 2
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than 1.
It should be noted that this late-time analysis controls the dominant instability only in a limit 
where the initial perturbations are sufficiently small. Numerical exploration of (44) indicates 
that perturbations with finite though small amplitude may grow large before one reaches the 
asymptotic regime with z/zmin close to 1.
4. Derivation of the effective string action
Although well-established (e.g. in [15,16,18]), an effective description of the dynamics of 
superfluids in terms of effective strings coupled to a Neveu–Schwarz two-form gauge potential 
B2 is crucial to our analysis, and it is therefore worth reviewing here, along the lines of [16].
One standard starting point for describing the collective dynamics of a superfluid is the Gross–
Pitaevskii Lagrangian,
LGP = iφ†∂tφ − 12m(∇φ)
2 − g
2
(|φ|2 − ρ0)2. (65)
The U(1) symmetry is spontaneously broken:
φ = √ρeiη, (66)
where ρ ≈ ρ0 and η is a Goldstone boson. Then
LGP = L1 +L2 (67)
where
L1 = −ρη˙ − ρ2m(∇η)
2 L2 = − (∇ρ)
2
8mρ
− g
2
(ρ − ρ0)2. (68)
The first step is to dualize η to B2. For simplicity, we first treat (67) under the assumption that 
η takes values in R rather than R/2πZ: This amounts to omitting the strings. Let us introduce 
a four-vector f μ = (ρ, f ), where f are auxiliary fields over which we integrate. It is easily 
verified that
L1 + m2ρ
(
f − ρ
m
∇η
)2
= −f μ∂μη + m2ρ f
2. (69)
Thus
ei
∫
d4xL1 =
∫
D f exp
{
i
∫
d4x
[
L1 + m2ρ
(
f − ρ
m
∇η
)2]}
=
∫
D f , exp
{
i
∫
d4x
[
−f μ∂μη + m2ρ f
2
]}
, (70)
where we have defined the measure and contour so that∫
D f exp
{
i
∫
d4x
m
2ρ
f 2
}
= 1. (71)
The requirement (71) is troublesome because the result of the Gaussian integration depends on ρ, 
which is a fluctuating field. We must assume that ρ ≈ ρ0 is a good enough approximation (away 
170 S.S. Gubser et al. / Nuclear Physics B 892 (2015) 156–180from vortices) that (71) can be enforced; in other words, additional terms from relaxing (71) to 
include ρ dependence are ignored.
Our next step is to perform the path integral over η. The first term on the right hand side of 
(69) may be integrated by parts, so that the path integration over η simply enforces the constraint
∂μf
μ = 0. (72)
We solve (72) by setting
f μ = 1
6

μνλσHνλσ (73)
where H3 = dB2. The reason that (73) works is that (72) is implied by the equality of mixed 
partials acting on B2. Eq. (73) means in particular that
m
2ρ
f 2 = m
4ρ
∑
i,j
H 20ij . (74)
This is the electric part of the standard action for B2. To get the rest of the action, we note that
L2 = − g12h
2
ijk −
(∇hijk)2
48mρ
, (75)
where we have split
Hνλσ = H(0)νλσ + hνλσ (76)
and set
H
(0)
123 = ρ0 (77)
with all other components of H(0)νλσ vanishing except the ones related to (77) by index permu-
tation. Our convention in (75) and elsewhere is to sum over indices without restriction. We can 
still set H3 = dB2, and we split B2 = B(0)2 + b2. To summarize, ρ0 is the background superfluid 
density, and hijk describes density fluctuations around it, and (nearly) the whole claim is∫
DρDη exp
{
i
∫
d4x
[
−ρη˙ − ρ
2m
(∇η)2 − (∇ρ)
2
8mρ
− g
2
(ρ − ρ0)2
]}
=
∫
DB2 exp
{
i
∫
d4x
[
− g
12
ημαηνβηλγ hμνλhαβγ − (∇hijk)
2
48mρ0
]}
, (78)
where ημν = diag{− 1
c2s
, 1, 1, 1} and
c2s =
gρ0
m
. (79)
We now drop the (∇hijk)2 term because it affects the dispersion relation only in the UV:
ω2 = c2s k2 +
#k4
m2
= c2s k2
(
1 + #k2a2GP
)
, (80)
where # is a factor of order unity, and
aGP ≡ 1√ (81)2mgρ0
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In writing (78) we have on the right hand side replaced ρ → ρ0 so that the final theory of B2
excitations is free. Interactions with variable ρ could be developed perturbatively. Note also that 
we are assuming that the Jacobian between DρDη and the natural measure DB2 for the two-form 
gauge field can be neglected. Of course, to properly describe the path integral over B2, one must 
develop some sort of gauge-fixing technology.
The main way in which (78) is incomplete is that we ignored the possibility of vortices, 
around which one has a winding of the phase, η → η + 2π . Restricting ourselves for simplicity 
to a single vortex whose spacetime embedding is Xμ(τ, σ), one can show that

λσμν∂μ∂νη = −2π
∫
d2σ
ab∂aX
λ∂bX
σ δ4
(
xμ −Xμ(τ,σ )). (82)
For any fixed string configuration Xμ(τ, σ), we can split
η = ηvortex + ηsmooth, (83)
where ηvortex satisfies (82) and ηsmooth is a smooth function (i.e. satisfying 
λσμν∂μ∂νηsmooth = 0). 
Then
−f μ∂μη = −f μ∂μηvortex − f μ∂μηsmooth. (84)
Inside the path integral, the second term in (84) can be integrated by parts, and ηsmooth can be 
treated as the Lagrangian multiplier enforcing the constraint ∂μf μ = 0. Upon doing this, we may 
employ (73) to write
−f μ∂μηvortex = −12

μνλσ ∂νBλσ ∂μηvortex = −12Bλσ 

λσμν∂μ∂νηvortex
= π
∫
d2σ
ab∂aX
λ∂bX
σBλσ δ
4(xμ −Xμ(τ,σ )), (85)
where in the second step we dropped a total derivative. Finally, we integrate over R3,1:
−
∫
d4xf μ∂μηvortex = 2π
∫
B2, (86)
which is the desired form, with
μ1 = 2π. (87)
An additional aspect of vortex dynamics is that the core has some energy cost per unit length. 
Without entering into detail, we parametrize this microscopic dynamics by the tension term ap-
pearing in (1). Putting this tension term together with (78) and (86), we find the effective action
Seff =
∑
α
[
−csτ1,bare
∫
Σα
dt dθ |∂θ Xα| +μ1
∫
Σα
B2
]
−
∫
d4x
g
2
h23, (88)
where h23 = 16ημαηνβηλγ hμνλhαβγ . Already to write the tension term we have assumed that the 
speed of all parts of the vortex is much less than cs ; otherwise we would need the full Nambu 
action or some generalization thereof. In order to obtain the action (1) which we use in actual 
calculations, we must integrate out h3, using again the quasi-static approximation for the motion 
of the vortices. An efficient means of doing so is to re-introduce the spacetime vortex current
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(
xμ
)=∑
α
μ1
∫
Σα
d2σ
ab∂aX
λ
α∂bX
σ
α δ
4(xμ −Xμα (τ, σ )). (89)
This current already appeared in (82). Omitting the coupling to the background field B(0)2 , the 
relevant terms in (88) are∑
α
μ1
∫
Σα
b2 −
∫
d4x
g
2
h23 =
∫
d4x
[
−g
2
h23 +
1
2
bμνj
μν
]
. (90)
To integrate out h3 we must include some gauge-fixing terms. A convenient choice for present 
purposes is to require
∂ibiμ = 0 (91)
where i runs from 1 to 3 and μ runs from 0 to 3. Recalling hμνλ = 3∂[μbνλ], we see that
h23 = −
1
2c2s
(∂0bij + ∂j b0i + ∂ibj0)2 + 16 (∂ibjk + ∂j bki + ∂kbij )
2
= − 1
c2s
(∂j b0i )
2 − 1
2c2s
(∂0bij )
2 + 1
2
(∂kbij )
2 + (total derivatives) (92)
where the gauge condition (91) has been used in the second equality.
For static strings, the only non-vanishing components of jμν are j0i . We therefore consider 
the combination
SCoulombic ≡
∫
d4x
[
b0ij
0i + g
2c2s
(∂j b0i )
2
]
=
∫
d4x
[
− g
2c2s
(
b0i − c
2
s
g
−1R3 j
0i
)
R3
(
b0i − c
2
s
g
−1R3 j
0i
)
+ c
2
s
2g
j0i−1R3 j
0i
]
,
(93)
where R3 ≡ ∂2j is the Laplacian on R3. Integrating out b0i enables us to drop the first term in 
square brackets in the last expression in (93); or in the classical theory, we would set
b0i (t, x) = − c
2
s
4πg
∫
d3y
j0i (t, y)
|x − y| , (94)
where we have noted that
R3
−1
4π |x| = δ
3(x). (95)
Thus we arrive at
SCoulombic = − c
2
s
8πg
∫
dt d3x d3y
j0i (t, x)j0i (t, y)
|x − y|
= −c
2
s μ
2
1
8πg
∑
α,β
∫
dt dθ dθ˜
∂θ Xα · ∂θ˜ Xβ
| Xα(θ)− Xβ(θ˜)|
, (96)
where to obtain the second line we have parametrized strings in static gauge, so that X0α = t and Xα = Xα(t, θ) with θ ∈ (0, 2π); thus
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∑
α
μ1
∫
dθ∂θX
i
αδ
3(x − Xα(t, θ)). (97)
The above treatment is complete for truly static strings, where all time dependence is trivial, and 
the field bij decouples because j ij = 0. For quasi-static strings, moving much slower than the 
speed cs , j ij is a small but non-vanishing source for bij , and the correct treatment of (88) is
Seff =
∑
α
[
−csτ1,bare
∫
Σα
dt dθ |∂θ Xα| +μ1
∫
Σα
B
(0)
2
]
− c
2
s μ
2
1
8πg
∑
α,β
∫
dt dθ dθ˜
∂θ Xα · ∂θ˜ Xβ
| Xα(θ)− Xβ(θ˜)|
+
∫
d4x
[
1
2
bij j
ij + g
4c2s
(∂0bij )
2 − g
4
(∂kbij )
2
]
. (98)
In other words, we have quasi-static strings interacting Coulombically with one another and 
coupled to a phonon field. Returning to (1), we see that the match with the first two lines of (98)
is precise once we identify B2 in (1) as the background field B(0)2 and set
λ = c
2
s μ
2
1
4πg
= π c
2
s
g
= π ρ0
m
, (99)
where in the second equality we used (87) and in the third we used (79). Note that upon use of 
(7) we obtain
λ˜ = 1
2m
. (100)
As a consistency check, we can inquire whether the motion of vortices as determined through 
a classical treatment of (1) is indeed much less than cs . Referring to (21) and (79), we find
v2
c2s
= a
2
GP
2r2
(
log
r
0
)2
, (101)
which is indeed much less than 1 provided r 	 aGP. On the other hand, (43) shows that the 
expansion that follows head-on vortex collision proceeds at a speed comparable to
vtyp = λ˜
0
. (102)
In a Gross–Pitaevskii treatment,
v2typ
c2s
= 1
4gρ0m20
= a
2
GP
220
(103)
is not small: indeed, the study [23] shows that a ≈ aGP is moderately larger than 0, not smaller. 
To justify in detail the treatment of Section 3, we must assume that we can arrange a  0; then 
among other nice properties, the motion of vortices is uniformly less than cs , provided only
r 	 a log 0
a
. (104)
This last estimate follows from combining (101) with the requirement v  cs .
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The action (1) is an efficient description of interacting vortices because fluctuations in the 
two-form gauge field that mediate the interactions have already been integrated out. The bilocal 
interaction term in (1) is complicated for general vortex configurations, but for the specific cases 
of a single vortex and two identical vortices colliding, this bilocal term leads to the impressive 
series of elliptic integrals which supplied us with many exact or nearly exact results, such as 
(18) and (51). From a physical perspective, the necessity of cutting off this term provides a 
notion of renormalization which we have addressed at an elementary level around (20). A more 
sophisticated effective field theory treatment, including a renormalization group equation for 
the string tension, can be given, but we will not develop it explicitly here; see however [24]. 
A key qualitative feature is that the running tension vanishes at length scales comparable to the 
scale 0 introduced in (20). It is natural to expect the system to do interesting things around 
this dynamically generated length scale. Indeed, (25) indicates that the single vortex instability 
occurs at wavelengths only moderately larger than 0; and according to (21), retrograde motion 
of small circular vortex loops occurs for r < 0.
In our treatment, we have emphasized that the UV cutoff a and the dynamically generated 
length scale 0 are independent quantities, and one may arrange to have 0 	 a if the rescaled 
tension ηbare is negative. There are reasons to deprecate such an approach. First: several micro-
scopic models of vortex rings were reviewed in [9], and in all cases 0 < a by a factor of at least 4
(see Table 1 of [9]). Second: The classical energy (26) is negative for r < 0e, so unless a  0e
the classical theory has a stability problem. Observing that the quantum zero point energy is 
positive, one might hold out the hope that quantum effects rescue stability even if a < 0; but if 
this happens, then quantum effects are very important near 0 and we would have to ask what 
justifies use of the classical theory to describe fluctuations around this scale. Third: Experimental 
results on single vortices [10] suggest that finite core size is important in a quantitatively accu-
rate description of the instabilities, and descriptions of colliding vortices often assume significant 
deformation of the core, as reviewed for example in [8]. Altogether, real-world applications of 
vortex ring theory seem to call for a departure from the 0 	 a regime. We should however 
point out that retrograde motion is a remarkable and important feature of rotons in superfluid 
helium [25], which is a feature of unperturbed single vortex solutions (21) for r < 0. Thus we 
should not lightly abandon the possibility that dynamics of vortex rings at length scales  0 has 
physical interest.
In any case, we find 0 	 a a useful starting point because it vastly simplifies the analysis, 
especially in the case of colliding vortices, while retaining many of the key features, in partic-
ular the one and two vortex instabilities. Moreover, in the 0 	 a regime, these instabilities are 
amenable to nearly analytical treatment. Indeed, the frequencies (23) of single vortex fluctuations 
and the more complex account in Section 3 of colliding vortices are the main technical results 
of this paper. In the case of colliding vortices, we saw that the most unstable modes have wave-
lengths parametrically larger than 0 at late times. So our results in this direction are not wholly 
dependent on having 0 	 a.
The experimental finding [11] that the collision of two identical vortex rings at high Reynolds 
number results in production of many small vortex rings has been a touchstone of the field. 
Analytical treatments of an unperturbed head-on collision, resulting only in radial expansion of 
the colliding rings, date back as far as [5]. As far as we know, ours is the first detailed analytical 
study that accounts at least qualitatively for the production of many vortices, provided the initial 
vortices are much larger in diameter than 0. Because our study is based on perturbations around 
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of fluctuations in a mode with large m. The crucial physics of the later stage is reconnection: 
The vortex lines must come into contact and effect a change of topology. As far as we can see, 
this process must be considered in the microscopic theory, and the best we might expect in an 
effective theory is to parametrize its timescale and its coupling to sound modes.
It may reasonably be asked why experiments such as [11] on normal fluids at high Reynolds 
number should be compared with a vortex ring setup derived, as we have done in Section 4
from an effective Gross–Pitaevskii description of a superfluid. This has been addressed in [26,
9], where it is argued that well outside the vortex core, where the superfluid density is nearly 
constant and gradients of it are small, the classical Euler equation applies.
Finally, let us point out a close analogy between vortex rings and giant gravitons. The lat-
ter subject is part of a theme emphasized in [27–29] and related works: in non-commutative 
spaces, characterized by non-zero form fields, the size of strings, or branes, or brane bound states 
increases with momentum. Consider for example 2-branes in R4,1 in the presence of spatial 
four-form field strength:
G4 = dC3 = b dx1 ∧ dx2 ∧ dx3 ∧ dx4. (105)
To make contact with previous results, let us write x4 = z and choose a gauge such that
C3 = bω2 ∧ dz where dω2 = dx1 ∧ dx2 ∧ dx3. (106)
Consider now a 2-brane in the shape of an S2 in the x1–x2–x3 plane, propagating along the z
axis. A stationary configuration can be found by assuming that only z depends on time, so that 
the standard action for a two-brane,
S = −τ2
∫
d3ξ
√−detgαβ +μ2
∫
C3, (107)
can be written as S = ∫ dtL where
L = −4πτ2r2
√
1 − z˙2 + 4π
3
μ2br
3z˙, (108)
and we are setting the speed of light c equal to 1. Evidently, the Lagrangian (108) is in close 
analogy to the free, unperturbed vortex ring Lagrangian L0 appearing in the first line of (9): 
the only substantive difference is the inertial 
√
1 − z˙2 term in (108). Furthermore, the 2-brane 
construction we have just discussed can be embedded in the AdS7 ×S4 background of M-theory. 
This was discussed in detail in [29]; to connect (108) to their work, we need only make the 
identifications
z˙ = Rφ˙ μ2b = B. (109)
Then in the limit R → ∞ with z˙ and r held fixed, the Lagrangian LK + LB from (3.14) and 
(3.18) of [29] precisely matches (108). Physically, we are permitting motions only on the S4 part 
of the geometry; we are keeping only the time direction out of AdS7 in the description of the 
classical motion; and we are keeping the size of the giant graviton fixed while taking the flat 
space limit in which the number of flux quanta supporting AdS7 × S4 is large. Giant gravitons in 
AdS7 × S4 are stable because they are BPS. Stability of classical spherical membranes following 
the dynamics of (107) in flat R4,1 seems closely related, but as we have seen for a single vortex 
ring, stability depends on the precise properties of the construction in question.
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Formal dictionary for translating between [10] and present analysis.
Widnall et al. ’73 [10] Present work
Vortex core radiusa a 80eA−1/2
Vortex ring unperturbed radius R r
UV-cutoffb l = a2 e1/2−A a = 80e e
ηbare
λ˜
Vortex ring axial velocity V0 z˙
Amplification rate α iωm
Radial perturbation ρ0 rm
Axial perturbation ξ0 zm
Vortex strength Γ −4πλ˜
Linearized equations ρ˙0 = Vξ0ξ0; ξ˙0 = Vρ0ρ0 Eq. (22)
a This, more precisely ae1/2−A ↔ 80, is a formal translation between [10] and the present work. The vertex core 
radius in the present work is in fact of the order of the UV-cutoff a.
b The r.h.s. in both cells describes the relation between the different length scales in the respective papers, but is not 
part of the dictionary.
It would be interesting to develop a similar embedding of (9) into string theory in a flat space 
limit of a background with non-zero H3, for example the NS5-brane. However, we do not at 
present understand how to handle the linear dilaton factor in this geometry. It would also be 
interesting to inquire how far one can get in describing fluctuations of M2-branes in a limit where 
second time derivatives are neglected. Generally speaking, quantum fluctuations of M2-branes 
are a thorny problem, but perhaps progress can be made in some novel non-relativistic limit.
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Appendix A. Comparison with a vortex filament calculation
The stability analysis for a single vortex presented in Section 2 reproduces the results from 
[10] to great analytical and numerical accuracy. Table 1 presents the dictionary for translating 
between our work and that of [10].
Fig. 3 in [10] plots the “non-dimensional spatial amplification rate” αx as a function of another 
dimensionless quantity V˜ , which is proportional to the axial velocity of the unperturbed vortex, 
where these quantities are defined to be
αx(V˜ ;m) = αR
V0
, V˜ = V0
(Γ/4πR)
. (110)
Using the dictionary, one finds
αx ↔ iωmr
z˙
, V˜ ↔ − z˙r
λ˜
. (111)
On plotting αx versus V˜ after substituting for the velocity and exact mode frequencies in (111)
by their expressions in (21) and (23), we observe our result: Fig. 3 matches the “constant-core-
S.S. Gubser et al. / Nuclear Physics B 892 (2015) 156–180 177Fig. 3. αx , a measure of vortex ring instability as a function of dimensionless axial velocity V˜ and mode number m (with 
0 = 1).
radius” model of [10] exceedingly well, with the exception that in [10] an overlap between the 
m = 2 and m = 3 instabilities was not seen.
As another example, at large m the analogs of (22), corresponding to expressions for Vρ0 and 
Vξ0 , were derived in [10] to be
Vρ0
(Γ/4πR2)
 (m2 − 1)(log 2R
a
− γ + 1 +A
)
−m2(logm+ 1)+ 1
4
logm,
Vξ0
(Γ/4πR2)
 −m2
(
log
2R
a
− γ + 1 +A
)
+ (m2 − 1)(logm+ 1)+ 1
4
logm. (112)
In our analysis, the corresponding quantities, Vrm and Vzm are known exactly for any m, and can 
be read off of (22). At large m, they become
Vrm
(−λ˜/r2) 
(
m2 − 1)(log 2r
80eA−1/2
− γ + 1 +A
)
−m2(logm+ 1)+ 1
4
logm
+ 59
24
− 3
2
log 2 − 3
4
γ +O
(
1
m2
)
,
Vzm
(−λ˜/r2)  −m
2
(
log
2r
80eA−1/2
− γ + 1 +A
)
+ (m2 − 1)(logm+ 1)+ 1
4
logm
+ 25
24
− 3
2
log 2 − 3
4
γ +O
(
1
m2
)
, (113)
where we have written Vrm and Vzm in such a manner so as to make the dictionary between 
the hydrodynamics treatment [10] and our calculation explicit. The results match up to O(1)
discrepancies.
We will now derive analytical expressions for the “instability band” and the “maximum am-
plification rate” as a function of large mode number m, closely following the calculation in [10]. 
In Fig. 3, the “instability band” corresponds to the lower and upper limits on V˜ which yield an 
instability for mode m, while the “maximum amplification rate” corresponds to the maximum αx
at that mode m, corresponding to maximum instability. As can be seen in Fig. 4 which shows the 
result of this computation, the large m approximation works well even at moderate values of m
178 S.S. Gubser et al. / Nuclear Physics B 892 (2015) 156–180Fig. 4. (Color online.) Exact computation for the amplification rate (solid lines), and large m approximation (117) for the 
peaks (red points).
(such as 8). The main difference between our computation and that in [10] is that we keep O(1)
terms in our analysis. The calculation proceeds as follows.
The upper limit for the instability band is obtained by setting Vzm = 0 in (113), solving for 
0/r , and substituting the result into (111) to obtain V˜ :
log
0
r
= −(m
2 − 1)(logm+ 1)− 14 logm+m2( 32 − γ − log 4)− 2524 + 34γ + 32 log 2
m2
+O
(
1
m4
)
,
V˜ = log r
0
=
(
1 − 3
4m2
)
logm+ 2 log 2 − 1
2
+ γ + 1
m2
(
1
24
− 3
4
γ − 3
2
log 2
)
+O
(
1
m4
)
. (114)
The lower limit for the instability band is obtained by setting Vrm in (113), expanded about 
0/r + δ for small δ, to zero and solving for δ:
δ = − 3
8m3
(logm− 1 + γ + 2 log 2)e1/2−γ +O
(
logm
m5
)
,
δ
0/r
= −3
2
logm− 1 + γ + 2 log 2
m2
+O
(
logm
m4
)
. (115)
Maximum amplification occurs approximately in the middle of the band, corresponding to(
0
r
)
max
= 0
r
+ δ
2
 0
r
(
1 − 3
4
logm− 1 + γ + 2 log 2
m2
)
, (116)
where 0/r is given by (114). The corresponding amplification rate αx can be computed by 
substituting (116) into (111), and expanding to O(1) at large m,
(αx)max  34
logm+ γ − 1 + 2 log 2
logm+ γ − 12 + 2 log 2
≈ 3
4
logm+ γ − 1 + 2 log 2
V˜max
≈ 3 logm+ 0.96351˜ , (117)4 Vmax
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V˜max ≈ logm+ γ − 12 + 2 log 2 −
17
24m2
. (118)
In contrast, the authors in [10] obtained αx  3/4 which is accurate only at very large m, but 
noted that a better fit to their numerical results was given by
αx  34
logm+ 1
V˜
, (119)
which closely matches our result (117) obtained analytically. In Fig. 4 we superimposed αx as 
obtained in (117) and V˜ at the radius of maximum instability (116), as quoted in (118), on the 
exact result shown in Fig. 3. As can be seen, the large m approximation works very well even for 
m as low as 8.
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