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Abstract
Manifold Convergence: Sewing Sequences of
Riemannian Manifolds with Positive
or Nonnegative Scalar Curvature
by
Jorge Eduardo Basilio
Advisors: Christina Sormani and Jo´zef Dodziuk
In this thesis, we develop a new method of performing surgery on 3-dimensional man-
ifolds called “sewing” and use this technique to construct sequences of Riemannian man-
ifolds with positive or nonnegative scalar curvature. The foundation of our method is
a strengthening of the Gromov-Lawson [GL80b] tunnel construction which guarantees
the existence of “tiny” and arbitrarily “short” tunnels. We study the limits of sequences
of sewn spaces under the Gromov-Hausdorff (GH) and Sormani-Wenger Instrinsic-Flat
(SWIF) distances and discuss to what extent the notion of scalar curvature extends to
these spaces. We give three applications of the sewing technique to demonstrate that sta-
bility theorems for sequences of manifolds with positive or nonnegative scalar curvature
fail to hold under these weak notions of convergence. The first application provides a
viii
counter-example to a conjecture of Gromov about sequences of manifolds with scalar cur-
vature bounded from below. In fact, Gromov conjectured in [Gro14] that SWIF-limits of
sequences of Riemannian manifolds with nonnegative scalar curvature should have non-
negative scalar curvature in some generalized sense. We provide examples that shows
this is false when the generalized notion on the limit-spaces is taken to be the classical
volume-limit formula for scalar curvature. The second application demonstrates how the
Scalar Torus Rigidity Theorem is not stable under GH- or SWIF-limits. The final applica-
tion gives a sequence of sewn asymptotically flat three manifolds with nonnegative scalar
curvature with ADM mass decreasing to zero that converges in the (pointed) GH and SWIF
sense to a limit space that is homeomorphic to euclidean space but that is not isometric.
Thus, the positive mass theorem on limits of manifolds with positive scalar curvature is
false.
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Chapter 1
Introduction
Riemannian Geometry studies Riemannian manifolds, or manifolds with an inner product
on each tangent space that varies smoothly (i.e. a Riemannian metric), and the geometry
related to them. As Riemannian manifolds carry a natural metric space structure, where
the distance between two points is determined by the infimum over the lengths of paths
connecting the points, there is a mutual symbiosis with the theory of metric spaces. How-
ever, metric spaces in general carry no differential structures since they are defined on
sets of points with a notion of distance between them so one might not expect that such
“weak structures” would play a significant role in Riemannian geometry, but indeed they
do! By taking limits of Riemannian manifolds one can lose the differentiable structure
at some points. For example, consider a sequence of Riemannian manifolds constructed
from round spheres where the north pole develops a conical cap in the limit.
Geometric Measure theory studies objects which have far less differential, or smooth,
structures. One can view Geometric Measure theory as trying to combine and reconcile the
3
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generality of measure theory with that of the rigidity of Riemannian geometry. Much of
the current research in the fields of Metric and Riemannian geometry are studying which
classical properties are preserved when various smoothness conditions are relaxed and,
thus, the tools of Geometric Measure theory are indispensable for the future study of these
fields.
The interplay between these three fields is best illustrated by studying sequences of
Riemannian manifolds and their convergence. When studying the convergence of Rie-
mannian manifolds, a natural question asked by Gromov is:
Question 1.0.1 (Gromov). If a sequence of manifolds with properties A, B,C, . . . converges
to a single manifold, does the limiting manifold also have properties A, B,C, . . .?
To study the convergence of a sequence of manifolds, one must measure the close-
ness between two spaces using a distance function, such as the Gromov-Hausdorff or
Sormani-Wenger Intrinsic Flat distances. The Gromov-Hausdorff distance, introduced by
Gromov (See [Gro81]), revolutionized Riemannian geometry since it measured the dis-
tance between very weak spaces, including arbitrary compact metric spaces. The Gromov-
Hausdorff distance between two compact metric spaces X1 and X2 is determined in the fol-
lowing way: first, embed both spaces into a common compact metric space using distance-
preserving maps; second, compute the Hausdorff-distance between the images; and third,
take the infimum over all such target metric spaces and distance-preserving embeddings.
More recently, Sormani-Wenger [SW11] introduced the notion of Intrinsic-Flat dis-
5tance between integral current spaces based on the notion of metric currents developed
by Ambrosio-Kirchheim [AK00]. Recall that an integral current space of dimension m
is a triple (X, dX,T ) where (X, dX) is a metric space and T is an m-integral current. For
example, compact Riemannian manifolds M carry the natural integral current space struc-
ture: (M, dM,
∫
M
) where dM is the geodesic distance and
∫
M
is the integral current (namely,
integration of m-forms). The Sormani-Wenger Intrinsic-Flat distance between two inte-
gral current spaces is defined similarly to that of the Gromov-Hausdorff distance outlined
above, except that the distance between the images are computed using the Flat distance
introduced earlier by Federer and Fleming [FF60].
Gromov [Gro99], Cheeger-Colding [CC97, CC00a, CC00b], Sormani-Wenger [SW11],
among many other researchers, demonstrated numerous results about sequences of man-
ifolds with lower Ricci curvature bounds. For example, showing that Gromov-Hausdorff
and Sormani-Wenger Intrinsic-Flat limits have lower Ricci curvature bounds in some gen-
eralized sense. Therefore, one might wonder to what extent these theorems for manifolds
with Ricci curvature bounded below continue to hold when considering only averages of
the Ricci curvature, that is, scalar curvatures bounded from below. Research on these
questions is at an early stage of development so there is a need for new examples to un-
derstand what is or is not preserved for limits of manifolds with scalar curvature bounded
from below by zero. Since the scalar curvature is the trace of the Ricci, one might ask the
natural question:
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Question 1.0.2. Is there a satisfactory notion of “synthetic scalar curvature”?
This type of question has not been answered and is only beginning to be studied. So
far, the landscape of scalar curvature bounds is not well understood. And a notion of a
weak-scalar curvature on metric spaces is desirable but not yet well defined.
Recently, in [Gro14] Gromov conjectured that if a sequence of smooth manifolds
M3j → M∞ (the type of convergence or the structure of the limit M∞ is not specified)
and Scal(M3j ) ≥ k, then M∞ should satisfy Scal(M∞) ≥ k in some generalized sense. In
particular, he suggested that Scal ≥ 0 is preserved under Sormani-Wenger Intrinsic-Flat
convergence.
To address these needs, in this dissertation we introduce a new method for construct-
ing sequences of manifolds with positive or nonnegative scalar curvature which we call
“sewing” and show, for example, in Example 7.1.1 and 7.1.2 that limits of sewn manifolds
can have a point whose scalar curvature blows up to negative infinity in the volume-limit
sense, i.e.
Scal(p0) = lim
r→0+
(
30
VolE3(B(0, r)) − VolM∞(B(p0, r))
r2 · VolE3(B(0, r))
)
= −∞, (1.1)
for some p0 in the limit space and VolM∞ is the Hausdorff measure. To build sewn mani-
folds, in Lemma 4.1.1, we use surgery theory on a manifold containing a sufficiently large
region of constant positive sectional curvature, referred to as a “nice” region below, to
construct improved Gromov and Lawson [GL80b] and Schoen and Yau [SY79a] tunnels
that are “tiny” and arbitrarily “short.” Once sewn manifolds are rigorously constructed,
1.1. OVERVIEW OF RESULTS 7
we study their limits under the Gromov-Hausdorff, metric measure and Sormani-Wenger
Instrinsic-Flat distances and discuss to what extent the notion of scalar curvature extends
to these spaces. We give three applications of the sewing technique to demonstrate that
almost rigidity theorems for sequences of manifolds with positive or nonnegative scalar
curvature fail to hold under these weaker notions of convergence.
1.1 Overview of Results
The remainder of this dissertation is organized as follows:
Chapter 2 reviews essential background material. In the first section, the basic defi-
nitions and some theorems concerning Hausdorff measures and Rectifiable Metric Spaces
are recalled. The next section looks at Gromov-Hausdorff convergence in some detail and
then a brief section on Metric Measure Convergence follows. In Sections 2.4 and 2.5,
we study Currents in Euclidean space and in Metric Spaces due to Ambrosio-Kirchheim,
respectively. A detailed review of the Sormani-Wenger Intrinsic-Flat distance and conver-
gence is next in Section 2.6. Section 2.7, which recalls the definition of scalar curvature
and some theorems concerting positive scalar curvature including the formula that relates
scalar curvature to the limit of the volumes of balls on a Riemanniann manifold and the
Scalar Torus Rigidity Theorem. The final section surveys results concerning asymptot-
ically flat manifolds and the positive mass theorem, as well as some constructions and
results from Lee and Sormani [LS14].
8 CHAPTER 1. INTRODUCTION
In Chapter 3, we introduce and develop the main technique of this dissertation which
is the construction of three dimensional manifolds with positive scalar curvature through
a process we call “sewing.” The ingredients necessary for sewing is for a manifold M3 to
contain a “nice region” of constant positive sectional curvature and then build improved
Gromov and Lawson [GL80b] and Schoen and Yau [SY79a] tunnels with positive scalar
curvature between two disjoint spheres lying in the nice region. See Figure 1.1. We note
Figure 1.1: Improved Gromov-Lawson, Schoen-Yau tunnel U.
that the author’s doctoral advisor, Christina Sormani, previously used Gromov and Lawson
and Schoen and Yau tunnels to construct interesting examples in the appendix of [SW11].
Moreover, she suggested the idea of sewing to the author so I worked closely with her to
develop these ideas further and rigorously. Because these tunnels may be chosen to have
arbitrarily short diameter, we may exploit this property by using clever arrangements of
spheres in the nice region to essentially shrink the diameter of certain subsets. That such
tunnels exist is the fundamental building block to our construction, but the proof is long
and technical so it is postponed until the following chapter (See Tunnel Lemma 4.1.1 in
1.1. OVERVIEW OF RESULTS 9
Chapter 4). The guidance of Jo´zef Dodziuk was invaluable in demonstrating that such
tunnels exist.
When given a curve inside the nice region and we build tunnels between well-chosen
collections of spheres centered along this curve, we call this process is called “sewing
along a curve” and is detailed in Section 3.2. See Figure 1.2. We generalized this process
Figure 1.2: Sewing a manifold along a curve.
of sewing to smoothly embedded compact submanifolds inside the nice region which we
call “sewing along a region.” See Figure 1.3.
As mentioned previously, Chapter 4 is devoted to the construction of the improved
“tiny” and “short” tunnels and contains a brief history of the tunnel constructions used by
Gromov and Lawson and Schoen and Yau.
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Figure 1.3: Sewing a manifold along a region.
In Chapter 5, we introduce the notion of a “pulled metric space” which is simply
a quotient space arising from a metric space that has a compact subset identified to a
point. Pulled spaces may arise as the limit of sewn manifolds under Gromov-Hausdorff and
Intrinsic-Flat convergence. The name of these spaces arises from the following intuitive
scenario: imagine a given metric space, X, as a piece of cloth and sewing a curve in X
with a piece of thread; then if one pulls the thread tightly the cloth near the thread all
gets scrunched close together giving the metric quotient. This idea was first described by
Dimitri Burago to the author’s doctoral advisor Christina Sormani as a pulled string when
discussing ideas related to [BI09]. See Figure 1.4. These notions are made precise in
this chapter and it is proven that a pulled space is indeed a metric space. Moreover, the
1.1. OVERVIEW OF RESULTS 11
Figure 1.4: A sphere with a pulled closed geodesic thread.
Hausdorff measure of pulled spaces are computed. We also show that an integral current
space with a pulled subset has a natural integral current structure and show that the mass
measure does not see the mass of the pulled subset.
The following chapter, Chapter 6, discusses the convergence theory of sewn spaces
that was introduced in Chapter 3. We show that the Gromov-Hausdorff and Sormani-
Wenger Intrinsic-Flat limits of sewn manifolds lie in the natural category of pulled spaces
constructed in Chapter 5. The main result of this chapter is that sequences of sewn mani-
folds that are sewn “increasingly tightly” (that is, with an increasing number of tunnels of
shrinking size) converge in the Gromov-Hausdorff and Intrinsic Flat sense to metric spaces
with pulled strings or regions. An interesting special case is that when sewing a region of
top-dimensional Hausdorff measure zero, that is H3(A0) , 0, new examples are provided
of sequences of closed manifolds that are volume dropping without cancellation and with-
out collapsing. When H3(A0) = 0, we get the stronger metric measure convergence since
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the volumes converge as well in this case.
Finally, we apply the fundamental theorem of sewn spaces to prove a theorem about
sewing a sequence of manifolds. More precisely, given a sequence of manifolds {M3j } j∈N
converging in the biLipschitz sense to M3∞ (also a smooth manifold), for each manifold
M3j construct its sequence of increasingly tightly sewn manifolds {N3j,i}i∈N scrunching a
region A j,0. Then Theorem 6.2.1 states, under suitable hypotheses, that a sequence of
sewn manifolds {N3j } created from {N3j,i} converges in the Gromov-Hausdorff and Intrinsic-
Flat sense to N∞ which is the pulled space created by scrunching the region A∞,0 ⊂ M3∞ to
a point.
In Chapter 7, we apply the convergence theory of sewn spaces developed in Chapter 6
to study the stability of rigidity theorems for manifolds with positive or nonnegative scalar
curvature. We give three applications to different phenomena concerning scalar curvature
bounded from below which illustrate that limits of such manifolds fail to have the same
properties in some generalized sense. These examples demonstrate situations under which
Question 1.0.1 is false.
In Section 7.1, we study sequences of sewn 3−spheres of constant curvature one with
a pulled closed geodesic curve or equatorial 2−sphere and show that (1.1) holds, that is, at
the pulled point of the limit space the classical limit-volume formula for scalar curvature
is negative infinity. Because pulled spaces of integral current spaces have a natural no-
tion of volume, namely the Hausdorff measure studied in Chapter 5, these examples shed
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light on a recent conjecture of Gromov introduced in [Gro14] that asks: if a sequence of
smooth manifolds M3j → M∞ (the type of distance function or the structure of the limit
M∞ is not specified) and Scal(M3j ) ≥ k, then M∞ should satisfy Scal(M∞) ≥ k in some
generalized sense. Thus, the examples in this section show that the limit space does not
have nonnegative scalar curvature in the volume-limit sense, i.e.
Scal(p) = lim
r→0+
(
30
VolE3(B(0, r)) − VolM(B(p, r))
r2 · VolE3(B(0, r))
)
. (1.2)
In particular, Examples 7.1.1 and 7.1.2 show there exists a point p0 in the limit space for
which the above limit at p0 is negative infinity.
In Section 7.2, we study the stability of the Scalar Torus Rigidity Theorem using se-
quences sewn tori with scalar curvature bounded below by − j. Recall the Scalar Torus
Rigidity Theorem, proven independently by Schoen and Yau and Gromov and Lawson,
says:
Theorem 1.1.1 (Scalar Torus Rigidity Theorem [SY79a, GL80b]). If Mm, where m ≥ 3 is
an integer, is homeomorphic to a torus Tm and ScalM ≥ 0, then Mm is isometric to the flat
torus.
By weakening the conditions slightly to allow for a small amount of negative scalar
curvature one may consider the stability of the above theorem:
Question 1.1.2 (Almost Rigidity of Scalar Torus). Suppose a sequence of Riemannian
manifolds, {M3j }, satisfies ScalM j ≥ − j, with  j → 0, and converges to M∞ in either the
14 CHAPTER 1. INTRODUCTION
Gromov-Hausdorff or the Sormani-Wenger Intrinsic-Flat sense. If M∞ is homeomorphic
to a torus T3 then is M∞ isometric to the flat torus?
We show, in Example 7.2.5, that when the pulled subset is a small ball of top-dimension,
the Gromov-Hausdorff and Intrinsic-Flat limits of sewn tori are homeomorphic to a torus
but not isometric to a flat torus. Examples 7.2.2 and 7.2.3 show other interesting sequences
built from sewn tori.
In Section 7.3, we study the stability of the positive mass theorem using sequences of
asymptotically flat manifolds with nonnegative scalar curvature and ADM mass decreas-
ing to zero provided one allows for interior minimal surfaces. Recall the Positive Mass
Theorem, proven by Schoen and Yau, says:
Theorem 1.1.3. (Positive Mass Theorem [SY79b]) If M3 is an asymptotically flat Rieman-
nian manifold without boundary with nonnegative scalar curvature then the ADM mass is
nonnegative, and if the ADM mass is 0 then M3 is isometric to E3.
We can consider the stability of the above theorem:
Question 1.1.4 (Stability of the Positive Mass Theorem). Suppose a sequence of asymp-
totically flat Riemannian manifolds, {M3j }, satisfies ScalM j ≥ 0 and converges to M∞ in
either the Gromov-Hausdorff or the Sormani-Wenger Intrinsic-Flat sense. If M∞ is home-
omorphic to euclidean space R3 then is M∞ isometric to flat E3?
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We provide, in Example 7.3.2, a sequence of asymptotically flat manifolds with non-
negative scalar curvature and ADM mass decreasing to zero which converges in the pointed
Gromov-Hausdorff and pointed Intrinsic-Flat sense to a limit that is homeomorphic to eu-
clidean space, but that is not isometric. In Example 7.3.1, we give a sequence of asymp-
totically flat manifolds with nonnegative scalar curvature and ADM mass decreasing to
zero that is similar to examples constructed by Lee and Sormani [LS14, LS12], but that
converges, in addition, in the Gromov-Hausdorff sense.
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Chapter 2
Background
In this chapter we briefly review essential background material. In the first section, the
basic definitions and some theorems concerning Hausdorff measures and Rectifiable Met-
ric Spaces are recalled. The next section looks at Gromov-Hausdorff convergence in some
detail and then a brief section on Metric Measure Convergence follows. In Sections 2.4
and 2.5, we study Currents in Euclidean space and in Metric Spaces due to Ambrosio-
Kirchheim, respectively. A detailed review of the Sormani-Wenger Intrinsic-Flat distance
and convergence is next in Section 2.6. Section 2.7, which recalls the definition of scalar
curvature and some theorems concerting positive scalar curvature including the formula
that relates scalar curvature to the limit of the volumes of balls on a Riemanniann mani-
fold and the Scalar Torus Rigidity Theorem. The final section surveys results concerning
asymptotically flat manifolds and the positive mass theorem, as well as some constructions
and results from Lee and Sormani [LS14].
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2.1 Hausdorff Measure and Rectifiable Metric Spaces
We review a few measure-theoretic notions on metric spaces.
Given a (X, d) be a metric space, there are many many Borel-regular measures given
by the Carathe´odory construction:
Definition 2.1.1. Let (X, d) be a metric space, k ∈ N, B ⊂ X, define the k-dimensional
Hausdorff measure by
H k(B) = lim
δ↓0
inf{
∞∑
i=0
ωk
(
Diam(Bi)
2
)k
| B ⊂
∞⋃
i=1
Bi,Diam(Bi) < δ} (2.1)
Here, ωk = Lebesgue measure of unit ball of Rk = pik/2/Γ(k/2+1) (and, we set ω0 = 1). We
remark that no generality is lost by taking the sets Bi above to be closed since Diam(B¯i) =
Diam(Bi).
This is also defined for k ∈ R ∪ {∞}, k ≥ 0, but will not be used in this thesis.
We note the following interesting result proven by Kirchheim [Kir94]:
Proposition 2.1.2. If X is a k-dimensional vector space and B1 is the unit ball in X, then
H k(B1) = ωk, ie it is a dimensional constant independent of the norm of X.
In particular, the Hausdorff measures for integer values of k provide natural extensions
of the notion of k-area (or k-volume) for smooth, compact subsets of Rn.
Definition 2.1.3. Let µ be a Borel measure on X. Define the upper k-dimensional density
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by
Θ∗k(µ, x) := lim sup
ρ↓0
µ(B(x, ρ))
ωkρk
(2.2)
the lower k-dimensional density by
Θ∗k(µ, x) := lim inf
ρ↓0
µ(B(x, ρ))
ωkρk
. (2.3)
Proposition 2.1.4 (See [AT04]). On a metric space (X, d), if t ∈ (0,∞) and B is Borel
measurable on X, then
Θ∗k(µ, x) ≥ t, ∀x ∈ B =⇒ µ ≥ t · H k b B (2.4)
and
Θ∗k(µ, x) ≤ t, ∀x ∈ B =⇒ µ b B ≤ t2k · H k b B. (2.5)
Next, we define Lipschitz functions.
Definition 2.1.5. Let X,Y be metric spaces. We call function f : X → Y a Lipschitz if
there exists a constant C > 0 such that
dY( f (x), f (y)) ≤ C · dX(x, y) ∀x, y ∈ X. (2.6)
The Lipschitz constant, denoted by Lip( f ), is
Lip( f ) = inf C = sup
x,y
dY( f (x), f (y))
dX(x, y)
. (2.7)
Let Lip(X,Y) be the collection of all Lipschitz maps f : X → Y; Lip(X) = Lip(X,R),
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Lip1(X,Y) = { f ∈ Lip(X,Y) | Lip( f ) ≤ 1}, and (somewhat confusingly) Lipb(X) = { f ∈
Lip(X) | f is bounded }.
Definition 2.1.6. Let (X, d) be a metric space. We say X is weakly separable if there exists
a sequence (ϕh) ⊂ Lip1(X) such that
d(x, y) = sup
h∈N
|ϕh(x) − ϕh(y)| ∀x, y ∈ X.
A dual Banach space Y = G∗ is w∗-separable if G is a separable Banach space.
Proposition 2.1.7. The class of weakly separable metric spaces contains the separable
ones.
Proof. Suppose (X, d) is separable and (xh) is a countable dense subset of X. Define ϕh :
X → R by ϕh(y) = d(y, xh) for all y ∈ X. Then ϕh ∈ Lip1(X) since by the triangle inequality:
d(y, xh) ≤ d(y, z) + d(z, xh) and d(z, xh) ≤ d(z, y) + d(y, xh)
if and only if
|ϕh(y) − ϕh(z)| = |d(y, xh) − d(z, xh)| ≤ d(y, z). (∗)
Moreover, (∗) implies suph|ϕh(y) − ϕh(z)| ≤ d(y, z). In fact, we have equality since if not,
there exists h, y, z so that d(y, z) < |ϕh(y) − ϕh(z)|, contradicting (∗). 
The following theorem allows one to view any metric space as a subset of a Banach
space, namely, Cb(X) the bounded continuous real-valued functions on X:
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Theorem 2.1.8 (Kuratowski Embeddign Theorem). Any weakly separable space can be
isometrically embedded in `∞ by the map
j(x) = (ϕ1(x) − ϕ1(x0), ϕ2(x) − ϕ2(x0), . . .).
Definition 2.1.9 (CountablyH k-rectifiable sets). AH k-measurable set S ⊂ X is countably
H k-rectifiable if there exists sets Ai ⊂ Rk and Lipschitz functions fi : Ai → X such that
H k
S − ∞⋃
i=1
fi(Ai)
 = 0.
Proposition 2.1.10. CountablyH k-rectifiable sets are separable.
The next technical lemma shows that we may assume the Ai are closed and compact.
This is essentially a consequence of a theorem of Kirchheim [Kir94].
Lemma 2.1.11. Let S ⊂ X be countably H k-rectifiable. Then there exists finitely or
countably many compact sets Ki ⊂ Rk and bi-Lipschitz maps fi : Ki → S such that fi(Ki)
are pairwise disjoint andH k(S −⋃i fi(Ki)) = 0.
2.2 Gromov-Hausdorff Convergence
Let (X, d) be any metric space. By a slight abuse of notation we shall denote the metric
space also by X. First, recall that the Hausdorff distance is a distance between subsets of
X can always be defined:
Definition 2.2.1 (Hausdorff distance). Let A and B be subsets of a metric space (X, d).
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Then the Hausdorff distance between A and B, denoted by dXH (or, simply, dH when X is
clear from context), is defined by
dXH = dH(A, B) = inf{r > 0 | A ⊂ Tr(B) and B ⊂ Tr(A)}, (2.8)
where Tr(A) is the r-tubular neighborhood about A, that is, {B(x, r) | x ∈ A} = {x ∈ X |
dX(x, a) < r, for some a ∈ A}.
When restricted to closed subsets of X the Haudorff distance satisfies the three axioms
of a metric stated precisely in the following proposition.
Proposition 2.2.2. Let M(X) denote the class of all closed subsets of X. Let A, B,C ∈
M(X). Then dXH satisfies:
(i) (positiveness) dXH(A, B) > 0 if A , B and d
X
H(A, A) = 0,
(ii) (symmetry) dXH(A, B) = d
X
H(B, A),
(iii) (triangle inequality) dXH(A,C) ≤ dXH(A, B) + dXH(B,C).
Blaschke proved that the space of all closed subsets of X, M(X), is compact when
equipped with the Hausdorff distance (see Theorem 7.3.8 in [BBI01]).
Next, to define the Gromov-Hausdorff distance we must place Xi (for i = 1, 2) into a
common metric space Z. However, to ensure that the copy in Z is faithful we require that
the metric spaces be metrically isomorphic, that is, that the images have exactly the same
distance function. This is captured by distance-preserving maps. We say that an injective
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map ϕ : X → Z is distance-preserving (or an isometric immersion) if
dZ(ϕ(x1), ϕ(x2)) = dX(x1, x2). (2.9)
For example, for Riemannian manifolds this means that there are no short-cuts in Z that
are not already entirely in the image ϕ(X). Thus, mapping the circle into the plane is not
distance-preserving (since secants are short-cuts) but mapping the circle into the equator
of a spherical cap is distance-preserving. In other words, the intrinsic distance on ϕ(X)
computed as the infimum over lengths of paths in ϕ(X) agrees with the extrinsic distance
inherited from Z.
We are ready to give the definition of the Gromov-Hausdorff distance.
Definition 2.2.3 (Gromov-Hausdorff distance). Let (X1, d1) and (X2, d2) be two metric
spaces. Then the Gromov-Hausdorff distance between X1 and X2, denoted by dGH, is
dGH( (X1, d1), (X2, d2) ) = inf{ dZH(ϕ1(X1), ϕ2(X2) }, (2.10)
where the infimum is taken over all possible complete metric spaces, (Z, dZ), and all
distance-preserving maps ϕi : Xi → Z.
Often, we write dGH(X1, X2) suppressing the metrics d1 and d2 from the notation.
When restricted to isometry classes of compact metric spaces, Gromov proved that the
Gromov-Haudorff distance satisfies the three axioms of a metric stated precisely in the
following proposition.
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Proposition 2.2.4 (Gromov). Let (Xi, di) be metric spaces for i = 1, 2, 3. Then dGH satis-
fies:
(i) (positiveness) dGH(X1, X2) ≥ 0 with dGH(X1, X2) = 0 if and only if X1 is isometric to X2
(ii) (symmetry) dGH(X1, X2) = dGH(X2, X1),
(iii) (triangle inequality) dGH(X1, X3) ≤ dGH(X1, X2) + dGH(X2, X3).
When studying spaces that are pre-compact, one may take their metric completions
before studying the Gromov-Hausdorff distance between them.
Armed with a distance between metric spaces, we can discuss the convergence of se-
quences of spaces.
Definition 2.2.5 (Gromov-Hausdorff convergence). We say a sequence of compact metric
spaces {(X j, d j)}∞j=1 converges to a metric space (X, d) in the Gromov-Hausdorff sense
provided that dGH(X j, X)→ 0 as j→ ∞. We also denote GH-convergence by
Xn
GH−→ X. (2.11)
Gromov’s Compactness Theorem gives conditions for when we can extract a con-
vergent subsequence (to some limiting space) for a sequence of compact metric spaces
{(X j, d j)}∞j=1. The two conditions are that the sequence be equibounded (or uniformly
bounded) and equicompact (or uniformly compact).
Theorem 2.2.6 (Gromov’s Compactness Theorem). If a sequence of compact metric spaces,
X j, is equibounded and equicompact, then there is a compact space (Y, dY) and a subse-
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quence, X ji , such that
X ji
GH−→ Y. (2.12)
Recall that a collection of metric spaces is called equibounded (or uniformly bounded)
if there is a uniform upper bound on the diameter of the spaces, i.e. Diam(X) ≤ D for all
X in the collection for some fixed number D ≥ 0. And, it is called equicompact (or uni-
formly compact) if, for every ε > 0, there exists a natural number N = N(ε) such that for
all spaces in the collection the maximal number pairwise disjoint balls of radius ε in the
spaces is no more than N(ε).
Gromov proved a stronger version of his Compactness Theorem which provides distance-
preserving maps into a common metric space, commonly referred to as Gromov’s Embed-
ding Theorem (see [Gro81]).
Theorem 2.2.7 (Gromov’s Embedding Theorem). If a sequence of compact metric spaces,
X j, is equibounded and equicompact, then there is a pair of metric spaces Y ⊂ Z, and a
subsequence, X ji , and distance-preserving maps ϕ ji : X ji → Z such that
dZH(X ji ,Y)→ 0 as i→ ∞. (2.13)
So, (Y, dZ) is the Gromov-Hausdorff limit of the subsequence {X ji}.
The following theorem, also due to Gromov (but see Corollary 7.3.28 of [BBI01]),
gives an alternative condition for GH-convergence. Recall that we say that a (possibly
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discontinuous) map between two metric spaces, f : X → Y , is an -almost isometry if,
for every x1, x2 ∈ X,
|dY( f (x1), f (x2)) − dX(x1, x2)| ≤  (2.14)
and Y ⊂ T( f (X)). The basic result about -almost isometries is the following:
Proposition 2.2.8 (Corollary 7.3.28 [BBI01]). Let X and Y be two metric spaces and
 > 0. Then:
(1) If dGH(X,Y) < , then there exists a 2-almost isometry f : X → Y.
(2) If there exists an -almost isometry f : X → Y then dGH(X,Y) < 2.
When applied to sequences, part (2) of the previous proposition combined with Gro-
mov’s Compactness theorem implies:
Theorem 2.2.9 (Gromov). If a sequence of metric spaces (X j, d j) have  j almost isome-
tries:
F j : X j → X∞ (2.15)
such that
|d∞(F j(p), F j(q)) − d j(p, q)| ≤  j ∀p, q ∈ X j (2.16)
and
X∞ ⊂ T j(F j(X j)) (2.17)
where  j → 0 then
X j
GH−→ X∞. (2.18)
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Finally, Gromov also defined the stronger notion of Lipschitz convergence. The Lips-
chitz distance, dL, between two metric spaces X and Y is defined by
dL(X,Y) = inf{| log Lip( f )| + log |Lip( f −1)|} (2.19)
where the infimum is taken over all biLipschitz maps f : X → Y . If X and Y there is no
such map f (e.g. the spaces are not homeomorphic) then we set dL(X,Y) = ∞.
A sequence {X j} of metric spaces converges in the Lipschitz sense to a metric space
X∞ if dL(X j, X∞)→ 0 as j→ ∞.
Proposition 2.2.10 (Gromov). If X j → X∞ in the Lipschitz sense, then X j GH−→ X∞.
2.3 Metric Measure Convergence
Fukaya introduced the notion of metric measure convergence of metric measure spaces
(X j, d j, µ j) in [Fuk87]. He assumed the sequence converged in the Gromov-Hausdorff
sense as in (2.13) and then required that the push forwards of the measures converge as
well,
ϕ j∗µ j → ϕ∞∗µ∞ weakly as measures in Z. (2.20)
Where recall that given a map f : X → Y and a measure, µ, on X the push-forward
measure, f∗µ, is defined by
ϕ∗µ(A) = µ(ϕ−1(A)) (2.21)
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and the sequence of measures {µ j} on a common metric space Z converges weakly to the
measure µ on Z if
µ j(A)→ µ(A) ∀ closed A ⊂ Z. (2.22)
Fukaya’s original interest was in studying the behavior of eigenvalues of the Laplacian on
smooth Riemannian manifolds with some curvature bounded below and Gromov-Hausdorff
convergence was not enough to obtain reasonable results. Thus, he required the volume
of measures to converge as well. Since then this convergence has been widely used in
connection with Ricci curvature bounded from below.
The starting point for this theory is another theorem due to Gromov. It’s also called
Gromov’s Compactness Theorem and concerns sequences of Riemannian manifolds with
Ricci curvature bounded below:
Theorem 2.3.1 (Gromov’s (Ricci) Compactness Theorem). If a sequence of compact Rie-
mannian manifolds, (Mnj , g j), is equibounded (i.e. Diam(M j) ≤ D) and satisfies the fol-
lowing lower bound on the Ricci curvature,
RicciMnj ≥ (n − 1)Hg j, (2.23)
then there exists a compact geodesic space, Y, also satisfying (2.23), and Mnj
GH−→ Y as
j→ ∞.
We remark that the equicompact condition follows from the Bishop-Gromov volume
comparison theorem (see [Gro99] for details).
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Cheeger–Colding posed two fundamental problems:
1. Describe the main features of the geometry on a small but definite scale, for mani-
folds, with RicciMm ≥ H(n − 1).
2. Describe the regularity and singularity structure of spaces, Y , which are “limits” of
sequences of manifolds, {Mmj }, with RicciMm ≥ H(n − 1).
This is the so-called structure theory for the degeneration of metrics for manifolds
{Mmj } satisfying the above hypotheses and was developed by Cheeger and Colding [CC97,
CC00a, CC00b].
In [CC97], Cheeger–Colding proved metric measure convergence of noncollapsing
(ie Vol(M j) ≥ V0 > 0 for all j) sequences of manifolds with Ricci uniformly bounded
below in [CC97] where the measure on the limit is the Hausdorff measure. They proved
metric measure convergence by constructing almost isometries and showing the Hausdorff
measures of balls about converging points converge:
If p j → p∞ thenHm(B(p j, r))→ Hm(B(p∞, r)). (2.24)
They also studied collapsing sequences obtaining metric measure convergence to other
measures on the limit space. Cheeger and Colding applied this metric measure conver-
gence to prove that limits of manifolds with nonnegative Ricci curvature have generalized
nonnegative Ricci curvature. In particular they prove the limits satisfy the Bishop-Gromov
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Volume Comparison Theorem and the Cheeger-Gromoll Splitting Theorem.
We note that it is the success of this theory that provides much motivation for general-
izing the Cheeger-Colding results for sequences of manifolds, {Mmj }, with Scalar curvature
bounded from below. However, since Scalar curvature is only an average of Ricci cur-
vature (we review Scalar Curvature in Section 2.7) there’s a loss of information and new
phenomena can occur such as sewing which is described in this thesis.
Sturm, Lott and Villani then developed the CD(k,n) notion of generalized Ricci curva-
ture on metric measure spaces in [Stu06a][LV09]. In [Stu06b], Sturm extended the study
of metric measure convergence beyond the consideration of sequences of manifolds which
already converge in the Gromov-Hausdorff sense, using the Wasserstein distance. This is
also explored in Villani’s text [Vil09]. CD(k,n) spaces converge in this sense to CD(k,n)
spaces. RCD(k,n) spaces developed by Ambrosio-Gigli-Savare are also preserved un-
der this convergence [AGS14]. RCD(k,n) spaces are CD(k,n) spaces which also require
that the tangent cones almost everywhere are Hilbertian. There has been significant work
studying both of these classes of spaces proving they satisfy many of the properties of
Riemannian manifolds with lower bounds on their Ricci curvature.
2.4 A Brief Historical Introduction to Currents in Rn
The Plateau Problem, named in honor the Belgian physicist Joseph Plateau’s experiments
with wire frames dipped into a soapy solution, simply asks: find a minimal surface span-
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ning a given closed rectifiable curve. This turned out to be a difficult problem which
attracted some of the best mathematicians but it was not until the 1930s that is was (inde-
pendently) solved by Jesse Douglas [Dou31] and Tibor Rado´ [Rad30]. Their methods did
not easily generalize to higher dimensions.
Later, in the 1960’s Federer and Fleming [FF60] invented the theory of integral cur-
rents of arbitrary dimension and codimension in euclidean space to solve the generalized
Plateau problem. Their theory is useful for large classes of geometric variational problems
including minimal surfaces. It was based upon the so-called “direct method” of the cal-
culus of variations which breaks the problem into two steps (i) existence of a “weak” (i.e.
non-smooth) solution and (ii) regularity. Roughly this process is as follows: (i) enlarge the
class of objects with less regularity than the original problem states so that there is a good
compactness theorem available (that is, sequences of natural objects have convergent sub-
sequences); (ii) take a minimizing sequence (which has a limit due to (i)) then prove that
the limit of this sequence has higher regularity than in the weak category. Thus, studying
objects with little to no smoothness is important even if the ideal solutions should indeed
have stronger properties. Since the seminal work of Federer and Fleming, the study of
weak spaces has become one of the central themes in geometry and analysis.
But why look at weak solutions at all? Consider a circle and a sequence of surfaces
in R3 with the circle as their boundary. If the sequence has a tentacle or spline that grows
taller but thinner, then the area of the tentacle tends to zero (say, A ≤ (2pir)L + pir2 → 0
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as r = 1/n2 → 0 and L = n → ∞). Observe the Hausdorff limit is then a disk with a line
segment attached. See Figure 2.1.
Figure 2.1: Classical surfaces lack compactness.
The subject that grew out of the Federer and Fleming theory is called Geometric Mea-
sure Theory (See Federer’s epic tome [Fed69]). One can view Geometric Measure theory
as trying to combine and reconcile the generality of measure theory with that of the rigidity
of Riemannian geometry (smooth spaces that generalize surfaces). This theory is reliant
upon an ambient euclidean space or a Riemannian manifold and the generalized surfaces
(called currents) are its subsets with certain properties.
To simply notation we will assume that U ⊂ Rn is an open set and bounded.
A k-dimensional current in Rn is intuitively a differential form whose coefficients in-
stead of being smooth functions (classical forms on manifold) are distributions, or gener-
alized functions, that are functionals. Recall that a k-form is a function on an open subset
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U ⊂ Rn with k-vectors as outputs:
ω : U →
k∧
Rn : ω(x) = ωα(x)dxα, x ∈ U (2.25)
where α is a multi-index and ωαdxα = ωα1...αkdx
α1∧···∧dxα(k) . The space of these forms is
denoted by Dk(U) and is given the weak∗-topology. Then the space of k-dimensional
currents in Rn, denoted by Dk(U), and consists of all the duals to the k-forms. That is,
T ∈ Dk(U) is a functional on these forms, i.e. T : Dk(U) → R. For example, to each
k-dimensional submanifold Mk of Rn contained in U, there is a natural current associated
to it, denoted by [M], that is given by
[M](ω) =
∫
M
ω =
∫
M
〈ω(x), ξ(x)〉dH k(x), ∀ω ∈ Dk(U), (2.26)
where ξ is an orienting k-vector field for M. Currents are extremely general objects but for
our purposes studying generalizations of (2.26) is sufficient. These generalizations are the
integral rectifiable currents.
An integer rectifiable current is a current T to which there corresponds a countable-
H k-rectifiable subset X ⊂ Rn (a generalized submanifold), a locally H k-integrable func-
tion θ taking integer values (the weight), and a H k-measurable function, ξ : X → ∧Rn,
such that forH k-almost every x ∈ X, ξ(x) = v1∧ · · ·∧ vk, where {v1, . . . , vk} is an orthonor-
mal basis for the approximate tangent plane TxX, and
T (ω) = [X](ω) =
∫
X
〈ω(x), ξ(x)〉θ(x)dH k(x), ∀ω ∈ Dk(U). (2.27)
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Many properties of submanifolds are shared by currents. For example, there is a bound-
ary operator: ∂T (ω) = T (dω), for (k − 1)-forms. As well as push-forwards, pull-backs,
mass, etc. For a detailed account see Federer’s classic text [Fed69] or one of the many
more current texts (e.g. [LY02]).
The concept of mass of a current, denoted by M(T ), is particularly important since it
generalizes the concept of k-area (or k-volume) for submanifolds. It’s defined by
M(T ) = sup{T (ω) | ω ∈ Dk(U), sptω ⊂ U, ‖ω‖ ≤ 1}, (2.28)
where
‖ω‖ = sup{〈ω(x), ξ(x)〉 | x ∈ U, ξ(x) = v1 ∧ · · · ∧ vk} (2.29)
is called the comass. In particular, for integer rectifiable currents we have
M(T ) =
∫
X
θ(x)dH k(x) (2.30)
and, if they have weight one, M(T ) = H k(X).
To ensure that the class of currents have nice compactness properties, we restrict to the
so-called normal currents for which ∂T is also rectifiable plus T and ∂T both have finite
mass. Of course, we must specify the topology on the space of currents. Since they are∧k Rn-valued distributions, we choose the weak topology. Thus, a sequence of currents T j
converges weakly to a current T , denoted by T j → T , if T j(ω)→ T (ω), for all ω ∈ ∧k Rn,
as j → ∞. Federer-Fleming [FF60] (and also DeGiorgi in a special case k = n) prove the
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celebrated
Theorem 2.4.1 (Compactness Theorem for Integer-multiplicity Normal Currents). Let
{T j}∞j=1 be a sequence of integer-multiplicity normal currents with equibounded normal
mass, that is,
sup
j≥1
{M(T j) + M(∂T j)} ≤ M < ∞. (2.31)
Then there is an integer-multiplicity normal current, T , and a subsequence {T ji}∞i=1 such
that
T ji → T as i→ ∞. (2.32)
This was an important step to solving the Plateau Problem in higher dimensions. The
second step, of course, is the extremely difficult regularity theory which we will not dis-
cuss.
Interestingly, there is another topology on currents called the flat norm or flat distance.
This was introduced by Whitney in [Whi57] where he also introduced a sharp norm and
used the musical notation, | · |[ and | · |] (respectively), to denote these norms. Thus, we
note that the term flat is not to be associated or confused with notions of zero curvature.
Definition 2.4.2 (Federer-Fleming Flat Distance). Given two currents k-dimensional cur-
rents in Rn, T1 and T2, their flat norm or distance1 is given by
dF (T1,T2) = |T1 − T2|[ = inf {M(A) + M(B) | T1 − T2 = A + ∂B}, (2.33)
1Indeed, the flat distance is a norm since taking T = T1 and T2 = 0 we have |λT |[ = |λ| · |T |[.
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where the infimum is taken over all currents A and B such that A, called the “excess”
boundary, is a k-dimensional current in Rn and B, called the “filling” current, is a k + 1-
dimensional current in Rn. Thus, a sequence of currents T j converges in the flat sense to
a current T , denoted by T j
F−→ T, if dF (T j,T )→ 0 as j→ ∞. See Figure 2.2.
Figure 2.2: An illustration of the flat distance between currents.
Consider the situation in Figure 2.2 where the flat distance between a disk and a surface
with a long and thin tentacle. Recall that the Hausdorff distance will be large (at least as
big as the length of the tentacle) because we must find tubular neighborhoods of each
surface that contains the other. But because the flat distance is the sum of the mass of
the two-dimensional “excess” which is a thin cylinder between two circles (can be made
small) and the mass of the three-dimensional region that fills in between the two surfaces
(which will can also be made small!). Thus, the flat distance will be small. Compare
Figure 2.2 to Figure 2.1.
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The flat norm provides a metrizable topology which is not apparent (and not always
the case) in the weak∗-topology given earlier. More importantly, the two topologies are
equivalent since a sequence converges weakly if and only if it converges in the flat sense:
Theorem 2.4.3 (Federer-Fleming Weak = Flat topology). Let {T j}∞j=1 be a sequence of
integer-multiplicity normal currents with equibounded normal mass, that is,
sup
j≥1
{M(T j) + M(∂T j)} ≤ M < ∞. (2.34)
Then {T j} converges weakly to an integer-multiplicity normal current, T , if and only if {T j}
converges in the flat sense to T , or
T j → T ⇐⇒ T j F−→ T. (2.35)
Combining the previous theorem with the compactness theorem we have the
Theorem 2.4.4 (Federer-Fleming Compactness Theorem in the Flat Metric Topology).
Let {T j}∞j=1 be a sequence of integer-multiplicity normal currents with equibounded normal
mass, that is,
sup
j≥1
{M(T j) + M(∂T j)} ≤ M < ∞. (2.36)
Then there is an integer-multiplicity normal current, T , and a subsequence {T ji}∞i=1 such
that
T ji
F−→ T as i→ ∞. (2.37)
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2.5 Ambrosio-Kirchheim Theory of Currents on Metric
Spaces
Following a short paper by DeGiorgi [DeG95], Ambrosio–Kirchheim [AK00] extended
the Federer–Fleming theory of currents to arbitrary (complete) metric spaces, that is,
spaces with no differential structure. In addition to putting forth the basic theory of cur-
rents on metric spaces, they proved a generalized compactness theorem and a generalized
Plateau problem in the metric space setting.
What should k-forms look like on abstract metric spaces? DeGiorgi’s idea was to re-
place the k-differential forms, ω = ωαdxα1 ∧ · · · ∧ dxαk , with (k + 1)-tuples of Lipschitz
functions, ω = ( f , pi) = ( f , pi1, . . . , pik), where f , pi j : X → R are Lipschitz functions and
f is bounded. Then a k-current is a functional on such k-forms satisfying a few natural
axioms: (1) linearity in all the arguments; (2) continuity with respect to pointwise con-
vergence in the last k arguments with uniform Lipschitz bounds; (3) locality (T ( f , pi) = 0
whenever pii is constant on a neighborhood of { f , 0} for some i). These axioms imply the
product and chain rules, and that any current is alternating in the last k arguments, pi. The
mass of T is then least measure, µ, satisfying
|T ( f , pi)| ≤
k∏
i=1
Lip(pii)
∫
X
| f | dµ, (2.38)
which superficially looks like a change of variables formula.
The following material is adapted from [AK00]. In this section we contend our-
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selves with a brief sketch of the ideas needed to define integral current spaces used in
the Intrinsic-Flat distance.
We give formal definitions and state some basic results about metric functionals first.
Let k ∈ N. Define
Dk(X) = Lipb(X) × [Lip(X)]k
= {ω = ( f0, pi1, . . . , pik) | f0 ∈ Lipb(X), pii ∈ Lip(X)}
and D0(X) = Lipb(X).2 We call elements of Dk(X) “metric k-forms.” It is a finite-
dimensional vector space when given the coordinate-wise operations.
Definition 2.5.1. Given a map T : X → R where X is a vector space, we say3
1. T is subadditive if |T (x + y)| ≤ |T (x)| + |T (y)|
2. T is positively 1-homogeneous if |T (tx)| = t|T (x)|, t ≥ 0.
Definition 2.5.2 (metric functionals). We call a function T : Dk(X)→ R a k-dimensional
metric functional, which will be denoted by MFk(X), if
( f , pi1, . . . , pik) 7→ T ( f , pi1, . . . , pik)
is subadditive and positively 1-homogeneous with respect to f ∈ Lipb(X), and each pi1, . . . , pik ∈
2The pii’s take the role of the coordinate functions xi in Rn; Lipb(X) takes the role of C
∞
c (U) (with U ⊂ Rn
open).
3Because of the absolute values present in the definition, future statements will need to be changed. For
example, see (b) from Proposition 2.5.15.
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Lip(X). For example, subadditivity means
|T ( f + g, pi1, . . . , pik)| ≤ |T ( f , pi1, . . . , pik)| + |T (g, pi1, . . . , pik)|
for any f , g ∈ Lipb(X) and
|T ( f , pi1, . . . , pii + p˜ii, . . . , pik)| ≤ |T ( f , pi1, . . . , pii, . . . , pik)| + |T ( f , pi1, . . . , p˜ii, . . . , pik)|
for any p˜ii, pi1, . . . pik ∈ Lipb(X).
Remark 2.5.3. Observe that MFk(X) is a vector space.
Definition 2.5.4 (exterior differential). We define the exterior differential d : Dk(X) →
Dk+1(X) by
dω = d( f , pi1, . . . , pik) = (1, f , pi1, . . . , pik).
Definition 2.5.5 (pullback). The pullback operator # : Dk(Y) → Dk(X) is defined as
follows: given a Lipschitz map ϕ ∈ Lip(X,Y) between two metric spaces and ω ∈ Dk(Y),
define
ϕ#ω = ϕ#( f , pi1, . . . , pik) = ( f ◦ ϕ, pi1 ◦ ϕ, . . . , pik ◦ ϕ).
Note that ϕ#ω ∈ Dk(X).
Definition 2.5.6 (boundary). The boundary operator ∂ : MFk(X)→ MFk−1(X) is defined
by
(∂T )(ω) = T (dω),
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that is, given ω = ( f , pi1, . . . , pik−1) ∈ MFk−1(X), (∂T )(ω) = T (dω) = T (1, f , pi1, . . . , pik−1).
Definition 2.5.7 (pushforward). The pushforward operator # : MFk(X) → MFk(Y) is
defined as follows: given a Lipschitz map ϕ ∈ Lip(X,Y) between two metric spaces and
ω ∈ Dk(Y), define
(ϕ#T )(ω) = T (ϕ#ω).
Proposition 2.5.8 ([AK00]). The Pullback commutes with the exterior derivative: ϕ#◦d =
d ◦ ϕ#. The Pushforward operator commute with the boundary operator:
ϕ# ◦ ∂ = ∂ ◦ ϕ# (2.39)
Definition 2.5.9 (restriction). The restriction of a metric functional T ∈ MFk(X) to a m-
metric form ω = (g, τ1, . . . , τm) ∈ Dm(X), with m ≤ k (if m = o, set ω = g), denoted T x ω,
by setting
(Tx ω)( f , pi1, . . . , pik−m) = ( f · g, τ1, . . . , τm, pi1, . . . , pik−m).
Definition 2.5.10 (Finite mass, mass). Given T ∈ MFk(X), we say that T has finite mass
if there exists µ ∈ M(X) such that
|T ( f , pi1, . . . , pik)| ≤
k∏
i=1
Lip(pii) ·
∫
E
| f | dµ (2.40)
for any ( f , pi1, . . . , pik) ∈ Dk(X), with the convention ∏i Lip(pii) = 1 if k = 0. If T has finite
mass, then the minimal measure4 satisfying (2.40) will be called the mass of T and will be
4Here, µ is minimal in the sense that µ(X) ≤ ν(X) for all ν ∈ M(X).
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denotes by ‖T‖.
It is necessary to prove that the mass is well-defined. Notice that we lack linearity in
the usual sense for metric functionals.
Theorem 2.5.11 ([AK00]). Let T have finite mass. Let {µi}i∈I ⊂ M(X) be collection of all
measures satisfying the finite mass condition (2.40). In particular, note that I , ∅5. Then
the mass of T is given by
∧
i∈I µi; in particular, it is well-defined.
Lemma 2.5.12 ([AK00]). If T has finite mass, then we may extend T uniquely to B∞(X)×
[Lip(X)]k and continuously using that Lipb(X) is dense in L
1(X, µ), where µ is one of the
measures from the definition of finite mass, and T still satisfies (2.40), sublineartiy, and
positive 1-homogeneity.
By the lemma, we may view T : B∞(X) × [Lip(X)]k → R whenever it is convenient,
i.e. when we need it in a proof.
Proposition 2.5.13 ([AK00]). Let ϕ : X → Y be a Lipschitz map between vector spaces.
If T has finite mass, then ϕ#T also has finite mass.
Proposition 2.5.14 ([AK00]). Let ω ∈ Dm(X) for 0 ≤ m ≤ k. If T has finite mass, then
T x ω also has finite mass.
In the special case that m = 0 and g = χA, we write T x A instead of T x χA. Finally,
Ambrosio–Kirchheim proved the following characterization of mass.
5Here we mean I = {µ ∈ M(X) | µ satisfies (2.40)}.
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Proposition 2.5.15 (Characterization of Mass [AK00]). Let T ∈ MFk(X). Then T has
finite mass if and only if the following two conditions hold:
(a) ∃ M ∈ [0,∞) such that
∞∑
j=0
|T ( f j, pi j1, . . . , pi jk)| ≤ M
whenever
∑
j | f j| ≤ 1 and Lip(pi ji ) ≤ 1.
(b) The map f 7→ T ( f , pi1, . . . , pik) is continuous along equi-bounded monotone se-
quences in Lipb(X), i.e. sequences ( fh) such that ( fh(x)) is monotone pointwise for each
x ∈ X and sup{ fh(x) | x ∈ X, h ∈ N} < ∞.
Moreover, if these conditions hold (ie either T has finite mass or (a) and (b) hold), then
‖T‖(X) is the least constant satisying (a), and ‖T‖(B) is representable for any B ∈ B(X) by
sup
 ∞∑
j=0
|T (χA j , pi j1, . . . , pi jk)|
 , (2.41)
where the supremum is taken among all Borel partitions {A j} of B and all k-tuples of 1-
Lipschitz maps pi ji .
The proof of this is long and technical. This result is used in the proof of the lower
semi-continuity of mass, Proposition 2.5.27 below, and in Chapter 5 to prove results about
integral currents on pulled spaces.
Definition 2.5.16 (support). For µ ∈ M(X), define the support of µ by
spt µ := {x ∈ X : µ(B(x, ρ)) > 0,∀ρ > 0}.
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If T ∈ MFk(X) with finite mass, then we set spt T := spt ‖T‖, called the support of T.
Proposition 2.5.17 ([AK00]). If X is a separable metric space, then any µ ∈ M(X) is
concentrated on spt µ, i.e. µ(X − spt µ) = 0.
Lemma 2.5.18 ([AK00]). Any measure µ ∈ M(X) is concentrated on a σ-compact set.
We are now ready to define currents.
Definition 2.5.19 (Currents). Let k ≥ 0 be an integer. Define Mk(E) to be the set of all
metric functionals T ∈ MFk(E) with finite mass satisfying (i) linearity, (ii) continuity, and
(iii) locality; where
(i) Linearity: T is multilinear in ( f , pi1, . . . , pik)
(ii) Continuity: if pi ji → pii pointwise in E and Lip(pi ji ) ≤ C for all i, j, for some constant
C, then lim j→∞ T ( f , pi
j
1, . . . , pi
j
k) = T ( f , pi1, . . . , pik).
(iii) Locality: if pii is constant on a neighborhood of { f , 0}, for some 1 ≤ i ≤ k, then
T ( f , pi1, . . . , pik) = 0.
Example 2.5.20 ([AK00]). The following is an example of a metric functional in MF1(R)
with finite mass that is NOT linear:
T1( f , pi) :=
∣∣∣∣∣∫
R
f (t)pi′(t)e−t
2
dt
∣∣∣∣∣ .
Checking that T1 ∈ MF1(R) is straight-forward and note ‖T1‖ = e−t2L1. By taking any
( f , pi) for which T1( f , pi) , 0, it is easy to see linearity fails: set pi1 = pi and pi2 = −pi, so if
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T1 were linear, 0 = T1( f , pi1 + pi2) = T1( f , pi) + T1( f ,−pi) = 2T1( f , pi), a contradiction.
Example 2.5.21 ([AK00]). The following is an example of a metric functional in MF2(R2)
with finite mass that is linear but NOT continuous:
T2( f , pi1, pi2) :=
∫
R2
f (x, y)
∂pi1
∂x
∂pi2
∂y
e−x
2−y2dxdy.
To see why it fails continuity, set pi1 = pi2 = x + y. Pick a sequence pi
j
1 converging to pi1 that
looks like a smoothed out staircase with a growing number of steps that are narrowing.
For pi j2 take pi
j
1 but shifted to the left (say) so that
∂pi
j
1
∂x
∂pi
j
2
∂y ≡ 0. Then T2( f , pi j1, pi j2) ≡ 0 but
T2( f , pi1, pi2) =
∫
R2
f e−x
2−y2dxdy , 0. See the proof of the alternating property below.
Example 2.5.22 ([AK00]). The following is an example of a metric functional in MF1(R)
with finite mass that is NOT local:
T3( f , pi) :=
∫
R
f (t)[pi(t + 1) − pi(t)]e−t2dt.
Example 2.5.23 (Example 3.2 [AK00]). Any function g ∈ L1(R) induces a top-dimensional
current [g] ∈Mk(Rk) defined by
[g]( f , pi1, . . . , pik) :=
∫
Rk
g f det(∇pi)dx,
defined for f ∈ B∞(Rk), pi1, . . . , pik ∈ Lip(Rk). This integral is well-defined by the Rademacher
Theorem (it says ∇pi is defined Lk-a.e., which is enough for integration). Properties (i)
and (iii) are easy to verify, but the continuity (ii) of [g] follows from the well-known w∗-
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continuity property of determinants in Sobolev space W1,∞. Also, it is easy to see it has
finite mass and
∣∣∣[g]( f , pi1, . . . , pik)∣∣∣ = ∣∣∣∣∣∫
Rk
f g det(∇pi)dx
∣∣∣∣∣
≤
∫
Rk
| f | · | det(∇pi)|(|g|dx)
≤
k∏
i=1
Lip(pii)
∫
Rk
| f |(|g|dx) (by Hadamard Inequality)
implies ‖[g]‖ = |g|Lk.
Definition 2.5.24 (Normal Currents). Let k ≥ 1 be an integer. We say T ∈ Mk(E) is a
normal current if ∂T ∈ Mk−1(E), ie ∂T is also a current. We denote the space of all
normal currents as Nk(E).
Proposition 2.5.25 (Some properties of normal currents [AK00]). (a) ∂T always satisfies
(i) and (ii) in definition 3.1 (provided T does). It also satisfies (iii) from the stronger
locality property in Theorem 3.5 proved below. Hence, ∂T is a current provided it has
finite mass.
(b) (Nk(E), N(·)) is a Banach space with the norm defined by N(T ) := ‖T‖(E) + ‖∂T‖(E).
Additional properties such as the Product Rule and Chain Rule may be found in
[AK00].
Recall the definition of weak convergence of currents.
Definition 2.5.26 (Weak convergence). We say that a sequence {T j}∞j=1 in Mk(E) weakly
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converges to T ∈Mk(E) if for all ω ∈ Lipb(E) × [Lip(E)]k,
lim
j→∞T j(ω) = T (ω).
That the mass is lower semi-continuous with respect to weak convergence is crucial
to the application of currents to minimization problems in the Calculus of Variations. We
provide a proof here since it is an important result.
Proposition 2.5.27 (lower semi-continuity [AK00]). The mass norm M(·) is lower semi-
continuous with respect to weak convergence on open sets, i.e. for all open A ⊂ E and
{T j}∞j=1 converging weakly to T , we have
MA(T ) ≤ lim inf
j→∞ MA(T j),
where we set MA(T ) := ‖T‖(A).
Proof. Let A ⊂ E be open and T j → T weakly with T j,T ∈ Mk(E). Note that by the
characterization of mass (Proposition 2.5.15), we have
‖T‖(A) = sup set
∞∑
i=1
|T(χAi , pii)| : {Ai} Borel partition of A, pii ∈ [Lip1(X)]k
= sup set
∞∑
i=1
|T(fi, pii)| :
∑
i
|fi| ≤ χA, pii ∈ [Lip1(X)]k.
Let { fi} and {pii} be such that ∑i | fi| ≤ χA and pii ∈ [Lip1(X)]k be given. Since T and the
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T j’s have finite mass, by the monotone convergence theorem, we see
∞∑
i=1
|T ( fi, pii)| = lim
j→∞
∑
i→∞
|T j( fi, pii)| ≤ lim
j→∞ ‖T j‖(A).
Taking a supremum, it follows that ‖T‖(A) ≤ lim inf j→∞ ‖T j‖(A). 
Remark 2.5.28. If it is known, that the measures ‖T‖ and ‖Th‖’s are Radon, then the above
proposition follows immediately and, in particular, without using the assumption on finite
mass and the characterization of mass property.
Next, Ambrosio–Kirchheim gave the following representation of top-dimensional cur-
rents and normal currents in euclidean space. It says that normal currents are induced by
BV-functions and that currents are inducted by L1-functions (provided its mass-measure is
absolutely continuous with respect to Lk).
Theorem 2.5.29 (Representation Theorem for Normal Currents in Rk [AK00]). A normal
k-current in Rk is representable by a BV-function on Rk. More precisely, for any T ∈
Nk(Rk), ∃! g ∈ BV(Rk) such that T = [g] with ‖∂T‖ = |Dg|, where Dg is the derivative of
g in the sense of distribution, and |Dg| is its total variation measure.
Theorem 2.5.30 (Representation Theorem for Currents in Rk [AK00]). A k-current T in
Rk is representable as [g], where g ∈ L1(Rk) if and only if the mass of T is absolutely
continuous with respect to the Lebesgue measure, i.e. ‖T‖  Lk. When k = 1, 2, the mass
of any k-current in Rk is absolutely continuous with respect to Lk.
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Remark 2.5.31. It is unknown whether for k > 2 all k-currents satisfy the absolute conti-
nuity property.
The next result says that normal currents on any metric space X satisfy the absolute
continuity property with respect toH k.
Theorem 2.5.32 (Absolute Continuity for Normal Currents [AK00]). Let T ∈ Nk(X) and
N ∈ B(Rk) that is Lk-negligible, then for all pi ∈ [Lip(X)]k,
‖T x (1, pi)‖(pi−1(N)) = 0. (2.42)
Moreover, ‖T‖ vanishes onH k-negligible subsets of X.
Still the class of normal currents is too large. We restrict to rectifiable currents.
Definition 2.5.33 (rectifiable currents). Let k ≥ 1 be an integer, T ∈Mk(X) be a k-current.
We say T is rectifiable if
1. ‖T‖ is concentrated on a countablyH k-rectifiable set;
2. ‖T‖ vanishes onH k-negligible Borel sets.
We say a rectifiable current T is integer-rectifiable if ∀ ϕ ∈ Lip(X,Rk) and ∀ A ⊂ X open,
we have
ϕ#T x A = [θ],
for some θ ∈ L1(Rk,Z).
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For k = 0, we can extend the above definitions:
Definition 2.5.34 (zero-dimensional rectifiable currents). Let k = 0. We say T ∈Mk(X) is
rectifiable if there exists countably many points {x j} ⊂ X and θ j ∈ R (or Z in the integer
case) such that
T ( f ) =
∑
j
θ j f (x j) ∀ f ∈ B∞(X) (2.43)
Definition 2.5.35 (Notation). Let
• Rk(X) = rectifiable k-currents
• Ik(X) = integer-rectifiable k-currents
• Ik(X) := Ik(X) ∩ Nk(X) = integral k-currents.
Note these are all Banach subspaces.
For useful rectifiability criteria, see Theorem 4.3 from [AK00].
Rectifiable currents have parametric representations. We note that these are taken as
definitions in [SW11].
Theorem 2.5.36 (Parametric Representation of Rectifiable Currents [AK00]). Let T ∈
Mk(X). Then T ∈ Rk(X) (respectively T ∈ Ik(X)) if and only if there exists a sequence of
compact sets K j, functions θ j ∈ L1(Rk) (respectively θ j ∈ L1(Rk,Z)) with spt θ j ⊂ K j, and
bi-Lipschitz maps f j : K j → X, such that
T =
∞∑
j=0
f j#[θ j] and M(T ) =
∞∑
j=0
M( f j#[θ j]). (2.44)
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Moreover, if X is a Banach space, T can be approximated in mass by a sequence of normal
currents.
Rectifiable currents are concentrated on a canonical set, denoted set(T), for which the
mass measure has positive density:
set(T) = {x ∈ X | Θ∗k(‖T‖, x) > 0. (2.45)
Ambrosio–Kirchheim proved (Theorem 4.6 [AK00]) that set(T) is countablyH k-rectifiable,
and ‖T‖ is concentrated on set(T).
We may now state the Compactness Theorem of Ambrosio–Kirchheim:
Theorem 2.5.37 (Compactness Theorem for Normal Currents in Metric Spaces [AK00]).
Let {T j}∞j=1 ⊂ Nk(X) be a sequence of normal currents with equibounded normal mass, that
is,
sup
j≥1
{M(T j) + M(∂T j)} ≤ M < ∞. (2.46)
Assume that for any integer p ≥ 1 there exists a compact set Kp such that
‖T j‖(X \ Kp) + ‖∂T j‖(X \ Kp) < 1p for all j ∈ N. (2.47)
Then there is a normal current, T ∈ Nk(X), and a subsequence {T ji}∞i=1 such that
T ji → T as i→ ∞. (2.48)
See Theorem 5.2 from [AK00] for a proof.
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2.6 Sormani-Wenger Intrinsic-Flat Convergence
In 2011, Sormani-Wenger [SW11] introduced the notions of integral current spaces and a
distance between them inspired by the Gromov-Hausdorff distance for metric spaces and
the Federer-Fleming flat norm, called the Sormani-Wenger Intrinsic-Flat distance, denoted
by dF , and made rigorous by the Ambrosio-Kirchheim theory. Sormani-Wenger [SW11]
define dF over the class of integral current spaces and prove a compactness theorem, which
is based on Wenger’s compactness theorem [Wen11], to which they applied to the study
of convergence of oriented Riemannian manifolds.
In Subsection 2.6.1, we review the definitions of integral current spaces which are
the natural objects that the Sormani-Wenger Intrinsic-Flat distance compares. In Sub-
section 2.6.2, we review the definition of the Sormani-Wenger Intrinsic-Flat distance and
some of its properties. In Subsection 2.6.3, we review some of the theorems about the
Intrinsic-Flat distance cited later in this dissertation.
2.6.1 Integral Current Spaces
With the theory of currents thoroughly reviewed, we define integral current spaces. These
are intrinsic version of currents developed by Sormani and Wenger in [SW11].
A natural extension of manifolds to metric spaces is the notion ofH k-rectifiable metric
spaces defined previously in Section 2.1. Recall that a metric space X is countable H k-
rectifiable if there are countably many Lipschitz maps, ϕ j : A j → X, of Borel measurable
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subsets A j ⊂ Rk into X such that the Hausdorff measure
H k
(
X \ ∪∞j=1ϕ j(A j)
)
= 0. (2.49)
We call these charts in analogy with a (differentiable) manifold. Due to a result by Kirch-
heim [Kir94], see Lemma 2.1.11, this collection can be chosen so that the maps, ϕ j, are
bi-Lipschitz. Then a collection {ϕ j} of bi-Lipschitz charts is called an atlas of X.
Recall that in Euclidean space bi-Lipschitz functions are differentiable almost every-
where (a.e.) by Rademacher’s Theorem so that det[∇(ϕ−1i ◦ ϕ j)] is defined a.e. whenever
ϕi, ϕ j are from an atlas. This allows for a notion of orientation and we say that {ϕ j} is an
oriented atlas if
det[∇(ϕ−1i ◦ ϕ j)] > 0 a.e. (2.50)
whenever the charts overlap on A j ∩ ϕ−1i (ϕi(Ai). An orientation on a countably H k-
rectifiable metric space X is an equivalence class of atlases where two atlases are con-
sidered related if their union is an oriented atlas.
Orientable connected Riemannian manifolds only have two orientations whereas count-
ablyH k-rectifiable metric spaces can have countably many.
A multiplicity (or weight) function on a countablyH k-rectifiable space X withH k(X) <
∞ is a Borel measurable function θ : X → N whose weighted volume,
Vol(X, θ) =
∫
X
θ(x) dH k(x), (2.51)
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is finite.
For Riemannian manifolds, with θ = 1, the weighted volume is the volume but limits
of Riemannian manifolds with θ = 1 can have weight functions θ > 1 on certain regions.
Sormani gave such an example (Example A.20 in[SW11]) which, roughly speaking, was
a sequence built from two spheres attached by tunnels with a twist so that the orientations
matched and doubled in the limit when the spheres came together.
Sormani and Wenger introduced the new concept of a countablyH k-rectifiable metric
spaces being completely settled which removes points of zero density (such as cusps) for
integer multiplicity functions. More precisely, an oriented countablyH k-rectifiable metric
space with multiplicity function, (X, d, [{ϕ j}], θ), is completely settled if
X = {p ∈ X¯ | Θ∗k(θH k, p) > 0}. (2.52)
Due to Theorem 2.5.36) we may associate bi-Lipschitz maps ϕ j : A j → X with A j ⊂
Rm, precompact Borel measurable subsets and with pairwise disjoint images and weight
functions θ j ∈ L1(A j,N). We call ({ϕ j}, {θ j}) a parametrization of an integer rectifiable
current T ∈ Im(X), with m ≥ 1, such that (2.44) holds. We say that the parametrization
is settled we choose the sets A′j ⊂ A j such that ϕ j : A′j → set(T). Recall that set(T) is
Hm-almost all of spt(T ) but does not include cusp points. See also Proposition 2.40 in
[SW11].
We are ready to define integral current spaces.
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Definition 2.6.1 (Integral Current Space [SW11]). An m dimensional metric space (X, d,T )
is called an integral current space if it has an integral current structure T ∈ Im
(
X¯
)
where X¯ is the metric completion of X and set(T) = X. Given an integral current space
M = (X, d,T ) we will use set (M) or XM to denote X, dM = d and [M] = T.
Note that set (∂T) ⊂ X¯. The boundary of (X, d,T ) is then the integral current space:
∂ (X, dX,T ) := (set (∂T) , dX¯, ∂T) . (2.53)
If ∂T = 0 then we say (X, d,T ) is an integral current without boundary.
Remark 2.6.2. Note that any m dimensional integral current space is countably Hm rec-
tifiable with orientated charts, ϕi and weights θi provided as in Theorem 2.5.36. A 0
dimensional integral current space is a finite collection of points with orientations, σi and
weights θi provided as in (2.5.34). If this space is the boundary of a 1 dimensional integral
current space, then the sum of the signed weights is 0.
Example 2.6.3. A compact oriented Riemannian manifold with boundary, Mm, is an in-
tegral current space, where X = Mm, d is the standard metric on M and T is integration
over M. In this case M(M) = Vol(M) and ∂M is the boundary manifold. When M has no
boundary, ∂M = 0.
Definition 2.6.4 (Integral Current Spaces [SW11]). The space of m ≥ 0 dimensional
integral current spaces, Mm, consists of all metric spaces which are integral current
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spaces with currents of dimension m as in Definition 2.6.1 as well as the 0 spaces. Then
∂ :Mm+1 →Mm.
Remark 2.6.5. The mass of an integer rectifiable current space (X, d,T ) with multiplicity
or weight, θT , satisfies
M(T ) =
∫
X
θT (x)λ(x)dHm(x) (2.54)
where λ(x) is the area factor defined as in Ambrosio-Kirchheim Equation (9.11) page 55
[AK00]. In particular λ(x) = 1 when the tangent cone at x is Euclidean. This is the case
everywhere on a Riemannian manifold.
2.6.2 Sormani-Wenger Intrinsic-Flat Distance
Recall that the Gromov–Hausdorff distance, which is an intrinsic distance, between two
metric spaces was given in Defintion 2.2.3. Recall also the Federer–Fleming Flat distance,
which is an extrinsic distance, between currents was given in Defintion 2.4.2.
The Sormani-Wenger Intrinsic Flat distance, which is an intrinsic distance, measures
“how close” integral current spaces are by using the flat-distance of their associated cur-
rents. Since Riemannian manifolds, Mm, carry a natural integral current structure (Mm, d,
∫
M
)
(with T = [M] =
∫
M
), this defines a new weak distance between Riemannian manifolds.
It is computed as follows: embed, using distance-preserving maps, two m-dimensional
integral current spaces into a third complete metric space (Z, dZ). Push the associated
currents forward into Im(Z) and then compute the flat-distance in (Z, dZ). More precisely,
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Definition 2.6.6 (Sormani-Wenger Intrinsic-Flat Distance [SW11]). Given two integral
current spaces M1 = (X1, d1,T1) and M2 = (X2, d2,T2) in Mm, the Sormani-Wenger
Intrinsic-Flat distance between M1 and M2 is given by
dF (M1,M2) = inf dZF(ϕ1#T1, ϕ2#T2) (2.55)
where the infimum is taken over all complete metric spaces (Z, dZ) and distance-preserving
maps ϕi : (X¯i, di)→ Z and the flat norm is taken in Z,
dZF(ϕ1#T1, ϕ2#T2) = inf{M(A) + M(B) | ϕ1#T1 − ϕ2#T2 = A + ∂B} (2.56)
in which the infimum is taken over all currents A and B such that A, called the “excess”
boundary, is a m-dimensional current in Z and B, called the “filling” current, is a m + 1-
dimensional current in Z.
Thus, a sequence of integral current spaces M j converges in the Intrinsic-Flat sense
to an integral current space M, denoted by M j
F−→ M, if dF (M j,M)→ 0 as j→ ∞.
See Figure 2.2. Compare with Defintion 2.4.2.
Sormani and Wenger proved that dF satisfies the triangle inequality onMm (See The-
orem 3.2 in [SW11]) and that pre-compact integral current spaces are zero distance apart
if and only if they there is a current preserving isometry between them (See Theorem 3.27
in [SW11]).
In the Riemannain setting, if one can find a Riemannian manifold (possibly with cor-
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ners), Bm+1, which contains metric isometric (or distance-preserving) copies of Mm1 and
Mm2 , then the Intrinsic-Flat distance can be estimated by
dF (Mm1 ,M
m
2 ) ≤ Vol(Am) + Vol(Bm+1), (2.57)
where Am is the excess boundary so that
∫
M1
ω −
∫
M2
ω =
∫
A
ω +
∫
∂B
ω =
∫
A
ω +
∫
B
dω (2.58)
The also proved the following compactness theorem (compare with Gromov’s Com-
pactness (Theorem 2.2.6) and Ambrosio-Kirchheim Compactness (Theorem 2.5.37):
Theorem 2.6.7 (Compactness Theorem [SW11]). Let {M j = (X j, d j,T j)}∞j=1 be a sequence
of m-dimensional integral current spaces with X j equibounded and equicompact (recall
the definitions in Section 2.2) such that the total mass, N(T j) is uniformly bounded from
above, that is,
N(T j) = sup
j≥1
{M(T j) + M(∂T j)} ≤ M < ∞. (2.59)
Then there is compact metric space (Y, dY) and a m-dimensional integral current space
(X, dY ,T ) (or the 0 current space) with X ⊂ Y and a subsequence {M ji}∞i=1 such that
(X ji , d ji)
GH−→ (Y, dY) (2.60)
and
M ji = (X ji , d ji ,T ji)
F−→ (X, dY ,T ). (2.61)
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Sormani proved that X can be a strict subset of Y with an example (Example A.12
from [SW11]) where the sequence was created with two spheres connected by a thinning
tunnel of an approximately fixed length L. The GH-limit then is the two sphere attached
by a thread whereas the F -limit is just two disjoint spheres since points of zero density
are removed.
2.6.3 Some Theorems about the Intrinsic-Flat Distance
Many papers using the Sormani-Wenger intrinsic flat distance have appeared since 2011
and it has been used to study many seemingly different areas.
In [SW10], Sormani and Wenger study the effects of cancellation for sequences that
converge in the Hausdorff and Flat-sense (in a metric space) and determine sufficient con-
ditions to rule out cancellations thus providing criteria for when the two limits agree.
Sormani has extended the properties of the IF-distance in [Sor, Sor14].
Ilmanen suggested that a sequence of spheres with an increasing number of thinning
splines which had positive scalar curvature everywhere with has no GH-limit should con-
verge in some weak sense. This was one of the motivations for Sormani and Wenger in
developing the IF-distance since they showed that this sequence converges in the IF-sense
to the standard sphere (See [SW11] and also [LS13]). Thus, the IF-distance has been
used to study many problems with scalar curvature bounded below including mathemat-
ical General Relativity. The survey paper by Sormani [Sor16] discusses the relationship
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between IF-distance and problems with scalar curvature bounded below. In this disserta-
tion we expand upon that knowledge and include material from joint work with Sormani
and Dodziuk [BDS17a, BDS17b]. See also [LS15, LS14, LS12, Lee09, HLS16].
For additional applications of IF-distance, see the works of Lakzian–Sormani [LS13]),
Perales–Sormani [PS14], Sesum–Sormani [SS16], Matveev–Portegies [MP15], and Porte-
gies [Por15].
In the following, we review only the theorems about the Intrinsic-Flat distance that are
cited later in this dissertation.
Applying Gromov’s Embedding Theorem, Theorem 2.2.7, to the work of Ambrosio–
Kirchheim leads to many properties. A first result of this type is
Theorem 2.6.8 (Thm 4.2 [SW11]). If a sequence of integral current spaces M j =
(
X j, d j,T j
)
converges in the intrinsic flat sense to an integral current space, M∞ = (X∞, d∞,T∞), then
there is a separable complete metric space, Z, and distance preserving maps ϕ j : X j → Z
such that ϕ j#T j flat converges to ϕ∞#T∞ in Z and thus converge weakly as well.
When the limit of a sequence of integral current spaces is the zero space, we have
Theorem 2.6.9 (Thm 4.3 [SW11]). If a sequence of integral current spaces M j =
(
X j, d j,T j
)
converges in the intrinsic flat sense to the zero integral current space, 0, then we may
choose points x j ∈ X j and a separable complete metric space, Z, and distance preserving
maps ϕ j : X j → Z such that ϕ j(x j) = z0 ∈ Z and ϕ j#T j flat converges to 0 in Z and thus
converges weakly as well.
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The following lemmas, definitions and theorems appear in work of Sormani [Sor14],
although a few (labelled only as c.f. [Sor14]) were used within proofs in older work of
Sormani–Wenger [SW11]. All are proven rigorously in [Sor14].
Lemma 2.6.10 (c.f. [Sor14]). A ball in an integral current space, M = (X, d,T ), with
the current restricted from the current structure of the Riemannian manifold is an integral
current space itself,
S (p, r) =
(
set(T B(p, r)), d,T B
(
p, r
))
(2.62)
for almost every r > 0. Furthermore,
B(p, r) ⊂ set(S(p, r)) ⊂ B¯(p, r) ⊂ X. (2.63)
Lemma 2.6.11 (c.f. [Sor14]). When M is a Riemannian manifold with boundary
S (p, r) =
(
B¯ (p, r) , d,T B (p, r)
)
(2.64)
is an integral current space for all r > 0.
Under IF-convergence, using the embedding maps Sormani defines notions of conver-
gence for sequences of points.
Definition 2.6.12 (c.f. [Sor14]). If M j = (X j, d j,T j)
F−→ M∞ = (X∞, d∞,T∞), then we say
x j ∈ X j are a converging sequence that converge to x∞ ∈ X¯∞ if there exists a complete
metric space Z and distance preserving maps ϕ j : X j → Z such that ϕ j#T j F−→ ϕ∞#T∞
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and ϕ j(x j)→ ϕ∞(x∞). We say collection of points, {p1, j, p2, j, ...pk, j}, converges to a corre-
sponding collection of points, {p1,∞, p2,∞, ...pk,∞}, if ϕ j(pi, j)→ ϕ∞(pi,∞) for i = 1, . . . , k.
Definition 2.6.13 (c.f. [Sor14]). If M j = (X j, d j,T j)
F−→ M∞ = (X∞, d∞,T∞), then we
say x j ∈ X j are Cauchy if there exists a complete metric space Z and distance preserving
maps ϕ j : M j → Z such that ϕ j#T j F−→ ϕ∞#T∞ and ϕ j(x j)→ z∞ ∈ Z. We say the sequence
is disappearing if z∞ < ϕ∞(X∞). We say the sequence has no limit in X¯∞ if z∞ < ϕ∞(X¯∞).
Lemma 2.6.14 (c.f. [Sor14]). If a sequence of integral current spaces, M j =
(
X j, d j,T j
)
∈
Mm, converges to an integral current space, M∞ = (X∞, d∞,T∞) ∈ Mm, in the intrinsic
flat sense, then every point x in the limit space X∞ is the limit of points x j ∈ M j. In fact
there exists a sequence of maps F j : X∞ → X j such that x j = F j(x) converges to x and
lim
j→∞ d j(F j(x), F j(y)) = d(x, y). (2.65)
The following lemma is useful for proving that the IF-limit is not 0, the zero integral
current space.
Lemma 2.6.15 (c.f. [Sor14]). If M j
F−→ M∞ and p j → p∞ ∈ X¯∞, then for almost every
r∞ > 0 there exists a subsequence of M j, also denoted M j, such that
S (p j, r∞) =
(
B¯
(
p j, r∞
)
, d j,T j B
(
p j, r∞
))
(2.66)
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are integral current spaces for j ∈ {1, 2, ...,∞} and we have
S (p j, r∞)
F−→ S (p∞, r∞). (2.67)
If p j are Cauchy with no limit in X¯∞ then there exists δ > 0 such that for almost every
r ∈ (0, δ) such that S (p j, r) are integral current spaces for j ∈ {1, 2, ...} and we have
S (p j, r)
F−→ 0. (2.68)
If M j
F−→ 0 then for almost every r and for all sequences p j and r j → r we have (2.68).
The following theorem of Sormani generalizes the Arzela-Ascoli theorem to sequences
of integral current spaces.
Theorem 2.6.16 (c.f. [Sor14]). Suppose M j = (X j, d j,T j) are integral current spaces
and M j
F−→ M∞ and F j : X j → W are Lipschitz maps into a compact metric space W
with Lip(Fi) ≤ K, then a subsequence converges to a Lipschitz map F∞ : X∞ → W with
Lip(F∞) ≤ K. More specifically, there exists distance preserving maps of the subsequence,
ϕ j : X j → Z, such that dZF(ϕ j#T j, ϕ∞T∞) → 0 and for any sequence p j ∈ X j converging to
p∞ ∈ X∞ (i.e. dZ(ϕ j(p j), ϕ∞(p∞))→ 0), we have lim j→∞ F j(p j) = F∞(p∞).
Theorem 2.6.17 (c.f. [Sor14]). Suppose Mmj = (X j, d j,T j) are integral current spaces
which converge in the intrinsic flat sense to a nonzero integral current space Mm∞ =
(X∞, d∞,T∞). Suppose there exists r0 > 0 and a sequence p j ∈ M j such that for almost
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every r ∈ (0, r0) we have integral current spaces, S (p j, r), for all j ∈ N and
lim inf
j→∞ dF (S (p j, r), 0) = h0 > 0. (2.69)
Then there exists a subsequence, also denoted M j, such that p j converges to p∞ ∈ X¯∞.
2.7 Scalar Curvature
Given a Riemannian manifold (Mm, g) there’s the (unique) Levi-Civita connection,
∇ : T M × Γ(T M)→ Γ(T M) (2.70)
that is torsion-free, ∇XY − ∇Y X = [X,Y], and compatible with the metric, Xg(Y,Z) =
g(∇XY,Z) + g(Y,∇XZ). The curvature (1,3)-tensor, R, is
R(X,Y)Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z (2.71)
and the (0, 4)-tensor, also written as R, is
R(X,Y,Z,W) = g(R(X,Y)Z,W). (2.72)
As studying the full curvature tensor is extremely difficult in general, simplifications
of it have been studied such as the sectional, Ricci, and Scalar curvatures.
The sectional curvature, denoted sec(X,Y), is
sec(X,Y) =
R(X,Y,Y, X)
g(X, X)g(Y,Y) − g(X,Y)2 (2.73)
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for any linearly independent vectors X,Y . One can check that the sectional curvature is
constant on the span of X and Y so it measures the curvature along 2-planes.
The Ricci curvature is the trace of R, or
Ricci(X,Y) = tr (Z → R(Z, X)Y) (2.74)
which given an orthonormal basis {e j} for TpM then, using the symmetries of R,
Ricci(X,Y) =
m∑
j=1
g(R(e j, X)Y, e j) =
m∑
j=1
g(R(X, e j)Y, e j) =
m∑
j=1
g(R(e j,Y)X, e j) (2.75)
so Ricci(X,Y) = Ricci(Y, X). We note that Ricci also denotes a (1, 1)-tensor, Ricci(X) =
Ricci(X, X). Also, if X is a unit vector and we find an orthonormal frame {X, e2, . . . , em}
then
Ricci(X) =
m∑
j=2
sec(X, e j). (2.76)
The Scalar curvature is the trace of the Ricci curvature:
Scal = tr Ricci (2.77)
thus the scalar curvature is a function on Mm and not a tensor: given an orthonormal basis
{e j} for TpM,
Scal(p) =
m∑
j=1
g(Ricci(e j), e j) (2.78)
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There are other ways to express this, such as,
Scal(p) =
m∑
j=1
g(Ricci(e j), e j)
=
m∑
j=1
m∑
i=1
g(R(ei, e j)e j, ei)
= 2
∑
i< j
sec(ei, e j).
2.7.1 Scalar Curvature and Volumes of Balls
Because Scal is a function, we can consider its Talyor expansion at a point. In fact, the
scalar curvature is related to the deviation of the volume of small balls based at p from
euclidean volume of balls with the same radii. More precisely, we have the following
Proposition 2.7.1 (Classical). The Scalar curvature at a point p ∈ Mm can be expressed
as
Scal(p) = lim
r→0+
(
6(m + 2)
VolEm(B(0, r)) − VolM(B(p, r))
r2 · VolEm(B(0, r))
)
, (2.79)
where VolEm(B(0, r)) = ωm is the volume of the r-ball in Rm with the usual euclidean norm
and VolM(B(p, r)) is the volume of the r-ball B(p, r) in M.
Remark 2.7.2. Observe that this limit makes sense if we replace VolM by the Hausdorff
measureHm. Thus, on a metric space, (X, d),
lim
r→0+
(
6(m + 2)
VolEm(B(0, r)) −Hm(B(p, r))
r2 · VolEm(B(0, r))
)
(2.80)
could be used as an m-dimensional “generalized scalar curvature.”
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In Example 7.1.1 and Example 7.1.2, we show that positive scalar curvature in the
sense of (2.80) is not closed under GH- or F -limits.
To prove the proposition, we need two lemmas.
Lemma 2.7.3 (Jacobi’s Formula). For any differentiable matrix, A(t), we have
d
dt
det A(t) = det A(t)tr
(
A(t)−1
d
dt
A(t)
)
. (2.81)
Lemma 2.7.4. For r small (such that B(p, r) inside a normal neighborhood), we have
r1−m VolM(∂B(p, r)) = ωm−1 − ωm−16m r
2Scal(p) + O(r4). (2.82)
Proof of Proposition 2.7.1. We integrate (2.82),
VolM(B(p, r)) =
∫ r
0
VolM(∂B(p, s)) ds
=
∫ r
0
[
ωm−1
s1−m
− ωm−1s
2
6ms1−m
Scal(p) + O
(
s4
s1−m
)]
ds
=
∫ r
0
[
ωm−1s1−m−1 − ωm−16m Scal(p)s
m+1
]
ds + O(rm+4)
= ωm−1
rm
m
− ωm−1
6m(m + 2)
Scal(p)rm+2 + O(rm+4).
Now, we recall the basic formulas: if we let Am(r) be the area of the r-sphere in Rm and
Vm(r) be the volume of the r-ball in Rm, then
Vm(r) = ωmrm, Am(r) =
d
dr
Vm+1(r), Vm(r) =
r
m
Am−1(r)
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so, in particular,
Am−1(r)
m
=
Vm(r)
r
=⇒ ωm−1
m
= ωm.
Using these formulas in the above yields
VolM(B(p, r)) = ωm−1
rm
m
− ωm−1
6m(m + 2)
Scal(p)rm+2 + O(rm+4)
= ωmrm − ωmr
m
6(m + 2)
Scal(p)r2 + O(rm+4)
= VolEm(B(0, r)) − r
2
6(m + 2)
Scal(p) VolEm(B(0, r)) + O(rm+4)
and solving for Scal(p) gives
Scal(p) = 6(m + 2)
(
VolEm(B(0, r)) − VolM(B(p, r))
r2 VolEm(B(0, r))
)
+ O(r2)
and taking the limit as r → 0 completes the proof. 
2.7.2 Scalar Torus Rigidity Theorem
The Scalar Torus Rigidity Theorem, proven independently by Schoen and Yau and Gro-
mov and Lawson, says
Theorem 2.7.5 (Scalar Torus Rigidity Theorem [SY79a, GL80b]). Let m ≥ 3 be an inte-
ger.
If Mm is homeomorphic to a torus Tm and ScalM ≥ 0, then Mm is isometric to the flat
torus.
In Examples 7.2.5, we show that the corresponding almost rigidity theorem fails for
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limit spaces with a generalized notion of scalar curvature.
2.8 Asymptotically flat manifolds and ADM-mass
The famous Positive Mass Theorem was proven in 3 dimensions by [SY79b].
Theorem 2.8.1. (Positive Mass Theorem [SY79b]) If M3 is an asymptotically flat Rieman-
nian manifold without boundary with nonnegative scalar curvature then the ADM mass is
nonnegative, and if the ADM mass is 0 then M3 is isometric to E3.
In [LS14], Sormani and Lee produced examples demonstrating that sequences of asymp-
totically flat Riemannian manifolds with nonnegative scalar curvature whose ADM mass
converges to 0 may not have a pointed Gromov-Hausdorff limit. They conjectured that
under additional conditions (like no closed interior minimal surfaces) that one can show
the sequence must converge in the pointed Intrinsic Flat sense to Euclidean space [LS14].
Sormani and Lee proved this in the case of rotational symmetry using the fact that the
Hawking mass is nondecreasing. Huang, Lee and Sormani [HLS16] extend this stability
result for spaces that can be realized as graphical hypersurfaces in En+1 and show that
if a sequence of complete asymptotically flat graphs of nonnegative scalar curvature has
mass approaching zero, then the sequence must converge to Euclidean space in the pointed
intrinsic flat sense.
In Example 7.3.2 we provide a sequence of sewn asymptotically flat Riemannian man-
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ifolds with
ScalM j ≥ 0 and mADM(M j)→ 0 (2.83)
which converge in the pointed Gromov-Hausdorff, metric measure and pointed Intrinsic
Flat sense to a limit space which is rotationally symmetric, asymptotically flat but not
Euclidean space.
Observe that Example 7.3.2 is not a contradiction of the ADM mass conjecture be-
cause the sequence of manifolds are sewn manifolds which contain interior closed mini-
mal surfaces. It does contradict an unpublished suggested alternate conjecture proposed
by Sormani and Lee.
To construct the examples in Section 7.3 we will only need to consider asymptotically
flat manifolds with rotational symmetry as in the work of Sormani and Lee [LS14, LS12].
Definition 2.8.2. Given m ≥ 3, let RotSymm be the class of complete m-dimensional
S O(m)-rotationally symmetric smooth Riemannian manifolds of nonnegative scalar cur-
vature which have no closed interior minimal hypersurfaces and either have no boundary
or have a boundary which is a stable minimal hypersurface.
The Hawking mass associated to M ∈ RotSym3 is
Definition 2.8.3. Hawking mass:
mH(Σ) =
1
2
(
A
ω2
) (
1 − 1
4pi
∫
Σ
(H
2
)2)
(2.84)
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and the ADM mass [ADM61] is
Definition 2.8.4. ADM Mass:
mADM(M) = lim
s→∞mH(Σs) ∈ [0,∞], (2.85)
where Σs is a level-set of the distance function at a distance s from the pole or boundary.
Here one can find simple formulas relating Hawking mass and scalar curvature, and
observe that Hawking mass is increasing to the ADM mass. In fact one has an embedding
into Euclidean space:
Lemma 2.8.5 ([LS14]). Given Mm ∈ RotSymm, we can find a rotationally symmetric
Riemannian isometric embedding of Mm into Euclidean space as the graph of some radial
function z = z(r) satisfying z′(r) ≥ 0. In graphical coordinates, we have
g = (1 + [z′(r)]2)dr2 + r2g0, (2.86)
with r ≥ rmin and the following formulae for scalar curvature, area, mean curvature,
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Hawking mass and its derivative in terms of the radial coordinate r:
R(r) =
m − 1
1 + (z′)2
(
z′
r
) (
(m − 2)z
′
r
+
2z′′
1 + (z′)2
)
(2.87)
A(r) = ωm−1rm−1 (2.88)
H(r) =
m − 1
r
√
1 + (z′)2
(2.89)
mH(r) =
rm−2
2
(
(z′)2
1 + (z′)2
)
(2.90)
m′H(r) =
rm−1
2(m − 1)R (2.91)
This Riemannian isometric embedding is unique up to a choice of zmin = z(rmin).
The following lemmas were proven by Sormani and Lee [LS14].
Lemma 2.8.6 ([LS14]). There is a bijection between elements of RotSymm and increasing
functions mH : [rmin,∞)→ R such that
mH(rmin) =
1
2
rm−2min (2.92)
and
mH(r) <
1
2
rm−2 (2.93)
for r > rmin ≥ 0. In this section we will call these functions admissible Hawking mass
functions.
Given an admissible Hawking function, the function z : [0,∞) → R defined via the
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formula
z(r¯) =
∫ r¯
rmin
√
2mH(r)
rm−2 − 2mH(r) dr (2.94)
determines a rotationally symmetric manifold in RotSymm.
In particular taking a constant Hawking mass, mH = m0, we have
z(r) =
√
8m0 (r − 2m0), r ∈ [2m0,∞) (2.95)
which is half of the Riemannian Schwarzschild space.
The following lemmas will be used to prove the examples in Section 7.3. They say
say that we can modify manifolds in RotSym to have a “nice” region of constant sectional
curvature. This will allow for the sewing technique to be applied.
Lemma 2.8.7 ([LS14]). A manifold Mm ∈ RotSym has constant sectional curvature, K >
0, on r−1(a, b) iff r−1(a, b) is an annulus in a sphere of radius 1/K1/2 iff mH(r) = rmK/2 for
r ∈ (a, b).
See Figure 2.3.
Figure 2.3: An asymptotically flat manifold with a stripe of positive scalar curvature whose
ADM mass is small.
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Lemma 2.8.8 ([LS14]). Fix δ > 0. Given any increasing sequence,
{r1, r2, ...} ⊂ [mfix/2,∞), (2.96)
there exists M3 ∈ RotSym3 with constant sectional curvature on stripes r−1(ai, bi) where
(ai, bi) ⊂ [r2i−1, r2i] and mADM(M) < δ and ∂M = ∅.
We remark that the regions (ai, bi) depend on M and so does K.
The first example is a basic example of a Riemannian Schwarzchild manifold depicted
in Figure 2.4 as a sequence of them with ADM mass converging to 0.
Figure 2.4: An asymptotically flat manifold whose ADM mass is mAMD.
Example 2.8.9 ([LS14]). The Riemannian Schwarzchild space, MmSch of mass mAMD can
be found by applying Lemma 2.8.6 with mH(r) constant equal to mAMD. Its metric satisfies
g =
(
1 +
2mAMD
rm−2 − 2mAMD
)
dr2 + r2g0. (2.97)
These spaces are diffeomorphic to Euclidean space Em with a ball of radius rmin removed.
Fixing an area α0 > 0, we see that outside a rotationally symmetric sphere Σα0 of area
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Volm−1(Σα0) = α0 the metric converges smoothly to the Euclidean metric. However, these
manifolds are not diffeomorphic to Euclidean space and we do not have smooth conver-
gence globally.
The next example constructed by Lee and Sormani shows a sequence with increasingly
many, arbitrarily deep gravity wells depicted in Figure 2.5
Example 2.8.10 ([LS14]). There exists a sequence of asymptotically flat manifolds M3j
with no interior minimal surfaces and empty boundary and lim j→∞mADM(M3j ) = 0 such
that for any α0,D > 0 the sequence of regions TD(Σ) ⊂ M3j where Vol2(Σ) = α0 converge in
the Intrinsic Flat sense to TD(Σ) ⊂ E3 but do not even have Lipschitz or Gromov-Hausdorff
converging subsequences.
Figure 2.5: An asymptotically flat manifold sequence whose ADM mass is decreasing to
zero but with no convergent subsequences in the Lipschitz or Gromov-Hausdorff sense.
Lee and Sormani [LS12].
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Chapter 3
Sewn Spaces
One of the main techniques we will introduce in this dissertation is the construction
of three dimensional manifolds with positive scalar curvature through a process we call
“sewing” developed in this chapter. The ingredients necessary to allow for sewing is for a
manifold M3 to contain a “nice region” of positive constant sectional curvature. The idea
then is to use surgery theory to glue two disjoint spheres lying in the nice region using
modified Gromov and Lawson and Schoen and Yau tunnels with positive scalar curva-
ture. Because these tunnels may be chosen to have arbitrarily short diameter (see (3.2)),
we may exploit this property by using clever arrangements of tunnels in the nice region
to essentially shrink the diameter of certain subsets. That such tunnels exist is crucial to
our construction, but the proof is long so it is postponed until the following chapter (See
Lemma 4.1.1 in Chapter 4).
When given a curve inside the nice region we may build tunnels between well-chosen
collections of spheres centered along this curve. We call this process “sewing along a
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curve” and it is detailed in Section 3.2. See Figure 3.3. Next, in Section 3.3, we generalized
this process of sewing to arbitrary compact subsets inside the nice region which we call
“sewing along a region.” See Figure 3.4.
3.1 Gluing Spheres with Tunnels
Figure 3.1: The tunnel U.
The fundamental lemma for sewn spaces is that “tiny and short” tunnels with positive
scalar curvature between spheres of constant sectional curvature exist. Gromov-Lawson
[GL80b, GL80a] and Schoen-Yau [SY79a] were the first to prove that such tunnels exist
under much more general conditions. However, they did not show that they were tiny and
short and so we prove this in the Tunnel Lemma below. We say that the tunnels U are
tiny because we may choose δ as small as we please making the volume of the tunnel
arbitrarily small (See (3.5). We say that the tunnels U are short because for small δ, the
diameter of U is of order δ (see (3.3) hence small. This diameter growth is significant
because, as we call see in Chapter 6, when building sequences of sewn manifolds we will
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take a sequence δ j decreasing to zero. See Chapter 4 for a short history of the tunnel
construction and its proof. Finally, we note that because the proof is long and technical it
is postponed until Chapter 4 where the tunnel lemma is re-stated as Lemma 4.1.1 for the
reader’s convenience.
Lemma 3.1.1 (Tunnel Lemma). Let 0 < δ/2 < 1. Given a complete Riemannian manifold,
M3, that contains two balls B(pi, δ/2) ⊂ M3, i = 1, 2, with constant positive sectional
curvature K ∈ (0, 1] on the balls, and given any  > 0, there exists a δ0 > 0 sufficiently
small so that we may create a new complete Riemannian manifold, N3, in which we remove
two balls and glue in a cylindrical region, U, between them:
N3 = M3 \ (B(p1, δ/2) ∪ B(p2, δ/2)) unionsq U (3.1)
where U = U(δ) has a metric of positive scalar curvature (See Figure 3.1) with
Diam(U) ≤ h = h(δ), (3.2)
where
h(δ) = O(δ), (3.3)
hence,
lim
δ→0
h(δ) = 0 uniformly for K ∈ (0, 1]. (3.4)
The collars Ci = B(pi, δ/2)\B(pi, δ0) identified with subsets of N3 have the original metric
of constant curvature and the tunnel U′ = U \ (C1 ∪ C2) has arbitrarily small diameter
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O(δ0) and volume O(δ30). Therefore with appropriate choice of δ0, we have
(1 − )2 Vol(B(p, δ/2)) ≤ Vol(U) ≤ (1 + )2 Vol(B(p, δ/2)) (3.5)
and
(1 − ) Vol(M) ≤ Vol(N) ≤ (1 + ) Vol(M). (3.6)
Armed with the Tunnel Lemma, given an even collection of spheres in the nice region,
A0, given below in Proposition 3.1.2, we may use the tunnels U from Lemma 4.1.1 above
to surgically glue them in pairs in an arbitrary manner. See Figure 3.2.
Figure 3.2: Gluing two spheres with a tunnel.
Proposition 3.1.2. Given a complete Riemannian manifold, M3, and A0 ⊂ M3 a compact
subset with an even number of points pi ∈ A0, i = 1, . . . , n, with pairwise disjoint con-
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tractible balls B(pi, δ) which have constant positive sectional curvature K, for some δ > 0,
define Aδ = Tδ(A0) and
A′δ = Aδ \
 n⋃
i=1
B(pi, δ/2)
 unionsq n/2⋃
i=1
Ui (3.7)
where Ui are the tunnels as in Lemma 3.1.1 connecting ∂B(p2 j+1, δ/2) to ∂B(p2 j+2, δ/2)
for j = 0, 1, . . . , n/2 − 1. Then given any  > 0, shrinking δ further, if necessary, we may
create a new complete Riemannian manifold, N3,
N3 = (M3 \ Aδ) unionsq A′δ (3.8)
satisfying
(1 − ) Vol(Aδ) ≤ Vol(A′δ) ≤ Vol(Aδ)(1 + ) (3.9)
and
(1 − ) Vol(M3) ≤ Vol(N3) ≤ Vol(M3)(1 + ). (3.10)
If, in addition, M3 has non-negative or positive scalar curvature, then so does N3. In
fact,
inf
x∈M3
Scalx ≥ min
{
0, inf
x∈N3
Scalx
}
(3.11)
If ∂M3 , ∅, the balls avoid the boundary and ∂M3 is isometric to ∂N3.
Definition 3.1.3. We say that we have sewn a new manifold along the balls B(p1, δ) to
B(pn, δ).
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Proof. For simplicity of notation, set A = Aδ and A′ = A′δ.
By induction on n and Lemma 3.1.1, we see that N3 can be given a metric of positive
scalar curvature whenever M3 has positive scalar curvature.
Using the fact that the balls are pairwise disjoint and of the same volume, and (3.5)
from Lemma 3.1.1, we have the volume of A′ can be estimated:
Vol(A′) = Vol(A) −
n∑
i=1
Vol(B(pi, δ/2)) +
n/2∑
i=1
Vol(Ui)
= Vol(A) +
n
2
· (Vol(Ui) − 2 Vol(B(pi, δ/2)))
≤ Vol(A) + n
2
· (2 Vol(B(pi, δ/2)) · )
= Vol(A) +  · (n Vol(B(pi, δ/2))) (by (3.5))
≤ Vol(A) +  Vol(A)
which yields the right-hand side of (3.9).
Similarly,
Vol(A′) = Vol(A) −
n∑
i=1
Vol(B(pi, δ/2)) +
n/2∑
i=1
Vol(Ui)
= Vol(A) +
n
2
· (Vol(Ui) − 2 Vol(B(pi, δ/2)))
≥ Vol(A) + n
2
· (−2 Vol(B(pi, δ/2)) · )
= Vol(A) −  · (n Vol(B(pi, δ/2))) (by (3.5))
≥ Vol(A) −  Vol(A)
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which yields the left-hand side of (3.9).
To estimate the volume of N we will use the volume estimates for A′. Using (3.6) from
Lemma 3.1.1, we have
Vol(N) = Vol(M) − Vol(A) + Vol(A′)
≤ Vol(M) − Vol(A) + (1 + ) Vol(A)
= Vol(M) +  Vol(A) (by (3.6))
≤ Vol(M) +  Vol(M),
which yields the right-hand side of (3.10).
Similarly,
Vol(N) = Vol(M) − Vol(A) + Vol(A′)
≥ Vol(M) − Vol(A) + (1 − ) Vol(A)
= Vol(M) −  Vol(A) (by (3.6))
≥ Vol(M) −  Vol(A),
which yields the left-hand side of (3.10).
Finally, observe that (3.11) follows since Lemma 3.1.1 shows that the tunnels Ui have
positive scalar curvature. 
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3.2 Sewing Along a Curve
We now refine Proposition 3.1.2 by choosing all of our spheres to be centered along a
given curve and explicitly placed so that the diameter of the edited region may shortened
by shrinking their sizes and increasing their number (see (3.18)). See Figure 3.3. Observe
that after sewing the distances between points on the curve C are greatly reduced since you
need only travel to the nearest tunnel (length ≤ L/n), zig-zag in and out of the necessary
number (length ≤ n · h(δ)) and then travel to the final destination (length ≤ L/n). See the
diameter estimate (3.18) for a more precise statement. Moreover, the choices of n and δ in
(3.13) guarantee (6.98), that is, the limit of the diameter of the sewn curve goes to zero.
Figure 3.3: Sewing a manifold through eight balls along a curve.
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Proposition 3.2.1. Given a complete Riemannian manifold, M3, and A0 ⊂ M3 Rieman-
nian isometric to an embedded curve, C : [0, 1] → S3K possibly with C(0) = C(1) and
parametrized proportional to arclength, in a standard sphere of constant sectional cur-
vature K, define Aa = Ta(A0) as in Proposition 3.1.2 and assume that Aa is Riemannian
isometric to Ta(C) ⊂ S3K . Then, given any  > 0 there exists n sufficiently large and
δ = δ(, n,C,K) > 0 sufficiently small as in (3.13) so that we can “sew along the curve”
to create a new complete Riemannian manifold N3,
N3 = (M3 \ Aδ) unionsq A′δ, (3.12)
exactly as in Proposition 3.1.2, for
δ = δ(, n,C,K) such that δ < a, lim
n→∞ n · h(δ) = 0, and limn→∞ n · δ = 0, (3.13)
where h is defined in Lemma 3.1.1 and the disjoint balls B(pi, δ) are to be centered at
p2 j+1 = C
(
j
n
+
δ
L(C)
)
p2 j+2 = C
(
j + 1
n
− δ
L(C)
)
j = 0, 1, . . . , n − 1 (3.14)
and
A′δ = Aδ \
 2n⋃
i=1
B(pi, δ/2)
 unionsq n−1⋃
j=0
U2 j+1. (3.15)
Thus, the tunnels U2 j+1 connect ∂B(p2 j+1, δ) to ∂B(p2 j+2, δ) for j = 0, 1, . . . , n − 1.
Furthermore,
(1 − ) Vol(Aδ) ≤ Vol(A′δ) ≤ Vol(Aδ)(1 + ) (3.16)
86 CHAPTER 3. SEWN SPACES
and
(1 − ) Vol(M3) ≤ Vol(N3) ≤ Vol(M3)(1 + ) (3.17)
and
Diam(A′δ) ≤ H(δ) = L(C)/n + (n + 1) h(δ) + (5n + 2) δ. (3.18)
Since
lim
δ→0
H(δ) = 0 uniformly for K ∈ (0, 1], (3.19)
we say we have sewn the curve, A0, arbitrarily short.
If, in addition, M3 has non-negative or positive scalar curvature, then so does N3. In
fact,
inf
x∈M3
Scalx ≥ min
{
0, inf
x∈N3
Scalx
}
(3.20)
If ∂M3 , ∅, the balls avoid the boundary and ∂M3 is isometric to ∂N3.
Proof. By the fact that C is embedded, for n sufficiently large, the balls in the statement
are disjoint even when C(0) = C(1) so we may apply Propositon 3.1.2 to get (3.16) and
(3.17).
For simplicity of notation, let A = Aδ and A′ = A′δ.
We now verify the the diameter estimate of A′, (3.18). To do this we define sets Ci ⊂ A′
which correspond to the sets ∂B(pi, δ/2) ⊂ A which are unchanged because they are the
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boundaries of the edited regions:
Ci ∪Ci+1 = ∂Ui, (3.21)
whenever i is an odd value. Let
U =
n−1⋃
j=0
U2 j+1. (3.22)
Let x and y be arbitrary points in A′. We claim that there exists j, k ∈ {1, . . . , 2n} such
that
dA′(x,C j) < δ + L(C)/(2n) + h(δ) and dA′(y,Ck) < δ + L(C)/(2n) + h(δ) (3.23)
By symmetry we need only prove this for x. Note that in case I where
x ∈ A′ \ U = A \
2n⋃
i=1
B(pi, δ/2) (3.24)
we can view x as a point in A. Let γ1 ⊂ A be the shortest path from x to the closest point
cx ∈ C[0, 1] so that L(γ1) < δ.
If
γ1 ∩ B(p j, δ/2) , ∅ (3.25)
then
dA′\U(x,C j) < δ (3.26)
88 CHAPTER 3. SEWN SPACES
and we have that (3.23) holds. Otherwise, still in Case I, if (3.25) fails then we have
dA′\U(x,C j) ≤ dA′\U(x, cx) + d(cx,C j) (by the triangle inequality) (3.27)
< δ +
L(C)
2n
, (3.28)
where the last inequality follows from dA′\U(x, cx) ≤ L(γ1) < δ and the fact that cx ∈
C([0, 1]) is at most L(C)/(2n) away from the boundary of the nearest tunnel.
Alternatively, we have case II where x ∈ U. In this case, there exists j such that
x ∈ U2 j+1 and so
dA′(x,C2 j+1) ≤ Diam(U2 j+1) ≤ h(δ). (3.29)
Thus, we have the claim in (3.23).
We now proceed to prove (3.18) by estimating dA′(x, y) for x, y ∈ A′. If j = k in (3.23),
then dA′(x, y) ≤ 2(δ + L(C)/(2n) + h(δ)) and we are done. Otherwise, by (3.23) and the
triangle inequality, we have
dA′(x, y) ≤ dA′(x,C j) + dA′(y,Ck) + sup{dA′(z,w) | z ∈ C j,w ∈ Ck} (3.30)
≤ 2(δ + L(C)/(2n) + h(δ)) + sup{dA′(z,w) | z ∈ C j,w ∈ Ck}. (3.31)
Without loss of generality, we may assume that j < k and that j is odd. Thus, C j ⊂ ∂U j.
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If k is also odd then by the triangle inequality
sup{dA′(z,w) | z ∈ C j,w ∈ Ck} ≤ Diam(U j) + dist(U j,U j+2) (3.32)
+ Diam(U j+2) + · · · + Diam(Uk−2)
+ dist(Uk−2,Uk)
and, when k is even,
sup{dA′(z,w) | z ∈ C j,w ∈ Ck} ≤ Diam(U j) + dist(U j,U j+2) (3.33)
+ Diam(U j+2) + · · · + Diam(Uk−2)
+ dist(Uk−2,Uk−1) + Diam(Uk−1).
We know that Diam(U j) = · · · = Diam(Uk) ≤ h(δ) from (3.2) of Lemma 3.1.1, and
that the distance between any two adjacent tunnels is the same, and that there are at most
n tunnels. Thus, in either case (3.32) or (3.33) we have
sup{dA′(z,w) | z ∈ C j,w ∈ Ck} ≤ n h(δ) + n · dist(U j,U j+2). (3.34)
and by construction the distance between adjacent tunnels is
dist(U j,U j+2) ≤ Diam(C j+1) + dist(C j+1,C j+2) + Diam(C j+2) (3.35)
≤ pi(δ/2) + δ + pi(δ/2) < 5δ (3.36)
since the balls B(pi, δ/2) have constant sectional curvature K.
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Therefore, combining (3.31), (3.34) and (3.36) we conclude that
dA′(x, y) ≤ 2(δ + L(C)/(2n) + h(δ)) + n h(δ) + 5nδ (3.37)
which is the desired diameter estimate (3.18).
We observe that by our choice of δ satisfying (3.13) and the fact that h(δ) = O(δ) from
Lemma 3.1.1 we have that (6.98) holds.
Finally, observe that (3.20) follows since Lemma 3.1.1 shows that the tunnels Ui have
positive scalar curvature. 
3.3 Sewing Along a Region
We generalize sewing along a curve, Proposition 3.2.1, to sewing along a region, that is,
compact subset A0 of M3 that is isometric to a compact subset of a sphere with constant
sectional curvature. See Figure 3.4. Note that the arrangement of the spheres is different
than that of a sewn curve, but the general properties remain the same (though with different
estimates).
Proposition 3.3.1. Given a complete Riemannian manifold, M3, and A0 ⊂ M3 Riemannian
isometric to a compact set, V ⊂ S3K , in a standard sphere of constant sectional curvature
K, define Aa = Ta(A0) as in Proposition 3.1.2 and assume that Aa is Riemannian isometric
to Ta(V) ⊂ S3K . Let r ∈ (0, a). Given  > 0, there exists δ = δ(V,K, r, ) ∈ (0, r) and there
exists even n = n¯(n¯− 1) depending on V,K, , and r and points p1, ..., pn ∈ A0 with B(pi, δ)
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Figure 3.4: Sewing a manifold through six balls along a region.
are pairwise disjoint such that we can “sew the region tightly” to create a new complete
Riemannian manifold N3,
N3 = (M3 \ Ar) unionsq A′r, (3.38)
exactly as in Proposition 3.1.2, with
A′r = Ar \
 n⋃
i=1
B(pi, δ/2)
 unionsq n/2⋃
i=1
Ui, (3.39)
so that
(1 − ) Vol(Ar) ≤ Vol(A′r) ≤ Vol(Ar)(1 + ) (3.40)
and
(1 − ) Vol(M3) ≤ Vol(N3) ≤ Vol(M3)(1 + ) (3.41)
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and
Diam(A′r) ≤ H(r, δ) = 16r + 3h(δ). (3.42)
Since δ→ 0 when r → 0,
lim
r→0
H(r, δ) = 0 uniformly for K ∈ (0, 1], (3.43)
we say we have sewn the region, A0, arbitrarily tightly.
If M3 has non-negative or positive scalar curvature, then so does N3. In fact,
inf
x∈M3
Scalx ≥ min
{
0, inf
x∈N3
Scalx
}
(3.44)
If ∂M3 , ∅, the balls avoid the boundary and ∂M3 is isometric to ∂N3.
Proof. Fix r < a as in the proposition statement. For simplicity of notation, let A = Ar
and A′ = A′r.
By the compactness of A0 there exists a finite n¯ = n¯(V, r) equal to the maximal number
of pairwise disjoint balls {B(vk, r)}n¯k=1, centered at vk ∈ A0 of radius r > 0. Note that
B(vk, r) ⊂ A.
Let δ = δ(n¯,K, r) > 0 be chosen small enough so that for each k = 1 to n¯, there are
n¯ − 1 pairwise disjoint balls of radius δ centered at vk j with k , j such that
B(vk j, δ) ⊂ B(vk, r) for j ∈ {1, ..., n¯} \ {k} (3.45)
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and each
vk j ∈ ∂B(vk, r − δ). (3.46)
Let
n = n¯(n¯ − 1). (3.47)
We choose the points pi ∈ A0 such that
{p1, ...., pn} = {vk j : k, j ∈ {1, . . . , n¯}, k , j} (3.48)
so that B(pi, δ) are disjoint balls centered in A0. In fact we choose pi so that when i is even
we have both
pi ∈ {vk j : k < j} (3.49)
and
pi+1 = v jk iff pi = vk j (3.50)
and we set
Uk j = U j,k = Ui. (3.51)
We now apply Proposition 3.1.2 with
A′ = A \
 n⋃
i=1
B(pi, δ/2)
 unionsq n/2⋃
i=1
Ui (3.52)
= A \
⋃
k, j
B(vk j, δ/2)
 unionsq⋃
k< j
Uk j (3.53)
to conclude the volume estimates (3.40) and (3.41).
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We next verify the diameter estimate of A′, (3.42). To do this we define sets Ck ⊂ A′
which correspond to the sets ∂B(vk, r) ⊂ A which are unchanged because the B(pi, δ/2) ∩
∂B(vk, r) = ∅. We also define sets Ck j ⊂ A′ which correspond to the sets ∂B(vk j, δ/2) ⊂ A
which are unchanged because they are the edges of the edited regions:
Ck j ∪C jk = ∂U jk. (3.54)
Let
U =
⋃
k< j
Uk j. (3.55)
Let x and y be arbitrary points in A′. We first claim there exists k, j such that
dA′(x,Ck) < 4r + h(δ) and dA′(y,C j) < 4r + h(δ). (3.56)
By symmetry we need only prove this for x. Note that in Case I where
x ∈ A′ \
⋃
k< j
Uk j = A \
⋃
k, j
B(vk j, δ/2)
 (3.57)
then we can view x as a point in A. Let γ1 ⊂ A be the shortest path from x to the closest
point vx ∈ A0, then L(γ1) < r. If
γ1 ∩ B(vk j, δ/2) , ∅ (3.58)
then there exists k such that
dA′\U(x,Ck j) < δ (3.59)
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and we have
dA′\U(x,Ck) ≤ dA′\U(x,Ck j) + Diam(Ck j) + dA′\U(Ck j,Ck) (3.60)
(by the triangle inequality) (3.61)
< r + Diam(Ck j) + δ/2 (by (3.59) and (3.46)) (3.62)
≤ r + pi(δ/2) + δ/2 (by sec ≡ K > 0 on B(vk j, δ)) (3.63)
< r + 3δ, (3.64)
so that (3.56) holds. Otherwise, still in Case I, if (3.58) fails, γ1 ⊂ A′ \ U and γ1(1) =
vx ∈ A0. Let γ2 ⊂ A be the shortest path from vx to the nearest ∂B(vk′ , r). Then L(γ2) < r
because this was a maximal collection of disjoint balls. If
γ2 ∩ B(vk j, δ/2) , ∅ (3.65)
then there exists k such that
dA′\U(vx,Ck j) < r (3.66)
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and we have
dA′\U(vx,Ck) ≤ dA′\U(vx,Ck j) + Diam(Ck j) + dA′\U(Ck j,Ck) (3.67)
(by the triangle inequality) (3.68)
< (r − δ/2) + Diam(Ck j) + δ/2 (by (3.66) and (3.46)) (3.69)
≤ (r − δ/2) + pi(δ/2) + δ/2 (3.70)
(by sec ≡ K > 0 on B(vk j, δ)) (3.71)
< r + 2δ (3.72)
so, because δ < r,
dA′\U(x,Ck) < L(γ1) + 3r < 4r (3.73)
and we have (3.56). Otherwise, still in Case I but when (3.65) fails,
dA′\U(x,Ck′) < L(γ1) + L(γ2) < 2r. (3.74)
Alternatively, we have Case II where
x ∈
⋃
k< j
Uk j. (3.75)
In this case, there exists a k such that x ∈ Uk j and
dA′(x,Ck) ≤ Diam(Uk j) + distA′(Ck j,Ck) ≤ h(δ) + δ/2 < h(δ) + r. (3.76)
Thus we have the claim in (3.56).
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We now proceed to prove (3.42) by estimating dA′(x, y) for x, y ∈ A′. If j = k in (3.56),
then dA′(x, y) ≤ 2(4r + h(δ)). Otherwise,
dA′(x, y) ≤ 2(4r + h(δ)) + sup{dA′(z,w) | z ∈ Ck,w ∈ C j} (3.77)
and
sup{dA′(z,w) | z ∈ Ck,w ∈ C j} ≤ DiamCk(Ck) + dist(Ck,Ck j) + Diam(Uk j)
+ dist(C jk,C j) + Diam(C j) (3.78)
≤ pir + δ/2 + h(δ) + δ/2 + pir (3.79)
≤ 8r + h(δ). (3.80)
Thus, by (3.77) and (3.80) we have
dA′(x, y) ≤ 8r + 2h(δ) + 8r + h(δ) ≤ 16r + 3h(δ), (3.81)
which is the desired diameter estimate (3.42).
We observe that by our choice of δ satisfying δ < r and the fact that h(δ) = O(δ) from
Lemma 3.1.1 we have that (3.43) holds.
Finally, observe that (3.44) follows since Lemma 3.1.1 shows that the tunnels Ui have
positive scalar curvature. 
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Chapter 4
Tunnels with Positive Scalar Curvature
This chapter is devoted to the proof of Lemma 4.1.1 and a brief history of the tunnels
constructed by Gromov and Lawson and Schoen and Yau.
There is a deep connection between the geometry of Riemannian manifolds Mn with
positive scalar curvature and surgery theory. The subject began with the surprising discov-
ery by Gromov and Lawson [GL80b] (for n ≥ 3) and Schoen and Yau [SY79a] (for n ≤ 7)
that a manifold obtained via a surgery of codimension 3 from a manifold Mn with a metric
of positive scalar curvature may also be given a metric with positive scalar curvature. The
methods of Schoen and Yau [SY79a] rely on the regularity theory of minimal surfaces and
therefore require the dimension of their manifolds less than or equal to seven. On the other
hand, the techniques used by Gromov and Lawson [GL80b] are geometric and thus work
for any dimension greater than or equal to three (and surgeries of codimension at least 3).
The key to the tunnel construction of [GL80b] is defining a curve γ which begins along the
vertical axis then bends upwards as it moves to the right and ends with a horizontal line
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segment, see Figure 4.2 below. The tunnel then is the surface of revolution determined by
γ. We note that the “bending argument” has attracted some attention (See [RS01]).
As the goals of the surgery theory were topological in nature Gromov and Lawson
did not estimate with diameters or volumes of these tunnels. Indeed, the tunnels they
constructed may be thin but long (See [GL80a]). To build sewn manifolds we need tunnels
with diameters shrinking to zero as the size of the original balls decreases to zero (see (3.2),
(3.3) (3.4)). Therefore, we prove Lemma 3.1.1 to obtain a refinement of the Gromov and
Lawson construction showing the existence of tiny (in sense of (3.5)) and arbitrarily short
tunnels with a metric of positive scalar curvature.
4.1 Statement of the Tunnel Lemma
Figure 4.1: The tunnel U.
Recall that the Tunnel Lemma was introduced in Lemma 3.1.1 of Chapter 3, but it is
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restated here in Lemma 4.1.1 below for the reader’s convenience.
Lemma 4.1.1 (Tunnel Lemma). Let 0 < δ/2 < 1. Given a complete Riemannian manifold,
M3, that contains two balls B(pi, δ/2) ⊂ M3, i = 1, 2, with constant positive sectional
curvature K ∈ (0, 1] on the balls, and given any  > 0, there exists a δ0 > 0 sufficiently
small so that we may create a new complete Riemannian manifold, N3, in which we remove
two balls and glue in a cylindrical region, U, between them:
N3 = M3 \ (B(p1, δ/2) ∪ B(p2, δ/2)) unionsq U (4.1)
where U = U(δ) has a metric of positive scalar curvature (See Figure 4.1) with
Diam(U) ≤ h = h(δ), (4.2)
where
h(δ) = O(δ), (4.3)
hence,
lim
δ→0
h(δ) = 0 uniformly for K ∈ (0, 1]. (4.4)
The collars Ci = B(pi, δ/2)\B(pi, δ0) identified with subsets of N3 have the original metric
of constant curvature and the tunnel U′ = U \ (C1 ∪ C2) has arbitrarily small diameter
O(δ0) and volume O(δ30). Therefore with appropriate choice of δ0, we have
(1 − )2 Vol(B(p, δ/2)) ≤ Vol(U) ≤ (1 + )2 Vol(B(p, δ/2)) (4.5)
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and
(1 − ) Vol(M) ≤ Vol(N) ≤ (1 + ) Vol(M). (4.6)
Remark 4.1.2. If, in addition to the hypotheses of Lemma 4.1.1, M3 has positive scalar
curvature then so does N3.
Definition 4.1.3. We say we have sewn these balls arbitrarily close together because of
(4.4).
Proof of Lemma 4.1.1. To aid the reader, we provide a summary of our proof and intro-
duce additional notation.
4.2 Outline of the Proof.
The proof is broken into four steps.
Step 1: Set up and notation. Let  > 0 be given. We shall specify 0 < δ0 < δ/2 below.
Given that B1 = B(p1, δ/2) ⊂ M3 has constant sectional curvature K > 0, we may
choose coordinates so that it is realized as a hypersurface of revolution. This is also true for
B(p1, δ0) ⊂ B1 for 0 < δ0 < δ/2 centered at the same p1. Thus, B(p1, δ0) is a hypersurface
of revolution, U′γ0 , with the induced metric in R
4 determined by revolving the quarter-
circle, γ0 = γ0(δ0), in the (x0, x1)-plane about the x0-axis. We set things up so that the
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vertical x1-axis corresponds to boundary points of B(p1, δ0). We then proceed as Gromov
and Lawson to deform γ0 away from vertical axis bending it upwards as we move to the
right and ending with an arbitrarily short horizontal line segment. We call this curve γ,
see Figure 4.2. The curve γ begins exactly as γ0 so that we may attach the corresponding
Figure 4.2: The curve γ.
hypersurface onto the larger B(p1, δ/2) in a natural way. We do exactly the same for
B2 ⊂ M3 and identify the two hypersurfaces along their common boundary, i.e the “tiny
neck,” forming 2U′γ = U
′
γ unionsq U′γ.
We then define the tunnel U = Uδ by
U = Uδ = ((B(p1, δ/2) \ B(p1, δ0)) unionsq (2U′δ0,γ) unionsq ((B(p2, δ/2) \ B(p2, δ0)), (4.7)
where 0 < δ0 < δ/2 and U′γ = U
′
δ0,γ
is a modified Gromov-Lawson tunnel. See Figure 4.1.
The boundary of 2U′γ is isometric to a collar of B(p1, δ0) unionsq B(p2, δ0) so we may smoothly
attach it to form (4.7).
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Step 2: Construction of the curve γ, Part 1: C1.
In this step, we detail the construction of a continuously differentiable curve γ. The con-
struction is based on the bending argument of Gromov and Lawson and uses the funda-
mental theorem of plane curves, i.e. the fact that a smooth curve parametrized by arclength
is uniquely determined by its curvature, its initial point, and the initial tangent vector. Care
must be taken to ensure that the induced metric on U′γ maintains positive scalar curvature
and the length of γ is controlled to yield diameter and volume estimates of Lemma 4.1.1.
This step is quite technical and forms the heart of our proof. Though γ is only continuously
differentiable, this step details all the essential ingredients needed in the construction and
then, in Step 3, we show how to modify the curvature function (which at this stage is a
step function) into a smooth function.
Step 3: Construction of the curve γ, Part 2: from C1 to C∞.
In this step we show how to modify the curve γ constructed in Step 2 to obtain a smooth
curve, γ¯, while maintaining all the required features. The modification is elementary and,
once it is completed, we rename the γ¯ back to γ.
Step 4: Diameter estimates (4.2), (4.4) and Volume estimates (4.5) and (4.6).
This is very straightforward since the previous steps give an estimate of the length of the
tunnel.
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We remark here that the choice of δ0 is used only to ensure that the tunnel U′ (see
Figure 4.1) has sufficiently small volume.
4.3 Steps One through Five.
4.3.1 Step 1 of the Proof: Set up and Notation.
We now set-up our notation further, describe U explicitly in terms of a special curve γ,
and state the important curvature formulas needed in later steps. The construction of γ is
done in the next two sub-sections (Steps 2 and 3).
As mentioned in subsection 4.3, because we assume that B1 and B2 have constant sec-
tional curvature K we may work directly in euclidean spaceR4 with coordinates (x0, x1, x2, x3)
and its standard metric. Let γ(s) be a curve in the (x0, x1)-plane, parametrized by arc-
length, written as γ(s) = (x0(s), x1(s)). This curve specifies a hypersurface in R4 (by
rotating γ about the x0-axis),
U′ = U′γ = {(x0, x1, x2, x3) ∈ R4 | x0 = x0(s), x21 + x22 + x23 = x1(s)2} (4.8)
which we endow with the induced metric. See Figure 4.3. Our curve γwill always lie in the
first quadrant of (x0, x1)-plane and will be parametrized so that x0(s) will be increasing. We
denote by θ(s) the angle between the horizontal direction and the upward normal vector,
and by ϕ(s) the angle between the horizontal direction and the tangent vector to γ.
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Figure 4.3: The tunnel U′ is a hypersurface of revolution determined by γ.
Figure 4.4: The curve γ.
We remark that the two angle functions are related by
θ(s) = ϕ(s) +
pi
2
, (4.9)
see Figure 4.4. In particular, ϕ ∈ (−pi/2, 0].
Denote by k(s) the geodesic curvature of γ. It is a signed quantity so that γ bends away
from the horizontal axis if k(s) > 0 and toward the x0-axis when k(s) < 0. If γ(s0) = (c, d)
and ϕ0 = ϕ(s0) then (cf. Theorem 6.7, [Gra98]) the function k(s) determines γ by the
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formulae
ϕ(s) = ϕ0 +
∫ s
s0
k(u) du (4.10)
and
γ(s) =
(
c +
∫ s
s0
cos(ϕ(u)) du, d +
∫ s
s0
sin(ϕ(u)) du
)
. (4.11)
Our aim is to define a function k(s) so that the resulting threefold of revolution U′ has
positive scalar curvature. The formula on page 226 of [GL80b] for n = 3 gives a relation
between the two curvatures. Namely
ScalU′(s) =
2 sin θ(s)
x1(s)
[
sin θ(s)
x1(s)
− 2k(s)
]
(4.12)
where ScalU′(s) is the scalar curvature of the induced metric on U′ and k is the geodesic
curvature of γ. In particular, the formula holds if γ is the intersection of the 3-sphere
around the origin with the (x0, x1)-plane in which case k is a negative constant.
We begin defining our curve γ(s) so that γ(0) corresponds to a point on ∂B(p1, δ0) and
γ(s), for small values of s ∈ [0, s0], parametrizes the intersection of B(p1, δ0) with the
(x0, x1)-plane. In particular, for small s, k(s) ≡ −
√
K. We choose s0 = δ0/2 and then ex-
tend (in Step 2, Subsection 4.3.2) the function k(s) to a suitable step function on a longer
interval [0, L] so that the resulting curve γ(s) has the following properties.
(I) The graph of γ lies strictly in the first quadrant, beginning at pI = γ(0) = (0, cos(−pi/2+
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δ0)/
√
K) and ending at pF = γ(L) with x0(L) > 0, x1(L) > 0, where L is the length
of the curve. Moreover, a point of γ moves to the right when s increases.
(II) Let θ(s) be the angle between the upward pointing normal to γ and the x0-axis. The
curve γ ends at pF with θ(L) = pi/2 and has θ = pi/2 (so that it is a horizontal line
segment) for an arbitrarily small interval (L′, L] (where L′ < L).
(III) The curve γ has constant curvature −√K near 0 so that the boundary of U has a
neighborhood that is isometric to a collar of B1 ∪ B2.
(IV) The curvature function k(s) satisfies
k(s) <
sin(θ(s))
2x1(s)
s ∈ [0, L], (4.13)
so that the expression on the right-hand side of (4.12) is positive for all s ∈ [0, L]. We
remark here that in certain stages of the construction k(s) will have discontinuities
so that ScalU′(s) is not defined but this will cause no difficulties.
(V) The length of γ, L, is O(δ0).
Due to properties (I) and (II) of γ above, we may smoothly attach two copies of U′
along their common boundary at s = L to define 2U′ = U′γ unionsq U′γ and then, using property
(III), attach 2U′ to form U as in (4.7).
In the next step, we construct a piecewise C1 curve γ in the (x0, x1)-plane which satis-
fies properties (I) through (V). Then, in Step 3, we modify the construction once more to
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produce a smooth curve, γ¯, with these same properties.
4.3.2 Step 2 of the Proof: Construction of γ, Part 1: C1.
As above, let s0 = δ0/2 and let q0 = (a0, b0) be the coordinates of the point γ(s0) that is
already defined. By choosing δ0 sufficiently small we can assume that the tangent vector to
γ at s = s0 is nearly vertical and is pointing downward at s = s0. We also have k(s) ≡ −
√
K
on [0, s0].
We will use a finite induction to define a sequence of extensions of γ over intervals
[si, si+1], with si < si+1 for a finite number of steps 0 ≤ i ≤ n, where n = n(δ0) is
the number of steps required such that properties (I), (III), (IV), and (V) all hold at each
extension. We denote by (ai, bi) the coordinates of the point γ(si) for 0 ≤ i ≤ n.
Let us first choose the curvature function k(s) of γ(s) on the first extended interval
[s0, s1]. Observe that equation (4.13) limits the amount of positive curvature allowed for
k(s). In fact, we choose k(s) to be the constant k1 > 0 over the interval [s0, s1] based only
the initial data at s0
k1 =
sin(θ(s0))
4b0
> 0, (4.14)
where θ(s0) = pi2 + ϕ(s0) = δ0 −
√
Ks0 > 0 and b0 = x1(s0). Note that constant positive
curvature means that γ(s) moves along the arc of a circle of curvature 1/
√
k1 bending away
from the origin.
We verify that property (IV) holds with our choice of k1 in (4.14). From (4.10), we
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see that ϕ(s) is an increasing function with range in the interval (−pi/2, 0), hence θ(s) is
also increasing by (4.9). Moreover, from (4.10) and (4.11), we see that the x1-coordinate
function is decreasing on the interval (s0, s1) since x′1(s) = sin(ϕ(s)) < 0. Thus, the
expression on the right-hand side of (4.13), sin(θ(s))/(2x1(s)), is an increasing function on
(s0, s1) so that
sin(θ(s0))
2x1(s0)
≤ sin(θ(s))
2x1(s)
s ∈ [s0, s1]. (4.15)
Since k(s) ≡ k1 is constant it follows that the property (IV) holds for s ∈ [s0, s1].
Next, we choose the length of the extension ∆s1 = s1 − s0, so that properties (I) and
(V) hold. This is achieved by setting
∆s1 =
b0
2
> 0 (4.16)
Observe that x0(s) is increasing since x′0(s) = cos(ϕ(s)) > 0 as ϕ ∈ (−pi/2, 0).
Clearly we have
b0 < δ0 (4.17)
since b0 is the vertical distance of γ(s0) to the x0-axis which is less than the distance along
the sphere.
Of course, we do not achieve a final angle of pi/2 of the normal at s1 and gain only a
small but definite increase in the angle. The change in angle of the normal with the x0-axis
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is
∆θ1 = θ(s1) − θ(s0) =
∫ s1
s0
k(s) ds = k1 · ∆s1 = sin(θ(s0))8 > 0
by (4.14) and (4.16).
With γ extended over the first interval [s0, s1], we now inductively define further exten-
sions. Assume that ∆s j, s j and k j have been chosen for j = 1, 2, . . . , (i−1), and γ extended
on the intervals [s j, s j+1], we then define
∆si =
bi−1
2
, si = si−1 + ∆si and ki =
sin(θ(si−1))
4bi−1
, (4.18)
where γ(si) = (ai, bi). In what follows we will also write θ j and ϕ j for θ(s j) and ϕ(s j)
respectively. We remark that bi+1 < bi by (4.11) since the angle ϕ is negative and that
ki+1 > ki since the ratio
sin(θ(s))
x1(s)
is increasing. Observe that properties (I), (IV), and (V)
of γ hold on [si−1, si] for all i by our choices in (4.18) by arguments analogous to those
given for the first extension of γ on [s0, s1].
We observe that we gain a definite amount of angle θ with each extension since, by
(4.18), for each j ∈ {1, 2, . . . , i},
∆θ j = θ(s j) − θ(s j−1) =
∫ si
s j−1
k(s) ds = k j · ∆s j = sin(θ(s j−1))8
≥ sin(θ(s0))
8
, (4.19)
because θ(s j−1) ≥ θ(s0) and the the values of θ are in the range (0, pi/2) so that the sine is
an increasing function. We stop the construction when θ(s) reaches the value pi/2. Thus
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the total change in the angle θ over the interval [0, si] is bounded from below by
∆θ =
i∑
j=1
∆θ j ≥ i · sin(θ0)8 . (4.20)
To prove property (V), that the length of γ is on the order of δ0, we need the sequence
of bi’s to be summable and will want to compare it to the geometric progression. The
difficulty here is that, since our curve is bending more and more upwards, the ratios bi/bi−1
increase. For this reason we stop our induction when θ reaches the value of pi/4. It will
turn out that once this value is reached, we can complete the construction of k(s) by a
single extension albeit with ∆s not given by (4.18).
Thus, define n = n(δ0) to be the first positive integer with
pi
4
≤ θn (4.21)
which exists by (4.20). Moreover, if θn > pi/4 we re-define sn to be the exact value in
(sn−1,∞) such that θ(sn) = pi/4. Thus, for the modified value of sn
θn = θ(sn) =
pi
4
. (4.22)
The following Lemma gives the desired comparison.
Lemma 4.3.1. There exists a universal constant C ∈ (0, 1), independent of δ0 and K, such
that for all i ≤ n
bi ≤ C · bi−1,
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where n = n(δ0) is as above.
The Lemma, to be proven shortly below, implies that the length of the curve γ on the
entire interval [0, sn] is no larger than a constant (independent of δ0) times δ0. Namely,
L(γ([0, sn])) = sn =
n∑
j=1
∆s j. (4.23)
Thus, from (4.18) and Lemma (4.3.1), we have
n∑
j=1
∆s j =
n∑
j=1
b j−1
2
≤ b0
2
 n−1∑
j=1
C j
 ≤ C1δ0 (4.24)
by the lemma and (4.17). So, L(γ([0, sn])) ≤ C1b0 with C1 = 12−2C which is independent of
δ0 since C is. This proves that L(γ([0, sn])) = O(δ0).
Proof of Lemma 4.3.1. Let 1 ≤ i ≤ n. We compute explicitely using (4.10), (4.11) and
(4.18),
ϕ(si) = ϕ(si−1) + ki · ∆si = ϕ(si−1) + sin(θi−1)8 (4.25)
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and
bi = x1(si)
= bi−1 +
∫ si
si−1
sin(ϕ(si−1) + ki(u − si−1)) du
= bi−1 − 1ki (cos(ϕ(si)) − cos(ϕ(si−1)))
= bi−1 − 4bi−1sin(θ(si−1))
(
cos
(
ϕ(si−1) +
sin(θi−1)
8
)
− cos(ϕ(si−1))
)
.
Thus,
bi
bi−1
= 1 − 4
sin(θ(si−1))
(
cos
(
ϕ(si−1) +
sin(θi−1)
8
)
− cos(ϕ(si−1))
)
.
Therefore, by the Mean Value Theorem, there exists µi ∈ (ϕ(si−1), ϕ(si−1) + sin(θ(si−1))/8)
such that
bi
bi−1
= 1 − 4
sin(θ(si−1))
(− sin(µi)) · sin(θ(si−1))8 = 1 +
sin(µi)
2
.
To complete the proof of the lemma, we seek a constant 0 < C < 1, independent of δ0,
such that
1 +
sin(µi)
2
< C < 1. (4.26)
Recall that the angle function ϕ takes negative values throughout.
We claim that the choice
C = 1 +
1
4
sin
(
−pi
4
+
cos(−pi4 )
8
)
≈ 0.8395 (4.27)
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will satisfy our requirement.
This follows from the fact that the sine is an increasing function on the interval (ϕ(si−1), ϕ(si−1)+
sin(θ(si−1))/8) and the fact that both the angles ϕi and θi are increasing, so
1 +
sin(µi)
2
≤ 1 + 1
2
sin
(
ϕ(si−1) +
sin(θ(si−1))
8
)
≤ 1 + 1
2
sin
(
ϕ(sn) +
cos(ϕ(sn))
8
)
.
By our choice of sn, θ(sn) = pi/4 from (4.22) and ϕ(sn) = −pi/4 so that
1 +
sin(µi)
2
≤ 1 + 1
2
sin
−pi4 + cos
(
−pi4
)
8

< 1 +
1
4
sin
−pi4 + cos
(
−pi4
)
8

= C < 1.
This finishes the proof of the Lemma. 
At this stage of the construction, γ has angle θ = pi/4 at the endpoint sn. We make one
additional extension of our step function.
We now define sn+1 > sn and kn+1 > 0 as follows. By (4.10) ϕ(s) in [sn, sn+1] will be
given by
ϕ(s) = ϕn +
∫ s
sn
k(u) du = ϕn + kn+1(s − sn). (4.28)
Let sn+1 be determined by kn+1 as the first value such that ϕ(sn+1) = 0 (equivalently
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θ(sn+1) = pi/2). Then
0 = ϕ(sn+1) = ϕn + kn+1(sn+1 − sn) (4.29)
so that
sn+1 = sn − ϕnkn+1 . (4.30)
We require in addition that b(sn+1) > 0 (that is, γ remains above the x0-axis). Using (4.30)
and (4.11), we obtain
b(sn+1) = bn +
∫ sn+1
sn
sin(ϕ(s)) ds = bn − cos(ϕ(sn+1)) − cos(ϕ(sn))kn+1
= bn − 1 − cos(ϕ(sn))kn+1 (4.31)
so that b(sn+1) > 0 is equivalent to
bn − 1 − cos(ϕ(sn))kn+1 > 0
or
kn+1 · bn > 1 − cos(ϕ(sn)). (4.32)
On the other hand, kn+1 has to be bounded from above in order to guarantee (4.13).
Therefore, we require that
kn+1 <
sin(θ(sn))
2bn
,
or
kn+1 · bn < sin(θ(sn))2 . (4.33)
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Combining (4.32) and (4.33) gives conditions for kn+1
1 − cos(ϕ(sn)) < kn+1 · bn < sin(θ(sn))2 . (4.34)
Since sin(θ(s)) = cos(ϕ(s)), (4.34) is equivalent to
1 − cos(ϕ(sn)) < kn+1 · bn < cos(ϕ(sn))2 . (4.35)
Now, recall that sn was chosen in (4.22) so that ϕ(sn) = −pi/4 so
1 − cos(ϕ(sn)) = 2 −
√
2
2
<
cos(ϕ(sn))
2
=
√
2
4
.
Now, choose arbitrarily any α, satisfying
2 − √2
2
< α <
√
2
4
(4.36)
and define kn+1 by
kn+1 = α/bn. (4.37)
With this choice (4.35), and therefore, (4.32) and (4.33) hold.
To ensure property (II), we choose L > sn+1 so that L− sn+1 is arbitrarily small. We ex-
tend γ to the interval [sn+1, L] where γ is a straight horizontal line on [sn+1, L] by choosing
k(s) = 0 there. To check that the length of the curve we constructed is O(γ0) we observe
that
sn+1 = sn − ϕn/kn+1 = sn + pi4αbn ≤ sn +
pi
4α
b0 = O(δ0) (4.38)
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Figure 4.5: Graph of the curvature, k(s), with “full bend” as a step function.
by (4.17), (4.24) and (4.38).
We note that the choice of L is arbitrary. It will be made explicit in the next step when
we construct the curve γ¯, the C∞ version of γ.
This completes the construction of the continuously differentiable curve γ defined on
the interval [0, L] satisfying properties (I) through (V).
4.3.3 Step 3 of the Proof: Construction of γ, Part 2: from C1 to C∞.
In this section, barred quantities will refer to the C∞ curve, γ¯(s), to be constructed in this
step and all the other quantities related to the construction (for example, θ¯, ϕ¯, k¯(s), etc.).
Unbarred quantities will refer to the C1 curve constructed in the previous step.
The general plan is to replace k(s) as chosen in Step 2 with a smooth version, k¯(s),
as depicted in Figure 4.6 and whose formula is given below in (4.40), (4.45), (4.46) and
(4.52).
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Figure 4.6: Profile of the smooth curvature, k¯(s), with “full bend.”
We’ll use a smooth functions that increase from ki to ki+1 to over an arbitrarily short
interval to construct γ¯. The building block for these functions is the smooth function
h : R→ [0, 1] defined by
h(t) =
f (t)
f (t) + f (1 − t) where f (t) =
0, t ≤ 0e−1/t, t > 0 (4.39)
which increases from zero to one over the interval [0, 1]. One can check that
∫ 1
0
h(t) dt = 1/2.
Let ηi > 0 represent quantities which can be chosen arbitrarily small satisfying si +ηi <
si+1 for i = 0, 1, . . . , n.
Recall that k(s) is a step function that is constant on the intervals [si, si+1] with values
ki+1. We define k¯(s) as the function that smoothly increases from ki at si to ki+1 at si + ηi
and then continues with this constant value until si+1. More precisely, if we set k0 = −
√
K
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then
k¯(s) =
ki + (ki+1 − ki) h
(
s−si
ηi
)
, s ∈ [si, si + ηi]
ki+1, s ∈ [si + ηi, si+1]
i = 0, 1, 2, . . . , n (4.40)
describes the smooth curvature function in Figure 4.6. Of course, we choose the same
initial conditions as in k(s) in the previous step.
Observe that the change in angle is slightly less than for the step function: from (4.18)
and (4.40),
∆θ¯n+1 − ∆θn+1 =
∫ sn+1
0
(k¯(u) − k(u)) du
=
n∑
i=1
∫ si+ηi
si
(k¯(u) − k(u)) du
=
n∑
i=1
∫ si+ηi
si
((
ki + (ki+1 − ki)h
(
u − si
ηi
))
− ki+1
)
du
=
n∑
i=1
(
kiηi + (ki+1 − ki)ηi2 − ki+1ηi
)
=
n∑
i=1
(ki − ki+1) ηi2 .
Define η to be this quantity:
η = −
n∑
i=1
(ki − ki+1) ηi2 . (4.41)
Since ki < ki+1, η is a positive quantity and because the η′i s are independent of the choices
of the curvatures ki’s, we note that η may be chosen arbitrarily small.
The final angle of the normal, θ¯, of the smooth curve γ¯ compared to the final angle of
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the normal of the continuously differentiable curve γ is thus
θ¯(sn+1) = θ(sn+1) − η = pi2 − η. (4.42)
Similarly,
∆ϕ¯n+1 − ∆ϕn+1 = −η (4.43)
and
ϕ¯(sn+1) = ϕ(sn+1) − η = −η. (4.44)
We now extend the curve γ¯ to the interval [sn+1, L′], for L′ > sn+1 determined below, in
order to increase the angle up to pi/2, that is θ¯(L′) = pi/2. In addition, we require that k¯ end
with zero curvature so that we may smoothly attach a small cylinder at the end to ensure
we can smoothly attach two copies of U′ to form the tunnel U. This may be achieved by
smoothly decreasing k¯(s) from kn+1 at sn+1 to 0 at L′. More precisely, the formula for k¯(s)
is
k¯(s) = kn+1h
(
L′ − s
L′ − sn+1
)
, s ∈ [sn+1, L′]. (4.45)
See Figure 4.6.
To find the required L′, we note that the additional change in angle gained by θ¯ is
θ¯(L′) − θ¯(sn+1) =
∫ L′
sn+1
k¯(s) ds = kn+1
L′ − sn+1
2
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so that setting this equal to η implies θ¯(L′) = pi/2 (from (4.42)), or
kn+1
L′ − sn+1
2
= η
and, solving for L′, gives
L′ = sn+1 +
2η
kn+1
. (4.46)
Since η can be chosen arbitrarily small, say O(δ20), it follows that
L′ = O(δ20 + δ0) = O(δ0) (4.47)
by (4.38). Thus, property (V) holds.
Next, it is clear that γ¯(s) remains above the x0-axis if η is chosen sufficiently small
because a small change in angle, (4.41), will produce a small change in vertical displace-
ment, x¯1(s) so because x1(s) > 0, for all s ∈ [0, L′], we may ensure that x¯1(s) is positive by
continuity in η.
Now we demonstrate that γ¯ satisfies the curvature estimate in (4.13), hence the surface
of revolutions given by γ¯ has a metric of positive scalar curvature, that is, property (IV)
holds. Let s∗ ∈ (s0, s0 + η0) be such that k¯(s∗) = 0. As k¯(s) < 0 for s ∈ [0, s∗), and the
right-hand side of (4.13) is positive, the result follows immediately. Now, for s ∈ (s∗, L′),
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we note that θ¯(s) is increasing and x¯1(s) is decreasing since
θ¯′(s) = k¯(s) > 0 s ∈ (s∗, L′) (4.48)
and
x¯′1(s) = sin(ϕ¯(s)) < 0 s ∈ (s∗, L′) (4.49)
since ϕ¯(s) ∈ (−pi/2, 0).
Let s ∈ (s∗, s1] or s ∈ (si, si+1], for i = 1, 2, . . . , n. Observe that by (4.48) and (4.49) it
suffices to prove (4.13) only at the left-endpoints of the subintervals, or only at s = s∗ or
s = si. When s = s∗ the result follows immediately so assume s = si.
When s = si equation (4.13) for γ¯ is
ki+1 <
sin(θ¯(si))
2x¯1(si)
.
Now, recall that
ki+1 =
sin(θi)
4bi
=
1
2
sin(θ(si))
2x1(si)
so it suffices to prove that
1
2
sin(θ(si))
2x1(si)
<
sin(θ¯(si))
2x¯1(si)
. (4.50)
However, this follows from the following argument. Observe that as a function of η,
θ¯(s)↗ θ(s) and x¯1(s)↘ x1(s) as η↘ 0 (4.51)
which may be seen from (4.42) and (4.44) together with the equations that define the
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curve (4.10) and (4.11). Thus, since (4.50) is true when η = 0, that is, θ¯(si) = θ(si) and
x¯1(si) = x1(si) it follows from continuity and (4.51) that it is true for a sufficiently small
η > 0. This completes the proof of (4.13).
Finally, to ensure property (II), we let L > L′ such that L − L′ is arbitrarily small. We
extend γ¯ over the interval [L′, L] by choosing
k¯(s) = 0 s ∈ [L′, L] (4.52)
Observe that ScalU′ > 0 since (4.12) is still positive with k¯ = 0.
The curve γ¯ is C∞ and we’ve shown it has all the desired properties (I) through (V).
4.3.4 Step 4 of the Proof: Diameter and Volume estimates.
Given the definition of U in (4.7), the diameter of U is estimated by
Diam(U) ≤ piδ + δ + 2L = O(δ) + O(δ0) = O(δ).
To estimate the volume of U′, let f be a function whose graph is γ, that is, (t, f (t)) ∈ γ
and then,
Vol(U′) =
∫ L
0
Vol2(∂B(p, f (t))) dt =
∫ L
0
4pi( f (t))2 dt ≤ 4pi f (0)2L,
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since f is non-increasing. So, using f (0) = x1(0) = cos(−pi/2 + δ0)/K = sin(δ0)/K
Vol3 U = 2 Vol3(B(p, δ/2) \ B(p, δ0)) + 2 Vol3(U′)
≤ 2 Vol3(B(p, δ/2)) + 8pisin
2(δ0)
K2
L
So, (4.5) holds if and only if
2 Vol3(B(p, δ/2)) + 8pi
sin2(δ0)
K2
L ≤ 2(1 + ) Vol3(B(p, δ/2)) (4.53)
or if δ0 is chosen small enough such that
4pi
sin2(δ0)
K2
L ≤  · Vol3(B(p, δ/2)), (4.54)
which is, of course, possible since L = L(δ0)→ 0 as δ0 → 0.
We estimate the lower bound on volume of the tunnel U:
Vol(U) = 2 Vol(B(p, δ/2) \ B(p, δ0)) + 2 Vol(U′)
= 2 Vol(B(p, δ/2)) − 2 Vol(B(p, δ0)) + 2 Vol(U′)
≥ 2 Vol(B(p, δ/2)) − 2 Vol(B(p, δ0)).
Now, to prove the left-hand side of (4.5) we must have
2 Vol(B(p, δ/2)) − 2 Vol(B(p, δ0)) ≥ 2(1 − ) Vol(B(p, δ/2))
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or
Vol(B(p, δ0) ≤  Vol(B(p, δ/2)). (4.55)
Shrinking δ0 further, if necessary, we may assume that (4.55) holds. This completes the
proof of (4.5).
Finally, we prove (4.6). Using the fact that the balls are pairwise disjoint and of the
same volume, from (4.5) we have
Vol(N) = Vol(M \ (B(p1, δ/2) ∪ B(p2, δ/2)) unionsq U)
= Vol(M) − Vol(B(p1, δ/2)) − Vol(B(p2, δ/2)) + Vol(U)
= Vol(M) + (Vol(U) − 2 Vol(B(p1, δ/2)))
≤ Vol(M) + (2 · Vol(B(p1, δ/2)))
≤ Vol(M) +  · Vol(M)
which yields the right-hand side of (4.6). Similarly,
Vol(N) ≥ Vol(M) −  · Vol(M)
which proves the left-hand side of (4.6).
Combining the proofs of Steps 1 through 4 completes the proof. 
Chapter 5
Pulled Spaces
We introduce the notion of a “pulled metric space” which is simply a quotient space arising
from a metric space that has a compact subset identified to a point. The name of these
spaces arises from the following intuitive scenario: imagine a given metric space, X, as
a piece of cloth and sewing a curve in X with a piece of thread; then if one pulls the
thread tightly the cloth near the thread all gets scrunched close together giving the metric
quotient. This idea was first described by Burago to the author’s doctoral advisor, Christina
Sormani, as a pulled string when discussing examples related to [BI09]. See Figure 5.1
where a sphere X has the closed geodesic thread C pulled to a point p0.
In Section 5.1, we make the notion Burago’s pulled string precise in Proposition 5.1.1.
In Section 5.2, we generalize this to pulled compact subsets in Proposition 5.2.1. We then
explore how their Hausdorff measures are related in Proposition 5.2.5 and describe the
mass measures of pulled spaces of integral current spaces.
In general, a pulled space is then any metric space that arises from pulling some com-
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Figure 5.1: A sphere with a pulled closed geodesic thread.
pact subset (see Definition 5.2.2).
5.1 Burago’s Pulled String
Proposition 5.1.1 (Burago’s Pulled String). The notion of a metric space with a pulled
string is a metric space (Y, dY) constructed from a metric space (X, dX) with Hausdorff
dimension greater than or equal to two and a curve C : [0, 1]→ X, so that
Y = X \C[0, 1] unionsq {p0}, p0 = C(0), (5.1)
where for xi ∈ Y we have
dY(x, p0) = min{dX(x,C(t)) : t ∈ [0, 1]} (5.2)
and for xi ∈ X \C[0, 1] we have
dY(x1, x2) = min { dX(x1, x2),min{dX(x1,C(t1)) + dX(x2,C(t2)) : ti ∈ [0, 1]} } . (5.3)
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This is a special case of the following more general Proposition 5.2.1, where we define
a pulled (compact) subset K ⊂ X, and is proved in the next section.
5.2 Pulled Subsets
5.2.1 Pulled Spaces are Metric Spaces
Given a metric space (X, dX) and a compact subset K ⊂ X, we may defined the notion of a
pulled subspace similar to that of a pulled string:
Proposition 5.2.1. Given a metric space (X, dX) and a compact set K ⊂ X we may define
a new metric space (Y, dY) by pulling the set K to a point p0 ∈ K by setting
Y := X \ K unionsq {p0}, p0 ∈ K fixed, (5.4)
and, for x ∈ Y, we have
dY(x, p0) = min{dX(x, y) : y ∈ K} (5.5)
and, for xi ∈ Y \ {p0}, we have
dY(x1, x2) = min {dX(x1, x2),min{dX(x1, y1) + dX(x2, y2) : yi ∈ K}} . (5.6)
Definition 5.2.2. A pulled space is any metric space that arises from pulling a subset of
some metric space as in Proposition 5.2.1.
Proof. By definition, it is easy to see that dY is non-negative and symmetric. To prove that
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dY satisfies the axiom of positivity, assume x1 = x2. Then either xi = p0, and dY(x1, x2) = 0
by definitions (5.4)–(5.5), or xi , p0 and dX(x1, x2) = 0 so by (5.6) we have dY(x1, x2) ≤
dX(x1, x2) = 0. Conversely, if dY(x1, x2) = 0 then either dX(x1, x2) = 0 or
0 = min{dX(x1, y1) + dX(x2, y2) | yi ∈ K}. (5.7)
In the first case, x1 = x2 since dX is a metric, so assume otherwise. Then dX(x1, x2) , 0 and
(5.7) holds. Being that (5.7) is a sum of non-negative numbers, it follows that dX(x1, y1) =
0 and dX(x2, y2) = 0 for some yi ∈ K. Hence, xi = yi which is impossible by the definition
of Y unless x1 = x2 = p0 which yields a contradiction. This proves that dY satisfies
positivity.
Next, let us note that by virtue of (5.5) and (5.6), we always have
dY(x1, x2) ≤ dX(x1, x2), ∀ x1, x2 ∈ Y (5.8)
and
if dY(x1, x2) , dX(x1, x2) =⇒ dY(x1, x2) = dX(x1, y1) + dX(x2, y2). (5.9)
for some yi ∈ K.
We now verify the triangle inequality: for any x1, x2, x3 ∈ Y , we need to prove
dY(x1, x2) ≤ dY(x1, x3) + dY(x3, x2). (5.10)
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It will be convenient to define yi ∈ K such that
dX(xi, yi) = min{dX(xi, y) | y ∈ K} for i = 1, 2, 3. (5.11)
Assume in Case I that dY(x1, x2) , dX(x1, x2). Then by (5.9) and (5.11),
dY(x1, x2) = dX(x1, y1) + dX(x2, y2). (5.12)
We have three possibilities: (i) dY(x1, x3) , dX(x1, x3) and dY(x2, x3) , dX(x2, x3); (ii)
dY(x1, x3) = dX(x1, x3) and dY(x2, x3) = dX(x2, x3); and (iii) (without loss of generality)
dY(x1, x3) , dX(x1, x3) and dY(x2, x3) = dY(x2, x3).
In Case I (i), we have
dY(x1, x2) = dX(x1, y1) + dX(x2, y2) (by (5.12))
≤ dX(x1, y1) + dX(x3, y3) + dX(x2, y2) + dX(x3, y3)
= dY(x1, x3) + dY(x2, x3). (by assumption (i), (5.9), and (5.11))
In Case I (ii), we have
dY(x1, x2) ≤ dX(x1, x2) (by (5.8))
≤ dX(x1, x3) + dX(x2, x3)
= dY(x1, x3) + dY(x2, x3). (by assumption (ii))
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In Case I (iii), we have
dX(x2, y2) = min{dX(x2,K) | y ∈ K} (by (5.11))
≤ dX(x2, y3)
≤ dX(x2, x3) + dX(x3, y3) (5.13)
≤ dY(x2, x3) + dX(x3, y3) (by assumption (iii)) (5.14)
so that
dY(x1, x2) = dX(x1, y1) + dX(x2, y2) (by (5.12))
≤ dX(x1, y1) + dY(x2, x3) + dX(x3, y3) (by (5.14))
= dY(x1, x3) + dY(x2, x3). (by assumption (iii))
This proves the triangle inequality, (5.10), in Case I. Next, we assume, in Case II, that
dY(x1, x2) = dX(x1, x2).
Again, we have three possibilities: (i) dY(x1, x3) , dX(x1, x3) and dY(x2, x3) , dX(x2, x3);
(ii) dY(x1, x3) = dX(x1, x3) and dY(x2, x3) = dX(x2, x3); and (iii) (without loss of generality)
dY(x1, x3) , dX(x1, x3) and dY(x2, x3) = dY(x2, x3).
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In Case II (i), we have
dY(x1, x2) = dX(x1, x2)
≤ dX(x1, y1) + dX(x2, y2) (by (5.12))
≤ dX(x1, y1) + dX(x3, y3) + dX(x2, y2) + dX(x3, y3)
= dY(x1, x3) + dY(x2, x3). (by assumption (i), (5.9), and (5.11))
In Case II (ii), (5.10) follows immediately from the triangle inequality for dX.
Finally, in Case II (iii),
dY(x1, x2) = dX(x1, x2)
≤ dX(x1, y1) + dX(x2, y3) (by (5.12))
≤ dX(x1, y1) + dX(x2, x3) + dX(x3, y3)
= dY(x1, x3) + dY(x2, x3). (by assumption (iii), (5.9), and (5.11))
which completes the proof. 
5.2.2 The Haudforff Measure on a Pulled Space
Next, we show how the Hausdorff measures of pulled spaces are related to the original
metric space. Indeed, (5.25) captures the intuitive notion described in the introduction that
the subspace that is pulled vanishes under appropriate conditions (for example, the subset
K is a top-dimensional submanifold of a manifold X).
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But first we need a simple lemma:
Lemma 5.2.3. Let (X, dX) and (Y, dY) be as in Proposition 5.2.1. Then function ψ : X → Y
defined by ψ(x) = x for all x ∈ X \ K and ψ(q) = p0 for all q ∈ K is 1-Lipschitz.
Proof. For x, y ∈ X \ K, there is no ambiguity so we may view them as elements of
Y \ {p0} and dY(ψ(x), ψ(y)) = dY(x, y) ≤ dX(x, y) by definition of dY . Otherwise, we may
assume, without loss of generality, that x ∈ K and y < K. In this case, dY(ψ(x), ψ(y)) =
dY(p0, ψ(y)) = dY(p0, y) = min{dX(z, y) : z ∈ K} ≤ dX(x, y), as x ∈ K. Hence, in all cases
dY(ψ(x), ψ(y)) ≤ dX(x, y) which shows ψ is 1-Lipschitz. 
Proposition 5.2.4. If (Y, dY) is a pulled space as in Proposition 5.2.2, then the Hausdorff
measure on Y satisfies
H sY(A) = H sX(A) −H sX(K), (5.15)
for any Borel subset A ⊂ Y and s > 0.
Proof. Fix a Borel subset A ⊂ Y . Observe that (5.15) follows from
H sY(A \ {p0}) = H sX(ψ−1(A) \ K) (5.16)
since the Hausdorff measure of point sets is zero (when s > 0).
By Proposition 3.1.4 on page 37 from [AT04]
H sY(ψ(A \ K)) ≤ (Lip(ψ))sH sX(ψ−1(A) \ K),
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and since ψ is 1-Lipschitz (by Lemma 5.2.3), we have
H sY(A \ {p0}) ≤ H sX(ψ−1(A) \ K).
Thus, there remains to show the opposite inequality in (5.16).
Define sets
C j = {y ∈ A | dY(y, p0) ≥ 1/ j}
for each j ∈ N. Then the C j are closed sets, C j ⊂ C j+1 and A \ {p0} = ∪ j∈NC j. So we may
use Theorem 1.1.18 from [AT04]:
H sY(A \ {p0}) = H sY(∪ j∈NC j) = limj→∞H
s
Y(C j). (5.17)
Consider, for each j ∈ N,
D j = ψ−1(C j) = {x ∈ X | ψ(x) ∈ A, dX(x,K) ≥ 1/ j}
which are closed in X, D j ⊂ D j+1, and ψ−1(A) \ K = ∪ j∈ND j. Using Theorem 1.1.8 from
[AT04] again:
H sX(ψ−1(A) \ K) = H sX(∪ j∈ND j) = limj→∞H
s
X(D j). (5.18)
Next, we claim that
H sX(D j) ≤ H sY(C j), j ∈ N. (5.19)
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Fix j. Fix δ < 12 j . Let {El}l∈N be a countable cover of C j with Diam(El) < δ, for all l. Then
dist(El, p0) >
1
2 j
, l ∈ N. (5.20)
To see this, assume otherwise. Then since distY(p0, El) < 12 j and the definition of distance
(as an infimum), there is e ∈ El such that dY(p0, e) < 12 j . Now, we also know that El∩C j ,
∅. So, there is c ∈ C j ∩ El. So, dY(e, c) ≤ DiamY(El) < δ < 12 j . Also, by the triangle
inequality, dY(p0, c) ≤ dY(p0, e) + dY(e, c) < 1/ j. But this contradicts that c ∈ C j as by
definition of C j, dY(p0, c) > 1/ j.
Next, we show that
DiamY(El) = DiamX(ψ−1(El)), (5.21)
i.e. ψ−1 is an isometry when restricted to {El}. In fact, we prove
dX(ψ−1(a), ψ−1(b)) = dY(a, b), ∀ a, b ∈ El, j ∈ N.
Let a, b ∈ El. Then since Diam(El) < δ < 12 j we have dY(a, b) ≤ DiamY(El) < δ < 12 j ,
so
dY(a, b) <
1
2 j
. (5.22)
By definition of the distance dY , since ψ−1(a) = a and ψ−1(b) = b,
dY(a, b) = min
{
dX(a, b), min{ dX(a, k1) + dX(b, k2) | ki ∈ K} }.
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If dY(a, b) = dX(a, b), we’re done. If not, then there exists k1, k2 ∈ K so that
dY(a, b) = dX(a, k1) + dX(b, k2). (5.23)
By (5.20),
dY(a, p0) ≥ 12 j and dY(b, p0) ≥
1
2 j
which implies
distX(a,K) ≥ 12 j and distX(b,K) ≥
1
2 j
.
But then
1
j
≤ distX(a,K) + distX(b,K)
≤ dX(a, k1) + dX(b, k2)
= dX(a, b) (by (5.23))
<
1
j
, (by (5.22))
which is a contradiction.
Next, observe that {ψ−1(El)}l∈N is necessarily a cover of D j so
H sX(D j) ≤
∞∑
l=1
ωs
(
DiamX(ψ−1(El))
2
)s
=
∞∑
l=1
ωs
(
DiamY(El)
2
)s
. (by (5.21))
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Taking the infimum over all covers of C j with diameters less than δ gives
H sX(D j) ≤ H sY,δ(C j)
then taking the limit as δ→ 0 shows
H sX(D j) ≤ H sY(C j)
which proves the claim (5.19).
To finish, we take the limit in (5.19) as j → ∞ and use (5.17) and (5.18) to complete
the proof. 
5.2.3 Currents on Pulled Spaces and their Masses
If (X, dX,T ) is an integral current space then the pulled space (Y, dY) carries a natural
current space structure. What’s more, Hausdorff measure on the pulled space and the
mass measure of the integral current are related by (5.24).
Proposition 5.2.5. If (X, dX,T ) is an integral current space then (Y, dY , ψ#T ) is also an
integral current space where ψ : X → Y such that ψ(x) = x for all x ∈ X \K and ψ(q) = p0
for all q ∈ K. In addition, the mass measures are related by
M(ψ#T ) = M(T ) − ||T ||(K). (5.24)
If (X, dX,T ) is a Riemannian manifold then (Y, dY , ψ#T ) is an integral current space whose
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mass measure is the Hausdorff measure on Y and
HmY (Y) = HmX (X) −HmX (K). (5.25)
Proof. Observe that (5.25) follows immediately from Proposition 5.2.4 as a special case.
Let (X, dX,T ) be an m-dimensional integral current space. We must show that (Y, dY , ψ#T )
is an integral current space. By Lemma 5.2.3, ψ is a 1-Lipschitz function so by the well-
known inequality
‖ψ#T‖ ≤ Lip(ψ)m‖T‖ (5.26)
ψ#T has finite mass because T does. Hence, Thus, ψ#T is an integral current on Y . To show
that (Y, dY , ψ#T ) is an integral current space there remains to show that it is completely
settled, or ψ#T has positive density at p0.
Let f : Y → R be a bounded Lipschitz map and pi j : Y → R be Lipschitz maps. Then
(ψ#T )( f , pi1, . . . , pim) = T ( f ◦ ψ, pi1 ◦ ψ, . . . , pim ◦ ψ)
= T ( f · 1X\K + f (p0) · 1K , pi1 ◦ ψ, . . . , pim ◦ ψ)
= T ( f · 1X\K , pi1 ◦ ψ, . . . , pim ◦ ψ) + f (p0)T (1K , pi1 ◦ ψ, . . . , pim ◦ ψ)
= T ( f · 1X\K , pi1 ◦ ψ, . . . , pim ◦ ψ) + 0
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by locality since pii ◦ ψ are constant on {1K , 0} (see [AK00]) so
(ψ#T )( f , pi1, . . . , pim) = T ( f · 1X\K , pi1 ◦ ψ, . . . , pim ◦ ψ)
= (T 1X\K)( f , pi1 ◦ ψ, . . . , pim ◦ ψ)
= (T 1X\K)( f ◦ ψ, pi1 ◦ ψ, . . . , pim ◦ ψ)
because ψ(x) = x on X \ K,
= ψ#(T 1X\K)( f , pi1, . . . , pim).
So, using the characterization of mass from [AK00], (2.6) of Proposition 2.7,
M(ψ#T ) = M(ψ#(T 1X\K))
= M(T 1X\K)
because ψ(x) = x on X \ K, so since M(·) = ‖ · ‖,
(ψ#T )( f , pi1, . . . , pim) = ‖T 1X\K‖(X)
= sup
 ∞∑
j=1
|(T 1X\K)(1A j , pi j1, . . . , pi jm)|
 ,
where the supremum is taken over all Borel partitions {A j} of X such that X = ∪ jA j and
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all Lipschitz functions pi ji ∈ Lip(X) with Lip(pi ji ) ≤ 1, then continuing
(ψ#T )( f , pi1, . . . , pim) = sup
 ∞∑
j=1
|T (1X\K · 1A j , pi j1, . . . , pi jm)|

= sup
 ∞∑
j=1
|T (1A˜ j , p˜i j1, . . . , p˜i jm)|
 ,
where the second supremum is taken over all Borel partitions {A˜ j} of X \ K such that
X \ K = ∪ jA˜ j and all Lipschitz functions p˜i ji ∈ Lip(X \ K) with Lip(p˜i ji ) ≤ 1. So, by the
characterization of mass we have
(ψ#T )( f , pi1, . . . , pim) = sup
 ∞∑
j=1
|T (1A˜ j , p˜i j1, . . . , p˜i jm)|

= ||T ||(X \ K)
= ||T ||(X) − ||T |(K)
= M(T ) − ||T ||(K),
which proves (5.24). 
142 CHAPTER 5. PULLED SPACES
Chapter 6
Convergence Theory of Sewn Spaces
In this chapter we discuss the convergence theory of sewn spaces viewed from the perspec-
tive of weak-convergence of metric and integral current spaces. We show that the limits of
sewn manifolds lie in the natural category of pulled spaces constructed in Chapter 5. The
main result of this chapter is that sequences of sewn manifolds with an increasing number
of tunnels of shrinking size, which we call a sequence of increasingly tightly sewn mani-
folds, defined more precisely below in Definition 6.1.1, converge in the Gromov-Hausdorff
and Intrinsic Flat sense to metric spaces with pulled strings or regions.
An interesting special case is that when sewing a region of top-dimensional Haus-
dorff measure zero, i.e. H3(A0) = 0, as in the case when sewing along a curve, then we
have even stronger convergence, namely, in the measured Gromov-Hausdorff sense. When
H3(A0) , 0, then sewing provides new examples of sequences of closed manifolds that
are volume dropping without cancellation and without (complete) collapse.
Finally, in Section 6.2, we apply the fundamental theorem of sewn spaces to prove
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a theorem about sewing a sequence of manifolds. More precisely, given a sequence of
manifolds {M3j } j∈N converging in the biLipschitz sense to M3∞ (also a smooth manifold), for
each manifold M3j construct its sequence of increasingly tightly sewn manifolds {N3j,i}i∈N
scrunching a region A j,0. Then Theorem 6.2.1 states, under suitable hypotheses, that a
sequence of sewn manifolds {N3j } created from {N3j,i} converges in the Gromov-Hausdorff
and Intrinsic-Flat sense to N∞ which is the pulled space created by scrunching the region
A∞,0 ⊂ M3∞ to a point. This theorem is needed for the applications in Sections 7.2 and 7.3.
6.1 Sewing to Pulled Regions on a Fixed Manifold
Given a manifold M3 which permits the sewing construction from Proposition 3.2.1 or
Proposition 3.3.1 in Chapter 3, we may construct a sequence of sewn manifolds sewn
increasingly tightly, which means that the size of the tunnels used shrinks to zero while
their number becomes arbitrarily large. More precisely:
Definition 6.1.1. Given a single Riemannian manifold, M3, with a region, A0 ⊂ M, with
a tubular neighborhood A = Ta(A0) which is Riemannian isometric to a tubular neigh-
borhood of a compact set V ⊂ S3K , in a standard sphere of constant sectional curvature
K, satisfying the hypothesis of Proposition 3.2.1 or Proposition 3.3.1. We can construct
its sequence of increasingly tightly sewn manifolds, N3j , by applying Proposition 3.2.1 or
Proposition 3.3.1 taking  =  j → 0, n = n j → ∞, and δ = δ j → 0 to create each sewn
manifold, N3 = N3j and the edited regions A
′
δ = A
′
δ j
which we simply denote by A′j. This
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is depicted in Figure 6.1. Since these sequences N3j are created using Proposition 3.2.1
or Proposition 3.3.1, they have positive scalar curvature whenever M3 has positive scalar
curvature, and ∂N3j = ∂M
3 whenever M3 has a nonempty boundary.
Figure 6.1: A sequence of increasingly tightly sewn manifolds.
We are now ready to state the main result of this chapter: the Convergence Theorem
of Sewn Manifolds. It states that given a fixed manifold, M3, amenable to sewing then its
sequence of increasingly tightly sewn manifolds converges in the Gromov-Hausdorff and
Intrinsic Flat sense to metric spaces with pulled strings or regions:
Theorem 6.1.2 (Convergence Theorem of Sewn Manifolds). The sequence N3j as in Defi-
nition 6.1.1 converges in the Gromov-Hausdorff sense
N3j
GH−→ N∞, (6.1)
and the intrinsic flat sense
N3j
F−→ N, (6.2)
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where N is an integral current space satisfying N¯ ⊂ N∞ and N∞ is the metric space created
by pulling the region, A0 ⊂ M, to a point as in Proposition 5.2.1.
If, in addition, the region A0 is of top-dimensional Hausdorff measure zero, i.e. H3(A0) =
0, then the sequence N3j also converges in the metric measure sense
N3j
mGH−→ N∞. (6.3)
In particular, when A0 is a curve, then the sequence N3j converges in Gromov-Hausdorff,
metric measure, and Intrinsic Flat sense to the same N∞.
We break up the proof into steps. In Subsection 6.1.1, Lemma 6.1.5, we construct
surjective maps to the limit space. In Subsection 6.1.2, Lemma 6.1.6, we prove that
the maps constructed in the previous subsection are almost isometries, hence proving
the Gromov-Hausdorff convergence by Gromov’s Theorem (Theorem 2.2.9). In Subsec-
tion 6.1.4, Lemma 6.1.7, we prove the Intrinsic-Flat convergence of the sequence. Then,
in Subsection 6.1.5, we collect these lemmas to complete the proof of Theorem 6.1.2.
In fact these lemmas concern more general sequences of manifolds which are con-
structed from a given manifold M and scrunch a given compact set K ⊂ M down to a
point as follows:
When we create a sequence of increasingly, tightly sewn manifolds we described this
by saying we scrunch the given compact set K ⊂ M down to a point. More precisely:
Definition 6.1.3. Given a single Riemannian manifold, M3, with a compact set, A0 ⊂ M.
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A sequence of manifolds,
N3j = (M
3 \ Aδ j) unionsq A′δ j (6.4)
is said to scrunch A0 down to a point if Aδ = Tδ(A0) and A′δ satisfies:
(1 − ) Vol(Aδ) ≤ Vol(A′δ) ≤ Vol(Aδ)(1 + ) (6.5)
and
(1 − ) Vol(M3) ≤ Vol(N3) ≤ Vol(M3)(1 + ) (6.6)
and
Diam(A′δ) ≤ H (6.7)
where  =  j → 0 and where H = H j → 0 and 2δ j < H j.
6.1.1 Constructing Surjective maps to the limit spaces
As a first step to proving the Convergence Theorem for Sewn Manifolds, we construct
surjective maps from the sequence of scrunched manifolds to the proposed target limit
space.
Lemma 6.1.4. Given M3 a compact Riemannian manifold (possibly with boundary) and a
smooth embedded compact zero to three dimensional submanifold A0 ⊂ M3 (possibly with
boundary), and N3j as in Definition 6.1.3. Then for j sufficiently large there exist surjective
Lipschitz maps
F j : N3j → N∞ with Lip(F j) ≤ 4 (6.8)
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where N∞ is the metric space created by taking M3 and pulling A0 to a point p0 as in
Lemmas 5.1.1- 5.2.1.
Proof. First observe that by the construction in Definition 6.1.3 there are maps
P j : M3 → N∞ (6.9)
which are Riemannian isometries on regions which avoid A0 and map A0 to p0. These
define Riemannian isometries
P j : N3j \ A′j=˜M3 \ Tδ j(A0)→ N∞ \ Tδ j(p0). (6.10)
In addition sufficiently small balls lying in these regions are isometric to convex balls in
M3.
Observe also that for δ > 0 sufficiently small, the exponential map:
exp : {(p, v) : p ∈ A0, v ∈ Vp |v| < 2δ} → T2δ(A0) (6.11)
is invertible where
Vp = {v ∈ TpM : dM(expp(tv), p) = dM(expp(tv), A0)}. (6.12)
Taking δ = δA0 > 0 even smaller (depending on the submanifold A0), we can guarantee
that ∀vi ∈ Vp, |vi| < 2δA0 , ti ∈ (0, 1) we have
dM(expp1(t1v1), expp2(t2v2)) ≤ 2dM(expp1(v1), expp2(v2)) + 2|t1 − t2|. (6.13)
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This is not true unless A0 is a smooth embedded compact submanifold with either no
boundary or a smooth boundary.
Define F j : N3j → N∞ as follows:
F j(x) = P j(x) ∀x ∈ N3j \ Tδ j(A′j) (6.14)
and
F j(x) = p0 ∀x ∈ A′j. (6.15)
Between these two regions we take
F j(x) = f j(P j(x)) ∀x ∈ Tδ j(A′j) \ A′j (6.16)
where f j : N∞ → N∞ is a surjective map:
f j : Annp0(δ j, 2δ j)→ B2δ j(p0) \ {p0} (6.17)
which takes a point q to
f j(q) = γq
(
(dN∞(p0, q) − δ j)/δ j
)
(6.18)
where γq is the unique minimal geodesic from γq(0) = p0 to γq(1) = q. Here we are
assuming δ j < δA0 . So
dN∞(p0, P j(x)) = dM3(A0, x) (6.19)
and
γq(t) = P j(expq′(tv′)) where P j(expq′(v′)) = q. (6.20)
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In particular for x ∈ ∂Tδ j(A′j),
f j(P j(x)) = γP j(x)((2δ j − δ j)/δ j) = γP j(x)(1) = P j(x) (6.21)
and for x ∈ ∂A′j,
f j(P j(x)) = γP j(x)((δ j − δ j)/δ j) = γP j(x)(0) = p0 (6.22)
so that F j is continuous.
We claim
Lip(F j) = 0 on A′j (6.23)
Lip(F j) ≤ 4 on Tδ j(A′j) \ A′j (6.24)
Lip(F j) = 1 on N j \ Tδ j(A′j). (6.25)
Only the middle part is difficult. By the definition of dN∞ we have the following two
possibilities
Case I: dN∞(q1, q2) = dM(P
−1
j (q1), P
−1
j (q2)) (6.26)
Case II: dN∞(q1, q2) = dM(P
−1
j (q1), A0) + dM(P
−1
j (q2), A0). (6.27)
In Case II we see that the minimal geodesic from q1 to q2 passes through p0. Since f j(q1)
and f j(q2) lie on this geodesic, we have
dN∞( f j(q1), f j(q2)) ≤ dN∞(q1, q2). (6.28)
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In Case I we apply (6.13) with
ti = (dM(P−1j (qi), A0) − δ j)/δ j (6.29)
because ti ∈ (0, 1) due to (6.24) so that by the reverse triangle inequality
|t1 − t2| = |dM(P−1j (q1), A0) − dM(P−1j (q2), A0)|/δ j (6.30)
≤ dM(P−1j (q1), P−1j (q2))/δ j (6.31)
≤ dN∞(q1, q2) (6.32)
to see that
dN∞( f j(q1), f j(q2)) ≤ dM(P−1j ( f j(q1)), P−1j ( f j(q2))) (6.33)
≤ 2dM(P−1j (q1), P−1j (q2)) + 2|t1 − t2| by (6.13), (6.34)
≤ 2dN∞(q1, q2) + 2|t1 − t2| by Case I hypothesis, (6.35)
≤ 4dN∞(q1, q2). (6.36)
This gives our claim.
We claim Lip(F j) ≤ 4 everywhere. Given x1, x2 ∈ N3j , we have a minimizing geodesic
η : [0, 1]→ N j such that η(0) = x1 and η(1) = x2. Then
dN∞(F j(x1), F j(x2)) ≤ L(F j ◦ η). (6.37)
Since |(F j ◦ η)′(t)| ≤ 2|η′(t)| by our localized Lipschitz estimates and because the function
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F j is continuous, we are done. 
6.1.2 Constructing Almost Isometries
In fact, the maps constructed in the previous section turn out to be almost-isometries which
by Theorem 2.2.9 of Gromov shows the Gromov-Hausdorff convergence. This is proven
in the following
Lemma 6.1.5. Given N j as in Definition 6.1.3, the maps F j : N3j → N∞ defined in (6.14)-
(6.16) in the proof of Lemma 6.1.4 are H j-almost isometries with lim j→∞ H j = 0. Thus
N j
GH−→ N∞. (6.38)
Proof. Before we begin the proof recall that
Diam(A′j) ≤ H j → 0 (6.39)
in (6.7) of Definition 6.1.3.
By Theorem 2.2.9 of Gromov, to prove (6.38) it suffices to show that F j are H j-almost
isometries. To see this, examine x, y ∈ N j and join them by a minimizing curve σ :
[0, 1]→ N j.
If σ[0, 1] ⊂ N j \ A′j, then by (6.14) we have
L(σ) = L(F j ◦ σ) (6.40)
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and so
dN j(x, y) ≥ dN∞(F j(x), F j(y)). (6.41)
Otherwise we have
dN j(x, y) ≥ dN j(x, A′j) + dN j(y, A′j) (6.42)
= dN∞(F j(x), Bδ j(p0)) + dN∞(F j(y), Bδ j(p0)) (6.43)
= dN∞(F j(x), p0) − δ j + dN∞(F j(y), p0) − δ j (6.44)
≥ dN∞(F j(x), F j(y)) − 2δ j. (6.45)
Next we join F j(x) to F j(y) by a minimizing curve γ. If γ[0, 1] ⊂ N∞ \ Bδ j(p0) then
there is a curve η such that γ = F j ◦ η with η[0, 1] ⊂ N j \ A′j and so by (6.14)
dN j(x, y) ≤ L(η) = L(γ) = dN∞(F j(x), F j(y)). (6.46)
Otherwise we have
dN j(x, y) ≤ dN j(x, A′j) + Diam(A′j) + dN j(y, A′j) (6.47)
≤ dN j(x, A′j) + H j + dN j(y, A′j) (6.48)
= dN∞(F j(x), Bδ j(p0)) + dN∞(F j(y), Bδ j(p0)) + H j (6.49)
≤ L(γ) + H j = dN∞(F j(x), F j(y)) + H j. (6.50)
Hence, F j is an H j isometry since 2δ j < H j. 
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6.1.3 Metric Measure Convergence
We now prove that when the region A0 has top-dimensional Hausdorff measure zero the
sequence of sewn manifolds converges in the metric measure sense.
Lemma 6.1.6. Given N3j → N∞ as in Lemma 6.1.4 endowed with the Hausdorff measures,
then we have metric measure convergence provided that A0 hasH3-measure 0.
Proof. Recall the maps F j : N3j → N∞ defined in (6.14)-(6.16) in the proof of Lemma 6.1.4.
We need only show that for almost every p ∈ N∞ and for almost every r < rp sufficiently
small we have
H3(B(p, r)) = lim
j→∞H
3(B(p j, r)) (6.51)
where F j(p j) = p and that for any sequence p0 j → p0 we have r0 sufficiently small that
for all r < r0
H3(B(p0, r)) = lim
j→∞H
3(B(p0 j, r)). (6.52)
In fact take any p , p0 in N∞ and choose
r < rp < dN3∞(p, p0)/2. (6.53)
Then for j large enough that δ j < rp we have
B(p, r) ∩ B(p0, δ j) = ∅. (6.54)
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Thus
B(p j, r) ∩ A′j = ∅. (6.55)
Thus by (6.14), F j is an isometry from B(p j, r) ⊂ N3j onto B(p, r) ⊂ N∞ and so we have
H3(B(p, r)) = H3(B(p j, r)) ∀r < rp. (6.56)
Next we examine p0. Observe that by (5.25)
H3N∞(B(p0, r)) = H3M(Tr(A0)) −H3M(A0) = VolM(Tr(A0) \ A0). (6.57)
For any p0, j → p0, we have by (6.8)
r j = dN j(p0, j, A
′
j) ≤ 4dN∞(F j(p0, j), p0)→ 0 (6.58)
Thus
B(p0, j, r) ⊂ Tr+r j(A′j). (6.59)
So
VolN j(B(p0, j, r)) ≤ VolN j(Tr+r j(A′j)) (6.60)
≤ VolN j(Tr+r j(A′j) \ A′j) + VolN j(A′j) (6.61)
= VolM
(
Tr+r j+δ j(A0) \ Tδ j(A0)
)
+ VolN j(A
′
j). (6.62)
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Thus
lim sup
j→∞
VolN j(B(p0, j, r)) ≤ VolM (Tr(A0) \ A0) + lim sup
j→∞
VolN j(A
′
j) (6.63)
= H3(B(p0, r)) (6.64)
since we claim that
lim
j→∞VolN j(A
′
j) = 0. (6.65)
This follows because  j → 0 and (6.5) implies
(1 −  j) VolM(Aδ j) ≤ VolN j(A′j) ≤ (1 +  j) VolM(Aδ j). (6.66)
The assumption thatH3(A0) = 0 then implies (6.65) after taking the limit.
Similarly, we have for j sufficiently large
Tr−H j−r j(A
′
j) ⊂ B(p0, j, r). (6.67)
So
VolN j(B(p0, j, r)) ≥ VolN j(Tr−H j−r j(A′j)) (6.68)
= VolN j(Tr−H j−r j(A
′
j) \ A′j) + VolN j(A′j) (6.69)
= VolM
(
Tr−H j−r j+δ j(A0) \ Tδ j(A0)
)
+ VolN j(A
′
j). (6.70)
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Thus
lim inf
j→∞ VolN j(B(p0, j, r)) ≥ VolM (Tr(A0) \ A0) + lim infj→∞ VolN j(A
′
j) (6.71)
= H3(B(p0, r)), by (6.65) (6.72)
which completes the proof. 
6.1.4 Intrinsic Flat Convergence
Next, we prove Intrinsic Flat convergence.
Lemma 6.1.7. Let N3j
GH−→ N∞ be exactly as in Lemma 6.1.4 and Lemma 6.1.5 where we
assume M3 is compact and we have a compact set, A0 ⊂ M \ ∂M. Then there exists an
integral current space N such that N¯ is isometric to N∞ and
N j
F−→ N. (6.73)
and when A0 has Hausdorff measure 0
M(N j)→M(N) = H3(N). (6.74)
When A0 = C([0, 1]) then N = N∞.
Proof. By (6.6), we have uniformly bounded volume
Vol(N3j ) ≤ 2 Vol(M3). (6.75)
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Since ∂N3j = ∂M
3, we have uniformly bounded boundary volume
Vol(∂N3j ) = Vol(∂M
3). (6.76)
Combining this with Lemma 6.1.5 and Theorem 2.6.7, there exists an integral current
space N possibly N = 0 such that a subsequence
N j
F−→ N. (6.77)
We claim that N , 0. If not, then by the final line in Lemma 2.6.15, for any sequence
p j ∈ N j and almost every r, S (p j, r) F−→ 0. However, taking p j and r such that
B(p j, r) ⊂ N3j \ A′j (6.78)
we know there is some p ∈ M3 with B(p, r) ⊂ N∞ \ {p0} that dF (S (p j, r), S (p, r)) = 0 for
p ∈ M3, so S (p j, r) F−→ S (p, r) , 0 which is a contradiction.
By Theorem 2.6.16, we know that after possibly taking a subsequence we obtain a
limit map
F∞ : N → N∞. (6.79)
We claim that F∞ is distance preserving. Let p, q ∈ N. By Theorem 2.6.14, we have
p j, q j ∈ N j converging to p, q in the sense of Definition 2.6.12, i.e.
dN j(p j, q j)→ dN(p, q). (6.80)
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Since the F j are  j-almost isometries and  j → 0, we have
dN∞(F j(p j), F j(q j))→ dN(p, q). (6.81)
By the definition of F∞ we have F j(p j)→ F∞(p) and F j(q j)→ F∞(q). Thus
dN∞(F∞(p), F∞(q)) = dN(p, q). (6.82)
We claim that F∞ maps onto at least N∞ \ {p0}. Let x ∈ N∞ \ {p0}. Since F j are
surjective, there exists x j ∈ N j such that F j(x j) = x. Since x , p0, we may define
r = min{dN∞(x, p0)/3,ConvexRadM(x)} (6.83)
where ConvexRadM(x) is the convexity radius about x viewed as a point in M. Then there
exists j sufficiently large such that δ j < r so that
B(x j, r) ⊂ N j \ Tδ j(A′j). (6.84)
Furthermore, these balls are isometric to the convex ball B(x, r) ⊂ M3.
So
dF (S (x j, r), 0) = dF (S (x, r), 0) > 0. (6.85)
Thus by Theorem 2.6.17 with h0 = dF (S (x, r), 0), and N j
F−→ N, a subsequence of the x j
converges to x∞ ∈ N. By the definition of F∞, we have F j(x j)→ F∞(x∞) ∈ N∞. But since
F j(x j) = x it follows that F∞(x∞) = x, hence F∞ maps onto N∞ \ p0.
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Taking the metric completions of N and N∞ \ {p0}, we have an isometry
F∞ : N¯ → N∞. (6.86)
Since N j are Riemannian manifolds,
M([[N j]) = Vol(N j) = H3(N j). (6.87)
By the lower semicontinuity of mass and the metric measure convergence of N j to N we
know that
M([[N∞]) ≤ lim inf
j→∞ M([[N j]) = H
3(N). (6.88)
On the other hand by (2.54)
M([[N∞]) ≥ H3(N) (6.89)
because almost every tangent cone is Euclidean and it has integer weight everywhere.
Thus we have (6.74). In fact equality in these inequalities implies that N has weight one
everywhere.
Recall that the set of an integral current space only includes points of positive density.
Since
lim inf
r→0
VolN∞(B(p0, r))
r3
= lim inf
r→0
VolM(Tr(A0) \ A0)
r3
(6.90)
Thus N is isometric to N∞ when this liminf is positive and N is isometric to N∞ \{p0} when
this liminf is 0. When A0 = C([0, 1]) is a curve in a 3 dimensional Riemannian manifold
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we have
lim inf
r→0
VolM(Tr(A0) \ A0)
r3
= lim inf
r→0
pir2L(C)
r3
= +∞ > 0. (6.91)
Thus N is isometric to N∞.
Similarly, when A0 is a submanifold of dimension d = 1, 2, 3 we have
lim inf
r→0
VolM(Tr(A0) \ A0)
r3
= lim inf
r→0
r3−dHd(A0)
r3
= lim inf
r→0
1
rd
= +∞ > 0 (6.92)
and, again, N is isometric to N∞.
Thus N does not depend on the subsequence in (6.77) and in fact the original sequence
(given a consistent orientation) converges in the intrinsic flat sense to N. 
6.1.5 The proof of Theorem 6.1.2.
All of the essential ingredients of the Convergence Theorem for Sewn Manifolds were
proven in Lemmas 6.1.5- 6.1.7. We now complete the proof of Theorem 6.1.2.
Proof. In Proposition 3.2.1 we show that given any  j → 0 we can find n j → ∞ and
δ j → 0 so fast that δ jn j → 0 and we have h(δ j)n j → 0. Similarly, in Proposition 3.3.1 we
show that given any  j → 0 we can find r j → 0 and δ j → 0. Moreover, the sewn manifolds
N3j = (M
3 \ Aδ j) unionsq A′δ j , (6.93)
in either case satisfy:
(1 − ) Vol(Aδ) ≤ Vol(A′δ) ≤ Vol(Aδ)(1 + ) (6.94)
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and
(1 − ) Vol(M3) ≤ Vol(N3) ≤ Vol(M3)(1 + ). (6.95)
When using Propositon 3.2.1 the diameter of the pulled string is estimated by
Diam(A′δ) ≤ H(δ) = L(C)/n + (n + 1) h(δ) + (5n + 2) δ (6.96)
and when using Propositon 3.3.1 the diameter of the pulled region is estimated by the more
efficient
Diam(A′r) ≤ H(r) = 16r + 3 h(δ) (6.97)
where
lim
δ→0
H(δ) = 0 uniformly for K ∈ (0, 1]. (6.98)
Thus we have a sequence N j which is scrunching a set A0 to a point as in Definition 6.1.3.
Lemma 6.1.5 implies that
N j
GH−→ N∞ (6.99)
where N∞ is the pulled string space.
Lemma 6.1.7 implies that
N j
F−→ N∞. (6.100)
If, in addition, the region A0 is of top-dimensional Hausdorff measure zero, i.e. H3(A0) =
0, Lemma 6.1.6 implies
M(N j)→M(N∞) = H3(N) (6.101)
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and we have metric measure to N∞. 
6.2 Sewing a Sequence of Manifolds
We apply the fundamental theorem of sewn spaces to prove that a theorem about sewing
a sequence of manifolds. More precisely, we consider a sequence of manifolds {M3j } j∈N
converging in the biLipschitz sense to M3∞ (also a smooth manifold) and, for each mani-
fold M3j , construct its sequence of increasingly tightly sewn manifolds {N3j,i}i∈N scrunching
a region A j,0. Then the following Theorem states, under suitable hypotheses, that a se-
quence of sewn manifolds {N3j } created from {N3j,i} converges in the Gromov-Hausdorff
and Intrinsic-Flat sense to N∞ which is a pulled space created by scrunching the region
A∞,0 ⊂ M3∞ to a point.
This theorem will be applied to prove the examples in Section 7.2 and Section 7.3 in
Chapter 7.
Theorem 6.2.1. Given a sequence M3j each with a compact region A j,0 ⊂ M3j with a
tubular neighborhood, A j, of constant sectional curvature satisfying Proposition 3.2.1 or
Proposition 3.3.1. We assume M3j converge in the biLipschitz sense to M
3
∞ and the regions
A j,0 converge to compact set A∞,0 ⊂ M3∞ in the sense that there exists biLipschitz maps
ψ j : M3j → M3∞ (6.102)
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such that
L j = log Lip(ψ j) + log Lip(ψ−1j )→ 0 (6.103)
and
ψ j(A j,0) = A∞,0. (6.104)
Then there exists δ j → 0 and, applying Proposition 3.2.1 or Proposition 3.3.1 to M3 = M3j
to sew the regions A0 = A j,0 with δ = δ j, to obtain sewn manifolds N3j = N
3, we obtain a
sequence N3j such that
N3j
GH−→ N∞ (6.105)
and
N3j
F−→ N∞,0 (6.106)
where N∞,0 = N∞ and N∞ is the metric space created by taking M3∞ and pulling the region
A∞,0 to a point as in Proposition 5.1.1 or Proposition 5.2.1.
If, in addition, the regions A j,0 are of top-dimensional Hausdorff measure zero in M3j ,
i.e. H3(A j,0) = 0, then the sequence N3j also converges in the the metric measure sense
N3j
mGH−→ N∞. (6.107)
Proof. For simplicity of exposition we shall assume that the sewn manifolds are con-
structed as in Proposition 3.3.1.
For each M3j in the sequence we can apply Proposition 3.3.1 to create its increasingly
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tightly sewn sequence N3j,i with limi→∞ δ j,i = 0. By the fundamental theorem of sewn
manifolds, Theorem 6.1.2, we know that
N j,i
GH−→ N j,∞ as i→ ∞ (6.108)
and
N j,i
F−→ N j,0 as i→ ∞ (6.109)
where N j,0 is an integral current space satisfying N¯ j,0 ⊂ N j,∞ and N j,∞ is the metric space
created by taking M3j and pulling the region A j,0 to a point as in Proposition 5.2.1. For
each j take i j sufficiently large that
δi, j < 1/ j ∀i ≥ i j (6.110)
dGH(N j,i,N j,∞) < 1/ j ∀i ≥ i j (6.111)
and
dF (N j,i,N j,0) < 1/ j ∀i ≥ i j (6.112)
and, in the cases we have metric measure convergence,
|M(N j,i) −M(N j,0)| < 1/ j. (6.113)
We choose δ j = δ j,i j and take N
3
j = N
3
j,i j
. By the triangle inequality we need only prove:
dGH(N j,∞,N∞)→ 0 (6.114)
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and
dF (N j,0,N∞,0)→ 0 (6.115)
and, in the cases we have measure convergence,
M(N j,0)→M(N∞). (6.116)
where N∞ is the metric space created by taking M3∞ and pulling the region A∞,0 to a point
as in Proposition 5.2.1.
Observe that by Lemma 5.2.3 there are 1-Lipschitz maps
P j : M j → N j,∞ and P∞ : M∞ → N∞ (6.117)
defined by
P j(x) =
p j,0 ∀ x ∈ A j,0x ∀ x < A j,0 and P∞(x) =
p∞,0 ∀ x ∈ A∞,0x ∀ x < A∞,0. (6.118)
Next, define invertible maps
ψ¯ j : N j,∞ → N∞ and ψ¯−1j : N∞ → N j,∞ (6.119)
by
ψ¯ j(x) = P∞(ψ j(x)) and ψ¯−1j (y) = P j(ψ
−1
j (y)) (6.120)
Note that (6.104) implies these are well-defined.
Let x1, x2 ∈ N j,∞, then recall that by definition of the distance dN j,∞ in Chapter 5, we
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have three cases. To simplify notation we shall suppress the P j and P∞ from below as we
did in Chapter 5.
In Case I, assume that
dN j,∞(x1, x2) = dM j(x1, x2) (6.121)
so x1, x2 < A j,0. By (6.119)-(6.120) and using that ψ j is Lipschitz we have
dN∞(ψ¯ j(x1), ψ¯ j(x2)) ≤ dM∞(ψ j(x1), ψ j(x2))
≤ Lip(ψ j)dM j(x1, x2)
= Lip(ψ j)dN j,∞(x1, x2)
so that Lip(ψ¯ j) ≤ Lip(ψ j) by (2.6)-(2.7).
In Case II, assume that
dN j,∞(x1, x2) = dM j(x1, A j,0) + dM j(x2, A j,0) (6.122)
with x1, x2 < A j,0. By (6.119)-(6.120) and using that ψ j is Lipschitz we have
dN∞(ψ¯ j(x1), ψ¯ j(x2)) ≤ dM∞(ψ j(x1), A∞,0) + dM∞(ψ j(x2), A∞,0) (4 ineq.)
≤ Lip(ψ j)
(
dM j(x1, A j,0) + dM j(x2, A j,0)
)
= Lip(ψ j)dN j,∞(x1, x2)
so that Lip(ψ¯ j) ≤ Lip(ψ j) by (2.6)-(2.7).
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Finally, in Case III, assume that x2 = p j,0 and
dN j,∞(x1, p j,0) = dM j(x1, A j,0) (6.123)
with x1 , p j,0, or x1 < A j,0. Then since ψ¯ j(x2) = p∞,0 and using that ψ j is Lipschitz we
have
dN∞(ψ¯ j(x1), ψ¯ j(x2)) = dN∞(ψ¯ j(x1), p∞,0) = dM∞(ψ j(x1), A∞,0)
≤ Lip(ψ j)dM j(x1, A j,0)
= Lip(ψ j)dN j,∞(x1, p j,0)
so that Lip(ψ¯ j) ≤ Lip(ψ j) by (2.6)-(2.7).
Thus, in all three cases we have shown that ψ¯ j is Lipschitz with Lip(ψ¯ j) ≤ Lip(ψ j).
One can similarly verify that ψ¯−1j is Lipschitz with Lip(ψ¯
−1
j ) ≤ Lip(ψ−1j ).
So,
L¯ j = log Lip(ψ¯ j) + log Lip(ψ¯−1j ) ≤ L j → 0 (6.124)
by (6.103).
Thus N j,∞ converges to N∞ in the Lipschitz sense. Thus by Proposition 2.2.10 we have
N j,∞
GH−→ N∞. (6.125)
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Moreover, we have Intrinsic Flat convergence,
N j,∞
F−→ N∞,0, (6.126)
by Theorem 5.6 of Sormani–Wenger [SW11] where N∞,0 ⊂ N∞ with N¯∞,0 = N∞.
To finish, observe that the statement about metric measure convergence now follows
from Lemma 6.1.6. 
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Chapter 7
Applications of Sewn Spaces
In this chapter, we apply the convergence theory of sewn spaces developed in Chapter 6 to
study the stability of rigidity theorems for manifolds with positive or nonnegative scalar
curvature. We give three applications to different phenomena concerning scalar curvature
bounded from below which illustrate that limits of such manifolds fail to have the same
properties in some generalized sense. These examples demonstrate situations under which
Question 1.0.1 is false.
In Section 7.1, we study sequences of sewn 3−spheres of constant curvature one with
a pulled closed geodesic curve or equatorial 2−sphere and show that (1.1) holds, that is,
at the pulled point of the limit space the classical formula for scalar curvature is negative
infinity. Because pulled spaces of integral current spaces have a natural notion of volume,
namely the Hausdorff measure studied in Chapter 5, these examples shed light on a recent
conjecture of Gromov introduced in [Gro14] that asks: if a sequence of smooth manifolds
M3j → M∞ (the type of distance function or the structure of the limit M∞ is not specified)
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and Scal(M3j ) ≥ k, then M∞ should satisfy Scal(M∞) ≥ k in some generalized sense. Thus,
the examples in this section show that the limit space does not have nonnegative scalar
curvature in the volume-limit sense, i.e.
Scal(p) = lim
r→0+
(
30
VolE3(B(0, r)) − VolM(B(p, r))
r2 · VolE3(B(0, r))
)
. (7.1)
In particular, Examples 7.1.1 and 7.1.2 show there is exists a point p0 in the limit space for
which the above limit at p0 is negative infinity.
In Section 7.2, we study the stability of the Scalar Torus Rigidity Theorem using se-
quences sewn Tori with scalar curvature bounded below by − j. Recall the Scalar Torus
Rigidity Theorem, proven independently by Schoen and Yau and Gromov and Lawson,
says
Theorem 7.0.1 (Scalar Torus Rigidity Theorem [SY79a, GL80b]). If Mm, where m ≥ 3 is
an integer, is homeomorphic to a torus Tm and ScalM ≥ 0, then Mm is isometric to the flat
torus.
By weakening the conditions slightly to allow for a small amount of negative scalar
curvature one may consider the stability of the above theorem:
Question 7.0.2 (Almost Rigidity of Scalar Torus). Suppose a sequence of Riemannian
manifolds, {M3j }, satisfies ScalM j ≥ − j, with  j → 0, and converges to M∞ in either the
Gromov-Hausdorff or the Sormani-Wenger Intrinsic-Flat sense. If M∞ is homeomorphic
to a torus T3 then is M∞ isometric to the flat torus?
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We show, in Example 7.2.5, that when the pulled subset is a small ball of top-dimension,
the Gromov-Hausdorff and Intrinsic-Flat limits of sewn tori are homeomorphic to a torus
but not isometric to a flat torus. Examples 7.2.2 and 7.2.3 show other interesting sequences
built from sewing tori.
In Section 7.3, we study the stability of the positive mass theorem using sequences of
asymptotically flat manifolds with nonnegative scalar curvature and ADM mass decreas-
ing to zero provided one allows for interior minimal surfaces. Recall the Positive Mass
Theorem, proven by Schoen and Yau, says:
Theorem 7.0.3. (Positive Mass Theorem [SY79b]) If M3 is an asymptotically flat Rieman-
nian manifold without boundary with nonnegative scalar curvature then the ADM mass is
nonnegative, and if the ADM mass is 0 then M3 is isometric to E3.
We can consider the stability of the above theorem:
Question 7.0.4 (Stability of the Positive Mass Theorem). Suppose a sequence of asymp-
totically flat Riemannian manifolds, {M3j }, satisfies ScalM j ≥ 0 and converges to M∞ in
either the Gromov-Hausdorff or the Sormani-Wenger Intrinsic-Flat sense. If M∞ is home-
omorphic to euclidean space R3 then is M∞ isometric to flat E3?
We provide, in Example 7.3.2, a sequence of asymptotically flat manifolds with non-
negative scalar curvature and ADM mass decreasing to zero which converges in the pointed
Gromov-Hausdorff and pointed Intrinsic-Flat sense to a limit that is homeomorphic to eu-
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clidean space but that is not isometric. In Example 7.3.1, we give a sequence of asymp-
totically flat manifolds with nonnegative scalar curvature and ADM mass decreasing to
zero that is similar to examples constructed by Lee and Sormani [LS14, LS12] but that
converges, in addition, in the Gromov-Hausdorff sense.
Note that for manifolds that do not naturally contain a region with constant positive
sectional curvature to allow for sewing we develop techniques to construct manifolds
which are diffeomorphic to the original but contain a sufficiently large region of constant
sectional curvature.
7.1 Sewn Spheres and a Conjecture of Gromov
We study sewn 3−spheres of constant curvature one with pulled geodesic equatorial curves
or 2−spheres and show that at the pulled point of the limit space the classical formula for
scalar curvature as a limit of the ratio of the volume of balls is negative infinity. Because
pulled spaces of integral current spaces have a natural notion of volume, namely the Haus-
dorff measure studied in Chapter 5, we may introduce the limit of the ratio of the volume
of balls in (7.2) with the Hausdorff measureH3 replacing VolM as a notion of generalized
scalar curvature (see Subsection 2.7.1 in Chapter 2 for a review):
wScal(p) = lim
r→0+
30
(
VolE3(B(0, r)) −H3(B(p, r))
r2 · VolE3(B(0, r))
)
. (7.2)
Example 7.1.1. Let N3j be the sequence of manifolds with positive scalar curvature con-
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structed from the standard sphere, S3, by sewing along a closed geodesic C : [0, 1] → S3
with δ = δ j → 0 as in Proposition 3.2.1. Then
N3j
mGH−→ N∞ and N3j
F−→ N∞ (7.3)
where N∞ is the metric space created by taking the standard sphere and pulling the
geodesic to a point as in Proposition 5.1.1.
Moreover, at the pulled point p0 ∈ N∞ we have wScal(p0) = −∞ where wScal is as in
(7.2), i.e.
wScal(p0) = lim
r→0+
30
(
VolE3(B(0, r)) −H3(B(p, r))
r2 · VolE3(B(0, r))
)
= −∞. (7.4)
This example is depicted in Figure 6.1.
Proof. By Theorem 6.1.2, it follows that the sequence converges in both the measured-
Gromov-Haudsorff and Intrinsic Flat sense (7.3). There only remains to verify (7.4).
First, observe that
VolN(B(p0, r)) = H3N∞(B(p0, r)) (viewed as a subset of N∞) (7.5)
= H3N∞(B(p0, r) \ {p0}) (7.6)
= H3
S3
(Tr(C([0, 1]))). (viewed as a subset of S3) (7.7)
Let (1, φ1, φ2, φ3), with φ1, φ2 ∈ [0, 2pi) and φ3 ∈ [0, pi), be spherical coordinates on
the standard unit sphere S3. Without loss of generality, we may assume that the closed
geodesic is positioned such that C([0, 1]) = {(1, φ1, 0, pi/2) | 0 ≤ φ1 < 2pi}. Then a lower
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estimate forH3
S3
(Tr(C([0, 1]))) is
H3
S3
(Tr(C([0, 1]))) ≥ H3S3([0, 2pi] × R) (7.8)
where
R = {(1, 0, φ2, φ3) | 0 ≤ φ2, φ3 ≤ r
√
2/2} (7.9)
since
Tr(C([0, 1])) = {(1, φ1, φ2, φ3) | dS3((1, φ1, φ2, φ3), (1, φ′1, 0, pi/2)) < r} (7.10)
(where (1, φ′1, 0, pi/2) ∈ C([0, 1])) (7.11)
⊃ {(1, φ1, φ2, φ3) | 0 ≤ φ1 < 2pi, 0 ≤ φ2, φ3 ≤ r
√
2/2}. (7.12)
We estimateH3
S3
([0, 2pi] × R) using standard integration techniques:
H3
S3
([0, 2pi] × R) = 2pi · VolS3(R) (7.13)
= 2pi
∫ pi/2+r√2/2
pi/2−r√2/2
∫ pi/2+r√2/2
pi/2−r√2/2
sin(φ3)dφ2dφ3 (7.14)
= 2pi
r√2 cos pi2 − r
√
2
2
 − cos pi2 + r
√
2
2
 (7.15)
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so using Taylor’s theorem
H3
S3
([0, 2pi] × R) = 2pi
r√2
−
(
pi
2 − r
√
2
2
)2
2
+
(
pi
2 +
r
√
2
2
)2
2
+ O(r4)

 (7.16)
= 2pi
r√2 pi√22 r + O(r4)
 (7.17)
= 2pi2r2 + O(r5). (7.18)
Thus, using that VolE3(B(0, r)) = ω3r3 = 4pir3/3, we have
lim
r→0
(
VolE3(B(0, r)) − VolN3(B(p0, r))
r2 VolE3(B(0, r))
)
= lim
r→0
(
4pi/3r3 − VolN3(B(p0, r))
4pi/3r5
)
(7.19)
= lim
r→0
4pi/3r3 −H3S3(Tr(C([0, 1])))4pi/3r5
 (7.20)
≤ lim
r→0
4pi/3r3 −H3S3([0, 2pi] × R)4pi/3r5
 (7.21)
by (7.8) so by (7.18)
lim
r→0
(
VolE3(B(0, r)) − VolN3(B(p0, r))
r2 VolE3(B(0, r))
)
= lim
r→0
(
4pi/3r3 − 2pi2r2 + O(r5)
4pi/3r5
)
(7.22)
= −∞, (7.23)
as claimed. 
Similarly, when scrunching a 2-sphere inside S3:
Example 7.1.2. Let N3j be the sequence of manifolds with positive scalar curvature con-
structed from the standard sphere, S3, by sewing along an equatorial 2-sphere, V = S2e ⊂
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S3, with δ = δ j → 0 as in Proposition 3.3.1. Then
N3j
mGH−→ N∞ and N3j
F−→ N∞ (7.24)
where N∞ is the integral current space created by taking the standard sphere and pulling
the equatorial sphere to a point as in Proposition 5.2.1.
Moreover, at the pulled point p0 ∈ N∞ we have wScal(p0) = −∞ where wScal is as in
(7.2), i.e.
wScal(p0) = lim
r→0+
30
(
VolE3(B(0, r)) −H3(B(p, r))
r2 · VolE3(B(0, r))
)
= −∞. (7.25)
Proof. By Theorem 6.1.2, it follows that the sequence converges in both the measured-
Gromov-Haudsorff and Intrinsic Flat sense (7.3). There only remains to verify (7.25).
First, observe that
VolN(B(p0, r)) = H3N∞(B(p0, r)) (viewed as a subset of N∞) (7.26)
= H3N∞(B(p0, r) \ {p0}) (7.27)
= H3
S3
(Tr(S2e)). (viewed as a subset of S
3) (7.28)
Let (1, φ1, φ2, φ3), φ1, φ2 ∈ [0, 2pi) and φ3 ∈ [0, pi), be as before. Without loss of general-
ity, we may assume that the equatorial sphere is positioned such that S2e = {(1, pi/2, φ2, φ3) |
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0 ≤ φ2 < 2pi, 0 ≤ φ3 < pi}. Then
Tr(S2e) = {(1, φ1, φ2, φ3) | dS3((1, φ1, φ2, φ3), (1, pi/2, φ′2, φ′3)) < r} (7.29)
(where (1, pi/2, φ′2, φ
′
3) ∈ S2e) (7.30)
⊃ {(1, φ1, φ2, φ3) | pi/2 − r ≤ φ1 < pi/2 + r, 0 ≤ φ2 < 2pi, 0 ≤ φ3 < pi},(7.31)
so that
H3
S3
(Tr(S2e)) ≥ H3S3(S2e × [pi/2 − r, pi/2 + r]). (7.32)
We can easily estimate
H3
S3
(S2e × [pi/2 − r, pi/2 + r]) = Vol(S2e) × (pi/2 + r − (pi/2 − r)) (7.33)
= 4pi(2r) = 8r. (7.34)
Thus, using that VolE3(B(0, r)) = ω3r3 = 4pir3/3, we have
lim
r→0
(
VolE3(B(0, r)) − VolN(B(p0, r))
r2 VolE3(B(0, r))
)
= lim
r→0
(
4pi/3r3 − VolN(B(p0, r))
4pi/3r5
)
(7.35)
= lim
r→0
4pi/3r3 −H3S3(Tr(S2e))4pi/3r5
 , (7.36)
by (7.28) so, using (7.32) and (7.34)
H3
S3
(S2e × [pi/2 − r, pi/2 + r]) ≤ limr→0
4pi/3r3 −H3S3([0, 2pi] × R)4pi/3r5
 (7.37)
= lim
r→0
(
4pi/3r3 − 8r
4pi/3r5
)
(7.38)
= −∞, (7.39)
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as claimed. 
7.2 Sewn Tori and Almost Rigidity
We study sequences of sewn manifolds constructed from flat tori. We begin by demon-
strating, in Proposition 7.2.1, that a 3-torus can be deformed to contain a region with
positive scalar curvature while globally maintaining scalar curvature that is not too neg-
ative. We then apply this proposition to prove Examples 7.2.2 and 7.2.3. We close with
Example 7.2.5 which demonstrates the stability of the Scalar Torus Rigidity Theorem fails
under Gromov-Hausdroff and Intrinsic-Flat-limits.
A review of the Scalar Torus Rigidity Theorem is provided in Chapter 2 Section 2.7.2.
Figure 7.1: A sequence of bumpy tori with S calar ≥ − j converging to the flat torus T3.
Proposition 7.2.1. There exists a sequence of manifolds, M3j , all diffeomorphic to the
standard flat torus, T3 = S1×S2×S1, which contain a ball of radius 1 of constant sectional
curvature K j > 0, denoted by B j(1), with K j → 0 and
ScalM3j ≥ − j, (7.40)
for some positive  j → 0. Moreover, M3j → T3 smoothly so, in particular, in the biLipschitz
sense.
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Proof. We first do a general construction on R3 to define a family of metrics gK , for K ∈
(0, 1].
Denote by (x, y, z) the Cartesian coordinates on R3. Let r ∈ [0,∞) be defined by
r2 = x2 + y2 + z2 (7.41)
and let
U = {(x, y, z) ∈ R3 | r < pi/2} (7.42)
and
V = {(x, y, z) ∈ R3 | r > 1}. (7.43)
Observe that U ∩ V , ∅.
Let ϕ1 : R → R be a smooth cut-off function such that ϕ1(t) = 1 when t < 1 and
ϕ1(t) = 0 when t > pi/2. Let ϕ : R3 → R3 be defined by ϕ(x, y, z) = ϕ1(‖(x, y, z)‖) = ϕ1(r).
Thus, observe {ϕ, 1 − ϕ} is a smooth partitions of unity subordinate to the cover {U,V} of
R3.
We will denote the euclidean metric by
ds20 = dx
2 + dy2 + dz2 (7.44)
then we, of course, have the polar coordinate representation (except when r = 0)
ds20 = dr
2 + r2dΘ2, (7.45)
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where dΘ2 is the standard round metric on the unit sphere S2.
Let K > 0 and let
sK(r) =
sin
(
r
√
K
)
√
K
, r ∈
(
0, pi/
√
K
)
(7.46)
and
ds2K = dr
2 + sK(r)2dΘ2. (7.47)
Recall that this is the metric of constant sectional curvature K > 0.
We first show that
ds2K −→ ds20 smoothly as K → 0, for r ∈ [0, pi/
√
K). (7.48)
The trouble, of course, is that dΘ2 is not well-defined for r = 0. However, we show
this is not a problem by re-writing (7.45) and (7.47) in cartesian coordinates.
If we differentiate (7.41) formally and solve for dr, we get
dr =
xdx + ydy + zdz
r
, (7.49)
and re-placing this expression into (7.45) and solving for dΘ2, we arrive at:
dΘ2 =
ds20 − dr2
r2
=
dx2 + dy2 + dz2
r2
− (xdx + ydy + zdz)
2
r4
. (7.50)
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Using (7.50) with (7.45) and (7.47), we have
ds2K − ds20 = dr2 + sK(r)2dΘ2 − (dr2 + r2dΘ2) (7.51)
=
(
sK(r)2 − r2
)
dΘ2 (7.52)
=
(
sK(r)2 − r2
)
·
(
dx2 + dy2 + dz2
r2
− (xdx + ydy + zdz)
2
r4
)
. (7.53)
Now, if we look at the power series expansion of sine at r = 0, we have
sin
(√
Kr
)
= (
√
Kr) − (
√
Kr)3
3!
+
(
√
Kr)5
5!
− · · · (7.54)
so
sK(r) =
sin
(
r
√
K
)
√
K
= r − K
3!
r3 +
K2
5!
r5 − · · · (7.55)
and, hence,
sK(r)2 − r2 =
(
r − K
3!
r3 +
K2
5!
r5 − · · ·
)2
− r2 (7.56)
=
(
r2 − K
3
r4 +
(
K2
5!
+
K2
3!3!
)
r6 − · · ·
)
− r2 (7.57)
= −K
3
r4 +
(
K2
5!
+
K2
3!3!
)
r6 − · · · (7.58)
= Kr4
(
−1
3
+
( K
5!
+
K
3!3!
)
r2 − · · ·
)
(7.59)
= Kr4 h(r), (7.60)
where h(r) is a power series for an analytic function having even powers of r (it also
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depends on K). Therefore, using (7.60) in (7.53) we have
ds2K − ds20 =
(
Kr4 h(r)
)
·
(
dx2 + dy2 + dz2
r2
− (xdx + ydy + zdz)
2
r4
)
(7.61)
= K
(
r2h(r)(dx2 + dy2 + dz2) − h(r)(xdx + ydy + zdz)2
)
(7.62)
= Kω(x, y, z) (7.63)
where ω(x, y, z) is the smooth form defined above in (7.62). Observe in (7.63), all of the
coefficients of the metric tensor are analytic functions of r hence smooth and, clearly,
converge to 0 as K → 0. This completes the proof of (7.48).
By (7.63), we also have the higher derivatives converge to zero:
∂i(ds2K) − ∂i(ds20) −→ 0 as K → 0, ∀ i (7.64)
and
∂2i (ds
2
K) − ∂2i (ds20) −→ 0 as K → 0, ∀ i, (7.65)
where ∂i ∈ { ∂∂x , ∂∂y , ∂∂z }.
Next, we define the following class of smooth metrics gK on R3 by
gK = ϕ(r)ds2K + (1 − ϕ(r))ds20, K ∈ (0, 1]. (7.66)
This is well-defined. Note that while sK(r) is defined only for r ∈ (0, pi/
√
K) we have
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ϕ(r) = 0 for r > pi/2 and so pi/2 < pi/
√
K since K ∈ (0, 1]. Note that by (7.48), we have
gK −→ ds20, smoothly as K → 0. (7.67)
All the higher derivatives converge as well since
gK − ds20 = ϕ(r)ds2K + (1 − ϕ(r))ds20 − ds20 (7.68)
= ϕ(r)(ds2K − ds20) (7.69)
= Kϕ(r)ω(x, y, z), (7.70)
by (7.63) we have
∂ni (gK − ds20) = K∂ni (ϕ(r)ω(x, y, z)) −→ 0, as K → 0, (7.71)
where ∂i ∈ { ∂∂x , ∂∂y , ∂∂z } for any positive integer n since K is a constant independent of x, y,
and z.
Moreover, observe the following properties: (i) gK = ds2K on the set {(x, y, z) ∈ R3 |
r < 1}, that is the ball of radius 1 centered at p = (0, 0, 0), which we will denote by BK(1);
(ii) gK = ds20 on the set {(x, y, z) ∈ R3 | r > pi/2}, that is on the complement of the ball of
radius pi/2 centered at p.
We define a topological torus, T3 = [−pi, pi]3/ ∼, with the usual identifications at oppo-
site faces using the Cartesian coordinates (x, y, z) of R3. The family of metrics {gK} on R3
descends to a smooth metric on the quotient T3, which we will denote by g¯K . This follows
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because on V ∩ T3 we simply have gK = ds20.
Observe the following properties: (i) g¯K = ds2K on the set {(x, y, z) ∈ T3 | r < 1}, that is
the ball of radius 1 centered at p = (0, 0, 0), which we will denote by BK(1); (ii) g¯K = ds20
on the set {(x, y, z) ∈ T3 | r > pi/2}, that is on the complement of the ball of radius pi/2
centered at p.
Now, we take a sequence K j ∈ (0, 1] with K j → 0, as j→ ∞, and take the sequence of
smooth metrics g j = g¯K j defined on T
3. We let
M3j =
(
T3, g j
)
=
(
T3, g¯K j
)
. (7.72)
By construction, we clearly have that M3j is diffeomorphic to a torus, contains a region
B j(1) = BK j(1) of constant sectional curvature K j > 0, and by (7.67) we see that M
3
j
converges smoothly to the flat torus.
Finally, we prove (7.40). We recall that the scalar curvature can be expressed in a given
coordinate system as the sum of an expression involving the metric tensor g and the first
derivatives of the Christoffel symbols Γ. Since the Christoffel symbols depend on the first
derivatives of the metric tensor, the scalar curvature is an expression involving the metric
tensor g and up to it’s second derivatives. Since we have proved that the g j → ds20 smoothly
and to zero up to order 2 (7.71), and we know that the flat torus has scalar curvature 0,
(7.40) follows by picking  j = ScalM j as j→ ∞. 
The tori constructed in Proposition 7.2.1 now have a region with constant sectional
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curvature K ∈ (0, 1] thus we create a sequence of increasingly tightly sewn manifolds and
we apply the results from the previous sections.
Example 7.2.2. There exists a sequence of Riemannian manifolds N3j with Scal ≥ − j such
that
N3j
mGH−→ N∞ and N3j
F−→ N (7.73)
where N¯ = N∞ and N∞ is a flat torus with a pulled (embedded) closed circle of radius 1/2
that is identified to a point p0 as in Proposition 5.1.1.
One can think of this as a (wrinkled) torus with a (wrinkled) sphere attached at p0 as
in Figure 7.2.
Figure 7.2: A (wrinkled) torus, T3, with a (wrinkled) sphere attached at p0 that arises as
the limit of sewn manifolds. The wrinkles are there to emphasize that the limit is not flat
Proof. Construct M3j as in Proposition 7.2.1 so that M j → M∞ = T3 smoothly. Then
choose embedded circles A j,0 = C j ⊂ B j(1) of radius 1/2 diffeomorphic to S1 concentric
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to the center of the ball B j(1) such that
distM j(C j, ∂B j(1)) > α > 0, (7.74)
for some constant α independent of j, and converging to an embedded curve, C ⊂ T3, in
the biLipschitz sense as in the statement of Theorem 6.2.1. For each j, create its sequence
of increasingly tightly sewn manifolds N3j,i as in Definition 6.1.1 and apply Theorem 6.2.1
to arrive at the desired conclusion. 
Example 7.2.3. There exists Riemannian manifolds N3j with Scal ≥ − j such that
N3j
mGH−→ N∞ and N3j
F−→ N (7.75)
where N¯ = N∞ and N∞ is a flat torus with a pulled (embedded) closed 2-sphere of radius
1/2 that is identified to a point p0 as in Proposition 5.2.1.
Proof. Construct M3j as in Proposition 7.2.1 so that M j → M∞ = T3 smoothly. Then
choose embedded 2-spheres A j,0 ⊂ B j(1) of radius 1/2 diffeomorphic to S2 concentric to
the center of the ball B j(1) such that
distM j(A j,0, ∂B j(1)) > α > 0, (7.76)
for some constant α independent of j, and converging to an embedded 2-sphere, A∞,0 ⊂
T3, in the biLipschitz sense as in the statement of Theorem 6.2.1. For each j, create
its sequence of increasingly tightly sewn manifolds N3j,i as in Definition 6.1.1 and apply
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Theorem 6.2.1 to arrive at the desired conclusion. 
Recall that the Scalar Torus Rigidity Theorem, proven independently by Schoen and
Yau and Gromov and Lawson, says
Theorem 7.2.4 (Scalar Torus Rigidity Theorem [SY79a, GL80b]). Let m ≥ 3 be an inte-
ger. If Mm is homeomorphic to a torus Tm and ScalM ≥ 0, then Mm is isometric to the flat
torus.
We close this section with Example 7.2.5 which demonstrates the stability of the Scalar
Torus Rigidity Theorem fails under Gromov-Hausdroff and Intrinsic-Flat-limits.
Example 7.2.5. There exists Riemannian manifolds N3j with Scal ≥ − j such that
N3j
GH−→ N∞ and N3j
F−→ N (7.77)
where N¯ = N∞ and N∞ homeomorphic to a torus but is not isometric to a flat torus.
In fact, N∞ is a flat torus with a pulled closed 3-ball of radius 1/2 identified to a point
as in Proposition 5.2.1. One can view the limit as in Figure 7.2 with the wrinkled sphere
removed.
Proof. Construct M3j as in Proposition 7.2.1 so that M j → M∞ = T3 smoothly. Then
choose embedded 3-ball A j,0 ⊂ B j(1) of radius 1/2 diffeomorphic to B3(0, 1/2) concentric
to the center of the ball B j(1) such that
distM j(A j,0, ∂B j(1)) > α > 0, (7.78)
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for some constant α independent of j, and converging to an embedded 3-ball, A∞,0 ⊂ T3, in
the biLipschitz sense as in the statement of Theorem 6.2.1. For each j, create its sequence
of increasingly tightly sewn manifolds N3j,i as in Definition 6.1.1 and apply Theorem 6.2.1
to arrive at the desired conclusion. 
7.3 Sewn Schwarzschild Manifolds and Stability of the
Positive Mass Theorem
In this section we apply the sewing technique to sequences of asymptotically flat mani-
folds with ADM mass decreasing to zero to give new examples which converge (by Theo-
rem 6.2.1 of Chapter 6) in the pointed Gromov-Hausdorff and pointed Intrinsic Flat sense
to weak limits that are not the standard flat euclidean space.
Recall that the examples by Lee and Sormani reviewed in Chapter 2 Section 2.8. In
particular, Lee and Sormani gave a sequence of asymptotically flat manifolds with ADM
mass decreasing to zero with an increasing number of arbitrarily long wells that converged
in the pointed Intrinsic Flat sense to euclidean space but had no Lipschitz or Gromov-
Haudroff converging subsequences (Example 2.8.10). Our example is similar to the many
wells sequence of Lee and Sormani but instead of gluing arbitrarily long wells we glue
tiny and short tunnels and, hence, use the sewing technique. To do this, we need a nice
region of constant positive sectional curvature to sew, we use Lemma 2.8.7 of Lee and
Sormani. See Figure 2.3 in Chapter 2.
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Unlike the sequence of Lee and Sormani, the sequence in Example 7.3.1 converges in
pointed Gromov-Hausdorff sense.
Figure 7.3: An element of the sequence of asymptotically flat sewn manifolds constructed
in Example 7.3.1.
Example 7.3.1. There exists a sequence of asymptotically flat manifolds N3j with nonneg-
ative scalar curvature, empty boundary and lim j→∞mADM(M3j ) = 0 such that
N3j
mGH−→ N∞ and N3j
F−→ N∞ (7.79)
where N∞ is E3 with a closed 2-sphere pulled to a point p0 as in Proposition 5.2.1. Thus,
N∞ is homeomorphic to E3 unionsqp0 S3, that is a wrinkled E3 with a wrinkled sphere attached.
See Figure 7.3.
Compare with Example 7.2.2 and Figure 7.2.
Proof. Let α0,D > 0 be given. Fix j ∈ N. Let δ j = 1/ j so δ j → 0 and construct M3j
using Lemma 2.8.7, which is a rotationally symmetric manifold with mADM(M3j ) < δ j and
with constant sectional curvature K j > 0 on the stripe r−1(1 − 1/ j, 1 + 1/ j). Then, by
Theorem 1.2 of [LS14], (M j, p j)
F−→ (E3, p) in the pointed Intrinsic Flat sense, i.e. for
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p j ∈ Σ–a fixed surface such that Vol2(Σ) = α0 (viewed as an anchor),
dF (TD(Σ) ⊂ M j,TD(Σ) ⊂ E3)→ 0 as j→ ∞ (7.80)
Let A j,0 ⊂ r−1(1, 2) ⊂ M3j be the unique 2-sphere with r0 = 1 and apply Theorem 6.2.1 to
create a sequence of sewn manifolds N3j such that
N3j
mGH−→ N∞ and N3j
F−→ N∞ (7.81)
where N∞ is Euclidean space E3 with the 2-sphere Σr0 pulled to a point as in Proposi-
tion 5.1.1. 
In the next example, we obtain a limit of asymptotically flat manifolds with ADM
decreasing to zero that is homeomorphic to E3 but not isometric.
Figure 7.4: An element of the sequence of asymptotically flat sewn manifolds constructed
in Example 7.3.2.
Example 7.3.2. There exists a sequence of asymptotically flat manifolds N3j with nonneg-
ative scalar curvature, empty boundary and lim j→∞mADM(M3j ) = 0 such that
N3j
GH−→ N∞ and N3j
F−→ N∞ (7.82)
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where N∞ is E3 with a closed 3-ball pulled to a point as in Proposition 5.2.1. Thus, N∞ is
homeomorphic to E3 but is not isometric. See Figure 7.4.
Compare with Example 7.2.5 and Figure 7.2.
Proof. Let α0,D > 0 be given. Fix j ∈ N. Let δ j = 1/ j so δ j → 0 and construct M3j
using Lemma 2.8.7, which is a rotationally symmetric manifold with mADM(M3j ) < δ j and
with constant sectional curvature K j > 0 on the stripe r−1[0, 1]. Then, by Theorem 1.2
of [LS14], (M j, p j)
F−→ (E3, p) in the pointed Intrinsic Flat sense, i.e. for p j ∈ Σ–a fixed
surface such that Vol2(Σ) = α0 (viewed as an anchor),
dF (TD(Σ) ⊂ M j,TD(Σ) ⊂ E3)→ 0 as j→ ∞ (7.83)
Let A j,0 ⊂ r−1[0, 1/2) ⊂ M3j be the unique 3-ball centered at the pole with radius 1/2 and
apply Theorem 6.2.1 to create a sequence of sewn manifolds N3j such that
N3j
GH−→ N∞ and N3j
F−→ N∞ (7.84)
where N∞ is Euclidean space E3 with the 3-ball B(0, 1/2) pulled to a point as in Proposi-
tion 5.1.1. 
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