Abstract. Biological sequence comparison programs have revolutionized the practice of biochemistry, molecular and evolutionary biology. Pairwise comparison is the method of choice for many computational tools developed to analyze the deluge of genetic sequence data. Unfortunately, a comprehensive study of the strengths and weaknesses of different alignment algorithms applied to different biological problems is not currently available. In this study we evaluate an alignment-free method of sequence comparison and present the results from the implementation of a scalable parallel algorithm for computing Longest Common Subsequence (LCS) between genetic sequences.
Sequence Comparison Using LCS
The longest common subsequence algorithm finds the longest subsequence between two strings. In contrast to the substring, the subsequence denotes a series of letters from the string which while being in order, need not be consecutive. For example, between ATCG and CTCAG, the longest common substring is TC, while the longest common subsequence is TCG.
LCS can help identify the key nucleotides across genetic sequences and is considerably less affected by the occasional sequencing error. This method is also useful for identifying potential regions of small mutations by analyzing the portions of the string not present in the LCS.
Computing the LCS
Our algorithm for computing LCS is inspired by the FAST_LCS method described in [10] . The algorithm involves creating position pairs of identical letters in the sequence and combining them to potential LCS strings as long as their relative order is maintained across the pairs. Given two position pairs (i,j) and (l,m), the corresponding letters would be a potential candidate for LCS only if i<l and j<m.
In the sequences given above; the position pairs are; A:(0,3); C:(2,0) and (2,2); T:(1,1) and G: (3, 4) . Some strings preserving the relative order are: (i) AG :(0,3)->(3,4); (ii) TG: (1,1)->(3,4); and (iii) TCG:
The algorithm consists of obtaining these position pairs and then creating a tree where the vertices represent the position pairs and the edges, their order in the subsequences. The diameter of the tree provides the LCS, as shown in the Figure1.
In order to improve the time to traverse the tree, [10] suggested pruning techniques, whereby some vertices can be deleted from their original positions and later added at a new position. This helps remove redundant edges that do not contribute to the LCS. subsequences, the vertex representing the position pair of G can be later reconnected to the position pair of C, instead of being connected to T.
However, pruning is a computationally expensive algorithm since (i) it does not eliminate the initial redundant additions, (ii) deletion of edges requires more operations than additions and (iii) identifying the position of the redundant vertices requires periodic tree traversals.
To avoid these excess operations, we order the pairs such that a vertex appearing later in a string is not visited earlier. In the above example the ordered position pairs will be A:(0,3), T:(1,1), C:(2,0), C:(2,2), and G: (3, 4) . Therefore, TG will not be connected before TC. Furthermore, we ensure that a new letter is connected only to the longest candidate string, thereby reducing the number of edges to traverse.
Let the length of a string with L different symbols be given by;
m is the number of occurrences of the symbol i.
The complexity of computing LCS, for two strings of length
proportional to the number of vertices and is given by
Parallel Implementation of LCS
We have designed a scalable parallel version of the LCS algorithm as outlined in Figure 2 . First, we divide each string across the processors and the LCS of the substrings in each processor (LCS1 and LCS2) are computed. Then we interchange the portions of strings (grey areas) that were beyond the first and last positions in the LCS. We compute LCS for these previously unused strings. Finally, we combine the respective portions to obtain the complete LCS.
Processor 1 Processor 2 LCS 2 LCS 1
Step 1: Parallel LCS Computation
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Step 4: Combine LCS to find one with maximum length 
Experimental Results
We conducted three sets of experiments. In the first of experiments we focused on verifying that LCS clustering did indeed mimic the clustering as obtained by MSA. In our second set of experiments we investigated how parallel computing can improve the execution time for obtaining LCS. Finally, the third set of experiments involved modifications of the parallel algorithm to further improve the execution time without reducing the accuracy of clustering. 
Comparison of LCS and MSA Clustering
In our first set of experiments we computed the LCS of a portion of the genomic sequences of five species of Mycobacterium on a sequential program. We observed that the number of distinct LCS produced per sequence pair is proportional to their variance in their base pair composition. It is observed that the sequence with low variance in composition (avium, kansasii, gordone) show a single LCS while divergent sequences (fortuitum, intercellulare) show multiple-LCS fragments. We compared the phylogenetic clustering of the Mycobacterium using only the LCS sequence (Figure 3b ) from each group of species with that obtained through multiple sequence alignment (MSA) (Figure 3a) of all sequences across all the species. Our results indicate that the LCS clustering follows the MSA clustering very closely.
Parallel Implementation of LCS
We implemented LCS based on the parallel algorithm sketched in Figure 2 . Our parallel experiments were conducted on the Firefly a 1,151 node linux cluster with distributed memory architecture connected through inifiniband [11] . We use MPI to implement the distributed memory parallel program.
We performed a pairwise comparison over the four genome sequences of Mycobacterium tubercolosis, with an average length of 1500 base pairs. The genome sequences used for this study were; Mycobacterium_tuberculosis_CDC1551, Mycobacterium_tuberculosis_F11, Mycobacterium_tuberculosis_H37Ra and Mycobacterium_tuberculosis_H37Rv.
Each pair of sequences (total six pairs) was divided into a set of processors ranging from 16 to 128. In the current version of the program we are comparing only the portions of the sequence that are allocated to the same processor (Step 1 in Figure 2 ). The total length of the LCS is obtained by adding the partial LCS obtained from each processor. Table 1 shows the length of the LCS across the six sequence pairs. There is a slight variation in the values across processors, because we are yet to accommodate LCS values that fall across processors (Step 2 in Figure 2 ). However, it is interesting to note that the variance amongst the LCS per sequence pair across the processors (variance per column of Table 1 ) is quite low. These results lead us to conjecture that we can obtain an accurate clustering of genome sequences by just obtaining this partial value of the LCS. Figure 4 , gives the lower bound on the execution time of the parallel LCS. As can be seen from the results, that the current version of the algorithm (implementing only step 1) is highly scalable.
Note that due to the availability of over a thousand nodes and the mutual independence between the LCS computations of any two pairs of sequences, we could execute the parallel experiments for pairwise comparison simultaneously. That is, when the LCS of one pair of sequences is being computed over n processors, the LCS of another pair can be computed at the same time over other n processors. Thus, we are employing a two level parallelism. In the first level we use the embarrassingly parallel nature of pair wise comparison to allocate each pair over a group of processors. In the second level we use a more tightly coupled distributed memory paradigm to compute the actual LCS.
In the next version of the paper we will show the scalability results for computing the entire LCS across strings (Steps 1 to 4 in Figure 2 ). We will also show that if the end regions of each substring (A,B,C,D,E and F in Figure 2 ) are small enough then Step 1 is sufficient to generate a reliable LCS. We will verify our claim by comparing the clustering obtained by these partial LCS with the complete LCS.
Conclusions
We have developed a scalable parallel algorithm for computing LCS between strings. Our results demonstrate that longest common subsequence can be used as an effective non-alignment based technique for genetic sequence comparisons. Our parallel experiments show that LCS is indeed very scalable and can be used to compare entire genomic sequences. In future, we intend to investigate the relation between occurrences of multiple LCS across the same species to intra-species mutations.
