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Abstract
In this paper, we give a polytopal estimate of Mirkovic´–Vilonen polytopes lying in a Demazure crystal in
terms of Minkowski sums of extremal Mirkovic´–Vilonen polytopes. As an immediate consequence of this
result, we provide a necessary (but not sufficient) polytopal condition for a Mirkovic´–Vilonen polytope to
lie in a Demazure crystal.
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1. Introduction
This paper is a continuation of our previous one [20], and our purpose is to give a polytopal
estimate of Mirkovic´–Vilonen polytopes lying in a Demazure crystal in terms of Minkowski
sums of extremal Mirkovic´–Vilonen polytopes. It should be mentioned that as an immedi-
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[20, §4.6].
Following the notation and terminology of [20], we now explain our results more precisely.
Let G be a complex connected semisimple algebraic group with Lie algebra g, T a maximal
torus with Lie algebra (Cartan subalgebra) h, B a Borel subgroup containing T , and U the
unipotent radical of B; by our convention, the roots in B are the negative ones. Let X∗(T )
denote the coweight lattice Hom(C∗, T ) for G, which we regard as an additive subgroup of a
real form hR := R⊗Z X∗(T ) of h. Denote by W the Weyl group of g, with e the identity element
and w0 the longest element of length m. Also, let g∨ denote the (Langlands) dual Lie algebra
of g with Weyl group W , and let Uq(g∨) be the quantized universal enveloping algebra of g∨
over C(q).
For each dominant coweight λ ∈ X∗(T ) ⊂ hR, let us denote by MV(λ) the set of Mirkovic´–
Vilonen (MV for short) polytopes of highest vertex λ that is contained in the convex hull
Conv(W · λ) in hR of the Weyl group orbit W · λ through λ, and by B(λ) the crystal basis of
the irreducible highest weight Uq(g∨)-module V (λ) of highest weight λ. Recall that Kamnitzer
[8,7] proved the existence of an isomorphism of crystals Ψλ from the crystal basis B(λ) to the set
MV(λ) of MV polytopes, which is endowed with the Lusztig–Berenstein–Zelevinsky (LBZ for
short) crystal structure; he also proved the coincidence of this LBZ crystal structure on MV(λ)
with the Braverman–Finkelberg–Gaitsgory (BFG for short) crystal structure on MV(λ).
In [20], for each x ∈ W , we gave a combinatorial description, in terms of the lengths of
edges of an MV polytope, of the image MVx(λ) ⊂ MV(λ) (resp., MVx(λ) ⊂ MV(λ)) of the
Demazure crystal Bx(λ) ⊂ B(λ) (resp., opposite Demazure crystal Bx(λ) ⊂ B(λ)) under the
isomorphism Ψλ : B(λ) → MV(λ) of crystals. Furthermore, in [20], we proved that for each
x ∈ W , an MV polytope P ∈ MV(λ) lies in the opposite Demazure crystal MVx(λ) if and
only if the MV polytope P contains (as a set) the extremal MV polytope Px·λ of weight x · λ,
which is identical to the convex hull Conv(Wx ·λ) in hR of a certain subset Wx ·λ of W ·λ (see
Section 2.5 for details). However, we were unable to prove an analogous statement for Demazure
crystals Bx(λ), x ∈ W . Thus, we posed the following question in [20, §4.6]:
Question. Let us take an arbitrary x ∈ W . Are all the MV polytopes lying in the Demazure
crystal MVx(λ) contained (as sets) in the extremal MV polytope Px·λ = Conv(Wx · λ)?
Note that the converse statement fails to hold, as mentioned in [20, Remark 4.6.1].
In this paper, we provide an affirmative answer to the question above. In fact, we considerably
sharpen the polytopal estimate above of MV polytopes lying in a Demazure crystal as follows. In
what follows, for each dominant coweight λ ∈ X∗(T ) ⊂ hR, we denote by Wλ ⊂ W the stabilizer
of λ in W , and by Wλmin ⊂ W the set of minimal (length) coset representatives of the cosets
W/Wλ of W modulo the subgroup Wλ ⊂ W .
Theorem 1 (= Theorem 3.3.1 combined with Proposition 3.2.1). Let λ ∈ X∗(T ) ⊂ hR be a dom-
inant coweight, and let x ∈ Wλmin ⊂ W . If an MV polytope P ∈ MV(λ) lies in the Demazure
crystal MVx(λ), then there exist a positive integer N ∈ Z1 and minimal coset representatives
x1, x2, . . . , xN ∈ Wλmin ⊂ W such that{
x  xk for all 1 k N ;
N · P ⊆ Px1·λ + Px2·λ + · · · + PxN ·λ,
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PxN ·λ is the Minkowski sum of the extremal MV polytopes Px1·λ,Px2·λ, . . . ,PxN ·λ.
Remark. We see from Remark 3.2.2 and Theorem 3.3.1 below that the elements x1, x2, . . . , xN ∈
Wλmin ⊂ W can be chosen in such a way that the vectors x1 ·λ, x2 ·λ, . . . , xN ·λ ∈ W ·λ ⊂ hR give
the directions of the Lakshmibai–Seshadri path of shape λ that corresponds to the MV polytope
P ∈ MV(λ) under the (inexplicit) bijection via the crystal basis B(λ). Hence it also follows that
x1  x2  · · · xN in the Bruhat order on W .
From the theorem above, we can deduce immediately that for an arbitrary P ∈ MVx(λ),
there holds the inclusion N · P ⊂ N · Px·λ and hence P ⊂ Px·λ. Indeed, this follows from the
inclusion Pxk ·λ = Conv(Wxk · λ) ⊂ Conv(Wx · λ) = Px·λ for each 1  k  N , and the fact
that the Minkowski sum Px·λ + Px·λ + · · · + Px·λ (N times) is identical to N · Px·λ (see Re-
mark 3.1.2).
The main ingredient in our proof of the theorem is the following polytopal estimate of
tensor products of MV polytopes. Let λ1, λ2 ∈ X∗(T ) ⊂ hR be dominant coweights. Since
MV(λ) ∼= B(λ) as crystals for every dominant coweight λ ∈ X∗(T ), the tensor product
MV(λ2) ⊗ MV(λ1) of the crystals MV(λ1) and MV(λ2) decomposes into a disjoint union
of connected components as follows
MV(λ2)⊗ MV(λ1) ∼=
⊕
λ∈X∗(T )
λ: dominant
MV(λ)⊕mλλ1,λ2 ,
where mλλ1,λ2 ∈ Z0 denotes the multiplicity of MV(λ) in MV(λ2) ⊗ MV(λ1). For each
dominant coweight λ ∈ X∗(T ) such that mλλ1,λ2  1, we take (and fix) an arbitrary embedding
ιλ : MV(λ) ↪→ MV(λ2)⊗ MV(λ1) of crystals that maps MV(λ) onto a connected component
of MV(λ2)⊗ MV(λ1), which is isomorphic to MV(λ) as a crystal.
Theorem 2 (= Theorem 4.1.1). Keep the notation above. Let P ∈ MV(λ), and write ιλ(P ) ∈
MV(λ2)⊗MV(λ1) as: ιλ(P ) = P2 ⊗P1 for some P1 ∈ MV(λ1) and P2 ∈ MV(λ2). We assume
that the MV polytope P2 ∈ MV(λ2) is an extremal MV polytope Px·λ2 for some x ∈ W . Then, we
have
P ⊂ P1 + P2,
where P1 + P2 is the Minkowski sum of the MV polytopes P1 ∈ MV(λ1) and P2 ∈ MV(λ2).
We have not yet found a purely combinatorial proof of the theorem above. In fact, our argu-
ment is a geometric one, which is based on results of Braverman and Gaitsgory in [3], where
tensor products of highest weight crystals are described in terms of MV cycles in the affine
Grassmannian; here we should remark that the convention on the tensor product rule for crystals
in [3] is opposite to ours, i.e., to that of Kashiwara [10,12]. Also, it seems likely that the theorem
above still holds if we drop the assumption that the MV polytope P2 ∈ MV(λ2) is extremal.
This paper is organized as follows. In Section 2, we first recall the basic notation and termi-
nology concerning MV polytopes and Demazure crystals, and also review the relation between
MV polytopes and MV cycles in the affine Grassmannian. Furthermore, we obtain a few new
2590 S. Kato et al. / Advances in Mathematics 226 (2011) 2587–2617results on extremal MV polytopes and MV cycles, which will be used in the proof of Theorem 2
(= Theorem 4.1.1). In Section 3, we introduce an N -multiple map from MV(λ) to MV(Nλ)
for a dominant coweight λ ∈ X∗(T ) and N ∈ Z1, which is given explicitly by: P → N · P
in terms of MV polytopes, and also show that for each MV polytope P ∈ MV(λ), there exists
some N ∈ Z1 such that N · P ∈ MV(Nλ) can be written as the tensor product of certain N
extremal MV polytopes in MV(λ). Furthermore, assuming Theorem 2, we prove Theorem 1
above, which provides an answer to the question mentioned above. In Section 4, after revisiting
results of Braverman–Gaitsgory on tensor products of highest weight crystals in order to adapt
them to our situation, we prove Theorem 2 by using the geometry of the affine Grassmannian.
2. Mirkovic´–Vilonen polytopes and Demazure crystals
2.1. Basic notation
Let G be a complex connected reductive algebraic group, T a maximal torus, B a Borel
subgroup containing T , and U the unipotent radical of B; we choose the convention that the
roots in B are the negative ones. Let X∗(T ) denote the (integral) coweight lattice Hom(C∗, T )
for G, and X∗(T )+ the set of dominant (integral) coweights for G; we regard the coweight
lattice X∗(T ) as an additive subgroup of a real form hR := R ⊗Z X∗(T ) of the Lie algebra h of
the maximal torus T . We denote by G∨ the (complex) Langlands dual group of G.
For the rest of this paper, except in Section 2.3, we assume that G is semisimple. Denote by g
the Lie algebra of G, which is a complex semisimple Lie algebra. Let
(
A = (aij )i,j∈I , Π := {αj }j∈I , Π∨ := {hj }j∈I , h∗,h
)
be the root datum of g, where A = (aij )i,j∈I is the Cartan matrix, h is the Cartan subalgebra,
Π := {αj }j∈I ⊂ h∗ := HomC(h,C) is the set of simple roots, and Π∨ := {hj }j∈I ⊂ h is the set
of simple coroots; note that 〈hi,αj 〉 = aij for i, j ∈ I , where 〈·,·〉 denotes the canonical pairing
between h and h∗, and that hR = R⊗Z X∗(T ) =∑j∈I Rhj ⊂ h, which is a real form of h. Also,
for h,h′ ∈ hR, we write h′  h if h′ − h ∈ Q∨+ :=
∑
j∈I Z0hj . Let W := 〈sj | j ∈ I 〉 be the
Weyl group of g, where sj , j ∈ I , are the simple reflections, with length function  : W → Z0,
the identity element e ∈ W , and the longest element w0 ∈ W ; we denote by the (strong) Bruhat
order on W . Let g∨ denote the Lie algebra of the Langlands dual group G∨ of G, which is the
complex semisimple Lie algebra associated to the root datum
(
tA = (aji)i,j∈I , Π∨ = {hj }j∈I , Π = {αj }j∈I , h,h∗
);
note that the Cartan subalgebra of g∨ is h∗, not h. Let Uq(g∨) be the quantized universal en-
veloping algebra of g∨ over C(q), and U+q (g∨) its positive part. For a dominant coweight
λ ∈ X∗(T ) ⊂ hR, denote by V (λ) the irreducible highest weight Uq(g∨)-module of highest
weight λ, and by B(λ) the crystal basis of V (λ).
Now, let λ ∈ X∗(T ) ⊂ hR be a dominant coweight, and x ∈ W . The Demazure module Vx(λ)
is defined to be the U+q (g∨)-submodule of V (λ) generated by the one-dimensional weight space
V (λ)x·λ ⊂ V (λ) of weight x · λ ∈ X∗(T ) ⊂ hR. Recall from [9] that the Demazure crystal Bx(λ)
is a subset of B(λ) such that
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⊕
b∈Bx(λ)
C(q)Gλ(b), (2.1.1)
where Gλ(b), b ∈ B(λ), form the lower global basis of V (λ).
Remark 2.1.1. If x, y ∈ W satisfies x · λ = y · λ, then we have Vx(λ) = Vy(λ) since V (λ)x·λ =
V (λ)y·λ. Therefore, it follows from (2.1.1) that Bx(λ) = By(λ).
We know from [9, Proposition 3.2.3] that the Demazure crystals Bx(λ), x ∈ W , are character-
ized by the recursive relations:
Be(λ) = {uλ}, (2.1.2)
Bx(λ) =
⋃
k∈Z0
f kj Bsj x(λ) \ {0} for x ∈ W and j ∈ I with sj x < x, (2.1.3)
where uλ ∈ B(λ) denotes the highest weight element of B(λ), and fj , j ∈ I , denote the lowering
Kashiwara operators for B(λ).
2.2. Mirkovic´–Vilonen polytopes
In this subsection, following [8], we recall a (combinatorial) characterization of Mirkovic´–
Vilonen (MV for short) polytopes; the relation between this characterization and the original
(geometric) definition of MV polytopes given by Anderson [1] will be explained in Sec-
tion 2.3.
As in (the second paragraph of) Section 2.1, we assume that g is a complex semisimple Lie
algebra. Let μ• = (μw)w∈W be a collection of elements of X∗(T ) ⊂ hR =∑j∈I Rhj . We call
μ• = (μw)w∈W a Gelfand–Goresky–MacPherson–Serganova (GGMS) datum if it satisfies the
condition that w−1 · μw′ − w−1 · μw ∈ Q∨+ for all w,w′ ∈ W . It follows by induction with
respect to the (weak) Bruhat order on W that μ• = (μw)w∈W is a GGMS datum if and only if
μwsi −μw ∈ Z0(w · hi) for every w ∈ W and i ∈ I . (2.2.1)
Remark 2.2.1. Let μ(1)• = (μ(1)w )w∈W and μ(2)• = (μ(2)w )w∈W be GGMS data. Then, it is obvious
from the definition of GGMS data (or equivalently, from (2.2.1)) that the (componentwise) sum
μ(1)• +μ(2)• :=
(
μ(1)w +μ(2)w
)
w∈W
of μ(1)• and μ(2)• is also a GGMS datum.
Following [8,7], to each GGMS datum μ• = (μw)w∈W , we associate a convex polytope
P(μ•) ⊂ hR by
P(μ•) =
⋂
w∈W
{
v ∈ hR
∣∣∣w−1 · v −w−1 ·μw ∈∑
j∈I
R0hj
}
; (2.2.2)
the polytope P(μ•) is called a pseudo-Weyl polytope with GGMS datum μ•. Note that the
GGMS datum μ• = (μw)w∈W is determined uniquely by the convex polytope P(μ•). Also, we
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collection μ• = (μw)w∈W (possibly, with repetitions). In particular, we have
P(μ•) = Conv{μw | w ∈ W }, (2.2.3)
where for a subset X of hR, ConvX denotes the convex hull in hR of X.
In the proof of Theorem 4.1.1 below, we need the following lemma.
Lemma 2.2.2. (See [7, Lemma 6.1].) Let P1 = P(μ(1)• ) and P2 = P(μ(2)• ) be pseudo-Weyl
polytopes with GGMS data μ(1)• = (μ(1)w )w∈W and μ(2)• = (μ(2)w )w∈W , respectively. Then, the
Minkowski sum
P1 + P2 := {v1 + v2 | v1 ∈ P1, v2 ∈ P2}
of the pseudo-Weyl polytopes P1 and P2 is identical to the pseudo-Weyl polytope P(μ(1)• +μ(2)• )
having GGMS datum μ(1)• +μ(2)• = (μ(1)w +μ(2)w )w∈W (see Remark 2.2.1).
Let R(w0) denote the set of all reduced words for w0, that is, all sequences (i1, i2, . . . , im) of
elements of I such that si1si2 · · · sim = w0, where m is the length (w0) of the longest element w0.
Let i = (i1, i2, . . . , im) ∈ R(w0) be a reduced word for w0. We set wil := si1si2 · · · sil ∈ W for
0  l  m. For a GGMS datum μ• = (μw)w∈W , define integers (called the lengths of edges)
nil = nil(μ•) ∈ Z0, 1  l  m, via the following “length formula” (see [8, Eq. (8)] and (2.2.1)
above):
μwil
−μwil−1 = n
i
lw
i
l−1 · hil . (2.2.4)
Now we recall a (combinatorial) characterization of Mirkovic´–Vilonen (MV) polytopes, due
to Kamnitzer [8]. This result holds for an arbitrary complex semisimple Lie algebra g, but we
give its precise statement only in the case that g is simply-laced since we do not make use of it in
this paper; we merely mention that when g is not simply-laced, there are also conditions on the
lengths nil , 1 l m, i ∈ R(w0), for the other possible values of aij and aji (we refer the reader
to [2, §3] for explicit formulas).
Definition 2.2.3. A GGMS datum μ• = (μw)w∈W is said to be a Mirkovic´–Vilonen (MV) datum
if it satisfies the following conditions:
(1) If i = (i1, i2, . . . , im) ∈ R(w0) and j = (j1, j2, . . . , jm) ∈ R(w0) are related by a 2-move, that
is, if there exist indices i, j ∈ I with aij = aji = 0 and an integer 0  k m − 2 such that
il = jl for all 1 l m with l = k+1, k+2, and such that ik+1 = jk+2 = i, ik+2 = jk+1 = j ,
then there hold {
nil = njl for all 1 l m with l = k + 1, k + 2, and
ni = nj , ni = nj .k+1 k+2 k+2 k+1
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is, if there exist indices i, j ∈ I with aij = aji = −1 and an integer 0 k m− 3 such that
il = jl for all 1 l m with l = k + 1, k + 2, k + 3, and such that ik+1 = ik+3 = jk+2 = i,
ik+2 = jk+1 = jk+3 = j , then there hold
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
nil = njl for all 1 l m with l = k + 1, k + 2, k + 3, and
n
j
k+1 = nik+2 + nik+3 − min
(
nik+1, nik+3
)
,
n
j
k+2 = min
(
nik+1, nik+3
)
,
n
j
k+3 = nik+1 + nik+2 − min
(
nik+1, nik+3
)
.
The pseudo-Weyl polytope P(μ•) with GGMS datum μ• = (μw)w∈W (see (2.2.2)) is a
Mirkovic´–Vilonen (MV) polytope if and only if the GGMS datum μ• = (μw)w∈W is an MV
datum (see the proof of [8, Proposition 5.4] and the comment following [8, Theorem 7.1]). Also,
for a dominant coweight λ ∈ X∗(T ) ⊂ hR and a coweight ν ∈ X∗(T ) ⊂ hR, an MV polytope
P = P(μ•) with GGMS datum μ• = (μw)w∈W is an MV polytope of highest vertex λ and low-
est vertex ν if and only if μw0 = λ, μe = ν, and P is contained in the convex hull Conv(W ·λ) of
the W -orbit W · λ ⊂ hR (see [1, Proposition 7]); we denote by MV(λ)ν the set of MV polytopes
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MV(λ) :=
⊔
ν∈X∗(T )
MV(λ)ν.
2.3. Relation between MV polytopes and MV cycles
In this subsection, we review the relation between MV polytopes and MV cycles in the affine
Grassmannian.
Let us recall the definition of MV cycles in the affine Grassmannian, following [17,18]
(and [1]). Let G be a complex connected reductive algebraic group as in (the beginning of)
Section 2.1. Let O = C[[t]] denote the ring of formal power series, and K = C((t)) the field
of formal Laurent series (the fraction field of O). The affine Grassmannian Gr for G over C
is defined to be the quotient G(K)/G(O), equipped with the structure of a complex, algebraic
ind-scheme, where G(K) denotes the set of K-valued points of G, and G(O) ⊂ G(K) denotes
the set of O-valued points of G; we denote by π : G(K) Gr = G(K)/G(O) the natural
quotient map, which is locally trivial in the Zariski topology. In what follows, for a subgroup
H ⊂ G(K) that is stable under the adjoint action of T and for an element w of the Weyl group
W ∼= NG(T )/T of G, we denote by wH the w-conjugate w˙Hw˙−1 of H , where w˙ ∈ NG(T ) is a
lift of w ∈ W .
Since each coweight ν ∈ X∗(T ) = Hom(C∗, T ) is a regular map from C∗ to T ⊂ G, it gives
a point tν ∈ G(K), which in turn, descends to a point [tν] ∈ Gr = G(K)/G(O). The following
simple lemma will be used in the proof of Lemma 2.5.8.
Lemma 2.3.1. Let L ⊂ G be a complex connected reductive algebraic group containing the
maximal torus T of G. Then, for each ν ∈ X∗(T ), the inclusion L(K)[tν] ↪→ Gr gives rise to an
embedding of the affine Grassmannian for L into Gr .
Proof. Observe that (tνG(O)t−ν)∩L(K) = tνL(O)t−ν . Hence the map iL : L(K) → Gr , g →
g[tν], is factored through L(K)/(tνL(O)t−ν). Furthermore, since tν ∈ L(K), it follows that the
map iL : L(K) → Gr descends to a map between the affine Grassmannian for L and Gr , as
desired. (This construction is only at the level of sets, but we can indeed show that the map above
commutes with the ind-scheme structures.) 
For each ν ∈ X∗(T ), we set
Grν := G(O)[tν]⊂ Gr,
the G(O)-orbit of [tν], which is a smooth quasi-projective algebraic variety over C. Also, for
each ν ∈ X∗(T ) and w ∈ W , we set
Swν := wU(K)
[
tν
]⊂ Gr,
the wU(K)-orbit of [tν], which is a (locally closed) ind-subscheme of Gr ; we write simply Sν
for Seν . Then, we know the following two kinds of decompositions of Gr into orbits. First, we
have
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⊔
λ∈X∗(T )+
Grλ (Cartan decomposition),
with Grw·λ = Grλ for λ ∈ X∗(T )+ and w ∈ W ; note that (see, for example, [18, §2]) for each
λ ∈ X∗(T )+, the quasi-projective algebraic variety Grλ is simply-connected, and of dimension
2〈λ,ρ〉, where ρ denotes half the sum of the positive roots α ∈ + for G, i.e., 2ρ =∑α∈+ α.
Second, we have for each w ∈ W ,
Gr =
⊔
ν∈X∗(T )
Swν (Iwasawa decomposition).
Moreover, the (Zariski) closure relations among these orbits are described as follows (see [18, §2
and §3]):
Grλ =
⊔
λ′∈X∗(T )+
λ′λ
Grλ′ for λ ∈ X∗(T )+; (2.3.1)
Swν =
⊔
γ∈X∗(T )
w−1·γw−1·ν
Swγ for ν ∈ X∗(T ) and w ∈ W. (2.3.2)
Remark 2.3.2. Let X ⊂ Gr be an irreducible algebraic variety, and ν ∈ X∗(T ), w ∈ W . Then,
it follows from (2.3.2) that the intersection X ∩ Swν is an open dense subset of X if and only if
X ∩ Swν = ∅ and X ∩ Swγ = ∅ for every γ ∈ X∗(T ) with w−1 · γ w−1 · ν.
For λ ∈ X∗(T )+, let L(λ) denote the irreducible finite-dimensional representation of the
Langlands dual group G∨ of G of highest weight λ, and Ω(λ) ⊂ X∗(T ) the set of weights
of L(λ). We know from [18, Theorem 3.2 and Remark 3.3] that ν ∈ X∗(T ) is an element of
Ω(λ) if and only if Grλ ∩ Sν = ∅, and the intersection Grλ ∩ Sν is of pure dimension 〈λ− ν,ρ〉
in this case.
Now we come to the definition of MV cycles in the affine Grassmannian.
Definition 2.3.3. (See [18, §3]; see also [1, §5.3].) Let λ ∈ X∗(T )+ and ν ∈ X∗(T ) be such that
Grλ ∩ Sν = ∅, i.e., ν ∈ Ω(λ). An MV cycle of highest weight λ and weight ν is defined to be an
irreducible component of the (Zariski) closure of the intersection Grλ ∩ Sν .
We denote by Z(λ)ν the set of MV cycles of highest weight λ ∈ X∗(T )+ and weight ν ∈
X∗(T ). Also, for each λ ∈ X∗(T )+, we set
Z(λ) :=
⊔
ν∈X∗(T )
Z(λ)ν,
where Z(λ)ν := ∅ if Grλ ∩ Sν = ∅.
Example 2.3.4. (Cf. [18, Eq. (3.6)].) For each λ ∈ X∗(T )+, we have
Z(λ)λ =
{[
tλ
]}
, and Z(λ)w0λ =
{Grλ}.
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form ν = x · λ for some x ∈ W , then
bx·λ := U(O)
[
tx·λ
]⊂ G(O)[tλ]∩U(K)[tx·λ]= Grλ ∩ Sx·λ
is the unique MV cycle of highest weight λ and weight x · λ (extremal MV cycle of weight
x · λ). For an explicit (combinatorial) description of the corresponding extremal MV polytope,
see Section 2.5 below.
Motivated by the discovery of MV cycles in the affine Grassmannian, Anderson [1] proposed
considering the “moment map images” of MV cycles as follows: Let λ ∈ X∗(T )+. For an MV
cycle b ∈ Z(λ), we set
P(b) := Conv{ν ∈ X∗(T ) ⊂ hR ∣∣ [tν] ∈ b},
and call P(b) ⊂ hR the moment map image of b; note that P(b) is indeed a convex polytope
in hR.
For the rest of this paper, we assume that G (and hence its Lie algebra g) is semisimple.
The following theorem, due to Kamnitzer [8], establishes an explicit relationship between MV
polytopes and MV cycles.
Theorem 2.3.6.
(1) Let λ ∈ X∗(T )+ and ν ∈ X∗(T ) be such that Grλ ∩ Sν = ∅. If μ• = (μw)w∈W denotes the
GGMS datum of an MV polytope P ∈ MV(λ)ν , that is, P = P(μ•) ∈ MV(λ)ν , then
b(μ•) :=
⋂
w∈W
Swμw ⊂ Grλ
is an MV cycle that belongs to Z(λ)ν .
(2) Let λ ∈ X∗(T )+. For an MV polytope P = P(μ•) ∈ MV(λ) with GGMS datum μ•, we set
Φλ(P ) := b(μ•). Then, the map Φλ : MV(λ) → Z(λ), P → Φλ(P ), is a bijection from
MV(λ) onto Z(λ) such that Φλ(MV(λ)ν) = Z(λ)ν for all ν ∈ X∗(T ) with Grλ ∩ Sν = ∅.
In particular, for each MV cycle b ∈ Z(λ), there exists a unique MV datum μ• such that
b = b(μ•), and in this case, the moment map image P(b) of the MV cycle b = b(μ•) is
identical to the MV polytope P(μ•) ∈ MV(λ).
Remark 2.3.7. (See [8, §2.2].) For ν ∈ X∗(T ) and w ∈ W , the “moment map image” P(Swν ) of
Swν is, by definition, the convex hull in hR of the set {γ ∈ X∗(T ) ⊂ hR | [tγ ] ∈ Swν } ⊂ hR, which
is identical to the (shifted) convex cone {v ∈ hR | w−1 · v −w−1 · ν ∈∑j∈I R0hj }.
2.4. Lusztig–Berenstein–Zelevinsky crystal structure
We keep the notation and assumptions of Section 2.2. For an MV datum μ• = (μw)w∈W and
j ∈ I , we denote by fjμ• (resp., ejμ• if μe = μsj ; note that μsj − μe ∈ Z0hj by (2.2.1)) a
unique MV datum μ′ = (μ′ )w∈W such that μ′ = μe − hj (resp., μ′ = μe + hj ) and μ′ = μw• w e e w
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μ′sj = μsj .
Let λ ∈ X∗(T ) ⊂ hR be a dominant coweight. Following [7, §6.2], we endow MV(λ) with the
Lusztig–Berenstein–Zelevinsky (LBZ for short) crystal structure for Uq(g∨) as follows. Let P =
P(μ•) ∈ MV(λ) be an MV polytope with GGMS datum μ• = (μw)w∈W . The weight wt(P ) of
P is, by definition, equal to the vertex μe ∈ λ − Q∨+. For each j ∈ I , we define the lowering
Kashiwara operator fj : MV(λ) ∪ {0} → MV(λ) ∪ {0} and the raising Kashiwara operator ej :
MV(λ)∪ {0} → MV(λ)∪ {0} by
ej0 = fj0 := 0,
fjP = fjP (μ•) :=
{
P(fjμ•) if P(fjμ•) ⊂ Conv(W · λ),
0 otherwise,
ejP = ejP (μ•) :=
{
P(ejμ•) if μe = μsj (i.e., μsj −μe ∈ Z>0hj ),
0 otherwise,
where 0 is an additional element, not contained in MV(λ). For j ∈ I , we set εj (P ) :=
max{k ∈ Z0 | ekjP = 0} and ϕj (P ) := max{k ∈ Z0 | f kj P = 0}; note that for each j ∈ I ,
we have
ϕj (P ) =
〈
wt(P ),αj
〉+ εj (P ) for all P ∈ MV(λ). (2.4.1)
Remark 2.4.1. Let P = P(μ•) ∈ MV(λ) be an MV polytope with GGMS datum μ• =
(μw)w∈W . Then, we deduce from the definition of the raising Kashiwara operators ej (or, the
MV datum ejμ•) that μsj −μe = εj (P )hj for j ∈ I .
Theorem 2.4.2. (See [7, Theorem 6.4].) The set MV(λ), equipped with the maps wt, ej , fj
(j ∈ I ), and εj , ϕj (j ∈ I ) above, is a crystal for Uq(g∨). Moreover, there exists a unique iso-
morphism Ψλ : B(λ) ∼→ MV(λ) of crystals for Uq(g∨).
Remark 2.4.3. Kamnitzer [7] proved that for each λ ∈ X∗(T )+, the bijection Φλ : MV(λ) →
Z(λ) in Theorem 2.3.6 (2) intertwines the LBZ crystal structure on MV(λ) and the crystal
structure on Z(λ) defined in [3] (and [4]).
For each x ∈ W , we denote by MVx(λ) ⊂ MV(λ) the image Ψλ(Bx(λ)) of the Demazure
crystal Bx(λ) ⊂ B(λ) associated to x ∈ W under the isomorphism Ψλ : B(λ) ∼→ MV(λ) in
Theorem 2.4.2; for a combinatorial description of MVx(λ) in terms of the lengths nil ∈ Z0,
i ∈ R(w0), 0 l m, of edges of an MV polytope, see [20, §3.2].
2.5. Extremal MV polytopes
Let g be a complex semisimple Lie algebra as in (the second paragraph of) Section 2.1.
Let λ ∈ X∗(T ) ⊂ hR be a dominant coweight. For each x ∈ W , we denote by Px·λ the image
of the extremal element ux·λ ∈ B(λ) of weight x · λ ∈ X∗(T ) ⊂ hR under the isomorphism
Ψλ : B(λ) ∼→ MV(λ) in Theorem 2.4.2; we call Px·λ ∈ MV(λ) the extremal MV polytope of
weight x · λ. We know the following polytopal description of extremal MV polytopes from [20,
Theorem 4.1.5(2)].
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polytope Px·λ of weight x ·λ is identical to the convex hull Conv(Wx ·λ) in hR of the set Wx ·λ,
where Wx denotes the subset {z ∈ W | z x} of W .
Remark 2.5.2. In [20], we proved Proposition 2.5.1 above and Theorem 2.5.6 below in the case
that g is (simple and) simply-laced. However, these results also hold in the case that g is not
simply-laced; for example, we can use a standard technique of “folding” by diagram automor-
phisms (see [19,5], and also [16]). Hence, they hold for an arbitrary complex semisimple Lie
algebra g.
Remark 2.5.3. It follows from Theorem 2.3.6 that for each λ ∈ X∗(T )+ ⊂ hR and x ∈ W , the
extremal MV polytope Px·λ is identical to the moment map image P(bx·λ) of the extremal MV
cycle bx·λ (see Remark 2.3.5). In particular, the highest weight element Pe·λ = Pλ of MV(λ) is
identical to the set P([tλ]) = {λ}, and the lowest weight element Pw0·λ of MV(λ) is identical to
the set P(Grλ) = Conv(W · λ).
The GGMS datum of an extremal MV polytope is given as follows (see [20, §4.1]). Let us fix
a dominant coweight λ ∈ X∗(T ) ⊂ hR and x ∈ W arbitrarily. Let p denote the length (xw0) of
xw0 ∈ W . For each i = (i1, i2, . . . , im) ∈ R(w0), with m = (w0), we set
S(xw0, i) =
{
(a1, a2, . . . , ap) ∈ [1,m]pZ
∣∣∣∣∣ 1 a1 < a2 < · · · < ap m,sia1 sia2 · · · siap = xw0
}
,
where [1,m]Z := {a ∈ Z | 1  a  m}. We denote by minS(xw0, i) the minimum element of
the set S(xw0, i) in the lexicographic order; recall that the lexicographic order  on S(xw0, i)
is defined as follows: (a1, a2, . . . , ap)  (b1, b2, . . . , bp) if there exists some integer 1 q0  p
such that aq = bq for all 1 q  q0 − 1 and aq0 > bq0 . Now we define a sequence yi0, yi1, . . . , yim
of elements of W inductively by the following formula (see [20, §4.2]):
yim = e, yil−1 =
{
yil if l appears in minS(xw0, i),
sβ il
yil otherwise
(2.5.1)
for 1 l m, where we set β il := wil−1 · αil for 1 l m, and denote by sβ ∈ W the reflection
with respect to a root β .
Remark 2.5.4. The element yil ∈ W above does not depend on the dominant coweight λ ∈
X∗(T ) ⊂ hR.
Remark 2.5.5. Let i = (i1, i2, . . . , im) ∈ R(w0). We define a sequence vi0, vi1, . . . , vim of elements
of W inductively by the following formula:
vim = e, vil−1 =
{
sil v
i
l if l appears in minS(xw0, i),
vil otherwise
for 1 l m; we see from the definition of the set S(xw0, i) that (vil−1) = (vil )+1 if l appears
in minS(xw0, i). Then we know from [20, Lemma 4.2.1] that yi = wiviw−1 for every 0 l m.l l l 0
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datum of the extremal MV polytope Px·λ, i.e., Px·λ = P(μ•). Let w ∈ W be such that w = wil for
some i ∈ R(w0) and 0 l m. Then, we have μw = μwil = y
i
l · λ.
The following results on extremal MV polytopes and extremal MV cycles play an important
role in the proof of Theorem 4.1.1 given in Section 4.3.
Lemma 2.5.7. Keep the notation and assumptions of Theorem 2.5.6. For each w ∈ W and j ∈ I
with w <wsj , we have either (a) μwsj = μw , or (b) μwsj = wsjw−1 ·μw . Moreover, in both of
the cases (a) and (b), we have 〈μwsj ,w · αj 〉 0.
Proof. Take i = (i1, i2, . . . , im) ∈ R(w0) such that wil−1 = w and wil = wsj for some 1 l m;
note that il = j , β il = wil−1 ·αil = w ·αj , and hence sβ il = wsjw
−1
. Since μw = μwil−1 = y
i
l−1 · λ
and μwsj = μwil = y
i
l · λ by Theorem 2.5.6, and since yil−1 is equal to yil or sβ il y
i
l = wsjw−1yil
by definition, it follows immediately that either (a) μwsj = μw or (b) μwsj = wsjw−1 · μw
holds.
We will show that 〈μwsj ,w · αj 〉 0. First, assume that l does not appear in minS(xw0, i).
Then, we have yil−1 = sβ il y
i
l by definition, and hence μwil−1 = sβ il · μwil by Theorem 2.5.6. Also,
it follows from the length formula (2.2.1) (or (2.2.4)) that μwil − μwil−1 ∈ Z0(w
i
l−1 · hil ) =
Z0(β il )
∨
, where (β il )
∨ denotes the coroot corresponding to the root β il . Combining these, we
obtain
Z0
(
β il
)∨  μwil −μwil−1 = μwil − sβ il ·μwil = 〈μwil , β il 〉(β il)∨,
and hence 〈μwil , β
i
l 〉 0. This implies 〈μwsj ,w · αj 〉 0 since wil = wsj and β il = w · αj .
Next, assume that l appears in minS(xw0, i). Because μwil = y
i
l · λ = wilvilw−10 · λ by Theo-
rem 2.5.6 and Remark 2.5.5, we see, by noting wil = wsj and il = j , that
〈μwsj ,w · αj 〉 = 〈μwil ,w · αj 〉 =
〈
wilv
i
lw
−1
0 · λ,w · αj
〉
= 〈wsjvilw−10 · λ,w · αj 〉= −〈vilw−10 · λ,αj 〉
= −〈λ,w0(vil)−1 · αj 〉= −〈λ,w0(vil)−1 · αil 〉.
Also, since l appears in minS(xw0, i) by assumption, we have vil−1 = sil vil with (vil−1) =
(vil )+ 1 (see Remark 2.5.5). It follows from the exchange condition that (vil )−1 ·αil is a positive
root, and hence w0(vil )−1 · αil is a negative root. Therefore, we conclude that
〈μwsj ,w · αj 〉 = −
〈
λ,w0
(
vil
)−1 · αil 〉︸ ︷︷ ︸
0
 0
since λ ∈ X∗(T ) ⊂ hR is a dominant coweight. This proves the lemma. 
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X∗(T )+ and x ∈ W arbitrarily, and let μ• = (μw)w∈W denote the GGMS datum of the extremal
MV polytope Px·λ ∈ MV(λ) of weight x · λ, i.e., Px·λ = P(μ•); recall from Theorem 2.5.6 that
μw ∈ W · λ for all w ∈ W . Now, for each w ∈ W , we consider the irreducible algebraic variety
bw := Grλ ∩ Swμw, (2.5.2)
which is the w˙-translate of the extremal MV cycle bw−1·μw of weight w
−1 ·μw since Grw−1·λ =
Grλ (see Remark 2.3.5); note that be = bx·λ since μe = x · λ.
For each j ∈ I , we set Pj := B unionsq (Bs˙jB), which is the minimal parabolic subgroup (contain-
ing B) of G corresponding to sj ∈ W . Also, let Pj = LjUj be its Levi decomposition such that
T ⊂ Lj .
Lemma 2.5.8. Keep the notation above. For each w ∈ W and j ∈ I with wsj < w, we have
wLj (O)bwsj ⊂ bw .
Proof. For simplicity of notation, we write N+ for w(Lj ∩ U); the root in N+ is −w · αj by
our convention. Because μ• = (μw)w∈W is the GGMS datum of the extremal MV polytope Px·λ,
it follows from Lemma 2.5.7 that we have either (a) μwsj = μw or (b) μwsj = wsjw−1 · μw ,
and that in both of the cases (a) and (b), we have 〈μw,w · αj 〉 0. Consequently, by taking into
account Lemma 2.3.1, applied to wLj ⊂ G and μw ∈ X∗(T ), we deduce from Example 2.3.4
that
N+(O)
[
tμw
]= wLj (O)[tμw]. (2.5.3)
Also, by Remark 2.3.5, applied to the extremal MV cycle w˙−1 ·bw of weight w−1 ·μw , we obtain
w˙−1 · bw = U(O)[tw−1·μw ], and hence
bw = wU(O)[tμw]. (2.5.4)
Similarly, we obtain
bwsj = wsj U(O)[tμwsj ]. (2.5.5)
Here we note that wLjwsj U = wUwLj since LjU = ULj and s˙j ∈ Lj . It follows that
wLj (O)wsj U(O)
[
t
μwsj
]= wU(O)wLj (O)[tμwsj ].
Because [tμwsj ] = [tμw ] in case (a), and [tμwsj ] = w˙s˙j w˙−1[tμw ] in case (b) as above, we deduce
that in both of the cases (a) and (b),
wU(O)wLj (O)
[
t
μwsj
]= wU(O)wLj (O)[tμw].
Thus, we get
wLj (O)wsj U(O)
[
t
μwsj
]= wU(O)wLj (O)[tμw].
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wU(O)wLj (O)
[
tμw
]⊂ wU(O)wLj (O)[tμw]= wU(O)N+(O)[tμw] by (2.5.3)
⊂ wU(O)wU(O)[tμw] since N+ ⊂ wU by definition
⊂ wU(O)wU(O)[tμw]
= wU(O)[tμw]= bw by (2.5.4).
Hence we obtain wLj (O)wsj U(O)[tμwsj ] ⊂ bw . From this, we conclude, by using (2.5.5), that
wLj (O)bwsj = wLj (O)wsj U(O)
[
t
μwsj
]
⊂ wLj (O)wsj U(O)
[
t
μwsj
]
⊂ bw.
This proves the lemma. 
3. N -multiple maps for MV polytopes and their applications
As in (the second paragraph of) Section 2.1, we assume that g is a complex semisimple Lie
algebra. Let λ ∈ X∗(T ) ⊂ hR be an arbitrary (but fixed) dominant coweight.
3.1. N -multiple maps for MV polytopes
Let N ∈ Z1. For a collection μ• = (μw)w∈W of elements of hR, we set
N ·μ• := (Nμw)w∈W .
Also, for a subset P ⊂ hR, we set
N · P := {Nv | v ∈ P } ⊂ hR.
The next lemma follows immediately from the definitions.
Lemma 3.1.1. Let N ∈ Z1 be a positive integer.
(1) If μ• = (μw)w∈W is a GGMS datum, then N ·μ• is also a GGMS datum.
(2) If μ• = (μw)w∈W is an MV datum, then N ·μ• is also an MV datum.
(3) Let P = P(μ•) ∈ MV be an MV polytope with GGMS datum μ•. Then, N · P is the MV
polytope having GGMS datum N ·μ•, that is, N ·P = P(N ·μ•). Moreover, if P ∈ MV(λ),
then N · P ∈ MV(Nλ).
Remark 3.1.2. Let N ∈ Z1 be a positive integer. If P = P(μ•) is a pseudo-Weyl polytope
with GGMS datum μ•, then the set N · P is identical to the Minkowski sum P + P + · · · + P
(N times). Indeed, we see that
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= P(μ• +μ• + · · · +μ•︸ ︷︷ ︸
N times
) (see Remark 2.2.1)
= P(μ•)+ P(μ•)+ · · · + P(μ•)︸ ︷︷ ︸
N times
by Lemma 2.2.2
= P + P + · · · + P︸ ︷︷ ︸
N times
.
By Lemma 3.1.1(3), we obtain an injective map SN : MV(λ) ↪→ MV(Nλ) that sends P ∈
MV(λ) to N ·P ∈ MV(Nλ); we call the map SN an N -multiple map. Note that SN(Pλ) = PNλ
(see Remark 2.5.3).
Proposition 3.1.3. Let N ∈ Z1. For P ∈ MV(λ), we have
wt
(
SN(P )
)= N wt(P ),
SN(ejP ) = eNj
(
SN(P )
)
, SN(fjP ) = f Nj
(
SN(P )
) for j ∈ I ,
εj
(
SN(P )
)= Nεj (P ), ϕj (SN(P ))= Nϕj (P ) for j ∈ I ,
where it is understood that SN(0) = 0.
Proof. Let μ• = (μw)w∈W be the GGMS datum of P ∈ MV(λ). It follows from the definition
of wt and Lemma 3.1.1(3) that wt(P ) = μe and wt(SN(P )) = wt(N ·P) = Nμe. Hence we have
wt(SN(P )) = N wt(P ).
Next, let us show that εj (SN(P )) = Nεj (P ) and ϕj (SN(P )) = Nϕj (P ) for j ∈ I . Let j ∈ I .
By Remark 2.4.1, we have μsj − μe = εj (P )hj . Also, since SN(P ) = N · P = P(N · μ•) by
Lemma 3.1.1(3), it follows from Remark 2.4.1 that Nμsj −Nμe = εj (N ·P)hj = εj (SN(P ))hj .
Combining these equations, we have
εj
(
SN(P )
)
hj = Nμsj −Nμe = N(μsj −μe) = Nεj (P )hj ,
which implies that εj (SN(P )) = Nεj (P ). In addition, we have
ϕj
(
SN(P )
)= 〈wt(SN(P )), αj 〉+ εj (SN(P )) by (2.4.1)
= 〈N wt(P ),αj 〉+Nεj (P ) by the equations shown above
= N(〈wt(P ),αj 〉+ εj (P ))
= Nϕj (P ) by (2.4.1).
Finally, let us show that SN(ejP ) = eNj (SN(P )) and SN(fjP ) = f Nj (SN(P )) for j ∈ I ;
we give a proof only for the equation SN(ejP ) = eNj (SN(P )), since the equation SN(fjP ) =
f N(SN(P )) can be shown similarly. Let j ∈ I . First observe thatj
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⇔ εj (P ) = 0 by the definition of εj (P )
⇔ eNj
(
SN(P )
)= 0 since εj (SN(P ))= Nεj (P ).
Now, suppose that SN(ejP ) = 0, or equivalently, ejP = 0. Recall from the definition of the rais-
ing Kashiwara operator ej that the GGMS datum of the MV polytope ejP ∈ MV(λ) is equal
to ejμ• = (μ′w)w∈W , which is the unique MV datum such that μ′e = μe + hj and μ′w = μw for
all w ∈ W with sjw <w. Hence we see from Lemma 3.1.1(3) that the GGMS datum of the MV
polytope SN(ejP ) = N · (ejP ) ∈ MV(Nλ) is equal to the unique MV datum μ′′• = (μ′′w)w∈W
such that μ′′e = Nμe + Nhj and μ′′w = Nμw for all w ∈ W with sjw < w. Because the GGMS
datum of the MV polytope SN(P ) = N · P ∈ MV(Nλ) is equal to N · μ• = (Nμw)w∈W ,
we deduce from the definition of the raising Kashiwara operator ej that the GGMS datum
μ′′′• = (μ′′′w)w∈W of eNj (SN(P )) = eNj (N ·P) ∈ MV(Nλ) also satisfies the conditions that μ′′′e =
Nμe +Nhj and μ′′′w = Nμw for all w ∈ W with sjw < w. Hence, by the uniqueness of such an
MV datum, we obtain μ′′• = μ′′′• , which implies that SN(ejP ) = P(μ′′•) = P(μ′′′• ) = eNj (SN(P )).
This completes the proof of Proposition 3.1.3. 
3.2. Application of N -multiple maps
Let λ ∈ X∗(T ) ⊂ hR be an arbitrary (but fixed) dominant coweight as in Section 3.1. We
denote by Wλ ⊂ W the stabilizer of λ in W , and by Wλmin ⊂ W the set of minimal (length) coset
representatives of the cosets W/Wλ of W modulo the subgroup Wλ ⊂ W .
For a positive integer N ∈ Z1, let us denote by
KN : MV(λ) ↪→ MV(λ)⊗N = MV(λ)⊗ MV(λ)⊗ · · · ⊗ MV(λ)︸ ︷︷ ︸
N times
the composite of the N -multiple map SN : MV(λ) ↪→ MV(Nλ) with the canonical embed-
ding GN : MV(Nλ) ↪→ MV(λ)⊗N of crystals that sends the highest weight element PNλ of
MV(Nλ) to the highest weight element P⊗Nλ = Pλ ⊗ Pλ ⊗ · · · ⊗ Pλ (N times) of MV(λ)⊗N .
Proposition 3.2.1. Let λ ∈ X∗(T ) ⊂ hR be a dominant coweight, and let x ∈ Wλmin. If an MV
polytope P ∈ MV(λ) lies in the Demazure crystal MVx(λ), then there exist a positive integer
N ∈ Z1 and minimal coset representatives x1, x2, . . . , xN ∈ Wλmin such that{
x  xk for all 1 k N ;
KN(P ) = Px1·λ ⊗ Px2·λ ⊗ · · · ⊗ PxN ·λ.
(3.2.1)
Remark 3.2.2. Keep the notation and assumptions above. A positive integer N ∈ Z1 and min-
imal coset representatives x1, x2, . . . , xN ∈ Wλmin satisfying conditions (3.2.1) are, in a sense,
determined by the “turning points” and “directions” of the Lakshmibai–Seshadri path of shape λ
that corresponds to the MV polytope P ∈ MV(λ) under the (inexplicit) bijection via the crystal
basis B(λ).
We will explain the remark above more precisely. Let B(λ) denote the set of Lakshmibai–
Seshadri (LS for short) paths of shape λ, which is endowed with a crystal structure for Uq(g∨)
by the root operators ej , fj , j ∈ I (see [13,14] for details). We know from [11, Theorem 4.1]
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tal basis B(λ) as a crystal for Uq(g∨). Thus, we have B(λ) ∼= B(λ) ∼= MV(λ) as crystals
for Uq(g∨).
Now, take an element P ∈ MVx(λ) ⊂ MV(λ), and suppose that a positive integer N ∈ Z1
and elements x1, x2, . . . , xN ∈ Wλmin satisfy conditions (3.2.1). Consider a piecewise linear, con-
tinuous map π : [0,1] → hR by
π(t) =
k−1∑
l=1
1
N
xl · λ+
(
t − k − 1
N
)
xk · λ for t ∈
[
k − 1
N
,
k
N
]
, 1 k N;
note that for each 1  k  N , the vector xk · λ ∈ W · λ ⊂ hR gives the direction of π in the
interval [(k − 1)/N, k/N], and t = k/N is a turning point of π if xk−1 · λ = xk · λ. Then,
we deduce from the proof of [11, Theorem 4.1] (or [12, Théorème 8.2.3]), together with the
commutative diagram (3.2.2) below, that this map π : [0,1] → hR is exactly the LS path of
shape λ that corresponds to the P ∈ MV(λ) under the isomorphism B(λ) ∼= B(λ) ∼= MV(λ) of
crystals. The argument above implies, in particular, that for a fixed positive integer N ∈ Z1,
the elements x1, x2, . . . , xN ∈ Wλmin are determined uniquely by the MV polytope P via the
corresponding LS path. Also, note that by the definition of LS paths, if a positive integer
N ∈ Z1 and elements x1, x2, . . . , xN ∈ Wλmin satisfy conditions (3.2.1), then we necessarily
have x1  x2  · · · xN .
Proof of Proposition 3.2.1. Let N ∈ Z1. We know from [11, Theorem 3.1] and [12, Corol-
larie 8.1.5] that there exists an injective map S′N : B(λ) ↪→ B(Nλ) which sends the highest weight
element uλ ∈ B(λ) to the highest weight element uNλ ∈ B(Nλ), and has the same properties as
the N -multiple map SN : MV(λ) ↪→ MV(Nλ) given in Proposition 3.1.3. Let us denote by
K ′N : B(λ) ↪→ B(λ)⊗N the composite of S′N : B(λ) ↪→ B(Nλ) with the canonical embedding
G′N : B(Nλ) ↪→ B(λ)⊗N of crystals that sends the highest weight element uNλ ∈ B(Nλ) to the
highest weight element u⊗Nλ ∈ B(λ)⊗N (see [11, p. 181] and [12, §8.3]). Then, it is easily shown
that the following diagram commutes:
B(λ) K
′
N−−−−→ B(λ)⊗N
Ψλ
⏐⏐" ⏐⏐"Ψ⊗Nλ
MV(λ) KN−−−−→ MV(λ)⊗N.
(3.2.2)
Indeed, take an element b ∈ B(λ), and write it as: b = fj1fj2 · · ·fjr uλ for some j1, j2, . . . , jr ∈ I ;
for simplicity of notation, we set f∗ := fj1fj2 · · ·fjr and f N∗ := f Nj1 f Nj2 · · ·f Njr . We have
KN
(
Ψλ(b)
)= KN (Ψλ(f∗uλ))= KN(f∗Pλ) = GN (SN(f∗Pλ))
= GN
(
f N∗ PNλ
)
by Proposition 3.1.3
= f N∗ P⊗Nλ .
Similarly, we have
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(
K ′N(b)
)= Ψ⊗Nλ (K ′N(f∗uλ))= Ψ⊗Nλ (G′N (S′N(f∗uλ)))
= Ψ⊗Nλ
(
G′N
(
f N∗ uNλ
))= Ψ⊗Nλ (f N∗ u⊗Nλ )= f N∗ P⊗Nλ .
Thus, we obtain KN(Ψλ(b)) = Ψ⊗Nλ (K ′N(b)) for all b ∈ B(λ).
Now, let P ∈ MV(λ). Applying [12, Proposition 8.3.2] to Ψ−1λ (P ) ∈ B(λ), we see that if
N ∈ Z1 contains “sufficiently many” divisors, then
K ′N
(
Ψ−1λ (P )
)= ux1·λ ⊗ ux2·λ ⊗ · · · ⊗ uxN ·λ (3.2.3)
for some x1, x2, . . . , xN ∈ Wλmin. Then, we have
KN(P ) = Ψ⊗Nλ
(
K ′N
(
Ψ−1λ (P )
))
by (3.2.2)
= Ψ⊗Nλ (ux1·λ ⊗ ux2·λ ⊗ · · · ⊗ uxN ·λ)
= Px1·λ ⊗ Px2·λ ⊗ · · · ⊗ PxN ·λ.
It remains to show that x  xk for all 1  k  N . In view of [9, Proposition 4.4] (see also
[12, §9.1]), it suffices to show that uxk ·λ ∈ Bx(λ) for all 1  k  N . Let x = sj1sj2 · · · sjr be a
reduced expression of x ∈ W . We know from [12, Proposition 9.1.3 (2)] that
Bx(λ) =
{
f
c1
j1
f
c2
j2
· · ·f crjr uλ
∣∣ c1, c2, . . . , cr ∈ Z0} \ {0}. (3.2.4)
Since P ∈ MVx(λ) by our assumption, Ψ−1λ (P ) is contained in Bx(λ), and hence Ψ−1λ (P ) can
be written as
Ψ−1λ (P ) = f c1j1 f
c2
j2
· · ·f crjr uλ for some c1, c2, . . . , cr ∈ Z0.
Therefore, we have
K ′N
(
Ψ−1λ (P )
)= K ′N (f c1j1 f c2j2 · · ·f crjr uλ)= G′N (S′N (f c1j1 f c2j2 · · ·f crjr uλ))
= G′N
(
f
Nc1
j1
f
Nc2
j2
· · ·f Ncrjr uNλ
)= f Nc1j1 f Nc2j2 · · ·f Ncrjr u⊗Nλ .
It follows from the tensor product rule for crystals that
f
Nc1
j1
f
Nc2
j2
· · ·f Ncrjr u⊗Nλ =
(
f
b1,1
j1
f
b1,2
j2
· · ·f b1,rjr uλ
)⊗ (f b2,1j1 f b2,2j2 · · ·f b2,rjr uλ)
⊗ · · · ⊗ (f bN,1j1 f bN,2j2 · · ·f bN,rjr uλ)
for some bk,t ∈ Z0, 1 k N , 1 t  r , with ∑Nk=1 bk,t = Nct for each 1 t  r . Combin-
ing these equations with (3.2.3), we obtain
ux1·λ ⊗ ux2·λ ⊗ · · · ⊗ uxN ·λ = K ′N
(
Ψ−1λ (P )
)= (f b1,1j1 f b1,2j2 · · ·f b1,rjr uλ)
⊗ (f b2,1f b2,2 · · ·f b2,r uλ)⊗ · · · ⊗ (f bN,1f bN,2 · · ·f bN,r uλ),j1 j2 jr j1 j2 jr
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bk,2
j2
· · ·f bk,rjr uλ for 1 k N . This implies that uxk ·λ ∈
Bx(λ) for each 1 k N since f bk,1j1 f
bk,2
j2
· · ·f bk,rjr uλ ∈ Bx(λ) by (3.2.4). Thus, we have proved
Proposition 3.2.1. 
3.3. Main results
In this subsection, we prove the following theorem, by using a polytopal estimate (Theo-
rem 4.1.1 below) of tensor products of MV polytopes. We use the setting of Section 3.2.
Theorem 3.3.1. Let λ ∈ X∗(T ) ⊂ hR be a dominant coweight, and let x ∈ Wλmin. If a positive
integer N ∈ Z1 and minimal coset representatives x1, x2, . . . , xN ∈ Wλmin satisfy the condition
(3.2.1) in Proposition 3.2.1, then
N · P ⊆ Px1·λ + Px2·λ + · · · + PxN ·λ,
where Px1·λ + Px2·λ + · · · + PxN ·λ is the Minkowski sum of the extremal MV polytopes Px1·λ,
Px2·λ, . . . ,PxN ·λ.
Proof. By our assumption, we have{
x  xk for all 1 k N ;
KN(P ) = GN(N · P) = Px1·λ ⊗ Px2·λ ⊗ · · · ⊗ PxN ·λ.
Here we recall from Section 3.2 that GN : MV(Nλ) ↪→ MV(λ)⊗N denotes the canonical em-
bedding of crystals that sends PNλ ∈ MV(Nλ) to P⊗Nλ ∈ MV(λ)⊗N . Therefore, by using
Theorem 4.1.1 (or rather, Corollary 4.1.3) successively, we can show that
N · P ⊂ Px1·λ + Px2·λ + · · · + PxN ·λ.
This completes the proof of Theorem 3.3.1. 
This theorem, together with Proposition 3.2.1, yields Theorem 1 in the Introduction. As an
immediate consequence, we can provide an affirmative answer to a question posed in [20, §4.6].
Corollary 3.3.2. Let λ ∈ X∗(T ) ⊂ hR be a dominant coweight, and let x ∈ W . All the MV poly-
topes lying in the Demazure crystal MVx(λ) are contained (as sets) in the extremal MV polytope
Px·λ = Conv(Wx · λ) of weight x · λ. Namely, for all P ∈ MVx(λ), there holds the inclusion
P ⊂ Px·λ = Conv(Wx · λ).
Remark 3.3.3.
(1) The assertion of Theorem 3.3.1 is not obvious, as explained in [20, Remark 4.6.2 and Exam-
ple 4.6.3].
(2) The converse statement fails to hold; see [20, Remark 4.6.1].
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then MVx(λ) = MVy(λ) and Px·λ = Py·λ. Hence we may assume that x ∈ Wλmin. Let us take
an arbitrary P ∈ MVx(λ). By Proposition 3.2.1, there exist N ∈ Z1 and x1, x2, . . . , xN ∈ Wλmin
satisfying conditions (3.2.1). Also, for each 1 k N , it follows from Proposition 2.5.1 and the
inequality x  xk that
Pxk ·λ = Conv(Wxk · λ) ⊂ Conv(Wx · λ) = Px·λ. (3.3.1)
Therefore, we have
N · P ⊂ Px1·λ + Px2·λ + · · · + PxN ·λ by Theorem 3.3.1
⊂ Px·λ + Px·λ + · · · + Px·λ︸ ︷︷ ︸
N times
by (3.3.1)
= N · Px·λ by Remark 3.1.2.
Consequently, we obtain N · P ⊂ N · Px·λ, which implies that P ⊂ Px·λ. This proves Corol-
lary 3.3.2. 
4. Polytopal estimate of tensor products of MV polytopes
The aim of this section is to state and prove a polytopal estimate of tensor products of MV
polytopes.
4.1. Polytopal estimate
As in (the second paragraph of) Section 2.1, we assume that g is a complex semisimple Lie
algebra. Let λ1, λ2 ∈ X∗(T ) ⊂ hR be dominant coweights. Because MV(λ) ∼= B(λ) as crystals
for every dominant coweight λ ∈ X∗(T ) ⊂ hR, the tensor product MV(λ2) ⊗ MV(λ1) of the
crystals MV(λ1) and MV(λ2) decomposes into a disjoint union of connected components as
follows
MV(λ2)⊗ MV(λ1) ∼=
⊕
λ∈X∗(T )
λ: dominant
MV(λ)⊕mλλ1,λ2 ,
where mλλ1,λ2 ∈ Z0 denotes the multiplicity of MV(λ) in MV(λ2)⊗ MV(λ1). For each dom-
inant coweight λ ∈ X∗(T ) ⊂ hR such that mλλ1,λ2  1, we take (and fix) an arbitrary embedding
ιλ : MV(λ) ↪→ MV(λ2)⊗ MV(λ1) of crystals that maps MV(λ) onto a connected component
of MV(λ2)⊗ MV(λ1), which is isomorphic to MV(λ) as a crystal.
Theorem 4.1.1. Keep the notation above. Let P ∈ MV(λ), and write ιλ(P ) ∈ MV(λ2) ⊗
MV(λ1) as: ιλ(P ) = P2 ⊗ P1 for some P1 ∈ MV(λ1) and P2 ∈ MV(λ2). We assume that the
MV polytope P2 ∈ MV(λ2) is an extremal MV polytope Px·λ2 for some x ∈ W . Then, we have
P ⊂ P1 + P2, (4.1.1)
where P1 + P2 is the Minkowski sum of the MV polytopes P1 ∈ MV(λ1) and P2 ∈ MV(λ2).
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connected component of MV(λ2)⊗ MV(λ1) that is isomorphic to MV(λ) as a crystal.
The proof of this theorem will be given in Section 4.3 below; it seems likely that this theorem
still holds if we drop the assumption that the MV polytope P2 ∈ MV(λ2) is extremal.
For dominant coweights λ1, λ2 ∈ X∗(T ) ⊂ hR, there exists a unique embedding
ιλ1,λ2 : MV(λ1 + λ2) ↪→ MV(λ1)⊗ MV(λ2)
of crystals, which maps MV(λ1 + λ2) onto the unique connected component of
MV(λ1)⊗MV(λ2) (called the Cartan component) that is isomorphic to MV(λ1 +λ2) as a crys-
tal; note that ιλ1,λ2(Pλ1+λ2) = Pλ1 ⊗ Pλ2 . Applying Theorem 4.1.1 to the case λ = λ1 + λ2, we
obtain the following corollary; notice that the ordering of the tensor factors MV(λ1), MV(λ2)
is reversed.
Corollary 4.1.3. Let λ1, λ2 ∈ X∗(T ) ⊂ hR be dominant coweights. Let P ∈ MV(λ1 + λ2), and
write ιλ1,λ2(P ) ∈ MV(λ1) ⊗ MV(λ2) as: ιλ1,λ2(P ) = P1 ⊗ P2 for some P1 ∈ MV(λ1) and
P2 ∈ MV(λ2). We assume that the MV polytope P1 ∈ MV(λ1) is an extremal MV polytope
Px·λ1 for some x ∈ W . Then, we have
P ⊂ P1 + P2. (4.1.2)
The following is a particular case in which the equality holds in (4.1.2).
Proposition 4.1.4. Let λ1, λ2 ∈ X∗(T ) ⊂ hR be dominant coweights, and let x ∈ W . Then,
ιλ1,λ2(Px·(λ1+λ2)) = Px·λ1 ⊗ Px·λ2 , and Px·(λ1+λ2) = Px·λ1 + Px·λ2 .
Proof. First we show the equation ιλ1,λ2(Px·(λ1+λ2)) = Px·λ1 ⊗Px·λ2 (which may be well known
to experts) by induction on (x). If x = e, then we have ιλ1,λ2(Pλ1+λ2) = Pλ1 ⊗Pλ2 as mentioned
above. Suppose now that (x) > 0. We take j ∈ I such that (sj x) < (x). Set
k := 〈sj x · (λ1 + λ2), αj 〉, k1 := 〈sj x · λ1, αj 〉, k2 := 〈sj x · λ2, αj 〉;
note that we have k = k1 + k2, with k1, k2, k ∈ Z0, since (sj x) < (x). We see from [12,
Lemme 8.3.1] that f kj Psj x·(λ1+λ2) is equal to Px·(λ1+λ2). Hence we have
ιλ1,λ2(Px·(λ1+λ2)) = ιλ1,λ2
(
f kj Psj x·(λ1+λ2)
)= f kj ιλ1,λ2(Psj x·(λ1+λ2))
= f kj (Psj x·λ1 ⊗ Psj x·λ2) by the induction hypothesis.
Here, by the tensor product rule for crystals,
f kj (Psj x·λ1 ⊗ Psj x·λ2) =
(
f
l1
j Psj x·λ1
)⊗ (f l2j Psj x·λ2)
for some l1, l2 ∈ Z0 with k = l1 + l2. It follows from [12, Lemme 8.3.1] that l1 = k1 and l2 = k2.
Therefore, we deduce that
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(
f
k1
j Psj x·λ1
)⊗ (f k2j Psj x·λ2)
= Px·λ1 ⊗ Px·λ2 by [12, Lemme 8.3.1].
This proves the first equation.
Next we show the equation Px·(λ1+λ2) = Px·λ1 + Px·λ2 . Let us denote by
μx·(λ1+λ2)• =
(
μx·(λ1+λ2)w
)
w∈W, μ
x·λ1• =
(
μx·λ1w
)
w∈W, and μ
x·λ2• =
(
μx·λ2w
)
w∈W
the GGMS data of the extremal MV polytopes Px·(λ1+λ2) ∈ MV(λ1 +λ2), Px·λ1 ∈ MV(λ1), and
Px·λ2 ∈ MV(λ2), respectively. We verify the equality
μx·(λ1+λ2)w = μx·λ1w +μx·λ2w for every w ∈ W. (4.1.3)
Let w ∈ W , and take i ∈ R(w0) such that w = wil for some 0  l  m. Then it follows from
Theorem 2.5.6 that
μx·(λ1+λ2)w = μx·(λ1+λ2)wil = y
i
l · (λ1 + λ2),
and
μx·λ1w = μx·λ1wil = y
i
l · λ1, μx·λ2w = μx·λ2wil = y
i
l · λ2,
where yil is defined as in (2.5.1); recall from Remark 2.5.4 that yil ∈ W does not depend on the
dominant coweights λ1 + λ2, λ1, and λ2. Therefore, we deduce that
μx·(λ1+λ2)w = yil · (λ1 + λ2) = yil · λ1 + yil · λ2 = μx·λ1w +μx·λ2w ,
as desired. Hence it follows that
μx·(λ1+λ2)• =
(
μx·(λ1+λ2)w
)
w∈W =
(
μx·λ1w +μx·λ2w
)
w∈W = μx·λ1• +μx·λ2• . (4.1.4)
Consequently, we have
Px·λ1 + Px·λ2 = P
(
μx·λ1•
)+ P (μx·λ2• )= P (μx·λ1• +μx·λ2• ) by Lemma 2.2.2
= P (μx·(λ1+λ2)• ) by (4.1.4)
= Px·(λ1+λ2).
This proves the second equation, thereby completes the proof of the proposition. 
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In this subsection, we revisit results of Braverman–Gaitsgory on tensor products of highest
weight crystals, and provide a reformation of them, which is needed in our proof of Theo-
rem 4.1.1 given in Section 4.3.
We now recall the construction of certain twisted products. Let G be a complex connected
semisimple algebraic group. The twisted product (ind-scheme) Gr ×˜ Gr is defined to be the
quotient
G(K)×G(O) Gr = (G(K)× Gr)/ ∼,
where ∼ is an equivalence relation on G(K) × Gr given by: (a, bG(O)) ∼ (ah−1, hbG(O))
for a, b ∈ G(K), and h ∈ G(O); for (a, bG(O)) ∈ G(K) × Gr , we denote by [(a, bG(O))] the
equivalence class of (a, bG(O)). This ind-scheme Gr ×˜ Gr can be thought of as a fibration
over Gr (the first factor) with its typical fiber Gr (the second factor). Similarly, if X ⊂ Gr is
a subscheme (resp., ind-subscheme) and Y ⊂ Gr is a subscheme (resp., ind-subscheme) that is
stable under the left G(O)-action on Gr , then we can form a subscheme (resp., ind-subscheme)
X ×˜ Y := X˜ ×G(O) Y ⊂ Gr ×˜ Gr,
where X˜ := π−1(X ) is the pullback of X ⊂ Gr = G(K)/G(O) to G(K).
Let π1 : Gr ×˜ Gr  Gr , [(a, bG(O))] → aG(O), be the projection onto the first factor, and
m : Gr ×˜ Gr → Gr , [(a, bG(O))] → abG(O), the multiplication map.
Proposition 4.2.1. (See [15], [18, Lemma 4.4].) The multiplication map m : Gr ×˜ Gr → Gr ,
when restricted to Grλ1 ×˜ Grλ2 for λ1, λ2 ∈ X∗(T )+, is projective, birational, and semi-small
with respect to the stratification by the G(O)-orbits. In particular, for λ1, λ2 ∈ X∗(T )+ and
λ ∈ X∗(T )+,
m
(Grλ1 ×˜ Grλ2)= Grλ1+λ2 ,
m−1
(Grλ)∩ (Grλ1 ×˜ Grλ2) = ∅ if and only if λ1 + λ2  λ;
if λ1 + λ2  λ, then
dim
(
m−1
(Grλ)∩ (Grλ1 ×˜ Grλ2)) dim Grλ + 〈λ1 + λ2 − λ,ρ〉.
Let us introduce another kind of twisted products. For each ν1, ν2 ∈ X∗(T ) and w ∈ W , we
define the twisted product (ind-scheme) Swν1,ν2 to be the quotient
wU(K)tν1 ×wU(O) wU(K)[tν2]= (wU(K)tν1 × wU(K)[tν2])/ ∼,
where ∼ is an equivalence relation on wU(K)tν1 × wU(K)[tν2 ] given by: (a, bG(O)) ∼
(au−1, ubG(O)) for a ∈ wU(K)tν1 ⊂ G(K), b ∈ wU(K)[tν2] ⊂ Gr , and u ∈ wU(O) ⊂ G(O).
Since wU(O) = G(O)∩wU(K) and tν(wU(K)) = (wU(K))tν for ν ∈ X∗(T ), we have a canon-
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Swν1,ν2 ↪→ G(K)×G(O) Gr = Gr ×˜ Gr. (4.2.1)
Lemma 4.2.2. For each ν ∈ X∗(T ) and w ∈ W , we have
m−1
(
Swν
)= ⊔
ν1,ν2∈X∗(T )
ν1+ν2=ν
Swν1,ν2
under the canonical embedding (4.2.1).
Proof. It follows from the Iwasawa decomposition Gr =⊔ν1∈X∗(T ) Swν1 that
Gr ×˜ Gr =
⊔
ν1∈X∗(T )
π−11
(
Swν1
)
,
where π−11 (Swν1) = wU(K)tν1G(O)×G(O) Gr . Therefore, it suffices to show that
π−11
(
Swν1
)∩ m−1(Swν )= Swν1,ν−ν1 for each ν1 ∈ X∗(T ).
Now, for each ν1 ∈ X∗(T ), let us take [y] ∈ π−11 (Swν1)∩ m−1(Swν ), where y ∈ wU(K)tν1G(O)×Gr , and write it as: y = (u1tν1g1, g2G(O)) for u1 ∈ wU(K), g1 ∈ G(O), and g2 ∈ G(K). Since
m([y]) = u1tν1g1g2G(O) ∈ Swν , we have
g1g2G(O) ∈
(
u1t
ν1
)−1
Swν = wU(K)tν−ν1G(O).
Consequently, using the equivalence relation ∼ on G(K)× Gr , we see that
[y] = [(u1tν1g1, g2G(O))]= [(u1tν1, g1g2G(O))]= [(u1tν1, u2tν−ν1G(O))]
for some u2 ∈ wU(K). This implies that
[y] ∈ wU(K)tν1 ×wU(O) wU(K)[tν−ν1]= Swν1,ν−ν1,
and hence π−11 (Swν1) ∩ m−1(Swν ) ⊂ Swν1,ν−ν1 . The opposite inclusion is obvious. Thus, we obtain
π−11 (Swν1)∩ m−1(Swν ) = Swν1,ν−ν1 . This proves the lemma. 
For ν1, ν2 ∈ X∗(T ), we set Sν1,ν2 := Seν1,ν2 . If we take (and fix) an element t ∈ T (R) such that
lim
k→∞ Ad
(
tk
)
u = e for all u ∈ U,
then we have (by [18, Eq. (3.5)])
Sν =
{
[y] ∈ Gr
∣∣∣ lim tk[y] = [tν]} for ν ∈ X∗(T ).
k→∞
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Sν1,ν2 =
{
[y] ∈ Gr ×˜ Gr
∣∣∣ lim
k→∞ t
k[y] = [(tν1, [tν2])]} for ν1, ν2 ∈ X∗(T ); (4.2.2)
in particular, these strata of Gr ×˜ Gr are simply-connected.
For each ν ∈ X∗(T ) and w ∈ W , we set
S
w
ν := wU(K)tν
(
wU(O))/wU(O),
which is canonically isomorphic to wU(K)tνG(O)/G(O) = Swν since wU(K) ∩ G(O) =
wU(O); note that wU(K)tν(wU(O)) = wU(K)tν since tν(wU(K)) = (wU(K))tν . Also, for a
subset X ⊂ Gr , we define the intersection X ∩ Swν to be the image of X ∩ Swν ⊂ Swν under the
identification Swν = Swν above.
In what follows, for an algebraic variety X , we denote by Irr(X ) the set of irreducible com-
ponents of X . Let λ ∈ X∗(T )+ and ν ∈ X∗(T ) be such that Grλ ∩ Sν = ∅, i.e., ν ∈ Ω(λ); note
that Grλ ∩ Sν = ∅ if and only if Grλ ∩ Sw−1·ν = ∅, i.e., w−1 · ν ∈ Ω(λ) for each w ∈ W . Let us
take an arbitrary w ∈ W . Because Grλ ∩ Swν = w˙(Grλ ∩ Sw−1·ν) for w ∈ W , we have a bijection
Irr
(Grλ ∩ Sw−1·ν)→ Irr(Grλ ∩ Swν ), b → w˙b.
Thus, each element of Irr(Grλ ∩ Swν ) can be written in the form w˙b for a unique MV cycle
b ∈ Z(λ)w−1·ν = Irr(Grλ ∩ Sw−1·ν). The variety bw defined by (2.5.2) is a special case of such
elements, in which b ∈ Z(λ) is an extremal MV cycle with GGMS datum μ• and ν = μw .
Lemma 4.2.3. With the notation as above, let us take an arbitrary element
w˙b ∈ Irr(Grλ ∩ Swν ), where b ∈ Z(λ)w−1·ν.
Then, the intersection w˙b ∩ Swγ (and hence w˙b ∩Swγ ) is stable under the action of wU(O) for all
γ ∈ X∗(T ).
Proof. By definition, each MV cycle is an irreducible component of the (Zariski-)closure of the
intersection of a G(O)-orbit and a U(K)-orbit. Since U(O) = G(O)∩U(K) is connected, such
an irreducible component is stable under the action of U(O). Therefore, the variety w˙b (and
hence its intersection with an arbitrary wU(K)-orbit) is stable under the action of wU(O). This
proves the lemma. 
Let λ1, λ2 ∈ X∗(T )+ and ν1, ν2 ∈ X∗(T ) be such that Grλi ∩ Sνi = ∅ for i = 1,2, and let
w ∈ W . Let us take b1 ∈ Z(λ1)ν1 , w˙b2 ∈ Irr(Grλ2 ∩ Swν2), and γ1, γ2 ∈ X∗(T ). Then, by virtue of
the lemma above, we can form the twisted product(
b1 ∩ Swγ1
)∼ ×wU(O) (w˙b2 ∩ Swγ2)⊂ wU(K)tγ1 ×wU(O) Swγ2 = Swγ1,γ2,
where (b1 ∩ Swγ1)∼ denotes the pullback of
b1 ∩ Swγ ⊂ Swγ = wU(K)tγ1
(
wU(O))/wU(O)1 1
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subvariety of Gr ×˜Gr under the multiplication map m : Gr ×˜Gr → Gr ; note that b1 wγ1,γ2 w˙b2 ⊂
m(Swγ1,γ2) = Swγ1+γ2 .
The following is a reformulation of Braverman–Gaitsgory’s results on tensor products of high-
est weight crystals in [3] (see also [4]). Here we should warn the reader that the convention on
the tensor product rule for crystals in [3] is opposite to ours, i.e., to that of Kashiwara (see, for
example, [10,12]).
Theorem 4.2.4. Let λ1, λ2 ∈ X∗(T )+. Then, there exists a bijection
Φλ1,λ2 : MV(λ1)× MV(λ2) →
⊔
ν∈X∗(T )
Irr
(
m−1(Sν)∩
(Grλ1 ×˜ Grλ2))
given as follows: for P1 ∈ MV(λ1) and P2 ∈ MV(λ2),
Φλ1,λ2(P1,P2) =
(
Φλ1(P1)∩ Sν1
)∼ ×U(O) (Φλ2(P2)∩ Sν2), (4.2.3)
where ν1 := wt(P1), ν2 := wt(P2), and (Φλ1(P1) ∩ Sν1)∼ denotes the pullback of Φλ1(P1) ∩
Sν1 ⊂ Sν1 to U(K)tν1 ⊂ G(K) defined as above. Moreover, the bijection Φλ1,λ2 has the following
properties.
(i) For each P1 ∈ MV(λ1) and P2 ∈ MV(λ2), the image of Φλ1,λ2(P1,P2) under the multi-
plication map m is equal to Φλ(P ) for a unique λ ∈ X∗(T )+ and a unique P ∈ MV(λ)
such that ιλ(P ) = P2 ⊗ P1, where ιλ : MV(λ) ↪→ MV(λ2) ⊗ MV(λ1) is a (uniquely de-
termined) embedding of crystals;
(ii) π1(Φλ1,λ2(P1,P2)) = Φλ1(P1) for each P1 ∈ MV(λ1) and P2 ∈ MV(λ2);
(iii) [(tν1,Φλ2(P2))] ⊂ Φλ1,λ2(P1,P2) for each P1 ∈ MV(λ1), with ν1 = wt(P1), and P2 ∈
MV(λ2).
4.3. Proof of the polytopal estimate
This subsection is devoted to the proof of Theorem 4.1.1. Let G be a complex connected
semisimple algebraic group with Lie algebra g. We keep the setting of Section 4.1. Let μ(1)• =
(μ
(1)
w )w∈W and μ(2)• = (μ(2)w )w∈W be the GGMS data of P1 ∈ MV(λ1) and P2 ∈ MV(λ2), re-
spectively. Also, let μ• = (μw)w∈W be the GGMS datum of P ∈ MV(λ); note that
μe = wt(P ) = wt(P1)+ wt(P2) = μ(1)e +μ(1)e .
Recall from Lemma 2.2.2 that the Minkowski sum P1 +P2 is a pseudo-Weyl polytope P(μ(1)• +
μ
(2)• ) with GGMS datum μ(1)• +μ(1)• = (μ(1)w +μ(2)w )w∈W . Therefore, it follows from Eq. (2.2.2)
together with Remark 2.3.7 that
P1 + P2 =
⋂
w∈W
{
v ∈ hR
∣∣∣w−1 · v −w−1 · (μ(1)w +μ(2)w ) ∈∑
j∈I
R0hj
}
=
⋂
Conv
{
γ ∈ X∗(T ) ⊂ hR
∣∣ [tγ ] ∈ Sw
μ
(1)
w +μ(2)w
}
.w∈W
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P = Conv{γ ∈ X∗(T ) ⊂ hR ∣∣ [tγ ] ∈ Φλ(P )}.
Hence, in order to prove that P ⊂ P1 + P2, it suffices to show that
Φλ(P ) ⊂ Sw
μ
(1)
w +μ(2)w
for all w ∈ W. (4.3.1)
We set b(1) := Φλ1(P1) ∈ Z(λ1) and b(2) := Φλ2(P2) ∈ Z(λ2). Because P2 = P(μ(2)• ) is the
extremal MV polytope of weight x · λ for some x ∈ W by our assumption, we know from Theo-
rem 2.5.6 that μ(2)w ∈ W · λ2 for all w ∈ W . Hence the algebraic variety b(2),w := Grλ2 ∩ Sw
μ
(2)
w
is
irreducible, and is the w˙-translate of the extremal MV cycle b
w−1·μ(2)w of weight w
−1 · μ(2)w (see
Remark 2.3.5); note that b(2),e = b(2).
Now suppose, contrary to our assertion (4.3.1), that Φλ(P ) ⊂ Sw
μ
(1)
w +μ(2)w
for some w ∈ W ;
we take and fix such a w ∈ W . Then, by Eq. (2.3.2) (see also Remark 2.3.2), there exists some
ν ∈ X∗(T ) such that
Φλ(P )∩ Swν = ∅ and w−1 · ν w−1 ·
(
μ(1)w +μ(2)w
)
. (4.3.2)
Claim. For the (fixed) w ∈ W above, we have the following inclusion of varieties when they are
regarded as subvarieties of Gr:
b(1) e
μ
(1)
e ,μ
(2)
e
b(2) ⊂ b(1) w
μ
(1)
w ,μ
(2)
w
b(2),w.
Proof. Let w = si1si2 · · · si be a reduced expression, and set wk = si1si2 · · · sik for 0 k  . For
simplicity of notation, we set for 0 k  
b(2)k := b(2),wk , b(1) k b(2) := b(1) wkμ(1)wk ,μ(2)wk b
(2),wk ,
and
μ
(1)
k := μ(1)wk , μ(2)k := μ(2)wk ;
note that
b(1) 0 b(2) = b(1) e
μ
(1)
e ,μ
(2)
e
b(2),e = b(1) e
μ
(1)
e ,μ
(2)
e
b(2).
If we can show the inclusion
b(1) k b(2) ⊂ b(1) k+1 b(2) for each 0 k  − 1, (4.3.3)
then we will obtain the following sequence of inclusions:
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μ
(1)
e ,μ
(2)
e
b(2) = b(1) 0 b(2) ⊂ b(1) 1 b(2) ⊂ b(1) 2 b(2) ⊂ · · · ⊂ b(1)  b(2)
= b(1) w
μ
(1)
w
,μ
(2)
w
b(2),w = b(1) w
μ
(1)
w ,μ
(2)
w
b(2),w,
as desired. In order to show the inclusion (4.3.3), take an element m([(y, gG(O))]) ∈ b(1) k b(2),
where
y ∈ (b(1) ∩ Swk
μ
(1)
k
)∼ ⊂ wkU(K)tμ(1)k , gG(O) ∈ b(2)k ∩ Swkμ(2)k ∼= b(2)k ∩ Swkμ(2)k ,
and write the element y ∈ wkU(K)tμ(1)k as: y = uktμ(1)k for uk ∈ wkU(K). Since b(1) =⋂
z∈W S
z
μ
(1)
z
by Theorem 2.3.6, we may (and do) assume that yG(O) ∈ Swk
μ
(1)
k
∩ Swk+1
μ
(1)
wk+1
to show
the inclusion (4.3.3). Therefore, we can take uk+1 ∈ wk+1U(K) and gk+1 ∈ G(O) such that
y = uktμ(1)k = uk+1tμ
(1)
k+1gk+1; note that
gk+1 ∈ T (K)
(
wk+1U(K))(wkU(K))T (K).
Here, it follows that
T (K)(wk+1U(K))(wkU(K))T (K) = w˙k(s˙ik+1U(K)s˙ik+1U(K))w˙−1k ⊂ wkPik+1(K)
since wk+1 = wksik+1 by definition, and hence that gk+1 ∈ wkPik+1(K). Since gk+1 ∈ G(O), we
infer that gk+1 ∈ wkPik+1(K)∩G(O) = wkPik+1(O). Therefore, we obtain
gk+1b(2)k ⊂ wkPik+1(O)b(2)k = wkLik+1(O)wkUik+1(O)b(2)k .
Because the extremal MV cycle w˙−1k b
(2)
k is stable under Uik+1(O) ⊂ U(O) = G(O)∩U(K) (see
the proof of Lemma 4.2.3), we have wkUik+1(O)b(2)k ⊂ b(2)k , and hence
gk+1b(2)k ⊂ wkLik+1(O)b(2)k .
Also, we see that
wkLik+1(O)b(2)k = wk+1Lik+1(O)b(2)k since wk+1 = wksik+1 and s˙ik+1 ∈ Lik+1
⊂ b(2)k+1 by Lemma 2.5.8 since wk <wksik+1 = wk+1.
Combining these, we obtain gk+1b(2)k ⊂ b(2)k+1, and hence gk+1gG(O) ∈ gk+1b(2)k ⊂ b(2)k+1. More-
over, we have
[(
y,gG(O))]= [(uktμ(1)k , gG(O))]= [(uk+1tμ(1)k+1gk+1, gG(O))]
= [(uk+1tμ(1)k+1, gk+1gG(O))]
by the equivalence relation ∼ on G(K)× Gr , and
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(1)
k+1G(O) ∈ b(1) ∩ Swk+1
μ
(1)
k+1
by the choice above of y. Consequently, we conclude that
m
([(
y,gG(O))]) ∈ m((b(1) ∩ Swk+1
μ
(1)
k+1
)∼ ×wk+1U(O) b(2)k+1)
= m((b(1) ∩ Swk+1
μ
(1)
k+1
)∼ ×wk+1U(O) (b(2)k+1 ∩ Swk+1μ(2)k+1 ))
= b(1) k+1 b(2),
since b(2)k+1 ∩ Swk+1μ(2)k+1 = b
(2)
k+1 (see Remark 2.3.5). This proves the inclusion (4.3.3), and hence the
claim. 
Finally, we complete the proof of Theorem 4.1.1. By the claim above, we obtain
Swν ∩
(
b(1) e
μ
(1)
e ,μ
(2)
e
b(2)
)⊂ Swν ∩ (b(1) w
μ
(1)
w ,μ
(2)
w
b(2),w
)
. (4.3.4)
Also, we have
Swν ∩
(
b(1) w
μ
(1)
w ,μ
(2)
w
b(2),w
)⊂ Swν ∩ Sw
μ
(1)
w +μ(2)w
(4.3.5)
by the inclusion b(1) w
μ
(1)
w ,μ
(2)
w
b(2),w ⊂ Sw
μ
(1)
w +μ(2)w
, which is an immediate consequence of the
definition. Since w−1 · ν  w−1 · (μ(1)w + μ(2)w ) by (4.3.2), it follows from Eq. (2.3.2) that Swν ∩
Sw
μ
(1)
w +μ(2)w
= ∅, and hence by (4.3.4) together with (4.3.5) that
Swν ∩
(
b(1) e
μ
(1)
e ,μ
(2)
e
b(2)
)= ∅. (4.3.6)
Now, we know from Theorem 4.2.4 that
S
μ
(1)
e +μ(2)e ∩ m
(
Φλ1,λ2(P1,P2)
)⊂ Φλ(P )
is an open dense subset, where wt(P ) = μ(1)e + μ(2)e ; here we note that for an MV poly-
tope P ∈ MV(λ), choosing an embedding ιλ : MV(λ) ↪→ MV(λ2) ⊗ MV(λ1) of crystals
for which ιλ(P ) = P2 ⊗ P1 for some P1 ∈ MV(λ1) and P2 ∈ MV(λ2) corresponds, via The-
orems 2.3.6 and 4.2.4, to choosing an irreducible component X ∈ Irr(Grλ1,λ2 ∩ Sν1,ν2) such
that Φλ(P ) ∈ Z(λ) is the (Zariski) closure of the image of X under the multiplication map
m : Gr ×˜ Gr → Gr , where ν1 = wt(P1) = μ(1)e and ν2 = wt(P2) = μ(2)e . Also, we deduce from
the explicit construction of Φλ1,λ2(P1,P2) given in Theorem 4.2.4 that
b(1) e (1) (2) b(2) ⊂ S (1) (2) ∩ m
(
Φλ1,λ2(P1,P2)
)
μe ,μe μe +μe
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μ
(1)
e ,μ
(2)
e
b(2) ⊂ Φλ(P ) is an open dense subset.
Combining this fact with (4.3.6), we conclude that Φλ(P ) ∩ Swν = ∅, which contradicts (4.3.2).
Thus, we have completed the proof of Theorem 4.1.1.
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