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Abstract. We study a Hamiltonian describing a pendu-
lum coupled with several anisochronous oscillators, giving
a simple construction of unstable KAM tori and their sta-
ble and unstable manifolds for analytic perturbations.
When the coupling takes place through an even trig-
onometric polynomial in the angle variables, we extend
analytically the solutions of the equations of motion, or-
der by order in the perturbation parameter, to a large
neighbourhood of the real line representing time. Subse-
quently, we devise an asymptotic expansion for the split-
ting (matrix) associated with a homoclinic point. This
expansion consists of contributions that are manifestly
exponentially small in the limit of vanishing gravity, by
a shift-of-contour argument. Hence, we infer a similar
upper bound for the splitting itself.
In particular, the derivation of the result does not
call for a tree expansion with explicit cancellation mech-
anisms.
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Preface
his thesis is the result of a research project that first started
as an attempt to answer whether one could express the ho-
moclinic splitting matrix in terms of “proper”, or convergent,
integrals of analytic functions over the real line, alone. The exponential
smallness with respect to a forcing parameter could then be inferred
from a shift-of-contour argument.
There pre-existed an impressive body of literature—mostly due to
Gallavotti and his coworkers—resorting to regularized, “improper”, in-
tegrals in overcoming convergence problems. The latter are caused by
the asymptotically quasiperiodic behaviour of the homoclinic trajec-
tory. In brief, my goal was to circumvent these KAM-type resonances,
at least to some extent, in bounding the splitting.
Already in the second nontrivial order I ran into formidable ana-
lytical difficulties. Even if some progress was being made, it always
seemed to be the result of technical trickery too case-specific to yield
any argument applicable in general. After a good two years, I had to
admit defeat, but was clueless as how to continue.
Accepting improper integrals as part of my formalism, advances be-
gan accumulating; expressed in terms of tree diagrams, certain terms of
the perturbation expansion (also known as the Lindstedt series) could
be grouped into expressions proportional to exponentially small inte-
grals. This, of course, was little more than a special case of what had
already been done by Gallavotti, et al. Still, the big picture somehow
seemed buried under the multitude of trees.
vii
viii Preface
Within a relatively short period of time, I realized that the key
property in producing exponential smallness was the factorization of
the aforementioned integrals, which is somehow related to Gallavotti’s
fruits. More importantly, I could encode this property into an as-
ymptotic expansion of the splitting matrix, manifestly proportional to
exponentially small quantities. In other words, I managed avoiding
the earlier involved perturbative computations. Hence the title, Ho-
moclinic Splitting without Trees, of the thesis.
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e consider the Hamiltonian
H(I, φ, A, ψ) = 1
2
I2 + g2 cosφ+ 1
2
A2 − λf(φ, ψ) (1.1)
of a pendulum coupled to d rotators, with φ ∈ S1 := R/2πZ and I ∈ R
the coordinate and momentum of the pendulum, and ψ ∈ Td := (S1)d
and A ∈ Rd the angles and actions of the rotators, respectively. The
perturbation f is assumed to be real-valued and real-analytic in its
arguments, and λ is a (small) real number, whereas the gravitational
coupling constant g is taken to be positive. This Hamiltonian is some-
times called the generalized Arnold model.
The equations of motion are
φ̇ = I, ψ̇ = A, İ = g2 sinφ+ λ ∂φf, Ȧ = λ ∂ψf. (1.2)
For the parameter value λ = 0, which is addressed as the unperturbed
case, the pendulum and the rotators decouple. The former then has
the separatrix flow φ : R→ S1 given by
φ(t) = Φ0(egt),
where
Φ0(z) = 4 arctan z.
By elementary trigonometry, this function possesses the symmetry prop-
erty
Φ0(z) = 2π − Φ0(z−1). (1.3)
3
4 1. Main Concepts and Results
The phase space of the unperturbed pendulum looks as in Figure 1,
where the separatrix—given by Φ0—separates closed trajectories (li-
bration) from open ones (rotation).
Figure 1. A (φ, I) plot showing the unperturbed pendulum sep-
aratrix that intersects the φ axis at integer multiples of 2π—the
upright position of the pendulum.
On the other hand, ψ : R→ Td is quasiperiodic:
ψ(t) = ψ(0) + ωt (mod 2π),
such that the vector
ω := A(0) ≡ A(t)
satisfies the Diophantine condition
|ω · q| > a |q|−ν for q ∈ Zd, q 6= 0, (1.4)
with a and ν positive. Thus, at the instability point of the pendulum,
the flow possesses the invariant tori
T0 :=
{
(φ, ψ, I, A) = (0, θ, 0, ω)
∣∣∣ θ ∈ T d
}












Remark 1.1. The constant g is the Lyapunov exponent for the un-
stable fixed point of the pendulum motion; in the limit s → −∞ two
nearby initial angles φ(s) and φ(s + δs) separate at the exponential
rate egs. As φ(t) = Φ0(et/g
−1
), the Lyapunov exponent fixes a natural
time scale of g−1 units, characteristic of the pendulum motion in the
unperturbed Hamiltonian system (1.1).
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When the perturbation is switched on (λ 6= 0), our objective is
to show that some of the invariant tori survive and have stable and
unstable manifolds—or “whiskers” as Arnold has called them—that
may not coincide anymore. We wish to prove bounds on their splitting.
1.1. A short interlude for literature
The study of “separatrix splitting” mentioned in the paragraph above
is a subject with a long history, dating back to the Poincaré’s classic
Les Méthodes nouvelles de la Mécanique céleste [Poi93]. We refer the
reader to the paper [GGM99] by Gallavotti, Gentile, and Mastropietro
for a set of key references and interesting discussion.
In [GGM99], a three time scales problem arising in celestial mechan-
ics is solved in that paper. There the pendulum is quasiperiodically
and rapidly forced by two rotators having totally different time scales
compared to that of the pendulum; one of the forcing frequencies tends
to zero and the other to infinity. This has recently been simplified and
generalized to a case of several rotators by Procesi, in [Pro03].
Rudiments of the powerful field theory techniques, adopted and
developed by Gallavotti et al. in their works on the splitting problem,
are well explained in [Gal98]. Here the influence of Eliasson’s seminal
work [Eli96] on the Lindstedt series should not be overlooked; it has to
be considered the motivational impetus to introducing Feynman-like
graphs for analyzing perturbation series in this line of science.
While the very general paper [RW98] by Rudnev and Wiggins con-
tains an error in a crucial estimate, thus invalidating most of their
proofs, a large part of it is certainly worth reading. In particular,
readers valuing a pedagogical treatment will think highly of it. An
erratum, reference [RW00], was later filed based on further work. The
point in the latter, rather geometrical article, seems to be that in suit-
able coordinates the Fourier coefficients of the splitting obey so-called
“quasiflat” estimates which directly lead to exponential smallness.
Moreover, Gelfreich gave an excellent introductory account on the
splitting of separatrices at the XIII International Congress on Math-
ematical Physics (ICMP 2000) in London, [Gel01]. The exposition is
accessible to the nonexpert, and we recommend it as a starting point
to anyone intending to enter or familiarize oneself with the field. From
there one should advance to [GL01], which covers more topics with
more details.
6 1. Main Concepts and Results
The very recent and extensive memoir [LMS03] by Lochak, Marco,
and Sauzin is written from the geometric point of view, adding more
content to the concepts studied by the analysts. It also has a historical
flavor to it, making it interesting and accessible to virtually anyone.
1.2. Main theorems
Our approach will be to construct the perturbed manifolds in a form
similar to (1.5) as graphs of analytic functions over [0,∞] × Td. To
see how this can be achieved, note that the unperturbed stable and
unstable manifolds, Ws0 and Wu0 , consist of trajectories
(φ(t), ψ(t)) = (Φ0(egt), ωt)
that at time ±∞ become quasiperiodic, as they wrap tighter and
tighter around the invariant torus T0; indeed (φ(t), ψ(t)) ∼ (0, ωt) in
the limit t→ ±∞.
Analogously, we will find the stable and unstable manifolds of the
perturbed tori by looking for solutions of the form
(φ(t), ψ(t)) = (Φ(eγt, ωt), ωt+ Ψ(eγt, ωt)) = (0, ωt) + (Φ,Ψ)(eγt, ωt)
(1.6)
with quasiperiodic behavior in one of the two limits t→ ±∞. In effect,
we have to find functions X : [0,∞]× Td → Rd+1 specified by
X := (Φ,Ψ),
and real-analytic in its variables z ∈ [0,∞] and θ ∈ Td. Note especially
that we anticipate the exponential rate (“Lyapunov exponent”) γ > 0
to depend on λ, with γ|λ=0 = g.
Remark 1.2. One should not assume asymptotic quasiperiodicity
in both of the limits t → ±∞, as the unstable and stable manifolds,
which we denote Wuλ and Wsλ, are generically expected to depart for
nonzero values of the perturbation parameter λ. Therefore, either the
past or future asymptotic of a trajectory will evolve so as to ultimately
reach the (deformed) invariant torus Tλ. The separatrix in Figure 1 is
thus transformed into something like the pair of curves in Figure 2.
Let us denote the total derivative d/dt by ∂t and the complete
angular gradient (∂φ, ∂ψ) by ∂ for short. Substituting (1.6) into the
equations of motion
∂2t (φ, ψ) = (İ , Ȧ) = (g
2 sinφ, 0) + λ ∂f(φ, ψ),
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Figure 2. A typical (Poincaré section) illustration of what hap-
pens to the pendulum separatrix under perturbation. The origin
has been shifted for convenience.
we get
(ω · ∂θ + γeγt∂z)2X(eγt, ωt) = [(g2 sin Φ, 0) + λ ∂f(X + (0, θ))](eγt, ωt),
where θ stands for the canonical projection [0,∞]× Td → Td.
Define the z-dependent partial differential operator
L := ω · ∂θ + γz∂z,
and notice the characteristic identity
LF (zeγt, θ + ωt) = ∂tF (zeγt, θ + ωt) (1.7)
for a differentiable map (z, θ) 7→ F (z, θ). Equation (1.7) simply reflects
the time derivative nature of L. In fact, if T is the “time-reversal map”
T (z, θ) ≡ (z−1,−θ), (1.8)
then, by the chain rule,
L(F ◦ T ) = −(LF ) ◦ T. (1.9)
Let us abbreviate
Ω(X) := (g2 sin Φ, 0) + λ Ω̃(X) with Ω̃(X) := ∂f(X + (0, θ)).
(1.10)
As a consequence, we have reduced the equations of motion to the PDE
L2X = Ω(X) (1.11)
for the map (z, θ) 7→ X(z, θ) in a suitable Banach space of analytic
functions, albeit its restriction to the set (“characteristic”)
{
(z, θ) = (eγt, ωt)
∣∣ t ∈ R
}
(1.12)
is what one is physically interested in. Our preference of working di-
rectly with the invariant manifolds, as opposed to individual trajecto-
ries traversing along them, motivates us encoding the time derivative
in the operator L. Nevertheless, it will be harmless—and indeed quite
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informative—for the reader to keep in mind that the objects we deal
with originate from (1.12) and therefore have a direct physical inter-
pretation.
Below, a key point will be introducing small imaginary parts to
the (independent) arguments z and θ of X. This well-known method,
corresponding to extending a dynamical system to “imaginary time”,
allows one to use the invincible armory of complex function theory.
The action variables trivially follow from the knowledge of X(z, θ):
(I(t), A(t)) = (0, ω) + Y (eγt, ωt), Y := LX.
The solutions X will provide a parametrization of the deformed tori
and their stable and unstable manifolds. We find two kinds of so-
lutions, Xu(z, θ) defined for z ∈ [0, z0] =: Iu and Xs(z, θ) defined




(φ, ψ, I, A) = ((0, θ) +Xu(0, θ), (0, ω) + Y u(0, θ))




(φ, ψ, I, A) = ((0, θ) +Xs(∞, θ), (0, ω) + Y s(∞, θ))
∣∣∣ θ ∈ T d
}
,
with stable and unstable manifolds
Ws,uλ =
{
(φ, ψ, I, A) = ((0, θ) +Xs,u(z, θ), (0, ω) + Y s,u(z, θ))
∣∣∣ z ∈ Is,u, θ ∈ T d
}
.
In order to enable solving (1.11), we need to deal with quantities of
the form (ω · q)−1, q ∈ Zd \ {0}, stemming from the Fourier represen-
tation of the operator L. Here the Diophantine property of the vector
ω ∈ Rd stated in (1.4) steps in. Since ω ≡ A|λ=0 = ψ̇|λ=0, by rescal-
ing time (and the actions, correspondingly) in the equations of motion
(1.2), the constant a can be absorbed into g2 and λ in the equations
of motion, leaving the ratio λg−2 unchanged: (g, λ) 7→ (g/a, λ/a2) 1.
Thus, we may as well take a to be 1 below, transforming the condition
on ω into
|ω · q| > |q|−ν for q ∈ Zd \ {0}. (1.13)
We will moreover consider λ small in a g-dependent fashion, taking
ε := λg−2 (1.14)
small. This should be seen as an outreach towards the experimenter,
albeit there is a technical wherefore: eventually we wish to study the
limit g → 0, which calls for such a choice. The domain we restrict
ourselves to is given by
D :=
{
(ε, g) ∈ C× R
∣∣ |ε| < ε0, 0 < g < g0
}
, (1.15)
1This scaling is responsible for the usual requirement λ = O(a2) for KAM tori.
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for some positive values of ε0 and g0.
Finally, note that if X = (Φ,Ψ) solves (1.11) on some domain
D′ ⊂ [0,∞]× Td, then so does
Xα,β(z, θ) := X(αz, θ + β) + (0, β), (1.16)
as long as (αz, θ+β (mod 2π)) ∈ D′. The aforementioned invariance is
a manifestation of the freedom of choosing initial conditions for (φ, ψ)—
we may choose the origin of time and the configuration of the physical
system there.
For ε = 0, the solutions are obtained from
X0(z, θ) := (Φ0(z), 0) (1.17)
using (1.16). In particular, X0(1, 0) = (π, 0). This will provide us with
a natural way of fixing α and β below.
The first part of the present work is dedicated to the existence and
analyticity properties of the invariant manifolds, and boils down to the
statement that follows.
Theorem 1 (Whiskered tori). Let f be real-analytic and ω satisfy
the Diophantine condition (1.13), and fix g0 > 0. Then there exist
a positive number ε0 and a function γ(ε, g) on D, analytic in ε with
|γ − g| < Cg|ε|, such that equation (1.11) has a solution Xu which is
analytic in ε as well as in (z, θ) in a neighbourhood of [0, 1] × Td and
which satisfies
Xu(1, 0) = (π, 0), Xu(z, θ) = X0(z) +O(ε). (1.18)
Similarly, there exists a solution Xs(z, θ) = X0(z) +O(ε) which is an
analytic function of (z−1,−θ) in a neighbourhood of [0, 1] × Td. The
maps
W s,u(z, θ) = (Xs,u, Y s,u)(z, θ) + ((0, θ), (0, ω)), Y s,u := LXs,u,
(1.19)
provide an analytic parametrization of the stable and unstable manifolds
Ws,uλ of the torus Tλ.
Remark 1.3. The neighbourhoods above depend on the Diophantine
exponent ν and the analyticity domain of f .
Remark 1.4. A uniqueness statement is not provided in Theorem 1;
we do not prove the uniqueness of γ, although our construction does
specify a single one. See Remark 3.6 below Theorem 3.4.
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The second part of the project is more involved. Its content is
summarized in the following theorem that discusses the splitting of the
stable and unstable manifolds under perturbation. Of central interest
in this context is the function
W u −W s = (Xu −Xs, Y u − Y s),
which describes the separation between a point on the manifold Wuλ
and its counterpart on Wsλ, for given values of the parameters z and θ.
For convenience, let us now assume that the perturbation is even:
f(φ, ψ) = f(−φ,−ψ).
Namely, if (z, θ) 7→ X(z, θ) solves equation (1.11), then, according to
(1.9), so does (z, θ) 7→ (2π, 0) − (X ◦ T )(z, θ). Consequently, by a
simple time-reversal consideration (set t 7→ −t in (1.12)), the stable
and unstable manifolds are related through
Xs = (2π, 0)−Xu ◦ T. (1.20)
In particular, as T (1, 0) = (1, 0),
Xs(1, 0) = Xu(1, 0).
Moreover, the actions Y s,u = LXs,u satisfy
Y s = Y u ◦ T, (1.21)
yielding
Y s(1, 0) = Y u(1, 0).
In other words, a homoclinic intersection of the stable and the unsta-
ble manifolds Ws,uλ occurs at (z, θ) = (1, 0), as their parametrizations
(1.19) coincide at this homoclinic point.
Remark 1.5. Equation (1.20) is what remains of the symmetryX0 =
(2π, 0) −X0 ◦ T , which is just another way of writing (1.3), after the
onset of perturbation. This is an instance of spontaneous symmetry
breaking : The equations of motion, (1.11), remain unchanged under
the transformation X 7→ (2π, 0) −X ◦ T , but the individual solutions
do not respect this symmetry; Xu 6= Xs = (2π, 0)−Xu ◦ T , if λ 6= 0.
In order to study the intersection more closely, say the relative at-
titudes of the manifolds there, we express the actions Y s,u as functions
of the original angle variables (φ, ψ) = Xs,u(z, θ) + (0, θ) appearing
in the Hamiltonian (1.1). To this end, let F s,u : (z, θ) 7→ (φ, ψ) be
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the functions that mediate the above coordinate transformations, and
write Y s,u = Ȳ s,u ◦ F s,u. At the same time we distinguish
∂ := (∂φ, ∂ψ) and D := (∂z, ∂θ)
for clarity. By the chain rule for Jacobian matrices,
DY s,u =
(
∂Ȳ s,u ◦ F s,u
)
DF s,u. (1.22)
The invertibility of the matrix DF s,u is a consequence of Theorem 1.
Indeed, knowing (1.18) and X0(z) = (4 arctan z, 0), it follows that
DF s,u(z, θ) =
(






which renders the maps F = F s,u honest coordinate transformations if





−(   + ∂θΨ)−1∂zΨA−1 B−1
)
,
dropping some superscripts for notational reasons and given
A := ∂zΦ−∂θΦ (
 
+∂θΨ)
−1∂zΨ and B :=
 
+∂θΨ−∂zΨ (∂zΦ)−1∂θΦ.
Here Ψ is to be considered a column and ∂θΦ a row vector, such that in
B there appears a direct product whose components read (∂zΨ ∂θΦ)ij =
(∂zΨ)i (∂θΦ)j.
At the homoclinic point, equation (1.20) implies that
F s,u(1, 0) = (π, 0) and DF s(1, 0) = DF u(1, 0) (1.24)
hold. Casting in the obvious manner Ȳ u,s = (Ȳ u,sΦ , Ȳ
u,s
Ψ ), there are two




Ψ − Y sΨ) (1, 0) and Υ̃ := ∂ψ
(
Ȳ uΨ − Ȳ sΨ
)
(π, 0). (1.25)
With the aid of (1.22), one has
∂
(




D(Y u − Y s) (DF u)−1
]
(1, 0).
Therefore, the matrices in (1.25) are related by
Υ̃ = Υ B−1(1, 0) + uvT , (1.26)
the last term being the direct product of u := ∂z(Y
u
Ψ − Y sΨ)(1, 0) and
v := ((DF u)−1ΦΨ)
T (1, 0) = −((∂zΦ)−1∂θΦ B−1)T (1, 0).
As B = 1 + O(ε), what (1.26) tells us is that Υ̃ and Υ differ by a
close-to-identity transformation plus a rank-one correction. Hence, we
infer the following:
12 1. Main Concepts and Results
Proposition 1.6. Suppose either Υ or Υ̃ is invertible with an in-
verse of O(ε−1). Then, for small ε, also the other matrix is invertible,
and
det Υ̃ = (1 +O(ε)) det Υ.
Proof. If M is an invertible matrix and ũ := M−1u,
det (M + uvT ) = detM det (
 
+ ũvT ) = (1 + vTM−1u) detM,
where the last equality follows from the trace–log formula and using
the identity tr (ũvT ) = vT ũ with the Taylor expansion of log(
 
+ ũvT ).
Last, in (1.26), both u and v are O(ε), such that vTM−1u = O(ε). 
In the sense of Proposition 1.6, studying Υ and Υ̃ are equivalent
tasks. We choose Υ due to reasons to become clear later on, while
other authors—see in particular [GGM99]—have favored Υ̃. With-
out going into the details, let us mention here, however, that it seems
that the perturbation expansion of Υ̃ with respect to ε, for which pur-
pose the Poincaré section {(φ, ψ) = (0, ψ)} is the natural one, results
in somewhat tidier expressions than those due to Υ on the section
{(z, θ) = (1, θ)}.
Theorem 2 (Homoclinic splitting). Denote ∆ = Y uΨ−Y sΨ, such that
the splitting matrix reads Υ = ∂θ∆(1, 0). If ψ 7→ f( · , ψ) is a trigono-
metric polynomial, then for each t ∈ R there exist positive constants
C, c, and p, such that the exponentially small upper bound
|∂θ∆(eγt, ωt)| ≤ C|ε|g−pe−cg
−1/(ν+1)
,
where ν is the Diophantine exponent, holds.
Why study the d × d matrix Υ instead of the full Jacobi matrix
D(Y u − Y s)(1, 0) when measuring transversality of the homoclinic in-
tersection Wsλ ∩ Wuλ? Because the latter is singular. In order to see
this, first notice that defining





allows us to write the restriction of the Hamiltonian to the unstable
manifold as
Hu(z, θ) ≡ (f̄ ◦ F u +G ◦ LF u)(z, θ).
Moreover, the constancy of energy along trajectories, LH = 0, implies
Hu(z, θ) ≡ Hu(zeγt, θ+ωt) ∼ Hu(0, θ+ωt) ≡ Hu(0, 0) (t→ −∞),
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where the last equality follows from nonresonance of ω. Hence,
0 = DHu = (∂G ◦ LF u)D(LF u) + (∂f̄ ◦ F u)DF u.
Since D(LF u) = DY u, subtracting the corresponding identity for Hs
and recalling (1.24), we have
[D(Y u − Y s)(1, 0)]T V = 0, V := Y s,u(1, 0) + (0, ω)T ,
which simply means that the splitting vanishes in the direction of the
homoclinic trajectory. The author is grateful to Dr Mischa Rudnev for
pointing this out. For further motivation, see item R1 of Appendix R






ue to (1.20), we may concentrate on studying the unstable
manifold, as the considerations presented below hold for the
stable one by a straightforward change of notation. Through-
out this chapter, and the ones that follow, the symbol C will stand for
a generic constant that may vary from one place to another.
It turns out that solving (1.11) is easy except for X(0, θ) and
∂zX(0, θ), i.e., the invariant torus and the linearization of the unsta-
ble manifold around it. Namely, these problems involve the notorious
small denominators of the Kolmogorov–Arnold–Moser (KAM) Theory.
The perturbed tori will be found by looking for solutions having
the general form
φ(t) = Φ0(ωt), ψ(t) = ωt+ Ψ0(ωt),
with Φ0 : Td → R and Ψ0 : Td → Rd satisfying the “t → −∞ asymp-
totics”
D2Φ0(θ) = g2 sin Φ0(θ) + λ ∂φf(Φ0(θ), θ + Ψ0(θ)) (2.1)
D2Ψ0(θ) = λ ∂ψf(Φ0(θ), θ + Ψ0(θ)) (2.2)
obtained from equation (1.11) by putting z = 0 and D = ω · ∂θ. Note
that if X0 = (Φ0,Ψ0) is a solution to equations (2.1) and (2.2), then so
is
σβX0(θ) := (Φ0(θ + β),Ψ0(θ + β) + β)
for β ∈ Td.
This paragraph tries to briefly convince the reader of the (reason-
able!) idea that studying the asymptotics of a solution to the general
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problem (1.11) naturally reduces to studying a solution of the asymp-
totic problem (2.1)–(2.2). Imagine for a while that we could solve the
general equation (1.11) on [0, z0] × Td. Then, by the scaling invari-
ance with respect to the variable z spelled out in (1.16), the function
X0,0(z, θ) ≡ X(0, θ) will also be a solution. But plugging this “past
time asymptotic” of X into (1.11), the equation itself reduces to its
asymptotic form.
2.1. Spaces of analytic functions
Let us define the spaces we shall be working in. As linear subspaces of
`1, the Banach spaces
BΦσ :=
{
















for any σ ≥ 0, have the advantage that Fourier analysis on their el-
ements is convenient. Furthermore, we are trying to find a solution
X = (Φ,Ψ) analytic on the torus, and, for a suitably small σ, such a
function belongs to BΦσ × BΨσ because of the exponential decay of its
Fourier coefficients; |X̂(q)| < Ce−σ|q| with some positive constant C.
Indeed, if σ > 0, the spaces above comprise precisely those functions on
the torus that admit an analytic extension to the “strip” |=m θ| < σ.
We will occasionally write Bσ when referring to both BΦσ and BΨσ , or
when it makes no particular difference which of these two is in question.
Example 2.1 (Analytic extension of f). Consider the perturbation
(φ, ψ) 7→ f(φ, ψ) in the Hamiltonian H given in (1.1). It is analytic
on the compact set S1×Td, and by Abel’s Lemma (multivariate power
series converge on polydisks), it extends to an analytic map on a “strip”
|=mφ|, |=mψ| ≤ η (η > 0) around S1 × Td.
Of course, as our analysis proceeds, f will appear all over the place.
This, in turn, dictates the analyticity properties of a plethora of maps,
in practice introducing the constraint σ ≤ η for the spaces Bσ.
Notice the natural embeddings
Bσ+α ⊂ Bσ,
for α ≥ 0, due to the inequality
‖ · ‖σ ≤ ‖ · ‖σ+α. (2.3)
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Consider the linear operator τβ : Bσ+α → Bσ defined through set-
ting τ̂βX(q) = e
iq·βX̂(q), with β ∈ Cd. It the imaginary part of β is








whenever |=m β| ≤ α, meaning ‖τβ‖L(Bσ+α;Bσ) ≤ 1. The realization of
τβ in terms of the variable θ is, of course, just the translation Ψ(θ) 7→
Ψ(θ+β). τβ will serve as a useful device in encoding the real-analyticity
of f as an algebraic property into the Fourier series of certain other
functions. This is due to the the fact that exponential smallness of
|X̂(q)| in q implies real-analyticity of a function X on the torus, and
vice versa.





∣∣∣ |A(z1, . . . , zn)| ≤M |z1| . . . |zn| ∀ zi ∈ Cd+1
}
they form the Banach space L(n(Cd+1);C); see [Cha85].
2.2. Past and future asymptotics of the
solution in the perturbed case
This section discusses the t→ ±∞ asymptotics of the general solution
X. In these limits the motion settles onto the “distorted version” Tλ of
the invariant torus T0 with the pendulum seizing to swing, but wiggling
quasiperiodically about its unstable equilibrium.
Theorem 2.2. Under the assumptions of Theorem 1, there exist
positive numbers r and ε0 such that, for (ε, g) ∈ D, equations (2.1)
and (2.2) have a unique solution X0 = (Φ0,Ψ0) in the class of those
real-analytic functions of θ ∈ Td that satisfy ‖Ψ0‖`1 < r and 〈Ψ0〉 = 0
(zero average). The function X0, defined on {|=m θ| ≤ σ}×D for some
σ > 0, is analytic and uniformly bounded by (C|ε|, Cg2|ε|). Moreover,
it is R × Rd-valued on Td for ε real. Any solution X ′0 = (Φ′0,Ψ′0) with
〈Ψ′0〉 = β ∈ Rd and ‖Ψ′0 − β‖`1 < r must be the one given by
X ′0(θ) ≡ X(θ + β) + (0, β).
Remark 2.3. Remark 1.3 below Theorem 1 holds true. Recall that
we have defined ε := λg−2 in (1.14) and the domain D in (1.15). This
is a version of the KAM Theorem. Notice that X0 ∈ BΦσ × BΨσ .
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Proof. The proof is a reduction to the one given in [BGK99]. Here
we systematically omit the subindex 0 of Φ0, Ψ0, and X0. Let us
concentrate on the pendulum part, equation (2.1), first. We expect
Φ to be close to its unperturbed value, zero, and it pays to cancel the
leading term of g2 sin Φ(θ) on the right-hand side by subtracting g2Φ(θ)
from both sides. We then have
(D2 − g2)Φ = U(Φ,Ψ) =: U(X) (2.4)
with
U(X)(θ) := g2(sin Φ(θ)− Φ(θ)) + λ ∂φf(Φ(θ), θ + Ψ(θ)). (2.5)
Pay attention to the fact that U(X)(θ) depends locally on X—
only through X(θ), that is. Abusing notation, we shall use U(X)(θ),
U(X, θ), U(X(θ), θ), etc., in the same meaning, whichever is the most
convenient form. Now, U(χ, θ) is analytic in the vector argument χ =
(χφ, χψ) in the region |χφ|, |χψ| ≤ η, where η > 0 depends on the
analyticity domain of f . The reader may consult Example 2.1 on page
18 for the definition of the number η.

















i qi DnU(0, θ) (X̂(q1), . . . , X̂(qn)),
(2.6)
where DnU(0, θ) ∈ L(n(Cd+1);C) is the nth Fréchet derivative of the
map U( · , θ) : Cd+1 → C : χ 7→ U(χ, θ).
The map θ 7→ Un(θ) := 1n!DnU(0, θ) is analytic in the same domain


















DnU(0, θ) dθ (2.7)
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in L(n(Cd+1);C). Using this notation, we translate (2.6) into the
Fourier language;








qi) (X̂(q1), . . . , X̂(qn))
(2.8)
The representation of Û(X̂, q) in equation (2.8) is a power series
in X̂, converging whenever X̂ is sufficiently close to zero. Namely, we
have
Lemma 2.4. The multilinear maps un(q) obey the bound
‖un(q)‖L(n(Cd+1);C) ≤ Cg2(r30 + |ε|)r−n0 e−ρ|q|, (2.9)
where ρ and r0 are any positive numbers satisfying ρ + r0 ≤ η, η > 0
being the width of the analyticity domain of f in Example 2.1.
The proof of Lemma 2.4 is straightforward, but, for the sake of
continuity, is given in Section 2.3 below.
Considering the closed origin-centered balls of radius r < r0/2 in BΦσ
and BΨσ —B̄Φσ,r and B̄Ψσ,r, respectively—we next study Uβ : B̄Φσ,r×B̄Ψσ,r →
BΦσ : (Φ,Ψ) 7→ τβU(τ−βΦ, τ−βΨ). By equation (2.5),
Uβ(Φ(θ),Ψ(θ), θ) = U(Φ(θ), θ + β + Ψ(θ)), (2.10)
when β ∈ Rd. The right-hand side is analytic in β, and extends to
|=m β| + σ + r < η through the same expression, leaving Uβ analytic
with respect to X.
More quantitatively, one checks using the bound (2.9) of Lemma 2.4
that the power series








i qi) un(q −
n∑
i=0
qi) (X̂(q1), . . . , X̂(qn)),
(2.11)
converges uniformly with respect to X and β, even if the latter has
a small imaginary part. We now prove all this, remarking that the
sole purpose of equation (2.10) was to clarify that, by introducing an
imaginary β into Uβ(X), we are not force-feeding an imaginary argu-
ment to X, owing to the locality U(X, θ) = U(X(θ), θ) and contrary to
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what the expression Uβ(X) = τβU(τ−βX) might at first sight suggest.










i qi) un(q −
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i=0
























































e(|=mβ|+σ−ρ)|q| r−n0 ‖X‖nσ ≤ Cg2(r30 + |ε|),








Thus, fixing r = r0/3, say, we obtain
sup
X∈B̄Φσ,r×B̄Ψσ,r
‖Uβ(X)‖σ ≤ Cg2(r3 + |ε|) (2.12)
whenever
|=m β|+ σ < ρ ≤ η − 3r. (2.13)
Lemma 2.5. Suppose (2.13) holds, and Ψ ∈ B̄Ψσ,r. Then, for r and
ε0 small enough,
(D2 − g2)Φ = Uβ(Φ,Ψ)
has a solution Φβ(Ψ) ∈ B̄Φσ,r, real-valued provided β, ε, and Ψ are,
and there are no other solutions in the `1-ball B̄Φ0,r ⊃ B̄Φσ,r. In fact,
Φβ(Ψ) = τβΦ0(τ−βΨ). The map Ψ 7→ Φβ(Ψ) is analytic on B̄Ψσ,r. Φβ(Ψ)
also depends analytically on β as well as on (ε, g) ∈ D (see (1.15)), and
obeys the bound
‖Φβ(Ψ)‖σ ≤ C|ε| (2.14)
uniformly in Ψ, β, and g.
Remark 2.6. The smallness condition is C(r3 + ε0) ≤ r, where C is
the same constant as in (2.12) and contains the norm of the perturba-
tion f .
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The standard but lengthy proof of Lemma 2.5 may be found in
Section 2.3.
Let us come back to equation (2.2), whose right-hand side may now
be written solely in terms of Ψ ∈ B̄Ψσ,r, amounting to
D2Ψ = V (Ψ) (2.15)
with V (Ψ)(θ) ≡ λ ∂ψf(Φ(Ψ)(θ), θ + Ψ(θ)). Consider then Vβ(Ψ) :=
τβV (τ−βΨ). By Lemma 2.5, it reads
Vβ(Ψ)(θ) ≡ V (τ−βΨ)(θ + β) ≡ λ ∂ψf(Φβ(Ψ)(θ), θ + β + Ψ)
and is analytic in the domain
B̄Ψσ,r ×D × {|=m θ| ≤ σ} × {|=m β| < ρ− σ} (2.16)
with the uniform bound
‖Vβ(Ψ)‖σ ≤ sup
|=mφ|,|=mψ|≤η
|λ ∂ψf(φ, ψ)| ≤ Cg2|ε|,
provided C|ε| ≤ η (see (2.14)).
Equation (2.15) is the variational equation corresponding to the
action functional




given by the integrand
s(Ψ, θ) = 1
2
(ΦD2Φ + Ψ · D2Ψ) + g2 cos Φ− λf(Φ, θ + Ψ),
where Φ = Φ(Ψ). S is invariant under the Td-action Ψ(θ) 7→ Ψβ(θ) :=










dθ (i = 1, . . . , d) (2.17)
of the symmetry in the functional derivative notation. In fact,
δS(Ψ)
δΨ(θ)
= (D2Ψ− V (Ψ))(θ).
Integrating by parts three times one sees that∫
Td
Ψ(θ) · ∂θiD2Ψ(θ) dθ = −
∫
Td
Ψ(θ) · ∂θiD2Ψ(θ) dθ = 0.
The general identity (2.17) therefore reduces to the identity∫
Td
V i(Ψ, θ) dθ =
∫
Td
Ψ(θ) · ∂θiV (Ψ, θ) dθ (2.18)
for the map V .
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In conclusion, we have the KAM-type small denominator problem
(2.15) with Vβ(Ψ, θ) analytic in the domain (2.16) and bounded there by
C|λ|, together with the Ward identity (2.18) stemming from a transla-
tion symmetry of the action that generates the equation. Furthermore,
Vβ(Ψ, θ) is real-valued whenever β, ε, and Ψ are. For 0 < σ < ρ—so
that we may choose =m β 6= 0—this is precisely the setup in [BGK99],
where the authors devise a method for dealing with such problems
using a Renormalization approach.
The subtle analysis in [BGK99] yields a unique solution Ψ ∈ B̄Ψσ,r
to (2.15) with zero average and analytic in (ε, g) ∈ D. The inevitable
loss of analyticity takes place in the domain of β. The map θ 7→ Ψ(θ)
is Rd-valued on the torus for real ε and satisfies ‖Ψ‖σ ≤ C|λ| = Cg2|ε|.
Here it could appear strange to the reader that Ψ should vanish in the
limit g → 0. But it is not, since we had to impose that λg−2 = ε is
small in order to guarantee that V (Ψ)—with Φ(Ψ) of the order of ε
in it—is well-defined. In other words, when g is small, the coupling
constant λ is also small.
Denote by Ψn, n ∈ Z+, the unique solution to (2.15) in the ball
B̄Ψσ/n,r. Since B̄
Ψ
σ,r ⊂ B̄Ψσ/n,r, Ψ has to coincide with Ψn. Hence, Ψ is





Ψ : Td → Rd
∣∣∣ Ψ real-analytic and ‖Ψ‖`1 < r
}
.
Indeed, assuming the map θ 7→ Ψ(θ) is real-analytic, ‖Ψ‖σ/n < ∞ for
some n, and we have that ‖Ψ‖σ/n ↘ ‖Ψ‖0 ≡ ‖Ψ‖`1 as n → ∞. Thus,
if ‖Ψ‖`1 < r, we gather that ‖Ψ‖σ/n < r for sufficiently large values of
n.
Finally, let us demonstrate the translation property. Suppose then
that (Φβ, Ψ̄β) ∈ B̄Φσ,r × B̄Ψσ,r and that (Φβ,Ψβ) := (Φβ, Ψ̄β + β) solves
the system (2.1)-(2.2). Then (Φ,Ψ) := (τ−βΦβ, τ−βΨ̄β) ∈ B̄Φσ,r × B̄Ψσ,r
solves it as well, and we must have
(Φβ,Ψβ) = (τβΦ, τβΨ + β)
by Lemma 2.5. 
2.3. Proofs of Lemmata 2.4 and 2.5
In order to season Chapter 2 with its fair share of technical flavor, we
now set about to validate the accessories used in the proof of Theo-
rem 2.2.
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Proof of Lemma 2.4. Write ‖ · ‖ = ‖ · ‖L(n(Cd+1);C) for short. From















‖DnU(0, θ + iβ)‖,
for β ∈ Rd and |β| ≤ η. Take 0 < ρ < η and choose β = −ρq/|q|. We
compute the standard norm of n-homogeneous polynomials,
‖DnU(0, θ + iβ)‖Pn(Cd+1;C) := sup
|z|≤1
|DnU(0, θ + iβ) (z, . . . , z)|,







U(ζz, θ + iβ) dζ
ζn+1




|U(ζz, θ + iβ)|.
Here D(0, r0) is the origin-centered circle of radius r0 in the complex
plane, with the constraint r0 + ρ ≤ η. For |z| ≤ r and |=m θ| ≤ ρ we
estimate
|U(z, θ)| ≤ Cg2(r30 + |ε|);
see equation (2.5). Here we have singled out λg−2 = ε, and C is inde-
pendent of g. We stress that U(z, θ) simply stands for the expression
obtained from the expression of U(X, θ) in (2.5) by replacing X(θ) by
z ∈ Cd+1.
Symmetric multilinear maps are fully determined by their diagonal—
the corresponding homogeneous polynomial, that is—which is explic-
itly confirmed by the Polarization Formula stated and proven, e.g., in
the (horribly expensive) texts [Cha85, Din99]. Hence, in order to ob-
tain the estimate in (2.9), we multiply the corresponding polynomial
estimate by the factor nn/n!, which, by Stirling’s Formula, behaves
asymptotically as en/
√
2πn and may be absorbed into ρ and C. 
Proof of Lemma 2.5. The proof is a simple application of the Ba-
nach Fixed Point Theorem. We establish that, for a fixed Ψ ∈ B̄Ψσ,r, the
operator F given by the formula F (Φ) := (D2 − g2)−1Uβ(Φ,Ψ) maps
B̄Φσ,r into itself and is a (strong) contraction there. The latter will hold,
provided (2.13), when r and ε are taken small. The rest will follow
from this.
We first observe that (D2 − g2)−1 is a linear operator bounded in
norm by g−2. Then, using the bound (2.12), compute
‖F (Φ)‖σ ≤ g−2‖Uβ(Φ,Ψ)‖σ ≤ C(r3 + |ε|) ≤ r
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for sufficiently small r and ε, which means that F (B̄Φσ,r) ⊂ B̄Φσ,r.
To prove contractiveness, take Φ1,Φ2 ∈ B̄Φσ,r, and establish ‖F (Φ1)−
F (Φ2)‖σ ≤ µ ‖Φ1 − Φ2‖σ with µ = µ(r, ε) < 1 for sufficiently small λ
and r (i.e., ρ). The actual computation resembles estimating the norm
of Uβ in the proof of Theorem 2.2, and is therefore omitted. The exis-
tence and uniqueness of the solution Φ(Ψ, β) ∈ B̄Φσ,r now follow.
For β, ε, and Ψ real, F maps the closed subset of real-valued func-
tions Φ ∈ B̄Φσ,r into itself and is a contraction there, so Φ(Ψ, β) is
real-valued by uniqueness.
The operator F depends analytically on the parameter Ψ in B̄Ψσ,r.
Consider the sequence
0, F (0), F 2(0), F 3(0), . . .
of successive substitutions. Each element F k(0) is analytic in Ψ ∈ B̄Ψσ,r.
Furthermore, the Banach Fixed Point Theorem guarantees that such a
sequence converges to the fixed point Φ(Ψ, β) in geometric progression;
‖F k(0)− Φ(Ψ, β)‖σ ≤
µn
1− µ ‖F (0)‖σ <
rµn
1− µ.
Consequently, Φ(Ψ, β) is the uniform limit of a sequence of analytic
functions, and, as such, analytic itself. The same argument goes for
(ε, g) ∈ D (see (1.15)), as well as for β in the domain specified by
(2.13).
Let us denote Φ(Ψ) = Φ(Ψ, 0). If Ψ ∈ B̄Ψσ,r, then τ−βΨ ∈ B̄Ψσ/2,r,
such that Φ = Φ(τ−βΨ) is the unique element in B̄Φσ/2,r solving Φ =
(D2 − g2)−1U(Φ, τ−βΨ). The diagonality of τβ and D yields
Φβ(Ψ) = (D2 − g2)−1Uβ(Φβ(Ψ),Ψ),
where Φβ(Ψ) = τβΦ(τ−βΨ) ∈ B̄Φ0,r. But, in view of (2.3), the ball
B̄Ψσ,r—containing Ψ—is a subset of B̄
Ψ
0,r, and Φ = Φ(Ψ, β) is the unique
element in B̄Φ0,r solving Φ = (D2 − g2)−1Uβ(Φ,Ψ). Thus, regarded as
elements of B̄Φ0,r, the maps Φ(Ψ, β) and Φβ(Ψ) coincide. On the other
hand, Φ(Ψ, β) ∈ B̄Φσ,r, because Ψ ∈ B̄Ψσ,r.
In conclusion, given Ψ ∈ B̄Ψσ,r, the map Φ = Φβ(Ψ) ∈ B̄Φσ,r is the
unique solution to the equation Φ = (D2−g2)−1Uβ(Φ,Ψ) even in B̄Φ0,r ⊃
B̄Φσ,r.
A priori, we know that ‖Φβ(Ψ)‖σ = ‖F (Φβ(Ψ))‖σ ≤ r. On the
other hand, we know that Φβ(Ψ)|ε=0 = 0 by uniqueness, since Φ = 0
solves the equation Φ = F (Φ)|ε=0 = (D2 − g2)−1g2(sin Φ − Φ). Thus,
Φβ(Ψ) is of first order in ε = λg
−2 by analyticity, and uniformly





n this chapter we study the motion in the immediate vicinity
of the invariant manifold (“torus”) Tλ corresponding to the
solution X0(θ) of Theorem 2.2. To that end, suppose X(z, θ)
is an analytic solution to equation (1.11) withX(0, θ) = X0(θ). Writing
X1(θ) := ∂zX(0, θ), the linearization X1 should satisfy the equation
(D + γ)2X1 = DΩ(X0)X1, (3.1)
where DΩ(X0)X1 is the Fréchet derivative of Ω at X0, acting on X1.
This follows from operating by ∂z|z=0 on both sides of (1.11); the case
of the left-hand side is straightforward elaboration, while that of the
right-hand side is a consequence of the chain rule after observing that
Ω(X)(z, θ) depends on z only through X evaluated at (z, θ).
The trivial solution X1 ≡ 0 to the linear equation (3.1) has physical
relevance. Its existence merely reflects the fact that, once on it, the
motion is “unwilling” to leave the invariant manifold Tλ. In fact, if
X1 = 0, we must take Φ
0 = 0 (instead of 4 arctan) in order to stay on
the separatrix of the pendulum, which—after some thought—amounts
to X = X0.
Note that (3.1) is a problem of “eigenvalue type”; recalling γ|ε=0 =
g, we will strive to choose γ = γ(ε, g) in a g-dependent neighbourhood,
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say
|γ − g| < g/2, (3.2)
of its unperturbed value g, such that (3.1) has a nontrivial solution.
That we succeed is the content of Theorem 3.4 below and indeed the
main result of this chapter. Consequently, our γ will depend analyti-
cally on ε, nicely controlled by |γ − g| < Cg|ε|.
The subtlety of proving Theorem 3.4 lies in solving a small de-
nominator problem that emerges in the process. We go about dealing
with this dilemma using a Renormalization Group method, treating
such small denominators scale by scale. Here we follow the framework
of [BGK99], albeit the technical setup below is very different—and
fortunately much less complicated.
We wish to study the components of X1 = (Φ1,Ψ1) separately on
the left-hand side of (3.1). To do this, we cast the whole equation in
matrix form by expressing the Fréchet derivative on the right-hand side
in terms of the corresponding Jacobian matrix.
First, view the map X 7→ Ω(X) as the map that takes (Φ,Ψ)
to (ΩΦ(Φ,Ψ),ΩΨ(Φ,Ψ)) with the components ΩΦ(Φ,Ψ) = g
2 sin Φ +
λ ∂φf(Φ, θ + Ψ) and ΩΨ(Φ,Ψ) = λ ∂ψf(Φ, θ + Ψ). Then we split D =















In each entry, fa,b stands for the matrix λ(∂b∂af)(Φ0, θ + Ψ0).
Remark 3.1. The upper left corner of DΩ(X0), expressing in (3.3)
the “coupling” of the pendulum part Φ1 to itself, dominates. Indeed,
using the expansion cos Φ0 = 1 + O(Φ20), the bound ‖Φ0‖σ ≤ C|ε|












the matrix εA plays the role of a small perturbation.
From (3.3) we get for Ψ1 the equation
Ψ1 =
[
(D + γ)2 − λfψ,ψ
]−1
(λfψ,φΦ1) =: JΦ1, (3.4)
Here J is a well-defined bounded linear operator from BΦσ to BΨσ , pro-
vided that ε0 is small. Checking this is straightforward implementation
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of Neumann series and the fact that the operator (D + γ)−2 has the
diagonal kernel
(D + γ)−2(p, q) = δp,q(iω · q + γ)−2, p, q ∈ Zd, (3.5)
in the Fourier language. By going through the details, one obtains the
bound
‖J‖L(BΦσ ;BΨσ ) ≤ C|ε| (3.6)
for the operator norm of J , after using (3.2).
Remark 3.2. The definition of J is an instance where demanding
smallness of λg−2 is natural, indeed necessary, as was discussed in the
context of introducing the scaled perturbation parameter ε = λg−2 in
(1.14).
Consequently, using (3.4), we get for Φ1 the equation
[(D + γ)2 − g2]Φ1 = g2(cos Φ0 − 1)Φ1 + λfφ,φΦ1 + λfφ,ψJΦ1 =: HΦ1.
(3.7)
A word of motivation for subtracting g2Φ1 from both sides above seems
appropriate. Φ0|ε=0 = 0 by Lemma 2.5. Therefore H|ε=0 = 0, and
Φ1|ε=0 = 4 (recall that Φ0(z) = 4 arctan z) is a physically motivated
nontrivial solution to (3.7). In other words, the differential operator
(D + g)2 − g2 is singular. On the other hand, when ε 6= 0 is small, we
know that Φ0 remains close to zero, making the whole right-hand side
in (3.7) small. We then hope to find a Lyapunov exponent γ, close to
g, such that (D + γ)2 − g2 − H stays singular and the equation still
admits a nontrivial solution close to the constant function 4.
It follows from (3.6) that the operator H appearing in (3.7), which
lies in L(BΦσ ) ≡ L(BΦσ ;BΦσ ), has the useful properties summarized below.
The proof, which is hardly from The Book 1, comprises Section 3.1 and
can be skipped by the reader without future damage.
Lemma 3.3. Denote the kernel of H ∈ L(BΦσ ) by H(p, q), (p, q) ∈
Zd × Zd. For |=mκ| ≤ g/3, there exists an operator H(κ) ∈ L(BΦσ )
related to H by
(tsH)(p, q) := H(p+ s, q + s) = H(ω · s; p, q), s ∈ Zd.
Let 0 < σ′ < σ. The kernel H(κ; p, q) is analytic on
{
(κ, ε, g, γ)
∣∣ |=mκ| ≤ g/3, (ε, g) ∈ D, |γ − g| < g/2
}
1Paul Erdös spoke of The Book, in which God had written down the most
elegant proofs for mathematical theorems. He himself doubted the existence of God,
whom he called the Supreme Fascist and accused of hiding his socks, Hungarian
passports, and the best equations. Liberally quoted from [Wik06].
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and it satisfies the bound
|H(κ; p, q)| ≤ Cg2|ε| e−σ′|p−q|
with C = C(σ′). As for the κ-derivatives,







1− 2|γ − g|/g .
3.1. Proof of Lemma 3.3
Proof. To simplify notations, we decompose
H = H1 +H2 with H2 = λfφ,ψJ.
Let Φ and Ψ be arbitrary functions in their “customary” function
spaces BΦσ and BΨσ , respectively.
H1 acts as ordinary multiplication: H1Φ(θ) = H1(θ)Φ(θ) with
H1(θ) ∈ C. The map θ 7→ H1(θ) is in L2(Td), due to its real-analyticity.
Thus, Fourier transforms make perfect sense, and we write Ĥ1 for the
transform of the latter map. Denoting a kernel element of the operator
H1 by H1(p, q), we may write the identity
∑
q∈Zd
H1(p, q)Φ̂(q) = Ĥ1Φ(p) =
∑
q∈Zd
Ĥ1(p− q)Φ̂(q), p ∈ Zd,
or
H1(p, q) ≡ Ĥ1(p− q).
We gather that the all-important translation invariance
tsH1 = H1 (3.8)
holds, and that the kernel of H1 satisfies
|H1(p, q)| ≤ C|λ| e−σ|p−q|, p, q ∈ Zd.
Here σ > 0 is the width of the analyticity strip around the real Td of
the map θ 7→ H1(θ), i.e., of X0. Since, by Theorem 2.2, X0 is analytic
with respect to (ε, g) ∈ D, so is H1(p, q).
Observe that the expression defining J in (3.4) may be cast as
JΦ =
[   − (D + γ)−2(λfψ,ψ)
]−1
(D + γ)−2(λfψ,φΦ) = BΛOΦ,
where B, Λ, and O stand for [
  − (D + γ)−2(λfψ,ψ)]−1, (D+ γ)−2, and
λfψ,φ, respectively. Assuming each index a and b in fa,b stands either for
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φ or ψ, the reader should bear in mind that fa,b refers to the multiplica-
tion operator corresponding to the Jacobian matrix (∂b∂af)(Φ0, θ+Ψ0).
The Fourier kernel of this multiplication operator reads
fa,b(p, q) = f̂a,b(p− q), (3.9)
whence the translation invariance identity
tsfa,b = fa,b (3.10)
readily follows.





B(p, r)Λ(r)O(r, q), p, q ∈ Zd, (3.11)
of J . We shall also need the “shifted version” of Λ(q),
Λ(κ; q) := (iω · q + iκ+ γ)−2, κ ∈ C. (3.12)
It is related to Λ(q) by the property
tsΛ(q) = Λ(ω · s; q). (3.13)
Further, Λ(κ; q) is analytic on {κ | |=mκ| ≤ g/3}×{γ | |γ− g| < g/2}
and satisfies
|Λ(κ; q)| ≤ 36g−2. (3.14)
Equation (3.14) also means that the operator Λ(κ) corresponding
to the kernel in (3.12) belongs to L(Bσ) with ‖Λ(κ)‖σ;σ ≤ 36g−2. As










|f̂a,b(q − p)|eσ|q−p| = ‖fa,b‖σ
show that B,O ∈ L(Bσ).
As in the case of H1, O acts as multiplication by a real-analytic
function whose modulus is bounded by C|λ|. Thus, we estimate
|O(p, q)| ≤ C|λ| e−σ|p−q| and |Λ(p)O(p, q)| ≤ C|ε| e−σ|p−q|. (3.15)
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The equalities here need an argument, since both involve changing the
order of integration or, summation. We go about giving such arguments


























such that the first equality in (3.17) holds true. As for the second












The expression of Bk contains k−1 products of the operator λΛfψ,ψ
with itself, which appear as convolutions in terms of Fourier transforms.
Explicitly, cf. (3.9),





Λ(p)f̂ψ,ψ(p− q1) Λ(q1)f̂ψ,ψ(q1 − q2) · · ·
· · ·Λ(qk−1)f̂ψ,ψ(qk−1 − q). (3.18)
Using the bound |Λ(p)f̂ψ,ψ(q)| ≤ Cg−2 e−σ|q| together with
e−σ(|p−q1|+···+|qk−1−q|) ≤ e−σ′|p−q|e−(σ−σ′)(|p−q1|+···+|qk−1−q|) (3.19)



















Thus, choosing ε appropriately small we make the geometric series
arising in (3.17) convergent and obtain
|B(p, q)| ≤ C e−σ′|p−q|, p, q ∈ Zd.
Using the latter with (3.15) in (3.11) leads to
|J(p, q)| ≤ C|ε| e−σ′|p−q|, p, q ∈ Zd.
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Finally, H2(p, q) = λ
∑
r∈Zd f̂φ,ψ(p− r)J(r, q) implies
|H2(p, q)| ≤ Cg2|ε|2e−σ
′|p−q|, p, q ∈ Zd. (3.20)
Exploiting (3.10), we compute
tsH2 = λ ts(fφ,ψJ) = λ fφ,ψ tsJ = λ fφ,ψ (tsB)(tsΛ)O. (3.21)




k = λk [(tsΛ)fψ,ψ]
k = λk [Λ(ω · s)fψ,ψ]k
making use of (3.13). Looking at (3.18), this implies that s appears in
the expression of (tsBk)(p, q) only in the factors of the form Λ(r+ s) =
(iω · (r+ s) + γ)−2. Thus, (tsBk)(p, q) depends on s only through ω · s.
Moreover, the dependence on ω · s is analytic in a neighbourhood of
the real line, as is clarified in the paragraph below.
Consider the shifted quantity





Λ(κ; p)f̂ψ,ψ(p− q1) Λ(κ; q1)f̂ψ,ψ(q1 − q2) · · ·
· · ·Λ(κ; qk−1)f̂ψ,ψ(qk−1 − q),
which for κ = ω · s becomes (tsBk)(p, q). The summand above is
analytic on
Dg := {ε | |ε| < ε0} × {κ | |=mκ| ≤ g/3} × {γ | |γ − g| < g/2},
and the sum converges uniformly, as is readily observed after recalling
the bound (3.14) on Λ(κ; q) and looking at the estimation of |Bk(p, q)|
on page 32. Thus, Bk(κ; p, q) is analytic. But the Neumann series∑∞
k=0 Bk(κ; p, q) also converges uniformly, making the limit B(κ; p, q)
analytic on Dg. Evidently,
(tsB)(p, q) = B(ω · s; p, q).
We now extend the definition of H2 by
H2(κ; p, q) := λ
∑
q1,q2∈Zd
f̂φ,ψ(p− q1)B(κ; q1, q2)Λ(κ; q2)O(q2, q),
motivated by equation (3.21). Using (3.14), a straightforward compu-
tation shows that also H2(κ; p, q) obeys an estimate of the form (3.20)
and that the convergence of the sum over q1 and q2 above is uniform
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on Dg. Hence, H2(κ; p, q) is an analytic function on the latter region.
Further,
(tsH2)(p, q) = H2(ω · s; p, q).
Recalling the translation invariance (3.8) of H1, the operator H =
H1 +H2 inherits all the features of H2 discussed in the previous para-
graph.
The bound on the derivative H (k)(κ; p, q) is achieved by a Cauchy
estimate. To that end, one observes
H ′(κ) = H ′2(κ)
and uses the bound (3.20) on Dg. Similarly, ∂H/∂γ = ∂H2/∂γ, and we
get the bound on ∂H(0; 0, 0)/∂γ appearing in the formulation of the
lemma.
All the estimates in the present proof are independent of the actual
value of g, as long as 0 < g < g0, except for explicit appearances of g in





(κ, ε, g, γ)
∣∣ |=mκ| ≤
g/3, (ε, g) ∈ D, |γ − g| < g/2
}
. 
3.2. Local invariant manifolds:
rudiments of renormalization
We now proceed to stating the main theorem of this chapter, discussing
the linearization X1. The proof of our result is based on an engrossing
Renormalization Group (RG) technique whose elements we lay down
here.
The main purpose of this section is to convey the central RG ideas
employed to the reader. Indeed, only after a rather heuristic discussion
will all the necessary technical aspects be sorted out with full rigor in
Sections 3.3–3.4. The latter step crucially involves making use of the
elementary observations of Lemma 3.3.
Theorem 3.4. Under the assumptions of Theorem 1, there exist a
number ε0 and a map γ = γ(ε, g) on D, analytic in ε, with |γ − g| ≤
Cg|ε|, such that equation (3.1) has a nontrivial solution X1 which is
(1) analytic in |ε| < ε0 and
(2) analytic in θ in a complex neighbourhood U of Td,
and satisfies the physical constraint
Φ1|ε=0 = 4 ≡ 〈Φ1〉.
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Furthermore, it is real-valued if ε and θ are real, and
sup
θ∈U
|Ψ1(θ)| ≤ C|ε| and sup
θ∈U
|Φ1(θ)− 4| ≤ Cg|ε|.
The map γ is independent of 〈Ψ0〉. If X1 and X ′1 correspond to X0 and
X ′0 of Theorem 2.2, respectively, with 〈Ψ0〉 = 0 and 〈Ψ′0〉 = β ∈ Rd,
then
X ′1(θ) ≡ X1(θ + β).
Remark 3.5. We chose the normalization 4, because the function
X0(z, θ) = (4 arctan z, 0) is the physically motivated unperturbed so-
lution (separatrix) and arctan z = z +O(z3). Observe that Ψ1|ε=0 = 0
is automatic by (3.1) and γ|ε=0 = g > 0.
Remark 3.6. The pair (γ,X1) of Theorem 3.4 is unique in the sense
that it is the only one making our construction work, which is mani-
fested by Lemma 3.13 below. However, we do not prove its uniqueness
as far as the properties spelled out above are concerned.
Let us commence sketching the backbone of Theorem 3.4 by recall-
ing equation (3.7):
[(D + γ)2 − g2]Φ1 = HΦ1.
We expand the square and obtain
(D2 + 2γD)Φ1 = (H + g2 − γ2)Φ1. (3.22)
For ε = 0 it is known that
Φ1(θ)|ε=0 = ∂zΦ(0, θ)|ε=0 ≡ ∂zΦ0(0) = 4.
This suggests that, for ε 6= 0 but small, the solution Φ1 should have
values close to the unperturbed value 4. Due to the linearity of (3.22)
such a solution may be normalized as 〈Φ1〉 = 4. Thus, we set
Φ1(θ) = 4 + ξ(θ), (3.23)
where we demand the function ξ : Td → R to vanish on the average,
i.e.,
ξ̂(0) = 0. (3.24)
Plugging (3.23) into (3.22) results in
(D2 + 2γD)ξ = π0(ξ + 4), where π0 := H + g2 − γ2.
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π0(q, p)ξ̂(p) + ρ̂0(q)
]




π0(0, p)ξ̂(p) + ρ̂0(0), (3.26)
where ρ0 is a function defined through its Fourier transform by setting
ρ̂0(q) := 4π0(q, 0). (3.27)
The symbolG(q) stands for the diagonal elementG(q, q) of the operator
G whose Fourier kernel is given by
G(p, q) := δp,q
{
(2iγ ω · q − (ω · q)2)−1 if q ∈ Zd \ {0},
0 if q = 0.
(3.28)
The matter of the fact is that, in terms of our new notations, any
solution ξ of
ξ = G(π0ξ + ρ0) (3.29)
also solves (3.25); only the zero mode constraint (3.24) has been in-
cluded here. After finding such a ξ, we go on to show that it is a
solution to (3.26), as well.
As is apparent from the definition of G, this problem involves ar-
bitrarily small denominators ω · q. Our strategy is to recursively de-
compose G into parts, each of which corresponds to denominators up
to a given order of magnitude. We then end up solving “partial prob-
lems” of (3.29) scale by scale, and show that these solutions converge
to a true solution of (3.29) as the recursion proceeds and smaller and
smaller denominators become dealt with.
Leaving the all-important scaling parameter ℵ ∈ ]0, 1[ to be decided
later2, we shall need the entire functions
χn : C→ C : χn(κ) =
{
e−(ℵ
−nκ)6 if n ∈ Z+,
1 if n = 0.
Their importance lies in the fact that the sequence (χn − χn+1)n∈N of




(χn − χn+1) = 1− χN ↗ 1 pointwise, as N →∞.
Some of the first members of the sequence appear plotted in Figure 1.
2Aleph, ℵ, is the first letter in the Hebrew alphabet.
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Figure 1. Graphs of χn − χn+1 with n = 0, 1, 2, 3, and ℵ = 12 .
The maxima are located roughly at ℵn.
Let us now introduce the diagonal operators Gn and Γn, n ∈ N,
defined by
Gn(q) := χn(ω · q)G(q) and Γn := Gn −Gn+1,
respectively. Observe that G0 = G and Gn(0) = 0. The point here
is that in Γn(q) the functions χn(ω · q) − χn+1(ω · q) act as cutoffs for
the values of ω · q. Each Γn deals with the denominators ω · q that are




Γk = G−Gn (3.30)
gets closer and closer to G as n tends to infinity. Instead of the full
equation (3.29), consider the easier, approximate problem
xn = Γ<n(π0xn + ρ0), (3.31)
obtained by replacing G with Γ<n. It is easier since Γ<n discards the
most dangerous ones of the small denominators. However, its solution
should become a better and better approximation of the solution of
(3.29) with increasing n.
Having G0 = G1 + Γ0, we decompose ξ = ξ1 + η0 and assume that
η0 = η0(ξ1) solves the “large denominator problem”
η0 = Γ0(π0(ξ1 + η0) + ρ0). (3.32)
Then, solving the original problem (3.29) for ξ amounts to solving
ξ1 = G1(π0(ξ1 + η0) + ρ0) (3.33)
for ξ1.
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Assuming
  − Γ0π0 is invertible3 (we shall prove it is, once the
necessary Banach spaces have been defined), we can extract η0 out of
(3.32) and get
η0 = (
  − Γ0π0)−1Γ0(π0ξ1 + ρ0). (3.34)
Therefore, (3.33) transforms into
ξ1 = G1(
  − π0Γ0)−1(π0ξ1 + ρ0)
with the aid of the identities
π0(




  − π0Γ0)−1π0Γ0 = (
  − π0Γ0)−1 −
 
.
Thus, defining the new objects
π1 := (
  − π0Γ0)−1π0 and ρ1 := (
  − π0Γ0)−1ρ0,
we obtain
η0 = Γ0(π1ξ1 + ρ1)
and
ξ1 = G1(π1ξ1 + ρ1). (3.35)
Indeed, equation (3.35) has precisely the same form as the original
problem (3.29) formulated in terms of ξ. Now, relaxing the assumption
that η0 be a priori known, suppose we are able to solve (3.35), and
take (3.34) as the definition of η0, instead. Then the solution of the
full problem is recovered using the simple relation
ξ = ξ1 + η0 = (
  − Γ0π0)−1(ξ1 + Γ0ρ0).
Owing to the aforementioned formal covariance between equations
(3.29) and (3.35), we may iterate the construction above. Thus, in
general, solving
ξn+1 = Gn+1(πn+1ξn+1 + ρn+1) (3.36)
for ξn+1 with the definitions
πn+1 := (
  − πnΓn)−1πn, (3.37)
ρn+1 := (
  − πnΓn)−1ρn, (3.38)
ηn := Γn(πn+1ξn+1 + ρn+1), (3.39)
produces ξn = ξn+1 + ηn, or
ξn = (
  − Γnπn)−1 (ξn+1 + Γnρn) (3.40)
3Think of Γ0 as comprising only large denominators and π0 being proportional
to ε.
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for the solution of ξn = Gn(πnξn + ρn).
Equations (3.40) and (3.38) reveal through
πnξn + ρn = πn
[
(





π0ξ0 + ρ0 = π1ξ1 + ρ1 = · · · = πnξn + ρn = · · · (3.41)
in our construction.
Let us tidy up the notation by giving the definitions
vn(y) ≡ πny + ρn and fn :=
 
+ Γ<nvn with Γ<0 = 0. (3.42)
In particular, (3.41) takes the form vn(ξn) = v0(ξ0). We also set
Ξn(y) ≡ (
  − Γnπn)−1 (y + Γnρn) , (3.43)
such that (3.40) reads ξn = Ξn(ξn+1), and (3.41) reduces to
vn+1 = vn ◦ Ξn. (3.44)
Of course, this is nothing but a convenient way of writing
vn+1 = (
  − πnΓn)−1vn.






fn(Ξn(y)) = Ξn(y) + Γ<nvn(Ξn(y)) = y + Γnvn+1(y) + Γ<nvn(Ξn(y)).
Applying (3.44) on the last term yields
fn+1 = fn ◦ Ξn. (3.46)
Since f0 =
 
, we have the cumulative formula
fn = Ξ0 ◦ Ξ1 ◦ · · · ◦ Ξn−1. (3.47)
Hence, a similar expansion of (3.44) implies
vn = v0 ◦ fn.
Inserting here the definition of fn, we get
vn = v0 ◦ (
 
+ Γ<nvn). (3.48)
Proposition 3.7. Let ξn = Ξn(ξn+1). If ξn+1 satisfies ξn+1 =
Gn+1(πn+1ξn+1 + ρn+1), then ξn satisfies ξn = Gn(πnξn + ρn), and vice
versa.
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Proof. Suppose ξn+1 = Gn+1vn+1(ξn+1). By Gn = Gn+1 + Γn and
(3.44),





But, with the aid of (3.45), this transforms into
(Gnvn −
 
) ◦ Ξn = Gn+1vn+1 −
 
.
As Ξn is invertible with ξn = Ξn(ξn+1), the identity above proves the
claimed formal equivalence of the small denominator problems (3.36),
or Gnvn(ξn) = ξn, with differing indices n. 
Recalling (3.47), we immediately arrive at
Corollary 3.8. If ξn = Gn(πnξn + ρn), then
ξ0 := fn(ξn) = ξn + Γ<nvn(ξn)
solves the complete problem: ξ0 = G0(π0ξ0 + ρ0).
Remark 3.9. The solution ξ0 appearing in the corollary comprises
two terms having clear interpretations. The first term, ξn, solves the
small denominator problem, namely ξn = Gn(πnξn + ρn), at the nth





ηk(ξk+1) with ξk+1 = (Ξk+1 ◦ · · · ◦ Ξn−1) (ξn),
where ηk = ηk(ξk+1) solves the large denominator problem that can be
written as ηk = Γkvk(ξk+1 + ηk).
Finally, we make a crucial observation. If we operate on (3.48) by
Γ<n from the left and set
xn := fn(0) = Γ<nvn(0), (3.49)
we solve the approximate problem (3.31):
xn = Γ<n(π0xn + ρ0).
We shall demonstrate that the approximate solutions xn form a Cauchy




solves the original equation (3.29).
We beg the reader’s pardon as we pass to the following sketchy
paragraph whose sole purpose is motivational. It could be titled “RG
heuristics”, and may be skipped without future damage.
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Think of an abstract map Rn that takes (πn, ρn, Gn) to (πn+1, ρn+1,
Gn+1). The recursion scheme
ξ = G(π0ξ+ρ0)
R07→ ξ1 = G1(π1ξ1 +ρ1) R17→ · · ·
Rn−17→ ξn = Gn(πnξn+ρn) Rn7→ · · ·
is called renormalization of the problem, and Rn is the corresponding
renormalization transformation. Then, in view of Proposition 3.7, it
remains for one to demonstrate that this process “converges”, in order
to be able to solve the original equation ξ = G(π0ξ + ρ0). That is to
say, one wishes that the renormalization flow of the triplet (π0, ρ0, G0),
(πn, ρn, Gn) = (
∏n−1
k=0Rk)(π0, ρ0, G0), in a sense tends to a fixed point
(π∗, ρ∗, G∗) of some limiting operator “R∞ = limk→∞Rk” as n → ∞,
and that the equation
ξ∗ = G∗(π∗ξ∗ + ρ∗) (3.51)
is well-defined and solvable.
In our case G∗ρ∗ = 0, such that the equation is linear and possesses
the trivial solution ξ∗ = 0. Corollary 3.8 then throws light on why
(3.50) should solve (3.29); fn(ξn) solves it, and ξn approaches zero with
increasing n. Therefore, it is fair to expect that also limn→∞ fn(0) is a
solution.
Remark 3.10. The name “Renormalization Group”, coined by physi-
cists, is rather misleading. In particular, the transformations Rn are
virtually never invertible.
3.3. Banach spaces
Technically speaking, we need to control the renormalization flow (3.37)–
(3.39) by estimating the kernel elements of Γn and πn, for the operators
  −πnΓn and
  −Γnπn had better be invertible between suitable spaces.
Such Banach spaces will be defined in this section.
We begin by analyzing the properties of the operators Γn. A priori,
one expects the most significant contribution to arise from such q’s that
ω · q = O(ℵn), due to the cutoff χn − χn+1 in the definition of these
operators. Therefore, (3.28) implies
|Γn(q)| = O(g−1ℵ−n). (3.52)
Next we shall concentrate on providing a rigorous and more detailed
estimate on such kernel elements.
42 3. Lyapunov Exponent—Linearizing the Unstable Manifold
Consider the entire function
s(z) :=
{
(1− e−z)/z if z 6= 0,
1 if z = 0.






= |z|−2(1− 2e−x cos y + e−2x). (3.53)
It is therefore clear that the maximum of |s(z)| in any region x0 ≥ x
is achieved on the real line, at z = x0; in order to maximize |s(z)| one
has to minimize the real part of z.
Assuming n ≥ 1,










−nκ)6(ℵ−nκ)6(ℵ−6 − 1) s((ℵ−nκ)6(ℵ−6 − 1)) if n ≥ 1,
(ℵ−1κ)6 s((ℵ−1κ)6) if n = 0.
(3.54)
We consider these functions in the strips |=mκ| < ℵnb, where b is
a constant. Following the dogma stated below (3.53) we intend to
estimate <e (ℵ−nκ)6 from below in order to bound the absolute value
of (3.54) from above. Let us denote z = ℵ−nκ = |z|eiϕ for a while, such
that |=m z| < b, or
|sinϕ| < b/|z|, (3.55)
becomes the relevant constraint.
First, the entire functions e−z
6
and s(cz6), with c ∈ {1,ℵ−6 − 1},
are bounded in any disk |z| < r and e−
1
2
|z|6 is bounded away from zero
there. In particular, we gather that there exists a constant C > 0,





|z|6 and |cz6s(cz6)| ≤ C|z|6 for |z| < r.
Outside the disk |z| < 6b, (3.55) tells us that sinϕ must lie on the
interval [−1/6, 1/6] + 2kπ for integer k. Therefore, cos 6ϕ ≥ 1/2 and
<e z6 = |z|6 cos 6ϕ ≥ |z|6/2.
Consequently,
∣∣e−z6
∣∣ = e−<e z6 ≤ e−
1
2
|z|6 for |z| ≥ 6b,
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and, for any nonnegative number c, the bound
|cz6s(cz6)| ≤
∣∣1− e−cz6
∣∣ ≤ 1 + e−c<e z6 ≤ 2
holds true.





|ℵ−nκ|6 for |=mκ| < ℵnb.
Hence, (3.54) implies the bound





|ℵ−nκ|6 if n ≥ 1,
1 if n = 0,
(3.56)
for ` = 0, 1, . . . , 6, where |=mκ| < ℵnb and the (new) constant C only
depends on b—in a monotonically increasing manner.
We turn to estimating the kernel of the diagonal operators Γn. Pay
attention to the fact that G(q), which was defined in (3.28), only de-
pends on q through ω·q. Therefore, it is handy to introduce the analytic
function
ι : C \ {0, 2iγ} → C : ι(κ) = (2iγκ− κ2)−1.
In particular, ι(ω · q) = G(q) for q 6= 0. This motivates the further
definition
Γn(κ; p, q) := δp,q
{
[χn(ω · q + κ)− χn+1(ω · q + κ)]ι(ω · q + κ) if ω · q + κ 6= 0,
0 if ω · q + κ = 0.
The importance of the resulting operator Γn(κ) is based on the possi-
bility of employing complex analysis along with the “variable” ω · q:
Γn(q, q) = Γn(0; q, q) = Γn(ω · q; 0, 0).
Following earlier conventions, we shall often write Γn(κ; q) instead of
the complete Γn(κ; q, q).
Notice that the map κ 7→ κι(κ) has an analytic continuation to
C \ {2iγ}, which we identify with the map itself. With this in mind,
we compute
inf |2iγ − (ω · q + κ)| = g/2,
the infimum being taken over |=mκ| ≤ g/2 and |γ−g| < g/2, whereby
|(ω · q + κ) ι(ω · q + κ)| ≤ 2g−1 (3.57)
for such κ and γ.
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We can bound the nonzero kernel elements of Γn(κ), within |=mκ| <
ℵnb, by
|Γn(κ; q)| = ℵ−n
|χn(ω · q + κ)− χn+1(ω · q + κ)|
|ℵ−n(ω · q + κ)| |(ω · q + κ) ι(ω · q + κ)|





−n(ω·q+κ)|6 if n ≥ 1,
1 if n = 0,
(3.58)
making use of (3.56) and (3.57). Here we have imposed the condition
b ≤ g/2 on b. In particular, we have confirmed the earlier heuristic
estimate (3.52).
Now to the spaces promised. Ultimately the solution of (3.29),
namely ξ (and therefore Φ1) will live in the space BΦα∗ ⊂ `1(Zd;C) for
a sufficiently small width α∗ of the analyticity strip—see Section 2.1.




−n|ω·q| if n ≥ 1,
1 if n = 0.
(3.59)
We extend these to negative indices by setting
w−n(q) ≡ wn(q)−1 (n ∈ Z).





These norms induce the Banach spaces hn. Observe that h0 is the space
`1(Zd;C) with the usual unweighted norm ‖ξ‖0 :=
∑
q∈Zd |ξ̂(q)|.
Notice that our weights satisfy
wn+1(q)
ℵ = wn(q) and wn(q) ≥ 1 (n ≥ 1). (3.60)
The spaces at hand thus realize the embedding hierarchy
hn+1 ⊂ hn (n ∈ Z)
due to the trivial inequalities
‖ · ‖n ≤ ‖ · ‖n+1 (n ∈ Z) (3.61)
for the corresponding norms.
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Operator norms ‖ · ‖L(hn;hm) between such spaces hn and hm will be





|L(p, q)|wm(p)w−n(q) (m,n ∈ Z). (3.62)
Either from this or from (3.61) by the Schwarz inequality one infers
‖ · ‖n+1;m ≤ ‖ · ‖n;m ≤ ‖ · ‖n;m+1 (m,n ∈ Z)
such that the operator spaces satisfy
L(hn;hm+1) ⊂ L(hn;hm) ⊂ L(hn+1;hm) (m,n ∈ Z).
Moreover, the Schwarz inequality implies the useful bounds
‖L1L2‖n;m ≤ ‖L1‖l;m‖L2‖n;l (l,m, n ∈ Z). (3.63)





∣∣ |κ| < ℵnb
}
, (3.64)
recalling that b ≤ g/2. Then (3.58) easily validates the bounds
‖Γn(κ)‖−n;n ≤ CΓ g−1ℵ−n (3.65)
for κ ∈ Dn, where the (new) constant CΓ is independent of κ and g as
long as g < g0. This shows, in particular, that
Γn(κ) ∈ L(h−n;hn) ⊂ L(h0;h0).
Remark 3.12. The weights wn(q) arise as follows. The diagonal
kernel of Γn is strongly concentrated around small denominators ω · q
of order ℵn; for large ω · q the value of Γn(q) is very close to zero, but
not quite equal to zero as opposed to the ideal case of sharp cutoffs.
Therefore, in an expression such as Γ̂nξ(q) = Γn(q)ξ̂(q) we cannot quite
let |ξ̂(q)| be arbitrarily large for large values of ω · q. This “tail” can
be of the order of wn(q) = e
ℵ−n|ω·q|, say, which amounts to ξ ∈ h−n.
It has to be emphasized that having the same power of ℵ−n and
|ω · q| in wn(q) is crucial, which can be read off from (3.58). This way
ω · q “scales” as ℵn in all estimates in the nth step of the iteration.
The motivation for introducing the spaces hn, on the other hand,
comes from the fact that in the recursion (3.37) the domain of πn will
shrink. So, in the norms ‖ · ‖n we incorporate a weight that increases as
n grows. It is a matter of convenience to use the inverse of the weight
wn(q)
−1 appearing in ‖ · ‖−n.
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3.4. Renormalization made rigorous:
estimates and the Lyapunov
exponent
The rest of this chapter is devoted to demonstrating that the renormal-
ization flow of πn in (3.37) is controlled in the norms ‖ · ‖n;−n such that
the products ‖πn‖n;−n‖Γn‖−n;n are small, so as to make the recursion
formulae (3.37)–(3.39) well-defined through Neumann series. Recalling
(3.65), the task roughly amounts to making sure that ‖πn‖n;−n decays
at least as rapidly as ℵn with increasing n.
According to Lemma 3.3, π0 = H+g
2−γ2 ∈ L(BΦσ ) can be written
as
π0(p, q) = p0(ω · q)δp,q + π̃0(p, q),
where π̃0 vanishes on the diagonal, and in the first term
p0(κ) := δ0 + p̄0(κ), p̄0(0) = 0,
depends analytically on κ, as long as |=mκ| ≤ g/3; explicitly δ0 =
H(0; 0, 0) + g2 − γ2 and p̄0(κ) = H(κ; 0, 0)−H(0; 0, 0).
Similarly, we split πn into its diagonal and off-diagonal parts:
πn(p, q) = pn(ω · q)δp,q + π̃n(p, q), π̃n(q, q) = 0,
with
pn(κ) = δn + p̄n(κ), p̄n(0) = 0.
The possibility of doing this follows from the computation
tsπ0 = tsH + δ = H(ω · s) + δ =: π0(ω · s)
and its recursive consequence
tsπn+1 = (
  − (tsπn)(tsΓn))−1 tsπn
= (
  − πn(ω · s) Γn(ω · s))−1 πn(ω · s)
=: πn+1(ω · s).
Motivated by the form of the s-dependence in the expressions above,
let us inductively define the maps
πn+1,β(κ) := (
  − πnβ(κ) Γn(κ))−1 πnβ(κ), κ ∈ Dn, |=m β| < αn,
(3.66)
starting at
π0β(κ) := P0(κ) + π̃0β(κ), κ ∈ D0, |=m β| < α0,
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by setting b ≤ g/3 in (3.64). Here
P0(κ; p, q) := p0(κ+ ω · q)δp,q,
π̃0β(κ; p, q) := e
iβ·(p−q)H(κ; p, q)(1− δp,q),






αn, α0 < σ
′. (3.67)
In particular, Eric Weisstein’s World of Mathematics [Wei] tells us that










> 0 as n→∞. (3.68)
As far as notation is concerned, we may omit β if it equals zero:
πn(κ) ≡ πn0(κ), and so forth. By a straightforward induction argu-
ment,
πnβ(κ; p, q) := e
iβ·(p−q)πn(κ; p, q),
such that β does not enter the diagonal of πnβ. Of course,




+ P̄n(κ) with P̄n(κ; p, q) := p̄n(κ+ ω · q)δp,q,
so that we may express the operator πnβ(κ) itself, without reference to
its kernel, as
πnβ(κ) = Pn(κ) + π̃nβ(κ) = δn + P̄n(κ) + π̃nβ(κ), δn ≡ δn
 
,
for short. This decomposition satisfies
‖πnβ(κ)‖n;−n ≤ |δn|+ ‖P̄n(κ)‖n;−n + ‖π̃nβ(κ)‖n;−n. (3.70)
It will turn out that the sum in (3.70) is finite if κ ∈ Dn and |=m β| <
αn—indeed very small, as we are trying to prove—meaning that
πnβ(κ) ∈ L(hn;h−n).
The crux of analyzing the renormalization flow is the following
lemma, for which we provide an inductive proof later on in this section.
The reader is advised to take the result as granted for now.
Lemma 3.13 (Modified Lyapunov exponent controls the flow). Set
b = g/3 and ℵ = min( 1
8
, b2). There exist constants cγ > 0, C > 0,
c > 0, µ > 1, and a unique Lyapunov exponent γ satisfying
|γ − g| < cγ|ε|g (3.71)
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such that, for any n ∈ N, the bounds
‖π̃nβ(κ)‖n;−n ≤ C|ε|g
{
g if n = 0,
ℵne−cµn if n ≥ 1, (3.72)
‖P̄n(κ)‖n;−n ≤ C|ε|g
{
g if n = 0,
ℵn if n ≥ 1, (3.73)
|δn| ≤ C|ε|g
{
g if n = 0,
ℵ2n if n ≥ 1, (3.74)
hold true for (ε, g) ∈ D, κ ∈ Dn and |=m β| < αn. Moreover, c is
bounded away from zero and µ→∞ in the limit g → 0.
Remark 3.14. The factor ℵ2n in (3.74) is rather arbitrary, and its
precise form is inessential. In fact, the super-exponentially small bound
on π̃nβ(κ) enables proving decay faster than p
−n with any p.
Remark 3.15. The sole purpose of introducing the complex variable
κ is to go about proving the bound (3.73) on the diagonal part of πn.
We use analyticity in κ and restrict the latter to a domain of ever
decreasing size.
The possibility of including the complex parameter β in the analysis,
on the other hand, facilitates proving exponential decay of πn(κ; p, q)
in the quantity |p − q|. This is sufficiently rapid for obtaining the
bound (3.72) on the off-diagonal part of πn. Also the analyticity strip
of β around R is taken narrower and narrower upon iteration, but
no narrower than a certain limit. Therefore the choice (3.67) for the
numbers αn > 0 was made, as they have the positive infimum of α0/6
units spelled out in (3.68). The only restriction here being α0 < σ
′ due
to Lemma 3.3.
Corollary 3.16. The bounds of Lemma 3.13 imply
‖πnβ(κ)‖n;−n ≤ C|ε|g
{
g if n = 0
ℵn if n ≥ 1,
The caveat to get around in the proof of Lemma 3.13 is that δn
is reluctant to go to zero along the recursion. To change the state of
affairs, we fine-tune the Lyapunov exponent γ such that also δn → 0
as n → ∞. As stated in the lemma, there turns out to exist pre-
cisely one such value of γ. This is what ultimately enables us to prove
the convergence of our renormalization scheme, consequently validating
Theorem 3.4 discussing the linearized solution X1.
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Let us look at the flow (3.66) more closely, observing that we may
formally split
(   − πnβ(κ)Γn(κ)
)−1
=
(   − Pn(κ)Γn(κ)− π̃nβ(κ)Γn(κ)
)−1
=





  − Pn(κ)Γn(κ))−1 + rnβ(κ).
The remainder rnβ(κ) reads explicitly
rnβ(κ) := (
  − πnβ(κ)Γn(κ))−1 π̃nβ(κ)Γn(κ) (
  − Pn(κ)Γn(κ))−1 .
In fact, this quantity is asymptotically very small in L(h−n;h−n) due
to the explicit factor π̃nβ; given the bounds (3.72)–(3.74) for some




Continuing abstractly, (3.66) becomes
πn+1,β(κ) = (
  − Pn(κ)Γn(κ))−1 Pn(κ) + sn(κ) + s̃nβ(κ),
where sn(κ) is the diagonal and s̃nβ(κ) the off-diagonal part of the
small remainder term rnβ(κ)πnβ(κ), respectively. Therefore, the diago-
nal Pn(κ)—containing the problematic δn—and the off-diagonal π̃nβ(κ)
iterate according to the rules
{
Pn+1(κ) = (
  − Pn(κ)Γn(κ))−1 Pn(κ) + sn(κ),
π̃n+1,β(κ) = s̃nβ(κ).
(3.76)
Notice that sn(κ) is indeed free of β. Namely, we learned earlier that
the diagonal operators Pn(κ) are independent of β, so that sn(κ) must
also be.
By construction, δn = πnβ(0; 0, 0) = Pn(0; 0) for each n, such that
the diagonality of (
  − Pn(0)Γn(0))−1 with Γn(0; 0) = 0 implies that
changes in δn upon iteration only arise from the small term sn in (3.76):
δn+1 = δn + dn, dn := sn(0; 0). (3.77)
But rnβ(0; 0, 0) = 0, again because Γn(0; 0) = 0, such that
dn = sn(0; 0) = (rnπn) (0; 0, 0) = (rnπ̃n)(0; 0, 0). (3.78)
We remind the reader of our convention of dropping one of the kernel
indices of diagonal operators. For instance, sn(κ; q) ≡ sn(κ; q, q).
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Occasionally it is convenient to have also the flow of P̄n+1(κ) ex-
tracted from (3.76) in explicit form; it reads
P̄n+1(κ) = P̄n(κ) +Pn(κ)Γn(κ)(
  −Pn(κ)Γn(κ))−1Pn(κ) + (sn(κ)−dn).
(3.79)
Proof of Lemma 3.13. Here we finally prove that the bounds (3.72)–
(3.74), such that (3.76)—and indeed everything above—becomes not
only formally justified. To this end, we proceed by induction. As iter-
ating (3.72) and (3.73) is rather easy, the proof boils down to choosing
the value of our free parameter, the Lyapunov exponent γ, so as to
guarantee that δn satisfies (3.74) at each step.
(i) Case n = 0. Consider κ restricted to D0 with b ≤ g/3.
Lemma 3.3 and P̄0(κ; q) = H(κ; q, q)−H(0; 0, 0) readily imply
‖P̄0(κ)‖0;0 ≤ C0|λ|.
Furthermore, increasing C0 and employing (3.69) with |=m β| < α0 <
σ′,
‖π̃0β(κ)‖0;0 ≤ C0|λ|.
The leading Taylor coefficient p̄′0(0) = H
′(0; 0, 0) and the corresponding
remainder of the function p̄0 = H( · ; 0, 0)−H(0; 0, 0) satisfy
|p̄′0(0)| ≤ 14C0|ε|2g and |p̄0(κ)− p̄′0(0)κ| ≤ 12C0|ε|2|κ|2,
taking C0 large enough.
Assume that γ lies in the open g-centered disk of radius c|ε|g:
γ ∈ Iγ := D(g, cγ|ε|g). (3.80)
Recall that δ0 = εg
2u(ε, g, γ) + g2−γ2, where εg2u(ε, g, γ) = H(0; 0, 0).
If δ0(γ1) = δ0(γ2) and we denote γi = g(1 + xi), the Mean-Value Theo-
rem yields
|γ1 − γ2| ≤ 12
(
|x1 + x2|+ |ε|g‖∂γu‖∞
)
|γ1 − γ2|.
By Lemma 3.3, ‖∂γu‖∞ ≤ C|ε|g−1/(1− 2cγ|ε|), and |x1 + x2| < 2cγ|ε|.
For a sufficiently small |ε|, we gather γ1 = γ2, such that γ 7→ δ0 is
one-to-one on Iγ. Moreover, the image of the disk Iγ contains the disk
D
(
0, (2cγ − c2γ|ε| − ‖u‖∞)|ε|g2
)
. Thus, for a sufficiently large value of
cγ and small value of ε, there exists a closed set J0 ⊂ Iγ which γ 7→ δ0
maps analytically and bijectively onto the closed disk
I0 := D̄(0, C0|ε|g2).
We are about to prove below that a correct choice of γ leads to
δn ∈ In := D̄(0, C0|ε|g ℵ2n)
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for each and every n ∈ Z+.
(ii) Induction step: hypotheses. Fix n ∈ N. Suppose
‖π̃nβ(κ)‖n;−n ≤ Cn|ε|g ℵn
{
g if n = 0,
e−cµ
n
if n ≥ 1,
for some constants c > 0 and µ > 1—to be fixed later—and
‖P̄n(κ)‖n;−n ≤ Cn|ε|g ℵn
{
g if n = 0,
1 if n ≥ 1,
hold true for |ε| < εn, |=m β| < αn, and κ ∈ Dn. Suppose there exists a
closed set Jn ⊂ Iγ and a bijective analytic map ∆n : Jn → In : γ 7→ δn.
Further, let the kernel elements of these operators be analytic in










|ε|2 if n = 0,







|ε|2 if n = 0,
|ε|3/2 if n ≥ 1, , (3.82)
which facilitate dealing with the Taylor expansion of p̄n, are supposed
to be satisfied.
In particular, it follows from (3.70), b ≤ g/3, and the inductive
hypotheses that
|pn(κ)| ≤ BnCn|ε|g ℵn with Bn :=
{
b|ε|+ g if n = 0,
b|ε|1/2 + ℵn if n ≥ 1, (3.83)
and




g if n = 0,
1 + ℵn + e−cµn if n ≥ 1. (3.85)
The strategy is to iterate the above hypotheses and prove that, in
the bitter end, Cn and εn can be chosen in an n-independent fashion,
uniformly in g.
(ii a) The off-diagonal π̃n+1,β(κ). If β̃ ∈ Cd, then
|π̃n+1,β̃(κ; p, q)| e−=m (β−β̃)·(p−q)wn(p)−1wn(q)−1 ≤ ‖π̃n+1,β(κ)‖n;−n.
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But with a modification of (3.75),
‖rnβ(κ)‖−n;−n ≤ 4CΓCn|ε|B̃n where B̃n :=
{
g if n = 0,
e−cµ
n
if n ≥ 1,
(3.86)
such that
‖π̃n+1,β(κ)‖n;−n ≤ ‖rnβ(κ)πnβ(κ)‖n;−n ≤ 2Cn|ε|g ℵnB̃n
both provided ε meets the condition







Hence, if |=m β| < αn,
|π̃n+1,β̃(κ; p, q)| ≤ 2Cn|ε|g ℵnB̃n · (1− δp,q) e=m (β−β̃)·(p−q)wn(p)wn(q).
Now assume |=m β̃| < αn+1 and, fixing p and q, take
β = β̃ + i(αn − αn+1)
p− q
|p− q| .
Obviously |=m β| < αn. What we get this way is
|π̃n+1,β̃(κ; p, q)| ≤ 2Cn|ε|g ℵnB̃n · (1− δp,q) e−(αn−αn+1)|p−q|wn(p)wn(q)
for each pair (p, q) ∈ Zd×Zd. Thus, from the expression (3.62) for the
norm,
‖π̃n+1,β̃(κ)‖n+1;−(n+1)













After (3.60), the second inequality follows from shifting p to p + q.
We control the above bound by treating the cases |ω · p| ≤ ℵ(n+1)/2
and |ω · p| > ℵ(n+1)/2 separately. In fact, if |ω · p| ≤ ℵ(n+1)/2, then
|p| > ℵ−(n+1)/2ν follows from (1.13), and
e−4(n+3)
−2αn|p| < e−2n
−2αn|p| · e−2(n+1)−2αnℵ−(n+1)/2ν , wn+1(p)−(1−ℵ) < 1,
whereas
|ω · p| > ℵ(n+1)/2 =⇒ wn+1(p)−(1−ℵ) < e−(1−ℵ)ℵ
−(n+1)/2
.
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−2αnℵ−(n+1)/2ν ≤ e− 112 e2α0 ln(ℵ−1/4ν)ℵ−(n+1)/4ν










Hence, we infer that if |=m β| < αn+1 and κ ∈ Dn, then
‖π̃n+1,β(κ)‖n+1;−(n+1) ≤ Cn+1|ε|g ℵn+1e−cµ
n+1
,







e2α0 ln(ℵ−1/4ν), 1− ℵ
)










(ii b.1) The non-constant part P̄n+1(κ) of the diagonal. If
























But we know that the relations ‖P̄n+1(κ)‖n;−n ≤ ‖Pn+1(κ)‖n;−n+ |δn+1|
and |δn+1| = |Pn+1(0; 0)| ≤ ‖Pn+1(0)‖n;−n hold. Moreover, (3.84) and
(3.66) yield
‖Pn+1(κ)‖n;−n ≤ ‖πn+1,β(κ)‖n;−n ≤ 2‖πnβ(κ)‖n;−n ≤ 2AnCn|ε|g ℵn,
assuming (3.87) and κ ∈ Dn ⊃ Dn+1 hold. Observe that, for positive
x and p, x−1e−x









Cn+1 ≥ AnCn, (3.91)
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|p̄n+1(κ+ ω · q)|
wn+1(q)2
≤ Cn+1|ε|g ℵn+1. (3.92)
Notice that the rather arbitrary (3.90) imposes an interrelation between
ℵ and g, which is needed in the limit b ≤ g/3→ 0; since we cannot take
b large, we have to take ℵ = o(b) in order to guarantee e−2bℵ−1(1−ℵ)2 ≤
ℵ/4 above.
In order to verify (3.92), we use the recursion formula
p̄n+1 − p̄n = pn γn an pn + sn( · ; 0)− sn(0; 0) (3.93)
subject to
an := (1− pnγn)−1 and γn(κ) := Γn(κ; 0),
which is an advocate of (3.79). The bound (3.58) yields
|γn(κ)| ≤ CΓg−1ℵ−n|ℵ−nκ|5 (κ ∈ Dn). (3.94)
By virtue of |sn(κ; 0)| ≤ ‖rn(κ)πn(κ)‖n;−n, (3.86) gives
|sn(κ; 0)| ≤ 4C2nCΓ|ε|2
{
g3 if n = 0,
An g ℵne−cµn if n ≥ 1,
(3.95)
in Dn.
(ii b.2) The Taylor expansion of p̄n+1(κ) ≡ P̄n+1(κ; 0). Let us
abbreviate
σn(κ) ≡ p̄n(κ)− p̄′n(0)κ,









i.e., the iterate of (3.81), and
sup
κ∈Dn
|(σn+1 − σn)(κ)| ≤ Cn+1|ε|7/4g ℵn+1 (3.97)








eα|κ|−k (α > 0)
for k = 1, 2 and ε suitably small. Moreover, the Cauchy estimate
|σn+1(κ)| ≤ |σn(κ)|+ b−2|κ|2
ℵ−2n
1− ℵ supζ∈Dn
|(σn+1 − σn)(ζ)| (κ ∈ Dn+1),
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implies that also (3.82) gets successfully iterated.

















Thus, resorting to (3.95),






if the constant Cn+1 satisfies
Cn+1 ≥ 8(n+ 2)(n+ 3)CΓb−1AnB̃n|ε|1/2C2n. (3.98)
The bound (3.96) now follows, assuming also Cn ≤ Cn+1.
We still need to demonstrate (3.97). This will be provided by (3.93),
since then














Intuition behind (ii b.1–2). Due to the super-exponential de-
cay of sn(κ; 0) in (3.95) and the strong induction hypothesis |δn| ≤
C0|ε|g ℵ2n on the constant part of pn, the flow of the remainder p̄n =
pn − δn reads roughly
p̄n+1 ≈ (1− p̄nγn)−1p̄n, (3.100)
by (3.76). Hence, the a priori bound |(1− p̄nγn)−1| ≤ 1 +C|ε| yields a
sequence diverging in n, with very little hope of proving bounds such as
(3.73)—see (3.92). However, the support of γk is highly concentrated
on the interval [ℵk+1b,ℵkb]. Iterating for n ≥ k steps, with κ on the
latter interval,
p̄n+1(κ) ≈ (1− p̄1(κ)γk(κ))−1p̄1(κ) = (1 +O(ε)) p̄1(κ).
That is, p̄n remains close to p̄1, which enables proving (3.73) through
(3.92).
In fact, our argument is different still: since χn(ℵκ) = χn−1(κ)
and G(ℵκ; 0) ≈ ℵ−1G(κ; 0), we have γn(ℵκ) ≈ ℵ−1γn−1(κ) for n ≥
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2. Inserting this into (3.100), we notice that the approximate scaling
invariance
p̄n+1(ℵκ) ≈ ℵ p̄n(κ)
is consistent with the flow. This is what the bounds (3.81)–(3.82)
reflect.
(ii c) The constant part δn+1 of the diagonal. Recall that γ
may be viewed as a function of δn by the induction hypotheses; the
identity δn = ∆n(γ) is bijective on Jn. The flow produces a near-
identity analytic function δn+1 = δn + dn(δn) of δn on the disk In, such
that, for ε small enough,
δn+1(In) ⊃ In+1. (3.101)
The analyticity of the map δn 7→ dn can be read off (3.78) and the
expression of rn. As far as estimates are concerned,
|dn| ≤ ‖rn(0)π̃n(0)‖n;−n ≤ CC2nCΓ |ε|2g
{
g2 if n = 0,
ℵne−2cµn if n ≥ 1,
in the complex neighbourhood 2In of In of radius
1
2
|In|, where |In| is












on the Lipschitz constant of dn on In, provided |ε| ≤ εn+1 with
ε−1n+1 ≥ 2C−10 CC2nCΓ
{
g if n = 0,
ℵ−ne−2cµn if n ≥ 1. (3.103)
In this case also
|dn| ≤ 12 |In| − 12 |In+1| (3.104)
holds, which validates (3.101), considering how the boundary of In is
transformed under δn+1.
Notice that (3.102) implies∣∣δn+1(x)− δn+1(y)
∣∣ ≥ 1
2
|x− y| (x, y ∈ In), (3.105)
meaning that δn 7→ δn+1 is one-to-one. By continuity and (3.101),
there exists a closed set J̃n+1 ⊂ In that is bijectively and analytically
mapped onto In+1: J̃n+1 := δ
−1
n+1(In+1). We can backtrack with the aid
of the map ∆n, obtaining a closed subset Jn+1 ⊂ Iγ (see (3.80)) that
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It follows immediately that
Jn+1 ⊂ Jn.
(iii) Large values of n and the limit g → 0. Suppose Cn is
independent of g, which is the case for C0. The recursive conditions
(3.89), (3.91), (3.98), and (3.99) can be summarized in bounds of the
form
Cn+1 ≥ Kn(g)Cn and Cn+1 ≥ Ln(g)|ε|1/4 C2n.







see also (3.90)), which is allowed, we may bound Kn(g) and Ln(g)
uniformly in g: sup0<g<g0 Kn(g) ≤ Kn and sup0<g<g0 Ln(g) ≤ Ln. This
follows from the fact that ℵ−1e−cµ → 0 as ℵ → 0. Moreover, Ln ≤ L
for each n, such that we may choose
Cn+1 := max (Kn, L|ε|1/4Cn)Cn.





is finite. Now choose ε so small that
L|ε|1/4KC0 ≤ 1.
In particular, C1 = K0C0, and inductively Cn = K0 · · ·Kn−1C0 ≤ KC0.
We conclude that the sequences (Cn) and (εn) (see (3.87) and (3.103))
converge to positive numbers.
(iv) Fine-tuning the Lyapunov exponent γ. The maps δn are
relatively expansive; (3.105) holds, while the target In contracts by a
factor of ℵ2 < 1
2
at each step. Thus, demanding ∆n(Jn) = In at each
step for the map ∆n = δn ◦ · · · ◦ δ0 amounts to
|x− y| ≤ 2n
∣∣∆n(x)−∆n(y)
∣∣ ≤ Cg (2ℵ2)n (x, y ∈ Jn),
or limn→∞|Jn| = 0. Because the Jn’s form an ever decreasing chain of





The value of γ is an analytic function of ε, because the sequence ∆−1n (0)
converges uniformly to γ with respect to ε. For real values of ε, ∆n
sends reals to reals, making γ real. 
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Proof of Theorem 3.4. With xn as in (3.49), the task is to show that
the limiting function ξ—see (3.50)—is an analytic solution to (3.29).
Given the formal definition yβ := τβy, (3.49) implies
xnβ = fnβ(0).
Recalling (3.46) and (3.47), one clearly has
fn+1,β = fnβ ◦ Ξnβ and fnβ = Ξ0β ◦ Ξ1β ◦ · · · ◦ Ξn−1,β.
Hence, the recursion relation




follows. Here (3.43) extends to
Ξnβ(y) ≡ (
  − Γnπnβ)−1(y + Γnρnβ). (3.106)
Notice that the flows of ρnβ and 4πnβ( · , 0) 4 are identical. Further-
more, the initial conditions agree according to (3.27), such that
ρ̂nβ(q) ≡ 4πnβ(q, 0).
Due to the absence of second and higher order terms in y 7→ Ξnβ(y),
DΞnβ(y) ≡ (
  − Γnπnβ)−1,
such that the chain rule reveals
Dfnβ(y) ≡ (
  − Γ0π0β)−1(
  − Γ1π1β)−1 · · · (
  − Γn−1πn−1,β)−1.
Recursive implementation of Corollary 3.16 in the form
‖(   − Γnπnβ)−1‖n;n−1 ≤ ‖(
  − Γnπnβ)−1‖n;n ≤ 2




The Mean-Value Theorem ensures the existence of an element y0 ∈ hn
for which
‖fnβ(Ξnβ(0))− fnβ(0)‖0 ≤ ‖Dfnβ(y0)‖n−1;0 ‖Ξnβ(0)‖n−1
and we go on to estimate
‖xn+1,β − xnβ‖0 ≤ 2n‖Ξnβ(0)‖n (3.107)
with the aid of the inequality ‖ · ‖n−1 ≤ ‖ · ‖n.
4πnβ( · , 0) is shorthand for the function θ 7→
∑
q e
iq·θπnβ(q, 0) through the
identification of a function with its Fourier transform.
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Lemma 3.17. For parameters as in Lemma 3.13 and ε0 small, we
may perceive Ξnβ as an analytic map from hn to hn ⊂ hn−1 with
‖Ξnβ(0)‖n ≤ C|ε|
{
g if n = 0,
e−cµ
n
if n ≥ 1.
Proof. Since Γn annihilates the zero mode (Γn(0) = 0), Γnρnβ =
4(Γnπ̃nβ)( · , 0), which is super-exponentially small in the norm ‖ · ‖n
by ‖π̃nβ( · , 0)‖−n ≤ ‖π̃nβ‖n;−n and Lemma 3.13. According to (3.106),
Lemma 3.17 clearly holds if we take ε small enough so as to validate
‖Γn‖−n;n‖πnβ‖n;−n ≤ 12 , say, for each n. For the bounds on πnβ and Γn
we refer the reader to Corollary 3.16 and (3.65), respectively. 
By Lemma 3.17, fnβ maps hn−1 to h0, confirming that xnβ ∈ h0 for
each n. Coming back to (3.107), we can now write down
‖xn+1,β − xnβ‖0 ≤ C|ε|g 2ne−cµ
n
(|=m β| < αn).
Thus, taking |=m β| < α∗ := α0/6 (see (3.68)), the sequence (xnβ)n∈N




‖xn+1,β − xnβ‖0 ≤ C|ε|g,
which implies the bound
|ξ̂(q)| ≤ C|ε|g e−α∗|q| (q ∈ Zd).
We infer that ξ is real-analytic on Td.
Recalling that limn→∞ Γ<n(q) = G(q) for each q ∈ Zd, let us take

















because π0 is a continuous operator on h0. Indeed, ξ solves (3.29)!
Quite similarly—and merely out of curiosity—we conclude by the
day-saving recursion invariance (3.41) that
ξn = Gn(πnξn + ρn) = Gn(π0ξ + ρ0) (3.108)
converges to ξ∗ = 0, pointwise in terms of the Fourier representation.
Hence, equation (3.36) really trivializes in the large-n-limit. Another
way of seeing this is the pointwise bound |Ĝnρn(q)| ≤ C|G(q)|‖π̃n‖n;−n,
which tends to zero and paraphrases G∗ρ∗ = 0 below (3.51).
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(0) = π0(0, · )ξ̂ + ρ̂0(0) =
∑
p∈Zd
π0(0, p)ξ̂(p) + ρ̂0(0) = 0.














|π̃n(0, q)|χn(ω · q)
≤ ‖ξ‖0 ‖π̃n‖n;−n sup
q∈Zd\{0}
wn(q)χn(ω · q)















ρ̂n(0) = 4 lim
n→∞
πn(0, 0) = 4 lim
n→∞
δn = 0,
and we are done.
If X1 solves (3.1), it is a matter of applying the translation τβ on
both sides of the equation to get (D + γ)2X ′1 = DΩ(X ′0)X ′1, where
X ′0 = τβX0 + (0, β) and X
′
1 = τβX1. In other words, the translation
property in the formulation of the theorem holds, and the value of γ
does not change under such translations. 
Chapter 4
Proof of Theorem 1
et us summarize what we have learned thus far. The general
solution X0(z, θ) ≡ X0(z) to the equations of motion in the
uncoupled case was found. In the coupled case we resolved
KAM-type small denominator issues, which contributed the t → −∞
(z = 0) asymptotic X0(θ) of the general solution X(z, θ), as well as the
linearization X1(θ) ≡ ∂zX(0, θ).
We can now solve (1.11), and thus find the unstable manifold Wuλ
also “far away” from the torus Tλ.
To begin with, we single out the uncoupled part X0 of the complete
solution X;
X = X0 + X̃ with X̃|ε=0 ≡ 0.
Equation (1.11) now becomes
L2X̃ = −(γ2 sin Φ0, 0) + Ω(X0 + X̃),
as L2X0 = (γ2 sin Φ0, 0) follows from (1.7) for L2X and the fact that
φ(t) = Φ0(eµt) solves the equations φ̇ = I and İ = µ2 sinφ—see (1.2)—
for any nonnegative µ, especially for µ = γ. In other words, the map
X̃ has to satisfy
KX̃ = W̃ (X̃), (4.1)






with L := L2 − γ2 cos Φ0 (4.2)
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and the nonlinear operator W̃ through the expression
W̃ (X̃) := (−γ2 sin Φ0 − γ2(cos Φ0)Φ̃, 0) + Ω(X0 + X̃). (4.3)
Throughout the rest of the work, we shall refer to different parts of





, h≤k(z, θ) :=
k∑
j=0
zkhk(θ) and δkh := h−h≤k−1.
Observe that X0 = X̃0 and X1 = (4, 0) + X̃1. Consequently, if X̃
exists, there exists a map Z : [0, 1]× Td → Rd+1 (for real ε) satisfying
X̃(z, θ) ≡ X≤1(z, θ)− (4, 0)z + Z(z, θ) (4.4)
or, equivalently,
Z = δ2X̃.
We may transform equation (4.1) into the equation
KZ = W (Z) (4.5)
for Z, where we define W through








taking now (4.4) as the definition of X̃.
Let us consider the complex Banach space A of (bounded) analytic




∣∣∣ <e (z, θ) ∈ [−τ, 1 + τ ]× Td, =m (z, θ) ∈ [−τ, τ ]d+1
}
,
τ ≥ 0, equipped with the supremum norm, and its closed subspace
A1 := {Z ∈ A | Z≤1 = 0} . (4.7)
For future use, let us also define the closed origin-centered balls
B(R) := {Z ∈ A | ‖Z‖∞ ≤ R} and B1(R) := B(R) ∩ A1.
Any element of A extends analytically to Πτ ′ for some τ ′ > τ , allowing
uniform estimates on its derivatives on Πτ .
Remark 4.1. Whereas equation (4.1) is plagued by small denomi-
nators, equation (4.5) is not. This is so due to the decomposition (4.4)
which separates the previously solved “KAM-asymptotics” X≤1 from
X̃ and enables reducing (4.1) to (4.5) on the space A1, which one could
well call the small-denominator-free subspace of A.
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4.1. Existence and uniqueness of Z
Postponing the proofs until the end of this chapter, we make two ob-
servations, important in demonstrating that (4.5) is solvable.
Lemma 4.2. With sufficiently small R, τ , and ε (depending on the
analyticity region of f), the operator W : A → A1 maps the ball B(R)
in A into a ball B1(R′) in A1 with R′ = Cg2(R2 + |ε|), and W |A1 is
Lipschitz continuous on B1(R) with a Lipschitz constant proportional
to g2(R + |ε|). If the restriction of Z ∈ A to a real neighbourhood of
[0, 1]×Td has the real range R×Rd and ε is real, then the same is true
of W (Z).
Lemma 4.3. If 0 < τ < 1, the linear operator K : A1 → A1 has
a bounded inverse K−1 ∈ L(A1) obeying ‖K−1‖L(A1) ≤ Cγ−2τ−1(1 −
τ 2)−2. It preserves analyticity in ε. If the restriction of Z ∈ A to a
real neighbourhood of [0, 1] × Td has the real range R × Rd, the same
is true of K−1Z.
We have developed enough machinery to extract a solution from
(4.5):
Theorem 4.4. For sufficiently small R, ε0 < R/2, and τ (de-
pending on the analyticity regions of f and X≤1), equation (4.5) has
a unique solution Z ∈ B1(R). It is continuous on D, analytic in ε,
and bounded uniformly by C|ε|. The restriction Z|[0,1]×Td takes values
in R× Rd, provided ε is real.
Proof. We know by Lemmata 4.2 and 4.3, that K−1W maps B1(R)
into itself:
K−1W (B1(R)) ⊂ B1(C(R2 + ε0)) ⊂ B1(R). (4.8)
We may furthermore choose ε0 and R such that the operator K−1W
becomes contractive on B1(R) (i.e., Lipschitz with constant strictly less
than 1). The assumptions of the Banach Fixed Point Theorem are now
satisfied, implying that K−1W has a unique fixed point Z in the ball
B1(R).
The theorem also implies that Z is analytic in ε. Namely, Lemma 4.3
says thatK−1 preserves such a property. Furthermore, the ε-dependence
of W comes solely from γ, X0, X1, and Ω, making it analytic. Hence,
the uniformly convergent sequence 0, K−1W (0), (K−1W )2(0), . . . of
successive substitutions reveals the analyticity of the limit—the fixed
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point Z:
‖Z − (K−1W )n(0)‖∞ ≤ ‖(K−1W )(0)‖∞
Ln
1− L,
where L ≤ C(R + ε0) < 1 is the Lipschitz constant of K−1W . If ε is
real, this sequence consists of functions R × Rd-valued on [0, 1] × Td,
and the same goes for the limit Z. Finally,
‖Z‖∞ ≤ ‖(K−1W )(Z)− (K−1W )(0)‖∞ + ‖(K−1W )(0)‖∞ ≤ L‖Z‖∞ + C|ε|
yields ‖Z‖∞ ≤ C|ε|/(1 − L). Here (K−1W )(0) was bounded using R′
of Lemma 4.2 at R = 0. 
4.2. Putting it all together
To reach the statement of Theorem 1, we glue together the pieces
provided by Theorems 2.2, 3.4, and 4.4.
Assuming 〈Ψ0〉 = 0, we have constructed analytic maps γ and
X(z, θ) = X0(θ) + zX1(θ) + δ2X(z, θ) with δ2X = Z + δ2X
0
that solve (1.11) in a complex neighbourhood of [0, 1]×Td and satisfy
the physical constraint Φ1|ε=0 = 4. Recall now (1.16). Since (1.18) is
not automatically satisfied, we are required to pinpoint specific values
of α and β so as to fulfill Xα,β(1, 0) = (π, 0). To this end, we utilize
the Implicit Function Theorem.
First, set X(ε, g;α, β) := X(α, β) + (0, β) − (π, 0), which leaves us
with the implicit equation X(ε, g;α, β) = 0. Both X and ∂X
∂(α,β)
are
continuous, and we get from X = (Φ0, 0) +O(ε) that









(cf. (1.23)) for (ε, g) ∈ D and for whichever values of α and β the
map X is well-defined. Hence, if we choose ε0 small enough, there exist
unique continuous functions α and β on D, analytic with respect to ε,
such that α(0, g) = 1, β(0, g) = 0, and
X(ε, g;α(ε, g), β(ε, g)) = 0.
Moreover, α(ε, g) ∈ R and β(ε, g) ∈ Rd for ε real, as X is then real-
valued. A good reference here is [Chi96]. 
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4.3. Proofs of Lemmata 4.2 and 4.3
We conclude the chapter by presenting the proofs of Lemmata 4.2 and
4.3 used in the proof of Theorem 4.4.
Proof of Lemma 4.2. Given Z ∈ A with ‖Z‖∞ ≤ R, we study
W (Z)—defined in (4.6), and clearly an element of A1. Notice that
in the relation (4.4), expressing X̃ in terms of Z, the maps X0 and X1
were previously determined and are independent of Z. Furthermore,
taking advantage of (4.4) and Theorems 2.2 and 3.4, we deduce
‖X̃‖∞ ≤ C(|ε|+R). (4.9)
With the aid of (1.10), cast equation (4.3) as
W̃ (X̃) := (g2 sin(Φ0 + Φ̃)− γ2 sin Φ0 − γ2 cos(Φ0)Φ̃, 0) + λ Ω̃(X0 + X̃).
Recall that f is analytic on the strip |=mφ|, |=mψ| ≤ η. Also, the
imaginary part of Φ0(z, θ) ≡ 4 arctan z = 4z + O(z3) is of order τ on
Πτ , when τ  1. Hence, owing to (4.9), our function Ω̃(X0 + X̃)
is well-defined for λ and R sufficiently small and the strip Πτ about
[0, 1]× Td narrow enough.
Since sin(Φ0 +Φ̃) = sin Φ0 +cos(Φ0)Φ̃+O(Φ̃2), in a neighbourhood
of Πτ
‖W̃ (X̃)‖∞ ≤ |g2−γ2| ‖sin Φ0+cos(Φ0)Φ̃‖∞+Cg2‖Φ̃‖2∞+|λ| ‖Ω̃(X0+X̃)‖∞.
The enticing factor g2−γ2 is the reason we chose to subtract γ2 cos(Φ0)Φ̃
from both sides in equation (4.1), paying the price of making K and
its inverse more complicated. Namely, |g2− γ2| = |2g+ γ− g||g− γ| ≤
(2g + C̃g|ε|) C̃g|ε| ≤ Cg2|ε|. Terms proportional to Φ̃ are dominated
by (4.9). Thus, such estimates uniform in (z, θ) yield
‖W (Z)‖∞ ≤ Cg2(R2 + |ε|)
for ε and R small—independently of each other and of g.
In order to obtain the Lipschitz continuity of W |A1 , it suffices to
show that Z
(4.4)7→ X̃ 7→ W̃ (X̃) is Lipschitz, as neither (W̃ (X̃))≤1 nor
X̃≤1 depend on Z =: δ2X̃. To that end, we use the Mean Value The-
orem, see [Cha85], and conclude that for some Z =: δ2X̃ on the line
segment between two points Z ′ =: δ2X̃ ′ and Z ′′ =: δ2X̃ ′′ it holds that
‖W̃ (X̃ ′)− W̃ (X̃ ′′)‖∞ ≤ ‖DW̃ (X̃)‖ ‖Z ′ − Z ′′‖∞.
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Here the derivative is easily bounded by Cg2(R+ |ε|) when (4.9) holds
and, therefore, when ‖Z‖∞ ≤ R.
From its explicit expression, one immediately recognizes that W
preserves the class of functions whose restriction to [0, 1]× Td has the
real range R× Rd, if ε is real. 
Proof of Lemma 4.3. L maps A1 into itself, and K in (4.2) inherits
this feature.
Let us start with the “pendulum part” of K, and solve
Lf = g
resorting to the method of characteristics; we first restrict ourselves to
the case (z, θ) = (ζeγt, ϑ+ ωt) (with fixed (ζ, ϑ)) in order to obtain an
ordinary differential equation (ODE). Recalling the identity (1.7), we
see that for an arbitrary ϑ
(
∂2t − γ2 cos Φ0(ζeγt)
)
f(ζeγt, ϑ+ ωt) = g(ζeγt, ϑ+ ωt), (4.10)
and our task reduces to studying Lt := ∂
2
t − γ2 cos Φ0(ζeγt). Since a
translation in t and ϑ eliminates ζ, we can just as well set ζ = 1.
We proceed in the Fourier language. The function f solves equa-
tion (4.10) if and only if for an arbitrary q ∈ Zd the functions u(t) :=
eiq·ωtf̂(eγt, q) and v(t) := eiq·ωtĝ(eγt, q) satisfy
Ltu = v.
Noticing that cos Φ0(eγt) = 2 tanh2 γt − 1, we see that Lt has got
the zero mode
u1(t) := (cosh γt)
−1,
i.e., Ltu1 = 0. Since Ltu = 0 is a linear second order ODE, there exists
precisely one other zero mode u2 of Lt that is linearly independent of













omitting any additive constant emerging from the integral. Let us
express the linear homogeneous equation Ltu = 0 as the first order
system U̇ = AU with U := (u, u̇)T and A(t) :=
(
0 1
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In terms of a first order system, the complete equation Ltu = v









Next, we get rid of the dummy parameter t0 by taking t0 → −∞.


















γt) ĝ(eγteγs, q) eiq·ωs ds (4.12)
in terms of the kernel
K̃Φ(s; z) :=WΦ2(z)WΦ1(zeγs)−WΦ1(z)WΦ2(zeγs),
defined on {(s, z) ∈ R× C | z /∈ {0,±i,±ie−γs}}, where




with the auxiliary functions
P (z) := (z2 + 1)−1z and Q(z) := z−1(z2 − 1). (4.13)
This is so, because WΦj(eγt) ≡ uj(t), which also yields
LWΦj = Ltuj = 0 (j = 1, 2). (4.14)
For a fixed s, the function K̃Φ(s; z) has a removable singularity at
z = 0. Accordingly, we define K̃Φ(s; 0) := limz→0 K̃Φ(s; z) for each s.
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In a complex strip |=m z| ≤ τ < 1, the inequality |z2 + 1| ≥ 1 − τ 2
yields
|K̃Φ(s; z)| ≤ C(1− τ 2)−2γ−1eγ|s|, s ≤ 0. (4.15)
Since f̂(0, q) = ĝ(0, q) = 0, we find that (4.12) remains true if 0





γs, θ + ωs) ds, (z, θ) ∈ [0, 1]× Td. (4.16)
Here, the compulsory change in the order of summation and integra-
tion was justified by virtue of Fubini’s Theorem, taking advantage of
the bound (4.15). Indeed, we may express g(z, θ) as the product of
z2h(z, θ), where h is analytic in the same region as g. The analyticity
in θ implies |ĥ(z, q)| ≤ supθ∈Πτ ′ |h(z, θ)|e
−τ ′|q| ≤ Ce−τ ′|q| (τ < τ ′ < 1)—





∣∣∣K̃Φ(s; z) ĝ(zeγs, q) eiq·(θ+ωs)





in which the right-hand side is finite.
The solution (4.16) is general, even though due to (4.14) the as-
sociated homogeneous equation admits—in a formal sense—a general
solution of the form
f 0(z, θ) :=
2∑
j=1
WΦj(z) cj(θ − ωγ−1 ln z),
where the maps cj : Td → C are arbitrary. But the condition f 0 ∈ A1
imposes f 0(0, θ) ≡ ∂zf 0(0, θ) ≡ 0, which in turn constricts the cj’s to
vanish identically.
Following the line of reasoning above, solving the “rotator part”
L2f = g
amounts to integrating ü = v and results in an expression like (4.16)
with the kernel
K̃Ψ(s; z) :=WΨ2(z)WΨ1(zeγs)−WΨ1(z)WΨ2(zeγs) ≡ −s,
introducing
WΨ1 := 1 and WΨ2 := γ−1 ln .










4.3. Proofs of Lemmata 4.2 and 4.3 69
where (z, θ) ∈ Πτ and Z ∈ A1 are arbitrary. Also denote
K̃Z := I∞.
Since the integrand here is an analytic function of (z, θ) on the compact
region Πτ and continuous in s ∈ [−n, 0], it follows from an exercise in
function theory that In with n < ∞ is analytic on Πτ ; see p. 123 of
[Ahl66]. As an element of A1, Z(z, θ) has the representation z2Z̃(z, θ),
where Z̃ is analytic on Πτ . Accordingly, (4.15) implies








showing that In → K̃Z uniformly on Πτ as n → ∞. Hence, also K̃Z
is analytic on the latter region. Moreover, In(z, θ) = O(z2) as z → 0,
which by virtue of (4.17) yields K̃ : A1 → A1.
We showed above that if Z ∈ A1 and KZ = Z ′ (thus Z ′ ∈ A1),
then Z = K̃Z ′ holds on [0, 1] × Td ⊂ Πτ . But each side of the latter
equation are analytic on Πτ and hence agree there, meaning that K̃ is
the left inverse of K: K̃K =   A1 . A direct computation shows that it
is also the right inverse. In other words,
K̃ = K−1 on A1.
K(s; z) ∈ R, provided z ∈ R. Thus, should the restriction Z|[0,1]×Td
be real-valued, so is (K−1Z)|[0,1]×Td .
The integrals In also depend analytically on γ. Thus, according to
Theorem 3.4, they are analytic functions on the domain |ε| < ε0. Since
|γ − g| < Cg|ε|, the trivia γ > cg > 0 and the final inequality in (4.17)
guarantee that the convergence In → K−1Z takes place uniformly on
compact subsets of D defined in (1.15) (g bounded away from zero).









converges in the disk D̄(0, τ) :=
{
z ∈ C
∣∣ |z| ≤ τ
}
. Using the Cauchy
inequalities
|Zk(θ)| ≤ k! τ−k ‖Z‖∞
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we deduce the bound
|Z(z, θ)| ≤ 2(|z|/τ)2‖Z‖∞
for z ∈ D̄(0, τ/2). In Πτ , |z| ≤ R for a certain R = 1 +O(τ), such that
zeγs ∈ D̄(0, τ/2) whenever s ≤ S := −γ−1 ln(2R/τ)). The bound in














γ2τ(1− τ 2)2 ,







ere we assume that the reader is familiar with the notation
introduced in the beginning of Chapter 4, as well as the results
stated thereafter. The existing map Z = δ2X̃ solves (4.5) and,
by virtue of W̃ ’s analyticity, admits the representation
δ2X̃ = K−1δ2
[(





























and a repeated argument of such a symmetric k-linear operator by
(x)⊗k := (x, . . . , x
k times
),
for the sake of brevity. Observe that we have omitted a δ2 in front of
the square brackets on the second line of (5.1) as redundant.
Equation (5.1) may be viewed as a recursion relation for δ2X̃. It is
crucial that
w(0), w(1) = O(εg2), (5.3)
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is then completely determined by X̃≤1 and the lower orders δ2X̃ l (1 ≤
l ≤ `− 1) through the right-hand side of (5.1). Moreover, since X̃≤1 =
O(ε), only finitely many terms in the sum over the index k are involved.
Together these facts imply that only finitely many recursive steps using
(5.1) are needed to completely describe any given order δ2X̃
` in terms
of X̃≤1 alone and that, at each such step, only finitely many terms from
the k-sum contribute. We next give a pictorial illustration of the above
reasoning.
5.1. Tree expansion
Despite the title of the thesis, we shall use plenty of tree diagrams.
However, this is done for bookkeeping and pedagogical purposes, and
our trees interact in no way; we simply choose to draw a tree instead
of spelling out a formula.















if k = 2, 3, . . . ,
and make the identifications





:= δ2X̃, := X̃≤1,
and, for k ≥ 1,
k lines := K−1w(k).
In the diagram representing the k-linear w(k), the k “free” lines to the
right of the node stand for the arguments. We say that these lines
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enter the internal node, whereas the single line to the left of the node







Notice that, as w(k) is symmetric, permuting the lines entering a node
does not change the resulting function. We emphasize that all of the
functions introduced above are analytic on Πτ and |ε| < ε0.
In terms of such tree diagrams, or simply trees, equation (5.1) reads
= + + +
+ + + · · · ,
(5.5)
using multilinearity to split the sums X̃≤1 + δ2X̃ into pieces. Above,
the sum after the first tree consists of all trees having one internal node
and an arbitrary number of end nodes, at least one of which, however,
is a white circle. This rule encodes the fact that on the second line
of (5.1) the summation starts from k = 1 and that the contributions
with only X̃≤1 in the argument (i.e., trees with only black dots as end
nodes) are cancelled.
Using (5.1) recursively now amounts to replacing each of the lines
with a white-circled end node by the complete expansion of such a tree
above. This is to be understood additively, so that replacing one end
node, together with the line leaving it, by a sum of two trees results in
a sum of two new trees. For example, such a replacement in the third
tree on the right-hand side of (5.5) by the first two trees gives the sum
+ .
Before proceeding, we introduce a little bit of terminology. The
leftmost line in a tree is called the root line, whereas the node it leaves
(i.e., the uniquely defined leftmost node) is called the root. Having
assigned such a special role to one of the nodes, our trees are in fact
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what are called rooted trees in the literature. A line leaving a node v
and entering a node v′ can always be interpreted as the root line of a
subtree, the maximal tree consisting of lines and nodes in the original
tree with v as its root. We call v a (not necessarily unique) successor
of v′, whereas v′ is the unique predecessor of v.
The recursion (5.5) can be repeated on a given tree if it has at least
one white circle left. Otherwise, the tree in question must satisfy
(R1′) The tree has only filled circles ( ) and black dots ( ) as its
end nodes,
together with
(R2′) Any internal node has an entering (line that is the root of a)
subtree containing at least one filled circle as an end node.
After all, the recursion can only stop by replacing an existing white
circle with a filled one. Continuing ad infinitum yields the expansion
=
∑(






where the prime restricts the summation to trees T satisfying (R1′) and
(R2′). We point out that each admissible tree appears precisely once
in this sum, considering different two trees that can be superposed by
permuting subtrees that enter the same node.
How does the earlier discussion concerning the description of δ2X̃
`
in terms of a finite sum involving only X̃≤1 translate to the language
of trees? In a straightforward fashion. First, the second part of (5.3)
and X̃≤1 = O(ε) amount pictorially to
= O(ε) and = O(ε).
Second, w(k) = O(g2) and the first part of (5.3) yield
k = O(εk) (k = 1, 2, . . . )
and
k lines = O(1) (k = 2, 3, . . . ).
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according to (5.4), on the right-hand side of (5.6), we get a new version
of the latter by replacing the rules (R1′) and (R2′), respectively, with
(R1) The tree has only numbered circles ( k with arbitrary values
of k) and black dots ( ) as its end nodes,
and
(R2) Any internal node has an entering (line that is the root of
a) subtree containing at least one numbered circle as an end
node.
Let us define the degree of a tree as the positive integer
deg T := #( ) + #( ) +
∞∑
k=1
k#( k ) (5.8)
for any tree T satisfying (R1) and (R2). By #(G) we mean the number
of occurrences of the graph G in the tree T . That is, the degree of a tree
is the number of its end nodes with suitable weights plus the number
of nodes with precisely one entering line. Since a tree has finitely many
nodes, its degree is well-defined. Then a rearrangement of the sum








where the asterisk reminds us that the rules (R1) and (R2) are being
respected by the sum.
According to the analysis above, the particular graphs appearing in
the definition of deg T are the only possible single-node subgraphs of
T proportional to a positive power of ε. Since each tree is an analytic




εk T k = εdeg T
∞∑
k=0
εk T k+deg T .




















T +O(ε`+1) (ε→ 0) (5.11)
for each and every ` = 1, 2, . . . . The expansion in (5.9) is in fact just
a compact way of writing (5.11). We emphasize that the latter can
be derived completely rigorously, for each value of ` separately, but
resorting to the use of formal series allowed us to treat all orders of
δ2X̃ at once. We call the series (5.9) an asymptotic expansion of δ2X̃;
the partial sums
∑∗
deg T≤` T need not converge to δ2X̃ for any fixed ε
as ` → ∞, but for a fixed ` the error is bounded by an `-dependent
constant times |ε|`+1 on the mutual domain of analyticity, |ε| < ε0.
Example 5.1. The beginning of the asymptotic expansion (5.11)
is










5.2. Analyticity domain of trees
As already pointed out, all trees T above are analytic functions of
(z, θ, ε) on Πτ × {|ε| < ε0}. Due to the projections δ2 appearing in
(5.4), they also satisfy T |z=0 = ∂zT |z=0 = 0, i.e., are elements of the









K̃(s; z)h(zeγs, θ + ωs) ds. (5.12)
Consequently, we will now show that the analyticity domain of a tree
in the z-variable is in fact much larger than the neighbourhood of [0, 1]





<e z > 0, |arg z| ≤ ϑ
}
⊂ C
(with a new τ and “small” ϑ) in the right half-plane.
Lemma 5.2 (Analytic continuation of trees). Without affecting the
analyticity domain with respect to ε, there exist numbers 0 < τ < 1,
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0 < ϑ < π/2, and 0 < σ < η such that each tree in the sums (5.9) and
(5.11) extends to an analytic function of (z, θ) on Uτ,ϑ×{|=m θ| ≤ σ}.
Proof. Observe that, as a polynomial, X̃≤1 is an entire function of





implying that |=m Φ0(z)| ≤ η in Uτ,ϑ with τ and ϑ sufficiently small.
By Example 2.1, f(Φ0(z), θ) is analytic, making the maps h(k) and
X̃≤1 analytic on Uτ,ϑ × {|=m θ| ≤ σ} for some 0 < σ < η, where η is
determined by f and σ by X̃≤1 (ultimately by f and ω).
Suppose h = δ2h is a map analytic on Uτ,ϑ × {|=m θ| ≤ σ}. Then
the integrand in (5.12) is analytic in a neighbourhood of the latter set.
By virtue of Fubini’s theorem,
∮
Γ





K̃(s; ζ)h(ζeγs, θ + ωs) dζ ds = 0
for any closed contour Γ inside a sufficiently small neighbourhood of
Uτ,ϑ and enclosing z. Hence, Morera’s theorem yields analyticity of
K−1h with respect to z. As always, analyticity with respect to θ fol-
lows from an exponentially decaying bound on the Fourier coefficients.
Applying this argument at each node of a tree proves the claim. 
Since the number of terms in the sum in (5.10) is finite and the functions
X̃≤1 and X0 in X = X0 + X̃≤1 + δ2X̃` are analytic on Uτ,ϑ×{|=m θ| ≤
σ}, we get
Proposition 5.3 (Analytic continuation). Each order X ` of the
solution extends analytically to the region Uτ,ϑ × {|=m θ| ≤ σ}. More-
over, if ψ 7→ f( · , ψ) is a trigonometric polynomial of degree N , i.e.,
N is the minimal nonnegative integer such that f̂( · , q) = 0 if |q| > N ,
then θ 7→ X`( · , θ) is a trigonometric polynomial of degree `N , at most.
However, (a straightforward upper bound on) X ` grows without
a limit as <e z → +∞, such that there is no reason whatsoever to
expect absolute convergence of the series
∑∞
`=0 ε
`X` in an unbounded z-
domain. In fact, it is known that the behavior of the unstable manifold
(X = Xu) gets extremely complicated for large values of z even with
relatively simple Hamiltonian systems.
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Proof of the trigonometric polynomial part of Proposition 5.3. From
the equations of motion, (1.11), a Taylor expansion yields






where the trigonometric degree of DmΩ(X0) is N for ε 6= 0 but vanishes
at ε = 0 because X0 does not depend on θ. For each k ≥ 1, let nk
stand for the trigonometric degree of X̃k. Equating like powers of ε in
the expansion above, we infer two things. First, n1 = N . Second, we
must have, for each ` ≥ 2,
n` ≤
{
nk1 + · · ·+ nkm where k1 + · · ·+ km = `,
N + nk1 + · · ·+ nkm where k1 + · · ·+ km = `− 1,
because the trigonometric degree of a product is at most the sum of the
trigonometric degrees of the factors; eiq·θeiq·θ = ei2q·θ and eiq·θe−iq·θ = 1.
Next, assume that nk ≤ kN holds for each 1 ≤ k ≤ `− 1, recalling
that this is the case if k = 1. Subsequently, the estimate for n` above
becomes n` ≤ `N . 
Chapter 6
Size of the Homoclinic
Splitting
he Lyapunov exponent γ = γ(ε, g), whose existence we have
studied earlier, turned out to be an analytic function of ε in a
neighbourhood of the origin (|ε| < ε0). Hence, may be expand




Further, since L depends on γ, we write its perturbation expansion as




The operator-valued coefficients are given by
L0 = ω · ∂θ + gz∂z and L` = γ`z∂z (` ≥ 1) (6.1)
above. In particular, as X0(z, θ) ≡ (4 arctan z, 0)T by (1.17),






The expansion of the splitting matrix Υ—see (1.25)—therefore begins
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It is customary to call the leading coefficient, Υ1, the Melnikov term
or the Melnikov matrix.
Recall now (1.10). For convenience, we also remind the reader of
equations (2.1)–(2.2) and (3.1), i.e.,
D2X0 = Ω(X0) = (g2 sin Φ0, 0)T + λ Ω̃(X0) (6.2)
and
(D + γ)2X1 = DΩ(X0)X1 =
(
g2 cos Φ0 0
0 0
)
X1 + λDΩ̃(X0)X1. (6.3)
Curiously, a simple parity argument concerning (6.2) yields the fol-
lowing results.
Proposition 6.1. The map θ 7→ X0(θ − β) − (0, β)T is odd for
a unique phase shift β ∈ Td. The latter depends analytically on the
parameters ε and g in the same domains as X0, and β|ε=0 = 0.
Proof. Suppose β := 〈Ψ0〉, such that the average of the Ψ-coordinate
of the shifted solution X ′0(θ) ≡ X0(θ − β) − (0, β)T vanishes. Let us
set X ′′0 (θ) ≡ −X ′0(−θ) and keep the even parity of f in mind. Surely
D2X ′′0 = Ω(X ′′0 ), ‖Ψ′′0‖`1 = ‖Ψ′0‖`1 , and 〈Ψ′′0〉 = −〈Ψ′0〉. By the unique-
ness part of Theorem 2.2, we must have X ′′0 = X
′
0. In other words, the
map θ 7→ X ′0(θ) is odd. The uniqueness of β follows readily, whereas
its analyticity can be inferred directly from that of Ψ0. 
As β|ε=0 = 0 and X00 = 0, we get
Corollary 6.2. At the homoclinic point, the function Y0 = DX0
does not contribute to the Melnikov term of the splitting matrix:
∂θY
1
0 (0) = 0.
Remark 6.3. Similar considerations about X1 are doomed to fail
because of the parity breaking operator 2γD appearing on the left-
hand side of (6.3).
Extracting from (6.3) the terms that are linear in ε (which equals
λg−2 by definition) and recalling X00 = 0, we get[













for X11 . As the average of the upper row on the left-hand side of (6.4)
is zero and X01 = (4, 0)




that γ depends analytically on g. It also serves as motivation for (3.71).
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6.1. Some tools
We define the operator D−1, acting on functions on Td with vanishing
average, by giving the expression of its kernel:
D−1(p, q) =
{
(iω · q)−1 if p = q ∈ Zd \ {0},
0 otherwise.
Then D−1 is the right inverse of D and its range consists of functions
on Td with vanishing average.




h(zeγτ , θ + ωτ) dτ with I := I[0].
The symbol I0 will stand for the “lowest order” of the operator I—
having γ replaced by g in the definition. Obviously,
Ih(zeγt, θ + ωt) ≡ I[t]h(z, θ) ≡ Ih(z, θ) +
∫ t
0
h(zeγτ , θ + ωτ) dτ.
Applying (1.7) at t = 0, the formal identity
LI =   (6.5)
follows. Complementing (6.5), one also gets
ILδ1 = δ1 (6.6)
by a direct computation.






in the proof of Lemma 4.3 satisfies
K−1h(zeγt, θ + ωt) =
∫ t
−∞
K̃(τ − t; zeγt)h(zeγτ , θ + ωτ) dτ, (6.7)






(j = 1, 2),
namely,
K̃(τ − t, zeγt) ≡ W2(zeγt)W1(zeγτ )−W1(zeγt)W2(zeγτ ). (6.8)
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6.2. The homoclinic trajectory
Consider the homoclinic point at (z, θ) = (1, 0). If we let the system
evolve with time, the flow of the coordinates (φ, ψ) is given by t 7→
(0, ωt) + X(eγt, ωt), according to (1.6). As the initial point lies on
both Wuλ and Wsλ, so does the whole trajectory, which means that
Xu(eγt, ωt) = Xs(eγt, ωt) must hold true at all times (after analytic
continuation to large |t|).
On the other hand, defining the time-reversal operator (recall (1.8))
T̂ h(z, θ) := (h ◦ T )(z, θ) = h(z−1,−θ),
(1.20) states that Xs = (2π, 0)− T̂Xu. Thus, we have
X(eγt, ωt) = (2π, 0)− T̂X(eγt, ωt) ∀ t ∈ R. (6.9)
Moreover, differentiation with respect to t yields
Y (eγt, ωt) = T̂ Y (eγt, ωt) ∀ t ∈ R.
Denoting the `th Taylor coefficient of a function at the origin by a
superscript ` and recalling Ψ0 = β0 = 0, Proposition 6.1 implies—in




(   − T̂
)
X10 + (0, β
1)T .
This is the unique decomposition of X10 into its odd and even parts.
Notice now that (6.6) and L20Ψ1 = g2Ω̃Ψ(X0) imply
δ1Ψ
1 = g2I20δ1Ω̃Ψ(X0). (6.10)
The imposed condition X(1, 0) = (π, 0)T contains the relations
X`0(0) = −δ1X`(1, 0) (` ≥ 1),
such that, in fact,
β1 = Ψ10(0) = −δ1Ψ1(1, 0).
6.3. The Melnikov term
Let us study the lowest nonvanishing contribution to the splitting in
detail. The symmetry (1.3) comes in very handy, since it implies,
together with the even parity of f , that
f(Φ0(z−1),−θ) ≡ f(Φ0(z), θ). (6.11)
By Corollary 6.2 and (1.21), the Melnikov matrix reads
Υ1 = 2∂θδ1Y
1
Ψ(1, 0) = 2g
2I0δ1DΨΩ̃Ψ(X0)(1, 0),
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the last equality being obtained from (6.10) by applying L0. By equa-
tion (6.11), δ1DΨΩ̃Ψ(X
0)(z, θ) = ∂2ψf(Φ
0(z), θ)− ∂2ψf(0, θ) is invariant
under (z, θ) 7→ (z−1,−θ), such that setting




0(egt+s), θ + ωt)− ∂2ψf(0, θ + ωt) dt (6.12)
yields
Υ1 = g2F (0, 0).
Here the second term in the integrand removes the quasiperiodic limit
of the first one, making the integral absolutely convergent. In fact, the
integrand tends to zero at an exponential rate as |t| → ∞.
We now give a result, due to Lazutkin in it’s original form, [Laz03],
and extended by [DGJS97], [Sau01], and [LMS03] to the quasiperiodic
setting.
Lemma 6.4 (Lazutkin). Suppose a function F is analytic on the
set S := [−iϑ, iϑ] × {|=m θ| < η}, continuous on its closure S̄, and
satisfies the identity
F (s, θ) ≡ F (0, θ − g−1ωs). (6.13)
Then F extends analytically to {|=m s| ≤ ϑ} × {|=m θ| < η}, with
(6.13) still holding. On R× Td it obeys a bound of the form
|F (s, θ)− F̃ | ≤ CB(g)e−c g−1/(ν+1) , B(g) := sup
(s,θ)∈S̄
|F (s, θ)|,
where F̃ stands for the θ-average 〈F (s, · )〉 and is independent of s.
The lemma applies to the function defined in (6.12), due to Exam-
ple 2.1 and Lemma 5.2. Because the ψ-derivatives in the integrand are
interchangeable with total θ-derivatives, F̃ = 0, and we get
Proposition 6.5. There exist positive constants c and C such that
the Melnikov term satisfies
|Υ1| ≤ Cg2e−c g−1/(ν+1) .
Proof of Lemma 6.4. (Adapted from [Sau01]). The Fourier transform
of (6.13) yields
F̂ (s, q) = F̂ (0, q) e−i(g
−1ω·q)s, (6.14)
which extends to an entire function of s. For s ∈ [−iϑ, iϑ],
|F̂ (0, q)| e(g−1ω·q)=m s = |F̂ (s, q)| ≤ B(g)e−η|q|,
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and therefore,
|F̂ (0, q)| ≤ B(g)e−ϑg−1|ω·q|−η|q|.
Finally, plugging this into (6.14), we get
|F̂ (s, q)| ≤ B(g)e−(ϑ−|=m s|)g−1|ω·q|−η|q| (s ∈ C).
For |=m s| ≤ ϑ and |=m θ| ≤ η′ < η, the series ∑q∈Zd F̂ (s, q)eiq·θ is
uniformly convergent and, as such, provides the analytic extension.





for positive α, β, ν, and x,
we get from the Diophantine condition (1.4) that
|F̂ (s, q)| ≤ B(g)e−ϑg−1a|q|−ν−η|q| ≤ B(g)e−δ|q|e−w(ϑ,η−δ)g−1/(ν+1)
holds if s ∈ R, q ∈ Zd\{0}, 0 < δ < η, and w(ϑ, η−δ) := (ϑa)1/(ν+1)(η−




where C only depends on the dimension d. The bound of the lemma
now follows.
By (6.14), we compute F̃ := 〈F (s, · )〉 = F̂ (s, 0) = F̂ (0, 0), such
that F̃ does not depend on (s, θ). 
Remark 6.6. Notice that, for small values of g, the analyticity do-
main of F in Lemma 6.4 is much larger than what the right-hand side
of (6.13) suggests.
Remark 6.7. Identity (6.13) in Lazutkin’s lemma is equivalent to
(∂s + g
−1ω · ∂θ)F = 0, (6.15)
or, calling F̄ (z, θ) ≡ F (g−1 ln z, θ), to L0F̄ = 0. There exists a whole
industry trying to push through the argument given above replacing
Υ1 with a “better measure” of the splitting, such as Υ, by searching
for a coordinate system in which the “measure” satisfies (6.15). The
state of this quest is best described in [LMS03].
Neither Lemma 6.4 nor Proposition 6.5 is optimal. There is a re-
finement in [Sau01] which, however, is not optimal. In many special
cases one can derive a much stronger bound.
Example 6.8. (Gallavotti et al.) A good concrete perturbation to
dwell on is f(φ, ψ) =
∑d
k=1 cos(φ + ψk). The Melnikov matrix is now










[sinh(gt) + i]2|n| , n ∈ N,








































if ωk > 0
, as g → 0.
The integrals can be found using the Residue Theorem after lifting the
contour of integration to =m t = π/g or, alternatively, by looking them
up in [EMOT54]. We emphasize that the domain of integration being
the whole of R and the analyticity of the oscillatory integrand above
are absolutely crucial for obtaining exponentially small asymptotics.
6.4. Hiding γ
We adhere to the notation
X(t; z, θ) := X(zeγt, θ + ωt), (6.16)
which makes the dependence on the Lyapunov exponent γ implicit,
such that the perturbation expansion reads compactly




instead of the more verbose form 1













With little trickery, the equations of motion retain their appearance:
defining
Ω(X)(t; z, θ) ≡ [(g2 sin Φ, 0) + λ Ω̃(X)](t; z, θ)
together with
Ω̃(X)(t; z, θ) ≡ ∂f(X(t; z, θ) + (0, θ + ωt)),
1Recall that γ is a function of ε.
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and implementing (1.7), we obtain the analogue of (1.11):
∂tY (t; z, θ) := ∂
2
tX(t; z, θ) = Ω(X)(t; z, θ). (6.17)
The explicit dependence of a function on z and θ will often be
suppressed. Notice, however, that
X(t) := X(t; z, θ) ≡ X(0; zeγt, θ + ωt). (6.18)
But due caution should be exercised when dealing with derived quan-
tities; for instance, the partial derivative with respect to z obeys
∂zX(t; z, θ) = e
γt∂zX(0; ze
γt, θ + ωt) 6≡ ∂zX(0; zeγt, θ + ωt).
On the other hand, ∂θX(t) and z∂zX(t), as well as ∂tX(t), inherit the
functional quality (6.18), and Ω(X)(t) was constructed so as to have it,
too. Furthermore, smoothness guarantees that the partial derivatives
∂t, ∂z, and ∂θ commute.
6.5. Regularized integrals
This section borrows heavily from Gallavotti, et al.; see for instance
[CG94] and [GGM99].
We consider functions h(t; z, θ) that can be expanded as finite sums
P∑
p=0
tphp(zeγt, θ + ωt), (6.19)
where hp is analytic on {0 < |z| < τ}×Td—a punctured neighbourhood
of the origin times the d-torus—with at worst a finite pole at z = 0.
Let us then denote by TNh(t; z, θ) the truncated Fourier series∑
|q|≤N ĥ(t; z, q)e
iq·θ and define a regularized integral
−
∫








e−R|τ |TNh(τ ; z, θ) dτ,
the residue at R = 0 meaning that of the analytic extension from the
complex half-plane with <eR sufficiently large. This is well-known
from the theory of Laplace transforms. The truncation, TN , is needed
to insure that the origin of the R-plane is not an accumulation point
for poles, since factors (R + iω · q)−1 appear from the integral.
Proposition 6.9. The regularized integral is linear. Moreover,
(1) −
∫
h (t; z, θ) = −
∫
h (t0; z, θ) +
∫ t
t0
h(τ ; z, θ) dτ for any real t0,
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(2) if h and h′ are trigonometric polynomials (in θ) and h(t; z, θ) =
h′(t; z, θ) for all t, then −
∫
h (t; z, θ) = −
∫





















u(τ) dτ , since the integral is entire in
R, from which (1) follows. If h is a trigonometric polynomial, then
−
∫






−R|τ |h(τ ; z, θ) dτ , yielding (2). Claim (3) is
trivial. 




h(τ ; z, θ) dτ ≡ −
∫
h (t; z, θ),












e−R|τ |TNh(τ ; z, θ) dτ
when it makes sense (for instance, if h(t; z, θ) ≡ h̄(−t; z−1,−θ) with h̄























h (t; z, θ) ≡ −
∫ t
∞
h(τ ; z, θ) dτ,
together with the previous line. Property (1) in Proposition 6.9 yields
Corollary 6.10. The (regularized) integral satisfies
∂t−
∫






h(τ ; z, θ) dτ = h(t; z, θ).
Proposition 6.11. Suppose h is analytic on {|z| < τ} × Td, and




h(τ ; z, θ) dτ = 〈h0〉t+D−1h0(θ + ωt) + Iδ1h(zeγt, θ + ωt).
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Remark 6.12. Observe that, unless the integrals converge in the
traditional sense, −
∫ t
−∞ does generically not tend to −
∫∞
−∞ or 0 as t tends
to ∞ or −∞, respectively.




∂τh(τ ; z, θ) dτ = h(t; z, θ)− 〈h0〉.
Proof. Notice ∂τh(τ ; z, θ) = Dh0(θ+ωτ) +Lδ1h(zeγτ , θ+ωτ), and
recall the identities D−1Dh0 = h0 − 〈h0〉 and ILδ1h = δ1h. 











h(s; z, θ) ds dτ = −
∫ t
−∞
(t− τ)h(τ ; z, θ) dτ.
Proof. The first identity is a definition. In order to confirm the sec-
ond one, we first assume that it holds for the trigonometric polynomials











































keeping z and θ implicit. Notice that the last identity is a definition.
Suppose now that h is a trigonometric polynomial in θ. If t ≤ 0,






























eRτh(τ ; z, θ) dτ.
But one easily checks that resR=0
1
R2
H ≡ resR=0 1R ddRH from the Laurent
series, and that the latter equals −
∫ t
−∞ τ h(τ ; z, θ) dτ . The case t > 0
follows either by analytic continuation or a direct computation. 
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We need to extend the definition of the matrices Wj, given above
(6.8), by setting
Wj(t; z) ≡ Wj(zeγt) (j = 1, 2).
Then, motivated by (6.8) and its usage in the expression (6.7) of K−1
on the class of functions h(z, θ) that are analytic at z = 0 and satisfy
h = δ2h, we also define K = diag(KΦ, KΨ) such that K(t, τ ; z) ≡
K̃(τ − t, zeγt), i.e.,
K(t, τ ; z) :=W2(t; z)W1(τ ; z)−W1(t; z)W2(τ ; z).
For some functions W ′ and W ′′, and an operator O, the shorthand
notation












K(t, τ ; z)h(τ ; z, θ) dτ = [W2,W1]−∫ h (t; z, θ), (6.20)
whereas, the operator in (6.7) reads [W2,W1]I . Thanks to the regular-
ization in the integral, [W2,W1]−∫ can be applied to a much wider class
of functions than [W2,W1]I—the latter being restricted to h(t; z, θ) ≡
h(zeγt, θ + ωt) with fast decay as t → −∞. But how is this operator





? We now dwell on this question.
Lemma 6.15. Let S1 denote the space of functions h analytic on
{|z| < τ} × Td and satisfying 〈h1〉 = 0. Setting
Uh := (D2 − γ2)−1h0 + zD−1(D + 2γ)−1h1,
the operator L̃ : S1 → S1 defined by







L̃ = L−1 on S1.
Remark 6.16. The fact (LUh)≤1 = h≤1 makes the definition of L̃
somewhat more understandable, since then
γ2(δ2 cos Φ
0)Uh = δ2(γ
2 cos Φ0 Uh) = −δ2(LUh) = −LUh+ h≤1.
Proof. First, by virtue of L[WΦ2,WΦ1]Iδ2 = δ2, compute
LL̃h = LUh+ δ2h+ γ
2(cos Φ0 − 1)Uh = (L2 − γ2)Uh+ δ2h
= (D2 − γ2)(Uh)0 + zD(D + 2γ)(Uh)1 + δ2h
= h0 + z(h1 − 〈h1〉) + δ2h = h− z〈h1〉.
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So, if 〈h1〉 = 0, L̃ is the right inverse of L. Next, notice that h = Lf is
equivalent to the system
{
h0 = (D2 − γ2)f0, h1 = (D + 2γ)Df1,
δ2h = L(δ2f)− γ2(δ2 cos Φ0)f≤1,
or, using [WΦ2,WΦ1]ILδ2 = δ2, to{








Finally, since Uh≤1 = Uh,








Demanding 〈f1〉 = 0 proves that L̃ is also the left inverse of L. 
Proposition 6.17. Denote h(t; z, θ) ≡ h(zeγt, θ+ωt) for a function
h ∈ S1; see Lemma 6.15. Then Lt = ∂2t − γ2 cos Φ0(zeγt) and L =
L2 − γ2 cos Φ0 satisfy
Lth(t; z, θ) ≡ Lh(zeγt, θ + ωt).
The operator [WΦ2,WΦ1]−∫ maps S1 into itself and, in fact,
[WΦ2,WΦ1]−∫ = L−1t on S1.
Proof. First, identifying h(t; z, θ) ≡ h(zeγt, θ+ωt) for h ∈ S1, notice
that
[WΦ2,WΦ1]−∫ δ2h = [WΦ2,WΦ1]Iδ2h,
because the integrals converge even without regularization. Recalling









where Proposition 6.14 was used for the double integral. Splitting Q =
Q1 − Q2, where Q2(z) ≡ z−1, all regularized integrals above—except
for −
∫
Q2h≤1—can be replaced by the convergent
∫ ·
−∞, since P (z) and





















ĥ1(0)t− z−1e−γtγ−1ĥ0(0) if q = 0,
(iω · q)−1ĥ1(q) + z−1e−γt(iω · q − γ)−1ĥ0(q) if q ∈ Zd \ {0},
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by analytic continuation from <eR > γ to a neighbourhood of R = 0.
On S1, the coefficient ĥ1(0) vanishes, such that [WΦ2,WΦ1]−∫ h(t; z, θ) ≡
H(zeγt, θ + ωt), where H is an analytic function on {|z| < τ} × Td.













In particular, 〈H1〉 = −〈h1〉/4γ2, meaning that [WΦ2,WΦ1]−∫ maps S1
into itself.
Since L is invertible on S1, by Lemma 6.15, we are left with checking
that Lt[WΦ2,WΦ1]−∫ =
 
on S1. This boils down to the identities
Lt(uv) = (Ltu)v + 2(∂tu)(∂tv) + u ∂
2
t v,
LtWΦ1 = LtWΦ2 = 0 and WΦ1∂tWΦ2 −WΦ2 ∂tWΦ1 = 1,
together with Corollary 6.10. 
Proposition 6.18. Let S0 be the space of analytic functions h on
{|z| < τ} × Td and denote h(t; z, θ) ≡ h(zeγt, θ + ωt). Then L =
D + γz∂z satisfies
∂th(t; z, θ) ≡ Lh(zeγt, θ + ωt).
The operator −
∫
maps S0 into itself and, in fact,
−
∫
= ∂−1t on S0.
Proof. This follows from Corollaries 6.10 and 6.13, and Proposi-
tion 6.11. 
Corollary 6.19. With the interpretation h(t; z, θ) ≡ h(zeγt, θ +









is invertible on the space
S1 × S0, where









In terms of coordinates, by virtue of (6.20),
K−1h(t; z, θ) ≡ −
∫ t
−∞
K(t, τ ; z)h(τ ; z, θ) dτ.
94 6. Size of the Homoclinic Splitting






, where KΨ(t, τ ; z) ≡ t− τ . Hence, Proposition 6.14
finishes the proof. 
6.6. Asymptotic expansion for the
splitting matrix
Starting from (6.17) and using Proposition 6.18 with 〈Y u0 〉 = 〈DXu0 〉 =
0, we have
Y u(t; z, θ) = −
∫ t
−∞
Ω(Xu)(τ ; z, θ) dτ
The identity Xs(t; z, θ) ≡ (2π, 0)−Xu(−t; z−1,−θ) yields
Y s(t; z, θ) ≡ Y s(zeγt, θ+ωt) ≡ Y u(z−1e−γt,−θ−ωt) ≡ Y u(−t; z−1,−θ),
such that defining the d component column vector
∆(t; z, θ) := (Y uΨ − Y sΨ)(t; z, θ)
and the functions
f s,u(t; z, θ) := f(Xs,u(t; z, θ) + (0, θ + ωt))
thus results in an expression for the splitting matrix Υ of (1.25) in
terms of regularized integrals: Υ = ∂θ∆(0; 1, 0) with










ψ(τ ; z, θ) dτ,
where the subindices attached to f s,u stand for partial derivatives (our
convention is ψ̄ = (φ, ψ) and ∂ = ∂ψ̄ = (∂φ, ∂ψ)).
Remark 6.20. Extracting here the first order in ε = g−2λ casts the
Melnikov matrix in a compact form in terms of the regularized integrals:
Υ1 = ∂θ∆




0(egτ ), ωτ) dτ.
The reader is invited to compare this with (6.12) and the equation
following it. Without going into the details, we point out that a similar
procedure, using Lemma 6.4, that resulted in the exponentially small
bound on Υ1 can be applied here, despite the “unusual” integrals.






ψ(τ ; z, θ) dτ (6.21)
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exists. If the integrand is a trigonometric polynomial in θ, then Propo-
sition 6.9 implies that the value of the integral only depends on the
integrand’s restrictions to {(t; z, θ) | t ∈ R}, as the notation suggests 2.














since Xu(τ ; 1, 0) ≡ Xs(τ ; 1, 0).
Let us make the assumption that ψ 7→ f( · , ψ) is a trigonometric
polynomial, such that, by Proposition 5.3, each order of X in ε is a
trigonometric polynomial in θ. Even so, equation (6.22) is formal in
the sense that the integrands are defined for τ  0 only up to an
arbitrarily high order in ε. However, it is asymptotic, which is to say
that at each order the identity is exact. Put differently, (6.22) is a
collection of exact identities, one for each order in ε, written in closed
form. Moreover, at each order, the integrands are analytic functions by
virtue of the extension result in Proposition 5.3. Of course, we need to








(τ ; z, θ) dτ
with arbitrary ` ∈ N, exists 3.





ψ(τ) dτ (at each order in ε) turns out to be exponentially small
in the limit g → 0. Second, we can actually construct a (formal)
recursion relation for the function ∂θ(X
s −Xu)(τ), taking us to ever-
increasing orders in ε, as follows. Differentiate both sides of (6.17) with





s,u = M s,u∂θX
s,u + λf s,u
ψ̄ψ
with Lt = ∂
2
t − γ2 cos Φ0(zeγt), as in Proposition 6.17, and
M s,u(t; z, θ) :=
(






Owing to the θ-derivative acting on Xs,u and Corollary 6.19, we get
∂θX






s,u + λf s,u
ψ̄ψ
]
(t′; z, θ) dt′,
upon choosing ∞ in conjunction with Xs and −∞ with Xu. The
most convenient way to see this is to infer the identity for ∂θX
u and
2This is the first of the two places where we need to restrict ourselves to the
use of trigonometric polynomials. . .
3. . . and this is the second.
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employing K(−t,−τ ; z−1) ≡ −K(t, τ ; z) and Xs(t; z, θ) ≡ (2π, 0) −
Xu(−t; z−1,−θ).





(2) of Proposition 6.9 validates
∂θ(X

















(τ ′) dτ ′.
(6.23)
By construction, the quantities appearing in square brackets above are
θ-gradients:
M s,u∂θX
































Notice the structure of (6.23); it is an affine fixed point equation of
the form ζ = E+BM sζ solved formally by ζ(t) = ∂θ(Xs−Xu)(t). This
is highly interesting from the point of view of asymptotic analysis, since
M s = O(ε) multiplies ζ on the right-hand side. Indeed, truncating the





the identities ζk = (E + BM sζ)k = (E + BM sζ≤k−1)k become ex-
act. Hence, we can recursively construct arbitrarily high orders of
∂θ(X
s − Xu)(t) from its lower orders, without the need of diverting
from {(t; z, θ) = (t; 1, 0) | t ∈ R} in order to compute the θ-derivative.





, where the index j is a
power.




s)jE is an asymptotic expansion of ∂θ(Xs−Xu)(t) in
the sense that
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(t) = O(εk+1) for each
k ∈ N.
Once inserted into (6.22), the latter series provides us with an as-
ymptotic expansion for the splitting matrix ∂θ∆(t) on the homoclinic
trajectory (t; z, θ) ≡ (t; 1, 0), and in particular for Υ = ∂θ∆(0; 1, 0):
















The operator B above has the expression
Bh(t; z, θ) = −
∫ t
∞
K(t, τ ; z)h(τ ; z, θ) dτ, (6.24)
whereas E is the restriction of
E(t; z, θ) := −
∫ −∞
∞
K(t, τ ; z) ∂θA
u(τ ; z, θ) dτ
to (z, θ) = (1, 0). We may split the kernel K into the useful sum











































with P (t; z) ≡ P (zeγt) and Q(t; z) ≡ Q(zeγt) defined in (4.13), and







In this way, also E splits into pieces:







tpKij(t; z) Epij(z, θ),
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where, in the Kronecker delta notation,
Epij(z, θ) := −−
∫ ∞
−∞
(−τ)δi1−pK̄ij(τ ; z) ∂θAu(τ ; z, θ) dτ.
We shall see that, for each fixed pair (z, θ), these t-independent factors
are exponentially small with respect to g, as the latter tends to zero.
Furthermore, if













This is so because, by Proposition 6.9, all integrals due to (6.24) fac-















h(τ ; z, θ)τ pKij(τ ; z) dτ
]
Epij(z, θ).
By virtue of Corollary 6.22, we infer
Proposition 6.23. On the homoclinic trajectory, the following as-






ψ(τ) dτ + c
p
ij(t)Epij, (6.26)
where repeated indices are contracted (i ∈ {0, 1}, p ∈ {0, i}, j ∈ {1, 2}),











As we already pointed out, but have not yet proved, the terms
appearing in the asymptotic expansion of Proposition 6.23 are expo-
nentially small with respect to g. The factors cpij shall pose no prob-
lems, the functions M s and Kpij being explicit and simple. In brief,
Theorem 2 begins to emerge!
For the record (at (z, θ) = (1, 0)),










where Bu is shorthand for the operator [W2,W1]−∫ appearing in (6.20).
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F̂ (X̂u; t; z, q)
]`
dt,
evaluated at (z, θ) = (1, 0), where the integrand on the right-hand side
is a trigonometric polynomial of degree ≤ `N by Proposition 5.3. We
also point out that, by construction, the latter are θ-gradients, which
allows us to omit the harmful q = 0 terms. Above, F depends on
X = Xu locally, i.e., only through X(t; z, θ), as well as analytically
near X0, i.e., the series

















F (Xu; t; z, θ) ≡ tpF (Xu; 0; zeγt, θ + ωt) (p ∈ {0, 1}), (6.30)
with (z, θ) 7→ [F (Xu; 0; z, θ)]` analytic on (Uτ,ϑ \ {0}) × {|=m θ| ≤ σ}
for all ` by virtue of Proposition 5.3. At z = 0 there is a simple pole,
due to K̄02, at worst.
Next, we present a lemma that we use for analyzing such integrals.
Its proof is given at the end of the section.
Lemma 6.24 (Shift of contour). Suppose that the function h(t; z, θ)
≡ tph(zegt, θ + ωt) is analytic with respect to (z, θ) ∈ (Uτ,ϑ \ {0}) ×













and if Hq(R) admits an analytic continuation to {0 < |R| ≤ ρ} with a
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With the aid of Lemma 6.24, we shall prove in Chapter 7 the fol-
lowing key result:
Proposition 6.25 (Convergence vs. exponential smallness). Fix








both hold true for all ` = 1, 2, . . ..
This dichotomy, in which the exponential smallness competes with
the usual bound due to convergence, is not new; see [Gal94, GGM99,
Pro03]. It is remarkable that we get the same exponent of the facto-
rial, 4(ν + 1), as the latter articles—even though our method is quite
different.
Theorem 2 follows immediately from Proposition 6.25 by an argu-
ment due to Gallavotti, et al.: For each g, let n(g) be a positive integer.
If |ε̃| < 1
2





















≤ C|ε̃|e−cg−1/(ν+1) + C|ε̃|en(g) ln|ε̃|,
since `! ≤ `` ≤ n(g)` in the first sum. Now, set n(g) = cg−1/(ν+1)/ ln 2,
such that n(g) ln|ε̃| ≤ −cg−1/(ν+1) and
ε̃ = (ε/ε2)n(g)
4(ν+1) = ε−12 (c/ ln 2)
4(ν+1) εg−4
for sufficiently small g.
Remark 6.26. We used the exponentially small but diverging esti-




`, whereas the remainder
of the series was easily controlled by convergence. As n(g) → ∞ with
g → 0, the important thing here is to have the exponentially small
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bound on ∂θ∆
` for arbitrarily large `, in addition to the ε-analyticity
of ∂θ∆.
Proof of Lemma 6.24. By shifting the contour of integration from

























There were, a priori, two additional line integrals
∫ itq
0
, but they cancel
due to the residue at R = 0, as is easily checked. Because ĥ( · , 0) = 0,
(the analytic continuation of) Iq(R) cannot have a pole at R = 0, which









































|Hq,−j| ≤ ρj sup
|R|=ρ
|Hq(R)|,
whenever the circle |R| = ρ is inside the domain of Hq.
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(ν + 1). Summation over q produces a
factor Cδ−d. 
Chapter 7
Proof of Theorem 2
e are left with proving Proposition 6.25, since Theorem 2 was
already shown to be its corollary. Here things are most con-
veniently explained using tree diagrams. Consequently, and
contrary to what the title of the work suggests, there will be trees
all over the following pages! However, each tree will be treated as an
individual, solely for bookkeeping benefits, and no cancellations nor
regroupings are forced upon them.
By Proposition 6.23, we need to consider the simple factors cpij, as











F̂ (X̂u; t; z, q)
]`
dt (7.1)
of Section 6.7, at each order ` ≥ |q|/N > 0. As F comes from the
collection in (6.29), all integrals of the latter type shall be controlled
with the aid of Lemma 6.24.
Due to the superscript u—referring to the unstable manifold—in








are straightforward, and are discussed later.
In order to deal with −
∫∞
0
, we present the procedure below, which
amounts to little more than integration by parts. First, we expand F
according to (6.28) and split
X̃ = X̃≤1 + δ2X̃ = +
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like in Chapter 5, at the same time dropping the superscript u from













where the binomial coefficient in front of the tree comes from the
combinatorics of shuffling the arguments of the symmetric F (m) 1,
which is attached to the root (node). Next, we replace the subtrees
= δ2X̃ with the expansion (5.9) derived from (5.5).
In a tree Tv0 with root v0 obtained like this, a generic subtree Tv
with root v has the expression
Tv = Uv
(




where Twj is a subtree—with root wj—entering v and the node function
Uv =
{
F (mv) coming from (6.29), if v = v0,
w(mv) as in (5.2), otherwise.
In a pictorial representation, there are mv lines entering the node v and








The “whole” tree Tv0 contributes at orders ` satisfying
` ≥ 1 + (mv0 −m′v0) +
m′v∑
j=1
deg Twj =: d(Tv0), (7.3)
1This convention merely facilitates drawing.
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where deg Tw—defined in (5.8)—counts end nodes with suitable weights
as well as nodes with exactly one entering line in the subtree Tw. By
this we mean that d(Tv0) is the largest integer such that
Tv0 = O(εd(Tv0 )) as ε→ 0.
7.1. Some combinatorics
Lemma 7.1. The number of nodes, n(Tv0), of a tree Tv0 contributing
at order ` ≥ 2 is bounded by
n(Tv0) ≤ 2(`− 1). (7.4)
The number of end nodes is at most `− 1.
Proof. n(Tv0) attains its maximum with respect to the “degree”
d(Tv0)—which is a lower bound on `—as follows:
(1) If n(Tv0) is even, there is only one line entering the root v0 and
the rest of the tree is binary, i.e., contains only end nodes and
nodes with exactly two entering lines.
(2) If n(Tv0) is odd, the tree is binary.
Moreover, each of the end nodes is either or 1 , which contribute the
least to the degree; see (5.8). These choices minimize the number of
end nodes when the O(ε) nodes having exactly one entering line are
excluded (except at v0 which is always O(ε)). Therefore, d(Tv0) gets
minimized with respect to the number of all nodes, n(Tv0). Since in a
binary tree of j end nodes there are 2j − 1 nodes, we infer (7.4).
If there were more than ` − 1 end nodes, each of which is O(ε),
d(Tv0) would exceed `. 
Corollary 7.2. At most 26` trees contribute at order `.
Proof. It is well-known that the number of (rooted) trees with k








4k−1, which follows from
generating functions (see [Drm04]) and the bound (2m)! ≤ 4m(m!)2.
By Lemma 7.1, the number of end nodes is less than `. We label the
latter arbitrarily by the labels in { }⋃
{
m | 1 ≤ m ≤ `− 1
}
in order
to form an upper bound on the number of our trees; these are the
only possible labels, as otherwise d(Tv0) certainly exceeds the order
`—contradicting (7.3). The labeling of a tree with j end nodes can be





≤ 2j+`−1 ways. The desired bound on
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because, by Lemma 7.1 the number of the end nodes is bounded by
`−1 even though the number of nodes can be as large as 2(`−1). The
term 1 on the left-hand side counts the single node tree F (0). 
7.2. Simplification of integrals: scalar
trees
We take a preliminary step towards bounding the values of the trees.
Let us split the kernels K of the operators K−1 appearing in (7.2)
into four pieces according to (6.25). These operators are attached to
the lines between the nodes of a tree. Each of the 26` trees counted in
Corollary 7.2 thus breaks into at most 42` new trees, as there are no
more than 2` such lines by Lemma 7.1.
At the same time, we also expand the matrix products due to the
coordinate representation of (7.2) at each node:
(Uv)









T̃ j11 . . . T̃
jm
m ,
where the T̃k’s represent all arguments of Uv (i.e., lines entering the
node v)—including X̃≤1—and the superindices specify vector compo-
nents. We next separate each scalar term into its own tree, thus getting
up to (d+ 1)2` of these scalar trees from each old tree.
There are lines carrying a factor t − τ , coming from the i = 1




−∞ dτ (t − τ). We remove these factors, insert a new node ṽ on the
line with a node function Uṽ ≡ 1 and an integral sign both on the line









It does not affect the number of trees, but slightly simplifies the dis-
cussion below, even though the number of lines in a single tree can be
as much as doubled.
Altogether, we arrive at the following conclusion:
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Proposition 7.3. There are less than C `d scalar trees to be consid-
ered, with Cd = 2
10(d+ 1)2, at each order `. Each of these trees has at
most 4(`− 1) lines.
Remark 7.4 (Some conventions). From now on, by a tree we will
always refer to a scalar tree, where all the decompositions above have
been carried out. In order to alleviate notation, we systematically omit
all vector component indices.
Recall that the node w′ is the unique predecessor of the node w.
Let Tv0 be a generic (scalar) tree with root v0. Denote by V the set of
all nodes and by Vint the set of integrated nodes, i.e., the nodes whose
leaving line carry an integral. We consider the root v0 an integrated
node, such that Vint consists of all nodes of Tv0 except black dot ( ) end
nodes. We can describe Tv0 by giving its node structure recursively: if








We call uv the multiplier of the node v. It comprises all factors in the
expression of the tree carrying the same variable of integration (“time
label”), constricted in-between integral signs. In particular, it contains
all subtrees entering v, as these are the functions X̃≤1 involving
no integrals.
To be completely explicit, the multiplier uv of a generic node v ∈
Vint is one of the functions in the list below:
(1) K̄vδ2h












, if v is neither an end
node nor the root v0.











, if v = v0; see (6.29).
The functions Kv and K̄v refer to diagonal elements of Kij and K̄ij in
(6.25), respectively. m′v is the cardinality of {w ∈ Vint | w′ = v} and
mv −m′v the cardinality of {w ∈ V \ Vint | w′ = v}. We point out that
each factor in uv—and uv itself—is a scalar, due to Remark 7.4.
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where m′v is the number of factors in the product. This diagram is rem-
iniscent of the one below (7.2), except that the operator Uv has changed
into the multiplier uv and the subtrees have been absorbed into
uv. Moreover, recalling the decompositions above, the present diagram
carries
∫ t
−∞ on its lines instead of K−1—compare (7.6) with (7.2)—and
has possibly more nodes due to the diagram in (7.5).
In what follows, we do not consider the end nodes with a black
dot ( ) nodes anymore. Subsequently, we will not mention the set Vint
below, and refer to “integrated nodes” as just “nodes”.
7.3. Integration by parts
Reinserting the implicit arguments (z, θ), the multipliers uv obey
uv(t; z, θ) ≡ tpuv(zeγt, θ + ωt) (7.7)
for the obviously defined uv(z, θ). The power p can be nonzero only at
the root, v = v0, where it possibly assumes the value 1. The latter is
caused by case 4 in the list collecting all possible multipliers above.
We will now turn our attention to the integrals −
∫∞
0
















Tw(τ ; z, qw) dτ dt, (7.8)
at each order ` ≥ |q|/N > 0, which arise from (7.1) together with (7.6).
In fact, at this stage v = v0 (the original root), but we preferred writing
down the more general form. We have omitted the usual ĥat in the
Fourier transforms, since there is no danger of confusion.
Remark 7.5. The task is to show that the t-integral in (7.8) extends
analytically from large and positive values of <eR to a (punctured)
neighbourhood of R = 0, such that the residue can be computed. For
this, we need the specific structure of the multipliers uv.
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Let us define
ξ01 = ξ̄02 = 1, ξ̄01 = ξ02 = ξ11 = ξ̄11 = −1, and ξ12 = ξ̄12 = 0.
There exist positive, continuous, functions aij and āij such that
|Kij(t; z)| ≤ aij(z)eξijγ|t| and |K̄ij(t; z)| ≤ āij(z)eξ̄ijγ|t| (7.9)





where Aij is independent of γ. Notice that, in the Kronecker delta
notation,
ξij + ξ̄ij = −2 δi1δj1 ≤ 0. (7.11)
Following the notation used with the multipliers, we drop the sub-
indices ij and just write ξv and ξ̄v.






∣∣ ∀ δ > 0 : uv(t; z, θ)e−(k+δ)γt → 0 as t→∞
}
with
B := {|z| = 1, |arg z| ≤ ϑ} × {|=m θ| ≤ σ}. (7.12)
Thus, recalling (7.7), we are inside the analyticity domain Uτ,ϑ ×
{|=m θ| ≤ σ} of Lemma 5.2. These numbers measure the divergence
rate of the multipliers in the limit t→∞.





ξ̄v + k, case (1),
ξ̄v + (mv −m′v) +
∑
w′=v ξw, case (2),
0, case (3),
ξ̄F + (mv −m′v) +
∑
w′=v ξw, case (4),
where ξ̄F ∈ {0, 1} depends on the choice of F in (6.29). Moreover
uv(z, θ), see (7.7), is analytic on {|=m θ| ≤ σ} with respect to θ and
on Uτ,ϑ \ {0} with respect to z. It is also analytic in the punctured
neighbourhood {|z| ≥ τ−1} of z =∞, at which point there is a (possible)
pole of order rv (if rv > 0).
Proof. The maps Φ0(z) and f(Φ0(z), θ) are analytic in these do-
mains, without singularities at z = 0,∞; see (1.3). The rest follows by
staring at the expression of uv in each particular case. 
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Starting from the end nodes of a tree—setting sv := 0 for them—we




max(0, nw) and nv := rv + sv. (7.13)
They measure the divergence rate of (sub)trees in the limit t→∞:
Lemma 7.7. For Tv as in (7.6), and any δ > 0,
Tv(t; z, θ)e







e−(sv+δ)γt → 0 as t→∞ (7.15)
hold true in the region B of (7.12).
Proof. Assume that (7.14) is true for each successor w of v (w′ = v).




Tw(τ ; z, θ) dτ
∣∣∣∣ ≤ C1 + C2
∫ t
0
e(nw+δ)γτ dτ = O(e[max(0,nw)+δ]γt)
in the limit t→∞. For then (7.13) implies (7.14) for the node v.
Since (7.14) is clear in the case of end nodes (nv = rv), we have an
induction proof for the claim. 
Let us now come back to the integral in (7.8), i.e.,
∫ ∞
0





Tw(τ ; z, qw) dτ dt, (7.16)
recalling Remark 7.5. An obvious problem is the exponential divergence
of the integrand, Tv(t, z; q), in (7.14). Our cure is the following. Since




zkuv,k(θ) + uv,<−s(z, θ) (7.17)
for any integer s ≥ rv, with
uv,<−s(z, θ) = O(z−s−1) as z →∞.
Extending (7.7), we write
{
uv,k(t; θ) ≡ tp ekγt uv,k(θ + ωt),
uv,<−s(t; z, θ) ≡ tp uv,<−s(zeγt, θ + ωt).
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In particular, the integral
∫ ∞
0





Tw(τ ; z, qw) dτ dt
is convergent for <eR > −γ, by virtue of (7.15), and can be estimated
on a circle |R| = ρ < γ for the purpose of Lemma 6.24.
The rest of the integral (7.16) is integrated by parts : for −sv ≤ k ≤







































where p ∈ {0, 1} depends on the choice of F in case (4) on p. 107,
Rv := R− kγ − iω · qv
and





Tw(τ ; z, qw) dτ.
































leaving z and a bunch of Fourier indices implicit. Above,
∑
conv stands
for a convolution. Throwing the sums out of the integral, we observe
that the remaining integral in (7.18) produces integrals similar to the
original (7.16), except that
(i) uv changes to uw,
(ii) R changes to Rv,
(iii) p changes to p′, and
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(iv) the integral on the line leaving w, namely
∫ t
−∞ Tw(τ) dτ , is





−∞ Tw̄(τ) dτ .
Thus, a single step in the integration-by-parts scheme can be de-
scribed in terms of trees as follows: Given a tree, consider one of the
successors, w, of the root, v = w′.
uv uw 7−→
uw
The line from w to v is “contracted” by erasing the node w, reattaching
to v all subtrees originally entering w, and replacing the multiplier of
the root, v, by uw. Finally, we rename the root w.
We can proceed recursively, as follows. Let us number the nodes
of the original tree, say T0, with the aid of the figure above. First, set
v0 := v. Then choose a successor w and define v1 := w, contracting
the line from w to v. Next, in the new tree (the rightmost diagram)
called T1, choose a successor of w and call it v2. Contract the line from
v2 to v1. Repeat until the tree has been exhausted and all nodes have







where in the product we consider the tree Ti with the root vi having
the successors w. Define the numbers
ri := rvi (i = 0, 1, . . . ).





where the numbers nw are the ones defined in (7.13) for the original
tree. Notice that, although s0 = sv0 , si is not simply equal to svi , but
is the analogue in the tree Ti of which vi is the root. Similarly to (7.15),







e−(si+δ)γt → 0 as t→∞. (7.20)
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The following, elementary, property is useful.
Lemma 7.8. For every i,















Since ri+1 := rvi+1 , nvi+1 := rvi+1 + svi+1 , and∑
w∈Ti
w′=vi+1
max (0, nw) = svi+1 ,
we get




max (0, nw) + nvi+1 ≤ si,
as claimed. 












Then the integration-by-parts procedure described above takes us at
the (i+ 1)st step to a similar integral with i replaced by i+ 1, defining
k̃i+1 := k̃i + ki and Qi+1 := Qi + qvi , (7.21)
multiplied by the factor
zkiuvi,ki(qvi)(
R− k̃i+1γ − iω ·Qi+1
)1+pi−pi+1 . (7.22)
The integer indices pi+1 and ki can assume the values
0 ≤ pi+1 ≤ pi ≤ 1 and ki = −k̃i − si, . . . , ri. (7.23)
With the aid of Lemma 7.8, it is straightforward to see that
0 ≤ k̃i + ri + si ≤ nv0 , (7.24)
where nv0 = sv0 + rv0 = s0 + r0 is the number describing the divergence
rate of the original tree, T0, in the sense of (7.14). The number of
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possible values of ki above is thus at most 1 + nv0 . This implies the
two-sided (equivalent) bounds
ri − nv0 ≤ ki ≤ ri and 0 ≤ ri − ki ≤ nv0 .
We continue recursively until there are no nodes—alternatively, in-
tegrals that require regularization—left. The result is a sum with terms
of three different species. Setting
Ri := R− k̃iγ − iω ·Qi,








where |Vint| is the number of nodes in the original tree; see above (7.6).
We need to define





Tw(τ ; z, qw) dτ,
which is the analogue of Ev in (7.18), in order to make the presentation










e(iqvj ·ω−Rj)t tpj uvj ,<−k̃j−sj(ze
γt, qvj)Ej(t) dt,
(7.26)















By the very definition of sj, we can bound
|Ej(t)| ≤ CEjesjγte−σ
∑ |qw| (t ≥ 0),
for |z| = 1 with |arg z| ≤ ϑ. Postponing the proof by a few paragraphs,
we formulate
Lemma 7.9. Suppose uvi 6= 1 (case (3) on p. 107). The coefficients
uvi,ki(q) have the bounds
|uvi,ki(qvi)| ≤ Cviτ ki−rie−σ|qvi |.
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On {1 ≤ |z| ≤ τ−1 with |arg z| ≤ ϑ}⋃{|z| ≥ τ−1}, for a new Cvi,
|uvi,<−k̃i−si(z, qvi)| ≤ Cvi(τ |z|)
−k̃i−si−1(1 + 3nv0+1τ−ri)e−σ|qvi |.
Remark 7.10. It is worth pointing out that the second bound in
Lemma 7.9 appears from only one node, such that the powers cnv0
cannot accumulate. After its first appearance, there is no need to
further decompose the multipliers.













































respectively. Here the products of the factors e−σ|qv | are bounded by
e−σ|q|, because the tree is a Fourier transform with index q, and the
qv’s come from convolutions. It is an exercise that nv0 ≤ ` in a tree
contributing at order `.
Lemma 7.11. For all j = 0, 1, . . . ,
j∑
i=0
(ki − ri) ≥ −nv0 .
Proof. From (7.21) and (7.23), we clearly have k̃i+1 ≥ −si. Then,
j∑
i=0
(ki − ri) = k̃j+1 −
j∑
i=0







rj ≥ · · · ≥ −s0 − r0 = −nv0 ,
with the aid of Lemma 7.8. 
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Proof of Lemma 7.9. Here we usually omit the subindices i, v, and
v0. According to Lemma 7.6, uv is analytic on {|z| ≥ τ−1}×{|=m θ| ≤
σ} with a pole of order rv at z =∞. A Cauchy estimate then reads
|uv,k(θ)| ≤ τ k sup
|z|=τ−1
|uv(z, θ)| ≤ Cτ k−r.
Now |uv,k(q)| ≤ e−σ|q| sup|=m θ|≤σ|uv,k(θ)| yields the claimed bound.
The second inequality is a trivial consequence of the first one for













where |z|−r|uv(z, q)| ≤ Ce−σ|q|. Now, recall τ < 1 and (7.24). 
Suppose that, in the domain B of (7.12),
|h(t; z, θ)| ≤ Ch
{
e2γt, if t < 0,
x(t)enγt, if t ≥ 0, (7.28)
for a polynomial x. Then, by virtue of the bounds (7.9), equations









e2γt, t < 0,
y(t)enγt, t ≥ 0,
where y is the polynomial
y(t) :=
{
1 + i+ x(t), if n+ ξ̄ij ≥ 1,
1 + γt x(t), if n+ ξ̄ij = 0 (i.e., n = j = 1).
The functions h(n) in (5.4), representing end nodes, admits a bound
like (7.28) with Ch proportional to g
2. For them, the factor γ−2 is
essentially cancelled; Ch/γ
2 is bounded in the limit g → 0. We can
recursively bound an entire tree by beginning from the end nodes and
proceeding towards the root. At each node whose multiplier is not
identically 1 (case (3) on p. 107) there is a node function bounded by
C∗g2 with C∗ = O(1) as g → 0, such that the factors γ−2 above do not









CEj ≤ (C∗A)|Vint|C |V \Vint|∗ ≤ C |V |.
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Here V , defined above (7.6), is the set of all nodes including the black
dot ( ) end nodes. Moreover, A is the maximum of the four possible
Aij’s above, and there is one of the latter for each of the |Vint| lines
carrying an integral.
Notice that the fraction 1/Ri+1 is analytic on the domain where
|R| 6= 2ρi+1 := |k̃i+1γ + iω ·Qi+1|.
Thus, they are all analytic in a punctured neighbourhood of the origin,
namely
0 < |R| ≤ ρ := min {ρi | ρi > 0}.









)−1−pi+pi+1 ≤ ρ−1−pi+pi+1 .
Since Q|Vint| =
∑|Vint|−1
i=0 qvi = q 6= 0 by assumption, ρ > 0 indeed.
Further, for some j,
ρ = ρj =
1
2
|k̃jγ + iω ·Qj| ≥ 12
{
γ if Qj = 0,
a|Qj|−ν if Qj 6= 0.




where ` is the order at which the tree contributes, and which bound the
Fourier indices we have to consider: |qvi | ≤ `viN . This is a consequence










∣∣∣∣ ≤ ρ−j−1 (0 < j ≤ |Vint|).
By Proposition 7.3, the order of the pole at R = 0 in our integrals does
not exceed K := 4`. We insert this into Lemma 6.24 and compute, for











There are at most
(4`)! ≤ 44`(`!)4
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orders in which we can exhaust all lines of a tree contributing at order
`, since the latter has |V | ≤ 4(`−1) lines, according to Proposition 7.3.
7.5. Remaining integrals
The integral over R− in (7.1) is simple, because the integrand satisfies
the identity (6.30) and has the analyticity properties stated below that
equation. In other words, we can separate the (possible) pole and the
constant term from the rest: writing F (Xu; 0, z, θ) ≡ F (z, θ),

























γt, θ + ωt) dt.





Studying the coefficients cpij appearing in (6.26) is most conveniently









with l < ` can contribute to cpij at order `. Moreover, we only need
to consider t ≥ 0, because ∂θ∆(t) = ∂θ∆(−t). The integral consists,







(τl − τl−1)pl (K̄lM)(τl−1) · · ·K1(τ1)−
∫ τ1
−∞
(τ1 − τ0)p1 (K̄lM)(τ0)τp00 K0(τ0).
If p0 = 1, we use τ0 = (τ0 − τ1) + (τ1 − τ2) + · · · + (τl − t) + t, getting
l + 2 terms of the original form except that p0 = 0 and either it has a












Suppose that, starting from the integral with respect to τ0 and pro-
ceeding all the way to τl we always pick the “resonant part” of the
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qi and Ql = q.
Due to M = O(εg2), (7.9) and (7.10), each KiK̄iM produces a factor
CA|ε|gpi+1 to the upper bound, whereas analyticity produces e−σ|qi|





Since, for all i,
|iω ·Qi|−1 ≤ a−1|Qi|ν ≤ a−1(N`)ν




Skipping further details, this is the general upper bound on the
integral. It is smaller than what was derived for the integral −
∫∞
−∞ F—




)`2 with `1 + `2 = `
contributing to ∂θ∆





. Obviously, `i and ` refer to coefficients in the power
series.
Remark 7.12 (The sums over qi). We should have multiplied the
above estimates by the number of possible sequences (qi), with
∑
i qi =
q, that arise from the convolutions. However, we took a shortcut. Since
the analyticity domain with respect to θ is the compact {|=m θ| ≤ σ},
it can be substituted by some {|=m θ| ≤ σ′} with σ < σ′. Then, for
every i we actually have the factor e−σ
′|qi| in the estimates above. While
e−σ
∑




A similar remark applies to the Fourier indices in Section 7.4. 
Chapter 8
Discussion
he main achievement in this work is the derivation and subse-
quent analysis of the asymptotic expansion (6.26) of the split-
ting matrix Υ. Each term in the expansion is proportional to
an integral of the form −
∫∞
−∞ ∂θF (X
u; τ, z, θ) dτ , which we showed to be
exponentially small in the limit g → 0 at all orders `.
The latter involves extending the integrands analytically into a
wedge {|arg z| ≤ ϑ} on the complex plane. Because of the identity
Xu(t; z, θ) ≡ Xu(0; zeγτ , θ+ ωτ), this implies that shifting the contour
of integration becomes possible. One of the key points is that we need




`Xu,`(z, θ) should converge for large values of |z|.
Our estimates are not optimized for trigonometric polynomials.
The proof was cooked up bearing analytic perturbations in mind, al-
though we had to abandon this case as too intricate. In our notation,
Procesi, see [Pro03], obtains a bound (in the case of trigonometric
polynomials) on the determinant of Υ proportional to e−cg
−1/d
. This
is smaller than our e−cg
−1/(ν+1)
, at least when the tori are abundant
(ν > d− 1).
In any case, the greatest interest lies in the novel method, which in
our opinion underlines central features of the problem. First, the source
of exponentially small contributions is completely obvious. Second,
the need to use order-by-order analysis culminates in the success of
extending Xu,` to {|arg z| ≤ ϑ} analytically and the failure to do so for
the “full” Xu. Third, the large powers of the factorial `!, associated
with the regularized integrals, are produced by accumulation of poles
at the origin in the R plane.
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To some extent the factorials produced by poles in the R plane are
artifact, as is shown by the following simple example. In order to study,







v(θ + ωτ)zeγτ dτ dt,










extend analytically to a (punctured) neighbourhood of the origin, R =
0. First, we integrate by parts, just as was done in (7.18) when con-
structing an analytic extension of the tree integral (7.8), and get
∑
p
û(p)v̂(q − p) 1











û(p)v̂(q − p) 1
R− ip · ω
{
1
(i(q − p) · ω + γ) +
1
R− (γ + iq · ω)
}
.
Here the pole at ip · ω gets arbitrarily close to the origin, unless we
restrict p somehow—for instance, by considering trigonometric polyno-
mials. Either by simplification, or by computing the same expression




i(q − p) · ω + γ ·
1
R− (γ + iq · ω) .
In the latter form there is no problem; the pole has cancelled. Of course,
this is a naive example and in general it is hard, if not impossible, to see
whether a given pole popping out of the integration-by-parts procedure
should really be there.
There was another place, namely the coefficients cpij appearing in
Proposition 6.23, that produced large powers of `!. Even though in-
tegration by parts was not exploited, the source of the factorials was
again the accumulation of poles at the origin in the R plane. In both
this case and the previous, the type of the “divergence” is very similar
to what is encountered in KAM theory. There repeated resonances, or
arbitrarily many occurrences of the operator D−1 in convolutions, ruin
absolute convergence of the Fourier–Taylor expansion of a solution by
producing high powers of the factorial `!. On the other hand, the state
of affairs can be cured by well-known resummations, as in [Gal94]. Such
resummations still escape us in the context of homoclinic splitting.
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