In this paper, an efficient, general framework is presented for finding common, devastating error-prone structures (EPS) of any finite-length low-density parity-check (LDPC) code. The smallest stopping set for the binary erasure channel (BEC), the smallest fully absorbing set, the smallest absorbing set, and the smallest elementary trapping set for the binary symmetric channel (BSC) are found and the dominant EPS are enumerated. The method involves integer programming optimization techniques, which guarantees that the results are provably optimal.
Introduction
Low-density parity-check (LDPC) codes, developed by Gallager in 1962, have become one of today's most popular error control techniques due to their capacity-approaching error performance [1] . A well constructed LDPC code has a bipartite graph representation, called the Tanner graph, which does not have small error-prone structures (EPS); a property needed to ensure that the code has high error floor performance. The error floor is an abrupt degradation in the frame error rate performance in the high signal-to-noise ratio region that arises because of the presence of EPS in the code's graph representation and low weight codewords. For many LDPC code families, EPS are more dominant than the low weight codewords in the error floor region, as in the example of [2] , since there are EPS with fewer sizes than the weight of the minimum codeword weight. Although all of the EPS appear as a result of the existence of (short) cycles in the graph representation, their detailed structure is determined by the channel used. For instance, stopping sets are known to be the main problematic structures for communication over the binary erasure channel (BEC), whereas trapping sets are the main problematic structures for communication over the binary symmetric channel (BSC), as well as the additive white Gaussian noise channel (AWGNC) [3] , [4] . Among the family of trapping sets, it is demonstrated that elementary trapping sets, absorbing sets, and fully absorbing sets are the main structures that determine the error floor performance of an LDPC code [4] , [5] , [6] . It was also shown that problematic sets of smaller sizes are dominant in the error floor region, since the probability of occurrence is higher for these structures [4] .
A very important code property of LDPC codes is the minimum distance, i.e., the smallest Ham-ming distance between any two distinct codewords of a code. The knowledge of the minimum distance and the small dominant problematic structures of an LDPC code allows for approximating and/or bounding its performance for maximum-likelihood decoding and iterative decoding, respectively. For example, in [4] , Richardson uses trapping sets to estimate the error floor performance of LDPC codes. Moreover, this knowledge provides the code designer with a metric to further tweak the code design to achieve better error performance. For instance, [7] proposed an efficient method to improve LDPC code designs in terms of the error floor performance when small dominant problematic structures are known at the decoder. Therefore, a general framework to find dominant problematic structures and calculate the minimum distance of LDPC codes is vital.
There are several studies present in the literature that calculate the minimum distance of an LDPC code. Although the calculation of the minimum distance is an NP-hard problem, a very efficient method is proposed in [8] to calculate the minimum distance of an LDPC code using the branch-and-cut algorithm. Its idea mainly inspired our work. In [8] , integer programming (IP) is employed to model the code constraints and calculate the minimum distance. Similar to the minimum distance problem, finding most dominant problematic structures, minimum trapping sets and minimum stopping sets, are not easy tasks; in fact, these problems are also shown to be NP-hard in [9, 10] .
Due to the complexity of finding minimum error prone structures, several studies in the literature instead focus on finding an inexhaustive list of EPS. Dolecek et al. in [11] designed an FPGA simulation to generate a partial list of EPS and estimate the error floor. Others have also considered dominant EPS by utilizing importance sampling and the error impulse methods in [12, 13] . However, finding the small EPS size and obtaining an inexhaustive EPS list are not comparable tasks, since the latter one does not guarantee to include the smallest set. There are also some studies in the literature that aim to calculate the smallest EPS size, including [14] . However, in that study, the authors assume that an extensive amount of prior knowledge, namely an exhaustive list of the cycles, is given as an input to the algorithm. This makes a fair comparison between their algorithm and the one proposed in this paper impossible. Another similar study in the literature is [15] , where the smallest EPS and an exhaustive list of EPS are obtained. The main difference is in the calculation of the absorbing sets. While the authors in [15] first enumerate stopping sets and then construct other EPS based on these stopping sets, in our approach, we devise new IP models for the other EPS types as well.
In this paper, we propose an efficient, general framework to find the smallest dominant problematic structures and enumerate small dominant problematic structures of an LDPC code by means of the IP optimization technique. For completeness, we also review the IP model developed in [8] . In [4] and [5] , it was shown that the problematic structures for communication over the BSC also cause problems for communication over the AWGNC. Therefore, determining these small structures can be beneficial for the AWGNC as well as the BSC. Our proposed method takes the parity-check matrix representation of an LDPC code as an input and finds the important parameters of an LDPC code, including the smallest absorbing set size, the smallest fully absorbing set size, the smallest elementary absorbing set size, and the smallest stopping set size. An iterative IP algorithm is then proposed to enumerate all EPS. The solution is provably optimal due to the use of IP, i.e., if the proposed algorithm succeeds, the output is guaranteed to be optimal. The proposed algorithm is tested for LDPC codes with lengths suitable for practical implementations and it is demonstrated that the algorithm executes in a reasonable amount of time for on modern computers.
The rest of the paper is organized as follows: Section 2 contains basic relevant definition and notations. Section 3 describes the proposed integer programming models for finding small EPS. Section 4 describes an algorithm to enumerate all EPS of a given code and Section 5 provides some numerical results. Finally, the paper is concluded in Section 6.
Preliminaries

Bipartite graph representation
An (n, k) LDPC code can be represented in terms of a bipartite graph, G (also called the Tanner graph), with two sets of nodes: n variable nodes, V = {v 1 , . . . , v n }, and m = n − k check nodes, C = {c 1 , . . . , c m } [16] . Variable nodes correspond to code symbols and check nodes correspond to parity-check equations. An edge connects a variable node to a check node if and only if the corresponding code symbol participates in the corresponding parity-check equation. The nodes connected to the i-th variable (j-th check) node are referred to as its neighbors and denoted as N (v i ) (N (c j )). The degree of a node, therefore, is given as |N (v i )| or |N (c j )| . The induced subgraph of subset x ⊆ V , G x , is a bipartite graph containing x, N (x) and their corresponding edges. E(x) represents the set of the check nodes in N (x) with even degree in G x and O(x) represents the set of check nodes in N (x) with odd degree in G x . The adjacency matrix of the Tanner graph, H m×n , is an m × n matrix that satisfies vH T = 0 mod (2) if and only if v = {v 1 , v 2 , . . . , v n } is a codeword in the associated code. A decoding error occurs when there are still erased symbols in the received vector and all check nodes have either zero or at least two erased symbols in their neighborhoods. The decoder gets stuck on such a configuration of erased symbols. Note that this configuration can appear directly at the output of the channel or at any time during the decoding operations. It is therefore crucial to identify these configurations, namely stopping sets (SS), and study their structures. The following is an example of a small SS.
Example 2. For the (8,3) LDPC code, whose Tanner graph is given in Figure 1 , x = {v 2 , v 5 , v 7 } is a SS, since the degrees of check nodes c 1 , c 3 , and c 5 are all equal to two in G x .
BSC
For communication over the BSC, the received vector consists of correctly and erroneously received symbols and it is the decoder's task to determine which symbols are in error. The most popular decoding algorithm to be used over the BSC is Gallager's bit-flipping algorithm. The bit-flipping algorithm, as its name suggests, flips the value of a variable node when at least b of its neighboring check nodes are unsatisfied. Such a flip would then reduce the number of unsatisfied check nodes in the Tanner graph. The decoder continues flipping the variable nodes until a maximum number of iterations is reached or there are no remaining unsatisfied check nodes.
A decoding error occurs when there are still unsatisfied check nodes in the graph, yet the decoder fails to flip any more variable nodes. This occurs when each variable node in the graph has more satisfied neighboring check nodes than unsatisfied ones. Error configurations that give rise to such a result are therefore of interest to us.
We begin by defining the structure of trapping sets, the general framework of EPS in the Tanner graph.
An (s, t) trapping set with small values for both of the parameters has the potential to harm the decoding performance, since a small value of s makes it more likely to observe such an error structure at the channel output and a small value of t makes it more likely for a decoder to get stuck during the decoding iterations. A special class of trapping sets are called elementary trapping sets and are defined as:
Although trapping sets and elementary trapping sets vaguely describe the potential damage they could cause to the decoding process, they are mostly conceptual structures and their damage is heavily dependent on the chosen value of the (s, t) pair. A subclass of them, called absorbing sets, provide us with a more realistic definition. An absorbing set (AS) is a trapping set such that all the variable nodes that take part in the AS are connected to more satisfied check nodes than unsatisfied ones. This means that an AS, on itself, would be able to stop the decoding process. In fact, for the Gallager-B variant of the bit-flipping algorithm with invariant threshold b=(|N (v i )|−1)/2, all of the trapping sets are exactly AS.
An AS is called fully absorbing, when all variable nodes in the graph, both within the induced graph and elsewhere, have more satisfied neighboring check nodes than unsatisfied ones. Finally, similar to the trapping set definitions, an AS is called elementary if the induced graph only has check nodes of weights 1 and 2. The following two examples demonstrate the conditions for the decoder to stop processing when an AS is encountered.
Example 5. x = {v 1 , v 3 } is an AS for the Tanner graph in Figure 1 , since both v 1 and v 3 have less odd degree neighbors in their induced subgraph, c 3 or c 5 , than their remaining neighbors, c 2 and c 4 . On the one hand, it is not a fully absorbing set (FAS), because v 8 has two odd neighbors, c 3 and c 5 , from G x and only one neighbor, c 1 , from G x . On the other hand, it is an elementary absorbing set (EAS) owning to fact that every check node in G x has degree two.
Example 6. x = {v 1 , v 3 , v 8 } is an FAS, since it is an AS and every variable node in G x has less neighbors from O(x) than their remaining neighbors.
Integer Programming Formulations for
Finding Small EPS Linear programming (LP) is a very popular optimization technique that is widely used for modeling and solving optimization problems encountered in many different areas. In the LP method, every decision point in the problem is modeled as a decision variable. Constraints satisfied by the feasible solutions are expressed as linear functions of the decision variables. Similarly, the objective function is defined as a linear function of the decision variables and measures the quality of feasible solutions. A standard form of an LP model is given as
such that:
where x represents the vector of decision variables, A, D, F are matrices that represent constraint coefficients, c is a vector representing objective function coefficients and b, e, g are vectors representing constraint right-hand-side values. An optimal solution that is guaranteed to minimize the objective function can be found in polynomial time and all of the constraints are simultaneously satisfied [17] . There are various algorithms for solving LP problems. Some interior point algorithms such as Karmarkar's algorithm and ellipsoid method have polynomial time complexity. While the worst case complexity of the simplex algorithm is exponential, its works very well in practice, and is one of the most popular methods for solving LPs [18] . LP assumes that the decision variables can take non-integer values. On the other hand, this assumption is not realistic in some applications and the decision variables must take integer values. The form of LP, which assumes that all of the decision variables must take on integer values, is called IP. A standard form of an IP model is then given as a modification of the LP model, where equation (6) is replaced with
Although LP problems can be solved in polynomial time, the solution of IP problems is NP-hard. However, in practice, IP problems can be efficiently solved for quite large problem sizes using algorithms such as branch-and-bound and branch-and-cut [19] .
To solve an IP problem, such as the ones that are of interest to us in this paper, the problem is first transformed into an LP problem via LP relaxation. In this relaxed model, integrality restrictions on the decision variables are removed to allow for fractional values. This modification significantly simplifies the solution and an optimal solution of the LP relaxation can be found in polynomial time as discussed earlier.
Interested readers can refer to [17, 18, 20] for more details. Although very easy to find, the optimal objective function value of the relaxed LP problem is not necessarily equal to that of the original IP problem. However, it can be used to obtain a valid lower bound (upper bound) for the optimal objective function value of the minimization (maximization) problem at hand. Therefore, a branch-and-bound algorithm can be used to solve the original IP problem. In this paper, we employ the branch-and-bound algorithm given in Algorithm 1 to solve the minimization problems of interest.
Although branch-and-bound algorithms are very effective in solving the IP problems at hand, the number of internal nodes that the algorithm needs to traverse can increase very fast, resulting in a situation where an optimum solution cannot be found in a reasonable amount of time. In order to improve on Algorithm 1 Branch-and-bound algorithm
Step 1: Set the active node count n = 1 (LP relaxation of the original problem is an active node). Set the candidate objective value z= ∞.
Step 2: If there is no active node, n = 0, then the candidate solution is the optimal solution. Else, go to Step 3.
Step 3: Solve the LP relaxation of any active node and set this node as the current node. If there is no feasible solution of the current node or the optimal objective function value of the current node, z * , is larger than the candidate objective function value z, go to Step 4. Else, if the solution has fractional values, then go to Step 5. Otherwise, go to Step 6.
Step 4: Process the current node. Decrease the active node number by 1. Go to Step 2.
Step 5: Branch on the current node. Select a fractional variable, x i . Let x i be between y and y + 1, where y ∈ Z. Generate child nodes by adding new constraints as x i ≤ y and x i ≥ y + 1. Increase the active node number, n, by 1 and go to Step 2.
Step 6: Set the current node as the candidate solution. Set the the candidate objective value as z = z * . Decrease n by 1. Go to Step 2.
this situation and reduce the number of active nodes, branch-and-cut algorithms are employed. These algorithms produce additional inequalities, called cuts, that are satisfied by all integer solutions, but not necessarily by fractional solutions. Once the algorithm produces a violated cut, i.e., an inequality that is not satisfied by the current fractional optimum solution of the relaxed LP problem, the cut is added to the LP relaxation, which is then re-solved. Branching is performed on the corresponding node only if a violated cut cannot be generated. Strong cuts that manage to eliminate the current best fractional best solution significantly improve solvability of the IP problem.
In this paper we utilize CPLEX 12.4 software, which employs the simplex, branch-and-bound, and branchand-cut algorithms to efficiently solve IP problems.
In this section, we develop IP models to search for dominant problematic error sets for (n, k) LDPC codes with associated parity-check matrices H m×n over the BEC and BSC. In all of our IP models, the decision variables represent the variable nodes and it is assumed that a decision variable takes on the value 1 if the corresponding variable node is in error (BSC) or is erased (BEC).
Finding the Minimum Distance
Minimum distance computation of an LDPC code via IP was achieved in [8] . The authors utilized the property of all linear codes that the summation of any two codewords is also a codeword and therefore, the minimum distance of a linear block code is the minimum Hamming weight of its non-zero codewords. Their IP model finds a codeword having minimum Hamming weight. The IP formulation that is used to find a codeword x = {x 1 , x 2 , . . . , x n } with minimum Hamming weight was modeled in [8] as:
s.t.:
n j=1
x j ≥ 1 (10)
x j ∈ {0, 1}, j = 1, 2, . . . , n.
The objective function in this model is the sum of the components of x, i.e., the Hamming weight of x. The constraint set (9) forces x to satisfy Hx T = 0 mod (2), i.e., x is a codeword. The constraint set (10) further forces x to be non-zero. Finally, variable k is used to linearize and represent the mod (2) operation.
Finding the Minimum Stopping Set
We start with giving a formal definition of stopping sets.
This defines a subset x of the variable nodes (used to determine the erased nodes) and requires that the connected check nodes (in the induced graph) have multiple connections to x. Using this notation, an extension of the model given in (8)- (12) is obtained to find the minimum SS size over the BEC:
A decision variable, x j , is equal to 1 if and only if the corresponding variable node is a member of the stopping set. Therefore, in order to find the minimum SS, the objective function given in (13) is simply defined as the summation of the decision variables. Modeling what constitutes a stopping set is a little trickier than modeling a codeword, though. We start with the observation that a check node in the existence of a stopping set has degree either zero (check node outside the induced subgraph) or at least two (check node inside the induced subgraph). To be able to model these two conditions, we first calculate the degree of a check node c i , i = 1, 2, . . . , m, as d(c i ) = n j=1 h i,j x j . In (14), we define a binary variable u i that determines whether check node c i is in the induced subgraph: u i takes on the value 1 if c i is in the induced subgraph and the value 0, otherwise. If the check node is in the induced subgraph (u i = 1), the constraint (14) guarantees that the degree d(c i ) is at least two and the constraint (15) becomes inactive, since
is satisfied for every possible binary x vector. If the check node is not in the induced subgraph (u i = 0), the constraint (15) guarantees that n j=1 h i,j x j is zero. Hence, (14) and (15) guarantee that the degree d(c i ) is either zero or at least two for all i = 1, 2, . . . , m. Finally, the constraint (16) is necessary to make the solution x j = 0, j = 1, 2, . . . , n, an infeasible choice.
When this IP model is employed, it computes the best feasible solution by using the branch-and-cut algorithm. Since our constraints ensure that this solution is a stopping set, the minimum set size found by IP model is guaranteed to be the size of the minimum stopping set.
Finding the Minimum Fully Absorbing Set
Although fully absorbing sets are subsets of absorbing sets, they are easier to define using an IP model, and therefore, we start with giving a formal definition of them.
The vector x in this definition determines the positions of errors and can be observed at either the channel output or at some point during the iterations.
An IP model to find the minimum FAS size over the BSC can be given as:
By definition, an error set is a FAS if and only if every variable node in the graph has more evendegree neighbors than odd-degree neighbors. This simple condition is sufficient to determine whether an error set is a FAS. We define a binary variable s i to represent the situation of the check node c i : s i takes on the value 1 is c i is unsatisfied and the value 0, otherwise. These values are set via the constraint set (21) . The constraint set (22) guarantees that the number of odd-degree neighbors of a variable node v j is less than half of its degree, i.e., v j has mode evendegree neighbors than odd-degree neighbors. Finally, the constraint (23) is necessary to make the solution x j = 0, j = 1, 2, . . . , n, an infeasible choice.
Finding the Minimum Absorbing Set
Having formally defined the FAS, the AS definition becomes much easier:
An IP model to find the minimum AS size over the BSC can be given as:
Finding the minimum AS size is very similar to finding the minimum FAS size. The only difference is that, for the minimum AS size, we must consider only the variable nodes in the induced subgraph rather than the entire graph. Therefore, the constraint set (22) should be valid for the values of j = 1, 2, . . . , n for which x j = 1. We achieve this by replacing (22) by (28) . If x j is zero, then the constraint (28) becomes
which is satisfied for all possible s vectors and therefore has no effect. If x j is one, however, the constraint becomes identical to (22).
Finding the Minimum Elementary Absorbing Set
Finally, an EAS is also defined as an extension of AS.
An IP model to find the minimum EAS size over the BSC can be given as:
To be an EAS, the induced subgraph of an AS must have only check nodes with degree one or two. Therefore, the degree of a check node in the induced subgraph, d(c i ) = n j=1 h i,j x j , cannot be greater than two for the check nodes in the induced subgraph. This condition is achieved by placing the constraint set (37), where the restriction on the value of k i guarantees that the check node degrees cannot exceed two.
Enumerating All EPS
The IP models developed in Section 3 for finding small error-prone substructure sizes are useful tools to determine the error correction potential of a given code. However, in some applications, we further would like to list and enumerate all of these structures rather than knowing their sizes. Enumeration algorithms, such as the one proposed in this section, help the code designer tweak his code and/or decoder design. The proposed enumeration algorithm, presented in Algorithm 2, is quite generic and can be employed in conjunction with all of the IP models we have discussed so far.
Algorithm 2 Enumerating all EPS of size less than t 1: Input: Parity-check matrix H of the LDPC code, maximum size t, IP models 2: size ← 0 3: while 4:
Solve the IP; obtain the solution vector as x * .
5:
if w H (x * ) ≥ t, where w H (.) is the Hamming weight of a vector, 6: break while 7:
Restore the original IP model 10:
Add n j=1 x j ≥ w H (x * ) as a new constraint to the IP 11: end 12: Add x * to the solution table 13: Add The algorithm starts by solving the original IP problem to find the minimum error-prone substructure and its size. Once a solution is obtained, its size is compared to the maximum search size t in Steps 5-7 and the algorithm is stopped if it exceeds t. The list of EPS it has found so far is given as output. Otherwise, if the size is smaller than t, then the obtained solution x * is added to the list and a new constraint is added to the IP model to ensure that the same solution cannot be reached in subsequent runs (Steps 12 and 13). We also set the variable size to the substructure size to store this value in the subsequent runs (Step 14) . An enumeration of all EPS is possible using this model, however, the number of additional constraints added to the model may be too large for large values of t. To overcome this problem and obtain a more efficient algorithm, Steps 8-11 are added for model simplification. In effect, Step 8 compares the size of the newest solution to the stored value. If the size has increased, there is no need to use the additional constraints added in
Step 13 to make every one of the past solutions infeasible; we can simply restore the original IP model and add a single constraint to eliminate all solutions with size smaller than the current one. This allows us to avoid adding too many constraints to which would result in reduced performance. The following example demonstrates the complexity savings achieved by these steps.
Example 11. The smallest AS for the quasi-cyclic Tanner code of length n = 155 has size 4 and there are 465 distinct such substructures in the code's graph representation. Therefore, in order to find an AS of size 5, we would need some 465 additional constraints in our IP model, whereas a single constraint n j=1 x j ≥ 6 would easily replace these constraints.
Numerical Results
In this section, we present dominant error-prone substructure search results for several different classes of LDPC codes of practical lengths. In order to verify the applicability of the proposed optimization algorithms, we consider both a family of circulant-based quasi-cyclic LDPC codes, namely Tanner codes [21] , and families of randomly constructed LDPC codes, both fully random permutation matrix-based codes and structurally random codes obtained by the progressive edge growth (PEG) algorithm [22] . LDPC codes obtained by using the dmin PEG algorithm have the randomness property of the underlying code as well as maximal girth values, a property that manifests itself in increased values for the smallest error-prone substructure sizes. The PEG construction relies on establishing edges to Tanner graph of the LDPC codes in a way that avoids small cycles. The selection of an edge is determined by the potential impact on the girth. After the Tanner graph is updated by establishing best-choice edge, the placement procedure is repeated for the remaining edges. Randomly constructed LDPC codes, because of the lack of the algebraic structure, have some problems such as encoding data and analyzing code performance. Algebraically constructed LDPC codes can deal with these issues, however, the girth, minimum distance, and error performance of algebraically constructed LDPC codes are not good as random codes. In the recent literature, Tanner codes, comprised of blocks of circulant matrices, is one of best algebraically constructed LDPC code families with high minimum distance values.
The IP optimizations are performed on a computer with 2.27 GHz Intel Xeon CPU and 12 GB RAM using the CPLEX 12.4 software. Tables 1 and 2 show the minimum distance (d min ) and the smallest EPS sizes (the variable nodes numbers in the smallest SS, FAS, AS, and EAS) of LDPC codes of different lengths as well as the time (in seconds) it takes to obtain these results. The optimizations are terminated when the program runs for more than three hours working time or more than 3 GB of memory is utilized. Finding the error-prone structures of a code is an off-line task that does not require real-time processing. However, we still impose a 3 GB memory / three hours time limit, since we have observed that, for codes of practical lengths, if a computation does not terminate within three hours, it tends to fail at terminating in a reasonable time. This happens when the gap between the number of created nodes and the number of solved nodes fails to close. The restriction on the memory the program is allowed to use can also be seen as a restriction on the number of nodes the algorithm can generate. When the number of nodes increases very fast, the program will consume a proportional amount of memory. Estimating when an IP problem will be solved is actually a separate and very important problem in the literature. One popular solution is to utilize the mixed-integer programming (MIP) gap, which is the relative difference between lower and upper bounds on the objective value [23] . We provide a MIP gap analysis of several instances of our problem in Figure 2 , where typical solution behavior patterns of our problems are observed. For calculations that are not finished in three hours, the MIP gap tends to stay at high values for a long time and we therefore predict that they won't be finished in a reasonable time.
In Tables 1 and 2 , the smallest error-prone substructure sizes are presented as optimal for successfully completed calculations. For incomplete calculations, we also present the lower and upper bounds (LB and UB) on the optimal value based on the state of the solver at the time of termination. As expected, the results show that Tanner codes usually have higher minimum distances than the randomly constructed codes. When it comes to the error prone structures, the same observation is made, i.e., the size of minimum error prone structures is higher in Tanner codes. The size is typically around 18 for stopping sets and 4 for absorbing sets. However, for fully random codes, it is only 2 for both stopping sets and absorbing sets. The PEG algorithm is observed to increase the size of the minimum stopping sets and absorbing sets compared to fully random codes. However, its performance is not enough to catch that of the Tanner codes.
The results given in Table 1 shows that IP is not very efficient in finding minimum distance and minimum SS size. The number of solved nodes for stopping set problems is about half million even for smaller block lengths, which gives us the information about the difficulty of finding minimum SS. Although optimal solutions for the IP problems of SS can be obtained for block lengths up to 1, 000, for larger block lengths, the previously defined termination criteria are met and the solver provides us with bounds on the optimal solution.
On the other hand, the results given in Table 2 demonstrate that the runtime performance is quite high for finding the absorbing set sizes of practical codes. Minimum AS, minimum FAS, and minimum EAS sizes were found very quickly for all of the con- sidered codes. It should be noted that, when the block length is less than 1, 000, the computations take mere seconds in most cases. For block lengths of up to 8, 000, optimal solutions are obtained in less than three hours. In fact, only one of the calculations takes a time close to three hours. We should emphasize again that finding and enumerating EPS is an offline task that is completed in the code design phase and the timing is not as big of a problem as in the real-time decoding implementations (as long as the calculation is successful under given time/memory restrictions). Nevertheless, the proposed IP models are shown to be solved efficiently for finding minimum AS, FAS, and EAS.
Conclusions
We presented an efficient, general framework to find and enumerate EPS of any finite-length LDPC code. This includes developing efficient integer programming models to describe and calculate the smallest stopping set size for the BEC, the smallest fully absorbing set, absorbing set, and elementary absorbing set sizes for the BSC and the AWGNC. The obtained results are provably optimal due to the use of integer programming.
The proposed integer programming models require only the knowledge of the parity-check matrix H and can be efficiently solved for a wide variety of practical code lengths as well as code structures, e.g., regular and irregular LDPC codes, randomly constructed and algebraically constructed codes, etc. With the knowledge of the dominant EPS, the error floor performance of LDPC codes can be estimated, as in the case of [4] and [6] . The obtained result can also be used to improve LDPC code designs, such as done in [24] with maximizing the stopping sets for BEC and in [7] with maximizing trapping sets for BSC. In addition to applications in code design and error performance estimations, the knowledge of the smallest EPS can also be used to generate adaptive cuts for LP-based decoding algorithms. In [25] , cycles of the parity-check matrix of an LDPC code are used to improve the LP decoder performance. Since trapping sets are closely related to cycles, the proposed method can be an efficient tool for generating adaptive cutting techniques.
