Abstract-In this paper, we are focused on characters recognition, for this we present a comparison between the Krawtchouk Invariant Moment (KIM) and the Pseudo Zernike Invariant Moment (PZIM) for the recognition of printed Arabic characters (translated, rotated and contaminated by noise). In the preprocessing phase, we use the thresholding technique, and in the learning-classification phases, we use the supports vectors machines (SVM).The simulation results demonstrates that the KIM method gives more significant results that the PZIM for each Arabic character.
I. INTRODUCTION
In the pattern recognition many mathematical tools used to extract the primitives from pattern such the moments [1, 2] , and to train and classify these patterns such a support vector machines (SVM) [3, 4] .
In fact the moments are efficient methods to extract the primitives from the images that can be learned and classified by the SVM method. In this paper we are focused on the comparison between the performance of the KIM and the PZIM in the recognition of noisy printed Arabic characters. In the preprocessing of the images, representing each character, we use the thresholding technique and in the extraction phase of the primitives, we use the KIM [5] and the PZIM [6] which are used to transform the images to the vectors. The transformed images are used as classes of a SVM in the training phase and then for classify the images at the test phase. We describe our processes of recognitions as follow : In the learning phase we use the SVM method, whose the strategy is one against all for optimally separating each image (which modeled by a class characterized by a label which equal to 1) of the learning base to the rest of the other images that is modeled by another class characterized by a label which equal to 1.This separation (maximizing the margin between two classes) is therefore creating a decision function separating these 2 classes. We have 28 numerals each of them will be used as a class with a label which equal to 1 and the rest of the other characters will be fully accrued in another class with opposite label which equal to -1. So we built 28 decision functions each of them separating a pair of classes (1and-1) among the 28 pairs. In the classification phase, we calculate the image of the vector which models the character test preprocessed translated, rotated containing a noise by all 28 decisions functions, the recognition will be given to the character whose decision function separating its classes to another class containing the rest of the other character s which gives the largest value among all the calculated values of the 28 images of the test.
In this paper, we present firstly the technique of the Images preprocessing that we used, then we describe the process of extracting of primitives from images by the KIM and the PZIM then we will deduce the performances of those moments with using the SVM in the learning and classification phases.
II THE PROPOSED SYSTEM
Fig1: The proposed system for Arabic characters recognition.
III THE PRE-PROCESSING
Before proceeding to the character recognition, it should be to preprocessing the images of these characters for to eliminate as much as possible the noise.existed in the images. In our approach, we preprocess the images by a thresholding technique which makes the images contain only black and white according a preset threshold.
IV THE PHASE OF PRIMITIVES EXTRACTION

The Krawtchouk Moments 4.1.1 The Krawtchouk polynomials
The definition of n-th order of classical krawtchouk polynomial is defined as:
F is the hyper geometric function [7] , defined as :
And k a ) ( is the pochhammer symbol (also rising factorial) defined by:
The Γ function is defined by:
forms a complete set of discrete basis functions with weight function: (5) and satisfies the orthogonality condition:
Is the squared norm, which is given by:
And nm δ is the Kronecker symbol defined by
The Krawtchouk moments
The Krawtchouk moments have the interesting property of being able to extract local features of an image. The krawtchouk moments of order ) ( m n+ in terms of weighted krawtchouk polynomials, for an image with intensity function, ) , ( y x f is given by:
The NxM is the number of pixels of an image
The Krawtchouk invariants moments
The geometric moments [8, 9] of an image ) , ( y x f is defined by :
Then the standard set of geometric moment invariants which are independent to rotation, scaling and translation can be written as: The krawtchouk moment invariant is : For each character, the values calculated by the krawtchouk invariant moments are used as a vectors which will be considered as a class of a SVM which's making in the characters recognition. and the symbol * denotes the complex conjugate operator.
The Pseudo Zernike Moments
The pseudo Zernike invariants moments
The pseudo-Zernike moment is invariant under rotation but sensitive to translation and scale. Therefore a normalization must be done of this moments. We note that The KIM formula is more complex than that of the PZIM.
V THE LEARNING PHASE
Principle of Functioning between Two Classes of the SVM 5.1.1 Linear case
Given a set of vectors n i x ℜ ∈ n is the dimension of the vector space and two classes. The first class containing a party of these vectors and bears the label 1,the second class contains the other party of vectors and bears the label -1.the goal of SVM [10] is to find a classifier that will separate these classes and maximize the distance between them. This classifier is called hyperplane (see figure 2) The nearest points which alone are used for determination of hyperplane are called support vectors. The property of SVM is that this hyperplane must be optimal that is to say it must maximize the distance between the supports vectors of a class and those of the other class.The classifier is represented by :
Where w and b are the parameters of the classifier y is the label.
The primal/dual problems 5.1.3 The primal problem
For to maxim the distance between the supports vectors of a class and those of the other class, we must to solve a problem of minimization under the constraints called the primal problem: 
Non linear case
In the linear case (see figure 3) , the classification of data is easy, but in the nonlinear case the representation We must solve therefore:
To maximize 
Principle of Functioning between a Several Classes of the SVMs
The method described above is designed for two classes problem many studies treat a generalization of this method to multi-classification classes [11] among these studies we cite the two most frequently used strategies: The first approach is to use N decision functions (one against t all) allowing to make the discrimination of each class against all others. The decision rule used in this case is usually the maximum such that we assign an unknown vector x into the class associated with the output of SVM is the largest: )) ( max( arg 
VI THE CLASSIFICATION PHASE
After having built the 28 decision functions between the 28 pairs of classes in the learning phase by the strategy of(one against all) we calculate the values of the images vector modeling the character test by all the 28 decision functions the recognition will be given to the character whose decision function separating its class to another class containing the rest of the other characters which gives the largest value among all calculated values of the 28 images of the test.
VII EXPEREMENTS AND RESULTS
We choose the size image 50x50. Each character was converted to vector of 7 components which are the KIM/PZIM that used as: a class having a label that is equal to 1, and the rest of all the other vectors modeling the other characters can be used. The separation of the 28 pairs of two classes by the construction of the 28 decision functions is fact by the strategy of one against all. First we present the test character translated, rotated…and not containing a noise, then we add increasingly an quantity For two moments, the global rate recognition is a decreasing function according to noise added, but the important remark is that the falling of this rate of the PZIM is greater than the rate of the KIM, this that we check that the KIM is more robust than the PZIM against noise.
VIII CONCLUSION
In this paper we have concentrated on character recognition of noisy Arabic characters. The results, shows that reliable recognition is possible using a thresholding technique in the preprocessing phase and the invariants moments of Krawtchouk and those of pseudo Zernike in the primitives' extraction phase and the SVMs in the learning and the classification phase. The simulation result demonstrates that the KIM is more robust and more performing than the PZIM, despite the fact that the recognition time of the KIM is greater than that of the PZIM.
