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Faceted search user interfaces provide means 
to explore, e.g., items for sale, museum 
collections or recipes.A method for creating 
user-centric search facets that simplify 
complex hierarchical displays is presented. 
  
Automatic subject indexing allows text 
documents to be tagged with semantic 
information, avoiding laborious manual 
work in libraries, museums and other 
organizations. A method is developed for 
automatically determining the themes of 
Finnish language text. 
  
Controled vocabularies such as taxonomies 
and thesauri form the heart of many 
semantic applications. A method for 
assessing and improving the quality of such 
artefacts is presented. 
  
Cover image: 
Great raft spider (Dolomedes plantarius) 
Evitskog, Finland, 2 July 2013 
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1. Introduction
1.1 Background and Research Environment
Semantic portals are information systems which collect information from
several sources and combine them using semantic web technologies into
a user interface that solves information needs of users [66, 113]. Lausen
et al. [60] deﬁne semantic web portals as web portals, i.e., web sites that
collect information for a group of users that have common interests and
allow a community to share and exchange information, that are based
on semantic web technologies. The use of semantic web technology [11],
including technologies such as the Resource Description Framework (RDF)
[17] and ontologies [30], allows the use of rich search functionality over
structured data exposed on the web [90]. Early examples of semantic
portals include SWED [99] and MuseumFinland [46].
Many semantic portals are based on the faceted search user interface
paradigm (also known as faceted browsing, view-based search, dynamic
hierarchies and guided navigation) [77], ﬁrst developed in the HIBROWSE
[93] and Flamenco [35] projects. A thorough review of the faceted search
paradigm is given by Tunkelang [125] and another one (in Finnish) is
given in the author’s Master’s Thesis [117]. The faceted search paradigm
is especially powerful for the class of search tasks known as exploratory
search [68], where the user’s goal is to learn about and understand a
particular topic, rather than looking up a speciﬁc item known in advance.
Generic faceted search engines for semantic data such as BrowseRDF [86],
/facet [40] and Longwell1 have also been developed.
To date, many semantic portals have been published, especially as a
result of academic research projects. These include the already mentioned
1http://simile.mit.edu/longwell/
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SWED and MuseumFinland, as well as other domain-speciﬁc portals such
as Promoottori [47], CS AKTive Space [110], mSpace Classical Music Ex-
plorer [105] and mSpace JSCentral [104], SW-Suomi.ﬁ [111], MultimediaN
E-Culture [106] and Orava [57]. Non-academic semantic portals include
the BBC World Cup 2010 website2, the Reegle energy portal3 developed by
the Semantic Web Company, and several portals developed by Mondeca4.
The research presented in this dissertation summary has been performed
at the Semantic Computing Research Group5 as part of several research
projects: the FinnONTO series of projects6 (2003–2012), the SUBI project7
(2009–2012), and the Linked Data Finland project8 (2012–2014). These
projects involved a series of semantic portal demonstration applications,
which explored various aspects of semantic content production, quality
assurance and user interface designs [48].
1.2 Objectives and Scope
This dissertation contains contributions in three areas related to semantic
portals: faceted search user interface design, automatic subject indexing,
and vocabulary quality. Each of these is addressed by a research question,
presented in the following subsections.
1.2.1 User-centric Facets
While several semantic portals based on faceted search have been produced,
their methodology for choosing or building suitable facets varies. The most
common method [100], used in system such as SWED [99] and mSpace
JSCentral [104], is to manually construct facets suited for the application
domain. Some systems, including HIBROWSE [93] and Promoottori [47],
use facets that are based directly on the underlying metadata and (possibly
hierarchical) classiﬁcations.
However, a difﬁcult situation arises when existing semantic metadata is
repurposed for use in a faceted search interface; in this case, the controlled
2http://www.bbc.co.uk/blogs/bbcinternet/2010/07/bbc_world_cup_2010_
dynamic_sem.html
3http://www.reegle.info
4http://www.mondeca.com/Clients
5http://www.seco.tkk.fi
6http://www.seco.tkk.fi/projects/finnonto/
7http://www.seco.tkk.fi/projects/subi/
8http://www.seco.tkk.fi/projects/ldf/
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vocabularies referred to in the metadata may contain complex hierarchies
that are unsuitable to be directly used in a faceted user interface [26],
which would require the hierarchies not to be overly deep or wide [9]. The
complexity is not necessarily a result of bad design, but arises because
the vocabulary was not originally developed with browsing in mind. In
addition, semantic search user interfaces have rarely been subjected to
usability evaluations [7, 38], making it difﬁcult to determine the actual
usefulness of the faceted search paradigm for semantic portals. This leads
into the third research question addressed in this dissertation:
3. How can user-friendly search facets be constructed for seman-
tic portals which are based on complex hierarchical vocabular-
ies?
To answer the ﬁrst research question, related methods and ﬁndings
from previous literature are ﬁrst outlined in Section 2.1. In Section 3.1,
a user-centric design method to solve this problem is presented, based on
Publications I and II.
1.2.2 Automatic Subject Indexing
An important challenge in creating semantic portals is to obtain enough
structured data. Many important data sources, such as document collec-
tions or event information databases, contain very little structured meta-
data. This makes it difﬁcult to employ advanced search technologies and
semantic web tools. Information extraction [18] is a set of methods, based
on natural language processing techniques, which seek to obtain struc-
tured data from unstructured natural language texts, such as documents
and event descriptions. Vocabulary-based automatic text categorization
methods [108], also known as topic indexing, subject indexing, and term as-
signment, are in particular suited for creating simple structured metadata
from unstructured documents and thus enabling better semantic search
facilities.
To date, most automatic subject indexing tools have been developed
either for English language texts or other (Romanic) languages with a
relatively simple structure. In the FinnONTO context [45], however, many
source documents are written in Finnish. Common natural language
processing methods do not perform well with agglutinative and highly
11
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inﬂected languages such as Finnish, Turkish, Estonian, Hungarian and
Slavic languages [41, 64]. Therefore, new methods are needed that can
handle highly inﬂected languages and produce good quality structured
metadata from unstructured text. Preferably, the quality of automatic
subject indexing should be as good as what human indexers produce,
taking into account the varying levels of human performance and the
relatively low agreement between any two humans indexing the same
content. Human-competitive indexing quality has been previously achieved
with English and some Romanic languages [71]. This leads into the second
research question addressed in this dissertation:
2. What is the quality of automatically assigned subjects for doc-
uments written in inﬂected languages compared with subjects
assigned by human indexers?
To answer the second research question, related methods and ﬁndings
from previous literature are ﬁrst outlined in Section 2.2. In Section 3.2,
experimental results demonstrating that human-competitive quality of
automatic subject indexing of Finnish language texts can be attained using
a suitable combination of existing tools are presented, based on Publication
III.
1.2.3 Vocabulary Quality
Finally, semantic portals based on faceted search, as well as many other
kinds of semantic applications, depend on controlled vocabularies, which
can be either thesauri [5], classiﬁcations or other types of controlled vocab-
ularies such as lightweight ontologies [28]. Many recent semantic portals
represent such vocabularies using the Simple Knowledge Organizing Sys-
tem9 (SKOS) standard [8] for describing vocabularies by means of RDF
structures. SKOS vocabularies can be used to integrate and interlink data
from various sources by providing a common vocabulary. For example,
many library classiﬁcations have been published as SKOS vocabularies,
allowing various library catalogs using those classiﬁcations to be published
as Linked Data and then easily integrated using RDF tools [14, 67, 116],
enabling applications such as semantic information retrieval over multiple
9http://www.w3.org/2004/02/skos/
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datasets [16], query expansion [123, 132], and recommendation.
However, the beneﬁts of SKOS in data integration are only realizable
if the SKOS vocabulary data is structurally valid and makes use of the
SKOS entities in a meaningful way. To this end, the SKOS reference
[8] deﬁnes a number of integrity conditions that can be used to detect
inconsistencies in a SKOS vocabulary. In addition, validation tools, such
as the PoolParty online SKOS Consistency Checker10, are available for
verifying that a SKOS vocabulary follows generally accepted best practices
for controlled vocabularies which have not been codiﬁed in the SKOS
reference. For example, many conceptual aspects of the desired structural
qualities of thesauri and classiﬁcations, including the use of different types
of hierarchical relationships, are discussed by Svenonius [119]. Some of
these qualities, such as the overall structure and connectedness of the
vocabulary, can be measured and evaluated algorithmically [53, 65].
Many SKOS vocabularies are currently published by automatically con-
verting vocabularies from legacy formats into SKOS. Structural problems
in the resulting SKOS ﬁles may be difﬁcult to notice for vocabulary pub-
lishers, but may cause problems for users of the vocabularies [53, 65, 80].
This leads into the ﬁrst research question addressed in this dissertation:
1. How can the technical quality and validity of controlled vocab-
ularies expressed in SKOS format be automatically measured
and improved?
To answer the third research question, related methods and ﬁndings
from previous literature are ﬁrst outlined in Section 2.3. In Section 3.3,
a set of quality and validity criteria for SKOS vocabularies is ﬁrst estab-
lished, a representative set of publicly available SKOS vocabularies is
evaluated against the criteria, and ﬁnally a method and a tool to correct
many problems and deﬁciencies in the vocabularies is presented, based on
Publications IV and V.
10http://demo.semantic-web.at:8080/SkosServices/check
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1.3 Research Process and Dissertation Structure
1.3.1 Methodology
The main methodology used in this dissertation draws from the design
science paradigm in information science [37, 91]. In the design science
approach, a novel and innovative artifact to solve a relevant problem is 1)
built using rigorous methods, 2) evaluated, 3) the design of the artifact is
iterated when necessary, and ﬁnally 4) the results and lessons learned are
effectively communicated. The created artifact can be, e.g., an information
system, a computer program, or an algorithm that is useful for solving the
identiﬁed problem, and its utility must be demonstrated by suitable design
evaluation methods. The contribution of a design science research process
is one or more of the following: 1) The design artifact itself; 2) Foundations,
including design methods and algorithms; or 3) Methodologies, including
novel evaluation methods and metrics. [37]
1.3.2 Demonstration Systems and Portals
Much of the research work contained in this dissertation was performed
in the context of developing semantic portals and other demonstration
applications:
The ONKI ontology library service11 is a vocabulary publishing system
for lightweight ontologies and SKOS vocabularies. It provides both human
and machine access to the published vocabularies, including a browser user
interface, Linked Data access, various Application Programming Interfaces
(APIs), and vocabulary downloads [126]. The ONKI system has been online
as a research prototype since the year 2005. A national production version
of the system is currently being deployed.
The Sosiaaliportti12 social workers’ portal is a community web portal sys-
tem developed and deployed by the Finnish National Institute for Health
and Welfare13. In the FinnONTO research projects, semantic enhance-
ments such as automatic subject indexing functionality were developed for
the portal.
The HEALTHFINLAND portal (TerveSuomi in Finnish) is a semantic
health information publishing system that aims to bridge the gap between
11http://www.seco.tkk.fi/tools/onki/
12http://www.sosiaaliportti.fi
13http://www.thl.fi
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the health information needs of ordinary citizens and the expert organi-
zations providing information about health on the web. The concept and
ideas behind the portal was ﬁrst formulated in two conference papers
[44, 49]. The details of the ﬁrst prototype system14 were presented in the
author’s Master’s thesis [117]. The system was since further developed
into a production system15 by the Finnish National Institute for Health
and Welfare, and deployed in May 2009.
1.3.3 Datasets
The research described in Publications I and II addressing research ques-
tion 1 was performed in the context of the HEALTHFINLAND demonstration
system, using the document collection and controlled vocabularies of the
portal as datasets.
The research in Publication III addressing research question 2 was per-
formed with two document sets and vocabularies. Documents extracted
from the Sosiaaliportti portal were described using concepts of the Finnish
Ontology of Health and Welfare TERO, which is a lightweight ontology
originally developed for the HEALTHFINLAND portal. Point of interest de-
scriptions from Wikipedia were described using the Finnish Collaborative
Holistic Ontology KOKO16.
The research in Publications IV and V addressing research question
3 was performed with a representative selection of, in total, 33 publicly
available SKOS vocabularies. Some of these vocabularies, including the
Finnish General Thesaurus YSA17, have been published via the ONKI
ontology library system.
1.3.4 Dissertation Structure
The remainder of this dissertation summary is structured as follows. First,
in Chapter 2, the state of the art in current research relevant for each
research question is summarized. Second, in Chapter 3, the core research
contributions of the publications contained in this dissertation are re-
viewed. Finally, in Chapter 4, the theoretical and practical implications of
the studies are discussed, their reliability and validity assessed, and some
recommendations for future research are presented.
14http://demo.seco.tkk.fi/tervesuomi/
15http://www.tervesuomi.fi
16http://www.seco.tkk.fi/ontologies/koko/
17http://www.nationallibrary.fi/libraries/thesauri/ysa.html
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2. Theoretical Foundations
Research on semantic portals combines methods from multiple areas. In
this section, related research is presented on three areas corresponding
to the research questions: quality of controlled vocabularies, automatic
subject indexing, and faceted search user interfaces.
2.1 User-centric Facets
Faceted classiﬁcation schemes have a long tradition in the library science
ﬁeld, starting from the original idea formulated by S. R. Ranganathan in
the 1930’s [97]. The idea was further developed by Vickery into a practi-
cal system for implementing faceted classiﬁcation schemes in specialist
libraries [130].
2.1.1 Constructing Facets for Faceted Search
Constructing the facets for a faceted search application is an important
part of the whole system design, because the facets affect the user interface,
database design and data requirements. In earlier semantic portals based
on the faceted browsing paradigm, the facets have been automatically
created from the underlying taxonomies using projection rules (e.g., [131]).
A distinction can be made between systems that use pre-existing general
purpose vocabularies and systems where the vocabularies are custom built
with the intent to provide facets for the user interface. /facet1 [40] is an
example of the ﬁrst approach, while the second group includes MuseumFin-
land [46] and SWED2. The problems of matching the hierarchical structure
of the vocabulary with user needs and expectations only become apparent
in the ﬁrst case, as the point of view of the original vocabulary may differ
1http://slashfacet.semanticweb.org
2http://www.swed.org.uk
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a lot from the end-users’ mental models of the information space. In /facet,
the automated facet generation sometimes results in a user interface that
is hard to use [40].
Another approach for creating a navigational hierarchy based on an
existing controlled vocabulary is presented by Stoica and Hearst [115].
Their system uses the WordNet lexical database as a basis for creating a
hierarchical classiﬁcation which can then be used in faceted browsing. The
Castanet algorithm simpliﬁes the WordNet IS-A hierarchy by eliminating
branches that aren’t represented in the document collection as well as
unnecessary levels of the hierarchy. The resulting taxonomies can be used
either as-is or after some manual adjustments. However, the relationship of
Stoica and Hearst’s work with metadata that references existing controlled
vocabularies is weak: WordNet is only used as a basis for creating the
navigational hierarchies, and the document metadata is later assumed to
reference the newly created taxonomy directly.
2.1.2 User-centered Design Methods
User-centered design is a methodology which seeks to understand actual
needs of users and to design systems, including their functionality and
user interfaces, accordingly [56, 59, 61]. A special ﬁeld of user interface
design relevant to web navigation and search interface design is informa-
tion architecture [74, 100], which comprises a set of methods and design
practices to help organize large content spaces in a way that makes them
easy to navigate.
Card sorting [70, 101, 112] is an important information architecture
design method that helps elicitate users’ mental models of information
spaces. In card sorting experiments, current or future users of a system
organize decks of cards (either physical or virtual) into groups that make
sense to them. The sort results are then analyzed, often with a spreadsheet
template [58, 112]. The results of the analysis are used to construct
information spaces, for example navigation structures of intranets [10, 84,
124] or other large web sites [100, 112].
Card sorting has also been used in the construction of ontologies as a
means of knowledge elicitation [101, 109]. While card sorting is usually
performed manually outside the ontology engineering process, a comput-
erized card sorting plugin has been developed for the Protégé3 ontology
3http://protege.stanford.edu
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editor [134]. However, the focus of this work is on the ontology creation
process itself; there is no direct intent of using the resulting ontology in a
search-oriented user interface.
2.2 Automatic Subject Indexing
Subject indexing is the process of describing the topic or main subject
matter of documents using terms or concepts from a pre-deﬁned controlled
vocabulary such as a thesaurus. It is traditionally performed by humans,
for example as part of the process of cataloging documents in a library. The
assigned subjects can be later used to retrieve the documents based on their
topics. The principles for subject-based document retrieval were developed
in the late 19th and early 20th century by library science pioneers including
Melvil Dewey [22], Charles A. Cutter [21], S. R. Ranganathan [97], and
Paul Otlet [87].
In automatic subject indexing, the task of assigning subjects to docu-
ments is given to an algorithm, which has been practised since the early
1960’s [69]. It is part of information extraction, which is the practice of
isolating structured information from unstructured natural language text
[18]. A closely related ﬁeld is named entity recognition, which is concerned
with recognizing textual references to real world entities such as person,
organization and location names, as well as numeric expressions including
time, date, money and percent expressions [79]. Tools such as ANNIE,
a part of the GATE4 natural language processing toolkit [20], and KIM
[52, 94], which performs information extraction using semantic web tech-
nologies and is also based on GATE, can be used to perform named entity
recognition and other information extraction tasks.
Many automatic subject indexing tools exist for various languages and
domains [108]. For example, many systems have been developed for as-
signing subjects from the Medical Subject Headings (MeSH) vocabulary to
biomedical documents [122]. General purpose automatic subject indexing
tools, which can be used with any controlled vocabulary in any domain,
include Maui [71]; its predecessors KEA [135] and KEA++ [72]; the HIVE
system [29], which incorporates the KEA algorithm; and the PoolParty
Extractor system5. These tools can also perform topic indexing without
the support of a controlled vocabulary, known as keyphrase extraction.
4http://gate.ac.uk
5http://www.poolparty.biz/portfolio-item/poolparty-extractor/
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On a high level, automatic subject indexing consists of two phases: ﬁrst,
performing linguistic analysis for matching document words or n-grams
with meanings expressed as terms in a controlled vocabulary (semantic
tagging), and second, determining which of the matched vocabulary terms
best describe the document (topic ranking).
2.2.1 Semantic Tagging
Semantic tagging is the matching of words to meanings and part of lin-
guistic analysis. Linguistic analysis for the purpose of annotation consists
of ﬁve steps: morphological analysis, part-of-speech tagging, chunking,
dependency structure analysis and semantic tagging [15]. In languages
such as English, Spanish and French, a simpliﬁed form of semantic tagging
can be performed by using a rule-based stemming algorithm to normalize
both document words and vocabulary terms [71]. This allows, e.g., singular
words to be matched with plural terms in the vocabulary. Well-known stem-
ming algorithms include the Lovins [63] and Porter [95] stemmers, the
Snowball stemmer6, and Koskenniemi’s two-level model for morphological
analysis [55].
Inﬂected languages such as Finnish, Turkish, Arabic and Hungarian
typically express meanings through morphological afﬁxation. In highly
inﬂected languages plural and possessive relations, grammatical cases,
and verb tenses and aspects, which in English would be expressed with
syntactic structures, are characteristically represented with case endings
[64, 85, 121]. Compound words are also typical in inﬂected languages. Rule-
based stemming does not work particularly well for analyzing inﬂected
languages [6, 54]: for example, a semantic tagger for the Finnish language
developed in the Benedict project used a sophisticated morphological anal-
ysis and lemmatisation tool as well as rules for handling compound words
in order to attain high precision [64]. However, in probabilistic informa-
tion retrieval of Finnish documents, a stemmer can perform as well as a
lemmatization algorithm [51].
2.2.2 Topic Ranking
The TF×IDF method provides a widely used baseline for ranking topics
[102]. In topic ranking, machine learning methods have surpassed rule-
based methods for determining the important topics of a document [108].
6http://snowball.tartarus.org/texts/introduction.html
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KEA, KEA++ and Maui have improved on TF×IDF ranking by additionally
using various heuristics and machine learning.
KEA has been ported to support other languages. A Turkish adaptation of
KEA was used to extract keyphrases without using a controlled vocabulary
[89]. A KEA-like approach for keyphrase extraction of Arabic documents
has also been found to perform well when part-of-speech analysis was
incorporated into the candidate selection phase [25].
In tests on English, French and Spanish documents, Maui has been found
to assign subjects of comparable quality of those of humans [71]. In these
tests, a stemming algorithm was used to aid basic semantic tagging.
Other subject indexing tools for inﬂected languages include the Poka
information extraction tool for Finnish [127], which has been used in the
Opas system to assign concepts from the Finnish General Upper Ontology
to question-answer pairs [129]. The Leiki platform is a commercial tool that
analyzes Finnish text and attempts to determine its important concepts
using a proprietary ontology-like classiﬁcation system [92]. It is used
by some Finnish news websites for generating links to related content.
However, neither tool has been evaluated in academic literature.
2.3 Vocabulary Quality
Controlled vocabularies such as thesauri, classiﬁcations, term lists, and
lightweight ontologies, were ﬁrst developed in libraries, for classifying
books and other documents in library collections. Early controlled vocabu-
laries include the Dewey Decimal Classiﬁcation7, ﬁrst published in 1876
by Melvil Dewey and still by far the most popular method of organizing
library collections; the Library of Congress Classiﬁcation8, also dating
from the late 19th century; and the Library of Congress Subject Headings9
(LCSH), a thesaurus for maintaining bibliographic records ﬁrst published
in 1909. Controlled vocabularies used outside the library sector include
the Art and Architecture Thesaurus10, used to index museum collections;
the Medical Subject Headings11 vocabulary, used for indexing biomedical
7http://www.oclc.org/dewey/
8http://www.loc.gov/catdir/cpso/lcc.html
9http://id.loc.gov/authorities/subjects.html
10http://www.getty.edu/research/tools/vocabularies/aat/
11http://www.nlm.nih.gov/mesh/
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documents in online catalogs such as PubMed12; and the AGROVOC13 the-
saurus published by the Food and Agriculture Organization of the United
Nations, used for information management in many databases related to
agriculture, forestry, ﬁsheries, environment and related domains.
Controlled vocabularies are useful tools in organizing large-scale web
information systems [100]. Thus, they are used in many kinds of semantic
applications, including semantic search systems [38], annotation tools [52],
and semantic portals [60]. Early semantic web applications often used
the RDF Schema [33] and/or the Web Ontology Language (OWL) [107] to
express controlled vocabularies, such as in KIM [52], MuseumFinland [46],
and the MultimediaN E-Culture demonstrator [106].
Starting in 2004–2005, SKOS [8] has emerged as a practical language
for expressing controlled vocabularies as RDF data, and has been used
in many systems including SWED [99], Semport [19], Sowiport [13] and
HEALTHFINLAND to express controlled vocabularies. Hundreds of con-
trolled vocabularies expressed using SKOS have been made available on
the Web of Data [4].
2.3.1 Quality of SKOS Vocabularies
An early guide for creating SKOS vocabularies by Miles et al. [73] already
stressed the importance of error checking and validation, but the validation
is only performed on the RDF syntax level. Van Assem’s description of a
method for converting existing thesauri to SKOS [128] notes the difﬁculty
of SKOS validation, which has since been addressed by later revisions of
the SKOS speciﬁcation and the development of validation tools.
The SKOS reference speciﬁes in total six integrity conditions, which
must be fulﬁlled for the vocabulary to be considered valid [8]. Many of
these conditions are based on earlier standards for structuring controlled
vocabularies and thesauri, including ISO 2788 [1] and the British standard
BS8723 Part 2 [2]. These conditions may be considered a minimum set of
validation and/or quality criteria for SKOS vocabularies; there are also
many vocabulary-related best practices which go beyond the integrity
conditions codiﬁed in SKOS.
Kless and Milton [53] provide an overview about intrinsic abstract mea-
surement constructs for thesaurus evaluation. Nagy et al. have explored
the various structural requirements of SKOS vocabularies in different
12http://pubmed.gov
13http://www.fao.org/agrovoc/
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application scenarios [80]. Mader et al. have developed a more extensive
set of quality criteria for SKOS vocabularies in the qSKOS project14 [65].
2.3.2 Evaluating SKOS Vocabularies
The PoolParty online SKOS Consistency Checker (hereafter known as the
PoolParty checker) is an online validation tool performs many checks on
SKOS vocabularies, including the SKOS integrity conditions. It has origi-
nally been developed to determine if the vocabulary can be imported into
the PoolParty thesaurus editor [103]. The W3C used to host a similar
online SKOS validation service, but it was not kept up to date with the
evolution of SKOS, and is no longer available. However, implementations
vary, particularly in the level of support for RDFS and OWL reasoning,
SKOS inference rules, and the extent to which they implement the in-
formally speciﬁed SKOS integrity conditions. Thus, the results of these
checks cannot always be directly compared.
Abdul Manaf et al. [4] have surveyed the landscape of SKOS vocabularies
available on the Web and analyzed their high level structural properties,
such as the number of hierarchy levels and in- and outgoing links to other
concepts. The same authors have also identiﬁed three types of common
problems (slips) in SKOS vocabularies as well as possible ways to correct
them (patches) [3]. They can be found by OWL reasoning and are partly
based on the axioms deﬁned in the SKOS reference ontology. However, the
number of proposed slips and corresponding patches is quite small and
mostly concerned with making the SKOS vocabularies processable using
an OWL reasoner, not with the quality of the intellectual content of the
vocabulary.
The authors of the SKOS version of the STW Thesaurus of Economics
describe the use of SPARQL queries to ﬁnd inconsistencies in SKOS vo-
cabularies [81]. However, they do not describe the consistency checks they
used in detail.
2.3.3 Quality of Linked Data Sets
More general validation services for RDF and Linked Data have also been
developed. The W3C RDF Validation Service15 can be used to verify the
syntax of RDF documents. The Vapour [12] system is intended to spot
14https://github.com/cmader/qSKOS
15http://www.w3.org/RDF/Validator/
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problems with HTTP content negotiation in published RDF and Linked
Data. The RDF:Alerts [42] system is another online validation tool that
can be used to spot syntax errors, inconsistencies, incomplete data, misuse
of classes and properties, and other kinds of problems in Linked Data. For
OWL datasets, the Pellet ICV reasoner has a validation mode in which
re-interprets OWL axioms with integrity constraint semantics and can
thus be used to ﬁnd inconsistencies in RDF data involving OWL axioms.
The SPARQL Inferencing Notation16 (SPIN) is a SPARQL-based lan-
guage which can be used to specify integrity constraints for RDF data
[27]. The TopBraid Composer17 suite is one tool supporting SPIN-based
validation, and it includes a SPIN ruleset that implements testing of the
SKOS integrity conditions.
A recent and thorough survey of general RDF and Linked Data validation
tools is given by Hogan et al. [42] identifying four categories of common
errors and shortcomings in RDF documents. Also, Heath et al. [36] sum-
marize best practices for publishing data on the Web. The Pedantic Web
Group18 is an online community of practitioners who help to correct er-
rors in the publication of RDF data. However, to the author’s knowledge,
none of these tools and approaches have any speciﬁc support for SKOS
vocabularies.
2.3.4 Ontology Evaluation, Repair, and Improvement
Ontology evaluation, i.e., measuring the quality of an ontology, was in-
troduced when ontologies were ﬁrst put to use in information systems
[30]. Competency questions for evaluating ontologies were proposed by
Grüninger and Fox [31]. Principles for creating good quality ontologies
were further developed by researchers developing ontologies for use in
the biomedical ﬁeld [98, 114]. The OntoClean methodology introduced
a set of guidelines for validating ontologies to expose inappropriate or
inconsistent modeling choices [32]. An exhaustive modern discussion of
ontology evaluation has been provided by Vrandecic [133].
Repairing problematic constructs in OWL ontologies has been extensively
discussed by Kalyanpur [50]. Ovchinnikova et al. propose a method for
solving inconsistencies in ontology design by rewriting problematic axioms
[88]. Horridge et al. present methods for explaining inconsistencies in OWL
16http://spinrdf.org
17http://www.topquadrant.com/products/TB_Composer.html
18http://pedantic-web.org
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ontologies [43]. The OOPS! pitfall scanner is an OWL ontology evaluation
tool that provides the user with guidelines about how to solve the issues it
has found [96].
However, these OWL-related methods are only partially relevant to
SKOS vocabularies, because not all of the SKOS integrity conditions and
other quality measures can be expressed using OWL axioms19. To the
author’s knowledge, automatic correction methods intended speciﬁcally for
SKOS vocabulary constructs have not been proposed earlier.
19In particular, neither OWL nor OWL 2 include any means to express the
integrity condition S14: "A resource has no more than one value of skos:prefLabel
per language tag."
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3. Research Contributions
The current state of the art in the three areas described in the previous
chapter leaves some questions unanswered, particularly for scenarios
where semantic portals are built for layman end users for whom complex
vocabulary hierarchies may be problematic, with incomplete metadata
about documents in inﬂected languages, using controlled vocabularies with
possible quality issues. This chapter presents solutions to those challenges
based on the publications included in this dissertation.
3.1 User-centric Facets
Publications I and II together address research question 3: How can user-
friendly search facets be constructed for semantic portals which are based
on complex hierarchical vocabularies?
The main results of the study described in the two publications are
a method for creating user-centric facets for information systems based
on metadata that references controlled vocabularies, and a method for
mapping these facets into underlying vocabularies in order to create a
functional faceted search user interface. Publication II gives an overview
of the HEALTHFINLAND prototype system, the context in which the method
was developed, and describes the evaluations performed during and after
implementing these methods in the HEALTHFINLAND portal prototype.
Publication I describes the methods and their speciﬁc evaluation proce-
dures in more detail.
3.1.1 Creating User-centric Facets
The process for creating user-centric facets, presented in Publication I, is
outlined in Table 3.1. The process consists of six sequential steps. The last
two steps can be iterated several times. The process is an adaptation of
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Table 3.1. Process for creating user-centric facets from controlled vocabularies and docu-
ment metadata.
Step Title Description
1 Select card contents Select concepts from vocabulary, based on existing metadata.
2 Perform card sort Recruit around 10 representative users of the system and ask
them to sort the cards into groups that make sense to them.
3 Analyze sort results Cluster the different user categorizations into standard
categories. Analyze using spreadsheet template.
4 Design initial categories Choose top-level categories based on card sort. Fill in lower
levels with concepts drawn from the vocabulary.
5 Evaluate categories Possible evaluation methods include closed card sorting,
expert review and usability tests on system prototypes.
6 Finalize categories Remedy the problems found in evaluation. Repeat steps 5–6
as necessary.
a typical card sorting approach, where the cards are typically based on
documents or important topics drawn from the content of a web site [70,
112]. The novelty is the use of concepts found in the controlled vocabularies
referenced in content metadata as source material for the cards, which
allows the ﬁnal categories to be later mapped to concepts drawn from the
original vocabulary.
3.1.2 Mapping User-centric Facets to Vocabulary Concepts
In order to implement faceted search over metadata using user-centric
facets, their relationship to the underlying vocabularies must be explic-
itly represented. In Publication I, our mapping solution based on the
SKOS Core [8] and SKOS Mapping1 vocabularies is presented. The ex-
plicit representation of the mappings using RDF vocabularies enables the
implementation of a faceted search engine.
An example illustrating the use of mappings to represent the relationship
between facets and underlying vocabularies is shown in Figure 3.1. In the
example, the facet category Weight control is mapped directly to the MeSH
concept Body Weight, as well as indirectly via the subcategory Losing
weight to MeSH concepts Weight Loss and Energy Intake2. Likewise, the
facet category Nutrition & Food is mapped to the MeSH concept Energy In-
1The mapping vocabulary was merged into SKOS Core after the research was
conducted.
2The narrowMatchmapping between Losing weight and the MeSH concept Energy
Intake is not strictly correct in this example, taken from Publication I, as energy
intake may also be considered in other contexts than weight loss. The example is
based on actual mappings generated using the card sorting technique.
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Figure 3.1. Examples of mappings between facet and vocabulary concepts. The URI preﬁx
topic refers to the Topic facet and mesh to the indexing vocabulary MeSH.
take through the subcategory Diet. In the user interface, any content items
described using the MeSH concept Caloric Restriction, whose broader con-
cept is Energy Intake, would be visible in all the facet categories shown
in the example, while content described using the MeSH concept Body
Weight would only be shown in the facet category Weight control. The
novelty in this method is the use of an intermediate facet layer, which
allows for a user-centric view into structured metadata while preserving
the full expressibility of the underlying conceptual representation, instead
of confronting the user with complex hierarchical structures.
3.1.3 User-centric Faceted Search Engine
Publication I presents the initial prototype of the faceted search engine of
the HEALTHFINLAND portal, while Publication II presents its evolution
into the ﬁnal HEALTHFINLAND production system (Figure 3.2).
3.1.4 Evaluation and Lessons Learned
The method for creating user-centric facets was evaluated by doing a
limited closed card sort experiment on the initial categorization, as well as
an expert review, detailed in Publication I. The prototype was evaluated
through multiple user studies, including a series of usability tests discussed
in Publication II.
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Figure 3.2. Faceted search interface of the HEALTHFINLAND production system.
The main lesson learned from the evaluations was that the user-centric
categories produced by the method were intuitive and useful on the top
levels, but users sometimes struggled with the lower levels because they
were constructed directly from the underlying vocabularies.
Another ﬁnding was that splitting up a single large vocabulary into
separate facets, as was done in the HEALTHFINLAND prototype system,
will cause problems with the search interface because content items are
unlikely to be consistently labeled with speciﬁc values for all facets. The
problem can be addressed to some degree with default values, but still,
some of the power of faceted search will be lost due to missing information.
Due to this issue, the facets for the HEALTHFINLAND production system
were redesigned so that vocabularies were not split and the metadata
schema contained explicit ﬁelds for each facet. In the new portal, both the
browsing and search user interfaces were based on the categorization of
documents by Section (audience), Topic, Situation, Genre and Publisher.
Each of these categorizations for a document were directly described as a
separate ﬁeld in the metadata used by the production system, instead of
using a more general subject property as in the prototype system.
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Table 3.2. Stemming and lemmatization strategy results
Precision Recall F-measure
SOS-60, FDG lemmatizer 40.0 37.1 38.5
SOS-60, Omorﬁ lemmatizer 40.0 35.9 37.8
SOS-60, Snowball stemmer 35.7 32.2 33.8
French Agrovoc [71] 34.5 31.8 33.1
Spanish Agrovoc [71] 24.7 26.9 25.7
3.2 Automatic Subject Indexing
Publication III addresses research question 2: What is the quality of auto-
matically assigned subjects for documents written in inﬂected languages
compared with subjects assigned by human indexers?
The results of the study consist of three parts, each testing the state-of-
the-art Maui framework [71] for automatic subject indexing using Finnish-
language documents: 1) a comparative evaluation of three stemming and
lemmatization algorithms; 2) an evaluation of the consistency between
human indexers and the Maui algorithm; and 3) an experiment to verify
the domain independence of Maui indexing.
3.2.1 Stemming and Lemmatization Strategy
The ﬁrst experiment tested the suitability of the Maui tool for the Finnish
language with alternating stemmers. The results of experiment, summa-
rized in Table 3.2, demonstrated that of the three stemmers tested, both
Omorﬁ [62] and FDG [120] can be used for lemmatization and both will
give results that are as good or better than those obtained using compara-
ble tools for other languages. The best lemmatisation strategy was FDG,
but Omorﬁ was not far behind. The simple rule-based Snowball stemming
algorithm was used as a baseline. The precision, recall and F-measure
values attained were higher than the measurements attained for French
and Spanish documents in the original Maui evaluation [71], which have
been included in Table 3.2 for comparison. While the values taken in
isolation may appear rather low (the theoretical maximum for each being
100), the results compare well with measurements of consistency between
human indexers, which was the subject of the second experiment.
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Table 3.3. Consistency of human indexers 1–6 compared to Maui
1 2 3 4 5 6 Average Maui
1 25 29 28 27 28 27.4 21.5
2 25 31 30 36 37 31.8 29.9
3 29 31 40 42 39 36.2 27.2
4 28 30 40 38 35 34.2 36.3
5 27 36 42 38 40 36.6 25.3
6 28 37 39 35 40 35.8 27.2
33.7 27.9
3.2.2 Inter-indexer Consistency
The second experiment found that the Maui topic indexing algorithm is
27.9% consistent with human indexers, while the consistency between any
two human indexers was 33.7% on average. With a suitable lemmatization
tool, the performance of Maui in terms of agreement with human indexers
is almost on the same level as that of the human indexers themselves.
3.2.3 Domain Independence
The results of our third experiment, using point of interest descriptions and
a general lightweight ontology, suggest that when a suitable lemmatizer is
used the algorithm also works well with Finnish text of different domains.
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3.3 Vocabulary Quality
Publications IV and V together address research question 1: How can the
technical quality and validity of controlled vocabularies expressed in SKOS
format be automatically measured and improved?
Both studies consist of three main parts: 1) a synthesis of quality and
validity criteria for SKOS vocabularies; 2) an analysis of published SKOS
vocabularies according to the criteria and 3) a methodology and a tool for
correcting different kinds of common problems in SKOS vocabularies.
The study described in Publication IV used 14 vocabularies, 11 quality
criteria, and two tools for vocabulary analysis. Publication V describes an
expanded follow-up study, with 24 vocabularies, 26 quality criteria, and
three analysis tools. There is some overlap between the vocabulary data
sets, so in combination, the studies cover 33 vocabularies.
3.3.1 Validation Criteria
Publication IV presents a synthesis of validity and quality criteria based
on earlier sources and tools, including the PoolParty checker, the qSKOS
framework for SKOS vocabulary quality analysis, and the integrity condi-
tions deﬁned by the SKOS speciﬁcation. The result is a list of 11 quality
criteria, of which 9 are based on the PoolParty checker.
Publication V deﬁnes a more comprehensive set of quality criteria, mainly
based on the work by Mader et al. in developing the qSKOS vocabulary
quality analysis methodology and toolkit. The resulting 26 quality criteria
are summarized in Table 3.4. More formal deﬁnitions of the criteria are
given in Publication V.
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Table 3.4. Criteria for assessing the quality and validity of SKOS vocabularies.
Criterion Description
Omitted or Invalid Language Tags Natural language labels speciﬁed without a valid, explicit language tag.
Incomplete Language Coverage Concepts lacking labels in some of the languages that exist in the vocabulary.
Undocumented Concepts Concepts without any SKOS documentation properties.
Overlapping Labels Multiple concepts with the same label.
Missing Labels Concepts and other vocabulary constructs not given a human-readable label.
Inconsistent Preferred Labels Concepts with multiple preferred labels in the same language, violating the
SKOS integrity condition S14.
Disjoint Labels Violation The number of SKOS labels that violate the labeling disjointness axiom S13
deﬁned by the SKOS speciﬁcation.
Extra Whitespace in Labels The number of literal terms which contain extra surrounding whitespace.
Orphan Concepts Concepts without any associative or hierarchical relationships.
Disconnected Concept Clusters Separate concept clusters disconnected with the main vocabulary.
Cyclic Hierarchical Relations The number of cycles in the vocabulary hierarchy.
Valueless Associative Relations Sibling concepts having an associative relationship, if that relationship is
only justiﬁed by the concepts being siblings.
Solely Transitively Related Concepts Concepts linked by SKOS broaderTransitive and/or narrowerTransitive
relationships, without being linked by (chains of) broader and/or narrower
relationships that would justify the transitive relationships.
Omitted Top Concepts Concept schemes lacking any explicitly identiﬁed top-level concepts.
Unmarked Top Concepts Top-level concepts in the vocabulary that are not identiﬁed explicitly.
Top Concepts Having Broader Concepts Concepts marked as top concepts that are not actually the topmost concepts
in the hierarchy.
Unidirectionally Related Concepts Concepts having only a one-way relationship, when SKOS deﬁnes an inverse
relationship that should also exist in the vocabulary.
Relation Clashes SKOS semantic relations deﬁned as disjoint by the SKOS integrity condition
S27 that are incorrectly used together.
Mapping Clashes SKOS mapping properties deﬁned as disjoint by the SKOS integrity
condition S46 that are incorrectly used together.
Disjoint Classes Violation SKOS constructs that violate the class disjointness axioms S9 and S37
deﬁned by the SKOS speciﬁcation.
Missing In-links Concepts that are not linked to from any public repositories of semantic data.
Missing Out-links Concepts that do not link to any external data sets.
Broken Links Concepts whose URI is not dereferenceable on the Web of Data.
Undeﬁned SKOS Resources References to constructs in the SKOS namespace that are not actually
deﬁned by the SKOS speciﬁcation.
HTTP URI Scheme Violation Non-HTTP URIs used in the vocabulary.
Invalid URIs Whether the URIs used in identifying concepts and other SKOS vocabulary
concepts follow speciﬁcations and best practices for choosing URIs.
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Table 3.5. Results of validating the vocabularies using the PoolParty checker before and
after performing corrections with Skosify.
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EARTh V pass pass fail 2687→pass pass fail→pass pass fail→pass
GBA IV pass pass pass pass pass pass pass pass
GEMET IV,V pass 3→pass pass 109→pass pass fail→pass pass fail→pass
Geonames V pass pass pass→fail pass pass fail→pass pass pass
IPSV V pass pass fail pass pass fail→pass pass fail→pass
IPTC V pass pass pass pass pass pass pass pass
IAUT93 IV pass 358→pass fail 1060→pass pass fail pass fail→pass
IVOAThes. IV pass 2890→pass pass 926→pass pass pass pass fail→pass
LVAk V pass 13411→pass pass 69→pass pass pass pass fail→pass
MeSH2006 IV pass pass pass 189→pass pass pass pass fail→pass
NASA IV pass 88→pass pass 1→pass pass pass pass pass
NYTL IV,V pass pass pass 1920→pass pass fail pass pass
NYTP V pass pass pass 4979→pass pass pass pass pass
NYTS IV pass pass pass 498→pass pass pass pass pass
ODT V pass pass pass pass pass fail→pass pass pass
Plant V pass pass pass pass pass pass pass pass
PXV V pass 1684→pass fail 7→pass pass fail→pass pass fail→pass
Reegle V pass pass pass 2→pass pass fail fail fail→pass
SNOMED V pass 102599→pass fail pass pass fail→pass pass fail→pass
ScOT IV pass pass pass pass pass fail pass fail→pass
SSW V pass pass pass 9→pass pass fail→pass pass fail→pass
STW IV,V pass 2→pass fail pass pass fail→pass pass fail→pass
UMBEL V pass 25794→pass pass→fail pass pass fail→pass pass pass
UNESCO V pass pass pass pass pass pass pass pass
YSA IV pass pass fail 8614→pass fail→pass pass pass fail→pass
3.3.2 Validity of SKOS Vocabularies
33 published SKOS vocabularies were altogether analyzed in the studies
using the PoolParty checker, the qSKOS quality analysis toolkit, and the
Skosify tool. Many of the vocabularies were found to contain structural
problems, including violations of the integrity conditions deﬁned by the
SKOS speciﬁcation. The results of validating 25 of the vocabularies using
the PoolParty checker tool are summarized in Table 3.5. Vocabularies that
were too large for the PoolParty checker were omitted from the table.
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In Publication V, 24 vocabularies were analyzed with the qSKOS tool.
The results of the analysis before and after performing corrections with the
Skosify tool are summarized in Tables 3.6, 3.7, and 3.8. The vocabularies
have been sorted alphabetically, as in Table 3.5, but otherwise the data is
the same as presented in Publication V. Not all the quality criteria listed
in Table 3.4 are included in these results, because some of the checks were
not implemented in the qSKOS tool.
In both studies, around three quarters of the examined vocabularies were
found to violate one or more of the SKOS integrity conditions. In particular,
both studies show that the SKOS integrity condition S27, which speci-
ﬁes that the related relationship is disjoint with the broaderTransitive
relationship, is violated by the majority of the vocabularies that were
examined.
In the publications, an amendment to the SKOS speciﬁcation was sug-
gested that would specify that related is disjoint with broader, not the
transitive variant. This would prevent the more benign cases of current
S27 integrity condition violations from being considered errors, thus in-
creasing the availability of structurally valid SKOS vocabularies on the
Web of Data.
We also found that performing full RDFS and OWL inference is important
for ﬁnding some quality issues. The three vocabulary evaluation tools we
used had varying levels of support for inference, which sometimes caused
differing results. For example, in Publication V, some inconsistent labels
in the New York Times Locations (NYTL) vocabulary were only found by
the PoolParty checker, because it is the only tool that performs owl:sameAs
inference.
3.3.3 Correcting Problems
The publications present a methodology and a tool, Skosify, for correcting
structural problems in SKOS vocabularies. The tool was able to correct the
great majority of structural problems in the vocabularies identiﬁed by the
PoolParty tool, as shown in Table 3.5. Eight of the quality issues identiﬁed
by the qSKOS tool were targeted by the correction heuristics implemented
in Skosify. For these quality issues, Skosify was similarly able to correct
the great majority of issues, as shown in Tables 3.6 and 3.7.
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Table 3.6. Validation and correction results using the qSKOS quality analysis toolkit,
part 1: Labeling and Documentation Issues. The ﬁgure for Extra Whitespace in
Labels was determined using the Skosify tool.
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AGROVOC 0 32060 29820 2666→2683 0 2424→0 2166
DBpedia 0 0 865902 765 0 0 0
DDC 0 158161 251977 40729 1→0 0 416
EARTh 10→0 313 7840 2100→2103 0 69→0 310
Eurovoc 219 6370 5341 62 0 0 2
GEMET 4→0 894 1 3638 0 3→0 12
GeoNames 0 43 60 162 1→0 0 0
GTAA 0 0 96850 11894 0 0 0
IPSV 0 0 4551 0 0 21→0 0
IPTC 0 0 933 1 0 0 0
LCSH 100316→0 0 308607 7766 669→0 206→0 0
LVAk 13411→0 0 13411 13 0 0 0
NYTL 0 0 1862 0 0 0 0
NYTP 0 0 4094 0 0 0 6
ODT 3→0 16 35 2 0 1→0 0
Plant 1→0 0 220 54 0 0 0
PXV 1578→0 0 1492 7 0 4→0 2
RAMEAU 116343→0 140860→172469 70358 5539→5905 0 33066→0 7940
Reegle 3→0 1450 3 22 0 3→0 52
SNOMED 102600→0 0 102614 229 0 202→0 0
SSW 4→0 1143 1328 39 0 16→0 6
STW 47→45 25050 5290 10123 214→0 0 0
UMBEL 25793→0 0 2848 5207→5226 2→0 1→0 522
UNESCO 0 0 2509 227→279 0 0 1524
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Table 3.7. Validation and correction results using the qSKOS quality analysis toolkit,
part 2: Structural Issues.
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AGROVOC 0 234 0 281 0 0 0 20672→0 1→0 0
DBpedia 103877→103880 1174→1171 1133 9021→6352 0 0 0 1713339→0 10219→0 0
DDC 97294 2087 0 0 0 30→5 1812 4761→0 0 0
EARTh 2288 354 0 1124 0 0 0 12091→0 61→0 0
Eurovoc 7 4 0 6→5 0 1→0 0 14289→0 0 0
GEMET 0 5 0 31 0 1→0 0 9657→0 2→0 0
GeoNames 680 0 0 0 0 9→0 0 0 0 0
GTAA 162000 621 0 9448→9414 0 9→0 0 18804→0 37→0 0
IPSV 0 1 0 253 0 0 0 25→0 5→0 0
IPTC 0 10 0 0 1113→0 0 0 2241→0 0 0
LCSH 173149 22343 0 0 0 1→0 0 96533→0 0 0
LVAk 21 11 5→0 5 0 0 0 16344→0 1→0 0
NYTL 1920 0 0 0 0 1→0 0 0 0 0
NYTP 4979 0 0 0 0 1→0 0 0 0 0
ODT 4 7 0 7→6 0 0 2 126→0 0 0
Plant 0 22 0 3463 0 0 44 3246→0 0 0
PXV 2 10 0 0 0 0 1 2725→0 2→0 0
RAMEAU 86137 24927 4→0 5118→5037 0 0 0 322079→0 337→0 0
Reegle 4 2 0 2013→1287 842→0 1 0 1718→0 317→0 2
SNOMED 0 1 0 119→115 0 0 0 60396→0 1234→0 0
SSW 6 1 0 118→46 22→0 0 0 723→0 4→0 0
STW 70 141 0 5004→5000 0 2 0 18533→0 5→0 0
UMBEL 2936 86 5→0 0 36535→0 0 0 740→0 0 0
UNESCO 0 1 0 19 0 0 0 124→0 0 0
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Table 3.8. Validation results using the qSKOS quality analysis toolkit, part 3: Linked
Data Speciﬁc Issues. Values marked with an asterisk (*) have been extrapolated
from a randomly sampled subset of the concepts.
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AGROVOC 31680* 17286 160* 0 0
DBpedia 865566* 865902 11400* 0 0
DDC 250790* 458 110* 0 0
EARTh 14349 9558 410 0 0
Eurovoc 6170* 6797 120790* 0 0
GEMET 3290* 584 40* 0 0
GeoNames 24 680 11 0 0
GTAA 171990* 171991 740* 0 0
IPSV 4731 4732 1 1 0
IPTC 2061 933→2061 2 1 0
LCSH 408920* 347560 2640* 0 0
LVAk 13411 0 0
NYTL 1892* 0 1376* 0 0
NYTP 4965 0 9 0 0
ODT 111 31 37 1 0
Plant 3246 0 662 0 0
PXV 1686 1046 107 0 0
RAMEAU 207260* 34803 132333* 0 0
Reegle 1447 809 321 1 9
SNOMED 102610* 0 5* 0 0
SSW 1941 1606 285 1 1→4
STW 6781 1463 504 0 0
UMBEL 26110* 0 130* 0 0
UNESCO 2509 2509 1 0 0
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3.3.4 Recommendations for Best Practices
Many of the identiﬁed quality issues in SKOS vocabularies could have been
prevented if the vocabulary publishers had been given clear guidelines on
how to create and publish a good SKOS vocabulary. In particular, the ques-
tion of what relationships to explicitly assert in the published vocabulary
and what to leave for the vocabulary user to infer is not always clear. In
practice, inference is not always possible or desirable for vocabulary users.
Applications making use of SKOS vocabularies may beneﬁt from explicitly
asserted relations, even if they are in principle redundant and could have
been inferred. In Publication V, the following guidelines for the inclusion
of SKOS relationships in vocabularies published on the Web of Data are
proposed:
1. Explicitly declare the types of SKOS Concept, ConceptScheme and
Collection instances, even if they could be inferred. This is in line with
the recommendation by Abdul Manaf et al. [3].
2. Include one or more concept schemes describing your vocabulary and
label them appropriately. Assert the full set of both topConceptOf and
hasTopConcept relationships. Make sure inScheme relationships are as-
serted for every concept.
3. Assert the full set of both broader and narrower relationships. This is
also in line with the recommendation by Abdul Manaf et al. [3]. However,
do not include the broaderTransitive and narrowerTransitive relation-
ships, as they are only likely to be useful in special scenarios, may add
a lot of new assertions to the vocabulary, and may be inferred by the
vocabulary user when necessary.
4. Assert related properties both ways.
5. Assert mapping relationships only one way, with concepts from your own
vocabulary as the subjects. This is to avoid “SKOS vocabulary hijacking”,
i.e., the assertion of facts about vocabularies published by others, which
is similar to ontology hijacking [42].
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4. Discussion and Conclusions
4.1 Research Questions Revisited
The research questions addressed in this dissertation were originally listed
in Section 1:
1. How can user-friendly search facets be constructed for semantic portals
which are based on complex hierarchical vocabularies?
2. What is the quality of automatically assigned subjects for documents
written in inﬂected languages compared with subjects assigned by human
indexers?
3. How can the technical quality and validity of controlled vocabularies
expressed in SKOS format be automatically measured and improved?
To answer the ﬁrst research question, we provided a method for creating
user-centric facets for a semantic portal in publication I and evaluated its
usability in publications I and II. The faceted search was implemented in
an online prototype1 of the HEALTHFINLAND system, which was awarded
the 3rd prize2 at the Semantic Web Challenge 2008. The work was subse-
quently incorporated into the production version of the HEALTHFINLAND
portal3, developed by the Finnish Institute for Health and Welfare.
To answer the second research question, we conducted experiments show-
ing that the combination of a lemmatizer with the Maui toolkit provides
1http://demo.seco.tkk.fi/tervesuomi/
2http://challenge.semanticweb.org/submissions.html
3http://www.tervesuomi.fi
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automatic subject indexing capabilities that are nearly as good as subjects
assigned by human indexers in publication III. The work resulted in the
ARPA information extraction toolkit, which was subsequently incorporated
into the back-end system that is used to build CultureSampo [76], Book-
Sampo [75], TravelSampo [78] and other recent semantic portal projects
at the Semantic Computing Research Group.
Finally, to answer the ﬁrst research question, we synthesized a list
of quality criteria for SKOS vocabularies, analyzed in total 33 publicly
available vocabularies, and attempted to correct as many problems as
possible using the Skosify tool, in Publications IV and V. We found that
nearly all vocabularies violated the SKOS integrity constraints, but we
were able to automatically correct the great majority of such problems
with our Skosify tool. Skosify has been released4 as open source software
under the MIT License. An online version of the tool is also available5.
Publication IV was given the Best In-use Paper6 award at the EKAW 2012
conference.
4.2 Research Evaluation
The research contained in this dissertation has been performed following
the design science methodology in information systems research [37, 91], al-
though this methodological background has not always been stated clearly
in the publications.
To evaluate the research and show that it is consistent with the design
science research methodology, we have analyzed the research according
to Peffers et al’s process model [91], in particular how well 1) the design
problem is approached, 2) the problem is identiﬁed and motivated, 3) the
objectives for the solution are deﬁned, 4) the necessary design has been
performed and the solution developed, 5) the designed solution has been
demonstrated, 6) the solution has been evaluated, 7) the results have
been communicated to both academic and non-technical audiences, and
ﬁnally 8) what the core contributions of the research are. This analysis is
summarized in Table 4.1.
4http://code.google.com/p/skosify/
5http://demo.seco.tkk.fi/skosify
6http://ekaw2012.ekaw.org/awards
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Table 4.1. Analysis of research presented in this dissertation according to Peffers et al’s
[91] design science research methodology.
User-centric Facets Automatic Subject Indexing Vocabulary Quality
Problem
Identiﬁcation
and Motivation
Closing the gap between
expert-oriented indexing
vocabularies and needs of
layman users [49], I, II
Automatic subject indexing of
documents in highly inﬂected
language for use in creating
metadata for semantic portals
III
Quality issues in controlled
vocabularies that restrict their
usability in semantic portals
and other systems IV,V
Objectives of
the Solution
Intuitive faceted search user
interface which can be used to
perform searches over existing
health information web
documents with metadata that
references controlled
vocabularies
As good automatic subject
annotation of Finnish
documents as has been
attained with English, French
and Spanish documents
Automatically identify and
correct as many problems in
SKOS vocabularies as possible
Design and
Development
Facet categorization I
Paper prototypes I
Prototype system I, II
Production system II
Combined state-of-the-art
Maui tool [71] with three
different stemmers and
lemmatizers III
Quality criteria IV,V
Skosify tool IV,V
Demonstration Prototype system I, II
Production system II
Tests on datasets from 2
different domains III
Tests on 33 vocabularies IV,V
Online version IV
Evaluation Closed card sort I
Expert review of draft
categorization I
User tests on paper prototypes
I
User tests on prototype system
I, II
Comparison of stemming and
lemmatization strategies III
Comparison of human vs.
machine subject indexing III
Test on datasets of another
domain III
Evaluation of vocabularies
before and after processing
IV,V
Performance evaluation IV
Continuing use in ONKI
system IV,V
Communication Academic publications I, II,
[49, 44]
Non-technical publications
Presentations by author and
collaborators
Online prototype and
production systems
Semantic Web Challenge 2008
3rd prize
Academic publication III
Presentations by author and
collaborators
Academic publications IV,V
Code released as open source
Mailing list announcements
Presentations by author and
collaborators
Best In-use Paper award at
EKAW 2012
Contribution Method for creating
user-friendly facets
Demonstration of user-centric
faceted search over existing
web documents labelled with
metadata that references
controlled vocabularies
Health information portal for
the general public
Demonstration that using a
lemmatizer improves
automatic subject indexing
Method incorporated into
ARPA toolkit, used in several
semantic applications
Quality criteria
Finding that most vocabularies
contain structural errors
Method and tool for
automatically correcting
problems in vocabularies
Best practice recommendations
for vocabulary publishers
Suggested amendment to
SKOS speciﬁcation
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4.3 Limitations and Future Work
The method for creating user-centric facets has, to our knowledge, so far
only been applied within the HEALTHFINLAND portal project. It has,
however, been referred to as an example of user-centered facet design in
other publications (e.g., [23, 24, 34, 39]). Whether the method is applicable
or useful in other contexts is therefore not known. The card sorting and
usability evaluations were performed with a relatively small number of
participants (in total 12 participants in the card sorting, 8 participants
in the usability evaluations). The number of participants in consistent
with the discount usability engineering philosophy [56, 82] and roughly
in line with recommendations on the number of participants in a card
sorting experiment (Maurer and Warfel recommend 7–10 participants [70]
while Nielsen recommends 15 [83]). However, such a small number of
participants does not allow robust quantitative measures to be used for
evaluating the outcome of the experiments.
The problems with unintuitive lower level categories that was caused by
their reliance on the underlying vocabularies could possibly be avoided by
using user-centric methods to design the lower category levels as well. This
way, the categorization would become more like the ones used in faceted
search systems where facets have been designed speciﬁcally for the system,
such as SWED [99]. Naturally, this would take more work than simply
reusing structures from the original vocabulary, and also the mappings
to the underlying vocabulary would become more complex. Testing this
approach was left for future work.
The automatic subject indexing experiments were all performed on doc-
uments and vocabularies in the Finnish language, with the assumption
that the results would generalize to other inﬂected languages as well, i.e.
that using a lemmatizer instead of a stemmer would improve the results of
automatic subject indexing in languages such as Estonian, Turkish, Arabic,
and Slavic languages. However, testing the approach on text in inﬂected
languages other than Finnish is left for future work.
The vocabulary quality experiments were performed on a selection of 33
vocabularies. However, there are at least several hundred SKOS vocabu-
laries available on the Web [4] likely having different quality attributes
and varying levels of validity. An even wider and more systematic selection
of vocabularies could reveal further problems in either the vocabularies
themselves or in the vocabulary evaluation tools.
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Furthermore, the focus of the quality evaluation was on computable,
data-oriented quality issues, leaving out more intellectual quality criteria
such as the applicability of a vocabulary for a particular purpose. Some of
the correction heuristics, such as the removal of cycles, may cause an issue
to be technically resolved, but the correction can be rather arbitrary and
may not be the best possible action to take. A future study could compare
the algorithmic corrections to corrections involving human judgment.
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