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IAbstract
Snow cover is an important feature of the terrestrial landscape in Siberia. Variability and
changes of snow cover have profound implications for surface energy and water balance,
ﬁrst due to its high short-wave albedo, high thermal emissivity and low heat conductivity,
and second due to the control of evaporation, water storage, soil moisture, river discharge
and freshwater transport. The snow properties aﬀect moreover the soil temperature and
thus the thermal state of permafrost and the biogeochemical cycle.
Monitoring of Siberian climate parameters, including those for snow cover, is complicated
by the lack of in situ measurements, especially in the arctic regions. The sparse station
density and limited length of data records makes it diﬃcult to obtain a detailed regional
overview of past and ongoing changes. The need of long-term climate information with
less spatial and temporal gaps has motivated the eﬀort to generate a model-based recon-
struction of recent Siberian climate using the regional model COSMO-CLM (CCLM).
Although CCLM has been used for several areas, no simulations have been conducted for
Siberia before. Therefore, diﬀerent sensitivity experiments have been performed to iden-
tify important regional-speciﬁc processes and related adjustments that can be used for a
speciﬁc model conﬁguration for Siberia. These adjustments are an increased soil column
depth down to 92m, the application of the multi-layer snow model and the reduction of
the minimal heat diﬀusion that has implications on the turbulence parameterization to
better account for the stable conditions during the winter high pressure system.
One hindcast simulation has been conducted from 1948-2010 at about 50 km grid spacing
using NCEP-R1 as driving global reanalysis to obtain a reconstruction of 63 years and to
investigate long-term regional changes of climate parameters focusing on snow cover. A
second climate reconstruction has been performed for comparison using ERA-40 reanalysis
as forcing that range from 1958-2001.
Concerning the temporal evolution of reconstructed climate parameters, both hindcast
simulations show considerable discrepancies prior 1970s. These discrepancies can be re-
lated to the varying large-scale atmospheric information of the driving global reanalyses
(NCEP-R1 and ERA40). The temporal uncertainties in NCEP-R1 before 1979, mainly in
southern parts of the domain, and in ERA40 before 1968, have strong implications on the
regional climate reconstruction. Consequently, the reconstructed datasets cannot be used
for the whole model domain and over their entire simulation period.
Near-surface temperature is in good accordance with observations in summer and spring
but shows an overestimation in winter mainly in the central and northeastern part. There
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is a tendency of CCLM to overestimate seasonal precipitation in the southern and north-
eastern regions in winter, spring and fall whereas during summer an underestimation is
evident in southern and western regions.
In terms of snow cover, snow water equivalent (SWE) is one important parameter to con-
sider. CCLM-NCEP1 is able to provide more realistic SWE information from 1987-2010
relative to the global driving data NCEP-R1 and thus show a clear added value when
compared with the satellite-derived SWE product of ESA GlobSnow as reference. The
temporal consistency of CCLM is higher than that presented by ERA-Interim and NCEP-
R2.
In general, changes and interannual variations of mean SWE are characterized by strong
spatial and seasonal variability. According to CCLM-NCEP1, regional averages for the
period of 1981-2010 show only minor changes of SWE during fall, whereas during winter
and spring stronger changes occur with varying patterns throughout the region. Both
hindcasts show stronger interannual variations of snow cover extent during the transition
seasons spring and fall than in winter. During spring a negative tendency is evident since
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Siberia, a vast region extending from the polar to the temperate and subtropical latitudes
of Russia, is characterized by one of the most continental climates on earth. Being a
region where temperature rise has been among the most pronounced globally (Groisman
et al. 2009), Siberia is a hot spot of climate change. According to Roshydromet (2008) the
temperature increase in Russia was 1.29◦C for the last 100 years (1907-2006) compared to
the global average of 0.74◦C (IPCC 2007).
Moreover, Siberia is the one of the world’s largest cold regions characterized by some
outstanding components of the cryosphere. More than 60% of the Russian’s terrestrial
surface is underlain by permafrost (Anisimov and Reneva, 2006) and seasonal sea ice is
characteristic of the adjacent Arctic Ocean. In addition, terrestrial snow cover is a key
component of the cryosphere and plays an important role in the entire climate system by
modifying surface energy and water balance (Alexander et al., 2010; Cook et al., 2008).
This extensive, rapidly and seasonally changing cryospheric variable is critical in shaping
the land surface of Siberia during the prolonged cold season (Bulygina et al., 2009).
Numerous studies indicate that Siberian snow cover and its changes have the potential to
inﬂuence large-scale atmospheric circulation (Allen and Zender, 2011; Cohen et al., 2012).
Evidence that Eurasian snow cover may feed back to Arctic and North-Atlantic Oscillation
was discussed by Alexeev et al. (2012). A review of recent studies on Arctic snow was
published within the SWIPA (Snow, Water, Ice and Permafrost in the Arctic) report by
Callaghan et al. (2011) to highlight its importance. The higher albedo of snow-covered
compared to snow-free surfaces leads to an increased reﬂectance of solar radiation and a
near-surface cooling (Stieglitz et al., 2003; Vavrus, 2007). Additionally, the low thermal
conductivity of snow makes it a good insulator that limits the heat exchange between soil
and atmosphere. Changes in snow accumulation, extent, timing, duration and density have
profound implications for soil temperatures and, therefore, for permafrost thermal state
(Shkolnik et al., 2010; Stieglitz et al., 2003; Zhang et al., 2005), ecology and biogeochemical
cycles (Sturm et al., 2005). Moreover, snow cover plays an important role within the
hydrological cycle that controls evaporation, water storage, soil moisture, river discharge
and freshwater transport to the Arctic Ocean (Groisman and Amber, 2009; Troy et al.,
2012; Yang et al., 2003).
The documentation of changes and variability of terrestrial snow cover in Siberia is fun-
damental for climate change detection and understanding of snow-climate interactions.
Several studies have focused on the assessment of snow cover extent using satellite-derived
products or in situ measurements of snow depth or snow water equivalent (SWE; the
equivalent depth of liquid water that would result from melting the snow pack) (Bulygina
2et al., 2011; Shmakin, 2010). According to Bulygina et al. (2011) an overall tendency of
increasing maximum values of SWE was evident since 1966 over Siberia, whereas a de-
creasing length of snow season was observed.
However, the analysis of long-term changes and trends of climate parameters for all of
Russia is hampered by the lack of reliable observational data (Bulygina et al., 2011; Ge
and Gong, 2008). The availability of continuous, homogeneous in situ snow observations
in Siberia is restricted because of a sparse meteorological network and incomplete data
records (Brown et al., 2003; Khan et al., 2008; Serreze et al., 2003). Furthermore, the doc-
umentation still lacks regional detail (Brown and Mote, 2009), especially for snow variables
describing the amount and accumulation of snow, such as SWE, that are characterized by
complex spatial distribution (Callaghan et al., 2011). Estimates of historical SWE from
remote sensing are still diﬃcult to derive (Takala et al., 2009) and show large discrepancies
from reanalysis products (Khan et al., 2008).
To overcome this problem, regional hindcasts obtained using regional climate models
(RCMs) are useful for ﬁlling the spatial gaps between sparse weather stations and de-
liver multi-decadal climatologies of various meteorological parameters – including SWE –
on a uniformly spaced grid. These reconstructions provide dynamically consistent data
that is continuous in time. Additionally, they oﬀer greater spatial and temporal resolution
than observations alone. To perform regional hindcasts, large-scale atmospheric ﬁelds of
global reanalysis data are taken as initial and boundary conditions over a limited area
(Giorgi, 1990; Giorgi and Mearns, 1999). This technique of dynamical downscaling allows
a more detailed representation of regional aspects, e.g. land-sea contrast, local orography,
land-cover and small-scale atmospheric features. It is expected that this technique leads
to a better description of regional climate than that presented by coarsely resolved global
reanalyses.
There have been several eﬀorts to apply RCMs over Siberia. Most consider a pan-Arctic
domain that includes northern parts of Siberia (e.g., Rinke et al., 2010). Within the
SHEBA (Surface Heat Budget of the Arctic Ocean) project, an ensemble was evaluated to
quantify the scatter among diﬀerent RCMs and to assess the reliability of their Arctic sim-
ulations (Rinke et al., 2006). The Polar Weather Research and Forecasting (Polar WRF)
model (e.g., Bromwich et al., 2009) was used to provide a high resolution (10 km) Arctic
System Reanalysis for 2000-2011. Shkolnik et al. (2010) used the MGO (Main Geophysical
Observatory) regional climate model for permafrost and snow cover studies. Furthermore,
Brun et al. (2012); Liston and Hiemstra (2011) performed regional snow simulations over
pan-Arctic or Siberia using detailed snow pack models coupled to a land-surface scheme,
forced by global hydro-meteorological data.
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1.2 Objectives
The objective of this work is to use the whole model system of the regional climate model
COSMO-CLM (CCLM) with its land–atmosphere interactions to obtain a regional climate
hindcast over Siberia for the longest possible period until present (1948–2010), that can
be used to investigate long-term regional changes of snow cover, with a focus on SWE
and snow extent. Therefore, NCEP-R1 is used for the primary driving global reanalysis
as more recent global reanalysis projects provide only noticeably shorter periods. For
comparison, a second climate reconstruction is aimed to derive using ERA40 reanalysis as
forcing that range from 1958-2001.
The following questions are addressed within this work:
• What does an optimized model conﬁguration of CCLM for Siberia look like?
• How reliable are the derived regional climate model hindcasts and their forcings over
Siberia with respect to their temporal consistency?
• Is CCLM able to represent realistic climate conditions in Siberia for recent years?
• How do snow water equivalent over Siberia diﬀer by diﬀerent reanalyses and can
CCLM add value?
• What are the characteristics of change patterns of snow cover for the past decades
in Siberia?
To answer these questions, initially a model conﬁguration of CCLM for Siberia is deﬁned
and tested, as the standard setup is mainly optimized for Europe. The adjusted model
setup is then used to conduct regional climate hindcast simulations for Siberia.
1.3 Structure of Thesis
In Chapter 2 the physical and basic climatological features of the area of investigation
are introduced. An overview of the regional climate model CCLM with its important
characteristics used in this study is given in Chapter 3. Chapter 4 addresses the model
conﬁguration for Siberia and necessary sensitivity studies that have been undertaken to
determine the setup. In Chapter 5 aspects of temporal reliability of derived hindcasts and
the underlying forcings are presented. A basic evaluation of simulated parameters is pro-
vided in Chapter 6, investigating the ability of CCLM to represent climate characteristics
in Siberia. A large-scale added value assessment of simulated snow water equivalent and
comparison to a set of reanalyses is conducted in Chapter 7. Chapter 8 focuses on the
investigation of regional change patterns of terrestrial snow cover in Siberia over recent
decades. Finally, conclusions and the outlook are presented.
42 Siberia and its Climate Characteristics
2.1 Geographical Location and Physical Features
Siberia, a vast landmass between ∼45◦N to ∼75◦N and ∼70◦E to ∼150◦E, covers an
area of about 10 million km2, almost 60% of the Russian Federation. It accounts for
approximately 11% of the global terrestrial land surface (Groisman and Gutman, 2012)
and thus encompasses one of the largest continuous land areas on Earth (Shaw, 1999).
The geographic location approximates an area that stretches east of Ural Mountains to the
mountain ranges of the Paciﬁc watershed and from the borders of Kazakhstan, Mongolia
and China in the south to the Arctic Ocean in the north. Siberia ranges from subtropical
and temperate latitudes in the south to the subpolar and polar latitudes in the north.
Investigation Area
In this work the deﬁned area of Siberia and the area of investigation does not encompass
the exact domain according to the geographical expression. Fig. 2.1 presents the Siberian
model domain of the CCLM hindcast simulation on a lat/lon grid and subregions consid-
ered throughout this work. It covers a region in Siberia that spans from the Laptev Sea
and Kara Sea to northern Mongolia and northern China and from the West Siberian Low-
land to the border of Sea of Okhotsk. The subregions are: Arctic-West (AW), Arctic-East
(AE), Mid-West (MW), Mid-Mid (MM), Mid-East (ME), South-West (SW) and South-
East (SE), representing the Arctic (northwards of the Arctic Circle), subarctic regions and
those of the mid-latitudes.
Regional orographic features
Regional variations of climate are strongly determined by the speciﬁcation of Siberian
orography. The relief is characterized by mountains and intermontane basins. Important
physical features are the Central Siberian Plateau and several lowlands, as e.g. are the
West Siberian Plain and the lowland of the Lena river basin (Lydolph, 1977). Furthermore,
several mountain ranges separate the basins as e.g. the Verkhoyansk Mountains north-
east of Lena river basin and of the southern domain including Altai, West Sayan, Eastern
Sayan Mountains and the Stanovoy Range north-east of Lake Baikal. The north-eastern
part of the model domain is characterized by Yana ridge and Kolyma Mountains. The
West Siberian Plain extends east from the Ural Mountains to the valley of the Yenisei. It
is a vast basin with an average elevation below 200m (Wood, 1987). The land cover is
dominated by swamps and taiga forests along the rivers (Groisman and Gutman, 2012).
East of the Yenisei valley is the Central Siberian Plateau, an enormous highland with a
general elevation of about 500-700m and maximum height of 1.700m north-west in the
Putorana mountains (Wood, 1987). The edges of that plateau are steep (Wood, 1987),
especially in the west due to an escarpment. The dominant land cover is coniferous forest.
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Figure 2.1: Orography [m] of model domain of CCLM (coloured area) for Siberia and considered subregions
(purple) on lon/lat grid.
Important mountain ranges include the Sayan and adjacent mountains. In the south-east
between Krasnoyarsk and Irkutsk, the Sayan mountains are seperated by a deep tectonic
through (Wood, 1987). Lake Baikal is a large waterﬁlled rift valley of about 636 km length
and the deepest fresh-water lake on Earth. Characteristic lowlands include the lowland
of the Lena river basin and the North Siberian lowland that stretches north of the slopes
of the Putorana mountains between the Lena Delta and the West Siberian Plain (Wood,
1987). Vegetation of the North Siberian Plain is a mixture of trees, bushes with tundra
grasses and moss (Wood, 1987). The northernmost part of the region is the lowland of the
Taimyr peninsula reaching into the Arctic Ocean. The land cover of this Peninsula and
adjacent coastlands is tundra.
General characteristics and their climate eﬀects
Several physical factors are responsible for the formation of typical characteristics of
Siberian climate. An important feature is the enormous size of the Siberian land sur-
face with its wide latitudinal extension and a relatively northern position (most of the
territory is situated north of 50◦N) (Wood, 1987). Due to the large extent of land mass,
many regions are far from the inﬂuence of adjacent Paciﬁc or Atlantic Ocean. The speciﬁc
arrangements of mountains and lowlands lead to the creation of unique regional climate
characteristics. The vicinity of the Arctic Ocean leads to a cooling eﬀect of the nearby
coastal areas during summer and even more so during winter when the Arctic Ocean is
covered by sea ice. The maritime inﬂuence of the Paciﬁc Ocean is limited as cold currents
6are predominant and high mountain ranges along the coast acts as a barrier (Dewdney,
1971). Even in winter the maritime inﬂuence is limited as oﬀshore winds prevail. Re-
lief features act as barriers in the eastern and southern part whereas the interior is open
northward to the inﬂuences of the Arctic Ocean and westwards to the moist air masses
that originate from the Atlantic (Shaw, 1999). For most of Siberia, all of these factors cre-
ate an extreme continental climatic regime, characterized by cold winters and short warm
summers and relatively small amounts of rainfall (Shaw, 1999; Dewdney, 1971). For some
peripheral areas, such as parts of Central Asia and Russian Far East, diﬀerent climatic
characteristics are predominant. The huge deﬁcit of energy in subarctic and arctic regions
is supplemented by atmospheric circulation which determines the spatial and temporal
characteristics of the climate in Siberia (Przybylak, 2003; Serreze and Barry, 2005). All
of these factors favour speciﬁc vegetation types and soil conditions, greatly inﬂuenced by
permafrost.
2.2 Basic characteristics of Siberian Climate
Atmospheric Circulation
During winter, surface and near-surface circulation is mainly dominated by the Siberian
High pressure system which controls the climatic regime of the region and acts as an
important atmospheric centre (Przybylak, 2003). This low-level feature is mainly driven
by radiative cooling of the surface and is, on average, strongest in January and February
(Serreze and Barry, 2005). Its centre is situated near Lake Baikal (Przybylak, 2003). The
high pressure system extends to the north-east where a secondary centre establishes across
the Lena river basin (Lydolph, 1977) and is limited to the east by the Paciﬁc Ocean. The
thermally induced Siberian High represents a shallow pressure system of approximately
1.5 km height. Above, a predominant trough ranges from the Barents Sea south-eastwards
and to the Aleutian low in the north-east and the Icelandic low situated in the north-west.
An important inﬂuence during winter is the Icelandic low for the western and northern
parts, inducing Atlantic depressions that move eastwards. If the Siberian High has a strong
extension to Europe, the depressions are blocked and forced to move northwards to the
Arctic regions, mainly along the Lena and Kolyma rivers (Przybylak, 2003).
In April, when solar heating is stronger, the Siberian High is less developed and its centre
moves to the west (Serreze and Barry, 2005). During summer the high pressure system is
replaced by a shallow, diﬀuse low-pressure system (Przybylak, 2003; Serreze and Barry,
2005). In the northern part a frontal zone establishes from ∼60-70◦N (Serreze and Barry,
2005).
The mid-tropospheric (500hPa) circulation of the northern high latitudes is characterized
mainly by a cyclonic vortex that is predominant for most of the year, but is weaker during
summer time (Serreze and Barry, 2005). Due to dynamically induced perturbation by
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the Ural Mountains and the radiative gradient between land and ocean, the mean ﬂow
exhibits a weak trough and a ridge over central Asia (Serreze and Barry, 2005).
The dominant mode of winter atmospheric circulation variability is related to the Arctic
Oscillation (AO) (Thompson and Wallace, 1998; Allen and Zender, 2011) and North At-
lantic Oscillation (NAO) (Hurrell, 1995). The AO is characterized by ﬂuctuation of sea
level pressure between the Arctic and anomalous pressure of opposite sign over the North
Paciﬁc (Allen and Zender, 2011). This atmospheric oscillation pattern strongly inﬂuences
surface temperature, precipitation and winds in Eurasia (Allen and Zender, 2011). Atmo-
spheric variability is also determined by the Scandinavian pattern (SCAND) that consists
of a circulation center over Scandinavia and eastern Russian and western Mongolia.
Air Temperature
The temperature regime in Siberia is strongly determined by its position and vastness
of land area. Main inﬂuences are the energy balance (incoming solar radiation, strong
energy loss during winter) and atmospheric circulation. Regional variations occur due to
eﬀects of local relief features. In general, a strong continental climate is predominant, i.e.
the annual temperature range is large due to low temperatures in winter and high during
summer. Low temperatures in winter are, except for the northwest, associated with the
Siberian Anticyclone (mean values below -40◦C in January) (Serreze and Barry, 2005)
which is associated with clear, and cold weather. A west-east temperature gradient occurs
representing the increasing continentality towards inland. In basins and valleys, cold air
lakes can produce a speciﬁc local climate (Serreze and Barry, 2005). In central Siberia a
special feature during winter is the strong low-level temperature inversion (temperature
increase with height) that is elevated up to 1200m during January-March (Serreze and
Barry, 2005) which is characteristic for the stable atmospheric conditions of the Siberian
High. This near-surface feature is weaker during May-September (Serreze and Barry,
2005). During summer the temperatures are, in general, high. Hot air advection can take
place from Mongolia and China whereas cold air masses reach the coast from the Arctic.
Precipitation
In general, annual average precipitation mostly range from 200-600mm with higher values
along the mountain ranges and lower along the arctic coast in the north-eastern part of
the domain (Lydolph, 1977). Precipitation totals are low especially in regions where the
inﬂuence of moist air masses from the Atlantic or Paciﬁc is limited. Northward, towards
the Kara Sea, precipitation decreases due to the decay of the cyclone track (Serreze and
Barry, 2005). In general, from November-March, solid precipitation (snow) is predominant.
During summer the cyclone activity increases in the northern areas and convection takes
place leading to a summer maximum. 60-70◦N is characterized by pronounced cyclone
activity due to the barocline Arctic frontal zone (Serreze and Barry, 2005).
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Figure 2.2: Distribution of available in situ measurements of four diﬀerent datasets. a) Stations with 2m
air temperature measurements of NCDC dataset, b) transect measurements of SWE provided by FSUHSS,
grid boxes with measurements of 2m air temperature of c) CRU3.2 and d) precipitation of GPCC6.
2.3 Sparseness of in situ measurements
Scientiﬁc understanding and documentation of past and ongoing changes and variability
of climate variables such as temperature, precipitation, soil temperature or snow requires
suﬃcient long-term information that is consistent and homogeneous over time. Moreover,
to present a detailed overview, data records with suﬃcient temporal and spatial coverage
are necessary.
However, data supply in Siberia is constrained by a sparse station network of in situ
measurements, unevenly distributed stations, data that often suﬀer from limited length and
incomplete records or inhomogeneous measurement techniques (Adam and Lettenmaier,
2008; Groisman and Rankova, 2001; Serreze et al., 2003). Station density of meteorological
variables is rather sparse, especially in the arctic regions (ACIA, 2005; Roshydromet, 2008).
Fig. 2.2a and 2.2b presents the distribution of available stations provided by NCDC for
2m air temperature and SWE data of FSUHSS snow transect measurements. The data
coverage of 2m air temperature measurements is largest in the southern parts of Siberia
and Mongolia but sparse in the arctic regions. SWE transect measurements of FSUHSS
are seldom and not distributed over the entire domain. More snow measurements exist,
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oﬀered by diﬀerent services, but still the overall coverage is sparse.
Reliable measurements of certain variables at high-latitudes, e.g. precipitation, snow-
depth or SWE are especially diﬃcult to obtain due to problems of gauge-undercatch of
wind induced losses or redistribution (Adam and Lettenmaier, 2008; Serreze et al., 2003).
Altogether, this leads to a rather coarse description of contemporary changes and vari-
ability that lacks detail in presenting the spatial and altitudinal heterogeneity (Adam and
Lettenmaier, 2008; Shmakin and Popova, 2006; Shulgina et al., 2011).
Several attempts have been made to generate historical long-term data sets with suﬃcient
spatio-temporal coverage on an evenly distributed grid. For several variables there are
globally gridded climatologies of observed station data as e.g. provided by the Climate
Research Unit (CRU, Mitchell and Jones, 2005) or Global Precipitation Climatology Cen-
ter (GPCC, Schneider et al., 2013). Station data was interpolated onto a regular grid of
e.g. 0.5◦ (Mitchell and Jones, 2005). Fig. 2.2c and 2.2d show the maximal number of
stations distributed over the considered Siberian domain that are incorporated as sources
to construct these databases. The CRU TS 3.2 dataset (from here CRU3.2) for 2m air
temperature is based only on few stations, especially along the poor observed arctic coast.
More station data were available for the precipitation dataset of GPCC (version 6: from
here GPCC6, Fig. 2.2d). The number of stations are minimal for the northern high
latitudes. Areas of the ﬁnal grids that are based on a small number of observations are
estimates that only likely represent real conditions. The source-related limitations are a
clear disadvantage when using these gridded databases over certain areas in Siberia.
Another shortcoming in the observing system in Siberia, that aﬀects the in situ observation
quality, is the shrinkage of station network around 1990. In the following years, the station
coverage was only about half of what it was in the 1980s. After the disintegration of the
Soviet Union, many stations were closed (Adam and Lettenmaier, 2008; Khan et al., 2008;
Serreze et al., 2003) or were not accessible in the late 1980s and early 1990s. In recent years
the number of stations with information e.g. for 2m of the daily station data (’Global
Summary of the Day’) provided by the National Climatic Data Center (NCDC) or by
CRU have increased (Fig. 2.3). According to Mitchell and Jones (2005), this development
is mainly due to improvements in the exchange of information by the Global Climate
Observing System (GCOS). In contrast, the network of precipitation measurements used
in GPCC has decreased in the last years (Fig. 2.3). SWE measurements provided by
Former Soviet Union Hydrological Snow Surveys (FSUHSS) ended at 1996.
After 1970 satellite observations could partly compensate for the deﬁciencies of Siberian
network of meteorological observing stations (Cliﬀord, 2010; Khan et al., 2007). How-
ever, the spatio-temporal coverage depends on the satellite overpass and algorithms to
derive estimates. Certain problems arise e.g. to deliver information by remote sensing of
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Figure 2.3: Maximal number of stations per year for 2m air temperature (T2m) of NCDC dataset, SWE
of FSUHSS, 2m air temperature of CRU3.2 and precipitation (Precip) of GPCC6.
mountainous areas (Takala et al., 2011).
Further potential data sources, trying to ﬁll observational data voids, are reanalyses. Us-
ing a ﬁxed assimilation scheme, past observations are incorporated into an atmospheric
numerical weather prediction model to provide a dynamical consistent three dimensional
dataset for various variables on a uniformly spaced grid (Bromwich et al., 2007). However,
it is known that outputs of diﬀerent reanalyses can diﬀer considerably at some locations
(e.g., Bromwich et al., 2007; Simmons et al., 2004; Sterl, 2004) and can suﬀer from tem-
poral discontinuities (Bengtsson et al., 2004). Moreover, the usability of snow information
from reanalyses is limited by the coarse resolution and errors in the assimilation of snow
observations (Callaghan et al., 2011; Khan et al., 2008). Even though some recent reanal-
ysis products oﬀer an increasing spatial resolution, the long-term products that predate
1979 are still on a coarse resolution, which limits the use for multi-decadal regional climate
change studies.
There is a considerable need to construct datasets with less spatial and temporal gaps than
what has been available to date. To overcome the sparseness of in situ observations over
often remote areas of Siberia, we use the RCM CCLM to conduct a climate reconstruction
over the period of 1948 to 2010, producing detailed regional historical climatologies.
3 THE REGIONAL CLIMATE MODEL COSMO-CLM (CCLM) 11
3 The Regional Climate Model COSMO-CLM (CCLM)
3.1 General Description
To perform the regional climate hindcast simulations, the nonhydrostatic regional climate
model CCLM (COSMO-CLM: http://www.clm-community.eu, Rockel et al. (2008)) is
used. CCLM is the numerical weather prediction model COSMO (Steppeler et al., 2003)
in climate mode, originally developed by the Deutscher Wetterdienst (DWD).
The dynamical part of the limited-area model CCLM is based on primitive thermo-
hydrodynamical equations (e.g. conservation laws for momentum, mass and heat for the
compressible nonhydrostatic ﬂow of the atmosphere, Schaettler et al., 2008). The atmo-
spheric prognostic variables are pressure deviation from the standard atmosphere, wind
components, temperature, speciﬁc humidity and cloud water content (Schaettler et al.,
2008). To solve the diﬀerential equations of the model, a horizontal, vertical and tempo-
ral discretization is applied (Roeckner, 2003). For the horizontal discretization, CCLM
uses an Arakawa C-grid, accordingly scalar model variables (temperature, pressure and
humidity variables) are deﬁned in the center of the grid box. Vertically, a Lorenz grid
is used, for which pressure and wind-vector components are deﬁned at the border of the
grid boxes (Schaettler et al., 2008). Due to the convergence of the meridians, the grid dis-
tances get smaller to the north which results in varying horizontal resolutions away from
the equator (Roeckner, 2003). This feature is especially strong in the vicinity of the poles.
To overcome this problem, the grid boxes, for which the model equations are solved, are
deﬁned on a rotated latitude-longitude coordinate system. This is achieved by rotating
the north pole to bring the equator and the prime meridian through the model domain.
For the vertical, a generalized terrain-following height coordinate (here: Gal-Chen) is used
(Schaettler et al., 2008).
For the initial and boundary conditions, CCLM uses meteorological ﬁelds that are either
provided by GCM simulations, re-/analyses or CCLM simulations with coarser horizontal
resolutions (double nesting). Large-scale ﬁelds are e.g. wind speed, atmospheric tempera-
ture and pressure are interpolated at the RCM grid. At the lateral boundary in a sponge
zone of 8 grid boxes, the prognostic variables are adopted to the driving data, based on the
relaxation scheme after Davies (1976). At the top of the model domain, Rayleigh damping
is applied. At the lower boundary, CCLM obtain information on the Earth’ land surface
from external datasets. These are e.g. orography, land use and land cover characteristics,
soil type and deep soil temperature. The information about sea or ice surface temperature
and sea ice extent enters CCLM either by interpolating from the driving data or by a
coupled regional ocean model. To date there is no coupled system for the Arctic in CCLM
available. Therefore, CCLM takes interpolated values of the forcing data. In contrary to
the initialisation, in which the forcing ﬁelds are taken for the whole model domain only at
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the start of the simulation, the forcing data of the lateral boundaries and over the ocean
is used here every 6 hours throughout the entire simulation period.
The CCLM-Community oﬀers an optimized model conﬁguration and parameter setup for
Europe. This includes a speciﬁc conﬁguration of physical parameterizations for resolving
sub-grid scale processes. In this study, one aim is to provide an optimal model setup for
Siberia that has not been available for CCLM. Therefore, the speciﬁc regional features
and processes that determine Siberian climate need to be realistically represented. Impor-
tant aspects are e.g. the representation of stable atmospheric conditions in the Siberian
high pressure system, thermal eﬀects of deep reaching permafrost soils and a realistic
treatment of snow cover. Together, this implies a special consideration of land-surface
treatment, including soil and snow aspects, and boundary layer processes in CCLM. In
Chapter 4, sensitivity experiments are presented. These were undertaken to determine an
optimized model setup for Siberia. As such, changes in parameter settings and physical
parameterizations according to the regional peculiarities are considered. An overview of
the general treatment of land-surface and boundary layer processes in CCLM is provided.
Subsequently the eﬀects of changes in underlying parameterizations in the performed test
experiments are described.
3.2 Turbulence Parameterization
Turbulent ﬂuxes are necessary to consider the description of atmospheric ﬂow. They
describe the exchange of heat, humidity and momentum between the atmosphere and
surface. The turbulence parameterization used here for vertical turbulent transports is
based on a diagnostic closure scheme – the 1-D TKE-Based closure scheme. A second-order
closure at level 2.0 after Mellor and Yamada (1982) is applied for the vertical turbulent
transport. The stability and roughness-length dependent surface ﬂux formulation for the
prandtl-layer is based on Louis (1979). A more detailed description was given by Doms
et al. (2011).
3.3 Land-surface Treatment
The coupling between land and atmosphere in CCLM requires the knowledge of surface
ﬂuxes as the lower boundary condition. For the calculation of the energy and water
ﬂuxes in CCLM, the multi-layer soil and vegetation model TERRA-ML is applied as the
standard land-surface scheme (Doms et al., 2011). It considers hydrological and thermal
processes within the soil and surface and the speciﬁc characteristics of vegetation. These
aspects are necessary to derive the temperature and speciﬁc humidity of the ground, which
are needed for the calculation of the stability and roughness-length dependant surface
ﬂuxes. Soil in TERRA-ML, in a standard setup, is subdivided in 10 non-equidistant
vertical soil layers that increase with thickness down to a depth of about 11.5m for which
3 THE REGIONAL CLIMATE MODEL COSMO-CLM (CCLM) 13
temperature and water content are calculated. The solution of the diﬀerential equations
requires characteristic hydraulic and thermal parameters of the classiﬁed soil texture.
In TERRA-ML, diﬀerent soil horizons within the vertical soil proﬁle are not taken into
account. The thermal and hydraulic parameters are deﬁned for only one texture per grid
box that is valid for the whole soil column. 8 types with corresponding soil characteristics
are deﬁned in a standard setup. There are 5 types corresponding to soil texture (sand,
sandy loam, loam, loamy clay and clay) and 3 additional ones (ice, rock, and peat). The
hydrological processes for ice and rock are neglected (Doms et al., 2011).
Vegetation and Land-use
Vegetation in TERRA-ML is not explicitly included. Rather an external dataset of land
cover (e.g. GLC2000) is used and speciﬁc plant characteristics are derived from the dom-
inant land cover and land use type. These characteristics are fractional area covered by
plants (plant cover), leaf area index (LAI) and roughness length. The interpolation be-
tween maximum and minimum values for LAI and plant cover enables the consideration
of an annual cycle for these parameters (Doms et al., 2011).
Soil Processes
Soil hydrology in TERRA-ML is considered for three reservoirs: the interception reservoir
(i.e. water that is held by vegetation and at soil surface), snow pack (including frozen
surface water and rime) and soil layers until the holding capacity is reached. Furthermore,
processes for the exchange and transport, as e.g. by inﬁltration, percolation, capillary
movement and melting of snow as well as upward transport by plants, are included to solve
the mass budget equations for the diﬀerent water reservoirs. Precipitation serves as the
incoming water source from the atmosphere, whereas soil looses water due to evaporation
and transpiration (Doms et al., 2011). A further sink of the water amount is given by the
runoﬀ formation. The vertical transport of water between the soil layers is described by
the Richards equation (e.g., Hillel, 1980) (3.1).














with TSO as soil temperature, pc as heat capacity, λ as heat conductivity, t as time and z
as height of layer.
The lowest layer acts as boundary condition for temperature, prescribed by a climatological
mean near-surface temperature that is constant in time. Radiation, sensible and latent
heat ﬂuxes form the upper boundary condition and couple soil (or snow) and atmosphere.
Further processes, as e.g. melting of falling snow, freezing of rain, melting of snow in the
snow pack, freezing of water in the interception reservoir and freezing (thawing) of water
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(ice) in the soil layers are considered (Doms et al., 2011).
Snow Cover
For the heat conduction, the calculation of snow temperature for an extra snow layer is
regarded when a snow cover has more than 0.01m depth. In a standard version, CCLM
includes a single-layer snow scheme. Is a snow layer present, preliminary soil temperatures
and snow temperatures are calculated. The snow surface temperature is then interpolated
from the mean snow temperature and the temperature of the soil surface. In regions such as
Siberia, snow cover plays an important role. Therefore, DWD introduced, in a preliminary
version, a multi-layer snow model within TERRA-ML. Still under development it includes
the following:










+ L (F (z)−M (z)) +R (3.2)
where ρsn and Csn are the density and speciﬁc heat capacity of snow, λsn is the heat
conductivity of snow, L is latent heat of freezing, M and F are melting and refreezing
rates, and R is radiative heating. The time rate of change of the speciﬁc liquid water
content, Wliq, is given by Equation 3.3:
δWliq
δt
(z) = M (z)− F (z)− q (z) (3.3)
and the speciﬁc total water (liquid and solid) content Wtot by Equation 3.4:
δWtot
δt
(z) = −q (z) + P (3.4)
where q is the rate of liquid water percolation and P is the precipitation rate. Snow density
may vary at any time step, according to the following Equation 3.5:
δρsn
δt





Wtot − q + σ (t)
(3.5)
where ρw, ρi and ρfr are the densities of water, ice and fresh falling snow respectively and
σ (t) is gravitational compaction and compaction resulting from metamorphism.
Snow heat capacity, Csn, is calculated by Equation 3.6:
Csn = WliqρwCw + (Wtot −Wliq)ρdryCi (3.6)
where Cw and Ci are the speciﬁc heat capacity of water and ice. Snow heat conductivity λsn
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depends on snow density ρsn. It therefore changes with height and time and is calculated







where ρi is the density of ice. The density of fresh snow is derived in the same way as in
the single-layer snow model according to Equation 3.8:
ρfr = ρfrmin + (ρfrmax − ρfrmin)Tair − Tmin
T0 − Tmin (3.8)
with ρfrmin=50 kg/m
3, ρfrmax150 kg/m
3,Tmin=258.16K = 273.16 - 15.0K, T0=273.16K.
A time dependent snow albedo as is included by using an aging condition Sage given by
Equation 3.9:
0 ≤ Sage ≤ 1 (3.9)
The snow albedo is given by:
as = as,maxSage + as,min(1− Sage) (3.10)
where as,max=0.7 and as,min=0.4. Sage has the value 1 in case of fresh snow and 0 for
old snow.










with Psnow as snowfall rate and Pnorm=5mm/24 h. Sage=1 when there is no snow.
The upper boundary condition at the snow surface is the heat ﬂux formed as sum of
net solar and infrared radiation and sensible and latent heat ﬂuxes. In addition, heat
conductivity ﬂux into the snow layer and the ﬂux of heat from freezing rain that is released,
is considered. The lower boundary condition is the prescribed soil temperature of the
lowest soil layer as the heat conduction equations is solved for the entire column of snow
and soil. In case the temperature of one layer exceeds the melting point, snow melts. The
whole solid part of the layer melts if enough heat is available, otherwise only a part of the
layer melts.
Freezing and Thawing
Processes of freezing and thawing are considered after the calculation of the heat con-
duction equation and melting of snow. Freezing (thawing) occurs when the calculated
temperature is below (above) a certain threshold. The freezing point cannot be used as
threshold, as unfrozen water can be available within the soil even when soil temperatures
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are below the freezing point. Therefore, a speciﬁc threshold is considered as function of
the unfrozen volumetric water content ωl after Warrach (2000) based on a suggestion by
Flerchinger and Saxton (1989). In that sense, the liquid water content depends on the
temperature and on the hydrological characteristics of the soil (e.g., the air entry potential
at saturation ψs, and the pore-size distribution index b, Brooks and Corey, 1966) which
are soil-texture dependent according to Cosby et al. (1984). The equilibrium temperature










where g is gravitational acceleration and ωPV as volume of voids. After the calculation
of the energy amount that is necessary to melt ice or freeze liquid water the change of
water/ice can be determined before the ﬁnal soil temperature is calculated.
3.4 Spectral Nudging
Optionally in CCLM, spectral nudging can be used after von Storch et al. (2000). Spectral
nudging, which was introduced by Waldron et al. (1996) and applied to climate simulations
by von Storch et al. (2000), has been employed to force the RCM to stay close to the driving
large-scale information, not only at the lateral boundaries but also within the entire model
domain. In large domains, the RCM simulated large-scale circulation can deviate from
the one prescribed by the forcing ﬁelds. Therefore, spectral nudging terms are added
to the model equations. The nudging term depends on the diﬀerence of spatial scales
between the regional and global data. In CCLM it is possible to choose the time step of
how often nudging terms are added. Additionally, a height-dependent nudging coeﬃcient
is used starting in atmospheric levels above 850 hPa (Feser et al., 2011; Mu¨ller, 2004).
Consequently, spectral nudging is strongest in the uppermost levels. With decreasing
height the nudging gets less so that the RCM can develop its own dynamics in the lower
troposphere where regional features such as orography play a dominant role (von Storch
et al., 2000). A detailed description of spectral nudging was given by Mu¨ller (2004).
Spectral nudging has been implemented in several RCMs (e.g., Alexandru et al., 2009; von
Storch et al., 2000) and evaluated in numerous studies (e.g., Miguez-Macho et al., 2005;
Weisse and Feser, 2003).
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4 Deﬁning the Model Conﬁguration
4.1 Introduction
For CCLM, standard model conﬁgurations are mainly optimized and tested for simula-
tions over Europe and recently used for CORDEX regions. The application of CCLM in a
diﬀerent region such as Siberia requires several adjustments and changes in the model pa-
rameters and inclusion of physical processes reﬂecting those predominant in the considered
region. The parameter settings and the model setup strongly inﬂuence the output of the
model simulations as e.g. stated by Meissner et al. (2009). In CCLM several parameters
can be changed aﬀecting the dynamics and physical parameterizations (Schaettler et al.,
2008). Therefore, a suitable model conﬁguration for Siberia has to be identiﬁed and tested
to obtain reliable hindcast simulations.
In a ﬁrst test simulation for Siberia, CCLM showed a strong winter warm bias in the
2m air temperature, especially in the northern parts of the model domain which will be
presented in more detail in the following. To reduce the warm bias on the one the hand
and to identify insuﬃcient and inappropriate model parameterizations for that region on
the other hand, further test and sensitivity experiments are needed.
Climate conditions in Siberia are inﬂuenced by interactions of various region-speciﬁc pro-
cesses and features that determine the soil-surface-atmosphere interactions as e.g. soil
processes in permafrost, strong low-level temperature inversion in the planetary boundary
layer (PBL), seasonal variation of snow-cover and its impact on surface albedo among
many others, as mentioned in previous sections. It is diﬃcult to identify key processes in
the model which are responsible for the bias as many interactions and coupling mechanisms
occur when changing one parameter in the setup. The ﬁnal settings of physical parame-
terizations and parameters need to consider the unique regional features that determine
Siberian climate.
The present study aims to examine the sensitivity of simulated 2m air temperature and
sensible and latent heat ﬂuxes for ﬁve diﬀerent combinations of parameter settings to
determine potential underlying processes that might be responsible for the temperature
bias. Based on these ﬁndings, the objective is to adjust and reﬁne the conﬁguration for a
better model performance.
4.2 Data and Methods
To identify an appropriate model version and conﬁguration for climate simulations over
Siberia, several 10 year period (1990-1999) test simulations are carried out. We start
with the model version CCLM-4.14, with a spatial resolution of 0.44◦ using NCEP-R1
(Kalnay et al., 1996; Kistler et al., 2001) as driving reanalysis. NCEP-R1 is available
in a grid spacing of 1.875◦× 1.875◦ (∼ 210 km). A 3-D variational TS2 scheme is used
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as spectral statistical interpolation and various observations (e.g., upper air rawinsonde
observations of temperature, horizontal wind, and speciﬁc humidity; operational Television
Infrared Observation Satellite (TIROS), Operational Vertical Sounder (TOVS), vertical
temperature soundings from NOAA ) are assimilated (Kalnay et al., 1996; Kistler et al.,
2001).
For the evaluation, the bias of 2m air temperature for the period of 1995-1999 against
CRU3.2 data is calculated. CRU3.2 (Mitchell and Jones, 2005) is used as one observational
reference data. It was provided by the Climate Research Unit (CRU) of the University of
East Anglia and delivers gridded monthly ﬁelds of several climate parameters (e.g. near-
surface temperature, precipitation, cloud cover) on a regular lon/lat grid in 0.5 degree
resolution from 1901 to present. The underlying interpolation method used to obtain his-
torical ﬁelds on a regular grid based on homogenized station data is described by Mitchell
and Jones (2005). In addition, station count ﬁles are available to provide an overview
of which grid boxes station data were available and incorporated in the data set produc-
tion. As previously mentioned in Chapter 2.3, CRU3.2 is only based on few stations over
Siberia. Therefore, only those station grid boxes of CRU3.2 and corresponding grid boxes
in CCLM and considered reanalyses (NCEP-R1, ERA40, ERA-Interim) are selected.
The ERA-Interim reanalysis is the latest version of the ECMWF forecast system that is
available for 1979-2010 in a resolution of (∼ 80 km) (T255) (Dee et al., 2011). The former
reanalysis ERA40, provided by the ECMWF, is available from 1958-2001 in a horizontal
resolution of 1.25◦ (Uppala et al., 2005).
Furthermore, the average of selected grid boxes per subregion and considered time period
are calculated. To account for the uncertainty of the observational data, station data of
’Global Summary of the Day’ provided by the National Climatic Data Center (NCDC) are
added in the comparison as second reference data. Again the nearest neighbor grid boxes
of CCLM and reanalyses are selected from the daily means of the datasets. Missing days
in NCDC data are excluded in the gridded datasets. To account for the general height
dependance of air temperature, normally a height correction needed to be applied when
diﬀerences of elevation occurred in the compared datasets. Due to the strong temperature
inversion during winter time, the uniform lapse rate of −0.65◦C/100m could not be used.
Therefore, the height diﬀerences between CRU/NCDC and CCLM or reanalyes have to
be considered in the comparisons.
In a second step, the model sensitivity is investigated by comparing single sensitivity ex-
periments with control simulations. To save some computing time, certain experiments
are conducted in a spatial resolution of 0.88◦ (approximately 100 km). An overview of
the model simulations carried out in this study is presented in Table 4.1. In a ﬁrst test
simulation CCLM-4.14 is used, which is named as CRTL0.44. To investigate the eﬀect of
increased soil column depth to better account for the temperature gradient in permafrost
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Table 4.1: Overview of experiment runs and their diﬀerent setups.
soil, SOILC mS is conducted with a soil depth down to 92m. This experiment is con-
ducted by additionally applying the multi-layer snow model (mS) to consider the strong
importance of snow cover in that region. The sensitivity of surface ﬂuxes and air temper-
ature to organic material (HIST) is investigated by changing the entire external ﬁeld of
prescribed soil type to Histosols. Furthermore, it is of interest to analyze whether changes
in the prescribed temperature of the deepest soil layer has an impact (TSOIL). To better
account for the stable atmospheric conditions in the high pressure system that prevail dur-
ing winter in Siberia, a sensitivity experiment with a reduced minimal diﬀusion coeﬃcient
(TURB) is performed. The inﬂuence of considering the multi-layer snow parameterization
is additionally regarded (TURB mS0.88, TURB mS0.44). The control and sensitivity runs
of CCLM are performed using NCEP-R1 as lateral boundary condition. Afterward, the
ﬁnal model setup for CCLM-4.16 is presented which is used later on for the long-term
hindcast simulations.
4.3 Overestimation of Winter Near-surface Temperature
The diﬀerence for the annual variation between the test simulation of CCLM-4.14 and
CRU3.2 illustrates a strong warm bias in winter near-surface air temperature, mainly in
the arctic and subarctic regions. In Fig. 4.1 the bias is shown for six subregions. The
strongest overestimation compared to CRU3.2 reaches 11K in December in the subregion
AE. This warm bias is still evident in the central regions in ME up to 10K during De-
cember. Lowest temperature warm bias occur in the MW and SW with maximum values
of approximately 3K. Moreover, the direct comparison of monthly diﬀerences of the forc-
ing reanalysis NCEP-R1 and of reanalysis data of ERA40 and ERA-Interim compared to
CRU3.2 in Fig. 4.1 illustrates that NCEP-R1 exhibits already a winter warm bias, except
in the southern regions (here shown for SW). Especially in the arctic subregions, the win-
ter warm bias is stronger than presented by ERA40 and ERA-Interim. This is consistent
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with the results published in ACIA (2005) in which seasonal diﬀerences in the surface air
temperature between NCEP-R1 and ECMWF reanalyses for the period 1979-1993 show
strong warm winter biases of NCEP-R1.
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Figure 4.1: Monthly mean diﬀerences of 2m air temperature [K] of selected grid boxes per subregion
of CCLM (CRTL0.44), NCEP-R1, ERA40, ERA-Int against CRU station grids for the years 1995-1999
and NCDC stations (dashed magenta). Magenta bars represent the number of stations found during the
considered months per subregion (CRU (solid), NCDC (hatched)). h-diﬀ is the height diﬀerence in m
between station/station grid and CCLM/reanalyses.
Although NCEP-R1 already introduces a warm bias during the winter months, CCLM
overestimates the air temperature even more. To understand which processes might be
misrepresented in CCLM for that region, the sensitivity of the near-surface air temperature
of CCLM was tested to changes in the parameter settings that reﬂect the consideration
of physical processes according to the regional peculiarity of Siberia. Besides the eﬀects
on the 2m air temperature, the sensitivity of surface ﬂuxes (sensible and latent) was
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considered exemplary for three subregions (AE, ME, SW).
4.4 Sensitivity Studies for Bias Reduction
4.4.1 Soil Column Depth and Multi-layer Snow Cover
Permafrost soils are an important regional feature in Siberia. Their depth reach from less
than a meter to more than 1000m in the arctic regions or even 1500m in eastern Siberia
as e.g. documented by Ershov (1998). Permafrost represent an important component of
local and regional land-atmosphere interactions in that region (Frauenfeld et al., 2004).
Within the active layer, freezing and thawing control the transportation and exchange of
heat ﬂux between soil and atmosphere (Frauenfeld et al., 2004; Lachenbruch and Marshall,
1986). Furthermore, permafrost inﬂuences the moisture balance through evapotranspira-
tion (Saito et al., 2007).
Several studies, using GCM land surface schemes, mentioned the improved eﬀect on long-
term soil temperature simulations when deeper soil columns are considered (Alexeev et al.,
2007; Dankers et al., 2011; Nicolsky et al., 2007; Lawrence et al., 2008a). Saito et al. (2007)
suggested the use of a total depth of soil column greater than 15m. According to this
study, more soil layers and therefore a deeper soil column is important for the exchange
of energy ﬂux from the atmosphere to the ground and for the distribution of energy
(Saito et al., 2007). Diﬀerent studies were performed focusing mainly on permafrost and
soil simulations. In order to enhance the representation of yearly cycle and long-term
dynamics in subsurface temperature, Alexeev et al. (2007) suggested to increase the soil
depth in the LSM to at least 30m or even deeper soils. In contrast, Dankers et al. (2011)
found that the increased soil thickness of 60m led only to small changes on the simulation
of permafrost and active layer thickness.
A further major cause of winter cold bias of near-surface air temperature might be due
to an unsophisticated representation of snow cover in the model. Snow cover has an
insulating eﬀect, i.e. the heat exchange between surface and atmosphere is restricted. To
the contrary, a small or absent snow cover leads to reduced or no insulation and decreasing
soil temperatures (Saito et al., 2007) which again alters the surface energy budget. Further
impacts of snow were previously mentioned in the introduction. According to Saito et al.
(2007), snow cover is one of the major causes of thermal biases for simulations in cold
regions.
In general, the vertical stratiﬁcation of the snow pack is physically more correct in multi-
layered snow schemes than in single-layer models (Brun et al., 1992). According to Waliser
et al. (2011), the consideration of physical processes e.g. the heat transfer, snow com-
paction and refreezing of snow melt water, is too simple in single-layer snow models.
Moreover, the absence of partial melting within the snow column is a major drawback
in single-layer models as stated by Waliser et al. (2011). In reality, snow surface can be
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CTRL: AE CTRL: MM CTRL: SW SOILC: AE SOILC: MM SOILC: SW
Figure 4.2: Mean annual cycle (1995-1999) of 2m air temperature [◦C], latent and sensible heat ﬂux [W/m2]
for the control run CRTL0.44 and the experiment SOILC mS over three subregions (AE, MM, SW).
above the freezing point whereas snow temperatures at the bottom are below the melting
point. This has strong inﬂuence of long-term snow variations and snow retreat during
the ablation period (Waliser et al., 2011). Several studies showed that multi-layer snow
models produce better results in the simulation of long-term snow cover variations. Due to
the improved treatment of physics within the snow pack in multi-layer models, the onset
of snow melting during spring started earlier. That is often delayed in many single-layer
models (Slater et al., 2001) which eﬀects the entire surface energy balance. However, be-
sides the stratiﬁcation of snow, an important role for snow simulations plays the simulation
of temperature and precipitation. Therefore, it is necessary to examine whether the multi-
layer snow treatment has an eﬀect on the energy budget and thus on the air temperature
or whether the eﬀect is negligible and does not produce better results compared to the
single-layer scheme.
For the sensitivity experiment presented here, the the multi-layer snow model with 2 snow
layers is applied and compared against the control run which considered a snow pack with
only one snow layer. In addition, interest focuses on the eﬀect on increased total soil
thickness on near-surface conditions. For this sensitivity experiment, 3 more soil layers
are added to the standard layer depth of 11.5m to extend the soil column to a depth of
92m. The thickness of the hydrological active layer was set to 10m. The soil type and
corresponding thermal and hydrological soil parameters are prescribed for the entire soil
column and do not change with depth.
Compared to CTRL0.44, the temperature 2m air temperatures decrease - most pronounced
in the subregion AE by a temperature reduction of nearly 5◦C. Towards the southern sub-
region the temperature change decreased in winter. The eﬀect of reduced lower temper-
atures persisted longest in the arctic subregion from September to March/April whereas
in the subregion SW only changes from October to March are evident. The latent heat
ﬂux responds to the snow layer changes only slightly, mainly between March and July in
AE and March and May in MM with increased downward ﬂuxes. This might be due to
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CTRL: AE CTRL: MM CTRL: SW TSOIL: AE TSOIL: MM TSOIL: SW
Figure 4.3: Mean annual cycle (1995-1999) of 2m air temperature [◦C], latent and sensible heat ﬂux [W/m2]
for the control run CRTL0.88 and the experiment TSOIL (+10K) over three subregions (AE, MM, SW).
the increased water availability due to snow melting. The application of multi-layer snow
model caused a distinct eﬀect of the sensible heat ﬂux in month September to December
with an increase compared to the sensitivity experiment in which only the minimal heat
diﬀusion was changed. The sensible heat ﬂux increases most pronounced in October.
The inclusion of increased soil column depth and multi-layer snow model could reduce the
winter warm bias of 2m air temperature and therefore is considered in the ﬁnal model
setup.
4.4.2 Initial Condition of Soil Temperature
In the sensitivity experiment TSOIL, the sensitivity of 2m air temperature to initial condi-
tion for soil temperature at the bottom of the soil column is investigated. In TERRA-ML
the initial condition is prescribed by the climatological mean of near-surface temperature
derived from the global dataset CRU. The heat ﬂux into the soil at the lowest layer is
needed for the solution of heat conduction equation and establishing the initial tempera-
ture proﬁle. However, the surface temperatures do not represent the realistic state of the
frozen ground conditions in permafrost soils. The question arises whether this precondition
inﬂuences near-surface conditions.
Previous studies using the Community Land Model assessed how soil temperature ini-
tial and boundary conditions eﬀect soil temperatures in permafrost soils. Lawrence et al.
(2008b) investigated the inﬂuence of warm, cool and cold initial condition by conducting
diﬀerent experiments. They suggested only minor eﬀect of initial soil temperature condi-
tion on the spin-up of soil temperatures. In addition, Nicolsky et al. (2007) studied the
eﬀect on the bottom boundary condition on the temperature dynamics in the upper soil
layers.
However, in these studies the main focus was on the eﬀect on soil temperatures in per-
mafrost dynamics or warming of near-surface permafrost soil. Here in this study, the focus
is on the potential eﬀect of the initial soil temperature condition on near-surface air tem-
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perature using the coupled land-atmosphere model system of TERRA-ML and CCLM.
The assessment of sensitivity of air temperature to initial soil temperature conditions of
lowest soil layer is of interest to determine if this factor might be one reason for the existing
winter warm bias of 2m air temperature.
For this study, two sensitivity experiments are conducted and compared to the control
run. The model setups diﬀer compared to the control run only by the prescribed initial
soil temperature at the lowest soil layer. The tests are performed with warm (+10K) and
cool (-10K) initial conditions, in which 10K are added or subtracted from the original
prescribed mean temperature ﬁeld for all grid boxes.
As illustrated in Fig. 4.3, exemplary for the case with +10K, changes in the lowest
soil boundary temperature have only minor eﬀects on the simulated 2m air temperature,
latent and sensible heat ﬂuxes. The annual variations of the sensitivity experiment with
a temperature increase of 10K at the soil bottom is exemplary presented against the
control simulation but is similar to the sensitivity experiment with decreased bottom soil
temperature of -10K. Only during summer is the sensible heat ﬂux reduced in the middle
and southernmost subregion. These results are consistent with the results obtained by
Nicolsky et al. (2007) stating that the bottom boundary condition in a depth of 100m
has only minimal eﬀect on the temperature dynamics in the upper 20-30m of the soil.
As shown here, the eﬀect is even more reduced on near-surface temperature. Therefore,
it can be concluded that the thermal bias in the RCM simulation cannot be reduced by
modifying the initial ﬁeld of soil temperature.
4.4.3 Representation of Soil Organic Matter
Organic material plays an important role in permafrost soils. The uppermost soil layers
of 0.2-0.3m depths of many permafrost regions consists of organic matter (Nicolsky et al.,
2007) which has thermal and hydraulic properties distinct from mineral soil. During
summer, moist organic material has an isolating eﬀect, whereas in winter dry and frozen
conditions prevail that favor the heat exchange between soil and atmosphere(Lawrence
and Slater, 2008). Therefore, organic material inﬂuences the heat balance, temperature
and moisture regime of permafrost soils and thus land-atmosphere interactions.
Previous studies showed some improvements in the model experiments when organic mat-
ter was considered. Lawrence and Slater (2008) analyzed the sensitivity of a GCM to
inclusion of soil organic matter and found a warming eﬀect on summer Arctic surface air
temperatures. This is in contrast to the study by Rinke et al. (2008). They used the RCM
HIRHAM and assessed the sensitivity of arctic climate to the organic layer on top of min-
eral soil (Rinke et al., 2008). Their results suggested a cooling of surface air temperature
in Siberia mainly in summer, due to increased ground evaporation, and even an eﬀect
on large-scale atmospheric circulation. In a more recent study by Dankers et al. (2011)
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CTRL: AE CTRL: MM CTRL: SW HIST: AE HIST: MM HIST: SW
Figure 4.4: Mean annual cycle (1995-1999) of 2m air temperature [◦C], latent and sensible heat ﬂux [W/m2]
for the control run CRTL0.88 and the experiment HIST over three subregions (AE, MM, SW).
the land surface model JULES was used in which the properties of organic material vary
with depth. They found a reduction of soil temperatures in the upper soil layers during
summer. In winter they found a temperature increase due to lower thermal conductivity
and therefore improved isolating eﬀects to cold air temperatures. However they concluded
a limited eﬀect on the annual average by the consideration of organic matter.
TERRA-ML does not consider a layered structure of diﬀerent soil horizons within the
soil-column. As mentioned in Chapter 3, a soil type is deﬁned per grid box that implies
thermodynamic and hydrological properties for the entire soil column from the surface
down to the lowest soil layer. A sensitivity experiment is performed representing an
extreme-case in which the external dataset for soil is changed to Histosols for all grid boxes,
which does not represent any real soil type distribution. However, some conclusions can
be drawn about the eﬀect of organic matter on climate simulations for Siberia. The aim
is to investigate the impact and diﬀerences on near-surface climate in that region when
organic material is predominant in comparison to mineral soil consideration.
Compared to the control run, the changed soil ground properties have a minor eﬀect on
the winter temperatures but a stronger response is simulated during summer, as presented
in the averaged annual variation in Fig. 4.4. During winter, CCLM responds with a slight
cooling especially in the arctic subregion and a heating in the summer months which is
strongest in the subregion MM. Eﬀect in the latent heat ﬂux is strongest during summer
for the southern and middle subregion. In the southern subregion the reduced downward
latent heat ﬂux, i.e. the increased upward heat ﬂux starts earliest for all subregions in
May and ends latest in November. Due to the southernmost location the temperatures are
lowest throughout the year in SW and more water can be evaporated. To the contrary,
the sensible heat amount going upward is reduced, i.e. an increase in the downward ﬂux.
The consideration of organic matter led to changes in summer air temperature and latent
and sensible heat ﬂux. However, in TERRA-ML it is not possible so far to include organic
matter on top of mineral soil. In addition, the eﬀect on the reduction of winter air
26




































CTRL: AE CTRL: MM CTRL: SW TURB: AE TURB: MM TURB: SW
Figure 4.5: Mean annual cycle (1995-1999) of 2m air temperature [◦C], latent and sensible heat ﬂux [W/m2]
for the control run CRTL0.88 and the experiment TURB over three subregions (AE, MM, SW).
temperature is negligible. Therefore, changes regarding organic material are not further
considered in the ﬁnal model setup.
4.4.4 Minimal Heat Diﬀusion
During winter, Siberian climate is characterized by strong surface cooling due to a negative
radiation balance. Very low temperatures at the lower troposphere are the consequences,
together with air subsidence in the middle troposphere that favors the near-surface tem-
perature inversion. At the surface layer a stable stratiﬁed boundary layer establishes
(Cuxart et al., 2006), characterized by a weak turbulent mixing and a downward directed
heat ﬂux (Byrkjedal et al., 2008). Heat ﬂuxes are driven by static stability, lapse rate
and wind speed (Byrkjedal et al., 2008). The higher the winds the more the turbulent
conditions occur in the PBL and more downward heat ﬂux appears increasing the surface
temperatures. Insuﬃcient presentation of ﬂuxes in the turbulence parameterization eﬀects
surface air temperatures (SAT) (Byrkjedal et al., 2008). Model simulations used in ACIA
(2005) tend to overestimate the SAT in regions characterized by low surface tempera-
tures (Byrkjedal et al., 2008; Kiehl and Gent, 2004). According to Cuxart et al. (2006)
many turbulence parameterizations in GCMs overestimates turbulent ﬂuxes, highlighting
shortcomings in the description of the boundary-layer, and this has strong implications,
especially in regions dominated by temperature inversions. One option to reduce these
ﬂuxes is to tune the parameterization to achieve better results (Byrkjedal et al., 2008;
Saha, 2006; Viterbo et al., 1999).
The purpose of the sensitivity experiment performed here (TURB) using an updated
version of CCLM-4.16, is to investigate the inﬂuence of reduced minimal heat diﬀusion,
given as tuning parameter (changed to 0.1), on near-surface air temperature. The question
arise whether reduced turbulent heat ﬂuxes and vertical mixing in the model lead to
more stable conditions in the lower troposphere and thus reduce near-surface temperatures
during the winter season.
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CTRL: AE CTRL: MM CTRL: SW T-mS: AE T-mS: MM T-mS: SW
Figure 4.6: Mean annual cycle (1995-1999) of 2m air temperature [◦C], latent and sensible heat ﬂux [W/m2]
for the control run CRTL0.88 and the experiment TURB mS0.88 over three subregions (AE, MM, SW).
Fig. 4.5 shows the annual cycle of 2m air temperature, latent and sensible heat ﬂuxes for
the sensitivity runs and control simulations averaged over three selected subregions for the
period of 1995-1999. In all three subregions the winter 2m air temperature has decreased.
The temperature decrease during wintertime is strongest in the northern subregions with
a maximum of 4K and gets less in the southern regions. During summer, no eﬀect on
the temperature is visible. As no changes aﬀecting the land-surface or vegetation had
been made, no changes in the latent heat ﬂux occur. To the contrary, the changed setting
eﬀects the sensible heat ﬂux. In the northern subregion the upward heat ﬂux is strongest
mainly during the winter months. During summer, the simulated sensible heat ﬂux is not
sensitive to reduced minimal heat diﬀusion.
In the next step, the response of near-surface air temperature on changed minimal heat
diﬀusion together with the inclusion of the multi-layer snow model is investigated. The
eﬀect varies throughout the year and subregions (Fig. 4.6).
Compared to Fig. 4.5, in which only the heat diﬀusion tuning parameter has changed, the
temperature decrease is even stronger during the winter months - most pronounced in the
subregion AE by a temperature reduction of nearly 5◦C. Towards the southern subregion
the temperature change compared to the control run decreased in winter. The eﬀect
of reduced lower temperatures persisted longest in the arctic subregion from September
to March/April whereas in the subregion SW only changes from October to March are
evident. The latent heat ﬂux responds to the snow layer changes only slightly, mainly
between March and July in AE and March and May in MM with increased downward
ﬂuxes. This might be due to the increased water availability due to snow melting. The
application of multi-layer snow model caused a distinct eﬀect of the sensible heat ﬂux in
month September to December with an increase compared to the sensitivity experiment
in which only the minimal heat diﬀusion was changed. The sensible heat ﬂux increases
most pronounced in October about 8W/m2 in AE and about 10W/m2 in SE. Even higher
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Figure 4.7: Monthly diﬀerences of 2m air temperature [K] from selected grid boxes per subregion of three
CCLM experiments in 0.88◦ resolution (CTRL0.88, TURB, TURB mS0.88) against CRU station grids for
the years 1995-1999.
These sensitivity experiments illustrate that a reduction of the minimal heat diﬀusion leads
to a cooling of near-surface winter temperatures and a better representation of the stable
conditions in the PBL. Therefore, this modiﬁcation in the tuning parameter is considered
in the ﬁnal model setup to better capture low temperatures in the stratiﬁed boundary
layer together with the application of the multi-layer snow model.
4.5 Final Model Setup for Siberia
After the performance of several sensitivity experiments and test simulations in 0.88◦ and
0.44◦ spatial resolutions, using two diﬀerent model versions, one ﬁnal model setup, namely
TURB mS, is able to reduce the winter 2m air temperature warm bias considerably. Fig.
4.7 presents the diﬀerences of 2m air temperatures in the mean annual cycle of the ﬁrst
test run using CTRL0.88 and CRU3.2 as reference data. Again, station grid boxes of CRU
and the corresponding grid boxes of CCLM are selected and averaged per subregion over
the period 1995-1999. Amplitudes of diﬀerences vary from region to region and month to
month. In Fig. 4.7 the strong warm bias during the winter months for AE is illustrated
ranging up to 11K.
After the reduction of minimal heat diﬀusion to 0.1, the increase of soil column depth
to 92m, the application of multi-layer snow model the bias could be reduced as shown
in Fig. 4.7 (TURB mS). As the spatial resolution of the performed long-term hindcasts
should be 0.44◦, the ﬁnal results of TURB mS for 0.44◦ is shown in Fig. 4.8. In addition,
it illustrates that the annual variation of bias is somewhat modiﬁed due to the higher
resolution.
Even though an improvement with respect to 2m air temperature can be achieved, a
large warm bias remains for subregions, e.g. AE and a cold bias occurs for subregions
as e.g. MW. Nevertheless, the model conﬁguration of TURB mS0.44 is used to perform
the ﬁnal long-term hindcast simulations, on the one hand driven by NCEP-R1 from 1948-
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Figure 4.8: Monthly diﬀerences of 2m air temperature [K] from selected grid boxes per subregion of three
CCLM experiments in 0.44◦resolution (CTRL0.44, SOILC mS, TURB mS0.44) against CRU station grids
for the years 1995-1999.
2010 (CCLM-NCEP1) and on the other hand driven by ERA40 from 1958-2001 (CCLM-
ERA40). Both reconstructions are stored at the Climate and Environmental Retrieval
and Archive (CERA) database of the World Data Center Climate (WDCC) (http://
cera-www.dkrz.de/WDCC/ui/Entry.jsp?acronym=COSMO-CLM_siberia).
A problem for accurate model adjustment is still the reliability of the observational refer-
ence data used, which itself provide uncertainty. This is especially the case for the arctic
regions of Siberia.
Besides these speciﬁc changes in the parameter settings made here for Siberia, Runge-
Kutta is used as time-integration scheme. Additionally, Tiedtke convection scheme and
spectral nudging is applied, i.e. the nudging terms were added every third time step.
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5 On the Temporal Reliability of Hindcasts and their Forc-
ings
5.1 Introduction
In numerous regional climate model applications, reanalyses are used as forcing and are
often assumed to be ’perfect boundary conditions’. This assumption should not be ac-
cepted per se, especially when temporal consistency for the downscaled eﬀort is expected
(Brands et al., 2011).
One should be aware of certain issues when dealing with reanalyses. One important issue
is the inhomogeneity aspect as discussed in several studies (e.g. Bengtsson et al., 2004;
Screen and Simmonds, 2010; Sterl, 2004; Thorne and Vose, 2010). Underlying causes
include changes in the quantity and quality of assimilated observations over time due to
changed observing systems (as e.g. the use of global radiosonde data in 1958 and satellite
observations since the late 1970s (Bengtsson et al., 2004; Bromwich and Fogt, 2004)).
Furthermore, in some regions over the globe, reanalyses, compared to each other, show
large discrepancies in spatio-temporal distribution and temporal variability of certain vari-
ables. This occurs especially in regions where continuous long-term observations are sparse
as e.g. in Polar Regions (Bromwich et al., 2007; Sterl, 2004). Several studies illustrated
diﬀerences between NCEP-R1 and ERA40 reanalyses over the Northern Hemisphere and
Eurasia e.g. for air temperature (Simmons et al., 2004), precipitation of the Arctic north
of 45◦N (Serreze and Hurst, 2000; Serreze et al., 2005), and China (Gao et al., 2008; Liu
et al., 2012; Zhao and Fu, 2006) or snow water equivalent for Russian watersheds (Khan
et al., 2008), surface or sea level pressure (Inoue and Matsumoto, 2004; Wu et al., 2005)
and geopotential heights (Brands et al., 2011; Huang et al., 2011; Wu et al., 2005; Zhao
and Fu, 2009). Some studies mentioned diﬀerent assimilation schemes (Bengtsson et al.,
2004; Bromwich and Fogt, 2004) as potential cause for temporal dissimilarities. Impor-
tant in terms of dynamical downscaling of reanalyses are the documented discontinuities
and discrepancies of variables that are used as forcing e.g. tropospheric temperature and
humidity (Brands et al., 2011) and winds (Wu et al., 2005).
However, the published assessments of reanalysis discrepancies were restricted to certain
variables and seasons and did not consider the eﬀect on dynamical downscaling results.
Temporal dissimilarities and thus uncertainty of the forcings might have profound impact
on the downscaling eﬀort and should be employed with caution, especially when climate
change analysis is intended.
In this chapter, the aim is to analyze the temporal consistency and reliability of derived
regional climate model hindcasts for Siberia (one driven with NCEP-R1 and the other by
ERA40) by assessing their degree of agreement. The same is done with the two reanalyses
used as forcings to investigate to what degree the potential uncertainty is already inherent
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in the underlying RCM lateral boundary conditions. In case of strong disagreement of
the two reanalyses, at least one reanalysis does not reﬂect real climate conditions. This
comparison is used as estimator of reanalysis uncertainty. If the hindcasts show a similar
pattern of disagreement, it illustrates that they are sensitive to uncertainty given by the
forcing and should consequently be regarded as unreliable.
Here, the uncertainty of the reanalysis NCEP-R1 and ERA40 is assessed in more detail
than done for Siberia in previous studies. Additionally, a set of surface and upper-level
variables that are important forcing variables are considered over all seasons. Furthermore,
as recommended by Brands et al. (2011), the sensitivity of derived hindcasts to the choice
of reanalysis data in terms of past interannual variability and interdecadal changes is
investigated. This knowledge is of importance for assessing the reliability of forcing data
and the hindcast’s quality to clarify which variables, periods, seasons and regions are
usable for further analyses when temporal consistency is needed.
5.2 Data and Methods
Temporal reliability and uncertainty of performed climate hindcast simulations and un-
derlying forcings are investigated by assessing their degree of similarity and discrepancy
of the interannual variability and interdecadal changes. The agreement or disagreement is
considered separately between CCLM-NCEPR1 and CCLM-ERA40 on the one hand and
between NCEP-R1 and ERA40 on the other hand, for the period from 1960 to 2001 in
which all datasets provide data. The magnitude of dissimilarity for diﬀerent atmospheric
forcing variables that play an important role in the dynamical downscaling procedure are
used as measure for the uncertainty given by the global data. The sensitivity of derived
hindcasts to reanalysis uncertainty is investigated in the same way.
The assessment is done for mean sea level pressure (MSLP), tropospheric temperature
T, geopotential FI, speciﬁc humidity QV and horizontal wind components which are here
considered at 850, 500 and 200 hPa. This study gives a regional and seasonal overview
to what extent both forcings and hindcasts diﬀer or agree in terms of their temporal
atmospheric information.
To discuss interannual variations, all analyses are carried out for standard seasons (DJF,
MAM, JJA, SON). Regional averages are presented for several subregions as introduced
in Fig. 2.1. Several aspects of data analysis are presented: One the one hand interannual
variations are presented as time series of seasonal means for the time period of 1959-
2001 where both NCEP-R1 and ERA40 and both hindcasts provide data, averaged over
the considered subregions. On the other hand, changes in the mean spatial patterns are
shown, presenting the seasonal diﬀerences of 2 periods (1959-1979 minus 1980-2001).
To examine the similarity of both reanalyses and both hindcasts, the bias, their correla-
tion and their centered root-mean-square diﬀerence (crmsd) of seasonal means for each
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subregion and variable are calculated. To obtain a ﬁnal metric of agreement, all the three
measures are aggregated to one after checking whether the single values are above or be-
low a certain threshold. If the value is greater than the threshold, the considered seasonal
value for a certain subregion is set to 1 - otherwise to 0 and averaged at the end. For the
bias, the threshold is dependent on the considered variable: 3 hPa for MSLP and 3 gpdm
for FI, 2◦C for T, 0.5W/m2 for QV and 1m/s for U and V. For the correlation coeﬃcient
the threshold is 0.5. In case of crmsd, the threshold is 0.5 for all variables except QV with
0.3. This similarity assessment is performed for 4 diﬀerent time periods - each 10 years:
for 1959-1968, 1969-1978, 1979-1988, 1989-1999. These periods are chosen to present
interdecadal discrepancies for NCEP-R1 and ERA40 and the corresponding hindcasts.
5.3 Results and Discussion
5.3.1 Spatial patterns of inter-period discrepancies of MSLP
It is known from the study by Inoue and Matsumoto (2004) that strong discrepancies occur
in the inter-period diﬀerences (1980/1999 - 1960/1979) between NCEP-R1 and ERA40 in
the Lake Baikal region and over Mongolia for summertime (JJA) mean sea level pressure
(MSLP). They conclude spurious variations of NCEP-R1. However, this comparison of
reanalyses has only been conducted for the summer season.
To illustrate the seasonal evolution in these inter-period diﬀerence patterns between the
periods 1980/1999-1960/1979 for NCEP-R1 and ERA40, additional DJF, MAM and SON
are presented in Fig. 5.1. Furthermore, both hindcasts CCLM-NCEP1 and CCLM-ERA40
are added to this comparison to show the eﬀect on the dynamical downscaling approach.
The spatial distribution of inter-period diﬀerences of both reanalyses reveal dissimilarities
in all seasons, most pronounced during JJA in the southern regions and a better agreement
in the northern high latitudes. The conducted hindcasts reveal similar diﬀerence patterns
compared to the forcings, although somewhat reduced in the magnitude.
As illustrated in Fig. 5.1, NCEP-R1 shows strongest inter-period diﬀerences in the summer
season (JJA) with diﬀerences from 8 to 10 hPa in the southern region over Mongolia and
near Lake Baikal as already mentioned by Inoue and Matsumoto (2004). This strong
increase of MSLP during 1980/1999 shown by NCEP-R1 is not presented by ERA40 - to
the contrary, MSLP increases slightly to 1 hPa and only in southwest and east of Lake
Baikal a slight decrease of 1 hPa is evident. These discrepancies of NCEP-R1 and ERA40
are in line with the results given by Inoue and Matsumoto (2004). Similar results are
reported in the spatial distribution of summer geopotential heights at 500 and 700 hPa
by Zhao and Fu (2009). They presented diﬀerences of ERA40 and NCEP-R1 between
1958-1979 and 1980-2001.
In the NCEP driven hindcast, the inter-period diﬀerence pattern look similar to the one
presented for NCEP-R1 but less pronounced with maximum values of 5 hPa. The smoother
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Figure 5.1: Seasonal inter-period diﬀerences (1980/1999-1960/1979) for MSLP [hPa] of NCEP-R1, ERA40,
CCLM-NCEP1, CCLM-ERA40.
34
diﬀerences are also visible in the ERA40 driven hindcast that shows no decrease in MSLP
anymore. Despite spectral nudging, CCLM was able to develop its own climatology within
the large model domain. Near-surface variables were able to deviate from the prescribed
large-scale forcings ﬁelds due to ﬁner resolved orography and a diﬀerent boundary layer
parameterization than given in the reanalyses.
In the seasons DJF, MAM and SON, NCEP-R1 diﬀer in the spatial patterns of diﬀerence
ﬁelds of the two considered periods compared to ERA40 over the southern part. Both
forcings show dissimilarities in their pressure ﬁelds and consequently in their large-scale
atmospheric circulation patterns, mostly south of 60◦N. The opposed patterns of MSLP
changes throughout 1960/1979 and 1980/1999 are also strong during autumn (SON) in
which NCEP-R1 reveals an pressure increase of up to 5 hPa and ERA40 a decrease of
up to 4 hPa. Again, these discrepancies eﬀect MSLP ﬁelds of the derived hindcasts that
use the information of pressure ﬁelds as lateral forcing. But due to the model physics in
the inner domain, CCLM established a smoother inter-period diﬀerence ﬁeld, both in the
NCEP-R1 driven and ERA40-driven simulation. In the ERA40 driven hindcast the RCM
physics even led to opposed inter-period diﬀerence patterns. As shown for SON, in ERA40
MSLP decreases in the second period whereas CCLM-ERA40 does not show this feature.
In general, the maximum MSLP diﬀerences during the two periods are shifted southward
both in CCLM-NCEP1 and CCLM-ERA40.
The strong discrepancies of inter-period diﬀerences between NCEP-R1 and ERA40 were
investigated by Inoue and Matsumoto (2004). They compared their results of summertime
MSLP with the distribution based on monthly mean SLP grid data provided by CRU.
The inter-period diﬀerences of CRU did not show the increase between the two periods
as illustrated in NCEP-R1. To the contrary, the patterns were similar to the decreases
in MSLP around Mongolia presented in ERA40. Therefore, they concluded that the
MSLP increases of NCEP-R1 might be unrealistic. Which years are aﬀected most will be
analyzed more in depth in the following by presenting interannual variations of MSLP for
three selected subregions (AE, ME and SW).
5.3.2 Temporal variability of reanalyses and hindcasts
Seasonal comparison for MSLP
As previously shown in the spatial patterns of inter-period discrepancies, a strong discrep-
ancy occurs between NCEP-R1 and ERA40 in the southern part of the model domain.
In a next step, it is necessary to determine how the similarity and discrepancy evolve
throughout the years. For the region of 40-60◦N and 90◦-120◦E a comparison between
these reanalyses together with some station data was already undertaken for mean JJA
SLP by Inoue and Matsumoto (2004). It covers a domain that corresponds roughly to the
subregions SW and parts of MW, MM and SE also under consideration here.
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Figure 5.2: Interannual variations of MSLP [hPa] for NCEP-R1, ERA40, CCLM-NCEP1, CCLM-ERA40
considered for the subregions AE, ME and SW.
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In this study, the interannual MSLP comparison of reanalyses is extended to all four sea-
sons showing, in addition, the similarity and dissimilarities in terms of temporal variations
of downscaled hindcasts and their sensitivity to the forcings. In the following, the focus is
put on the interannual variations of MSLP using the following measures: temporal correla-
tion, bias and centered root mean square error of MSLP for both reanalyses and hindcasts
of four decades given in Table 5.1 to provide a interdecadal comparison. The focus is put
on the subregions AE, ME and SW representing latitudinal variations from north to south
(5.1).
For the subregion AE the reanalyses agree well in their interannual variability from 1959-
2001 throughout the diﬀerent seasons. According to Fig. 5.1, the highest bias throughout
the seasons occur during DJF in the period of 1969-1978 with -2.4 hPa. The temporal
correlation for the considered periods and seasons are between 0.9 and 1. The highest
crmsd occur during the ﬁrst period of 1959-1968 in DJF with 0.9 hPa. The hindcasts
show, in general, a smaller bias than the forcings, except for the ﬁrst period in DJF and
JJA. In these cases the sign of bias is reversed in the following years.
For ME during DJF, the temporal correlation between reanalyses is lowest during ﬁrst
period with 0.6 and a crmsd with 1.7 hPa. Hindcasts show a better agreement with 0.9
correlation during the ﬁrst period and a crmsd of 1.1 hPa. Throughout all periods the bias
between the reanalyses is higher than between the hindcasts as already shown in AE. Both
between the forcings and hindcasts in the ﬁrst period NCEP and CCLM-NCEP present
higher values (positive bias) than ERA and CCLM-ERA which is vice versa (negative
bias) in the following periods .
Strongest discrepancies in the year-to-year and interdecadal variability between the forc-
ings and between the hindcasts occur in the southern subregion SW, especially during the
ﬁrst period in MAM, JJA and SON. The highest bias occurs between the forcings in JJA
during the ﬁrst period with -5.5 hPa and between the hindcasts of -4.3 hPa as illustrated in
Table 5.1. This is also evident with the low temporal correlations in that period with 0.3
of the forcings and 0.4 of the hindcasts. Most pronounced are the diﬀerences in the year
1960 (Fig. 5.2) with more than 7 hPa between NCEP-R1 and ERA40. Until 1979 MSLP of
NCEP-R1 increases to 1010 hPa and gets closer to ERA40. This strong diﬀerence between
NCEP-R1 and ERA40 prior 1979 and slight approximation was already mentioned by
Huang et al. (2011) investigating the discrepancies between reanalyses in the interdecadal
variation of the southeast Asian cold surge. Several studies have dealt with possible causes
(Salstein et al., 2008; Sterl, 2004; Sturaro, 2003). Potential reasons are the changes in the
observing system especially in 1958 with the establishment of global radiosonde network
and at the end of 1970s with the use of satellite observations that eﬀects the amount and
quality of assimilated observations (Huang et al., 2011). Additionally, the diﬀerent assimi-
lation schemes between reanalyses might be a cause of the discrepancies (Bengtsson et al.,
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2004). According to Sterl (2004), NCEP-R1 produced earlier than ERA40, has excluded
newer observations to ensure a consistent output.
When the bias of forcings changes the sign in some periods, some special behavior of forcing
discrepancies occur. This is very pronounced e.g. in the third period in MAM, JJA and
SON. In the periods before, ERA40 shows higher MSLP than NCEP-R1 and afterwards
this feature changes suddenly. This also happens with the hindcasts but less pronounced,
as in general the biases are smaller than found for the forcings. The ERA40-hindcast
does not completely follow the sudden decreasing trend of ERA40 from 1979-1987. The
slightly decreasing trend of ERA40 from 1980-1987 is also evident but less pronounced in
the surface pressure anomalies of the station averages illustrated by Inoue and Matsumoto
(2004). After 1988 the two reanalyses reveal similar patterns of interannual variations.
The hindcasts follow both their forcings in terms of temporal variability. It is evident
from Fig. 5.2 that the year-to-year variability of averaged JJA MSLP for the subregion
SW shown by the NCEP-R1 data shows the same two increases in pressure during the 1960
and 1970s as presented by Inoue and Matsumoto (2004). These positive trends cannot be
observed in ERA40. In their study they conclude that the sudden increases of MSLP in
NCEP-R1 over Mongolia before 1979 are likely spurious and do not represent real surface
conditions. A possible reason for the MSLP increase over Mongolia during the 1960s was
pointed out to be the ’psfc problem’, already stated by Kistler et al. (2001). But this
problem did not appear anymore after 1968 anymore.
Summertime variations of upper-level variables
These diﬀerent characteristics of temporal discrepancy and similarity from north to south-
ern subregions are not only visible in MSLP but also in other variables throughout the
vertical proﬁle of the atmosphere. In Fig. 5.3 the interannual variations for FI500, T850,
U500 and QV850 for the subregions AE, ME, and SW are presented. Again, a north-south
gradient with increasing discrepancies between the reanalyses and hindcasts occur as al-
ready stated for MSLP. For the geopotential height and the U-wind component at 500
hPa, NCEP-R1 and CCLM-NCEP-R1 have lower values than ERA40 and CCLM-ERA40
until 1976 (for FI500) and 1964 (for U500). Afterwards, both reanalyses and hindcasts
get closer together. In contrast to QV500 in SW - here NCEP1 stays throughout the en-
tire period higher than ERA40. In that subregion during the summer season the ERA40
driven hindcast is closer to its forcing than the NCEP1 driven hincast to NCEP-R1.
The NCEP-R1 and ERA40 time series presented for the subregion SW of the geopotential
height at 500 hPa look similar to the same variables for regions over China, as illustrated
by Zhao and Fu (2009). Additionally, they compared against observations showing that
ERA40 is in better agreement to the observations prior the 1970s than NCEP-R1.
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Table 5.1: Seasonal values of temporal correlation (Corr), bias [hPa], centered root mean square diﬀerence
[hPa] (Crmsd) of MSLP of used reanalyses (NCEP-R1 and ERA40) and both hindcasts (CCLM-NCEP1,
CCLM-ERA40) for four diﬀerent periods (1.period: 1959-1968, 2.period: 1969-1978, 3.period: 1979-1988,
4.period: 1989-1999).
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Figure 5.3: Summertime variation of both hindcasts and used forcings for FI500, T850, U500, QV850
averaged over three subregions (AE, ME, SW).
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5.3.3 Interdecadal similarity assessment
As mentioned previously, the objective was to perform a similarity test between both re-
analyses and both hindcasts separately. The aim was to provide an overview about the
decadal agreement or disagreement of two distinct reanalyses in their large-scale atmo-
spheric information that reﬂects data reliability or uncertainty. Additionally, this test was
also performed for both hindcasts to evaluate their degree of similarity or discrepancy
and their sensitivity to the reanalyses uncertainty. The aggregated similarity metric is
presented for all analyzed variables, seasons and subregions for each of the four periods
(1959-1968, 1969-1978, 1979-1988, 1989-1999). A strong decadal discrepancy of the two
reanalyses or the derived hindcasts indicates a high uncertainty of the considered datasets.
At least one of the reanalyses or hindcasts does not show real conditions. All three sin-
gle measures exceed the threshold, the considered decade and variable is colored in red
(see Table 5.2) due to strong discrepancy between either the forcings or both hindcasts.
Therefore, these aﬀected years should be used with caution or excluded in further studies.
It is apparent that both reanalyses show only small discrepancies in the arctic subregions
AW and AE and subarctic subregions MW, MM and ME. In the southern subregions SW
and SE, the strongest diﬀerences, and thus uncertainties, between the global datasets occur
mainly in the ﬁrst and second period. These discrepancies are especially pronounced during
JJA for MSLP, FI850, U850 and U500, QV850, V850 during the ﬁrst period. Altogether,
the RCM hindcasts reveal similar uncertainty in the southern subregions that reﬂects the
direct transfer of large-scale uncertainty of atmospheric variables to the regional scale.
However, in some periods the number of aggregated metric is diﬀerent from the metric of
the similarity-check between the reanalyses. This shows that the output of the RCM is
somewhat diﬀerent from the forcings due to its own model dynamics.
The results of regional characteristics for seasonal similarity are in detail illustrated in
Table 5.2. In the left part of Table 5.2, the comparison is presented for the two considered
reanalyses. Small discrepancies between reanalyses occur in the arctic and subarctic re-
gions AW, AE, ME, MM and MW mainly in the ﬁrst two periods for all seasons. For the
majority of considered variables the compared datasets are in good agreement in the last
3 periods. Except for FI200, small diﬀerences of 0.3 are mostly throughout all the periods
and seasons. Small diﬀerences are visible for U200 in AW and U500 in AE in the last
period during DJF. A discrepancy between the reanalyses with 0.7 occurs during JJA in
the subregion MM for U500 and U200. Except for the ﬁrst period, the overall agreement
is good and the reliability of global atmospheric information throughout these periods is
given.
Strongest uncertainties in the global data occur in the subregion SW during JJA. The
decadal agreement is considerably weak in SW for MSLP, FI850, FI500, all considered
U-levels and QV850 in the ﬁrst period. Dissimilarities are also found in JJA during the
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second period for MSLP and FI850 that are decreasing during the 3rd. period. However,
not only JJA is aﬀected. Additionally, in DJF in the ﬁrst two decades, MSLP and FI850
show strong diﬀerences. For FI500 and U500 this is evident in the second decade. During
the spring season MAM, most discrepancies occur in the ﬁrst decade for FI850, FI500,
T850, U850, U500 and U200. For SON dissimilarities are evident in the ﬁrst period for
FI500, U200 and for U500 in the ﬁrst and second period the reanalyses show diﬀerences.
A somewhat smaller degree of discrepancy than presented in SW can be observed in the
subregion SE. Again the summer season JJA has the highest degree of discrepancy for
MSLP, FI850, V850 and V500. There are also DJF diﬀerences in MSLP, U850 and V850
are predominant.
The right part of Table 5.2 reveals the regional overview for seasonal similarity charac-
teristics between the derived hindcasts. In addition to showing the degree of agreement,
this assessment indicates the sensitivity of downscaled hindcasts to the reanalyses un-
certainty. In the arctic and subarctic regions the majority of downscaled variables show
similar patterns of similarity and discrepancy as the reanalyses throughout the seasons.
For certain variables the hindcasts show a better agreement than presented by the reanal-
yses. This is e.g. the case for AE during DJF for U850 during the second and third period
and V500 in DJF and V200 in MAM in the ﬁrst period. Similar patterns are evident for
the subregion MM during DJF for MSLP: the forcings show small diﬀerences throughout
all periods, whereas the hindcats reveal no tested discrepancy after the ﬁrst period. This
occurs again, e.g. in the subregion ME for MSLP in DJF, in JJA for U850 or e.g. in SW
for MSLP and FI850 in DJF and MAM. A pronounced reduction of discrepancy is evident
in SW for QV850 during MAM and JJA where a good agreement is given between the
hindcasts.
In contrast to the reduction of discrepancy, there are cases where the degree of similarity or
dissimilarity stays the same as e.g. shown in ME during the autumn season SON. However,
for certain variables the discrepancies between the hindcasts are even more pronounced
than in the forcings as e.g. seen for V200 in the ﬁrst period of MAM and JJA or in the
subregion SE for V500 in MAM in the ﬁrst period.
As seen for MSLP in the subregion SW with pronounced discrepancies between the re-
analyses during the ﬁrst two periods as e.g. in DJF, the reduction of diﬀerences show that
the RCM can dampen the discrepancy due to its own model physics in the inner model
domain. In other cases where the discrepancies are strongest between the forcings as in
JJA for MSLP, this does not seem possible.
It should, however, be noted, that these results of the similarity test are based on subjective
thresholds. Depending on the chosen thresholds the similarity in the temporal correlation,
bias and centered root mean square is ranked. The ﬁnal metric shown in Table 5.2 is
aﬀected by these thresholds that determine the degree of discrepancies.
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Table 5.2: Seasonal aggregated measure of agreement between both reanalyses and hindcasts illustrated
for all 7 subregions and considered periods for 6 variables at the given levels. Dark blue: good agreement
according to set thresholds, light blue: disagreement in one measure, orange: disagreement in two measures,
red: disagreement in three measures.
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In general, the ﬁrst two periods are the strongest aﬀected. Aﬀected variables do not show
the same dissimilarity score throughout the regions and seasons, rather they vary from
season to season and decade. A good agreement according to this similarity test is given
for the last 2 analyzed periods with small discrepancies for FI200, F850 and QV500. As
shown in the Table 5.2, three cases occur: the arctic regions with almost no discrepancies,
some of the middle domains with a little bit higher degree of dissimilarity and for certain
variables strong discrepancies as e.g. in the subregion SW.
5.4 Conclusion
This study analyzes the temporal consistency and reliability of derived regional climate
model hindcast for Siberia driven with NCEP-R1 by assessing the degree of agreement
with a second hindcast driven with ERA40. The same investigation is done with the
forcings themselves.
According to Inoue and Matsumoto (2004) and Zhao and Fu (2009), NCEP-R1 strongly
overestimates interdecadal changes prior the 1970s occurring in the southern region near
Lake Baikal for summertime MSLP and geopotential heights at 500 and 700 hPa. This
study provides a comprehensive overview of the degree of agreement and disagreement in
terms of atmospheric information of employed reanalyses in Siberia. Therefore, diﬀerent
variables (surface and upper-level), important for downscaling, were assessed in terms of
interdecadal changes and variability for seasonal and regional similarity. The reliability of
the two chosen forcings for Siberia was investigated in more seasonal detail than done so
far. Moreover, this analysis additionally presents the sensitivity of downscaled hindcasts
to the reanalyses uncertainty.
The analysis shows that for a set of variables, the two hindcasts can diﬀer considerably in
terms of interannual variability prior the 1970s in the southern parts of the model domain
especially during summer season and that those large temporal discrepancies can be related
to the varying large-scale atmospheric forcing of NCEP-R1 and ERA40. In certain regions
such as southern Siberia, reanalyses cannot be assumed to be a ’perfect’ boundary per se.
They suﬀer from inhomogeneities and spatial and temporal discrepancies, particularly in
regions where in situ observations are sparse. This is the case even for certain middle-
tropospheric variables such as FI850, FI500, U500 which are important for dynamical
downscaling and spectral nudging purposes. Therefore, it is, in general, necessary to ﬁrst
assess the temporal consistency of the used reanalyses for the considered region to identify
the causes of temporal inconsistency of derived hindcasts or to identify the best possible
reanalysis for the region under investigation.
This assessment gives an overview of which variables, seasons, regions and years of the
derived hindcasts and the reanalyses are usable or are of concern for the use of trend
analysis and dynamical downscaling purposes. As shown, several variables of the forcings
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show some uncertainty from 1960 to 1970s especially in the southern domain. The following
analyses will be conducted after 1979 to exclude spurious variations and trends. Having
the aim to derive long-term homogenous regional hindcast data, it is suggested that future
work use ERA40 as forcing or exclude the southern parts of the NCEP-R1 driven hindcast
when data prior to 1979 is needed. If regional climate hindcast data after 1979 is of
interest, ERA-Interim would be a further option with possibly enhanced reliability.
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6 Evaluation of Model-based Climate Reconstructions
6.1 Introduction
The purpose of this section is to evaluate the regional climate hindcast simulations con-
ducted for Siberia in terms of skills and deﬁciencies in the representation of observed
climate characteristics. The model output is compared to diﬀerent kinds of observational
datasets or reanalyses. As already mentioned in Chapter 2.3, observational data are lim-
ited for Siberia, especially in northern high latitudes, due a sparse station network. These
limitations need to be taken into account within the evaluation.
The evaluation focuses on assessing the ability of the regional climate model in repro-
ducing observed atmospheric patterns of MSLP, the vertical temperature proﬁle, seasonal
characteristics and annual diﬀerences to observational reference of near-surface tempera-
ture and precipitation. Additionally, seasonal trend patterns of 2m air temperature and
precipitation for 1981-2010 are compared to observations to investigate the agreement in
reproducing recent changes. Furthermore, the interannual variations of certain climate
extremes in terms of 2m air temperature and precipitation are analyzed.
6.2 Data and Methods
First, the evaluation of simulated atmospheric circulation patterns over Siberia is ad-
dressed in comparison to ERA40. Spatial ﬁelds are considered by looking at mean sea
level pressure averaged over 1980-1999. In this analysis, standard seasons (DJF, MAM,
JJA, SON) are used. The vertical temperature proﬁle for selected subregions during win-
ter and summer season is compared against ERA-Interim for the years 1995-1999.
Spatial distribution of mean seasonal ﬁelds of 2m air temperature and precipitation, as
well as recent trends, are assessed by comparing CCLM-NCEP1 with selected grids of
CRU3.2 and GPCC6 for the years 1981-2010 where station records were available and
were incorporated within the interpolated datasets. Trends of the considered variables
and seasons are calculated using a linear regression with the least squares method. Statis-
tical signiﬁcance are assessed using the non-parametric Mann-Kendall trend test (Mann,
1945; Kendall, 1975). Seasonal mean values are used to reduce autocorrelation within the
time series.
The regional averaged bias of the annual cycle for 2m air temperature and precipitation
of both hindcasts are calculated in comparison to CRU3.2 and GPCC6 in the same way as
already introduced in Chapter 4 for the period of 1979-2001. The corresponding nearest
neighboring grid boxes of CCLM and considered reanalysis products (NCEP-R1, ERA40,
ERA-Interim) are selected and averaged over six subregions. To assess the observational
uncertainty, daily station data provided by NCDC is included in comparison to CCLM-
NCEP1. As the application of a constant temperature lapse rate especially during winter
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is not realistic due to the predominant temperature inversion, no height-correction for
temperature is carried out. However, to take into account the diﬀerent elevations of sta-
tions and the model orography, the diﬀerences of heights averaged over each subregion are
shown.
Additionally, threshold-based indices for climate extreme events deﬁned by the World
Climate Research Programme (WCRP) Climate Variability and Predictability (CLIVAR)
project’s Expert Team on Climate Change Detection, Monitoring and Indices (ETCCDMI)
(Karl et al., 1999; Peterson, 2005) are evaluated. As reference, the global land-base cli-
mate extremes dataset oﬀered by ETCCDMI is used. Several indices of temperature and
precipitation computed from daily station data are provided for diﬀerent countries. They
make use of quality controlled daily data. The indices extend only to 2001. The inter-
annual variation of three selected indices are presented from the model output as well as
from NCEP-R1, ERA40, ERA-Interim and are compared against the subregion-speciﬁc
station data of ETCCDMI. The indices are: frost days (annual count of days when daily
minimum temperature < 0◦C), summer days (annual count of days when daily maximum
temperature > 25◦C) and R10mm (annual count of days when precipitation is > 10mm).
DJF MAM JJA SON
??????????
DJF MAM JJA SON
?????
???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ????
[h?a]
Figure 6.1: Seasonal mean (1980-1999) distribution of MSLP [hPa] for CCLM-NCEP1 and ERA40.
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Figure 6.2: Vertical temperature proﬁle of CCLM-NCEP1, CCLM-ERA40 and ERA-Interim for DJF (solid
lines) and JJA (dashed lines) averaged over the period of 1995-1999.
6.3 Results
6.3.1 Atmospheric Patterns of Mean MSLP
Fig. 6.1 reveals the seasonal variation, showing high sea level pressure during the winter
season DJF. In contrast to ERA40, in CCLM-NCEP1 high pressures of the Siberian high
are extended more southeastward. Along the Verkhoyansk Mountains, CCLM-NCEP1
presents a bisection of high pressure system which is not visible in ERA40. Here the
pressure decreases gradually from southwest to northeast. During JJA the lowest pressure
occurs. During SON the high pressure system starts to establish in southwest.
6.3.2 Vertical Temperature Proﬁle
In this section, the focus is on the representation of vertical temperature proﬁle (Fig.
6.2). Temperature at diﬀerent pressure levels of CCLM-NCEP1, CCLM-ERA40 and ERA-
Interim is interpolated on height-levels above surface. In comparison to ERA-Interim,
CCLM is able to reproduce the mean temperature vertical proﬁle. During the winter
season the temperature increase with height represents the characteristic feature of low-
level temperature inversion that is predominant in the Siberian high pressure system.
6.3.3 Seasonal Patterns of Air Temperature and Precipitation
To evaluate the ability in reproducing the spatial distribution of mean seasonal 2m air
temperature and precipitation, the reconstructed climatologies over the period 1981-2010
are presented for CCLM-NCEP1 and selected grid boxes of CRU3.2 in Fig. 6.3 and of
GPCC6 Fig. 6.4 respectively.
Generally, both datasets depict the strong seasonality with a large temperature range
throughout the year showing extreme low temperatures during winter in northern regions
and high temperatures during summer (Serreze and Barry, 2005). Compared to CRU3.2,
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Figure 6.3: Seasonal mean of 2m air temperature [◦C] of 1981-2010 for CCLM-NCEP1 and CRU3.2 station
grids (colored dots).
summer and spring but regional diﬀerences in winter and fall. During winter, CRU3.2 il-
lustrates temperatures lower than -30◦C more extended to the west at the Central Siberian
Plateau and southwest towards the Stanovoy Range. In addition, a warm bias in CCLM is
illustrated in the southwestern region. In contrast, CCLM tend to be colder than CRU3.2
compared to the depicted grid boxes in the southeastern part. During fall, temperatures
between -15 to -10◦C along the Lena river basin are extended more southwards than the
observed in CRU3.2.
The agreement between CCLM-NCEP1 and GPCC6 for mean seasonal precipitation is
presented in Fig. 6.4. Throughout all seasons, CCLM tend to overestimate precipitation
along the coasts except for western parts in summer and fall. A pronounced overestimation
is further illustrated in the southern and northeastern regions in DJF, MAM and SON
whereas during summer an underestimation is evident in southern and western parts of
the model domain.
To assess the diﬀerences for 2m air temperature and precipitation in more detail, i.e. in
comparison to the second hindcast simulation, the driving reanalyses and ERA-Interim
and a second observational dataset, the bias of annual cycle variations averaged over six



































































●●● ● ●● ● ● ● ● ● ● ● ●● ●
● ●●
●●●
●●● ●● ● ●






























● ●● ● ●● ●





●●● ● ● ● ●● ● ● ●


































●●● ●●●●●●●● ●● ●● ● ● ● ●●
●
●





● ● ● ● ●
● ●
● ●





● ●● ● ● ● ●
●
●


































































































































































































●●● ● ●● ● ● ● ● ● ● ● ●● ●
● ●●
●●●
●●● ●● ● ●






























● ●● ● ●● ●





●●● ● ● ● ●● ● ● ●


































●●● ●●●●●●●● ●● ●● ● ● ● ●●
●
●





● ● ● ● ●
● ●
● ●





● ●● ● ● ● ●
●
●


































































































































































































●●● ● ●● ● ● ● ● ● ● ● ●● ●
● ●●
●●●
●●● ●● ● ●






























● ●● ● ●● ●





●●● ● ● ● ●● ● ● ●


































●●● ●●●●●●●● ●● ●● ● ● ● ●●
●
●





● ● ● ● ●
● ●
● ●





● ●● ● ● ● ●
●
●


































































































































































































●●● ● ●● ● ● ● ● ● ● ● ●● ●
● ●●
●●●
●●● ●● ● ●






























● ●● ● ●● ●





●●● ● ● ● ●● ● ● ●


































●●● ●●●●●●●● ●● ●● ● ● ● ●●
●
●





● ● ● ● ●
● ●
● ●





● ●● ● ● ● ●
●
●
































































































































5 10 25 50 75 100 150
Figure 6.4: Seasonal sum of precipitation [mm/season] of 1981-2010 for CCLM-NCEP1 and GPCC6 station
grids (colored dots).
subregions is presented in the following.
6.3.4 Annual Cycle of Bias of Air Temperature and Precipitation
A winter warm bias of CCLM occurs in all subregions except for MW most pronounced
for AE (6K in January), AW (4K) and ME (4K) when compared to CRU3.2 grid boxes
as presented in Fig. 6.5. However, the overestimation of CCLM-NCEP1 is smaller when
evaluated against NCDC stations except for ME. In general, more stations are available
per month within the considered period compared to CRU3.2 stations as illustrated in
purple bars. The bias between CCLM-NCEP1 and the 2 selected observational reference
datasests can vary considerably as e.g. in AW and AE. In these regions it is diﬃcult to
assure reasonable model evaluation due to the observational uncertainty range. The bias
of CCLM is partly related to the forcings which show a warm bias when compared to
CRU3.2 grid boxes.
During spring, a warm bias is still predominant in the arctic subregions, ME and partly
in MM in CCLM. During summer and fall all subregions except of MW and SW present
50
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Figure 6.5: Bias of monthly means of 2m air temperature [K] for selected grid boxes per subregion of
CCLM-NCEP1 and CCLM-ERA40, NCEP-R1, ERA40, ERA-Int(erim) against CRU3.2 station grids for
the years 1979-2001 and NCDC stations (dashed purple). Purple bars represent the number of stations
found during the considered months per subregion (CRU3.2, NCDC). H-diﬀ illustrates height diﬀerences
in m between station/station grid and CCLM/reanalyses.
a cold bias which is also presented by NCEP-R1 whereas this feature is not present in
ERA40.
Fig. 6.6 depicts the bias in mean monthly sums of precipitation derived from both hind-
casts, reanalyses and GPCC6 grid boxes. Each panel refers to one subregion starting with
the arctic regions down to south-west. Except for AW, in all considered subregions NCEP-
R1 reveal a strong wet bias during the summer months. In MW and ME, the NCEP-R1
bias exceeds 60 and 65mm in July. In contrast, CCLM-NCEP1 does not follow its forcing
and presents rather a fairly small overestimation compared to GPCC6 during July except
for the western subregions with a large dry bias in MW. In general, CCLM produce an
overestimation for most of the subregions throughout the annual cycle - most pronounced
6 EVALUATION OF MODEL-BASED CLIMATE RECONSTRUCTIONS 51
















































































































Figure 6.6: Same as Fig. 6.5 but for precipitation sums [mm] in comparison to GPCC6 and NCDC station
data.
during April in MW and MM up to 45mm.
6.3.5 Changes of seasonal Temperature and Precipitation
To evaluate whether reconstructed seasonal trend patterns in terms of 2m air temperature
and precipitation are in good agreement with recent observed changes, CCLM-NCEP1 is
compared against derived temperature trends of grid boxes from CRU3.2 (Fig. 6.7) and
precipitation trends of GPCC6 (Fig. 6.8) in which in situ observations were incorporated.
In general, CRU3.2 shows strong spatial variability in seasonal changes of 2m air temper-
ature over the years of 1981-2010 which is reproduced well by CCLM.
During wintertime, a cooling with maximum values of approximately 1.5 to 2◦C per decade
over western terrestrial areas is presented both in CRU and CCLM. However, the tem-
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Figure 6.7: Seasonal trend patterns of 2m air temperature [◦C/decade] of 1981-2010 for CCLM-NCEP1
and CRU3.2 grid boxes (colored dots). Signiﬁcant trends of CCLM-NCEP1 at the 95% level are indicated
by gray dots.
Siberian Plateau. The illustrated cooling is consistent with decreasing trends obtained
by Cohen et al. (2012) for 1988-2010, that an analysis based on gridded CRU data at 5◦
spatial resolution. Therefore, over Siberia no regional-detailed patterns could be derived.
During spring, the overall trend is a slight temperature increase over land, which is stronger
north of 70◦N and over the Kara, Laptev and East Siberian Sea. These general patterns
are presented both in CRU and CCLM, whereas CCLM illustrates some slight cooling
as e.g. west of Lake Baikal which is not in concordance with CRU. At western Siberian
Lowland and along the northern Lena river basin, CRU3.2 presents a stronger increase
up to 1 ◦C decade-1 than what is illustrated by CCLM. During summer, both datasets
show a negative trend along the Western Siberian Lowland and a statistically signiﬁcant
positive trend over Kara, Laptev and East Siberian Sea and south of 55◦N. Statistically
signiﬁcant increases are strongest in southern regions ranging up to 1.5◦C decade-1 in
CRU3.2 and 2◦C decade-1 in CCLM south of Lake Baikal in Mongolia and the Northeast
of China. According to Tang and Leng (2012), the pronounced positive trend (1982-2009)
over these regions was associated with a decrease in cloud cover and precipitation which
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Figure 6.8: Seasonal trend patterns of total precipitation [mm/decade] of 1981-2010 for CCLM-NCEP1
and GPCC6 grid boxes (colored dots). Signiﬁcant trends of CCLM-NCEP1 at the 95% level are indicated
by gray dots.
is consistent with the results for precipitation shown in the following Fig. 6.8. A reduced
cloud cover lead to increases in the surface shortwave radiation. Ye and Fetzer (2010)
reported decreases in total water vapor with increasing air temperature during summer
across southern Eurasia, which is somewhat distinct from the water vapor temperature
relation over colder regions.
Strongest temperature increases during fall occur again along the southern parts over
Mongolia and Northeast of China but are less pronounced than during summer and over
the Arctic Ocean of the Kara, Laptev and East Siberian Sea ranging up to 4◦C decade-1 in
CCLM. North and northwest of Lake Baikal a slight negative trend is presented by CCLM
which is less spatially distributed in CRU and not statistically signiﬁcant.
Winter precipitation trends are characterized by slight decreases north of 60◦N and in-
creases south of 60◦N, both in GPCC6 and CCLM as illustrated in Fig. 6.8. The magni-
tude of trends is a bit higher in the western parts of the domain ranging -10mm decade-1
along the western border of Central Siberian Plateau and +10mm decade-1 in southwest-
ern parts. During spring the trend patterns are not very strong, showing a strong inter-
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Summer days
Figure 6.9: Time series of Frostdays and Summerdays compared to ETCCDMI stations for the period of
1979-2001.
regional variability of slight increases and decrease in CCLM. In the southeastern domain
CCLM shows a more pronounced increase up to 10mm decade-1 whereas in GPCC6 still
a negative trend is predominant except of some stations. During summer both in CCLM
and GPCC6 a strong precipitation increase is evident over land except for southeastern
parts of the domain with a strong precipitation decrease. In fall, a precipitation decrease
remains in the southeastern domain but less pronounced than during summer. Most of
northern parts show a positive trend. A slight increase of precipitation is also illustrated
over the Kara, Laptev and East Siberian Sea.
6.3.6 Variability of Temperature and Precipitation extremes
To investigate the ability of CCLM to capture threshold-based extreme values, the re-
gional model output and all considered reanalyses are compared against the station-based
extreme indices dataset provided by ETCCDMI for the period of 1979-2001. Fig. 6.9
presents time series of yearly frost days of CCLM and the driving data NCEP-R1 as well
as ERA40 and ERA-Interim against the station based derived indices of ETCCDMI for
three selected subregions (AE, MM and SW).
The decreasing number of frost days from north to south of the region indicates the
temperature gradient from the arctic to temperate latitudes. NCEP-R1 shows more frost
days than ERA-Interim, ERA40 and CCLM in all subregions. The year-to-year variability
compared to ETCCDMI is well represented by CCLM-NCEP1 for the subregion MM and
6 EVALUATION OF MODEL-BASED CLIMATE RECONSTRUCTIONS 55





































Figure 6.10: Time series of heavy precipitation days > 10mm compared to ETCCDI stations over the
period of 1979-2001.
SW. Better representation of orographic detail might lead to this agreement, especially in
the region of SW. NCEP-R1 strongly overestimates frost days in AE, MM and SW. This
is consistent with a strong cold bias of NCEP-R1 for minimal air temperature from spring
to fall season (not shown here) when compared to CRU3.2 and NCDC station data.
In terms of summer days, all considered gridded data sets show less summer days than
derived by ETCCDMI, especially pronounced in MM and SW. Whereas in MM all gridded
datasets are close together throughout the years, in SW both CCLM hindcasts are closer
to yearly values of the station-based summer days. One reason might again be the ﬁner
resolved orography in CCLM.
Heavy precipitation days > 10mm occur in general more often in central and southern
regions than in the arctic region (Fig. 6.10). All gridded datasets present a similar number
of days for MM and AE wheres NCEP-R1 strongly overestimates heavy precipitation days
in SW.
6.4 Conclusion
The performance of both CCLM hindcasts (CCLM-NCEP1 and CCLM-ERA40) was eval-
uated in terms of spatial patterns of mean seasonal MSLP and vertical temperature proﬁle
in comparison to reanalyses. The bias of mean annual cycle of 2m air temperature and
precipitation averaged over six subregion was assessed against station data. On the one
56
hand, those grid boxes of the quality-controlled CRU3.2 and GPCC6 were selected that
received station data, and on the other hand, daily station data provided by NCDC was
used to provide an alternative comparison and highlight the observational uncertainty.
Moreover, mean seasonal distribution and trend patterns of 2m air temperature and pre-
cipitation of CCLM-NCEP1 and CRU3.2/GPCC6 were compared to analyze the ability
in reproducing recent changes for the period 1981-2010. Furthermore, some threshold-
based climate extreme indices were compared for three subregions against the ETCCDMI
dataset.
In general, it is not unexpectedly, that large-scale atmospheric patterns as e.g. MSLP of
CCLM are similar to reanalyses, as the RCM uses this information for initial and boundary
conditions. Diﬀerences in the temperature magnitudes between the gridded data of CCLM,
reanalyses and station data must be judged against the background of diﬀerent heights
between model orography and elevation of the station, of grid to station comparison with
varying spatial resolution that cannot account for local eﬀects and for discrepancies even
in the observational reference data.
However, the general distribution of seasonal temperature and precipitation are well re-
produced by CCLM. Compared to CRU3.2, CCLM shows good agreement in seasonal
temperature ﬁelds with less discrepancies during summer and spring but regional diﬀer-
ences in winter and fall. Strong overestimation is still evident in AE (range from 2.6 to 6K
in January compared to CRU3.2 and NCDC) and ME (approximately 4K) during winter.
Throughout all seasons, CCLM tend to overestimate precipitation in many parts along the
coast. A pronounced overestimation is further illustrated in the southern and northeastern
regions in DJF, MAM and SON whereas during summer an underestimation is evident in
the southern and western parts of the model domain.
In general, CRU3.2 shows strong spatial variability in seasonal changes of 2m air tem-
perature over the years of 1981-2010 which is well reproduced by CCLM. The pattern of
strong winter cooling is depicted by CCLM but with a slight more eastward extension
than presented by CRU3.2. Increasing temperature patterns south and southeast of Lake
Baikal during summer and fall are reproduced by CCLM, however a bit more pronounced
than CRU3.2.
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7 Large-scale Added Value Assessment of SnowWater Equiv-
alent
7.1 Introduction
The additional information leading toward a more realistic description of regional climate
compared to the global driving data is called ”added value” within the regional climate
modelling community. Added value studies are crucial in the evaluation of dynamical
downscaling techniques and assessment of relative skill of RCMs compared to their forcing
data (Di Luca et al., 2012). An analysis must be undertaken to decide whether the
additional computational eﬀort of RCM simulation is justiﬁed. The higher resolution does
not automatically result in more realistic detail because many variables are spatially quite
homogeneous and are already well described in coarser reanalyses (Pro¨mmel et al., 2010).
Thus, there is no added value of RCMs per se. The value of RCMs depends on the physical
parameterizations, experimental setup, the analyzed variable and location (Feser et al.,
2011).
Although a large number of studies have validated the RCM output and have demonstrated
that RCMs can realistically simulate climate compared to observations (e.g., Fru¨h et al.,
2010), mostly they have not explicitly shown whether the capabilities of the RCM exceed
those of global forcing data (Pro¨mmel et al., 2010). At present, there are only a few added
value assessments of RCMs. These assessments primarily concentrate on temperature,
precipitation, sea level pressure, wind or mesoscale atmospheric circulation systems. More
realistic detail compared to driving reanalyses was achieved on regional scales, e.g., in cases
of temperature with complex orography (Pro¨mmel et al., 2010), orographical induced wind
systems (Winterfeldt et al., 2010) or North Atlantic polar lows and East Asian typhoons
(Feser and von Storch, 2008; Zahn and von Storch, 2008).
This study analyzes the added value of a regional climate model hindcast with respect to
snow water equivalent (SWE) for Siberia relative to the SWE estimate from the forcing
NCEP-R1. In addition, this study examines the discrepancies of simulated SWE to fur-
ther reanalyses products (NCEP-R2, NCEP-CFSR, ERA-Interim) which are characterized
either by improved model version or by higher resolution compared to NCEP-R1. The
objective is to introduce an alternative multi-decadal climatology of SWE over six decades
that can be used to investigate long-term changes and trends. Therefore, the widely used
reanalysis NCEP-R1 was taken as forcing which is the only reanalysis for downscaling
purposes that extends back to 1948.
The question addressed is if CCLM can provide an added value on a large-scale because of
its own model physics and ﬁner resolution in space and time compared to the SWE estimate
of the forcing. Because there were some issues with the snow information directly from
NCEP-R1 that were partly related to an erroneous snow cover analysis (Kanamitsu et al.,
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2002), the hindcast quality is also assessed relative to a set of further global reanalyses
products (NCEP-R2, NCEP-CFSR and ERA-Interim) – even though they are not directly
used as driving ﬁelds.
7.2 Data
7.2.1 Reanalyses
The general method of performing an added-value study is to assess the relative skill of
RCM output against the considered parameter (the SWE, in this study) of the driving
global reanalysis – here, NCEP-R1 (Kalnay et al., 1996; Kistler et al., 2001). For the inter-
comparison period from 1987 to 2010, the SWE hindcast is additionally compared to a set
of SWE ﬁelds from recent reanalyses, including the following: the updated NCEP/DOE
or R2 (Kanamitsu et al., 2002), the newest generation climate forecast system reanaly-
sis (CFSR) (Saha et al., 2010) and ERA-Interim produced by the European Center for
Medium-Range Weather Forecasts (ECMWF) (Dee et al., 2011).
NCEP-R1
NCEP-R1 is available in a grid spacing of 1.875◦× 1.875◦ (∼ 210 km) and 6-hourly SWE
is provided on T62 Gaussian grid (Kalnay et al., 1996; Kistler et al., 2001). Snow cover
is based only on a weekly Northern Hemisphere snow cover analysis without snow depth.
Therefore, maximum snow depth was set to 100 mm in an empirical formulation (liquid
water equivalent) and no prediction of the snow accumulation by the model was used. Fur-
ther errors in the snow cover analysis have been detected, such as the usage of the 1973
data for the period 1974-1994, an incorrect snowmelt term that led to an overestimation
of the conversion of snow to water by a factor of 1000, and an erroneous moisture diﬀu-
sion leading to incorrect snowfall in winter over valleys in high latitudes (’spectral snow’
problem) (Kistler et al., 2001). Here the SWE data of NCEP-R1 are used for comparison,
in spite of the aforementioned problems, to highlight the ability to add realistic detail to
the global reanalysis via the technique of dynamical downscaling of atmospheric forcing
ﬁelds using CCLM.
NCEP-DOE/ NCEP-R2
The errors discussed above in the NCEP-R1 were eliminated in the updated version of
the NCEP-DOE or R2 reanalysis, covering the time period from 1979 to the present.
Additionally, diﬀerent snow budget diagnostics were introduced (Kanamitsu et al., 2002).
The procedure to compute snow depth was handled diﬀerently than in R1. In the case
of correspondence with snow cover observations (weekly Northern Hemisphere analyses of
snow cover using satellite imagery), the snow depth of the model was used. Otherwise,
the modeled snow depth was adjusted to the analysis. In that case, the snow was either
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deleted or added by applying the same empirical formulation as in R1. Using this scheme
has the advantage of accumulating deep snowpacks (Kanamitsu et al., 2002).
CFSR
The climate forecast system reanalysis (CFSR) is available from 1979 to 2010 (Saha et al.,
2010). This latest reanalysis of NCEP oﬀer a coupled atmosphere-ocean-land surface-
sea ice system with a spatial resolution of (∼ 38 km) (T382) and 64 vertical levels for the
atmosphere. Additional new features include the assimilation of satellite radiances and the
integration of observed greenhouse gases, aerosols and solar variations. To produce daily
analyses of snow depth over land, data from the Air Force Weather Agency’s SNODEP
model (Kopp and Kiess, 1996) and the NESDIS Interactive Multisensor Snow and Ice
Mapping System (IMS) (Helfrich et al., 2007) were used. Since February 1997, both
analyses of SNODEP and IMS were used in combination for the Northern Hemisphere.
ERA-Interim
The ERA-Interim reanalysis is the latest version of the ECMWF forecast system that is
available for 1979-2010 in spatial resolution of (∼ 80 km) (T255) (Dee et al., 2011). It
includes improvements such as a 4-D variational assimilation system, variational bias cor-
rection of satellite radiances, new humidity analysis and improved model physics compared
to the former ERA40 reanalysis (Dee et al., 2011). These changes are expected to provide a
better quality and more homogeneous analysis than that of the ERA40 reanalysis. Certain
problems were documented with respect to the analyzed snow and data processing. Errors
occurred in the Cressman-based interpolation scheme inducing snow-free patterns in pe-
riods in which only sparse observations were available. Since July 2003, the ERA-Interim
snow analysis has been constrained with the satellite-derived NOAA/NESDIS daily IMS
snow-cover dataset for the Northern Hemisphere. Shortcomings in the pre-processing of
this dataset were addressed that led to mistaken locations of the data itself. Furthermore,
issues with the used land-sea mask were mentioned. Dee et al. (2011) posited that this
problem has caused errors in the snow analysis from July 2003 to February 2010.
7.2.2 Reference data
ESA GlobSnow
ESA GlobSnow is used for assessing the skill and added value of CCLM relative to global
reanalyses for Siberia because of its more sophisticated approach to retrieve SWE from
passive microwave satellite data than given in standalone algorithms. An important point
in selecting this product was the availability of an uncertainty estimate and the advantage
of it being a gridded dataset for the entire Northern Hemisphere compared to single point
station measurements.
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The brightness temperature derived from diﬀerent channels of passive microwave sensors
on satellites makes it possible to provide daily information on SWE, snow depth and
snow mass of full spatial coverage under dry snow conditions beginning in 1978 (Derksen
et al., 2012; Foster et al., 2005; Pulliainen, 2006). The SWE retrievals obtained by the
space-borne passive microwave radiometer has the advantage of continuous wide swath,
all-weather monitoring capabilities and being insensitive to cloud cover (Brown et al.,
2010; Foster et al., 2005; Derksen et al., 2012).
However, standalone passive microwave SWE retrieval algorithms are highly uncertain,
which limits the use of these datasets for model validation (Cliﬀord, 2010; Takala et al.,
2011). Certain snow properties aﬀect microwave emission and scatter and make the ex-
traction of SWE information diﬃcult. For example, wet snow leads to increased mi-
crowave brightness temperature, whereas increases in snow grain size decrease the bright-
ness temperature independent of any change in SWE. Additionally, vegetation cover, such
as densely forested areas (e.g., the boreal forest in Siberia), can impact the accuracy of
the SWE estimates and lead to underestimations (Foster et al., 2005). A common prob-
lem occurs with deep snow. The SWE retrievals tend to systematically underestimate the
snowpack because of the changes in its microwave behavior (Foster et al., 2005; Pulliainen,
2006; Takala et al., 2011).
To overcome these problems, the GlobSnow consortium has introduced a new dataset
of SWE that is based on an assimilation scheme that uses passive satellite microwave
radiometer data and in situ measurements of snow depth (Pulliainen, 2006) in combination
with a time-series melt-detection algorithm (Takala et al., 2009). The combination of
these two algorithms yields information about SWE and of the extent of snow cover. The
passive microwave data includes radiometer information of SSMR for 1979-1987, SSM/I
for 1987-2002 and AMSR-E for the period 2003-2009. Additional station data of snow
depth collected by ECMWF from national observing networks were used. The Helsinki
University of Technology (HUT) semi-empirical snow emission model was used to interpret
the passive microwave radiometer data and to calculate the SWE estimates. A detailed
description of these methods was published by Takala et al. (2011).
SWE estimates together with the accuracy estimate and the information of snow extent
were produced with a resolution of 25× 25 km grid cells in a Lambert’s equal-area az-
imuthal projection for the Northern Hemisphere land surface. Mountainous regions were
masked out because of poor algorithm performance in regions with strong orographic
complexity (Takala et al., 2011).
A validation study of the GlobSnow SWE retrievals was performed for the years 1980-2010
(Takala et al., 2011). The SWE estimates were compared for Eurasia against INTAS-
SCCONE snow course measurements (Kitaev et al., 2002). This study demonstrated
RMSE values of 30 to 40 mm for SWE values below 150 mm. The uncertainty of SWE es-
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timates increased RMSEs up to 45 mm for Eurasia when the complete dataset was assessed.
Takala et al. (2011) also compared the performance of the SWE assimilation technique
against the SWE retrievals of NSIDC global monthly SWE climatology (Armstrong et al.,
2007), which are obtained by a standalone passive microwave algorithm. They found a
clear improvement in RMSE and bias error. In their study, they acknowledge that further
improvement is needed to better account for land cover and forest properties and the eﬀect
of lakes.
FSUHSS Data
To cross-check whether the results are valid using reference data other than that of Glob-
Snow, the SWE estimate of CCLM is compared with in situ observations of SWE pro-
vided by Former Soviet Union Hydrological Snow Surveys (FSUHSS) (Krenke, 2004). This
dataset provides SWE measurements over a snow course transect near World Meteorolog-
ical Organization stations. The observations are available from 1966-1996, were taken 3
times per month and represent an average of 20 measuring points. However, the station-
based comparison is restricted to single point measurements being sparse (particularly, in
the northern parts of the model domain), snow measurements suﬀer from uncertainties
as well, e.g., because of wind-induced redistribution. Additionally, the results can be af-
fected by the grid box versus station comparison; one grid box represents a mean area of
∼ 2500 km2.
7.3 Methods
To assure reasonable comparison with model data, the daily L3A-product (v1.2) is used
as one of the available products with no postprocessing applied (e.g., a 7-day sliding
time window aggregation). This daily product of GlobSnow has the disadvantage that it
contains several missing days, and in certain months, e.g., May, June and September, data
availability is reduced to single days because the assimilation algorithm was not able to
produce good SWE output. The reasons for erroneous retrievals include missing data of
weather stations or unusable satellite data. Particularly in late spring and early autumn,
problems with SWE retrieval occur because of diﬃculties in using radiometer data when
a thin snow layer or wet snow is predominant.
Therefore, no standard seasons are considered; the analysis is restricted to single months.
January and April are chosen as representative months of snow accumulation and the
beginning of the melting period for the southern regions in which suﬃcient daily data over
the long-term period of 1987-2010 is available. Unfortunately, no fall month representing
the beginning of snow accumulation can be considered because of a shortage of daily
data from GlobSnow over the considered years. Additional missing values occur over
mountainous regions and water bodies.
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The monthly mean values are calculated from daily SWE data. Missing values that occur
in GlobSnow are excluded from all datasets before the monthly mean value of each dataset
is calculated. This study uses daily data from 1987 until 2010. 1987 was the year when the
Special Sensor Microwave/Imager (SSM/I) began to operate and daily data was available.
Using SSM/I ascending and descending data, it is possible with daily data to cover all
land areas north of ∼ 20 ◦N. The SWE product of GlobSnow also includes the information
about the snow cover’s extent (SCE) where 0mm denotes snow-free areas and >0.001mm
means areas with full snow cover (snow extent 100%). A better choice would be to take
a direct SCE dataset (e.g., the NOAA IMS SCE product) instead of using the GlobSnow
SWE product to derive the SCE information because of the uncertainties in the wet/dry
snow masking. However, as the NOAA IMS SCE dataset is used within the assimilation
of ERA-Interim, for example, an independent intercomparison would not be possible.
The spatial distribution of SCE – here the frequency of snow-covered days during April
averaged for 1987-2010 after masking all daily datasets according to the relevant criterion
is considered ﬁrst. With this information, it is possible to compare whether similar grid
boxes are covered by snow or are snow-free. To obtain a quantitative comparison, the
diﬀerences in snow cover frequency for all datasets are calculated against GlobSnow. Thus,
all datasets are interpolated on the same spatial resolution as CCLM on a geographical
grid.
To give an overview of the spatial distribution of SWE in that region, in a second step,
spatial patterns of the mean monthly SWE for January and April of GlobSnow are shown,
CCLM and ERA-Interim. As it is necessary to account for the underlying uncertainty
information of the satellite-derived SWE, spatial monthly mean SWE ﬁelds of CCLM,
ERA-Interim and reanalyses are not directly compared with GlobSnow. Instead, rather
spatial averages were computed for several subregions for SWE and uncertainty estimates
and this is compared to the diﬀerent datasets within the calculated uncertainty range.
Regional averaged analysis of SWE data is undertaken by decomposing the model domain
into seven subdomains as presented in Fig. 2.1.
The GlobSnow SWE data is originally available in EASE-Grid projection and the SWE of
CCLM is interpolated into the geographical coordinate system at 0.44 spatial resolution.
The original projection and spatial resolution of reanalyses data are kept and masks are
used for selecting single regions. Multi-year monthly means, standard deviation and tem-
poral correlation are calculated for all the months in which more than 20 years of SWE of
GlobSnow within the time period 1987-2010 are available. The time series presented here
exclude the monthly mean if GlobSnow has more than 3 missing values. The uncertainty
range of GlobSnow is calculated as the standard deviation of the accuracy estimates.
There are 2 types of data analyses conducted. On the one hand, the spatial patterns of
snow cover frequency for April averaged over 1987-2010 are examined for all considered
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datasets. Additionally, we present the spatial distribution of mean monthly SWE for
GlobSnow, CCLM and ERA-Interim. On the other hand, we consider area averages of
subregions to evaluate the regional variations of all the diﬀerent datasets for monthly
mean, multi-year monthly and multi-year monthly standard deviation of SWE in January
and April.
To determine a direct measure of association to GlobSnow, the temporal correlation of
monthly mean SWE is calculated using the Kendall rank correlation coeﬃcient. This
non-parametric correlation is applied because the monthly mean SWE of January and
April does not follow a normal distribution. The statistical signiﬁcance of the correlation
coeﬃcient is deﬁned at the 95% level. No temporal correlation of monthly mean SWE
for April or January among the years is evident from the autocorrelation function of the
observed dataset.
To compare in situ observations of SWE given by FSUHSS, we consider 2 subregions
of the middle domain where most of the station data is available. Those stations that
are within these subregions are selected and the corresponding nearest neighboring grid
boxes of CCLM and ERA-Interim are extracted. The other subregions are disregarded
due to limited station number. Only days with SWE measurements are extracted from the
gridded datasets. Monthly averages are calculated and averaged over all available stations
and grid boxes per subregion. The comparison starts 1979, when ERA-Interim begins,
and ends with the data availability of FSUHSS in 1996.
7.4 Results and Discussion
7.4.1 Spatial patterns of snow cover frequency
The ability to reproduce the extent of the large-scale distribution of snow extent over
Siberian land areas by CCLM and reanalyses is critical with respect to the surface albedo
and, therefore, with respect to the amount of energy available to turbulent and radiant
energy exchange. The onset and the melting of snow during the transition seasons of fall
and spring is of particular concern. With respect to the fall season, the data coverage
of GlobSnow was not suﬃcient throughout the years. Therefore, only the spring period,
represented here through April, can be considered. In Fig. 7.1 the absolute frequency of
snow covered days of April averaged over 1987-2010 is ﬁrst illustrated for the whole model
domain for GlobSnow. The other panels illustrate absolute diﬀerences in the frequency
for the single datasets against GlobSnow. In some areas, e.g., the Sayan Mountains in the
southwest, the white grid boxes indicate missing values because GlobSnow product does
not deliver data that makes the evaluation for these regions impossible with this reference
dataset. This is a signiﬁcant disadvantage for this study because the potential of a RCM
providing an added value is expected to be in areas with strong orography.
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Figure 7.1: Absolute frequency of snow covered days over land points of model CCLM domain during
April between 1987–2010 for GlobSnow (upper row left) and diﬀerences for the remaining datasets against
GlobSnow. White boxes within the model domain indicate missing values given by GlobSnow.
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the region down to ∼ 55 ◦N. West of Lake Baikal, the snow line is located more northward
than eastward of the lake. This pattern is similar to the long-term (1966-2003) monthly
snow cover frequency of the Northern Hemisphere for April provided by the NSIDC (not
shown here) that is derived from the Northern Hemisphere EASE-Grid Weekly Snow Cover
and Sea Ice Extent data set (Brodzik and Armstrong, 2013).
Absolute diﬀerences in the frequency of snow-covered days of CCLM to GlobSnow indicate
that CCLM has up to 10% more snow-covered days in the central section whereas it
underestimates the frequency of snow-covered days by up to 10% in the northwestern and
northeastern parts of the Arctic and subarctic regions. These features are also visible for
all the reanalyses when compared to GlobSnow. In general, the spatial pattern of the
diﬀerences of snow-cover frequency that the CCLM hindcast illustrates is similar to that
shown by NCEP-R1. Compared to NCEP-R1 and NCEP-R2, CCLM shows more grid
boxes with 20-40% of days that are additionally snow-covered south of 50 ◦N. CCLM,
NCEP-R1 and NCEP-R2 underestimate the frequency of snow cover in South Siberia
particularly in northern parts of Mongolia, south of Lake Baikal. Thus, the snow retreat
takes place earlier than presented by GlobSnow.
A special feature of NCEP-R1 and NCEP-R2 becomes obvious for the coastal regions of
Siberia in which the frequency of snow cover in April is lower than presented by GlobSnow,
and some grid boxes show an underestimation. Here, CCLM can show an added value being
in the same range of frequency of snow-covered grid boxes as GlobSnow. NCEP-CFSR and
ERA-Interim with higher spatial resolution overestimate the snow cover frequency during
April to be more pronounced at approximately 48-55◦N. The overestimation in large parts
of that region is approximately 20-40% and even 40-60%; this indicates that the snow-
cover extent persists longer at these latitudes. In the southernmost parts NCEP-CFSR
and ERA-Interim show an underestimation but less pronounced than CCLM, NCEP-R1
and NCEP-R2. Here, snow-covered-days are less frequent than in GlobSnow during April,
which makes the melting stronger.
7.4.2 Spatial distribution of mean monthly SWE
Fig. 7.2 presents the spatial distribution of mean SWE during 1987-2010 for January and
April for GlobSnow, CCLM and ERA-Interim. The uncertainty range of GlobSnow is
disregarded, i.e., the SWE ﬁelds just serve as a general overview. During January almost
the entire domain north of 50◦N is covered by snow with more than 25 mm SWE. The
highest values occur in the northwestern part of Siberia at up to 200mm. Even higher
values occur in that section during April with a slight northward shift. During April, the
southern section with values from 0-25mm are now more expanded to the north, which
indicates the started melting period moving northward. It is evident in the GlobSnow
data that the spatial patterns of SWE are very smooth with low spatial detail despite the
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Figure 7.2: Long-term mean of SWE [mm] (1987–2010) of GlobSnow, CCLM and ERA-Interim for January
and April. White boxes within the model domain indicate missing values of GlobSnow.
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25 km original resolution. Matias Takala, one of the authors of the GlobSnow product,
comments (personal communication, April 2013): ”Although one underlying reason for the
smoothness is the kriging interpolation one has to bear in mind that assimilation algorithm
is adaptive and thus other factors also do contribute the ﬁnal result. In fact it is possible
to add more spatial details by giving more weight to satellite interpretation of SWE but
we spent a considerable time to adjust the parameters to get the most accurate estimates
of SWE. We are in the process of developing next version of GlobSnow product and it
will, among other, implement new version of snow emission model, taking into account
diﬀerent land use (taiga and tundra for example) and also take into account variable snow
density. I am quite conﬁdent that we get some improvement in terms of spatial details
too.”
By contrast, CCLM is able to add spatial detail. This is evident at the mountain ranges,
e.g., at the highest elevation of the Central Siberian Plateau east of West Siberian Plain,
the Stanovoy Range northeast of Lake Baikal, and the Verkhoyansk Mountains east of
Lena river basin. Here, GlobSnow cannot deliver data because of shortcomings in data
retrieval. During January and April, CCLM is able to locate the peaks of SWE as shown
by GlobSnow. During January, CCLM mostly underestimates SWE – up to 25 mm with
maximum values in the central part of the region. CCLM overestimates SWE in the coastal
regions and along the border of Verkhoyansk Mountains. During April, the western part
of the domain and Stanovoy Range is mainly characterized by a strong overestimation,
compared to GlobSnow. The maximum values of SWE along the Central Siberian Plateau
agree well with the maximum SWE pattern given by Bulygina et al. (2011), who analyzed
SWE from snow course survey data collected at 958 meteorological stations in Northern
Eurasia from 1966 to 2010. This coincides with the results noted by Brown and Mote
(2009), who used the SWE climatology derived from the daily global snow depth from
the Canadian Meteorological Centre. A more detailed comparison is restricted because of
varying analyses and SWE patterns with less regional detail.
Less orographic detail within the SWE patterns is visible e.g., in the Lena river basin
in ERA-Interim because of the coarser spatial resolution. During January, ERA-Interim
has more pronounced maximum values in the northwest of the domain along the western
border of the Central Siberian Plateau than GlobSnow. This peak of snow accumulation
in that area coincides with the pattern of SWE climatology (1958-2002) during January
for ERA-40 presented by Cliﬀord (2010). In April, the spatial pattern of SWE distribution
is in better agreement with GlobSnow than CCLM. During both months, ERA-Interim
presents certain features with high SWE values within the model domain that are not
given by GlobSnow and CCLM.
CCLM shows higher SWE values in mountainous terrain than ERA-Interim. This might
be explained by the eﬀect that precipitation increases with higher resolutions and improved
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representation of complex orographical features as shown by Giorgi and Marinucci (1996)
for Europe. Kunz and Kottmeier (2006) discussed the overestimation of precipitation
with respect to orographic lifting. Also Rojas (2006) found large positive precipitation
bias at high altitudes in South America. She suggested that this eﬀect is related to better
representation of steeper mountain slopes that inﬂuence the divergence of the horizontal
wind ﬂow, the vertical velocity, and the precipitation on the upward slope and at the top
of the mountains.
7.4.3 Regional characteristics of SWE
To analyze the added value of the SWE hindcast relative to the forcing and the quality
compared to more recent reanalyses, spatial averages for several subregions are considered.
This makes it possible to analyze all the datasets together with the uncertainty range given
by GlobSnow. The long-term means of January and April given by CCLM, GlobSnow
and reanalyses averaged over 1987-2010, which represents a characteristic monthly SWE
during snow accumulation and melting period are compared. Fig. 7.3a illustrates that
all datasets show more SWE than presented by NCEP-R1 for all subregions except the
southern domains. No latitudinal variation occurs in NCEP-R1 for January and only
marginally in April in the southern regions. GlobSnow (as a reference), show the contrary,
i.e., a north-south gradient from Arctic to the southern subregions with less SWE of arctic
regions than in the middle domains and decreasing values southward.
In January, the higher values of AW compared to AE (which can be observed in all
data sets except NCEP-R1) match with climate conditions during the winter in Siberia.
From November to March, Siberia is dominated by the Siberian high pressure system
centered southwest of Lake Baikal (Przybylak, 2003). The relatively infrequent eastward
propagating cyclones with moist air masses from the Atlantic occur mainly in the northern
regions. The decreasing moisture source explains the decline in snow and SWE eastwards
of AW and MW. MW presents the highest value of SWE that is evident from GlobSnow,
ERA-Interim and CCLM. This region is located in the West Siberian Lowlands in which
the Central Siberian Highlands act as barrier and favor orographically induced solid and
ﬂuid precipitation. In the direct dataset comparison it is evident that CCLM reproduces
SWE well for January compared to GlobSnow, whereas NCEP-R1 is clearly outside the
uncertainty range given by GlobSnow, except for SW and SE. The poor performance
of NCEP-R1 is related to erroneous snow analysis, which was previously documented by
Kanamitsu et al. (2002) and further discussed in the study by Khan et al. (2008). However,
this shows the added value of CCLM compared to NCEP-R1 for January and the beneﬁt
in using this RCM to generate more realistic SWE than its driving reanalysis provide.
NCEP-R2 is in better agreement with GlobSnow than NCEP-R1, except for SE. ERA-
Interim reproduces the regional SWE distribution of satellite-derived SWE but tends to
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Figure 7.3: (a) Regional variations of multi-year (1987–2010) monthly mean of SWE [mm] for January and
April for CCLM, NCEP-R1, NCEP-R2, NCEP-CFSR, ERA-Interim and GlobSnow. The gray shades with
hachures represent the uncertainty range of GlobSnow; (b) temporal correlation of monthly mean of SWE
(1987–2010) of each dataset versus GlobSnow, statistical signiﬁcant coeﬃcients deﬁned at the 95% level
are marked with black hachures; (c) multi-year monthly standard deviation of SWE [mm] for 1987–2010.
Locations of considered subregions (AW, AE, MW, MM, ME, SW and SE) are presented in Fig. 2.1.
overestimate SWE. The largest discrepancies occur for the Region MM, where ERA-
Interim is outside the uncertainty range of GlobSnow. Except for AW, the ERA-Interim
is in less agreement with GlobSnow than with the CCLM hindcast. In the subregion SE,
SW and AW, NCEP-R2 presents higher SWE than ERA-Interim. This coincides with the
results found for the Amur river basins in Khan et al. (2008), in which they compared the
SWE of NCEP-R2 with ERA-40. NCEP-CFSR shows the regional variations of SWE but
underestimates SWE for all subregions and is even outside the uncertainty range for the
middle Siberian regions. Therefore, it can be concluded that CCLM for January provides
an even more realistic datset than ERA-Interim and CFSR.
In April, CCLM overestimates SWE in all subregions compared to GlobSnow data. CCLM
is even outside the uncertainty range of GlobSnow for the subregions AW, MW, MM
and ME, which shows higher values than ERA-Interim. ERA-Interim is clearly in better
agreement with the satellite-derived SWE data for AW, MW and SW, although SWE is
overestimated as well. This overestimation is particularly pronounced in the regions MM
and ME.
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The best agreement between NCEP-R2 and ERA-Interim is evident for SE in April whereas
the diﬀerences were higher in January. This is similar to the study by Khan et al. (2008)
comparing NCEP-R2 and ERA-40 for the Amur River basin.
NCEP-R1 shows again almost no regional variations of SWE and is outside the uncertainty
range of GlobSnow except that the regions SW and SE are close to the values presented
by GlobSnow. In most regions south of the Arctic Circle, the beginning of the snowmelt
period is indicated by decreasing SWE values of GlobSnow.
For all subregions, NCEP-R2 is in good agreement with GlobSnow and within the uncer-
tainty range. For the regions MW, MM and ME, almost no variations are evident. Except
for NCEP-R1, CFSR has the lowest SWE for all subregions and falls oﬀ the uncertainty
estimate of GlobSnow for MW, MM and SW. Additionally, only small regional variations
are obvious.
The overestimation during melting of the snow pack, which is the case in southern regions,
is a common feature of climate models. Various state-of-the-art global climate models
overestimate the snow mass of the Northern Hemisphere, particularly in spring (Cliﬀord,
2010; Raeisaenen, 2008; Roesch, 2006). As noted by Roesch (2006), the reasons for the
surplus of snow amount and delayed melt in spring might be excessive snowfall rate,
temperature biases and poor representation of the snow melt processes. Another reason
might be related to the absence of subgrid snow cover heterogeneities that lead to a snow
cover that does not gradually abate (Liston, 2004). Deﬁciencies in the snow melting
processes because of missing fractional snow cover leading to overly high albedo and the
overestimation of precipitation (not shown here) are reasons that are evident in CCLM.
Even though CCLM produces considerably more SWE for several regions than GlobSnow,
an added value can be observed in terms of the regional variations that are more re-
alistically described in CCLM than in NCEP-R1. Nevertheless, it might also highlight
shortcomings in snow cover simulations, especially during melting seasons, that must be
addressed in future work. However, the overestimation might also be related to the bias
for GlobSnow to underestimate SWE under deep snow conditions, as discussed by Takala
et al. (2011). This aspect will be investigated in Section 7.4.4 by comparing with FSUHSS
ground data.
To determine a measure of association provided for SWE between CCLM, reanalyses and
GlobSnow, the temporal correlation of the monthly mean SWE using the Kendall rank
correlation coeﬃcient were calculated. Statistically signiﬁcant coeﬃcients at the 95% level
of conﬁdence are marked with black hachures in Fig. 7.3b. In January for all subregions,
CCLM shows signiﬁcantly high correlations with a maximum of approximately 0.8 in ME.
Except for SW and SE, ERA-Interim shows higher correlations than CCLM. We ﬁnd lower
correlations of NCEP-CFSR for all subregions. NCEP-R1 even shows negative correlations
of approximately -0.2 in MM.
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Figure 7.4: Time series of mean January SWE [mm] (1987–2010) for all considered datasets for diﬀerent
subregions. The gray shaded area represents the uncertainty range of GlobSnow. Data gaps occur where
GlobSnow provides SWE with more than 3 missing days per month. These months are excluded in all
datasets.
In April, CCLM shows statistically signiﬁcant correlations between 0.3 and 0.7 for all sub-
regions. Except for AW and MW, higher correlations are given by ERA-Interim, NCEP-
R2 and CFSR. It is notable that CCLM shows higher rank correlation coeﬃcients than
ERA-Interim with GlobSnow because of better agreement in rank orders, although CCLM
overestimates the multi-year mean SWE for April for MW, MM, ME, and SW. Despite
the low long-term mean, for the April SWE of NCEP-R1 in certain regions, such as MW,
ME and SE, there are correlations between 0.4 and almost 0.6.
7.4.4 Interannual variability of SWE
In the previous section, it was evident for the multi-year monthly means that CCLM
is in good agreement with the remote-sensing-derived SWE during the cold season but
overestimates SWE in April.
To assess the added value of CCLM in terms of interannual variations of these character-
istic months, Fig. 7.3c provides the multi-year monthly standard deviation. In NCEP-R1
almost no interannual variations occur for January and April. The deviation of the long-
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Figure 7.5: As Fig. 7.4. – mean April values are shown.
ment to GlobSnow is given by CCLM which tends to slightly overestimate the standard
deviation, particularly for the MW region. CCLM captures the regional characteristics of
long-term monthly standard deviation in April well, compared to GlobSnow who has an
overall slight overestimation, particularly for AE, ME and SW. In terms of January and
April CCLM provides more realistic detail, thus, it provides an added value to NCEP-R1
and a higher quality than NCEP-R2. NCEP-R2 illustrates the highest discrepancy com-
pared to GlobSnow, which is particularly pronounced for ME in April. High standard
deviations are also evident for NCEP-CFSR in January for the region MW and in April
for ERA-Interim in the region MM.
To explain the long-term monthly standard deviations, Figures 7.4 and 7.5 presents the
time series of monthly mean SWE. The high standard deviations in January and April
of NCEP-R2 for all subregions are caused by the sudden change of SWE from 1999 or
2000 onwards, with lower SWE in the following years. A pronounced sudden jump is also
obvious for ERA-Interim in 2004 for MM, which causes the high standard deviation in that
region. Earlier, ERA-Interim reveals a pronounced overestimation and fewer interannual
variations than were presented by GlobSnow and CCLM in all regions until 2001. After
2003, ERA-Interim moves closer to the satellite-derived SWE data for the regions AW,
AE, and MW regions. The temporal inconsistency is very pronounced in MM and SE. An
explanation of this sudden change might be the geolocation errors that have aﬀected the
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Figure 7.6: Diﬀerences of monthly mean SWE [mm] of CCLM and ERA-Interim compared to FSUHSS
measurements for the subregions MM and ME for January and April. All available transect data and
corresponding grid boxes are averaged over each considered subregion
ERA-Interim snow analyses from July 2003 onwards, as discussed by Dee et al. (2011).
Unfortunately, the analysis of Khan et al. (2008) ends in 2000, so that no comparison can
be made afterwards. They showed the averaged interannual variability of annual SWE
for ERA40 and NCEP-R2 over the Amur river basin. During all the years, NCEP-R2
overestimates SWE, which is a similar feature that is illustrated in our comparison of
NCEP-R2 and ERA-Interim for SE.
Deviations also occur in January in NCEP-CFSR in some regions with decreasing values
of monthly SWE until the year 2000 and a more pronounced decrease in 2009. In general,
NCEP-CFSR provides the lowest SWE throughout the years for January and April in all
subregions, except for NCEP-R1.
CCLM tends to overestimate SWE in AW in most of the considered years, whereas, in ME
and SE, SWE is underestimated by CCLM compared to GlobSnow. In general, CCLM
follows the temporal evolution of SWE within the given uncertainty range of GlobSnow.
High discrepancies are shown by the NCEP-R1 SWE in comparison to all other datasets.
Almost no variation occurs throughout all the years, with values of approximately 30 mm
per month. Except for the southwest region where the SWE values from GlobSnow show
the same range, NCEP-R1 is clearly outside the observed SWE uncertainty range. Because
of the erroneous snow processing of NCEP-R1, as discussed in (Kanamitsu et al., 2002), the
SWE for the entire considered Siberian region can be regarded as unrealistic. This shows a
clear added value of CCLM during the cold season, with GlobSnow as reference data. The
approach of dynamical downscaling of NCEP-R1 reanalysis using CCLM can add realistic
details in terms of SWE because of its own model physics of 1987-2010 to NCEP-R1.
Even compared to ERA-Interim for 2003-2010, NCEP-R2 and NCEP-CFSR CCLM is in
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better agreement with GlobSnow. This clear added value cannot be observed in April. By
contrast to January, the CCLM-simulated SWE for April shows an overestimation for all
considered subregions. In most of the years, CCLM is even outside the uncertainty range of
GlobSnow, except for the southeast region. Here, ERA-Interim is in better agreement with
GlobSnow, whereas in certain subregions the sudden change in the presented time series is
again visible after 2003, which leads to higher SWE values than estimated by GlobSnow.
Even though CCLM overestimates SWE, this overestimation is consistent with time; this
is by contrast to ERA-Interim and NCEP-R2, which show temporal inconsistencies in
their SWE estimates.
As discussed in Section 2.3.1, the SWE estimate of GlobSnow might be problematic during
the melting period. To conﬁrm whether the overestimation of CCLM during April is not
caused by the potential erroneous estimate of GlobSnow, the SWE hindcast and ERA-
Interim was compared with in situ measurements of the FSUHSS dataset. Station data of
the 2 subregions MM and ME are considered, as in that part of the region the overesti-
mation of CCLM is pronounced and most of the station data is available. Unfortunately,
the datasets end in 1996, i.e., the time series overlap only for 8 years.
Fig. 7.6 presents the diﬀerences of monthly mean SWE averaged from all available stations
and the corresponding grid boxes selected for the subregions MM and ME for January and
April 1979-1996. The number of stations with available data changes over time in MM
(between 5 and 19 in January and between 8 and 19 in April) and ME (between 4 and 14 in
both months). Throughout the considered time period, ERA-Interim mostly overestimates
SWE in January, both in MM and ME, with a maximum in ME for 1990 of 70mm. For
the subregion ME, CCLM varies between an over- or underestimation within the range
of -20 to 30mm but is in general in better agreement with the FSUHSS data than does
ERA-Interim. For MM, CCLM is more consistent with the station-derived spatial average
than ERA-Interim, except for 1990-1993.
These features are consistent with the time series presented in Fig. 7.4 and 7.5 in which
GlobSnow was used as reference data. More notable is that the overestimation of CCLM
during April is also visible when FSUHSS transect measurements are used as a reference.
Except for 1990-1993 in MM and 1993 in ME, CCLM presents higher SWE with a maxi-
mum in 1996 of more than 100mm. It can be concluded that the overestimation of CCLM
is a general feature and not dependent on the reference dataset of GlobSnow.
7.5 Summary and Conclusions
A regional climate model hindcast of CCLM has been obtained over the past 60 decades by
means of dynamical downscaling of NCEP-R1. The aim was to provide a better gridded
dataset with enhanced spatial resolution and temporal availability than that provided by
satellites and global reanalyses in that data-sparse region of Siberia. This study demon-
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strates the potential and limitations of the hindcast for the example of SWE as an impor-
tant parameter in that domain. On the one hand, it contains an assessment of the added
value with respect to the SWE estimate given by NCEP-R1 itself and, on the other hand,
it provides an intercomparison between the CCLM data and further global reanalyses.
The aspects examined in this paper include frequency of snow coverage, spatial distribu-
tion of mean monthly SWE, regional characteristics and interannual variability of SWE
for January and April. As reference data, we choose a satellite-derived SWE product of
ESA GlobSnow to perform the assessments of the regional SWE hindcast area-wide.
In terms of the spatial distribution of the frequency of snow cover during April, CCLM is
in good agreement with GlobSnow presenting (particularly in the coastal areas) more days
with snow cover than NCEP-R1 and NCEP-R2. The greatest discrepancies to GlobSnow
occur at the southernmost extent of snow cover for ERA-Interim and NCEP-CFSR.
Compared to GlobSnow, CCLM indicates a clear added value in representing more realistic
information for SWE compared to NCEP-R1, according to the spatial distribution of the
considered mean monthly SWE. CCLM provides more spatial detail along the Lena river
basin, for example, than GlobSnow and ERA-Interim. During January and April, CCLM
captures the location of maximum snow accumulation given by GlobSnow but tends to
overestimate SWE during April, mainly along the Central Siberian Plateau. This might
be related to the eﬀect of increased precipitation at higher resolutions or delayed melting
and intensive snow accumulation because of the overestimation of snowfall rate or poor
representation of the snow melting processes. The absence of fractional snow cover within
CCLM might also be plausible.
The SWE product of NCEP-R1 does not represent any of the regional and temporal
variations of SWE for the considered subregions, except for southern parts. Herein it is
demonstrated that it is possible to provide more realistic historical SWE ﬁelds for the
past 60 years than NCEP-R1 oﬀers, which justiﬁes the computational eﬀort in applying a
regional climate model. This added value compared to NCEP-R1 was expected because
of erroneous SWE ﬁelds of NCEP-R1 that are already well documented. It also shows,
however, that the technique of dynamical downscaling of atmospheric forcing ﬁelds (e.g.,
pressure, wind, etc.) provided by NCEP-R1 can be used to derive SWE ﬁelds back to
1948 with more realistic information than the reanalysis product itself can present. It is
possible because of the model physics of the RCM, e.g., snow parameterization and ﬁner
resolved regional features, such as orography and land cover. This is evident for the entire
SWE ﬁeld even for mean values.
Because of the known poor quality of NCEP-R1 data, the output is additionally compared
to the SWE ﬁelds of newer reanalyses datasets in order to assess the ability to compete
with these datasets. The SWE of the regional hindcast is more homogeneous in time than
ERA-Interim in presenting a spurious jump in 2003, obvious in certain subregions. A
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temporal inconsistency is also evident in NCEP-R2 near 1999-2001, explaining the highest
multi-year monthly standard deviation among the considered datasets. The CCLM hind-
cast of SWE can even compete with the newest generation of NCEP reanalysis (CFSR) at
38 km resolution that underestimates SWE in many subregions. Particularly in periods of
snow accumulation, the CCLM hindcast is in better agreement with GlobSnow. However,
as clearly shown by the SWE overestimation of CCLM in April (both compared to Glob-
Snow and to the snow survey measurements of FSUHSS), there is still an obvious model
deﬁciency that must be addressed to justify the RCM application, even in snow-dominated
cold regions such as Siberia.
It should be stressed that the results are dependent on the quality of the reference data of
ESA GlobSnow. The used GlobSnow product show coarse SWE patterns that were, among
others, caused by kriging interpolations methods. The spatial detail might be improved
in future products in which, e.g., variable snow density and diﬀerent land use types are be
taken into account (Takala et al., 2011).
Nevertheless, this study shows that the regional CCLM hindcast of SWE can add more
realistic information to the global product of NCEP-R1 and provide a better quality in
temporal consistency compared to many of the recent reanalyses for the years after 1987.
It is important to demonstrate the discrepancies between existing global reanalyses and to
propose an alternative climatology of historical SWE. Using atmospheric ﬁelds of NCEP-
R1, it is possible to derive a regional data set of historical SWE ﬁelds over the past decades
that are not provided by newer reanalyses. Temporal inconsistencies of NCEP-R1 before
1987 due to changes in the observing systems (e.g. the use of satellite observations since
the late 1970s) and their impact on the regional climate model hindcast were assessed in
Chapter 5. In general, to assess long-term changes and trends with more spatial detail, a
regional multi-decadal data set is necessary for that data-sparse region of Siberia.
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8 Recent Changes of Siberian Snow Cover
8.1 Introduction
Amidst the context of ampliﬁed long-term temperature increase in northern high-latitudes
of Eurasia compared to other regions (Serreze et al., 2009) and observed retreat of arctic
sea ice extent (Serreze et al., 2007; Stroeve et al., 2012), contrasting trends in seasonal
temperature and also snow cover have occurred in recent years over Siberia (Cohen et al.,
2012).
Several studies exist that deal with snow cover changes mostly with respect to snow cover
extent in Eurasia using satellite data (Dery and Brown, 2007; Derksen and Brown, 2012)
but less studies focus on changes of other snow cover characteristics over Siberia such as
snow amount or accumulation (snow depth or SWE), snow cover duration, timing of snow
cover (onset and end of snow cover and melt). Results seem to be contrasting at ﬁrst but
discrepancies are related mostly due to their diﬀerent behavior in change (Groisman and
Gutman, 2012).
Whereas snow cover extent over Siberia has declined in spring, it has not decreased con-
siderably during winter (e.g., Bulygina et al., 2011; Derksen and Brown, 2012; Groisman
et al., 2006; Groisman and Gutman, 2012). According to Bulygina et al. (2011) who used
snow survey data from 1966 to 2010, the duration of snow cover has decreased over west
Siberia due to earlier onset of snowmelt (Bulygina et al., 2011). In contrast, maximum
snow depth and the number of days with snow depth above 20 cm have increased over
many parts in Siberia (Bulygina et al., 2009, 2011). Studies done by Bulygina et al. (2011)
showed an overall tendency of increasing or steady maximum SWE during winter season
since 1966.
In general, the response of snow amount to atmospheric and surface condition is complex
and depends on the spatial and temporal scales with large regional and altitudinal varia-
tions (Brown and Mote, 2009; Callaghan et al., 2011; Bulygina et al., 2011). Most studies
of accumulated snow amount are based on interpolated snow survey data which are lim-
ited by spatial and temporal gaps in the data coverage and are constrained by unevenly
distributed in situ snow observations especially in mountainous areas and high latitudes.
To date, temporal dynamics and changes of snow cover over Siberia during the diﬀerent
snow seasons, especially of SWE which is important for water supply, have not been fully
explored at regional scale. This section examines spatial and temporal patterns of seasonal
SWE across the considered Siberian domain for recent decades together with trends of air
temperature and precipitation to provide a regional detailed overview of recent changes
and variability. As accumulated snow amount - here shown by SWE - demonstrate a
diﬀerent behavior in terms of interannual variations and change than snow extent (Ge
and Gong, 2008; Roesch, 2006), additionally the variability of seasonal snow cover extent
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(SCE) is investigated to gain a more precise overview of recent and ongoing changes in
that region.
8.2 Data and Methods
In this study, spatio-temporal changes and interannual variability accumulated snow amount,
as described by SWE, and of SCE are considered. SCE is derived by applying the threshold
> 0.01mm of SWE. SWE of both hindcast simulations are used when temporal variations
are considered. In case recent changes from 1979-2010 are investigated, only the NCEP-R1
driven hindcast is used. As already stated in Chapter 6, before 1979 the hindcast data
of CCLM-NCEP1 is uncertain due to temporal inconsistencies that are introduced by the
NCEP-R1 reanalysis. In order to consider simulated SWE ﬁelds going back further in
time, the ERA40-driven hindcast from 1968 to 2001 are additionally used.
Speciﬁc snow-related seasons for Siberia within the snow year (from July to June of the
current year) deﬁned by Bulygina et al. (2011) and Groisman and Rankova (2001) are
assessed. These are fall (October to November), winter (December to March) and spring
(April to May). Besides the consideration of spatial distribution of mean seasonal SWE
and linear trends of 2m air temperature and precipitation, regional averaged analysis of
these three variables is carried out by the same seven subdomains as used in previous
analyses which have already been presented in Fig. 1.
Trends in each season and variable are computed using a linear regression with the least
squares method. Statistical signiﬁcance is tested using the non-parametric Mann-Kendall
trend test (Kendall, 1975; Mann, 1945) based on seasonal mean values to reduce autocorre-
lation. In a ﬁrst step, the trend patterns of winter mean SWE derived from CCLM-NCEP1
hindcasts are compared to GlobSnow for the period 1987-2010. Afterwards, all three sea-
sons are presented from CCLM-NCEP1 for the years 1981-2010. To examine the temporal
variations of seasonal SWE and SCE, the 5 yr running means are calculated and included
in the time series.
8.3 Results and Discussion
8.3.1 Spatial distribution of seasonal SWE
Before recent changes in mean seasonal SWE are addressed, long-term seasonal means
(1981-2010) of SWE are presented. As snow cover is strongly related to temperature and
precipitation, those ﬁelds are additionally depicted (Fig. 8.1).
There is a general increases in SWE from fall to winter and spring season north of 60◦N
as snow continues to accumulate until spring season. As illustrated in Fig. 8.1, mean
SWE values during fall range mainly between 10 and 50 mm showing a strong north-
south gradient. Snow accumulation increases from midlatitudes to the colder regions with
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Figure 8.1: Mean seasonal patterns of SWE, 2m air temperature (T 2m), Precipitation (Precip) averaged
over the period 1981-2010 given by CCLM-NCEP1.
up to -30◦C during fall of the high-latitudes. Local maxima of SWE, that ranges up to
150 mm, occur along the western border and elevated regions of the Central Siberian
Plateau and Verkhoyansk Mountains north of 60◦N where precipitation is increased by
orographic lifting. During winter and spring season, snow accumulation is strongest in
the western regions of Western Siberian Lowland and Central Siberian Plain and again
in the elevated regions of Verkhoyansk Mountains, Stanovoy Range, Altai Mountains and
along the border to the sea of Okhotsk. The coastal areas and northern lowlands during
winter are characterized by low temperatures (minima can reach -35◦C) and relatively dry
conditions. Accumulated snow cover during winter season is therefore mainly a result of
snowfall during fall especially in the eastern part of the region.
The zonal distribution of presented long-term values of mean SWE during winter with
strongest accumulation along the Central Siberian Plateau is in agreement to the station-
based results over Northern Eurasia for the period of 1966-2010 presented by Bulygina
et al. (2011) and Kitaev et al. (2005). Bulygina et al. (2011), considered long-term mean
of maximum winter season SWE and Kitaev et al. (2005) mean SWE in February. However,
relative coarse spatial patterns of observed SWE have been illustrated due to limitations in
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Figure 8.2: SWE trend pattern of winter (DJFM) [mm/decade] averaged over the period 1987-2010 given
by CCLM-NCEP1 and GlobSnow. White boxes within the GlobSnow trends indicate missing values.
the coverage of snow survey data, so that a more precise comparison is restricted. Similar
patterns were further illustrated by Callaghan et al. (2011) mean annual maximum SWE
for 1998-2007 derived from the Canadian Meteorological Center snow depth analysis (Bras-
nett, 1999). Here, even more spatial detail is presented that show again more accumulation
in the high elevations of Verkhoyansk Mountains. The overall decreasing maximum SWE
from west to east can be partly related to the decreasing number of cyclones, as shown in
Callaghan et al. (2011).
8.3.2 Variability and change of seasonal SWE
To compare the trend patterns from the hindcast and GlobSnow as observational based
reference, the linear trend is calculated over the period of 1987 to 2010 in which GlobSnow
data is available. GlobSnow provide best data coverage during winter as already discussed
in Chapter 7. Consequently, the spatial patterns of GlobSnow are only presented for
winter season (Fig. 8.2). Statistical signiﬁcant trends at a 95% signiﬁcance level are
marked with grey dots. In general, the trend patterns show both in GlobSnow and the
CCLM reconstructed SWE ﬁelds, a strong spatial variability. However, the magnitude of
trends in GlobSnow is lower than in CCLM that partly corresponds to the smoother values
already shown in Fig. 7.2. Furthermore, more regional detail is presented in CCLM.
Both datasets show a slight decrease in mean winter SWE in recent years south of Lake
Baikal region in Northeast of Mongolia and northern China of 5mm decade-1 that range to
10mm decade-1 and even 20mm decade-1 in the reconstructed data. This negative trend is,
for certain grid boxes, statistically signiﬁcant and does agree with the observed decreases
of maximum SWE by Bulygina et al. (2011) for the period 1966-2010. A decrease in
SWE is also visible at the eastern side of Central Siberian Plateau and most parts of West
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Siberian Plain. Strong signiﬁcant decreases of SWE during the winter seasons in the recent
decades are evident according to CCLM in the most elevated parts at the Central Siberian
Plateau and Verkhoyansk Mountains up to 40mm decade-1, which is less pronounced in
GlobSnow.
Snow accumulation has increased strongest, according the presented two datasets, west,
northwest and northeast of Lake Baikal and along the coast of Sea of Okhotsk. Along
the Sayan Mountains and Stanovoy Range CCLM presents an increase up to 20-30mm
decade-1 and even to 40mm in certain regions. Increases of SWE were also reported in the
study by Bulygina et al. (2011). GlobSnow shows a similar pattern of SWE increase but
again with a lower magnitude of 20mm decade-1 than CCLM. Further regions that show
increasing trends in winter season SWE are located in the Northeastern towards Siberia
Far East ranging up to 10mm decade-1 (GlobSnow) and up to 30mm (CCLM-NCEP1),
however these trends are not statistically signiﬁcant. A more pronounced increase of 5-
10mm in GlobSnow and to 30mm decade-1 in CCLM is illustrated on the eastside of the
Verkhoyansk Mountains. Additionally, in the Northern Siberian Lowlands, CCLM shows
a strong increase of mean winter season SWE which is less pronounced in GlobSnow.
Contrasting trends between GlobSnow and CCLM are illustrated e.g. along the north-
western side of Tymyr Peninsula where CCLM presents a decrease in snow accumulation
(even statistically signiﬁcant for certain grid boxes) and GlobSnow a slight increase of
5-10mm decade-1. Along the Lena river delta, CCLM shows a slight increase whereas
SWE has decreased signiﬁcantly by 5mm decade-1 in GlobSnow. In the southern part
of Yamal Peninsula, winter SWE has slightly but signiﬁcantly decreased in CCLM but
has increased a bit further east. In contrary, GlobSnow shows for this domain a decrease
with more than 30mm decade-1. A similar heterogeneous pattern is also obvious in the
southeastern part of the domain.
To provide trend patterns over the climatological standard period of 1981-2010 and related
variables, trends of SWE, 2m air temperature and precipitation of all 3 snow seasons
provided by CCLM-NCEP1 are considered in Fig. 8.3. Trends of mean SWE for fall are
very heterogeneous showing mainly a slight decline or increase of -5 to 5mm decade-1
throughout the entire domain. Local maxima of increases in mean fall SWE occur along
e.g. the Central Siberian Plateau, Sayan Mountains and Verkhoyansk Mountains. These
regions correspond to regions where precipitation increases are predominant according
to CCLM-NCEP1. Besides the presented increasing temperature trend, shown in Fig.
8.3(except in the Lake Baikal region that show a decreasing trend of 0.5◦C decade-1), the
temperatures are still below 0◦C during that season, so that precipitation increase might
directly inﬂuence snow accumulation.
Trend patterns of SWE during winter over 1981-2010 are similar to the previously pre-
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Figure 8.3: Seasonal trend patterns of SWE, T 2m and Precipitation averaged over the period 1981-2010
given by CCLM-NCEP1. Signiﬁcant trends at the 95% level are indicated by gray dots.
amount of accumulated snow during winter includes snow from fall. This might be the
reason of similar trend patterns between winter SWE and precipitation during fall. In
general, during winter, temperature has decreased mainly by 0.5◦C decade-1 and to 1.5◦C
decade-1 in the Western Siberian Lowland. However, these trends are not statistically
signiﬁcant. In contrast, positive temperature trends are obvious in the southeast. Pre-
cipitation shows a slight negative trend in the northern parts and slight positive trend
along the western, eastern and southern parts of the model domain which are, in parts,
statistically signiﬁcant.
During spring north of 60◦N, CCLM-NCEP1 mainly presents a negative trend in SWE
except for Stanovoy Range and the lowland between Verkhoyansk and Chersky Range.
West of Lake Baikal, mainly an increase of SWE is shown and in the southerneast region
a negative trend which is presented in all three seasons. 2m air temperature shows almost
no or only slight increasing trend between 0 and 0.5◦C and to 1 or 1.5 ◦C along the coastal
regions and southeastern part. Certain domains present a slight negative trend.
These results obtained for winter mean SWE are in part consistent with the spatial pat-
terns achieved by Bulygina et al. (2011) for maximum SWE. They documented increases
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Figure 8.4: SWE, 2m air temperature (T 2m) and precipitation trends averaged over seven subregions for
the period of 1981-2010 derived from CCLM-NCEP1.
in central, northeastern and maritime eastern parts of Siberia, but decreases for the Baikal
region and in the Western Siberian Lowland north of 60◦N. However, the statistically sig-
niﬁcant decreases at the Central Siberian Plateau along 60◦N are not in agreement with
the study by Bulygina et al. (2011) that showed a positive trend for the same region. The
reduction of snow accumulation at southeastern region might be due to reduction in solid
precipitation that has also been stated by Bulygina et al. (2011) and Shmakin (2010),
shown here during fall and less pronounced during winter. In addition, the temperature
increase in fall might lead to less snowfall resulting in less accumulated snow during fall,
winter and spring. Increased solid precipitation during fall along the northwestern part and
along the coastal regions might be partly explained by enhanced water vapor that is avail-
able due to summertime sea ice reduction of Arctic Ocean which comes with easterly wind
circulation during prevailing Siberian High. Ghatak et al. (2010) suggested a linkage be-
tween retreating Arctic sea ice and snow cover due to increasing snowfall as a consequence
of enhanced availability of atmospheric moisture in association with rising temperatures
(Ghatak et al., 2012). According to Honda et al. (2009), the reduction of summer sea
ice might have impacts on the formation of stationary Rossby waves, which strengthen


















































Figure 8.5: Interannual variation and 5 year running mean of SWE [mm] per subregion of both hindcasts
for winter.
Fig. 8.3.
Spatial variability of changes in mean seasonal SWE is further determined by orographic
features as the Verkhoyansk Mountains which are characterized by a reduction of snow
accumulation mainly during winter and spring as well as the elevated parts of the western
border of Central Siberian Plateau. In contrast, most of the elevated regions illustrate
slight increases in mean SWE during fall season.
To get a general overview of interregional change patterns, trends averaged over single
subregions for the period of 1981-2010 from CCLM-NCEP1 are presented in Fig. 8.4.
During fall, only minor changes of SWE are evident whereas during winter and spring
stronger changes occur. In winter, an increasing trend of mean SWE between 4 and
5mm decade-1 in ME and SW and a slight one of 0.5mm decade-1 in AE is presented.
Strongest decreases are illustrated for MM with 3.5mm decade-1. During spring, SWE
has decreased strongest within recent decades in the subregion AW by 6mm decade-1 and
MM by 5.5mm decade-1. An upward trend of SWE during spring is given in ME, SW and
SE. The regional averaged trend patterns for 2m temperature look somewhat diﬀerent.
In all subregions, 2m air temperature increases are presented in fall and spring whereas
a cooling is evident during winter in all subregions except in SE. Strongest temperature
decreases are predominant in MW with 1◦C decade-1. Regional averages of precipitation
present positive trends during fall in all subregions most pronounced in ME by 4.5mm
decade-1 except of SW (-5mm decade-1).
Compared to fall season, stronger increases and decreases of regional averaged trends of
SWE are presented during winter and spring. Besides the presented trend patterns that
are calculated from CCLM-NCEP1 over the period 1981-2010, by adding the time series of




















































Figure 8.6: Interannual variation and 5 year running mean of SWE [mm] per subregion of both hindcasts
for spring.
CCLM-ERA40 for these 2 seasons it is possible to show the variability in diﬀerent regions
going back to 1968 for both reconstructions. Fig. 8.5 describes the interannual variation
of mean SWE during winter and Fig. 8.6 during spring for diﬀerent subregions. Thick
lines indicate the 5 year running means.
Both hindcasts show similar year-to-year variability of mean SWE. However, CCLM-
NCEP1 presents higher SWE values. A strong year-to-year variability is evident that
varies with region and season. Whereas in certain subregions such as e.g. SW, ME and
AE, a gradual increase of wintertime snow accumulation occurs, other regions such as e.g.
AW and MM vary considerably more showing a negative trend with especially pronounced
reduction of SWE in recent years. For SW, ME, AW and MM this pattern is similar in
spring season whereas in AE the tendency of decreasing SWE continues since 1997. In
general, a strong spatial diversity of trend patterns and variability is obvious.
8.3.3 Temporal variations of seasonal snow cover extent
As mentioned in Section 4.1, the consideration of seasonal SCE is an additional important
aspect when changes of snow cover are assessed. Fig. 8.7 shows the interannual variations
of snow extent for fall, winter and spring season averaged over the entire model domain.
Snow cover extent is derived from both hindcasts simulations. From 1968 to 2001 CCLM-
ERA40 is illustrated and from 1979 to 2010 CCLM-NCEP1. Both hindcast simulations
demonstrate similar year-to-year variations, whereas the snow cover extent derived by
CCLM-NCEP1 is in general larger throughout all seasons.
To illustrate the tendencies of changes of snow cover extent for all three seasons, the
5 year running mean is denoted in solid lines. In fall, a slight increasing tendency is shown
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from 1990 to 1998, and decreases in snow coverage to 2006 although a maximum in the
seasonal value in 2003 occur. After 2006 the snow cover extent has increased with a yearly
maximum in 2009 of 12.8 Mio km2. The obtained time series is similar to the results
presented in the study by Bulygina et al. (2011), who assessed interannual variations of
fall SCE (per cent of the area) averaged over the Russian Federation derived from weekly
NOAA/NESDIS satellite estimates. Around 2003 a record high is presented which is also
reproduced by CCLM-NCEP1 followed by a decreasing snow cover extent until 2006.
Cohen et al. (2012) suggested potential links to increases in fall snow coverage in recent
years to strong temperature warming trends during summer and increased losses of Arctic
sea ice (Serreze et al., 2007). According to Cohen et al. (2012) and Stroeve et al. (2012),
decreasing sea ice leads to enhanced latent heat ﬂux which increases the lower tropospheric
moisture which may impact cloud cover and precipitation and thus snowfall. Cohen et al.
(2012) considered SCE only of October averaged over Eurasia, showing an increasing
trend from 1988-2010. In that study they further mentioned potential links of increasing
snow cover during fall to wintertime phase of AO due to stronger surface cooling and
strengthening of Siberian High. This might lead to a weakening of polar vortex and
westerlies but favor meridional ﬂow and thus negative AO. Cohen et al. (2012) linked the
presented negative trend in wintertime AO with the temperature cooling during winter
in that region. However, these results are only based on analyses over recent years and
should be accepted with some caution.
During winter, the snow cover extent shows only small variations in the time series of
5 year running mean compared to fall and spring season. From 1994 to 2003 snow cover
has increased slightly. Afterwards, a slight reduction is presented in CCLM-NCEP1 to
2008. Since then, the reduction has ceased.
SCE varies strongest during spring season between both hindcasts. A decrease is evident
from the beginning of the 1980s to 1998, an increase is denoted in the 5 year running
mean from 1998 to 2004 and decreasing tendency afterwards. Over the entire period the
smoothed time series show a slight decreasing tendency with 11.5 Mio km2 in 1982 and
11.1 Mio km2 2008. Only since 2008 has the decreasing extent again slowed, showing lately
even decreases in the snow coverage. The presented SCE time series averaged over the
Russian Federation by Bulygina et al. (2011) for April-May conﬁrms the SCE retreat with
a slowing decrease in the last two decades and an increasing tendency during the last years.
This analysis is based on snow cover extent derived from weekly NOAA/NESDIS satellite
estimates, extracted from the updated archive from Groisman et al. (1994). Similar results
are obtained by Derksen and Brown (2012) showing snow cover extent anomaly time series
from NOAA snow chart separately for April and May averaged over entire Eurasia. For
both months the strongest positive anomalies are presented around 1980 and afterwards
a negative trend which corresponds to the results obtained by CCLM. In April, around





























Figure 8.7: Interannual variations of snow cover extent [106 km2] and 5 year running mean (thick lines) for
3 seasons (winter, fall, spring). Solid lines represent CCLM-NCEP1 and dotted CCLM-ERA40.
2010 the retreat ceased but at a less pronounced rate than presented in CCLM-NCEP1.
According to Brown et al. (2007), the variability of SCE during spring is strongly deter-
mined by surface temperature variations. A strong correlation between trends of SCE
and surface temperatures over Eurasia north of 60◦N are found in May by (Derksen and
Brown, 2012). This correlation exceeds the correlation between SCE and April tempera-
tures (Derksen and Brown, 2012). They conclude that the retreat in spring SCE is caused
by the positive temperature trend during spring, also presented in Fig. 8.3.
8.4 Conclusion
This study draws a detailed picture of recent regional changes and variations throughout
the considered snow-related seasons for mean SWE together with 2m air temperature and
precipitation based on reconstructed climatologies from the RCM CCLM. Additionally,
satellite-derived SWE estimates of ESA GlobSnow are added in the winter season. SCE,
a further snow cover characteristic, is investigated for entire model domain.
Changes and interannual variations of mean SWE are characterized by strong spatial
and seasonal variability. According to CCLM-NCEP1, regional averages for the period of
1981-2010 show only minor changes of SWE during fall, whereas during winter and spring
stronger changes occur with varying patterns throughout the region.
A negative trend in mean winter and spring SWE is presented south of Lake Baikal region
in northeast of Mongolia and northern China which is for certain grid boxes statistically
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signiﬁcant. A decrease in SWE is also visible at the eastern side of Central Siberian
Plateau and most parts of West Siberian Plain. Strong signiﬁcant decreases of SWE
during the winter seasons in the recent decades are evident according to CCLM in the
most elevated parts at the Central Siberian Plateau and Verkhoyansk Mountains up to
40mm decade-1 and during in the Stanovoy Range during Spring. Snow accumulation
has signiﬁcantly increased strongest west of Lake Baikal. Additionally, a positive trend is
illustrated in the eastern part, along the coast of Sea of Okhotsk, in the Sayan Mountains
and northeast towards Siberia Far East even though these trends are not statistically
signiﬁcant. Increases are further shown in CCLM between the Verkhoyansk and Chersky
Range.
Both hindcasts show stronger interannual variations of SCE during the transitions seasons
of spring and fall than in winter. During spring a decreasing tendency is presented since
the early 1980s which has ceased in recent years.
As Bulygina et al. (2011) stated, dynamics of snow cover are related to various factors
associated with strong land-snow-atmosphere interactions. Diﬀerent characteristics may
react diﬀerently. To get a comprehensive overview of recent and ongoing changes in ter-
restrial snow cover, further characteristics such as the snow cover duration, the timing
(onset and end of snow season) must be considered. In addition, to answer the underlying
reasons for regional variations, the snow patterns should be related e.g. to atmospheric
patterns (AO, NAO, SCAND), water vapor ﬂuxes and changes in the cyclone tracks.
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9 Conclusions and Outlook
9.1 Conclusions
Within this study, reconstructions of recent Siberian climate were obtained by means of
dynamical downscaling of NCEP-R1 from 1948-2010 and ERA40 from 1958-2001 using the
regional climate model CCLM. The aim was to provide consistent historical climatologies
at approximately 50 km spatial resolution for diﬀerent climate parameters to complement
the limited availability of observational data in that region. Special emphasis was put on
snow water equivalent (SWE), as one important parameter of the terrestrial snow cover,
to investigate recent changes at regional scale.
For this purpose, a model conﬁguration of CCLM for Siberia was deﬁned, taking certain
regional features into account. For the ﬁrst time CCLM was used to conduct regional
climate hindcast simulations over Siberia. According to the research questions in Chapter
1, the major ﬁndings within this study can be concluded as follows:
What does an optimized conﬁguration of CCLM for Siberia look like?
First test simulations indicated a strong winter warm bias of 2m air temperature in the
arctic and central parts of the model domain which was only partly related to the driving
ﬁelds. Performed sensitivity studies showed improved simulations after the reduction of
minimal heat diﬀusion, increasing of the soil column depth and the application of multi-
layer snow model with 2 snow layers. Lowering the minimal heat diﬀusion lead in general
to the reduction of turbulent heat ﬂuxes and vertical mixing in the model and to a better
representation of the stable conditions predominant in the Siberian High pressure system.
To account for the distribution of energy within the deep reaching permafrost soils in that
region, three more soil layers were added to the 10 standard layers with a depth of 11.5m
to deepen the soil column down to 92m. However, even though an improvement in terms
of 2m air temperature could be achieved, a warm bias remained in certain regions.
How reliable are the derived regional climate model hindcasts and their forcings over Siberia
with respect to their temporal consistency?
Both conducted hindcast simulations (CCLM-NCEP1 driven with NCEP-R1 and CCLM-
ERA40 driven with ERA40) showed for a set of variables that they diﬀer considerably in
terms of interannual variability prior the 1970s in the southern parts of the model domain,
especially during summer season. These large temporal discrepancies can be related to
the varying large-scale atmospheric forcing of NCEP-R1 and ERA40. They showed in-
homogeneities, spatial and temporal dissimilarities even for certain middle-tropospheric
variables, such as the geopotential and horizontal wind components in 500 hPa, which
are important to assess the eﬀect of dynamical downscaling and spectral nudging. Con-
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sequently, reanalyses cannot be assumed to be a ’perfect boundary’ in southern Siberia.
Further analyses were performed excluding data of CCLM-NCEP1 prior to 1979 and of
CCLM-ERA40 prior 1968. This considerably shortened the originally 63 year hindcast of
CCLM-NCEP1.
Is CCLM able to represent realistic climate conditions in Siberia of recent years?
Compared to station-related grid data of CRU3.2 and measurements provided by NCDC,
CCLM reproduced seasonal temperature ﬁelds well with fewer diﬀerences during summer
and spring but regional discrepancies in winter and fall. Despite the reduction of win-
ter warm bias, an overestimation of 2m air temperature is still evident in the subregion
Arctic-East compared to CRU3.2 and NCDC and the subregion Mid-East during winter.
CRU3.2 data show strong spatial variability in seasonal changes of 2m air temperature
over the years of 1981-2010, that is reproduced well by CCLM. The pattern of winter
cooling is captured by CCLM as well as the temperature increase south and southeast of
Lake Baikal during summer and fall. CCLM tends to overestimate seasonal precipitation
in the southern and northeastern regions in winter, spring and fall whereas during summer
an underestimation is evident in southern and western parts of the model domain.
How do snow water equivalent over Siberia by diﬀerent reanalyses diﬀer and can CCLM
add value?
CCLM-NCEP1 showed a clear added value from 1987-2010 in representing realistic histor-
ical SWE estimates compared to the SWE product of NCEP-R1 when ESA GlobSnow was
used as reference. The SWE product of NCEP-R1 does not represent any of the regional
and temporal variations of SWE for the considered subregions, except for southern parts.
However, this added value was not unexpected because of the errors of the SWE ﬁelds of
NCEP-R1 already documented. Nevertheless, it was possible to illustrate that the tech-
nique of dynamical downscaling of atmospheric forcing ﬁelds provided by NCEP-R1 can
be used to derive historical SWE ﬁelds with more realistic information than the reanal-
ysis product itself can present. The SWE hindcast is in good agreement with GlobSnow
in January (mid-winter), whereas it overestimates SWE during the melting season (both
compared to GlobSnow and to the snow survey measurements of FSUHSS). CCLM is even
is more homogeneous in time than ERA-Interim that shows a spurious jump in 2003 in
certain subregions. A temporal inconsistency is also evident in NCEP-R2 near 1999-2001.
The CCLM can even compete with the newest generation of NCEP reanalysis (CFSR) at
38 km resolution that underestimates SWE in many subregions. Particularly in periods of
snow accumulation, the CCLM hindcast is in better agreement with GlobSnow. However,
as clearly shown by the SWE overestimation of CCLM in April, there is still an obvious
model deﬁciency. In general, the results are dependent on the quality of the reference data
of ESA GlobSnow.
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How do regional-scale change patterns of snow-cover characteristics over the past decades
in Siberia look like?
Generally, changes and interannual variations of mean SWE are characterized by strong
spatial and seasonal variability. According to CCLM-NCEP1, regional averages for the
period of 1981-2010 show only minor changes of SWE in the fall, whereas during winter
and spring stronger changes occur with varying patterns throughout the regions. Both
hindcasts show stronger interannual variations of snow cover extent during the transition
seasons spring and fall than in winter. During spring a negative tendency is presented
since the early 1980s. This has ceased in recent years.
9.2 Outlook
To obtain historical consistent meteorological ﬁelds, the whole model system of CCLM
including land-atmosphere interactions has been used after deﬁning an appropriate model
conﬁguration for Siberia. Nevertheless, the presented reconstructions and analyses are not
without their limitations.
After the reduction of NCEP-R1 driven hindcast from originally 1948-2010 to 1979-2010,
the use of reanalyses with higher resolution might improve the model results. If a long-
term reconstruction over 60 years is intended, the southern domain should be excluded in
further simulation eﬀorts. To better account for a stable stratiﬁed boundary layer in high
pressure systems as the Siberian High, adjustments in the turbulence parameterization
would be more advisable than tuning the current parameterization.
An additional limitation of CCLM is the overestimation of SWE during the melting sea-
son (April) in contrast to the relatively good agreement of CCLM-NCEP1 during January.
The multi-layer snow model that has been introduced by DWD is only a preliminary ver-
sion that is going to be improved in future work. Deﬁciencies in the snow’s melting process
might be partly related to the absence of fractional snow cover that could be examined in
future work. One further aspect that has not been included so far is the blowing snow pro-
cess. Especially in non-forested areas at northern high latitudes it has strong implications
on e.g. snow density, SWE and sublimation and further physics of snow-cover evolution
(Liston and Hiemstra, 2011). Therefore, the implementation of subgrid scale blowing snow
parameterization within the snow model might be useful. However, additionally included
processes in the model need to be in proportion to the computing time when long-term
regional reconstructions are the goal.
The main objective of the present work was to derive a climate reconstruction using CCLM
focusing on snow cover characteristics. Analyses have not addressed how snow cover at
regional scale may change in future. This could be added and examined in future work.
The present regional climate reconstructions have been conducted at a spatial resolution
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of about 50 km. These relatively coarse simulations could be performed at much higher
resolutions of e.g. 10 km. However, a satellite-based evaluation e.g. in terms of SWE using
ESA GlobSnow, is restricted so far to 25 km resolution although the spatial patterns of
SWE derived from GlobSnow look even coarser. However, some improvement with respect
to spatial detail will be achieved within the next version of GlobSnow product. Therefore,
it would be advisable to evaluate SWE of CCLM with the updated version of satellite-
derived SWE estimate. Moreover, it would be advisable to evaluate more reconstructed
climate variables with observations than presented here for 2m air temperature, precipi-
tation or SWE. However, the evaluation approach should try to address the observational
uncertainties in that region.
In terms of permafrost, the evaluation of soil temperature compared to in situ measure-
ments should be a next step. One potential data source might be the Russian Historical
Soil Temperature Data provided the National Snow and Ice Data Center (Zhang et al.,
2006). In addition, the consideration of vertical varying soil properties would be of interest
to assess the eﬀect of a top organic layer on the climate simulations.
Further parameters such as e.g. maximum SWE, snow cover duration, the timing (start
and end dates) of any snow on the ground or continuous snow cover would be interesting
to investigate to obtain a more extended overview of recent and ongoing changes of snow
cover.
In addition, some aspects relating to the external data would be of interest to assess. The
characteristic plant parameters (maximal and minimal plant cover, LAI) are derived by
external land cover datasets and might be diﬀerent in other datasets as e.g. from the
ESA GlobCover project (Bicheron et al., 2011). Especially for large areas dominated by
tundra and taiga, variations in these plant parameters might alter e.g. the surface energy
balance.
Future research will improve the ability to derive model-based climate reconstructions
over Siberia to provide regional detailed datasets and information of various climate pa-
rameters including those for snow cover. This may help to improve the understanding of
snow-climate relations among the atmosphere, hydrosphere and biosphere, in a region in




AE . . . . . . . . . . . . . . Subregion: Arctic-East
AMSR-E . . . . . . . . Advanced Microwave Scanning Radiometer - EOS
AO . . . . . . . . . . . . . . Arctic Oscillation
AW . . . . . . . . . . . . . . Subregion: Arctic-West
CCLM . . . . . . . . . . . The RCM COSMO-CLM
CCLM-ERA40 . . . CCLM hindcast simulation driven by ERA40
CCLM-NCEP1 . . CCLM hindcast simulation driven by NCEP-R1
CFSR . . . . . . . . . . . Climate Forecast System Reanalysis
crmsd . . . . . . . . . . . centered root-mean-square diﬀerence
CRU . . . . . . . . . . . . Climate Research Unit
DWD . . . . . . . . . . . . Deutscher Wetterdienst
ECMWF . . . . . . . . European Centre for Medium-Range Weather Forecasts
ECMWF . . . . . . . . European Centre for Medium-Range Weather Forecasts
ERA-Interim . . . . ECMWF Re-analysis
ERA40 . . . . . . . . . . ECMWF 40 Year Re-analysis Data Archive
ETCCDMI . . . . . . Expert Team on Climate Change Detection, Monitoring and Indices
FSUHSS . . . . . . . . . Former Soviet Union Hydrological Snow Surveys
GCM . . . . . . . . . . . . Global Climate Model
GPCC . . . . . . . . . . . Global Precipitation Climatology Center
IMS . . . . . . . . . . . . . Ice Mapping System
ME . . . . . . . . . . . . . . Subregion: Mid-East
MM . . . . . . . . . . . . . Subregion: Mid-Mid
MSLP . . . . . . . . . . . Mean sea level pressure
MW . . . . . . . . . . . . . Subregion: Mid-West
NAO . . . . . . . . . . . . North Atlantic Oscillation
NCDC . . . . . . . . . . . National Climatic Data Center
NCEP-CFSR . . . . NCEP Reanalysis CFSR
NCEP-R1 . . . . . . . NCEP Reanalysis 1
NCEP-R2 . . . . . . . NCEP Reanalysis 2/DOE
NOAA . . . . . . . . . . . National Oceanic and Atmospheric Administration
PBL . . . . . . . . . . . . . planetary boundary layer
RCM . . . . . . . . . . . . Regional Climate Model
RMSE . . . . . . . . . . . Root Mean Square Error
SCAND . . . . . . . . . Scandinavian pattern
SCE . . . . . . . . . . . . . Snow cover extent
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SE . . . . . . . . . . . . . . . Subregion: South-East
SSM/I . . . . . . . . . . . Special Sensor Microwave/Imager
SSMR . . . . . . . . . . . Scanning Multichannel Microwave Radiometer
SW . . . . . . . . . . . . . . Subregion: South-West
SWE . . . . . . . . . . . . Snow water equivalent
SWIPA . . . . . . . . . . Snow, Water, Ice and Permafrost in the Arctic
TERRA-ML . . . . . Multi-layer soil and vegetation model
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