

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































interval, this can be understood as a switching process. In adiabatic theory
one studies the behaviour of such a system when the speed of the changes be-
comes small. The system can be described by a time dependent Hamiltonian
and the Schrodinger equation
i"@
t
U(t; s) = H(t)U(t; s); U(s; s) = id
where " tends to zero in the adiabatic limit. The adiabatic theorem states
that in the adiabatic limit the system stays close to the unperturbed, time
independent system. More precisely, if the spectrum of H(t) has a gap for
all times t, one examines the transition probability of a state localized in
one spectral subband at time  1 to another spectral subband at time +1.
This transition probability tends to zero when "! 0.
There are many results in literature on adiabatic theorems with dierent
assumptions on the smoothness of such a switching process. See e.g. [2],
[10], [1], [6], [7], [12], [14], [15]. Commonly there is a relation between the
smoothness assumptions and the quality of the adiabatic invariance: The
smoother the function H the faster the transition probability tends to zero.
The physically most interesting case is a switching process supported on a
nite time interval, which is as smooth as possible. This leads to functions of
Gevrey class type (the compact support excludes analytic functions). Gevrey
classes interpolate between the pure C
1
case and the analytic case. In [15]
G. Nenciu showed that the transition probability decays like exp( c="
1=a
),
where a  1 is a parameter of the considered Gevrey class. The constant c
is not specied in [15].
In this article we proof a result similar to [15] using completely dierent
methods. They are based on an interpretation of the adiabatic theorem
as an phenomena of phase space tunneling where the phase space is given
in variables time, energy. This allows us to use microlocal techniques of
the theory of pseudo dierential operators. In the analytic category these
methods were used by A. Martinez of obtain an exponential decay for the
transition probability (see [12]).
For the case of Gevrey class regularity we presented the microlocal techni-
ques in [9]. In this article they shall be applied to prove the corresponding
adiabatic theorem. The microlocal estimates allow a rened control of all
smoothness parameters and we end up with an explicit formula for the con-
stant c, depending on the regularity of the considered Gevrey class and the
2
width of the spectral gap, see (2.15). The main result of this paper is given
in Theorem 2.1 on page 7.
The plan of the paper is as follows: Section 2 recalls some denitions and
properties of Gevrey classes, mainly referring to [9]. The adiabatic theorem
is formulated, and the idea of the proof is presented. Section 3 contains the
proof of the theorem split into dierent parts, following the outline of the
corresponding proof in [12] for the analytic category. Appendix A presents
an optimized almost analytic extension adopted to the regularity of the con-
sidered Gevrey classes. This is only used at one point in the proof of the
adiabatic theorem. The proofs in Appendix A are of somewhat technical
character.
2 Adiabatic Theorem for switching processes
of Gevrey class type
2.1 Gevrey classes
The main assumption for the Adiabatic Theorem formulated below is a re-
gularity condition of Gevrey class type. Here we only give a short denition
of the Gevrey classes. For more details please refer to [3], [4], [5], [11]. Also
note that our denition is a renement of the classical one. This renement
is needed to control the constant 
0
of the exponential decay in (2.15).





























































called Gevrey class of index a.
For a > 1 functions of class ,
a;b
can have compact support. They can be
used to describe a smooth and compactly supported switching process in
adiabatic theory.
3
Functions f 2 ,
a;b
can be extended to a complex strip S
!
:= fz 2 C
n
j j Im z
j
j <
! for all jg in dierent ways. By the following denition F
a;b;!
is not an al-






















for all N 2 N and small !. Using F
a;b;!
has the advantage to simplify
the proofs of most of the needed Propositions below. A denition of an
!-independent almost analytic extension is given in appendix A.





z = t+ is 2 S
!
























for a > 1 and N
1;b;!












The following propositions summarize some properties of Gevrey classes and





;R) is an algebra, stable under dierentiation and
translation.





more ;  2 N
n




> 0, such that for all

























with z = t + is and B = (a  1)b
 1=(a 1)




















as ! ! 0.
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;R). Then for all
 > 0 there exists an !
0




f(t+ is)  f(t)j <  (t+ is 2 S
!
) :
Two more propositions are needed in this article.





exists a constant c
0














f(t+ is)j  c
0






































is uniformly bounded for fjsj  !g and jj  N and @

f is still in ,
a;b
.
This implies (2.6). 





































Proof: Using (2.7) the proof is similar to the proof of Proposition 2.4. 
Remark: Propositions 2.1 to 2.5 can easily generalized to the case where f
has values in any Banach space.
5
2.2 Assumptions
Let H be a Hilbert space with induced norm k  k
H
. For all times t 2 R let
H(t) be a self-adjoined Hamilton operator, dened on a dense, t independent
domain H
0
 H. k  k
H
0
denotes the graph norm of H(0).
Our Assumptions are:
Norm Condition (NC)



























;H)) for some a > 1, b > 0. H(t) is uniformly bounded
from below.
Decay Condition (DC)




;H) and a constant  > 1=2, such that














(t  0) : (2.9)
Gap Condition (GC)






(R), such that the spectrum of H(t) is































satisfy decay conditions which are analog to (DC).
6
Remark: The physically most interesting use is a switching process sup-
ported within a nite interval. This can be modeled by a function H in
a Gevrey class with compactly supported H
0
(). Note that (DC) becomes
trivial in that case.

























(t) be the spectral projections to 
j




U(t; s) = H(t)U(t; s); U(s; s) = id : (2.13)
The transition probability of a state located in 
1
at time  1 to a state
located in 
2













































;H)), a 2 (1;1) and b > 0. Let H



























2.4 Idea of the proof
The proof of Theorem 2.1 will be partially very technical and will closely
follow the outline of the proof of the analytic case presented in [12]. Only
these parts of [12] which use the analyticity assumptions are replaced in this
article.
For the sake of the reader we shall rst outline the main idea of our proof. The
most important tool is the use of an Agmon-type microlocal estimate in phase
space. This estimate is adapted here to the case of Gevrey class regularity. To
make it applicable we have to interpret the adiabatic theorem as a tunneling
eect in phase space. Thus the usual hx; i coordinates in phase space are
replaced by ht; i and the adiabatic parameter " is considered as semi-
classical parameter ~.
The adiabatic theorem can be interpreted as a tunneling eect in phase space
as follows:






















(s; s) = id : (2.17)
U
A









(s) (j = 1; 2; t; s 2 R) : (2.18)

















































) show that the right hand side of (2.20)



































































































































































= H(t) +O(") : (2.29)
We now interpret the matrices of (2.24) or (2.27) as pseudo dierential ope-
rators. Their principal symbol is a diagonal operator valued matrix




p has Gevrey class regularity. Using our Gevrey class version of microlocal
estimates (see [9]) we get exponential decay (w.r.t. "
1=a
) of the Bargmann
transformed eigenfunctions T'

outside the characteristic variety Char (p),
i.e. for p(t; ) 6= 0, which in our case means
  2 (H(t)) : (2.30)
Here  denotes the resolvent set. The Bargmann transformation is dened
by (see e.g. [13])
T












u(s) ds : (2.31)
We often only write T  T

.
The exponential decay of T'

inside the gap, the partial isometry of T and
equation (2.23) nally lead to a decay of P
1;2
as stated in Theorem 2.1. To
calculate the constant 
0
of the decay (2.15) one has to carefully control all
constants of the microlocal exponential estimates.
The rate of exponential decay is related to a shift of the time variable t to
the complex plane. In view to (2.30) one is limited to points z 2 C with
  2 (F
a;b;!

















() = supf 2 (0; !
1
] j    2 (
~





H is the analytic extension of H to a complex strip of width !
1
.






() := supf 2 (0; !] j    2 (F
a;b;!
H(z)) (z 2 S

)g (2.33)
for some choice of ! which will be specied later on in Lemma 3.9.
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3 Proof of the Adiabatic Theorem
3.1 Preliminaries






;H)) satisfy (NC), (RC), (DC) and
(GC). Then for all  > 0 there exists an !
0
> 0 such that

!
() = ! for ! < !
0







is dened by (2.33).




  )=2] and z = t+ is 2 S
!
. Within




H. From (GC) follows














Using Proposition 2.3 we nd an !
0














+  + 2





is the constant given in (2.8). For u 2 H, kuk = 1 using the Neumann





















































For the last step we used (3.1), (3.2) and the equivalence (2.8) of the graph
11












































So  2 (
~
H(z)) for all z 2 S
!





() = ! :

(NC), (RC), (DC) and (GC) are assumptions on H(t) for t 2 R. Here we
show that they imply similar conditions for the extension F
a;b;!
H(z) on a
complex strip z 2 S
!
.
Proposition 3.2 (RC) holds for F
a;b;!
H( +is) on a strip S
!

















We are left to show that F
a;b;!
H is bounded from below. The proof is similar
to the proof of Lemma 3.1. There we showed:
For all  > 0 there exists an !
0
> 0 such that for all ! < !
0
and t+ is 2 S
!
:




Using (RC) this implies that F
a;b;!
H is bounded from below. 
12
Proposition 3.3 (DC) holds for F
a;b;!
H(+is) on a strip S
!
: For all k 2 N
0




















(t  0) :
Proof: The assertion follows immediately from Proposition 2.5. 
Proposition 3.4 (GC) holds on a strip S
!
: For all  > 0 there exists an
!
0



















   (z 2 S
!
) :
Proof: The assertion follows from (3.5). 
Proposition 3.5 (NC) holds on a strip S
!





H. As we have seen in the proof of Lemma 3.1 one
has for all z = t + is 2 S
!
























































The adiabatic theorem is based on a comparison of the time evolution gene-
rated by H with the time evolution generated by H
A
. The next propositions




















Proof: Using (GC) and the fact that H(t) is uniformly bounded from below
we can nd a t-independent contour ,  (H(t)) with




























;H)) for all t 2 R


















;H)). Because of the stability







Remark: It is only here that we need the sharper estimates of the appen-
dix which characterize an optimal chosen almost analytic extension by the
parameters a, b of the class ,
a;b
.









Proof: The derivatives of (H(t)   z)
 1
w.r.t. t contain terms which are
derivatives of H and resolvents (H(t)   z)
 1
. (DC) implies a decay of all
derivatives of H with hti
 2






and nally for H
A
. 
As in Proposition 3.2 and 3.3 (RC) and (DC) can be extended to a strip S
!
:











3.2 Exponential weighted microlocal estimates
We now need to make microlocal estimates for a pseudo dierential operator
with symbol  +H(t). In [9] we presented such kind of estimates for symbols
in a Gevrey class. For the seek of simplicity all symbols considered in [9]



















for all . One can easily generalize the results of [9] to the case of Banach
space valued symbols. So the only problem which arises here is that the
symbol  + H(t) is not bounded as a function of  . Instead of introducing
suitable symbol classes of unbounded functions we shall in our case use the
simpler approach to treat the symbols  and H(t) separately and use the
identity Op() = "D
t
. In addition a weight hti

is added to the estimates
that will compensate hti
 
introduced in (2.26).
The following two lemmata are Gevrey class versions of exponential weighted
microlocal estimates for the operators Op(H()) = H() and Op() = "D
t
.
In the analytic cathegory they correspond to the rst two lemmata of [12].





































and supp @g  fj(t; )j  ,
0
=2g.





















































g and ! = "
1 1=a
.
Proof: For  = 0 Lemma 3.9 immediately follows from Theorem 3.1' of [9].




. We shall then essentially follow the arguments used in the proof of
Theorem 3.1' of [9] keeping track of the additional commutator terms induced
by the present of the weight hti
2
.
Let ~p := F
a;b;!
p. Using Lemma 3.3 of [9] we can commute p(t) with T . The





















We now want to apply Lemma 3.4 of [9] to commute the Weyl operator of
(3.8) with the exponential weight e
g="
1=a




































































































































































































j  const > 0 :



















The proof is purely technical and will not be stated here. See [8] for details.



























































Using the stability of the Gevrey classes (Proposition 2.4) it follows from





derivatives with respect to t and  are still in ,
a;b










































































































































































To prove the last estimate we used a consequence of the Bargmann @-






























































. This ends the proof of
Lemma 3.9. 
We shall now proof an analogous estimate for the operator Op().





;B(H)) be an operator valued function, boun-





;R) a weight function with boun-
ded derivatives.



























































































































with [A;B] 2 S
1
. This proves Lemma 3.10. 
With help of Lemma 3.9 and Lemma 3.10 we can transfer the microlocal
estimates of Chapter IV of [12] from the analytic case to the case with Gevrey
18
class regularity. In a rst step these estimates lead to a microlocal decay of
the eigenfunctions  

j
introduced in (2.27) inside the gap. Since the matrix







. Following the calculations of [12] we get:




;R) be a weight function with







j@g()j  (  )
+
: (3.15)
Furthermore we assume (NC), (RC), (DC) and (GC). Then there exists a
constant C > 0 such that for all solutions  

j


































































































3.1 with ! = "
1 1=a
 we can simply assume (3.15).
 We only have assumed H(t) to be half bounded from below. For that







If we restrict yourself to weight functions g which vanishes at the boundary




Corollary 3.12 Under the same assumptions as in Proposition 3.11, but













= O(1) : (3.16)









. Following the proof in [12] we get:
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of (2.24) and g
1





































































Remember that T  T

denotes the -dependent Bargmann transformation



























To obtain a sharp exponential estimate on the overlap for P
1;2
(see (2.23))
one has to consider the boundary conditions (2.28) resp. (2.25) at times
t = 1. At time  1 the function  
 
is only localized in the spectral
subspace 
1
( 1). Using our estimates we shall obtain from this that T 
 
is localized in ft =  1g  f    ,
0
=2g. We now use the time evolution






As before, we follow the outline of the proof presented in [12] and only replace
those parts which need the analyticity assumptions of [12].
























! 0 (t!  1) :
20
Applying T to the Schrodinger equation (2.17) we have to commute T with
H
A
to obtain a time evolution for T 

. Since we are only interested in the






 f > 0g;H) we introduce an additional cuto
function









This is the second place where the analyticity assumptions enter in [12]. In
our case we get:
Lemma 3.15 Let '

j






(R) be a strictly monotone cuto function with


() = 1 for
  0 and


() = 0 for   .
Under the same assumptions as before, for each  > 0 there exist  > 0 and



























Proof: The proof can be divided into two parts. The rst part uses micro-




, in particular Corollary 3.13.
First we dene a smooth weight function close to g
1
: For each  > 0 there
exists g 2 C
1
(R) with the following properties:
1. All derivatives of g are bounded.
2. @
k
g(0) = 0 for all k 2 N
0
.































for j j ! 1.

































We rst consider the case t  0. (t  0 will be analogous.) To simplify the












































































































g() (  0)
0 (0    )
g(   ) (  )
: (3.21)
The properties of g imply that d 2 C
1
(R) has bounded derivatives. In
particular, Property 3 implies






(R) be an additional cuto function with

0



























in dimension n = 2. First we choose
~
 > 0 suciently small such that As-






































3. the weight function ~g(t;  ; s; ) := g(   ) fullls the assumptions of
Proposition 3.2 of [9].


















Statement 3 can be easily veried: The assumptions on g are just made in
such a way that ~g satises the assumptions of Proposition 3.2.

















































To prove (3.23) one uses the decay of H
A















(3.24) can be shown by an explicit calculation using the denition (3.21) of
d.
Applying Proposition 3.2 of [9] to an B(H
0


































































































can be made arbitrarily small by a suitable choice of  and . For
small " the constant c > 0 can be made arbitrarily large.





: From Corollary 3.13 we
























































was introduced to compensate the factor hti
2
of p which makes it an
unbounded symbol. For p(1 

0
) we do suciently many partial integrations
























produces negative powers of j























On the other hand, derivatives w.r.t.  are applied to (1  

0























Combining (3.29) with (3.28) we see that Proposition 3.2 of [9] is applicable


































































Using Corollary 3.13 again in the same way, we get the same kind of estimates
as before for the part p  (1 

0
). Note that we have to chose c = [2] + 1 in
(3.26) to apply Corollary 3.13 for higher derivatives.






With help of Lemma 3.15 we can proceed the proof of Theorem 2.1 analo-
gously to [12]. For the decay of T'

in phase space we get:
Proposition 3.16 Let '

j
be solutions of (2.24) with boundary condition
(2.25). Under the same assumptions as before, for each  > 0 there exists a



















3.4 Estimate of the transition probability
From Proposition 3.16 (like in [12]) we immediately get an estimate for the
transition probability P
1;2
. The rate of decay is given by 
0
. By optimizing
the weight function g
1












)) ("! 0) :
Proof: The proof follows essentially the line of arguments in [12] (for a = 1).
For the sake of the reader we shall collect all the required steps.















































































































 f < 0g and R
t



































































The improvement of the constant 
0
=2 of Proposition 3.16 to 
0
can be
done exactly as in [12]. No analytic regularity conditions are needed. We
summarize the idea:
We can use Proposition 3.16 with weight function g
1
to improve the estimate
of Corollary 3.13: Remember that Corollary 3.13 was a consequence of the a
priori estimates of Proposition 3.11 where we needed to restrict ourselves to
the case of a weight function vanishing at the boundary of the gap. Roughly

















With help of Proposition 3.16 we can apply Proposition 3.11 with a slightly
modied weight function g
2
:
Proposition 3.16 already gives an decay of T'
+
in f > 0g and of T'
 
in
f < 0g. The rate of decay is 
0
=2 in both cases. To deduce Corollary





=2]. Indeed for T'
+



















for  <  ,
0
=2. Note that j@g

2




















So Proposition 3.16 can be improved to an exponential decay with rate 3
0
=4.

















This leads to Proposition 3.16 with rate 
0









Thus Theorem 2.1 is proven.
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Conclusion
Microlocal methods in the theory of pseudo dierential operators can be used
to proof an adiabatic theorem with explicit control of the constants which
specify the smoothness assumptions. These techniques can be adopted to
the case of a regularity condition formulated with help of Gevrey classes. To
obtain such a result, it is necessary to introduce a rened denition of Gevrey
classes and an optimized almost analytic extension. The use of Gevrey classes
has its importance by modeling a smooth switching process supported on a
compact interval.
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A Almost analytic extensions
Here we introduce a rened almost analytic extension, adopted to the regula-
rity of the Gevrey class ,
a;b
. The essential point is to use a \smooth" cuto
of the formal Taylor series (2.2). For most of our estimates such kind of
extension would result in more complicated proofs. Nevertheless it is needed
(only in dimension n = 1) to proof Proposition A.6.
Denition A.1 Let a 2 (1;1), b;  > 0 and f 2 ,
a;b






































The following Proposition should be compared to Proposition 2.3.
Proposition A.1 Let a 2 (1;1), b;  > 0 and f 2 ,
a;b

















f(t+ is) = f(t) uniformly in t.

















. For s 6= 0 the sum (A.1)






nfs = 0g). Using the






























converges absolutely and uniform in R
t
 fjsj  1g.
Derivatives w.r.t. t are only applied to f . Using the stability of the Gevrey
classes under dierentiation we can set (without loss of generality) l = 0.





























































































































f(t+ is) = f(t) : (A.4)
We are left to show that the limit is uniform in t, i.e. for all
~
 > 0 there exists




























 > 0. Using (A.3) we can nd a k
0












f(t + is)j 
~
=2 : (A.5)
According to the assumptions on f all functions u
k
are bounded. So we can



























(jsj  !; k  k
0
) : (A.7)














































 f and v
k
(0) = 0 for k  1. 
The following Proposition should be compared to Proposition 2.2. Note that
here we are not restricted to a xed width of the strip S
!
.
Proposition A.2 Let a 2 (1;1), b > 0 and f 2 ,
a;b
(R; C ). Then for all













)) (jsj ! 0) (A.8)
with the same constant B as introduced in Proposition 2.2.















































































































(: : : ) 












in (A.10) is also contained in fk 2 I
a;b;s;
g. Since f 2 ,
a;b
we can estimate j@
k+1
f j and j@
k
f j by



































We now absorb (k + 1)
const

































The number of summands can be estimated by jsj
const
. Using the denition
of B we get










Combining (A.13) and (A.14) and absorbing the negative powers of s by
decreasing B again we have proven Proposition A.2. 
Proposition A.2 can be slightly generalized. The proof is essentially the same.













k; l 2 N
0
.






f vanish at the
real axis:
32
Corollary A.4 Under the same assumptions as in Proposition A.2 we have





































The following proposition can be understood as an inversion of Proposition
A.2: If the anti-holomorphic derivative of some function f(t + is) decays
exponentially w.r.t. jsj
1=(a 1)
its restriction to R belongs to some Gevrey
class.






 fjsj  !g; C )










)) (jsj ! 0) (A.15)
and B = (a  1)b
 1=(a 1)
as before. Then there exists a c
0



































































































Substituting x = s
 1=(a 1)
















and by denition of B and the Stirling formula
jI
2















Combining (A.16) and (A.17) we nally nd some constant c
0

















Now we are ready to proof the nal Proposition.
Proposition A.6 Let a 2 (1;1), b > 0 and f 2 ,
a;b
(R; C ) with f(t)  c >
0 for all t 2 R. Then for all  > 0
1=f 2 ,
a;b+
(R; C ) :
Proof: Let
~


















f(t) = f(t)  c > 0 for all t 2 R. Furthermore
it follows the existence of a constant ! > 0 such that j
~
f(t+ is)  f(t)j  c=2
for all t 2 R and jsj  !. Thus
~
f(t+ is)  c=2 > 0 (t 2 R; jsj  !) :






 fjsj  !g) is bounded. Applying Proposi-

















































 suciently small at the beginning, we can make " and 
































With help of estimate (A.18) we nally get 1=f 2 ,
a;b+
(R; C ). 
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