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ABOUT ESSENTIAL SPECTRA OF UNBOUNDED JACOBI MATRICES
GRZEGORZ ŚWIDERSKI AND BARTOSZ TROJAN
Abstract. We study spectral properties of unbounded Jacobi matrices with periodically modulated or blended
entries. Our approach is based on uniform asymptotic analysis of generalized eigenvectors. We determine when
the studied operators are self-adjoint. We identify regions where the point spectrum has no accumulation points.
This allows us to completely describe the essential spectrum of these operators.
1. Introduction
Consider two sequences a = (an : n ∈ N0) and b = (bn : n ∈ N0) such that an > 0 and bn ∈ R for all
n ≥ 0. Let A be the closure in ℓ2(N0) of the operator acting on sequences having finite support by the matrix©­­­­­­«
b0 a0 0 0 . . .
a0 b1 a1 0 . . .
0 a1 b2 a2 . . .
0 0 a2 b3
...
...
...
. . .
ª®®®®®®¬
.
The operator A is called Jacobi matrix. Recall that ℓ2(N0) is the Hilbert space of square summable complex
valued sequences with the scalar product
〈x, y〉ℓ2(N0) =
∞∑
n=0
xnyn.
The most throughly studied are bounded Jacobi matrices, see e.g. [32]. Let us remind that the Jacobi matrix
A is bounded if and only if the sequences a and b are bounded. In this article we are exclusively interested in
unbounded Jacobi matrices. We shall consider two classes: periodically modulated and periodically blended.
The first class has been introduced in [17] and systematically studied since then. To be precise, let N be a
positive integer. We say that A has N-periodically modulated entries if there are two N-periodic sequences
(αn : n ∈ Z) and (βn : n ∈ Z) of positive and real numbers, respectively, such that
a) lim
n→∞ an = ∞,
b) lim
n→∞
an−1an − αn−1αn
 = 0,
c) lim
n→∞
bnan − βnαn
 = 0.
This class contains sequences one can find in many applications. It is also rich enough to allow building an
intuition about the general case. In particular, in this class there are examples of Jacobi matrices with purely
absolutely continuous spectrum filling the whole real line (see [15, 17, 35, 38, 41]), having a bounded gap in
absolutely continuous spectrum (see [5–7, 9, 10, 12, 14, 19, 27]), having absolutely continuous spectrum on
the half-line (see [4, 8, 16, 18, 23–26, 33]), having purely singular continuous spectral measure with explicit
Hausdorff dimension (see [2]), having a dense point spectrum on the real line (see [2]), and having an empty
essential spectrum (see [11, 29–31, 42]).
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The second class, that is blended Jacobi matrices (see Definition 2.4), has been introduced in [1] as an
example of unbounded Jacobi matrices having absolutely continuous spectrum equal to a finite union of
compact intervals. It has been further studied in [39, 41] in the context of orthogonal polynomials.
Before we formulate the main results of this paper, let us introduce some definitions. In our investigation,
the crucial rôle is played by the transfer matrix defined as
Bj(x) =
(
0 1
− a j−1
a j
x−b j
a j
)
.
We say that a sequence (xn : n ∈ N) of vectors from a normed vector space V belongs to Dr (V ) for a certain
r ∈ N0, if it is bounded, and for each j ∈ {1, . . . , r},
∞∑
n=1
∆j xn rj < ∞
where
∆0xn = xn,
∆j xn = ∆
j−1xn+1 − ∆j−1xn, j ≥ 1.
If X is the real line with Euclidean norm we abbreviate Dr = Dr (X). Given a compact set K ⊂ C and a
normed vector space R, we denote by Dr (K, R) the case when X is the space of all continuous mappings
from K to R equipped with the supremum norm.
Theorem A. Suppose that A is a Jacobi matrix with N-periodically modulated entries. Let
X0(x) = lim
n→∞ XnN (x)
where
Xn(x) = Bn+N−1(x)Bn+N−2(x) · · · Bn(x).
Assume that1 discrX0(0) > 0. If there are a compact set K ⊂ R with at least N + 1 points, r ∈ N and
i ∈ {0, 1, . . . , N − 1}, so that2
(1.1)
(
XnN+i : n ∈ N
) ∈ Dr (K,Mat(2,R)),
then A is self-adjoint and3 σess(A) = ∅.
Recall that a sufficient condition for self-adjointness of the operator A is the Carleman’s condition (see
e.g. [28, Corollary 6.19]), that is
(1.2)
∞∑
n=0
1
an
= ∞.
The conclusion of Theorem A is in strong contrast with the case when discrX0(0) < 0. Indeed, if
discrX0(0) < 0, then by [41, Theorem A], the operator A is self-adjoint if and only if the Carleman’s
condition is satisfied. If it is the case then A is purely absolutely continuous and σ(A) = R.
Under the Carleman’s condition, the conclusion of Theorem A for r = 1 has been proven in [17] by showing
that the resolvent of A is compact. Furthermore, by [3, Theorem 8] (see also [42, Theorem 2.6]) it follows
that if a self-adjoint Jacobi matrix A is 1-periodically modulated with discrX0(0) > 0, then σess(A) = ∅, i.e.
the condition (1.1) is not necessary here.
1For a real matrix X we define its discriminant as discr X = (tr X)2 − 4 det X .
2ByMat(d,R) we denote the real matrices of dimension d × d with the operator norm.
3For a self-adjoint operator A we denote by σess(A), σac(A) and σsing(A) its essential spectrum, the essential spectrum and the
singular spectrum, respectively.
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Theorem B. Suppose that A is a Jacobi matrix with N-periodically blended entries. Let
X1(x) = lim
n→∞ Xn(N+2)+1(x)
where
Xn(x) = Bn+N+1(x)Bn+N (x) · · · Bn(x).
If there are a compact set K ⊂ R with at least N + 3 points, r ∈ N, and i ∈ {1, 2, . . . , N}, so that(
Xn(N+2)+i : n ∈ N
) ∈ Dr (K,Mat(2,R)),
then A is self-adjoint and
σsing(A) ∩Λ = ∅ and σac(A) = σess(A) = Λ
where
Λ =
{
x ∈ R : discrX1(x) < 0
}
.
For the proof of Theorem B see Theorem 5.1. Let us comment that in Theorem B, the absolute continuity
of A follows by [41, Theorem B]. Moreover, by [39, Theorem 3.13] it stems that Λ is a union of N open
disjoint bounded intervals. For r = 1 and under certain very strong assumptions, Theorem B has been proven
in [1, Theorem 5].
The following results concerns the case when discrX0(0) = 0. For the proof see Theorem 5.5.
TheoremC. Let A be a Jacobi matrix with N-periodically modulated entries, and let Xn andX0 be defined as
in Theorem A. Suppose that X0(0) = σ Id for any σ ∈ {−1, 1}, and that there are two N-periodic sequences
(sn : n ∈ N0) and (zn : n ∈ N0), such that
lim
n→∞
αn−1αn an − an−1 − sn
 = 0, limn→∞  βnαn an − bn − zn
 = 0.
Let Rn = an+N−1(Xn − σ Id). Then (RkN : k ∈ N0) converges locally uniformly on R to R0. If there are a
compact set K ⊂ R with at least N + 1 points and i ∈ {1, 2, . . . , N}, so that(
RnN+i : n ∈ N
) ∈ D1 (K,Mat(2,R)),
then A is self-adjoint and
σsing(A) ∩Λ = ∅ and σac(A) = σess(A) = Λ
where
Λ =
{
x ∈ R : discrR0(x) < 0
}
.
In fact, Theorem C completes the analysis started in [36] where it has been shown that Λ ⊂ σac(A).
Finally, we investigate the case when the Carleman’s condition (1.2) is not satisfied.
Theorem D. Let A be a Jacobi matrix with N-periodically modulated entries, and let Xn and X0 be defined
as in Theorem A. Suppose that X0(0) = σ Id for any σ ∈ {−1, 1}, and that the Carleman’s condition is not
satisfied. Assume that there are i ∈ {0, 1, . . . , N − 1} and a sequence of positive numbers (γn : n ∈ N0)
satisfying
∞∑
n=0
1
γn
= ∞,
such that RnN+i(0) = γn(XnN+i(0) − σ Id) converges to a non-zero matrix Ri. Suppose that(
RnN+i(0) : n ∈ N
) ∈ D1 (K,Mat(2,R)) .
Then
(i) if discrRi < 0, then A is not self-adjoint;
(ii) if discrRi > 0, then σess(A) = ∅ provided A is self-adjoint.
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In fact, in Theorem 6.3 we characterize when A is self-adjoint. To illustrate Theorem D, in Section 6.2
we consider the N-periodically modulated Kostyuchenko–Mirzoev’s class. In this context we can precisely
describe when the operator A is self-adjoint.
In our analysis the basic objects are generalized eigenvectors of A. Let us recall that (un : n ∈ N0) is a
generalized eigenvector associated with x ∈ C, if for all n ≥ 1(
un
un+1
)
= Bn(x)
(
un−1
un
)
for a certain (u0, u1) , (0, 0). The spectral properties of A are intimately related to the asymptotic behavior
of generalized eigenvectors. For example, A is self-adjoint if and only if there is a generalized eigenvector
associated with some x0 ∈ R, that is not square-summable. In another vein, the theory of subordinacy
(see [20]) describes spectral properties of a self-adjoint A in terms of asymptotic behavior of generalized
eigenvectors. In particular, it has been shown in [30] that the subordinacy theory together with some general
properties of self-adjoint operators imply the following: if K ⊂ R is a compact interval such that for each
x ∈ K there is a generalized eigenvector (un(x) : n ∈ N0) associated with x ∈ K , so that
(1.3)
∞∑
n=0
sup
x∈K
|un(x)|2 < ∞,
then σess(A) ∩ K = ∅. In [30], for some class of Jacobi matrices the condition (1.3) has been checked with a
help of uniform discrete Levinson’s type theorems. In this article we take similar approach. In particular, in
Theorems 4.1 and 4.4, we prove our uniform Levinson’s theorems. They improve the existing results known
in the literature. More precisely, Theorem 4.1 with r ≥ 2 in the case of negative discriminant, improves the
pointwise theorem [13, Theorem 3.1]. The case of positive discriminant for r > 2 has not been studied before,
even pointwise. Concerning the uniformity, Theorem 4.1 improves [29], where for r = 1 it was assumed
that the limiting matrix is constant. Our analysis shows that this condition can be dropped (see the comment
after proof of Theorem 4.4). We prove uniformity by constructing explicit diagonalization of the relevant
matrices. The case of positive discriminant provides more technical challenges than the negative one. If the
Carleman’s condition is not satisfied, our Levinson’s type theorems allowed us to study asymptotic behavior
of generalized eigenvectors on the whole complex plane for a large class of sequences a and b. In particular,
our results cover the asymptotic recently obtained by Yafaev in [43], see Corollary 6.2 for details. Let us
emphasize that our approach is different than used in [43].
The organization of the paper is as follows. In Section 2 we collect basic properties and definitions. In
particular, we prove axillary results concerning periodically modulated and blended Jacobi matrices. In
Section 3 we describe Stolz classes, and prove results necessary to show in Section 4 our Levinson’s type
theorems which might be of independent interest. In Section 5 we apply them to deduce Theorems A, B
and C. Finally, in Section 6 we prove Theorem D, and study the Kostyuchenko–Mirzoev’s class of Jacobi
matrices in details.
Notation. By N we denote the set of positive integers and N0 = N ∪ {0}. Throughout the whole article, we
write A . B if there is an absolute constant c > 0 such that A ≤ cB. We write A ≍ B if A . B and B . A.
Moreover, c stands for a positive constant whose value may vary from occurrence to occurrence.
Acknowledgment. The first author was partially supported by the Foundation for Polish Science (FNP) and
by long term structural funding – Methusalem grant of the Flemish Government.
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2. Preliminaries
Given two sequences a = (an : n ∈ N0) and b = (bn : n ∈ N0) of positive and real numbers, respectively,
we define kth associated orthonormal polynomials as
p
[k]
0
(x) = 1, p[k]
1
(x) = x − bk
ak
,
an+k−1p
[k]
n−1(x) + bn+k p
[k]
n (x) + an+k p[k]n+1(x) = xp
[k]
n (x), n ≥ 1.
We usually omit the superscript if k = 0. Suppose that the Jacobi matrix A corresponding to the sequences
a and b is self-adjoint. Let us denote by EA its spectral resolution of the identity. Then for any Borel subset
B ⊂ R, we set
µ(B) = 〈EA(B)δ0, δ0〉ℓ2(N0)
where δ0 is the sequence having 1 on the 0th position and 0 elsewhere. The polynomials (pn : n ∈ N0) form
an orthonormal basis of L2(R, µ).
In this article, we are interested in Jacobi matrices associated to two classes of sequences that are defined in
terms of periodic Jacobi parameters. The latter are described as follows. Let (αn : n ∈ Z) and (βn : n ∈ Z) be
two N-periodic sequences of real and positive numbers, respectively. Let (pn : n ∈ N0) be the corresponding
polynomials, that is
p0(x) = 1, p1(x) = x − β0
α0
,
αnpn−1(x) + βnpn(x) + αnpn+1(x) = xpn(x), n ≥ 1.
Let
Bn(x) =
(
0 1
−αn−1
αn
x−βn
αn
)
, and Xn(x) =
N+n−1∏
j=n
Bj(x), n ∈ Z
where for a sequence of square matrices (Cn : n0 ≤ n ≤ n1) we have set
n1∏
k=n0
Ck = Cn1Cn1−1 · · ·Cn0 .
2.1. Periodic modulation.
Definition 2.1. We say that the Jacobi matrix A associated to (an : n ∈ N0) and (bn : n ∈ N0) has N-
periodically modulated entries, if there are two N-periodic sequences (αn : n ∈ Z) and (βn : n ∈ Z) of
positive and real numbers, respectively, such that
(a) lim
n→∞ an = ∞,
(b) lim
n→∞
an−1an − αn−1αn
 = 0,
(c) lim
n→∞
bnan − βnαn
 = 0.
For a Jacobi matrix A with N-periodically modulated entries, we set
Xn =
N+n−1∏
j=n
Bj .
Then for each i ∈ {0, 1, . . . , N − 1} the sequence (XjN+i : j ∈ N0) has a limit Xi. In view of [39, Proposition
3.8], we have Xi(x) = Xi(0) for all x ∈ C.
6 GRZEGORZ ŚWIDERSKI AND BARTOSZ TROJAN
Proposition 2.2. Let N be a positive integer and σ ∈ {−1, 1}. Let A be a Jacobi matrix with N-periodically
modulated entries so that X0(0) = σ Id. Suppose that there are two N-periodic sequences (sn : n ∈ Z) and
(zn : n ∈ Z), such that
lim
n→∞
αn−1αn an − an−1 − sn
 = 0, limn→∞  βnαn an − bn − zn
 = 0,
then for each i ∈ {0, 1, . . . , N − 1} the sequence (a(k+1)N+i−1(XkN+i − σ Id) : k ∈ N) converges locally
uniformly on C to Ri, and
trRi = −σ lim
k→∞
(
a(k+1)N+i−1 − akN+i−1
)
.
Proof. According to [36, Proposition 9], we have
(2.1) Ri(x) = αi−1Ci(x) + αi−1Di
where
Ci(x) = x ©­«
−αi−1
αi
(
p
[i+1]
N−2
) ′
(0)
(
p
[i]
N−1
) ′
(0)
−αi−1
αi
(
p
[i+1]
N−1
) ′
(0)
(
p
[i]
N
) ′
(0)
ª®¬
and
(2.2) Di =
N−1∑
j=0
1
αi+j
{
N−1∏
m=j+1
Bi+m(0)
} (
0 0
si+j zi+j
) { j−1∏
m=0
Bi+m(0)
}
.
In view of [36, Proposition 6],
(2.3) trCi ≡ 0.
Since the trace is linear and invariant under cyclic permutations, by (2.2) we get
(2.4) trDi =
N−1∑
j=0
1
αi+j
tr
{(
0 0
si+j zi+j
) N+j−1∏
m=j+1
Bi+m(0)
}
.
Using [36, Proposition 3]
N+j−1∏
m=j+1
Bi+m(0) =
(
− αi+ j
αi+ j+1
p
[i+j+2]
N−3 (0) p
[i+j+1]
N−2 (0)
− αi+ j
αi+ j+1
p
[i+j+2]
N−2 (0) p
[i+j+1]
N−1 (0)
)
,
thus
tr
{(
0 0
si+j zi+j
) N+j−1∏
m=j+1
Bi+m(0)
}
= si+jp
[i+j+1]
N−2 (0) + zi+jp
[i+j+1]
N−1 (0)
= −σ αi+j
αi+j−1
si+j,(2.5)
where the last equality follows by [36, formula (13)]. Inserting (2.5) into (2.4) results in
trDi = −σ
N−1∑
j=0
si+j
αi+j−1
.
Hence, by (2.1) and (2.3), we get
trRi = αi−1 trDi = −σαi−1
N−1∑
j=0
si+j
αi+j−1
.
Finally, by [40, Proposition 3], we obtain
trRi = −σ lim
k→∞
(
a(k+1)N+i−1 − akN+i−1
)
,
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which completes the proof. 
2.2. Periodic blend.
Definition 2.3. The Jacobi matrix A associated to (an : n ∈ N0) and (bn : n ∈ N0) has asymptotically
N-periodic entries if there are two N-periodic sequences (αn : n ∈ Z) and (βn : n ∈ Z) of positive and real
numbers, respectively, such that
(a) lim
n→∞
an − αn = 0,
(b) lim
n→∞
bn − βn = 0.
Definition 2.4. The Jacobi matrix A associated with sequences (an : n ∈ N0) and (bn : n ∈ N0) has a
N-periodically blended entries if there are an asymptotically N-periodic Jacobi matrix A˜ associated with
sequences (a˜n : n ∈ N0) and (b˜n : n ∈ N0), and a sequence of positive numbers (c˜n : n ∈ N0), such that
(a) lim
n→∞ c˜n = ∞, and limm→∞
c˜2m+1
c˜2m
= 1,
(b) ak(N+2)+i =

a˜kN+i if i ∈ {0, 1, . . . , N − 1},
c˜2k if i = N,
c˜2k+1 if i = N + 1,
(c) bk(N+2)+i =
{
b˜kN+i if i ∈ {0, 1, . . . , N − 1},
0 if i ∈ {N, N + 1}.
If A is a Jacobi matrix having N-periodically blended entries, we set
Xn(x) =
N+n+1∏
j=n
Bj(x).
By [39, Proposition 3.12], for each i ∈ {1, 2, . . . , N − 1},
lim
j→∞
Bj(N+2)+i(x) = Bi(x),
locally uniformly with respect to x ∈ C, thus the sequence (Xj(N+2)+i : j ∈ N) converges to Xi locally
uniformly on C where
(2.6) Xi(x) =
( i−1∏
j=1
Bj (x)
)
C(x)
( N−1∏
j=i
Bj(x)
)
,
and
C(x) =
(
0 −1
αN−1
α0
−2x−β0
α0
)
.
Moreover, we have the following proposition.
Proposition 2.5.
lim
j→∞
B−1
j(N+2)(x) =
(
0 0
1 0
)
,(2.7)
lim
j→∞
Bj(N+2)+N (x) =
(
0 1
0 0
)
,(2.8)
lim
j→∞
Bj(N+2)+N+1(x) =
(
0 1
−1 0
)
.(2.9)
locally uniformly with respect to x ∈ C.
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Proof. The proposition easily follows from Definition 2.4. Indeed, we have
B−1
j(N+2)(x) =
(
x−b˜ j N
c˜2 j−1 −
a˜ j N
c˜2 j−1
1 0
)
,
and
Bj(N+2)+N (x) =
(
0 1
− a˜ j N+N−1
c˜2 j
x
c˜2 j
)
, Bj(N+2)+N+1(x) =
(
0 1
− c˜2 j
c˜2 j+1
x
c˜2 j+1
)
.
Thus using Definition 2.4(i) and boundedness of the sequence (a˜n : n ∈ N0), we can compute the limits. 
3. Stolz class
In this section we define a proper class of slowly oscillating sequences which is motivated by [34], see
also [41, Section 2]. Let X be a normed space. We say that a bounded sequence (xn) belongs to Dr,s(X) for
certain r ∈ N and s ∈ {0, 1, . . . , r − 1}, if for each j ∈ {1, . . . , r − s},
∞∑
n=1
∆j xn rj+s < ∞.
Moreover, (xn) ∈ D0r,s(X), if (xn) ∈ Dr,s(X) and
∞∑
n=1
‖xn‖
r
s < ∞.
Let us observe that
Dr,s(X) ⊂ Dr,0(X), and Dr,r−1(X) = D1,0(X).
To simplify the notation, if X is the real line with Euclidean norm we shortly write Dr,s = Dr,s(R). Given a
compact set K ⊂ C and a normed vector space R, by Dr,s(K, R) we denote the case when X is the space of
all continuous mappings from K to R equipped with the supremum norm. Moreover, given a positive integer
N , we say that (xn) ∈ DNr,s(X) if for each i ∈ {0, 1, . . . , N − 1},(
xnN+i : n ∈ N
) ∈ Dr,s(X).
Lemma 3.1. Let d and M be positive integers, and let K0 ⊂ C be a set with at least M + 1 points. Suppose
that (xn : n ∈ N) is a sequence of elements from Mat(d, PM ) where PM denotes the linear space of complex
polynomials of degree at most M . If there are r ≥ 1 and s ∈ {0, 1, . . . , r − 1} so that for all z ∈ K0,(
xn(z) : n ∈ N
) ∈ Dr,s (Mat(d,C)),
then for every compact set K ⊂ C, (
xn : n ∈ N
) ∈ Dr,s (K,Mat(d,C)) .
Proof. Let {z0, z1, . . . , zM } be a subset of K0 consisting of distinct points. By the Lagrange interpolation
formula, we can write
xn(z) =
M∑
j=0
ℓj(z)xn(zj )
where
ℓj(z) =
M∏
m=0
m,j
z − zm
zj − zm
.
Let K be a compact subset of C. Then there is a constant c > 0 such that for any j ∈ {0, 1, . . . , M},
sup
z∈K
|ℓj(z)| ≤ c.
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Since, for each k ≥ 0,
∆k xn(z) =
M∑
j=0
ℓj(z)∆k xn(zj),
we obtain
sup
z∈K
∆k xn(z) ≤ c M∑
j=0
∆k xn(zj ),
and the conclusion follows. 
The following lemma is well-known and its proof is straightforward.
Lemma 3.2. For any two sequences (xn) and (yn), and j ∈ N,
∆j(xnyn : n ∈ N)n =
j∑
k=0
(
j
k
)
∆j−k xn · ∆k yn+j−k .
Corollary 3.3 ( [41, Corollary 1]). Let r ∈ N and s ∈ {0, . . . , r − 1}.
(i) If (xn) ∈ Dr,0(X) and (yn) ∈ D0r,s(X) then (xnyn) ∈ D0r,s(X).
(ii) If (xn), (yn) ∈ Dr,s(X), then (xnyn) ∈ Dr,s(X).
Lemma 3.4 ( [41, Lemma 2]). Fix r ∈ N, s ∈ {0, . . . , r − 1} and a compact set K ⊆ R. Let ( fn : n ∈
N) ∈ Dr,s(K,R) be a sequence of real functions on K with values in I ⊆ R and let F ∈ Cr−s(I,R). Then
(F ◦ fn : n ∈ N) ∈ Dr,s(K,R).
By Lemma 3.4, we easily get the following corollary.
Corollary 3.5. Let r ∈ N. If (xn) ∈ Dr,0(K,C), and
0 < δ ≤ |xn(x)|,
for all n ∈ N and x ∈ K , then (x−1n : n ∈ N) ∈ Dr,0(K,C).
The next theorem is the main result of this section.
Theorem 3.6. Fix two integers r ≥ 2 and s ∈ {0, . . . , r − 2}, and a compact set K ⊂ R. Suppose that
(λ+n : n ∈ N) and (λ−n : n ∈ N) are two uniform Cauchy sequences from Dr,0(K,R) so that for all x ∈ K and
n ∈ N,
(3.1)
λ+n (x)λ−n (x) > 0,
|λ+n (x)| − |λ−n (x)| ≥ δ > 0.
Let (Xn : n ∈ N) ∈ Dr,s
(
K,GL(2,R)) be such that
(3.2) sup
x∈K
sup
n∈N
(‖Xn(x)‖ + ‖X−1n (x)‖) < ∞.
Then there are sequences (µ+n : n ∈ N), (µ−n : n ∈ N) ∈ Dr,0(K,R) and (Yn : n ∈ N) ∈ Dr,s+1
(
K,GL(2,R))
satisfying
(3.3)
(
λ+n 0
0 λ−n
)
X−1n Xn−1 = Yn
(
µ+n 0
0 µ−n
)
Y−1n ,
such that (µ+n : n ∈ N) and (µ−n : n ∈ N) are uniform Cauchy sequences with
µ+n(x)µ−n(x) > 0,
|µ+n(x)| − |µ−n(x)| ≥ δ′ > 0,
for all x ∈ K and n ∈ N. Moreover,
(3.4) lim
n→∞ supx∈K
Yn(x) − Id  = 0.
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Proof. Let
Dn =
(
λ+n 0
0 λ−n
)
.
We set
Wn = DnX
−1
n Xn−1 = Dn
(
Id−X−1n ∆Xn−1
)
.
By (3.2), we have
sup
K
Wn − Dn = sup
K
DnX−1n ∆Xn−1 ≤ c sup
K
∆Xn−1.
Since (Xn) ∈ Dr,s
(
K,GL(2,R)) ,
lim
n→∞ supK
‖∆Xn‖ = 0,
thus
lim
n→∞ supK
Wn − Dn = 0.
In particular, Wn has positive discriminant. Let µ+n and µ
−
n be its eigenvalues with |µ+n | > |µ−n |. Then
lim
n→∞ supK
µ+n − λ+n  = 0, and lim
n→∞ supK
µ−n − λ−n  = 0,
and hence (µ+n : n ∈ N) and (µ−n : n ∈ N) are a uniform Cauchy sequence satisfying (3.1). Setting
Xn =
(
x
(n)
11
x
(n)
12
x
(n)
21
x
(n)
22
)
, and Wn =
(
w
(n)
11
w
(n)
12
w
(n)
21
w
(n)
22
)
,
we obtain
Wn =
1
det Xn
(
λ+n
(
x
(n−1)
11
x
(n)
22
− x(n−1)
21
x
(n)
12
)
λ+n
(
x
(n−1)
12
x
(n)
22
− x(n−1)
22
x
(n)
12
)
λ−n
(
x
(n−1)
21
x
(n)
11
− x(n−1)
11
x
(n)
21
)
λ−n
(
x
(n−1)
22
x
(n)
11
− x(n−1)
12
x
(n)
21
)) .
By (3.2) and Corollary 3.5, we have (
1
det Xn
)
∈ Dr,0,
hence by Corollary 3.3(ii), we get that(
w
(n)
11
: n ∈ N), (w(n)
22
: n ∈ N) ∈ Dr,0.
Moreover,
w
(n)
12
=
λ+n
det Xn
(
x
(n−1)
12
x
(n)
22
− x(n−1)
22
x
(n)
12
)
=
λ+n
det Xn
( (
x
(n)
22
− x(n−1)
22
)
x
(n)
12
− (x(n)
12
− x(n−1)
12
)
x
(n)
22
)
,
and
w
(n)
21
=
λ−n
det Xn
( (
x
(n)
22
− x(n−1)
22
)
x
(n)
21
− (x(n)
21
− x(n−1)
21
)
x
(n)
22
)
,
thus, by Corollary 3.3(i), (
w
(n)
12
: n ∈ N), (w(n)
21
: n ∈ N) ∈ D0r,s+1.
Next, we compute the eigenvalues. We obtain
µ+n =
w
(n)
11
+ w
(n)
22
2
+
σn
2
√
discrWn, and µ
−
n =
w
(n)
11
+ w
(n)
22
2
− σn
2
√
discrWn
where σn = sign(w(n)11 ), and
discrWn =
(
w
(n)
22
− w(n)
11
)2
+ 4w
(n)
12
w
(n)
21
.
ESSENTIAL SPECTRA OF UNBOUNDED JACOBI MATRICES 11
Since for all n sufficiently large
(3.5)
w(n)
11
− w(n)
22
 ≥ λ+n − λ−n  − w(n)11 − λ+n  − w(n)22 − λ−n  ≥ δ2,
by Lemma 3.4, we have (µ+n), (µ−n) ∈ Dr,0(K,R). It remains to compute the matrix Yn. Suppose that the
equations
(3.6) Wn
(
1
v
+
n
)
= µ+n
(
1
v
+
n
)
and Wn
(
v
−
n
1
)
= µ−n
(
v
−
n
1
)
both have solutions, then the matrix
Yn =
(
1 v−n
v
+
n 1
)
satisfies (3.3). Observe that equations (3.6) are equivalent to{
w
(n)
11
+ v
+
nw
(n)
12
= µ+n,
w
(n)
21
+ v
+
nw
(n)
22
= µ+nv
+
n,
and
{
w
(n)
11
v
−
n + w
(n)
12
= µ−nv
−
n,
w
(n)
21
v
−
n + w
(n)
22
= µ−n .
(3.7)
If σn = 1 then by (3.5),
w
(n)
22
− w(n)
11
−
√
discrWn ≤ −
δ
2
,
otherwise
w
(n)
22
− w(n)
11
+
√
discrWn ≥
δ
2
.
Thus w(n)
22
− w(n)
11
− σn
√
discrWn
 ≥ δ
2
,
and
v
+
n =
−2w(n)
21
w
(n)
22
− w(n)
11
− σn
√
discrWn
, and v−n =
2w
(n)
12
w
(n)
22
− w(n)
11
− σn
√
discrWn
,
satisfy the systems (3.7). In view of (3.5), Corollary 3.5 and Corollary 3.3(i), we conclude that (v+n ), (v−n ) ∈
D0
r,s+1
(K,R). Finally, Lemma 3.4 implies that (Yn) belongs to Dr,s+1
(
K,GL(2,R)) . Because
lim
n→∞ supK
|v+n | = lim
n→∞ supK
|v−n | = 0,
we easily obtain (3.4). 
Corollary 3.7. The sequences (µ−n) and (µ+n) converge to the same limit as (λ−n ) and (λ+n ), respectively.
4. Levinson’s type theorems
In this section we develop discrete variants of the Levinson’s theorem. There are two cases we need to
distinguish according to whether the limiting matrix has two different eigenvalues or not.
4.1. Different eigenvalues.
Theorem 4.1. Let (Xn : n ∈ N) be a sequence of continuous mappings defined on R with values in GL(2,R)
that converges uniformly on a compact set K to the mapping X with discrX(x) , 0 and detX(x) > 0 for
each x ∈ K . If discrX > 0, we additionally assume that for all x ∈ K ,
(4.1)
[X(x)]1,1 − λ1(x) > 0 and [X(x)]2,2 − λ2(x) > 0
where λ1 and λ2 are continuous functions on K so that λ1(x) and λ2(x) are eigenvalues of X(x). Let
(En : n ∈ N) be a sequence of continuous mappings defined on R with values in Mat(2,C) such that
(4.2)
∞∑
n=1
sup
K
‖En‖ < ∞.
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If (Xn : n ∈ N) belongs to Dr,0
(
K,GL(2,R)) for a certain r ≥ 1 and η is a continuous eigenvalue of X, then
there are continuous mappings Φn : K → C2, µn : K → C, and v : K → C2, satisfying
Φn+1 = (Xn + En)Φn
and
lim
n→∞ supx∈K
|µn(x) − η(x)| = 0,
such that
(4.3) lim
n→∞ supx∈K
 Φn(x)∏n−1
j=1 µ j(x)
− v(x)
 = 0
whereas v(x) is an eigenvector of X(x) corresponding to η(x) for each x ∈ K .
Proof. Suppose that discrX(x) > 0 and detX(x) > 0 for all x ∈ K . In particular, trX(x) , 0 for all x ∈ K .
Let λ+ and λ− denote the eigenvalues of X such that |λ+ | > |λ− |, namely we set
λ+(x) = trX(x) + σ
√
discrX(x)
2
, and λ−(x) = trX(x) − σ
√
discrX(x)
2
where σ = sign(trX). Without loss of generality we can assume that (4.1) is satisfied with λ1 = λ+ and
λ2 = λ
−, since otherwise we consider mappings conjugated by
J =
(
0 1
1 0
)
.
Select δ > 0 such that for all x ∈ K ,[X(x)]1,1 − λ+(x) ≥ 2δ and [X(x)]2,2 − λ−(x) ≥ 2δ,
and
discrX(x) ≥ 2δ2, detX(x) ≥ 2δ2.
Since (discr Xn : n ∈ N) converges uniformly on K , there is M ≥ 1 such that for all n ≥ M and x ∈ K ,
(4.4) discr Xn(x) ≥ δ2 det Xn(x) ≥ δ2.
Hence, the matrix Xn(x) has two eigenvalues
λ+n (x) =
tr Xn(x) + σ
√
discr Xn(x)
2
, and λ−n (x) =
tr Xn(x) − σ
√
discr Xn(x)
2
,
By increasing M , we can also assume that for all n ≥ M and x ∈ K ,
(4.5)
[Xn(x)]1,1 − λ+n (x) ≥ δ and [Xn(x)]2,2 − λ−n (x) ≥ δ.
Then setting
Cn,0 =
( [Xn]1,2
λ+n−[Xn ]1,1 1
1
[Xn]2,1
λ−n−[Xn ]2,2
)
and Dn,0 =
(
λ+n 0
0 λ−n
)
,
we obtain
Xn = Cn,0Dn,0C
−1
n,0.
In view of (4.4) and (4.5), by Corollaries 3.5 and 3.3, the sequences (Cn,0 : n ≥ M) and (Dn,0 : n ≥ M)
belong to Dr,0
(
K,GL(2,R)) . If r ≥ 2, in view of (4.4) we can apply Theorem 3.6 to get two sequences of
mappings
(Cn,1 : n ≥ M) ∈ Dr,1
(
K,GL(2,R)), and (Dn,1 : n ≥ M) ∈ Dr,0 (K,GL(2,R)),
such that
Dn,0C
−1
n,0Cn−1,0 = Cn,1Dn,1C
−1
n,1,
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and
Dn,1 =
(
γ+
n,1
0
0 γ−
n,1
)
.
Then for n ≥ M + 1,
Xn+1Xn = (Cn+1,0Dn+1,0C−1n+1,0)(Cn,0Dn,0C−1n,0)
= Cn+1,0(Dn+1,0C−1n+1,0Cn,0)(Dn,0C−1n,0Cn−1,0)C−1n−1,0
= Cn+1,0(Cn+1,1Dn+1,1C−1n+1,1)(Cn,1Dn,1C−1n,1)C−1n−1,0
= Cn+1,0Cn+1,1(Dn+1,1C−1n+1,1Cn,1)(Dn,1C−1n,1Cn−1,1)(Cn−1,0Cn−1,1)−1.
By repeated application of Theorem 3.6 for k ∈ {2, 3, . . . , r − 1}, we can find sequences
(4.6) (Cj,k : j ≥ M + k) ∈ Dr,k
(
K,GL(2,R)), and (D j,k : j ≥ M + k) ∈ Dr,0 (K,GL(2,R)),
such that
D j,k−1C−1j,k−1Cj−1,k−1 = Cj,kD j,kC
−1
j,k .
Hence,
Xn+1Xn = Qn+1
(
Dn+1,r−1C−1n+1,r−1Cn,r−1
) (
Dn,r−1C−1n,r−1Cn−1,r−1
)
Q−1n−1
where
Qm = Cm,0Cm,1 · · ·Cm,r−1.
Notice that
lim
m→∞Qm =
( [X]1,2
λ+−[X]1,1 1
1
[X]2,1
λ−−[X]2,2
)
uniformly on K .
Let us now consider the recurrence equation
Ψk+1 = Q
−1
2k+1(X2k+1 + E2k+1)(X2k + E2k)Q2k−1Ψk
=
(
Yk + Rk + Fk
)
Ψk, k ≥ M
where
Yk = D2k+1,r−1D2k,r−1 =
(
γ+
2k+1,r−1γ
+
2k,r−1 0
0 γ−
2k+1,r−1γ
−
2k,r−1
)
,
Rk = (D2k+1,r−1C−12k+1,r−1C2k,r−1)(D2k,r−1C−12k,r−1C2k−1,r−1) − D2k+1,r−1D2k,r−1,
and
Fk = Q
−1
2k+1X2k+1E2kQ2k−1 +Q
−1
2k+1E2k+1X2kQ2k−1 +Q
−1
2k+1E2k+1E2kQ2k−1.
Since
Rk = −D2k+1,r−1C−12k+1,r−1
(
∆C2k,r−1
)
D2k,r−1
− D2k+1,r−1C−12k+1,r−1C2k,r−1D2k,r−1C−12k,r−1
(
∆C2k−1,r−1
)
,
we easily see that
‖Rk ‖ ≤ c
(∆C2k,r−1 + ∆C2k−1,r−1),
which together with (4.6) implies that
∞∑
k=M
sup
K
‖Rk ‖ < ∞.
In view of (4.2) we also get
∞∑
k=M
sup
K
‖Fk ‖ < ∞.
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Let us consider the case η = λ−. The sequence (γ−
n,r−1 : n ≥ M) converges to λ−, thus there are n0 ≥ M and
δ′ > 0, so that for all n ≥ n0, γ+n,r−1γ−
n,r−1
 ≥ 1 + δ|γ−
n,r−1 |
≥ 1 + δ′,
thus for all k1 ≥ k0 ≥ n0,
k1∏
j=k0
γ+2j+1,r−1γ−
2j+1,r−1
 · γ+2j,r−1γ−
2j,r−1
 ≥ (1 + δ′)2(k1−k0).
In particular, (Yk : k ≥ n0) satisfies the uniform Levinson’s condition, see [29, Definition 2.1]. Therefore, in
view of [29, Theorem 4.1], there is a sequence (Ψk : k ≥ n0) such that
lim
n→∞ supx∈K
 Ψk(x)∏k−1
j=n0
γ−
2j+1,r−1(x)γ−2j,r−1(x)
− e2
 = 0
where
e2 =
(
0
1
)
.
In fact, in the proof of [29, Theorem 4.1] the author used supremum norm with respect to the parameter, thus
when all the mappings in [29, Theorem 4.1] are continuous (or holomorphic) with respect to this parameter,
the functions Φk are continuous (or holomorphic, respectively).
We are now in the position to define (Φn : n ≥ 2n0). Namely, for x ∈ K and n ≥ 2n0, we set
Φn(x) =
{
Q2k−1(x)Ψk (x) if n = 2k,
(X2k(x) + E2k(x))Q2k−1(x)Ψk (x) if n = 2k + 1.
As it is easy to check, (Φn : n ≥ n0) satisfies
Φn+1 = (Xn + En)Φn .
Observe that for
v
−
=
(
1
[X]2,1
λ−−[X]2,2
)
we obtain
lim
k→∞
sup
x∈K
Q2k−1(x)e2 − v−(x) = 0,
and
lim
k→∞
sup
x∈K
X2k(x) + E2k(x)γ−
2k,r−1(x)
Q2k−1(x)e2 − v−(x)
 = 0.
Therefore, (4.3) is satisfied for (µn : n ∈ N) defined on K by the formula
µn =
{
1 for n < n0,
γ−
n,r−1 for n ≥ n0.
This completes the proof. The reasoning when η = λ+ is analogous.
If discrX(x) < 0 for x ∈ K , the argument is simpler. First, let us observe that the matrix X(x) has real
entries, thus |[X(x)]1,2 | > 0 for all x ∈ K . Since (Xn : n ∈ N) converges uniformly on K , there are δ > 0 and
M ≥ 1, such that for all n ≥ M and x ∈ K ,
discr Xn(x) ≤ −δ, and |[Xn(x)]1,2 | > δ.
Therefore, for each x ∈ K , the matrix Xn(x) has two eigenvalues λn and λn where
λn(x) =
tr Xn(X) + i
√
|discr Xn(x)|
2
.
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Hence, setting
Cn,0 =
(
1 1
λn−[Xn ]1,1
[Xn]1,2
λn−[Xn ]1,1
[Xn]1,2
)
, and Dn,0 =
(
λn 0
0 λn
)
,
we obtain
Xn = Cn,0Dn,0C
−1
n,0.
Moreover, (Cn,0 : n ≥ M) and (Dn,0 : n ≥ M) belong to Dr,0
(
K,GL(2,C)) . If r ≥ 2, then by [41, Theorem
1], there are two sequences of matrices
(Cn,1 : n ≥ M) ∈ Dr,1
(
K,GL(2,C)), and (Cn,1 : n ≥ M) ∈ Dr,0 (K,GL(2,C)),
such that
Dn,0C
−1
n,0Cn,0 = Cn,1Dn,1C
−1
n,1,
and
Dn,1 =
(
γn,1 0
0 γn,1
)
.
By repeated application of [41, Theorem 1], for k ∈ {2, 3, . . . , r − 1}, we can find sequences
(Cj,k : j ≥ M + k) ∈ Dr,k
(
K,GL(2,C)), and (D j,k : j ≥ M + k) ∈ Dr,0 (K,GL(2,C)),
such that
D j,k−1C−1j,k−1Cj−1,k−1 = Cj,kD j,kC
−1
j,k .
Hence,
Xn+1Xn = Qn+1
(
Dn+1,r−1C−1n+1,r−1Cn,r−1
) (
Dn,r−1C−1n,r−1Cn−1,r−1
)
Q−1n−1,
where
Qm = Cm,0Cm,1 · · ·Cm,r−1.
Notice that
lim
m→∞Qm =
(
1 1
λ−[X]1,1
[X]1,2
λ−[X]1,1
[X]1,2
)
uniformly on K .
We next consider the recurrence equation
Ψk+1 = Q
−1
2k+1(X2k+1 + E2k+1)(X2k + E2k)Q2k−1Ψk
= (Yk + Rk + Fk)Ψk, k ≥ M
where
Yk = D2k+1,r−1D2k,r−1 =
(
γ2k+1,rγ2k,r 0
0 γ2k+1,rγ2k,r
)
,
Rk = (D2k+1,r−1C−12k+1,r−1C2k,r−1)(D2k,r−1C−12k,r−1C2k−1,r−1) − D2k+1,r−1D2k,r−1,
and
Fk = Q
−1
2k+1X2k+1E2kQ2k−1 +Q
−1
2k+1E2k+1X2kQ2k−1 +Q
−1
2k+1E2k+1E2kQ2k−1.
Suppose that η = λ. Since for all n ≥ M , γn,r−1γn,r−1
 = 1,
the sequence (Yk : k ≥ M) satisfies the uniform Levinson’s condition. Therefore, by [29, Theorem 4.1], there
is a sequence (Ψk : k ≥ M) such that
lim
k→∞
sup
x∈K
 Ψk(x)∏k−1
j=M γ2j+1,r−1(x)γ2j,r−1(x)
− e2
 = 0.
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Hence, (Φn : n ≥ 2M) defined by the formula
Φn(x) =
{
Q2k−1(x)Ψk (x) if n = 2k,
(X2k(x) + E2k(x))Q2k−1(x)Ψk (x) if n = 2k + 1.
together with
µn =
{
1 for n < 2M,
γn,r−1 for n ≥ 2M,
satisfies (4.3). This completes the proof of the theorem. 
The following lemma guarantees that in the case of positive discriminant Theorem 4.1 can at least be
applied locally.
Lemma 4.2. Suppose that X is a continuous mapping defined on a closed interval I ⊂ R with values in
Mat(2,R) that has positive discriminant on I. Let λ1, λ2 : I → R, be continuous functions so that λ1(x) and
λ2(x) are the distinct eigenvalues of X(x). Then for each x ∈ I there is an open interval Ix containing x such
that
(i) for all y ∈ Ix ∩ I, ([X(y)]1,1 − λ1(y)) ([X(y)]2,2 − λ2(y)) , 0,
or
(ii) for all y ∈ Ix ∩ I, ([X(y)]1,1 − λ2(y)) ([X(y)]2,2 − λ1(y)) , 0.
Proof. Let x ∈ I. Since discr X(x) > 0, we have λ1(x) , λ2(x). By the continuity of X , it is enough to show
that ([X(x)]1,1 − λ1(x)) ([X(x)]2,2 − λ2(x)) , 0,
or ([X(x)]1,1 − λ2(x)) ([X(x)]2,2 − λ1(x)) , 0.
If neither of the conditions is met, we would have
[X(x)]1,1 = λ1(x) and [X(x)]2,2 = λ1(x),
or
[X(x)]1,1 = λ2(x) and [X(x)]2,2 = λ2(x).
Thus tr X(x) equals 2λ1(x) or 2λ2(x), but neither of the situations is possible. 
The following corollary gives a Levinson’s type theorem in the case when the limit X is a constant matrix.
It may be proved in much the same way as Theorem 4.1. Here, the condition (4.1) can be dropped since X is
a constant matrix.
Corollary 4.3. Let (Xn : n ∈ N) be a sequence of matrices belonging to D1
(
GL(2,R)) convergent to the
matrix X. Let (En : n ∈ N) be a sequence of continuous (or holomorphic) mappings defined on a compact
set K ⊂ C with values in Mat(2,C), such that
∞∑
n=1
sup
K
‖En‖ < ∞.
Suppose that discrX , 0 and detX > 0. If η is an eigenvalue of X, then there are continuous (or
holomorphic, respectively) mappings Φn : K → C2, satisfying
Φn+1 = (Xn + En)Φn
such that
lim
n→∞ supx∈K
 Φn(x)∏n−1
j=1 µ j
− v
 = 0
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where v is the eigenvector of X corresponding to η, and µn is the eigenvalue of Xn such that
lim
n→∞ |µn − η | = 0.
4.2. Perturbations of the identity.
Theorem 4.4. Let (Xn : n ∈ N) be a sequence of continuous mappings defined on R with values in GL(2,R)
that uniformly converges on a compact interval K to σ Id for a certain σ ∈ {−1, 1}. Suppose that there is a
sequence of positive numbers (γn : n ∈ N0) such that Rn = γn(Xn − σ Id) converges uniformly on K to the
mapping R satisfying discrR(x) , 0 for all x ∈ K . If discrR > 0, we additionally assume that
(4.7)
∞∑
n=0
1
γn
= ∞.
Let (En : n ∈ N) be a sequence of continuous mappings defined on R with values inMat(2,C), such that
(4.8)
∞∑
n=1
sup
K
‖En‖ < ∞.
If (Rn : n ∈ N) belongs to D1,0
(
K,Mat(2,R)) and η is a continuous eigenvalue of R, then there are n0 ≥ 1
and continuous mappings Φn : K → C2, µn : K → C, and v : K → C2 satisfying
Φn+1 = (Xn + En)Φn,
such that
(4.9) lim
n→∞ supx∈K
 Φn(x)∏n−1
j=n0
(
σ + γ−1
j
µ j(x)
) − v(x) = 0
where for each x ∈ K , v(x) is an eigenvector of R(x) corresponding to η(x), and µn(x) is an eigenvalue of
Rn(x) such that
lim
n→∞ supx∈K
µn(x) − η(x) = 0.
Proof. Let us first consider the case of positive discriminant. There is δ > 0 such that for all x ∈ K ,
discrR(x) ≥ 2δ2.
Then the matrix R(x) has two eigenvalues
ξ+(x) = trR(x) + σ
√
discrR(x)
2
, and ξ−(x) = trR(x) − σ
√
discrR(x)
2
.
Since (Rn : n ∈ N) converges uniformly on K , there is M ≥ 1, such that for all n ≥ M and x ∈ K ,
(4.10) discr Rn(x) ≥ δ2, and γn ≥ δ.
In particular, the matrix Rn has two eigenvalues
(4.11) ξ+n (x) =
tr Rn(x) + σ
√
discr Rn(x)
2
, and ξ−n (x) =
tr Rn(x) − σ
√
discr Rn(x)
2
.
Now, let us consider the collection of intervals {Ix : x ∈ K} determined in Lemma 4.2 for the mapping R.
By compactness of K we can find a finite subcollection {I1, . . . , IJ } that covers K . Let us consider the case
η = ξ−. It is clear that
lim
n→∞ supx∈K
ξ−n (x) − η(x) = 0.
Suppose that on each K j = Ij ∩ K , one can find Φ(j)n and v(j) so that
(4.12) lim
n→∞ supx∈K j
 Φ(j)n (x)∏n−1
m=n0
(
σ + γ−1m µm(x)
) − v(j)(x) = 0.
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Let {ψ1, . . . , ψJ } be the continuous partition of unity subordinate to the covering {I1, . . . , IJ }, that is ψj is a
continuous non-negative function with suppψj ⊂ Ij , so that
J∑
j=1
ψj ≡ 1.
We set
Φn =
J∑
j=1
Φ
(j)
n ψj, and v =
J∑
j=1
v
(j)ψj .
Observe that v(x) is an eigenvector of R(x) corresponding to η(x) for all x ∈ K . Moreover, since ψj is
supported inside Ij ,
lim
n→∞ supx∈K
 Φn(x)∏n−1
m=n0
(
σ + γ−1m µm(x)
) − v(x) ≤ limn→∞ J∑
j=1
sup
x∈K j
 Φ(j)n (x)∏n−1
m=n0
(
σ + γ−1m µm(x)
) − v(j)(x) = 0.
Therefore, it is sufficient to prove (4.12) for K = K j where j ∈ {1, . . . , J}. To simplify the notation, we drop
the dependence on j. Without loss of generality, we can assume that for each x ∈ K ,[R(x)]1,1 − ξ+(x) ≥ 2δ, and [R(x)]2,2 − ξ−(x) ≥ 2δ.
Since (Rn : n ∈ N) converges to R uniformly on K , there are M ≥ 1 such that for all x ∈ K and n ≥ M ,
(4.13)
[Rn(x)]1,1 − ξ+n (x) ≥ δ, and [Rn(x)]2,2 − ξ−n (x) ≥ δ.
Now, we can define
Cn =
( [Rn]1,2
ξ+n−[Rn]1,1 1
1
[Rn]2,1
ξ−n−[Rn]2,2
)
, and D˜n(x) =
(
ξ+n (x) 0
0 ξ−n (x)
)
.
Then
Rn(x) = Cn(x)D˜n(x)C−1n (x),
and in view of (4.13), (4.10), (4.11), Corollary 3.3 and Lemma 3.4, we conclude that
(4.14) (Cn : n ≥ M) ∈ D1,0
(
K,GL(2,R)) .
Notice that
(4.15) lim
n→∞Cn =
( [R]1,2
ξ+−[R]1,1 1
1
[R]2,1
ξ−−[R]2,2
)
uniformly on K . Since
Xn = σ Id+
1
γn
Rn,
we obtain
Xn(x) = Cn(x)Dn(x)C−1n (x)
where
Dn = σ Id+
1
γn
D˜n.
Hence, eigenvalues of Xn are
(4.16) λ+n = σ +
1
γn
ξ+n , and λ
−
n = σ +
1
γn
ξ−n .
Let us now consider the recurrence equation
Ψn+1 = C
−1
n+1(Xn + En)CnΨn
= (Dn + Fn)Ψn
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where
Fn = −C−1n+1
(
∆Cn
)
Dn + C
−1
n+1EnCn.
By (4.15), we easily see that
‖Fn‖ ≤ c
(‖∆Cn‖ + ‖En‖),
which together with (4.14) and (4.8) gives
∞∑
n=M
sup
K
‖Fn‖ < ∞.
Next, in view of (4.16), (4.11) and (4.10), for n ≥ M ,λ+nλ−n
 = 1 + 1γn
√
discr Rn
1 + σ
γn
ξ−n
 ≥ 1 + √discr Rn2γn ≥ exp
(
δ
4γn
)
,(4.17)
after possibly enlarging M . Therefore, for all n2 > n1 ≥ M ,
n2∏
n=n1
λ+nλ−n
 ≥ exp (δ4 n2∑
n=n1
1
γn
)
.
Hence, (4.7) guarantees that the sequence (Dn : n ≥ M) satisfies the uniform Levinson’s condition. Let us
remind that we are considering η = ξ−. In view of [29, Theorem 4.1], there is a sequence (Ψn : n ≥ M) such
that
lim
n→∞ supx∈K
 Ψn(x)∏n−1
j=M λ
−
j
(x) − e2
 = 0.
Now, for x ∈ K and n ≥ M , we set
Φn(x) = Cn(x)Ψn(x).
It is easy to verify that (Φn : n ≥ M) satisfies
Φn+1 = (Xn + En)Φn .
Setting
v =
(
1
[R]2,1
ξ−−[R]2,2
)
by (4.15), we get
lim
n→∞ supx∈K
Cn(x)e2 − v(x) = 0,
which completes the proof of (4.9) for K = K j , and the case of positive discriminant follows.
When discrR < 0 on K , the reasoning is similar. Since the matrix R has real entries, [R(x)]1,2 , 0 for all
x ∈ K . Therefore, for n ≥ M , we can set
Cn =
(
1 1
ξ+n−[Rn]1,1
[Rn]1,2
ξ−n−[Rn]1,1
[Rn]1,2
)
where
ξ+n (x) =
tr Rn(x) + i
√
| discr Rn(x)|
2
, and ξ−n (x) =
tr Rn(x) − i
√
| discr Rn(x)|
2
.
Since λ+nλ−n
 = 1,
the sequence (Dn : n ≥ M) satisfies the uniform Levinson’s condition. The rest of the proof runs as
before. 
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The method of the proof used in Theorem 4.4, can be also applied in the case of different eigenvalues and
r = 1. In particular, the condition (4.1) can be dropped.
The proof of the following corollary is analogous to the proof of Theorem 4.4.
Corollary 4.5. Let (Xn : n ∈ N) be a sequence of matrices in GL(2,R) convergent to the matrix σ Id
for a certain σ ∈ {−1, 1}. Suppose that there is a sequence of positive numbers (γn : n ∈ N0) such that
Rn = γn(Xn −σ Id) converges to the matrix R satisfying discrR , 0. If discrR > 0, we additionally assume
∞∑
n=0
1
γn
= ∞.
Let (En : n ∈ N) be is a sequence of continuous (or holomorphic) mappings on a compact set K ⊂ C with
values in Mat(2,C), such that
∞∑
n=1
sup
K
‖En‖ < ∞.
If (Rn : n ∈ N) belongs toD1,0(Mat(2,R)), and η is an eigenvalue of R, then there are n0 ≥ 1 and continuous
(or holomorphic, respectively) mappings Φn : K → C2, satisfying
Φn+1 = (Xn + En)Φn,
and such that
lim
n→∞ supx∈K
 Φn(x)∏n−1
j=n0
(σ + γ−1
j
µ j)
− v
 = 0
where v is an eigenvector of R corresponding to η, µn is the eigenvalue of Rn such that
lim
n→∞ |µn − η | = 0.
In the following proposition we describe a way to estimate the denominator in (4.9).
Proposition 4.6. Let (Xn : n ∈ N) be a sequence of mappings defined onRwith values inGL(2,R) convergent
on a compact set K to σ Id for a certain σ ∈ {−1, 1}. Suppose that there is a sequence of positive numbers
(γn : n ∈ N) satisfying
lim
n→∞ Γn = ∞ where Γn =
n∑
j=1
1
γj
,
such that Rn = γn(Xn − σ Id) converges uniformly on K to the mapping R. Assume that discrR(x) > 0 for
all x ∈ K , and
(4.18)
∞∑
n=1
Γn · sup
x∈K
‖Rn+1(x) − Rn(x)‖ < ∞.
Then there is n0 such that for all n ≥ n0, and x ∈ K ,
(4.19)
n∏
j=n0
σ + γ−1j µ−j (x)2 ≍ exp (Γn (σ trR(x) − √discrR(x)) )
and
(4.20)
n∏
j=n0
σ + γ−1j µ+j (x)2 ≍ exp (Γn (σ trR(x) + √discrR(x)) )
where
(4.21) µ−j =
1
2
(
tr Rj − σ
√
discr Rj
)
, and µ+j =
1
2
(
tr Rj + σ
√
discr Rj
)
.
The implicit constants in (4.19) and (4.20) are independent of x and n.
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Proof. Since discrR > 0 on K , there is n0 such that for all j ≥ n0 and x ∈ K , discr Rj(x) > 0. Thus Rj has
two eigenvalues given by the formulas (4.21). By possible enlarging n0, for all n ≥ n0, we have
log
( n∏
j=n0
σ + γ−1j µ−j 2) ≍ n∑
j=n0
1
γj
(
σ tr Rj −
√
discr Rj
)
uniformly on K . Let
A−n = σ tr Rn −
√
discr Rn, A
−
∞ = σ trR −
√
discrR.
Since for m ≥ n, A−n − A−m · Γn ≤ c ∞∑
k=n
Rk+1 − Rk · Γn
≤ c
∞∑
k=n
Rk+1 − Rk · Γk,
we obtain
(4.22) sup
K
A−n − A−∞ · Γn ≤ c.
Now, by the summation by parts, we get
n∑
j=n0
1
γj
A−j = (Γn − Γn0−1)A−∞ +
n∑
j=n0
(Γj − Γj−1)(A−j − A−∞)
= ΓnA
−
∞ − Γn0−1A−n0 + Γn(A−n − A−∞) +
n−1∑
j=n0
Γj(A−j − A−j+1),
thus, by (4.18) and (4.22),
sup
K
 n∑
j=n0
1
γj
A−j − A−∞ · Γn
 ≤ c.
Hence,
n∏
j=n0
σ + γ−1j µ−j 2 ≍ exp (Γn (σ trR − √discrR )),
uniformly on K . The proof of (4.20) is similar. 
5. Essential spectrum for positive discriminant
In this section we prove the main results of the paper.
Theorem 5.1. Let N and r be positive integers and i ∈ {1, 2, . . . , N}. Let A be a Jacobi matrix with
N-periodically blended entries. If there is a compact set K0 ⊂ R with at least N + 3 points so that
(5.1)
(
Xn(N+2)+i : n ∈ N
) ∈ Dr,0 (K0,Mat(2,R)),
then A is self-adjoint and
σsing(A) ∩Λ = ∅ and σac(A) = σess(A) = Λ
where
Λ =
{
x ∈ R : discrX1(x) < 0
}
wherein X1 is given by the formula (2.6).
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Proof. Fix x0 ∈ R\Λ. Let I be an open interval containing x0 such that I ⊂ R\Λ. Since discrX1 = discrXi,
we have discrXi > 0 on I. Thus the matrix Xi has two different eigenvalues λ+ and λ−. Since detXi ≡ 1,
we can select them in such a way that
|λ− | < 1 < |λ+ |.
Let I0 be an open interval determined by Lemma 4.2 for x0 and the mapping Xi : I → Mat(2,R). Without
loss of generality we can assume that, for all x ∈ I0,[Xi(x)]1,1 − λ−(x) > 0, and [Xi(x)]2,2 − λ+(x) > 0.
Let K = I0. In view of Lemma 3.1,
(5.2)
(
Xj(N+2)+i : j ∈ N
) ∈ Dr,0 (K,GL(2,R)) .
Now, by Theorem 4.1, there are sequences (Φ±n : n ≥ n0) and (µ±n : n ∈ N), such that
(5.3) lim
n→∞ supx∈K
 Φ±n(x)∏n
j=1 µ
±
j
(x) − v
±(x)
 = 0.
where v± is a continuous eigenvector of Xi corresponding to λ±. We set
φ±1 = B
−1
1 · · · B−1n0(N+2)+i−1Φ
±
n0
,
and for n ≥ 1,
(5.4) φ±n+1 = Bnφ
±
n .
Then for k(N + 2) + i′ > n0(N + 2) + i with i′ ∈ {0, 1, . . . , N + 1}, we have
(5.5) φ±
k(N+2)+i′ =

B−1
k(N+2)+i′B
−1
k(N+2)+i′+1 · · · B−1k(N+2)+i−1Φ±k if i′ ∈ {0, 1, . . . , i − 1},
Φ±
k
if i′ = i,
Bk(N+2)+i′−1Bk(N+2)+i′−2 · · · Bk(N+2)+iΦ±k if i′ ∈ {i + 1, . . . , N + 1}.
Since for i′ ∈ {1, . . . , i − 1},
lim
k→∞
B−1
k(N+2)+i′B
−1
k(N+2)+i′+1 · · · B−1k(N+2)+i−1 = B−1i′ B−1i′−1 · · ·B−1i−1,
we obtain
(5.6) lim
k→∞
sup
K
φ−k(N+2)+i′∏k−1
j=1 µ
−
j
−B−1i′ B−1i′−1 · · ·B−1i−1v−
 = 0.
Analogously, for i′ ∈ {i + 1, . . . , N}, we get
(5.7) lim
k→∞
sup
K
φ−k(N+2)+i′∏k−1
j=1 µ
−
j
−Bi′−1Bi′−2 · · ·Biv−
 = 0.
Lastly, by Proposition 2.5,
(5.8) lim
k→∞
sup
K
 φ−k(N+2)∏k−1
j=0 µ
−
j
−
(
0 0
1 0
)
B−11 B
−1
2 · · ·B−1i−1v−
 = 0
and
(5.9) lim
k→∞
sup
K
φ±k(N+2)+N+1∏k−1
j=1 µ
−
j
−
(
0 1
0 0
)
BN−1BN−2 · · ·Biv−
 = 0.
Since (φ±n : n ∈ N) satisfies (5.4), the sequence (u±n (x) : n ∈ N0) defined as
u±n (x) =
{
〈φ±
1
(x), e1〉 if n = 0,
〈φ±n(x), e2〉 if n ≥ 1,
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is a generalized eigenvector associated to x ∈ K . Observe that (u0, u1) , 0 on K . Indeed, otherwise there is
x ∈ K , so that φ±
1
(x) = 0, hence φ±n(x) = 0 for all n ∈ N. Therefore, v±(x) = 0, which is impossible. Now, in
view of (5.3) and (5.5), there are constants c > 0 and δ > 0 such that for all n ≥ n0 and x ∈ K ,u+
n(N+2)+i−1(x)
2 + u+
n(N+2)+i(x)
2 = φ+
n(N+2)+i(x)
2 ≥ c n−1∏
j=n0
|µ+j (x)|2 ≥ c(1 + δ)n .
Moreover, by (5.6)–(5.9), for all n ≥ n0, i′ ∈ {0, 1, . . . , N + 1}, and x ∈ K ,φ−
n(N+2)+i′ (x)
2 ≤ c n−1∏
j=n0
|µ−j (x)|2 ≤ c(1 + δ)−n .
Consequently, for any x ∈ K ,
∞∑
n=0
|u+n (x)|2 = ∞
which shows that A is self-adjoint (see [28, Theorem 6.16]). Moreover,
∞∑
n=0
sup
x∈K
|u−n (x)|2 < ∞,
thus by the proof of [30, Theorem 5.3],
σess(A) ∩ K = ∅.
Therefore, for all x0 ∈ R\Λ there is an open interval I0 containing x0 such that σess(A)∩I0 = ∅. Consequently,
σess(A) ⊆ Λ. In view of (5.2), [41, Theorem B] implies that A is purely absolutely continuous on Λ, and
Λ ⊂ σac(A). This completes the proof. 
Remark 5.2. The proof of [37, Corollary 6.7] entails that (5.1) is satisfied for any compact set K ⊂ R, and
all i ∈ {1, 2, . . . , N}, provided that(
1
an
: n ∈ N
)
,
(
bn : n ∈ N
) ∈ DN+2r,0 and ( an(N+2)+Nan(N+2)+N+1 : n ∈ N
)
∈ Dr,0.
Essentially the same reasoning as in the proof of Theorem 5.1 leads to the following theorem.
Theorem 5.3. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let A be a Jacobi matrix with
N-periodically modulated entries. If | trX0(0)| > 2 and there is a compact set K0 ⊂ R with at least N + 1
points so that
(5.10)
(
XnN+i : n ∈ N
) ∈ Dr,0 (K0,Mat(2,R)),
then A is self-adjoint and σess(A) = ∅.
Remark 5.4. The proof of [41, Corollary 8] implies that (5.10) is satisfied for any compact set K ⊂ R, and
all i ∈ {0, 1, . . . , N − 1}, provided that(
an−1
an
: n ∈ N
)
,
(
bn
an
: n ∈ N
)
,
(
1
an
: n ∈ N
)
∈ DNr,0.
We next consider the case when X0 has equal eigenvalues.
Theorem 5.5. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let A be a Jacobi matrix with
N-periodically modulated entries so that X0(0) = σ Id for a certain σ ∈ {−1, 1}. Suppose that there are two
N-periodic sequences (sn : n ∈ N0) and (zn : n ∈ N0), such that
lim
n→∞
αn−1αn an − an−1 − sn
 = 0, limn→∞  βnαn an − bn − zn
 = 0.
Let
Rn = an+N−1
(
Xn − σ Id
)
.
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Then (RnN : n ∈ N) converges to R0 locally uniformly on R. If there is a compact set K0 ⊂ R with at least
N + 1 points such that
(5.11)
(
RnN+i : n ∈ N
) ∈ D1,0 (K0,Mat(2,R)),
then A is self-adjoint and
σsing(A) ∩Λ = ∅ and σac(A) = σess(A) = Λ
where
Λ =
{
x ∈ R : discrR0(x) < 0
}
.
Proof. In view of Proposition 2.2, there is c > 0 such that for all k ≥ 0,
akN+i =
k−1∑
j=0
(
a(j+1)N+i − ajN+i
)
+ ai
≤ c(k + 1).
Therefore,
k0N+i∑
n=0
1
an
≥
k0∑
k=0
1
akN+i
≥ 1
c
k0∑
k=1
1
k
.
Thus, the Carleman’s condition is satisfied, and so A is self-adjoint.
Thanks to Lemma 3.1, for any compact set K ⊂ R,(
XjN+i : j ∈ N0
)
,
(
RnN+i : n ∈ N
) ∈ D1,0 (K,Mat(2,R)) .
Since discrR0 = discrRi, by [22, Criterion 5.8] together with [22, Proposition 5.7] and [22, Theorem 5.6],
we conclude that A is purely absolutely continuous on Λ and Λ ⊂ σac(A). Hence, it remains to show that
σess(A) ⊂ Λ. To do so, we fix a compact set K ⊂ R \ Λ with non-empty interior. Since discrRi > 0 on K ,
for each x ∈ K the matrix Ri(x) has two distinct eigenvalues
ξ+(x) = trRi(x) + σ
√
discrRi(x)
2
, and ξ−(x) = trRi(x) − σ
√
discrRi(x)
2
.
Moreover, (discr RjN+i : j ∈ N) converges uniformly on K , thus there are M ≥ 1 and δ > 0 such that for all
j ≥ M and x ∈ K ,
discr RjN+i(x) ≥ δ.
Therefore, RjN+i(x) has two distinct eigenvalues
ξ+j (x) =
tr RjN+i(x) + σ
√
discr RjN+i(x)
2
, and ξ−j (x) =
tr RjN+i(x) − σ
√
discr RjN+i(x)
2
.
Since
Xn = σ Id+
1
an+N−1
Rn,
the eigenvalues of XjN+i(x) are
λ+j (x) = σ +
ξ+
j
(x)
a(j+1)N+i−1
, and λ−j (x) = σ +
ξ−
j
(x)
a(j+1)N+i−1
.
By Theorem 4.4, there is a sequence (Φn : n ≥ n0) such that
(5.12) lim
n→∞ supx∈K
 Φn(x)∏n−1
j=n0
λ−
j
(x) − v
−(x)
 = 0
where v− is a continuous eigenvector of Ri corresponding to ξ−. We set
φ1 = B
−1
1 · · · B−1n0Φn0,
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and for n ≥ 1,
(5.13) φn+1 = Bnφn.
Then for kN + i′ > n0N + i with i′ ∈ {0, 1, . . . , N − 1}, we have
φkN+i′ =

B−1
kN+i′B
−1
kN+i′+1 · · · B−1kN+i−1Φk if i′ ∈ {0, 1, . . . , i − 1},
Φk if i′ = i,
BkN+i′−1BkN+i′−2 · · · BkN+iΦk if i′ ∈ {i + 1, . . . , N − 1}.
Since for i′ ∈ {0, 1, . . . , i − 1},
lim
k→∞
B−1kN+i′B
−1
kN+i′+1 · · · B−1kN+i−1 = B−1i′ (0)B−1i′+1(0) · · ·B−1i−1(0),
we obtain
(5.14) lim
k→∞
sup
K
 φkN+i′∏k−1
j=n0
λ−
j
−B−1i′ (0)B−1i′+1(0) · · ·B−1i−1(0)v−
 = 0.
Analogously, for i′ ∈ {i + 1, . . . , N − 1},
(5.15) lim
k→∞
sup
K
 φkN+i′∏k−1
j=n0
λ−
j
−Bi′−1(0)Bi′−2(0) · · ·Bi(0)v−
 = 0.
Since (φn : n ∈ N) satisfies (5.13), the sequence (un(x) : n ∈ N0) defined as
un(x) =
{
〈φ1(x), e1〉 if n = 0,
〈φn(x), e2〉 if n ≥ 1,
is a generalized eigenvector associated to x ∈ K . By (5.12), (5.14) and (5.15), for each i′ ∈ {0, 1, . . . , N − 1},
n > n0, and x ∈ K ,
(5.16) |unN+i′(x)| ≤ c
n−1∏
j=n0
|λ−j (x)|.
Since (RnN+i : n ∈ N) converges to Ri uniformly on K , and
lim
n→∞ an = ∞,
there is M ≥ n0, such that for n ≥ M ,
| tr RnN+i(x)| +
√
discr RnN+i(x)
a(n+1)N+i−1
≤ 1.
Therefore, for n ≥ M ,
|λ−n (x)| = 1 +
σ tr RnN+i(x) −
√
discr RnN+i(x)
2a(n+1)N+i−1
.
We next claim the following holds true.
Claim 5.6. There are δ′ > 0 and M0 ≥ M such that for all n ≥ M0 and x ∈ K ,
(5.17) n
σ tr RnN+i(x) −
√
discr RnN+i(x)
a(n+1)N+i−1
≤ −1 − δ′.
First observe that by the Stolz–Cesáro theorem and Proposition 2.2, we have
(5.18) 0 ≤ lim
n→∞
a(n+1)N+i−1
n
= lim
n→∞
(
a(n+1)N+i−1 − anN+i−1
)
= −σ trRi(x).
Since (RnN+i : n ∈ N) converges to Ri uniformly on K ,
(5.19) lim
n→∞
(
σ tr RnN+i(x) −
√
discr RnN+i(x)
)
= σ trRi(x) −
√
discrRi(x).
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Thus, by (5.18) and (5.19) we get
lim
n→∞ n
σ tr RnN+i(x) −
√
discr RnN+i(x)
a(n+1)N+i−1
=
{
−∞ if trRi = 0,
−1 −
√
discr Ri
−σ tr Ri otherwise,
which together with (5.18) implies (5.17).
Now, using Claim 5.6, we conclude for all n ≥ M0,
sup
x∈K
|λ−n(x)| ≤ 1 −
1 + δ′
2n
.
Consequently, by (5.16), there is c′ > 0 such that for all i′ ∈ {0, 1, . . . , N − 1} and n ≥ M0,
sup
x∈K
|unN+i(x)| ≤ c
n−1∏
j=n0
(
1 − 1 + δ
′
2 j
)
≤ c′ exp
(
− 1 + δ
′
2
log(n − 1)
)
.
Hence,
∞∑
n=0
sup
x∈K
|un(x)|2 < ∞,
thus by the proof of [30, Theorem 5.3] we conclude that σess(A) ∩ K = ∅. Since K was any compact subset
of R \ Λ, we obtain σess(A) ⊆ Λ, and the theorem follows. 
Remark 5.7. By [36, Proposition 9], the regularity (5.11) holds true for any compact set K ⊂ R, and all
i ∈ {0, 1, . . . , N − 1}, if(
αn−1
αn
an − an−1 : n ∈ N
)
,
(
βn
αn
an − bn : n ∈ N
)
,
(
1
an
: n ∈ N
)
∈ DN1 (R).
6. Periodic modulations in non-Carleman setup
In this section we shall consider Jacobi matrices such that
∞∑
n=0
1
an
< ∞.
Let us start with the following general observation.
Proposition 6.1. Let N be a positive integer and
Xn(z) =
n+N−1∏
j=n
Bj(z).
Let K be a compact subset of C containing 0, and suppose that
(6.1) sup
n≥1
sup
z∈K
‖Bn(z)‖ < ∞.
Then there is c > 0 such that
sup
x∈K
‖Xn(z) − Xn(0)‖ ≤ c
N−1∑
j=0
1
an+j
.
In particular, if
(6.2)
∞∑
n=0
1
an
< ∞,
ESSENTIAL SPECTRA OF UNBOUNDED JACOBI MATRICES 27
then ∞∑
n=1
sup
z∈K
‖Xn(z) − Xn(0)‖ < ∞.
Proof. Let us notice that
Bj(z) − Bj(0) =
(
0 0
0 z
a j
)
,
thus
(6.3) ‖Bj(z) − Bj(0)‖ ≤
|z |
aj
.
Since
Xn(z) − Xn(0) =
N−1∑
j=0
{
N−1∏
m=j+1
Bn+m(0)
} (
Bn+j(z) − Bn+j(0)
) { j−1∏
m=0
Bn+m(z)
}
,
we have
‖Xn(z) − Xn(0)‖ ≤
N−1∑
j=0
{
N−1∏
m=j+1
Bn+m(0)}Bn+j(z) − Bn+j(0){ j−1∏
m=0
Bn+m(z)‖}.
Now the conclusion easily follows by (6.1) and (6.3). 
The following corollary reproves the main result of [43] obtained by a different method.
Corollary 6.2 (Yafaev). Suppose that the Carleman’s condition is not satisfied and
(6.4)
(
an√
an−1an+1
− 1 : n ∈ N
)
∈ ℓ1 and
(
bn√
an−1an
: n ∈ N
)
∈ D1.
Let
(6.5) q = lim
n→∞
bn
2
√
an−1an
.
If |q | , 1, then for every z ∈ C there is a basis {u+(z), u−(z)} of generalized eigenvectors associated with z
such that
(6.6) u±n (z) =
( n∏
j=1
λ±j (0)
) (
1 + ǫ±n (z)
)
where λ±
j
(0) is the eigenvalue of Bj(0), and (ǫ±n ) is a sequence of holomorphic functions tending to zero
uniformly on any compact subset of C.
Proof. By [43, Lemma 2.1]
(6.7)
(√
an+1
an
: n ∈ N
)
∈ D1 and lim
n→∞
√
an+1
an
≥ 1.
By Corollary 3.5 and Lemma 3.4 it implies
(6.8)
(
an−1
an
: n ∈ N
)
∈ D1.
Next, we write
(6.9)
bn
an
=
bn√
an−1an
√
an−1
an
,
thus by (6.4), (6.7) and Corollary 3.3
(6.10)
(
bn
an
: n ∈ N
)
∈ D1.
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In particular, by (6.8) and (6.10) we conclude that
(Bn(0) : n ∈ N) ∈ D1
(
GL(2,R)) .
Now, in view of Proposition 6.1
Bn(z) = Bn(0) + En(z)
where for any compact set K ⊂ C,
∞∑
n=1
sup
z∈K
‖En(z)‖ < ∞.
By (6.8) and (6.10), there are r, s ∈ R,
r = lim
n→∞
an−1
an
and s = lim
n→∞
bn
an
.
Then the limit of (Bn(0) : n ∈ N) is
B =
(
0 1
−r −s
)
.
Notice that
discrB = s2 − 4r = r
( s
2
√
r
− 1
) ( s
2
√
r
+ 1
)
.
On the other hand, by (6.7), (6.5) and (6.9), we can easily deduce that
r ∈ (0, 1] and q = s
2
√
r
.
Therefore, discrB , 0 whenever |q | , 1. Fix a compact set K ⊂ C. If discrB > 0, then B has two
eigenvectors
v
+
=
(
1
λ+
)
v
−
=
(
1
λ−
)
corresponding to the eigenvalues
λ+ =
−s +
√
s2 − 4r
2
, λ− =
−s −
√
s2 − 4r
2
.
Since detB = r these eigenvalues are non-zero. Let us consider the system
Φn+1 =
(
Bn(0) + En
)
Φn.
By Corollary 4.3, there is a sequence of mappings (Φ±n : n ≥ n0) so that
(6.11) lim
n→∞ supz∈K
 Φ±n(z)∏n−1
j=1 λ
±
j
(0) − v
±
 = 0.
Since Bn is invertible for any n, we set
φ±1 = B
−1
1 · · · B−1n0Φ±n0 .
Then for n ≥ 1, we define
φ±n+1 = Bnφ
±
n .
Finally, to obtain a generalized eigenvector associated with z ∈ K , we set
u±n (z) =
{
〈φ±
1
(z), e1〉 if n = 0,
〈φ±n(z), e2〉 if n ≥ 1.
Now, by (6.11) we easily see that
u±n (z) =
( n−1∏
j=1
λ±j (0)
) (
λ± + ǫ±n (z)
)
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with
lim
n→∞ supz∈K
|ǫ±n (z)| = 0.
Since (λ±
j
(0)) converges to λ±, we obtain (6.6). When discrB < 0, the reasoning is analogous. 
6.1. Perturbation of the identity.
Theorem 6.3. Let N be a positive integer. Let A be a Jacobi matrix with N-periodically modulated entries
so that X0(0) = σ Id for a certain σ ∈ {−1, 1}. Assume that there are i ∈ {0, 1, . . . , N − 1}, and a sequence
of positive numbers (γn : n ∈ N0) satisfying
∞∑
n=0
1
γn
= ∞,
such that RnN+i(0) = γn
(
XnN+i(0) − σ Id
)
converges to the non-zero matrix Ri. If
(
RnN+i(0) : n ∈ N
)
belongs to D1
(
Mat(2,R)) , discrRi > 0, and
(6.12)
∞∑
n=0
1
an
< ∞,
then A is self-adjoint if and only if there is n0 ≥ 1, such that
(6.13)
∞∑
n=n0
n∏
j=n0
1 + σ tr RjN+i(0) + √discr RjN+i(0)2γj
2 = ∞.
Moreover, if A is self-adjoint, then σess(A) = ∅.
Proof. Since discrRi > 0, there are δ > 0 and n0 ∈ N, such that for all j ≥ n0,
discr RjN+i(0) > δ.
Hence, the matrix RjN+i(0) has two distinct eigenvalues
ξ+j (0) =
tr RjN+i(0) + σ
√
discr RjN+i(0)
2
, and ξ−j (0) =
tr RjN+i(0) − σ
√
discr RjN+i(0)
2
,
thus the matrix XjN+i(0) = σ Id+γ−1j RjN+i(0) has two eigenvalues
λ+j (0) = σ +
ξ+
j
(0)
γj
, and λ−j (0) = σ +
ξ−
j
(0)
γj
.
Let K be any compact subset of R. By Proposition 6.1, we can write
XnN+i(x) = σ Id+
1
γn
RnN+i(0) + EnN+i(x)
where ∞∑
n=0
sup
x∈K
‖EnN+i(x)‖ < ∞.
Since (RjN+i(0) : j ∈ N) belongs toD1
(
Mat(2,R)) , by Corollary 4.5, there are two sequences (Φ−
j
: j ≥ n0
)
and
(
Φ+
j
: j ≥ n0
)
satisfying
Φj+1 =
(
XjN+i(0) + EjN+i
)
Φj,
and such that
(6.14) lim
n→∞ supK
 Φ±n∏n−1
j=n0
λ±
j
(0)
− v±
 = 0
for certain v−, v+ , 0. Let
φ±1 = B
−1
1 B
−1
2 · · · B−1n0Φ±n0 .
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For n ≥ 1, we set
φ±n+1 = Bnφ
±
n .
Then for kN + i′ > n0N + i with i′ ∈ {0, 1, . . . , N − 1}, we have
φ±kN+i′ =

B−1
kN+i′B
−1
kN+i′+1 · · · B−1kN+i−1Φ±k if i′ ∈ {0, 1, . . . , i − 1},
Φ±
k
if i′ = i,
BkN+i′−1BkN+i′−2 · · · BkN+iΦ±k if i′ ∈ {i + 1, . . . , N − 1}.
Consequently, we obtain
(6.15) lim
k→∞
φ±
kN+i′∏n
j=n0
λ±
j
(0) =

B−1
i′ (0)B−1i′+1(0) · · ·B−1i−1(0)v± if i′ ∈ {0, 1, . . . , i − 1}
v
± if i′ = i,
Bi′−1(0)Bi′−2(0) · · ·Bi(0)v± if i′ ∈ {i + 1, . . . , N − 1},
uniformly on K . Let
u±n(x) =
{
〈φ±
1
(x), e1〉 if n = 0,
〈φ±n(x), e2〉 if n ≥ 1.
Then (u+n (x) : n ∈ N0) and (u−n (x) : n ∈ N0) are two generalized eigenvectors associated with x ∈ K . Since
their asymptotic behavior is different from each other, they are linearly independent.
By (6.14) and (6.15), there is a constant c > 0 such that for all n > n0, and x ∈ K ,
(6.16)
u±nN+i(x)2 + u±nN+i−1(x)2 = φ±nN+i(x)2 ≥ c n−1∏
j=n0
λ±j (0)2.
Moreover, for all n > n0, i′ ∈ {0, 1, . . . , N − 1}, and x ∈ K ,
(6.17)
φ±nN+i′(x)2 ≤ c n−1∏
j=n0
λ±j (0)2.
Since |λ−
j
(0)| ≤ |λ+
j
(0)|, we obtain
(6.18)
∞∑
n=n0+1
|u−n(x)|2 ≤ c
∞∑
n=n0+1
|u+n (x)|2.
Now, observe that if (6.13) is satisfied then by (6.16) the generalized eigenvector (u+n (x) : n ∈ N0) is
not square-summable, hence by [28, Theorem 6.16], the operator A is self-adjoint. On the other-hand, if
(6.13) is not satisfied, then by (6.17) and (6.18), all generalized eigenvectors are square-summable, thus
by [28, Theorem 6.16], the operator A is not self-adjoint.
Finally, let us suppose that A is self-adjoint. By the proof of [30, Theorem 5.3], if
(6.19)
∞∑
n=0
sup
x∈K
|u−n(x)|2 < ∞,
then σess(A) ∩ K = ∅, and since K is any compact subset of R this implies that σess(A) = ∅. Therefore, to
complete the proof of the theorem it is enough to show (6.19). Observe that EnN+i(0) = 0, thus
λ+j (0)λ−j (0) = det XjN+i(0) =
ajN+i−1
a(j+1)N+i−1
,
and so
k∏
j=n0
λ−j (0)λ+j (0) =
an0N+i−1
a(k+1)N+i−1
.
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Consequently, by (6.12),
∞∑
k=n0
k∏
j=n0
λ−j (0)λ+j (0) = ∞∑
k=n0
an0N+i−1
a(k+1)N+i
< ∞,
which together with |λ−
j
(0)| ≤ |λ+
j
(0)| implies that
∞∑
k=n0
k∏
j=n0
λ−j (0)2 < ∞.
Hence, by (6.17) we obtain (6.19), and the theorem follows. 
By the similar reasoning one can prove the following theorem.
Theorem 6.4. Let N be a positive integer. Let A be a Jacobi matrix with N-periodically modulated entries
so that X0(0) = σ Id for a certain σ ∈ {−1, 1}. Assume that there are i ∈ {0, 1, . . . , N − 1} and a sequence of
positive numbers (γn : n ∈ N0) such that RnN+i(0) = γn
(
XnN+i(0) − σ Id
)
converges to the non-zero matrix
Ri. If
(
RnN+i(0) : n ∈ N
)
belongs to D1
(
Mat(2,R)), discrRi < 0, and
∞∑
n=0
1
an
< ∞,
then the operator A is not self-adjoint.
Proposition 4.6 motivates us to the following notion. Given a sequence (wn : n ∈ N) such that wn > 0 for
all n ∈ N, we introduce the weighted Stolz class. We say that (xn) a bounded sequence from a normed vector
space X belongs to D1(X;w), if ∞∑
n=1
‖∆xn‖ wn < ∞.
Moreover, given a positive integer N , we say that x ∈ DN
1
(X;w) if for each i ∈ {0, 1, . . . , N − 1},(
xnN+i : n ∈ N
) ∈ D1(X;w).
Similar reasoning to [41, Corollary 1] leads to the following fact.
Proposition 6.5. For any weight (wn)
(i) If (xn), (yn) ∈ D1(X;w), then (xnyn), (xn + yn) ∈ D1(X;w).
(ii) If (xn) ∈ D1(K,C;w), and ‖xn(t)‖ ≥ c > 0 for all n ≥ N0 and t ∈ K , then (x−1n ) ∈ D1(K,C;w).
The following proposition describes a way to construct matrices (Rn : n ∈ N) satisfying the hypotheses of
Theorems 6.3 and 6.4.
Proposition 6.6. Let N be a positive integer and i ∈ {0, 1, . . . , N − 1}. Let A be a Jacobi matrix with
N-periodically modulated entries so that X0(0) = σ Id for a certain σ ∈ {−1, 1}. Assume that there is
(γn : n ∈ N0) a sequence of positive numbers such that RnN+i(0) = γn
(
XnN+i(0) − σ Id
)
converges to
non-zero matrix Ri. If there are two N-periodic sequences (s˜i′ : i′ ∈ N0) and (z˜i′ : i′ ∈ N0) such that
(6.20) s˜i′ = lim
n→∞ γn
(αi′−1
αi′
− anN+i′−1
anN+i′
)
, and z˜i′ = lim
n→∞ γn
( βi′
αi′
− bnN+i′
anN+i′
)
,
then
(6.21) Ri =
N−1∑
j=0
{
N−1∏
m=j+1
Bi+m(0)
} (
0 0
s˜i+j z˜i+j
) { j−1∏
m=0
Bi+m(0)
}
and
(6.22) trRi = −σ
N−1∑
j=0
s˜i+j
αi+j
αi+j−1
.
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Moreover, if there is a weight (wn : n ∈ N) so that for all i′ ∈ {0, 1, . . . , N − 1},
(6.23)
(
1
γn
: n ∈ N
)
,
(
γn
(αi′−1
αi′
− anN+i′−1
anN+i′
)
: n ∈ N
)
,
(
γn
( βi′
αi′
− bnN+i′
anN+i′
)
: n ∈ N
)
∈ D1(R;w),
then
(6.24)
(
RnN+i(0) : n ∈ N
) ∈ D1 (Mat(2,R);w) .
Proof. Since
Xn(0) − Xn(0) =
N−1∑
i′=0
{
N−1∏
m=i′+1
Bn+m(0)
} (
Bn+i′(0) −Bn+i′ (0)
) { i′−1∏
m=0
Bn+m(0)
}
,
and Xi(0) = σ Id, we get
(6.25) RnN+i(0) =
N−1∑
i′=0
{
N−1∏
m=i′+1
Bi+m(0)
}
γn
(
BnN+i+i′(0) −Bi+i′ (0)
) { i′−1∏
m=0
BnN+i+m(0)
}
.
Observe that
(6.26) γn
(
BnN+i+i′(0) − Bi+i′(0)
)
= γn
(
0 0
αi+i′−1
αi+i′
− anN+i+i′−1
anN+i+i′
βi+i′
αi+i′
− bnN+i+i′
anN+i+i′
)
,
thus by (6.20) we obtain
lim
n→∞ γn
(
BnN+i+i′(0) −Bi+i′ (0)
)
=
(
0 0
s˜i+i′ z˜i+i′
)
.
Now, (6.21) easily follows from (6.25). The proof of (6.22) is analogous to Proposition 2.2, cf. (2.4) and
(2.5).
We proceed to showing (6.24). By (6.23), for each i′ ∈ {0, 1, . . . , N − 1},(
anN+i′−1
anN+i′
: n ∈ N
)
,
(
bnN+i′
anN+i′
: n ∈ N
)
∈ D1(R;w),
thus,
(6.27)
(
BnN+i′(0) : n ∈ N
) ∈ D1 (GL(2,R);w) .
Moreover, in view of (6.26), the condition (6.23) implies that
(6.28)
(
γn
(
BnN+i+i′(0) −Bi+i′ (0)
)
: n ∈ N
)
∈ D1
(
Mat(2,R);w) .
Now, (6.27) and (6.28) together with (6.25) implies (6.24) 
6.2. A periodic modulations of Kostyuchenko–Mirzoev’s class. Let N be a positive integer. We say that
a Jacobi matrix A associated to (an : n ∈ N0) and (bn : n ∈ N0) belongs to N-periodically modulated
Kostyuchenko–Mirzoev’s class, if there are two N-periodic sequences (αn : n ∈ Z) and (βn : n ∈ Z) of
positive and real numbers, respectively, such that
an = αna˜n
(
1 +
fn
γn
)
> 0, and bn =
βn
αn
an
where ( fn : n ∈ N0) is bounded sequence, and (a˜n : n ∈ N0) is a positive sequence satisfying
∞∑
n=0
1
a˜n
< ∞ and lim
n→∞ γn
(
1 − a˜n−1
a˜n
)
= κ > 0
for a certain positive sequence (γn : n ∈ N0) tending to infinity.
This class contains interesting examples of Jacobi matrices giving rise to self-adjoint operators which do
not satisfy the Carleman’s condition. Moreover, we formulate certain conditions under which the essential
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spectrum is empty. This class has been studied in [12, 21, 29–31] in the case when N is an even integer,
αn ≡ 1, βn ≡ 0, and
a˜n = (n + 1)κ, γn = n + 1
for some κ > 1.
Theorem 6.7. Let N be a positive integer. Let A be a Jacobi matrix from N-periodically modulated
Kostyuchenko–Mirzoev’s class so that X0(0) = σ Id for a certain σ ∈ {−1, 1}. Suppose that there is a weight
(wn : n ∈ N), so that
(6.29)
(
γn
(
1 − a˜n−1
a˜n
)
: n ∈ N
)
,
(
fn : n ∈ N
)
,
(
γn−1
γn
: n ∈ N
)
∈ DN1 (R;w),
and
(6.30) lim
n→∞
γn−1
γn
= 1.
Then for all i ∈ {0, 1, . . . , N − 1}, the matrices RnN+i(0) = γnN
(
XnN+i(0) − σ Id
)
converge to the non-zero
matrix Ri,
(6.31)
(
RnN+i(0) : n ∈ N
) ∈ D1 (Mat(2,R);w),
and
∞∑
n=0
sup
z∈K
XnN+i(z) − XnN+i(0) < ∞
for every compact set K ⊂ C. Moreover, trRi = −κσN , and
(6.32) Ri =
N−1∑
j=0
αi+j−1
αi+j
(
κ + fi+j − fi+j−1
) { N−1∏
m=j+1
Bi+m(0)
} (
0 0
1 0
) { j−1∏
m=0
Bi+m(0)
}
where (fn : n ∈ Z) is N-periodic sequence so that
(6.33) lim
n→∞ | fn − fn | = 0.
Proof. To prove (6.31), we are going to apply Proposition 6.6. To do so, we need to check (6.23). In fact, it
is enough to show that for any i ∈ {0, 1, . . . , N − 1},
(6.34)
(
γjN
(αi−1
αi
− ajN+i−1
ajN+i
)
: j ∈ N
)
∈ D1(R;w).
We write
γjN
(αi−1
αi
− ajN+i−1
ajN+i
)
=
αi−1
αi
γjN
(
1 − a˜jN+i−1
a˜jN+i
(
1 +
ej
γjN
))
where
(6.35) ej = γjN
(1 + fj N+i−1
γ j N+i−1
1 +
fj N+i
γ j N+i
− 1
)
=
γjN
γjN+i−1
fjN+i−1 − fjN+i γ j N+i−1γ j N+i
1 +
fj N+i
γ j N+i
.
Thus
(6.36) γjN
(αi−1
αi
− ajN+i−1
ajN+i
)
=
αi−1
αi
γjN
(
1 − a˜jN+i−1
a˜jN+i
)
− αi−1
αi
a˜jN+i−1
a˜jN+i
ej
and by (6.29) we easily obtain (6.34).
In view of (6.30) and (6.33), the formula (6.35) gives
lim
j→∞
ejN+i = fi−1 − fi .
34 GRZEGORZ ŚWIDERSKI AND BARTOSZ TROJAN
Thus, by (6.36)
lim
j→∞
γjN
(αi−1
αi
− ajN+i−1
ajN+i
)
=
αi−1
αi
(κ + fi − fi−1).
Fix a compact set K ⊂ C. Since the condition (6.2) is satisfied, by Proposition 6.1, for all z ∈ K ,
XjN+i(z) = σ Id+
1
γj
RjN+i(0) + EjN+i(z)
where
sup
z∈K
‖En(z)‖ ≤
c
a˜n
.
Finally, by Proposition 6.6, we obtain (6.31) and (6.32). 
6.2.1. Examples of modulated sequences. In this section we present examples of sequences (a˜n : n ∈ N0)
and (γn : n ∈ N0) satisfying the assumptions of Theorem 6.7.
Example 6.8. Let κ > 1 and
a˜n = (n + 1)κ and γn = n + 1.
Then
γn
(
1 − a˜n−1
a˜n
)
= κ +
κ(κ − 1)
2n
+ O
( 1
n2
)
.
Example 6.9. Let
a˜n = (n + 1) log2(n + 2) and γn = n + 1.
Then
γn
(
1 − a˜n−1
a˜n
)
= 1 +
2
log n
− 3
n log n
+ O
( 1
n log2 n
)
.
Proposition 6.10. Suppose that the hypotheses of Theorem 6.7 are satisfied with γn = n + 1. Assume that
discrR0 > 0. Then
(i) if −κ + 1
N
√
discrR0 > −1, then the operator A is self-adjoint;
(ii) if −κ + 1
N
√
discrR0 < −1, then the operator A is not self-adjoint.
Moreover, if the operator A is self-adjoint then σess(A) = ∅.
Proof. We shall consider the case (i) only as the reasoning in (ii) is similar. By Theorem 6.3 it is enough to
check whether there is n0 ≥ 1 so that the series
(6.37)
∞∑
n=n0
n∏
j=n0
1 + σ tr RjN (0) + √discr RjN (0)2 jN 2
diverges. Let us select δ > 0 so that
(6.38) − κ + 1
N
√
discrR0 − δ > −1.
By Theorem 6.7, trR0 = −κσN . Hence, there is j0 ∈ N such that for all j ≥ j0,(σ tr RjN (0) +√discr RjN (0)) − ( − κN + √discrR0) ≤ Nδ.
Thus,
1 +
σ tr RjN (0) +
√
discr RjN (0)
2 jN
≥ 1 + 1
2 jN
( − κN + √discrR0 − Nδ),
and so
log
( n∏
j=j0
1 + σ tr RjN (0) + √discr RjN (0)2 jN ) ≥ −c + 12 ( − κ + 1N√discrR0 − δ) n∑
j=1
1
j
≥ −c′ + 1
2
(
− κ + 1
N
√
discrR0 − δ
)
log n.
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Therefore,
n∏
j=j0
1 + σ tr RjN (0) + √discr RjN (0)2 jN 2 ≥ cn−κ+ 1N √discr R0−δ
which, in view of (6.38), implies that the series (6.37) is divergent. 
Example 6.11. For 0 < τ < 1 we set
a˜n = e
nτ and γn = max{n1−τ, 1}.
Let m ∈ N be chosen so that
1 − 1
m − 2 ≤ τ < 1 −
1
m − 1 .
Then
1 − a˜n−1
a˜n
=
m−1∑
j=1
(−1)j+1
j!
(
nτ − (n − 1)τ ) j + O (nm(τ−1))
=
m−1∑
j=1
(−1)j+1
j!
nτ j
(
1 − (1 − n−1)τ
) j
+ O (nm(τ−1)) .
Since
1 − (1 − n−1)τ = τn−1 − τ(τ−1)
2
n−2 + O (n−3),
we obtain
1 − a˜n−1
a˜n
= nτ
(
τn−1 − τ(τ−1)
2
n−2 + O (n−3) ) − m−1∑
j=2
(−1)j
j!
nτ j
(
τn−1 + O (n−2) ) j + O (nm(τ−1))
= τnτ−1 − τ(τ−1)
2
nτ−2 + O (nτ−3) − m−1∑
j=2
(−1)j
j!
nτ j
(
τ jn−j + O (n−j−1) ) + O (nm(τ−1))
= τnτ−1 − τ(τ−1)
2
nτ−2 −
m−1∑
j=2
(−τ)j
j!
n j(τ−1) + O (n2τ−3) + O (nm(τ−1)) .
Hence,
γn
(
1 − a˜n−1
a˜n
)
= τ +
τ(1−τ)
2
n−1 −
m−1∑
j=2
(−τ)j
j!
n−(j−1)(1−τ) + O (n−2+τ ) + O (n−(m−1)(1−τ)) .
In particular, the assumptions of Theorem 6.7 are satisfied.
For a given sequence (γn : n ∈ N0), the following proposition provides an explicit sequence (a˜n : n ∈ N0)
satisfying the regularity assumptions of Theorem 6.7.
Proposition 6.12. Suppose that (γn : n ∈ N) is a positive sequence such that
lim
n→∞ γn = ∞, and
(
1
γn
: n ∈ N
)
∈ DN1 (R;w)
where w = (wn : n ∈ N) is a weight. For κ > 0 we set
a˜n = exp
( n∑
j=1
κ
γj
)
.
Then
lim
n→∞ γn
(
1 − a˜n−1
a˜n
)
= κ,
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and (
γn
(
1 − a˜n−1
a˜n
)
: n ∈ N
)
∈ DN1 (R;w).
Proof. We have
γn
(
1 − a˜n−1
a˜n
)
= γn
(
1 − exp
(
− κ
γn
))
= f
( 1
γn
)
where
f (x) = 1 − e
−κx
x
.
Observe that
lim
x→0
f (x) = κ.
Moreover, f has analytic extension to R, thus by the mean value theorem f ( 1
γn+N
)
− f
( 1
γn
) ≤ c 1
γn+N
− 1
γn
,
from which the conclusion follows. 
The following proposition settles the problem when the Carleman’s condition is satisfied in terms of the
growth of the sequence (γn : n ∈ N0).
Proposition 6.13. Suppose that (γn : n ∈ N) and (a˜n : n ∈ N0) are positive sequences satisfying
lim
n→∞ γn = ∞, and limn→∞ γn
(
1 − a˜n−1
a˜n
)
= κ > 0.
Then
(i) if limn→∞
γn
n
= 0, then
∑∞
n=0
1
a˜n
< ∞;
(ii) if limn→∞
γn
n
= ∞, then ∑∞n=0 1a˜n = ∞.
Proof. We shall prove (i) only, as the proof of (ii) is similar. Let
rn = γn
(
1 − a˜n−1
a˜n
)
.
There is n0 such that for n ≥ n0,
γn
n
≤ κ
4
≤ rn
2
.
Hence, for j ≥ n0,
a˜j−1
a˜j
= 1 − rj
γj
≤ 1 − 2
j
,
and so
a˜n0−1
a˜n
=
n∏
j=n0
a˜j−1
a˜j
≤
n∏
j=n0
(
1 − 2
j
)
.
Consequently, for a certain c > 0,
a˜n0−1
a˜n
≤ cn−2,
which implies that
∞∑
n=0
1
a˜n
< ∞. 
The following proposition has a proof similar to Proposition 6.10.
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Proposition 6.14. Suppose that the hypotheses of Theorem 6.7 are satisfied for a sequence (γn : n ∈ N0)
such that
lim
n→∞
γn
n
= 0.
Assume that discrR0 > 0. Then
(i) if −κ + 1
N
√
discrR0 > 0 then the operator A is self-adjoint;
(ii) if −κ + 1
N
√
discrR0 < 0 then the operator A is not self-adjoint.
Moreover, if A is self-adjoint then σess(A) = ∅.
6.2.2. Construction of the modulating sequences. In this section we present examples of sequences (αn :
n ∈ N0) and (βn : n ∈ N0) for which one can compute trR0 and discrR0.
The first example illustrates that the sign of discrR0 may be positive or negative.
Example 6.15. Let N = 3, and
αn ≡ 1, and βn ≡ 1.
Then σ = 1 and
R0 =
(−κ − f0 + f2 κ − f0 + f1
−κ + f1 − f2 −2κ + f0 − f2
)
.
Consequently,
trR0 = −3κ and discrR0 = 4
(
f20 + f
2
1 + f
2
2 − f0f1 − f0f2 − f1f2
)
− 3κ2.
In particular, taking f0 = f1 = 0 and f2 = t, we obtain
sign(discrR0) =

1 |t | >
√
3
2
κ,
0 |t | =
√
3
2
κ,
−1 |t | <
√
3
2
κ.
In the following example, discriminant of R0 is non-negative regardless of (fn : n ∈ Z).
Example 6.16. Let N = 4, and
αn ≡ 1, βn =
{
(−1)n/2 n even,
0 otherwise.
Then σ = 1 and
R0 =
(−2κ − f0 + f1 − f2 + f3 −f0 + 2f1 − f2
0 −2κ + f0 − f1 + f2 − f3
)
.
Consequently,
trR0 = −4κ and discrR0 = 4
( 3∑
j=0
(−1)j fj
)2
≥ 0.
The following theorem provides a large class of modulating sequences for which discrR0 is always
non-negative.
Theorem 6.17. Let N be an even integer and κ > 0. Let (fn : n ∈ Z) be N-periodic sequence of non-negative
numbers and (αn : n ∈ Z) be N-periodic sequence of positive numbers satisfying
(6.39) α0α2 · · · αN−2 = α1α3 · · · αN−1.
Let Bn denote the transfer matrix associated with sequences (αn : n ∈ Z) and βn ≡ 0. We set
R0 =
N−1∑
j=0
αj−1
αj
(
κ + fj − fj−1
) { N−1∏
m=j+1
Bm(0)
} (
0 0
1 0
) { j−1∏
m=0
Bm(0)
}
.
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Then
trR0 = −(−1)N/2Nκ and discrR0 = 4
( N−1∑
j=0
(−1)j fj
)2
.
Proof. Let N = 2M . By [36, Proposition 3], for all ℓ ≥ k ≥ 0 we have
(6.40)
ℓ∏
m=k
Bm(0) =
(
−αk−1
αk
p
[k+1]
ℓ−k−1(0) p
[k]
ℓ−k(0)
−αk−1
αk
p
[k+1]
ℓ−k (0) p
[k]
ℓ−k+1(0)
)
.
Observe that for k ≥ 1 and j ≥ 0,
j+2k−1∏
m=j
Bm(0) =
k−1∏
m=0
(
Bj+2m+1(0)Bj+2m(0)
)
=
k−1∏
m=0
(
−αj+2m−1
αj+2m
0
0 − αj+2m
αj+2m+1
)
= (−1)k
(αj+2k−3
αj+2k−2 . . .
αj+1
αj+2
αj−1
αj
0
0
αj+2k−2
αj+2k−1 . . .
αj+2
αj+3
αj
αj+2
)
.
In particular, by (6.39), we obtain
N−1∏
m=0
Bm(0) = (−1)M Id .
Moreover, by (6.40), for all j ≥ 0 and n ≥ 0,
(6.41) p[j]n (0) =
{
(−1)k αj+2k−2
αj+2k−1
. . .
αj+2
αj+3
αj
αj+2
n = 2k,
0 otherwise.
Setting
sj = κ + fj − fj−1,
by (6.32), we write
R0 =
N−1∑
j=0
αj−1
αj
sj
{
N−1∏
m=j+1
Bm(0)
} (
0 0
1 0
) { j−1∏
m=0
Bm(0)
}
.
Therefore, by (6.40),
R0 =
N−1∑
j=0
αj−1
αj
sj
(
− αj
αj+1
p
[j+2]
N−j−3(0) p
[j+1]
N−j−2(0)
− αj
αj+1
p
[j+2]
N−j−2(0) p
[j+1]
N−j−1(0)
) (
0 0
1 0
) (−αN−1
α0
p
[1]
j−2(0) p
[0]
j−1(0)
−αN−1
α0
p
[1]
j−1(0) p
[0]
j
(0)
)
,
and consequently,
R0 =
N−1∑
j=0
αj−1
αj
sj
(
−αN−1
α0
p
[1]
j−2(0)p
[j+1]
N−j−2(0) p
[j+1]
N−j−2(0)p
[0]
j−1(0)
−αN−1
α0
p
[j+1]
N−j−1(0)p
[1]
j−2(0) p
[j+1]
N−j−1(0)p
[0]
j−1(0)
)
.
In view of (6.41), we have
R0 =
N−1∑
j=0
αj−1
αj
sj
(
−αN−1
α0
p
[1]
j−2(0)p
[j+1]
N−j−2(0) 0
0 p
[j+1]
N−j−1(0)p
[0]
j−1(0)
)
.
By considering even and odd j, the last formula can be written in the form
R0 =
M−1∑
k=0
α2k−1
α2k
s2k
(
−αN−1
α0
p
[1]
2k−2(0)p
[2k+1]
N−2k−2(0) 0
0 0
)
+
M−1∑
k=0
α2k
α2k+1
s2k+1
(
0 0
0 p
[2k+2]
N−2k−2(0)p
[0]
2k
(0)
)
.
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Now, using (6.41) and (6.39) we obtain
p
[2k+2]
N−2k−2(0)p
[0]
2k
(0) = (−1)M−1 α0α2 . . . αN−2
α1α3 . . . αN−1
· α2k+1
α2k
= (−1)M−1 · 1 · α2k+1
α2k
.
Analogously one can show
−αN−1
α0
p
[1]
2k−2(0)p
[2k+1]
N−2k−2(0) = (−1)M−1
α2k
α2k−1
.
Therefore,
R0 = (−1)M−1
(∑M−1
k=0 s2k 0
0
∑M−1
k=0 s2k+1
)
= −σ
(
Mκ +
∑M−1
k=0
(
f2k − f2k−1
)
0
0 Mκ +
∑M−1
k=0
(
f2k+1 − f2k
) ) ,
and the conclusion readily follows. 
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