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Dynamical simulation of molecular scale systems:
methods and applications
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Supervisor: Graeme Henkelman
Rare-event phenomena are ubiquitous in nature. We propose a new
strategy, κ-dynamics, to model rare event dynamics. In this methodology we
only assume that the important rare-event dynamics obey first-order kinetics.
Exact rates are not required in the calculation and the reaction path is deter-
mined on the fly. κ-dynamics is highly parallelizable and can be implemented
on computer clusters and distributed machines. Theoretical derivations and
several examples of atomic scale dynamics are presented.
With single-molecule (SM) techniques, the individual molecular process
can be resolved without being averaged over the ensemble. However, factors
such as apparatus stability, background level, and data quality will limit the
amount of information being collected. We found that the correlation function
calculated from the finite-size SM rotational diffusion trajectory will deviate
vi
from its true value. Therefore, care must be taken not to interpret the differ-
ence as the evidence of new dynamics occurred in the system. We also proposed
an algorithm of single fluorophore orientation reconstruction which converts
three measured intensities {I0, I45, I90} to the dipole orientation. Fluctuations
in the detected signals caused by the shot noise result in a different prediction
from the true orientation. This difference should not be interpreted as the
evidence of the nonisotropic rotational motion.
Catalytic reactions are also governed by the rare-events. Studying the
dynamics of catalytic processes is an important subject since the more we
learn, the more we can improve current catalysts. Fuel cells have become a
promising energy source in the past decade. The key to make a high perfor-
mance cell while keeping the price low is the choice of a suitable catalyst at the
electrodes. Density functional theory calculations are carried out to study the
role of geometric relaxation in the oxygen-reduction reaction for nanoparticle
of various transition metals. Our calculations of Pt nanoparticles show that
the structural deformation induced by atomic oxygen binding can energeti-
cally stabilize the oxidized states and thus reduces the catalytic activity. The
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This thesis contains the work I did with my adviser Graeme Henkel-
man, Professor David Vanden Bout and Professor Dmitrii Makarov during my
Ph.D. study in the physical chemistry division at the University of Texas at
Austin. The main theme of the thesis is about utilizing computer simula-
tion techniques to solve interesting problems which were either encountered in
experiments or recognized in other theoretical studies. The content includes
three major topics: κ-dynamics, single molecule correlation analysis and the
geometric deformation in metallic nanoparticles induced by oxygen binding.
Each part of the work is considered as an independent and self-containd story.
This introduction gives a brief review of some general concepts relate to the
following chapters.
1.1 Reaction rate simulation and accelerated dynamics
Almost everything in the real world changes with time. The concepts
of “fast” and “slow” were originated from our sense experience and the term
“rate” can be intuitively defined as how fast or how slow an event takes place.
For chemists, chemical reaction is microscopically defined as a continuous atom
1
rearrangements from reactant to product state. The time scales for reactions
in nature can differ by several orders of magnitude. Oxidation reaction for
example, can be either fast as in combustion or slow like rusting. Nowadays,
atomistic dynamical simulations become available on modern computers by
utilizing techniques such as molecular dynamics (MD). In classical MD the
appropriate time step for atomic systems is on the order of femtoseconds (10−15
s) which is the typical time scale of vibrational motions in solid-state systems.
Based on the current computing power, the time scale accessed by classical
MD is limited to an order of nano- (10−9 s) to microsecond (10−6 s) while
many important phenomena can occur on the scale of millisecond and beyond.
A millisecond scale reaction for example will vibrate on average 1012 times
before making a successful transition. For systems with very slow dynamics,
direct simulations become prohibitively expensive. Several accelerated-MD
techniques have been developed to improve efficiency, and have shown great
promise for achieving long-time simulations. In the following, we briefly review
several accelerated-dynamics techniques and related theories.
1.1.1 Transition state theory (TST)
Rare-events are usually described by a system escaping from a basin
in the potential energy surface (PES). If the barrier for a system to leave the
basin is high when compared with the thermal energy (kBT ), the system will
spend a long time in the bottom region of the basin before crossing over the
barrier. Since reactions seldom occur, the computational efficiency is low. One
2
way to improve the simulation efficiency is to treat the basin part of the system
in a statistical manner. In transition state theory, reaction rate is determined
by the equilibrium flux through a dividing surface (denoted as S‡) located in
the bottle-neck region along the reaction coordinate. In order for a reaction to
take place, the system must overcome an energy barrier and cross S‡ to reach
the product state.
There are an infinite number of possible S‡ and the values of the cor-
responding TST rates (kTST) depend on the definition of S‡. An ideal S‡ will
give a kTST equal to the true rate. However, in reality, not all trajectories
leaving S‡ arrive at product state. Some of the trajectories can recross S‡ and
return to the initial state. This leads to a variational version of TST, which
states that TST provides an upper-bound of the true rate
ktrue ≤ kTST. (1.1)
The ratio ktrue/kTST is called the dynamical correction factor (denoted as κ,
also known as the transmission coefficient) which is a measurement of the
quality of TST approximation. When TST rate is exact, κ is unity. Obviously,
the choice of S‡ will decide whether kTST provides a good approximation.
If the motions around minima and saddle points can be well described













where N is the number of atoms, νmini and ν
saddle
i are the frequencies of 3N
and 3N − 1 nonimaginary normal modes at the minimum and saddle point
respectively, ∆Ea is the potential energy difference between the minimum and
the saddle point. This expression is referred to as the Vineyard equation.[1]
At high temperature, the value of khTST will deviate further from the true
rate due to the increase of anharmonicity in the PES around the minima and
saddle point.
1.1.2 Kinetic Monte Carlo (KMC)







−ki→j pi + kj→i pj . (1.3)
The basic idea of KMC is to produce a statistically correct sequence of events
and the transition times, using the knowledge of all possible transitions and
the corresponding rates available to the system. In other words, the first thing
we need to do in KMC is to make a rate table for the current state including






where pi→j is the probability for transition i → j to take place, ki→j is the
transition rate from state i to j and ki→ =
∑
j ki→j. Using Eq. (1.4), detailed
balance, as well as the dynamical hierarchy, are satisfied for the system at
equilibrium.
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If all the processes escaping state i satisfy first-order kinetics, the du-
ration time td in state i is exponentially distributed with probability density
function
Pi→(td) = ki→ exp(−ki→td). (1.5)





where µ is an uniform random number on (0, 1]. By iterating Eq. (1.4) and
Eq. (1.6), a state-to-state trajectory can be calculated.
The most severe limitation of KMC is that all the reaction mechanisms
and their rates need to be identified a priori. Calculating all the rates can
be prohibitively expensive. It is also difficult to know whether all possible
processes have been identified. Several strategies, such as adaptive [2] and
database approaches, have been incorporated into the original KMC scheme
to improve the efficiency.
1.1.3 Accelerated dynamics methods based on trajectories
In MD simulations, the dynamical trajectory actually know nothing
about the possible final states and the rates. The final states and the time scale
are automatically determined when transitions occur. In KMC, more than
the necessary information is required for the simulation. Several accelerated-
dynamics schemes have been proposed based on the idea of using trajectories
5
to probe the reactions. Three methods which belong to this catagory, par-
allel replica dynamics (PRD), hyperdynamics, and temperature-accelerated
dynamics (TAD), are described below.
1.1.3.1 Parallel replica dynamics (PRD)
Parallel replica method is the simplest and the most accurate way to do
accelerated-MD simulation. [3, 4] The only assumption made in this method is
that the reactions satisfy first-order kinetics [Eq. (1.5)]. To implement PRD,
we first make N replicas of the system and then randomize the momentum in
each replica until their motions become totally uncorrelated. The simulation
clock starts after this dephasing stage and stops when the first transition is
detected in any of the replica. Because those N trajectories are independent,
they can explore the phase space N times faster than using a single trajectory.
Once a transition has been found, the overall simulation clock is advanced by
the sum of all the simulation times in replicas. PRD boosts the simulation
linearly with the number of replicas and can be easily implement on clusters
of computers of or distributed architectures.
1.1.3.2 Hyperdynamics
The basic idea of hyperdynamics is using a non-negative bias potential
to destablize the potential energy wells. [5, 6, 3] Assuming that the thermal
energy is much lower than the energy barrier required for escaping the basin,
and the TST formalism is valid, the TST rate of leaving state i for given
6







In the above equation, state i is defined as the region enclosed by the boundary
S‡, υi = −(∇S‡ ·ẋ/|∇S‡|) is the velocity normal to S‡, δi(x) is a delta-function
which returns unity when x ∈ S‡ and zero otherwise, Θi(x) is an indicator
function which returns unity when x ∈ i and zero otherwise.
Eq. (1.7) is rewritten by inserting a bias potential Vb which satisfies














where 〈· · · 〉ib is a short notation for the ensemble average taken on the biased
potential surface V + Vb, and k
b
i→ is the corresponding TST escape rate es-
timated from the biased potential surface. When running MD simulation on
the biased potential, the time advanced in MD (∆tMD) and hyperdynamics
(∆tb) are related by
∆tb = ∆tMD exp[βVb(x)]. (1.9)
Since ∆V > 0, ∆tb is always larger or equal to ∆tMD, so that the dynamics
are always accelerated. The average boost factor is defined as
boost = 〈exp[βVb(x)]〉ib . (1.10)
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The key point in hyperdynamics is to find a bias potential which satisfies the
requirement Vb = 0 at the dividing surface and also be able to achieve the
maximal boost. However, finding a suitable bias potential is a nontrivial task
which requires some knowledge about the system. Finding bias potentials for
complex systems such as proteins or other macromolecules remains an open
challenge. Several techniques used to build bias potentials have been discussed
in the literatures. [3, 7, 8]
1.1.3.3 Temperature-accelerated dynamics (TAD)
At high temperature, reactions become faster and can explore a larger
volume in phase space. Reactions can be probed more efficiently when simu-
lated at a higher temperature. The basic idea of TAD is to extrapolate high
temperature dynamics to predict the dynamics at low temperature. In order
to do this, we need a method that can connect the dynamics between two
different temperatures. The key point of TAD is to extrapolate the duration













where ti,low and ti,high are the duration times of event i at low and high tem-
perature respectively, β ≡ kBT for high or low temperature as specified, and
∆Ea,i is the energy barrier of the process which can be obtained from the
nudged elastic band (NEB) method. [9, 10]
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In TAD, a basin-constrained MD simulation is carried out at a high
temperature. When the trajectory attempts to leave the state, the duration
time and the energy barrier for this process at the high temperature are cal-
culated. Then use Eq. (1.11) to extrapolate ti,low. The MD simulation is
terminated when enough ti,low values are collected. Finally, the shortest ti,low
is accepted and the state is updated accordingly. TAD is more approximate
than PRD and hyperdynamics since it assumes harmonic TST is valid. But
unlike hyperdynamics, we do not require a bias potential in TAD.
We have developed a new methodology called “κ-dynamics” which
shares the idea of drawing times from a distribution with the KMC method,
but it does not need a rate table. In κ-dynamics, possible product states are
probed using MD trajectories launched from a dividing surface. Therefore,
many advantages of the trajectory methods can also be found in κ-dynamics.
More details are discussed in chapter 2.
1.2 Data analysis in single molecule experiments
1.2.1 Problems in single molecule measurements
Unlike bulk measurements, single molecule (SM) experiments deal with
the signal from a individual molecule source. [11, 12, 13] Since the concentra-
tion of probed molecules is quite low, the detection is operated close to the
thermal background. In addition, without ensemble averaging, the measured
quantities fluctuate due to environmental variations and the stochastic entity
of the observed process. Thus, there are two major challenges in the single
9
molecule experiment design.
First of all is the detection limit. Because the signal from single molecule
is relative small compared with bulk measurement, in order to separate use-
ful signal from the background, techniques with high sensitivity are required.
Compared with traditional methods, (e.g. ensemble photometry, spectroscopy,
electrochemical experiments, etc.) SM detection requires extra design to elim-
inate the background intensity, or in other words, to increase the signal-to-
noise ratio (S/N). Many techniques developed to overcome this problem, such
as NSOM [14], confocal [15], and TIR microscopy [16], are now widely used in
experiments. Most of those techniques are commercially available, and some
of them have even become routine procedures in characterizing samples.
The second issue which scientists confront is related to the SM data
analysis. As we mentioned above, the SM signal exhibits fluctuations which
might not necessarily converge to a specific value with a finite number of
observations. Before discussing further, we need to clarify the concept of
sampling. Suppose we want to characterize the system by measuring a quantity
M . According to ergodic theorem, the spatial average in a bulk measurement
is assumed to be the same as the time average. However, in a SM experiment,
if we track only a few molecular trajectories in a finite period of time, they
might not be able to represent the entire sampling space. Unless we can prove
that the data belong to a specific distribution, they can only be considered
as single events. Experiments based on single-event observations usually can
only provide some phenomenological information.
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1.2.2 Measuring schemes of single molecule experiments
Obviously, an experimental design which can provide good statistics
will always be a better choice. Based on the law of large numbers, better
statistics can be obtained by repeating the measurements. But practically, it
requires that the experiment itself can be easily implemented, and the system
is stable enough during the measurements. Sometimes, a molecule itself is
vulnerable under the probing field. Photobleaching, for example, is commonly
observed during laser excitation. Once the molecule has been destroyed, a
new molecule is used to continue the measurement. But different molecules
might have different environments. Care must be taken when dealing with
data including broken trajectories.
This kind of problem can be circumvented by designing an experiment
in which the fluorophore acts only as a reporter. Data are analyzed by counting
events rather than directly characterizing the trajectory. One of the examples
is the SM study of enzyme kinetics. In the past decade, much works has been
done in this area. [17, 18, 19, 20] The primary goal for these studies is to
elucidate the mechanism of bio-systems on SM-level resolution.
Following the above scheme, in principle, one can collect data as much
as possible until satisfactory statistics are achieved. Once the distributions
of interest have been obtained, simple statistical tools, such as deconvolution,
least square fit, or moment analysis can be used to characterize the distribu-
tion.
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A different scheme which requires analyzing the whole trajectory is lim-
ited by the size of sample [21]. For example, to obtain a translational diffusion
constant in a nano-scale environment, one can measure the displacements of
probed molecule and calculate the diffusion coefficient from the distribution
of displacements. However, due to photobleaching, trajectories terminate at
some point. If we choose a new molecule, it may not be in the same environ-
ment. The two distributions will be different, and we cannot simply combine
the two data sets together. For this reason, one needs to know how to extract
information from data of finite size. This so-called “finite-sample problem”
can be found in various fields.
1.2.3 Single molecule rotational diffusion
In SM rotation experiments, we measure the fluorescence signal from
a single molecular probe embedded in the matrix. The signal carries infor-
mation about the local environment as a function of time. Suppose the en-
vironment is isotropic and time invariant, the properties characterized from
the observed trajectory will approach the ensemble value if the observation
is long enough. However, in an anisotropic system, the probe might not be
able to sample enough configurations. And things become even more compli-
cated if the properties of the system are non-stationary due to time-dependent
environment changes. Each trajectory should be considered independent.
Commonly, an auto-correlation function is used to characterize the ro-
tational motions [21]. Since correlation functions are an average of the joint
12
probability of two points on the trajectory separated by time lag k, the total
number of pairs will affect the average value. It can be shown that for a sta-
tionary process, the variance of correlation function is inversely proportional
to the trajectory length. Thus, even if the system is stationary, the correlation
function calculated from a trajectory of finite length exhibits fluctuations. As
a consequence, if one characterizes the sample correlation function by fitting
it to a parameterized function, stretched exponential Ae(−t/τ)
β
for example,
the variance in the correlation function will propagate to the fitting parame-
ters. For a traditional dichroism measurement using high numerical aperture
(N.A.) objective, the correlation function calculated from the dichroism tra-
jectory mainly corresponds to its second rank spherical component. However,
for the purpose of model identification, higher order terms provide more detail
comparisons. If one can measure the real orientation of the probe molecule by
using 3D imaging techniques, trajectories of higher order spherical harmonic
components can be readily obtained. The finite-length sampling issue in single
molecule correlation analysis are discussed in chapter 3. More details about
the correlation analysis of 3D imaging data are presented in chapter 4.
1.3 Oxygen reduction reaction and metallic catalysts
The fuel cell has become a popular energy source which is, potentially a
low-cost, low-carbon emission but high-efficiency electrochemical device. Al-
though promising, there are still several issues limiting the performance of
fuel cells under standard operating conditions. Among them is the sluggish
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+ + 2e− → H2O, (1.12)
which is much slower than the oxidation reaction of hydrogen at the anode
H2 → 2H+ + 2e−. (1.13)
The oxygen reduction reaction has been studied over the years because of its
fundamental and technological importances. To date, the most widely used
ORR catalyst is Pt supported on carbon. However, platinum is an extremely
rare metal. The concentration of Pt in the Earth’s crest is only 0.005 ppm.
[22] The applications of Pt based catalysts are hindered by the high price and
the unstable supply of the metal.
There is also a considerable overpotential associated with ORR on Pt,
which diminishes the efficiency of the fuel cell performance. A more active
material is needed to reduce the overpotential. Several efforts have been made
to improve the performance of ORR catalysts. It is well-known that nanopar-
ticles can have very different properties from the bulk materials. [23, 24] By
reducing the size of the catalysts, one can expect some changes in the reac-
tivity. Another way to tune the activity is by changing the composition of
catalysts, such as making alloys, layer or core-shell structures. [25] Interac-
tions between different types of metals can sometimes produce new properties.
Strain [26], ligands [27] and geometric effects, as well as charge transfer [25],
for example, have been observed in various multi-metallic systems.
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According to the Brønsted-Evans-Polanyi (BEP) relation [28, 29], there
exists a linear relation between the activation energy (barrier) and the reac-
tion energy (binding of products) of an elementary reaction. By using this
property, Bligaard et al. shown that the overall rate of a surface-catalyzed
chemical process is determined by the dissociative chemisorption energy of the
key reactant. [30] In the case of the ORR, the key parameter which deter-
mines the catalytic activity is the atomic oxygen binding energy. When the
rates plot as a function of dissociative chemisorption energy, a peak will ap-
pear in the curve. The shape of the curve is similar to the famous “volcano
plot” [31, 32] which is commonly seen when activity of catalyst is plotted as
a function of catalyst surface parameter. In ORR, the volcano-like trend indi-
cates that the ideal catalyst will have an intermediate oxygen binding energy.
This result is not difficult to rationalize. Too-weak binding makes it hard for
oxygen molecule to dissociate, while too-strong binding prevents the product
desorbed from the surface. In both situations, the ORR activity are reduced.
Nørskov et al. [33] have shown that the optimal atomic oxygen binding energy
is slightly weaker than the binding on Pt(111). This prediction provides a
guideline for designing a better ORR catalyst. By utilizing the above theories,
in chapter 5, we use the atomic oxygen binding energy obtained from DFT
calculation as an measurement to relate the geometric deformation with the
ORR activity in metallic random alloy nanoparticles.
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Chapter 2
κ-dynamics: An exact method for accelerating
rare event classical molecular dynamics
2.1 Abstract
We propose a new strategy (κ-dynamics) to model rare event dynam-
ics. It is well-understood that the exact rate can be obtained by applying the
dynamical correction factor κ to the transition state theory rate kTST. How-
ever, the computational cost of calculating the κ for many complex systems is
so high that makes the dynamical simulation impractical. In κ-dynamics we
launch trajectories (forward and backward) from the forward-flux ensemble of
a dividing surface encloses the initial state until the first reactive trajectory
is found. We prove that if first order kinetics is assumed, a duration time
with the correct probability distribution can be generated using only the total
number of trial shootings and kTST for the given dividing surface. Neither
the exact rate nor the transmission coefficient is required in the calculation.
Although mathematically similar to Kinetic Monte Carlo (KMC), κ-dynamics
does not need the rate table. The reaction path is determined on the fly, and
no information about the final states is needed a priori. κ-dynamics is highly
parallelizable due to the thermodynamic nature of TST. This method is shown
to be accurate in the study of surface diffusion on the Al (100) surface. Several
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other examples of atomic scale dynamics are also presented in this work.
2.2 Introduction
One of the great challenges of modeling atomic motion is bridging the
gap between atomic vibration on the femtosecond timescale and the interest-
ing rare events, such as thermally activated bond breaking or bio-molecular
dynamics, which can occur on the millisecond to second timescale. Several
computational methods have been developed for accelerating molecular dy-
namics [34] using approaches such as increasing the temperature [35], apply-
ing a bias potential to destabilize minima [5], and integrating parallel replicas
[4], to increase the rate of observing rare events. The primary assumption for
these methods is that the interesting dynamics of the system can be described
by rare events of short duration which take the system from one stable state
to another. Then the fast dynamics within each stable state can be modeled
statistically in an average or approximate way and the slow dynamics between
states modeled correctly.
If an activated process satisfies first-order kinetics as expected for a
rare-event system, the time interval between independent transitions are given
by Poisson statistics and the duration times td are distributed exponentially:
Pi→(td) = ki→ exp(−ki→ td), (2.1)
where Pi→(td) is the probability distribution of escaping state i in time
td, and ki→ is the rate of that escape. In the case of multiple product states j
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−ki→j pi + kj→i pj . (2.2)
If all the rates ki→j are known, the dynamics of the system can be
modeled exactly. However, for those complex systems, when solving the mas-
ter equation becomes infeasible, an alternative method such as kinetic Monte
Carlo (KMC) [36, 37] can be used to model the dynamics. In the KMC algo-













where µ is a uniform random number on (0, 1].
There are two significant problems with using this expression in molec-
ular dynamics simulations. First, from each state i, all product states j need
to be found. In a high dimensional system with hundreds of atoms, there can
be a very large number of such states and finding them all is not easy to do.
Second, calculating the rates ki→j between these states is very expensive.
Transition state theory (TST) is a common approximation used to cal-
culate reaction rates [38, 39]. The TST approach requires the identification
of a transition state (TS), which is a dividing surface that separates reactants
and products. If this TS surface contains the reaction bottleneck, the true
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rate can be approximated as the equilibrium flux through the surface in one
direction. In most cases, however, it is difficult to identify a good TS a priori.
Trajectories which cross the TS at short time can recross and reveal them-
selves as unreactive at longer times. Since TST is a variational theory that
gives an upper bound on the true rate [40], the TS can be optimized to mini-
mize the recrossings and the flux through the surface. The overestimation of
the TST approximation can also be calculated from the recrossings of trajec-
tories initiated at the TS [41, 42]. This so-called dynamical correction factor,





Voter and Doll [43] have shown how the transmission coefficient can be




so that the true rate to each product state j can be calculated from
short trajectories from the same TS surface. The branching ratio can also then









j pi→j = 1.
The importance of κ is strongly dependent upon the dynamics of the
system and the ability to choose a good TS. In solid systems, the harmonic
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approximation to TST, in which the TS is taken to be a plane perpendicular
to the negative mode at the saddle point for a reaction, can be very accurate
[44]. Then, if the saddle points for all accessible reaction pathways can be
found, the KMC algorithm can be used to model the long time dynamics of
the system [45]. However, in the general case where κ < 1, either because a
good TS can not be identified or dynamically correlated events are important,
a better approach is needed to model the dynamics.
Also, if different reactions are uncorrelated, when a specific reaction
occurs, the system actually need not to know anything about the other path-
ways. But in KMC a complete rate table which contains all possible reaction
rates is required a priori for producing correct probabilities [Eq. (2.3) and
(2.4)]. So an excessive amount of information is required by KMC and the
accuracy of simulation depends greatly on the quality of rate table. Other
methods such as hyperdynamics [5] and parallel replica dynamics [4] alter-
natively use a single trajectory to explore the phase space dynamically and
the state evolution is determined by the progress of the trajectory as in a
regular MD simulation. Since there is no need for the rate table, the perfor-
mance of those methods relies on whether the trajectory can explore states
efficiently. Clearly, both simulation schemes have their own advantages and
disadvantages. In the present work, we proposed a new scheme for simulat-
ing rare-event dynamics which keeps the spirit of KMC drawing time from a
probability distribution, without requiring a rate table. In the following we
will first review the theoretical basis of κ-dynamics and then introduce the
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computational techniques utilized in our work. Some examples are shown in
the last part of the chapter.
2.3 Theory
2.3.1 Reaction rate and the transition state approximation
Let x ∈ Rn represents the set of 3N atomic Cartesian coordinates of
a system in the canonical (constant-NVT) ensemble. The sets of conjugate
velocities and momenta are denoted by v and p respectively (v,p ∈ Rn). As-
sume the Born-Oppenheimer approximation is valid and the potential energy
V = V (x) is a function of nuclei positions only. The Hamiltonian of the system




pTM−1p + V (x), (2.8)
where M is a diagonal mass matrix and pT is the transpose matrix of p.
The probability density ρ in the phase space is governed by the Boltzmann
distribution function:
ρ(x,p) = Z−1e−βH(x,p), (2.9)
where β ≡ (kBT)−1 (kB is the Boltzmann constant, T is the temperature) and
Z represents the canonical partition function with Q and K the corresponding




e−βH(x,p) dx dp = Q ·K. (2.10)
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e−βV (x)dx ≡ QA/Q (2.11)
where the subscript of Q specifies the integration range. Let xi be one of the
local minima of V (x). State i (denoted as Ωi) is defined as an open subset
of the configuration space in which all the points can be related to the same
local minimum xi through a force-based energy minimization. Accordingly,
the configuration space can be seen as a collection of states separated by a
(3N − 1)-dimensional boundary S [i.e. ⋃i Ωi ∪ S = Rn, see Fig. 2.1(a)]. The
boundary S is a natural choice for separating one state from the others. But
practically finding S in a high dimensional system is difficult. An alternative
surface of simpler form is usually chosen for convenience since the dynamics
itself is independent of the type of the dividing surface. Here we only consider
the system whose states are simple connected subsets, thus one connected
surface is enough to isolate a state in the configuration space. Suppose in
each state Ω there exists a subset ω (ω ⊂ Ω) which concentrates most of the
probability in Ω, i.e. φω ≈ φΩ and thus
∑
i φωi ≈ 1. This assumption implies
a dynamical trajectory will spend most of time in ωs rather than stay in the
intermediate region which is usually referred to as the barrier region. In the
following, a transition between two different ωs is defined as a reaction.
Given the initial state Ωi, we now want to calculate the rate of escape.
Assume the progress of the reactions occur in the system can be described




















Figure 2.1: (a) The configuration space is partitioned into three states (Ωi, i =
1,2 and 3) by a (3N−1)-dimensional hypersurface S. The corresponding local
minimum is denoted by xi and ωi represents a subset in Ωi which concentrates
most of the population in Ωi. (b) a dividing surface S1 (dotted line) defines
and separates state Ω1 from the other states. The number of effective forward
crossings (equals two in this case marked by solid circles) can be found by
applying the counting rules Γī,Si(x,p) and Γi,̄i(x,−p) discussed in the text
continuous, differentiable and satisfies s(x) < s‡ if x ∈ Ωi. It is convenient to
parameterize the boundary of Ωi using s(x):
Si = {x | s(x) = s‡}, (2.12)
where s‡ ∈ R indicates the location of Si. We define an indicator function
θA(x) for any set A in the configuration space. θA(x) = 1 if x ∈ A and
zero otherwise. The escape frequency ν is defined as the number of successful
outward transitions (i.e. ωi → ωj , ωj 6= ωi) per unit time. If the dynamics is
ergodic, the counting can be done by tracking the state of a single trajectory.
Let X(t) represents a dynamical trajectory which is generated from a constant-














where ī denotes any state other than ωi, Θ is a Heaviside step-function, Θ̇ =




(t) = min{ t′ | t′ > t,X(t′) ∈ ωī ∪ Si}
t−
īi
(t) = max{ t′ | t′ < t,X(t′) ∈ ωi ∪ ωī} .
(2.14)
By ergodicity and using the definition of the escape rate coefficient ki→ =
νi→/φi, we rewrite Eq.(2.13) in the form of ensemble averaging:
ki→ = φ
−1
i 〈[v · ∇s(x)]+Γī,Si(x,p)Γi,̄i(x,−p) ]〉Si (2.15)
where the equality Θ̇[s(x) − s‡]=δ[s(x) − s‡][v·∇s(x)] is used, δ[· · · ] denotes
a δ-function, [A]+ = max(A, 0), 〈· · · 〉 is a shorthand notation for a canonical
ensemble averaging with the subscript Si indicating the domain where the
δ-function is active:




A(x,p)δ[s(x)− s‡] e−βH(x,p)dxdp. (2.16)
ΓA,B(x,p) is the indicator function which is 1 if the system reaches A before B
given the starting point (x,p) and 0 otherwise. Therefore if Γī,Si(x,p)Γi,̄i(x,−p)
is nonzero, it means the forward trajectory initiated from (x,p) goes directly
to the product state without recrossing the surface Si, and the backward tra-
jectory (x,−p) originates in the initial state i. By applying both counting
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rules Γī,Si(x,p) and Γi,̄i(x,−p) one can unambiguously count the reactive tra-
jectories as illustrated in Fig 1.1(b).




i 〈 [v · ∇q(x)]+ 〉Si . (2.17)
The above limit is equivalent to the assumption that all forward trajectories
which cross the boundary Si can be tracked back directly to ωi and will end
in ωj (ωj 6= ωi) with no recrossing of Si. Since Γ is either zero or one, the
TST approximation [Eq.(2.17)] always overestimates the true escape rate. The









where in Eq.(2.19), 〈A〉FF = 〈A · [v ·∇s(x)]+〉Si/〈[v·∇s(x)]+〉Si is a shorthand
notation for the forward-flux-weighted ensemble averaging. If the final states in
Eq.(2.15) are specified, κi→ can be further decomposed by κi→ =
∑
j κi→j . The
branching ratio is defined as pi→j = κi→j/κi→ [Eq. (2.7)] with
∑
j pi→j = 1.
The quantity κi→ is not only a dynamical correction factor to the TST rate, but
is also a measurement of the quality of the TST approximation. When κi→ = 1,
the TST rate becomes exact. Since kTSTi→ is intrinsic to the surface Si, given the
form of Eq.(2.12), kTSTi→ can be optimized for this particular type of surface by
adjusting s‡. A global optimization of TST rates, also known as the variational
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TST scheme, is much more complicated since it also take the dividing surface
functional into account during the optimization. For simplicity, we only focus
on the specific type of surface which can be parameterized as Eq.(2.12).
The TST rate [Eq.(2.17)] can be written in the reversible work formal-
ism by introducing an intermediate surface So = {x | s(x) − so = 0} close to





· ξ‡ · λoi · e−β∆G
‡
o , (2.20)
where symbols (i), (o) and (‡) represent Ωi, So and Si respectively, ξ‡ is the
geometric factor associated with the term ∇s. It has a non-trivial contribution
to the rate when dealing with particular types of curvilinear coordinates. The









δ[s(x)− s‡] e−βV (x)dx, (2.22)












with Mkk and xk the matrix elements of M and x respectively. ∆G
‡
o is the
free energy difference between Si and So:













δ[s(x)− so] e−βV (x)dx. (2.25)
The new formulation [Eq.(2.20)] turns the original flux averaging [Eq.(2.17)]
into a combination of three different statistical samplings (i.e. ξ‡, ∆G‡o and
λoi ). The techniques used to estimate those terms are well-developed and can
be found in various literatures.
2.3.2 κ-dynamics
In a regular kinetic Monte Carlo simulation the duration time and the
final state are draw from the probability distributions Eq. (2.1) and (2.3)
which contain the knowledge of all possible rates. Practically the calculation
of the rates is difficult. In the previous section we showed that the true rate
ki→j can be decomposed into two parts, k
TST
i→ and κi→j, where k
TST
i→ is an
equilibrium quantity and κi→j has the dynamical information. The transmis-
sion coefficient κi→j can be expressed using forward-flux-weighted averaging as
shown previously in Eq. (2.19). Typically the averaging is done by shooting a
large number of trajectories from the forward-flux ensemble of a given dividing
surface and the estimation of κ is simply the portion of reactive trajectories.
But it is not easy for a complex system especially when there are lots of pos-
sible final states or when κ is very small. In κ-dynamics, we show that the
exact value of κ is not necessary when simulating dynamics. The theory is
introduced below. Instead of counting the number of reactive trajectories, we










Figure 2.2: In the κ-dynamics method, trajectories are sampled from a TS
surface that divides an initial state i from possible final state j and l. Tra-
jectories are followed until one is found which starts in the initial state and
goes directly to the product state without recrossing the TS. In this cartoon
N = 6 trajectories were required to find the first reactive trajectory, giving an
estimation of the transmission coefficient κi→ of 1/6.
reactive one is found as illustrated in Fig. (2). If the initial point are randomly
chosen from the forward-flux-weighed ensemble [Eq. (2.19)], the probability
of having one successful trajectory is equal to κi→. The probability of having
the first reactive trajectory at the Nth trial shooting (N > 0) is described by
the geometric distribution function:
P (N) = κi→ (1 − κi→)N−1. (2.26)
which requires N − 1 unsuccessful trajectories before a successful one. The





N P (N) = κ−1i→. (2.27)
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Therefore the inverse of 〈N〉 can be utilized as an estimator of κi→. However,
as mentioned above, in κ-dynamics we do not need to calculate 〈N〉 nor κ.
Given the TST Poisson distribution:
PTSTi→ (td) = k
TST
i→ exp(−kTSTi→ td), (2.28)
the time assigned to the successful trajectory is actually the sum of N times








where µn are i.i.d. (independent and identically distributed) uniform random
numbers on (0, 1]. The sum of N Poisson random numbers gives a distribution
which was derived by the Danish engineer, A. K. Erlang, when studying the
network traffic in a village telephone exchange [46]. For the TST Poisson times



















































= ki→ exp(−ki→td) (2.31)
using the definition of κi→ from Eq. (2.18) and recognizing the sum as the
expansion of an exponential function.
Since the distribution of successful κ-dynamics trajectories has the cor-
rect distribution of product states, from Eq. (2.7), and the transition time
can be drawn from the correct Poisson distribution according to the true rate,
from Eq. (2.31), we have shown that the method gives a correct state-to-state
dynamical trajectory.
The algorithm of κ-dynamics is summarized in the following steps:
1. Sample a Boltzmann distribution in a TS defined by s(x) = s‡ enclosing
an initial state.
2. Select uncorrelated forward-flux weighted initial points on the TS.
3. Integrate N trajectories (forward and backward) until a successful one
is found that goes directly to a product state without recrossing the TS
and originates in the initial state.
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4. If no such trajectory is found after Nmax attempts, choose a new value
of s‡ which increases the free energy of s(x) = s‡ and return to step 1.







where the µn are uniform random numbers on (0, 1].
6. Repeat from step 1 where the product state is the new initial state.
2.4 Methodology
In this section, we will briefly review the simulation tools needed for κ-
dynamics which includes sampling a TS, shooting trajectories, and calculating
the TST rate. Although there are various ways to estimate those quantities,
the final result should not depend on any simulation scheme. The efficiency of a
particular algorithm might differ from case to case and choosing an appropriate
computational strategy is sometimes critical. The following methods were
utilized in the examples illustrated in the later section.
2.4.1 Sampling issue
When a system has a rugged energy landscape, sampling becomes more
challenging since the system is easily trapped in one of the local minimum.
There are many well-developed methods which can be used to improve the
sampling. In our work, sampling was done using replica exchange (also called
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parallel tempering) [47, 48, 49, 50] to overcome the multiple-minima problem
by allowing replicas of the system run at different temperatures to exchange
configurations. High temperature replicas are able to explore a larger volume of
the phase space. A low temperature system can escape from the local minimum
by exchanging the configuration with other high temperature replicas. The
exchange is accepted or rejected according to a generalized Metropolis criterion
[51]
P ({x1,x2} → {x2,x1}) = min[1, exp(∆β∆E)], (2.32)
where ∆β = β2 − β1 and ∆E = E(x2) − E(x1). If replica exchange is im-
plemented using MD (molecular dynamics) algorithm rather than MC (Monte
Carlo), the momenta are also need to be rescaled using Eq. (2.33) in order to






In general, sampling becomes more efficient at the cost of extra computational
expenses required for running replicas at multiple temperatures.
2.4.2 Calculations of ξ‡ and λoi
For the sake of simplicity, in the following examples we only consider
equal-mass distinguishable particles. Let m be the mass and S(c)={x | s(x)−c}









δ[s(x)− c] e−βV (x)dx (2.34)
32
represents the probability density of a thin slice with uniform thickness in the
s-space around S. Suppose S⊂A⊂Rn where A is a subset in the configuration










where S∗ = {x| |s(x) − c| ≤ ∆s/2} is a slice of uniform thickness ∆s in the
s-space. The probability ratio φS∗/φA at equilibrium can be simply estimated
through an NTV-constant MD simulation and the limit is done explicitly by
making ∆s small enough such that the value of ψS/φA becomes insensitive to
∆s. By considering Eq.(2.25), we know λoi already has the form of Eq.(2.34).
Therefore the method can be applied directly to calculate λoi .
As for ξ‡, we rewrite Eq.(2.21):
ξ‡ = m−1
∫
|∇s(x)|δ[s(x)− c‡] e−βV (x)dx
∫
δ[s(x)− c‡] e−βV (x)dx . (2.36)
The expression can be seen as performing ensemble averaging over |∇s(x)|
under the constraint δ[s(x)−c‡]. Following the strategy described above, the
hypersurface is replaced by a slice of uniform thickness ∆s (∆s → 0) in the
s-space, and the averaging is done through the MD simulation. However, since
Si is high above the minimum, sampling with regular MD will be inefficient.
Therefore, a harmonic constraint Vb(x) ∝ [s(x) − c‡]2 centered at c‡ is added
to the original potential V (x) to concentrate the sampling. As long as Vb ≈ 0
within the thin slice and the system is well thermalized, the estimation under
the modified potential will still be accurate.
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2.4.3 Calculation of ∆G‡o
The hypersurface S(c)={x | s(x)−c} is parameterized by c. Umbrella
sampling [52] and thermodynamic integration [53] are commonly used to cal-
culate the free energy difference between two hypersurfaces (So and Si for
example) and the efficiency might vary from case to case. In the following
examples we use umbrella sampling to estimate the free energy change along
the reaction coordinate.
By definition, the free energy difference and the partition function ratio
QSi/QSo are related by Eq.(2.24). The value of QSi/QSo can be estimated
by either MD or MC. Direct sampling becomes inefficient when ∆Gio is big.
Therefore multiple umbrella samplings are required to bridge the energy gap
between two hypersurfaces. The basic idea of umbrella sampling is to reduce
the influence of energy barrier by modifying the original potential V0 with
biasing potential Vb. The biasing potential is designed to confine sampling in a
predetermined region in such a way that over all the simulations good coverage
of the reaction coordinate is achieved. In this paper, harmonic type Vb is chosen
for the sake of simplicity. Given the configuration x and the reference point
cs, the biasing potential and the corresponding force (Fb) acting on atom k in

















To carry out the overall free energy change, the weighted histogram analysis
method (WHAM) [54] was used to analyze the data from umbrella sampling.
The goal of WHAM is to combine data from multiple biased simulations and
inverts thermodynamic properties, such as ∆G, back to their unbiased ensem-
ble values.
2.4.4 Trial shooting and the calculation of κi→
The first step in κ-dynamics is to sample the dividing surface to gen-
erate the foward-flux weighted initial points (x,p). The configurations x can
be obtained by making MC walks confined to the dividing surface [43]. The
initial velocity is decomposed into two parts. The velocity perpendicular to
the dividing surface is chosen randomly from a Maxwellian-flux distribution
[P (υ) ∝ |υ| exp(−βmυ2/2)]. The other components are drawn from a Boltz-
mann distribution [P (υ) ∝ exp(−βmυ2/2)]. Another way to obtain the initial
points is by adding a harmonic constraint Vb centered at the dividing surface
to the original potential as described in the previous section. Then regular MD
simulation is used to collect (x,p) of the crossing points under this combined
field. If the thermostat functions well, both x and p will have the correct dis-
tribution. The advantage of the MD scheme is that the velocities are obtained
simultaneously while the crossing points are found. Also, the same procedure
is used in umbrella sampling, thus in practice two calculations can be done
together.
A trial shooting is done by launching trajectories randomly from the
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forward-flux ensemble and applying the counting rules Γī,Si(x,p) and Γi,̄i(x,−p)
to test whether those trajectories are reactive. The shooting scheme is asym-
metric in that it counts only the last crossing of a reactive trajectory. The
forward trajectory will terminate early if it recrosses the TS before thermaliz-
ing at the product state. When the dividing surface is below the free energy
maximum in the reaction region, most of the forward trajectories will return to
the minimum. Those trajectories will be assigned as unreactive after a few MD
steps and thus reduce total number of force evaluations per trajectory. For the
case that backward trajectories tend to recross than the forward trajectories,
one can reverse the parity of the counting rules.
As shown previously, either Eq. (2.19) or (2.27) can be used to cal-
culate κi→. In the former case [Eq. (2.19)] a fixed number of trajectories
are launched from the dividing surface and κi→ is estimated as the portion of
reactive trajectories. Eq. (2.27) is formulated based on the number of trial
shootings N required until the first reactive one is found and κi→ is estimated
from the inverse of 〈N〉.
2.5 Examples
We have shown that κ-dynamics trajectories have the correct product
state distribution [Eq. (2.7)] and transition times drawn from the correct
exponential distribution according to the true rate [Eq. (2.31)], so the method
gives a correct state-to-state dynamical trajectory. Several numerical examples
are provided below to demonstrate the κ-dynamics method.
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2.5.1 Dynamics of adatoms on Al(100) surface
The diffusion of adatoms on Al(100) surface was chosen as a model
system to demonstrate how the escape processes of a given state [as shown
in Fig. 2.1(b)] can be simulated and characterized by the methods described
previously. This system has an interesting history in that the adatom was
predicted to diffuse by exchange instead of by hoping. [55] An semiempirical
potential based on the embedded atom method (EAM) was used to model the
atomic interactions. The surfaces were approximated by a six layer slab (ex-
cluding the adatoms) with 50 atoms per layer. Periodic boundary condition
was applied to this system with box size 20.1931× 20.1931 × 110.0 (Å3). The
two bottom layers were immobile and the top surface was left open to vacuum.
Adatoms were deposited on the hollow sites of the top layer. Equation of mo-
tions were integrated using the velocity Verlet algorithm [56] with an Anderson
thermostats [57] to generate a constant-TNV MD trajectory. Details of the
techniques used in the examples are described in previously.
2.5.1.1 Adatom on frozen Al(100) surface
A simple three-dimensional system is used to illustrate how kTSTi→ varies
as the shape of dividing surface and the true rate ki→ is invariant upon the
change. In Al(100) surface, if all the atoms except for the adatom are frozen,
the total degrees of freedom will be six (x, y, z and the corresponding mo-
menta). The only possible reaction occurred in this system is the adatom
hopping [see Fig. 2.3(a)]. To calculate kTSTi→ , we need to define a dividing
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Figure 2.3: (a) Schematic illustration of an adatom hopping on the frozen
Al(100) surface. The shape of the dividing surface when the reference points
are assigned to (b) the four nearest atoms and (c) the center of the adatom
in the minimum energy position (pink sphere). The adatom hopping rates
calculated at 300K (d) and 400K (e) for various α (0, 0.25, 0.50, 0.75, and 1).
The open and filled circles represent kTSTi→ and ki→ respectively. The dashed
lines are obtained from direct MD simulations with the shaded area the error
range (one standard deviation). The harmonic TST rates (solid lines) are also
compared in the figure.
surface. As shown in Fig. 2.3(b) and 2.3(c), the reference points are as-
signed to the center of the four nearest neighbors of the adatom [denoted as
Ri (i = 1, 2, 3, 4)] and the center of adatom in the minimized structure (de-
noted as Ra). Let r represent the position of the adatom, rRi and rRa represent
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Table 2.1: Transition state parameters for an Al adatom hopping on a frozen
Al(100) surface.
T = 300K T = 400K
α co c‡ ∆G‡o κi→ α c
o c‡ ∆G‡o κi→
0.00 2.90 3.88 0.33 0.70 0.00 2.90 3.94 0.32 0.72
0.25 2.20 3.26 0.34 0.76 0.25 2.20 3.24 0.33 0.72
0.50 1.50 2.66 0.35 0.81 0.50 1.50 2.68 0.34 0.78
0.75 0.90 2.03 0.33 0.87 0.75 0.90 2.06 0.32 0.85
1.00 0.20 1.46 0.36 0.95 1.00 0.20 1.48 0.35 0.95
the position vector of the reference points, the dividing surface (Si) is defined
as:
Si(c
‡)={r|max(|r− rR|) = c‡}, (2.39)
where rR is the linear interpolating point of rRi and rRa :
rR =rRi +α(rRa−rRi) with α ∈ [0, 1]. (2.40)
By varying α from 0 to 1, the shape of the dividing surface will change from
Fig. 2.3(b) to 2.3(c). kTSTi→ and ki→ were calculated for dividing surfaces of
various α and the corresponding c‡s are determined from the highest ∆G‡o. The
calculated rates were summarized in Fig. 2.3(d) and 2.3(e). While kTST varies
as the shape of Si changes, the value of ki→ is independent of the definition of
Si. In both cases, the harmonic TST rates show good agreement with the MD
results. Some important factors in the calculation are summarized in Table
2.1.
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Figure 2.4: Arrhenius plot of the calculated rates (kTSTi→ and ki→) of adatom
single exchange mechanism at various temperatures using direct MD (red),
bond-boost type hyperdynamics (green), and regular TST calculation with the
estimation of κi→j (blue). The dashed line stands for the harmonic approxi-
mated TST rate. The standard errors of the data are small at the presented
scale, therefore are not shown in the plot.
2.5.1.2 Al adatom on a relaxed Al(100) surface
When the surface atoms are allowed to move, the diffusion mechanisms
become more complicated. In principle there are infinite number of reaction
pathways, but only those with thermally accessible transition states can occur
within a reasonable timescale.
To calculate kTSTi→ , we constructed the dividing surface based upon the
relative stretch of bond lengths (the bond is defined for any two atoms within
a cutoff distance). Let ra denote the position of atom a and rab ≡ ra−rb
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Table 2.2: Transition state parameters for the Al adatom exchange mechanism
on a relaxed Al(100) surface.
T (K) co c‡ ∆G‡o k
TST







100 0.15 0.48 0.167 2.29 0.35 1.83 N.A. 1.83 1.64
200 0.23 0.47 0.102 8.17 0.27 7.61 7.66 7.57 7.34
300 0.30 0.44 0.044 10.2 0.18 9.48 9.38 9.36 9.25
400 0.30 0.41 0.041 11.2 0.13 10.3 10.3 10.3 10.2
All the rates are represented in log k and ∆G‡o has units of eV.
defines the relative position. dab = |rab| denotes the bond distance and Dab ≡
(dab − d 0ab)/d 0ab is the relative stretch (or compress if Dab<0) where d 0ab is the
equilibrium length of dab at a given temperature. It is easy to show that the
set R = {rab|∀(a, b), a > b} is more than sufficient to determine the relative
configuration of a system. For a given structure, let D = {Dab|∀(a, b), a > b}
be the corresponding set of relative stretches. The hypersurface Si is defined
as:
Si(c)={D|max (D)=c}, (2.41)
where max (D) returns the largest element in D and c is called the bond-
stretching parameter. Each c uniquely defines a hypersurface in which the
maximal relative bond stretch, max(D) is equal to c. The bond-stretching
parameter has been shown in the literature [7] being an useful quantity to
characterize the surface diffusion reactions. We first used Eq. (2.19) and (2.20)
to calculate κi→j , k
TST
i→ and ki→j for the single exchange mechanism [see Fig.
2.5(c)] at various temperatures and compare them with the results obtained
from direct MD, hyperdynamics and harmonic TST (Fig. 2.4). The data
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Figure 2.5: (a) The values of κi→j estimated at various temperatures by using
the standard method [Eq. (2.19), red filled circle] and the κ-dynamics shooting
scheme [Eq. (2.27), blue cross]. (b) The histogram of td at 200 K is calculated
from κ-dynamics (open blue circle) and hyperdynamics (solid red line). The
single exponential fit (dashed green line) of the hyperdynamics data is also
shown in the plot.
points (direct MD, hyperdynamics and TST rate with κi→j) nicely overlay,
indicating that the rates are accurately estimated. At high temperature, the
harmonic TST rate deviates from the exact rate (11%, 56%, and 85% higher
at 30, 100 and 200 K respectively) due to the increase of anharmonicity in the
potential energy surface around the saddle point. Some important factors of
the calculation are summarized in Table 2.2.
To demonstrate κ-dynamics, we first show that 〈N〉−1 [Eq. (2.27)] can
be used to calculate κi→j instead of using Eq. (2.19), which is referred to as
the standard method. As presented in Fig. 2.5(a), the κi→j value of single
exchange estimated from 〈N〉−1 agreed with the result obtained by directly
calculating the portion of reactive trajectories. In the former scheme, each
point and the corresponding error bar were calculated from five independent
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Figure 2.6: The branching ratio for an Al adatom diffusion on relaxed Al(100)
surface at 200 (a) and 400 K (b) calculated by using direct MD, κ-dynamics
and hTST. The eight most probable adatom diffusion mechanisms on relaxed
Al(100) surface are shown in (c). The concerted exchange processes (3, 5, 6,
and 7) have no corresponding saddle point; they are only possible because of
anharmonicity in the potential energy surface.
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values of 〈N〉−1. Each 〈N〉 was averaged over 40 independent trials. In the
standard method, each data point and the corresponding error bar were ob-
tained from 10 correlation functions. Each correlation function was averaged
over 1000 trajectories.
The histogram of td at 200 K calculated from κ-dynamics [Eq. (2.29)]
and hyperdynamics were compared in Fig. 2.5(b). In the κ-dynamics calcula-
tion, 200 independent Ns were used to make the histogram. 5020 independent
td values were obtained in the hyperdynamics simulation. The single expo-
nential curve nicely fits the hyperdynamics data and thus indicates the system
obeys first-order kinetics. The average transition rates obtained from these two
histograms are 1.52×108 s−1 (κ-dynamics) and 1.58×108 s−1 (hyperdynamics)
respectively.
The branching ratios calculated from direct MD, κ-dynamics and har-
monic TST were compared in Fig. 2.5(a) and (b). The eight most probable
processes for adatom diffusion are shown in Fig. 2.5(c). The exchange mech-
anism (2) dominates at 200 K. At 400 K, there are significant contributions
from other processes, particularly (5) which is a concerted double-exchange.
The branching ratio calculated from the κ-dynamics simulation is within sta-
tistical uncertainty of direct MD. The harmonic TST branching ratios are
significantly different because the concerted exchange processes (3, 5, 6, and
7) have no corresponding saddle point; they are possible only because of an-
harmonicity in the potential energy surface.
As have shown above, both the td distribution and the branching ra-
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Figure 2.7: Selected snapshots of the island ripening dynamics on Al(100)
surface simulated by the κ-dynamics algorithm. The yellow spheres are the
adatoms. The arrows indicate the direction of displacement. Elapsed times
are also shown in the figure and the number in the parenthesis is the number
of transitions from the initial configuration.
tios can be accurately predicted. Thus exact dynamical simulations can be
achieved by using κ-dynamics. In the following examples, κ-dynamics was
utilized to study the dynamics of more complex systems.
2.5.1.3 Island ripening on Al(100) surface
A dynamical simulation of island ripening on the Al(100) surface at
100 K was performed utilizing the κ-dynamics algorithm. Ten adatoms were
deposited randomly to make a 20% surface coverage. Adatoms and the atoms
in the top four layers were allowed to move. An initial bond-boost TS surface
[Eq.(2.41)] was chosen with a value of c‡ = 0.3. The surface was sampled with
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replica-exchange using a harmonic constraint. Up to Nmax = 200 independent
trajectories were integrated to find a product state. If no successful process was
found, the TS surface was pushed toward products by an amount ∆c‡ = 0.01
to 0.02. A maximum of c‡ = 0.37 was required to find a successful trajectory
in 200 attempts, corresponding to values of κi→ greater than 0.005. The time
advanced for a given N and kTSTi→ are calculated by Eq.(2.24). Snapshots of
the dynamics presented in Fig. 2.7 show that the originally separated adatoms
aggregate to form a compact island. Some transitions exhibit complex multi-
atom rearrangement which is difficult to predict beforehand. It is clear that
the concerted rearrangement plays a more important role in surface diffusion
than for the single atom motion. The elapsed time shows that a millisecond-
scale simulation was successfully achieved in eight transitions. The number of
force evaluations in the κ-dynamics simulation corresponds to a MD time of
6.5 µs, giving a acceleration factor of 20.
2.5.1.4 Collapse of a pyramid on Al(100)
As shown in Fig. 2.8, metastable (3 × 3) square pyramidal cluster is
placed upon the Al(100) surface AT 100 K. Using the same method described
in the previous example, the TS surfaces with c‡ = 0.3 ∼ 0.5 were sampled.
The value of c‡ incremented by ∆c‡ = 0.05 for every 100 unsuccessful attempts.
TST rates were found using umbrella sampling of the s(x) = c‡ surfaces, and
the weighted histogram method to find the free energy of the TS with respect




0 ms (0) 1.02 ms (1) 935.63 ms (6)
935.73 ms (9) 935.83 ms (25) 937.91 ms (26)
Figure 2.8: Selected snapshots of the collapse of pyramid structure on Al(100)
surface simulated by the κ-dynamics algorithm. The yellow, blue and red
spheres represent the first, second and third atomic layer above the surface
respectively. The arrows indicate the direction of displacement. Elapsed times
are also shown in the figure and the number in the parenthesis are the number
of transitions from the initial configuration.
the terrace, in a timescale of 0.9 s at 100 K. The transitions in which the
atoms descend onto the surface involve concerted exchange events. In the
final event three atoms simultaneously descend onto the terrace. The number
of force evaluations in the κ-dynamics simulation corresponds to a MD time
of 100 µs, giving a acceleration factor of 104.
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Figure 2.9: Schematic illustration of polymer chain reversal in a infinite pore.
The reaction coordinate z = zn − z1 is defined as the relative distance of the
two ends (red beads). The left and right configurations correspond to two
different states z > 0 and z < 0 respectively.
2.5.2 Polymer reversal inside a pore
The theoretical study of polymer chain reversal inside a pore has been
reported in the literature. [58] Let the polymer chain (see Fig. 2.9) be de-
scribed by a series of vectors {r1, r2, · · · , rn} where ri = {xi, yi, zi} is the
position of bead i. And the total number of beads in the chain is denoted
by n. The reaction coordinate z ≡ zn − z1 is defined as the relative z dis-
tance between the two ends. The configuration space is partitioned into two





(|ri+1 − ri| − σ)2, (2.42)
where the spring constant kb = 100ǫ/σ
2, the parameter ǫ sets the energy scale
and σ is the equilibrium bond length.
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Interaction between beads other than the adjacent beads is described

















where j ≥ i + 2, |rj − ri| ≥ 21/6σ and zero otherwise. The infinite cylindrical










for (x2i + y
2
i )
1/2 > rp and zero otherwise.
Since the wall is penetrable, the effective radius (denoted as r) will
differ from rp. It has been shown r ≈ rp + 0.66σ in the range of parameters
chosen.









where ξ = 2.0(σ2/mǫ)1/2 is the friction coefficient for the beads and R̃(t) is a
Gaussian-distributed white noise.
By definition, there are only two states (namely z > 0 and z < 0) in
this system. The transition rates ki→ and the corresponding TST rates k
TST
i→
as a function of pore size can be estimated from direct MD [Fig. 2.10(a)]. The
reversal rate increases with the pore size. The κi→ values can be estimated
directly from ki→/k
TST
i→ . As shown above, the transmission coefficient can also
be calculated from the standard method [Eq. (2.19)] and κ-dynamics [Eq.
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Figure 2.10: (a) ki→ (red solid circles) and k
TST
i→ (blue solid circles) for poly-
mer chain reversal in pores of various radius calculated using brute force MD
simulation. (b) The values of κi→ as a function of effective radius calculated
using the κ-dynamics shooting scheme [Eq. (2.27), blue filled circles], standard
method [Eq. (2.19), red filled circles] and brute force MD (green filled circles).
(2.27)]. In the regular κi→ calculation, each data point and the corresponding
error bar was calculated from eight correlation functions. Each correlation
function was averaged over 500 independent trajectories. In the calculation
using κ-dynamics shooting scheme, the each data point and the corresponding
error bar was calculated from about 90 independent 〈N〉−1 values. Each 〈N〉−1
was averaged over 13 independent N values. The κi→ values were summarized
in Fig. 2.10(b).
The histogram of td calculated from κ-dynamics [Eq. (2.29)] and brute
force MD for the system with an effective radius of 2.16 were compared in Fig.
2.11. In the κ-dynamics calculation, 1000 independent Ns were used to make
the histogram. 2 × 104 independent td values were obtained in the direct MD
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Figure 2.11: Comparison of the td distribution calculated from brute force MD
(red solid curve) and κ-dynamics (open blue circle) simulations for polymer
chain reversal in a pore of effective radius 2.16. The single exponential fit
(dashed green line) of the MD data is also shown in the plot.
simulation. The single exponential curve nicely fit the brute force MD data
and thus indicates the system obeys first-order kinetics. The average transition
rates obtained from these two histograms are 7.27×10−5 s−1 (κ-dynamics) and
7.24 × 10−5 s−1 (MD) respectively.
2.6 Conclusion
The primary limitation of the κ-dynamics method is the need to iden-
tify a suitable reaction coordinate that separates reactants from products. In
cases where the reactive events involve bond breaking, the bond stretch reac-
tion coordinate of Eq.(2.41) makes sense, but, for example, in conformational
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rearrangements of biomolecules, the choice of a good reaction coordinate is far
less intuitive. Fortunately, the assumed reaction coordinate does not need to
be optimal. The κ-dynamics trajectories from the TS are typically very short
for systems with low values of κi→. For example, if 10
6 trajectories can be
integrated, a TS with κi→ = 10
−6 is acceptable. Furthermore, a flexible TS
can be used to maximize κi→.
Two other computational details are worth noting. First, each part of
the algorithm is implemented in parallel, including sampling the TS to find
equilibrium crossing points; the use of multiple replicas and replica exchange
to enhance sampling; and following trajectories from the TS. Nmax is limited
only by the number of processors available for the calculation. Second, the
state-to-state trajectory, which is typically the most interesting aspect of the
calculation, can be found at a fraction of the total computational work. Gen-
erating a trajectory requires sampling the TS and finding a single successful
short-time trajectory out of each state visited. Then, as much computational
effort as desired can be used to determine kTST and the time for each transition
in the trajectory. An order of magnitude estimate requires less computational
work than a precise time history.
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Chapter 3
Effect of finite trajectory length on the
correlation function analysis of single molecule
data
3.1 Abstract
The effect of finite trajectory length on single molecule rotational corre-
lation functions has been studied by utilizing time series analysis and numerical
simulations. Correlation functions obtained from the trajectories of length less
than 100 times the correlation time constant (τℓ) exhibit significant deviations
from the true correlation function. The distributions of sample time constants
(τF ) and stretching exponents (βF ) are mapped by fitting a large number of
rotational trajectories to stretched exponentials. As the trajectory length gets
smaller, the distributions become broader and asymmetric and their mean val-
ues deviate from the true value predicted by pure rotational diffusion. Analysis
based on higher order spherical harmonics is suggested as a method for mini-
mizing the effect of the trajectory length. The distributions of time constants
for different higher order spherical harmonics are also compared. While the
focus of the paper is on rotational correlation functions, the general conclu-




Single molecule spectroscopy (SMS) is a powerful tool for probing bio-
logical and material systems. [59, 60, 12, 61, 62] The great advantage of SMS
over conventional spectroscopic methods is the ability for SMS to directly
measure distributions of properties rather than only their ensemble averaged
values. Single molecule methods rely on repeated measurements of the same
molecule over time yielding a trajectory of intensity, emission frequency, po-
larization, or other properties. An effective method for analyzing such a time
series is correlation function analysis. While this method is a powerful tool
for extracting time scale of a fluctuating property, it can be severely limited
by the length of the observation time. As many single molecule experiments
rely on fluorescent dyes, the length of the trajectories can be relatively short
as the result of photochemistry. This short trajectory length can lead to large
errors in estimating the true correlation function. For a SMS experiment, this
implies that even in the absence of any sample heterogeneity there will be an
inherent distribution of correlation functions measured for different molecules
and that this distribution will strongly depend on the length of the trajecto-
ries. In this paper we will examine the effect of finite trajectory length on
the correlation function analysis of single molecule trajectories for rotational
diffusion. For simplicity we will examine trajectories for isotropic diffusion
with a single rotational constant. Experimentally, single molecule rotation
can be studied either by measuring a projection of the transmission dipole
moment polarization, denoted as the reduced linear dichroism, [63, 64, 65]
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or by measuring the three-dimensional (3D) orientation of the transmission
dipole. [66, 67, 68, 69, 70] With the use of high numerical aperture objectives
utilized in single molecule experiments, it has been shown that the correlation
functions of the dichroism signal yield decays that are equivalent to the rota-
tional correlation function (RCF) for the ℓ = 2 spherical harmonic. [64] With
trajectories of the angles from the full (3D) orientation of the molecule, it is
possible to calculate any RCF that corresponds to an even Legendre polyno-
mial. For isotropic diffusion, each RCF is a single exponential decay whose
decay time depends only on the rotational diffusion constant and the order
of the correlation function. As such, measuring any RCF yields equivalent
information. However, for more complex dynamics, measuring different RCFs
is essential. [71] In this paper we will examine how the effects of finite tra-
jectory length on the decay of the RCFs translate into distributions of decay
times. Also, rotational relaxation in many systems is often analyzed with
stretched exponential functions. [72, 73] We will also explore how the distri-
bution of correlation function decays manifests itself in distributions of the
stretching exponent. This will be accomplished through a combined approach
of statistical time series analysis and a simulation of single molecule rotational
trajectories.
3.3 Analysis and simulation methods
In many research areas, time series analysis has been widely used to
evaluate the probability structure of the system under study. If a system is at
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statistical equilibrium, or in a stationary state, then the probability structure
of the system can be simply characterized by its lower moments of probability
distribution, namely, mean (µ), variance (σ2), and covariance function (γ).
[74, 75] For a given series of experimental observations {Xt; t = 1, 2, 3, . . .},
if the stationarity is satisfied, its covariance function can be defined as the
following:
γ(k) = E[(Xt − µ)(Xt+k − µ)], (3.1)
where E(·) denotes the expectation value, µ = E(Xt), and γ(0) = E[(Xt −
µ)2] = σ2. One of the important features of a stationary system is that it does
not matter what reference point we choose [i.e., t in Eq. (3.1)]. The value of
covariance function depends only on the time lag k. The normalized form of
covariance function, or the so-called correlation function, is defined as
ρ(k) = γ(k)/γ(0), (3.2)
which is useful when comparing data with different scales. In theory, an infi-
nite number of data points are required to calculate the true covariance and
correlation functions; however, in a real measurement, the data size is always
limited. The correlation function can be estimated from a finite time series









where T and X̄ are sample size and sample mean, respectively. For a specific
estimate, ˆρ(k) is usually called the sample correlation function. The estimator
in Eq. (3.3) is biased, but when T → ∞, it will asymptotically yield a normal
distribution about a mean that is the true correlation function ρ. The distri-
bution will be governed by a covariance matrix Cij which can be calculated







[ρ(t + i)ρ(t− i) − 2ρ(t)ρ(i)] × [ρ(t+ j)ρ(t− j) − 2ρ(t)ρ(j)].(3.4)
Of particular interest is the variance at any lag k:






[ρ(t+ k)ρ(t− k) − 2ρ(t)ρ(k)]2. (3.5)
Since Eq. (3.3) sums up only to t = T − k, there is no way to evaluate the
values beyond ρ(T −1) without further information. Also, the number of pairs
(Xt − X̄)(Xt−kX̄) used to calculate the sum decreases with k. This implies
that estimations for large k will be unreliable. It is suggested by Box and
Jenkins that T > 50 and k < T/4 are required. [76] Rotational motion of
molecules has been intensively studied in a wide variety of media. [77, 78, 79]
The model used to describe the rotation depends strongly on the nature of the
matrix. In the gaseous phase, for example, the molecules rotate inertially in
specific direction until collision with another molecule. The occurrence of big
jumps in angle decorrelates the orientational properties. But in the condensed
phase, where the collisions are much more frequent, the trajectory is composed
of small, independent hops, and the system can be described by rotational
diffusion. In the case of molecular probes embedded in the condensed matrix,
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the rotational motion can be approximately seen as a diffusive process, and it
is mathematically equivalent to the random walk on the surface of a sphere.
[80] In this case, the probability propagator K(Ω,Ω0; t) [Eq. (3.6)] can be
expressed in terms of spherical harmonics Yℓ,m(Ω), where Ω0 and Ω represent








where Drot is the rotational diffusion coefficient. The correlation function
with respect to rank ℓ at time lag k can be calculated by averaging the joint






= e−ℓ(ℓ+1)Drotkδℓ,ℓ′δm,m′ = ρℓ(k).
The result turns out to be a single exponential decay of time constant τℓ ≡
[ℓ(ℓ + 1)Drot]
−1. The rotational diffusion in a homogeneous environment can
be simulated by taking random walks on the surface of a unit sphere. Instead
of using Eq. (3.6), we adopt the flat-plane approximation [81] to generate a
small displacement on the curved surface. The validity of this approximation
depends on the size of the steps as determined by the magnitude of the diffusion
constant. It can be shown that this assumption is valid as long as Drot < 0.1
(τ1 > 5). In the simulation the direction of each step is chosen randomly from








By using the rejection method, [82] displacements with the desired probability
distributions can be generated, and the resulting coordinates of each step are
used to calculate the corresponding Yℓ,m(Ω) value. Equation (3.3) can be used
to calculate any rotational correlation function from the angular trajectories.
The average value X̄ can be calculated for any given trajectory. However,
since 〈Yℓ,m〉Ω = 0 for all ℓ > 0 and m, we replace X̄ by its expectation value
E(X) = 0 to reduce the uncertainty in estimating the correlation functions.
We will use this modification of Eq. (3.3) in the following calculations. This
implies that rotational diffusion is somewhat of a specialized case as one knows
a priori the true mean of the time series. Analysis of other processes in which
this information is not known will lead to even greater uncertainties than those
presented here.
One frequently used method to characterize the relaxation is to fit the
curve with the stretched exponential function: exp[−(k/τF )βF ]. [72, 73] From
this the two parameters τF and βF can be obtained. The fitting process is
carried out by the method of least squares with the constraint τF , βF ≥ 0.
The curve is fitted up to time lag kU , where the function itself is equal to
the standard deviation, i.e., the difference between ρ̂(kU) and zero is smaller
than the range of fluctuation. [76] We should note that the purpose of using a
stretched exponential is only to quantify the deviation from single exponential
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decay. There is no indication that the correlation function should inherently
be a stretched exponential decay. Also, there is no constraint other than τF ,
βF ≥ 0 applied in the fitting. We found that more limitations, such as βF ≤ 1,
artificially alter the distribution of τF and βF and thus are not adopted in our
fitting routine. By plugging Eq. (3.7), ρ(k) = exp(−k/τℓ), into Eq. (3.5), we
















[α(1 − e−2k̄) − 2k̄e−2k̄],
where k̄ ≡ k/τℓ, T̄ ≡ T/τℓ, and α ≡ coth(1/τℓ)/τℓ. When τℓ > 5, α ≈ 1, and
both ρ(k) and σ2(k) can be reduced to the standard forms in a normalized
scheme (i.e., k → k̄, T → T̄ ) which is τℓ independent,
σ2(k) ≈ 1
T̄
[1 − (1 + 2k̄)e−2k̄] for τℓ > 5. (3.10)
Another way to interpret the τℓ independence in Eq. (3.10) is that the mag-
nitude of variance is determined only by T/τℓ. The key point of reducing the
variance is to make longer measurement and not to increase density of trajec-
tory once τℓ is larger than five units. This implies that the dynamic range of
the experiment can be optimized by utilizing time bins such that the decay
time is not significantly larger than five time units. Given a limited number of
photons emitted from a single molecule, it is better to spread them out over
a longer period of time rather than measuring fine time points. Alternatively,
as will be discussed later, it is possible to calculate higher order RCFs with
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shorter time constants to maximize the effective trajectory length. However,
one should note that with fewer points present in the decay, it is more difficult
to fit, and the information from faster dynamics might be lost. In practice,
the frequency of acquiring data depends on the case under study, and com-
promises always exist. In the later discussion, while τℓ is always chosen to be
larger than 5, the specific choice of time constant has no effect on the analysis.
3.4 Results and discussion
3.4.1 The sample distribution in the correlation function space
In the following discussion, we focus on the case ℓ = 1 [i.e., {Xt} =
{cos θt}, τ1 = (2Drot)−1] without losing any generality, even though the most
commonly measurable term is ℓ = 2. First, we use the method described above
to generate a single rotational trajectory of length T and its ℓ = 1 spherical
harmonic component. Next, we used Eq. (3.3) together with the condition
that X̄ = 0 to calculate the correlation function. Figure 3.1 shows a typical
sample correlation function of τ1 = 200 and T = 500τ1 and its corresponding
trajectory. The correlation function is shown on a semi-log scale to emphasize
the decay. The correlation function is fitted in the statistically significant
region as previously described. For this trajectory, the estimated correlation
function happened to be nearly identical to the true value.
Figure 3.2 compares two sample correlation functions of T = 10τ1 and
1000τ1. Qualitatively it is easy to observe a number of representative differ-
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Figure 3.1: (a) Sample correlation function (ℓ = 1, dashed line) calculated
from (b) simulated rotational trajectory of size T = 500τ1. The result of
the stretched exponential fit (solid line) gives τF ≈ 200.8 ± 0.3 and βF =
1.032 ± 0.002, which agrees with the original settings: τ1 = 200 and β1 = 1.
ences in the decays that result from the length of the trajectory. The corre-
lation function for the longer trajectory, Fig. 3.2(a), has fewer fluctuations,
and a larger portion of the decay has points with statistical significance. The
fit is again nearly identical to the true correlation function. The decay time
197.3 ± 0.3 compared to the true value of 200, and the stretching exponent
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Figure 3.2: Sample correlation functions (ℓ = 1, τ1 = 200) obtained from
trajectories of different sizes: (a) T = 1000τ1 and (b) T = 10τ1. The stretched
exponential fits (solid line) and the corresponding τF and βF values are also
shown. The insets give the probability distributions of cos θ, which exhibit
great fluctuations as T gets smaller.
is 1.078 ± 0.003 compared to the true value of β1 = 1. The shorter trajec-
tory yields a significantly worse estimation of the true correlation function, as
shown in Fig. 3.2(b). The decay has more fluctuations and fewer points above
the noise. The fit yields a decay time of 124.7±0.7 with a stretching exponent
of 1.50±0.02. The difference between the fit and the true value is not a result
of poor fitting or a noisy function. The fit is an excellent representation of the
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Figure 3.3: The average (Ave) and the standard deviation (S.D.) of residual
sum of squares (RSS) plotted as a function of trajectory size T . The results
of two different dynamics: rotational diffusion (ℓ = 1, τ1 = 200, open circles)
and random jumps within [−1, 1] (filled circles) are compared. The solid lines
are the corresponding linear fits which show close agreement with straight
lines of slope (−1). The averages and standard deviations are calculated from
pieces of given size (T ) that are generated by breaking a long trajectory (107
points). Each point on the plot is the result of averaging ten different such
long trajectories.
decay. The problem is that the short trajectory provides a poor estimation
of the true correlation function. The insets shown in Fig. 3.2 are the prob-
ability distributions of cos θ. As the T → ∞, the probability will be evenly
distributed, i.e., all values of cos θ are equally sampled. However, for a given
trajectory of finite size T , the distribution is not perfectly flat. The residual
sum of squares (RSS) calculated from the difference between sample and true
probability will increase as T becomes shorter.
Figure 3.3 shows the log(RSS) vs log(T/τ1) for the rotational trajecto-
ries (open symbols). The linear trend with a slope of −1 implies an inverse
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Figure 3.4: (a) The difference between the average value of the sample correla-
tion functions and the true correlation function and (b) the standard deviation
of sample correlation functions plotted vs lagk/τ1. The solid lines are the sim-
ulated results (ℓ = 1, τ1 = 200) of different T s and the dashed lines are
predictions based on Bartletts formula. Each line is calculated from 5 × 104
different trajectories.
relation. Figure 3.3 also shows a comparison of the rotational diffusion to
trajectories of random jumps within [−1, 1] (solid symbols). It is not surpris-
ing that the rotational diffusion and random jumps follow the same relation:
RSS∝ 1/T . However, because the points in a rotational trajectory are not
totally independent, the RSS is larger than that of a random trajectory for
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any given T . We should note that the relative standard deviation of RSS is
also bigger for rotational diffusion, which means that the variation of RSS be-
tween different trajectories is larger in rotational diffusion than in a random
scheme. This indicates that the properties of rotational diffusion will depend
highly on the trajectory chosen. This effect plays an important role in the
sample distribution of properties of rotational diffusion, and we will see more
examples in the later discussion.
Bartlett’s formula, Eq. (3.5), predicts the asymptotic behavior of cor-
relation functions at large T . In order to check the validity of the formula,
a large number of trajectories of a given size were generated and their cor-
relation functions were calculated. Figures 3.4(a),3.4(b) show the standard
deviation and the difference between sample and true correlation function as
a function of time lag k/τ1. It is important to note that the key variables
are the time lag k and the total trajectory length T normalized to the time
constant τ1. By comparing the simulation results with the predictions from
Bartlett’s formula, considerable deviations are observed. Figure 3.4a shows
that when the trajectories are shorter than 1000 times the decay time, the
distribution of correlation functions does not have the true correlation func-
tion as the mean. The mean of the estimated correlation functions always
underestimates the correlation at small time lag. This deviation gets smaller
as T increases. Figure 3.4(b) shows the difference between the standard devia-
tion of the estimated correlation function compared to the standard deviation
from Bartlett’s formula. There are again deviations when the length of the
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trajectory is less than 1000 times the decay time.
There are two different reasons that account for these deviations. If we
go back to Eq. (3.3), the estimator of the correlation function is composed
of two different parts: the estimations of γ(k) and γ(0). One commonly used







(Xt − X̄)(Xt+k − X̄). (3.11)






It can be shown that Eq. (3.11) itself is a biased estimator [74] with the






[γ(k) − var(X̄)]. (3.13)
where var(·) denotes the variance. If we set X̄ = 0, the deviation results only
from the scaling factor of (1−k/T ). This is not a surprise, as the scaling factor
is a consequence of the “zero filling” effect. Since the summation in Eq. (3.11)
only includes (T − k) terms, it will underestimate the covariance if k 6= 0. For
Eq. (3.12), the expectation value of the correlation function estimator will be
roughly proportional to (1− k/T ). This effect accounts for a large part of the
deviation found in Fig. 3.2(a). The actual expectation value of Eq. (3.12) is
required to provide a more precise description of the deviations.
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As for the standard deviation, a considerable zero filling effect was
found in small T case, as seen in Fig. 3.4(b) where T = 10τ1. A first ap-
proximation to describe this deviation is to assume that the sample standard
deviation will have the same scaling factor as the correlation function, i.e.,
(1 − k/T ). The zero filling effect will reduce the effective size from T to
(T − k). According to Bartlett’s formula, the standard deviation increases as
a factor of
√
T/T − k. Thus, the combination of these two effects gives us a
total factor:
√
(T − k)/T . This approximate relation can be used to explain
the deviation in Fig. 3.4(b) for large T cases. If T is small (< 50τ1), more
accurate equations are needed. Regardless of specific causes for the deviations,
Fig. 3.2 demonstrates that the estimation of correlation function from samples
with finite size systematically deviates from the true correlation function. For
example, when T = 10τ1, there is about an 18% error (estimated at k = τ1),
which greatly affects the distribution of decay constants.
3.4.2 The sample distributions in the τℓ and βℓ spaces
In the real experiments, the data are seldom compared directly in the
correlation function space. A more useful method is to fit the correlation func-
tion with the stretched exponential, from which two parameters τF and βF can
be obtained for further analysis. The previous section has demonstrated how
finite trajectories lead to a distribution of correlation functions. Here we can
see how this distribution propagates in the τℓ and βℓ spaces. To map the
distributions, large numbers of trajectories of given size were generated, their
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Figure 3.5: Distributions of (a) τF and (b) βF with respect to different T s
(10τ1, 100τ1, and 1000τ1). Each curve is calculated from 1000 trajectories
(ℓ = 1, τ1 = 200, length 10
7 broken into pieces of desired size T .
correlation function calculated, and then fitted with stretched exponentials.
According to the law of large numbers, τF and βF will approach their the-
oretical distributions. Figures 3.5(a), 3.5(b) are the resulting distributions
obtained from the simulated trajectories of sizes T = 103τ1, 10
2τ1, and 10τ1.
It is obvious that as T decreases, both the distributions of {τF} and {βF}
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are broadened and the shapes become asymmetric. For {τF}, its distribution
has a positive tail and the most probable τF shifts to the smaller side of τ1.
The degree of skew becomes larger as T gets smaller. However, the {βF} dis-
tribution tails at the opposite side, and the most probable βF is larger than
1. Unlike {τF}, the negative tail of {βF} is limited by the condition βF > 0,
hence the shape of the {βF} distribution shows deformation while T is small.
Limiting βF to 0 < βF ≤ 1 yields distributions that are obviously truncated
by the criterion βF ≤ 1.
In order to know how {τF} and {βF} change as a function of T , we plot
the average and standard deviation of {τF} and {βF} at different T s in Figs.
3.6(a) and 3.6(b). For large T (> 100τ1), the average of {τF} is approximately
the true τ1. When T is smaller than 100τ1, the tailing effect of distribution
is significant and the average value becomes larger than the true value. If T
gets even smaller than 20τ1, the zero filling effect dominates. As a result, both
the average and the standard deviation decline rapidly and monotonically. As
for {βF}, the trend is similar in the region T > 20τ1, but since the tailing of
distribution is in the opposite direction, the average of {βF} will be less than 1.
However, compared to τF , βF is much more sensitive to the shape of the curve.
When T < 20τ1, the zero filling effect becomes significant. As a consequence,
the suppression of the function together with the fluctuations at large k make
the curve easily pass through zero rather than gradually approaches it, and
βF turns out to be larger than 1 [see Fig. 3.2(b) for example].
The most important feature of Fig. 3.6 is that there is always a distri-
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Figure 3.6: The average and standard deviation of (a) τF/τ1 and (b) βF as
a function of T/τ1. Each point is calculated from a long trajectory (ℓ = 1,
τ1 = 200, length 10
7 broken into pieces of desired size T , and the resulting
value is the average of ten different long trajectories.
bution in τF and βF , even for a system in which the dynamics yield a perfect
single exponential correlation function. Even for T as large as 1000τ1, the
standard errors of τF and βF are about 10% when compared with τ1 and β1.
If the lengths of the trajectories obtained from the experiment are less than
50τ1, the range of τF and βF will be enormous. A simple method to estimate
the average and standard error of {τF} in the region T/τ1 > 100 is to fit the
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curves ρ±(k) = ρ(k) ± σ(k), where σ(k) is given by Eq. (3.5). The values
of (τF+ + τF−)/2 and (τF+ − τF−)/2 are close to the simulated average and
standard error at any given T . When T is less than 100τℓ, this method does
not accurately predict the true average or standard deviation of τℓ. For {βF},
this method gives much poorer predictions for all trajectory lengths and is not
recommended.
The large standard error of τF and βF can be attributed to the cor-
relation function itself. Since any point in the rotational trajectory is not
totally independent of the adjacent points, one can expect the way in which
the trajectory evolves to be related to its history. In other words, if the total
length T is not long, the resulting sample correlation function will depend
highly on the specific trajectory. The way deviations at different lags correlate
with each other can be seen by examining their covariance function Eq. (3.4).
Plugging the correlation function ρ(k) = exp(−k/τℓ) into Eq. (3.4), we obtain

















































Figure 3.7: The covariance function C1k of ρ̂ − ρ plotted as a function of lag
k/τ1. The solid line is the simulation result obtained from averaging 5 × 103
different trajectories (ℓ = 1, τ1 = 200, length 10
7), and the dash line is the
prediction of Bartletts formula. Note that the deviation from Bartletts formula
is on the opposite side as in Fig. 3.4, because the signs cancel when calculating
the products in C1k.
Again, we can rewrite Eq. (3.14) in a normalized scheme by replacing T = T̄ τℓ,


















For τℓ ≫ 2, exp(2/τℓ) ≈ 1 + 2/τℓ. The large τℓ approximation of Eq. (3.16)

















Note that Eq. (3.17) is independent of τℓ. Therefore, not only the cor-
relation function itself but also the variance and covariance of the correlation
deviations can be rescaled in the standard forms: Eq(3.10) and (3.17). Fig-
ure 3.7 plots C1,j as a function of lag k/τ1 for the simulated data set and as
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calculated using Eq. (3.15). The simulated result is close to the theoretical
prediction in spite of the positive deviation which is again the consequence
of zero filling effect. The positive covariance values in Fig. 3.7 indicate that
the deviation from the true correlation function tends to maintain its sign
for a period of time, instead of randomly jumping around the true values.
Thus the shapes of the correlation functions change and lead to a broad dis-
tributions in {τF} and {βF}. Most importantly, the agreement between the
variance/covariance derived from Bartlett’s formula and the rotational simu-
lation indicated that the distributions of {τF} and {βF} are a general result
for any process with an exponential correlation function.
Many researches use the distribution of {τF} and {βF} as an indication
of environment heterogeneity. [69, 83] From the discussion above, it is clear
that even for the homogeneous case (i.e., βℓ = 1), there are always distribu-
tions in {τF} or {βF}. Therefore, the question one should ask is not whether
the distributions exist but instead check if the distributions obtained from an
experiment are significantly larger than the “inherent width”. Since the av-
erage and standard deviation of the distribution at different T s are provided
in Fig. 3.6, it is convenient to compare to the experimental distributions by
means of statistical test (F test, for instance [84]). We should note that τℓ and
T are the key parameters for further analysis. In different measurements, T
might not have the same value. But the distribution can only be built from
trajectories of the same size, and truncations are sometimes needed. As for
τℓ, it can be estimated by averaging {τF}; however, if there are not enough
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trajectories, the error of the estimation will be huge. Also, since short tra-
jectories yield an average τℓ that systematically deviates from the true τℓ, it
can be challenging to know the length of the trajectory relative to the true
correlation time.
3.4.3 Correlation function analysis for higher rank spherical har-
monics
From the discussion above, it is clear that any analysis based on T <
50τℓ will be extremely difficult. One way to improve the quality of correlation
analysis is to get trajectories as long as possible; however, in the fluorescent
probe measurement, many factors such as photobleaching, focus drifting, and
apparatus instability will limit the length of the observation time. At the
start of Section 3.4.1, we noted that the discussion would be based on ℓ = 1,
but there is no reason to analyze and compare only one of the components.
In theory, rotational diffusion in a homogeneous matrix can be expressed in
terms of spherical harmonics [Eq. (3.6)]. Each of the components has a single
exponential correlation function with τℓ[ℓ(ℓ+1)Drot]
−1. Since τℓ ∝ [ℓ(ℓ+1)]−1,
the value of τℓ will be small for large ℓ. Thus the requirement of large T/τℓ is
satisfied when we analyze the data based on higher order spherical harmonics.
Figures 3.8(a), 3.8(b) show the average and standard deviation of {τF} and
{βF} calculated for ℓ = 1, 4, and 8 at different T . Under the normalized scale,
all the curves approximately fall into a standard form. Since τℓ is smaller
for larger ℓ (for example, τ8 = τ1/36), the curves for larger ℓ will cover a
T/τℓ region where the standard errors are relatively smaller. Closer inspection
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Figure 3.8: The average and standard deviation of (a) τF/τℓ and (b) βF plotted
as a function of T/τℓ. The points ℓ = 1 (open circles), ℓ = 4 (filled triangles),
and ℓ = 8 (open squares) are calculated from a long trajectory (τ1 = 200,
length 106 broken into pieces of desired size T , and the resulting values are
the average of 100 different long trajectories.
reveals that the curves for ℓ > 1 gradually deviate from the ℓ = 1 curve. The
deviation is more significant in τF than in βF , and the difference increases as
T/τℓ gets smaller. If we repeat the calculation for another trajectory whose τ1
is set to be exactly the same as τ8 in Fig. 3.8, the resulting curve matches the
ℓ = 1 curve and not the ℓ = 8. This implies that the discrepancy in Fig. 3.8
is inherent to the simulated trajectory. We attribute this inconsistency to the
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error introduced from flat-plane approximation, which alters the probability
distribution from the free diffusion. The effect becomes more significant when
examining the correlation functions of higher order spherical harmonics that
are sensitive to small angle changes.
It seems that one can gain advantages by using higher order spherical
harmonics to calculate the correlation function. However, from the theoretical
and practical points of view, there must be a compromise, and one should be
cautious when interpreting the results. First, Eq. (3.7) ensures that all the
correlation functions have an exponential form if the dynamics are given by
homogeneous rotational diffusion. Mathematically, all the spherical harmonic
terms need to be checked in order to identify the model of dynamics under
study. If the ℓ = 1 trajectory yields a single exponential correlation function,
it does not guarantee that other terms will be the same. Since rigorous proof
of model matching based on limited data is seldom available, comparing only
one or two terms is a more realistic approximation. A major question arises:
How large an ℓ value can be calculated? The obvious restriction arises from
the fitting. Because it is almost impossible to fit the curve with decay constant
less than unity, once the unit of time is set, the highest ℓ is also determined.
It seems that the difficulty of fitting insufficient points can be overcome by
increasing the resolution of measurement, i.e., to increase the point density of
trajectory. However, as we have discussed above, the crucial factor which de-
cides how many points we can measure is the durability of fluorescence probes.
If we increase the frequency of illumination, the dye molecules will be more
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prone to photobleaching. Another important reason that restricts the usage
of higher ℓ correlation calculation is the sensitivity to noise. Since the higher
order spherical harmonic terms account for the fast changing phenomena, they
are very sensitive to the small difference in the trajectories. As seen in Fig.
3.8, the curves for larger ℓ deviate from the standard curve, which reflects
the slight difference between the homogeneous rotational diffusion and the
flat-plane approximation. In real measurements, the quality of data will be
reduced by the noise and affect the performance of higher order calculations.
Despite these limitation, examination of the correlation functions for larger
ℓ should be a useful means to increase the effective trajectory length T/τℓ.
The ratio of τ with respect to two different ℓs can be useful when compar-
ing different models of rotational motion. [77, 79, 85] Diffusive rotation, for
example, exhibits the characteristic relation between two different τℓ’s, i.e.,
Rℓ,ℓ′ ≡ τℓ/τℓ′ = [ℓ′(ℓ′ + 1)]/[ℓ(ℓ + 1)]. Other models, however, show different
behaviors. [85] For example, when the large scale jumps are involved in the
molecular rotation, the ratio will change (e.g., R2,1 → 1 instead of 1/3). [86]
Therefore, the deviation from the prediction might imply the inconsistence in
the model of dynamics. Obviously, the finite sample effect plays an important
role in the sample distributions of Rℓ,ℓ′. As discussed above, we know that the
distribution of {τF} is broader for a smaller ℓ. Hence, it can be anticipated that
the distribution of ratios including τ1 will be strongly influenced by the size of
T . Figure 3.9 shows the averages and standard deviations of R2,1, R4,1, and
R8,1. Each curve is rescaled by its theoretical ratio (R2,1 = 1/3, R4,1 = 1/10,
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Figure 3.9: The averages (open symbols) and standard deviations (filled sym-
bols) of ratios R2,1 (circles), R4,1 (triangles), and R8,1 (squares) at different
T/τ1. In order to make a comparison, all the curves are divided by their
theoretical ratios R2,1 = 1/3, R4,1 = 1/10, and R8,1 = 1/36, so the common
asymptote will be 1. Each point is calculated from a long trajectory (τ1 = 200,
length 107) broken into pieces of desired size T , and the resulting values are
the average of 20 different long trajectories.
and R8,1 = 1/36). From the figure, we can see that all average curves approach
to 1 when T > 50τ1 and that the averages become larger as T gets smaller
in the region T < 50τ1. The standard deviation (S.D.) curves have the same
trend, and it is not surprising that when T decreases further from 50τ1 the
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S.D. curve of R2,1 rises earlier than the other two, which can be attributed to
the relatively broader distributions in both {τF}ℓ=1 and {τF}ℓ=2. However, in
the region T < 10τ1 the zero filling effect starts to suppress {τF}ℓ=2, and thus
one can see in Fig. 3.9 that the R2,1 curves are even lower than R4,1 curves
at small T . It is clear that even for T = 50τ1, the relative S.D. is about 30%
of the average value. The result indicates that care must be taken when we
choose the ratio as a measure of characterization. Again, it is not a fixed num-
ber; instead, one needs to show whether the experimental result is statistically
different from the simulated value.
3.4.4 Covariance versus correlation function analysis
Lastly, one would often like to compare an average single molecule
result with an ensemble averaged value. The deviations of the average of
sample correlation functions from the true correlation function complicate this
problem. As discussed previously, the correlation estimator Eq. (3.3) is biased,
and hence the correlation function will be underestimated for k > 0. This
has no effect on comparison of experimental values with simulation, since the
trajectories are treated with the same correlation function analysis. However,
if the time constant is a factor whose exact value is used for further analysis
or interpretation, then the accuracy of this value is very important. Another
means of measuring the correlation time constant is by utilizing the covariance
function instead of the correlation function. By definition the two functions
only differ by a factor γ(0) and the decay constants are the same. By fitting
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the sample covariance functions with a stretched exponential (preexponential
factor undetermined), one can expect to obtain the same result. One problem
is that the common covariance estimator, Eq. (3.11), is biased. Therefore,
it would be better to utilize a different covariance estimator that will give an







(Xt − X̄)(Xt+k − X̄). (3.18)
In theory, the estimates of the sample covariances, γ̂′(k), obtained from Eq.
(3.18) are unbiased, i.e., E[γ̂′(k)] = γ(k). Hence, by fitting the average of
sample covariance functions calculated from Eq. (3.18), one obtains a better
estimation of time constant than the value from the averaged sample cor-
relation functions. The reason one should not fit the curves first and then
average the resulting time constants is that the mean of {τF} is not the the-
oretical value as shown in Fig. 3.6. Since we force the curves to be fitted by
stretched exponentials, there will be some complex interrelations among the
undetermined parameters which account for the trends of deviations in the
distributions.
3.5 Conclusions
We have numerically simulated rotational diffusion in a homogeneous
environment, and the properties of finite size trajectories have been studied.
For a trajectory of whose length is less than 100 times the correlation time
(T/τℓ < 100), the deviation from the true correlation function is significant.
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For an ensemble of trajectories of a given length, fits of sample correlation
functions yield distribution of {τF} and {βF} rather than fixed values. These
distributions broaden and become asymmetric as T/τℓ gets smaller. As a
consequence, dynamical heterogeneity should be invoked only when measured
distributions are shown to be significantly different from the simulated results
by means of statistical criterion such as the F test. In theory, it is necessary
to examine all the correlation functions of different ℓs for the purpose of iden-
tification of a rotational model. However, if one assumes the rotational model
to be diffusion, all RCFs yield equivalent information. This allows for the
analysis of the RCF for higher order spherical harmonics. Since correlation
functions with larger ℓ decay faster, the distributions of {τF} and {βF} are
relatively narrower. Thus, the data size required for the analysis based on the
higher order spherical harmonics will be smaller, and it will be easier to map
{τF} and {βF} distributions from limited experimental data. An ideal practice
would be to analyze the highest possible ℓ that maximized trajectory length
while maintaining sufficient signal to noise to fit the correlation function de-
cay. A comparison of the decay constants for two ℓ values should be utilized
to validate that the dynamics are diffusive. The ability to calculate higher
order RCFs from trajectories of the polar and azimuthal angles provides an
advantage for methods that measure the full 3D orientation over techniques
that measure only one spherical harmonic component.
Finally, while some of the results presented are specific to rotational cor-
relation functions, many have implications in general for correlation analysis of
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single molecule trajectories. As the advantage of single molecule experiments
is the ability to measure distributions of properties rather than ensemble aver-
aged values, it is critical to understand the inherent distributions that will be
observed as a result of the analysis. Given that a great deal of single molecule
data is limited by photochemistry which shortens observation time, it follows
that finite trajectory length will be a critical issue for any correlation analysis.
In general, the average values and distributions presented in Fig. 3.6 should
hold for any dynamic process whose correlation function is a single exponen-
tial. Ideally, comparison should be made directly with distributions obtained
from simulation of the appropriate kinetic or dynamic model.
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Chapter 4
Analysis of orientational dynamics of single
fluorophore trajectories from three-angle
polarization experiments
4.1 Abstract
An algorithm of single fluorophore orientation reconstruction based on
a recently proposed method [ J. T. Fourkas, Opt. Lett. 26, 211 (2001)] is
studied, which converts three measured intensities {I0, I45, I90} to the dipole
orientation {IT , θ, φ}. Fluctuations in the detected signals {δI0, δI45, δI90}
caused by the shot noise results in different profiles in δθ and δφ, causing the
originally equivalent coordinates (X, Y, Z) to separate into in-plane (X, Y )
and out-of-plane (Z) components. The overall fluctuation in δθ turns out to
be higher than δφ, and thus noise has a greater effect on the Z component
of the signal than on the X and Y components. Therefore, care should be
taken not to interpret differences in the in-plane and out-of-plane dynamics as
being evidence of nonisotropic rotational motion. For some molecular orien-
tations around Θ = π/2, the total signal intensity cannot be inverted directly
to angular coordinates. An optimization method is proposed that calculates
the corrected angular coordinates for the points in the trajectory. To test the
effects of this recovery scheme, the covariance/correlation functions for recon-
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structed angular trajectories were calculated for the case of isotropic rotational
diffusion. Rotational correlation functions of rank ℓ were found to deviate from
the ideal single exponential decay as a result of the noise. This effect becomes
more significant for large ℓ cases. The correlation functions were fitted to a
stretch exponential to characterize their deviation from the true single expo-
nential decay. Correlation functions of Z have larger deviations from the true
correlation function due to the larger noise in the Z component. The trends
and the distributions of stretched exponential parameters {τF} and {βF} fit-
ted from trajectories of a given size T also exhibit the influences from noise.
Again, large ℓ cases show a greater effect from the noise which eliminates the
benefit of calculating higher rank correlation functions because of the smaller
time constants. Due to the errors in estimating the correlation functions, sig-
nificant differences between correlation functions of different orders can result
from the statistics rather than being an indication of a nondiffusive behavior.
4.2 Introduction
The rotational dynamics of single molecules provides useful informa-
tion about the local environment, such as rheological properties, spatial ge-
ometry, and the interaction with the surrounding molecules. The techniques
developed for detecting molecular orientations have been applied in many ma-
terials and biological systems. [67, 87, 88, 65, 69, 89, 90, 91, 92] An easy
method to acquire orientation information with polarization spectroscopy of
single fluorescent molecules, which relates the intensity profile and the po-
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larization distribution of the collected fluorescence radiation to the emitting
source orientation. [93, 94] In practice, many detection schemes have been
proposed, and each has its own design for measuring the polarization with the
collected fluorescence. Two types of measurements are widely used: wide-field
[95, 96, 68, 97]/scanning [98, 70] imaging and confocal microscopy. [66, 99] The
imaging methods are capable of monitoring several molecules simultaneously
and thus are popular for studying biological systems. More intense illumi-
nation is required to achieve high image quality and time-consuming data
processing limits these applications for studying long-time dynamics, which
is always restricted by the short durability of probed molecules. Instead of
spreading out the signals, the confocal scheme restricts the measurement to 1
pixel/detector, and thus the collected photons can be concentrated in only a
few polarization channels. Recently, a rapid orientation reconstruction method
based on three-angle polarization measurements was proposed by Fourkas. [66]
In theory, with the total emission rate left unknown, the intensities from three
different polarizations are sufficient to solve the dipole orientation in spite of
the symmetry issue that creates degeneracy in the reconstruction. The for-
mulas are derived under the conditions of a high numerical aperture (N.A.)
and infinite-corrected polarization-preserving objective, both of which can be
implemented in a confocal scheme. Since only three channels are required,
it becomes a more economical choice for studying long-time dynamics when
compared with other single molecule imaging methods. In this paper, more
detailed properties of the Fourkas formulation are explored, and an algorithm
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for angular trajectory reconstruction is proposed. In order to demonstrate the
capability of extracting dynamic information, rotational diffusion is used as
a model to examine numerically simulated intensity trajectories. In the pre-
vious chapter, we have examined the finite size effect of the pure rotational
diffusion correlation functions. [21] In particular, one discovers that limited
observation time leads to significant errors in both the decay constant and
shape of the estimated correlation function. Ideally, transients would be col-
lected for thousands of times longer than the decay constant. One way to
increase the effective length of the transients is to study higher order spherical
harmonic components because of their relatively faster decay constants. For
example, if one could calculate ℓ = 8 instead of ℓ = 2, the transient would be
effectively 12 times longer since τ8 is 12 times shorter than τ2. To generate
spherical harmonics of any order requires full orientation information. The
three-angle polarization experiment is a practical choice to calculate the single
molecule orientations. To examine the effect of noise, single molecule tran-
sients of isotropic diffusion are simulated. The resulting three-detector signals
are calculated and shot noise is introduced. Then, the angular trajectories are
calculated to understand how noise can affect the reconstructed orientations
as well as the shapes and the distributions of the correlation functions. For
isotropic diffusion, one would expect the in-plane and out-of-plane dynamics
to be identical. One would also expect that correlation functions of any rank
spherical harmonic could be normalized to the same diffusion time. It will
be shown that the shot noise causes significant differences in both of these
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signatures of diffusive behavior.
4.3 Theory and analysis methods
In the following discussion, calculations are based on the theory of
three-dimensional (3D) orientation reconstruction proposed by Fourkas. [66]
The model will be extended by considering the effect of detection limitations,
such as detector efficiencies and noise. In order to examine the capability of ex-
tracting dynamics from a rotating system, numerical simulations of isotropic
rotational diffusion are used as an example model. Having the full orienta-
tional information allows for the calculation of higher order rotational corre-
lation functions as well as comparison of in-plane and out-of-plane dynamics.
The calculations with the three-detector method are compared with a rela-
tively simpler two-detector scheme which can only monitor a single rank of
the rotational correlation function. [94, 63, 64]
4.3.1 Angular distribution of dipole radiation and orientation re-
construction
Consider the case where an emitting dipole is at the focal point. When
the fluorescence is collected by an infinite-corrected and polarization-preserving
objective, the dipole orientation Ω(Θ,Φ) and the system geometry can be de-
fined as in Fig. 4.1(a). The maximum of the collecting angle (α) is determined
by the objectives numerical aperture N.A. and the refractive index (n) of the
medium: α = sin−1(N.A./n). (The values N.A. = 1.35, n = 1.518 are used in
88
Figure 4.1: (a) Geometry defined for a radiating dipole with orientation
{Θ,Φ}. (b) Example of three-angle polarization experiment setup with epiflu-
orescence confocal scheme. The excitation light and the fluorescence collected
by an objective (Obj) are separated by a dichroic mirror (DM). The fluores-
cence then passes through a mirror (M), and a notch filter (NF) and is then
consecutively split by a nonpolarizing (NP-BS) and a polarizing beamsplitter
(P-BS). The linear polarizer (Pol) is set at 45o. Each beam is finally focused
by a lens (L) onto the APD detector.
this paper.) We assume that the medium is uniform and the refractive index
difference between the medium and the objective can be neglected. Only the
objective can affect the propagation of light emitted from the dipole. With the
above assumptions, the intensities (Ii, i = 0, 45, 90) collected in three different
polarizations of 0o, 45o, and 90o have been shown to have the following forms:
89
[66]
I0(Θ,Φ) = Itot(A+B sin
2 Θ + C sin2 Θ cos 2Φ), (4.1)
I45(Θ,Φ) = Itot(A+B sin
2 Θ + C sin2 Θ sin 2Φ),
I90(Θ,Φ) = Itot(A+B sin























It is obvious that the dipole orientations Θ and Φ as well as the total intensity
Itot emitted during the period of measurement can be obtained by solving the
above three equations. We denote {IT , θ, φ} to be the corresponding recon-























2(I0 − I45)2 + 2(I90 − I45)2
.
We should note that the solution itself is not unique because of the peri-
odicity of trigonometric functions: sin2 Θ = sin2(π − Θ) and sin, cos(2Φ) =
90
sin, cos[2(Φ + π)]. Thus, the total symmetry of the orientation mapped from
three detectors will be fourfold. If one would like to determine angles in a tra-
jectory, it is reasonable to choose the least-rotation point from the four equiv-
alent images as long as the dynamics are smooth and without large jumps.
Another similar problem will also occur when the trajectory crosses the equa-
tor (Θ = π/2). The least-rotation method always selects the “reflected” point
rather than the point on the other side of the equator. As a result, the tra-
jectory will be trapped in one hemisphere. To avoid this situation, the least-
rotation algorithm is modified by introducing a random process. That is, once
two or more images have great-circle distances to the previous point that are
less than some criterion (0.5 was chosen for a unit sphere), the procedure ran-
domly assigns the new orientation to one of those images. A more accurate
method is to assign a probability to points weighted according to their dis-
tances. However, in the following examples, the difference is small and can be
ignored. In practice, one can utilize polarizing optics to separate the collected
fluorescence into three polarizations. For example, in Fig. 4.1(b) a polarizing
beamsplitter, together with a linear polarizer set at 45o, is used in the setup to
extract I0, I45, and I90. In typical fluorescence polarization spectroscopy, only
the two orthogonal polarizations {I0, I90} are monitored. The cost of introduc-
ing the third detector is that the measured intensity will be further reduced
by a half when compared with the two-detector scheme. The benefit is that
the three-detector method provides full orientation information. We should
note that since light has been split, the intensity readings of the detectors as
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well as the calculated IT are actually one-fourth of the original value in the
three-detector system and one-half in the two-detector scheme. To prevent
confusion, in the following calculations we report Itot as the intensity level “af-
ter” splitting. Also, since the intensity of three-detector setup is half of that
in the two-detector scheme, we will include this factor in the simulations to
make fair comparisons between the two methods.
4.3.2 Rotational diffusion and correlation function analysis
The rotation of fluorescent molecules embedded in a homogeneous con-
densed phase can be approximately described by the diffusion model.[77, 79,
78] Since molecular motion is a stochastic process, it is useful to use correla-
tion functions to study the probability structure of the underlying dynamics.
It can be shown that under the stationary condition, the correlation function
of the angular trajectory has the following single exponential form:[80]
ρℓ′,m′,ℓ,m(k) =
〈Y m′ℓ′ (Ω)|K(Ω,Ω0; k)|Y mℓ (Ω0)〉Ω,Ω0











is the probability propagator.
In the above equation, the rotational motion is expressed in terms of
its spherical harmonic components with the rank ℓ. The decay time constant
for each order of correlation function is defined as τℓ ≡ [ℓ(ℓ+ 1)Drot]−1, where
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Drot is the so-called rotational diffusion constant. Since the system is assumed
to be stationary, the form is independent of the point chosen where t = 0. For
pure rotational diffusion, the ratio of decay time constants obtained from the
correlation functions of order ℓ and ℓ′ strictly follow τℓ/τℓ′ = [ℓ
′(ℓ′ + 1)]/[ℓ(ℓ+
1)]. It is often used as a signature to identify a diffusive type of rotation.
With an angular trajectory {X(Ωt), t = 0, 1, 2, · · · , T − 1} of finite size
T , the true correlation function can only be estimated. In theory, if full orien-
tational information is available, all spherical harmonics can be obtained from
the orientation trajectory {Ωt} and the correlation functions exhibit a single
exponential decay, described by Eq. (4.5). However, in many experimental
cases only two orthogonal polarizations, I0 and I90, are measured to determine
the reduced linear dichroism. It can be shown that with a high N.A. value, the
correlation function for the dichroism is dominated by the first term, namely,
the ℓ = 2 term, which gives τ = τ2 = (6Drot)
−1. [64] We should note that re-
duced linear dichroism is a function of both Θ and Φ. Thus, this measurement
is not mathematically sufficient to generate spherical harmonic trajectories
of arbitrary orders. It is possible to use two nonorthogonal polarizations to
extract higher order signals. [100] However, this is not an efficient method
compared with 3D orientation reconstruction if two or more orders need to
be monitored simultaneously. The method of generating rotational diffusion
trajectories for a given diffusion coefficient has been described previously. [21]
Briefly, rotational diffusion in a homogeneous environment can be simulated
by a random walk on the surface of a unit sphere. The flat-plane approxima-
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tion [21] is used to generate a small displacement on the curved surface. The
resulting coordinates (Θ,Φ) of each step are used to calculate the intensity
transients for the three detectors using Eq. (4.1).
Considering the finite size of the trajectories and the effect of noise,
the correlation functions for these trajectories will no longer be single expo-
nential. In order to characterize the effect, the stretched exponential function
ξF exp[−(t/τF )βF ] is used to fit the correlation functions calculated from the
sample trajectories. Three parameters, ξF , βF and τF , are obtained in the
fitting process. The effect of noise, together with the finite sampling on the
distributions of the decay time constants (τF ) and the stretching exponents
(βF ), will be explored.
4.3.3 Detection limitations and noise
By looking at Eqs. (4.2)(4.3)(4.4), one uses {I0, I45, I90} to calculate
{IT , θ, φ}. Since the total intensity IT is treated as an unknown, its value is
independent of θ and φ. The benefit of this formulation is that the exact IT
does not need to be known a priori, and fluctuations in the emission rate will
affect IT but not θ and φ. Only the ratios Ii/Ij (i 6= j) are important, and
therefore, the remaining problem is how to balance the detectors. Because
the optical efficiency varies in different polarization channels, one needs to
know the correction factors to make sure that the corrected intensity ratios
between any two of the detectors reflect the exact values. This is an important
experimental consideration but is trivial in the simulation where the three
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channels are assumed to have exactly the same efficiency.
Most importantly, all measurements contain noise. The issue of noise
becomes critical when the signals are weak. Because of the quantized na-
ture of photons, the arrival times follow Poisson statistics and thus exhibit
fluctuations, which are usually referred to as “shot noise”. [101, 102] Unlike
instrumental noise, shot noise is unavoidable. The relative photon number
fluctuation δN/N within a given time interval is inversely proportional to
√
N . Thus, the only way to reduce the effect of shot noise is by increasing
the number of collected photons. This is not always practical in reality. In
the calculation, shot noise is chosen as the only source of noise. In practice,
other experimental sources of noise could make the fluctuations even larger.
In particular, all single molecule experiments will have a background which
cannot be explicitly subtracted form the data. Because the background can
vary greatly in single molecule experiments, the simulations were chosen to
be background free. This represents an idealized shot-noise limited scenario.
Real experiments will suffer even larger errors in converting the three-detector
intensity into angular coordinates from the less than perfect balance between
the channels and the finite background in the signals. To compare the simu-
lations with experiments, intensity levels of Itot = 2000 and 4000 were chosen
for the three- and two-detector methods, respectively, which yield reasonable
ranges of simulated {I0, I45, I90}. The noise-free trajectories {I0, I45, I90} are
calculated from Eq. (4.1), and the shot noise is introduced by adding nor-
mally distributed random variables with a mean µ = {0, 0, 0} and a variance
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σ2 = {I0, I45, I90}. Each number is then truncated to the nearest integer which
is less or equal to the original value. Rarely, the rounded results are negative
and those points are set equal to zero.
4.4 Results and discussion
4.4.1 Orientation reconstruction from noisy trajectories
Without noise, the intensities {I0, I45, I90} can be exactly inverted to
{IT , θ, φ} by using Eqs. (4.2)(4.3)(4.4). However, when noise is added to the




G−B ≡ p(I0, I45, I90). (4.6)
By definition, the polar angle Θ ∈ [0, π], and thus sin2 Θ ∈ [0, 1]. The value
A/(G − B) calculated from {I0, I45, I90} with the noise is, in general, a real
number and is not strictly in the range of [0, 1]. This will cause a problem
when trying to calculate θ by taking the square root and/or inverting the sine
function. Without noise, the parameter G is a function only of Θ, and its value
decreases monotonically from Θ = 0 until it reaches the minimum G = A+B
at Θ = π/2. If G < A+B, p starts falling out of the range [0, 1]. This situation
happens only when noise is included and Θ is very close to π/2, which makes
G < (A+B) possible and implies that the uninvertable points are mostly from
Θ ≈ π/2. To circumvent this problem, p{I0, I45, I90} is used to identify those
problematic points, and the solution for the rest of the trajectory is obtained
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Figure 4.2: Example of the simulated pure rotational diffusion data of τ1 = 200
and size 106. The shot noise is added based on Itot = 2 × 103 level. (a)
Trajectories {IT}, {θ}, and {φ} are reconstructed from the first 2×103 points.
The arrow shown in {θ} indicates where the trajectory has been flattened. (b)
Histograms obtained from the whole trajectory. The dotted lines represent the
reconstructed results in which the noise is considered. The solid lines are from
the corresponding noise-free data. The noise-free {IT} histogram is a delta
function peaked at IT = 2 × 103, which is not shown in the figure.
with Eqs. (4.2)(4.3)(4.4). For the uninvertable data, an optimization method
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[82] is used to find {IT , θ, φ}, which minimizes the following equation:
f(IT , θ, φ) = (Ĩ0 − Î0)2 + (Ĩ45 − Î45)2 + (Ĩ90 − Î90)2, (4.7)
where Îs are the measured data, and
Ĩ0 = IT (A+B sin
2 θ + C sin2 θ cos 2φ), (4.8)
Ĩ45 = IT (A+B sin
2 θ + C sin2 θ sin 2φ),
Ĩ90 = IT (A+B sin
2 θ − C sin2 θ cos 2φ).
This algorithm is included in the procedure to recover the “bad data”. Once
the whole trajectory is converted to {IT , θ, φ}, the least-rotation algorithm is
used to arrange the points in a smooth trajectory. Figure 4.2 shows such a
diffusion trajectory of size 106 and τ1 = 200 and the corresponding histograms
of {IT , θ, φ} for both the noise-free and shot-noise limits. As a result of the
noise, {IT} is no longer constant and there is a distribution around the true
value. As for the orientation, {φ} has approximately the same distribution as
{Φ}, which is a uniform distribution over [0, 2π]. However, the distribution
of {θ} is strongly affected by the presence of the outlier points. Since the
optimization method usually selects θ ≈ π/2 for those points, the θ trajectory
appears “flattened” in the time periods where there are many outlier data
points. As a result, the distribution {θ} shows a peak at θ = π/2.
It is clear that with noise, the calculated orientations will deviate from
the true values. The extent of the error in estimating the orientation depends
on both the intensity fluctuations of each detector (denoted by δI) and the
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orientation itself. When the intensity level is high, the Poisson distribution
can be approximately represented by a normal distribution with the same
mean and variance. Then, the detector signal can be seen as Gaussian noise
added onto the noise-free signal. Assuming that the noise is small and is
independent from detector to detector, the errors {δIT , δθ, δφ} that propagate
from {δI0, δI45, δI90} are, to the first order, calculated by Eq. (4.9) [103]
(δW )2 = (δI0∂I0W )
2 + (δI45∂I45W )
2 + (δI90∂I90W )
2, (4.9)
where W ≡ {IT , θ, φ}, and δI =
√
I is chosen for the shot noise. By plugging
Eqs. (4.2)(4.3)(4.4) into Eq. (4.9) and using the relation from Eq. (4.1),
the surface plots of δIT , δθ, and δφ are calculated for full-range orientation
(i.e., Θ ∈ [0, π], Φ ∈ [0, 2π]), as presented in Fig. 4.3. On each surface,
the level represents the standard error of a calculated quantity at a specific
orientation {Θ,Φ} and a given total emission Itot. The error surfaces δIT , δθ,
and δφ exhibit different orientation dependences. All of them show periodic
patterns which are the consequences of their trigonometric periodicity. It can
be shown that the function of δφ has a factor sin2 Θ in the denominator, and
thus contains singularities at Θ = 0 and π. This can be easily rationalized
because of the rapid change in Φ around the poles, and the small noise in
the intensities will lead to a large deviation from the true Φ. Unlike δφ,
the error surface δθ has an additional singular region at Θ = π/2. It is
because of the fact that the factor sin 2Θ rather than sin2 Θ appears in the
denominator. By comparing the contour plots in Figs. 4.3(b), 4.3(c), the
overall error contribution is higher in θ than in φ (solid angle averaging). The
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Figure 4.3: The error surface and contour plot of (a) IT , (b) θ, and (c) φ as
a function of dipole orientation {Θ,Φ}. The errors are calculated based on
Itot = 2× 103 level, and the upper bound of the error scales (0.5) shown in (b)
and (c) is about 29o.
region where δφ exceeds 0.5 (≈ 30o) is concentrated about Θ = 0 and π. This
is where δθ exhibits similar deviations. In addition, δθ shows larger deviations
when Θ is near π/2, and the area expands even more when Φ ≈ π/4 and 5π/4.
Lastly, we would like to discuss a special case in which the dipole orients in
plane, i.e., Θ = π/2. We particularly emphasize this situation because in some
experiments the fluorophores are loaded on the surface or doped into a thin
film. Due to the interface interaction, molecules may show a preference in
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Figure 4.4: (a) Outlier percentages calculated from an in-plane dipole trajec-
tory of size 106 for Itot ranges from 2×103 to 5×106. Selected θ distributions are
presented in (b) Itot = 2×103 and (c) Itot = 2×106. In the case Itot = 2×103,
the probability, except for θ = π/2, is too small to be seen and spread out over
a large range.
specific orientations, such as lying in a plane perpendicular to the optical axis.
If the emission dipoles align with the same surface, Θ will have a distribution
centered around π/2. According to the previous discussion, we can expect
that a large portion of {I0, I45, I90} will be uninvertable. To simulate this,
trajectories with Itots ranging from 2×103 to 2×106 were generated. The angle
Θ is fixed at π/2 and Φ is randomly chosen from [0, 2π]. With noise added,
the percentage of uninvertable data (outliers) at various Itots are shown in Fig.
4.4(a). For the regions that are experimentally accessible with Itot around 10
3,
nearly 60% of the total points are outliers. About 50% of the points are
outliers in the limit of very high Itot. Since Θ = π/2 is at the boundary of the
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domain of sin2 θ, it results that if δθ is symmetrically distributed, half of the
possibility will be an outlier. This symmetry condition is valid only when Itot
is high. In the low Itot case, the relatively higher noise contribution as well
as the digitization procedure used in generating {I0, I45, I90} makes the error
distribution asymmetric, and thus the percentage of outlier points will increase
from 50%. The distributions of {θ} are also illustrated for Itot = 2 × 103 and
2 × 106 in Figs. 4.4(b), 4.4(c), respectively. In the former case, the points
where θ ≈ π/2 (mostly from outliers) is higher, but the rest of the data is
spread out over a larger range of θ. When Itot is high, the distribution remains
centered at the true value of π/2, but the probability of θ = π/2 decreases.
4.4.2 Noise effect on the correlation functions of rotational diffu-
sion
The correlation function of {Y mℓ (Ωt)} obtained from a pure rotational
diffusion has a decay form that is a single exponential. In the previous chapter,
we have studied the behavior of correlation functions in the noise-free case.
In theory, when the full orientation information {Ωt} is known, all {Y mℓ (Ωt)}
will be available. However, the detected noise will degrade the precision of
the data, and make it more difficult to extract orientation information from
higher order correlation functions. The effect of the noise will be examined,
and particular attention will be paid to the differences that occur when the
higher order correlation functions are calculated.
As shown in Fig. 4.3, the error profiles are different for θ and φ. The
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overall δθ is larger and some {I0, I45, I90} have even become uninvertable be-
cause of the noise. Using the optimization algorithm, we can recover those
bad points. However, the process tends to pick a θ which is closer to π/2 than
the true value. This affects the distribution of {θ}, as shown in Fig. 4.2. Pure
rotational diffusion is an isotropic process. Since the effect of noise is different
for θ than for φ, the Z axis, which is also the optical axis, will separate from X
and Y . As a result, the coordinate Z = cos θ, which is the simplest spherical
harmonic component Y 01 , loses more accuracy due to the noise than if either of
the other axes are chosen: X = sin θ sin φ and Y = sin θ cos φ. Therefore, the
correlation functions obtained from the Z coordinate are different from those
computed from X and Y . With the same method, as previously described, we
simulated angular trajectories of size 106 which were recovered from the inten-
sities {I0, I45, I90} with noise added for Itot = 2×103 and 2×104. The calculated
orientations {θ, φ} were then transformed to the coordinates {X(θ, φ), Z(θ)}.
We considered both X and Z as Y 01 , and thereby generate higher order terms:




6 , and so on. The reason only even terms are chosen is because they
are experimentally measurable due to the symmetry of the dipole. In order to
make a comparison to a two-detector scheme, the linear dichroism {D} is also
calculated, but Itot value is twice that of the three-detector scheme. In order
to show the relative magnitude between functions, we chose sample covariance
functions γ(k), instead of correlation functions [γ(k)/γ(0)] to represent the
data. In Figs. 4.5 and 4.6, γ(k)s calculated from the Z-coordinate (denoted
as 3 Det-Z), X-coordinate (3 Det-X), and two-detector scheme (2 Det) under
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Figure 4.5: Covariance functions calculated from the reconstructed rotational
diffusion trajectories of size 106 for orders ℓ = 2, 4, 10 and Itot = 2×103 (filled
circles) and 2 × 104 (dashed lines). The spherical harmonics are obtained
from (a) Z (3 Det-Z) and (b) X (3 Det-X) trajectories. The results of the
two-detector scheme (2 Det) are also presented in (b).
various conditions are presented. The 2 Det curve has the largest magnitude,
whereas the case of the 3 Det- X,Z is smaller and decreases with ℓ. The 2 Det
and the high Itot 3 Det-X,Z curves can both be approximated with a single ex-
ponential decay. At low Itot, the 3 Det-X,Z curves exhibit deviations and have
a sudden drop at the second time point as a result of the noise. The overall
decrease in the magnitude of the low Itot curves arises from the lower correla-
tion caused by the noise. In order to characterize the covariance functions, a
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Figure 4.6: The (a) τF/τℓ and (b) βF are obtained from the covariance func-
tions of reconstructed rotational diffusional Z trajectories with size 106. The
trajectories are simulated under various Itot levels and order ℓ. Each point
is averaged from ten different calculations and the error bars represent the
corresponding standard deviations. All covariance functions are fitted by a
stretched exponential function in the range of [1, 5τℓ].
stretched exponential function is used to fit those curves. During the fitting
the first point was dropped to avoid a discontinuity in shape of the curve. If
the noise is “memory-less”, it only affects the covariance/correlation function
decay at the first point. Fitting the rest of the curve gives a better estimation
of the decay constant when the noise effect does not propagate beyond the
first point. The fitting results are presented in Fig. 4.6 (3 Det-Z) and Fig.
4.7 (3 Det-X and 2 Det). For the 3 Det-Z case, τF s and βF s deviate from
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Figure 4.7: The (a) τF/τℓ and (b) βF are obtained from the covariance func-
tions of reconstructed rotational diffusion X trajectories with size 106. The
simulation conditions and the fitting range are predescribed in Fig. 4.6. The
insets are the corresponding results calculated from two-detector linear dichro-
ism under various Itot levels.
one when ℓ increases. This trend becomes more prominent especially for low
Itot. When Itot = 2000, the τF and βF drop to ≈ 0.6 and ≈ 0.4, respectively,
at ℓ = 10. The deviations in τF s and βF s imply the decay is no longer a
single exponential, but has been “stretched” by the noise effect. However, in
Fig. 4.7, τF s and βF s for the 3 Det-X case do not show significant deviations
from one. As for the 2 Det fittings, both τF and βF agree with the single
exponential decay with ℓ = 2 over the range Itot = 5 × 102 to 5 × 106. From
the previous discussion, it is clear that in the three-detector method choosing
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a coordinate is critical when calculating the rotational correlation/covariance
function. In-plane coordinates (X, Y ) are recommended because of the rela-
tively small noise effect. The two-detector scheme is less vulnerable to noise
even when Itot is as low as 500. As the noise has a different effect on the 3 Det-
Z and 3 Det-X, Y correlation functions, the difference between the in-plane
and out-of-plane dynamics should not immediately be interpreted as a sign
of anisotropic diffusion. Based on the statistics, the average correlation time
for these two coordinates can differ significantly. In addition, even isotropic
diffusion simulations yield a distribution of time constants calculated from in-
dividual trajectories. These trajectories are nonexponential despite molecular
motion being governed by pure rotational diffusion. Given the effect of the
noise, it is tempting to interpret this nonexponential behavior as resulting
from a fluctuating diffusion constant. This effect is amplified as one observes
higher order rotational diffusion constants.
4.4.3 Noise and finite size effect on the distributions of {τF} and
{βF}
In the previous chapter, we have shown that in the simple case of pure
rotational diffusion, the τF and βF fitted from a correlation function of finite
size have distributions rather than being an exact number. These distribu-
tions arise from the statistical nature of finite sampling. In a real experiment,
the size of data is always finite, and the observation time is quite limited by
the stability of the system. Photobleaching determines the life span of flu-
orophores, and thus plays an important role in single molecule fluorescence
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measurements. [104, 105] As discussed in the previous section, signal noise
will change the shape of covariance/correlation functions to a degree that de-
pends on both the noise level and the type of function. This noise affects the
sample correlation functions as well as the distributions of {τF} and {βF}.
The details about the sample correlation function calculation were described
previously. [21] Briefly, an angular trajectory of size 107 and τ1 = 200 is gen-
erated for a specific Itot and order ℓ. The long trajectory is then broken into
pieces of the desired length. By calculating the sample correlation function
and fitting it to a stretched exponential function, each piece is characterized
with two parameters τF and βF . Since a large number of correlation functions
are obtained from the long trajectory, the collected {τF} and {βF} are used
to estimate the average and standard deviation (SD) for a given trajectory
size T . Also, based on the law of large numbers, the distributions of {τF} and
{βF} can be mapped out if the sample size is sufficiently large. Again, there
are some adjustments in the present fitting procedure than in the previous
chapter. The first point is skipped during the fitting and the variables are
constrained such that ξF , τF , βF > 0. The constraint ξF = 1 is released in
order to make the fitting more flexible. As a consequence, small changes in
the distributions will occur when the new fitting routine is applied.
The average and the SD as a function of trajectory size T under different
conditions are presented in Figs. 4.8, 4.9. The noise-free trajectory is the raw
diffusion data without the conversion to intensities. Thus, the results are
not altered by the intensity conversion or detection limitations. Theoretically,
108
Figure 4.8: The average and standard deviation of τF/τℓ plotted as a function
of T/τℓ for the cases: (a) noise-free, (b) Itot = 2 × 103, and (c) two-detector
scheme. The points ℓ = 2 (filled circles), ℓ = 4 (filled triangles), ℓ = 8 (open
circles), and ℓ = 10 (open triangles) are calculated from a long trajectory
(τ1 = 200, length 10
7) broken into pieces of desired size T . The resulting
values are the average of ten long trajectories.
under the normalized scheme (τ̄F = τF/τℓ, T̄ = T/τℓ) all τ̄F (T̄ ) and βF (T̄ )
should fall into the same average and SD standard curves as long as τℓ ≫ 5.
[21] In Figs. 4.8(a), 4.9(a), the average curves of τ̄F and βF for ℓ = 2, 4, 8,
and 10 exhibit good agreement with each other in most regions. However,
the ℓ = 8 and ℓ = 10 SD curves for both τ̄F and βF deviate away from the
standard curve. This can be explained by the poor fitting quality and the
breakdown of the constraints in comparison to the standard curves. Neither
time constant τ8 ≈ 5.56 nor τ10 ≈ 3.64 satisfies the condition τℓ ≫ 5, which
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Figure 4.9: The average and standard deviation of βF as a function of
T/τℓ from the same calculations described in Fig. 4.8: (a) noise-free, (b)
Itot = 2 × 103, and (c) two-detector, where the symbols are assigned for ℓ = 2
(filled circles), ℓ = 4 (filled triangles), ℓ = 8 (open circles), and ℓ = 10 (open
triangles), respectively.
is required for the standard form. For the small τℓ cases, the fitting process
becomes very unstable and unreliable since only a few points are used to
calculate in the decay. A wider range of τ̄F is obtained and the SD for large
ℓ thereby increases. Due to a few extremely large fitting results that appear
in the data, the curve occasionally exhibits “peaks”. In such a case, the
nonrealistic data points were manually removed. When T̄ is large (> 103),
both τ̄F and βF approach 1, which is the expected value for pure rotational
diffusion. However, when T̄ gets smaller, the average curves of τ̄F and βF
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Figure 4.10: Distributions of τF and βF calculated from [(a) and (b)] ℓ = 2
noise-free rotational diffusion trajectories; [(c) and (d)] three-detector, Itot =
2 × 103, ℓ = 2 (X, Y ); [(e) and (f)] three-detector, Itot = 2 × 103, ℓ = 2 (Z),
and [(g) and (h)] two-detector, Itot = 4 × 103, with respect to different T s
(10τℓ, 100τℓ, 1000τℓ). Each curve is calculated from 100 trajectories (τ1 = 200,
length 107), then broken into pieces of desired size T . The bin sizes are 0.02
and 0.01 for τF and βF , respectively.
deviate up and down by about 1, depending on which range T̄ belongs to.
The SD curves increase with decreasing T̄ because small samples exhibit large
fluctuations in the correlation functions. When 10 < T̄ < 50, the τ̄F SD is
even larger than the average. However, due to the zero-filling effect, both
the τ̄F average and SD curves suddenly decline when T̄ < 10. The results
for Itot = 2000 with noise effect added are presented in Figs. 4.8(b), 4.9(b).
The trends of τ̄F (T̄ ) and βF (T̄ ) are similar to the corresponding noise-free
examples. When noise is included, the fitting becomes more difficult especially
for ℓ = 8 and ℓ = 10. The SD curves deviate further from the standard
scheme, and in the large T̄ limit, both τ̄F and βF are slightly lower than
1, which is consistent with the results shown in Fig. 4.6. Histograms of
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Figure 4.11: Distributions of τF and βF calculated from [(a) and (b)] ℓ =
8 noise-free rotational diffusion trajectories and [(c) and (d)] three-detector,
Itot = 2 × 103, ℓ = 8 (X, Y ), with respect to different T s (10τℓ, 100τℓ, 1000τℓ).
The calculation details are the same as in Fig. 4.10, except for the trajectory
size is 106. About 4.5% of the fittings failed in ℓ = 8 noise-free cases due to
the ill-defined curve shape of small samples, whereas for ℓ = 2, the percentage
of failed fitting is only 0.3. When noise is added, the failed fittings in ℓ = 8
(X, Y ) increased to about 6%.
{τ̄F} and {βF} for T̄ = 10, 102, and 103 show the detailed shapes of the
distributions. The noise-free and Itot = 2000 distributions are presented in
Figs. 4.10, 4.11. For ℓ = 2, no significant differences in the distributions are
observed between the distribution for different coordinates with and without
noise [noise-free, Figs. 4.10(a), 4.10(b); Itot = 2000 X, Figs. 4.10(c), 4.10(d); Z,
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Figs. 4.10(e), 4.10(f)]. However, there are significant differences for the higher
order correlation function. For the ℓ = 8 case [noise-free, Figs. 4.11(a), 4.11(b);
Itot = 2000 X, Figs. 4.11(c), 4.11(d)] the distributions become more broad.
For the very short transients, T = 10τ8, the curves no longer have well-defined
shapes. Due to the serious deviation from a single exponential, a large portion
of the correlation functions could not be fitted with a stretched exponential
in the 3 Det-Z ℓ = 8 calculations and thus are not presented. Therefore,
when looking at higher orders, whatever could be gained as an advantage in
trajectory length is lost to the difficulty in estimating the correlation functions.
This can be seen when comparing T = 1000τ8 and T = 100τ2 which are
effectively the same length. The distribution for the ℓ = 8 transients is nearly
identical to the ℓ = 2 despite that fact that they are effectively ten times
longer. Lastly, the two-detector results are shown and compared [Figs. 4.8(c),
4.9(c), 4.10(g), 4.10(h)]. The trends of 2 Det curves are almost the same as
the noise-free case, except for the smaller average and SD in τ̄F when T̄ < 50.
4.5 Dicussion and conclusions
In this work, the detailed properties of single fluorophore orientation
reconstruction under the context of three-angle polarization measurements are
discussed. The pure rotational diffusion model is adopted in the simulation
to demonstrate the way of extracting rotational dynamics through correlation
function analysis. According to Fourkas’ formula, the total emission and the
dipole orientation {IT , θ, φ} can be inverted from the intensities measured at
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three different polarizations {I0, I45, I90} by using Eqs. (4.2)(4.3)(4.4). In or-
der to evaluate the noise effect, shot noise was added to the three signals and
was propagated as error for the total intensity and the angles. The resulting
error surfaces indicate that the error in estimating {Itot,Θ,Φ} will depend
on the orientation. Most importantly, the surfaces show singularities at spe-
cific angles: Θ = 0 and π for {δφ}; Θ = 0, π/2, and π for {δθ}. When
Θ = π/2, some intensity combinations become uninvertable. In this situation,
an optimization method is proposed to determine {IT , θ, φ}. Although the
optimization algorithm recovers the originally uninvertable data, it tends to
select θs which are closer to π/2. As a result, the θ trajectory is flattened to
π/2 when there are many outliers, and the θ histogram shows a peak at π/2. A
special case when the dipole Θ is fixed at π/2, greater than 50% of the points
will be uninvertable. The distribution {θ} also varies at different Itot levels, as
shown in Fig. 4.4. This situation may occur frequently in experiments where
the fluorophores are restricted to a surface.
Due to the different error properties of θ and φ, the pure rotational dif-
fusion trajectory recovered from {I0, I45, I90} is no longer spatially isotropic.
The Z = cos θ trajectory suffers more from the noise than X and Y . By
calculating the covariance functions for pure rotational diffusion trajectories
under various conditions, it is shown that the shape of the curves becomes
stretched, especially for the trajectories obtained from the Z coordinate of
larger ℓ and lower Itot. Again, even for the idealized case of background free
isotropic diffusion, significant differences are observed in the correlation func-
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tions for X and Z because of the greater loss of accuracy due to the noise
in the Z coordinate. In-plane and out-of-plane motions should be analyzed
with caution before interpreting the results as anything more complex than
statistical fluctuations.
Both the three-detector X , Y correlation functions and the two-detector
scheme show excellent agreement with single exponential decays. The noise
has an effect on the distribution of time constants and stretching exponents
for the measured decays. τ̄F (T̄ ) and βF (T̄ ) curves as well as the selected dis-
tribution profiles for T̄ = 10, 102, and 103 were examined. Not only the noise
but also the finite sample effect will change the trends observed for the curves.
The average and the SD curves deviate more from the standard curves, and
the distribution becomes even broader in higher order cases. In the large T̄
limit, the finite size effect can be ignored. The τ̄F (T̄ ) and βF (T̄ ) curves of
ℓ = 8 and ℓ = 10 obtained from the trajectory with noise, slightly deviate
from one. The deviations imply that artifacts are introduced by the noise and
the reconstruction method itself, not from finite sampling.
Finally, the above results provide a guideline for choosing a proper
experimental design. It is clear that if one only cares about the lowest available
order, ℓ = 2, then the two-detector scheme will be the most economical choice
and retain acceptable performance. This method is limited as it does not yield
angular trajectories. The three-angle polarization measurements can measure
the angles and further calculate higher order rotational correlation functions.
Care should be taken when examining details of the angular distributions
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particularly for angles near Θ = π/2. For calculating correlation functions, the
coordinates X and Y yield useful correlation functions while the Z coordinate
is dominated by the noise. X and Y correlation functions up to rank ℓ = 6
can be measured but higher ranks suffer from excessive noise. The higher
order correlation function shows a different dependence on trajectory length
and noise, so very little is gained when attempting to extend effective transient
length by calculating them. It should be possible to test different models of
diffusion by comparing the correlation function of different ranks as measured
with the three-detector method.
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Chapter 5
How geometric relaxation in metallic
nanoparticles affect the oxygen reduction
reaction
5.1 Abstract
Better oxygen reduction catalysts are needed to improve the efficiency
and lower the cost of fuel cells. Metal nanoparticles are good candidates for
new catalysts because their catalytic properties are different from bulk met-
als. Using density functional theory calculations, we studied the geometric
relaxation of metal nanoparticles for the oxygen reduction reaction. Result
show Pt and Au exhibit a larger structural deformation than other metals es-
pecially when the particle size is less than 100 atoms. Structural deformation
induced by atomic oxygen binding stabilizes the oxidized state and thus re-
duces the catalytic activity of Pt-based random alloys. Catalytic performance
of Pt can be improved by making alloys with less deformable metals which is
also illustrated in this study.
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5.2 Introduction
Fuel cells are attractive power sources since potentially they can con-
vert chemical energy to electricity with high efficiency. However, there are
several limitations of current proton-exchange membrane fuel cells. The most
important issues are related to the catalyst at the cathode. Better and less-
expensive catalysts are needed to make the widespread use of low temperature
fuel cells viable. Bimetallic alloys, for example, provide a particularly exciting
possibility for tuning the reactivity of catalysts. In certain cases, new prop-
erty can appear in the alloy system which is absent in the constituent metals.
[106, 107]
Computer modeling has become a powerful tool in screening potential
candidates of fuel cell catalysts. Using the binding energy of atomic oxygen as
a measurement of the ORR (oxygen reduction reaction) activity in the metal
catalysts was proposed by Bligaard et al. [30] For metals other than Ag and
Au, a weaker oxygen binding energy would increase the ORR activity. While
a large portion of recent studies focus on the electronic properties of catalyst,
the geometric contribution to the catalytic activity has received less attention.
From a chemistry point of view, changes in binding site geometry should also
play an important role in chemical reactions. This is especially important for
metal catalysts when the particles size goes down to nano- or subnano-region.
[108]
For Pt-based random alloy, when oxygen adsorbed on the metal surface,
the structural deformation can stabilize the oxidized states and thus reduces
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the catalytic activity. The possibility of improving catalytic performance by
making alloys with less deformable metals is discussed below.
5.3 Methodology
5.3.1 Density function theory (DFT) calculation
Our calculations of atomic oxygen adsorption on metallic surfaces were
done with density functional theory (DFT), using the generalized gradient
approximation with the PW91 functional [109] as implemented in the VASP
code. [110, 111] Valance electrons were treated explicitly in the Kohn-Sham
[112] equations and core electrons were described by pseudopotentials with
the projector augmented-wave (PAW) method. [113, 114] A plane-wave basis
set with an energy cutoff of 251 eV was used for all calculations except for
particles containing Cu (274 eV). Spin-polarization was tested in all cases and
used as needed. Stable structures were calculated using force-based energy
minimization. Geometries were considered optimized when the force on each
atom was less than 0.003 eV/Å.
5.3.2 System geometry and configuration
5.3.2.1 Metallic slab
Single crystal surfaces were modeled with 4 layer slabs containing 9
atoms per layer in a p(3 × 3) unit cell of the (111) surface (Fig. 5.1). Since
the face-centered-cubic (FCC) hollow exhibits the weakest oxygen binging
strength, it is considered as the most ORR active site. In the simulation,
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Figure 5.1: Structures of NP79, NP140 and slab unit cell bound with oxygen
atoms (red). One of the (111) surface in both NP79 and NP140 is shown (the
region surrounded by solid black line). In NP140, two other FCC hollow sites
were marked with a ∗. The top and bottom row show the structures for pure
Pt and Pd / Pt (1:1) random alloy respectively.
an oxygen atom was adsorbed on one of the FCC hollows. A surface of this
size and a vacuum gap of at least 10Å between slabs (in the z direction) was
used to isolate adsorbed oxygen atoms from their periodic images. A (3×3×1)
Monkhost Pack k-point mesh was used to sample the Brillouin zone. [115] In




Nanoparticles (NPs) were modeled as a FCC crystallite in the shape
of a truncated octahedron (Fig. 5.1). The truncated octahedron was found
to be the most stable structure for a pure Pt particle of 79 atoms (denoted
as NP79). The particles were contained in a cubic box of side length 20Å
(NP79) or 23Å (NP140). Since the particles were isolated by a vacuum gap in
all directions, a single Γ-point sampling of the Brillouin zone was used. Eight
oxygen atoms were adsorbed on the center FCC hollows of NP79. For NP140,
eight oxygen atoms were adsorbed symmetrically on one of the center FCC
hollow sites in each facet (shown in Fig. 5.1). During the minimization all
atoms in the nanoparticles were allowed to relax.
5.3.2.3 Random alloy
Random alloy configurations were generated by randomly shuffling the
type of atoms in a bimetallic NP/slab. A total of 12, 12 and 10 different con-
figurations were used in the NP79, NP140 and slab calculations, respectively.
5.3.3 Oxygen binding energy decomposition
The average oxygen binding energy Etot is defined as the energy change
per adsorbed oxygen atom as compared to O2 and the metal. As illustrated
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Figure 5.2: The total oxygen binding energy (Etot) is decomposed into an oxy-
gen affinity energy (Ea) component and a deformation energy (Ed) component.
in Fig. 5.2 and the derivation below, Etot can be decomposed into two parts
Etot =










− EM − (x/2)EO2
x
= Ed + Ea
where X is the number of bound oxygen atoms, EM is the optimized energy of
the NP/slab, EMOx is the energy of the oxygen-bound NP/slab with the metal
atoms either in a relaxed or frozen structure as specified. EO2 is the energy of
a gas phase O2 molecule. Ed is defined as the energy of geometric relaxation
and Ea is the energy of oxygen affinity to the metal surface. In the following,
we focus on the relationships between Etot, Ea and Ed in both the pure metal
and alloy systems.
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Figure 5.3: The optimized structure of Pt NP79 (grey) bound with eight
oxygen atoms (red). All oxygen atoms bind to the center FCC hollow of the
(111) facets. The calculations were done for (a) a frozen particle and (b) a
relaxed particle where all Pt atoms are allowed to move during the energy
minimization.
5.4 Results and discussion
5.4.1 Decomposition of Etot for pure metallic NP79
As shown in Fig. 5.3, eight oxygen atoms bound to the Pt NP79 with
frozen and movable atoms result in different geometries. According to Eq.
(5.1), the energy difference between the two structures is equal to (eight times)
Ed. The value of Ed can be used as a measure of the metal deformation whereas
the binding energy to the frozen particle, Ea, reflects the intrinsic metal-oxygen
affinity. The values of Ed and Ea for various metal NP79 are summarized in
Fig. 5.4. The result shows that the Ed contribution for most metals are much
less than Ea, except for Au and Pt. For metals such as Ag, Pd, Cu, Ir and
Rh the overall oxygen binding strength is mainly determined by their intrinsic
oxygen affinity Ea. The geometric contribution Ed is surprisingly high for Pt
and Au which indicates the structure relaxation plays an important role in the
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Figure 5.4: The energies Ed (blue) and Ea (pink) for various metal NP79.
The sum of Ed and Ea (with sign) in each column is equal to the total oxygen
binding energy. Pt and Au show similar binding strength as the adjacent
metals on the plot but the driving force of oxygen binding is quite different.
oxygen binding process.
5.4.2 Decomposition of Etot for Pt-based bimetallic random-alloy
systems
When two metals form a random alloy, the resulting binding energy
could be very different from the interpolation of the pure metals. Fig. 5.5(a)
summarizes the total oxygen binding energy for Pd/Pt random alloys in the
forms of NP79, NP140 geometries and slabs. Each data point is averaged over
12 different configurations (10 for the slab) of the same composition. For the
slabs and NP140 geometry, the total binding energy increases (becomes less
negative) monotonically with Pt ratio. The curve shape changes dramatically
to convex when the particle size reduces to 79 atoms. The energy decompo-
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Figure 5.5: (a) The total oxygen binding energy and the energy decomposition
of Pd/Pt random alloy in the forms of NP79 (b), NP140 (c) and slab (d) at
various compositions. To make comparison easier, all the curves in (b), (c)
and (d) were shifted to make the left end values zero. The dashed lines in (b),
(c) and (d) represent the linear interpolations from the data of pure metals.
sition in Fig. 5.5(b), 5.5(c) and 5.5(d) exhibits strong size dependence in Ed.
The change in Ed becomes comparable to that in Ea when the particle size
goes down, and the effect is significant at high Pt ratio as inferred from Fig.
5.4. Also one may notice that the Ea and Ed curves of NP79 are actually not
linear but have a convex shape. In the Pd rich region, the change of Ed is
relatively small. Therefore the slope of Etot is determined by the trend of Ea
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Figure 5.6: (a) The total oxygen binding energy and (b) the energy decompo-
sition of Pt-based random alloy NP79 at various compositions. The Colored
Ea curves represent the following types of alloy: Ag/Pt (red), Rh/Pt (yellow),
Pd/Pt (green) and Cu/Pt (blue). Since the Ed curves are similar, their colors
are kept in black for visual clarity.
curve. On the contrary, in the Pt rich region the trend of Etot is dominated by
the slope of Ed curve. The above factors explain why the Ed trend in NP79
reverses at high Pt ratio and looks so different from the curves of NP140 and
slab geometry.
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Here we introduce the terms “hard” and “soft” to distinguish whether
a metal is prone to deform in response to oxygen binding. In the previous
example we know the geometry relaxation is mainly from Pt which we consid-
ered as a “soft” metal. When hard metal forms alloy with Pt, it will not only
change the oxygen affinity (Ea) but also make the alloy harder (Ed). The effect
can be observed in other Pt based alloys. The oxygen binding energy curves
and the corresponding energy decompositions for Ag/Pt, Pd/Pt, Cu/Pt and
Rh/Pt NP79 are summarized in Fig. 5.6. According to Fig. 5.4, we know all
these four metals are hard but differ in the oxygen affinity. The Ed curves in
Fig. 5.6(b) are nicely overlapped which indicates that all hard metals look the
same to Pt and the trend of the Ed curve can be considered characteristic of
Pt. Therefore the difference in Ea determines the binding trend of these al-
loys. Among them, Rh have the strongest oxygen affinity and thus its binding
curve shown in Fig. 5.6(a) is dominated by Ea. Unlike other metals, the Ea
curve of Ag has the same sign of slope as Ed. Both of them are energetically
unfavorable when the Ag ratio increases. As a result, the Ag binding curve
exhibits an opposite trend to Rh. The Ed curves of Pd and Cu lay in between
and their magnitude of changes in Ed are comparable to the change in Ea.
Therefore their binding curves turn out to be a convex peaked in the middle
as a compromise between changes in Ea and Ed.
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5.5 Conclusion
From the above discussion, we know when the size of a metal particle
is small (less than 100 atoms) the geometric relaxation induced by oxygen
binding becomes significant for soft metals such as Pt and Au. The overall
oxygen binding energy is thus the balance between the intrinsic oxygen affinity
and the geometric relaxation energy. Geometric relaxation can significantly
stabilize the particle and, for Pt alloys, reduce the ORR activity. One possible
way to fine tune the binding energy is by making an alloy. Our calculations
show that by introducing hard metals such as Pd or Cu, their mild oxygen
affinity will not change the overall oxygen affinity dramatically but instead the
binding energy can be adjusted by suppressing the structural relaxation. This
concept provides an alternative way to manipulate the electronic structure for
the rational design of nano-metallic ORR catalysts.
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[113] P. E. Blöchl. Projector augmented-wave method. Phys. Rev. B,
50:17953–17979, 1994.
[114] G. Kresse and D. Joubert. From ultrasoft pseudopotentials to the pro-
jector augmented-wave method. Phys. Rev. B, 59:1758–1775, 1999.
[115] H. J. Monkhorst and J. D. Pack. Special points for Brillouin-zone
integrations. Phys. Rev. B, 13:5188–5192, 1976.
143
Vita
Chun-Yaung Lu was born in Taipei, Taiwan in 1979. He received a BSc
in Chemistry from National Taiwan University in 2001.
Permanent address: 5F., No.33, Linsen Rd., Yonghe City, Taipei
County 234, Taiwan (R.O.C.)
This dissertation was typeset with LATEX
† by the author.
†LATEX is a document preparation system developed by Leslie Lamport as a special
version of Donald Knuth’s TEX Program.
144
