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Abstract
We study the eigenvector problem in homogeneous superintegrable N -state chiral Potts
model (CPM) by the symmetry principal. Using duality symmetry and (spin-)inversion in
CPM, together with Onsager-algebra symmetry and sl2-loop-algebra symmetry of the super-
integrable τ (2)-model, we construct the complete k′-dependent CPM-eigenvectors in the local
spin basis for an arbitrary Onsager sector. In this paper, we present the complete classification
of quantum numbers of superintegrable τ (2)-model. Accordingly, there are four types of sectors.
The relationships among Onsager sectors under duality and inversion, together with their Bethe
roots and CPM-eigenvectors, are explicitly found. Using algebraic-Bethe-ansatz techniques and
duality of CPM, we construct the Bethe states and the Fabricius-McCoy currents of the su-
perintegrable τ (2)-model through its equivalent spin-N−12 -XXZ chain. The τ
(2)-eigenvectors
in a sector are derived from the Bethe state and the sl2-product structure determined by the
Fabricius-McCoy current of the sector. From those τ (2)-eigenvectors, the k′-dependence of CPM
state vectors in local-spin-basis form is obtained by the Onsager-algebra symmetry of the su-
perintegrable chiral Potts quantum chain.
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1 Introduction
The eigenvalue spectrum of the N -state chiral Potts model (CPM) was solved by the method
of functional relations [1, 9, 10, 19, 36, 46], where by regarding CPM as a descendant of the
six-vertex τ (2)-model [21], the chiral Potts transfer matrix can be derived as the Q-operator of
τ (2)-matrix in the general framework of Baxter’s TQ-relation [6]. In the superintegrable case, the
degeneracy of τ (2)-model occurs, and the τ (2)-eigenspace for an eigenvalue τ (2)(t) forms an Onsager
sector with the dimension equal to the number of chiral-Potts-eigenvalues associated with τ (2)(t)
in the functional-relation scheme [1, 8, 11, 12, 19, 46]. Much progress has been made in CPM
on the study of eigenvalues, which leads to successful calculations of many important physical
quantities, such as the free energy and the order parameter of the theory [7, 13, 14, 16, 17, 18,
30]. However there remain some unsolved problems significant in CPM, like correlation functions,
whose solutions demand a deep understanding of eigenvectors. The purpose of this paper aims
to provide an explicit construction of complete eigenvectors in the quantum space Vr,Q for the
(homogeneous) superintegrable CPM of a finite size L with the (skewed) boundary condition r
and ZN -charge Q. It is known that Vr,Q is decomposed into (Onsager) sectors EF,Pa,Pb , labeled
by quantum numbers Pa, Pb, and the Bethe polynomial F(= F(t)) whose roots satisfy the Bethe
equation of a superintegrable τ (2)-model (see (2.24) in the paper). The τ (2)-degeneracy multiplicity
of EF,Pa,Pb is 2mE (a power of 2), and the eigenvectors of CPM, depending on a temperature-like
parameter k′, form a basis of EF,Pa,Pb :
EF,Pa,Pb =
⊕
s C ~v(s; k
′) with s = (s1, . . . , smE ), si = ±(:= ±1), k′ ∈ R. (1.1)
In this work, we obtain an expression of the above CPM-eigenvectors ~v(s; k′) in the local spin basis.
First, we present the complete constraints of quantum numbers in superintegrable CPM, by which
we classify all Onsager sectors into four types: I±, i±. The duality symmetry of superintegrable
CPM [8, 48] interchanges sectors of type I± and i± respectively, with a precise relationship between
k′-vectors of one sector and k′−1-vectors of its dual sector in (1.1) under the duality correspondence
of quantum spaces (see (2.39), (2.44) in the paper). In particular, the duality induces an one-to-one
correspondence between the state vectors in (1.1) for a I±-sector at k′ =∞ and its dual i±-sector at
k′ = 0, which will serve the role of basic τ (2)-eigenvectors in our approach of the CPM-eigenvector
problem. The basic τ (2)-eigenvectors can be regarded as the state vectors at ∞- or 0-temperature
in an Onsager sector of type I± or i± respectively. Using the sl2-product algebra inherited by
basic τ (2)-eigenvectors, the sl2-loop-algebra structure of EF,Pa,Pb is defined through the modified
τ (N)-eigenvalue, i.e. the evaluation polynomial (2.27) in the paper. There is another reflective
symmetry in the theory of superintegrable CPM. Indeed, by examining the relationship between
roots of the τ (2)-Bethe equation, the ±-sectors within the same I- or i-type have shown a inversion
relation with conjugate total momentum, in which a canonical identification of the k′-vectors of one
sector and (−k′)-vectors of another sector in (1.1) naturally appears (see (2.63) in the paper). In the
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discussion of k′-state vectors in duality and inversion, the exact correspondences are both dictated
by the Onsager-algebra symmetry induced from the superintegrable chiral Potts quantum chain [29].
It is known that there are two kinds of symmetry to describe the τ (2)-degeneracy in superintegrable
CPM: the Onsager-algebra symmetry [41] and the sl2-loop-algebra symmetry [37, 38, 43, 48], which
play different roles in the derivation of CPM-eigenvectors. In fact, the Onsager-algebra generators
in the chiral Potts chain give rise to an irreducible Onsager-algebra representation on EF,Pa,Pb , which
enables us to express the state vector ~v(s; k′) in (1.1) using the basic τ (2)-eigenvectors with the k′-
dependent coefficients determined by (F, Pa, Pb) (see (2.28), (3.3), (3.10) in the paper). On the other
hand, the loop-algebra symmetry is about the sl2-loop-algebra structure of basic τ
(2)-eigenvectors
in EF,Pa,Pb . This sl2-loop-algebra representation of EF,Pa,Pb shares the same evaluation polynomial
(or Drinfeld polynomial) as the Onsager-algebra symmetry, but in essence arises from the theory of
spin-N−12 XXZ-chains, which are in fact equivalent to superintegrable τ
(2)-models [37, 38, 43, 49].
By the algebraic-Bethe-ansatz of XXZ-chains [28, 31, 33] , we obtain the Bethe state represented by
the local spin basis as the basic τ (2)-Bethe state of the sector. With the help of the duality relation,
the basic τ (2)-Bethe state is revealed as the vector with highest weight in a plus(+)-sector, and the
lowest weight in a minus(−)-sector among basic τ (2)-eigenvectors, (see (4.36), (4.37) in the paper).
Furthermore, we are able to identify the explicit operator of quantum spaces which gives rise to
the inversion relation in CPM through the XXZ chain equivalent to the superintegrable τ (2)-model.
For I±-sectors, the inversion operator is given by the reversion of all spin and site-orientation of the
local spin basis, whose conjugation by duality correspondence serves the inversion operator of i±-
sectors, (see Proposition 4.1 in the paper). By a similar argument in [27, 43], the Fabricius-McCoy
current can be successfully constructed in an arbitrary sector of the superintegrable τ (2)-model as a
series with local-operator coefficients in the loop-algebra representation of EF,Pa,Pb . When applying
to the basic τ (2)-Bethe state, the Fabricius-McCoy current produces a local-vector form of the basic
τ (2)-eigenvectors in EF,Pa,Pb , hence follows the k′-dependent local-vector form of CPM-eigenvectors
in (1.1) by using the Onsager-algebra symmetry.
This paper is organized as follows. Section 2 mainly reviews facts on the duality relation and
quantum numbers of superintegrable CPM in [48] which are relevant to the discussion of this work.
We first in Subsection 2.1 briefly survey some basic facts about the duality of homogeneous CPM
and τ (2)-model. The detailed structures especially held for the superintegrable case are described in
Subsection 2.2. In Subsection 2.3, we provide the complete constraints about quantum numbers in
the superintegrable CPM, consisting of four types of Onsager sectors, I±, i±. The correspondence
between I- and i-sectors under the duality relation is given here. Furthermore, by comparing so-
lutions of the Bethe equation, we find the inversion symmetry among ±-sectors of superintegrable
τ (2)-model with the conjugate total momentum. In Section 3, we examine the degeneracy symme-
tries of a superintegrable τ (2)-sector, and show that these structures are compatible with the duality
and inversion of CPM. A procedure of constructing the superintegrable CPM-eigenvectors is pre-
sented here by using the degeneracy symmetries of CPM. We first in Subsection 3.1 re-examine in
details the well-known Onsager-algebra symmetry of a superintegrable τ (2)-model [8, 23, 24, 29, 48],
and show how the CPM k′-eigenvectors in (1.1) can be constructed from basic τ (2)-eigenvectors in
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a sector through the Onsager-algebra structure. The exact correspondence of CPM-eigenvectors
between sectors under the duality and inversion is also established by the identification of Onsager-
algebra representations. Using the basic τ (2)-eigenvectors in (1.1) at k′ = ∞ or 0, we define
sl2-product-algebra and the sl2-loop-algebra structures of a τ
(2)-eigenspace in Subsection 3.2. This
loop-algebra structure will incorporate the loop-algebra symmetry induced from the XXZ-chain
equivalent to the superintegrable τ (2)-model discussed in the next two sections. In Section 4, we
employ the algebraic-Bethe-ansatz method as in [37, 38, 43] to investigate the basic τ (2)-eigenvectors
of a superintegrable τ (2)-model through its equivalent spin-N−12 XXZ chain [44]. This equivalent
relation is a special case among the general equivalence between XXZ-chains with Uq(sl2)-cyclic
representation and arbitrary τ (2)-models, a result in [44, 45], now briefly reviewed in Subsection
4.1. Here we assume N(= 2M + 1) odd as in [48] for the convenience of simple notions when
making the identification of local operators between XXZ chains and τ (2)-models. In Subsection
4.2, by the standard algebraic-Bethe-ansatz argument [28, 31, 33], we obtain the Bethe state in
the local spin basis and a set of operators expressed by monodromy-entries, commuting with the
τ (2)-matrix. The Bethe state can be realized as the basic τ (2)-eigenvector with the highest or lowest
weight. In the special case m = r = 0, L ≡ 0, some of these operators are corresponding to the
operators of the ground-state sector in [4, 5]. For sectors in I+∩ I−(= i+∩ i−), those operators also
provide the local-operator form of algebra generators for the loop-algebra symmetry of an Onsager
sector previously discussed in Subsection 3.2, a result generalizing those in [37, 38] or [43] for the
case r = m = 0 or r = 0, m = M respectively. Furthermore, through the local operators of XXZ
chains, we are able to identify the correspondence of quantum spaces which produces the inversion
symmetry in superintegrable CPM. Section 5 is devoted to the Fabricius-McCoy current, which is
a series in the sl2-loop algebra expressed by monodromy entries of the XXZ chain. The Fabricius-
McCoy current plays a crucial role in our study of CPM-eigenvector problem as an ingredient to
construct the basic τ (2)-eigenvectors. In Subsection 5.1, by methods in [27, 43], we construct the
Fabricius-McCoy currents in sectors I± consistent with the inversion symmetry. In Subsection 5.2,
the Fabricius-McCoy currents of i±-sectors are obtained by Fabricius-McCoy currents of I±-sectors
in the dual τ (2)-model through the duality correspondence.
Notation: In this paper, we use the following standard notations. For a positive integer N
greater than one, CN denotes the vector space of N -cyclic vectors with the canonical base |σ〉, σ ∈
ZN (:= Z/NZ), and Weyl operators X,Z satisfying X
N = ZN = 1,XZ = ω−1ZX:
X|σ〉 = |σ + 1〉, Z|σ〉 = ωσ|σ〉 (σ ∈ ZN ω := e
2πi
N ).
The Fourier basis {|̂k〉} of CN is defined by
|̂k〉 = 1√
N
N−1∑
σ=0
ω−kσ|σ〉, |σ〉 = 1√
N
N−1∑
k=0
ωσk |̂k〉, σ ∈ ZN , (1.2)
with Weyl operators, X̂ |̂k〉 = ̂|k + 1〉, Ẑ |̂k〉 = ωk |̂k〉, satisfying the relation,
(X,Z) = (Ẑ, X̂−1). (1.3)
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2 Duality and Quantum Numbers in Superintegrable Chiral Potts
Model
2.1 Duality in chiral Potts model and τ (2)-model
We start with some basic notions in a homogeneous τ (2)-model and CPM, then state some facts
in [48] about the duality of CPM. Since the duality in [48] was formulated in the form of a gen-
eral inhomogeneous CPM, for easy reference in this paper, we shall summary the results in the
homogeneous case, and make the modification of some conventions used in [48] for the purpose of
elucidation. The correspondence between quantum spaces in duality will be essential for the later
discussion of CPM-eigenvector problem. The summary will be sketchy, but also serve to establish
notations.
The L-operator of τ (2)-model [19, 21] (see also in [45, 46]) is the two-by-two matrix expressed
by Weyl operators X,Z or X̂, Ẑ in (1.3):
L(t) =
(
1− t c
b′b
X, ( 1
b
− ω ac
b′b
X)Z
−t( 1
b′
− a′c
b′b
X)Z−1, −t 1
b′b
+ ω a
′
ac
b′b
X
)
, (X,Z)↔ (Ẑ, X̂−1), (2.1)
with non-zero complex parameters a, b, a′, b′, c. It is known that the above L-operator satisfies the
Yang-Baxter (YB) equation
R(t/t′)(L(t)
⊗
aux
1)(1
⊗
aux
L(t′)) = (1
⊗
aux
L(t′))(L(t)
⊗
aux
1)R(t/t′)
for the asymmetry R-matrix
R(t) =

tω − 1 0 0 0
0 t− 1 ω − 1 0
0 t(ω − 1) (t− 1)ω 0
0 0 0 tω − 1
 .
Over a chain of size L, we have the monodromy matrix,
L1(t)L2(t) · · ·LL(t) =
(
A(t) B(t)
C(t) D(t)
)
, Lℓ(t) = L(t). (2.2)
The τ (2)-model with the boundary condition
σL+1 ≡ σ1 − r (mod N), (r ∈ ZN ), (2.3)
is the commuting family of τ (2)-operators defined by
τ (2)(t) = A(ωt) + ωrD(ωt). (2.4)
The spin-shift operator X(:=
∏
ℓXℓ) commutes with (2.4), with the eigenvalue ω
Q for Q ∈ ZN .
Hence τ (2)(t) preserves the charge-Q subspace, denoted by
Vr,Q = {v =
∑
σ1,...σL
vσ1,...σL |σ1, . . . σL〉 ∈
L⊗
CN | σL+1 ≡ σ1 − r, X(v) = ωQv}, (2.5)
5
with the basis:
Vr,Q =
⊕
nℓ
C|Q;n1, . . . nL〉 (∑Lℓ=1 nℓ ≡ r, |nL+1〉〉 = ω−Qn1 |n1〉〉),
=
⊕
n′
ℓ
C|n̂′1, . . . n̂′L〉 (
∑L
ℓ=1 n
′
ℓ ≡ Q, |n̂′L+1〉 = ω−rn
′
1 |n̂′1),
(2.6)
where |Q;n1, . . . nL〉 := N−1/2∑N−1σ1=0 ω−Qσ1 |σ1, . . . σL〉 with σℓ−σℓ+1 = nℓ are the basis introduced
in [3, 4] for cyclic boundary condition, i.e. r = 0, case. Note that Vr,Q is subspace of the quantum
space
⊗L CN with a Hermitian inner-product induced from the local spin orthonormal basis (1.2).
The basis in (2.6) are indeed (Hermitian) orthonormal basis of Vr,Q.
The parameters of τ (2)-model (2.1) in CPM over a square lattice (rotated by 45◦-degree) Γ are
(a′, b′, a, b, c) = (xp, yp, xp, yp, µ2p), p ∈Wk′ (2.7)
where Wk′ is the (CPM) rapidity k
′-curve defined by
Wk′ : kx
N = 1− k′µ−N , kyN = 1− k′µN , (k′2 6= 0, 1, k2 + k′2 = 1) (2.8)
(see, e.g. [1, 19]). The τ (2)-model (2.4) with parameters (2.7) will also be denoted by
τ (2)(t) = τ (2)(t; p). (2.9)
Here the spectral parameter t is identified with xqyq for a generic rapidity q in (2.8):
t (= tq) = xqyq, q ∈Wk′ . (2.10)
Then tN is related to µN by the equation of a genus-(N − 1) hyperelliptic curve Wk′:
Wk′ : t
N = (1−k
′λ)(1−k′λ−1)
k2 , λ = µ
N . (2.11)
As in [11] (3.11)-(3.13), [9] (10), [19] (4.27a) (4.27b), [43] Proposition 2.1, (2.31) and [45] (2.25),
one can construct τ (j)-matrices from (2.1), with τ (0) = 0, τ (1) = I and τ (2) in (2.9), so that the
fusion relation holds:
τ (2)(ωj−1t)τ (j)(t) = ωrXz(ωj−1t)τ (j−1)(t) + τ (j+1)(t), j ≥ 1;
τ (N+1)(t) = ωrXz(t)τ (N−1)(ωt) + u(t)I,
(2.12)
where z(t) = (
ωµ2p(tp−t)2
y4p
)L, u(t) = αq+αq with αq = (
µN (yNp −xN )(yNp −xN )
k′yNp y
N
p
)L,αq = (
µ−N (yNp −yN )(yNp −yN )
k′yNp y
N
p
)L.
The Q-operator of τ (2)-matrix (2.9) is the chiral Potts transfer matrices (of size L and boundary
condition r) [11, 19, 45], which are
L⊗ CN -operators defined by
T (q){σ},{σ′} (= T (q; p){σ},{σ′}) =
∏L
ℓ=1Wpq(σℓ − σ′ℓ)W pq(σℓ+1 − σ′ℓ),
T̂ (q){σ′},{σ′′} (= T̂ (q; p){σ′},{σ′′}) =
∏L
ℓ=1W pq(σ
′
ℓ − σ′′ℓ )Wpq(σ′ℓ − σ′′ℓ+1), (p, q ∈Wk′).
(2.13)
Here Wpq,W pq are the Boltzmann weights in CPM [20]:
Wpq(σ)
Wpq(0)
= (
µp
µq
)σ
σ∏
j=1
yq − ωjxp
yp − ωjxq ,
W pq(σ)
W pq(0)
= (µpµq)
σ
σ∏
j=1
ωxp − ωjxq
yq − ωjyp (2.14)
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with σ ∈ ZN and Wp,q(0) = W p,q(0) = 1, and they are uniquely determined by their Fourier
transform: W
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσW pq(σ), W
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσWpq(σ). Then T, T̂ in
(2.13) commute with X, and T̂ (q) = T (q)SR = SRT (q) where SR is the spatial translation operator
SR|j1, . . . , jL〉 = |j2, . . . , jL+1〉. By the star-triangle relation of Boltzmann weights [2, 3, 20, 34, 35],
[T (q), T (q′)] = [T̂ (q), T̂ (q′)] = 0 (q, q′ ∈Wk′),
hence T, T̂ in (2.13 preserve the charge-Q subspace, and are decomposed into automorphisms of
Vr,Q in (2.5).
Consider the τ (2)-model and CPM over the dual lattice Γ∗, but replacing k′-rapidities in (2.7),
(2.10) and (2.13) by k′−1-rapidities, denoted by p∗, t∗, q∗ for p∗, q∗ ∈ W1/k′ . The dual τ (2)∗(t∗)(=
τ (2)∗(t∗; p∗)), and CPM matrices, T ∗(q∗)(= T ∗(q∗; p∗)), T̂ ∗(q∗)(= T̂ ∗(q∗; p∗)), are of size L with
the boundary condition r∗, defined in terms of Weyl-operators X∗, Z∗ of the local (face-)quantum
space CN =
∑
σ∗∈ZN C|σ∗〉∗ over Γ∗. The Fourier basis of |σ∗〉∗’s in (1.2) and (1.3) are denoted
by |n〉〉’s with the Weyl-operators X, Z satisfying the relation (X∗, Z∗) = (Z, X−1). The matrices,
τ (2)∗(t∗), T ∗(q∗), T̂ ∗(q∗), all commute with the spin-shift operator X∗(=
∏
ℓX
∗
ℓ =
∏
ℓ Zℓ = Z) with
the dual-charge Q∗, hence preserve the charge-Q∗ subspace1:
V ∗r∗,Q∗ =
⊕∑
ℓ
nℓ≡Q∗,
C|n1, . . . nL〉〉 (|nL+1〉〉 = ω−r∗n1 |n1〉〉). (2.15)
Under the lattice-identification, Γ∗ ↔ Γ, so that local quantum vector spaces at the ℓth position of
Γ∗ and Γ are identified via the isomorphism,
Φ : CN → CN , |n〉〉 7→ |̂n〉 (⇐⇒ |σ〉∗ 7→ |σ〉), (2.16)
τ (2)∗(t∗) and T ∗(q∗), T̂ ∗(q∗) in the (dual-charge) Q∗-sector can be canonically identified with the
τ (2)-model and CPM over Γ using the vertical rapidity p∗ ∈W1/k′ , the boundary condition r∗ and
charge Q∗, denoted by τ (2)†(t∗)(= τ (2)†(t∗; p∗)) and T †(q∗)(= T †(q∗; p∗)), T̂ †(q∗)(= T̂ †(q∗; p∗)). On
the other hand, when (r,Q) = (Q∗, r∗), the quantum space Vr,Q in (2.5) and V ∗r∗,Q∗ in (2.15) are
isomorphic under isometric linear transformation:
Θ : Vr,Q ∼= V ∗r∗,Q∗, |Q;n1, . . . nL〉 7→ |n1, . . . nL〉〉, (r,Q) = (Q∗, r∗). (2.17)
Consider the duality of rapidity curves between Wk′ and W1/k′ ([48] (3.9)),
Wk′
∼−→W1/k′ , p = (xp, yp, µp) −→ p∗ = (xp∗, yp∗, µp∗) := (i
1
N xpµp, i
1
N ypµ
−1
p , µ
−1
p ), (2.18)
so that the spectral parameter t is sent to t∗ = (−1) 1N t. Then the Boltzmann weights (2.14) with
rapidities in Wk′ and W1/k′ are related by
W
(f)
pq (k)
W
(f)
pq (0)
= Wp∗q∗(k) ,
W
(f)
pq (k)
W
(f)
pq (0)
= W p∗q∗(N − k). ([48]
(3.17)). Under the duality identification of quantum spaces (2.17) and rapidities (2.18), the τ (2)-
model τ (2)(t) and T (q), T̂ (q) of CPM are equivalent to the dual models, τ (2)∗(t∗) and T ∗(q∗), T̂ ∗(q∗).
1TheX∗, Z∗, r∗, Q∗, V ∗r∗,Q∗ , T
∗(q∗; p∗), T̂ ∗(q∗; p∗) here are denoted by X∗, Z∗, r, Q,Wr,Q, T
∗(q∗; p∗), T̂∗(q∗; p∗) respec-
tively in [48].
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Indeed, the following similar relations hold between τ (2)-models and CPMs when (r,Q) = (Q∗, r∗),
under the identification (2.18) for rapidities and (2.16) (2.17) for quantum spaces:
Quantum space : Vr,Q V
∗
r∗,Q∗ Vr∗,Q∗;
τ (2) −model : τ (2)(t), τ (2)∗(t∗) = Θτ (2)(t)Θ−1 τ (2)†(t∗) = Φτ (2)∗(t∗)Φ−1;
CPM :
T (q)
T̂ (q)
,
T ∗(q∗)
T̂ ∗(q∗)
=
(
W
(f)
p∗q∗
(0)
W
(f)
pq (0)
)L
Θ
T (q)
T̂ (q)
Θ−1, T
†(q∗)
T̂ †(q∗)
= Φ
T ∗(q∗)
T̂ ∗(q∗)
Φ−1.
Hence one obtains the duality between τ (2)-models and CPMs with k′ and k′−1-rapidities:
τ (2)†(t∗) = Ψτ (2)(t)Ψ−1, T
†(q∗)
T̂ †(q∗)
=
(
W
(f)
p∗q∗
(0)
W
(f)
pq (0)
)L
ΨT (q)Ψ−1
ΨT̂ (q)Ψ−1
, (2.19)
where Ψ(:= ΦΘ) is the duality correspondence which preserves the Hermitian metric of quantum
spaces:
Ψ : Vr,Q −→ Vr∗,Q∗, |Q;n1, . . . nL〉 7→ |n̂1, . . . n̂L〉, (
L∑
ℓ=1
nℓ ≡ r) (r,Q) = (Q∗, r∗), (2.20)
([48] (3.12) (3.15)2 (3.16) (3.19) (3.22)).
2.2 Duality in superintegrable chiral Potts model and τ (2)-model
For the rest of this paper, we consider the superintegrable homogeneous τ (2)-model and CPM with
p in (2.7) defined by3
p (= p(k′)) : (xp, yp, µp) = (η
1
2ωm, η
1
2 , 1) ∈Wk′ , η(= η(k′)) := (1−k′1+k′ )
1
N , (2.21)
for 0 ≤ m ≤ N − 1, where k′ 6= 0,±1 ([1, 4, 5, 41] for the case m = r = 0, [8, 11, 12] for
m = 0, r ∈ ZN , [44] for r = 0,m = N−12 , and [48] for r,m ∈ ZN .) The duality of superintegrable
CPM has been discussed years ago in [8] for m = 0 case. In this subsection, we summarize the
results in [44] Section 3.5 about the superintegrable CPM for arbitrary r and m, but stated only
in the homogeneous case.
The L-operators Lℓ(t) of (2.2) for p in (2.21) are gauge-equivalent to
Lℓ(t) =
(
1− tX (1− ω1+mX)Z
−t(1− ωmX)Z−1 −t+ ω1+2mX
)
(t := ωmt−1p t), (2.22)
by the diagonal matrix dia[η
1
2 , 1], i.e. dia[η
1
2 , 1] · Lℓ(t) · dia[η
−1
2 , 1] = Lℓ(t) for all ℓ. Hence the
τ (2)-models for all k′ are the same when using the normalized spectral parameter t, a property
2The τ
(2)
F (t; p, p
′) in [48] is equal to τ (2)∗(t∗; p′∗, p∗) here.
3Here we consider only the case n0 = 0 for the homogeneous superintegrable CPM in [48] where the vertical
rapidity is defined by (xp, yp, µp) = (η
1
2ωm, η
1
2 , ωn0). By applying the similar transformation Z2n0 on the local
quantum space CN which changes X to ω2n0X, the discussion for the case of an arbitrary n0 can be reduced to that
of n0 = 0 by the similarity relation of chiral Potts transfer matrices at p = (xp, yp, µp) and p(i) := (xp, yp, ω
iµp):
T (q(i); p(i)) = Z2iT (q; p)Z−2iω−2ri, T̂ (q(i); p(i)) = Z2iT̂ (q; p)Z−2i for i = n0.
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which enables us to discuss the τ (2)(t, p(k′)) simultaneous for all k′. It is well-known that the
τ (2)-eigenvalues can be solved by the Bethe ansatz equation [1, 11, 12, 46, 48]. Express the τ (2)-
eigenvalue (2.9) in the form
τ (2)(t; p) = τ (2)(t) = ω−Pa(1− ω−mt)L F(t)
F(ωt)
+ ωPb(1− ω1−mt)LF(ω
2t)
F(ωt)
(2.23)
where Pa, Pb are integers with 0 ≤ Pa + Pb ≤ N − 1, and the roots of polynomial F(t) =
∏J
j=1(1 +
ωvjt) satisfy the Bethe equation ([1] (4.11), [11] (6.22), [12] (16), [46] (4.31) (4.32)):
(
vi + ω
−1−m
vi + ω−2−m
)L = −ω−Pa−Pb
J∏
j=1
vi − ω−1vj
vi − ωvj , i = 1, . . . , J. (2.24)
Note that a τ (2)-eigenvalue is uniquely determined by a triple (F, Pa, Pb) satisfying (2.24), and the
corresponding τ (2)-eigenspace will be denoted by EF,Pa,Pb .
Using (2.12), one finds the eigenvalue-expression of τ (j)-model, τ (j)(t; p) = τ (j)(t), in terms of
Pa, Pb and the Bethe polynomial F(t). In particular, one obtains the polynomial P(t) from τ
(N)(t):
P(t) = t−Pa−Pb τ
(N)(t)
F(t)2 , P(t) = ω
−Pb∑N−1
k=0
(1−tN )L(ωkt)−(Pa+Pb)
(1−ω−m+kt)LF(ωkt)F(ωk+1t) (2.25)
([1] (2.37) for the case N = 3, F = 1, [11] (6.25), [12] (17) and [48] (2.23) (2.26) (2.33)). The
Bethe relation (2.24) is indeed the polynomial criterion of the function P(t) in (2.25), which can
be regarded as a tN -polynomial with tN -degree mE ,
mE := [
(N−1)L−Pa−Pb−2J
N ] ⇔
NmE = (N − 1)L− Pa − Pb − 2J − dE for some 0 ≤ dE ≤ N − 1,
(2.26)
and P(0) 6= 0. Write P(t) in terms of its roots tNi ’s, and define the (evaluation) polynomial Pev(ξ)
of degree mE by
Pev(t
N ) :=
P(t)
P(0)
=
(−1)mE∏mE
i=1 t
N
i
mE∏
i=1
(tN − tNi ) =
mE∏
i=1
(1− aitN ), ai := t−Ni . (2.27)
Denote
cos θi :=
tNi + 1
tNi − 1
=
1 + ai
1− ai , i = 1, . . . ,mE , (2.28)
and define the ”normalized” reciprocal polynomial of Pev(ξ):
P′ev(ξ) =
(−ξ)mE∏mE
i=1
ai
Pev(
1
ξ ) =
∏m
i=1(1− a−1i ξ). (2.29)
By the method of functional relations in CPM [19], one can solve the T, T̂ -eigenvalues through the
polynomial P(t) in (2.25). The explicit form of T, T̂ -eigenvalues are expressed by ([1] (2.22) for the
case r = m = 0, [11] (6.14), [12] (21) for m = 0, r ∈ ZN , and [48] (2.36) for m, r ∈ ZN )
T (q) = α1N
L Rm(x)
L(1−x)L
Rm(y)L(1−xN )L x
PayPbµ−Pµ F(t)
ωPb+m(Pb+Pa)F(ωm+1)
G(λ),
T̂ (q) = α−11 N
L Rm(x)
L(1−x)L
Rm(y)L(1−xN )L x
PayPbµ−Pµ F(t)
F(ωm)G(λ),
(2.30)
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where α1 := (−1)mLω
m(m+1)L+2mPa
2 , Rm(z) :=
(1−zN )∏N−1−m
j=0
(1−ωjz) , µ := µq, λ := µ
N , with the total
momentum
SR = ω
−m(m+1)L+m(Pb−Pa)ω
PbF(ω1+m)
F(ωm)
. (2.31)
Here the variables x, y, t are the normalized coordinates of xq, yq, tq:
x := ωmx−1p xq, y := y
−1
p yq, t := ω
mt−1p tq, (2.32)
and G(λ) is the factor-function of P(t) in (2.25): G(λ)G(λ−1) = P(t)
P(ωm) , with the expression
G(λ) =
mE∏
i=1
(λ+ 1)− (λ− 1)wi
2λ
, (2.33)
where wi’s are solutions for t
N = tNi in the following equivalent form of Wk′ in (2.11),
Wk′ :
(1−k′)2
4 w
2 = (1−k
′)2
4 +
k′
1−tN , (w :=
λ+1
λ−1). (2.34)
Let wi be the w-value in (2.34) for a zero t
N
i of P(t) with
Re((1− k′)wi) > 0 for k′ ∈ R.
Note that Re((1 − k′)wi) −→ 1 as k′ −→ 0, and Re(1−k′k′ wi) −→ ±1 as k′ −→ ±∞. Any choice
of wi = siwi (1 ≤ i ≤ mE) with si = ± in (2.33) gives rise to a T -(or T̂ )-eigenvalue (2.30) with
the norm-one eigenvector, denoted by ~v(s1, . . . , smE ; k
′). All such vectors form a basis of EF,Pa,Pb
in (1.1), (when sE = 0, ~v(s; k
′) = the norm-one base element in the 1-dimensional space EF,Pa,Pb).
For rapidities q near p in Wk′ , up to first order of small ǫ, we have
xq = ω
mη
1
2 (1− 2k′ǫ), yq = η 12 (1 + 2k′ǫ), µq = 1 + 2(k′ − 1)ǫ.
Then T̂ (q) is expressed by ( [1] (1.11)-(1.17), [48] (2.43) (2.44))
T̂ (q) = 1{1 + (N − 1− 2m)Lǫ}+ ǫH(k′) +O(ǫ2)
where the Hamiltonian H(k′) is given by
H(k′) = H0 + k′H1, H0 = −2∑Lℓ=1∑N−1j=1 ωmjZjℓZ−jℓ+11−ω−j H1 = −2∑Lℓ=1∑N−1j=1 ωmjXjℓ1−ω−j . (2.35)
with the boundary condition: ZL+1 = ω
−rZ1, XL+1 = X1. By (2.30), one may regard (1.1) as the
H(k′)-eigenvector decomposition of EF,Pa,Pb with the H(k′)-eigenvalues:
E(s1, . . . , smE ; k
′)(= E(s; k′)) = α+ k′β +N
∑mE
i=1 siε(θi) (2.36)
where α = 2Pµ +NmE − (N − 1− 2m)L, β = 2(Pb − Pa)− α, and ε(θi) = (1 − k′)(wi), expressed
by
ε(θi) (= ε(θi; k
′)) =
√
1 + k′2 − 2k′ cos θi ≥ 0 for k′ ∈ R. (2.37)
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(When sE = 0,
∑mE
i=1 in (2.36) and
∏mE
i=1 in (2.33) are defined to be 0, 1 respectively.) Note that
for real k′, H(k′) is an Hermitian operator of the quantum space
⊗L CN with the Hermitian
form inherited from local spin basis. Hence H(k′) is indeed an Hermitian operator of EF,Pa,Pb with
the induced Hermitian metric. Therefore (1.1) can be regarded as an orthonormal eigenvector
decomposition of EF,Pa,Pb with the real eigenvalues (2.36):
~v(s; k′)~v(s′; k′) = δs,s′, s = (s1, . . . , smE ), s
′ = (s′1, . . . , s′mE ) for k
′ ∈ R. (2.38)
Then {~v(s; k′)}k′∈R forms a continuous family of orthonormal basis of EF,Pa,Pb with the ±∞-
monodromy relation ~v(s; +∞) = λ(s)~v(−s;−∞) for some λ(s) ∈ C∗ with |λ(s)| = 1. For the
description of duality symmetry, we also need the following k′-state basis of EF,Pa,Pb continuous at
k′ =∞:
~w(s1, . . . , smE ; k
′)(= ~w(s; k′)) :=
{
~v(s1, . . . , smE ; k
′) if k′ > 0
λ(s)~v(−s1, . . . ,−smE ; k′) if k′ < 0.
(2.39)
The T, T̂ -eigenvalues (2.30) of ~w(s; k′) are given by setting wi = k
′
|k′|siwi in (2.33), with the H(k
′)-
eigenvalue
E˜(s1, . . . , smE ; k
′)(= E˜(s; k′)) = α+ k′β +N
∑mE
i=1
k′
|k′|siε(θi). (2.40)
Note that Re((1 − k′) k′|k′|wi) −→ ±1 as k′ −→ ±0, and Re(1−k
′
|k′| wi) −→ 1 as k′ −→ ±∞,
corresponding to the continuity of ~w(s; k′) at ∞ with the 0±-monodromy relation ~w(s; 0+) =
λ(−s)−1 ~w(−s; 0−). Hence we have CPM eigenvector-decomposition of the τ (2)-eigenspace for large
k′:
EF,Pa,Pb =
⊕
s
C ~w(s; k′) with s = (s1, . . . , smE ), 0 6= k′ ∈ R ∪ {∞}. (2.41)
Note that ~v(s; k′)’s and ~w(s; k′)’s are uniquely determined by their eigenvalue (2.36) for a general
k′ up to a norm-one scale factor. In the rest of this paper, we shall also write ~v(s; k′) or ~w(s; k′) as
the norm-one vector up to a factor if no ambiguity could arise.
By (2.18), the dual rapidity p∗ of the superintegrable p in (2.21) is again defined by (2.21) for
η∗ = η(1/k′). Hence the dual τ (2)-model, τ (2)†(t∗), and CPM, T †(q∗), T †(q∗), (with the boundary
condition r∗ = Q, and charge Q∗ = r) in (2.19) are again defined by (2.22) and (2.30), but
using the coordinates t∗, x∗, y∗, µ∗, quantum numbers P ∗a , P ∗b , · · · and the Bethe polynomial F∗(t∗).
The relation (2.19) in turn yields the following identification of normalized variables and quantum
numbers ([48] (3.24))4 :
x∗ = xµ, y∗ = yµ−1, µ∗ = µ−1, t∗ = t,
P ∗a = Pa, P ∗b = Pb, Pµ ≡ r, P ∗µ ≡ Q,
J∗ = J, m∗E = mE, α
∗
1 = α1, S
∗
R = SR
(2.42)
with F∗(t∗) = F(t), P∗(t∗) = P(t), G∗(λ∗) = λmEG(λ), and (1 − k′)wi = k′(1 − k′−1)w∗i. In
particular, both τ (2)(t) and τ (2)†(t) are defined by the same L-operator (2.22), with the identical
4In m = 0 case, the duality was found by Baxter in [8] where the variables x, y, µ and xd, yd, µd in (2.1),(5.4) there
are correspond to x, y−1, yµ−1 and x∗, y∗−1, y∗µ∗−1 respectively in this paper.
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eigenvalue (2.23), but Ψ-related as operators in (2.19). Note that the monodromy matrices (2.2) of
τ (2) and τ (2)†-model are not related by Ψ. The Hamiltonian H†(k′−1)(= H†0 + k
′−1H†1) of T † (q∗)
is Ψ-similar to H(k′) in (2.35):
H(k′) = k′Ψ−1H†(k′−1)Ψ (⇔ H0 = Ψ−1H†1Ψ, H1 = Ψ−1H†0Ψ). (2.43)
Hence Ψ in (2.20) induces an isomorphism between the τ (2)-eigenspaces EF,Pa,Pb in Vr,Q and E†F,Pa,Pb
in Vr∗,Q∗ which sends a k′-eigenvector to a k′−1-eigenvector with the same eigenvalue with the linear
terms related by α = β†, β = α†. Since E˜(s; k′) = k′E†(s; k′−1), Ψ(~w(s; k′) is equal to ~v†(s; k′−1)
up to a norm-one factor. Indeed, we have
Ψ : ~w(s1, . . . , smE ; k
′) 7→ λ(−s)~v†(s1, . . . , smE ; k′−1), λ(−s) =
∏mE
i=1(−si),
~v(s1, . . . , smE ; k
′) 7→ λ(−s)~w†(s1, . . . , smE ; k′−1).
(2.44)
The factor ±1 in above are derived from the Onsager-algebra structure of EF,Pa,Pb = E†F,Pa,Pb with
the identification of Onsager-algebra generators, H0 = H
†
1 and H1 = H
†
0 in (2.43), which we shall
discuss in Subsection 3.1.
2.3 Quantum numbers and Bethe equation in superintegrable τ (2)-model
In this subsection, we describe the complete constraints of quantum numbers in the superintegrable
CPM, which consist of fours types of sectors, then discuss their relationship under the duality rela-
tion of CPM. Furthermore we describe another reflective symmetry between sectors with conjugate
total momentum through the relation among solutions of Bethe equation
The integers Pa, Pb and Pµ in (2.30) are indeed quantum numbers of the superintegrable τ
(2)-
model, depending only on the τ (2)-eigenvalue. By the finiteness of Boltzmann weights as xq or yq
tending to zero in (2.30), together with the behavior of the leading and constant terms of τ (2)(t)
([46] (4.26) (4.27)), one finds Pa, Pb are non-negative integers satisfying
0 ≤ Pa + Pb ≤ N − 1, Pb − Pa ≡ Q+ r + (1 + 2m)L (mod N). (2.45)
Furthermore, there are further constraints involving the number J in (2.24)5, which are classified
into four types ([46] (4.36) (4.37), [48] (2.25)):
I+ : Pa = 0, Pb ≡ mL+ r − J, I− : Pb = 0,mL+Q− J ≡ 0
i+ : Pa = 0, Pb ≡ mL+Q− J, i− : Pb = 0,mL+ r − J ≡ 0.
(2.46)
The finiteness of Boltzmann weights when µq or µ
−1
q tends to zero yields the integer Pµ(≡ r
(mod N)) satisfy the relation:
Pb −mL+ J ≤ Pµ ≤ (N − 1−m)L− Pa −NmE − J (= Pb −mL+ J + dE), (2.47)
5The number J here is denoted by mp in [1].
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where dE is defined in (2.26) (for m = 0 case, see [12] (22)-(24)). Since dE is an non-negative
integer less that N , Pµ is uniquely defined by (2.47), hence determined by Pa, Pb and J . Using
(2.45) and (2.47), one finds the quantum numbers of sectors in (2.46) are given as follows:
I+ : Pa = 0, Pb ≡ mL+ r − J, Q ≡ −(1 +m)L− J,
Pµ = Pb −mL+ J ;
I− : Pa ≡ −(1 +m)L− r − J, Pb = 0, Q ≡ −mL+ J,
Pµ = (N − 1−m)L− Pa −NmE − J ;
i+ : Pa = 0, Pb ≡ mL+Q− J, r ≡ −(1 +m)L− J,
Pµ = (N − 1−m)L−NmE − J ;
i− : Pa ≡ −(1 +m)L−Q− J, Pb = 0, r ≡ −mL+ J,
Pµ = −mL+ J,
(2.48)
by which, the linear term in (2.36) can be written as
α+ k′β =
{
(Pb − Pa − dE) + k′(Pb − Pa + dE) for sectors in I+ ∪ i−;
(Pb − Pa + dE) + k′(Pb − Pa − dE) for sectors in I− ∪ i+.
(2.49)
Note that there are common sectors in (2.48), indeed
I+ ∩ I− = i+ ∩ i− : Pa = Pb = 0 ≡ (1 + 2m)L+ 2r (≡ (1 + 2m)L+ 2Q);
I± ∩ i± =
{
I± = i± if r ≡ Q,
∅ otherwise,
I+ ∩ i− : Pa = Pb = 0 ≡ mL+ r − J ≡ (1 +m)L+Q+ J,
I− ∩ i+ : Pa = Pb = 0 ≡ (1 +m)L+ r + J ≡ mL+Q− J.
(2.50)
By (2.45) (2.48) and (2.49), the above first case is characterized by either one of the following
equivalent conditions:
I+ ∩ I− = i+ ∩ i− : Pa = Pb = 0, Q = r ⇐⇒ α+ k′β = 0. (2.51)
Since the quantum space Vr,Q in (2.5) is the union of EF,Pa,Pb with Pa, Pb satisfying (2.45):
Vr,Q =
⋃
{EF,Pa,Pb |Pb − Pa ≡ (1 + 2m)L+Q+ r, F : Bethe polynomial}, (2.52)
one may determine those sectors in (2.46) which appear in the above relation. Indeed, for EF,Pa,Pb ⊂
Vr,Q, by (2.48) and (2.50), in the case of (1 + 2m)L+Q+ r ≡ 0 we find
Pa = Pb = 0, (F, Pa, Pb) ∈
{
I+ ∩ I− = i+ ∩ i−, if r = Q,
(I+ ∩ i− \ (I− ∪ i+))⋃(I− ∩ i+ \ (I+ ∪ i−)), if r 6= Q, ;
and when (1+2m)L+Q+ r 6≡ 0, (Pa, Pb) ≡ (0, (1+2m)L+Q+ r) or (−(1+2m)L−Q− r, 0) with
(F, Pa = 0, Pb) ∈
{
I+ \ (I− ∪ i−) = i+ \ (I− ∪ i−), if r = Q,
(I+ \ (I− ∪ i− ∪ i+))⋃(i+ \ (I− ∪ i− ∪ I+)), if r 6= Q;
(F, Pa, Pb = 0) ∈
{
I− \ (I+ ∪ i+) = i− \ (I+ ∪ i+), if r = Q,
(I− \ (I+ ∪ i+ ∪ i−))⋃(i− \ (I+ ∪ i+ ∪ I−)), if r 6= Q.
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The dual model τ (2)†(t) in (2.19) also consists of four types of sectors, I†±, i
†
± as in (2.48). By
(2.42) and the identification of their quantum spaces by Ψ (or Ψ†) in (2.20), the sectors of τ (2)-
and τ (2)†-model with equal J are identified under duality according to
i± ←→ I†±, I± ←→ i†± respectively, (2.53)
which are consistent with the decomposition in (2.52). Note that Ψ†Ψ = ωQQ
∗
SR ([48] Section 3.1),
and the eigenvectors of τ (2)(t) and τ (2)†(t) correspond to each other under Ψ or Ψ†. Using (2.42)
and (2.48), one finds the exact relation between quantum numbers Pµ and P
∗
µ of the dual sectors
in (2.53): Pµ ± dE = P ∗µ . In particular, all sectors (F, Pa, Pb) ∈ I+ ∩ I− = i+ ∩ i− in (2.51) are
fixed by the dual correspondence (2.53), hence Ψ in (2.20) induces an automorphism of E(F,Pa,Pb):
Ψ : E(F,Pa,Pb) ≃ E(F,Pa,Pb).
Next we establish an one-to-one correspondence between sectors in I+ and I−, also between i+
and i−. For non-zero complex numbers vj ’s with F(t) =
∏J
j=1(1 + ωvjt), we define
F′(t) =
J∏
j=1
(1 + ωv′jt), v
′
j := v
−1
j ω
−3−2m (1 ≤ j ≤ J), (2.54)
which is related to F(t) by
F′(ωmt) =
ω−(2+m)J∏J
j=1 vj
tJF(ω1+mt−1). (2.55)
Note that the relation between vj and v
′
j is ”reciprocal”, i.e., v
′′
j = vj and F
′′(t) = F(t).
Lemma 2.1 Assume Pa, Pb and P
′
a, P
′
b are integers satisfying the relation
Pa + Pb + P
′
a + P
′
b ≡ −(L+ 2J) (mod N). (2.56)
(i). {vj}Jj=1 is a solution of Bethe equation (2.24) for (Pa, Pb) if and only if {v′j}Jj=1 is a solution
of Bethe equation (2.24) for (P ′a, P ′b).
(ii). Let τ (2)(t), τ ′(2)(t) be the τ (2)-eigenvalues in (2.23) for (Pa, Pb, F) and (P ′a, P ′b, F
′) respec-
tively, and P(t), P′(t) be their corresponding tN -polynomials of degree mE,m′E in (2.25). Then
τ ′(2)(ωmt) = ωP
′
b+Pa+L+J(−t)Lτ (2)(ωm−1t−1)
(⇔ τ (2)(ωmt) = ωPb+P ′a+L+J(−t)Lτ ′(2)(ωm−1t−1)),
and P(t), P′(t) satisfy the following reciprocal relation:
ωP
′
b+m(P
′
a+P
′
b)(
J∏
j=1
v′j)P
′(t) = ωPb+m(Pa+Pb)(
J∏
j=1
vj)P(t
−1)tNmE , (2.57)
with
mE = m
′
E, Pa + Pb = d
′
E , P
′
a + P
′
b = dE (2.58)
where dE , d
′
E are defined in (2.26) for P(t), P
′(t) respectively.
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Proof. It is easy to verify (i). The relation of τ (2)-eigenvalues in (ii) follows from (2.55), by which
the term (1− ω−m+kt)LF′(ωkt)F′(ωk+1t) in the expression of P′(t) in (2.25) is equal to
(−1)Lω−m(L+2J)+k(L+2J)(
J∏
j=1
v′jv
−1
j )t
2J+L(1− ωm−kt−1)LF(ω−k+2mt−1)F(ω−k+1+2mt−1).
Under the condition (2.56), one can write P′(t) in the form
ωP
′
b+m(P
′
a+P
′
b)(
J∏
j=1
v′j)P
′(t) = t(N−1)L−2J−NmE−(Pa+Pb+P
′
a+P
′
b)ωPb+m(Pa+Pb)(
J∏
j=1
vj)t
NmEP(ω2mt−1).
Since P′(0) 6= 0 and mE is the tN -degree of P(t), the above expression yields
(N − 1)L− 2J −NmE = Pa + Pb + P ′a + P ′b,
hence we obtain (2.58) by (2.26). Then follows (2.57) by P(ω2mt−1) = P(t−1). ✷
Remark. By (2.57), the roots of P′(t) and P(t) in the above lemma are reciprocal. Hence the θ′i, θi
for P′(t), P(t) in (2.28) are related to θ′i = π − θi for 1 ≤ i ≤ mE, and the evaluation polynomial
(P′)ev(ξ) of P′(t) in (2.27) is equal to the polynomial in (2.29): (P′)ev(ξ) = P′ev(ξ).
With (Pa, Pb) ∈ I±, i± and (P ′a, P ′b) ∈ I∓, i∓ respectively with the same J in Lemma 2.1, the
condition (2.56) holds by (2.48). Therefore, one finds the one-to-one correspondence of sectors in
(2.46):
(F, Pa, Pb) ∈ I±, i± ←→ (F′, P ′a, P ′b) ∈ I∓, i∓, respectively (2.59)
where F′ is in (2.54), with their τ (2)-eigenvalues and P-polynomials related in Lemma 2.1. Further-
more, by (2.48) and (2.58), the linear terms of sectors in (2.49) are related by
I± : α = α′, β = −β′; i± : α = −α′, β = β′. (2.60)
By (2.55) and (2.48), the total momentum SR, S
′
R (2.31) of two sectors in (2.59) are related by the
following conjugate relation:
SRS
′
R = ω
(2m+1)r or ω(2m+1)Q for (F, Pa, Pb) ∈ I± or i± respectively. (2.61)
Denote the boundary condition and ZN -charge of EF,Pa,Pb and EF′,P ′a,P ′b in (2.59) by (r,Q), (r′, Q′)
respectively. Then (r,Q) = (r′, Q′) if and only if L + 2J ≡ 0 (mod N); and when L + 2J 6≡ 0,
r = r′, Q 6= Q′ in the case I±, and r 6= r′, Q = Q′ in the case i±. In particular, the condition
(2.51) is preserved under the conjugate correspondence (2.59) with r = Q = r′ = Q′, in which case
SRS
′
R = ω
(2m+1)r . The sectors fixed by (2.59), i.e. (F, Pa, Pb) = (F
′, P ′a, P ′b), are characterized by
the following condition by Lemma 2.1:
Pa = Pb = 0, Q ≡ r, F(ωmt) = ω−(2+m)J∏J
j=1
vj
tJF(ω1+mt−1)
(⇔ τ (2)(ωmt) = ωL+J(−t)Lτ (2)(ωm−1t−1)),
(2.62)
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with SR = ±ω
(2m+1)r
2 . In this situation, P(t) is a tN -polynomial with t-degree NmE = (N − 1)L−
2J , satisfying the reciprocal condition
P(t) = ω3J−mL(
J∏
j=1
v2j)P(t
−1)tNmE , P(0) = N.
Note that the condition for F = 1 (i.e. J = 0) satisfying the relation (2.62) is Pa = Pb = Q = r =
0, L ≡ 0, where SR = 1.
In Subsection 3.1, using the Onsager-algebra symmetry of the eigenspaces, we indicate the
existence of a canonical isomorphism between EF,Pa,Pb and EF′,P ′a,P ′b with the basis correspondence:
I± ∋ EF,Pa,Pb ∋ ~w(s1, . . . , smE ; k′)←→ ~w′(−s1, . . . ,−smE ;−k′) ∈ EF′,P ′a,P ′b ∈ I∓,
i± ∋ EF,Pa,Pb ∋ ~v(s1, . . . , smE ; k′)←→ (−1)mE~v′(−s1, . . . ,−smE ;−k′) ∈ EF′,P ′a,P ′b ∈ i∓.
(2.63)
Indeed, later in Proposition 4.1, we shall show the above correspondence is induced by the spin-
inversion operator of the quantum space. Note that the duality of τ (2)-model interchanges I+
(i+) and I− (i−)-sectors in (2.53) with the same Bethe polynomial by (2.42), hence the inverse
correspondence (2.63) commutes with the duality relation.
3 Onsager-algebra Symmetry and sl2-loop-algebra Symmetry in
Superintegrable τ (2)-model
In this section, we study the degeneracy symmetries of an Onsager sectors in a superintegrable
τ (2)-model, and examine the relationship of CPM k′-eigenvectors under the duality and inversion
relations. We also describe a procedure of constructing the k′-state vector of superintegrable CPM
through these symmetries.
3.1 The Onsager algebra structure of superintegrable τ (2)-eigenspaces
The CPM k′-vectors in (1.1) or (2.41) can be studied through the superintegrable chiral Potts
quantum chain H(k′) in (2.35) with the structure known since decades ago [8]. For our purpose,
an explicit and precise relationship between CPM k′-eigenvectors for different k′s is needed. We re-
examine the Onsager-algebra symmetry of superintegrable chiral Potts quantum chain through the
theory of Onsager-algebra representation [23, 24, 40]. Since the pair of operators, 2H0N and
−2H1
N ,
satisfy the Dolan-Grady relation [29], the Hamiltonian H(k′) gives rise to an Onsager-algebra
representation on EF,Pa,Pb [24, 39]. It is known that the Onsager-algebra can be realized as the Lie-
subalgebra of the loop-algebra sl2[z, z
−1] fixed by the standard involution (e±, h, z) ↔ (e∓,−h, z−1)
[40], and any irreducible representation of the Onsager algebra is always induced from an irreducible
sl2[z, z
−1]-representation by evaluating z on a finite number of non-zero values not equal to ±1
[23, 24]. For the Onsager-algebra representation EF,Pa,Pb, the H(k′)-eigenvalue expression (2.36) for
the basis in (1.1) yields that the sl2[z, z
−1]-representation is obtained by evaluating z at eiθi ’s related
16
to zeros of P(t) by (2.28), equivalently eiθi =
t
N/2
i +1
t
N/2
i −1
, then applying the spin-12 sl2-representation
on each evaluated factor.
In this subsection, we discuss the structure of H(k′)-eigenvectors of EF,Pa,Pb in (2.38 ) for k′ ∈ R.
First we note that θi’s in (2.36) are real with 0 < θi < π, equivalently the roots t
N
i of Pev(ξ) in
(2.27) are all negative real, −∞ < tNi < 0 with Im(tN/2i ) < 0. With the Hermitian form induced
from the quantum space
⊗L CN , EF,Pa,Pb carries a C2-product structure:
EF,Pa,Pb ∼= ⊗mEi=1Vi, Vi = Cb+i + Cb−i (∼= C2), (3.1)
so that the basis in (2.38) and (2.39) can be expressed as a product form as follows. Indeed
as operators of EF,Pa,Pb , 2H0N and −2H1N form an irreducible representation of Onsager algebra,
considered as a subalgebra of sl2[z, z
−1] with the identification 2H0N = e
+
i + e
−
i and
−2H1
N = ze
+
i +
z−1e−i . The representation space EF,Pa,Pb is factored into product of mE-copies of spin-12 sl2-
representation by evaluating z at eiθi at the ith factor Vi in (3.1), where b
±
i are the basis for spin-
1
2
representation. Let e±i , hi be the standard operators of the special Lie-algebra sl(Vi) with respect
to the basis b±i , and J
x
i :=
e+i +e
−
i
2 , J
y
i :=
−i(e+i −e−i )
2 , J
z
i :=
hi
2 are the unitary operators. Then the
Hamiltonian H(k′) on EF,Pa,Pb can be expressed by 6:
H(k′) = α+ k′β +N
∑mE
i=1
(
e+i + e
−
i − k′(eiθie+i + e−iθie−i )
)
= α+ k′β + 2N
∑mE
i=1
(
(1− k′ cos θi)Jxi + k′ sin θiJyi
)
.
(3.2)
One may use the above formulas to find the expression of H(k′)-eigenvectors, i.e. ~v(s; k′) in (1.1)
or ~w(s; k′) in (2.39) in terms of b±i ’s. Corresponding to the ith component of the H(k
′)-eigenvalues
(2.36), (2.40) of ~v(s; k′) and ~w(s; k′) for 1 ≤ i ≤ mE , we define the angle-functions, depending on
k′ and θi in (2.28), by the following analytic relations:
eiϑi,k′ := 1−k
′ cos θi−ik′ sin θi
ε(θi;k′)
, eiϕi,k′ := |k
′|(1−k′ cos θi−ik′ sin θi)
k′ε(θi;k′)
, (3.3)
where ε(θi; k
′) =
√
1 + k′2 − 2k′ cos θi in (2.37), and ϑi,k′, ϕi,k′ satisfy the relations:
ϑi,k′ (k
′ ∈ R) : ϑi,−∞ = 2π + θi, ϕi,−1 = 2π + θi2 , ϑi,0 = 2π, ϑi,1 = 3π+θi2 , ϑi,+∞ = π + θi;
ϕi,k′ (k
′ ∈ R∗ ∪ {∞}) : ϕi,0− = π, ϕi,−1 = π + θi2 , ϕi,∞ = π + θi, ϕi,1 = 3π+θi2 , ϕi,0+ = 2π,
Note that ϑi,k′ = ϕi,k′ for k
′ > 0 and ϑi,k′ = ϕi,k′ + π for k′ < 0. Using the relation ε(θ; k′) =
|k′|ε(θ; 1/k′), one finds ei(ϕi,k′+ϑi,1/k′−θi) = −1, hence ϕi,k′ + ϑi,1/k′ = 3π + θi. Since the H(k′)-
eigenvectors are obtained by diagonalizing the Vi-operators in (3.2), we consider two k
′-basis
w±i,k′, v
±
i,k′ of Vi:
Vi = Cw
+
i,k′ + Cw
−
i,k′ (w
+
i,k′ , w
−
i,k′) = (b
+
i , b
−
i )
(
eiϕi,k′/2 −ieiϕi,k′/2
e−iϕi,k′/2 ie−iϕi,k′/2
)
1√
2i
,
= Cv+i,k′ + Cv
−
i,k′, (v
+
i,k′ , v
−
i,k′) = (b
+
i , b
−
i )
(
eiϑi,k′/2 −ieiϑi,k′/2
e−iϑi,k′/2 ie−iϑi,k′/2
)
1√
2i
.
(3.4)
6The second relation in (3.2) for i−-sector with J = 0, when changing Pa, k
′, θi, J
x
i , J
y
i to Q,−k
′, π−θi,−J
z
i ,−J
x
i ,
is the same as [8] (2.20).
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Then
(w+i,k′ , w
−
i,k′) =
{
(v+i,k′, v
−
i,k′) if k
′ > 0,
(v−i,k′,−v+i,k′) if k′ < 0,
(3.5)
with (−w−i,0−, w+i,0−) = (v+i,0, v−i,0) = (w+i,0+ , w−i,0+) , (v−i,−∞,−v+i,−∞) = (w+i,∞, w−i,∞) = (v+i,+∞, v−i,+∞).
Using
(b+i , b
−
i ) = (w
+
i,∞, w
−
i,∞)
(
e−iθi/2 −eiθi/2
ie−iθi/2 ieiθi/2
)
1√
2i
= (v+i,0, v
−
i,0)
(
−i −i
1 −1
)
1√
2i
, (3.6)
the basis w±i,k′ , v
±
i,k′ , in (3.4) can be expressed by w
±
i,∞ or v
±
i,0 respectively:
(w+i,k′ , w
−
i,k′) = (w
+
i,∞, w
−
i,∞)
 sin ϕi,k′−θi2 − cos ϕi,k′−θi2
cos
ϕi,k′−θi
2 sin
ϕi,k′−θi
2
 ;
(v+i,k′ , v
−
i,k′) = (v
+
i,0, v
−
i,0)
 − cos ϑi,k′2 − sin ϑi,k′2
sin
ϑi,k′
2 − cos
ϑi,k′
2
 . (3.7)
With respective to the basis w±i,k′ of Vi, one has e
±
i,k′ , hi,k′ as the standard generators of the special
Lie-algebra sl(Vi) with the unitary basis J
x,y,z
i,k′ =
e+
i,k′
+e−
i,k′
2 ,
−i(e+
i′k′
−e−
i,k′
)
2 ,
hi,k′
2 respectively. Similarly,
for the basis v±i,k′, we have sl(Vi)-generators e
±
i,k′ , hi,k′ and the unitary basis j
x,y,z
i,k′ with the relations
j
x,z
i,k′ =
k′
|k′|J
x,z
i,k′ , j
y
i,k′ = J
y
i,k′ . Using (3.2) (3.4), one finds
H(k′) = α+ k′β + 2N
∑mE
i=1
k′
|k′|ε(θi)J
z
i,k′ = α+ k
′β + 2N
∑mE
i=1 ε(θi)j
z
i,k′.
The above formulas provide the following expression of H(k′)-eigenvectors ~w(s; k′) or ~v(s; k′) with
eigenvalue E˜(s; k′) or E(s; k′) in (2.40), (2.36) respectively:
~w(s; k′) = ~w(s1, . . . , smE ; k
′) = ⊗mEi=1wsii,k′, ~v(s; k′) = ~v(s1, . . . , smE ; k′) = ⊗mEi=1vsii,k′ . (3.8)
By (3.5), the relation (2.39) holds for λ(s) =
∏mE
i=1 si. We shall consider Vi is a vector space with a
Hermitian form induced from b±i , and w
±
i,k′’s or v
±
i,k′’s form a continuous family of Vi. Then ~w(s; k
′)
or ~v(s; k′) in (3.8) form an orthonormal basis of EF,Pa,Pb as in (2.39) or (1.1). By (3.6), H(k′) can
also be expressed by the sl2-operators for k
′ = 0,∞:
H(k′) = α+ k′β + 2N
∑mE
i=1
(
(k′ − cos θi)Jzi,∞ − sin θiJxi,∞
)
= α+ k′β + 2N
∑mE
i=1
(
(1− k′ cos θi)jzi,0 + k′ sin θijxi,0
))
.
(3.9)
The second expression in (3.9) is the usual matrix expression of H(k′) in literature, e.g. [8, 15, 30]7.
From (3.2) and (3.9), one then can express the eigenvectors of H(k′) for an arbitrary real k′ in
terms of H(0)-eigenvectors or H(∞)-eigenvectors. Indeed, by (3.7), one finds
w
si
i,k′ =
∑
s′i=±1 w
s′i
i,∞ sin(
ϕi,k′−θi
2 +
(si−s′i)π
4 ),
v
si
i,k′ =
∑
s′i=±1 v
s′i
i,0 sin(
ϑi,k′−π
2 +
(si−s′i)π
4 )
7The matrix form of H(k′) in [8, 15, 30] is with respect to the basis v∓i,0, hence differs from the expression here by
the Jx-similar relation.
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hence the basis elements at k′ in (3.8) can be expressed by ~v(s′; 0) or ~w(s′;∞) by8
~w(s1, . . . , smE ; k
′) =
∑
s′1,...s
′
mE
~w(s′1, . . . , s′mE ;∞)
∏mE
i=1 sin(
ϕi,k′−θi
2 +
(si−s′i)π
4 ),
~v(s1, . . . , smE ; k
′) =
∑
s′1,...s
′
mE
~v(s′1, . . . , s′mE ; 0)
∏mE
i=1 sin(
ϑi,k′−π
2 +
(si−s′i)π
4 ).
(3.10)
The basis ~w(s′;∞)’s or ~v(s′; 0)’s will be served as the basic τ (2)-eigenvectors of a sector. In Subsec-
tions 3.2, 4.2, and Section 5, we shall derive a scheme of producing a local-spin-vector form of the
basic τ (2)-eigenvectors. The formula (3.10) then provides the k′-dependent state vectors of CPM
in terms of the local spin basis.
Next we consider the relation between the chiral Potts quantum chain H(k′) and H†(k′−1) =
H†0+ k
−1H†1 of (3.2) at k
′−1. By (2.19), (2.42) and (2.43), the τ (2)†-eigenspace E†F,Pa,Pb of boundary
condition r∗(= Q) and charge Q∗(= r) sector can be identified with τ (2)-eigenspace EF,Pa,Pb through
ψ. As the same Onsager-algebra representation by identifying Onsager-generators H0 = H
†
1,H1 =
H†0, E†F,Pa,Pb = ⊗
mE
i=1Vi with Vi in (3.1) expressed by the basis as those in (3.1) and (3.4):
E†F,Pa,Pb = ⊗
mE
i=1Vi, Vi = Cb
†+
i + Cb
†−
i = Cw
†+
i,k′ + Cw
†−
i,k′ = Cv
†+
i,k′ + Cv
†−
i,k′, (3.11)
where the basis w†±i,k′ , v
†±
i,k′ are related to b
†±
i by the same relation in (3.4). The equality H(k
′) =
k′H†(k′−1) yields the equality of linear terms α = β†, β = α† and the Onsager-algebra forms of
H(k′) and H†(k′−1):
Jxi = − cos θiJx†i + sin θiJy†i , − cos θiJxi + sin θiJyi = Jx†i (i = 1, . . . ,mE),
by which the basis b†±i , b
±
i of Vi satisfy the uniquely unitary relation (up to ± sign):
(b†+i , b
†−
i ) = (b
+
i , b
−
i )
(
0 ieiθi/2
−ie−iθi/2 0
)
.
By (3.4) and the relation ϕi,k′ + ϑi,k′ = θi + 3π, one finds
(w+i,k′ , w
−
i,k′) = (−v†+i,1/k′ , v†−i,1/k′), (v+i,k′ , v−i,k′) = (−w†+i,1/k′ , w†−i,1/k′),
then follows the relation (2.44) by (3.8).
We now examine the Onsager algebra structures between the inverse sectors in (2.59). First
we consider the case when EF,Pa,Pb ∈ I± and E ′F′,P ′a,P ′b ∈ I∓ in (2.59). By Remark of Lemma 2.1
and (2.60), the linear terms of H(k′) of EF,Pa,Pb in (3.2) and H ′(−k′) of E ′F′,P ′a,P ′b are related by
α+k′β = α′−k′β′, and the angles θi’s of H(k′) in (3.2) are related to θ′i’s of H ′(−k′) by θ′i+θi = π
for 1 ≤ i ≤ mE. Identify E ′F′,P ′a,P ′b with EF,Pa,Pb in (3.1):
EF′,P ′a,P ′b = ⊗
mE
i=1Vi, Vi = Cb
′+
i + Cb
′−
i
8By (3.7), H(k′)-eigenvectors indeed induce a R-structure of EF,Pa,Pb for k
′ ∈ R∪ {∞}(:= RP1). The eigenvectors
~w(s;k′)’s or ~v(s; k′)’s form a continuous family of orthonormal basis for k′ 6= 0,∞ respectively, but not for all
k′ ∈ RP1. In the terminology of algebraic geometry, H(k′)-eigenvectors form a torsion vector bundle over RP1 with a
R-structure. The bundle is trivial over RP1 \ {0} and RP1 \ {∞} with local trivial structure using the central bundle
~w(s′;∞), ~v(s′; 0) respectively. The relation (3.10) is the expression of ~w(s; k′) or ~v(s; k′) in the local trivial-frame
coordinates.
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with the factor Vi expressed by
Vi = Cb
′+
i + Cb
′−
i = Cw
′+
i,k′ + Cw
′−
i,k′ , (w
′+
i,k′ , w
′−
i,k′) = (b
+′
i , b
′
i−)
 eiϕ′i,k′/2 −ieiϕ′i,k′/2
e
−iϕ′
i,k′
/2
ie
−iϕ′
i,k′
/2
 1√
2i
where e
iϕ′
i,k′ := |k
′|
k′ (1− k′ cos θ′i − ik′ sin θ′i)/ε(θ′i; k′) as in (3.4). Since ε(θ′i;−k′) = ε(θi; k′), we find
e
iϕ′
i,−k′
+iϕi,k′ = −1, hence ϕ′i,−k′ + ϕi,k′ = 3π. With respect to the basis b′±i of Vi, the Hamiltonian
H ′(k′) on E ′
F′,P ′a,P
′
b
can be expressed by
H ′(k′) = α′ + k′β′ + 2N
mE∑
i=1
(
(1− cos θ′i)J ′xi + k′ sin θ′iJ ′yi
)
.
The relation H(k′) = H ′(−k′), i.e. H0 = H ′0,H1 = −H ′1, is equivalent to α = α′, β = −β′, and
Jxi = J
′x
i , J
y
i = −J ′yi for all i. This yields the unique (up to ±-sign) unitary relation between b±i
and b′±i :
(b+i , b
−
i ) = (−b′−i ,−b′+i ),
which implies
(w+i,k′ , w
−
i,k′) = (w
′−
i,−k′, w
′+
i,−k′).
Then follows the isomorphism in (2.63) for I±-sectors. For i-sector case, the duality isomorphism
(2.44) sends i± ∋ EF,Pa,Pb(⊂ Vr,Q) and i∓ ∋ E ′F′,P ′a,P ′b(⊂ Vr′,Q) to I± ∋ E
†
F,Pa,Pb
(⊂ Vr∗,Q∗) and
I∓ ∋ E ′†F′,P ′a,P ′b(⊂ Vr∗,Q′∗) respectively with Q
∗ = r,Q′∗ = r′and r∗ = Q. Then the inverse relation
of EF,Pa,Pb and E ′F′,P ′a,P ′b in (2.63) follows from the inverse relation of E
†
F,Pa,Pb
and E ′†
F′,P ′a,P
′
b
.
3.2 The sl2-loop algebra structure of superintegrable τ
(2)-eigenspaces
In this subsection, we define a loop-algebra sl2[z, z
−1]-structure on EF,Pa,Pb based on the (
mE⊕ sl2)-
structure (3.8) of EF,Pa,Pb at k′ = 0 or ∞. The choice of k′ is suggested by the structure of Bethe
state of EF,Pa,Pb later appeared in (4.36) and (4.37) of Subsection 4.2. For convenience, we introduce
the following notions for the basic τ2)-eigenvectors:
~u(s)(= ~u(s1, . . . , smE ) =
{
~w(s;∞) if (F, Pa, Pb) ∈ I±,
~v(s; 0) if (F, Pa, Pb) ∈ i±.
(3.12)
Using the above basis, the (
mE⊕ sl2)-structure of EF,Pa,Pb consists of operators hi, e±i for 1 ≤ i ≤ mE
defined by
hi : ~u(s1, . . . , si, . . . , smE ) 7→ si~u(s1, . . . , si, . . . , smE ),
e±i : ~u(s1, . . . , si, . . . , smE ) 7→ (1∓si)2 ~u(s1, . . . ,−si, . . . , smE ).
(3.13)
We use the bold-face character hi, e
±
i as the generators of a sl2-product structure of EF,Pa,Pb to
distinguish from hi, e
±
i of Subsection 3.1 in the discussion of Onsager-algebra structure of EF,Pa,Pb .
The sl2-loop-algebra structure of EF,Pa,Pb will be defined through the operators hi, e±i in (3.13). In-
deed, using the product structure in (3.1), ~u(s) = ⊗mEi=1usii with usii = wsii,∞′ or vsii,0, then (hi, e±i ) =
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(hi,∞, e±i,∞) or (hi,0, e
±
i,0) according (F, Pa, Pb) ∈ I± or i± respectively. For (F, Pa, Pb) ∈ I± ∩ i±
or I± ∩ i∓, there are two sl2-product structures of EF,Pa,Pb , one induced from ~w(s;∞), denoted
by ~u∞(s),hi,∞, e±i,∞, and the other, ~u0(s),hi,0, e
±
i,0, induced from ~v(s; 0). By (2.44), one has
Ψ(~u∞(s)) =
∏mE
i=1(−si)~u0(s). For a sl2-product structure of EF,Pa,Pb in (3.12), we use the evaluation
polynomials Pev(ξ) in (2.27) to define a sl2[z, z
−1]-structure of EF,Pa,Pb as follows. For g = e±,h ∈
sl2, the element gz
n in sl2[z, z
−1] will be denoted by g(n) = gzn for n ∈ Z. It is well known that
the loop algebra is generated by the Chevalley basis, E1 = e
+(0),F1 = e
−(0),E0 = e−(−1),F0 =
e+(1),H1 = −H0 = h(0). Indeed, using h(1) = [e+(1), e−(0)],h(−1) = [e+(0), e−(−1)], the rest
loop-algebra operators are given by adn
h(1)(e
±(0)) = (±2)ne±(n) , adn
h(−1)(e
±(0)) = (±2)ne±(−n)
for n ≥ 0. The loop-algebra structure on EF,Pa,Pb is obtained by evaluating the loop-variable z on
the inverse roots ai’s of Pev(ξ) in (2.27):
sl2[z, z
−1] −→ sl(EF,Pa,Pb), g(n) 7→
m∑
i=1
gia
n
i , (g = e
±,h, n ∈ Z), m := mE, (3.14)
where gi’s are the operators in (3.13). We shall also denote the image of g(n) in above by the same
letter g(n) if no confusion could arise. Then the EF,Pa,Pb-operators g(n)’s satisfy the loop-algebra
condition. In particular, the Serre relation holds: [e±(j), e±(j), [e±(j), e∓(k)]]] = 0 for j 6= k and
j, k = 0, 1. One may express the product operators in (3.13) in terms of loop-operators in (3.14).
Indeed, we define the polynomials of degree (m− 1) associated with Pev(ξ), P′ev(ξ) in (2.27) (2.29):
Pev,j(ξ) =
Pev(ξ)
1−ajξ , P
′
ev,j(ξ) =
P′ev(ξ)
1−a−1j ξ
, (1 ≤ j ≤ m),
which are related by P′ev,j(ξ) = Pev,j(ξ
−1)(−ξ)m−1∏i 6=j a−1i . The inverse of relations (3.14) for
n0 ≤ n ≤ n0 +m− 1 with a fixed n0 ∈ Z,
(g(n0), . . . ,g(n), . . . ,g(n0 +m− 1)) = (g1,g2, . . . ,gm)

a
n0
1 . . . a
n
1 . . . a
n0+m−1
1
a
n0
2 . . . a
n
2 . . . a
n0+m−1
2
... . . .
... . . .
...
an0m . . . a
n
m . . . a
n0+m−1
m
 ,
yields
(g1,g2, . . . ,gm) = (g(n0), . . . ,g(n), . . . ,g(n0 +m− 1))

c′0,1
a
n0
1
c′0,2
a
n0
2
. . .
c′0,m
a
n0
m
...
...
...
...
c′
k,1
a
n0
1
c′
k,2
a
n0
2
...
c′
k,m
a
n0
m
...
...
...
...
c′m−1,1
a
n0
1
c′m−1,2
a
n0
2
. . .
c′m−1,m
a
n0
m

, (3.15)
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where k := n − n0, and c′i,j’s are defined by
P′ev,j(ξ)
P′ev,j(aj )
=
∑m−1
i=0 c
′
i,jξ
i. Equivalently, the inverse of
(3.14)n0−m+1≤n≤n0 yields
(g1,g2, . . . ,gm) = (g(n0), . . . ,g(n), . . . ,g(n0 −m+ 1))

c0,1
a
n0
1
c0,2
a
n0
2
. . .
c0,m
a
n0
m
...
...
...
...
ck,1
a
n0
1
ck,2
a
n0
2
...
ck,m
a
n0
m
...
...
...
...
cm−1,1
a
n0
1
cm−1,2
a
n0
2
. . .
cm−1,m
a
n0
m

, (3.16)
where k := n0 − n , and ∑m−1i=0 ci,jξi = Pev,j(ξ)Pev,j(a−1j ) . Note that by c′k,j = cm−1−k,ja−m+1j , the relation
(3.16)n′0 is the same as (3.15)n0 with n
′
0 = n0 +m− 1. The relation (3.15) or (3.16) enables one to
construct a local spin operator form for sl2-operators gi’s from the loop-algebra operators g(n)’s
through the polynomial Pev(ξ) if the local-spin-operator form of g(n)’s are found. This method
has been employed in the study of ground state sector in [3, 4]. For this purpose, we consider the
following loop-algebra currents on EF,Pa,Pb ([27] (1.20), [43] (4.35)):
E−(ξ) =
∞∑
n=0
e−(n)ξn, E+(ξ) =
∞∑
n=1
e+(n)ξn−1, (3.17)
whose poles both coincide with zeros of Pev(ξ):
Pev(ξ)E
−(ξ) =
∑m
i=1 e
−
i
∏
j 6=i(1− ajξ) =
∑m−1
k=0 (−1)kρ−k ξk,
Pev(ξ)E
+(ξ) =
∑m
i=1 e
+
i ai
∏
j 6=i(1− ajξ) =
∑m−1
k=0 (−1)kρ+k ξk,
(3.18)
with ρ−0 = e
−(0), ρ−m−1 = (
∏m
i=1 ai)e
−(−1), and ρ+0 = e+(1), ρ+m−1 = (
∏m
i=1 ai)e
+(0). The sl2-
operators e±i (1 ≤ i ≤ m) are related to E±(ξ) by (3.16) respectively. For the problem of CPM-
eigenvectors in EF,Pa,Pb , it suffices to find an expression of the following states and operators in
terms of local spin basis:
Sector I+, i+ : (~u(+, . . . ,+), E
−(ξ))
Sector I−, i− : (~u(−, . . . ,−), E+(ξ))
(3.19)
where ~u(s)’s are defined in (3.12). Using (3.16), one can derive the local-spin-operator form
sl2-operators e
±
i (1 ≤ i ≤ mE) from E±(ξ) respectively. Then the local-spin-vector form of
~u(s1, . . . , smE ) are given by
~u(s1, . . . , smE ) =
{
(
∏
si=−1 e
−
i )~u(+, . . . ,+) for sector I+, i+,
(
∏
si=1 e
+
i )~u(−, . . . ,−) for sector I−, i−.
(3.20)
Using (3.10), one then express the k′-dependent state vectors of CPM in terms of the local spin basis.
We are going to construct the local spin form of states and operators in (3.19) by the algebraic-
Bethe-ansatz method through the equivalent XXZ-chain of the superintegrable τ (2)-model as in
[37, 38, 43]. The vector in (3.19) has been identified with the Bethe state in EF,Pa,Pb in [48], which
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will be recalled in Subsection 4.2. The current in (3.19), up to a scale polynomial, is identified with
the Fabricius-McCoy current with the local spin form, which will be constructed in Section 5.
Remark. There are two-parameter isomorphisms of sl2[z, z
−1], e˜±(0) = a±1e±(0), e˜±(±1) =
b±1e±(±1) for a, b ∈ C∗, and the identification of mode basis: e˜±(n) = a−n±1bne+(n), h˜(n) =
a−nbnh(n). The corresponding (⊗msl2)-structures on EF,Pa,Pb are related by
(e˜±1 , . . . , e˜
±
m) = a
±1(e±1 , . . . , e
±
m)
(
akj
)
dia[a−kbk]
(
c′k,l
)
= a±1(e±1 , . . . , e
±
m)
(
a′kj
)
dia[akb−k]
(
ck,j
)
,
(h˜1, . . . , h˜m) = a
±1(h1, . . . ,hm)
(
akj
)
dia[a−kbk]
(
c′k,l
)
= (h1, . . . ,hm)
(
a′kj
)
dia[akb−k]
(
ck,j
)
,
where a′kj , c′k,l, a
k
j , ck,j are in (3.15), (3.16) with indices 0 ≤ k ≤ m− 1 and 1 ≤ j ≤ m. The currents
in (3.17) are connected by E˜−(ξ) = a−1E−(a−1bξ), E˜+(ξ) = aE+(ab−1ξ).
4 Degeneracy of XXZ chains and Superintegrable τ (2)-models
In this section, we investigate the degeneracy of a superintegrable τ (2)-model through its equivalent
spin-N−12 XXZ chain as in [37, 38, 43, 48]. We shall recall the result in [48] Section 4.2 about the
realization of the Bethe state as a basic τ (2)-eigenvector of an Onsager sector. The inversion
correspondence of quantum spaces in superintegrable CPM will be also identified through the local
operators in XXZ chains.
4.1 XXZ-chains with Uq(sl2)-cyclic representation
Using the generatorsK
±1
2 , e± of quantum group Uq(sl2) for an arbitrary q (with relationsK
1
2 e±K
−1
2 =
q±1e±, [e+, e−] = K−K
−1
q−q−1 ), one finds a two-parameter family of L-operators
L(s) =
(
ρ−1ν
1
2 sK
−1
2 − ν −12 s−1K 12 (q − q−1)e−
(q − q−1)e+ ν 12 sK 12 − ρν −12 s−1K −12
)
, 0 6= ρ, ν ∈ C, (4.1)
of YB solutions:
R6v(s/s
′)(L(s)
⊗
aux
1)(1
⊗
aux
L(s′)) = (1
⊗
aux
L(s′))(L(s)
⊗
aux
1)R6v(s/s
′),
where R6v is the symmetric six-vertex R-matrix
R6v(s) =

s−1q − sq−1 0 0 0
0 s−1 − s q − q−1 0
0 q − q−1 s−1 − s 0
0 0 0 s−1q − sq−1
 .
The q−2r-twisted trace
t(s) = A(s) + q−2rD(s), s ∈ C, (4.2)
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of the monodromy matrix of size L,
L⊗
ℓ=1
Lℓ(s) =
(
A(s) B(s)
C(s) D(s)
)
, Lℓ = L, (4.3)
form a commuting family for s ∈ C with coefficients in
L⊗
Uq(sl2), which commute with K
1
2 :=
L⊗
K
1
2
ℓ . The leading and lowest terms of entries in (4.3),
9
A±
D±
= lims±1→∞ ν
∓L
2 (±s)∓LA
D
(s),
B±
C±
= lims±1→∞
ν
∓(L−1)
2 (±s)∓(L−1)
q−q−1
B
C
(s),
give rise to the quantum affine algebra Uq(ŝl2):
A− = D+ = K
1
2 , ρLA+ = ρ
−LD− = K
−1
2 ,
B± = ρ
∓(L−1)
2
∑L
i=1 ρ
L+1
2
−iK
∓1
2 ⊗ · · · ⊗K ∓12︸ ︷︷ ︸
i−1
⊗e− ⊗K ±12 ⊗ · · · ⊗K ±12︸ ︷︷ ︸
L−i
,
C± = ρ
∓(L−1)
2
∑L
i=1 ρ
−L−1
2
+iK
±1
2 ⊗ · · · ⊗K ±12︸ ︷︷ ︸
i−1
⊗e+ ⊗K ∓12 ⊗ · · · ⊗K ∓12︸ ︷︷ ︸
L−i
,
(4.4)
with the Chevalley generators, k−10 = k1 = K, e1 = C+, f1 = B−, e0 = B+, f0 = C−, and the
Hopf-algebra structure:
△(ki) = ki ⊗ ki, i = 0, 1,
△(e1) = k
1
2
1 ⊗ e1 + ρ−1e1 ⊗ k
1
2
0 , △(f1) = k
1
2
1 ⊗ f1 + ρf1 ⊗ k
1
2
0 ,
△(e0) = ρ−1k
1
2
0 ⊗ e0 + e0 ⊗ k
1
2
1 , △(f0) = ρk
1
2
0 ⊗ f0 + f0 ⊗ k
1
2
1 .
In particular, one obtains the well-known homogeneous XXZ chain of spin-d−12 by setting ρ = 1, ν =
qd−2 and the spin-d−12 (highest weight) representation of Uq(sl2) on C
d = ⊕d−1k=0Cek:
K
1
2 (ek) = q
d−1−2k
2 ek, e+(ek) = [k]ek−1, e−(ek) = [d− 1− k]ek+1, (4.5)
where [n](= [n]q) =
qn−q−n
q−q−1 and e
+(e0) = e−(ed−1) = 0 (see, e.g. [32, 42, 43] and references
therein).
When the anisotropic parameter q in (4.1) is a Nth primitive root of unity, there is a three-
parameter family of Uq(sl2)-cyclic representation on C
N , sφ,φ′,ε labeled by non-zero complex num-
bers φ, φ′, ε:
K
1
2 |̂k〉 = qk+φ
′−φ
2 |̂k〉,
e+ |̂k〉 = qε qφ−k−q−φ+kq−q−1 ̂|k + 1〉, e− |̂k〉 = q−ε qφ′+k−q−φ′−kq−q−1 ̂|k − 1〉, (4.6)
(see, e.g. [22, 25]), where |̂k〉 (k ∈ ZN ) are the Fourier basis of CN in (1.2). With the cyclic
representation sφ,φ′,ε on L in (4.3), the monodromy matrix
L⊗
ℓ=1
Lℓ(s) =
(
A(s) B(s)
C(s) D(s)
)
, Lℓ(s) = sφ,φ′,εL(s), (4.7)
9
A+,D−,B±,C± here differ those in [48] by some scales. Indeed, those in (4.4) are equal to
ρ−LA+, , ρ
L
D−, ν
±1
2 B±, ν
±1
2 C± in [48].
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gives rise to the transfer matrix of XXZ chain for the Uq(sl2)-cyclic representation sφ,φ′,ε with the
boundary condition (2.3):
T (s) = A(s) + q−2rD(s) = (L⊗ sφ,φ′,ε)t(s). (4.8)
It is known that the above XXZ chains of Uq(sl2)-cyclic representation (4.8) are equivalent to the
τ (2)-models (2.4) [47]. For simplicity, hereafter in this paper we shall consider only the odd N case
for the Nth root-of-unity q :
N = 2M + 1, q := ωM (= ω
−1
2 ).
Now the cyclic representation (4.6) can be expressed by Weyl operators (1.3):
K
1
2 = q
φ′−φ
2 Ẑ
−1
2 , e+ = qε (q
φ+1Ẑ
1
2−q−φ−1Ẑ −12 )X̂
q−q−1 e
− = q−ε (q
φ′+1Ẑ
−1
2 −q−φ′−1Ẑ 12 )X̂−1
q−q−1 .
By setting t = s2, up to the gauge transform dia[1,−sq], the modified L-operator −sν 12K
−1
2
ℓ Lℓ(s)
of (4.7) is equivalent to Lℓ(t) in (2.2) by the identification of parameters:
a = ρν
−1
2 q
−φ−φ′
2
−ε, ωaa′ = ρ2ν−1, b = ν
−1
2 q
−φ−φ′
2
+ε, bb′ = ν−1, c = ρ−1qφ−φ′ ,
in which case, the τ (2)(t; p) in (2.4) and T (s) in (4.8) are related by
τ (2)(t; p) = (−q−1s)Lν L2 K −12 T (q−1s), t = s2.
In particular, the XXZ chain for (ρ, ν) = (ωm−M , 1), (φ, φ′, ε) ≡ (−1−m,m,M) (mod N) in the
L-operator of (4.7):
Lℓ(s) =
(
q1+2msK
−1
2 − s−1K 12 (q − q−1)e−
(q − q−1)e+ sK 12 − q−1−2ms−1K −12
)
(4.9)
with the Uq(sl2)-representation
K
1
2 = q
1
2
+mẐ
−1
2 , e+ = q
−1
2
(q−mẐ
1
2−qmẐ−12 )
q−q−1 X̂, e
− = q
1
2
(q1+mẐ
−1
2 −q−1−mẐ 12 )
q−q−1 X̂
−1, (4.10)
is equivalent to the superintegrable τ (2)-model (2.22) by the gauge dia[1,−sq] and identification of
spectral parameters: t = s2 as in [44]. Denote the local operators in the second Onsager-operator
H1 of (2.35) by
10
H1 = 2
∑
ℓ S
z
ℓ , S
z(= Szℓ ) := −
∑N−1
j=1
ωmj Ẑj
ℓ
1−ω−j . (4.11)
Using the equality
∑N−1
j=1 ω
kj(1− ω−j)−1 = (N − 1− 2k)/2 for 0 ≤ k ≤ N − 1, one finds
Sz(ek) = (k − N−12 )ek, ek := ̂|k −m〉 (k = 0, . . . , N − 1). (4.12)
In terms of the above basis ek’s, (4.10) is expressed by
K
1
2 (ek) = qk−
N−1
2 ek, e+(ek) = q
−1
2 [N − 1− k]ek+1, e−(ek) = q 12 [k]ek−1, (4.13)
10The Sz in Section 4.2 of [48] differs from Sz here by a minus sign.
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which is equivalent to the spin-N−12 (highest weight) Uq(sl2)-representation (4.5) by the similar
isomorphism of CN , ek 7→ q k2 eN−1−k. Note that the operator K(= ∏ℓKℓ) is now expressed by
K = qH1 . It is known that conjugation of the spin-inversion of local states, (ek) = eN−1−k (0 ≤
k ≤ N − 1), of the spin representation (4.13) is given by
 ·K 12 ·  = K −12 ,  · e± ·  = q∓1e∓.
Hence the local L-operator Lℓ(s) in (4.9) at the site ℓ is gauge-equivalent to the transpose of
Lℓ(−q−1−2ms−1) by the diagonal matrix dia[q, 1] under the conjugation of the local spin-inversion
operator ℓ:
ℓ · Lℓ(s) · ℓ = dia[q, 1] Lℓ(−q−1−2ms−1)tdia[q−1, 1].
Since that the monodromy matrix for the transpose L-operator Lℓ(s)t is conjugate to the transpose
of the monodromy matrix (4.7) under the transformation of quantum space
⊗L CN sending ⊗Lℓ=1vℓ
to ⊗Lℓ=1v′ℓ with v′L+1−ℓ = vℓ, we find that the monodromy entries in (4.7) satisfies the inversion
property:
 · A(s)D(s) ·  =
A(−q−1−2ms−1)
D(−q−1−2ms−1)  ·
B(s)
C(s) ·  =
C(−q−1−2ms−1)q
B(−q−1−2ms−1)q−1 (4.14)
where  is the spin-inversion operator of quantum spaces:
 :
⊗L CN −→⊗L CN , ⊗Lℓ=1ekℓℓ 7→ ⊗Lℓ=1ek′ℓℓ , k′L+1−ℓ = N − 1− kℓ (4.15)
for 0 ≤ kℓ ≤ N − 1 and 1 ≤ ℓ ≤ L. Using (4.12), one can express  in terms of local spin basis in
(1.2) by
 |k̂1, . . . , k̂L〉 = |k̂′1, . . . , k̂′L〉, k′L+1−ℓ ≡ N − 1− 2m− kℓ (mod N);
 |σ1, . . . , σL〉 = ω−(1+2m)
∑
ℓ
σℓ |σ′1, . . . , σ′L〉, |σ′L+1−ℓ〉 := | − σℓ〉,
(4.16)
which defines an isomorphism between Vr,Q and Vr,Q′ with the charge relation Q+Q
′ ≡ −(1+2m)L.
Hence K
1
2 and the Hamiltonian H(k′) with boundary condition r in (2.35) satisfy the following
-conjugation relations:
 K
1
2  = K
1
2 ,  H(k′)  = H(−k′). (4.17)
4.2 Degeneracy of XXZ-chain with spin-N−1
2
Uq(sl2)-representation and super-
integrable τ (2)-model
In this subsection, we study the sl2-loop-algebra symmetry of spin-
N−1
2 XXZ-chain with L-operator
in (4.9). The leading and lowest terms A±,B±, C±,D± of monodromy entries (4.7) are obtained by
employing the representation (4.10) (or equivalently (4.13) ) in (4.4), and they satisfy the condition
of ABCD-algebra:
[A(s),A(s′)] = [B(s),B(s′)] = [C(s), C(s′)] = [D(s),D(s′)] = 0;
A(s)B(s′) = fs,s′B(s′)A(s)− gs,s′B(s)A(s′),
A(s)C(s′) = fs′,sC(s′)A(s)− gs′,sC(s)A(s′), (A ↔ D and B ↔ C),
(4.18)
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where fs,s′ :=
s2q2−s′2
q(s2−s′2) , gs,s′ :=
ss′(q2−1)
q(s2−s′2) . Then follow the relations
A(s)∏ni=1 B(si) = (∏ni=1 fs,i)(∏ni=1 B(si))A(s)
−∑nk=1 gs,k(∏ni=1,i 6=k fk,i)B(s)∏ni=1,i 6=k B(si)A(sk),
D(s)∏ni=1 B(si) = (∏ni=1 fi,s)(∏ni=1 B(si))D(s)
−∑nk=1 gk,s(∏ni=1,i 6=k fi,k)B(s)∏ni=1,i 6=k B(si)D(sk);
(A ↔ D and B ↔ C),
(4.19)
here we write only i for si in the subscripts of fs,s′, gs,s′ . With s or s
′ tends to ∞, 0 in (4.18), one
finds
A±B(s)
D±C(s) =
B(s)A±
C(s)D± q
±1, D±B(s)A±C(s) =
B(s)D±
C(s)A± q
∓1. (4.20)
Since (4.13) is equivalent to the spin-N−12 highest weight Uq(sl2)-representation, one may define
the normalized nth power of B±, C± as in [26, 37, 38], B(n)± = B
n
±
[n]! , C
(n)
± =
Cn±
[n]! , (n ≥ 0), on a generic
q first, then taking the limit on the Nth root of unity q, where [n]! =
∏n
i=1[i]q and [0]! := 1. By
induction argument, one finds the following expression of B(n)± , C(n)± :
B(n)± =
∑
0≤ki<N, k1+···+kL=n
1
[k1]!···[kL]! ⊗Li=1 K
±1
2
(
∑
j(<i)
−
∑
j(>i)
)kj
i (e
−
i )
kiρ
∓
∑
j(>
<
i)
kj
,
C(n)± =
∑
0≤ki<N, k1+···+kL=n
1
[k1]!···[kL]! ⊗Li=1 K
∓1
2
(
∑
j(<i)
−
∑
j(>i)
)kj
i (e
+
i )
kiρ
∓
∑
j(<i
>i
)
kj
,
(4.21)
where ρ = q−2m−1(= ωm−M ). By setting si = xq−i (i = 1, . . . , n) in (4.19), with the same argument
in [37] Section 3, [38] Section 4 or [43] Section 4.2, one finds the relations:
A(s)B(n)± = q∓nB(n)± A(s) + s±1B(s)B(n−1)± A±,
D(s)B(n)± = q±nB(n)± D(s)− s±1B(s)B(n−1)± D±, (A ↔ D and B ↔ C).
(4.22)
For non-negative integers n, n′, n′′ with n ≡ n′ ≡ −n′′ (mod N), by (4.20) and (4.22), one finds
[
A(s)
D(s), C
(n′)
+ B(n)+ ] = ±s
(
C(n′)+ B(s)B(n−1)+ − C(s)C(n
′−1)
+ B(n)+
)
qnA+
q−nD+ ,
[
A(s)
D(s), C
(n′′)
+ B(n)− ] = ±s−1C(n
′′)
+ B(s)B(n−1)− q
n′′A−
q−n′′D− ∓ sC(s)C
(n′′−1)
+ B(n)− q
nA+
q−nD+ ,
hence
[T (s), C(n′)+ B(n)+ ] = s(C(n
′)
+ B(s)B(n−1)+ − C(s)C(n
′−1)
+ B(n)+ )(qnA+ − q−2r−nD+),
[T (s), C(n′′)+ B(n)− ] = s−1C(n
′′)
+ B(s)B(n−1)− (qn′′A− − q−n′′−2rD−)− sC(s)C(n
′′−1)
+ B(n)− ×
(qnA+ − q−n−2rD+).
(4.23)
Similarly, we have
[T (s),B(n′)+ C(n)+ ] = −s
(
B(n′)+ C(s)C(n−1)+ − B(s)B(n
′−1)
+ C(n)+
)
(q−nA+ − q−2r+nD+),
[T (s), C(n′)− B(n)− ] = s−1(C(n
′)
− B(s)B(n−1)− − C(s)C(n
′−1)
− B(n)− )(q−nA− − q−2r+nD−),
[T (s),B(n′)− C(n)− ] = −s−1
(
B(n′)− C(s)C(n−1)− − B(s)B(n
′−1)
− C(n)−
)
(qnA− − q−2r−nD−),
(4.24)
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and
[T (s), C(n′′)− B(n)+ ] = sC(n
′′)
− B(s)B(n−1)+ (q−n′′A+ − qn′′−2rD+)− s−1C(s)C(n
′′−1)
− B(n)+ ×
(q−nA− − qn−2rD−),
[T (s),B(n)− C(n
′′)
+ ] = −sB(n)− C(s)C(n
′′−1)
+ (q
nA+ − q−n−2rD+) + s−1B(s)B(n−1)− C(n
′′)
+ ×
(qn
′′A− − q−n′′−2rD−),
[T (s),B(n)+ C(n
′′)
− ] = −s−1B(n)+ C(s)C(n
′′−1)
− (q−nA− − qn−2rD−) + sB(s)B(n−1)+ C(n
′′)
− ×
(q−n
′′A+ − qn′′−2rD+).
(4.25)
Using the above formulas, we can generalize the results in [37, 38, 43, 49] as follows:
Lemma 4.1 The superintegrable τ (2)-model τ (2)(t) (2.23) with the L-operator (2.22) is equivalent
to the XXZ chain T (s) (4.8) defined by the L-operator (4.9) employing the representation (4.10),
so that the equality holds11:
τ (2)(t) = (−q−1s)LK −12 T (q−1s), t = s2. (4.26)
Indeed, the monodromy entries (2.2), (4.7) of τ (2)-model and XXZ chain (respectively) are related
by
A(t)
D(t) = (−s)LK
−1
2
A(s)
D(s),
B(t)
C(t) = (−s)L∓1q∓1K
−1
2
B(s)
C(s) . (4.27)
Then the relation (2.23) in τ (2)-model is equivalent to the following one in XXZ chain:
(−s)LK −12 T (s) = q2Pa+J(1− q2m+2s2)L
J∏
i=1
fs,i + q
−2Pb−J(1− q2ms2)L
J∏
i=1
fi,s (4.28)
where fs,i, fi,s are in (4.19) for the roots s
2
i (= −(ωvi)−1) of F(t) in (2.23), satisfying the Bethe
equation equivalent to (2.24):
(
1− q2m+2s2j
1− q2ms2j
)L
= −q−2(Pa+Pb+J)
J∏
i=1
q2s2i − s2j
s2i − q2s2j
, j = 1, . . . , J. (4.29)
Both the operators τ (2)(t) and T (s) (on the quantum space Vr,Q) commute with
C(n
′
+)
+ B(n+)+ , B
(p′+)
+ C(p+)+ , C
(n′−)
− B(n−)− , B
(p′−)
− C(p−)− (4.30)
where B(n)± , C(n)± are defined in (4.21) with non-negative integer powers satisfying
n+ ≡ n+′ ≡ −p+ ≡ −p′+ ≡ Q− r,
n− ≡ n′− ≡ −p− ≡ −p′− ≡ (1 + 2m)L+Q+ r(≡ Pb − Pa) (mod N).
(4.31)
When 2r + (2m+ 1)L ≡ 0, τ (2)(t) and T (s) commute with
C(n′′)+ B(n)− , C(n
′′)
− B(n)+ , B(n)− C(n
′′)
+ , B(n)+ C(n
′′)
− (4.32)
where n, n′′ are non-negative integers satisfying n ≡ −n′′ ≡ Q+ L(m−M)(≡ −H1) (mod N).
11The relation (4.26) here is the same as formula (4.9) in [44].
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Proof. By the discussion in Subsection 4.2, (4.26) and (4.27) are easily obtained, then follow
the relations (4.28) and (4.29). By (4.10), K = qL(1+2m)Ẑ−1 = ωL(M−m)X−1. Since (4.23) and
(4.24) are zeros whenever the last terms in the formulas vanish, the expression of A±,D± in
(4.4), together with (4.20), implies that the operators in (4.30) commute with T (s) and K, hence
also with τ (2)(t) by (4.26). Using (4.23) and (4.25), T (s) commutes with operators in (4.32) if
Kq−2n = ρ−Lq2r = ρLq−2r, hence follows the conclusion by the assumption of odd N = 2M +1. ✷
By (2.42), τ (2)(t) and T (s) in the above lemma can also be regarded as the transfer matrices of the
dual τ (2)-model τ (2)†(t) in (2.19), and its equivalent XXZ chain T †(s) defined by (4.9) and (4.10):
τ (2)†(t) = τ (2)(t) and T †(s) = T (s), but with the boundary condition r∗ = Q. Then τ (2)†(t) and
T †(s) on Vr∗,Q∗ (Q∗ = r) commute with the operators C†(n
′)
± B†(n)± as in (4.30) with n = n†±, p†±
defined by r∗, Q∗ in (4.31). Since n†+ = p+, n
†
− = n−, the τ (2)-duality relation in (2.19) in turn
yields the commutativity of Vr,Q-operators τ
(2)(t),T (s) and
Ψ−1C†(p
′
+)
+ B†(p+)+ Ψ, Ψ−1B
†(n′+)
+ C†(n+)+ Ψ, Ψ−1C
†(n′−)
− B†(n−)− Ψ, Ψ−1B
†(p′−)
− C†(p−)− Ψ (4.33)
with Ψ in (2.20), and non-negative-integer powers in (4.31). Furthermore, when 2Q+(2m+1)L ≡ 0,
τ (2)(t) and T (s) commute with
Ψ−1C(n∗′′)+ B(n
∗)
− Ψ, Ψ−1C(n
∗′′)
− B(n
∗)
+ Ψ, Ψ
−1B(n∗)− Cn
∗′′)
+ Ψ, Ψ
−1B(n∗)+ C(n
∗′′)
− Ψ (4.34)
with n∗ ≡ −n∗′′ ≡ r + L(m−M)(≡ −H0) (mod N).
By (4.31), the powers of operators in (4.30), (4.33) (or (4.32), (4.34)) are all N -multiples if and
only if Q = r, Pa = Pb = 0, which is equivalent to those sectors in I+ ∩ I− = i+ ∩ i− by (2.50). In
this situation, (4.30) are generated by B(N)± , C(N)± as the Chevalley generators E0F1 ,E1F0 respectively,
which give rise to a sl2-loop-algebra on a sector in Vr,Q (r = Q ≡ −(1+2m)L2 ) with the Bethe state
as the highest (or lowest) weight vector ([37, 38, 49] for the case r = m = 0, [43]12 for the case
r = 0,m =M , and [48]). Furthermore, the Bethe state of each sector in (2.48) was obtained in [48]
Section 4.2 by the algebraic-Bethe-ansatz method as follows. With the local basis ekℓ ’s in (4.12),
we define the pseudo-vacuum of τ (2)(t) by
Ω+ (= Ω+r ) :=
⊗L
ℓ=1 e
N−1
ℓ , Ω
− (= Ω−r ) :=
⊗L
ℓ=1 e
0
ℓ , (e
k
L+1 = ω
r(m−k)ek1), (4.35)
which can also expressed by Ω±r = |k̂±1 , . . . , k̂±L 〉 (|k̂±L+1〉 = ω−rk1 |k̂±1 〉) with k+ℓ = N − 1 −m and
k−ℓ = −m for all ℓ. Then
C(t)Ω+ = C(s)Ω+ = 0, B(t)Ω− = B(s)Ω− = 0
A(t)
D(t)Ω
+ =
(1−ω−m−1t)L
(ωm−t)L Ω
+ (⇔ A(s)D(s)Ω+ =
(sq2m+3/2−s−1q−1/2)L
(sq−1/2−s−1q−2m−1/2)LΩ
+),
A(t)
D(t)Ω
− = (1−ω
−mt)L
(ω1+m−t)LΩ
− (⇔ A(s)D(s)Ω− =
(sq2m+1/2−s−1q1/2)L
(sq1/2−s−1q−2m−3/2)LΩ
−),
12The Nth root of unity and spectral parameters in [43] (for the case d = N) are slightly different with those used in
this paper. Indeed with the same Nth root of unity q, the ω, s, t, and t′ (in Section 4.3), of [43] are respectively equal
to ω−1, sq
−(N−2)
2 , tq3, tq here. The Bethe equation (4.22)d=N for the eigenvalue (4.21)d=N in [43] can be identified
with (4.29) and K · (4.28) in the I+-sectors for the case m = M, r = 0 here.
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where A,B, .. and A,B, .. are the monodromy-entries in (2.2) and (4.7) respectively. Define
ψ+(= ψ+(v+1 , . . . , v
+
J )) =
∏J
j=1B(−(ωv+j )−1)Ω+r ,
ψ−(= ψ−(v−1 , . . . , v
−
J )) =
∏J
j=1C(−(ωv−j )−1)Ω−r ,
(4.36)
where v±j ’s are Bethe roots (2.24) of F(t) in (2.23). Then ψ
± is the Bethe state of I±-sectors
respectively with J and quantum numbers in (2.50). By the commutation relation between
B(t), C(t) and H1 in (2.35), [H1, B(t)] = −2B(t), [H1, C(t)] = 2C(t), and using (2.48), one
finds (H1 − β)ψ± = ±NmEψ± (respectively) where β is the linear term in (2.36). Hence ψ± can
be identified with the basis element ~w(±; k′) of EF,Pa,Pb at k′ =∞ in (2.41)13 :
ψ+
‖ψ+‖ = ~u(+, . . . ,+),
ψ−
‖ψ−‖ = ~u(−, . . . ,−).
With the same Bethe-state argument for the dual model τ (2)†(t), through the duality correspon-
dence (2.19), τ (2)†-Bethe states are converted to Bethe states of τ (2)(t) via the isomorphism Ψ in
(2.20):
φ+(= φ+(v+1 , . . . , v
+
J )) =
∏J
j=1B(−(ωv+j )−1)Ψ−1Ω†+Q (= Ψ−1
∏J
j=1B
†(−(ωv+j )−1)Ω†+Q ),
φ−(= φ−(v−1 , . . . , v
−
J )) =
∏J
j=1C(−(ωv−j )−1)Ψ−1Ω†−Q (= Ψ−1
∏J
j=1C
†(−(ωv−j )−1)Ω†−Q ),
(4.37)
where Ψ−1Ω±Q = |Q;n±1 , . . . , n±L 〉 (|(n±L+1〉〉 = ω−Qn
±
1 |(n±1 〉〉 with n+ℓ = N−1−m and n−ℓ = −m for
all ℓ. Then φ± are the Bethe states of i±-sectors (respectively) with quantum numbers in (2.50).
By (2.44), φ± can be identified with the basis element ~v(±; k′) of of EF,Pa,Pb in (1.1) at k′ = 0:
φ+
‖φ+‖ = ~u(+, . . . ,+),
φ−
‖φ−‖ = ~u(−, . . . ,−).
Under the dual correspondence (2.53), Ψ : E(F,Pa,Pb) ≃ E†(F,Pa,Pb), the Bethe states ψ±, φ± are
identified with φ±†, ψ±† respectively.
By (4.14) and (4.27), the -conjugate relation of monodromy entries (2.2) of τ (2)-model τ (2)(t)(=
τ (2)†(t)) for  in (4.15) are given by
 · A(t)D(t) ·  = (−t)Lq(1+2m)LK
A(ω1+2mt−1)
D(ω1+2mt−1);  ·
B(t)
C(t) ·  = −(−t)Lq(1+2m)LK
C(ω1+2mt−1)q2m
B(ω1+2mt−1)q−2m .
(4.38)
By (2.4), the τ (2)-matrix satisfy the following inversion relation:
 · τ (2)(ωmt) ·  = (−t)Lq−LKτ (2)(ωm−1t−1),
∗ · τ (2)(ωmt) · ∗ = (−t)Lq−LK∗τ (2)(ωm−1t−1) (4.39)
where ∗ = Ψ−1Ψ, K∗ = Ψ−1KΨ with Ψ defined in (2.20). Note that in general ∗ 6= . The
first relation in (4.39) holds only for sectors with the same boundary condition r, and the second
relation, induced from τ (2)†(t)-matrix via the identification (2.19) and (2.42), holds for sectors
with the same charge Q. Then  or ∗ permute the τ (2)-eigenspaces EF,Pa,Pb ’s. Indeed, we have the
following result:
13The ~v(±, . . . ,±;∞) in [48] Section 4.2 are equal to ~w(±, . . . ,±;∞) in this paper.
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Proposition 4.1 Under the spin-inversion operator  or ∗, the τ (2)-eigenspaces and Bethe states
(4.36) or (4.37) are in one-to-correspondence:
 : (EF,Pa,Pb , ψ±) ∈ I± ←→ (EF′,P ′a,P ′b , ψ∓) ∈ I∓,
∗ : (EF,Pa,Pb , φ±) ∈ i± ←→ (EF′,P ′a,P ′b , φ∓) ∈ i∓,
(4.40)
such that (F, Pa, Pb) and (F
′, P ′a, P ′b) are related by (2.55) with the results in Lemma 2.1 valid for
their τ (2)-eigenvalues and evaluation polynomials. Furthermore, the isomorphism in (4.40) induces
the inversion relation between the correspondence of k′ and (−k′)-eigenvectors in (2.63).
Proof. By (4.39), (EF,Pa,Pb) or ∗(EF′,P ′a,P ′b) are τ (2)-eigenspaces. Let vj = v
±
j (1 ≤ j ≤ J)
be the Bethe roots in the definition of Bethe state ψ±, φ± of EF,Pa,Pb in (4.36) or (4.37). Since
(Ω±r ) = Ω∓r and ∗(Ω
±
Q) = Ω
∓
Q, using the -conjugate relations of B(t), C(t) in (4.38), one finds
(ψ±) = ψ∓ , ∗(φ±) = φ∓, and the Bethe roots, vj = v±j and v
′
j = v
∓
j , are related by (2.54).
Hence (F, Pa, Pb) and (F
′, P ′a, P ′b) satisfy conditions in Lemma 2.1, where the eigenvalue relations
in Lemma 2.1 (ii) are equivalent to (4.39) with q−LK = ω−LmX−1 and q−LK∗ = ω−Lm−r. Then
we obtain the isomorphism of sectors in (4.40). In order to show (2.63), we first consider the I±-
sector case. By (4.17), (~w(s; k′)) is a H(−k′)-eigenvector in EF′,P ′a,P ′b with the eigenvalue E˜(s; k′)
in (2.40). As  is an isometric isomorphism, (~w(s; k′)) = ~w′(s′;−k′) for some s′ = (s′1, . . . , s′mE ),
and E˜(s; k′) = E˜′(s′;−k′)(= α′ − β′k′ + N∑mEi=1 k′|k′|s′iε(θ′i;−k′)). Hence α + k′β = α′ − β′k′ as in
(2.60). Using (2.28) and (2.57), one finds θi + θ
′
i = π, ε(θi; k
′) = ε(θ′i;−k′), hence s′i = −si for
all i. Therefore  induces the correspondence in (2.63) for I±-sectors. Using the -correspondence
(2.63) about I±-sectors for the dual τ (2)†-model, together with the duality correspondence (2.44),
one obtains ∗ in (4.40) gives rise to the inverse correspondence (2.63) for i±-sectors. ✷
Remark. (I) The isomorphism (2.63) in Proposition 4.1 for k′ = ∞ or 0 with si = ±1 for all i
is the same as the correspondence of Bethe states in (4.40) by (3.12). Indeed, (2.63) induces the
correspondence of τ (2)-eigenvectors in (3.12):
I± ∋ EF,Pa,Pb ∋ ~u(s1, . . . , smE )
←→ ~u′(−s1, . . . ,−smE ) ∈ EF′,P ′a,P ′b ∈ I∓,
i± ∋ EF,Pa,Pb ∋ ~u(s1, . . . , smE )
∗←→ (−1)mE~u′(−s1, . . . ,−smE ) ∈ EF′,P ′a,P ′b ∈ i∓.
By (2.57), (3.13) and (3.14), the correspondence (4.40) induces the equivalence of the sl2-product
and loop-algebra structure of τ (2)-eigenspaces:
I± :  · e′±i ·  = e∓i ,  · h′i ·  = −hi,  · e′±(n) ·  = e∓(−n),  · h′(n) ·  = −h(−n);
i± : ∗ · e′±i · ∗ = e∓i , ∗ · h′i · ∗ = −hi, ∗ · e′±(n) · ∗ = e∓(−n), ∗ · h′(n) · ∗ = −h(−n),
for i = 1, . . . ,mE , and n ∈ Z. In particular, the currents E∓(ξ) of EF,Pa,Pb and E′±(ξ) of EF′,P ′a,P ′b
in (3.17) are related by
 ·E∓(ξ−1) ·  = −ξE′±(ξ) or ∗ · E∓(ξ−1) · ∗ = −ξE′±(ξ). (4.41)
(II) By (4.16), ∗ is an isomorphism between Vr,Q and Vr′,Q with r+ r′ ≡ −(1+ 2m)L which sends
|Q;n1, . . . , nL〉 to |Q;n′1, . . . , n′L〉 with n′ℓ = N − 1− 2m− nL+1−ℓ.
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(III) For a sector EF,Pa,Pb in Vr,Q, operators in (4.30), (4.32), (4.33) and (4.34) can be used to describe
the τ (2)-degeneracy of EF,Pa,Pb , where these operators, when applied to the Bethe state, are expected
to generate all vectors as in (I+ ∩ I−)-sectors. In the case m = r = 0, L ≡ 0, the loop-algebra
structure of the ground-state sector (i.e. i∓-sector with J = 0 ) was investigated in [4, 5]14 through
these operators with partial success. The operators e−(n), e+(n′) for n ≥ 1, n′ ≥ 0 are constructed
from (4.33), (4.34) for (i−)-ground-state sector in [5] Section 3.5, but the relationship between the
complete sl2-loop algebra structure of τ
(2)-eigenspace in Subsection 3.2 and operators in (4.33) and
(4.34) is still unknown. However, using the local-operator form of e±(n′) for n′ ≥ 1 and the relation
(3.15) or (3.16), one can derive a local-operator expression of the sl2-product structure e
±
i , hence hi
of EF=1,Pa,Pb=0. By using the Bethe state |Ω〉(= Ψ−1|Ω−Q〉) and the relation (3.20), one then obtains
the local-spin form of τ (2)-eigenvectors. In [4, 5], the eigenvector ~v(s1, . . . , smE ; k
′) of superinte-
grable CPM transfer matrix T or T̂ in (2.13) and (2.30) are constructed from ~v(s′1, . . . , s′mE ; 0)’s
through linear transformations of Vi in (3.1), which can be identified with the C-algebra spanned
by 1i,hi, e
±
i . Write T, T̂ as a product of Vi-transformations, expressed in a rotation-operator form
([5] (130) and (137)). By the expression of 〈Ω|T |Ω〉, 〈Ω|e−i T |Ω〉 and 〈Ω|T̂ |Ω〉, 〈Ω|T̂e+i |Ω〉, the local-
operator form of rotation matrices are derived in [5] ((150)-(152) , (161-(162)) so that one obtains
the k′-dependent local-spin form of ~v(s; k′) up to a scaling factor ([5] (159)). On the other hand,
through the Onsager-algebra representation generated by the quantum spin chain H(k′) (2.35) and
using the form of (3.2) and (3.9), one may also find the expression of ~v(s; k′) or ~w(s; k′) in terms
of ~v(s; 0) or ~w(s; 0) by (3.10). Equivalently, the formula (3.10) is the expression of k′-eigenvectors
in terms of ∞-eigenvectors or 0-eigenvectors in (3.9). This approach can be applied to the general
case for an arbitrary sector as well. By this method, the effort of non-trivial calculation about
rotation matrices in [4, 5] can be avoided, even for the ground state sector. Hence the expression
of k′-dependence of the CPM state vectors in the local spin basis can be obtained by (3.10) if the
local-spin-vector form of ~u(s) in (3.12) is known. By (3.20), the CPM-eigenvector problem is then
reduced to the local-spin form of the states and currents in (3.19). As the states in (3.19) are
identified with the Bethe states in (4.36) or (4.37) expressed in the local spin basis, it suffices to
find an equivalent form for the current E±(ξ) in (3.19) in terms of monodromy entries in (4.7),
given by the Fabricius-McCoy current discussed later in Section 5. Note that E−(ξ) or E+(ξ) is
defined in (3.17), whose operator-coefficients constitute only one-half of the nilpotent part of the
loop-algebra sl2[z, z
−1], in particular no Serre-relation among the generators. The structure of
one-half nilpotent subalgebra is simpler than the subalgebra constructed in [5] for the ground state
i−-sector, but it is sufficient to produce the sl2-product algebra elements in the τ (2)-eigenvector
formula (3.20).
14In the paper we use different conventions than those in [4, 5], where Q,mQ, |Ω〉, |Ω〉,, x
±
n,Q, E
±
k,Q,H
Q
k are corre-
sponding to N −Q,mE ,Ψ
−1|Ω−Q〉,Ψ
−1|Ω+Q〉, e
±(n), e±k ,hk here respectively.
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5 The sl2-loop-algebra Generators in Superintegrable τ
(2)-model
In this section, we derive the currents in (3.19) of a superintegrable τ (2)(t) through its equivalent
the XXZ chain T (s) in Lemma 4.1 with the identification of spectral variables t = s2. By extending
the method in [27, 43], the local-operator-representation of those currents will be obtained by the
Fabricius-McCoy current which is a series in terms of the monodromy matrix (4.7) of T (s). As in
[43] Section 4.2, we construct the Fabricius-McCoy current for a sector in (2.48) by differentiating
the relations in (4.19). For convenience, we use the subscript of variables s, q to indicate the
logarithmic partial-derivative s∂s, q∂q, . . . of an operator or function, e.g, Bs = s(∂sB), Bq = q(∂qB),
(fs,s′)s = s(∂sfs,s′), (fs,s′)s′ = s
′(∂s′fs,s′) etc. By the same argument in [43] Proposition 4.1, the
highest weight representation (4.13) of Uq(sl2)-operators in the monodromy matrix (4.7) yields the
vanishing of averages of the off-diagonal entries, 〈B〉 = 〈C〉 = 0, where 〈O〉 = ∏N−1i=0 O(qis). The
vanishing of 〈B〉 and 〈C〉 mirrors the automatic vanishing of certain constraint equations in Bethe’s
ansatz, hence should create the complete N -strings in the degeneracy. As in [27] (1.36)-(1.40),
we replace the vanishing creation operators by derivatives of 〈B〉, 〈C〉 to form the Fabricius-McCoy
current of XXZ chain T (s). Note that the s-derivative of 〈B〉, 〈C〉 vanishes:
〈B〉s(=
N−1∑
n=0
Bs(sqn)
N−1∏
i=0,i 6=n
B(sqi)) = 0, B ↔ C = 0, (5.1)
and the leading and lowest terms of the q-derivative of 〈B〉, 〈C〉 are
B(N)±
C(N)±
= (2N2)−1 lims±1→∞(±s)∓N(L−1)〈B〉q〈C〉q (s), (5.2)
by
∏N−1
j=1 (1− ωj) = N ([43] (4.34)).
5.1 The Fabricius-McCoy current of I±-sectors
For a sector in I+ of (2.48) with the Bethe state ψ
+ = ψ+(v+1 , . . . , v
+
J ) in (4.36), the Fabricius-
McCoy current is a current in the form
B(N)(s) = 〈B(s)〉q + B(N)ϕ (s), B(N)ϕ (s) =
∑N−1
n=0 ϕ(sq
n)Bs(sqn)
∏N−1
i=0,i 6=n B(sqi), (5.3)
for some suitable ϕ(s) such that the following properties hold:
T (s)(∏ni=1 B(N)(xi))ψ+ = (∏ni=1 B(N)(xi))T (s)ψ+, (n ≥ 1), (5.4)
where s, s′, xi ∈ C ([27] (2.1)-(2.14), [43] (4.39) (4.40)). Note that B(N)(s) = B(N)(qs) by the
construction of B(N)(s). Since 〈B(s)〉q,Bs(s) commute with B(s′) for all s, s′, [B(N)(s),B(s′)] =
[B(N)(s),B(N)(s′)]15 = 0. By differentiating relations in (4.19) for n = N , then using the identities
fk,k+1 = 0,
∏N
i=1 fs,i =
∏N
i=1 fi,s = 1, (
∏N
i=1,i 6=k fk,i)q = (
∏N
i=1,i 6=k fi,k)q =
2
q−q−1 ,
(
∏N
i=1,i 6=k fk,i)sn = (δk,n − δk,n−1) 2q−q−1 , (
∏N
i=1,i 6=k fi,k)sn = (δk,n − δk,n+1) −2q−q−1 ,
15Here we assume (k
1
2 )q = 0 = (e
±)q so that [〈B(s)〉q, 〈B(s
′)〉q] = 0.
33
for si = xq
i(1 ≤ i ≤ N), one finds the following relations between A(s),D(s) and B(N)(x) in (5.3):
[A(s),B(N)(x)] = 2B(s)q−q−1
∑N−1
k=0 gs,k(ϕ(xq
k+1)− ϕ(xqk)− 1)(∏N−1i=0,i 6=k B(xqi))A(xqk);
[D(s),B(N)(x)] = 2B(s)q−q−1
∑N−1
k=0 gs,k(ϕ(xq
k−1)− ϕ(xqk) + 1)(∏N−1i=0,i 6=k B(xqi))D(xqk), (5.5)
(for the details, see [43] Section 4.2). Using 〈B〉 = 0, one can show the relations(∏N−1
i=1 B(sqi)
)
A(s)
D(s)
∏n
i=1 B(N)(xi)ψ+ =
a(s)L
∏J
j=1
fs,j
d(s)L
∏J
j=1
fj,s
(∏N−1
i=1 B(sqi)
)∏n
i=1 B(N)(xi)ψ+, (5.6)
where s, xi ∈ C, s2j = −(ωv+j )−1 as in (4.29), a(s) := sq2m+3/2 − s−1q−1/2, d(s) := sq−1/2 −
s−1q−2m−1/2, by induction first on n = 0 by (4.19) with the Bethe roots si (i = 1, . . . , J), then
applying
∏N−1
i=1 B(sqi) on relations in (5.5) for the general n. Evaluating (5.5) on the Bethe state
ψ+, then using (5.6)n=0 with s = xq
k (0 ≤ k ≤ N − 1), the identity (5.4) for n = 1 is equivalent to
the following constraint of ϕ(s):
(ϕ(sq) − ϕ(s)− 1)aL(s)
J∏
i=1
fs,si + (ϕ(sq
−1)− ϕ(s) + 1)q−2rdL(s)
J∏
i=1
fsi,s = 0, (s ∈ C) (5.7)
where s2i = −(ωv+i )−1 as in (5.6). Applying (−s)LK
−1
2 on (5.7), then changing s to q−1s, one finds
the equivalent form of (5.7) by (2.48):
(ϕ(s)−ϕ(q−1s)− 1)(1−ω−mt)LF(t) = (ϕ(q−1s)−ϕ(q−2s)− 1)(1−ω1−mt)LF(ω2t)ωPb+Pa . (5.8)
By (2.25) and (2.27), Pev(t
N ) can be written in the form,
Pev(t
N )ωPbP(0) (= ωPbP(t)) =
N−1∑
k=0
p(ωkt), p(t) :=
(1− tN )Lt−(Pa+Pb)
(1− ω−mt)LF(t)F(ωt) .
Since p(t) satisfies the relation (5.8), ϕ(s) − ϕ(q−1s) − 1 = α(tN )p(t) for some tN -function α.
Then α(tN ) = −N
ωPbP(t)
by ϕ(s) = ϕ(qNs), and the solution of ϕ-function in (5.8) is uniquely, up to
additive sN -functions (which define the same current in (5.3) by 〈B〉 = 0), given by
ϕ(s) =
∑N
k=1 kp(ω
k−1t)
Pev(tN )ωPbP(0)
(
=
∑N
k=1 kp(ω
k−1t)
ωPbP(t)
)
. (5.9)
With the above ϕ(s) in (5.3), we defines the Fabricius-McCoy current B(N)(s) satisfying (5.4) for
n = 1. By replacing ψ+ by
∏n
i=1 B(N)(xi)ψ+, and using (5.5) and (5.5) in the above argument, the
relation (5.4) follows by induction for the general n. Furthermore, using the method in [27] ((3.1)-
(3.5)), one can show the poles of B(N)(s) equal to zeros of Pev(tN ), first by the Bethe equation
(2.24), to determine the behavior of ϕ(s)Pev(t
N ) near a pole t = −(ω1+nv+i )−1 (1 ≤ n ≤ N) as
ϕ(s)Pev(t
N ) −→
(
1−Nδn,N
1 + ω1+nv+i t
)
(−ω)Pa+Pb(v+i )(−N+1)L+Pa+Pb+2J−2(v+Ni − 1)L
ωPbP(0)(1 − ω)(v+i + ω−1−m)
∏
j 6=i(v
+
i − v+j )(v+i − ωv+j )
,
then by (5.1), the current Pev(t
N )B(N)ϕ (s) in (5.3) near t = −(ω1+nv+i )−1 = (q−nsi)2 with behavior
as ( −N
1 + ω1+nv+i t
)
(−ω)Pa+Pb(v+i )(−N+1)L+Pa+Pb+2J−2(v+Ni − 1)L
ωPbP(0)(1 − ω)(v+i + ω−1−m)
∏
j 6=i(v
+
i − v+j )(v+i − ωv+j )
Bs(si)
N−1∏
k=1
B(siq−k).
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By (4.27) and −(ωv+i )−1 = s2i , the above operator vanishes when applied to the Bethe state ψ+,
and the same vanishing property for
∏
i B(N)(xi)ψ+ holds, even though ϕ(s) has poles at the Bethe
roots s2i = −(ωv+i )−1. Therefore, Pev(tN )(−s)N(L−1)B(N)ϕ (s) is a regular current of EF,Pa,Pb with
t-degree ≤ N(L− 1) + (N − 1)L−Pa −Pb− 2J , invariant under t 7→ ωt, hence a tN -current with
tN -degree ≤ L+mE − 1 where mE is in (2.26):
Pev(t
N )(−s)N(L−1)B(N)ϕ (s) =
L+mE−1∑
k=0
(−1)kNR−k tkN . (5.10)
Hence the current Pev(t
N )(−s)N(L−1)B(N)(s) has the tN -degree ≤ (L − 1) + mE. On the other
hand, E−(tN ) in (3.17) also satisfies the relation (5.4) with poles equal to Pev(tN )’s zeros by (3.18).
Since a EF,Pa,Pb-current with the property (5.4) and poles the same as Pev(tN )’s zeros is unique up to
scale functions, (−s)N(L−1)B(N)(s) differs from E−(tN ) by some tN -polynomial γ(tN ) with degree
≤ L :
(−s)N(L−1)B(N)(s) = γ−(tN )E−(tN ), γ−(ξ) =
L∑
n=0
γ−n (−ξ)n. (5.11)
Furthermore, by (3.18) and (5.2), the constant and tN(L−1)+NmE -coefficient of Pev(tN )-multiple of
currents in (5.11) yield
B(N)− + R
−
0
2N2
=
γ−0
2N2
e−(0), B(N)+ +
R−L+mE−1
2N2
∏mE
i=1
ai
=
γ−
L
2N2
e−(−1).
By the Remark in Subsection 3.2, the above e−(0), e−(−1) can be normalized so that the local-
operator expression of the loop-operator e−(0), e−(−1) is given by
γ−0 = γ
−
L = 2N
2, B(N)− + R
−
0
2N2 = e
−(0), B(N)+ +
R−L+mE−1
2N2
∏mE
i=1
ai
= e−(−1). (5.12)
For an I−-sector EF,Pa,Pb with Bethe state ψ− in (3.19), we consider its -inverse I+-sector and
Bethe state (EF′,P ′a,Pb , ψ+) in (4.39). Let B′(N)(s) be the Fabricius-McCoy current (5.3) of EF′,P ′a,P ′b
defined by ϕ′(s) in (5.9) using the evaluation polynomial P(t) of EF′,P ′a,P ′b :
ϕ′(s) =
∑N
k=1 kp
′(ωk−1t)
ωPbP′(t)
, p′(t) =
(1− tN )Lt−(P ′a+P ′b)
(1 − ω−mt)LF′(t)F′(ωt) .
The Fabricius-McCoy current of EF,Pa,Pb is defined by
C(N)(s) =  · B′(N)(−q−1−2ms−1) ·  (5.13)
for the consistency of the inversion relation of monodromy entries in (4.14). Indeed, one can express
the above current in terms of the monodromy C-entry of EF,Pa,Pb as follows:
Lemma 5.1
C(N)(s) = 〈C(s)〉q + C(N)ϕ (s), C(N)ϕ (s) =
∑N−1
n=0 ϕ(sq
n)Cs(sqn)
∏N−1
i=0,i 6=n C(sqi), (5.14)
where ϕ(s) is defined in (5.9).
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Proof. First, we find the relation between ϕ(s) and ϕ′(s). By (2.26 and (2.58), the quantum
numbers of the inverse sectors are related by Pa+Pb+P
′
a+P
′
b = (N −1)L−2J −NmE. By (2.54)
, (2.55) and (2.57), p′(t), P′(t) are related to p(t), P(t) in (5.9) by
p′(ω1+2mt−1) = p(ω−1t)t−NmEωm(Pa+Pb−P
′
a−P ′b)+(3+2m)J (
∏J
j=1 vj)
2,
ωP
′
bP′(t−1) = ωPbP(t)t−NmEωm(Pa+Pb−P
′
a−P ′b)+(3+2m)J (
∏J
j=1 vj)
2,
which yield the relation
ϕ′(−q−1−2ms−1) =
∑N
k=1 kp(ω
−kt)
ωPbP(t)
= N + 1− ϕ(s). (5.15)
By (4.14), the chain rule of differentiation implies B′s(−q−1−2ms−1qn) = −C(sq−n)s. Using (5.1)
and (5.15), one finds
 · 〈B′〉q(−q−1−2ms−1) ·  = 〈C(s)〉q + (1 + 2m)〈B′〉s(−q−1−2ms−1) = 〈C(s)〉q,
 · B′(N)ϕ′ (−q−1−2ms−1) ·  = C(N)ϕ (s)− (N + 1)〈C〉s = C(N)ϕ (s).
(5.16)
Then follows (5.14). ✷
Remark. By (5.15), the relation (5.7) of ϕ′ in sector I+ is equivalent to the following relation of
ϕ in sector I−:
(ϕ(sq−1)− ϕ(s) + 1)aL(sq−1)
J∏
i=1
fsi,s + (ϕ(sq)− ϕ(s)− 1)q−2rdL(sq)
J∏
i=1
fs,si = 0,
which is again equivalent to (5.8). One can also derive the Fabricius-McCoy current (5.14) of
EF,Pa,Pb directly by the same argument as that for (5.3).
By (2.29), Remark of Lemma 2.1 and (4.41), the substitution of s by −q−1−2ms−1 in the -
conjugation of B′(N) in (5.10)and (5.11) yields
Pev(t
N )(−s)N(L−1)C(N)ϕ (s) =∑L+mE−1k=0 (−1)kNR+k tkN ,
(−s)N(L−1)C(N)(s) = γ+(tN )E+(tN ), γ+(ξ) =∑Ln=0 γ+n (−ξ)n (5.17)
where R+k = (
∏mE
i=1 ai)R′−L+mE−1−k, and γ+n = γ′−L−n. By (5.2) and the first relation in (5.16), one
has  · B′(N)± ·  = C(N)∓ . Hence the normalization condition for B′(N) in (5.12) is equivalent to its
reciprocal condition for C(N):
γ−0 = γ
−
L = 2N
2, C(N)− + R
+
0
2N2 = e
+(1), C(N)+ +
R+L+mE−1
2N2
∏mE
i=1
ai
= e+(0). (5.18)
Hence we have shown the following result.
Proposition 5.1 (i) For a sector in I+, the Fabricius-McCoy current B(N)(s) is defined by (5.3)
with ϕ in (5.9), which is equal to a multiple of the current E−(tN ) via the relations (5.11). The sl2-
loop-algebra generators e−(0), e−(−1) in Subsection 3.2 are expressed by local operators in (5.12).
(ii) For a sector in I−, the Fabricius-McCoy current is C(N)(s) in (5.14)) with ϕ in (5.9),
which is equal to a multiple of the current E+(tN ) in (3.17) via the second relation of (5.17). The
sl2-loop-algebra generators e
+(1), e+(0) in Subsection 3.2 are expressed by local operators in (5.18).
(iii) For a I+-sector (EF′,P ′a,P ′b , ψ+) and I−-sector (EF,Pa,Pb , ψ−) in the inversion correspondence
(4.40), the Fabricius-McCoy currents are connected by the inverse relation (5.13).
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✷Remark. (I) For a sector EF,Pa,Pb in I+ ∩ I−, by (2.51) we have Pa = Pb = dE = 0, and H1 ≡ 0
(mod N). Then EF,Pa,Pb contains the Bethe states ψ± so that they are -conjugate under the
inversion correspondence (4.40). In this case, by (5.9), R∓0 and R∓L+mE−1 are zeros as they are
equal to some scale-multiples of the lowest and leading term of 〈B〉s, 〈C〉s in (5.1). By (5.12) and
(5.18), B(N)− = e−∞(0),B(N)+ = e−∞(−1) and C(N)− = e+∞(1), C(N)+ = e+∞(0) so that they form the
sl2-loop-algebra generators of EF,Pa,Pb as in [43]16 with  · e+∞(n) ·  = e−∞(−n) for n ∈ Z. Using
(4.13), one can verify [C(N)± B(N)∓ ] = H1N = h(0) as in [26]. For other sectors in I±, the operators
R∓0 ,R∓L+mE−1 in (5.12) or (5.18) could be non-zero in the one-half-algebra-generator expression of
e−(0), e−(−1) or e+(1), e+(0), with h(0) = H1−βN , where β is linear term in (2.36).
(II) In Proposition 5.1 (i), (ii), the R∓k ’s in (5.10), (5.17) are operators in the local spin basis,
depending on F(t) and Pa, Pb. Hence the Fabricius-McCoy current is expressed by local-spin op-
erators. As Pev(ξ)E
∓(ξ) is a degree-(mE − 1) ξ-polynomial with operator-coefficients, one may
solve the polynomial γ∓(ξ) and the local-operator coefficients of Pev(ξ)E∓(ξ) by using the Pev(tN )-
multiple of Fabricius-McCoy current in (5.11) or (5.17), under the normalization condition (5.12),
(5.18) respectively. Therefore we obtain the local-operator expression of currents in (3.19), hence
follows the-local-spin vectors in (3.20) for I±-sectors.
5.2 The Fabricius-McCoy current of i±-sectors
The eigenvectors of τ (2)-model in (3.20) for i±-sectors can be obtained from the Fabricius-McCoy
current of the dual model τ (2)†(t) in Proposition 5.1. Indeed, through the duality correspondence
(2.53), we define the Fabricius-McCoy current for i±-sectors as follows:
Proposition 5.2 For an i±-sector of τ (2)(t) , the Fabricius-McCoy current is defined by
B(N)(s) := Ψ−1B(N)†(s)Ψ, C(N)(s) := Ψ−1C(N)†(s)Ψ for i+, i−−sector respectively, (5.19)
where B(N)†(s), C(N)†(s) are the Fabricius-McCoy currents of τ (2)†(t) in Proposition 5.1 for the I†±-
sector dual to the i±-sector of τ (2)(t) in (2.53), and Ψ is the duality correspondence in (2.20). The
Fabricius-McCoy current is a polynomial-multiple of E∓(tN ) in (3.17) so that the relations (5.11)
and (5.17) hold. The sl2-loop-algebra generators, e
−(0), e−(−1) for i+-sectors, and e+(1), e+(0)
for i−-sectors, are expressed by the local operators by (5.12) and (5.18) respectively. Furthermore,
for a i+-sector (EF′,P ′a,P ′b , φ+) and i−-sector (EF,Pa,Pb , φ−) in the inversion correspondence (4.40),
the Fabricius-McCoy currents are connected by the inverse relation:
C(N)(s) = ∗ · B′(N)(−q−1−2ms−1) · ∗. (5.20)
16There are misprints in [43] about the sl2-loop algebra mode basis associated with (4.34), ( e(−1) = T
+N , f(1) =
T−N should be e(1) = T+N , f(−1) = T−N), the first term in (4.43) (−
∑N
k=0
kp(ωt) should be −
∑N
k=1
kp(ωk−1t))),
and the equality of currents in Theorem 4.1 where only the first term in (5.12) here was stated. Note that ϕ(s) in
[43] (4.43) differs from the ϕ(s) in (5.9) here (for the case m = M, r = 0) by the additive function −(N + 1)Pev(t
N ).
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✷Note that τ (2)(t) and τ (2)†(t) share the same polynomial Pev(tN ) in (2.27). By (2.19), the
Fabricius-McCoy current B(N)(s) or C(N)(s) for a i±-sector is again defined by (5.3) or (5.14)
with ϕ in (5.9). As in Remark (II) of Proposition 5.1, one can obtain the local spin form of τ (2)-
eigenvectors in (3.20) for i±-sectors. For a (i+ ∩ i−)-sector EF,Pa,Pb , by (2.48), EF,Pa,Pb is invariant
under the conjugations of Ψ,  and ∗. The Fabricius-McCoy currents B(N)∞ , C(N)∞ in Proposition
5.1 and B(N)0 , C(N)0 in Proposition 5.2 are related by (5.19). The sl2-loop algebra of EF,Pa,Pb gen-
erated by B(N)0,− = e−0 (0),B(N)0,+ = e−0 (−1) , C(N)0,− = e+0 (1) and C(N)0,+ = e+0 (0) is Ψ-conjugate to
the loop algebra in Proposition 5.1 Remark (I), with the τ (2)-eigenvectors in EF,Pa,Pb related by
Ψ(~u∞(s)) = ~u0(s)
∏mE
i=1(−si).
Remark. (I) The definition of Fabricius-McCoy current of a superintegrable τ (2)-model defined in
this section strongly relies on its equivalent XXZ-chain in Lemma 4.1. In (5.3) or (5.14), by (4.27),
the second term B(N)ϕ (s), C(N)ϕ (s) can be phrased in terms of the τ (2) monodromy entry B(t) ,
C(t) in (2.2) respectively. The first term 〈B(s)〉q (or 〈C(s)〉q) is constructed through a process
of deforming the Nth root of unity q to a generic q˜ in (4.13), using the L-operator (4.9) as the
solution of YB equation for the symmetry R6v-matrix. However, there exist no finite-dimensional
Weyl operators Ẑ, X̂ for a generic q˜ such that the relations (1.3) and (4.10) hold. It is not clear
how to deform the L-operator (2.22) to a YB solution for the asymmetry R-matrix so that the
relation (4.26) is still valid for a generic q˜. Since the operator-coefficients of the Fabricius-McCoy
current are expressed by products of local operators in (4.13), we can use (4.10) to express the
Fabricius-McCoy current in terms of local Weyl operators in (1.3). Nevertheless the approach of
local-spin form of E∓(ξ) through the Fabricius-McCoy current is in essence based on the general
theory of XXZ-chain.
(II) The Fabricius-McCoy current B(N)(s) (5.3) in Propositions 5.1 and 5.2, hence E−(ξ), is defined
by the monodromy entry B(s) of XXZ-chain only. Similarly, C(N)(s) and E−(ξ) in (5.14) depends
only on the monodromy entry C(s). But in general, the equation (5.11) or (5.17) is related to many
terms of coefficients in the monodromy entry, not only evolved with the leading or lowest term,
even for the relation (5.12) or (5.18). For example, in the ground-state i−-sector with m = r =
0, L ≡ 0 case in [5] where Pa 6= 0 and Pb = 0, R+0 in (5.18) is expressed by products of C0, ..., CPa ,
and R+L+mE−1 by products of CL−1+N−Pa , ..., CL−1, where Cj ’s are defined by (−s)(L−1)C(s) =∑L−1
j=0 Cj(−t)j . Hence the expressions of e+(1), e+(0) in (5.12) or (5.18) are different from those in
[5], which are in the form of (4.33),(4.34). The relationship between these two approaches is not
clear at this moment.
6 Concluding Remarks
In this work, the k′-dependent CPM-eigenvectors are constructed by using symmetries in the super-
integrable τ (2)-model and CPM. First in Subsection 2.3, by the constraints of quantum numbers,
we classify all Onsager sectors of a superintegrable τ (2)-model into type I± and i±, and discuss
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their relationship under two reflective symmetries: the duality of superintegrable CPM in [8, 48],
and the inversion relation in (2.59). The duality interchanges sectors of I and i; while the inversion
interchanges the + and − sectors. The quantum-space correspondence of (2.20) in duality relation
was found in [48], while the correspondence of quantum spaces in inversion symmetry of super-
integrable τ (2)-model was constructed through the local operators in the XXZ chain equivalent
to the τ (2)-model (Proposition 4.1). Furthermore, the correspondences of k′-CPM-state vectors
under these two reflective symmetries are explicitly found through the theory of Onsager-algebra
representation. The Onsager-algebra symmetry also produces the k′-dependent expression (3.10)
of CPM-state vectors
I± : ~w(s1, . . . , smE ; k
′) =
∑
s′1,...s
′
mE
u(s1, . . . , smE )
∏mE
i=1 sin(
ϕi,k′−θi
2 +
(si−s′i)π
4 ),
i± : ~v(s1, . . . , smE ; k
′) =
∑
s′1,...s
′
mE
u(s1, . . . , smE )
∏mE
i=1 sin(
ϑi,k′−π
2 +
(si−s′i)π
4 ).
where eθi ’s are the evaluation values of the Onsager-algebra representation of a sector EF,Pa,Pb , ϑi,k′
and ϕi,k′ are k
′-dependent angle-functions defined in (3.3), and ~u(s) are the basic τ (2)-eigenvectors
in (3.12). We may express the basic τ (2)-eigenvectors ~u(s) in the local spin basis through the
theory of spin-N−12 XXZ chains. Indeed as in [37, 38, 43, 48], the loop-algebra symmetry of an
Onsager sector in superintegrable τ (2)-model can be defined through its equivalent spin-N−12 XXZ
chain in Sections 4 and 5. First, the Bethe state (4.36) or (4.37) in algebraic-Bethe-ansatz can be
realized as the basic τ (2)-vector with the highest or lowest weight among basic τ (2)-eigenvectors in
a sector. Then using the algebraic-Bethe-ansatz techniques of XXZ chains, we are able to construct
the Fabricius-McCoy currents of all sectors of a superintegrable τ (2)-model compatible with duality
and inversion. As the Fabricius-McCoy current is expressed by local operators proportional to
E∓(ξ) in (3.19), together with the basic Bethe-τ (2)-state, one then obtains the local-vector form of
basic τ (2)-eigenvectors ~u(s) in an Onsager sector by using the relations in (3.20).
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