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A 64-Point Fourier Transform Chip for High-Speed
Wireless LAN Application Using OFDM
Koushik Maharatna, Eckhard Grass, and Ulrich Jagdhold
Abstract—In this paper, we present a novel fixed-point 16-bit
word-width 64-point FFT/IFFT processor developed primarily
for the application in an OFDM-based IEEE 802.11a wireless
LAN baseband processor. The 64-point FFT is realized by de-
composing it into a two-dimensional structure of 8-point FFTs.
This approach reduces the number of required complex multi-
plications compared to the conventional radix-2 64-point FFT
algorithm. The complex multiplication operations are realized
using shift-and-add operations. Thus, the processor does not use
a two-input digital multiplier. It also does not need any RAM or
ROM for internal storage of coefficients. The proposed 64-point
FFT/IFFT processor has been fabricated and tested successfully
using our in-house 0.25- m BiCMOS technology. The core area
of this chip is 6.8 mm2. The average dynamic power consumption
is 41 mW at 20 MHz operating frequency and 1.8 V supply
voltage. The processor completes one parallel-to-parallel (i.e.,
when all input data are available in parallel and all output data
are generated in parallel) 64-point FFT computation in 23 cycles.
These features show that though it has been developed primarily
for application in the IEEE 802.11a standard, it can be used for
any application that requires fast operation as well as low power
consumption.
Index Terms—Discrete Fourier transforms, integrated circuits,
wireless LAN.
I. INTRODUCTION
F
OURTH-GENERATION wireless and mobile systems are
currently the focus of research and development. Broad-
band wireless systems based on orthogonal frequency division
multiplexing (OFDM) will allow packet-based high-data-rate
communication suitable for video transmission and mobile
Internet applications. The IEEE 802.11a standard [1] defines
the principal functions and architecture of such a high-data-rate
communication system. Apart from the high speed of opera-
tion, the system demands low power consumption since it is
primarily aimed at portable and mobile applications. A general
purpose DSP with associated software is not beneficial for
this application since on average, the power consumption of a
software solution is an order of magnitude higher compared
to a functionally equivalent dedicated hardware solution [2].
Considering this fact we proposed a datapath architecture
using dedicated hardware for the baseband processor of the
above-mentioned standard [3]. In [3], we also showed through
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extensive simulation that the most computationally intensive
parts of such a high-data-rate system are the 64-point inverse
fast Fourier transform (IFFT) in the transmit direction and
the Viterbi decoder in the receive direction. Accordingly, an
appropriate design methodology for constructing them has to
be chosen. For a given functional specification, the main design
concerns are: 1) how much silicon area is needed; 2) how easily
the particular architecture can be made flat for implementation
in VLSI (routability); 3) in actual implementation how many
wire crossings and how many long wires carrying signals to
remote parts of the design are necessary (interconnect delay);
and 4) how small the power consumption can be.
Extensive simulation of different algorithms and algorithm-
to-architecture mapping quality exploration is necessary to
choose the best algorithm for a given specification.
This paper describes a novel 64-point FFT/IFFT processor,
which has been developed as part of a larger research project
to develop a single chip wireless modem compliant with the
IEEE 802.11a standard. In essence, a short description of the
present work has been published in [4]. In this paper, a more
detailed and complete description of the entire work is provided
and the final design of a 64-point FFT/IFFT processor for the
above-mentioned standard is suggested.
The chip, which has been successfully fabricated and tested,
performs a forward and inverse 64-point FFT on a complex
two’s complement data set in 23 clock cycles making it suitable
for high-speed data communication systems like IEEE 802.11a.
It has been fabricated using IHP 0.25- m, standard cell
BiCMOS technology. The chip has a core area of 6.8 mm , has
85 I/O pins, a total area of 13.5 mm (including I/Os and power
rings), and dissipates 41 mW at 20 MHz and 1.8 V supply
voltage. It is housed in a QFP100 package, and represents a
discrete IC for low-power cost-effective hardware solutions.
The rest of the paper is structured as follows. Section II
discusses the system specification for the IEEE 802.11a stan-
dard and potential problems of deploying conventional FFT
processor design approaches for this application. Section III de-
scribes the algorithmic development of the proposed FFT/IFFT
processor. In Section IV, the algorithm-to-architecture mapping
of the proposed FFT/IFFT processor is described. In Section V,
we present the design flow and measurement results of the fab-
ricated FFT/IFFT chip and compare its performance with some
of the existing 64-point FFT chips as well as commercially
available IP cores. Conclusions are drawn in Section VI.
II. SYSTEM SPECIFICATIONS AND PROBLEM IDENTIFICATION
The complete structure of a modem specified by the IEEE
802.11a standard is shown in Fig. 1. It consists of a data scram-
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Fig. 1. Block diagram of the physical layer of an IEEE 802.11a compatible
modem.
bler, modulator, convolutional encoder, interleaver, 64-point
IFFT/FFT, demodulator, deinterleaver, Viterbi decoder, and
descrambler. The standard specifies a data rate ranging from 6
to 54 Mb/s. Depending on the desired data rate, the modulation
scheme adopted can be binary phase shift keying (BPSK),
quaternary phase shift keying (QPSK), or quadrature amplitude
modulation (QAM) with 1–6 bit/subcarrier. The encoding rates
supported in the standard are 1/2, 2/3, and 3/4. The bandwidth
of the transmitted signal is 20 MHz and the OFDM symbol
duration is 4 s including 0.8 s for a guard interval [1]. Thus,
in effect, FFT/IFFT has to be computed within 4 s.
In general, the FFT implementations typically fall into one of
thetwocategories:1)methodsbasedondirectFouriertransform
[5]–[7] and 2) methods based on direct hardware implementa-
tionsofestablishedFFTsignalflowgraphs[8]–[14].Aproblem
with these solutions is that the approach adopted on the algo-
rithmic level typically takes little account of its implications at
the architecture, data flow, or chip design levels. Thus, many of
these designs [8]–[10] may be irregular, dominated by wiring,
and may have heavy overheads in terms of data storage [15].
In a complex system, deployment of such strategies may result
in severe disadvantages, because of the tight timing constraints
and implicit requirement of low power consumption.
The conventional Cooley–Tukey radix-2 FFT algorithm
requires 192 complex butterfly operations for a 64-point FFT
computation. Considering that one FFT has to be computed
within 4 s, one butterfly operation has to be completed
within 20.8 ns which results in 48 MHz clock frequency
for a single butterfly architecture. The synthesis result for a
radix-2 butterfly unit (one complex multiplication and two
complex additions) in IHP 0.25- m technology shows that it
occupies 0.18-mm area and dissipates 17 mW power at that
frequency. On top of this butterfly unit, one needs memory to
store the complex twiddle factors and complex intermediate
data, serial-to-parallel and parallel-to-serial converters at the
inputs and outputs, respectively, complicated addressing logic
and control circuitry. Combining all these circuit modules it is
expected that the power dissipation of the entire processor will
be quite high. Moreover, the input data arrives at 20 MHz clock
frequency, and thus, it is more appropriate to operate the FFT
module at that frequency. In order to satisfy the time constraint
at this frequency, one has to employ multiple butterfly units in
parallel, which in turn increases the area and power dissipation.
Alternatively, since most of the implementations of the IEEE
802.11a standard oversample the incoming data at 40 or
80 MHz, a single radix-2 butterfly based FFT module should
be operated at 80 MHz clock frequency (the next available
frequency to the actually required frequency). This approach
satisfies the timing constraint, but at the cost of high power
consumption.
InordertospeeduptheFFTcomputation,more advancedso-
lutions have been proposed using an increase of the radix [15],
[16]. These approaches result in increase of arithmetic com-
plexity within the butterfly itself. The radix-4 FFT algorithm
is most popular and has the potential to satisfy the current need.
However, a single radix-4 butterfly requires three complex mul-
tiplications and eight complex additions. Thus, in order to carry
out one radix-4 butterfly operation per clock cycle, one needs to
complete 12 real multiplications and 16 real additions at each
cycle. Since multipliers are typically very power-hungry ele-
ments in a VLSI design, this type of arrangement results in sig-
nificant power consumption.
Morestringentspeedlimitationsareduetothememory
access time. For an in-place -point radix- FFT using a single
memory bank, read or write RAM accesses are re-
quired. In the present case, for a radix-2 conventional FFT this
results in a memory access time of approximately 5 ns, which
is quite difficult to achieve. As an example, the memory access
time for IHP technology is 5.5 ns, which is certainly not suffi-
cient for the present purpose. Alternatively, a partitioning of the
memory [17] in banks accessed simultaneously, at the price
of a complex addressing scheme and higher silicon area can be
done.
The main motivation of this work is to derive and investigate
an alternative architecture for FFT/IFFT computation that satis-
fies the timing constraints stated in the standard IEEE 802.11a
withmoderatesiliconareaandlowpowerconsumption.Though
most of the implementations of the standard oversample the in-
coming data at 40 or 80 MHz, we keep our target frequency at
20 MHz, which is the lowest frequency in the baseband data-
path. The main reason is that, if an FFT algorithm can satisfy
the timing constraint specified in the standard even at this lower
frequency,it is expectedto be more powerefficientcompared to
theimplementationsthatoperate attwoor fourtimeshigher fre-
quency (since power consumption is linearly dependent on the
frequency). However, this essentially leads to a reformulation
of the FFT algorithm in such a way that the algorithm-to-archi-
tecture mapping results in an efficient silicon solution. In Sec-
tions III–V, we describe such an approach step-by-step.
III. ALGORITHMIC FORMULATION
ThediscreteFouriertransform(DFT) ofacomplexdata
sequence of length where , can
be described as
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where . Let us consider that ,
and , where , and
, . Applying these values in (1) and
simplifying, one gets [18]
(2)
Equation(2)meansthatitispossibletorealizetheFFToflength
by first decomposing it into one and one -point FFT
where , and then combining them. This essentially
results in a two dimensional structure instead of a one-dimen-
sional structureof FFT.Now considering , one may
formulate the 64-point FFT as
(3)
Equation (3) suggests that it is possible to express the 64-point
FFT in terms of a two-dimensional structure of 8-point FFTs
plus 64 complex interdimensional constant multiplications.
However, since , , the number of required
nontrivial complex multiplications is 49. At first, appropriate
data samples (every eighth data of the incoming data se-
quence) undergo an 8-point FFT computation followed by
eight multiplications with the interdimensional constants or
twiddle factors . However, the number of nontrivial
multiplications required for each set of 8-point FFT results is
actually seven since the zeroth term of the first 8-point FFT
gets multiplied with 1. Eight such computations are needed to
generate a full set of 64 intermediate data, which once again
undergo a second 8-point FFT operation with the appropriate
data ordering (every eighth data forms an input data set for the
second 8-point FFT). As in the case of the first 8-point FFT,
again eight such computations are required. Proper reshuffling
of the data coming out from the second 8-point FFT generates
the final output of the 64-point FFT.
The important point to be noted here is that for realization
of an 8-point FFT using the conventional decimation in time
(DIT) butterfly algorithm, one does not need to use any explicit
multiplication operation. This can be shown using the 8-point
FFT signal flow graph in Fig. 2. The constants to be multiplied
for the first two columns of the 8-point FFT structure are
either 1 or and thus, they are mere addition/subtraction
operationswiththeproperdataordering.Inthethirdcolumn,the
multiplicationsoftheconstantsareactuallyaddition/subtraction
operation followed by a multiplication of which can
be easily realized by using only a hardwired shift-and-add
operation. Thus, in principle, an 8-point FFT can be carried
out without using any true digital multiplier (array multiplier
or any type of nonfixed-input multiplier) and thus, provides a
way to realize a low-power 64-point FFT at a reduced hardware
cost. Since the basic 8-point FFT does not need a true digital
multiplier, from (3) one can infer that a complete 64-point FFT
computation can be carried out using 49 nontrivial complex
multiplications with the interdimensional constants. On the
other hand, the number of nontrivial complex multiplications
for the conventional 64-point radix-2 DIT FFT is 66. Thus, the
presentapproachresultsinareductionofabout26%forcomplex
Fig. 2. Signal flow graph of an 8-point DIT FFT.
multiplication compared to that required in the conventional
radix-2 64-point FFT. This reduction of arithmetic complexity
further enhances the scope for realizing a low-power 64-point
FFT processor. However, the arithmetic complexity of the
proposed scheme is almost the same to that of the radix-4
FFT algorithm since the radix-4 64-point FFT algorithm needs
52 nontrivial complex multiplications.
The IFFT can be performed by first swapping the real and
imaginary parts of the incoming data at the primary input, then
performing the forward FFT on them and once again swap-
ping the real and imaginary parts of the data at the output. This
method allows to perform the FFT and IFFT without changing
any of the internal coefficients, and thus, results in a more effi-
cient hardware implementation.
IV. ARCHITECTURE OF 64-POINT FFT/IFFT
The block diagram of the 64-point FFT/IFFT processor de-
rived from (3) is depicted in Fig. 3. It consists of an input unit
(I/P unit), two 8-point FFT units, a multiplier unit, an internal
storage register bank (CB unit), an output unit (O/P unit), and
a 5-bit binary counter that acts as the master controller for the
entire architecture. However, there are two main performance
bottlenecks in such a scheme. First, there is a large number of
global wires resulting from multiplexing of the complex data
to the 8-point FFTs. Second, the construction of the multiplier
unit to attain the required speed with minimal silicon area is
not trivial. To eliminate these two bottlenecks and to make ef-
ficient algorithm-to-architecture mapping several special strate-
gies have been adopted in the current architecture. In the next
few subsections, these are explained in detail.
Input Unit: The input unit consists of an input register
bank (reg(0 to 56)) having 16-bit wordlength that can store
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Fig. 3. Block diagram of the proposed 64-point FFT/IFFT processor.
registers reg1, reg2, and reg3 are also provided for temporary
storage of data as shown in Fig. 4. The reason for keeping these
three temporary storage registers will become clear during our
discussion on the multiplier unit. The input unit is equipped
with two single-bit signals, mode and data_start. The assertion
of the data_start signal indicates the presence of a serial valid
data stream at the input of the register bank and subsequently,
the input unit starts its operation. The data_start signal remains
at logic 1 for the next 64 cycles after its assertion. The logic 1
state of the mode signal indicates the IFFT mode of operation,
whereas its logic 0 state indicates the FFT mode. When the
mode signal is asserted to the logic 1 state, the real and imagi-
nary parts of the input data stream are swapped before the data
are serially inputted to the register bank. On the other hand, if
the mode signal is at a logic 0 state, the real and imaginary parts
of the incoming serial data stream are inputted to the register
bank without swapping.
After assertion of the data_start signal, at every clock cycle,
the input data (16-bit real and 16-bit imaginary) are serially
inputted only at the 56th position of the input register bank
(reg(56)) and in the successive clock cycles the complex data
inside the register bank having index is shifted to the th
position where . The input register bank has
eight complex 16-bit fixed hard-wired outputs corresponding to
the register position index , where . When
the input register bank is completely full, the appropriate data
(a data octet consisting of every eighth data starting with index
position 0), is treated as the input to the 8-point FFT as stated
in (3). This data octet in the input buffer automatically gets
self-aligned with the hard-wired outputs and is delivered to the
first8-pointFFTunit.Inthenextcyclethesameprocedureisex-
ecuted once again because of the shifting of the th data sample
to the th sample position (this time a data octet consisting
of every eighth data starting with original index position 1), is
treated as the input to the 8-point FFT and so on as described
by (3). If this data shifting scheme were not deployed, a par-
allel multiplexing scheme for all the 64 complex input data to
the 8-point FFT input would be needed. This would result in
massive multiplexingand a large number of global connections.
With the present scheme the data multiplexing and the number
of global connections are substantially reduced. However, this
Fig. 4. Block diagram of the input unit.
downward shifting of data cannot be continued at every clock
cycle since the first 8-point FFT does not operate at every clock
cycle. This is because; the multiplier unit used here may take
more than one clock cycle to process the complete set of data
coming from the first 8-point FFT unit. To maintain the correct
timing behavior and the pipelined nature of the whole architec-
ture, the data are inputted temporarily to one of the three tem-
porary registers reg1, reg2, or reg3 when downward shifting of
the data is suspended temporarily.
A 6-bit internal control counter controls the serial inputting
of the data in the register bank. This counter is enabled by the
assertion of the data_start signal. When the 56th position of the
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control counter by asserting an enable signal Start_count. Once
enabled, the master control counter synchronizes the rest of the
operations as well as the downward shifting of the data in the
input register bank reg(0 to 56).
Eight-Point FFT Units: To construct the 8-point FFT units,
we have chosen the radix-2 DIT 8-point FFT algorithm. As was
pointed out in Section IV-A1 and shown in Fig. 2, in this case,
the butterfly computations are predominantly addition and
subtraction operations. We exploited this fact and implemented
a fully parallel 8-point FFT architecture by exactly following
the flow graph (Fig. 2) using only addition/subtraction and
shift-and-add operations. The internal wordlength of these
units is 16-bit. The computation of an 8-point FFT is carried
out in a single clock cycle.
Multiplier Unit: As stated in Section IV-A2, 49 nontrivial
interdimensional constants are
to be multiplied to the intermediate results coming out from
the first 8-point FFT unit. However, a close observation of
these constants reveals that only nine sets of them are unique.
They are (1,0), (0.995178, 0.097961), (0.980773, 0.195068),
(0.956909, 0.290283), (0.923828, 0.382629), (0.881896,
0.471374), (0.831420, 0.555541), (0.773010, 0.634338),
(0.707092, 0.707092), where, in each set, the first entry cor-
responds to the cosine function (the real part) and the second
one corresponds to the sine function (the imaginary part) in
the expansion of . The entire interdimensional constant
multiplication operation can be carried out using only these
nine sets of constants by appropriate swapping of their real and
imaginary parts and choosing the appropriate sign. However,
the first set of these constants is trivial (1, 0). Thus, in practice,
there are eight sets of nontrivial constants required for carrying
out the interdimensional constant multiplication operation. The
implication is that one requires a storage space for only these
eight sets of constants instead of 49. Thus, compared to the
conventional DIT FFT algorithm, significantly less storage
space in this scheme is needed.
Ontheotherhand,becauseofthefullparallelimplementation
of the first 8-point FFT unit the respective computation can be
carried out in a single clock cycle, which provides a significant
leverage in the overall computation time. However, use of one
complexmultiplier,operatingonceinaclockcycle,needsseven
clockcyclestocompletetheinterdimensionalconstantmultipli-
cation to a full set of data coming out from the first 8-point FFT
unit. Thus, the use of a single complex multiplier effectively re-
sults in a degradation of the speed advantage provided by the
first 8-point FFT unit. To achieve the full speed advantage it
is necessary to use seven complex multipliers operating in par-
allel.Thisapproachwouldresultinanincreasedsiliconareaand
high power consumption, and thus, is not a good choice for the
present purpose.
A simplified design of the multiplier unit can be done by ex-
ploiting the fact that the complex constants to be multiplied are
known a priori. Each of these constants can be realized by de-
composing them as a summation/subtraction based on powers
of 2. This in essence, results in a shift-and-add architecture for
these multiplicative constants. The procedure of multiplication
canbeexplainedasfollows.Ifaninputdata istobemultiplied
with a constant 0.995178 (real part of the first set of the con-
Fig. 5. Circuit diagram of the proposed multiplier.
Fig. 6. Block diagram of the complete multiplier unit.
stant). The constant 0.995178 can be decomposed in terms of
powerof2as withanaccuracyof26-bit.
Thus, with this representation, the multiplication of with this
constanteffectivelyturnsinto an addition/subtractionof a series
of right shifted values of . This is shown in Fig. 5 where the
adder at the end may be a single multiple input adder or may be
a binary-tree structure of a number of adders. Since the amount
of shifts to be introduced to the input are fixed, the shifters
shown in Fig. 5 gets reduced to a simple hard-wired connection.
The circuitry shown inside the dotted rectangle which consists
of the hard-wired shifters and an adder can thus be considered
as a hard-wired representation of the constant to be multiplied.
This approach can be adopted to carry out the entire multipli-
cation operation with limited silicon area and power. For con-
venience, from now on, we will refer to this type of circuitry as
hard-wired constant.
In the final design of the multiplier unit, eight such
hard-wired constant units corresponding to the eight sets of the
interdimensional constants are placed in parallel as shown in
Fig. 6 as Const1,…, Const8. Each of these hard-wired constants
has 16-bit wordlength. The decomposition of these constants
in terms of power of 2 is shown in Table I. The appropriate
results for the complex multiplication can be obtained by
addition/subtraction of the output of each of these hard-wired
constants. Using this arrangement, theoretically, instead of
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TABLE I
REALIZATION OF DIFFERENT CONSTANTS IN TERMS OF POWER OF 2
TABLE II
UTILIZATION OF THE DIFFERENT HARD-WIRED CONSTANTS DURING THE
49 COMPLEX MULTIPLICATION OPERATION
FFT) one needs to spend only eight clock cycles all together to
finish the entire operation. However, in our case, this actually
results in a requirement of 12 clock cycles. The four additional
clock cycles come from the fact that in the case of some of
the multiplication operations, the same hard-wired constant
needs to be reused. Table II shows the utilization of these eight
hard-wired constants for different sets of data arriving from
the first 8-point FFT unit at different time instants. In Table II,
for the purpose of simplicity, we assume that the first set of
data arrives from the 8-point FFT at zeroth time instant. At
different time instants, the hard-wired constants to be used
for the multiplication of the incoming data are indicated by 1,
whereas 0 indicates the unused hard-wired constants. At the
time instant , effectively no multiplication operation is
needed as the zeroth block of data (i.e., 8-point FFT output at
) from the 8-point FFT has to be multiplied by (1, 0)
and therefore, none of the hard-wired constants are used. The
processing of first, third, fifth, and seventh blocks of data (i.e.,
8-point FFT output at and ) requires one clock
cycle each where all hard-wired constants except Const8 are
involved in the multiplication process. On the other hand, the
processing of second and sixth block of data (i.e., 8-point FFT
output at and ) requires two cycles each. This is due
to the fact that Const2, Const4 and Const6 are reused two
times in successive clock cycles for the complex multiplication
operation. For processing the fourth block of data, one needs to
spend four clock cycles as Const4 is reused four times, whereas
Const8 is reused two times. Thus, the data coming out of the
first 8-point FFT block at even time instants has to be kept for
more than one clock cycle until the multiplication of the full set
is completed. A straightforward strategy to do this is to suspend
the operation of the 8-point FFT unit during those clock cycles.
This also implies a suspension of downward shifting of the
data in the input unit for those clock cycles. However, upon
completion of the complex multiplication for the respective set
of 8-point FFT data; the downward shifting of the data in the
input register bank and the 8-point FFT operation resumes once
again.Tokeep thedataflow intact,we haveintroducedthethree
temporary registers (as mentioned earlier) at the input that hold
the incoming data like a FIFO when the downward shifting of
data in the input register bank is temporarily suspended.
To give an impression about the area and power saving, this
hard-wired-constant-basedmultiplierunitiscomparedtoamul-
tiplier unit that consists of eight complex multipliers in par-
allel. To perform this comparison, we synthesize the multiplier
unit described above and a multiplier unit consisting of eight
complex multipliers in IHP 0.25- m BiCMOS technology at
20 MHz operating frequency and 2.5 V supply voltage. The cell
area and theaveragepowerconsumption ofthehard-wired-con-
stant-based multiplier described here are 0.6 mm and 19 mW,
respectively.The same parameters for the multiplier unit having
eight parallel complex multipliers are 1.1 mm and 33 mW,
respectively. Thus, the adopted approach needs approximately
45% less cell area and 42% less power compared to the later
one.
Apart from these eight sets of hard-wired constants, the mul-
tiplier unit also has two 8-to-8 16-bit complex shuffle networks
atitsinputandoutput,respectively,asshowninFig.6.Theinput
shuffle network routes the data from the first 8-point FFT unit
totheappropriatehard-wiredconstants(Const1,…,Const8)and
the output shuffle network maps the multiplied data to the ap-
propriateindexpositionoftheinternalstorageregisterbankCB.
InternalRegisterBank(CB): Theinternalregisterbank(CB)
is of 16-bit wordlength and is used for temporary storage of
the 64 complex data coming from the multiplier unit. Similar
to the input register bank, it has eight hard-wired outputs corre-
sponding to the registers having the positional indices where
. These outputs are directly connected to the
input of the second 8-point FFT unit. Once the register bank of
the CB unit is filled, the data at the th position is shifted to the
th position at every clock cycle, where .
This downward shift essentially means that at every clock cycle
the appropriate data [according to (3)] at the output of the CB
unit gets self-aligned with the input of the second 8-point FFT
unit.Sincethesecond8-pointFFTunitcomputesafullsetofre-
sultsinoneclockcycle,thisdownwardshiftingofdataoccursat
every clock cycle and takes place for the next eight cycles after
the CB register bank is full. Construction-wise, the CB unit is
similar to the input unit except no extra registers and swapping
unit are needed.
OutputUnit: Fortheoutputunit,wefollowthesamestrategy
as with the input unit. In essence, the output unit has a
complementary structure to the input unit. This is shown in
Fig. 7. The output register bank is of length 57. Here, the
th data coming from the second 8-point FFT unit is directly
mapped to the th position of the output register bank (where
) by hard-wired connection. The final output
in serial form is taken from the zeroth position of the output
register as soon as the first data arrives. At every cycle, as490 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 39, NO. 3, MARCH 2004
Fig. 7. Block diagram of the output unit.
the new data arrives from the second 8-point FFT unit at
the th positions of the output register bank, the old data
corresponding to those positions are shifted downwards by
one position and the data output mechanism proceeds in the
same way.
Tocontrolthedataoutputfromtheoutputunit,a6-bitinternal
counter is used. This counter is enabled with the assertion of
the signal data_ind generated by the master control counter and
counts up to 63 until the last output data is available at the serial
output. Additionally, a data_out signal is also generated when
the data_ind signal is asserted. This signal essentially means
that the zeroth position of the output register bank is filled and
valid output data will be available from the next clock cycle.
After assertion, this signal remains in the logic 1 state for the
next 64 cycles.
The output unit shares the mode signal with the input unit.
When the mode signal is in the logic 1 state, the real and imag-
inary parts of the output data are first swapped and then scaled
down by 64 using a 6-bit right shift. The resulting data gives the
result of an IFFT. When the mode signal is 0, the output unit
outputs the data in the FFT mode by keeping the real and imag-
inary parts of the output as they are.
The Control Mechanism: The controller for the overall
architecture is a simple 5-bit binary counter. The counter starts
counting from 0 with the assertion of the signal Start_count
from the input unit, when the 56th position of the input register
bank is filled. At count number 16, the first output data is
available at the zeroth position of the output register bank. At
this point, the data_ind signal is asserted by the control counter
that enables the serial data output mechanism by activating
the output control counter. All required internal computation
is completed and the complete set of output data is stored in
Fig. 8. Synthesized cell area of different constituent blocks of the 64-point
FFT/IFFT processor.
the output register bank when the count of the master control
counter reaches 23. At this point the master control counter is
reset to zero and can be reactivated when the next set of input
data fills the 56th position of the input register bank. However,
in the mean time, the output control counter of the output unit
controls the serial data output mechanism.
V. CHIP DESIGN
A. Design Flow
ThearchitecturewasfirstmodeledinVHDLandfunctionally
verified using Mentor Graphics’ Modelsim simulator. The out-
puts from the VHDL coded architecture are validated against
a standard C-coded FFT routine. According to the specifica-
tion stated in Section I, a clock frequency of 20 MHz is used.
The input data are delivered to the processor in a serial manner.
The latency of the processor is 3.85 s, i.e., 77 clock cycles.
The parallel to parallel (i.e., the basic 64-point FFT compu-
tation, assuming parallel input data and parallel output data)
FFT/IFFT computation requires 1.15 s, i.e., 23 clock cycles.
The throughput rate of the architecture is one complete set of
64-point FFT/IFFT (provided as serial output) in 3.2 s, i.e., 64
cycles. The minimum time interval between two successive sets
of input data (i.e., last data of the previous set and the first data
ofa newset) forwhichthearchitecture showscorrectfunctional
behavior is equal to three clock cycles.
After functional validation, the architecture was synthesized
for IHP 0.25- m three-metal layer BiCMOS technology using
the Synopsys Design Analyzer. The synthesized circuit was
then back-annotated using the Modelsim simulator, showing
the correct functional behavior. The synthesized cell area of the
complete processor is 3.6 mm . The cell area requirement for
the different blocks of the design is shown in Fig. 8 where the
combinedareaofthehard-wiredmultiplierunit,itsinput/output
shuffle network and the internal storage register bank CB is
represented in one block termed as complex_mult unit. The
combined cell area of all the other data shuffling networks
are denoted as shuffle and the area requirement for the master
control counter is denoted as counter in Fig. 8. As expected,
the complex_mult unit consumes the largest cell area.
After synthesis, floor planning and layout were carried out
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Fig. 9. Die photograph of the fabricated 64-point FFT/IFFT processor.
6.8 mm and the complete area including power rings and I/O
pads is 13.5 mm . The processor has 85 I/O pins of which 36
are input pins and 33 are outputs. The rest of the pins are used
for power supply. The die photograph of the fabricated chip is
shown in Fig. 9.
B. Test Strategy
The inherent linear structure of the architecture greatly sim-
plifies the testing of the chip. We adopted the conventional full
scan test for the chip. Existing flip-flops were replaced by scan
flip-flops during the synthesis phase. The complete design con-
tains 7134 scan flip-flops. Test vectors were generated using
the Synopsys test manager. As reported by the Synopsys test
manager, 99% fault coverage has been achieved. To enable the
scan test, two external input pins termed as scan_enable and
scan_in are provided. The output scan_out pin is merged with
the most significant bit of the real component of the output reg-
ister out(56).
C. Measurement Results
The designed FFT/IFFT processor was fabricated in-house
using the IHP 0.25- m BiCMOS process. The chips were pack-
aged in a QFP100 package. Testing was carried out using the
IHP chip tester (HP93000 SoC). For functional tests, precalcu-
lated data vectors were fed to the chip in a continuous manner
and the output was checked while operating the chip at 20 MHz
frequency.Thistestvalidatesthefunctionalbehaviorofthechip.
After the functional test, a test for maximum allowable fre-
quency of operation was carried out. The measurement result
showsthatat2.5Vsupplyvoltagethechipexhibitscorrectfunc-
tional behavior up to 38 MHz. The average power dissipation of
the processor measured over 55 fabricated chips is 84 mW at
2.5 V and 20 MHz clock frequency.
In the second phase, the function of the chip was tested at
lower supply voltage. It was found that the chips operate cor-
rectly down to 1.8 V supply voltage. However, the maximum
allowable frequency in this case is 26 MHz, which still satis-
fies our target frequency. The average power consumption of
the processor at 1.8 V supply voltage at 20 MHz frequency is
41 mW. These figures suggest that the designed processor is a
good candidate for low-power high-speed applications.
In the third phase, the scan test was carried out using the
vector set generated by the Synopsys test manager. This is
done by operating the processor in the scan mode. Vector data
generated by Synopsys test manager are directly translated to
the tester format. In this mode of operation, parallel vectors are
inputted to the processor for three successive cycles (capture
cycles) and in the next cycle, a scan operation is carried out
(scan instance). Each of the scan instances needs 7134 cycles
(the number of flip-flops in the design). During scan operation,
the scan_out pin is compared with the expected value. 416
scan instances are performed with 1657 parallel vectors which
gave a correct result.
D. Main Features and Comparison
The algorithm-to-architecture mapping in the present design
was done with the aim to reduce multiplexing and attendant
global wirings. The strategy of downward shifting of the data in
conjunction with the self-alignment of it to the fixed hard-wired
connections at the input and output register bank effectively re-
duces the multiplexing and global wiring compared to the con-
ventional implementation by a factor of 64 and 8 at the input
and output of the input unit, a factor of 8 at the input and output
of the CB unit and a factor of 8 and 64 at the input and output of
the output unit. This massive reduction of signal multiplexing
and global wiring implies a better utilization of silicon area, re-
ductionofroutingoverhead,andlowerpowerconsumption.The
effectiveness of the algorithm-to-architecture mapping method-
ology adopted here can be better appreciated considering the
following comparison.
In [3] and [19], we proposed a different design of the
64-point FFT processor using the same principal algorithm
presented here. In both cases, the design utilizes only one
8-point FFT processor. The input data to the 8-point FFT
processor and the intermediate results after multiplication with
the interdimensional constants are stored in a single bank of
registers. Binary multipliers were used to carry out the complex
multiplication operations. The synthesized cell areas of both
earlier reported architectures are approximately equivalent to
81 k inverter gates in our in-house technology. Compared to
those designs, the synthesized cell area of the present design
is equivalent to 123 k inverter gates. However, though the
cell area of the present design is about 34% higher than the
previous ones, the real advantage of the present one is visible
on the layout level. The core area of the present implementation
after layout is 6.8 mm , whereas the same parameter for the
referenced designs is approximately 18 mm for the same
technology. Thus, the present architecture exhibits superior
quality of silicon area utilization compared to the referenced
designs even though its cell area is higher.
Apart from the above comparison with our earlier work, the
performance of the processor has been compared with some
commercially available 64-point FFT/IFFT IP cores as well as
fabricated ASIC chips reported in the literature. This is shown
in Tables III and IV. It is evident from Table III that the pro-
posed processor requires the smallest number of clock cycles
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TABLE III
THE PERFORMANCE COMPARISON OF THE PROPOSED FFT/IFFT PROCESSOR
WITH THE COMMERCIALLY AVAILABLE 64-POINT FFT/IFFT IP CORES
TABLE IV
THE PERFORMANCE COMPARISON OF THE PROPOSED DESIGN WITH
AVAILABLE CHIPSETS FOR COMPUTING 64-POINT FFT/IFFT
is expected to be less power hungry than the others. However,
at present, the proposed architecture is not configurable as are
some of the available IP cores since it is designed for a specific
application.
Thesuperiorityoftheproposedprocessorisalsoevidentfrom
TableIVwherethecomparisonwithseveralothercommercially
available and reported ASIC chips is done. This comparison
shows that the proposed processor needs the smallest number of
processingcyclesandsiliconareaandconsumestheleastpower
compared with the others.
VI. CONCLUSION
A novel 64-point FFT/IFFT architecture for high-speed
WLAN systems based on OFDM transmission has been
presented. This architecture is based on a decomposition of
the 64-point FFT into two 8-point FFTs so that the resulting
algorithm-to-architecture mapping is well suited for silicon
implementation. It exhibits numerous attractive features from
a VLSI point of view, which include regularity, modularity,
simple wiring, and high throughput.
A new low-power high-performance 64-point FFT/IFFT chip
forWLANapplicationshasbeensuccessfullydesignedandfab-
ricated based on the architecture described. The chip includes
all necessary interfaces to directly integrate it with the other
datapath elements for an IEEE 802.11a modem or similar ap-
plications. The chip computes a 64-point parallel to parallel
FFT/IFFT in 23 clock cycles, yet only dissipates 41 mW power
at 20 MHz clock frequency and at 1.8 V supply voltage. The
new chip is deemed to result in a considerable reduction in
cost, size, and power dissipation for the existing WLAN sys-
tems.Theworkundertakendemonstrateshowcombininghigher
level system requirements with efficient algorithm-to-architec-
ture mapping strategies can produce efficient silicon solutions
for high-performance WLAN systems.
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