Nonperturbative studies of quantum field theories on noncommutative spaces by Volkholz, Jan
Nonperturbative Studies of Quantum Field
Theories on Noncommutative Spaces
DISSERTATION








Herr Dipl.-Phys. Jan Volkholz
geboren in Schwerin/Meckl.
Präsident der Humboldt-Universität zu Berlin:
Prof. Dr. Dr. h.c. Christoph Markschies
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät I:
Prof. Dr. Christian Limberg
Gutachter:
1. Prof. Dr. M. Müller-Preußker
2. Prof. Dr. D. O’Connor
3. Dr. H. Dorn
eingereicht am: 26. März 2007
Tag der mündlichen Prüfung: 16. November 2007
Abstract
This work deals with three quantum field theories on spaces with noncom-
muting position operators. Noncommutative models occur in the study of
string theories and quantum gravity. They usually elude treatment beyond
the perturbative level. Due to the technique of dimensional reduction, how-
ever, we are able to investigate these theories nonperturbatively. This entails
translating the action functionals into a matrix language, which is suitable
for numerical simulations.
First we explore the λφ4 model on a noncommutative plane. We inves-
tigate the continuum limit at fixed noncommutativity, which is known as
the double scaling limit. Here we focus especially on the fate of the striped
phase, a phase peculiar to the noncommutative version of the regularized λφ4
model. We find no evidence for its existence in the double scaling limit.
Next we examine the U(1) gauge theory on a four-dimensional space-
time, where two spatial directions are noncommutative. We examine the
phase structure and find a new phase with a spontaneously broken transla-
tion symmetry. In addition we demonstrate the existence of a finite double
scaling limit which confirms the renormalizability of the theory. Furthermore
we investigate the dispersion relation of the photon. In the weak coupling
phase our results are consistent with an infrared instability predicted by per-
turbation theory. If the translational symmetry is broken, however, we find
a dispersion relation corresponding to a massless particle.
Finally, we investigate a supersymmetric theory on the fuzzy sphere,
which features scalar neutral bosons and Majorana fermions. The super-
symmetry is exact in the limit of infinitely large matrices. We investigate
the phase structure of the model and find three distinct phases.
Summarizing, we study noncommutative field theories beyond perturba-
tion theory. Moreover, we simulate a supersymmetric theory on the fuzzy
sphere, which might provide an alternative to attempted lattice formulations.
Keywords:
noncommutative geometry, quantum field theories, lattice gauge theories,
matrix models
Zusammenfassung
Diese Arbeit befasst sich mit Quantenfeldtheorien auf nicht-kommutativen
Räumen. Nicht-kommutative Räume zeichnen sich durch nicht-vertauschende
Ortsoperatoren aus. Solche Modelle treten im Zusammenhang mit der String-
theorie und mit der Quantengravitation auf. Ihre nicht-störungstheoretische
Behandlung ist üblicherweise schwierig. Hier untersuchen wir jedoch drei
nicht-kommutative Quantenfeldtheorien nicht-perturbativ, indem wir die Wir-
kungsfunktionale in eine äquivalente Matrixformulierung übersetzen. Dies
geschieht mit Hilfe der Methode der dimensionellen Reduktion. In der Ma-
trixdarstellung kann die jeweilige Theorie dann numerisch behandelt werden.
Als erstes betrachten wir ein regularisiertes λφ4 Modell auf der nicht-
kommutativen Ebene und untersuchen den Kontinuumslimes bei festgehal-
tener Nicht-Kommutativität. Dies wird auch als Doppelskalierungslimes be-
zeichnet. Insbesondere untersuchen wir das Verhalten der gestreiften Phase.
Wir finden keinerlei Hinweise auf die Existenz dieser Phase im Doppelskalie-
rungslimes.
Im Anschluss daran betrachten wir eine vier-dimensionale U(1) Eichtheo-
rie. Hierbei sind zwei der räumlichen Richtungen nicht-kommutativ. Wir un-
tersuchen sowohl die Phasenstruktur als auch den Doppelskalierungslimes. Es
stellt sich heraus, dass neben den Phasen starker und schwacher Kopplung
eine weitere Phase existiert, in welcher die Translationssymmetrie spontan
gebrochen ist (die gebrochene Phase). Dann bestätigen wir die Existenz ei-
nes endlichen Doppelskalierungslimes, und damit die Renormierbarkeit der
Theorie. Weiterhin untersuchen wir die Dispersionsrelation des Photons. In
der Phase mit schwacher Kopplung stimmen unsere Ergebnisse mit störungs-
theoretischen Berechnungen überein, die eine Infrarot-Instabilität vorhersa-
gen. Andererseits finden wir in der gebrochenen Phase die Dispersionsrelati-
on, die einem masselosen Teilchen entspricht.
Als dritte Theorie betrachten wir ein einfaches, in seiner Kontinuumsform
supersymmetrisches Modell, welches auf der „Fuzzy Sphere“ formuliert wird.
Hier wechselwirken neutrale skalare Bosonen mit Majorana-Fermionen. Wir
untersuchen die Phasenstruktur dieses Modells, wobei wir drei unterschied-
liche Phasen finden.
Insgesamt untersucht diese Arbeit nicht-kommutative Quantenfeldtheori-
en nicht-störungstheoretisch. Weiterhin simulieren wir eine supersymmetri-
sche Theorie auf der „Fuzzy Sphere“, die in dieser Hinsicht eine Alternative
zu den Versuchen einer Gitterformulierung darstellt.
iv Summary in German
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Chapter 1
Introduction
One of the earliest subjects of human thought was the study of forms and
figures. This fascination eventually led to the rise of the field of geometry,
still a vibrant and intriguing part of modern mathematics.
An early culmination in this endeavor were Euclid’s (325BC?-265BC?)
“Elements” Euclid [1956]. Euclid and his predecessors built the entire planar
geometry from a set of only five axioms. From these axioms he derived in a
logically sound way the geometry of circles, lines and polygons. His version
of geometry reigned supreme for the next two millennia. It is the canonical
curriculum in schools to this day, for it is based on intuitively comprehensible
and familiar concepts.
The by then dogma of Euclidean geometry was shattered by B. Riemann
(1826-1866) in 1854 Riemann [1854]. He eliminated the “parallel axiom”
from 2000 years before1 and rid geometry of its shackles. Through this he
opened the door to the rich world of Riemannian manifolds. The prize for the
newly gained freedom, however, was a seeming alienation from the familiar
world around us. In the early 20th century, however, it became apparent
that the abstract geometry developed by Riemann was necessary to describe
the world on a large scale Einstein [1915].
The last century gave birth to yet another twist in the evolution of ge-
ometry, noncommutative (NC) geometry. Like in quantum mechanics the
points making up the NC manifold are obtained as eigenvalues from position
operators which act on states of a Hilbert space. In NC geometries, however,
these position operators do not commute.
The first physicist to consider a NC space was probably W. Heisenberg.
When he uncovered the uncertainty relation, embodied by the canonical op-
1The history of overcoming the “parallel axiom” is actually much more complicated
and also involves earlier work by e.g. G. G. Saccheri, C. F. Gauß, J. Bolyai and N. I.




[x̂µ, p̂ν ] = i δµν ,
he discovered that the quantum mechanical phase space is noncommutative.
However, this was merely considered a remarkable side product, and it was
not deemed worth further study in its own right. In any case, a remarkable
connection between NC spaces and physics emerged.
Early attempts to formulate quantum field theories (QFTs) were plagued
by a multitude of problems. Not the least among them was the appearance
of singularities. Here H. S. Snyder used the scheme introduced before by
Heisenberg and tried to apply the NC paradigm to spatial coordinates. In this
way he hoped to cure the apparently fatal infinities. This hope was founded in
the fact that NC coordinates induce a natural cutoff at large momenta Snyder
[1947a,b], Yang [1947]. In light of the success of renormalization schemes,
though, attempts to further develop NC geometries and incorporate them
into physics were mostly abandoned.
This period of slumber ceased in the 1980s when interest in NC geometries
was rising again. During this period a sound and rigid mathematical foun-
dation was built. This formalization was generally led by mathematicians,
and in particular by A. Connes Connes [1994].
In physics, interest in noncommutative quantum field theories (NCQFTs)
reemerged, when the low energy limit of some string theoretic models turned
out to be equivalent to NC field theories Veneziano [1986], Gross and Mende
[1988], Amati et al. [1989]. Since strings are not point-like objects, string the-
ories are inherently nonlocal, just like NC geometries. NC spaces are also used
to investigate different formulations of gravity Connes [1986], Chamsedinne
et al. [1993], Landi and Rovelli [1997].
In this work, however, we are investigating NCQFTs in their own right.
We employ numerical methods in order to study NCQFTs nonperturbatively.
The basics, on which our tools and techniques are founded, will be introduced
in Chapter 2.
In particular we will introduce basic features and concepts of NC space-
times. For technical reasons we will only consider manifolds of even dimen-
sionality. Then we will develop the machinery to handle scalar fields on real
NC spaces RDNC as well as on NC tori TDNC. We will especially rely on Weyl
bases and the star product. Combining these instruments with the Morita
equivalence will enable us to use the technique of dimensional reduction.
This will allow us to rewrite NCQFTs in the language of matrices, which is
2We use natural units ~ = c = 1.
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suitable for numerical simulations. We also discuss UV/IR mixing, a feature
typical for NCQFTs.
Furthermore we will review the foundations for dealing with fields on
a fuzzy sphere. The fuzzy sphere is yet another NC space. It introduces
noncommutativity by identifying the position operators with the angular
momentum operators. Chapter 2 concludes with a short discussion of exper-
imental data related to a possible noncommutativity in our universe. The
bulk of these data stems from astronomical observations and collider exper-
iments.
In Chapter 3 we examine a NC λφ4 QFT of neutral scalar particles on a
plane. First we review the phase structure of the discretized theory, which
features three distinct phases, one more than its commutative counterpart.
This additional phase is the so-called striped phase. Here the translational
symmetry is spontaneously broken and field patterns emerge even in the
ground state. Then we investigate the double scaling limit (DSL). This is a
simultaneous continuum/large volume limit at fixed noncommutativity. We
focus especially on the fate of the striped phase in the DSL.
In Chapter 4 we examine the NC U(1) gauge theory. This theory is put on
a four-dimensional spacetime, where two spatial directions are noncommuta-
tive. This choice was mandated by possible problems, among them a spurious
unitarity due to a noncommutative time. We then examine the phase struc-
ture of the theory. We find, besides the strong and the weak coupling phase,
a new phase, which we denote as the broken phase. It is characterized by a
spontaneously broken translational symmetry. Subsequently the DSL of this
model is investigated. Then results from one-loop perturbative calculations
are succinctly quoted. These results hint at an IR instability of the pure
U(1) NC gauge theory in the weak coupling phase. We investigate these
issues nonperturbatively and gain new insights in this regard.
Chapter 5 deals with a field theory on the fuzzy sphere. The characteristic
trait of this theory is its supersymmetry (SUSY). The SUSY model will again
be formulated as a matrix model. We remark, however, that this formulation
is only supersymmetric in the limit of infinitely large matrices. The bosons
are neutral scalars, while the fermions are of Majorana type. In Chapter 5
we present a first investigation of this model’s phase structure.
In the final Chapter 6 we draw our conclusions.
In the appendices we elaborate on a few technicalities.
Appendix A shows how NC coordinates can effectively result from an ex-
ternal background field. This is demonstrated with the example of a charged
particle in a strong magnetic field.
Appendix B describes technical tools for the algorithm used for simu-
lating NC quantum electrodynamics (QED) in Chapter 4, which speed up
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the simulations considerably. Especially the algorithm for coping with the
contributions from Wilson loops lying in both the NC and the commutative
directions is not straightforward.
Finally Appendix C surveys polarization tensors. These are the matrix
equivalents to the spherical harmonics and form a convenient basis for han-
dling fields on the fuzzy sphere. We review basic properties of polarization
tensors as well as their explicit formulation. Also the formulation of the





In this chapter we are briefly going to introduce noncommutative field theo-
ries. Much more detailed reviews are available, such as Refs. Barbón [2001],
Douglas and Nekrasov [2001], Szabo [2003].
The term “noncommutative (quantum) field theory” refers to a (quan-
tum) field theory which has been put onto a manifold endowed with a non-
commutative geometry. Analogous to quantum mechanics (QM), the real
number coordinates xµ are replaced by Hermitian position operators x̂µ.
Contrary to the usual QM scenario, however, the x̂µ do not commute,
[x̂µ, x̂ν ] = i Θµν(x̂) . (2.1)
Θ is the real and antisymmetric NC tensor. It has the dimension
[Θµν ] = length2. (2.2)
Because of relation (2.1) the concept of points is discarded. Accordingly,
NC geometries are sometimes also called “pointless geometries”. Solid math-
ematical foundations of NC geometries were laid in the 1980s. We refer to
Refs. Connes [1994], Connes and Rieffel [1987], Madore [1999] for further
details.
There are many possibilities to choose Θ(x̂) in Eq. (2.1). The elements
Θµν(x̂) can be thought of as “structure functions”1 of an algebra A. This
algebra A is defined through its generators x̂µ, and its elements are functions
f(x̂µ) satisfying certain constraints. Setting Θµν = 0 recovers the commuta-
tive geometry.
In this work we will focus on three types of NC spaces:
1They are an analogue to the structure constants of Lie groups.
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• the two-dimensional Euclidean space R 2NC,
• the two-dimensional torus T 2NC and
• the two-dimensional fuzzy sphere S 2F,
while also referring to the general D-dimensional case (D even).
In general, the manifolds RDNC and TDNC are obtained by setting Θµν(x̂) =
Θµν ∈ R, which simplifies Eq. (2.1) to
[x̂µ, x̂ν ] = i Θµν , µ, ν ∈ 1 . . . D. (2.3)
If the spectrum of x̂µ, µ ∈ 1 . . . D, covers the real line for each µ, we are
describing a RDNC space. If the D spectra are periodic, the NC torus TDNC is
described instead.
The two-dimensional fuzzy sphere S2F of radius R is the solution of
x̂21 + x̂22 + x̂23 = R2 1̂ (2.4)




L̂µ, µ = 1 . . . 3, (2.5)
where the L̂µ are the three SU(2) angular momentum operators in the spin s
representation, Eq. (2.1) turns into




As long as the spin s representations are finite, the emerging field theory is
captured by a discrete set of variables. We can recover a QFT with infinitely
many degrees of freedom only in the s→∞ limit.
2.1 Classical Fields on the NC Plane
Position operators, eigenvalues and commutation relations
As stated before, on a RDNC space the operator commutation relation is given
by Eq. (2.3). To start with we restrain ourselves to classical scalar fields φ
on a 2D plane. The following arguments hold for fields φ ∈ R and φ ∈ C.
In the two-dimensional case the NC tensor simplifies to
Θ12 = −Θ21 = θ. (2.7)
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This way we have encoded the noncommutativity of the plane in a single
parameter θ and the commutation relation is[
x̂1, x̂2
]
= i θ. (2.8)
The NC plane is also denoted as the Moyal plane.
The eigenvalues xµ of the position operator x̂µ are regarded as the co-
ordinates parametrizing the spacetime. These eigenvalues arise from the
application of the position operators x̂µ onto states living in a Hilbert space
HNC. The space HNC is the “passive arena”, on which the dynamics unfold.
As hinted earlier, the relation (2.3) introduces nonlocality into NC man-
ifolds on length scales of order O(
√
θ). Equivalent to the minimal cells in
QM phase space, there are minimal areas in position space. The coordinate
uncertainties obey
∆x1 ∆x2 ≥ 12 |θ| . (2.9)
The length scale
√
θ provides a physically interesting cutoff, since below this
scale locality and possibly Lorentz invariance are broken. This property pro-
vides the most remarkable deviation in phenomenology from commutative
QFTs, because it should result in deformed dispersion relations at low mo-
menta. This distorted dispersion relation is a quantum effect resulting from
the UV/IR mixing to be described in Section 2.3.
Let us now investigate a simple example in the regular QM operator for-
malism. We consider the wave function ψ(x), which is an element of the
Schwartz space of square integrable function L2(R). This is synonymous to
decreasing sufficiently fast at infinity, meaning that convergence and invert-
ibility of the Fourier transform of ψ(x) are guaranteed. In this example HNC





we see that the choice x̂2 = θ p̂1 yields the desired commutation relation[
x̂1, x̂2
]
= i θ. (2.11)
Consequently we can write
x̂1 ψ(x) = xψ(x) and x̂2 ψ(x) = −i θ ψ′(x) . (2.12)
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which means that the x̂2 operator generates translations in the eigenvalues
of x̂1.
At this point it is convenient to determine the plane wave composition
rule, and for this purpose we return to the general D-dimensional space.












ε(Â+ B̂) + ε
2










is much simplified in our case, since [x̂µ, x̂ν ] ∈ C. This renders all higher
order commutators [x̂σ, [. . . [x̂µ, x̂ν ]]] equal to zero. Applying this leads to
ei pµx̂µei qν x̂ν = e− i2p∧q ei(pµ+qµ)x̂µ , (2.15)
where we have introduced the notation
p ∧ q ≡ pµΘµνqν . (2.16)
Weyl basis, Weyl mapping and Weyl operators
The next step in “taming” the NC world consists of finding a map between
a field φ(x) defined over commuting coordinates x = (x1, x2, . . . , xD) and its
assignedWeyl operator Ŵ [φ], which is an expression in x̂1, x̂2, . . . , x̂D. This is
known as the Weyl mapping. Because x̂µ and xµ are fundamentally different
objects with respect to multiplication, we expect
Ŵ [φ · ϕ] 6= Ŵ [φ] Ŵ [ϕ] . (2.17)
Once this Weyl map is established, we will be able to work much more
intuitively on NC spaces.
Basically, we are going to expand Ŵ [φ] in a basis, which is convenient
to work with. Just like one can choose a basis of generators {T i} to span
a Lie algebra, we look for a basis that spans the operators Ŵ [φ] acting on
HNC. Because the spectrum of the operators x̂µ is continuous, we require an




ikµxµ and φ̃(k) =
∫
dDxφ(x) e−ikµxµ , (2.18)
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we expand Ŵ [φ] in the plane wave operator basis exp(i kµx̂µ), while φ̃(k) are








dDxφ(x) T̂R(x) . (2.20)





spanning all Ŵ [φ], whereas φ(x) gives the components (“coordinates”) of
Ŵ [φ]. The set of Hermitian operators T̂R(x) is called the Weyl basis.
The utility of the Weyl mapping stems from the fact that it associates





= eipµx̂µ . (2.22)
















This expression requires the invertibility of Θ, which is only possible if we de-
mandD to be even. Thus we will implicitly assume thatD is even throughout
this work.
In the commutative limit Θ→ 0 the Weyl map simplifies to
lim
Θ→0
Ŵ [φ] = φ(x̂) . (2.24)
Integration and derivatives in the Weyl formalism
Some of the most common operations performed on functions defined over
R
D are integrations and derivatives. Therefore it is natural to look for their
respective equivalents in the Weyl formalism.
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Introducing the defining properties
[∂̂µ, x̂ν ] ≡ δνµ and [∂̂µ, ∂̂ν ] ≡ 0 (2.25)
for the antihermitian derivative operator ∂̂µ, it is easy to show that
[∂̂ν , eikµx̂
µ ] = ikνeikµx̂
µ
. (2.26)
The operator ∂̂µ only acts on x̂µ, while ∂µ acts only on xµ. Therefore we
obtain
[∂̂µ, T̂R(x)] = −∂µT̂R(x) . (2.27)





dDx (∂µφ(x)) T̂R(x) = Ŵ [∂µφ] , (2.28)
thus providing a sensible concept of derivatives on NC spaces.
Another property of the derivative operators ∂̂µ is that they generate
translations in T̂R(x),
evµ∂̂µ T̂R(x) e−v
ν ∂̂ν = T̂R(x+ v) . (2.29)




























= δ(x− y) . (2.32)
The relation (2.20) provides a map from the space of ordinary functions to







This completes the construction of the bĳective Weyl mapping
function φ(x) ←→ operator Ŵ [φ] . (2.34)
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The star product
We now return to the multiplication problem from Eq. (2.17). In order to
tackle this problem we adapt the notation of the star product3
φ(x) ? ϕ(x) . (2.35)
The defining property of this product is the relation
Ŵ [φ] Ŵ [ϕ] = Ŵ [φ ? ϕ] . (2.36)
The star product is, just like the Weyl operators, noncommutative, but asso-
ciative. From the Weyl plane wave map (2.22) one immediately obtains the
star product of two plane waves
ei pµxµ ? ei qνxν = e− i2p∧q ei(pµ+qµ)xµ . (2.37)
The general form of the star product is obtained from the inverse Weyl map
φ(x) ?ϕ(x) = TrOp
(















µ1ν1 . . .Θµnνn











In Eq. (2.39) one clearly sees that the terms differing from the usual com-
mutative product disappear in the commutative limit Θµν → 0. Thus the
regular multiplication is recovered.
The star product has a few peculiar features. First of all the expression
TrOp
(




dDxφ1(x) ?φ2(x) ? . . . ? φn(x) (2.40)
is invariant under a cyclic permutation of the fields φi(x). Another useful
identity is∫
dDxφ(x) ? ϕ(x) =
∫
dDxφ(x) · ϕ(x) , (2.41)
3The star product is also known under the name Groenewold-Moyal product.
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which can be reproduced by partial integration. This relies again on the fact
that the fields drop sufficiently fast at infinity.
Introducing the star commutator
[φ(x) , ϕ(x)]? ≡ φ(x) ? ϕ(x)− ϕ(x) ? φ(x) , (2.42)
one can write
[xµ, φ(x)]? = i Θµν ∂νφ(x) . (2.43)
It is enlightening to consider the star product of two δ-functions δ(D)(x),
δ(D)(x) ? δ(D)(x) = 1
πD| det(Θ) | for det(Θ) 6= 0. (2.44)
Here we can see that the star product regularizes the usually undefined prod-
uct δ(D)(x) · δ(D)(x). Furthermore this equation shows how the star product
of two point sources is infinitely nonlocal.
This observation can be generalized. If two fields φ(x) and ϕ(x) are
localized in a region of size s
√
‖Θ‖, their star product will spread over a
possibly much larger region
√
‖Θ‖/s Minwalla et al. [2000]. For field theories
this means that very low energy processes may have contributions from high-
energy virtual particles. On the same footing, imposing a UV momentum
cutoff Λ establishes a low momentum cutoff 1/(‖Θ‖ · Λ) as well.
In summary, we are now able to hide the NC geometry of the underlying
space in a deformed algebra of functions defined on a commutative space RD.
We can either
• use regular products in the NC algebra of Weyl operators Ŵ [φ] Ŵ [ϕ]
or
• deform the regular product of functions φ(x) ·ϕ(x) on the commutative
space RD to the star product φ(x) ? ϕ(x).
Differentiation and integration on NC spaces can be handled through Eqs.
(2.28) and (2.31).
2.2 Classical Fields on the NC Torus
In order to eventually simulate NCQFTs, it is necessary to reduce the original
theory to one with a finite number of degrees of freedom. One possibility to
achieve this is to replace the continuous manifold RDNC by the discrete NC
torus.
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The continuous NC torus
The characteristic property of tori is their periodicity along each of their D
directions, i.e. the points x and x + Σν coincide. Σν are the ν = 1 . . . D
translation vectors defining the extent of the torus in each direction ν.
In terms of functions on a torus TDNC, the periodicity can be stated as
φ(x+ Σν) = φ(x) , ν = 1 . . . D. (2.45)
Besides the vectors Σν it is convenient to employ the matrix Σ, which is
defined by
Σ ≡ (Σ1, Σ2, . . . ,ΣD) . (2.46)
Because of the periodicity property of the torus we cannot build on the
general x̂µ operators from Eq. (2.3). Instead we are restricted to use a proper
subalgebra Ẑµ, that fulfills the periodicity requirements. A suitable choice
are the unitary operators





which are invariant under the transformations x̂ν → x̂ν + Σνρ1̂. The Ẑµ
operators generate the Weyl-’t Hooft algebra
ẐµẐν = e−2πi Θ̃µν ẐνẐµ (no summation). (2.48)
Θ̃µν is the dimensionless version of the NC tensor,
Θ̃µν = 2π (Σ−1)µρ Θρσ (Σ−1)νσ. (2.49)
The periodicity of the torus goes along with a discretization of the mo-
mentum space. Precisely, the only possible momenta on the torus TDNC are
kµ = 2π (Σ−1)νµ nν , nν ∈ Z, (2.50)
just like in the case of the commutative torus.
Again it is worthwhile to use the Fourier transformation as a guiding
light for finding a suitable basis T̂T(x) to span the Weyl operators Ŵ [φ]. In














dDxφ(x) e−2πi (Σ−1)νµnνxµ . (2.52)
Following the same reasoning as in the previous section, the Weyl mapping




dDxφ(x) T̂T(x) , (2.53)




















T̂T(x) are periodic field operators,
T̂T(x+ Σν) = T̂T(x) , ν = 1 . . . D. (2.55)
As in the case of RDNC, a derivative operator can be defined. With
[∂̂µ, Ẑν ] = 2πi (Σ−1) νµ Ẑν (2.56)
one finds for T̂T(x) from Eq. (2.54)
[∂̂µ, T̂T(x)] = −∂µT̂T(x) . (2.57)
This relation is the analogue to Eq. (2.27).
The discrete NC torus
On the discrete torus the operators x̂µ are not only periodic, but they are
also restricted to discrete eigenvalues xµ. If they are evenly spaced, their
separation is denoted by4 a.





4For simplicity we consider isotropic lattices only.
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thus the momentum space is compactified to a Brillouin zone −π
a
< kµ ≤ πa .
This also implies invariance under a shift of kµ,
kµ → kµ +
2π
a
δνµ, ν = 1 . . . D, (2.59)




δνµ)x̂µ = eikµx̂µ , ν = 1 . . . D. (2.60)












= 1̂, ν = 1 . . . D. (2.61)
In agreement with the usual constraint for lattice theories — the spectrum of







= 1̂, µ = 1 . . . D, (2.62)
as well as
Θµνkν
2a ∈ Z, µ = 1 . . . D. (2.63)
If this equation is combined with the momentum periodicity of Eq. (2.59),
we see that Θµνπ/a2 is an integer for all µ and ν.
Since the spacetime is now discrete, we replace the derivative operator
defined in Eqs. (2.56) and (2.57) by the shift operator
D̂µ = ea∂̂µ . (2.64)
Application of this operator equals translations in lattice units a (cf. Eq.
(2.29)),
D̂µẐ
νD̂†µ = e2πia (Σ
−1) νµ Ẑν . (2.65)





















−2πi(Σ−1) µρ nµ xρ
)
, (2.66)
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φ(x) T̂Tdis(x) , (2.67)





















which is analogous to Eq. (2.30). Tying all of the above together yields
φ(x) ? ϕ(x) = TrOp
(








e−2i(Θ−1)µν yµzνφ(x+ y)ϕ(x+ z) . (2.71)
Overall we have two equivalent descriptions of a NC discrete torus. Both
have been carried over from the RDNC space. By choosing suitable Weyl bases
T̂T(x) and T̂Tdis(x) on the torus we can now rely on the same formalisms as
before. Thus we can either use the formalism of Weyl operators Ŵ [φ], or we
use functions φ(x) on x ∈ aZD with a deformed product.
2.3 Perturbation Theory and UV/IR Mixing
When investigating NCQFTs in the framework of perturbation theory, a new
effect, called UV/IR mixing occurs. There is no equivalent in the context of
field theories on commutative spacetimes, so this provides a most remarkable
deviation from the commutative field theories. We will explain this effect with
the example of a scalar field theory. In particular, we are going to sketch the
one-loop mass renormalization of the scalar λφ4 model5.
The action of this Euclidean four-dimensional model in the language of



















5This section follows Refs. Szabo [2003], Minwalla et al. [2000].
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Figure 2.1: The one-loop planar (left, figure a.) and nonplanar (right, figure
b.) irreducible Feynman diagrams. They contribute to the two-point function







2 ∂µφ(x) ∂µφ(x) +
m2
2 φ
2(x) + λ4φ(x) ? φ(x) ? φ(x) ? φ(x)
]
(2.73)
in the framework of the star product and fields φ(x) defined on commuting
coordinates. Because of Eq. (2.41) the difference between the NC field theory
and the commutative field theory arises only from the λφ4 interaction term.
In order to investigate the UV/IR mixing in perturbation theory, we
consider the one particle irreducible two-point function




The lowest order term in the perturbative expansion of the above two-point
function Γ(k) is
Γ(0)(k) = k2 +m2. (2.75)
The next order contribution already splits into two parts, the planar one,







p2 +m2 , (2.76)






exp(i p ∧ k)
p2 +m2 . (2.77)
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Note that in perturbation theory the exponential exp(i p ∧ k) |k 6=0 dies out
in the Θµν → ∞ limit due to the rapid oscillations of the phase. Thus we
recover the commutative perturbation theory in the strong NC limit.
The term “planar” comes from the fact that the corresponding diagrams
can be drawn on a plane. For the nonplanar diagrams this is not the case. The
planar contribution (2.76) is relatively easy to handle, since it is proportional
to the perturbative contribution of its commutative field theory equivalent
Minwalla et al. [2000], Filk [1996]. The proportionality constant can be
absorbed in the bare parameters of the theory, thus the planar contributions
can be handled straightforwardly. The commutative theory, in order to carry
out this program, must be renormalizable, of course. Therefore the discussion
of field theories on NC spaces still requires renormalization schemes.
Nonplanar diagrams







If we insert this into Eq. (2.77) and carry out the Gaussian momentum inte-





















Here we have given the D-dimensional version. Kn(x) is the modified Bessel
function of order n. Λ is the momentum cutoff due to multiplying the inte-


















6This is due to the limit limx→0Kn(x) = 2n−1Γ(n)x−n + . . . , n 6= 0.
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Remarkably, this two-point function Γ(1)nonplanar(k) remains finite in the Λ →
∞ limit, because it is effectively regulated by the NC spacetime.
On the other hand, for the commutative limit Θ→ 0 or the infrared limit
k → 0 we can see that Λeff → Λ, so the commutative theory with its UV
divergence is restored. In the infrared limit k → 0, when Λ is taken to be
still finite, we also retrieve the standard mass renormalization


















Finally we have arrived at the complete first order two-point function (up
to first order in perturbation theory). It reads











Limits and UV/IR mixing
Since the first order term in the perturbation expansion of the two-point
function (2.83) is essentially described by the nonplanar contribution (2.80),
we investigate that expression in different limits.
In particular, the UV limit limΛ→∞ Γ(1)nonplanar(k) does not commute with
the IR limit limk→0 Γ(1)nonplanar(k), nor with the commutative limit Θ → 0.
This can be seen in Eq. (2.80), where Λeff from the different limits,
lim
k→0







If we first take the k → 0 limit of Eq. (2.83), yielding





we can go on as usual by subsequently sending the cutoff to infinity. We
obtain e.g. Eq. (2.82).
If the limits are taken the other way around, namely first the UV limit
and subsequently the low momentum limit, the intermediate effective cutoff
(kµ(Θ2)µνkν)−1 causes the result to assume a complicated, nonlocal form.
The crucial observation here is that the renormalized propagator (2.83)
contains a zero momentum pole as well as a logarithmic singularity. There-
fore the IR limit k → 0 and the UV limit Λ → ∞ do not commute. This
20 2 Noncommutative Quantum Field Theories
phenomenon is called UV/IR mixing, and it is a characteristic of NCQFTs.
The pole at k = 0 in the propagator actually arises in the high momentum
regions (cf. left hand side of Eq. (2.85)). This effect from high energy (large
k) dynamics leads to long range correlations in position space for low wave-
length particles Minwalla et al. [2000]. Another consequence is that, unlike in
the commutative case, the correlation functions decay polynomially at weak
coupling λ and provided that Θ is of maximal rank. Minwalla et al. [2000].
In the commutative case the decay for particles with mass m > 0 is generally
exponential.
Roughly speaking, a particle having momentum k can induce effects at a
distance |Θνµkµ|. Therefore the behavior of NCQFTs on distances less than
the NC scale Eq. (2.9) is completely different from commutative QFTs. This
is further discussed in Section 4.2.
2.4 Lattice Formulation and the Morita Equi-
valence
The numerical implementation of the star product is tremendously resource
demanding, since it involves coupling every lattice site to every other site. In
order to ease the CPU effort in numerical simulations, we deploy a technique
known as dimensional reduction based on the so-called Morita equivalence
Connes [1994], Madore [1999], Landi [1997], Gracia-Bondía et al. [2000]. This
equivalence establishes a bĳective correspondence between complex-valued
functions and matrix models.
Thus we rewrite the above discussed technology in terms of matrices.
The Weyl operator formalism on the two-dimensional discrete torus
We finish the discussion of the D-dimensional case now and turn to an ex-
plicit formulation suitable for the two-dimensional NC planes encountered in
Chapters 3 and 4.








The number N here describes the number of lattice sites in each of the
two directions, while a is the lattice spacing. Now the periodic coordinate
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nµ, nµ ∈ Z. (2.90)



















The symbol εµν denotes the totally antisymmetric unit tensor (Levi-Civita
symbol).
Dimensional reduction
The crucial step in formulating NC theories as matrix models, justified by
the Morita equivalence, is to represent the above coordinate operators Ẑµ
and shift operators D̂µ by suitable N × N matrices. For odd N there are
simple building blocks (in the 2D case), which we will employ to construct
the required objects. These building blocks are the so-called twist eaters,
which are denoted by Γ̂1 and Γ̂2.





. . . . . .
. . . 1
1 0
 , (2.94)
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which is called the shift matrix. The other matrix Γ̂2, which is also known









Here we have introduced the twist Z12 ∈ C. It obeys ZN12 = 1 and Z21 = Z∗12.
The twist will show up frequently in Chapter 4.
These Γ̂µ matrices are just one possible (albeit convenient) choice. For
extensions and other possibilities cf. Refs. Ambjørn et al. [2000a, 1999], van
Baal and van Geemen [1986].
In any case, these two unitary matrices fulfill
Γ̂N1 = Γ̂N2 = 1N , N odd, (2.96)
(1N denotes the unit matrix) as well as
Γ̂1Γ̂2 = Z12 Γ̂2Γ̂1 and Γ̂†1Γ̂2 = Z∗12 Γ̂2Γ̂
†
1. (2.97)
The twist eaters Γ̂1 and Γ̂2 in turn allow us to build up the Ẑµ operators
Ẑ1 = (Γ̂2)
N+1
2 and Ẑ2 = (Γ̂†1)
N+1
2 , N odd. (2.98)
Using all the above with the explicit form of the star product (2.71), we




(Ẑ1)n1(Ẑ2)n2e−2πin1n2/Ne−2πinµxµ/N , n1, n2 ∈ Z. (2.99)
From now on we drop the Tdis subscript in the Weyl basis T̂Tdis(x), because
we will only deal with T̂ (x) matrices Morita equivalent to the Weyl basis on
the discrete torus.
The above expression gives a new invertible mapping between some real
function φ(x) and its assigned Hermitian N × N matrix φ̂ in terms of the
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We use the symbol φ̂ now, which is to stress the matrix nature of φ̂ compared
to the previous Weyl operators Ŵ [φ]. The trace TrN here refers to the matrix
trace of N ×N matrices.
The scalar field on the N ×N lattice, which has N2 degrees of freedom,
is now mapped to a single N × N matrix, hence preserving the N2 degrees
of freedom. The two-dimensional torus has been reduced to a single entity,
namely the matrix φ̂. This technique is called dimensional reduction. It
reduces the spacetime on which the field lives, but preserves all degrees of
freedom.
It is convenient to introduce the N ×N unitary matrices Ĵ(n),
Ĵ(n) = (Ẑ1)n1(Ẑ2)n2e−2πin1n2/N , n1, n2 ∈ Z, (2.101)
which fulfill















Similarly, the Ĵ matrices can be used to compactly restate the left side of





φ̃(n) Ĵ(n) . (2.105)
By using the Morita equivalence, we are now able to formulate fields on
a NC lattice in terms of finite N matrices. Also all previous machinery can
be formulated in terms of matrices.
In the following chapters we will apply these results in order to formulate
various field theories on NC lattices. A most wanted effect of reducing fields
on NC spaces into single matrices is that these matrix models are well suited
for numerical simulations.
2.5 Continuum Limits of NC Field Theories
The numerical simulation of field theories necessarily entails some form of
discretization. One possibility for this is the introduction of a spacetime
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lattice. Ultimately, however, one is usually interested in the continuum limit
and the large volume limit of a theory.
In Chapters 3 and 4 we consider spaces involving a NC plane. In the
lattice formulation these are reduced to two-dimensional discrete tori T2NC.




When dealing with lattice field theories on a two-dimensional NC torus
T
2
NC, two different limits are considered in the literature.
The planar limit
The planar limit is characterized by sending N →∞ while keeping the gauge
coupling fixed. The name of this limit is derived from the fact that the
nonplanar diagrams in perturbation theory turn into planar contributions.
From Eq. (2.91) one can see that the limit N →∞ at fixed a corresponds to
sending θ →∞. As can be seen e.g. in Eq. (2.77), the nonplanar perturbative
contributions assume planar characteristics in the planar limit, so on the
perturbative level commutativity is restored. However, since perturbation
theory does not encompass all aspects of the full theory, not all commutative
aspects reemerge.
The double scaling limit
In this work, though, we are mainly interested in a continuum limit of a NC
theory. Thus, as we decrease the lattice spacing a, we simultaneously increase
N such that the NC parameter θ remains fixed. This limit is referred to as
the double scaling limit (DSL). From Eq. (2.91) we find
N ∝ 1
a2
as the necessary condition. The existence of a finite DSL is a necessary
condition for the renormalizability of a NC theory.
2.6 Classical Fields on the Fuzzy Sphere
We are now going to discuss scalar fields φ on the fuzzy sphere S2F. It is
the original and simplest example of a fuzzy space. The fuzzy sphere was
introduced as a NC deformation of the two-dimensional sphere S2 Madore
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[1992]. Fuzzy formulations can be developed for a number of compact even-
dimensional manifolds Balachandran et al. [2005], Nair [2005]. Besides being
used in string theory for the description of brane fluctuations, they also
appear in the research of quantum gravity Chamsedinne and Connes [1997].
A fuzzy space is a sequence of finite-dimensional approximations to the
algebra of functions on a smooth manifold M. For instance, a function φ(x) ∈
C defined over x ∈ S2 can be expanded like




3!φµνρ xµxνxρ+ . . . , µ, ν, ρ . . . = 1, 2, 3.
(2.106)
If there is a cutoff at some large power of x, we obtain a fuzzy space formu-
lation. This formulation can be represented by a finite-dimensional matrix
model. The matrix formulation can also be utilized to carry out numerical
simulations. A decisive difference to spatial lattices is that the fuzzy space
formulations preserve continuum symmetries exactly.
The reformulation of φ(x) as a matrix, which we denote by φ̂, implies
a recasting of all operators, such as coordinate operators (Eq. (2.5)), the
derivative operator ∂̂µ or the Laplace-Beltrami operator ∂̂µ∂̂µ into a finite
matrix representation. In order to do this we stick to the simplest of all
fuzzy spaces, the fuzzy sphere S2F from Eqs. (2.4) and (2.5).
First we reformulate the position operator (2.5). This is straightforward,
since we can simply use the canonical matrix representation of the SU(2)
angular momentum operators L̂µ. Their explicit form is reviewed in Ap-
pendix C. The derivative operators are built from the L̂µ operators as well
Balachandran et al. [2005],
∂̂µ φ̂ = [L̂µ, φ̂]. (2.107)




[L̂µ, [L̂µ, φ̂]]. (2.108)
As stated before, φ̂ here marks the finite matrix equivalent of the continuous
field φ(x). In the theory investigated in Chapter 5, φ(x) represents scalar
neutral bosons. In this case φ̂ is a N ×N Hermitian matrix.
The equivalent of the integral∫
S2
dΩφ(x) (2.109)









We now want to elaborate a little more on the relation between the func-
tion φ(x) and the corresponding matrix φ̂. The spherical harmonics Y lm(x),
which are the eigenfunctions of the angular momentum operators L̂3 and L̂2
in the continuum, form a complete function basis. Thus any function φ(x)






clm Y lm(x) . (2.111)
Similarly, the matrices φ̂ can be expanded in the basis of the polarization
tensors7 Ŷ lm, which are eigenmatrices with respect to the finite N angular
momentum operators L̂3 and L̂2. Thus the expansion in terms of polarization








Note that a matrix size N implies an angular momentum cutoff at L̂2 =
N(N−1). This prescription is not unique, of course. Other bases are possible
as well Balachandran et al. [2005]. In any case, through the coefficients clm
we are able to relate
φ(x) ←→ φ̂. (2.113)
Limits
Here we briefly mention two interesting limits. The first is the planar limit
N → ∞ describing a theory on a commutative spacetime. The other is the
R→∞ limit, which describes a NC plane (at finite N).
In light of Eq. (2.5) one can see, why N →∞ describes a theory in which
the coordinate operators x̂µ commute, since s = N − 1.
The other limit worth considering is R → ∞. Since the curvature of
the sphere approaches zero with increasing radius R, this limit recovers the
two-dimensional plane.
Overall, taking the N → ∞ limit as well as the R → ∞ limit recovers
the two-dimensional commutative plane. It is not clear yet, however, how far
QFT observables on the fuzzy sphere can be extrapolated to these limits.
7A review of basic properties of the polarization tensors as well as their explicit con-
struction can be found in Appendix C.
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2.7 Noncommutativity and Phenomenology
Experimental data related to a possible noncommutativity of nature are
scarce. First there are the so-called gamma ray bursts (GRB) and thresh-
old anomalies observed in astrophysics. GRBs are a means to search for
a distorted dispersion relation of the photon, while threshold anomalies in
the observation of high energy cosmic rays could be explained by a broken
Lorentz invariance. Furthermore, like in the case of the λφ4 perturbation
expansion, a nonvanishing noncommutativity leaves its trace in the terms of
the perturbation series, which in turn could be manifest in particle scattering
experiments. These topics are briefly reviewed now.
Time shift analysis in gamma ray bursts
GRBs are short (0.1 s . . . 100 s) and intense burst of high energy photons
(Eγ > 105 eV). They are the biggest explosions in the universe since the big
bang and are observed about once a day.
GRBs are of extra galactic origin and travel over large distances (about
3 × 109 pc) before arriving on earth. If there were a deformed dispersion
relation (which entails a broken Lorentz invariance), photons emitted in a
GRB would reach the detector with different time spreads depending on their
energy. The long travel makes them particularly sensitive to such distortions.
GRBs cannot be observed directly on earth because they cannot pass
through the atmosphere. Therefore they are usually detected from satellites.
Examples are the “Compton Gamma Ray Observatory” (CGRO) (1991-2000)
with its instrument “Burst and Transient Source Experiment” (BATSE),
the “High Energy Transient Explorer” (HETE) satellite8 (since 2000) or the
“Swift Gamma-Ray Burst Mission” satellite (since 2004).
There are several analyses carried out with the data obtained by these
experiments Amelino-Camelia et al. [1998], Ellis et al. [2006], Boggs et al.
[2004]. Unfortunately, all collaborations have to cope with sparse data and
many systematic errors. Not surprisingly, none of them finds conclusive
evidence for a deformed dispersion relation.
Threshold anomalies
One of the most puzzling phenomena in current astrophysics is the obser-
vation of ultra high energy cosmic rays (UHECR). They contain protons
carrying energies of Ep > 108 TeV.
8This is actually HETE-2. The original HETE satellite was launched successfully into
orbit in 1994 but failed within a day due to lack of solar power.
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The UHECRs are observed by detecting the particle showers resulting
from their interaction with the earth’s atmosphere. These events are rather
difficult to investigate. One expects about one particle of E > 108 TeV per
km2 and century. Therefore the observatories for UHECRs usually cover
quite a large area.
The main experiments devoted to the investigation of UHECRs are the
“Akeno Giant Air Shower Array” (AGASA) experiment, and its successor,
the “Pierre Auger” observatory. AGASA, located in Akeno, Japan, covers an
area of about 100 km2 and consists of 111 detectors on the ground (surface
detectors) and 27 detectors underground absorbers (muon detectors). It was
in operation from 1990 to 2003.
The Pierre Auger observatory is still under construction. The Argentinian
part of the installation is to be finished some time in 2007 and has an area
of about 3000 km2. An installation of similar size is planned in Colorado,
USA. The Auger observatory should be able to deliver much better data and
statistics than its predecessor, the AGASA experiment.
AGASA found in its 14 years of operation about 1000 UHECRs with
E > 107 TeV, including eleven events with E > 108 TeV Shinozaki [2006].
This poses questions regarding the origin and the propagation of these par-
ticles Stecker [2003]. Greisen Greisen [1966] and Zatsepin and Kuzmin Zat-
sepin and Kuzmin [1966] showed that high energy particles, such as protons
traveling through space, should interact with the microwave background ac-
cording to
p+ γ → p+ π. (2.114)
The threshold for this reaction is called Greisen-Zatsepin-Kuzmin (GZK)
threshold. It is about E ≈ 5× 107 TeV Greisen [1966], Zatsepin and Kuzmin
[1966]. This threshold ensures absorption within about 50 Mpc for cosmic




where k is the energy of universal background photons, k ≈ 10−1 eV Protheroe
and Meyer [2000]. The GZK threshold is sensitive to the Lorentz invariance,
so the observation of particles beyond this threshold could be due to a broken
Lorentz invariance. This in turn might be the result of some noncommuta-
tivity in nature.
The AGASA experiment saw an excess of E > 107 TeV particles, thus
somewhat supporting a broken Lorentz invariance. However, these analyses
have to deal with poor statistics as well, so hopefully the Auger observatory
will improve this situation.
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In a similar vein one sees bursts of photons emitted from blazars (highly
active galactic nuclei), such as Markarian 421 or Markarian 501, that have
energies of Eγ ≈ 20 TeV. According to Refs. Nikishov [1961], Goldreich and
Morrison [1963], the dominant absorption process for high-energy γ-rays in
intergalactic space is pair creation through collisions with low energy photons
(microwave background),
γ + γ → e+ + e−. (2.116)
The threshold for this reaction is about Eγ ≈ 1 TeV Greisen [1966],
Stecker and de Jager [1993]. The source Markarian 501 is about 157 Mpc
away from earth, which is much longer than the free path for photons from
the blazar through the IR background radiation photons. Again, for a small
deformation in the Lorentz kinematics these thresholds might be increased,
thus allowing for the observation of such high energy photons Amelino-
Camelia et al. [1998], Coleman and Glashow [1999], Amelino-Camelia and
Piran [2001], Aloisio et al. [2005].
Scattering experiments
We have seen in Section 2.3 how some terms pick up a phase factor exp(i p ∧ k)
in the one-loop expansion (cf. Eq. (2.77)). Similarly, in NCQED e.g. the ex-
traction of the magnetic dipole coupling in the eeγ vertex function picks
up a kinetic phase factor exp(i p ∧ k), where p and k are the electron mo-
menta Hayakawa [2000]. Therefore some NC effects could show up in collider
experiments Hewett et al. [2001], Mathews [2001]. From results of these ex-
periments some bounds on θ could be extracted.
One possible way to detect NC effects is to reconsider the Lamb shift, as
has been done by Chaichian et al. in Ref. Chaichian et al. [2001]. NC effects
in the 2P1/2 → 2S1/2 transition occur already on the tree level and thus
are accessible by NC perturbation theory. Results from collider experiments
allow for an estimate of the NC parameter θ. Chaichian et al. found
θ . (10 TeV)−2. (2.117)
Another limit has been obtained from Aharonov-Bohm effect investiga-
tions in Ref. Falomir et al. [2002]. There Falomir et al. showed how the
holonomy receives a nontrivial kinematic θ-correction that leads to a differ-
ent differential cross section. Essentially they found that differential cross
sections for small angles are suitable for detecting a possible noncommuta-
tivity. When applying their findings to experimental data, they obtained
again the θ bound (2.117).
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A third estimate has been obtained from “clock comparisons” in Ref.
Carroll et al. [2001]. Clock comparisons monitor the difference between two
atomic hyperfine or Zeeman transition frequencies and look for variations as
the earth rotates Prestage et al. [1985], Lamoreaux et al. [1986]. Based on
this technique they obtained once more the result from Eq. (2.117).
Finally we want to cite Ref. Alboteanu et al. [2006], which investigated
what bounds on θ might be obtained from q + q̄ → e+ + e− + γ processes in
future LHC and Tevatron experiments. More precisely, they studied the az-
imuthal dependence of the cross section to be measured in these experiments.
They anticipate bounds of
θ . (1.2 TeV)−2 resp. θ . (1 TeV)−2, (2.118)
where the first number is a bound on the temporal noncommutativity and the
second one refers to spatial noncommutativity. These numbers correspond
to a somewhat larger NC parameter θ than the ones from Eq. (2.117).
All bounds derived from experimental data coincide. If we take Eq.
(2.117) as a basis, the spacetime cells have a linear extent of at most 1.4 ×
10−20 m. Therefore, the NC regime would be barely probable by todays
machines. Thus, none of the authors states to have found evidence for a
nonvanishing noncommutativity θ.
In summary, no conclusive evidence for a noncommutative universe has
been found so far. There are some bounds on θ from collider experiments,
most of which have the drawback of being due to perturbative reasonings,
which often are even limited to the tree level. There are also some hints
at a broken Lorentz invariance from astronomical observations, but overall
noncommutativity has yet to be observed in nature.
Chapter 3
The 2D NC Scalar Theory
3.1 The Action on a NC Spacetime
In the previous chapter we sketched how to deal with a scalar function on
a discrete torus TDNC. In the following we are interested in simulating the
λφ4 model on a two-dimensional NC plane. The action of its commutative,














Here φ(x) is a neutral scalar field, φ ∈ R.
First of all we perform the Wick rotation, thereby transforming the
Minkowski type space into a Euclidean one. The validity of this procedure is
guaranteed by the Osterwalder-Schrader axioms Osterwalder and Schrader
[1972].
Secondly we reformulate the theory on a NC space. This can be achieved




























2 + λ4 φ ? φ ? φ ? φ
]
. (3.3)
As we remarked in Section 2.3, this theory differs from its commutative
equivalent only in the interaction term.
31
32 3 2D Scalar φ4 Theory
The matrix model
Since we want to investigate the model numerically, we replace the underlying
manifold in Eq. (3.3) by the discrete torus T2NC. This lattice formulation
is subsequently translated into the language of matrices via the technique
of dimensional reduction (cf. Section 2.4). Thus we effectively associate a
Hermitian matrix φ̂ with the field φ(x) through the Morita equivalence
φ(x) ←→ φ̂ ∈ MatN×N , φ̂ = φ̂†. (3.4)
The number N refers to the number of lattice points per direction as well
as to the size of the matrix φ̂, since the number of degrees of freedom (N2)
must be identical in either case. The hat notation was chosen in order to
stress the matrix nature of φ̂.
Overall, the Morita equivalence leads to the matrix model
















Here the twist eaters Γ̂µ from Eqs. (2.94) and (2.95) provide a shift by a in
the µ-direction,
Γ̂µφ̂ Γ̂†µ ←→ φ(x+ aµ̂) . (3.6)
The symbol µ̂ refers to the unit vector in the µ-direction. Thus the term
Γ̂µφ̂ Γ̂†µ − φ̂ in Eq. (3.5) is the matrix model’s discretized equivalent of a
derivative.
3.2 The Phase Structure
The NC specific phenomenon of UV/IR mixing leaves its mark on the phase
diagram as well. Compared to the phase diagram of the commutative λφ4
theory, new phenomena occur. In particular the IR singularity gives rise to
new effects. Usually phase transitions are related to modes that minimize
the two-point function Γ(k) (see Eq. (2.74)). Thus in the NC case, at large
λ resp. θ, we would not expect zero modes to drive phase transitions.
The phase structure of the NC λφ4 theory has been investigated by S. S.
Gubser and S. L. Sondhi Gubser and Sondhi [2001], where they have used
an effective action due to S. A. Brazovskii Brazovskii [1975].











Figure 3.1: A sample configuration from the striped phase illustrating a pat-
tern dominated by the condensation of a nonzero mode. This is a configura-
tion from simulations at N = 35. The dotted region refers to φ(x) > 0, while
the blank area represents φ(x) < 0.
The phase structure
At small values of the NC parameter θ, Gubser and Sondhi conjectured an
Ising type phase, at which the expectation value of the scalar field is nonzero1,
〈φ〉 6= 0. This phase will be labeled as the uniform phase. The transition
from the disordered phase to the uniform phase in D = 3 is of second order
Hofheinz [2004], Bietenholz et al. [2004a].
At sufficiently large θ the minimum of the two-point function Γ(p) does
not occur at p = 0 anymore. In this case the dominant low energy configura-
tions are characterized by a spatially varying φ(x), so the symmetry due to
translation invariance is spontaneously broken. This implies a ground state
featuring some nonuniform φ(x) pattern. Such patterns have been observed
in 2D in Refs. Hofheinz [2004], Bietenholz et al. [2004a], Ambjørn and Cat-
terall [2002] and extensively in 3D in Refs. Hofheinz [2004], Bietenholz et al.
[2004a]. In both cases these patterns were manifest as stripes. Therefore
this phase is customarily called the striped phase, even though any periodic
structure may occur. The exact pattern depends on the momenta driving
the phase transition. A typical example configuration in D = 2 from Ref.
Hofheinz [2004] is shown in Fig. 3.1.
Gubser and Sondhi worked with the Brazovskiian form of the action.
1This corresponds to the spontaneous symmetry breaking in a ferromagnet, where a
nonvanishing magnetization can be triggered by an external magnetic field. This persists,
even when the external field has been driven to zero. Typical configurations in this phase
deviate strongly from the rotational symmetry, even when there is no external field at all.
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Figure 3.2: The phase diagram of the NC 2D λφ4 theory on a discrete torus,
as provided by Refs. Hofheinz [2004], Bietenholz et al. [2004a]. There are
three phases: the disordered phase, the striped phase and the uniform phase.
The diagram is shown in the N 32λ – N2m2 plane. This choice is mandated to
obtain stable phase transition lines valid for weak and intermediate coupling
strengths λ.
They suggested a generalization of the reasoning of the Mermin Wagner
theorem Mermin and Wagner [1966], Hohenberg [1967], Coleman [1973]. It
states that a spontaneous breakdown of a continuous symmetry is impossible
in D ≤ 2 local theories. Their generalization extended its applicability to the
Brazovskiian NC λφ4 model, even though it is nonlocal. As mentioned before,
the striped phase with its patterns constitutes a spontaneous breakdown of
a continuous symmetry, namely of the translational invariance. Thus the
considerations by Gubser and Sondhi suggest that the striped phase should
disappear in the continuum limit and might merely be a lattice artifact.
In the third phase, the disordered phase, the relation 〈φ〉 = 0 holds as
well. However, neither translation invariance nor the symmetry
φ(x)→ −φ(x) (3.7)
are broken. In the disordered phase periodic patterns do not occur.
The phase diagram of the theory is plotted in Fig. 3.2 in the N 32λ –
N2m2 plane. It is due to Refs. Hofheinz [2004], Bietenholz et al. [2004a] and
reproduced here for convenience.
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Figure 3.3: The specific heat as a function of m2/
√
λ at strong self-couplings
λ. The behavior changes at about m2/
√
λ = −2, which agrees with the pre-
diction (3.8). These results have been obtained with matrices of the size
N = 15.
Results for the phase structure at large λ values
The phase structure shown in Fig. 3.2 has been obtained at weak and inter-
mediate coupling strengths λ. In the large λ limit, where the kinetic term
becomes negligible, the critical m2c can be computed from 1-matrix consider-
ations Brezin et al. [1978]. The result is
m2c = −2
√
λ for λ→∞. (3.8)
We verified numerically the behavior described by Eq. (3.8). In order to
determine the phase transition in the large λ regime, we measured the specific
heat, which corresponds to the variance of the action in the Monte Carlo
history. This is a well known technique for detecting second order phase
transitions.
The result is shown in Fig. 3.3. We can see that the specific heat changes
its behavior noticeably around m2/
√
λ = −2. This agrees quite well with
the prediction from Eq. (3.8). The same behavior has been observed in Ref.
Garcia Flores et al. [2006], where the λφ4 model was regularized by the fuzzy
sphere S2F. For detailed numerical studies of that model we refer to Refs.
Martin [2004], Panero [2006].





























Figure 3.4: Here we show examples of the two-point function (3.9). One
can clearly see how the function gets more and more flat as m2 approaches
the critical value m2c = −0.861. The flatness of the correlation function is
equivalent to a diverging correlation length. This indicates that the phase
transition from the disordered phase to the striped phase is of second order.
Another feature of NC theories, namely nonexponential correlation functions
at small couplings λ, is clearly displayed. These results were obtained at
N = 15 and λ = 0.29.
3.3 Lattice Spacing and Scaling
In order to study how the theory scales for different matrix sizes N , we









When approaching m2c from above (at fixed N and λ), these correlations
become more and more flat.
In Fig. 3.4 we show some examples of the two-point function (3.9). They
display a feature peculiar to NC spaces, namely a nonexponential decay (cf.
Section 2.3). At low couplings λ this is expected for a λφ4 theory situated
on a NC spacetime Minwalla et al. [2000].
We now investigate, how the difference m2−m2c translates into the lattice
spacing a. We are studying this issue in the disordered phase, since the finite
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size effects are rather harmless in the m2 > m2c regime. First we need to set
a scale. We arbitrarily chose the lattice spacing to be
a = 1 at N = 45. (3.10)
This holds at any fixed coupling λ.
In order to fix the NC parameter θ, we combine the above convention





←→ θ = 14.32. (3.11)
To obtain the DSL, we fine-tune them2 parameter at fixed λ, but different
N such that the two-point functions C(|x|a) coincide when plotted over the
physical distance. The parameters are chosen such that we always remain in
the vicinity of the striped phase. The various values m2scaling obtained from
this tuning in turn allow us to determine the critical exponent σ from
Na2 = N(m2 −m2c)σ. (3.12)
If the striped phase still exists in the DSL, the values for σ should agree for
different N and λ.
In order to determine m2scaling, we chose the matrix sizes N = 13, 15, 19
and 25, because the measurement of the correlation functions C(|x|a), espe-
cially for larger separations |x|a, is very resource demanding. Furthermore
the autocorrelation needs to be overcome. For instance, in the N = 25 case,
in order to obtain 200 well thermalized and decently decorrelated correlation
function data points (at the largest separation |xµ| = 12a), 1.5× 109 config-
urations had to be generated. Of these 5 × 108 were necessary to overcome
thermalization. We tried to apply the overrelaxation procedure suggested by
Ref. Panero [2006], however it proved unsuitable for our model.
In practice we first evaluated a decay atN = 25 and two different λ values,
λ = 0.24 and λ = 0.29. Then we fine-tuned them2 values as described above.
This has been done at N = 13, 15 and 19. The results are shown in Fig.
3.5. Even though we tuned N = 15 for scaling, it might be too close to
N = 19 for determining the critical exponent σ. Thus N = 13 was chosen,
although it is quite small. The precise simulation parameters are listed in
Tab. 3.1. The errors in this table are conservative estimates. Since we take
the N = 25 data as the base for the comparison, we do not attach an error
to these numbers.
With them2scaling values from the tuning, we can now determine the critical
exponent σ in Eq. (3.12). The errors on σ have been obtained by using the
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N = 13 m2 = −0.45
N = 15 m2 = −0.46
N = 19 m2 = −0.47
N = 25 m2 = −0.51
physical length da = d
√






















N = 13 m2 = −0.55
N = 15 m2 = −0.57
N = 19 m2 = −0.58
N = 25 m2 = −0.64
physical length da = d
√






















Figure 3.5: The scaling of the correlation functions at λ = 0.24 (top) and
λ = 0.29 (bottom).
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N = 25 −0.757 −0.51 −0.878 −0.64
N = 19 −0.707 −0.470(5) −0.916 −0.580(5)
N = 15 −0.602 −0.46(1) −0.861 −0.57(1)
N = 13 −0.736 −0.45(1) −0.883 −0.55(1)
Table 3.1: The values of m2scaling and the critical m2c at λ = 0.24 and at
λ = 0.29. The errors are conservative estimates. These values were used to
determine the critical exponent σ from Eq. (3.12), see Tab. 3.2.
λ N = 25, 19 N = 25, 15 N = 25, 13
0.24 −6.64± 3.39 −0.92± 0.12 4.46± 1.06
0.29 0.80± 0.03 2.54± 0.43 1.95± 0.17
Table 3.2: The critical exponents σ. These numbers were obtained by using
the respective N pairs from the top line of this table. The errors are due to
the uncertainties in the m2scaling and computed according to the Gauß error
propagation law. If the striped phase would survive in the DSL, all σ values
(cf. Eq. (3.12)) should agree.
Gaussian error propagation law. The resulting critical exponents σ are listed
in Tab. 3.2.
Since σ in Tab. 3.2 varies strongly and even takes on negative values, we
are tempted to conclude that for the two-dimensional λφ4 theory the striped
phase is merely a lattice artifact. We cannot find a DSL while being in the
vicinity of the striped phase and thus this phase does not seem to survive
the continuum limit. Maybe larger N than ours ought to be considered to
make a definite statement. However, as stated before, this is very resource
demanding, since the correlations at large separations are extremely inert.
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Chapter 4
The 4D U(1) Gauge Theory
4.1 Pure NC U(N) Gauge Theory
In the following we review some properties of unitary NC gauge theories.
Just like in the last chapter, we will work on a Euclidean spacetime.
U(N) and SU(N) groups
In order to investigate NC gauge theories, we consider U(N) gauge fields
Aµ(x) , µ = 1 . . . D on RDNC.
In general, group elements U ∈ U(N) can be represented (in the funda-
mental representation) byN×N unitary matrices. U(N) is aN2-dimensional
Lie group which can be spanned by Hermitian generators T a, a = 1 . . . N2
that fulfill TrN
(
T a T b
)
= δab. These also form a basis for expanding the
unitary gauge field Aµ(x),
Aµ(x) = Aaµ(x)T a. (4.1)
Let us now consider the star unitary U(N) element U(x) on RDNC,
U †(x) ? U(x) = 1N . (4.2)
From Eq. (2.39) one can see how this expression reduces to the conventional
unitarity definition for a vanishing NC tensor Θ→ 0.
If we consider two star unitary U(N) gauge fields U(x) and V (x), we can
see from
(U(x) ? V (x))† = V †(x) ? U †(x) , U(x) , V (x) ∈ U(N) (4.3)
that the star product of two star unitary matrix fields is star unitary again,
U(x) ? V (x) ∈ U(N). Therefore the U(N) group is closed under the star
product.
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We now consider two SU(N) group elements W (x) and X(x). They can
be expanded as in Eq. (4.1), where
TrN(T a) = 0 (4.4)
holds for the SU(N) group. Due to the identity TrN
(
[T a, T b]
)
= 0 the algebra
closes under regular multiplication. If the group multiplication is the star
product, we have







Since we have in general TrN(TaTb + TbTa) 6= 0, the algebra does not close.
Therefore we must conclude that the SU(N) group is not closed under the
star product, W (x) ? X(x) /∈ SU(N).
We are therefore unable to formulate a SU(N) gauge theory on a NC
space1. Thus we will only consider U(N) NC gauge theories in general, and
the U(1) NC gauge theory in particular.
The pure U(1) gauge theory
In order to formulate the NC U(1) gauge theory, it is again convenient to use
the Weyl mapping between the Weyl operators Ŵµ[A] and some functions
Aµ(x) on commuting coordinates but with star product multiplication,
Ŵµ[A] =
∫
dDx T̂R(x)⊗ Aµ(x) . (4.6)
The noncommutativity of the star product implies that even the U(1)
gauge fields do not commute, i.e. Aµ(x) ? Aν(x) 6= Aν(x) ? Aµ(x).
Applying straightforwardly the methods from Chapter 2, we write the
Euclidean action as














The coupling constant is denoted by g.
In the language of the star product the action is
S[A] = 14
∫
dDxTrN(Fµν(x) ? Fµν(x)) , (4.8)
1NC SU(N) gauge theories are still discussed in the literature. There the SU(N) are
embedded into some higher groups Jurco et al. [2001], Carlson et al. [2001], Calmet et al.
[2002].
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with the field strength tensor
Fµν = ∂µAν − ∂νAµ + ig[Aµ, Aν ]?. (4.9)
The NC U(1) gauge theory therefore is a Yang-Mills theory. It shares
some properties with other nonabelian theories, e.g. a negative β-function.
In fact, the one-loop β-function after renormalization can be computed as












Λ denotes the momentum cutoff. We see that even the NC U(1) gauge theory
is asymptotically free; the effective coupling decreases at very short distances.
It is also conjectured that the NC photons form bound states Fatollahi
and Jafari [2003], similarly to glueballs in Quantum Chromodynamics.
4.2 Observables and Star Gauge Invariance
Star gauge invariance
The defining feature of a U(N) gauge theory is its invariance under a U(N)
transformation of the field(s). For this purpose we introduce a U(N) field
G(x). In the language of Weyl operators the unitarity is expressed as
Ŵ [G] Ŵ†[G] = Ŵ†[G] Ŵ [G] = 1̂⊗ 1N , (4.11)
while the corresponding expression in the language of the star product is
G(x) ? G†(x) = G†(x) ? G(x) = 1N . (4.12)
From the expression (4.7) one can see that the action is invariant under





We can express this symmetry with the star product as
Aµ(x)→ G(x) ? Aµ(x) ? G†(x) + iG(x) ? ∂µG†(x) , (4.14)
where G(x) is now a star unitary matrix field.
Summarizing, the gauge transformation formalism can readily be trans-
lated to the NC world. A NC U(N) gauge theory is a theory invariant under
the U(N) star gauge transformation (4.14).
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Star gauge invariant observables
To investigate star gauge invariant observables, we first consider some arbi-
trary smooth contour Cv connecting two points x and x+ v. The contour Cv
is parametrized by t ∈ [0, 1], ξ(t) : [0, 1]→ RD with ξ(0) = 0 and ξ(1) = v.
The parallel transporter U over the contour Cv is given by








In this formula P̂ is the path ordering operator. The function exp? is to
be understood such that in the Taylor expansion the regular products are
replaced by the star product. U(x, Cv) is a N × N star unitary matrix. It
transforms under the star gauge transformation as
U(x, Cv)→ G(x) ? U(x, Cv) ? G†(x+ v) . (4.16)
It is worth pointing out again that plane waves eikµxµ generate translations
on a NC spacetime
φ(x+ v) = eikµxµ ? φ(x) ? e−ikρxρ , kµ = (Θ−1)µνvν , (4.17)
where Θ has to be invertible. This property can be derived from
eikµxµ ? eipνxν ? e−ikρxρ = ei pµ(xµ+Θµνkν), (4.18)
which in turn is a consequence of the star unitarity of plane waves and Eq.
(2.15). From this expression one can see that the translation group is a
subgroup of the star gauge group (for a NC gauge theory).
Having now defined the NC parallel transporter, we can associate any





U(x, Cv) ? eikµxµ
)
. (4.19)
The star gauge invariance follows from Eqs. (4.14), (4.17) and the cyclicity
of the trace over the star product.
There is a decisive difference to commutative gauge theories. In commu-
tative gauge theories only closed contours make gauge invariant observables.
In the NC case, however, even open contours correspond to gauge invariant
observables. We will call these open contour observables Polyakov lines.
Since momentum operators induce translation, it is natural to associate
the line parameter k in Eq. (4.17) with a momentum. In fact, k gives the
total momentum of the observable O(Cv). This peculiarity is closely related
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to the UV/IR mixing introduced in Section 2.3. If the momentum compo-
nent kµ increases, the length of the associated contour in the ν-direction
increases proportionally to Θµνkµ. In the commutative limit Θ→ 0 we have
v → 0, so no gauge invariant observable is associated with open lines in the
commutative space.
Of course, we can employ Eq. (4.19) in the case of closed contours C0,
too. They are associated with a vanishing momentum, exp(ikµxµ) = 1.
Therefore the dynamics of the closed Wilson loops is much more restricted
when compared to the commutative case. For the commutative limit Θ→ 0
we gain the freedom to plug any function φ(x) into the kernel of (4.19), since
the total momentum of a commutative closed Wilson loop is unrestricted.
If we choose φ(x) to be a δ-function at some specific spacetime point x, we
recover the usual gauge invariant Wilson loop of gauge theories.
A remarkable property of the closed NC Wilson loops is that they are
complex valued. This is due to the broken parity on a NC space, caused by
the NC tensor Θ.
4.3 Lattice Gauge Theories and the Twisted
Eguchi-Kawai Model
The Eguchi-Kawai equivalence
In 1982 T. Eguchi and H. Kawai conjectured that commutative (Euclidean)
U(N) and SU(N) lattice gauge theories in the large N limit would be equiva-
lent to their dimensionally reduced (D = 0) model Eguchi and Kawai [1982].
The reduced model, called the Eguchi-Kawai (EK) model, is obtained by re-
placing all U(N) (resp. SU(N)) matrix link variables lying in the µ-direction
with one unitary N ×N matrix Uµ.
The Eguchi-Kawai model has the action











, µ, ν = 1 . . . D (4.20)
with β = 1
g2
. (4.21)
If the UD(1) center symmetry is not spontaneously broken, the above theory
obeys the same Schwinger-Dyson equations as the U(N) lattice gauge theory
(for N →∞), thus it obeys the same relations as Wilson loops on the lattice.
This UD(1) symmetry is unbroken for D = 2. However, for D > 2 the Eguchi
Kawai equivalence does not hold anymore in general. It is valid in the strong
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coupling sector only, since there the UD(1) symmetry is unbroken Bhanot
et al. [1982].
The twisted Eguchi-Kawai model
Shortly afterward A. González-Arroyo and M. Okawa found a way around
this restriction by replacing periodic boundary conditions with twisted bound-
ary conditions González-Arroyo and Okawa [1983]. The twisted boundary
conditions significantly alter the model’s behavior at weak coupling by pre-
venting the UD(1) symmetry breaking.
The first step in constructing the twisted Eguchi-Kawai (TEK) model
consists of transforming the lattice link variables in the Wilson gauge action









Uµ(x)→ Zµ(x) Uµ(x) , Zµ(x) ∈ ZN . (4.23)
This transformation leaves the integration measure invariant. Carrying
out this procedure yields





Uµ(x) Uν(x+ aµ̂) U †µ(x+ aν̂) U †ν(x)
)
. (4.24)
This expression differs from Eq. (4.22) only in the twist Zµν , which we have
encountered before in Section 2.4. If we now apply the Eguchi-Kawai equi-
valence to the twisted Wilson action, we arrive at the TEK model with the
action











, Zµν ∈ ZN . (4.25)
The twist Zµν can be described by an integer valued D ×D antisymmetric
matrix nµν , resulting in
Zµν = Z∗νµ = e2πinµν/N , nµν ∈ Z. (4.26)
The Eguchi-Kawai equivalence also allows translating arbitrary shapes on
the lattice into their matrix model equivalent. If we e.g. consider an I × J
Wilson loop in the µ-ν plane, denoted by W (I×J)µν , we find the matrix model
equivalent
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In Ref. González-Arroyo and Korthals Altes [1983] it is shown that the TEK
model (4.25) is again equivalent to commutative U(N) and SU(N) lattice
models in the N → ∞ limit. Due to the previously mentioned improved
symmetry properties this equivalence extends to gauge theories with D > 2
at weak coupling.
Since the D = 2 case could be handled with the EK model already, there
seemed to be little value in considering a two-dimensional TEK model. This
was even more true since D. J. Gross and E. Witten had succeeded in solving
the 2D U(N) and SU(N) lattice gauge theories in the planar large N limit
analytically Gross and Witten [1980].
The TEK model as a NC U(n) gauge theory
The missing incentive was provided by the insight that the TEK model (4.25)
is not only related to commutative lattice gauge theories. In Ref. Aoki et al.
[2000] H. Aoki et al. showed that TEK models at N → ∞ are equivalent
to NC U(n) , n = 1, 2, . . . gauge theories on infinite lattices as well2. They
embedded the (dynamically generated) coordinates and momenta of the TEK
model into matrices. These matrices are Morita equivalent to functions of
commuting coordinates. However, upon the mapping the product transforms
into the star product, while the trace turns into integrals, just like in the Weyl
mapping. In the end one recovers the action (4.8).
Later on Refs. Ambjørn et al. [2000a, 1999, 2000b] showed that even the
TEK model with finite matrices could be interpreted as a NC U(n) lattice
gauge theory.
We now consider the most elementary scenario, namely a two-dimension-
al U(1) gauge theory. Translating the pure lattice (T2NC) gauge theory with















where D̂µ is the shift operator from Eq. (2.65). If we now apply the technique















Here the shifts between the lattice sites are implemented by employing the
twist eaters Γ̂µ from Eqs. (2.94) and (2.95). The Weyl operators Ŵµ[U ] have
2In the following n is to refer to the rank of the gauge group U(n), while N refers to
the size of the Uµ unitary matrices in the reduced model.
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become unitary N × N matrices Ûµ. Since the twist eaters obey the Weyl-
’t Hooft commutation relation (2.97), we can upon redefinition of the “gauge
fields” Ûµ
V̂µ = ÛµΓ̂µ, µ = 1, 2 (4.30)
express Eq. (4.29) as












This is again the TEK model from Eq. (4.25).
In summary, the TEK model has a very rich structure. It can represent
commutative U(N) and SU(N) lattice gauge theories in the planar limit
N → ∞. However, it is also equivalent to NC U(n) lattice gauge theories,
both for finite and infinite N .
4.4 NC 4D U(1) Gauge Theory
We now want to describe the four-dimensional theory we have actually sim-
ulated. The underlying manifold is a hybrid of two NC directions and two
commutative directions. We still work on a Euclidean manifold. Not choos-
ing all directions to be noncommutative avoids conceptual difficulties such
as a spurious unitarity or broken causality due to a NC time Bahns et al.
[2002]. We chose a two-dimensional NC subspace, since we require the NC
tensor Θ to be invertible. In our convention the 1- and 2-directions form a
NC plane, while the 3- and 4-directions are commutative. x4 represents the
(Euclidean) time.
This means that the NC tensor Θ, which we still assume to be constant
across the spacetime, can be condensed to one NC parameter θ,
Θ12 = −Θ21 = θ, all other Θµν = 0. (4.31)
The construction of the 4D manifold
In practice we use a 2D commutative and discrete torus T2 to represent the
3-4 plane. Both directions have an extent of La, where a is again the lattice
spacing.
We now need to add the missing degrees of freedom from a 4D NC gauge
theory. This is achieved by attaching four unitary N ×N matrices V̂µ, µ =
1 . . . 4 to each point (x3, x4). Due to the equivalence of the TEK model to
a NC N × N lattice gauge theory, each unitary matrix V̂µ can represent a
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U(1) gauge field on a NC plane. In our case this lattice constitutes a 2D NC
discrete torus as described in Section 2.2, hence the NC parameter is given
by Eq. (2.91).
We want to repeat that the previously developed NC machinery only
works for odd N (cf. Section 2.4). Often one strives for lattices with equal
extent in each direction. Here we chose L = N ± 1, such that L is a multiple
of 4 (cf. Tab. 4.1). For sufficiently big N and L this difference becomes
negligible. We chose L this way in order to parallelize the simulations more
easily. In our simulations we divided the commutative plane into 8 patches,
and thus simulated on 8 processors.
Because we attach V̂µ to each point (x3, x4), we are dealing with a field
theory on a four-dimensional discrete manifold,
Uµ(x1, x2, x3, x4) ←→ V̂µ(x3, x4) . (4.32)
The star product maps to the matrix product,
Uµ(x1, x2, x3, x4)?Uν(x1, x2, x3, x4) ←→ V̂µ(x3, x4) V̂ν(x3, x4) . (4.33)
Translation on our hybrid world is handled by
Uµ
(
x1 +ma 1̂, x2 + n a 2̂, x3, x4
)
←→ Γ̂2n Γ̂1m V̂µ(x3, x4) Γ̂†1m Γ̂†2n,
Uµ
(








where µ̂ is again the unit vector in the µ-direction. Summation over the NC













The action of the matrix model
Constructing the 4D manifold from both a NC and a commutative plane
naturally splits the action into three different parts,
S = SNC + Smixed + Scomm. (4.36)
As we have seen in Section 4.3, the contribution of the action SNC of






V̂1(x3, x4) V̂2(x3, x4) V̂ †1 (x3, x4) V̂ †2 (x3, x4)
)
+c.c.
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(4.37)
In the numerical simulations the twist was set to
Z12 = Z∗21 = exp
(
πi (N + 1)
N
)
, N odd. (4.38)
The contribution Smixed arises from the loops lying partially in the NC










V̂µ(x3, x4) V̂ν(x3, x4) (4.39)
V̂ †µ ((x3, x4) + aν̂) V̂ †ν (x3, x4)
)
+ c.c.








x3 + a3̂, x4
)
(4.40)
V̂ †3 (x3, x4 + a4̂)V̂ †4 (x3, x4)
)
+ c.c.
Symmetries in the matrix model
The symmetry that the action of a U(1) gauge theory should first and fore-
most respect, is of course the U(1) symmetry. The U(1) gauge transformation
leaving the action invariant is given by
V̂µ(x3, x4)→
 Ĝ(x3, x4) V̂µ(x3, x4) Ĝ†(x3, x4) for µ = 1, 2,Ĝ(x3, x4) V̂µ(x3, x4) Ĝ†((x3, x4) + aµ̂) for µ = 3, 4. (4.41)
Remembering from Section 4.3 that the Eguchi-Kawai equivalence holds
only for an unbroken U2(1) symmetry, it is worth keeping an eye on this
particular symmetry. A U2(1) transformation of the V̂µ(x3, x4) fields is given
by the global phase shift
V̂µ(x3, x4)→ eiαµV̂µ(x3, x4) , µ = 1, 2, (4.42)
where the αµ are arbitrary phases. We will see below that this symmetry is
respected only at strong and weak coupling.
Remember from Section 4.2 that the translation group is a subgroup of
the U(1) gauge group. In fact, in this model the translational group (in
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the NC directions) is a subgroup of U2(1) (up to a star gauge transforma-
tion) Bietenholz et al. [2004b]. In case of a spontaneously broken translation
invariance, momentum conservation is spontaneously broken, too.
The order parameter for this symmetry is the Polyakov line Pµ,l, which
will be presented in Eq. (4.51). An expectation value 〈|Pµ,l|〉 well above zero
indicates a broken U2(1) symmetry.
From the specific setup of our 4D model, a mix of NC and commutative
lattices, we see that the theory is invariant under the exchange of the two
commutative directions 3 and 4. Furthermore it is invariant under V̂1(x3, x4) → V̂2(x3, x4)V̂2(x3, x4) → V̂ †1 (x3, x4) . (4.43)
Observables in the matrix model
As we have seen in Section 4.2, in NC U(N) gauge theories open and closed
contours are associated with star gauge invariant observables.
We first consider the closed I × J Wilson loops lying in the µ-ν plane,
denoted by W (I×J)µν . The symbol Wµν represents the 1× 1 Wilson plaquette.
In order to discuss Wilson loops, it is convenient to introduce the parallel
transporter
V̂µ(x3, x4, n) ≡ V̂µ(x3, x4) V̂µ((x3, x4) + aµ̂) (4.44)
. . . V̂µ((x3, x4) + (n− 1)aµ̂) .
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From these expressions we see that I × I square Wilson loops obey
W (I×I)µν = (W (I×I)νµ )∗, µ, ν = 1 . . . 4. (4.48)
In the following we will focus on square shaped Wilson loops, since it was
found in numerical simulations inD = 2 that these converge the fastest Gross
and Witten [1980].
From the symmetries of the action one can infer that all four mixedWilson
loops have the same real expectation value,
〈W1ν〉 = 〈W2ν〉 ∈ R, ν = 3, 4. (4.49)
The commutative Wilson loops are always real,
W34 ∈ R. (4.50)
As we have seen, a closed contour on a NC spacetime does not carry any
momentum. This corresponds to the fact that W (I×I)µν is invariant under a
U2(1) transformation.
In the same manner as above we can build any (closed) contour on our
4D lattice.
On the NC lattice open contours make good (star gauge invariant) ob-











, µ = 1, 2. (4.51)
The Polyakov lines Pµ,l carry a momentum with the absolute value Bi-






2 for even l,
l+N
2 for odd l.
(4.52)
We see that the lowest momenta p are associated with Pµ,2, Pµ,4, Pµ,6 . . .,
which is an effect of the twisted boundary conditions. The Polyakov lines
Pµ,l with odd l carry a momentum of the cutoff order, so they do not couple
to excitations surviving in the continuum limit. Therefore we focus on the
Pµ,l with even l.
We have hinted before that Pµ,l serves as an order parameter. It detects
the spontaneous breaking of the U2(1) symmetry, cf. Eq. (4.42).



























Figure 4.1: The normalized action S̄ from Eq. (4.53) as a function of β. The
dotted lines show the prediction for the strong coupling limit, S̄strong = β,
resp. the weak coupling limit prediction, S̄weak = 1− 1/(8β). They are due to
strong and weak coupling expansions. The numerical results were obtained at
N = 25 and N = 35.
4.5 The Phase Diagram
The strong, intermediate and weak coupling phases
The first step in investigating the lattice model (4.36) is to determine its
phase structure. To this end we measure the normalized action
S̄ = − 112N2β 〈S〉 (4.53)
as a function of β = 1/g2 (see Eq. (4.21)). S denotes the lattice action (4.36).
The result is shown in Fig. 4.1. We can see that the measurements of




8β and S̄strong = β. (4.54)
We also found a new phase at intermediate coupling, which we call the
broken phase. It is characterized by a spontaneously broken U2(1) symmetry.
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N = 35, decr. β
N = 35, incr. β
N = 25, decr. β
N = 25, incr. β
N = 15, decr. β
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Figure 4.2: The order parameters 〈|Pµ,2|〉 (top) and 〈|Pµ,4|〉 (bottom) for
N = 15, 25 and 35. Regardless of N the transition between the strong coupling
and the broken phase occurs at about β ≈ 0.35. The transition between the
broken phase and the weak coupling phase is N-dependent. It is characterized
by a hysteresis typical for a first order transition, since the transition point
depends on whether β increases or decreases.
4.5 The Phase Diagram 55
The U2(1) group contains the translational group as a subgroup. This causes
the translational invariance and momentum conservation to be spontaneously
broken. The order parameter signaling the spontaneous breaking of the U2(1)
symmetry is the Polyakov line Pµ,l from Eq. (4.51). A value of 〈|Pµ,l|〉 well
larger than zero indicates the broken symmetry.
In Fig. 4.2 we plot this expectation value for Polyakov lines with length
l = 2 and l = 4 in dependence of β. Since the results for 〈|P1,l|〉 and 〈|P2,l|〉
are the same3 within errors, we plot the average of both directions in order
to increase statistics.
For Polyakov lines of odd length l, on the other hand, the spontaneous
symmetry breaking is barely visible; the values of 〈|Pµ,l|〉 are close to zero. In
the broken phase the U(1)2 symmetry is broken down to a (Z2)2 symmetry.
That the symmetry is restored for large β values as well as for small β
values can be understood from the weak coupling expansion resp. the strong
coupling expansion.
The phase transitions
We found that the phase transition from the strong coupling phase to the
broken phase always occurs at β ≈ 0.35. This phase transition is independent
of the matrix sizeN , as can be seen in Figs. 4.1 and 4.2. Simulations of similar
models found that this phase transition is of first order González-Arroyo and
Okawa [1983], Creutz [1981].
From Fig. 4.2 one can see that the transition from the broken phase to the
weak coupling phase shows a hysteresis. The β value at which the transition
occurs, clearly depends on whether β is increased or decreased. Due to the
hysteresis behavior this transition must be of first order.
We want to label that critical β-value by βc. To be precise, βc is to refer
to the lower of the two β-values. Our simulations found βc to be compatible
with
βc ∝ N2. (4.55)
The corresponding fits for the critical β are shown in Fig. 4.3.
A consequence is that one ends up in the broken phase for the planar
limit (N → ∞ at fixed β), provided β > 0.35. In the planar limit the NC
parameter θ goes to infinity. In perturbation theory around the trivial point
this means that commutativity is restored. This is not necessarily true in
the present case of spontaneous symmetry breaking, though Bietenholz et al.
[2004b].
3If the U2(1) symmetry were only broken down to U(1), |P1,l| and |P2,l| would be very
different for a typical configuration. We observe, however, that this is not the case.
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Figure 4.3: This plot shows schematically the phase structure of the theory
in the N-β plane. At low β we are always in the strong coupling phase. As
β increases, a new phase, the broken phase, appears. If β is increased even
further, the weak coupling phase is reached. Since there is a hysteresis, we
show the fits for both critical lines.
4.6 The Double Scaling Limit
In order to extract physical information from numerical simulations of QFTs,
it is necessary to investigate the continuum limit of the theory. Here we are
interested in the continuum limit at a fixed NC parameter θ. As discussed
in Section 2.5, the limit providing just that is the DSL. The existence of a
finite DSL is required for the renormalizability of the theory.
The strategy for investigating a possible DSL was to fine-tune β at differ-
ent matrix sizes N so that the observables, such as Wilson loops of different
sizes, coincide over physical areas. For the fine-tuning we concentrated at
first on the decay of the square Wilson loops over their physical side length Ia
in the commutative directions, since they show the strongest decay. Because
of this feature they are the most suitable Wilson loops for searching for an
overlap at different matrix sizes N . In Tab. 4.1 we show the parameters at
which we found the best scaling of several observables over the range from
N = 25 up to N = 65.
Tab. 4.1 gives the lattice spacing for each (N, β) set. These spacings refer







Table 4.1: At these parameters we found the best scaling of various observ-
ables over the range N = 25 up to N = 65.
to an arbitrary scale, where
a = 1 at N = 45 and β = 1.5. (4.56)




The scaling of the Wilson loops in the commutative directions
We have used the Wilson loops lying in the commutative plane for tuning β
at the various N such that the scaling is optimal. With the parameters from
Tab. 4.1 we obtained the expectation values 〈W (I×I)34 〉 shown in Fig. 4.4.
We can see that the scaling up to physical lengths of about 10 is excellent
for all considered matrix sizes N . Even for larger Wilson loops the scaling
becomes good for increasing matrix sizes N . This is in agreement with the
expectation that for large lattice resp. matrix sizes finite size effects become
negligible.
The vertical axis in Fig. 4.4 is logarithmic. When the expectation value
of the I×I Wilson loops is plotted against the length Ia, one notices a linear
behavior. Therefore we conclude that the Wilson loops lying completely in
the commutative plane obey a perimeter law. Thus in this phase the theory
is nonconfining in the commutative directions.
The fine-tuning of the scaling for one observable is a first hint that a DSL
might actually exist for this theory. We now investigate other observables in
order to see whether the DSL is really viable.
The scaling of the Wilson loops in the NC directions
As we have seen in Eqs. (4.49) and (4.50), only the Wilson loops lying in
the NC plane are truly complex. We are going to look at the real part, the
absolute value and the phase of these Wilson loops.
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N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20
























Figure 4.4: The double scaling of the square Wilson loops lying in the com-
mutative plane. The horizontal axis shows the side length of the Wilson loop
in physical units as defined in Eq. (4.56).
In Fig. 4.5 we show the real part of the Wilson loops lying in the NC plane.
The simulations were again run with the parameters from Tab. 4.1. We can
see that the scaling is excellent. The only exception one could possibly find
are a few N = 25 data points. However, the DSL is an asymptotic limit, so
we only require the scaling to set in at large N . This is indeed confirmed by
our results.
The upper plot in Fig. 4.5 shows another feature of gauge theories on
NC spaces as well. The real part first decreases steeply, passes through zero
and then begins to oscillate around zero. This oscillation is damped and
eventually ceases to exist.
The bottom plot in Fig. 4.5 shows that the decay of Re 〈W (I×I)12 〉 is expo-
nential at small surrounded areas (Ia)2. Since this behavior occurs at small
(Ia)2 only, we cannot infer confinement in the NC directions in general,
though.
Apart from this, the real part of Wilson loops lying in the NC plane
displays an oscillating dependence at larger sizes. Such oscillations have
already been observed in the 2D NC U(1) gauge theory Bietenholz et al.
[2002]. Since this feature persists even in the 2+2-dimensional version of the
model, we see that the mixing of the NC and the commutative directions
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N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20






























N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20

























Figure 4.5: Both plots show the real part of the square Wilson loops lying
in the NC plane. The horizontal axis is the area in physical units (Ia)2.
The lower plot is a zoom into the small area region. In this regime of low
areas one can observe a linear behavior indicating an area law. As the area
increases the area law gives way to oscillations. In any case, the data at
different matrix sizes N scale very well.
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N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20

























N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20






























Figure 4.6: The upper plot shows the absolute values of the NC Wilson loops
in dependence of the physical area (Ia)2. We see that their expectation values
scale decently, at least for large N . In the bottom plot the phase of the NC
Wilson loops is shown. Its behavior is reminiscent of the U(1) gauge theory
on a NC plane. For small areas (Ia)2 we see an oscillating behavior, which
then gives way to a linear rise. This linear behavior is reminiscent of the
Aharonov-Bohm effect.
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does not alter this property qualitatively.
Other instructive observables derived from the NC Wilson loops are their
absolute values and their phases. In the upper plot of Fig. 4.6 we show
the absolute values of the NC Wilson loops in dependence of the physical
area (Ia)2. We can see again that the data follow an area law in the NC
directions. The scaling of these values improves significantly as the matrix
size N increases.
The bottom plot of Fig. 4.6 displays the phase of the NC Wilson loops in
dependence of their physical area (Ia)2. Again we can see that the scaling
improves as the matrix size N increases. We also note that this observable
shows something akin to oscillations at small areas, which then fade away
into a straight line. The phase arg 〈W (I×I)12 〉 grows according to




This behavior is related to the Aharonov-Bohm effect, if one introduces a
(symbolic) magnetic field
B = θ−1 (4.59)
across the NC plane. This identification is known from open strings Seiberg
and Witten [1999]. The same behavior has been seen on the NC plane by
Ref. Bietenholz et al. [2002]. Again, the coupling between the NC and the
commutative directions does not alter the qualitative behavior of the NC
directions when compared to the NC U(1) gauge theory in D = 2.
The scaling of the mixed Wilson loops
The expectation values of the Wilson loops lying in the mixed planes are
real, just like the ones lying in the commutative plane (cf. Eq. (4.49)).
In Fig. 4.7 we show as a representative how the Wilson loops lying in
the 1-3 plane scale as N increases. Their behavior is somewhat intermediate
between the NC Wilson loops and the commutative Wilson loops. The ini-
tial decay is still reminiscent of a perimeter law, which was observed in the
commutative directions. On the other hand, we can still see a faint echo of
the oscillating behavior, so some NC characteristics still shine through.
Overall this is another observable that scales excellently and underscores
the existence of a finite DSL for this theory.
The scaling of the eigenvalues
Another observable we have investigated in order to demonstrate the exis-
tence of the DSL for this theory is the density of eigenvalues of the unitary
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N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20






















Figure 4.7: The real part of the Wilson loops lying in the mixed 1-3 plane.
They clearly confirm the DSL. For small Wilson loops there seems to be a
perimeter law, which eventually is superimposed by some oscillating behavior.
matrices V̂µ(x3, x4), µ = 1, 2. Such eigenvalues represent a physical observ-
able in related theories. Specifically, they are the coordinates of a dynam-
ically generated space Kawai et al. [2002], Aoki et al. [1998]. Furthermore,
they can be interpreted in string theory as the density distribution of D-
branes van Raamsdonk [2001].
Since we here consider unitary N × N matrices, we can represent these
eigenvalues by
eiϑµ,i(x3,x4), i = 1, . . . N, −π < ϑµ,i(x3, x4) ≤ π. (4.60)









Because a U2(1) transformation shifts all phases ϑµ,i by a constant αµ, see Eq.
(4.42), the eigenvalue distribution should be flat (uniform) in either unbroken
phase, resulting in 〈Pµ,l〉 = 0.
If on the other hand this symmetry is broken, the eigenvalues are clus-
tered into two Z2 symmetric lumps, yielding 〈Pµ,l〉 6= 0. For this reason the
Polyakov lines Pµ,l can serve as an order parameter for the U2(1) symmetry.
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N = 65, β = 2.00
N = 55, β = 1.74
N = 45, β = 1.50
N = 35, β = 1.20












Figure 4.8: The scaling of the eigenvalue density ρ(x) . The definition of the
eigenvalue density ρ(x) is given in Eq. (4.62).



















The coefficient in front of ϑµ,i(x3, x4) is due to matching the relation (4.52)
for even l. In Fig. 4.8 we have used the average over the two NC directions
in order to increase statistics.
In practice, before extracting the eigenvalues, we rotate each configuration
by a U2(1) transformation (4.42) such that ∑x3,x4 TrN(U2µ(x3, x4)) becomes
real positive. By fixing the angle in this way we have averaged out the
ambiguity due to the Z2 symmetry. Furthermore, because of Eq. (4.60), we
can restrict the plot to the fundamental domain |x| ≤ Na2 .
In Fig. 4.8 we show the result for ρ(x1, x2) over a range of matrix sizes
N = 25 . . . 65. Clearly, the eigenvalue densities scale excellently for all N .
The pronounced peak indicates that we are in the broken phase.
The phase structure in the continuum theory
We have seen in Section 4.5 that the critical βc, which corresponds to the
transition from the broken phase to the weak coupling phase, grows according
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θ ≈ 1.5
hypothetical DSL

















































Figure 4.9: Here we revisit the phase diagram of the U(1) gauge theory. In
addition to Fig. 4.3 we insert two lines corresponding to a fixed noncom-
mutativity θ. For large matrix sizes N one always ends up in the broken
phase.
to βc ∝ N2. On the other hand, if we approach the continuum through the
DSL at fixed θ, the required β(N) grows much more modestly. The β(N)
dependence can be approximated by β ∝
√
N and is shown in Fig. 4.9.
Therefore we can conclude that the NC continuum theory will always be
in the broken phase.
4.7 Dispersion relation and IR instability
Perturbative analysis of the IR instability
Several authors, when studying U(1) gauge theories on NC spaces pertur-
batively, found hints at an IR instability, provided the NC theory has less
fermionic degrees of freedom than bosonic ones Landsteiner et al. [2000],
Martín and Ruiz Ruiz [2001], Ruiz Ruiz [2001], Landsteiner et al. [2001],
Bassetto et al. [2001].
Since we here deal with a pure gauge theory, we clearly fulfill the above
criterion and thus should observe an IR instability. This result is founded on
a first order perturbative analysis only, though.
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The perturbative treatment of the pure U(1) gauge theory for the one-
loop effective gauge field action yields the quadratic term







+ . . . , (4.63)
where
p̃µ = Θµνpν . (4.64)
We remark that the result (4.63) is set on a Euclidean spacetime. The above
expression arises from nonplanar contributions and is an effect of the UV/IR
mixing. As can be seen, the effective potential involves a negative quadratic
term, thus we are dealing with an IR instability.
The quadratic term occurring in Eq. (4.63) is star gauge invariant only
in the leading order of the gauge field Aµ. By including higher order terms
it is possible to render the expression (4.63) star gauge invariant, as has
been done in the supersymmetric case Liu and Michelson [2001], Armoni
and Lopez [2002].
In the star gauge invariant effective action the term most singular at small
momenta p is van Raamsdonk [2001], Armoni and Lopez [2002]
Γ(1) = − 1
π2
∫ d4p
















Again, P̂ represents the path ordering operator (cf. Eq. (4.15)). The path
for the line integral over ξ is the straight line connecting the points x and
x+ p̃.
If Eq. (4.65) is expanded in terms of the gauge field Aµ, one again obtains
Eq. (4.63), up to some irrelevant constant term.
We need to keep in mind that the above reasoning is based on a one-loop
perturbation theory calculation only. To come to a definitive conclusion it is
necessary to investigate this issue nonperturbatively.
The dispersion relation in the weak coupling phase
First we are going to investigate the dispersion relation in the weak coupling
phase. To this end we are using Polyakov lines Pµ,l from Eq. (4.51) at some
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for µ = 1, 2. (4.67)
This quantity has zero momentum in the 3-direction. In the NC directions
the momentum can be nonzero, depending on the length l.








〈P ∗µ,l(x4)Pµ,l(x4 + τ)〉 (4.68)
we are able to investigate the dispersion relation. The results for this two-
point function in the symmetric phase at N = 35 and β = 2 are shown in
Fig. 4.10. In these plots we have actually included the correlations over the
3-direction in order to increase statistics.
In this figure one can see a sharp discrepancy between the correlations of
Polyakov lines of even length and Polyakov lines of odd length. Again, this
is due to the fact that Polyakov lines of odd length are associated with much
higher momenta (cf. Eq. (4.52)), thus decaying much faster. This suggests
that the energy as well as the momentum are at the cutoff scale.
These correlations decay exponentially, resp. with a cosh dependence,
as is common in commutative theories. This exponential behavior is the
key for obtaining the dispersion relation E(p) . As stated in Eq. (4.52), the




The exponential decay of the normalized two-point functions encodes the
energy through the relation
Cl(τ)
Cl(0)
∝ e−Eaτ . (4.69)
For determining the dispersion relation in the symmetric phase we have
chosen the (N, β) sets listed in Tab. 4.2. With this choice of parameters we
obtain the dispersion relation shown in Fig. 4.11. The one-loop calculations
mentioned earlier expected a dispersion relation of the form
E2 = p2 − c(θp)2 , c = const. (4.70)
To be precise, this dispersion relation has been obtained from calculations
of the vacuum polarization Landsteiner et al. [2000], Martín and Ruiz Ruiz













































Figure 4.10: The two-point function for even length Polyakov lines (top) and
odd length Polyakov lines (bottom) in the symmetric (weak coupling) phase.
These values were obtained at N = 35 and β = 2.





Table 4.2: We have simulated the 4D U(1) theory at the above parameters.
With these parameters we are always in the symmetric (weak coupling) phase.
The lattice spacing a can be determined from the convention (4.56).
[2001], Ruiz Ruiz [2001], Landsteiner et al. [2001], Bassetto et al. [2001],
Matusis et al. [2000]. As can be seen from the fit in Fig. 4.11, our results
match this prediction very well. The parameter c in Eq. (4.70) is identified
as
c ≈ 0.13. (4.71)
The positive sign of c causes the dispersion relation in Fig. 4.11 to bend
down. For finite N the lattice acts as a regulator. The smallest possible
nonzero momentum pmin on the lattice is associated with the Polyakov line







If N increases, smaller and smaller nonzero momenta are possible. This is
also visible in Fig. 4.11.
So for large N and β in the broken phase we expect to effectively be lead
to an IR instability. This means that the theory, when considered in the
symmetric phase only, is in effect ill-defined. It is unable to find a stable
ground state.
As we noted before, when taking the DSL we always end up in the broken
phase. Therefore the IR instability can be considered a lattice artifact.
The dispersion relation in the broken phase
In the broken phase the situation turns out to be quite different, when com-
pared to the symmetric phase. In the broken phase the energy in the NC
directions is not visible anymore, because the two-point function does not de-
cay exponentially. This however is not true for the commutative directions.








V̂ 2µ (x3, x4)
)
, µ = 1, 2. (4.73)
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fit
E = p
N = 35, β = 2.00
N = 25, β = 1.69
















Figure 4.11: The dispersion relation in the symmetric phase. As the mo-
mentum decreases, the potential seems to be unbound from below. This has
been conjectured by one-loop perturbation theory calculations van Raamsdonk
[2001]. The plot is compatible with the predicted infrared instability of the
form (4.70).
This version of the Polyakov line carries the momentum p3 in the commuta-
tive 3-direction.









〈P̃ ∗µ(p3, x4) P̃µ(p3, x4 + τ)〉. (4.74)
For the actual evaluation of these two-point functions we also used the cor-
relations across the 3-direction in order to increase statistics, just like we did
in the symmetric case.
Since we consider p1 = p2 = 0, these correlation functions enable us
to determine the respective energy E(p3) for the Polyakov line P̃ (p3, x4)
of momentum p3. This can be done again by measuring the slope of the
exponential decay of the two-point function C̃p(τ) /C̃p(0) ∝ exp(−E(p3) aτ).
The resulting dispersion relation E(p3) in the broken phase is shown in
Fig. 4.12. The data in this plot were obtained with the same parameters as
the ones used for identifying the DSL. They are listed in Tab. 4.1.
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N = 65, β = 2.00
N = 55, β = 1.74
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Figure 4.12: Here we consider the dispersion relation in the broken phase.
This is the phase one always ends up when going to the continuum/large vol-
ume limit at a fixed NC parameter θ. Down to the smallest probed momenta
p3 we clearly see a linear dispersion relation E(p3). In contrast to the weak
coupling phase no IR instability is observed.
One can clearly see that the dispersion relation resembles that of a regular
massless photon, at least down to the energy-momentum values probed. We
find
E(p3) ∼= p3. (4.75)
We see that the theory in the broken phase is viable and that approaching
the continuum via the DSL leads to a well-defined and sensible theory.
Chapter 5
A SUSY Theory on the Fuzzy
Sphere
In Section 2.6 we have briefly discussed how a real scalar field can be put
onto a fuzzy sphere S2F. In the following section we are going to describe
a Wess Zumino type model first discussed by P. Di Vecchia and S. Ferrara
Di Vecchia and Ferrara [1977]. We put this model on a fuzzy sphere, thus
the number of degrees of freedom is truncated according to Eq. (2.106). This
yields a matrix model which is suitable for numerical treatment.
5.1 The Di Vecchia-Ferrara Model on the Fuzzy
Sphere
We here briefly describe the model introduced by Di Vecchia and Ferrara
in Ref. Di Vecchia and Ferrara [1977]. They investigated a supersymmetric
model on a two-dimensional Minkowski type space, which we here translate
to the Euclidean setting.
The model on a Euclidean plane
Being supersymmetric, the model features both a bosonic and a fermionic
field. The scalar neutral bosons will be denoted by φ(x), while the spinor
field ψ(x) represents Majorana fermions.
For convenience we consider a bosonic potential of the form 12 [V
′(φ)]2.
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The interaction between bosons and fermions is encoded in Z(φ). Choosing
Z(φ) = V ′′(φ) (5.2)
yields a supersymmetric theory; it is symmetric under the SUSY transfor-
mation δφ = ε̄ ψ,δψ = [γµ∂µφ− V ′(φ)] ε, δψ̄ = ε̄ [−γµ∂µφ− V ′(φ)]. (5.3)
The symbol ε denotes a constant Graßmann spinor field. If the Lagrangian
in Eq. (5.1) is subjected to these transformations, its variation turns out to
be a total divergence. Thus the transformation (5.3) describes a symmetry
of this theory.
The model with a λφ4 potential on a sphere
We now want to reformulate the SUSY model on a sphere S2. The radius
(cf. Eq. (2.4)) is chosen as R = 1. The γ matrices fulfill
{γµ, γν} = 2 δµν12, µ, ν = 1, 2. (5.4)
Thus they can be represented by the Pauli matrices,
γ1 = σ1, and γ2 = σ2. (5.5)
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~x 2 − 1
)
, µ = 1, 2, 3. (5.6)
The formulation on the sphere yields an additive constant 1 in the purely
fermionic term. This is a curvature term, which in general amounts to 1/R.
Thus the regular Dirac operator is recovered in the R→∞ limit Balachan-
dran et al. [2005].





3 + m2 φ
2, (5.7)
which leads to a λφ4 type bosonic potential
1
2 [V
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This transformation entails V ′(φ) → V ′(φ)V ′′(φ) → −V ′′(φ) . (5.11)
Both the bosons and the fermions have the mass
mboson = mfermion = |m|. (5.12)
Fuzzy sphere formulation and implementation
We now translate the model to the fuzzy sphere. This means we truncate ac-
cording to Eq. (2.106), which yields a matrix model. Such a formulation can
then be used to investigate the model numerically. An unfortunate side effect
of this truncation is that it breaks the SUSY. If the matrix size is denoted
by N , supersymmetry is restored only in the N → ∞ limit. However, in
light of previous attempts to formulate SUSY theories on a lattice and their
difficulties (a few examples are Bietenholz [1999], Aoyama and Kikukawa
[1999], Catterall and Karamov [2002], Kaplan et al. [2003], Harada and Pin-
sky [2003], Sugino [2004], Catterall and Ghadab [2004], Bonini and Feo [2004],
D’Adda et al. [2006]), we consider it worthwhile to explore this alternative
approach.
The bosonic contributions can be translated to the matrix formulation
right away by using the techniques from Section 2.6. Thus the bosonic field
φ(x) becomes a Hermitian matrix φ̂ in the finite N matrix formulation.
From Eq. (2.107) we see that we need to implement the derivative com-
mutator
∂̂µ φ̂ = [L̂µ, φ̂] = L̂µ φ̂− φ̂ L̂µ. (5.13)
Here the term φ̂ L̂µ involves a right-acting L̂µ operator, which is awkward to
implement. In order to avoid this difficulty, we rephrase the N × N matrix
φ̂ as a vector ~φ with N2 elements, which allows for easy implementation of
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Eq. (5.13). Precisely, if ~φ is a N2 vector, the N2 × N2 operator ∂̂µ is given
by
∂̂µ = L̂µ ⊗ 1N − 1N ⊗ L̂µ, where ∂̂µ acts on ~φ. (5.14)
Once N is fixed, ∂̂µ is fixed as well.





V ′′(φ)⊗ 1N + 1N ⊗ V ′′(φ)
)
. (5.15)
We found that with a symmetrized potential the eigenvalues of the Dirac
operator are real positive, meaning that the statistical weights are positive as
well. In the large N limit, which restores supersymmetry and commutativity,
we recover the formulation (5.6).
We are now ready to put everything together in order to express the
model in terms of matrices. The Dirac operator
Dφ = σµ∂̂µ + 12 + V ′′(φ) (5.16)
now turns into a 2N2 × 2N2 matrix given by
Dφ = (σµ ⊗ ∂̂µ) + (12 ⊗ V ′′symm(φ̂)) + 12N2 . (5.17)
With the abbreviations
∂̂+ = ∂̂1 + i ∂̂2 and ∂̂− = ∂̂1 − i ∂̂2 (5.18)
we arrive at the form
Dφ =
(
∂̂3 + V ′′symm + 1N2 ∂̂−
∂̂+ −∂̂3 + V ′′symm + 1N2
)
. (5.19)



























+ 2N2 ln(2)− 12 ln(det(Dφ)) . (5.20)
This is the model we have actually simulated.
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phase 〈|φ|2〉 〈φ20〉
disordered ≈ 0 ≈ 0
uniform ordered  0  0
nonuniform ordered  0 ≈ 0
Table 5.1: The phases of the SUSY model along with the respective magni-
tudes of the order parameters 〈|φ|2〉 and 〈φ20〉.
5.2 The Phase Diagram
In order to investigate the phase diagram, we need to define an order param-
eter.
For this purpose it is natural to look at the coefficients clm in the ex-










where Ŷ lm are the polarization tensors discussed in Section 2.6 and Appendix



























In order to explore the phase diagram we mainly rely on 〈φ20〉 and 〈|φ|2〉.
The quantity |φ|2 measures the invariance of φ̂ under rotation. A value
of 〈|φ|2〉 ≈ 0 indicates rotational invariance. Such a phase is denoted as the
disordered phase. It is an Ising type phase, since it resembles an Ising model
in the phase of zero magnetization.
In the ordered regime, indicated by 〈|φ|2〉  0, we distinguish two phases.
In order to identify them, we use the value of 〈φ20〉. This quantity weighs the
rotationally invariant components of the configuration. Thus we can detect














Figure 5.1: The phase diagram of the SUSY theory obtained at N = 6. We
see that for large |m| the system is in the disordered phase. As the value of |m|
decreases, the model enters the uniform ordered phase. For λ values above
some threshold, the lightest masses correspond to a theory in the nonuniform
ordered phase.
whether rotation invariance holds by comparing the values of 〈|φ|2−φ20〉 and
〈φ20〉 in a specific sector of the phase diagram. If the rotational symmetry is
broken, i.e.
〈|φ|2〉  0 as well as 〈|φ|2 − φ20〉  0,
we are in the nonuniform ordered phase. On the other hand, if the rotational
symmetry is maintained, indicated by 〈|φ|2〉 ≈ 〈φ20〉  0 (i.e. the rotationally
dependent contributions 〈|φ|2 − φ20〉 are negligible), we refer to the uniform
ordered phase. For reference we list the phases along with their respective
order parameters in Tab. 5.1.
5.3 Numerical Results
In order to investigate the phase structure we have simulated the theory at
N = 6 and N = 7 . The results for N = 7 are essentially the same as for
N = 6. Here we focus on the N = 6 data. For gaining a first overview, the
















Figure 5.2: The order parameters 〈|φ|2〉 and 〈φ20〉 as well as their difference
at N = 6 and λ = 1. For large |m| the theory is in the disordered phase,
while it is in the uniform ordered phase for −2 < m < 0. A weak hint at a
similar peak is seen at m = 2.
chosen matrix sizes seem suitable. The overall phase structure is illustrated
in Fig. 5.1.
This phase diagram shows that we are always in the disordered phase
(〈|φ|2〉 ≈ 〈φ20〉 ≈ 0) for large values of the mass |m| . This can be seen in
Figs. 5.2, 5.3 and 5.4 as well. In these plots we show a cross cut of the phase
space for λ = 1 (Fig. 5.2), λ = 6 (Fig. 5.3) and λ = 9 (Fig. 5.4). There
we can see very well how all three order parameters 〈|φ|2〉, 〈φ20〉 and their
difference decay towards zero as |m| assumes large values.
As we decrease the value of |m|, we enter the uniform ordered phase
(〈|φ|2〉 ≈ 〈φ20〉  0), regardless of whether we are coming from large posi-
tive m or strongly negative m. Apparently, this transition is not symmetric
around the m = 0 line. As one can clearly see from Figs. 5.2 to 5.4, the order
parameters indicating the uniform ordered phase occur in different intensities
for different λ. In the λ = 1 example (Fig. 5.2) there is a clear peak charac-
terized by 〈|φ|2〉 ≈ 〈φ20〉  0, thus we are in the uniform ordered phase. To
the right of this dominant peak there is a slight indication of another peak
at m ≈ 2. As λ increases the second peak becomes much more pronounced
(see λ = 6 in Fig. 5.3). At λ = 6 one can also see a region characterized















Figure 5.3: The order parameters 〈|φ|2〉 and 〈φ20〉 and their difference at
N = 6 and λ = 6. For large |m| we are in the disordered phase. The two
peaks are clearly in the uniform ordered phase, even though the peak at m < 0
is more pronounced. In-between the peaks the model is in the nonuniform
ordered phase.
by 〈|φ|2〉  0 and 〈φ20〉 ≈ 0 in-between both peaks (m ≈ 0), meaning we
here deal with the nonuniform ordered phase. As λ increases even further
(see Fig. 5.4 with λ = 9), the second peak becomes more pronounced. In
fact, at λ = 9 both peaks are nearly symmetric around the m = 0 line. The
nonuniform ordered phase occurs around vanishing masses, |m| ≈ 0.
In summary, similarly to the λφ4 model on the NC plane, we found three
distinct phases. One of these, the nonuniform ordered phase, lacks an ana-
logue in its commutative counterpart theory and thus represent a NC phe-
nomenon. For the future the investigation of the different N → ∞ limits
certainly is a worthwhile target.












Figure 5.4: The order parameters 〈|φ|2〉 and 〈φ20〉 as well as their difference
at N = 6 and λ = 9. Again, at large |m| the model is always in the disordered
phase. There are two almost symmetric peaks indicating the uniform ordered
phase. At vanishing mass the theory is in the nonuniform ordered phase.
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Chapter 6
Conclusions
In this work we have examined three quantum field theories (QFTs) sit-
uated on noncommutative (NC) spaces: a two-dimensional λφ4 model, a
four-dimensional U(1) gauge theory and a supersymmetric theory on a fuzzy
sphere. Field theories on NC spaces are difficult to deal with perturbatively,
in general only one-loop effects are under control. Here, however, we are
able to investigate NCQFTs nonperturbatively by using equivalent matrix
models, which are suitable for numerical simulations.
The λφ4 model
The first theory under investigation was the scalar λφ4 theory on a two-
dimensional NC spacetime. Even though it is arguably the simplest model
investigated here, it turned out to be numerically very demanding. This
forced us to restrict the size of the matrices involved to N ≤ 25.
The main focus of the work on the λφ4 model was to establish the con-
tinuum limit at fixed noncommutativity while remaining in the vicinity of
the striped phase. This limit is known as the double scaling limit (DSL). To
this end we used the phase diagram provided by Ref. Hofheinz [2004] (see
Fig. 3.2). In order to approach the DSL, we matched correlation functions
at fixed coupling λ and different matrix sizes N by fine-tuning the parameter
m2.
From the tuned parameters m2scaling we determined the critical exponent
σ, which in turn allowed us to determine the fate of the striped phase in the
DSL. We found that the obtained σ values vary considerably. Therefore we
conclude that the striped phase does not survive the continuum limit. This
is in agreement with a conjecture by S. S. Gubser and S. L. Sondhi Gubser
and Sondhi [2001], which is based on an extension of the Mermin-Wagner
theorem to the (nonlocal) NC λφ4 model.
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The U(1) gauge theory
As the main project of this work we have simulated a U(1) gauge theory
living on a four-dimensional spacetime. Two of the three spatial directions
were chosen to be noncommutative. The remaining two directions are kept
commutative in order to avoid problematic issues related to a NC time or a
noninvertible NC tensor.
We investigated the phase structure of this gauge theory. Just like its
commutative counterpart, the U(1) theory on the lattice with compact link
variables features a strong and a weak coupling phase. In the NC case,
however, an additional phase emerges in-between. This is what we called the
broken phase, since it spontaneously breaks the translational invariance on
the NC plane. The phase transition from weak to moderate couplings is of
first order, since we found a clear hysteresis behavior.
We have examined the DSL of the theory as well. We found that the
theory possesses a finite DSL, so renormalizability for this theory holds. In
particular we showed the scaling for several observables, such as Wilson loops
or eigenvalue densities of the involved matrices. We observed that when going
to the continuum one ends up in the broken phase, regardless of whether one
takes the planar limit or the DSL.
Another aspect we could clarify is the dispersion relation. It had been
suggested by one-loop calculations that a class of theories — including the one
studied here — features an infrared instability, thus ruling out a stable vac-
uum state Landsteiner et al. [2000], Martín and Ruiz Ruiz [2001], Ruiz Ruiz
[2001], Landsteiner et al. [2001], Bassetto et al. [2001]. We have indeed found
such a behavior in the symmetric phase at weak coupling. However, in the
broken phase, this predicted instability seems to disappear, leaving us with
a linear dispersion relation down to the smallest momenta probed. This
dispersion relation corresponds to a massless particle.
The SUSY theory on the fuzzy sphere
We have also investigated a supersymmetric (SUSY) model first explored by
Di Vecchia and Ferrara in 1977 Di Vecchia and Ferrara [1977]. In regard
to the search for a numerically tractable regularization, the formulation on
the fuzzy sphere might provide an alternative to corresponding attempts on
the lattice. The fields involved in this theory are neutral scalar bosons and
Majorana fermions. The fuzzy sphere formulation is a matrix model, which
breaks the SUSY. Invariance under the SUSY transformation is restored in
the limit of infinitely large matrices.
By scanning the parameter space we explored the phase structure of the
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theory on a fuzzy sphere. The necessary simulations were carried out with
matrices of size N = 6 and N = 7. We found three phases, a disordered
phase, a nonuniform ordered phase and a uniform ordered phase and we
were able to provide a phase diagram in Fig. 5.1.
For the future a first target will certainly be to determine the order of
the phase transitions. Furthermore, it would be interesting to investigate the
behavior — in particular the scaling — of the observables at larger matrix
sizes, since in this limit SUSY is restored. In this vein we plan to measure the
SUSY breaking in dependence of the matrix size N . One could also consider
simulating the theory at large radius (see Eq. (2.5)), yielding a SUSY theory
on a plane.
With this agenda we hope to provide the foundations for eventual numer-
ical simulations of supersymmetric theories.
In summary we found that numerical simulations of NCQFTs are feasible.
They allowed for many new insights in this modern field, which usually is
hampered by weak analytical tools. In this work, however, we reached beyond
the one-loop level barrier commonly encountered in NC perturbation theory
calculations.
When extracting simulation results to the continuum, one has to be very
careful. In particular, just like in the case of commutative QFTs, we first had
to determine the phase structure of each theory. However, in NC theories the
phase structure usually acquires an additional phase. In general this is due
to the condensation of nonzero modes, a NC phenomenon related to UV/IR
mixing.
Our nonperturbative studies were only possible by a reformulation of
the theories as Morita equivalent matrix models. This break through the
perturbation theory barrier should eventually allow for a confrontation of
our theoretical results with experimental data.
The nonperturbative investigation of NCQFTs is still in its infancy and





Here we show how an external background field can lead to an effectively
noncommutative spacetime. As an example we consider the movement of
a particle with mass m and charge q in a strong magnetic field ~B. Here
the movement of the particle is confined to the 1-2 plane. Another example
employing NC coordinates in a similar fashion is given in Ref. Karabali and
Nair [2006].
We set up the magnetic field to be perpendicular to the 1-2 plane,
~B = (0, 0, B). (A.1)
Since we consider a magnetic field only (there is no electric field), the




ν , µ = 1, 2, A3 = 0. (A.2)
The Lagrange function
L = m2 ~̇x
2 − q ~̇x · ~A (A.3)
yields the canonically conjugated momentum
~p = m~̇x− q ~A. (A.4)
If we denote the mechanical momentum by ~π, we obtain
~π = m~̇x = ~p+ q ~A. (A.5)
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The mechanical momentum ~π is a physical observable, thus it is gauge in-
variant. This, however, does not hold for the conjugate momentum ~p.
We now quantize the above model by canonical quantization. If we com-
bine Eqs. (A.2) and (A.5) and apply [x̂µ, p̂ν ] = i δµν , we obtain a nonvanishing
commutator
[π̂1, π̂2] = −i qB. (A.6)
This means that we have established cells of smallest length in momentum
space. It is impossible do determine the mechanical momentum (π1, π2) up
to an arbitrarily high precision.
A consequence is that we effectively have imposed an IR cutoff in mo-
mentum space, since we now have qB ≤ π̂21 + π̂22. In this manner the non-
commutativity of the momentum space can cure certain types of integrals as
well.
We now consider the limit of a strong magnetic field. This means that we
can neglect the kinetic term in Eq. (A.3). Therefore the Lagrange function
turns into





From this we see that the coordinates x1 and x2 are canonically conjugated
variables. If we now quantize again, we find the commutation relation
[x̂1, x̂2] = i 2
qB
. (A.8)
Effectively, the strong magnetic field induces a commutation relation in the
position operators. The noncommutativity parameter θ = Θ12 of this NC





An Algorithm for Simulating a
4D U(1) NC Gauge Theory
In this appendix we are going to describe the heat bath algorithm we have
used for simulating the 4D U(1) gauge theory described in Chapter 4. Using a
heat bath method proved necessary, because the Metropolis algorithm turned
out to be extremely inefficient. With a Metropolis version of our simulations
we could not reach thermalized configurations in a sensible time. This dif-
ference in the performance of the Metropolis and the heat bath algorithm is
typical for simulations of gauge theories.
Our algorithm is based on a generalization of the method described in
Ref. Fabricius and Haan [1984]. This generalization is used in order to lin-
earize the action (4.36), which allows us to use a heat bath procedure where
the U(N) matrices V̂µ are updated by multiplication with SU(N) matrices
Cabibbo and Marinari [1982].
Since we need to probe the whole U(N) space, the final step for proposing
a new configuration is a multiplication with a phase factor eiαµ(x3,x4). Here
we employ a Metropolis algorithm.
Linearizing the action
As discussed in Section 4.4, the action of the model (4.36) is split into three
qualitatively different parts. First, there is SNC, which is the contribution to
the action arising solely from the NC plane (4.37). The second contribution
Smixed is due to the planes extending in both a NC direction and a commu-
tative direction (4.39). Finally we have Scomm from the commutative plane
(4.40).
The contributions SNC and Smixed contain terms nonlinear in V̂µ(x3, x4) ,
µ = 1, 2. Therefore we cannot apply the regular heat bath method as de-
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scribed in Ref. Creutz [1980]. Instead we generalize the technique introduced
in Ref. Fabricius and Haan [1984], which has been devised for the simulation
of TEK models (cf. Section 4.3). We briefly restate the gist of the idea here
in order to discuss our own extension of it.
First an auxiliary matrix field Q̂12(x3, x4) is introduced, which consists of
general complex N × N matrices. In the simulations this field is generated
by filling the real and imaginary part of the matrix elements with Gaussian
distributed real numbers. This field is then used in the definition of a modified
action S ′NC,






Q̂†12(x3, x4) Q̂12(x3, x4)
)
(B.1)
− 2 Re TrN
(
Q̂†12[t V̂1(x3, x4) V̂2(x3, x4) + t∗ V̂2(x3, x4) V̂1(x3, x4)]
) ]
.
Here t is a square root of the twist Z12 from Eq. (4.38). Upon completing
the square and integrating out Q̂12(x3, x4), Eq. (B.1) yields the desired SNC
from Eq. (4.37).
This method has been generalized by us in order to accommodate for the
mixed action (4.39) Bietenholz et al. [2006]. Again, auxiliary fields consisting
of general complex N ×N matrices are introduced. They are labeled in the
same vein as above, Q̂13(x3, x4), Q̂14(x3, x4), Q̂23(x3, x4) and Q̂24(x3, x4). The











Q̂†µν(x3, x4) Q̂µν(x3, x4)
)
(B.2)
− 2 Re TrN
(
Q̂†µν [t V̂µ(x3, x4) V̂ν(x3, x4) + t∗ V̂ν(x3, x4) V̂µ((x3, x4) + aν̂)]
)]
,
which contains a shift in one of its terms. The notation ν̂ represents the unit
vector in the ν-direction here as well. If one takes Eq. (B.2), completes the
square and integrates out the fields Q̂µν(x3, x4), the action Smixed (4.39) is
recovered.
The new action
S ′ = S ′NC + S ′mixed + Scomm (B.3)
is linear in the V̂µ(x3, x4) fields, so the heat bath algorithm Creutz [1980] can
now be used.
In practice we update the V̂µ(x3, x4) matrices by multiplying them with
a matrix from one of the N(N − 1)/2 SU(2) subgroups of SU(N) Cabibbo
and Marinari [1982]. This is repeated for all independent SU(2) subgroups.
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Multiplying a phase factor through a Metropolis update
With the above steps we are still not scanning the whole space of U(N)
matrices. This can be accomplished by multiplying a phase factor to each
matrix V̂µ(x3, x4). To this end we introduce a field αµ(x3, x4), αµ ∈ R.
Besides multiplying a phase to the V̂µ(x3, x4) matrices, it turns out that
doing the same covariantly with the Q̂µν(x3, x4) matrices increases our ac-
ceptance rate. Thus a phase is multiplied to the Q̂µν(x3, x4) entries as well.
To be specific, the phase rotations we used are V̂µ(x3, x4) → eiαµ(x3,x4) V̂µ(x3, x4)Q̂12(x3, x4) → eiαµ(x3,x4) Q̂12(x3, x4) , µ = 1, 2 (B.4)
and  V̂ν(x3, x4) → eiαν(x3,x4) V̂ν(x3, x4)Q̂µν(x3, x4) → eiαν(x3,x4) Q̂µν(x3, x4) , µ = 1, 2, ν = 3, 4. (B.5)
In both cases there is no summation over any index.
In our simulations the value of αµ(x3, x4) was taken randomly (uniformly
distributed) from the interval [0, 2π ε
N
]. The parameter ε was tuned such that
the acceptance rate was reasonably high, i.e. 60% to 80%. This typically
required ε ≈ 0.1.




Here we want to review the polarization tensors Ŷ lm introduced in Section
2.6. This overview is similar to the one in Ref. Medina [2006]. An extensive
compendium on these objects can be found in Ref. Varshalovich et al. [1998].
The polarization tensors Ŷ lm form a complete orthogonal system, thus
we can parametrize the field configurations φ̂ on the fuzzy sphere S2F by
expanding as in Eq. (2.112). In essence, the polarization tensors Ŷ lm are the
matrix analogue to the spherical harmonics Y lm(φ, ϑ).
General properties of the polarization tensors
The spherical harmonics Y lm(φ, ϑ) are characterized by being eigenfunctions
to the squared angular momentum operator L̂2, as well as to one of the L̂µ
operators, usually L̂3.




[L̂µ, [L̂µ, ·]]. (C.1)
The L̂µ operators are N × N matrices, which represent the three SU(2)
angular momentum operators. The Ŷ lm are N × N matrices as well, and
form a set {Ŷ lm}, where l runs from 0 to N − 1 and m from −l to l.
We require the following relations to hold, which strongly resemble rela-
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tions known from the spherical harmonics Y lm(φ, ϑ),
L̂2 Ŷ lm =
3∑
µ=1
[L̂µ, [L̂µ, Ŷ lm]] = l(l + 1) Ŷ lm, (C.2)
L̂3 Ŷ
lm = mŶ lm, (C.3)
(Ŷ l,m)† = (−1)m Ŷ l,−m. (C.4)







= δll′δmm′ . (C.5)
Another relation that is very useful when one needs to do actual calculations
is the algebra





















The symbol C l′m′l1m1l2m2 denotes the Clebsch-Gordon coefficients. The expres-
sion in the curly brackets represents the Wigner 3j symbol Messiah [2000],
Lai and Chiu [2000].
Explicit construction of the polarization tensors
Here we will show how to explicitly construct the Ŷ lm tensors in the l = 0
and l = 1 case. The matrices Ŷ lm can be constructed from polynomials of





(Ŷ 00)† Ŷ 00
)
= 1. Combining these two requirements
yields
Ŷ 00 = 1√
4π
1N . (C.7)
Of course, other normalizations are possible. An example using a different
normalization is Ref. Varshalovich et al. [1998].
In the N > 1 case we have Ŷ 1,0 ∝ L̂3, Ŷ 1,1 ∝ L̂+ = L̂1 + i L̂2 and
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The above expressions still leave us with the freedom of an arbitrary phase
factor in the Ŷ 1m construction. This phase factor is fixed such that the
constraint (C.4) is fulfilled. This train of thought finally leads to an explicit




















(N − 1)(N + 1)
L̂−.
Explicit angular momentum operators and the Casimir operator
Here we briefly state the explicit matrix formulation of the angular momen-
tum operators L̂3 and L̂±, since they show up frequently in this work,
(L̂3)ij =










j(N − j) if i− 1 = j
0 otherwise
.
From this L̂1 and L̂2 are easily obtained. As required, these matrices fulfill
(L̂+)† = L̂−,
[L̂3, L̂+] = L̂+, (C.12)
[L̂3, L̂−] = −L̂−,
[L̂+, L̂−] = 2L̂3.







2 − 1) 1N . (C.13)
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