Abstract-This study proposes a real-time method to solve the electromagnetic inverse scattering problem. This technique converts this problem into a regression problem using a support vector machine (SVM). The SVM-based solution successfully deals with the nonlinearity and ill-posedness inherent in this problem. Simulation results show the feasibility and effectiveness of the proposed method. The method can effectively locate the tumor target of the stomach regardless of the presence of noise. The positioning effect of the method improves as SNR increases. When the SNR is higher than 50 dB, noise minimally affects the results. Finally, the SVM prediction model is utilized to study the effect of the number of sampling locations on the prediction results. The results show that the more sampling locations, the better the prediction results.
INTRODUCTION
Electromagnetic inverse scattering [1] [2] [3] [4] [5] theory uses the scattered field detected by the scatterer to infer the spatial position of scatterers and their electromagnetic characteristics. This theory is widely adopted in seismology, medical imaging, target recognition, geophysical observation, and several nondestructive testing fields [6] [7] [8] . Electromagnetic inverse scattering has received much attention in the last 10 years, especially in the fields of target reconstruction and microwave imaging.
Gastrointestinal (GI) tract is a hollow and muscular conduit from the mouth to the anus. GI tractrelated cancers, such as gastric, esophagus, and colon cancers, have been ranked as the third, fourth, and fifth major causes of male cancer deaths, respectively, whereas they have been ranked as the fourth, fifth, and sixth major causes of female cancer deaths, respectively, in Hong Kong in 2014 [9] . Tumors in the GI tract greatly threaten human health.
A novel endoscopy technique called wireless capsule endoscopy (WCE) was introduced in 2000 to diagnose GI tract cancers [10] [11] [12] [13] [14] . This technique consists of a short-focal-length camera, light source, and radio transmitter. When it is swallowed by a patient, the capsule relies on the peristalsis of the human GI tract as it moves through the esophagus, stomach, and finally drains out of the body. The camera takes photos of the GI tract and produces thousands of images in each examination. Spending two or more hours to review all the images would be time consuming for physicians. This scenario could also increase the chances of mistakes and misdiagnosis as physicians focus on a small part of the field for a long time. Hwang et al. [15] applied expectation maximization clustering on a dataset of approximately 15,000 capsule endoscopy images for blood detection to overcome the drawbacks of traditional endoscopy. Tjoa and Krishnan [16] proposed a polyp detection technique utilizing the Texture Spectrum and a Neural Network classifier. Igual et al. [17] described a method for analyzing the motion detected between the frames using principal component analysis to create high order motion data. The said researchers then employed relevance vector machine methods to classify the contraction sequences. Gono et al. proposed the narrow band image technology [18] [19] [20] . Li and Meng recently studied a computerized tumor detection system for WCE images, which exploits textural features and support vector machine (SVM)-based feature selection [21] [22] [23] [24] .
The aforementioned works have solved the detection of bleeding and ulcer in WCE images, but failed to obtain real-time imaging. Therefore, a new type of capsule endoscopy with ultra-wideband (UWB) [25] [26] [27] [28] radar is utilized in this study for the first time. The medical imaging problem is a special case of electromagnetic inverse scattering problem. The inverse scattering problem is ill-posed because measurement data can only be collected in space, time, and frequency in a limited capacity. The regularization method must be used to solve the problem of non-unique solution caused by illposedness. The regularization parameters are all artificially set, and the values lack theoretical support, which causes difficulty in dealing with inverse scattering problems. This paper presents a method for locating stomach tumors based on SVM. This method [29, 30] is also utilized to establish statistical learning theory in the Vapnik-Chervonenkis dimension and structural risk minimization theories [31] [32] [33] [34] . SVM features a two-convex quadratic programming problem. Thus, SVM can obtain a global optimal solution and prevent the local optimal solution by neural networks. Furthermore, SVM has a regularization function that solves the regularization of the electromagnetic inverse scattering problem. This paper first describes the stomach tumor detection model. Then, imaging data can be obtained by utilizing the back projection (BP) algorithm [35, 36] and classified by SVM. Based on efficiency, BP algorithm requires 40 s to 60 s on the computer with Intel Core i5 CPU. After obtaining characteristic data, prediction process of SVM based on BP algorithm requires only 1 s. Therefore, the method not only can recognize the location and shape of the tumors, but also can meet requirements of real-time detection [37] . It can be employed for tumor positioning and help clinicians make decisions. The analysis shows that the problem is nonlinear and ill-conditioned. This study proposes a tumor detection method based on SVM. The effect of the number of sampling locations of the receiving antenna on the detection results is also investigated. Finally, the scenario which has noise pollution is also studied to simulate the actual scene.
FDTD MODE
The method based on the data model should first have training and test data sets, which include input and output data pairs. The data pairs used for training and testing in this study are obtained by FDTD simulation [38, 39] . The simulation modeling of the stomach model is shown in Fig. 1 . The relative permittivity of the tumor is ε, and the conductivity is σ. The relative dielectric constant of the gastric is ε b , and the conductivity is σ b . The relative permittivity of the detection region is ε 0 , and the conductivity is σ 0 .
The scattering signal of the tumor is as follows:
where E sca is the scattering field of the tumor, E tot the total scattering field in the imaging region, G(•) the green function for characterizing environment, (x t , y t ) the location of the signal source, (x r , y r ) the location of the receiving antenna, k 0 the wave number, and the range of the detection area D is
, f the frequency of the transmitted signal. χ(•) is the objective function that represents tumor information, and the expression is as follows:
where
The principle of UWB radar imaging based on capsule endoscopy is to obtain tumor information, such as the tumor E sca at the sampling position also changes, which shows the mapping between B and E sca . In this paper, FDTD is applied to simulate the stomach tumor scene, and B is changed continuously to obtain the corresponding E sca . The total signal is received by the receiving antenna at each sampling position, including the direct signal of the transmitting source, reflected signal of the gastric wall, and scattering signal of the tumor. Hence, the background subtraction method is employed to obtain E sca . Steps of background subtraction are as follows: 
BASIC SVM PRINCIPLE
The basic idea of SVM is to transform the input variables into a high dimensional space via nonlinear transformations defined by the inner product functions. We seek a linear relationship between the input and output variables in this high-dimensional space [40] [41] [42] .
Set the given training sample as {(x i , t i ), i = 1, 2, . . . , k}, where x i ∈ R N is the input value, t i ∈ R the corresponding target value, and k the sample number. First, a nonlinear mapping φ is utilized to map the data to a high-dimensional feature space. Linear regression is then performed in the high feature space. Let the regression function be the following:
where •, • is the inner product arithmetic symbol, and w and b are the weight vectors and offsets of regression functions, respectively.
When SVMs are adopted to solve the regression problem, the loss function is introduced to detect the error between the fitting and target values. The loss functions mainly include Quadratic, Laplace, Huber, and are ε-insensitive [43] [44] [45] [46] .
The loss function used in this study is ε-insensitive with a specific form presented as follows:
Assume that all data are error free in accuracy, so the linear function is utilized to fit them. ε represents accuracy, and y is the actual function value. The optimization regression function based on SVM is the principle satisfying the structural risk minimization according to statistical learning theory. The relaxation variables ξ i and ξ * i are introduced considering the allowable error. The minimization problem becomes the following:
where min indicates minimization; s.t. stands for constraints; C is the penalty parameter. The Lagrange method is applied to solve the aforementioned constrained optimization problem, and the original problem is transformed into a dual problem as follows:
where α i and α * i are Lagrange coefficients. Thus, the regression function f (x) is expressed as follows:
The inner product operations in the high-dimensional feature space should be calculated in the optimization of the upper type. At this point, a kernel function that satisfies the Mercer condition can be obtained to replace the inner product in the higher dimensional space as follows:
This process avoids determining the exact mapping relationship of φ(x). The inner product operation in high dimensional space is solved ingeniously. The regression function is expressed as follows:
For the new input X, the output values are calculated by Equation (10) . When trained by SVM, the input is the scattered signal of the target. However, the target scattering signal obtained via FDTD modeling is a function of time, and thus several features should be extracted before training to represent the signal. This study uses amplitude E of the signal as the feature of the target scattering signal, so the features at all sampling locations are formed into vectors x = {E m (r n ), n = 1, 2, . . . , U}. Data pairs are formed {(x i , B i ), i = 1, 2, . . . , k} through simulation to provide training and testing data for the following sections.
EXPERIMENTS

Establishment of the Gastric Tumor Model
The stomach model is shown in Fig. 2 . The length of the abdominal cavity is l x = 20 cm, whereas its width is l y = 12.5 cm. The relative dielectric constant and electrical conductivity of the abdominal cavity are 36 and 7 S/m, respectively. A circular tumor model with a diameter of 1 cm in the coordinate site (0 and 4 cm) is obtained. The relative dielectric constant of the tumor is 50, and its electrical conductivity is 4 S/m [47] . The signal source is (0 cm, 0 cm) in a coordinate system. The receiver antenna is placed close to the outer side of the abdomen. A receiver antenna is arranged in the X direction at 0.5 cm intervals. The aperture length is 22 cm, and the antenna number is U = 45. The transmitting signal is a sine-modulated Gauss pulse with a center frequency of 4 GHz and a width of 0.6 ns. The frequency and time domain waveforms of the signal are shown in Figs. 3 and 4 The training model is utilized to predict the entire imaging area. The positive and negative classification accuracy values are 88.674% and 99.964%, respectively. The label of the positive class is 1, whereas that of the negative class is 0. The classification accuracy of the negative class is extremely high, which indicates that the ability to predict the medium is excellent. The classification accuracy of the positive class is slightly lower, but it can also meet the requirements of stomach imaging. Figure 5 shows the 2D image map formed by the electric field intensity. Fig. 6 shows the 3D image map. Fig. 7 shows the image map formed by the prediction of the category labels. The red outline indicates the skin of the human body. Red inner frame expresses the abdominal wall of human body. The golden box indicates the location of the tumor.
The color block in Fig. 7 is the actual location of the tumor target. The actual position and imaging position are relatively consistent. The accurate location of the target is successfully obtained. A virtual shadow exists in the grayscale map of the electric field intensity. The prediction method based on SVM not only eliminates the virtual shadow effectively, but also retains most of the target information. The tumor target information can be predicted when the classification accuracy reaches a certain degree (i.e., the shape of the tumor target has a certain ability to be identified). The classification accuracy of the positive class in this study is 88.674%. The shape and position of the tumor target can be judged properly. 
Establishment of SVM Model
This study uses the SVM toolbox developed by Professor Lin Zhiren of Taiwan University to forecast classification accuracy. A total of 364 pixels are selected as training samples, including a certain number of positive samples. Appropriate classifier, kernel function, and normalization methods are selected according to results of several experiments.
Two categories of classifiers, namely, C-SVC and V-SVC, can be selected when SVM is considered as a classifier. BP algorithm is used to predict radar data using the two classifiers. After training, classification accuracies reach 88.674% and 85.321% for C-SVC and V-SVC, respectively. Accuracy rate of C-SVC is higher than that of V-SVC by 3.353%. Thus, C-SVC classifier is selected to train and predict data.
Choice of kernel function significantly affects classification results of SVM. SVM toolbox presents four kinds of kernel function: linear kernel function, polynomial kernel function, radial basis kernel function (RBF), and sigmoid kernel function. SVM toolbox is used to train and predict the data obtained by BP algorithm with the four kinds of kernel functions. Classification accuracies of the four kernel functions total 67.745%, 64.823%, 88.674%, and 50.015%, respectively. Thus, RBF is selected for the SVM model. Penalty parameter C and the parameter γ in RBF can be obtained by optimization of genetic algorithms or networks. As stomach tumor imaging requires real-time imaging, longer delay results in poorer disease prognosis. Therefore, this paper adopts a network optimization method with shorter computation time.
According to machine type classifications, kernel functions, normalization, and parameter selection tests, high classification accuracy in obtaining parameters of C and γ can be achieved with the use of C-SVC classification, RBF, and network optimization method. Radar data obtained by BP algorithm are trained to obtain the SVM model, namely, modelBP.
Location of Tumor Model
This study only focuses on the tumor localization problem. The coordinates of the target center of the tumor are set at (x, y). The tumor position in the training samples varies as follows:
Similarly, the tumor location in the test sample changes as follows:
where Δx = 0.1 cm, Δy = 0.09 cm, and p = q = 100. The Gauss kernel function is used in the SVM training, which is one of the Radial Basis Functions (RBF), and the expression is presented as follows:
where γ is a width parameter and controls the radial range of the function. x i is the predictive value, and x j is the central value of the kernel function. The sample data of the test and training sets are randomly disrupted between training and testing. The training data are employed to train the SVM, and the training model is utilized to predict the 100 data items in the test sample. The results are shown in Fig. 8 , where the projections are the abscissa and ordinate of the target center. The black line in the figure represents the actual value, whereas the circle represents the predicted value. The said figure shows that the predicted value has only a small deviation from the actual value. Hence, the use of SVM for predicting tumor location is feasible and effective. Once the training process is completed, predicting tumor location only takes a few seconds, so the algorithm can be employed for real-time detection. We then list the prediction errors of the 100 test data items. The target location of the stomach tumor can be correctly located by SVM, as shown in Fig. 9 , and the prediction error is within 0.2 cm. Figure 10 shows the average prediction error of the abscissa and ordinate. This figure also indicates that the farther the tumor deviates from the central location of the azimuth, the larger the prediction error becomes. This finding can be attributed to the relatively large interaction, which has a certain impact on the imaging results, between the tumor and the abdominal cavity which the tumor is near. The prediction error for distance is fundamentally the same as that for the azimuth, which shows that the distance between the tumor and antenna has a minimal effect on the imaging results. Only when the receiving antenna is extremely far would it receive an extremely weak scattering signal from the tumor. The interaction between the tumor and abdominal cavity is predominant at this time. This will cause strong interference to the received signal and affects prediction accuracy.
For a further quantitative analysis of prediction errors, we define relative prediction errors as follows:
where (x act , y act ) is the actual location of the tumor center, (x pre , y pre ) the predictive location for the tumor center, and l x and l y are the width and length of the model, respectively. The maximum, minimum, and average relative errors of the tumor target prediction are listed in Table 1 . This table shows that the stomach tumor imaging algorithm based on SVM has high fidelity. The aforementioned condition assumes that no noise pollution exists. However, noise pollution occurs in the signal reception process, and thus, we study the positioning results under noise conditions. We add the SNR noise levels of 5, 10, 20, 30, 65, and 80 in the scattering signal. The relative prediction error of the localization of the stomach tumor using this imaging algorithm is also presented in Table 2 . This table shows that the proposed method can effectively locate stomach tumors even at low SNR.
With the increase of SNR, its positioning effect will be better. When SNR is higher than 50 dB, noise minimally affects the results. Thus, the proposed method is robust. We add the SNR noise level of 30 dB in the scattering signal. The training model is utilized to predict the 100 data items in the test sample. The results are shown in Fig. 11 , where the projections of the tumor center is defined as follows:
where (x iact , y iact ) is the actual location of the tumor target, (x ipre , y ipre ) the predictive location of the tumor target, M the number of the test samples, and l x and l y are the model length and width, respectively. The relationship between the RMSE and sample location number U is shown in Fig. 12 .
With the increase in number of sampling locations, the prediction error decreases, and the prediction performance improves. Results show that the detection accuracy of a gastric tumor can be improved by increasing the number of receiving antennas. The relative RMSE values of the predicted results under different SNR values are compared below. The proposed method can localize stomach tumors even at low SNR, as shown in Fig. 13 . As SNR increases, RMSE decreases, and positioning effect improves (i.e., this method is robust).
We have also studied the prediction error with respect to the training size. The experimental results are shown in Fig. 14 . It can be seen that with the increase in the size of the training set, ERMS decreases.
(a) (b) Figure 14 . Tumor target location prediction results of the relation between RMSE and training size V: (a) abscissa, (b) ordinate.
CONCLUSION
Considering the nonlinearity and ill-posedness of electromagnetic inverse scattering problems, this paper presents a method for detecting stomach tumors based on SVM. This method reconstructs the nonlinear problem into a convex quadratic programming problem. Thus, the global optimal solution is obtained, and the nonlinear local solution is successfully solved. In SVM, overfitting occurs sometimes when the object function is used. At this point, SVM parameters are often limited, making the SVM model simpler. This is called regularization. The algorithm contains the regularization idea, which provides an advantageous approach to solve the ill-posed problem in inverse scattering problems. Simulation results show that the proposed method can detect the tumor targets in the stomach regardless of the presence of noise, which proves the feasibility and robustness of the algorithm. The effect of the number of sampling locations of the receiving antenna on the detection of gastric tumor is also studied. The numerical results indicate that better positioning effect is achieved with increased number of sampling locations.
