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ABSTRACT
Other-repetitions are a device involving the reproduction
by a speaker of what another speaker has just said.
This paper proposes a solution to automatically detect
other-repetitions in French conversational dialogue. A
first step of the proposed system consists in finding all
possible other-repetitions in the dialogue. A second step
is used to select other-repetitions which need to be kept
by combining rules with speaker statistics. This automatic
detection, evaluated on a one hour dialogue, shows good
results according to the expected objectives : recall is 1,
and precision is about 80%.
Keywords: other-repetitions, automatic detection,
conversational dialogue, French.
1. INTRODUCTION
Ce papier présente une méthode d’identification au-
tomatique des hétéro-répétitions ou répétitions diapho-
niques [11], c’est-à-dire la reproduction par un locuteur
2 d’un énoncé ou d’une partie d’énoncé préalablement
produit par un locuteur 1. La majorité des travaux re-
latifs aux répétitions concerne essentiellement les auto-
répétitions [5], lesquelles sont fréquemment associées
aux phénomènes de disfluences du discours (voir entre
autres [6, 7]). Les hétéro-répétitions restent quant à elles
encore peu explorées. A notre connaissance, il n’existe
pas de travaux relatifs à leur identification automatique.
Le but d’un tel outil est de proposer un nombre réduit de
segments du dialogue susceptibles d’être des répétitions,
de sorte que seuls ces derniers soient examinés manuelle-
ment. Disposer d’un tel outil se révèle donc une aide pré-
cieuse pour l’annotation de corpus de dialogues de plus en
plus importants en taille. Il permet en outre de systéma-
tiser et de comparer des données nombreuses extraites de
corpus variés de dialogues (débat, entretiens, etc.).
L’intérêt porté aux hétéro-répétitions s’inscrit dans le
cadre plus large d’un projet sur l’imitation dans la parole
(projet ANR SPIM1). Les répétitions, phénomène univer-
sel et particulièrement crucial dans la communication hu-
maine, constituent en ce sens l’un des procédés les plus
explicites pour explorer cette question, en témoignent les
nombreux travaux menés en acquisition du langage no-
tamment (pour une revue, voir [5]) et le rôle indiscu-
table de l’imitation pour améliorer les compétences lin-
guistiques du petit enfant. D’un point de vue pragmatique,
des résultats montrant que les répétitions joueraient davan-
1Imitation in speech : From sensori-motor integration to the dynamics
of conversational interaction. http ://lpl-aix.fr/projet/169
tage encore un rôle dans l’acquisition d’une compétence
communicative (versus une compétence linguistique) chez
l’enfant, ont toutefois conduit les auteurs à distinguer ré-
pétition et imitation [4]. Au delà de cette dernière, les répé-
titions serviraient donc d’autres objectifs communicatifs.
Nous nous intéressons précisément aux hétéro-répétitions
pour les différentes fonctions pragmatiques qu’elles re-
vêtent dans l’interaction. Parmi d’autres, les répétitions
constituent des procédés discursifs grâce auxquels les lo-
cuteurs convergent, s’alignent (ou pas) pour répondre au
principe de coopération qui régit toute conversation. En
effet, la conversation se définit notamment par un très haut
degré de coopération qui n’exclut cependant pas des mo-
ments de tension, voire de compétition. Mais les partici-
pants à une conversation n’ont de cesse de collaborer pour
construire ensemble à la fois le sens mais aussi la relation
qui définit l’interaction en cours. Cette coopération est vi-
sible au travers notamment de procédés discursifs spéci-
fiques, et renvoie à la question centrale du ménagement
des faces en présence qui conditionne l’activité de régula-
tion des discours.
Les backchannels - signaux multimodaux tels que mh,
ouais, hochement de tête, sourire, etc. émis par l’interlo-
cuteur en dialogue - participent à cette régulation en infor-
mant sur le processus d’écoute et de compréhension des
discours [8]. Les hétéro-répétitions jouent dans ce cadre
un rôle crucial. Certains auteurs, à l’image de Laforest [9],
les considèrent comme une catégorie complexe2 de back-
channels en raison notamment des fonctions pragmatiques
qui leur sont associées. Il existe diverses classifications
fonctionnelles des signaux backchannels, dans lesquelles
les deux classes de « continuer » (rôle d’accusé-réception)
et d’« assessment » (rôle de prise de position) demeurent
consensuelles [12]. Plus exhaustive et détaillée, la classi-
fication de Maynard [10] ajoute une fonction de compré-
hension, une fonction de support/adhésion au discours, et
une fonction de demande de confirmation. La typologie
établie par Perrin et al., dans [11] confirme un fonctionne-
ment très similaire des hétéro-répétitions en français qué-
bécois à travers les 4 fonctions suivantes :
– « a taking into account function », signalant que l’inter-
locuteur a correctement entendu et interprété le discours
précédent,
– « a confirmation request function », signalant un pro-
blème dans le discours,
2L’auteur oppose les régulateurs simples (mh, ouais, etc) qui ne sont
pas considérés comme de réels tours de parole (au sens d’apport infor-
matif) aux régulateurs complexes qui renvoient non seulement aux ré-
pétitions mais aussi aux reformulations, complétions, et métaquestions
dont le statut de non tour s’avère plus délicat à établir.
– « a positive reply function », qui signale l’accord de l’in-
terlocuteur avec le discours précédent,
– « a negative reply function », signalant le désaccord.
Dans une étude pragmatique et prosodique, [3] ont pu
mettre en évidence une fonction spécifique des héréro-
répétitions qui joueraient un rôle fondamental dans la
construction collective de séquences discursives humo-
ristiques. Nous avons pour but d’étudier les hétéro-
répétitions pour mettre ainsi à jour de nouvelles fonctions
pragmatiques susceptibles de mieux caractériser certains
moments de convergence dans l’interaction.
Dans la section suivante, nous présentons les critères for-
mels de définition des répétitions sur la base desquels l’ou-
til a été conçu. La prochaine section décrit la méthode im-
plémentée pour la recherche automatique. Nous présen-
tons enfin brièvement le corpus pour lequel l’outil a été
développé, puis une évaluation de ce dernier, sur l’un des
dialogues de ce corpus, et des exemples illustrant les caté-
gories fonctionnelles proposées dans [11].
2. CRITÈRES FORMELS DE DÉFINITION
DES RÉPÉTITIONS : ÉTAPE PRÉALABLE
Une observation préalable d’un dialogue a permis d’iden-
tifier les critères formels définitoires des hétéro-répétitions
sur lesquels reposera l’implémentation de l’outil de re-
cherche automatique. L’identification a été faite sur une
base lexicale (répétition de mots), le long d’un continuum
allant des répétitions lexicales à l’identique (répétition ver-
batim ou écho strict) aux répétitions partielles ou écho par-
tiel (modification d’un item, changement de pronom, ajout
d’une particule discursive, etc.). L’outil automatique prend
ainsi en considération le fait qu’une répétition est en écho
strict ou non (section 3.2). Les phénomènes de reformu-
lation, parfois associés aux phénomènes de répétition, ont
en revanche été éliminés. Un autre critère d’identification
concerne la taille de la répétition. Nous nous sommes de-
mandé dans quelle mesure on peut considérer que la re-
prise d’un seul mot constitue une réelle répétition. L’une
des options a été de considérer comme relevant d’une ré-
pétition un mot qui s’avère relativement rare dans le dia-
logue. Nous verrons que l’outil de recherche automatique
a permis d’affiner cette notion puisqu’elle a impliqué la
prise en compte de ce critère de fréquence de mot chez
l’un et l’autre des locuteurs (section 3.2). Enfin cette ex-
ploration manuelle préalable nous a permis de mettre à
jour un autre critère définitoire des répétitions souvent
omis lorsque l’on définit les répétitions comme étant la
reproduction presque immédiate de l’énoncé précédent. Il
s’agit de l’empan de discours sur lequel la répétition doit
être recherchée. Nos premières observations ont permis de
mettre à jour des répétitions (verbatim notamment), rela-
tivement longues, sur un empan assez important du dis-
cours, à savoir sur plusieurs tours de parole. L’outil auto-
matique intègre ce critère fondamental (section 3.1).
3. RECHERCHE AUTOMATIQUE DES
HÉTÉRO-RÉPÉTITIONS
Les travaux présentés dans [1] concernent la détection
et la correction automatique des auto-répétitions dans un
contexte de dialogue homme-machine. Une corresondance
lexicale systématique permet de détecter un ensemble ini-
tial de répétitions candidates. Celles-ci sont ensuite ana-
lysées avec des informations de niveaux syntaxique, sé-
mantique et acoustique afin de distinguer les véritables
répétitions des fausses détections. Si la démarche est in-
téressante, la différence majeure avec le travail que nous
présentons réside dans le fait que les répétitions recher-
chées dans [1] sont intra-locuteurs, par exemple « show
me flighths daily flights to boston ». Nous proposons une
recherche des énoncés « source » (énoncés sur lesquels
s’ancrent les énoncés répétés), filtrés selon des règles in-
cluant des statistiques, qui reprennent et systématisent les
critères identifiés manuellement.
3.1. Recherche systématique
Pour effectuer la recherche systématique des répétitions,
nous nous appuyons sur la segmentation du dialogue en
IPUs - Inter-Pausal Units, blocs de parole bornés par des
pauses silencieuses de 200 ms, ainsi que sur leur aligne-
ment sur le signal qui donne leur localisation temporelle.
La recherche des hétéro-répétitions consiste à mettre en
correspondance :
– les mots d’un locuteur d’une IPU donnée, qui corres-
pond à une localisation temporelle dans le signal ;
– avec les mots de l’autre locuteur, sur une IPU de locali-
sation temporelle proche et jusqu’à un nombreN d’IPU
suivantes.
En théorie, toutes les IPUs qui ne sont pas sélection-
nées par cette recherche systématique ne peuvent pas
contenir de répétitions puisque les deux locuteurs n’em-
ploient aucun vocabulaire commun. Or, nécessairement,
en dialogue, un énoncé produit à la première personne par
exemple sera répété par l’interlocuteur à la seconde, ce qui
en fait des répétitions authentiques mais qui répondent aux
contraintes du dialogue. Ainsi, dans le but d’obtenir un
taux de faux rejets minimum, une lemmatisation permet
de capter des répétitions qui ne l’auraient pas été par l’uti-
lisation des mots orthographiés. Elle permet en effet de
mettre en correspondance des verbes conjugués différem-
ment par les deux locuteurs, des mots au singulier ou plu-
riel, tous les pronoms sujets sont ramenés à la forme il, etc.
La lemmatisation permet d’une part de trouver des répé-
titions supplémentaires, d’autre part de renvoyer des seg-
ments plus longs, comme dans l’exemple ci-après. L’utili-
sation des mots permettrait de renvoyer une répétition de
2 mots :
source : non j’ ai pas voulu non
écho : tu avais pas voulu
La lemmatisation permet de renvoyer une suite de 4
lemmes :
source : non il avoir pas vouloir non
écho : il avoir pas vouloir
Dans la suite de ce document, nous considérons non pas
le lexème en tant que tel mais le lemme ; le « mot » fera
référence à la lemmatisation de celui-ci.
Avec un empan temporel suffisamment large, cette pre-
mière étape produit l’ensemble des répétitions possibles.
L’intérêt d’un outil automatique réside aussi en sa capa-
cité de ré-itérer les exécutions afin de déterminer les va-
leurs les plus appropriées. Pour notre corpus, après essai
de différentes valeurs, nous avons choisi de chercher dans
les 3 IPUs qui suivent l’émission. Cependant, les IPUs sé-
lectionnées contiennent de nombreuses correspondances
qui ne sont pas des répétitions (utilisation par les deux
locuteurs du même déterminant, d’un même article par
exemple). De fait, la seconde étape filtre les répétitions
repérées.
3.2. Filtrage des répétitions
La sélection repose sur l’utilisation de deux règles :
Règle 1 Une répétition candidate est acceptée dans la me-
sure où elle contient au moins un mot pertinent du
point de vue du locuteur qui répète.
Règle 2 Une répétition longue (au moins K mots) com-
posée seulement de mots non pertinents sera accep-
tée, dès lors qu’elle est répétée telle quelle (en écho
strict). Par expérience, la valeur optimale de K, pour
notre corpus, est 3.
La règle 1 nécessite de préciser la notion de mot perti-
nent d’un locuteur. Introduire ce critère pour déterminer
si une répétition doit être sélectionnée est essentiel. Sans
ce critère, beaucoup de répétitions de mots considérés
comme « usuels » seraient conservées. Il s’agit donc d’éta-
blir, soit une liste de mots pertinents, soit au contraire,
une liste de mots non-pertinents. Il serait possible d’uti-
liser un lexique a priori des mots outils de la langue, par
exemple, comme cela est déjà fait pour l’écrit. Cependant,
nous avons constaté que certains mots peuvent être perti-
nents pour un locuteur, sans l’être pour un autre. De même,
certains mots généralement considérés comme mots ou-
tils s’avèrent pertinents pour un locuteur car très peu em-
ployés. Ceci sera illustré dans la section relative à l’évalua-
tion. Nous avons alors opté pour une sélection dynamique
des mots pertinents : une liste est établie pour chaque lo-
cuteur, dans chaque dialogue.
On note Nl(w), le nombre d’occurrences du mot w pro-
noncé par le locuteur l, et |Vl|, la taille du vocabulaire
(nombre de mots différents) du locuteur l. On définit enfin




On dira qu’un mot w est pertinent pour un locuteur l, si :
Pl(w) ≤ 1
α× |Vl|
Le coefficient α pourra être déterminé de façon empirique
selon le type de corpus utilisé. Dans nos expériences, nous
avons utilisé α = 12 . D’un certain point de vue, on peut
considérer qu’un mot est pertinent s’il n’est pas très fré-
quent pour ce locuteur, au regard de la richesse de son
vocabulaire.
L’utilisation conjointe de règles simples et de statistiques
directement déduites des IPUs de chaque locuteur consti-
tue ainsi une solution simple pour filtrer automatiquement
les hétéro-répétitions.
4. CONTEXTE APPLICATIF
4.1. Description du corpus
Nos données sont extraites du CID, corpus conversation-
nel composé de 8 dialogues. Chacun de ces dialogues dure
une heure et implique deux participants. Un travail impor-
tant autour de ce corpus a été l’élaboration d’un schéma
d’annotation pour l’ensemble des niveaux de l’analyse
linguistique (morpho-syntaxique, syntaxique, phonétique,
prosodique, discursive) et des différentes modalités impli-
quées dans le dialogue (audio et mimo-gestuel) [2]. Nous
nous limiterons à présenter ici le premier niveau d’annota-
tion qu’est la transcription étant donné que l’outil d’iden-
tification des hétéro-répétitions se fonde exclusivement
sur ce niveau. Sans entrer dans le détail, soulignons que
cette transcription a été effectuée pour traiter des données
multi-niveaux. Nous avons donc opté pour une transcrip-
tion dite orthographique enrichie (TOE) afin de garantir à
la fois un meilleur rendement de l’alignement phonétique
nécessaire à l’analyse des module phonétique et proso-
dique, et le meilleur rendement pour les modules morpho-
syntaxique et syntaxique qui ne peuvent être faits que sur
des transcriptions orthographiques standard (utilisation de
lexiques, etc.). Le CID a été automatiquement segmenté
en IPUs ; chacune des 12950 IPUs est alors alignée pho-
nétiquement indépendamment, ce qui évite de propager
d’éventuelles erreurs au delà d’une IPU. Les transcrip-
tions, effectuées sur les 8 heures, se sont déroulées en deux
phases : la première a consisté en la transcription et la
correction des dialogues par 2 annotateurs, la seconde a
été effectuée par un expert qui a corrigé une nouvelle fois
l’ensemble des transcriptions.
L’évaluation des performances de l’outil automatique est
réalisée manuellement, elle porte sur l’un des dialogues
du CID. Néanmoins, ce dialogue contient un nombre suf-
fisant d’hétéro-répétitions pour que cette évaluation soit
pertinente. Les locuteurs sont mentionnés par AB et CM.
La table 1 présente quelques valeurs textométriques pour
ces locuteurs. On constate que le vocabulaire de AB est
plus riche que celui de CM. En effet, même si AB inter-
vient moins dans le dialogue (nombre d’occurrences infé-
rieur) que CM, son vocabulaire est plus large et le nombre
d’hapax3 est également plus élevé.
TAB. 1: Description du corpus en terme de vocabulaire
Loc. Vocab. Occ. Hapax Occ. max Mot max
AB 1183 6619 671 184 on
CM 1066 7681 561 501 ouais
Selon la définition de la pertinence, proposée en section
3.2, un mot est pertinent s’il est apparu moins de 16 fois
pour AB, 20 fois pour CM. Ainsi, le mot petit, présent 21
fois pour AB, mais 8 fois pour CM, est pertinent seulement
pour CM. Inversement, le mot voilà est prononcé 8 fois par
AB et 27 fois par CM ; il est donc pertinent seulement pour
AB. De même, le mot vachement est apparu 2 fois pour
AB, 20 fois pour CM. Des mots comme le, de, pouvoir,
truc ne sont pas pertinents pour les deux locuteurs.
4.2. Evaluation du système automatique
La valeur de rappel a été obtenue par un expert qui a exa-
miné manuellement toutes les répétitions trouvées dans
l’empan temporel choisi. Comme nous le souhaitions,
notre système a obtenu une valeur de rappel égale à 1 (au-
cune répétition omise). La valeur de précision a également
été évaluée sur le dialogue AB-CM, grâce à l’analyse ma-
nuelle de deux experts sur les répétitions filtrées.
La table 2 indique le nombre de répétitions trouvées puis
filtrées par le système automatique ainsi que le nombre
d’entre-elles qui ont été validées manuellement par les ex-
perts. Dans le cas AB émet - CM répète, la précision du
3mots présents une seule fois
système automatique est de 80,17 %. Dans le cas AB ré-
pète - CM émet, elle est de 74,79 %. Il est important de no-
ter que les IPU présentent de nombreux chevauchements
de localisations, et dans ce cas, la même répétition est re-
pérée dans les 2 sens .
TAB. 2: Répétitions automatiques et évaluation
Locuteurs Nombre de répétitions
trouvées filtrées validées
AB émet - CM répète 860 116 93
AB répète - CM émet 1251 119 89
L’évaluation de cet outil est donc satisfaisante au regard
des objectifs pour lesquels il a été conçu. Ses perfor-
mances ne sont pas remises en question par les experts.
Les différences sont en effet liées à des critères non au-
tomatisables. Par exemple, une répétition est pertinente si
elle a un caractère ostensif, c’est-à-dire qu’elle est le fruit
d’une intention du locuteur qui manifeste par cette répé-
tition son intention de citer les mots en question [11]. En
outre, un tel critère suppose que la répétition comporte une
réaction de l’interlocuteur sur ce qu’il cite.
4.3. Illustrations
Cette section présente quelques exemples de répétitions
que l’outil a trouvé dans le dialogue AB-CM. Le premier
exemple montre une répétition proposée par l’outil de dé-
tection automatique, car oui c’ était est une répétition
de 3 mots non pertinents en écho strict (application de la
règle 2). Celle-ci n’a cependant pas été validée par l’ex-
pert :
CM oui c’ était un insolite donc un peu malaise quand
même quoi un peu désagréable quoi quand même
ouais
AB oui c’ était pas on n’ était pas tristes mais on
était on était coincés obligés alors qu’ on
était en vacances et
CM ouais ouais ouais ouais ouais
CM coincée ouais
Par ailleurs, cet exemple montre à nouveau l’intérêt d’uti-
liser des lemmes, car ils permettent de repérer la répétition
du verbe coincer. L’exemple ci-après illustre également
l’intérêt d’utiliser des lemmes :
CM et il contrôlait pas
AB il a pas contrôlé
L’exemple suivant montre un cas où la répétition est for-
mulée sur deux IPUs.
CM c’était La Rochelle
AB non c’était à Poitiers
CM c’était à
CM à Poitiers tu as été à Poitiers ouais
CM ouais
Enfin, si la grande majorité des répétitions détectées puis
validées par les experts concernent moins de 6 mots, nous
en avons également identifiées de très longues comme
celle reproduite ci-dessous qui présente un écho strict de
11 items :
CM et y a de la neige qui était rentrée dans la chambre et
AB et y a de la neige qui était rentrée dans la fenêtre oui un peu
5. CONCLUSION
Cet article concerne la recherche des hétéro-répétitions en
conversation. La démarche qui nous a amené à les identi-
fier ainsi que l’outil automatique qui permet de les repé-
rer ont été présentés. De nombreux exemples, ainsi qu’une
évaluation de la méthode, permettent de valider l’approche
automatique ainsi que la pertinence de son utilisation au
sein d’un dialogue oral spontané. A court terme, cet outil
permettra de constituer une base de données conséquente
d’hétéro-répétitions puisque nous souhaitons l’utiliser sur
plusieurs types de corpus (comme les débats, les entre-
tiens, les dialogues orientés-tâche, etc.) en vue de compa-
rer les répétitions en termes formels et fonctionnels.
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