Abstract-This paper focuses on modeling and predicting the Internet end-to-end (e2e) delay multi-step ahead using Recurrent Neural Networks (RNNs). In this work, RoundTrip Time (RTT) is used as the basic metric to forecast the Internet e2e delay. A method for delay prediction model is developed using RNNs, able to model nonlinear systems. By observing the delay between two Internet nodes, RTT data has been collected as a time series during several days. Then this discrete-time series data has been organized into two parts, the first one is used as a training/learning set of the RNN, whereas the rest of data is used for the testing/evaluation of the RNN performance. To achieve this purpose, a learning phase has been performed to provide a mathematical characterization of RTT during one or several reference days. The test phase consists of iteratively forecasting RTT acquired during the test day. Simulation results illustrate that the suggested model is adaptive and it tracks RTT dynamics rapidly and accurately, even for long time ahead prediction.
The QoS offered by the Internet does not satisfy the requirements of distributed real-time applications. For this reason, it is important to forecast the Internet communication time-lag. In the Internet e2e delay prediction, similar to traffic prediction, there are two fundamentals issues that should be considered: one is the prediction methodology; the other is the prediction horizon, which refers to how far into the future can the packet delay be predicted.
For many applications the principle or knowledge upon which models can be built up is not available, or the system under study is too complex to be mathematically described. In such cases, a learning machine tries to build up an unknown mapping of the system from its observed samples. Artificial Neural Networks (ANNs) are one of the most representative methods in machine learning [2] , especially for nonlinear and non-stationary processes, due to their strong adaptive learning and generalization ability. ANNs are often used in such problems, for which a great number of measurements are available, but the underlying evolution law is unknown. In fact, ANNs are universal approximators of dynamical systems [3] .
Delay prediction is still an open research area across multi-time scale levels, ranging from nanosecond time scale [4] , to larger time-scale within the range of few seconds when communicating through satellite link for example [5] . In this context, network delay forecast is of great interest in network-based applications, where the quality of information available in real-time is often a major constraint. Besides, it is very helpful for network monitoring, routing protocol design [6] , and flow control algorithms [7, 8, and 9] . Furthermore, predict the Internet delays may help ensure the e2e QoS [10] , since TCP connection throughput is inversely proportional to the connection RTT [11] . This work suggests a predictive model of RTT dynamics at different prediction horizon, using a properly trained ANN, aiming at forecasting the variable time-delays that may occur in a closed-loop system, and therefore a more efficient predictive control.
In this paper, an improved neuro-based approach of our preliminary results concerning the Internet e2e delay forecasting is presented [12] . The previous work uses a 2-10-1 RNN to forecast RTT single-step-ahead between two nodes over the Internet. In this work, the neural network architecture has been modified in order to forecast RTT multi-step ahead, and the prediction accuracy has been enhanced. This work tries to answer these questions: how does RTT evolves for a specified connection? Our interest will be focused on the mediumgrain temporal scale (minutes); what is the frequency distribution of RTT? What is the best metric to characterize time-delay over the Internet? How far into the future can RTT be predicted with certain accuracy?
The rest of this paper is organized as follows: In the next Section, investigations of some existing related literature for network delay forecasting are addressed, besides the relevant concepts and the major issues affecting delay prediction are discussed. In Section III, the methodology adopted for the Internet e2e delay prediction is presented, and the neural model design is described through its two basic steps: the learning process and the validation phase. In Section IV, data collection procedure is described and some preliminary results issued from data analysis are given. The prediction performance of the suggested algorithm is illustrated through simulation results in Section V. Finally, conclusions and perspectives are provided in Section VI.
II. BACKGROUND

A. The Internet end-to-end delay
Hop-by-hop packet delay refers to delay between two directly connected nodes in the network. In contrast with e2e delay, our main current research interest, which concerns packet traveling delay along a path that may include several intermediate nodes. In literature, RTT is often used to study the dynamics of the Internet [16, 19] , which requires measurement only at one end. This justifies our method for collecting data (paragraph IV.A).
Communication over a best effort packet-switching network is characterized by random losses and random delays. However, e2e delays strongly reflect the dynamics of the traffic [17] . Theoretically, to accurately predict the Internet delays, the system dynamic should be mathematically characterized. It is well known that, due to the complexity and the heterogeneity structure of the Internet, it is very difficult to derive an explicit analytical model for RTT. In fact, the dynamic of transmission process of the Internet system is time-variant, and varies with numerous factors as congestion, bandwidth, QoS, distance, traffic load and routing protocols, in part because the network is segmented into several paths spread across multiple administrative domains. Indeed, the total e2e packet delay is the sum of delays experienced at each hop from source to destination, as illustrated by fig. 1 The e2e delay may be considered as the sum of two principal components: a constant component which includes the propagation delay and the transmission delay, and a variable component which includes the processing and the queuing delay. This last component is the major source of uncertainty for e2e delay estimation, because it depends on the instantaneous traffic load.
B. One-way vs. Round-Trip
A frequent approximate solution considers One-way Transmission Time (OTT) equal to half of RTT. Although, others consider this coarse approximation does not give high accuracy [20] . Because of the possibly asymmetric delays which may exist due to route asymmetry, between the forward and backward paths [21] . In fact, the asymmetry of most Internet paths, with several possible routes to and from routers, makes it even harder to draw strong conclusions about OTT behavior from RTT. Alternatively, OTT needs synchronization between the sender and receiver clocks to obtain accurate measurements. Although, several synchronization methods are possible according to the accuracy goal that one wishes to reach: (i) SNTP (Simple Network Time Protocol [22] ) in order to achieve about one second accuracy, (ii) NTP (Network Time Protocol [23, 24] ) provides millisecond accuracy, and (iii) NTP+GPS to get few hundred microseconds accuracy.
C. End-to-end Congestion Control
End-to-end congestion control algorithms are mainly divided into three basic classes according to primary congestion control signal. The first class is loss-based algorithms, where source sending rate is regulated by adapting window size according to the packet loss-rate, such as HSTCP (High-Speed TCP [25] ), and Reno [26] the current TCP implementation, where its congestion avoidance algorithm is designed by modeling each RTT sequence based on a certain ARMA model. Other algorithms, representing the second class, are based on the e2e available bandwidth estimation by measuring and low-pass filtering the rate of returned acknowledgments, such as TCP Westwood [27] . The third class is delaybased algorithms, where flow rates are adjusted in response to the measured delay, such as TCP Vegas [8] , FAST TCP [9] , and VFST TCP [28] . Although an accurate delay prediction can provide further improvement to delay-based congestion control.
D. Networking Metrology
The basic metrics typically used to express the e2e QoS are the connection throughput, the e2e packet delay, jitter, and the packet loss rate, which is the ratio between the number of lost packets and the total number of sent packets within a specific time period.
In the field of networking metrology, a lot of software measurement tools have been developed for actively or passively measuring the performance of Internet paths such as, netstat, ping, traceroute [29] , pathchar [30] , NetDyn, tcpdump [31] , etc. Although, active probing tools represent nowadays some of the most accurate means for verifying delay constraints between different pairs of nodes, and the directly approach to characterize the Internet dynamics. Various studies attempted to characterize e2e dynamics of the Internet [32, 33, and 34] . In addition to large scale measurement projects such as Surveyor [35] , that measures OTT, the PingER project [36] which measures e2e delay, loss rate and routing over a diverse set of measurement probes throughout the Internet, and NIMI [37] . But, e2e approach has the fundamental disadvantage that it confuses the properties of the forward and reverse delays.
E. Related Work
A time series is a temporal sequence of data points, typically measured at successive times. RTT measured at equally spaced time intervals, are typically time series.
The problem of delay prediction has been extensively studied in literature [2, 4, 6, 12, 13, 14, 15, 16, 17 and 18] . In this context, the widely used models for random processes prediction are the Moving Average (MA) and the Autoregressive (AR) models [1] . However, the traditional ARMA model is not suitable for delay prediction because of the nonstationarity and nonlinearity nature of the Internet delay [13] , which sometimes develops with quick and high variation due to traffic dynamics. In addition, the ARMA model with fixed parameters does not perform properly in all scenarios; the measured delays are not well-fitted, due to its intrinsic limitation that filters out all high-frequency components of RTT dynamics [13] . For alternative delay prediction approaches, see [15] .
Recently, several researches have been carried out aiming at predicting the Internet delays [2, 12, 13, 15, 16, 17, and 18] . Numerous of these studies are based on time series analysis, which are used in order to understand and therefore to forecast the dynamic behavior of the Internet. In [16] , an empirical approach for the identification of the e2e delay dynamics was presented using RNNs. In [10] , the prediction of the Internet delays for specific purpose of computing single and multiple paths in an overlay network was addressed, by developing measurementbased regression methods to predict the e2e delays of the path. In the field of teleoperation [13] , an adaptive algorithm was suggested for retransmission timeout prediction, based on the maximum entropy principle. In [18] , a multiple-model approach has been developed to forecast the Internet e2e delay. In [17] , a hybrid approach was proposed for long horizon e2e delay forecast, using wavelet transforms in combination with recurrent multilayer perceptron neural network and the k-nearest neighbor's pattern recognition technique. For an overview of modeling and predicting the Internet e2e packet delay, see [2] .
The prediction accuracy of the major above cited works are acceptable when RTT evolves slowly. But, in the case of a high traffic load, RTT fluctuates very quickly and most of the previous methods are unable to adapt the quick changes of the Internet delays. In this work, our suggested RNN tracks RTT dynamics rapidly and provides good prediction accuracy even for high traffic load and long horizon prediction, without increasing too much the computation complexity.
III. LEARNING AND PREDICTION METHODOLOGY
Our choice of neural networks model is justified by their robustness in modeling nonlinear time series. In fact, our aim is to design a neural network using RTT history as input, and RTT forecast as output. For this reason, the neural network output is fed back as an input. This feedback connection in the ANN architecture gives Recurrent Neural Network (RNN) as shown by fig. 2 . Figure 2 . The recurrent neural network architecture.
As the Internet delays are known to have a quasiperiodic profile [38] , our model has been created based on RTT data observed during one reference day. The neural model is then used to forecast the behavior of the Internet delay over the day after the observations.
The collection of RTT data is analyzed, and modeled, with the objective of achieving the lowest discrepancies between, on the one hand, the delay observed and, on the other hand, the delay predicted.
A. Neural Model Design
In an early stage, our aim is to forecast RTT on off-line measurements, using the prior knowledge of the desired output of the RNN. Therefore, the learning process is supervised. Let
be the e2e delay measurement sequence up to time k. The prediction here is defined as: The RNN inputs were associated to the previous predicted RTT. Consequently, the connection graph of the network is cyclic, which justifies our choice of recurrent neural model.
Several tests during the learning and the evaluation phase conduct us to choose a RNN ( fig. 3 ) with three inputs, one recurrent hidden layer with 20 tansig nonlinear neurons, and a single output with a linear discriminatory function (purelin). The network has a feedback connection from the output layer to the input layer. The RNN has been trained with numbers of hidden layers and nodes per layer, but do not show a significantly better performance. The numbers of hidden nodes selected was that gives the best validation performance. Once the network architecture and the characteristics of the formal neurons have been chosen, the weight parameters have to be adjusted based on the learning process. 
B. Learning Phase
During the learning phase, the training RTT curves shall be analyzed and compared to those of the reference day. The learning can however be multi-day in order to better account for daily variations, for instance due to feast days. The supervised learning scheme consists in iteratively adjusting the weights and biases of the RNN until the network output matches the target, in order to achieve the best approximation between inputs and outputs. For the purpose of clarity, the recurrent learning process is presented in the case where one single day of measurement is available and considered as the reference day. However, for highly non-stationary data, increasing the size of the training set results in more data with statistics that are less relevant to the task at hand. The learning algorithm was executed using the Levenberg-Marquardt algorithm which uses a gradient descent optimization to minimize the MSE. The learning process complete if the MSE between prediction and the observation is less then a prescribed tolerance, or the maximum number of the predefined epochs reached.
If
C. Validation and Test Phase
At the testing stage, the prediction error has to be estimated with changes made to the RNN inputs, without changing the weight parameters obtained after the learning process. In other words, once the weight parameters have been adjusted based on the training phase, the values obtained from this process are used to predict the behavior of RTT during next days. The efficiency of the RNN prediction has to be verified through the comparison of the available RTT measurements and the predicted RTT for the validation data set.
D. Prediction horizon
Through the training of the RNN, the prediction model can forecast RTT one or multi-step ahead. Let ) (k RTT be the known e2e delay measurements until the instant k and h a time lag representing the prediction horizon. Therefore, an optimal h-step ahead predictor is the estimated value of h) TT(k R ˆ conditional on the knowledge of RTT until time k , and weight parameters obtained after the learning process, which can be expressed as follows:
Obviously, the prediction error in our model tends to increase as the prediction horizon becomes greater. In fact, because of routing behavior, competing flows, and available bandwidth etc., e2e delays are quite dynamic during rush hours and the prediction horizon cannot be too large.
IV. PRELIMINARY DATA ANALYSIS
A. Data Collection
The Internet path between National School of Computer Science (ENSI, Tunisia) and Technological University of Troyes (UTT, France) was continuously observed during two successive weeks (from Friday 14 to Friday 28 July, 2006). Packet delay and packet loss data were collected as a discrete-time series using the ping tool under Unix. Ping tool measures network RTTs by sending ICMP (Internet Control Message Protocol, RFC 792) echo-request to a target machine over a period of time, which responds with echo-reply messages. Here, the ICMP echo packet size is 64 Bytes, which is regarded as a probing packet. However, ping was not designed as a delay measurement tool, but a reachability tool. Its reported delay includes uncertainties due to path asymmetry and ICMP packet generation times at routers.
In this regard, our analysis of RTT dynamic suggests that one minute inter-departure time interval appear to be an appropriate delay estimation frequency, which gives 1440 points during a day. Besides, ICMP packets may be filtered by routers if they increase the traffic load, or due to the increase of the security level.
B. Data Preprocessing
Neural network training can be more efficient if certain preprocessing steps are performed on the network inputs and targets. During the transmission of data through an unreliable network such as the Internet, packets can be corrupted or cannot reach their destination. The problem of missing packets or received after a timeout (13 packets during the two weeks) has been solved using linear interpolation between RTTs before and after the missing data. By realizing this process, the delay properties will not be impacted since delay and loss are two separate issues [18] .
Before training, it is often useful to scale the inputs and targets so that they always fall within a specified range. The data of the observed daily series have been also transformed and standardized in order to adapt RTT values to RNN inputs. For this purpose, the maximum value of RTT (355ms) is supposed to be known.
C. Data Synthesis
For a week, the same periods of the day have highdegree of similarity in their delay dynamics as depicted by fig. 4 . For this reason, the whole day sequence has been segmented into three equal time segment of eight hours each one as shown by Based on our observations, there are large temporal and spatial variations in RTT curves during the second eight hours of each workday ( fig. 5 ). In fact, fast and large changes in RTT dynamic occur during this heavyload period. A multiplication of RTT value by a factor four with broad fluctuations during rush hours, which corresponds to the period between 08 a.m. and 04 p.m. (all times are GMT+1). Whereas, from fig. 4 it is shown that delays present low fluctuations and remain almost stationary otherwise. This can be explained by the relative stability of the traffic during the night. Moreover, there exists a lower bound of RTT (60.5ms) as depicted by fig. 4 , which may correspond to the propagation delay and transmission delay with empty queues. Another foreseeable observation is, the minimum values of RTT on the average, were obtained on Sundays as observed by fig. 6 . These results show that the congestion situation of the Internet can be well predicted by the suggested delay prediction model. Because increasing delay corresponds to partially filled buffer, whereas loss results from totally filled queues. The suggested approach has been verified using real Internet measurements and Matlab Neural Network Toolbox. A two-layer recurrent neural network is used in this research. The network's inputs range from the normalized minimum of RTT and its normalized maximum during the period of collecting data. The sampling time to send a probing packet is one minute. As described by fig. 3 , the first layer has twenty tansig neurons having three inputs, and the second layer has one purelin neuron having one output. Then with a part of the time series sample the neural network has been trained. The other part of this sample is used to verify the predictor performance.
A. Learning Process
The numerical optimization used for neural network training is Levenberg-Marquardt algorithm (trainlm), which updates the weights and biases in direction of performance increases most rapidly. The network is trained for 700 epochs with MSE equals 0.001. Fig. 7 shows training results of a single-step-ahead RTT prediction, during the reference day. The network training reaches the errors tolerance 4.10 -3 at the end of simulation. Table II and fig. 8 illustrate the distribution of the training error of RTT during this reference day. The predicted RTT successfully reach the intended target of measured RTT in the majority of cases. In fact, for 84.93% of this daily data, the predicted and real measured values differ less than 1% of RTT value (table II). As mentioned above, the highest training errors are located in the second time segment, where RTT curves present the highest oscillations. 
B. Evaluation Process
After the recurrent training process complete, the effectiveness of the prediction obtained using RNNs is tested against other delay series data, completely different than ones used for learning process as shown by table III. It can also be seen from fig. 10 that, the prediction error is small in the light-load period of the day, which corresponds to the first and third time segments. In contrast with the prediction error recorded during the second time segment, where the prediction error presents the highest values of the day, because of the broad fluctuation of RTT during this period. The prediction interval was set to h=1, 2, 5, 10, 20 and 30 samples to realize h-step ahead prediction ( fig. 11 and  fig. 12 ). RTT is considered forecasted with Good Prediction (GP) if the prediction error is less than 10% of considered RTT during the evaluation process. Table V shows the percentage of GP and the MSE for each prediction horizon scenario. As mentioned before, the good prediction percentage decreases as the number of forecasting steps increase. In this paper, a neural prediction model of the Internet RTT dynamics multi-step ahead is suggested, using two successive weeks of real Internet measurements between two academic links. The suggested predictive algorithm based on RNN presents good prediction accuracy for the Internet e2e delay, even during rush hours and for long prediction horizon. In fact, the neural model is adaptive and it tracks RTT dynamics rapidly.
Finally, the principal effectiveness of the suggested method to forecast RTT has been confirmed experimentally by applying it to real Internet off-line data. This research is at an early stage of study. There are still several problems to be solved in future work such as: (i) applying the suggested method to forecast Internet delay on-line, (ii) optimizing the prediction error.
