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ABSTRACT

IMAGE PROCESSING ALGORITHMS FOR DIAGNOSTIC ANALYSIS OF
MICROCIRCULATION

by Sumeyra Ummuhan Demir, Ph.D
A Dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy at Virginia Commonwealth University.

Virginia Commonwealth University, 2010

Major Director: Rosalyn S. Hobson, Ph.D
Associate Professor, Virginia Commonwealth University

Microcirculation has become a key factor for the study and assessment of tissue perfusion and
oxygenation. Detection and assessment of the microvasculature using videomicroscopy from the
oral mucosa provides a metric on the density of blood vessels in each single frame. Information
pertaining to the density of these microvessels within a field of view can be used to quantitatively
monitor and assess the changes occurring in tissue oxygenation and perfusion over time. Automated
analysis of this information can be used for real-time diagnostic and therapeutic planning of a
number of clinical applications including resuscitation.
The objective of this study is to design an automated image processing system to segment
microvessels, estimate the density of blood vessels in video recordings, and identify the distribution of blood flow. The proposed algorithm consists of two main stages: video processing and
image segmentation. The first step of video processing is stabilization. In the video stabilization
step, block matching is applied to the video frames. Similarity is measured by cross-correlation
coefficients. The main technique used in the segmentation step is multi-thresholding and pixel
verification based on calculated geometric and contrast parameters. Segmentation results and differences of video frames are then used to identify the capillaries with blood flow. After categorizing

blood vessels as active or passive, according to the amount of blood flow, quantitative measures
identifying microcirculation are calculated.
The algorithm is applied to the videos obtained using Microscan Side-stream Dark Field (SDF)
imaging technique captured from healthy and critically ill humans/animals. Segmentation results
were compared and validated using a blind detailed inspection by experts who used a commercial
semi-automated image analysis software program, AVA (Automated Vascular Analysis). The algorithm was found to extract approximately 97% of functionally active capillaries and blood vessels
in every frame.
The aim of this study is to eliminate the human interaction, increase accuracy and reduce the
computation time. The proposed method is an entirely automated process that can perform stabilization, pre-processing, segmentation, and microvessel identification without human intervention.
The method may allow for assessment of microcirculatory abnormalities occurring in critically ill
and injured patients including close to real-time determination of the adequacy of resuscitation.

xi

Chapter 1

Novelty and Contributions
Flow in blood vessels smaller than 100 µm (defined as the microcirculation) plays a significant
role in various vital functions in the human body [3]. Several rheological properties of blood in
microcirculation, in particular viscosity make circulation of red blood cells and plasma in capillaries
noticeable and different from that of large blood vessels [4] [5]. The capillary network is responsible for transporting nutrients, fluids and oxygen to all tissues [6, 7, 8, 9]. Global hemodynamic
measurements derived from cardiac output, blood pressure and oxygen delivery are not sufficient
to predict the level of microvascular oxygen delivery [10, 11]. Therefore, the knowledge of healthy
distribution and circulation of blood in capillaries and small blood vessels has always been regarded
as a key aspect of physiological health [3].
Study of microcirculation has revealed potential diagnostic value in illnesses and diseases such
as sepsis [12], sickle cell [13, 14], chronic ulcers, diabetes mellitus and hypertension [15, 16]. In
each of these diseases, several characteristics of microcirculation such as structure of capillaries and
quality of blood flow in the capillaries change over time [17, 18, 19, 20, 21]. A technology that can
quantitatively detect and screen microcirculatory changes can greatly assist in the early detection
of these pathological conditions, and therefore provide improved opportunities for treatment [22].
Moreover such an automated technology can avoid over and under resuscitation by real-time analysis
of microcirculation and as such greatly improve the outcome of resuscitation.
More than 1000 people die per day in the United States as a result of poor cardiac arrest and
trauma resuscitation outcomes [23]. The Post-Resuscitative and Initial Utility in Life Saving Efforts
(PULSE) workshop was organized to seek opportunities to improve outcomes following resuscitation

in 2000 [23, 24]. The workshop was sponsored by the National Heart Lung and Blood Institute
of the National Institutes of Health, as well as other federal agencies including the Department of
Defense. An expert panel recommended specific items to advance the technology of resuscitation
research, which includes improving technology based methodologies for monitoring and performing
resuscitation [25].
Stadlbauer et al. stated [26]: “In 1990, about 5 million people died worldwide as a result
of injury, and it seems likely that the global epidemic of deadly trauma is only beginning. By
2020, deaths from injury are expected to increase to 8 million worldwide [27], and 30% of these
fatalities will be attributable to hemorrhagic shock [28]. Resuscitation of patients in uncontrolled
hemorrhagic shock remains one of the most challenging aspects of emergency care, and trauma
patients with complete cardiovascular collapse have an extremely poor chance of survival.”
Knowing that, a system that increases the chance of survival of trauma patients by closely
monitoring microcirculation in real time would represent a significant improvement. Particularly
in trauma care, it is highly desirable to monitor the changes of microcirculation during resuscitation
and decide when to start and/or stop resuscitation according to real-time quantitative analysis of
microcirculation [29, 30, 31]. Such an automated analysis will greatly help avoid over- and underresuscitation.
Automated analysis of microcirculatory videos may also have a tremendous impact on hemorrhagic shock cases. Hemorrhagic shock is a leadingcause of death in trauma patients [32]. In
addition, it is reported that 50% of deaths caused by serious injuries are preceded by circulatory
system collapses [33]. While resuscitation is known to help many of such patients, under- and overresuscitation are known to be the main factors for failure of this intervention. The main reason of
the failure is that resuscitation is often conducted without monitoring the true factors reflecting
blood circulation. As such, the proposed system that allows care providers to automatically monitor the changes in microcirculation during resuscitation can significantly impact the success of the
resuscitation attempt. The proposed system helps decide when to start or stop resuscitation so as
to avoid under- and over- resuscitation. The significance of this automated system is that; the close
to real-time assessment of microcirculation can control the timing and planning of resuscitation,
and therefore help save many lives.

2

The objective of this research is to design an automated system for quantitative analysis of
microcirculation video recordings. A fully automated analysis of video microscopy of the circulation
has potential clinical value in diagnosis and treatment of diseases. Detecting microcirculatory
abnormalities occurring in critically ill and injured patients may also detect occult hypo-perfusion
as well as help determine the adequacy of resuscitation. The system will utilize advanced image
processing techniques to segment microcirculation videos and to estimate the features of blood flow.
In cases of resuscitation application, the real-time feedback from the proposed system may have
the capability to produce a warning system to prevent over- and under-resuscitation subjects.
The novelty of the algorithm developed for this proposal can be divided into three key components:
1. Digital image stabilization algorithms generate a compensated video sequence to deal with
undesirable camera shake or subject movements. A novel automated method to stabilize
video frames and label frames which are in transition is proposed. Block matching and
maximizing correlation coefficients are utilized to stabilize video frames. Although block
matching and correlation methods are relatively routine video stabilization techniques, in
this application the proposed system ensures that the blocks to be matched include objects
of interest - blood vessels. Ensuring the blocks do not consist of only background pixels
improves the effectiveness and computational complexity of the stabilization process. Along
with stabilization, the algorithm is also capable of identifying the frames where the scene
changes. The details of this method are provided in Chapter 6, the Stabilization section.
2. A method based on multi-thresholding and pixel verification is proposed to segment blood
vessels in microcirculation video recordings. The combination of multi-thresholding methodology, a technique for verification of vessel candidates when segmenting blood vessels, preprocessing steps, and the option to modify decision parameters forms a novel and effective
segmentation approach. In the pre-processing step, changing parameters of histogram equalization according to the threshold level improves the use of multi-level thresholding. Due to
the low quality of microcirculation images, without the pre-processing step thresholding at
different levels performs poorly and inefficiently. Changing pre-processing parameters at each
threshold level results in different size of blood vessels at different threshold levels. Chapter

3

5 provides a detailed description of the segmentation algorithm and the pre-processing step.
The algorithm is capable of segmenting blood vessels from microcirculation videos as well as
retinal images.
3. The method presented in this dissertation uses the original video frames and the segmentation
results of the averaged frames to automatically detect blood vessels without flow. In existing practices, detecting blood vessels with flow and calculating quantitative measurements
of microcirculation is a manual process. The presented algorithm is capable of identifying
capillaries with blood flow automatically using pixel intensity differences. The novelty of this
approach is the calculation of quantitative microcirculation parameters using a fully automated system. The details of the algorithm are presented in Chapter 4, under Difference
Calculation section.
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Chapter 2

Background
Although macrocirculation distributes the blood globally throughout the whole body, microcirculation is the primary site of oxygen, fluid and nutrient exchange between blood and tissue,
hormone delivery from endocrine glands, bulk delivery between organs and waste product removal
[3]. Researchers have been studying human microcirculation since the late nineteenth century [34].
Microscope combined with a magnifying lens was the very first tool to visually assess skin microcirculation [10, 34]. In 1879, Heuter investigated the capillary network on the inner border of
human lip using a microscope [35]. Introduction of intra-vital microscopy into clinical studies led
to further research on anatomy, physiology and pathology of human skin microcirculation. Müller
presented his findings in two large volumes in 1937 and 1939 including a large collection of color
capillaroscopic images, painted by himself [36] .
In 1922, decreasing capillary density (CD) was linked with sepsis by Freedlander and Lenhart
[37]. Studies followed examining microvascular pathology in several conditions such as ischaemic
limb, Raynaud’s phenomenon and systemic sclerodema in 1966, 1973, 1980 and 1983 [10]. In 1985,
alteration in skin microcirculation in diabetic patients was reported by Tooke et al. [38]. Video
capillaroscopy enabled analogue or digital recording which is a light microscope with a stationary
setup combined with a video camera and recording system [39, 40]. Figure 2.1 illustrates the setup
of video capillaroscopy in use for nail fold microcirculation monitoring.
In 1981, fluorescent tracers were introduced for microscopic microcirculatory imaging to improve the image quality of videomicroscopy [41]. The system, fluorescence videomicroscopy, uses
a fluorescence microscope instead of a regular microscope used in video capillaroscopy. Bollinger

Figure 2.1: Nailfold video capillaroscopy (Photo courtesy of KKTechnology)
examined skin capillary diffusion in long-term diabetic patients using fluorescence videomicroscopy
[42].
Laser Doppler Fluxmetry (LDF) is another imaging technique developed to visualize microcirculation. Bonner developed LDF using the knowledge of extended frequency of the scattered light
when monochromatic laser light interacts with moving red blood cells [43]. Changes occurring
in microcirculation due to chronic venous insufficiency and chronic venous ulceration have been
investigated using LDF technology [44, 45].
Due to stationary setup of imaging devices, skin microcirculation and microvascular pathology related to chronic diseases remained the main focus of research until the early 21st century.
Recently-developed hardware systems significantly contributed to study of human microcirculation
[1, 39], providing novel tools to visualize capillaries close to the surface of the body [46].
In particular, the two major imaging modalities, Orthogonal Polarization Spectral (OPS) imaging [47] and Side-stream Dark Field (SDF) imaging [48] have been extensively employed in the field
of clinical microcirculatory research. OPS imaging is a noninvasive method which does not use
fluorescent dyes; instead it applies a video microscopic camera with light filtration [47, 22]. The
optical schematic of OPS imaging technique is depicted in Figure 2.2.
OPS imaging uses green polarized light with wavelength of 550 nm which is absorbed by
hemoglobin and makes red blood cells visible [1]. Most of the polarized light is reflected back
to the lens from the surface in the polarized form. Approximately %10 percent of the polarized

Figure 2.2: Orthogonal Polarization Spectral imaging probe and its optical schematic (Photo courtesy of Groner et al. [1]
photons pass into the tissue and become depolarized. The reflected polarized light is eliminated using an analyzer and depolarized light scattered in the tissue is allowed to pass through the analyzer.
The depolarized light, then forms the microcirculation image on the Charged Couple Device(CCD)
videocamera.
SDF imaging technique provides an improvement in image quality over OPS imaging and has
been widely employed in the field of clinical microcirculatory research [49, 48, 50]. Light emitting
diodes (LEDs) form a ring at the tip of a light guide. LEDs illuminate the tissue with green light of
wavelength 540±50 nm which is absorbed by hemoglobin. Interference of direct surface reflection
is avoided by optically isolating the light source from the emission light path [2]. The schematic
diagram of SDF imaging is presented in Figure 2.3.
Skin and sublingual microvascular beds are easily accessible to observe human microcirculation,
therefore most of the clinical studies focus on nail-fold and sublingual microcirculation. Among
mentioned imaging techniques nail fold video microscopy is used to visualize nail fold microcirculation whereas laser doppler technique allows skin, muscle, rectal, vaginal, and gastric mucosal
blood flow to be monitored. OPS and SDF imaging techniques are mostly used to visualize mucosal
surface microcirculation such as sublingual blood flow. These techniques can be utilized to visualize
skin microcirculation in the areas with a thin epidermal layer such as eyelids [34].
Nailfold videomicroscopy is an easy and inexpensive imaging technique; however it may not
represent microcirculation in other parts of body under certain circumstances such as cold environment. The disadvantage of laser doppler technique is that it can not measure the heterogeneity

Figure 2.3: Schematic diagram of Sidestream Dark Field Imaging (Photo courtesy of Turek et al.
[2])
of the blood flow. Motion artifacts caused by tongue and/or subject movement or movements as
a result of respiration are main limitations of sublingual microcirculation imaging [34]. Therefore
reducing the motion artifacts of microcirculatory videos is one of the main tasks for the proposed
study.
To analyze microcirculatory images and videos several software tools have been developed. However currently available softwares are unable to perform real time analysis of the videos and require
manual interventions. According to Awan [10]:
“To facilitate routine clinical use, improved software should be developed.”
In order to better see these shortcomings, some of these system tools are reviewed next.
CapImage was originally developed for traditional intravital microscopy [51], but is capable of
analysis of SDF and OPS images [22]. It uses a Line Shift Diagram Method for measurement of
velocity and real-time movement correlation. The software tool is capable of measuring properties
of microcirculation such as blood cell velocity, capillary density, capillary diameter and capillary
distance, vasomotion and area. However the software is only capable of detecting straight blood
vessels. Expert users of CapImage claim that analysis of microcirculation with CapImage is time
consuming and occurs off-line [52].

CapiScope, a system for the measurement of capillary morphology and capillary blood cell
velocity, requires stable images and lacks stabilization [53]. JavaCap and Capilap toolbox are two
other available software tools which use triangulation method to calculate intercapillary distance
[54, 55].
Automated Vascular Analysis (AVA), which has been developed recently, is the most current
commercial software tool for analyzing microcirculation videos. The methodology behind this
software was described by Dobbe et al [56]. The method is the most accurate among the existing
systems, performs a semi-automated process based on image stabilization, centerline detection
and space time diagram. Despite all the capabilities provided by AVA, it lacks the full level of
automation that leaves the burden of selecting the areas of interest, configuration, initialization,
filtering of many false positives, dealing with many false negatives and addressing of connectivity to
physicians/users. In addition, according to the developers of AVA, the software lacks the automatic
vessel detection, as well as diameter and blood flow calculation [11].
For this study, video recordings are captured using a Microscan SDF imaging system from
the sublingual surface of animal and human subjects. Over time, despite the advances in the
hardware, the lack of effective computational methods to automate the analysis and interpretation
of these videos, automation and speed have remained as the major challenges and obstacles in more
widespread adoption of this valuable technology. Manual analysis is a tedious, slow and error-prone
task which lacks accuracy. Most importantly, it prevents true point of care utilization of intravital
microscopy.
Therefore, there is a need for a fully automated system that can:
• Stabilize microcirculation videos and eliminate motion artifacts
• Segment blood vessels within a specific range of diameter values
• Identify vessels with blood flow
• Quantitatively measure the level of tissue oxygenation via microcirculation using Functional
Capillary Density.
Presented system can be specialized for other applications that require automated analysis of
vascular images such as angiograms and retinal images. These vascular images are used in many
9

diagnostic decisions, and as such, the proposed system can help physicians which will significantly
reduce the time of the decision making process and increase the accuracy of the decisions made.

2.1

Related Work for Digital Image Stabilization

Image stabilization is the process of generating a new video sequence by removing the unwanted
motion between frames of the original video. The main causes of the motion are the shake of
camera and subject movements. Image stabilization methods can be categorized in three groups:
mechanical stabilization, optical stabilization and digital stabilization [57]. Mechanical stabilization
techniques utilizes mechanical devices to keep the camera stable such as tripods and accelerometers. Optical stabilization approach changes the optical system of the device by detecting the
motion using sensors and moving the sensor accordingly. Both approaches, mechanical and optical, develop techniques to stabilize the image before recording and both are hardware dependent
[58] . Meanwhile digital stabilization is a software based approach and it is applied to the image
after recording. Digital stabilization can be combined with mechanical and optical stabilization
techniques.
The process of digital image stabilization can be divided into two major tasks: motion estimation
and motion correction [59]. First unwanted motion is estimated and global motion vectors are
calculated. Then corrections are applied to the frame sequence according to the global motion
vectors. The nature of transformation to be estimated and corrected may vary depending on the
application. Stabilization systems which focus only on translational motion effects are called twodimensional (2D) stabilization systems, whereas three-dimensional (3D) systems deal with rotation
and zoom based transformation along with translation [60, 58].
According to Jae Lim, motion estimation algorithms can be categorized in two main groups:
region matching methods and spatio-temporal constraint methods [61]. Bit-plane matching [59],
feature tracking, pyramidal approaches [62] and block matching [58] algorithms can be considered
as the most commonly used region matching methods. Spatio-temporal approaches include direct
optical flow estimation [63], phase correlation [60], integral projection [64] and least mean-square
error matrix inversion [65] approach. Spatio-temporal approaches are superior to region matching
algorithms in terms of computational time.
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Feature tracking algorithms are widely studied among other regional matching methods. Stabilization algorithms track features such as points, lines and surfaces in the images to determine
the global motion vectors. The features can be extracted from anatomical structures of medical
images [66, 67] such as bronchial/vascular branches in the case of lung [68]. Geometrical features
(e.g. local curvature extrema and corners) are used to estimate the translation of the images as well
[69, 70]. Feature based methods are effective if the images contain enough distinctive and easily
detectable objects. Unfortunately, medical images rarely provide many details and for this study,
detecting the anatomic structure (blood vessels) is the main goal.
Algorithms that are based on image intensity values work differently. Image transformation
is determined by optimizing pixel intensity similarity measurements. The similarity is calculated
using cross-correlation, Fourier domain based cross-correlation, minimization of variance of intensity
ratios, histogram clustering and minimization of histogram dispersion, and maximization of mutual
information [71].
Block matching algorithms use a predefined size of windows-blocks or even entire images to
estimate motion vectors. One of the disadvantages of block matching methods is defined as ’remarkableness’ of the window content [72]. If a window does not contain distinctive details, there is
a high probability of mismatch.
To stabilize microcirculatory videos, two different approaches are utilized separately. First,
a block matching algorithm is developed that calculates cross-correlation coefficients to measure
the similarity of the blocks. To avoid errors caused by ‘remarkableness’ issue, blocks are ensured
to include blood vessels using Laplacian of Gaussian filtering. The accuracy of the stabilization
algorithm is improved utilizing Lucas-Kanade optical flow to track the blocks selected. LucasKanade optical flow is commonly used in literature for tracking purposes [73, 74]. Instead of
calculating optical flow globally, Lucas-Kanade calculates local optical flow. Details are discussed
under Chapter 6.

2.2

Related Work for Segmentation

Quantitative information on microcirculation can be derived by calculating the density of the microvessels within a field of view and can be used to monitor and assess the changes occurring in
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tissue oxygenation and perfusion over time. To evaluate the density of the microvessels, segmentation of blood vessels is a necessary process. Vessel segmentation is a widely studied field in the
various areas of biomedical image processing. Most of the existing vessel segmentation methods
focus on retinal images [75, 76, 77]. There are a few studies working with angiographic images,
ultrasound images and microcirculatory videos as well [78, 79, 56].
Several algorithms have been suggested to segment blood vessels. In 2004, Kirbas & Turek
published a review of existing vessel detection algorithms [80]. They categorized the algorithms
in six groups: pattern recognition based, tracking based, model based, neural network based and
artificial intelligence based approaches and tube like object detection algorithms such as road
detection algorithms from satellite images.
Pattern recognition techniques are concerned with the automatic detection of vessel structures
and vessel features [81, 82, 83]. Multi-scale approaches, which are sometimes classified under pattern
recognition techniques, use different resolution levels to extract different size of vessels.
Use of Gabor filters for multi-scale analysis of the images is very common among vessel detection
algorithms. A feature vector is created from the properties of gabor filters and pixels are classified
as vessel or non-vessel using different classification methods such as support vector machine (SVM)
classifiers, Gaussian mixture models (GMM), k nearest neighborhood classifiers and neural networks
(NN) [84, 85, 86]. Li et al. use adaptive tracking and morphological filtering followed by multi-scale
analysis instead of feature extraction and classification [87].
Matched filters are widely used to extract vessels from retinal images [88, 78, 89, 90, 76]. The
approach convolves images with various filters to detect the vessels with different orientation and
size. Multiple kernels search for vessels at different directions and the maximum response of the
kernels is retained. The large size of kernels drastically effects computational time.
Region growing algorithms start with a seed point and measures the similarity of adjacent pixels
based on intensity values or other features [91, 92]. These algorithms reach high accuracy with
homogeneous images or homogeneous regions of the images but fail to detect vessels in pathological
or heterogeneous images.
Hessian matrix based approaches calculate the eigenvalues of the Hessian matrix and classify
pixels accordingly [93, 94, 95]. The standard deviation of the Gaussian is used to estimate the

12

diameter of the vessels. Recent studies show a tendency towards Hessian matrix based methods
[89].
One of the advantages of neural network based segmentation methods is that they allow the
use of nonlinear classification. However most of the neural network based approaches require a
training process in which a very large and representative training database has to be provided.
Sinthanayothin et al. extract retinal blood vessels using multilayer perception neural net [96].
Morphological operators use the geometrical structure of the vessels [97, 98]. Morphological
operators can be used to correct segmentation results, to fill holes or to remove isolated pixels as
well. However, they usually require prior knowledge to extract blood vessels accurately.
Model based approaches, which include active contour models, basic and improved snake models
and gradient vector flow algorithms use prior knowledge of vessels to match a model with the input
image [99, 100, 101]. Although snake models are an improvement for these types of applications,
still they require manual preliminary initialization which prevents automation. Snake approach
seems to work well for thick blood vessels but it fails to detect capillaries, which is a major target
of this research. Another constraint of snake models is that once it detects the vessel, the rest of
segmentation is based on tracking the vessels.
Tracking-based approaches start with initial points known to be a part of blood vessel and
apply local operators to the image to track vessels [102, 103, 79]. Vessel tracking methods that
assure the connectivity of vessel segments provides reasonable performance for well-structured vessel
images such as retinal images but are not considered suitable for noisy and irregular images such
as microcirculatory frames. Another disadvantage of tracking based approaches is that they are
not fully automated and often require user intervention for selecting start and end points.
The categorization of vessel segmentation algorithms vary in the literature. Florin et al. divide
vessel segmentation algorithms into two groups [104]:
• Model-free algorithms: Hessian matrix based approaches, region growing algorithms, tracking
based approaches, morphological operator approaches, and adaptive thresholding.
• Model based algorithms: Active contour models, snake models, geometric and parametric
deformable models.
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Jiang and Mojon proposed an algorithm based on adaptive thresholding in 2003 [105]. Their
algorithms first applies thresholding to the image at different levels, then verifies the pixel as vessel
at each level using the geometric features of the vessels.
Classifying the existing algorithms based on the need of supervision is another approach [94, 95]:
• Supervised methods: Neural network based approaches, K-nearest neighbor and Bayesian
classifier based methods
• Unsupervised methods: Matched filters, adaptive thresholding, vessel tracking, snake models
and morphology-based techniques
One of the well-known supervised vessel segmentation algorithms is proposed by Staal et al.
[94]. Ridges, which correspond to the centerlines of the blood vessels, are extracted from the
image based on Hessian matrix approach. Feature vectors are computed for each pixel based on
the line elements. Manually labeled images are used to train the system and k-nearest neighbor
classification is employed to classify the pixels.
Other common way of categorizing vessel detection methods is: Window based methods, classifier based methods and tracking based methods [84].
There are also studies combining two or more of the mentioned methods to detect blood vessels
from medical images.
Although blood vessel segmentation is a widely studied area, there are not many studies on
microcirculatory images. Most of the vessel detection approaches that have been discussed are
rather case-based, semi-automatic or computationally expensive, which make them not applicable
to the majority of clinical and research applications [80].
Regardless of their capabilities, the existing methods have several limitations that significantly
limit their use in processing of SDF or OPS video recordings with poor local contrast. Some
of the existing methods need initialization, while some others require prior knowledge and user
interaction. Most of the existing techniques have difficulties detecting the edges and centerlines.
Another limitation of the existing methods is that, while they may work fine for a single image, they
require considerable computation time for processing of videos which are comprised of numerous
consecutive image files.
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This research focuses on fully-automated, close to real-time analysis of sublingual microcirculatory videos. The aim of segmentation process is to detect blood vessels whose diameters are within
a specific range to ensure they belong to microcirculation and to identify capillaries with blood
flow from segmentation results. Presented segmentation algorithm is adapted from Jiang and Mojon’s multiple level thresholding algorithm [105]. Jiang’s algorithm is capable of segmenting retinal
blood vessels with high accuracy. However it fails to extract capillaries from microcirculatory videos.
Therefore, the segmentation algorithm is improved to include pre-processing and post processing
steps. The main algorithm is also modified to automatically compute the threshold range for each
image sequence. The details of the segmentation algorithm are further discussed in Chapter 5.
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Chapter 3

Proposed Method
In this chapter, an overall description of the proposed method for automated analysis of microcirculatory videos is provided. For this study, Microscan SDF imaging technology is used to capture
video recordings from the lingual surface of animal and human subjects. Data are provided by
School of Medicine of Virginia Commonwealth University and Reanimation Engineering Science
Center of VCU (VCURES). Since SDF imaging technology allows observing capillaries only if red
blood cells (RBCs) exist, RBCs bounded with vessel walls are considered as vessels.
The input of the proposed system is a microcirculation video of ‘N’ of frames. The algorithm
is divided into two main blocks: Video Processing and Image Segmentation as Figure 3.1 shows.
1. Video Processing-Stabilization: Microcirculation video is stabilized in the first step of video
processing to remove motion artifacts. Two approaches are developed to stabilize video
frames. The first approach calculates cross-correlation coefficients and applies block matching. The second approach utilizes Lucas-Kanade optical flow technique to track features
throughout the video. Resulting stabilized video frames are averaged in time domain to
eliminate discontinuity effect of vessels. The details of proposed algorithm are described in
Chapter 6, under Stabilization section.
2. Segmentation: Time-averaged frames are given as input to the segmentation block. To segment vessels from averaged frames, first pre-processing is applied to enhance the contrast.
Pre-processing is followed by thresholding. After thresholding frames at multiple levels, geometric operators are calculated. Pixels are classified as vessel or background using geometric
operators and intensity values. Segmentation results from all threshold levels are then com-

Figure 3.1: Overall schematic diagram of the proposed algorithm.
bined to generate one segmented binary image for one averaged frame. To eliminate discontinuity problems, a region growing algorithm is applied after segmentation. The segmentation
methodology is discussed in details in Chapter 5.
3. Video Processing-Difference Calculation: To identify capillaries with blood flow, the difference of consecutive video frames are used as well as segmentation results. After identification
of vessels with flow, Functional Capillary Density (FCD) is calculated for quantitative measurement of microcirculation. The details of difference calculation algorithm are provided in
Chapter 6, under Difference Calculation section.
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Chapter 4

Segmentation
4.1

Overview

In this chapter, the proposed image segmentation method is explained in detail. The chapter
starts with describing the methodology of segmenting blood vessels in range of interest from microcirculation video recordings. The method includes three major steps: pre-processing, geometric
operations and post-processing. The algorithm is applied to microcirculation video recordings and
retinal images, and results are presented in Chapter 7.

4.2

Description of the Method

The proposed segmentation method is designed to extract blood vessels from microcirculatory video
recordings with predefined geometric structure. The algorithm starts with contrast enhancement
of the video frames during pre-processing. Enhanced frames are converted to binary images using
multiple threshold levels and at each threshold level pixels are verified using geometrical operators.
Finally, region growing algorithm is applied to resolve discontinuity of vessels. An overall schematic
for the segmentation algorithm is presented in Figure 4.1. Prior to pre-processing, frames are
averaged in time domain. Second step is pre-processing which is repeated for each threshold level
with different parameters. Multiple threshold levels are created for further steps of the algorithm.
Euclidean Distance Map is used to calculate geometrical operators such as diameter and angle of
the vessels. Using geometrical operators and contrast level information, the pixels are classified as
vessel or background. These steps are repeated for each threshold level. The resulting segmented

Figure 4.1: Schematic Diagram of segmentation algorithm.
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binary images are combined for each averaged frame using OR operation. Region growing algorithm
is developed using the orientation of vessels and contrast ratio as decision parameters.

4.2.1

Pre-processing

To improve segmentation accuracy, first low contrast microcirculatory video recordings are preprocessed. In order to reduce noise and identify capillaries as continuous structures, stabilized
video recordings are averaged in time domain prior to pre-processing. The arithmetic average of
intensity value for each pixel coordinate for a set of 10 frames is calculated and the intensity value
of the current pixel is replaced by the calculated value.

Figure 4.2: Original microcirculatory video frame captured from a healthy subject.
The original microcirculatory frame captured from a healthy subject is presented in Figure 4.2
before the time-averaging process. Figure 4.3 shows a time averaged microcirculatory video frame.
In the original microcirculatory video, one can see the movement of individual red blood cells
(RBCs) that construct continuous blood vessels in the averaged frames. As mentioned before, since
hemoglobin is absorbing the green light from SDF probe, only the existence of RBCs makes the
blood vessels visible.
Figure 4.4 presents a microcirculatory video frame captured from a hemorrhagic subject. The
decrease in the visible blood vessels is apparent in the hemorrhagic subjects.
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Figure 4.3: Result of averaging 10 frames from the microcirculatory video presented in Figure 4.2

Figure 4.4: Original microcirculatory video frame captured from a hemorrhagic subject.
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To enhance local contrast, Contrast Limited Adaptive Histogram Equalization (CLAHE) is
performed on microcirculation images. CLAHE partitions the image into small regions, called
‘tiles’, and applies histogram equalization to each tile in order to even out the overall gray level
distribution of the image [106]. Bilinear interpolation is then applied to eliminate boundaries
of neighboring tiles. CLAHE differs from regular local histogram equalization by limiting the
maximum slope of the grayscale transform function. By clipping maximum histogram count, a
limit on the slope is ensured. CLAHE clips histograms exceeding ‘clip limit’ and redistributes
evenly among all remaining bins.
The number of tiles for adaptive histogram equalization are changed at each threshold level. At
low threshold levels, the resulting binary image consists of only wide and clear vessels. To have a
clear image of wide vessels, histogram equalization is applied in smaller tiles. When the threshold
level increases, the resulting is a darker binary image with almost all vessels and background
included. Number of tiles for adaptive histogram equalization are increased to enhance the thinner
vessels. Output of histogram equalization for the frame in Figure 4.3 is presented in Figure 4.5. The
contrast has been enhanced after applying histogram equalization and blood vessels have become
more distinctive. Figure 4.5(a) is a result of histogram equalization with tile size ‘3’. The emphasis
is given to wide vessels in this image. To generate Figure 4.5(b) the tile size of CLAHE is increased
to 10. Contrast enhancement is focused on smaller vessels in this image.
The histograms of the original image and the image after CLAHE function are displayed in
Figure 4.6.
Histogram equalization is followed by median filtering. To remove noise, median filtering is a
widely preferred method in the literature. In this application, the purpose of applying median filter
is to smooth the images. Median filter searches for the median value of neighboring pixels and
replaces each pixel with the median value. The size of the filter is changed at each threshold level.
For a low threshold value, where only wide and apparent vessels are preserved, the size of the filter
is kept large. Since the details are not passing the threshold, the smoothing effect is much stronger
at these threshold levels. With increasing the threshold value, the size of the filter is reduced to
enable the details pass through the thresholding process.
Finally image adjustment is applied to the output of median filtering. To adjust images, the
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(a) CLAHE for tile size of 3

(b) CLAHE for tile size of 10

Figure 4.5: Result of adaptive histogram equalization (CLAHE) for Figure 4.3 at Threshold 1 and
Threshold 10.

(a) Before CLAHE

(b) After CLAHE

Figure 4.6: Histogram of the original image on the right, histogram of the image after CLAHE on
the left.
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contrast of the median filtered image sequences is stretched. The effect of image adjustment on the
histogram of the images can be seen in Figure 4.7. The histogram in Figure 4.7(a) belongs to the
output image of median filtering. The histogram in Figure 4.7(b) is after applying adjustment and
the histogram is spread over the entire area.

(a) Before image adjustment

(b) After image adjustment

Figure 4.7: Histogram of the median filtered image on the right, histogram of the image after image
adjustment on the left.
The outputs of pre-processing step are presented in Figure 4.8 for two different threshold levels.
Smoothing effect of median filtering is evident in Figure 4.8 when it is compared to Figure 4.5. For
the first threshold level, smoothing is more effective since the algorithm is focused on extracting
only the wide and explicit vessels at this step. The effect of smoothing is reduced gradually to
enable detecting of vague and thinner vessels at higher threshold levels.

(a) At Threshold T1

(b) At Threshold T10

Figure 4.8: Pre-processed images for the first and last threshold levels.
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Figure 4.9 provides a detailed diagram of the pre-processing and geometric operations steps for
a single averaged frame. This process is repeated for each 10-block averaged frame.

Figure 4.9: Detailed Diagram of pre-processing and geometric operators for one averaged frame.

4.2.2

Geometric Operations

Blood vessels are detected by using geometric operators to verify each pixel at multiple threshold
levels as vessel. First, the pre-processed frames are converted to binary images using multiple
threshold levels, which results in a number of binary images for each set of averaged frames. Ten
threshold levels are applied to each pre-processed image. One default threshold range does not work
properly for each image sequence. Since the intensity varies a lot among microcirculatory images,
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applying a default threshold range results in multiple completely dark or completely white binary
images. Instead, the threshold levels to be applied are computed based on the image characteristics.
The histogram is used to decide the threshold levels. After averaging and histogram equalization
process, the histogram of the image is calculated. Threshold range is based on the peak value of
histogram, i.e. the gray level with highest number of pixels. Two sets of threshold ranges are
defined and one is chosen according to the peak value of the histogram.
Figure 4.10 presents the result of thresholding at two different threshold levels; T1 = 89 and
T10 = 204 in a range of [0, 255]. The vessels passed the threshold in Figure 4.10(a) are only a
few; whereas, in Figure 4.10(b) most of the background pixels are allowed to pass through. The
threshold level is kept high to be able to catch every detail in the image. By calculating geometrical
operators, wide vessels and background noise will be removed.

(a) At Threshold T1

(b) At Threshold T10

Figure 4.10: Converted binary images at the first and last (10th) threshold levels.
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Morphological opening operator is applied to the binary images before the pixel verification
process. Opening function removes all the objects with an area of less than pre-defined value. In
the binary image it removes the connected components which have fewer pixels than Psize . At
this step objects occupying less than 20 pixels are removed by morphological opening operator. A
binary image before and after opening is shown in Figure 4.11. The red dots in the right image
present the removed objects by opening function.

(a) Before opening

(b) After opening

Figure 4.11: A binary image before and after morphological opening operation.
The methodology of pixel verification is modified from the retinal vessel extraction method proposed by Jiang and Mojon [105]. At each threshold level, two dimensional Euclidean Distance
Transform (EDT) is calculated for the binary image. Distance Transform (DT) calculates the
distance to the closest background pixel for all the pixels in an image. The calculation of the distance may change according to the distance metric such as ‘euclidean’, ‘manhattan’ or ‘chessboard’
distance. The metric used for this research is euclidean distance.
The formulation of EDT can be described as follows: From a binary image composed of an
object O and background B, the result of EDT is an image, in which the value of any object pixel
O is the distance from this pixel to the nearest background pixel B. If I is the binary image and
pixel p belongs to an object in the image located at (i, j), i.e. p = I(i, j), the general formula of
2-D EDT will be:
D(i, j) = min

q

(x − i)2 + (y − j)2 ; p ∈ O, I(x, y) ∈ B

(4.1)

For background pixels, Euclidean Distance Transform value is ’zero’. For M∗N size binary
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image as an input, EDT produces two M∗N size matrices. The first matrix consists of the euclidean
distance value to the closest background pixel for object pixels and ’zero’ for background pixels. The
second matrix has the coordinate information of the closest background pixel bp for the current
pixel p. There are several approaches to compute EDT. Sequential Signed Euclidean Distance
transform [107] is easy to implement and time efficient, however; it generates drastic numerical
errors for large distance values [108]. Meijster’s algorithm is used for this research, because of its
efficiency in terms of computational time, accuracy and simplicity [109, 108].
Meijster’s algorithm is based on independent scanning. First the algorithm scans each column
separately for the nearest background pixel and generates one dimensional distance transform.
n
o
G(i, j) = miny (j − i)2 ; I(i, y) ∈ B

(4.2)

Calculated 1-D DT, G, is used to generate 2-D DT based on parabola intersection concept. The
details of Meijster’s algorithm can be found in the original article [109].
The two outputs of EDT, distance values and coordinates of the nearest background pixels are
used to calculate geometrical features of vessel candidate pixels. For each pixel of each binary
image, three different features are calculated using the outputs of the map and the intensity values
of the pixels. The process of verifying pixels according to the geometric parameters relies on the
curvilinear structure of blood vessels. The diameter d and angle θ values of pixels are geometrical
features of blood vessels. The gray level intensity values of the images after histogram equalization
are used to calculate C, contrast ratio. Figure 4.12 is a detailed illustration of these geometrical
parameters.

Figure 4.12: Descriptive graph of geometric parameters; diameter and angle.
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Figure 4.12 describes the calculation of parameters in a 5*5 neighborhood. The current pixel
is referred to as p, which is a vessel candidate; its 24 neighbors are shown in the figure. The
nearest background pixel of p is bp and the nearest background pixels to its 24 neighbors are N24 .
Euclidean distance values between the background pixel bp and 24 nearest background pixels N24
are computed and the maximum is decided to be the diameter for the pixel:
d=

bp , N24

max

(4.3)

’θ’ is the angle between the background pixels bp , N24 and center pixel ’p’ according to Figure 4.12.
The angle is calculated using the cosine rule:
θ=

max arccos

p, bp

2

+ p, N24

2 p, bp

2

− d2

!

p, N24

(4.4)

The maximum angle derived from 24 neighbor pixels is used as θ. The third feature is the ratio of
gray level values of nearest background pixels and the vessel candidate p:
C=

max

GL(N24 )
GL(p)

(4.5)

where GL(p) is the gray-level intensity value of current pixel ’p’. To calculate contrast ratio, images
with enhanced contrast are used. Therefore, GL in Equation 4.5 stands for the gray level of the
output of histogram equalization (CLAHE).
Finally, to verify the vessel candidate, three constraints are applied: d needs to be less than
pre-defined Pd to avoid large vessels, θ needs to be larger than Pθ to ensure curvilinear structure is
kept and the calculated contrast ratio needs to be higher than Pc . If the pixel in the binary image
is not background (p ∈ O), and it meets the criteria defined by three parameters Pd , Pθ and Pc , it
is verified to be a vessel pixel. In other words; if p ∈ O in thresholded image and:
d(p) < Pd & C(p) > Pc & θ(p) > Pθ

(4.6)

p is verified as a vessel pixel. The same procedure is repeated for all object pixels of all threshold
levels. In the end, for one time-averaged frame input, there will be N T segmented images where
N T is the number of threshold levels. To eliminate false positives, the pixels which are verified as
vessels in more than one segmentation result are saved as vessel pixels.
The parameters, Pd , Pθ and Pc are selected after multiple experiments. Pd controls the diameter
of the blood vessels to accept. It is determined based on the diameter of blood vessels and capillaries

to be included in microcirculation. Pθ is another geometric parameter to ensure curvilinear structure
of the vessels and is empirically derived.
Experiments showed that the contrast ratio, which is controlled by Pc , varies significantly not
only across different videos, but also across different regions of the same frame. Therefore, an
adaptive methodology is generated to decide on the local value of Pc for each video. In Figure 4.13
two frames from different microcirculation videos are depicted. The contrast ratio between vessel
and background is low in Figure 4.13(a), which shows variations across videos/frames. In addition,
the upper side of the frame is darker resulting lower contrast ratio. This indicates the variations
within a frame. In Figure 4.13(b) the contrast ratio is higher with respect to Figure 4.13(a) but
this time the flare on top right corner causes the vessels to practically disappear.

(a) A dark frame with uneven lighting

(b) A brighter frame with higher contrast ratio between vessel and background

Figure 4.13: Two frames from different videos presenting inconsistent contrast ratio between vessel
and background.
Next, the adaptive strategy of selecting local Pc values is described. The histogram of a typical
frame extracted from a microcirculation video shows two peak values that can be classified as
vessel and background. Figure 4.14 represents two Gaussian models. Histograms of three different
videos and extracted gaussians are displayed in Figure 4.15. The adaptive strategy estimates the
distribution of the background and vessel regions in each frame and uses these local distributions
to select the best local Pc .
The two mean values for vessel and background are calculated using maximum likelihood estimation of Gaussian mixture model by utilizing expectation maximization algorithm. After averaging
and applying CLAHE, the image is divided into 75 ∗ 75 windows. The divided image is presented

Figure 4.14: Histogram of a microcirculation video after histogram equalization used for Gaussian
mixture model.

Figure 4.15: Histograms from 3 different videos with 2 Gaussian models highlighted in the histograms
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in Figure 4.16. This window size is selected after a process of trial and error, testing sizes ranging
from 50 ∗ 50 to 100 ∗ 100. For each window, the mean values are estimated with expectation maximization (EM) for Gaussian mixture models (GMM). The aim of the expectation maximization
algorithm is to optimize the likelihood that the given gray level values are generated by a mixture
of two Gaussian s. It consists of two major steps and iteratively alternates between these steps:
expectation and maximization [110]. The algorithm starts with randomly initializing the parameters to be estimated. In the expectation step, the expected value of log likelihood is calculated
given the data and current estimation. In the maximization step, it re-estimates the parameters
by maximizing the expected value log likelihood function.

Figure 4.16: Microcirculatory frame divided into 75 ∗ 75 windows.
The parameters estimated through EM algorithm are the mean of the intensity of vessel pixels
and the mean of the intensity of background pixels for each 75 ∗ 75 window. Two different Pc values
that give acceptible segmentation results when applied globally are used for these windows. 100
acceptible segmented windows are used for training. Using simple k-means clustering, a decision
rule is generated based on the mean of the intensity of the background pixels. For each window,
if the estimated mean of background pixels (m1 ) is lower than 0.7, Pc = 1.55 is chosen. For
the estimated mean of background pixels higher than 0.7, i.e. m1 > 0.7, Pc = 1.7 gives better
segmentation results. This way, for bright and dark windows different Pc values are used. The
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value 0.7 is calculated using direct application of a clustering technique, i.e. K-means, on the data.
Two Pc values for dark and bright windows do not extract all the vessels of interest accurately.
To improve the accuracy further, a second rule is generated based on the estimated mean value of
vessel pixels (m2 ) in the window. First, the window is classified as dark or bright based on the
estimated mean of background pixels, m1 . Then, the estimated mean value of vessel pixels m2 is
checked to decide the contrast ratio between vessel and background for the current window. The
following expert system rule set, in the form of pseudo-code describes the process:
for each window
if m1<0.7
if m2<0.22
Pc=Pc2;
else
Pc=Pc4;
end
else
if m2>0.4
Pc=Pc3;
else
Pc=Pc1;
end
end
end
For each 75∗75 window in the frame, one of the four Pc values is selected based on the two estimated
mean values, m1 and m2 .

4.2.3

Post-processing

Since the segmentation algorithm is based on pixel verification, it is possible to have isolated pixels
in the result. To prevent that, binary morphological operators are used. Morphological opening
operator is utilized to eliminate objects including pixels with Psize ≤ 20. By using diagonal filling
operation, holes within the segmented vessels are filled. The gaps between segmented components
are filled by applying morphological ‘bridge’ function. Bridge function sets background pixels ‘0’
to ‘1’ if they have two 1 − valued neighbor pixels that are not connected. Figure 4.17 illustrates
how diagonal filling and bridge operators work.
The effect of diagonal filling on black and white images is shown in Figure 4.18. The left side
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Figure 4.17: An illustration for morphological diagonal filling and bridge operators.
image is before the diagonal filling operation and the right image is after the operation.

(a) Before filling

(b) After filling

Figure 4.18: Result of morphological diagonal filling in a binary image: Before and After.
Then, the morphological ‘bridge’ operation is applied to the binary image on the right of Figure
4.18. The result of bridge operator is presented in Figure 4.19.
Furthermore, a region growing algorithm is developed to overcome disconnectivity of blood
vessels. First, the final segmented image is divided into 35∗35 windows to determine the orientation
of segmented vessel within the window. The vessel is allowed to grow in the computed direction if
the gray level is within the range of average gray level of vessel pixels in the window ±0.5∗ standard
deviation.

4.3

Summary of Novelties

• Pre-processing: A novel pre-processing method is presented that changes the number of tiles
for contrast limited adaptive histogram equalization and the size of median filter at each
threshold level.

(a) Before ‘bridge’

(b) After ‘bridge’

Figure 4.19: Result of morphological bridge operation in the binary image: Before and After
• Local Pc : A rule-set is generated using machine learning algorithms to adaptively select local
Pc values based on statistical properties of local region in microcirculatory videos. The local
adjustment of Pc value with using machine learning is a significant novelty that affects the
quality of results.
• Region Growing: In post-processing, a novel region growing algorithm based on the orientation of blood vessel is presented in a pre-determined window.
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Chapter 5

Video Processing
5.1

Overview

In this chapter, the Video Processing methodology is described. Video Processing algorithm consists
of two main parts: Video Stabilization and Difference Calculation. Video Stabilization algorithm
is applied to the videos to eliminate motion artifacts. After segmenting all blood vessels, difference
calculation method is utilized to identify capillaries with blood flow.

5.2

Description of the Method

Video Processing algorithm contains two separate sections: Stabilization and Difference Calculation. Two different algorithms are developed to stabilize microcirculatory video recordings. The
first method uses block matching approach and maximizing cross-correlation coefficients. The second method calculates optical flow using pyramidal implementation of Lucas Kanade. In the second
part of video processing, difference of consecutive frames are calculated to identify blood vessels with
flow. Then, quantitative measurements of microcirculation such as Functional Capillary Density
(FCD) are calculated using active blood vessel information.

5.2.1

Video Stabilization

For video processing applications, stabilization is a necessary step to eliminate motion artifacts
occurring due to the movement of subject and/or device. Microcirculation video recordings used
for this study are subject to motion artifacts because the camera is not mounted and it is not easy

to hold tongue still during the capturing process of the SDF video. As such, significant stabilization
effort has to be made at the image processing level. Image stabilization algorithms can be analyzed
in two basic steps:
• Estimate the motion
• Motion correction transform
To estimate the motion, local motion vectors are generated from subregions of the image, called
‘blocks’. To generate local motion vectors, statistical features of the subregions can be used such
as mean absolute difference. Cross-correlation coefficients are used for that purpose. The global
motion of a frame needs to be determined to correct motion by processing these local motion
vectors.
The main idea of first stabilization method is maximizing cross-correlation coefficients for the
areas that are known to include vessel pixels. Gaussian Gradient filtering is applied to enhance
images and to improve visibility of blood vessels. The overall diagram of this stabilization algorithm
is presented in Figure 5.1.

Figure 5.1: Schematic diagram of stabilization algorithm.
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The blood vessels in the video frames are much darker than background and can be characterized
by a large and sudden change in gray-level intensity of the pixels; in other words, a large and sudden
change in the gradient. Gaussian gradient filtering is widely used in image processing applications.
A two dimensional Gaussian kernel is applied to smooth the images and first order derivative of
the results is calculated in x and y direction, i.e.:
G(x, y, σ) =

1 − x2 +y2 2
e 2σ
2πσ 2

(5.1)

where x and y are the coordinates of the pixel and σ is the standard deviation factor, a parameter
identifying the width of the filter. The kernel’s degree of smoothing is determined by the standard
deviation σ, which is σ = 2 for this study. Then, the derivatives in both x and y directions are
calculated:

x2 +y 2
2σ 2
2πσ 2
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(5.2)
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(5.3)

The magnitudes of GD(x) and GD(y) are added together to compute Gaussian gradient of the
image. Gaussian gradient in x and y directions for the image in Figure 4.3 are presented in Figure
5.2.
GG(x, y) = |GD(x)| + |GD(y)|

(5.4)

The edges of blood vessels will appear bright against a dark background in the resulting image.
After adding the magnitudes in both directions, the final result of Gaussian Gradient is shown in
Figure 5.3.
One downside of the block matching algorithms is ‘remarkableness’. Distinctive features of the
images are selected and assigned as control points to overcome remarkableness issue. Control points
are selected which are known to belong to capillaries to calculate the transformation between two
consecutive frames. For this purpose, Laplacian filter is applied to the output of Gaussian Gradient.
Laplacian filter is a 3∗3 filter which calculates second order derivatives. In the presented algorithm,

(a) Gradient of x

(b) Gradient of y

Figure 5.2: Gaussian gradient of the image in x and y directions.

Figure 5.3: Gaussian gradient filtered image.
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second order derivative of filtered image GG (x, y) is calculated using the formula:
∇2 GG =

∂ 2 GG(x, y) ∂ 2 GG(x, y)
+
∂x2
∂y 2

Using Equation 5.5, a 3 ∗ 3 filter is created as follows:

∇2 =
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(5.5)







(5.6)

The α parameter is used to control the shape of Laplacian filter and α = 0.8 for this research.
The output of Laplacian filter is shown in Figure 5.4. The vessel centerline pixels have higher
intensity values in the resulted image.

Figure 5.4: Output image of Laplacian filter.
Figure 5.5 shows the graphics of gray levels for the original frame, Gaussian Gradient of the
same area and result Laplacian of Gaussian filter. A vessel between x coordinates 15 and 20 results
a drop in gray level of original frame.
It can be seen from Figure 5.5 that the centerline of the vessel results as a local maxima in gray
level of the output image of Laplacian filter. Therefore, maximums of the resulting filtered image
are used to select the control points to make sure control points are part of vessel centerlines. Seven
control points are defined at the first frame and they are tracked through consecutive frames. From
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Figure 5.5: Graphics of a horizontal line where a vertical vessel exists.

41

seven control points, four of them are selected around four corners of the first frame. Other three
are selected from the mid-area. Since control points are tracked throughout the video, selecting
them is not repeated at each frame. Only if any of the defined control points leave the current
frame, new control points are defined using the same method. The seven control points selected
for the sample image in Figure 4.3 are all on the blood vessels as it is shown in Figure 5.6.

Figure 5.6: Seven selected control points from the local maximums of Laplacian filtered image
To calculate cross-correlation coefficients, sub-areas are defined using the control points as centers of the areas. A larger region around defined sub-areas is scanned and maximum correlated
region is found. A detailed figure is presented in Figure 5.7 to get a better understanding. From
the first frame, a region with an area of 25*25 is defined around the selected control points. These
regions are shown in white rectangles. From the consecutive frame, an area of 65*65 around the
25*25 region is used to slide windows which is shown with rectangles in black. A 25*25 window is
slided in the 65*65 region in the second frame and cross-correlation coefficients between the sliding
window and the region from the first frame are calculated for each sliding window.
Cross-correlation coefficients between two regions from consecutive frames are calculated using
Equation 5.7:
C (f1 , f2 )
(5.7)
R (f1 , f2 ) = p
C (f1 , f1 ) C (f2 , f2 )
In the equation, f1 is one of the green regions from the first frame and f2 is a 25 ∗ 25 sliding window
from the pink regions in the consecutive frame. The variable C is the covariance matrix calculated
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Figure 5.7: Seven regions from the first frame in green and scanned regions from consecutive frame
in pink to calculate cross-correlation
by using the expected value E and µi = E [xi ]:
C (f1 , f2 ) = E [(f1 − µ1 ) (f2 − µ2 )]

(5.8)

The window that gives the highest correlation coefficient is found for each region. The coordinates of highly correlated windows are used to calculate the displacement of seven regions.
Displacement of current frame with respect to the previous frame is calculated by averaging displacement of seven regions both in x and y directions. First the displacement is calculated between
the first and second frames. Then the frames are updated therefore for each frame the displacement
is calculated according to the previous frame, not according to the first frame.
As mentioned above, in some of the video files, the motion of the camera is indeed so large that
the tracked vessels leave the frame. When dealing with such frames, it is important to know if
the frames are in transition to be able to track the vessels accurately. Using the displacement of
frames and calculating the amount of change at displacement for a couple of consecutive frames,
the frames are classified as ‘in transition’ or ‘stable’. If the total amount of displacement for current
frame, previous two frames and next two frames is higher than 15 pixels, current frame is labeled
as ‘in transition’.
As a second approach for stabilization, Lucas-Kanade method is used to compute optical flow.
Lucas-Kanade optical flow algorithm is first proposed by Lucas and Kanade in 1981 as an image
registration method [111]. The aim of Lucas-Kanade algorithm is to register a template image to
an input image. To compute optical flow, the template image will be the image in time t1 and the

input image is the image in time t2 . The algorithm finds the optical flow by minimizing the sum
of squared error between the images It1 and It2 :

Error (It1 , It2 ) =

M X
N
X

(It1 (x, y) − It2 (x, y))2

(5.9)

x=1 y=1

M and N refer to the width and height of the images in this equation. If the image in time t2 is the
result of displacement of It1 in x and y directions, It2 (x, y) = It1 (x + dx , y + dy ), the error function
to be minimized in Equation 5.9 will be:

Error (It1 , It2 ) =

M X
N
X

(It1 (x, y) − It1 (x + dx , y + dy ))2

(5.10)

x=1 y=1

The goal of Lucas-Kanade optical flow algorithm is to find dx and dy that minimizes the error
function in Equation 5.10. It starts with an estimation of dx and dy and iteratively solves the
problem to find minimum sum of squared error. The algorithm calculates the displacement dx and
dy for a number of pixels selected from the image and tracks them all along the video. The pixels
to be tracked down are selected using the control point selection method described for the previous
cross-correlation algorithm. 20 local maximums of Laplacian filtered image are used as features
to make sure tracked pixels are all part of blood vessels. To compute Lucas-Kanade iteratively,
pyramidal implementation of Lucas-Kanade is used as suggested by Bouguet [112].
Bouguet’s algorithm first builds pyramidal representations of both images It1 and It2 . Pyramidal
representations are simply images with lower resolutions. If It1 is an image of 640 ∗ 480, the first
pyramidal representation of It1 will be an image of 320 ∗ 240 which is created from It1 . Initially,
the displacement at the lowest level is assigned as zero and is used to calculate the displacement
in the upper level. At each level, the calculated value from the previous level is used. After the
pyramidal computation reaches to the top level which is the original image, the error function is
minimized by iterative calculations.
The displacement vector for x and y directions from 20 points are then averaged to find the
global motion vector. The frames are then aligned to the first frame accordingly.
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5.2.2

Difference Calculation

After stabilization process, blood vessels in the range of interest are segmented from the stabilized
video frames using the segmentation method described in the previous chapter. Segmentation
of one microcirculation video will result in multiple segmented frames; one segmented frame for
each 10-block averaged frame. The vessels in the range of interest are defined using geometrical
parameters such as diameter and angle in the segmentation algorithm.
In the microcirculatory videos, some of the blood vessels appear without blood flow. However,
to calculate microcirculation parameters such as Functional Capillary Density (FCD) vessels with
blood flow are needed to be extracted. To identify blood vessels and capillaries with blood flow,
further analysis is required. For that purpose, two parameters are calculated:
• Difference of gray level intensity values throughout the video for each pixel
• Segmentation results of the microcirculatory video
Difference of gray level intensity values between consecutive frames are calculated from the raw
video. Summation of absolute differences for each pixel is used to determine the variability of gray
level of each pixel:

S (i, j) =

N
−1
X

|D (i, j, k)|

(5.11)

k=1

where D(i, j, k) is the difference of gray level intensity values.
D (i, j, k) = I (i, j, k + 1) − I (i, j, k)

(5.12)

N is the number of frames, k is the frame number, I(i, j) is the current pixel from the original
video.
Vessels with no flow will exist in all segmentation results because the red blood cells are not
moving in the vessel throughout the entire video. Vessels with flow may also exist in all segmentation
results since movements in individual frames are averaged using time-averaging before segmentation.
Therefore there is a need to use a second parameter, which is the sum of differences in Equation
5.11. A weight function is defined using the sum of differences and vessels exist in all segmentation
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results to identify capillaries with flow. If the pixel is verified as vessel in all segmentation results
and the change of gray-level value of the pixel is below a determined threshold value ’ST’, it is
labeled as a ‘no flow ’ pixel:
N F (i, j) = α (S(i, j) < ST ) + βR(i, j)

(5.13)

ST is the mean value of the sum of differences in intensity value: ST = µ(S(i, j)). R(i, j) is set to
‘1’ if current pixel is segmented as vessel for all averaged frames. If N F (i, j) is ‘1’, the pixel at i, j
is decided to be a vessel pixel without flow. The parameters, α and β are chosen in such way to
ensure that they add up to 1, i.e. α + β = 1.
For each segmented vessel component in the video, if percentage of no-flow pixels is higher
than 50% of the all pixels representing that specific vessel, then the vessel is classified as no flow.
Otherwise it is identified as an active vessel.
To be able to measure microcirculation quantitatively, Functional Capillary Density (FCD) is
calculated as suggested in a round table on evaluation of microcirculation [11]. The exact definition
of FCD is as follows:
F CD = 100 ∗

total area of blood vessels with flow
total area of the frame

(5.14)

FCD can be calculated either manually or by using computer software. The manual method involves
gridding the video frame and counting the number of vessels that cross the lines of the grid, while
the software method calculates the ratio of perfused vessels to the total surface.

5.3

Summary of Novelties

• Stabilization: The second stabilization algorithm which combines significant region selection
strategy with Lucas-Kanade optical flow is a novel approach that reduces the computational
complexity of the conventional Lucas-Kanade method and speeds up the algorithm. The
points to be tracked in the proposed variant of Lucas-Kanade algorithm are selected to ensure
that they all belong to capillaries.
• Difference Calculation: An automated novel algorithm is presented to identify blood vessels
and capillaries with blood flow by calculating the difference of consecutive frames.

Chapter 6

Results
The presented algorithm is applied to microcirculatory videos provided by Virginia Commonwealth
University, Department of Emergency Medicine. The vessel segmentation algorithm is tested on
publicly available retinal image database as well.

6.1

Results for Microcirculation Video Recordings

The SDF microcirculation video recordings used for this research were captured from human and
animal subjects by Virginia Commonwealth University, Department of Emergency Medicine. Virginia Commonwealth University Reanimation Engineering Science Center (VCURES) participated
in sample preparation as well as FCD scoring of most of the videos. The width of about 4 − 5µm
in a typical capillary appears around 3 pixels wide in such videos. The Microscan system has a
disposable microscope tip, which is placed gently on the tissue. It guarantees a fixed distance of
around 1 mm. The system has a point spread function of Gaussian distribution with standard
deviation (SD) of around 1 pixel in x and y directions. The device records frames at a rate of 29
frames per second. Video files are captured from the surface of the tongue.

6.1.1

Results of Video Stabilization

The stabilization algorithm is applied to the microcirculation video recordings captured by Microscan SDF System. Stabilization algorithm is capable of classifying frames according to the
amount of motion. The proposed algorithm proved to accurately identify frames in transition
where the ‘scene’ is changing, i.e. when the motion is so much that almost a different area of

the tongue is being recorded. To verify the results of image registration, difference of consecutive
frames are calculated before and after registration. Using non-parametric Wilcoxon test [113], it
was verified that the proposed registration process significantly decreases the difference of adjacent
frames (p-value of less than 0.0001).

6.1.2

Results of Vessel Segmentation and Identification of Vessels with Blood
Flow

Two different sets of microcirculatory videos were analyzed. The first set is captured from animal
subjects. There are eight video files in this group. Out of eight video files, four of them are from
hemorrhaging swine subjects and the remaining four are from healthy subjects.
The video recordings are stabilized using the proposed stabilization algorithm, explained in
detail in Chapter 6. Then, the videos are averaged in time domain and blood vessels with diameter
less than 25 µm are segmented. An original frame from a healthy subject and segmented vessels
and capillaries of the same frame are presented in Figure 6.1 and Figure 6.2.

Figure 6.1: Time-averaged microcirculatory frame captured from the lingual surface of an healthy
swine.
At this step of the algorithm, all blood vessels in the range of interest are segmented. Vessels
with blood flow are identified later.
A microcirculatory video frame from a hemorrhagic subject is shown in Figure 6.3. There is
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Figure 6.2: Result of vessel segmentation algorithm for Figure 6.1.
a visible reduction in the number of blood vessels. Since the number of RBCs is reduced as well,
the contrast level of blood vessels are much closer to background making the segmentation process
difficult.

Figure 6.3: Microcirculatory video frame of a hemorrhagic swine subject.

The blood vessels and capillaries from the frame of hemorrhagic subjects are segmented and
resulting image is illustrated in Figure 6.4.
After the segmentation process, the videos are analyzed further to identify active capillaries and
to calculate Functional Capillary Density (FCD) values. Resulting FCD values for normal and
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Figure 6.4: Segmented vessels of the frame of hemorrhagic subject.
hemorrhagic swine subjects are provided in Table 6.1. Most of the video files are recorded for more
than 10 seconds, which results to about ∼ 300 frames. In each video, the first twenty frames are
used to calculate FCD values. FCD values reported by experts were not available for this dataset,
therefore the comparison is made in between healthy and hemorrhagic subjects only.
Table 6.1: FCD Results for Eight Subjects
Subjects
FCD %
Healthy 1
14.89
Healthy 2
17.24
Healthy 3
13.4
Healthy 4
16.48
Mean
15.50
Hemorrhagic 1
11.24
Hemorrhagic 2
4.25
Hemorrhagic 3
4.99
Hemorrhagic 4
10.5
Mean
7.75
The second dataset consists of human sublingual microcirculation videos. The recordings are
from Intensive Care Unit (ICU) patients who were accepted with heart failure problems. Sublingual
microcirculation videos of the patients are recorded at different time periods during their stay at
ICU. Eight physicians analyzed the recordings using commercially available software AVA. Since
the software lacks of the capability to identify active capillaries (i.e. capillaries with blood flow)
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automatically, manual analysis was necessary. It takes approximately 20 minutes for a physician to
manually analyze a video and to derive FCD value accordingly. Physicians provided FCD values
for 129 video recordings captured from 36 patients. Only one of the physicians analyzed all 129
videos. Therefore for some of the videos, there is only one manually derived FCD value, there are
2 FCD values for some videos, for some others 3 or more FCD values are available for comparison.
The presented algorithm is applied to all videos and the results of the algorithm is compared to
the median and the average of manual FCD values.
The segmentation results are first evaluated. After segmenting all of the vessels that meet the
diameter criteria, difference calculation part of the algorithm removes capillaries without flow from
the segmentation results. An example of a microcirculation video frame that includes no-flow
capillaries is shown before and after difference calculation in Figure 6.5 and Figure 6.6.

Figure 6.5: Result of segmentation algorithm with all vessels.

Figure 6.5 is the result of segmentation algorithm with all blood vessels included. The vessels
without flow are surrounded with gray lines. These vessels are removed by applying the algorithm
proposed in Difference Calculation section in Figure 6.6. Three sublingual microcirculation frames
and the result of presented algorithm are displayed in Figure 6.7. Automatically derived FCD value
is 15.17% for the first image whereas the median FCD of manual analysis is 15.86%. FCD result of
the algorithm for the image in the second row is 15.16% compared to the manual FCD of 15.58%.
For the third frame in Figure 6.7, FCD is calculated as 19.45% and physicians derived an FCD
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Figure 6.6: Result of difference calculation algorithm with active vessels only.
value of 20.74%.
Bland-Altman plots are provided to compare FCD results of the algorithm with manually derived
FCD values. The first plot in Figure 6.8 is a comparison of results of the algorithm and the median of
manual analysis. Bland-Altman plot is widely used to compare two clinical measurement methods.
The x -axis in the plot is the mean value of two measurements for each data point. The y-axis
is the difference between two measurements for each data point. The mid-line shows the mean
value of the difference. The upper and lower lines indicate 95% interval which is calculated by the
mean of difference between two measurement methods ± 1.96*standard deviation of the difference;
µ(dif f erence)±1.96∗std(dif f erence). Bland-Altman plot of presented algorithm and the mean of
manual analysis is provided in Figure 6.9. Third Bland-Altman plot is the comparison between the
manual analysis made by two physicians given in Figure 6.10. Since the second physician analyzed
only 97 of the videos, the comparison is made based on 97 data points instead of 129.
As it can be seen, the Bland-Altman plots indicate that the variations between the analysis made
by two physicians are comparable, if not more than the variations between automated system and
the mean or median of the analysis of all physicians. This will be discussed further in he next
chapter.

Figure 6.7: Results of the algorithm for three sublingual human microcirculatory videos, original
frames on the left and segmented active capillaries on the right.
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Figure 6.8: Bland-Altman plot of FCD values from the algorithm and median of manual FCD
values.

Figure 6.9: Bland-Altman plot of FCD values from the algorithm and mean of manual FCD values.

54

Figure 6.10: Bland-Altman plot of FCD values for two different manual analysis.
Furthermore, Bland-Altman plot of FCD values from the algorithm and from the analysis of
individual physicians are also provided in Figure 6.11 and Figure 6.12.
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Figure 6.11: Bland-Altman plot of FCD values from the algorithm and from the analysis of physician
1.
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Figure 6.12: Bland-Altman plot of FCD values from the algorithm and from the analysis of physician
2.
Table 6.2 gives the FCD values for all subjects calculated as: median of manual analysis results,
automatically calculated by the presented method, the difference between the median of manual
analysis and MATLAB results, the mean of manual analysis and MATLAB results. In Table 6.2,
the cases where the lighting on the camera was not sufficient were not included. The mean of
difference between manual analysis and MATLAB results, standard deviation of the difference and
95% interval are provided in Table 6.3.

6.2

Results of Retinal Vessel Segmentation

To verify the vessel segmentation algorithm, it is tested on two publicly available retinal image
databases. The images in the DRIVE database [94] are captured during a diabetic retinopathy
screening program. Among photographs from 400 diabetic subjects of ages between 25-90, forty
images are randomly selected. 33 subjects do not show any sign of diabetic retinopathy and 7
of them show signs of mild diabetic retinopathy. The retinal images are in RGB format, green
channel of the retinal images is used for this study. Twenty of the retinal images are provided for
training purpose and twenty for testing. For twenty test images, two manual segmentations of the
vasculature are available whereas there is a single manual segmentation for the training set.

The images were acquired using a Canon CR5 non-mydriatic 3CCD camera with a 45 degree
field of view (FOV). Each image was captured using 8 bits per color plane at 768 by 584 pixels.
The FOV of each image is circular with a diameter of approximately 540 pixels. The images are
compressed in JPEG format. Mask images are also provided in this database to identify FOV. An
example of RGB retinal image from DRIVE is shown in Figure 6.13.

Figure 6.13: An RGB retinal image from DRIVE database.
The mask image for Figure 6.13 is depicted in Figure 6.14.

Figure 6.14: FOV of the retinal image in Figure 6.13 from DRIVE database.
The STARE database consists of 20 retinal images captured using a TopCon TRV-50 fundus
camera at 35◦ FOV. The images are digitized to 700 by 605 pixels with 8 bits per channel. In the
images, the FOV is around 650∗550 pixels. Ten images contain pathology. All images are manually
segmented by two observers. The first observer marked 10.4% of the pixels as vessel whereas the
second observer marked 14.9%.
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From DRIVE database, twenty test images are segmented using the vessel segmentation method
described in the related chapter and results are compared with two manually labeled images. The
green channel is used for both DRIVE and STARE images. For both databases, the results of
presented segmentation method are compared with the two manual segmentations. In addition,
the two manual segmentation results are compared with each other.
The green channel of the original retinal images, the two manual segmentations provided by
DRIVE, and the results of presented methods for three images are demonstrated in Figure 6.15.
Results of STARE database are displayed in Figure 6.16.
Results are compared with manually labeled images by calculating the Maximum Average Accuracy (MAA). The absolute difference between two segmentation results is calculated pixel by pixel
for the region of interest. The summation of difference is divided by the total number of pixels in
the region of interest and subtracted from 1. The equation for MAA is given as follows:
M AA = 1 −

M X
N
X
M Si,j − ASi,j
M.N

(6.1)

i=1 j=1

For an image of width M and height N , the manual segmentation result is labeled as ‘M S’ and
the result of segmentation algorithm is labeled as ‘AS’.
The ratio of false-positive (background pixels detected as vessel) and false-negative (vessel pixels
detected as background) are also calculated. The average values of test results for DRIVE and
STARE databases are displayed in Table 6.4 and Table 6.5.
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Figure 6.15: First row: Green channel of retinal images from DRIVE. Second row: First manual
segmentation. Third row: Second manual segmentation. Fourth row: Results of presented method.
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Figure 6.16: First row: Green channel of retinal images from STARE. Second row: First manual
segmentation. Third row: Second manual segmentation. Fourth row: Results of presented method.
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Table 6.2: FCD values for 129 subjects; median of manual analysis, automatically calculated with
Matlab, and the difference, mean of 2 measurement methods(manual and Matlab)
Data 1
Data 2
Data 3
Data 4
Data 5
Data 6
Data 7
Data 8
Data 9
Data 10
Data 11
Data 12
Data 13
Data 14
Data 15
Data 16
Data 17
Data 18
Data 19
Data 20
Data 21
Data 22
Data 23
Data 24
Data 25
Data 26
Data 27
Data 28
Data 29
Data 30
Data 31
Data 32
Data 33
Data 34
Data 35
Data 36
Data 37
Data 38
Data 39
Data 40
Data 41
Data 42
Data 43
Data 44
Data 45
Data 46
Data 47
Data 48
Data 49
Data 50
Data 51
Data 52
Data 53
Data 54
Data 55
Data 56
Data 57
Data 58
Data 59
Data 60
Data 61
Data 62
Data 63
Data 64

Manual
15.860
13.890
15.590
20.520
17.810
11.690
14.140
19.640
19.520
14.530
12.270
16.960
20.570
23.500
13.310
12.840
15.270
18.000
13.410
15.480
13.570
14.240
19.360
17.230
15.580
14.920
18.020
18.310
16.280
16.130
17.050
13.020
9.930
12.960
15.720
16.040
15.920
19.680
15.900
18.170
12.840
11.310
15.670
21.650
16.210
10.290
12.330
17.490
15.770
16.910
14.950
15.390
16.400
22.250
17.860
11.740
21.530
21.890
16.240
12.940
13.650
21.620
19.410
11.150

Matlab
15.178
15.240
16.907
19.122
22.513
12.677
12.679
21.725
23.710
10.761
12.274
7.862
22.732
29.130
10.357
13.995
13.174
9.947
16.978
13.375
16.624
9.164
13.522
20.169
15.161
18.575
14.497
15.219
12.585
17.362
19.253
12.940
4.861
12.573
13.681
10.520
14.500
17.966
17.978
16.626
10.439
11.387
16.586
20.258
23.753
7.705
11.558
16.957
21.600
15.392
16.979
12.889
15.775
17.478
15.022
20.789
18.927
25.867
9.576
9.546
14.685
10.379
12.297
13.872

Diff
0.682
-1.350
-1.317
1.398
-4.703
-0.987
1.461
-2.085
-4.190
3.769
-0.004
9.099
-2.162
-5.630
2.953
-1.155
2.096
8.053
-3.568
2.105
-3.054
5.076
5.838
-2.939
0.419
-3.655
3.523
3.091
3.695
-1.232
-2.203
0.080
5.070
0.387
2.040
5.521
1.420
1.714
-2.078
1.544
2.401
-0.077
-0.916
1.392
-7.543
2.585
0.772
0.534
-5.830
1.518
-2.029
2.502
0.625
4.772
2.838
-9.049
2.603
-3.977
6.664
3.394
-1.035
11.241
7.113
-2.722

Mean
15.519
14.565
16.248
19.821
20.162
12.183
13.409
20.683
21.615
12.645
12.272
12.411
21.651
26.315
11.834
13.417
14.222
13.973
15.194
14.428
15.097
11.702
16.441
18.699
15.371
16.748
16.259
16.764
14.432
16.746
18.152
12.980
7.395
12.767
14.700
13.280
15.210
18.823
16.939
17.398
11.640
11.349
16.128
20.954
19.982
8.997
11.944
17.223
18.685
16.151
15.964
14.139
16.087
19.864
16.441
16.265
20.229
23.878
12.908
11.243
14.167
15.999
15.854
12.511

Data 65
Data 66
Data 67
Data 68
Data 69
Data 70
Data 71
Data 72
Data 73
Data 74
Data 75
Data 76
Data 77
Data 78
Data 79
Data 80
Data 81
Data 82
Data 83
Data 84
Data 85
Data 86
Data 87
Data 88
Data 89
Data 90
Data 91
Data 92
Data 93
Data 94
Data 95
Data 96
Data 97
Data 98
Data 99
Data 100
Data 101
Data 102
Data 103
Data 104
Data 105
Data 106
Data 107
Data 108
Data 109
Data 110
Data 111
Data 112
Data 113
Data 114
Data 115
Data 116
Data 117
Data 118
Data 119
Data 120
Data 121
Data 122
Data 123
Data 124
Data 125
Data 126
Data 127
Data 128
Data 129

Manual
13.500
16.280
18.510
15.470
11.560
14.250
14.430
15.360
13.300
17.650
16.310
12.120
13.160
15.905
16.615
18.785
16.975
16.220
16.180
4.558
15.380
10.040
10.310
10.320
13.090
10.130
11.720
10.400
10.680
14.820
9.546
13.530
14.280
12.940
13.420
15.720
16.300
13.860
14.690
16.820
13.950
23.260
14.530
18.400
16.780
19.580
11.720
20.740
15.150
20.430
18.820
12.780
13.900
12.870
19.490
22.410
17.270
14.790
12.610
12.720
14.400
16.990
18.220
16.890
12.870

Matlab
18.150
19.979
17.968
15.615
9.036
11.669
10.994
7.368
9.763
16.120
10.412
14.603
14.001
14.448
12.542
11.360
15.051
12.934
12.839
2.565
16.049
10.810
12.250
7.901
16.119
11.813
10.998
18.693
10.752
9.073
7.320
11.941
9.569
8.863
11.600
12.213
13.463
15.159
12.380
20.893
17.937
30.197
17.368
19.913
18.982
25.614
8.405
19.446
8.308
21.683
20.205
14.081
27.945
20.794
21.468
20.484
22.927
15.058
16.535
16.086
12.116
17.684
16.310
16.939
22.289

Diff
-4.650
-3.699
0.542
-0.145
2.524
2.581
3.436
7.992
3.537
1.530
5.898
-2.483
-0.841
1.457
4.073
7.425
1.924
3.286
3.341
1.992
-0.669
-0.770
-1.940
2.420
-3.029
-1.683
0.722
-8.293
-0.072
5.747
2.226
1.590
4.711
4.077
1.820
3.507
2.837
-1.299
2.310
-4.073
-3.987
-6.937
-2.838
-1.513
-2.202
-6.034
3.315
1.294
6.842
-1.253
-1.385
-1.301
-14.045
-7.924
-1.978
1.926
-5.657
-0.268
-3.925
-3.366
2.284
-0.694
1.910
-0.049
-9.419

Mean
15.825
18.129
18.239
15.542
10.298
12.960
12.712
11.364
11.531
16.885
13.361
13.362
13.581
15.176
14.578
15.072
16.013
14.577
14.510
3.561
15.714
10.425
11.280
9.110
14.604
10.972
11.359
14.547
10.716
11.947
8.433
12.735
11.924
10.902
12.510
13.967
14.881
14.510
13.535
18.857
15.943
26.729
15.949
19.156
17.881
22.597
10.062
20.093
11.729
21.056
19.512
13.430
20.922
16.832
20.479
21.447
20.098
14.924
14.572
14.403
13.258
17.337
17.265
16.914
17.580

Table 6.3: Mean of difference between manual analysis and Matlab, standard deviation of the
difference and 95% interval values
Mean Diff STD Dif Up 95% Low 95%
0.3036
4.0321
8.206
-7.599
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Table 6.4: Comparison of Segmentation with Manually Segmented Retinal Images for DRIVE.
MAA
False Positive Rate % False Negative Rate %
Presented wrt 1st observer
0.9216
1.95
5.89
nd
Presented wrt 2 Observer
0.9270
1.91
5.39
1st Observer wrt 2nd Observer 0.9472
2.40
2.88

Table 6.5: Comparison of Segmentation with Manually Segmented Retinal Images for STARE.
MAA
False Positive Rate % False Negative Rate %
Presented wrt 1st observer
0.9324
1.47
5.29
nd
Presented wrt 2 Observer
0.8998
0.94
9.08
1st Observer wrt 2nd Observer 0.9367
5.33
1.00
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Chapter 7

Discussion of Results and Conclusion
7.1

Discussion

The algorithm is implemented on a Pentium 4, CPU 3.20 GHz computer. MATLAB R2009a is
the computer software used to code the algorithm. Computational time required for an 80 frame
video is around 20 minutes. This time is reduced by implementing the algorithm in C++ from 20
minutes to about 1 minute.
• The segmentation algorithm applied to microcirculatory images seems to be capable of segmenting all blood vessels in the defined geometrical range. Since the main goal is microcirculation assessment, wide vessels are excluded automatically by defining Pd parameter.
• The contribution of three parameters, diameter, angle and contrast ratio, is analyzed by
leaving out one parameter at a time and running the segmentation algorithm with other two
parameters. The results are presented in Figure 7.1. In Figure 7.1(a), pixels are verified based
on two measurements; angle and contrast ratio. When it is compared to Figure 7.1(d), the
wide vessels that do not belong to microcirculation are segmented in Figure 7.1(a). Without
the use of angle parameter, as it is seen in Figure 7.1(b), large clouds of background are
segmented as vessels. As it is expected, leaving out the contrast ratio results more background
pixels to be segmented as vessel, Figure 7.1(c). As a result, using all three parameters;
diameter, angle and contrast ratio results in an accurate segmentation in Figure 7.1(d).
• Segmentation algorithm was successful in healthy as well as diseased, in this case hemorrhagic,
subjects. As it is shown in Figure 6.3, the quality of video recordings from hemorrhagic

(a) No diameter measurement

(b) No angle measurement

(c) No contrast ratio measurement

(d) Using all three measurements

Figure 7.1: Results of segmentation using two parameters only and Figure 7.1(d) is the result using
all three parameters.
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subjects is very low due to limited blood flow. Nevertheless the algorithm is successful in
segmenting a few vessels with RBCs in such video recordings.
• An adaptive strategy is generated to select local Pc values which is described in Chapter
5. This is perhaps the most important characteristic of the algorithm, as without this local
adjustments in Pc , poor segmentations were achieved. Examples of the varying contrast ratio
across different frames and across the same frame are displayed in Figure 4.13. Selecting local
Pc values adaptively results acceptible segmented images regardless of darker and/or brighter
areas in these images. Without local computation of Pc value, the segmentation results of
the algorithm with global Pc for images in Figure 4.13 are presented in Figure 7.2 and Figure
7.4. Results of the algorithm with local Pc values are demonstrated in Figure 7.3 and Figure
7.5.

Figure 7.2: Segmented active capillaries for the image in Figure 4.13(a) by applying a global Pc .
As mentioned before, the adjustments in the value of Pc are made through a rule-set formed
using machine learning algorithms that consider local statistical properties of each region.
• One of the issues faced during vessel segmentation process is the overlapping blood vessels. In
some of the videos, a wide and dark vessel is underlying beneath thin capillaries. An example
frame is shown in Figure 7.6. Since the diameter parameter is rejecting the wide vessels, the
thinner vessel pixels overlapping the wide vessels are rejected. The result of segmentation
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Figure 7.3: Segmented active capillaries for the image in Figure 4.13(a) by applying local Pc .

Figure 7.4: Segmented active capillaries for the image in Figure 4.13(b) by applying a global Pc .
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Figure 7.5: Segmented active capillaries for the image in Figure 4.13(b) by applying local Pc .
for Figure 7.6 is depicted in Figure 7.7. The thinner vessels are extracted where there is
no overlapping but segmentation fails on those overlapping regions. This condition causes
under-segmentation and gives a lower FCD value with respect to the manual analysis.
• The quality of sublingual microcirculation video recordings are affected in the presence of
saliva. In particular, a large amount of bubbles in some of the videos interferes with the segmentation algorithm results in over segmented images and higher FCD values than expected
FCD. Figure 7.8 presents a problematic frame due to presence of bubbles.
• Video recordings were successfully stabilized using proposed stabilization algorithm. The
RMS error value indicates the significant reduction with a p-value of less than 0.0001. The
accuracy of labeling frames as ‘in transition’ is visually verified.
• The stabilization algorithm is based on linear transformation of microcirculation frames. The
amount of displacement is calculated by averaging the displacement in x and y directions.
In 5 of 129 videos, a non-linear translation is recorded according to the movement of the
tongue. Since non-linear transformation is not a common case in the currently available
dataset, the presented stabilization algorithm was capable of eliminating undesired motion
from the microcirculatory video recordings.
• The algorithm segmented vessel network of retinal images with an accuracy of 92% for DRIVE

Figure 7.6: A microcirculatory image with overlapping vessels.

Figure 7.7: Thinner vessels are not segmented in overlapping regions.
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Figure 7.8: Bubbles interfering with segmentation of sublingual microcirculatory images.
database and an accuracy of 93% for STARE database. According to the MAA values , the
accuracy of the algorithm is comparable to the algorithm proposed by Jiang et al. [105],
which is considered as one the most successful unsupervised method developed for retinal
image segmentation. Even though the propsoed methodology is not designed for retinal
images, the performance seems to be at least as desirable as Jiang’s (with MAA 0.92 and
0.93). However the performance needs to be improved to decrease false-negative-rate as it is
shown in Table 6.4. Note that, the same rule-set, generated to select local Pc , trained with
windows from microcirculation videos, is applied to retinal images. A local Pc rule-set that is
generated with retinal images is expected to result to much higher accuracy in retinal vessel
segmentation.
• Calculated FCD values presented in Table 6.1 can be used to identify hemorrhagic subjects
from healthy subjects. A threshold FCD value of approximately 12% seems to be a cut-off
value to seperate these two groups. However, the algorithm needs to be tested on more
subjects.
• Automatically calculated FCD values are compared with FCD values derived by multiple
physicians and the results of the algorithm are proved to be consistent with the manual
analysis. Even though the variance between the manual analysis and that of the presented
method seems to be slightly high in Figure 6.8 and Figure 6.9, it is not higher than the
variance across the two manual analysis as shown in Figure 6.10.

7.2

Conclusion

• A new method was introduced to automatically analyze microcirculation video recordings,
compute quantitative parameters and form the basis for diagnostic decisions for a number
of injuries and illnesses. Presented algorithm is capable of stabilizing microcirculatory video
recordings, segmenting all the blood vessels and capillaries with specified geometric structures,
identifying the vessels with blood flow and calculating FCD parameters automatically for
healthy and non-healthy subjects.
• The vessel segmentation algorithm was applied to microcirculatory videos as well as two
publicly available retinal image databases (DRIVE and STARE). The results are shown to
be highly accurate for both data types even though system is designed for microcirculatory
videos. Therefore, one can conclude that the presented vessel segmentation algorithm is not
case-based, it can easily be applied to other medical images with small modifications.
• The predicted FCD values, when compared with physicians’ derivations show high level accuracy and reliability. Bland-Altman plots show that results were consistent with manually
derived FCD values. The results of the algorithm fall into the 95% interval of manual analysis results. Presented system has a high potential in decreasing decision making time and
allowing more accurate diagnosis.
• Currently available microcirculation analysis software packages lack automation, accuracy or
stabilization. Proposed system addresses these issues using a novel approach. Close-to-realtime, automated and quantitative analysis of microcirculation will facilitate routine clinical
use.
• Although the analysis was done on lingual and/or sublingual images captured by Microscan
SDF imaging system, the method is applicable on other microcirculation images. Cytoscan
Video Microscope is a commercially available instrument that produces high-contrast microvascular images during surgery, research and clinical diagnostic applications. The resulting computational tool is applicable in anesthesiology, orthopedic surgery, cardiac surgery,
critical care, gastrointestinal imaging, gynecology, laparoscopic and endoscopic images, and
neurosurgery and transplant surgery imaging.
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Chapter 8

Future Work
The continuation of the presented research will target the following objectives:
1. Blood Flow Scoring: In the presented research, vessels are categorized in two groups according
to the blood flow: with flow and without flow. Some clinicians and researchers prefer to score
Microcirculatory Flow Index (MFI) in four groups (0=no flow, 1=intermittent, 2=sluggish,
3=normal) [11]. In future, the difference calculation method can be customized to provide
users MFI scoring in four groups.
2. Velocity: The velocity of blood flow in microcirculatory videos is not calculated in this research. Automated and accurate computation of velocity may result to a useful flow velocity
measure to be used for quantitative analysis of microcirculation.
3. Dataset: The dataset used for this research only includes hemorrhagic swine subjects and human patients with heart failure problems. To correlate between microcirculation parameters
and different illnesses and injuries, a larger dataset will be created.
4. Microcirculation Parameters: In this research, FCD and MFI are the only calculated parameters to measure microcirculation. Further studies will include other scores of microcirculation
for a detailed analysis, such as proportion of perfused vessels (PPV). PPV is calculated as
follows:
P P V = 100 ∗

total number of blood vessels − [no flow + intermittent flow]
total number of vessels
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