In this paper we propose a novel emotion recognition method modeling interaction and transition in dialogue. Conventional emotion recognition utilizes intra-features such as MFCCs or F0s within individual utterance. However, human perceive emotions not only through individual utterances but also by contextual information. The proposed method takes in account the contextual effect of utterance in dialogue, which the conventional method fails to. Proposed method introduces Emotion Interaction and Transition (EIT) models which is constructed by end-to-end LSTMs. The inputs of EIT model are the previous emotions of both target and opponent speaker, estimated by state-of-the-art utterance emotion recognition model. The experimental results show that the proposed method improves overall accuracy and average precision by a relative error reduction of 18.8% and 22.6% respectively.
Introduction
Emotion plays an important role in human communication, as it helps to convey and understand actual messages. This information can be contained in acoustic audio, visual expression, and the underlying lexical meaning of speech as generated by humans [1] . In recent years, emotion recognition has become more and more important in the research topic area and focus is being placed on classifying emotion in audio signals [2, 3] . Emotion recognition is seen as critical in Human Computer Interface (HCI) when it comes to applications in the domains of software engineering, website customization, education and gaming, for it helps the machine better understand humans [4] . The aim of this research is speech emotion recognition in human-to-human dialogues.
Numerous studies have examined speech emotion recognition. The most popular approach is based on heuristic features extracted from individual utterances [5] . The statistics of lowlevel descriptors (LLDs) such as fundamental frequency (F 0), energy, Mel-Frequency Cepstral Coefficients (MFCCs), zerocrossing ratio in an utterance are used as heuristic features [6] . In addition to these, visual [7] and linguistic characteristics [8] are also employed. However, one of the problems of this approach is that it is difficult to find effective features for estimation [9] . Therefore, in recent years, some researchers have tried to obtain features automatically. Convolutional Neural Network (CNN) [10] and Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) [11] were used to extract utterance features. The recently proposed combination of LSTM-RNN with full-connected neural networks as sequenceto-sequence with attention model shows the best performance in terms of individual utterance emotion recognition [12, 13] .
In addition to emotion estimation in individual utterances, the contextual information of dialogues is another focus of attention. Contextual features such as change rates of prosodic features between a target and the previous utterance of a speaker was shown to improve performance [14] . In contrast to this feature-based approach, several studies explicitly modeled the emotion transition of target speakers by employing Hidden Markov Models (HMMs) or LSTM-RNN [15] . One key advantage of the modeling approach is that it can deal with larger sets of contextual information than feature-based methods.
In this paper, we expand a conventional single-speaker emotion transition model to a multi-speaker emotion model to utilize the information generated by interactive dialogues. According to the emotion generation theory [16] , human emotion is affected by not only self-contextual information but also the surroundings. Therefore, interactive information such as previous utterance of the opposite speaker will improve the recognition of the emotion of the target speaker.
Our contributions of this paper are as follows:
• We reveal the effectiveness of interactive information for emotion recognition in dialogues by analyses of a dialogue speech dataset.
• LSTM-RNN is employed to model both the interaction and transition of the emotions of two speakers; the conventional model utilizes only self-transition.
• State-of-the-art automatic feature extraction and emotion recognition from individual utterances is applied; the conventional method utilizes heuristic features.
The outline of this paper is as follows. The analysis and modeling of interactive information for emotion recognition are elucidated in Section 2. Section 3 introduces the proposed method. Section 4 and 5 cover the experiments and discussions.
Analysis of Emotional Interaction
This section analyses the emotional interaction information present in the Interactive Emotional Dyadic Motion Capture (IEMOCAP) database [17] .
IEMOCAP contains natural conversational speech between a male and a female. There are 5 pairs and 149 dialogues in total. Total utterance number is 10039 and the average duration is 4.5 seconds. Each utterance is tagged with both 10-class categorical emotion labels and 3-dimensional continuous emotion values; valence, arousal and dominance.
This paper tackles 5-class emotion classification; angry, happy, sad, neutral and others. The labels of angry, happy, sad, neutral in the database are used unchanged, while the other labels are taken as others. The classes have 1103, 595, 1084, 1708, and 5549 utterances, respectively. Note that 45% of others are utterances that lacked a majority class decision, e.g.one
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We first analyzed the characteristics of emotion transition and interaction from the bi-grams of the emotions of target speaker and opposite speaker. The result is shown in Table  1 . The left part of the table shows that one trait of emotion transition is high continuity, which matches the conventional method. Furthermore, the right part of the table shows that there is also some synchronicity between previous emotion of opposite speaker and current emotion of target speaker. This indicates that humans often come to adopt the same emotion as the opposite speaker; i.e. sympathy.
A second analysis confirmed that this contextual information can be utilized for emotion recognition. Two simple models shown in Figure 1 , which enable us to treat just contextual information, were used for this analysis. They estimated the current emotion of target speaker from the previous emotion state of target speaker (transition model), or those of both the target and opposite speaker (interaction and transition model). The transition model is regarded as the same as the conventional single-speaker emotion transition approach. LSTM-RNN was employed for both models. The numbers of layers and units of LSTM-RNN were 1 and 64, respectively. Ground-truth emotion labels and continuous values of individual utterances were used as emotion state inputs. Dialogues of 4 pairs in IEMOCAP were used for model training while the remaining pair data was tested.
The accuracies of estimating emotion from contextual information are shown in Table 2 . Random and Copy previous means selecting the emotion class randomly and selecting the previous emotion of target speaker in a dialogue, respectively. From the table, the interaction and transition model has better estimation accuracy than the transition model. Therefore, interactive information matches conventional self-transition, while considering both the transition and interaction of emotions will improve emotion recognition accuracy. 
Emotion Recognition using Interaction and Transition Model
In this section, we propose a new framework, the Emotion Interaction and Transition (EIT) model, to utilize contextual information for emotion recognition. The proposed model is overviewed in Figure 2 . The structure of EIT is similar to that in Figure 1 , except for the time pooling layer and emotion posterior probabilities of the current utterance. The time pooling layer stores the emotion posterior probabilities of the previous utterance of each speaker in a dialogue. Emotion posterior probabilities of the current utterance represent the individual results for the target speaker. These posteriors are estimated individually by the state-of-theart individual emotion recognition method, Attention-BasedSequence-to-Sequence (ABS2S) model [12] . These posteriors are concatenated as a single vector and fed to the LSTM layer. This structure allows EIT to re-estimate emotion posteriors of the current utterance from not only individual results of the current utterance but also the influences of both target speaker transition and opposite speaker interaction.
Since the EIT part and individual emotion estimation part can be regarded as a single network, we proposed two different training scenarios: either jointly or separately training the two parts. The separate scenario uses the best model of the already trained individual emotion recognition method to fit EIT, calculates loss, and then back-propagates the loss in EIT alone. The flow of this scenario is shown in Figure 3 . In the joint scenario, only the individual emotion recognition part is trained in the first few epochs, and then the entire network is trained. The aim is to let the individual emotion recognition part learn roughly correct emotion results before optimizing whole network, which will yield stable training. The number of these initial epochs is determined empirically by the best model of baseline.
Experiments

Experiment Setup
We evaluated the proposed method using the IEMOCAP database. In the experiments, dialogues of 4 pairs were used as training data and those of the remaining pair was tested. The training and test data had 8220 and 1819 utterances, respectively. 32-dimensional LLDs were extracted as frame-level acoustic features, including fundamental frequency (F0), energy, 12-dimensional MFCCs, voice probability, zero-crossing ratio and their first order derivatives. For performance comparisons, two other methods were also evaluated; emotion recognition from individual utterances and emotion recognition based on the emotion transition (ET) model. ET model is the proposal, EIT, with the removal of the posteriors of the previous utterance of the opposite speaker. This is the same approach as the conventional self-transition based method [15] thus we regarded it as the baseline. ABS2S model was employed for emotion recognition from individual utterances and the lower part of EIT and ET model. It consisted of a 1-layer bidirectional LSTM with 64 hidden units and attention module with 64 hidden units. Both EIT and ET model used 1-layer LSTM with 64 hidden units. Overall accuracy (Acc.) and average precision of each emotion (AvP.) were employed to measure performance.
Results and discussions
The results of the emotion estimation experiments are shown in Table 3 . The EIT and ET model shown in this table used the separated training scenario. The table reveals that the two contextual-information based methods were superior to the individual estimation of emotions. Furthermore, EIT improves In our experiments, joint training was less effective than separated training. We suspect this is due to the overlycomplicated procedure for loss back-propagation. Because of three connections of individual emotion recognition networks and time pooling layer, the routes used to propagate loss to the individual emotion recognition network are too complex. This made training of the entire model more difficult. One possible solution to this problem is to limit the route of backpropagation; for example, losses are not propagated to the past utterances of the target and the opposite speaker.
Finally, we plot an example of emotion estimation results in a dialogue in Figure 4 . As we can see in the first several utterances in a dialogue, sad posteriors of EIT and ET model are lower than those determined in individual emotion estimation. It is considered that contextual information gives certain constraints of emotional changes, which prevents emotion recognition error. On the other hand, the results of the last ten utterances show that EIT yield better sad emotion estimates than the ET model. We suspect that EIT is more robust than ET model in past emotion recognition errors of target speaker because EIT is affected by emotions of interlocutor. These indicate that EIT is able to effectively ameliorate the weaknesses of individual emotion recognition.
Conclusions
In this paper we proposed a novel emotion recognition method for dialogues. Our proposal utilizes both interactive and transitional features in contextual information, an aspect that conventional methods tend to utilize only partially. Through the analyses of a major emotion dialogue corpus, we showed that modeling both emotion interaction and transition is a more effective way of estimating the current true emotion. Our proposed method, EIT, utilizes end-to-end LSTMs to model both interaction and transition and employs a state-of-the-art individual emotion recognition method. Experiments showed that the proposed model achieved an improvement of 18.8% in overall accuracy and 22.6% in average precision relative to the current state-of-the-art individual emotion recognition method.
Future works include analyses of the effects of the emotion categories. EIT currently uses other class as a tag to cover several different types of emotions. It is required to investigate the optimal set of emotion categories for utilizing contextual information in emotion recognition. Other works include evaluating EIT with other datasets and to integrate multimodal information such as visual and linguistic features into our framework.
