The application of fine-grained image classification can be problematic due to subtle differences between classes. The existing global feature-based methods have worse accuracies than regional feature-based methods, because regional feature-based methods focus on the determination of differentiated features within local regions. To learn more discriminative global features, in this paper, we proposed the use of L2 normalization to tackle a neglected conflict between the widely used metric loss (triplet loss) and classification loss (softmax loss) in global feature-based methods. Furthermore, a multi-level metric learning network (MMLN) is proposed for fine-grained image classification based on global features. In the MMLN, multi-level metric learning objectives and classification objectives are present at multiple high-level layers. The multi-level metric learning objectives work together to supervise the network in order to learn highly discriminative features. In addition, a new probability aggregation strategy (PAS) is proposed to produce a fused prediction by combining the multi-level predictive probabilities. Experiments were conducted on three standard fine-grained classification datasets (CUB-200-2011, Stanford Cars, and FGVC-Aircraft). Results demonstrated that our MMLN achieved accuracies of 88.0%, 94.6% and 92.4% respectively and outperformed state-of-the-art methods, substantially improving fine-grained classification tasks. Besides, gradient-weighted class activation mapping (Grad-CAM) shows that the MMLN is able to pay more attention to the discriminative local regions due to the application of multi-level metric learning.
I. INTRODUCTION
Fine-grained image classification refers to a sub-category classification of a super-category, for example, the classification of birds [1] , cars [2] and aircrafts [3] . It is an important topic and has a very strong demand in many applications. However, fine-grained image classification proves to be more complicated than general image classification. This is attributed to the much smaller inter-class difference of fine-grained image classification compared to that of general image classification. In many cases, the inter-class difference is even smaller than the intra-class difference, making finegrained image classification a challenge [4] .
Deep learning has greatly promoted the progress of fine-grained image classification via classification accuracy improvements by determining local image regions that allow for inter-class differences to be distinguished. Local image regions are selected by part detectors or attentionbased saliency detection. These methods focus on the local The associate editor coordinating the review of this manuscript and approving it for publication was Inês Domingues . discriminative image regions for feature extraction to classify different classes. From the perspective of human classification, it is a natural way to focus on local image regions for classification purposes. In the deep learning framework, these regional feature-based methods require the use of a convolutional neural network (CNN) to extract the features twice at the global and regional level, or the use of an additional attention-based branch for feature extraction. As a result, these methods leads to high computational costs. Furthermore, researchers are paying more attention to the determination of local image regions, thus neglecting the ability of the CNN to extract discriminative feature from the whole image. For example, the convolutions in deep CNN (e.g. ResNet [5] ) essentially use 1×1 or 3×3 kernels. These small convolutional kernels have the ability to extract local features through multi-layer aggregation. So in this paper we try to learn discriminative global feature by multi-level metric learning.
The existing global feature-based fine-grained classification methods concentrate on metric learning. The metric loss of the supervising intra-class and inter-class differences is added to the classification networks to restrict the feature distribution. As we know, triplet loss [6] and softmax loss [7] are two widely used losses for metric learning and classification, respectively. However, most existing methods directly use two losses, with limited research on the adaptation between them. The extracted features by triplet loss are measured by Euclidean distance [6] , while the features learned by softmax loss exhibit cosine distribution characteristics [7] . Thus, the direct combination of the two losses results in a conflict between the extracted features.
This paper proposes the multi-level metric learning network (MMLN) based on the characteristics of triplet loss and softmax loss. The contributions of this paper are presented as follows:
• A multi-level metric learning network is proposed for fine-grained image classification by exploring global feature metric learning. A L2 normalization layer is proposed to solve the conflict between triplet loss and softmax loss.
• Both triplet loss and softmax loss are used at multiple high-level layers to supervise the learning of MMLN. Moreover, a probability aggregation strategy (PAS) is proposed for prediction based on the multi-level predictive probabilities, further improving the classification accuracy.
• Experiments were conducted on three public datasets (CUB-200-2011, Stanford Cars, and FGVC-Aircraft).
The results demonstrated that the proposed method achieved a state-of-the-art performance and was able to determine fine-grained local regions for classification.
II. RELATED WORK
In order to improve the accuracy of fine-grained image classification, researchers focus on capturing subtle differences between sub-categories with the use of information from local regions. Fine-grained image classification can be divided into strongly supervised (with image labels and object/region locations) and weakly supervised methods (with only image labels), based on whether an image provides object/region locations. The former requires a higher level of human labeling compared to the latter, resulting in higher practical application costs. Therefore, most studies tend to focus on weakly supervised methods [4] . As a widely used method in image classification, CNN is the preferred baseline for fine-grained image classification. In view of the difficulties of weakly supervised methods, researchers focus on finding regional or global features that are able to distinguish interclass differences. The most popular weakly supervised methods can be roughly divided into two groups, as described in the following sections.
A. REGIONAL FEATURE-BASED METHODS Regional feature-based methods try to detect the local parts of objects. They can be divided into two categories: 1) Detector-based methods. The object/part regions in an image are determined using existing object/part detectors, while the regions are described by deep learned features. Typical methods apply Part R-CNN [8] , HSnet Search [9] , NTS-Net [10] , Spatial Relation [11] , DCL [12] and FDR [13] . Although these methods effectively improve the accuracy, the detection of regions is generally computationally expensive.
2) Attention-based methods. Based on CNN feature maps, attention-based saliency maps are derived in order to determine saliency regions. The features of the saliency regions are then extracted to increase accuracies. Examples include the RA-CNN [14] , MA-CNN [15] , DFL-CNN [16] , WS-DAN [17] and TASN [18] . With the help of attention mechanism, these methods usually construct one or more sub-branches to generate saliency maps, and implement an end-to-end learning.
In general, above two categories locate (directly or indirectly) object/part regions via detectors or saliency maps, and subsequently extract discriminant features from these regions to improve classification accuracy. Although these methods are able to distinguish between sub-category differences, they usually cost a lot of computation.
B. GLOBAL FEATURE-BASED METHODS
Global feature-based methods aim to learn features from the whole image without explicitly localizing the object/regions. Here, metric learning is always used to learn features by compressing intra-class differences and expanding inter-class differences.
The Bilinear CNN (B-CNN) was the first metric learning method proposed with a bilinear structure to model secondorder interactions between the regional features [19] , [20] . iSQRT-COV is an improved work that applies covariance matrices for the final convolutional features to improve the accuracy [21] . In order to reduce the computation complexity, several methods have been proposed. For example, Gao et al. applied tensor sketch to reduce feature dimensions [22] . Kong et al. used a low-rank co-decomposition of the covariance matrix [23] . Yu et al. used a cross-layer factorized bilinear pooling operation via a hierarchical approach [24] . Wei et al. proposed Grassmann Pooling (GP) to transform the bilinear feature matrix to an orthonormal matrix, thus decreasing the dimension of the features while maintaining a high accuracy [25] . These methods compute the outer product of two cross-channel feature vectors at each position for two feature tensors. However, computational costs remain the biggest obstacle, with research efforts continuously being applied to reduce such costs.
In this paper, MMLN extracts the global features by global average pooling (GAP) and global max pooling (GMP), without computing the ourter product of two feature tensors. Thus, it can reduce the computational cost greatly.
C. TRIPLET-BASED METRIC LEARNING
Numerous triplet loss-based methods have been proposed for fine-grained image classification. For example, Wang et al. introduced triplets of patches with geometric constraints to VOLUME 7, 2019 improve the accuracy of patch localization and to mine discriminative geometrically constrained triplets for classification. The triplet detector consisted of three appearance models and two geometric constraints to handle moderate pose variations [26] . Zhang et al. designed a framework to learn features by jointly optimizing both classification and similarity constraints. Hierarchical label structures are embedded into the framework by generalizing the triplet loss [27] . Cui et al. proposed a unified framework using deep metric learning with humans in the loop. The triplet-based metric learning approach is used to capture within-class variance [28] . Sun et al. proposed one-squeeze multi-excitation (OSME) to extract features from multiple regions and apply the multi-attention multi-class constraint (MAMC) by composing three types of triplets according to the choice of the positive set for the anchor [29] . Liang et al. proposed an adaptive triplet loss by adaptively allocating different weights to hard and easy examples during training [30] . Zhao et al. proposed a model based on a triplet network and bilinear methods for fine-grained bird identification [31] .
Triplet-based metric learning can effectively compress intra-class differences and expand inter-class differences. However, existing methods directly combine triplet loss and softmax loss based on the extracted features, resulting in a conflict during training. In order to overcome this limitation, we performed an in-depth analysis of the conflict and subsequently proposed a new multi-level metric learning.
III. MULTI-LEVEL METRIC LEARNING NETWORK
Our proposed method is a multi-level metric learning network (MMLN) based on global feature. It has an ability of identifying the subtle features between class differences. In the rest of this section, we analyze the conflict between triplet loss and softmax loss, and subsequently present the proposed MMLN.
A. CONFLICT BETWEEN TRIPLET LOSS AND SOFTMAX LOSS
Triplet loss is a widely used approach in face recognition [6] and person re-identification [32] . The key focus is tackling the subtle difference between similar objects for representation or classification. The original triplet loss is proposed to enhance the intra-class compactness and inter-class separability. It requires the distance between the anchor and positive to be smaller than the distance between the anchor and negative. The distance between two features is always measured as the Euclidean distance. However, triplet loss is unable to provide globally optimal constraints for deep learning methods. Thus, researchers always combined it with softmax loss in order to jointly train a network. Yet softmax loss supervises the model to learn features to exhibit a cosine distribution, which is in conflict with the distance measurement of triplet loss. As demonstrated in Figure 1 (a), the triplet loss will supervise the positive move to the anchor while also supervising the negative to move away from the anchor. In contrast, the softmax loss will supervise the feature move along the direction of the normal of the positive and negative. Thus, the moving directions of the feature produced by triplet loss and softmax loss are different. To tackle this problem, we apply L2 normalization to the features, which acts a buffer to the conflict between triplet loss and softmax loss, as shown in Figure 1(b) . Figure 2 presents the architecture of the proposed MMLN, which consists of an ImageNet pre-trained CNN backbone, global average pooling (GAP) and global max pooling (GMP) modules, L2 normalization, triplet loss and softmax loss. ResNet-50 [5] is adopted as the ImageNet pre-trained CNN backbone, which can also be replaced by many more efficient models, including ResNeXt [33] and SENet [34] . The ResNet-50 backbone can transform the input images into a set of 2048-dimensional features after GAP and GMP modules. The features are obtained by summing the outputs of GAP and GMP. These features are then used for triplet metric learning.
B. PROPOSED NETWORK ARCHITECTURE
In terms of feature comparisons, the cosine and Euclidean distances are optimized for the softmax loss and triplet loss, respectively. These distances may result in inconsistencies if both losses are used to optimize the same feature. Thus, we use L2 normalization to reduce the conflict of triplet loss and softmax loss. The gradient directions of positive and negative features move to the same direction after L2 normalization is applied. Note that other normalization methods can be also effective if they can buffer the conflict of the two losses.
Furthermore, the CNN feature map contains regional information, yet the feature maps at different layers have varying receptive fields. As the depth of the CNN increases, the receptive field also increases. Therefore, we capture scaled features at each of the multiple high-level layers. Note that we set six objectives based on the three bottlenecks of stage 5 of ResNet-50. Each feature map from the bottlenecks is used for the triplet loss and the softmax loss. As the features originate from multiple high-level layers and are constrained by metric learning, we denote the network as the multi-level metric learning network (MMLN). The MMLN allows for different features with different receptive fields, resulting in the ability of the multi-level features to provide accurate classification.
C. MULTI-LEVEL TRIPLET LOSS AND SOFTMAX LOSS
The classic sampling strategy [35] is adopted to train the MMLN. P classes and K images of each class are randomly sampled, resulting in a batch of PK images. The triplet loss can be computed as: where I a i , I p i and I n j refer to an anchor, a positive and a negative of the three inputs, respectively, f (·) refers to the L2 normalization features extracted by the network, d(x, y) refers to the distance between x and y, and m refers to the margin.
In order to better train the MMLN, the label smoothed softmax loss [36] is also combined as follows:
where
and
is the extracted feature, C is the number of classes, and W j and b j are the parameters to learn. For t-level feature, we can compute the triplet loss L t T and softmax loss L t S , and aggregate them as:
where L is the final objective loss for MMLN, and T o = 3. From this, we are able to learn the parameters in the network, supervised by the proposed multi-level network that combines triplet loss and softmax loss.
D. PROBABILITY AGGREGATION STRATEGY (PAS) FOR PREDICTIONS
As the MMLN extracts three features for each image, the output contains three classification results. For multiple classification results, the existing method [37] choose one of the results as a final result. However, we find that it's hard to choose a fixed one as the best one always changes among the three results. Thus, we try to fuse the three results. However, the direct fusion of the results can be problematic. In particular, the three results of a single image may provide three different labels. To solve this problem, we propose the probability aggregation strategy (PAS) for the predictions. First, a test image is encoded into three C-dimensional probability vectors {p t , t = 1, 2, 3}. Each value in the vector p t = [p t 1 , p t 2 , . . . , p t C ] is computed by the softmax operation. In order to predict the label of the test image, we compute the summation of the three probabilities as:
Thus, we can predict the label of the test images as follows:
This probability aggregation prediction combines the multilevel prediction probabilities, and exhibits an improved classification accuracy compared to each of the three classification results. 
IV. EXPERIMENTS A. DATASETS AND IMPLEMENTATION
Experiments were conducted on three standard fine-grained classification datasets, CUB-200-2011 [1] , Stanford Cars [2] , and FGVC-Aircraft [3] . The detailed statistics of the datasets are reported in Table 1 .
We implemented the MMLN on NVIDIA Geforce 1080Ti GPUs with 11 GB memory using Pytorch v0.4. The input image was first resized to 512×512 and then randomly cropped to 448×448. Random rotation and random horizontal flipping were applied for data augmentation. Note that the category label of the image was only used for training. These steps are based on standard procedure in the literature. The mini-batch of triplet loss had PK images, where P = 12, K = 4, and the margin was set to 0.3. A warmup strategy [32] was adopted to bootstrap the network for an improved performance. The learning rate was linearly increased from 3.5e-5 to 3.5e-4 over 10 epochs, followed by a reduction in the learning rate to 3.5e-5 and 3.5e-6 at the 40th epoch and 60th epoch, respectively. A total of 80 epochs were required. The Adam optimizer was adopted, along with a weight decay of 0.0005.
B. RESULTS
We compared the performance of the MMLN with stateof-the-art methods, such as B-CNN [19] , RA-CNN [14] , MA-CNN [15] , GP [25] , PC [38] , DFL-CNN [16] , MPN-COV [21] , NTS-Net [10] , DCL [12] , REAPS+ (ArXiv2019) [39] and TASN [18] . The results of the triplet loss-based methods, Triplet-A [28] , ELS [27] , BoT [26] , Bilinear+Triplet [31] , ATM [30] and MAMC [29] , are shown separately from other methods. Detailed results are reported in Table 2 . Table 2 demonstrates that the MMLN was able to achieve 88.0%, 94.6%, and 92.4% accuracies for the CUB-200-2011, Stanford Cars, and FGV-Aircraft datasets, respectively. The different base models for each method are detailed in order to ensure fair comparisons. Even for methods with the same base model, our proposed method outperformed almost all methods with the same base model (ResNet-50), achieving a state-of-the-art performance. Furthermore, the MMLN substantially exceeded the accuracy of the widely used B-CNN model [19] . Compared with the most recent methods (DCL [12] , REAPS [39] and TASN [18] ), MMLN demonstrated a comparative performance, with just a slightly lower accuracy than DCL for the FGVC-Aircraft dataset. In addition, the MMLN exhibited an improved performance compared with the triplet loss-based methods. Note that MMLN did not use any local regions, so it can be potentially combined with existing methods to further improve its performance.
C. ANALYSIS 1) ABLATION ANALYSIS
In order to analysis the contributions of the key factors in the MMLN, we successively removed the L2 normalization(-L2), multi-level objectives (-Multi-level) and triplet loss (-Triplet) from the MMLN. The results are reported in Table 3 . The MMLN (-L2) achieved overall accuracies of 85.4%, 93.5% and 90.1% on the CUB-200-2011, Stanford Cars, and FGVC-Aircraft datasets, respectively. To further remove the multi-level objectives, MMLN (-Multi-level, -L2) achieved the accuracies of 85.6%, 93.6% and 89.6%. Note that the accuracies of MMLN (-L2) were lower than that of MMLN (-Multi-level, -L2) due to the greater amount of multi-level metric learning conflicts without L2 normalization. When we removed triplet loss, the performance of MMLN (-Multi-level, -Triplet, -L2) reached 81.8%, 90.6% and 85.5%, which further dropped by 3.8%, 3.0%, and 4.1%, respectively. However, with the adoption of L2 normalization, both MMLN (-Multi-level) and MMLN (-Multi-level, -Triplet) has a less drop of the performance. The accuracies reached peak levels with the use of the L2 normalization, multi-level objectives and triplet loss. The results verify the effectiveness of the L2 normalization(-L2), multi-level objectives (-Multilevel) and triplet loss (-Triplet).
2) ANALYSIS OF T O
As the MMLN is composed of multi-level objectives, the number of levels (T o ) is a key factor that needs to be evaluated. Thus, we evaluated the accuracies of MMLN when the number of levels varied. To construct multiple levels, we set T o from 1 to 9 from the last bottleneck of stage 5 to the first bottleneck of stage 4 in ResNet-50. The MMLN has just 1 metric learning objective when T o = 1 (at the final bottleneck of stage 5). The MMLN has 2 metric learning objectives when T o = 2 (at the last two bottlenecks of stage 5). The MMLN has 9 metric learning objectives when T o = 9 (at all bottlenecks of stage 4 and stage 5). We trained and tested the accuracies of MMLN with the aforementioned T o values. Figure 3 presents the corresponding accuracies for the CUB-200-2011 dataset. The training and testing configurations are equal to those specified in section IV-A. The results demonstrate that the accuracy was at a maximum for T o = 3.
3) ANALYSIS OF PAS
As the MMLN produced an optimum accuracy for three levels, the effectiveness of PAS was evaluated. In particular, the three classification predictions were evaluated, as well as the fusion prediction by PAS. The results are presented in Figure 4 . The values of 1, 2 and 3 on the horizontal axis refer to the objectives at the first bottleneck, second bottleneck and third bottleneck of stage 5 in MMLN, respectively. From Figure 4 , we can determine that the PAS fusion result achieved a greater accuracy compared to the three classification predictions. Thus, multiple PAS fusion predictions were able to improve the performance based on multi-level prediction probabilities.
D. ATTENTION LOCATIONS
Although our method does not use region-based features to classify fine-grained images, the saliency of the features proposed by the network was determined through back propagation. In particular, Gradient-weighted Class Activation Mapping (Grad-CAM) [40] , a method that visualizes important regions of an input image predicted by a CNN, was used. The saliency maps generated by Grad-CAM tell us which pixels in the image affect the classification results.
Based on the work of [40] , we visualized saliency maps based on the feature maps preceding the GMP and GAP layers in the network. We present the results of our model and its version without triplet loss. Representative results are presented in Figure 5 . By combining metric learning, MMLN captured the discriminative details in the original images better than the model without triplet loss. The model without VOLUME 7, 2019 triplet fell easily into non-discriminatory regions (e.g. Rows 3, 5 and 6), focused on unimportant areas (e.g. Row 4) or over-focused on very small areas (e.g. Rows 1 and 2). The Grad-CAMs of the birds, cars and aircrafts confirm that our network was able to focus on effective regions, despite the use of global features. Thus, our MMLN pays attention to more discriminative regions and generally performs better.
V. CONCLUSION
In this paper, a multi-level metric learning network (MMLN) was proposed for fine-grained classification. Differing from existing classification methods, MMLN achieves highly accurate fine-grained classification by just using global information, without any local regions or attention information. In particuler, a L2 normalization layer is firstly proposed to solve the conflict between triplet loss and softmax loss, and then both triplet loss and and softmax loss are used at multiple high-level layers to supervise the learning of MMLN. Besides, a probability aggregation strategy (PAS) is proposed for prediction based on the multi-level predictive probabilities. Experiments verified the effectiveness of the proposed MMLN. Moreover, Grad-CAM demonstrated that MMLN can pay attention to highly discriminative local regions with metric learning.
Although our method has achieved high accuracies, from the perspective of human classification, global metric learning along is not sufficient. In particular, if the discriminative local region is enlarged and computed by deep networks, improved classification results may be achieved. Therefore, in the future, we intend to exploring the local feature-based metric learning to further improve the accuracy.
