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1 Preliminary
In [LL1] the authors had developed a topological version of family Seiberg-
Witten invariants. In an attempt to generalize Taubes’ “SW=Gr” to families,
it was observed that multiple coverings of exceptional curves may show up in
the enumeration. In [Liu4] a family curve counting scheme has been proposed
for algebraic families. In [L3] the topological/algebraic version of family blowup
formula was derived. In [L5] the topological/algebraic version of family switch-
ing formula was derived. It was used in [Liu1] to derive the Go¨ttsche-Yau-Zaslow
conjecture regarding counting of nodal curves on algebraic surfaces, including
K3.
The derivation in [Liu1] makes use of the various techniques from differential
topology and complex geometry as well as the technique from the theory of
pseudo-holomorphic curves. In the derivation the author had assumed that
the reader is reasonably familiar with Taubes proof of “SW=Gr”. On the other
hand, a version of algebraic family Seiberg-Witten invariant was defined in [Liu3]
and its family blowup formula and switching formula was derived in [Liu3] and
[Liu5], respectively, based on intersection theory developed in [F].
Thus it is desirable to give a purely algebraic proof of the universality the-
orem, the backbone in deriving the Go¨ttsche-Yau-Zaslow formula, based on
intersection theory [F] and algebraic geometry [Ha].
The following universality theorem is the main theorem proved in this paper.
Main Theorem 1 Let δ ∈ N denote the number of nodal singularities. Let L
be a 5δ − 1 very-ample line bundle on an algebraic surface M , then the number
of δ−node nodal singular curves in a generic δ dimensional linear sub-system
of |L| can be expressed as a universal polynomial (independent to M) of c1(L)2,
c1(L) · c1(M), c1(M)2, c2(M) of degree δ.
∗email address: akliu@math.berkeley.edu
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For simplicity, we take C to be our ground field. But the same argument
works for algebraic closed fields of characteristic zero as well.
The term “number of δ−node nodal curves in a linear system” used here is
the weighted number of singular algebraic curves with isolated δ−nodal singu-
larities defined in [Got]. This concept is closed related but not always equal to
Gromov-Witten invariant of c1(L). For their potential difference, please consult
section 7.
In the following we outline the different functionalities of the various sections
of the paper. Because the paper is a bit lengthy–involving quite a few new
notations not widely used in the community of enumeration geometry/algebraic
geometry, in subsection 1.1 we offer some simple advice, a notation table and
quite a lot of footnotes, which may help the reader to get used to our notations
and read the paper more fluently.
In section 2, we review the basic facts about the universal spaces and then
introduce the relative-universal spaces over a base B. We also recall the concept
of admissible graphs, admissible strata and the stratification of the (relative)
universal spaces. To minimize the dependence on [Liu1], we prove a few useful
results which will be used in the latter sections. As a result, an admissible
stratum can be characterized as the locus of co-existence of type I exceptional
classes attached to it.
In section 3 and the subsidiary subsections, we develop a technique to con-
struct and identify the quotient bundle Vquot of the given obstruction vector
bundle Wcanon|Y (Γ)×T (M), given some datum of quotient sheaves.
In section 4, we review the residual intersection formula of top Chern classes
[F] and develop an algebraic tool to compare the top Chern classes of vector
bundles σ : E 7→ F isomorphic off a closed subset. Under the bundle homomor-
phism σ, a section s0 of E induces a section σ(s0) of F and the difference of
their top Chern classes can be studied by the difference of their localized top
Chern classes along the zero loci Z(s0), Z(σ(s0)), respectively. We find that
after some blowing ups along loci in Z(σ(s0))− Z(s0), the top Chern class of
the residual bundle of F has the same “numerical property” as the top Chern
class of the pull-back of E. We achieve this goal by a graph construction in
the projective space bundle P(E ⊕ 1). This proposition is crucial in controlling
the seemingly “unmanageable” blowing ups and relate the modified bundle to
better understood objects.
The canonical cross section scanon of the canonical algebraic obstruction
bundle 1 H ⊗ π∗XWcanon defines a zero locus in X = P(Vcanon) which con-
tains the sub-locus (closure) MC−M(E)E ×Mn Yγn that we want to study. The
proof of the main theorem enables us to attach an invariant to this locus. In
section 5 and the sub-sequential sub-sections, we initiate the proof of the main
theorem by introducing an inductive procedure of blowing up the smooth total
space of the canonical family algebraic Kuranishi space X = P(Vcanon). The
goal is to apply residual intersection theory inductively and remove all the ex-
cess contributions. In subsection 5.2, we define the modified algebraic family
1See definition 5.3 in [Liu3] for its definition.
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Seiberg-Witten invariants attached to the various smooth sub-loci. We also ad-
dress in subsection 5.3 some combinatorial questions regarding the sub-loci of
MC−M(E)E. In the same sub-section, we also explain the geometric meanings
of several partial orderings≫,≻, ❂, etc. which had already appeared in [Liu1],
[Liu4], [Liu5] before.
The section 6 is the core of the current paper. In this section, we finish up
the proof of the main theorem. We address in subsection 6.1 some combina-
torial questions regarding the independence of the localized top Chern classes
to the permutations/collapsing of the blowing up orderings. We prove induc-
tively that the various excess contributions of the algebraic family invariant
AFSWMδ+1×{tL}7→Mδ×{tL}(1, C − 2
∑
1≤i≤δ Ei) can be identified with the var-
ious modified family algebraic Seiberg-Witten invariants defined in subsection
5.2. In subsection 6.4, we enhance Go¨ttsche’s argument slightly to get the nec-
essary finiteness result on nodal curves that we enumerate.
Finally in the appendix, section 7, we offer a light-weighted comparison
between our family invariants and the standard Gromov-Witten invariants of
algebraic surfaces. Even though family Seiberg-Witten invariants on the univer-
sal spaces are related to Gromov-Witten invariants of algebraic surfaces, there is
some subtle difference between them which may cause confusion to the readers
who are new to family Seiberg-Witten invariants.
In this paper, we do not attempt to address the issue of identifying these
universal polynomials in the universality theorem algebraically. The discussion
about the relationship of the above universality theorem with Riemann-Roch
formula along with some open problems and conjectures related to this theorem
will be addressed in a separated note [Liu7] elsewhere.
Finally, it is recommended to use [Liu3], [Liu4], [Liu5] as companions reading
this paper.
1.1 A Table of Our Notations
In this paper we give an algebraic proof of the universality theorem, and most
of our notations have already appeared in [Liu1], [Liu3], [Liu4], [Liu5], etc. On
the other hand a few new notations must be introduced in the purely algebraic
argument of the paper. For the standard notations in algebraic geometry and
intersection theory, the reader may consult [Ha], [F]. In the following, we list the
frequently used “global” 2 notations in the paper. Following the convention of
the earlier papers [Liu3], [Liu5], a locally free sheaf of sections will be denoted
by the calligraphic character, say G, if and only if the corresponding algebraic
vector bundle has been denoted by the bold character G.
Another convention in this paper is that the variables/notations defined
within the proof of a lemma or a proposition is viewed as a “local” variable
2For its definition, see the next paragraph.
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and its “scope” is within this particular proof. We may recycle the same vari-
able/notation in the proofs of the other lemma/proposition in a different con-
text. On the other hand, the variables/notations declared in the definitions are
viewed as the “global” variables. Subject to some specialization of values, their
meanings are fixed throughout the paper. Finally, the variables/notations de-
clared in the text of the paper are “semi-local” in the sense that their scope is the
whole section containing the particular text. If we refer to this variable/notation
from a different section, we will indicate to the reader the location (page) where
it has been defined.
The following is the list of notations widely used throughout the paper.
Every symbol is leaded by a •.
• adm(n)–the set of n-vertexes admissible graphs satisfying the five axioms
starting at page 7.
• adm2(n)–the subset of adm(n) consisting of fan-like admissible graphs.
See definition 6 on page 47 and fig.4 on page 47.
• C–the class inH1,1(M,Z). In this paperC is assumed to satisfyR1π∗
(
EC
)
=
R2π∗
(
EC
)
= 0.
• C −M(E)E–In this expression the term −M(E)E = −
∑
1≤i≤nmiEi is
interpreted as a cohomology class instead of an effective divisor. C −M(E)E
is a class of Hodge type (1, 1).
• CΓ–the simplicial exceptional cone constant over SΓ ⊃ YΓ.
• ∆(n)–the subset of adm(n) containing admissible graphs which satisfy the
additional extremal conditions on page 47. See definition on page 47
• ∆ki–the (anti)-effective divisor in Ξ˜ki 7→ Y (Γeki ) which appears in the
exact sequence relating R1π˜∗
(
OΞ˜ki
⊗E−M(E)E
)
and R1π˜∗
(
OΞ˜ki
(eki)
)
. Consult
page 54 for more details.
• δ–the number of nodes in the main theorem.
• ei–the extremal generators of CΓ, called type I exceptional class.
• Ei–the effective exceptional divisor Ei;n+1 in Mn+1 and is viewed as the
fiberwise divisor of Mn+1 7→Mn.
• Ea;b–the effective exceptional divisor in Mn corresponding to the blowing
up along the (a, b)−th partial diagonal of Mn.
• EC–the invertible sheaf over M × T (M) with c1(EC |M×{t}) = C for ∀t ∈
T (M).
• EC−M(E)E–the invertible sheaf over Mn+1 × T (M) corresponding to the
cohomology class C −M(E)E of Hodge type (1, 1).
• ECb(C,Q)–the type I exceptional cone associated with C over b ∈ Mn.
See definition 5 of [Liu4] for its definition.
• fn–the projection map Mn+1 7→Mn.
• fn−1;k–the composition of the projection map fk ◦fk+1 ◦ · · ·◦fn−1 :Mn 7→
Mk.
• Γ–A typical element of an admissible graph Γ ∈ adm(n). See fig. 1 on
page 8 for an example.
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• Γei–the fan-like admissible graph attached to ei in which the index i is the
only direct ascendent index and the indexes ji appearing in ei = Ei −
∑
ji
Eji
are the direct descendent indexes of i. See fig.2 on page 15 for some examples.
• γn or γ–the unique admissible graph of n vertexes with no one edge.
• H and H–the hyperplane bundle and its invertible sheaf of sections on
P(Vcanon) = P(V◦canon) induced by the linear structure Vcanon.
• IΓ–the subset of ∆(n) which collects all the elements smaller than Γ under
the linear ordering |=. Consult page 54 for its definition.
• I¯Γ–the reduced subset of IΓ throwing away elements ∈ IΓ which are ≪
than some other element in IΓ. Consult page 71 for its definition.
• I¯≫Γ –The subset of I¯Γ collecting all the elements in IΓ which are ≪ Γ.
Consult page 73 for its definition.
• ji–the typical direct descendent index of i. The subscript i in ji indicates
ji is a direct descendent of i.
• ki–the subscripts in {1, 2, · · · , n} which corresponds to the indexes of type
I exceptional classes with eki · (C −M(E)E) < 0.
• Ξi–the P1 fibration over Y (Γei) representing the universal curves of the
type I exceptional class ei. The notation is used starting in section 3.
• Ξ˜i–the relative minimal model of Ξi which has the P1 fiber bundle struc-
ture over Y (Γei). Please consult page 24, lemma 7 in subsection 3.1 for the
construction.
• L–an line bundle over M with first Chern class C ∈ H1,1(M,Z). The
bundle is assumed to be “sufficiently very ample” in this paper.
• M–an algebraic surface with irregularity q = q(M) and geometric genus
pg.
• Mn–the n−th universal space associated with M . See section 2 for its
construction.
• MC−M(E)E and MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
–the family moduli space
associated with C−M(E)E and C−M(E)E−
∑
ei·(C−M(E)E)<0
ei, respectively.
They can be viewed as the sub-schemes Z(scanon) and Z(s
◦
canon) of P(Vcanon) =
P(V◦canon).
• M(E)E–the multiple covering of Ei,
∑
1≤i≤nmiEi with non-increasing
singular multiplicities 0 < m1 ≤ m2 ≤ · · · ≤ mn.
• π–the projection map fn :Mn+1 7→Mn or its restriction to the various P1
fibrations Ξi 7→ Y (Γei) or the union
∑
1≤i Ξki 7→ Y (Γ).
• π˜–the projection morphism Ξ˜i 7→ Y (Γei) of the relative minimal model of
Ξi.
• πI–the projection map from Mn to M |I| determined by the index subset
I ⊂ {1, 2, · · · , n}.
• πˇI–the lifting of πI to Mn 7→M|I|.
•Qki andQki–the line bundle and the corresponding invertible sheaf appear-
ing in the short exact sequence relatingR1π˜∗
(
OΞ˜ki
⊗E−M(E)E
)
andR1π˜∗
(
OΞ˜ki
(eki)
)
.
Consult page 54 for more details.
• scanon–the canonical section of π∗P(Vcanon)Wcanon ⊗ H induced by the
bundle morphism Vcanon 7→Wcanon.
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• s◦canon–the canonical section of π
∗
P(Vcanon)
W◦canon ⊗ H determined by
V◦canon 7→W
◦
canon.
• SΓ–the subset of Mn over which the type I exceptional cone ECb(C −
M(E)E;Q) remains constant for b ∈ SΓ.
• T (M)–the connected component of the Picard variety of M parametrizing
the line bundles with first Chern class C.
• Vcanon–the vector bundle over Mn × T (M) associated with the zero-th
derived image sheaf R0π∗
(
EC
)
.
• V◦canon–the vector bundle over Mn × T (M) associated with the zero-th
derived image sheaf R0π∗
(
EC
)
.
• Vquot–the quotient bundle of Wcanon whose associated locally free sheaf
Vquot is constructed from the torsion free summand of a coherent sheafR1π∗
(
O∑
1≤i≤p
Ξki
⊗
EC−M(E)E
)
. Consult section 3.2 definition 4 for its definition, and proposition
5 on page 31 for its construction.
• V˜quot–a direct sum of vector bundles which is equivalent to Vquot in the
K group. Consult 36, definition 4 for its definition.
• Wcanon and Wcanon–Wcanon is the canonical obstruction bundle associ-
ated with C−M(E)E. Wcanon is the locally free sheaf associated withWcanon.
Consult definition 5.3 of [Liu3] for its definition.
• W◦canon and W
◦
canon–W
◦
canon is the canonical obstruction bundle associ-
ated with C −M(E)E −
∑
ei·(C−M(E)E)<0
ei. W◦canon is the locally free sheaf
associated with W◦canon. Consult section 5, right in front of lemma 6, of [Liu5]
for its definition.
• (X/B)n–the n−th relative version of the universal space of X 7→ B. X/B
is X with ′′/B′′ to indicate that it has a fiber bundle structure over B.
• Y (Γ), Y(Γ)–Y (Γ) is the closure of the admissible strata YΓ ⊂Mn; Y(Γ) is
the relative version⊂ (X/B)n. Consult section 2 for some of its basic properties.
• YΓ, YΓ–YΓ is the locally closed admissible stratum; YΓ is the relative
version ⊂ (X/B)n. Consult section 2 for some of its properties.
• ≫–a partial ordering among pairs of the form (Γ,
∑
ei·(C−M(E)E)<0
ei) with
Γ ∈ ∆(n) which encodes the inclusion relationship ofMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn
Y (Γ). Please consult page 57 for more details.
• ❂–the partial ordering among pairs of the form (Γ,
∑
ei·(C−M(E)E)<0
ei)
with Γ ∈ ∆(n) which encodes the discrepancy of using W◦canon and s
◦
canon to
replace Wcanon and scanon. Please consult page 67 for more details.
• ≻–a partial ordering among Γ ∈ ∆(n) which encodes that the type I
exceptional cone CΓ gets larger under degenerations. Consult page 50 for more
details.
• |=–The linear ordering introduced on ∆(n) and therefore on IΓ and I¯Γ.
Consult page 53 for more details.
• ⊢–the altered linear ordering on I¯Γ. Consult definition 17 for more details.
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2 A Brief Review about the Admissible Graphs
and Admissible Strata
In [Liu1] we had introduced the concepts of universal spaces (see also [V]),
admissible graphs and the admissible stratification of the universal spaces Mn,
n ∈ N. For the convenience of the reader, we extract the basic facts about them
in this section.
We review the construction of Mn and review the admissible graphs and the
admissible stratification. Then we generalize it to a relative setting and discuss
their basic properties and the relationship with type I exceptional classes.
Recall (consult section 3 on page 400 of [Liu1]) that the universal space Mn
is constructed by an inductive procedure. TakeM0 = pt andM1 =M . Suppose
that M0,M1,M2, · · · ,Mk−1 has been constructed and there are natural projec-
tion maps Mk−1 7→ Mk−2 7→ Mk−3 · · · 7→ pt, then define Mk to be the blowing
up of the relative diagonal ∆Mk−1/Mk−2 :Mk−1 7→Mk−1×Mk−2Mk−1. Then the
natural projection map fk−1 : Mk 7→ Mk−1 is a surjection. By mathematical
induction, the universal spaces are defined for all n ∈ N and there are smooth
surjective morphisms fk : Mk+1 7→ Mk for all k. As usual the composite map
fk ◦ fk+1 ◦ · · · fn :Mn+1 7→Mk will be denoted by fn,k.
In [Liu1] we had introduced a concept called admissible graphs. The set of
n-vertex admissible graphs, denoted by adm(n), is the set of finite graphs with
n vertexes and a finite number of arrowed one-edges which satisfy five axioms
(from page 412-413 of [Liu1]).
Axiom 1: There is a 1 − 1 correspondence between the vertexes of Γ and the
positive integers smaller or equal to l. An association of this type is called a
marking of the graph. More generally, one can mark the graph by any finite
subset of N. If I is the index set. The graph is called I admissible.
Axiom 2: The one-edges are oriented by arrows from the vertex marked by
a smaller integer (called a direct ascendent) to the vertex marked by a larger
integer (called a direct descendent).
Axiom 3: The only loops allowed in the graph are triangles formed by the three
vertexes. Suppose a < b < c are the three different vertexes, then b, c must be
the direct descendents of a while a, b must be the direct ascendents of c. The
vertexes a, b, c form a triangle.
Axiom 4: Any vertex can have at most two direct ascendents. When a vertex has
exactly two direct ascendents, it and its two direct ascendents form a triangular
loop.
Axiom 5: Suppose that two adjacent triangles share a common edge, then out
of the four vertexes in the two triangles the ending vertex 3 of this common edge
has exactly one direct descendent among the other three vertexes.
3at which the arrow points to
7
13
5
4
6
8
7
2
fig.1
An admissible graph with 8 vertexes.
The admissible graphs code the combinatorial patterns of the blowing ups.
We usually denote a typical element in adm(n) by Γ. The consistency of the
above axioms were ensured geometrically in [Liu1] by constructing the corre-
sponding admissible strata 4 YΓ 6= ∅ explicitly.
Definition 1 Define the codimension of an admissible graph Γ ∈ adm(n),
codimCΓ, to be the number of one-edges in Γ.
The graph in fig.1 illustrates an example of admissible graphs.
In the set adm(n) there is a special element γn (or for simplicity skipping
the subscript n and denote it by γ if it does not cause confusion) which consists
of n free vertexes without one-edges. By construction codimCγn = 0 and γn is
the only admissible graph in adm(n) which has this special property.
The reason to introduce such a set adm(n) is because that the universal
space Mn can be stratified by the various admissible strata YΓ which have
smooth closure Y (Γ) in Mn,
Proposition 1 The n−th universal space Mn admits an admissible stratifica-
tion Mn =
∐
Γ∈adm(n) YΓ into locally closed smooth subsets YΓ such that
(i). The closure of YΓ in Mn, YΓ = Y (Γ) is smooth of dimension dimCMn−
codimCΓ in Mn.
(ii). Y (Γ) can be expressed as a union of admissible strata YΓ′ , Y (Γ) =∐
Γ′<Γ YΓ′ .
Γ′ < Γ indicates that YΓ′ appears in the compactification of YΓ into Y (Γ)
and is said to be a degeneration of the admissible graph Γ.
This proposition was proved in proposition 4.2.-4.3. in [Liu1]. In definition
4.8. of [Liu1] we had given a combinatorial characterization of the degenerations
of the admissible graphs.
4Consult [Liu1] or below for the definition or construction of YΓ (YΓ).
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Remark 1 The fibers of the fiber bundle map fn :Mn+1 7→Mn are all n−consecutive
blowing ups from M . Therefore the space Mn can be interpreted as the “ uni-
versal space” parametrizing all the ordered n−consecutive pointwise blowing ups
from M .
Let Mn =
∐
Γ∈adm(n) YΓ be the admissible stratification of Mn into locally
closed strata. Then the stratum Yγn is the only top dimensional stratum which
parametrizes all the ordered distinct n points in M . Every distinct n points
in M corresponds to n distinct pointwise blowing ups of M . The various YΓ,
Γ 6= γn, parametrize those n−consecutive blowing ups whose blowing up centers
may lie on the exceptional loci of the previous blowing ups.
Let X 7→ B be a fiber bundle over a baseB which is smooth of relative dimen-
sion two. We use the notation X/B to indicate that the space X has a structure
of fiber bundle over B. We define (X/B)0 = B, (X/B)1 = X/B. Suppose that
(X/B)1, (X/B)2, · · · , (X/B)k−1 have been defined and there are natural sur-
jective projection maps (X/B)k−1 7→ (X/B)k−2 7→ · · · 7→ B, define (X/B)k to
be the blowing up of the relative diagonal ∆(X/B)k−1/(X/B)k−2 : (X/B)k−1 →֒
(X/B)k−1 ×(X/B)k−2 (X/B)k−1, etc. Apparently fk−1 : (X/B)k 7→ (X/B)k−1
is surjective. By mathematical induction, (X/B)n are constructed for all n ∈ N
such that fn : (X/B)n+1 7→ (X/B)n are smooth and surjective.
For a given n, fn−1,0 : (X/B)n 7→ B is the fiber bundle of the n−th universal
spaces of the fibers.
We have the following lemma relating different relative universal space con-
structions,
Lemma 1 For all n ≥ k, we have the following identity
(X/B)n/(X/B)k =
(
(X/B)k+1/(X/B)k
)
n−k
.
Proof: This can be seen by noticing that for n = k+1, (X/B)k+1/(X/B)k is a
fiber bundle projection map. So we may take X ′ = (X/B)k+1 and B′ = (X/B)k
and (X/B)k+1/(X/B)k = (X ′/B′)1. Then by definition (X/B)k+2 7→ (X/B)k
is the blowing up of the relative diagonal of (X/B)k+1 ×(X/B)k (X/B)k+1 =
(X ′/B′)1 ×B′ (X ′/B′)1. So we identify (X/B)k+2/(X/B)k with (X ′/B′)2. By
a simple induction argument and by comparing with the above relative con-
struction of the universal spaces, we find (X/B)n/(X/B)k = (X ′/B′)n−k for all
n ≥ k. Therefore we have the following identity,
(X/B)n/(X/B)k =
(
(X/B)k+1/(X/B)k
)
n−k
.
✷
If we ignore the base space on the left hand side, we may rewrite the identity
as (X/B)n =
(
(X/B)k+1/(X/B)k
)
n−k
. By taking B = pt and X = M , we
recover the important special case Mn = (Mk+1/Mk)n−k.
Lemma 2 For all n ∈ N, there exists a canonical dominated birational map
(X/B)n 7→ ×
n
B(X/B)1 from the n − th relative universal space (X/B)n to the
n− th fiber products of X/B.
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Proof: The assertion is apparently true for n = 1. Suppose that the birational
map (X/B)k 7→ ×kB(X/B)1 has been constructed, then
(X/B)k+1 7→ (X/B)k×(X/B)k−1(X/B)k 7→ ×
k
B(X/B)1××k−1
B
(X/B)1
×kB(X/B)1 ∼= ×
k+1
B (X/B)1
is a composition of dominated birational maps. By mathematical induction,
the lemma is proved. ✷
The following proposition and its corollary are about the liftings of the pro-
jection maps to the corresponding (relative) universal spaces.
Proposition 2 Let n be a positive integer and let I ⊂ {1, 2, · · · , n} be an index
subset. Let πi : (X/B)n 7→ (X/B) be the composite projection map (X/B)n 7→
×nB(X/B) 7→ X/B to the i−th direct factor and let πI = ×i∈Iπi : (X/B)n 7→
×
|I|
B (X/B) be the projection to the fiber products of |I| copies of X/B indexed
by the subset I. Then there exists a natural lifting of the map πI to (X/B)n 7→
(X/B)|I| which makes the following diagram commutative,
(X/B)n
pˇiI−→ (X/B)|I|
ց
y
×
|I|
B (X/B)
The lifted map πˇI is smooth of relative dimension 2n− 2|I|.
Notice that the lifted map πˇI is usually different from the composite projec-
tion map (X/B)n 7→ (X/B)n−1 7→ · · · 7→ (X/B)|I|, which corresponds to the
lifting of a very specific I.
Remark 2 Following remark 1, the lifting map πˇI can be interpreted as the
“forgetful” map of forgetting all the blowing ups among the sequence of n-
consecutive blowing ups marked by indexes in {1, 2, · · · , n} − I.
Proof of the proposition: When n = 1, the statement holds trivially.
Let 2 ≤ n ∈ N be a positive integer such that the statement of the proposi-
tion is known to be true for n−1, for all the X 7→ B pairs. We would like to show
that it holds for n as well. Suppose that I = {1, 2, · · · , n}, the statement holds
since the lifted map (X/B)n 7→ (X/B)|I| is the identity map. So let us assume
that |I| < n. By lemma 1 we may rewrite (X/B)n as ((X/B)2/(X/B)1)n−1.
♦ We separate into two cases. (i). 1 6∈ I. (ii). 1 ∈ I.
In the first case, the projection to the second factor π2 : (X/B)2 7→ (X/B)1
induces a morphism (X/B)2/(X/B)1 7→ (X/B)1/pt. This morphism induces an
morphism on the relative n − 1−th universal spaces ((X/B)2/(X/B)1)n−1 7→
((X/B)1/pt)n−1 ∼= (X/B)n−1. By the assumption 1 6∈ I we know that I ⊂
{2, 3, · · · , n}. Define a new index set I−1 ⊂ {1, 2, · · · , n − 1} by subtract-
ing 1 from all the elements of I. Then by the induction hypothesis, πI−1 :
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(X/B)n−1 7→ ×
|I−1|
B (X/B) can be lifted to the smooth surjective morphism
πˇI−1 : (X/B)n−1 7→ (X/B)|I−1|. By composing with
(X/B)n ∼= ((X/B)2/(X/B)1)n−1 7→ ((X/B)1/pt)n−1 ∼= (X/B)n−1,
we get the desired lifting from (X/B)n ∼= ((X/B)2/(X/B))n−1 7→ ×
|I−1|
B (X/B) =
×
|I|
B (X/B) to (X/B)n 7→ (X/B)|I−1| = (X/B)|I|. The lifted surjective map is
apparently smooth because all the composite factors of maps are smooth and
surjective.
In the second case when 1 ∈ I, we construct an new index set I ′−1 by
subtracting all elements in I − {1} by 1, then I ′−1 ⊂ {1, 2, · · · , n − 1} and
we have |I ′−1| = |I| − 1. We define a new fiber bundle X
′ 7→ B′ smooth of
relative dimension two by setting X ′ = (X/B)2, B′ = (X/B)1. Then we may
rewrite (X/B)n as ((X/B)2/(X/B)1)n−1 = (X ′/B′)n−1. By the induction
hypothesis, the map π′I′
−1
: (X ′/B′)n−1 7→ ×
|I′−1|
B′ (X
′/B′) can be lifted to πˇ′I′
−1
:
(X ′/B′)n−1 7→ (X ′/B′)|I′
−1
|.
On the other hand |I ′−1| = |I| − 1, we realize by using lemma 1 again that
(X ′/B′)|I′
−1
| = (X
′/B′)|I|−1 = ((X/B)2/(X/B)1)|I|−1 ∼= (X/B)|I|−1+1 = (X/B)|I|.
Then the lifted maps from (X/B)n = (X ′/B′)n−1 to (X ′/B′)|I|−1 = (X/B)|I|
is the desired lifting map πˇI . By inductive hypothesis, it is smooth and surjec-
tive.
Based on mathematical induction, the existence of the lifting is proved. Fi-
nally the assertion about the relative dimension 2n− 2|I| is by a direct compar-
ison of the dimensions of the source and the target. ✷
Corollary 1 Let πi : Mn 7→ M, 1 ≤ i ≤ n denote the projection to the i−th
copy of M . Let πI = ×i∈Iπi :Mn 7→M |I| is the projection to the |I|-Cartesian
product of M indexed by I.
Then there exists a unique surjective and smooth lifting πˇI : Mn 7→ M|I|
which makes the following diagram commutative,
Mn
pˇiI−→ M|I|
ց
y
M |I|
The map πˇI is of relative dimension 2n− 2|I|.
Proof: By taking M = X 7→ B = pt in the proposition 2, the corollary is a
direct consequence of proposition 2. ✷
Given an n ∈ N, one may prove inductively (see lemma 3.1 and proposition
3.1 on pages 401-402 of [Liu1]) that the birational map Mn+1 7→ M ×Mn can
be factorized into n codimension-two blowing ups along the cross sections of the
intermediate fiber bundles f∗n−1,iMi+1 7→Mn induced by the relative diagonals
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Mi+1 →֒ Mi+1 ×Mi Mi+1. As a consequence, Mn can be blown up from M
n
by n(n−1)2 consecutive codimension-two blowing ups along the partial diagonals.
Our convention in this paper is that Ea;b, 1 ≤ a < b ≤ n denote the (pull-back
of) the exceptional divisor blown up from the strict transforms of the (a, b)−th
partial diagonals. Under this convention, the n distinct exceptional divisors,
E1;n+1, E2;n+1, · · · , En;n+1 of the fiber bundle fn : Mn+1 7→ Mn are denoted
by E1, E2, · · · , En respectively. They will play a special role in this paper.
Let Γ be an admissible graph ∈ adm(n), then one may attach n distinct
type I exceptional classes ei, 1 ≤ i ≤ n, to Γ. Given an index i, with 1 ≤ i ≤ n,
let the indexes ji run through all the direct descendents of i in Γ. Then ei =
Ei −
∑
ji
Eji is the i−th type I exceptional class attached to Γ. We set ei · ej
to be the fiberwise intersection number of the classes ei and ej.
The following proposition will be used frequently in this paper,
Proposition 3 For 1 ≤ i ≤ n let Ji be an index subset of {1, 2, · · · , n} satisfying
inf(Ji) > i. Let e1, e2, · · · , en be n divisor classes of the form Ei −
∑
j∈Ji
Ej .
Suppose that e1, e2, · · · , en satisfy the condition ea · eb ≥ 0 for all a 6= b. Then
there exists an admissible graph Γ ∈ adm(n) such that e1, e2, e3, · · · , en are the
type I exceptional classes associated with Γ.
In other words, the locus Y (Γ) ⊂Mn is the locus of co-existence over which
e1, e2, · · · , en become effective. Please see fig.3 on page 16 for an example that
Γ is recovered from the fan-like graphs associated with these ei.
Proof: The proposition is proved by an induction argument on n. The base
case n = 1 is trivial. Suppose that the proposition has been proved for n − 1,
we would like to prove the existence of such a Γ ∈ adm(n) for n. Given n
vertexes, construct the graph Γ by the following rule: Given an i ≤ n, connect
an oriented edge from i to any j > i if j ∈ Ji, i.e. if the term −Ej appears
in the class ei. We show that Γ is an admissible graph, i.e. it satisfies the five
axioms characterizing admissible graphs.
Firstly we shift all the indexes by −1 temporally and denote the new graph
marked by the shifted indexes {0, 1, 2, · · · , n − 1} as Γ˜. It is easy to see that
Γ is admissible with respect to {1, 2, · · · , n} iff Γ˜ is admissible 5 with respect
to the shifted index set {0, 1, · · · , n − 1}. Define φ : Z 7→ Z by the formula
φ(i) = i − 1. Define J˜i = φ(Ji+1) for i ∈ {0, 1, 2, · · · , n − 1}. Likewise define
E˜i = Ei+1. Define accordingly e˜i = E˜i −
∑
j∈J˜i
E˜j . It is clear that e˜i = ei+1
for 0 ≤ i ≤ n− 1 and their mutual intersection pairings are still non-negative.
Thus by our induction hypothesis, the classes 6 e˜1, e˜2, · · · , e˜n−1 satisfy e˜i·e˜j =
ei+1 · ej+1 ≥ 0 for i 6= j. So there exists an admissible graph Γ′ ∈ adm(n − 1)
such that e˜1, · · · , e˜n−1 are the type I exceptional classes associated to Γ′. And
by the inductive construction Γ′ is constructed by the datum of e˜1, · · · , e˜n−1 the
same way we construct Γ (and Γ˜). So it is clear that Γ′ is a sub-graph of Γ˜
by removing the 0−th vertex and all the arrowed edges starting from it. That
5relaxing the constraint on the index set.
6Notice that the class e˜0 is excluded here.
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is because e˜0 is not used in constructing Γ
′. Our inductive assumption implies
that this sub-graph Γ′ of Γ˜ is admissible (with respect to {1, 2, · · · , n− 1}).
Our final task is to show the admissibility of the whole Γ˜. Among the five
axioms which characterize admissible graphs, the axiom 1. and axiom 2. are
satisfied trivially by construction.
To show that axioms 3., 4., 5., are satisfied, we prove by contradiction.
♦ About axiom 3.: if there is a polygonal loop in Γ˜ which is not a trian-
gle, we may choose a polygonal loop of vertexes involving the least number of
vertexes/edges. Firstly, this ’exotic loop’ cannot locate completely within Γ′
because Γ′ has been known to be admissible, so axiom 3 for Γ′ rules out this
possibility. So the vertex marked by 0 must be within this loop. Consider the
vertex v marked by the largest integer q along the loop. It must be located in
Γ′ because q 6= 0. On the other hand, the loop passes through v means that
there are two edges ending at v (because the arrows of the edges always point
to vertexes marked by the larger integers).
If both direct ascendents v1, v2 of v are not marked by 0, they are vertexes
in Γ′ as well and by the admissibility of Γ′, axiom 4. for Γ′ implies that v,
v1, v2 form a triangle. This implies that we can shorten the loop by replacing
the oriented edges −→v1v and −→v2v by the single edge −−→v1v2 (or −−→v2v1, depending on
which vertex is marked by a larger integer). This violates the assumption that
the loop involves the least number of vertexes/edges!
If one of the two direct ascendents v1, v2 of v, say v1, is marked by 0, as-
sume that v2 is marked by p, with 1 ≤ p ≤ n − 1. Then q ∈ J˜p and q ∈ J˜0
simultaneously.
On the other hand, we have assumed that e˜0 · e˜p ≥ 0. As (−Eq)2 contributes
−1 to the intersection number, there must be a positive counter-term which
makes the intersection number non-negative. This only occurs when p ∈ J˜0 and
(Ep) · (−Eq) = 1 contributes positively to the sum. But this implies that the
edges linking v1, v2, v already form a triangle and it is not a polygonal loop.
In any case, the axiom 3. holds for Γ˜.
♦ About axiom 4., suppose that a vertex in Γ˜ has more than two direct
ascendents in Γ˜. Then we randomly pick three of them, say v1, v2, v3 (marked
by p1 < p2 < p3, respectively), and derive a contradiction.
Because q ∈ J˜p1 ∩ J˜p2 ∩ J˜p3 , by the same argument in checking axiom 3.,
e˜p1 · e˜p2 ≥ 0, e˜p1 · e˜p3 ≥ 0, and e˜p2 · e˜p3 ≥ 0 force v2, v3 to be the direct
descendents of v1 while v3 is forced to be a direct descendent of v2. Having
made such an observation, we recalculate e˜p1 · e˜p2 again. Because p2 ∈ J˜p1 , but
{p3, q} ⊂ J˜p1 ∩ J˜p2 . This implies that
0 ≤ e˜p1 · e˜p2 ≤ (−Ep2) ·Ep2 + (−Ep3)
2 + (−Eq)
2 = −1 < 0.
This is absurd! Thus v can have at most two direct descendents in Γ˜.
When v has exactly two direct ascendents v1, v2 marked by p1 < p2, e˜p1 ·p˜2 ≥
0 and q ∈ J˜p1 ∩ J˜p2 imply that v2 is also a direct descendent of v1 and v1, v2, v
form a triangle in Γ˜. So the axiom 4. is satisfied.
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♦ Finally about axiom 5.: Suppose that two adjacent triangles are sharing a
common one-edge. Let v1 and v be the starting and the ending vertexes of the
one-edge. Suppose that v2, v3 are the other two vertexes in these two triangles,
let p1, p2, p3 and q mark the vertexes v1, v2, v3 and v, respectively. Because v
are in both of the triangles, there must be two different one-edges linking v and
v2, v and v3, respectively. There are three exclusive possibilities. Either
(i). both v2, v3 are the direct ascendents of v.
(ii). One of them, say v2, is the direct ascendent of v and the other vertex
v3 is the direct descendent of v.
(iii). Both of v2 and v3 are direct descendents of v.
If the possibility (i) holds, then v has at least three direct ascendents in Γ˜
and this violates axiom 4 for Γ˜, which we have proved already.
If the possibility (iii). holds, then we argue v2, v3 are the direct descendent
of v1 as well.
By our assumption on the existence of adjacent triangles, there must be
one-edges between v1, v2 and v1, v3. But v is already known to be a direct
descendent of v1. If v2, v3 are known to be the direct descendents of v, then v1
cannot be a direct descendent of either v2 or v3. So the arrows of the oriented
one-edges must go from v1 to v2 and v3, respectively. Then v2, v3 must be the
direct descendents of v1.
Now the vertex v1 has at least three direct descendents v2, v3 and v while
the vertex v has at least two direct descendents v2, v3.
This implies that {p2, p3} ⊂ J˜p1∩J˜q and a direct calculation on e˜p1 · e˜q shows
that
0 ≤ e˜p1 · e˜q ≤ (−E˜q) · (E˜q) + (−E˜p2)
2 + (−E˜p3)
2 = 1− 1− 1 = −1 < 0.
A contradiction to our assumption! So the only possibility is (ii) and exactly
one of v2 or v3 can be the direct descendent of v.
As Γ˜ satisfies all five axioms, it is admissible with respect to the marking
{0, 1, 2, · · · , n−1}. Thus the original Γ is admissible with respect to {1, 2, · · · , n}.
So Γ ∈ adm(n). ✷
Conversely for all Γ ∈ adm(n) the smooth and closed set Y (Γ) ⊂ Mn can
be identified to be the transversal intersection ∩1≤i≤nY (Γei), where Γei is the
fan-like admissible graph ∈ adm(n) such that (i). the vertex marked by i is the
only direct ascendent among the n vertexes. (ii). The direct descendents of the
vertex marked by i are the direct descendent indexes of i in Γ. Thus Y (Γ) can
be viewed as the locus over which all the type I exceptional classes ei, 1 ≤ i ≤ n
are simultaneously effective along the fibers of Mn+1 7→ Mn. The result has
been proved in proposition 4.7. of [Liu1], using slightly different terminologies
in terms of pseudo-holomorphic curves.
The graphs in fig.2 are the fan-like sub-graphs from fig.1 on page 8.
For the ease of the reader with algebraic geometric background, we give
an alternative relative construction of Y (Γ) which makes the above property
manifest.
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fig.2
The fan-like subgraphs Γe1 , Γe3 and Γe4 of the admissible graph Γ in fig.1.
Let (X/B)n be the n−th relative universal space over B. The fiber of
(X/B)n over b ∈ B is nothing but the n−th universal space of the fiber of
X/B above b.
By lemma 1 we have the following canonical isomorphism
(
(X/B)i+1/(X/B)i
)
n−i
=
(X/B)n for each i ≤ n. Thus we may set B′i = (X/B)i for all i and there is
a surjection (X/B)n 7→ ×
n−i
B′
i
(
(X/B)i+1/B′i
)
to the n− i−fold fiber product of
(X/B)i+1 over B′i.
Parallel to the absolute version, for all Γ ∈ adm(n) we may define the relative
admissible strata YΓ (or the closure Y(Γ))
7 to be the union of fiberwise YΓ (or
Y (Γ)) over8 B.
By the previous inductive construction on the relative universal spaces,
(X/B)i+1/B′i is the blowing up of the relative diagonal ∆B′i/B′i−1 : B
′
i 7→
B′i ×B′i−1 B
′
i. Let Di 7→ B
′
i with Di ⊂ (X/B)i+1 denote the blown up ex-
ceptional divisor in (X/B)i+1, which has a structure of P1 bundle over B′i. Let
Ji denote the set of direct descendent indexes of i in Γ. Let s = |Ji| be the
cardinality of Ji, the number of direct descendents of i in Γei . The number s is
also equal to codimCΓei .
The inclusion of the fiber bundle Di/B
′
i →֒ (X/B)i+1/B
′
i induces the canon-
ical map on the |Ji|−th relative universal spaces,
(Di/B
′
i)|Ji| →֒ ((X/B)i+1/B
′
i)|Ji|
∼= (X/B)|Ji|+i.
However, the fiber bundle Di 7→ B′i is smooth of relative dimension one. So
by a direct check we find (using the fact the codimension one blowing ups are
trivial) (Di/B
′
i)s
∼= ×sB′
i
Di, the s-fold fiber product of Di over B
′
i. On the other
hand, proposition 2 implies that for X ′/B′i = (X/B)i+1/B
′
i, πJi : (X
′/B′i)n−i 7→
×
|Ji|
B′
i
(X ′/B′i) can be lifted to a smooth and surjective map πˇJi : (X
′/B′i)n−i 7→
(X ′/B′i)|Ji|. Moreover, the isomorphism (X/B)n
ψi,n
−→ ((X/B)i+1/B
′
i)n−i allows
7Here we use bold Y to denote the relative versions of YΓ or Y (Γ)
8See remark 3 for an outline of an alternative inductive definition after proposition 4
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us to view the ψ−1i,n pre-image of the relative
9 Yγn−i over B
′
i as a subset of
(X/B)n.
We have the following characterization of Y(Γei) and YΓei ,
Lemma 3 The closed subspace Y(Γei) ⊂ (X/B)n, smooth of codimension codimCΓei
in (X/B)n, is the pre-image of ×
s
B′
i
Di ⊂ ((X/B)i+1/B
′
i)|Ji| under πˇ
−1
Ji
. Like-
wise the locally closed subset YΓei ⊂ Y(Γei) can be identified with Y(Γei ) ∩
ψ−1i,n(Yγn−i).
Proof: For all b ∈ B, by remark 1 we know that (Xb)n parametrizes all the or-
dered n−consecutive pointwise blowing ups of Xb. Given the fan-like admissible
graph Γei , an ordered n−consecutive blowing ups from Xb lies in the fiberwise
Y (Γei ) of (X/B)n 7→ B above b ∈ B iff all the k1, k2, · · · , ks−th blown up
points, kl ∈ Ji, 1 ≤ l ≤ s = codimCΓei = |Ji|, lie above the exceptional P
1 of
the i−th blown up point. Over the relative i−th universal space (X/B)i which
parametrizes the first i−th blowing ups in the B family, the union of the i−th ex-
ceptionalP1 forms a fiber bundle, which is nothing butDi 7→ (X/B)i introduced
above. On the one hand all the k1, k2, · · · , ks−th blown up points are allowed to
move on the fibers ofDi freely. This implies thatY(Γei )
pˇiJi−→ ×s(X/B)iDi must be
surjective. On the other hand, for all j > i which are not the direct descendent
indexes of i, the j−th blowing up centers within the n−consecutive pointwise
blowing ups are not restricted at all. Therefore Y(Γei ) can be identified with
πˇ−1Ji (×
s
(X/B)i
Di).
Inside this smooth space Y(Γei ), the sub-locus YΓei corresponds to the
set of all the n−consecutive blowing ups from Xb above all b ∈ B such that
it is in the fiberwise Y (Γei) and none of blowing ups marked by {i + 1, i +
2, · · ·n} lie above the exceptional loci of one another. Thus the space YΓei
must map into the relative Yγn−i over B
′
i = (X/B)i under ψi,n : (X/B)n 7→(
(X/B)i+1/(X/B)i
)
n−i
, as the spaceYγn−i parametrizes all the disjoint last n−
i−th consecutive blowing ups of the family (X/B)i+1/B′i of algebraic surfaces.
Thus YΓei = Y(Γei) ∩ ψ
−1
i,n(Y(γn−i)) is locally closed. ✷
By a direct calculation, codimCΓei , being the number of direct descen-
dents of Γei , is also equal to the negation of dGT (ei) =
e2i−c1(KMn+1/Mn )·ei
2 .
This implies that the existence locus ⊂ (X/B)n of the fiberwise class ei ∈
A·((X/B)n+1/(X/B)n) (over which ei becomes effective along the fibers) is
smooth of the expected dimension dimC(X/B)n) + dGT (ei). Moreover YΓei is
the locus over which the type I class ei is effective and irreducible/smooth in
the fibers of (X/B)n+1 7→ (X/B)n.
The following proposition characterizes Y(Γ) in terms of the fan-like graphs
Γei and can be viewed as the converse of proposition 3,
Proposition 4 Let Γ ∈ adm(n) be an n−vertex admissible graph. The smooth
and closed subspace Y(Γ) ⊂ (X/B)n of codimCΓ can be identified with the
9From the subscript of γn−i, one should be able to distinguish Y(γn) ⊂ (X/B)n over B
and Yγn−i ⊂
(
(X/B)i+1/B′i
)
n−i
over B′i = (X/B)i.
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When we fuse the admissible graphs Γe1 , Γe3 , Γe4 together, we recover the original Γ
regular intersection ∩1≤i≤nY(Γei ). Likewise the locally closed smooth subspace
YΓ ⊂ Y(Γ) is equal to the intersection ∩1≤i≤nYΓei .
Proof:
♦ Auxiliary Statement: Let K ⊂ {1, 2, · · · , n} be an index subset. We claim
that the restricted lifted mapping πˇK : Y(Γ) 7→ (X/B)|K| (or its restriction to
the subspace Y(Γ)) maps smoothly onto Y(ΓK) ⊂ (X/B)|K| (or Y(ΓK), for
an admissible ΓK ∈ adm(|K|) characterized as the following: Firstly, the map
πˇK induces an ordering preserving bijection φK : K 7→ [1, 2, · · · , |K|] between
index sets. Then the type I exceptional cycle classes ei, 1 ≤ i ≤ n along the
fibers of (X/B)n+1×(X/B)nY(Γ) 7→ Y(Γ) are pushed-forward to fiberwise cycle
classes of (X/B)|K|+1 7→ (X/B)|K| by the following rule: The ei 7→ 0, i 6∈ K;
but ei 7→ eKφK(i) for i ∈ K. Those e
K
φK(i)
are constructed from ei, i ∈ K, by
the following substitutions: A·((X/B)n+1) ∋ Ea 7→ EφK(a) ∈ A·((X/B)|K|+1),
a ∈ K, and Ea 7→ 0, a 6∈ K. By a simple calculation based on the substitution
rules we find that eKi · e
K
j ≥ eφ−1
K
(i) · eφ−1
K
(j) ≥ 0 for all i 6= j, i, j ∈ [1, · · · , |K|].
Then the desired ΓK ∈ adm(|K|) is constructed from the collection of classes
eKj , 1 ≤ j ≤ |K|, by applying proposition 3.
We prove the proposition along with the auxiliary statement ♦ based on
induction arguments on n.
For n = 1, there is only one admissible graph Γ = γ1 ∈ adm(1) and the
proofs of both the statements are trivial. Suppose that the statements have
been proved for all the pairs X 7→ B for the natural numbers ≤ n, we prove
them for n+ 1.
Let Γ ∈ adm(n+1) be an n+1-vertex admissible graph. As in the proof of
proposition 3, we subtract all the indexes by −1 and denote the resulting graph
by Γ˜. Then as before the subgraph Γ′, marked by {1, 2, · · · , n}, is an admissible
graph ∈ adm(n) in the usual sense.
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By lemma 1 we have (X/B)n+1 =
(
(X/B)2/(X/B)1
)
n
. Over the base space
X/B the locus Y(Γ′) defines a closed subset of the relative n−th universal space
of (X/B)2 7→ (X/B)1, (X/B)n+1/(X/B)1. By induction hypothesis, we may
assume Y(Γ′) = ∩1≤i≤nY(Γ′e′
i
) to be a regular intersection. The class e′i/Γ
′
e′
i
are the type I exceptional classes/fan-like admissible graphs associated with the
vertexes of Γ′. On the other hand, Γ′ is the subgraph of Γ˜ removing the 0−th
vertex and all the arrowed one-edges starting from ’0’. So e′i = e˜i and Γ
′
e′
i
= Γ˜e˜i
for 1 ≤ i ≤ n. As before we define J0 to be the set of all direct descendent
indexes of ′0′ in Γ˜. By lemma 3, Y(Γ˜e˜0 ) ⊂
(
(X/B)2/(X/B)1
)
n
= (X/B)n+1 is
smooth of codimension codimCΓ˜e˜0 , the pre-image of ×
codimCΓ˜e˜0
(X/B)1
D0 under πˇ
−1
J0
.
Consider the admissible graph Γ′J0 = ΓJ0 ∈ adm(|J0|), constructed by the
recipe at the beginning of our proof. We claim that it must be a finite union of
linear chains 10. This is equivalent to say that all the type I exceptional classes
associated to Γ′J0 are either −1 or −2 classes. If there is a −k class (with k > 2)
among the type I exceptional classes of Γ′J0 , then there is an index a with more
than one direct descendent in Γ′J0 . By the construction of Γ
′
J0
= ΓJ0 from Γ,
it implies that φ−1J0 (a) ∈ J0 and 0 share more than one direct descendent in J0.
However, this would 11 imply e˜0 · e˜φ−1
J0
(a) ≤ −1 < 0, violating the non-negativity
of the intersection numbers between distinct type I exceptional classes.
By the inductive assumption on the auxiliary statement ♦, we know that
Y(Γ′) is a smooth fibration over Y(Γ′J0 ) under πˇJ0 .
Because the chain-like nature of Γ′J0 ,Y(Γ
′
J0
)×(
(X/B)2/(X/B)1
)
|J0|
(
×
|J0|
(X/B)1
D0
)
is the codimCΓ
′
J0
partial diagonal of the (P1)|J0| bundle ×
|J0|
(X/B)1
D0 (i.e. de-
manding that the P1 coordinates marked by indexes within the same connected
component of the chain Γ′J0 to be equal). And therefore it is a regular in-
tersection (of codimension codimCΓ0) in ×
|J0|
(X/B)1
D0 and is of codimension
|J0| = codimCΓ′J0 in Y(Γ
′
J0
).
Then by the fact that Y(Γ˜e˜0 ) is the inverse image of ×
|J0|
(X/B)1
D0 under πˇJ0 ,
the fiber product (also the pull-back of the smooth fibration Y(Γ′) 7→ Y(Γ′J0)
Y(Γ′)×(
(X/B)2/(X/B)1
)
|J0|
(
×
|J0|
(X/B)1
D0
)
= Y(Γ′) ∩Y(Γ˜e˜0) = ∩0≤i≤nY(Γ˜e˜i )
is irreducible, smooth of codimension codimCY(Γ
′)+ |J0| = codimCY(Γ′)+
codimCΓ˜e˜0 = codimCY(Γ˜) = codimCΓ˜ in (X/B)n+1 =
(
(X/B)2/(X/B)1
)
n
.
Correspondingly by a similar inductive argument the locally closed YΓ˜ is
equal toYΓ′∩YΓ˜e0
= ∩0≤i≤nYΓ˜e˜i
, a Zariski dense subset ofY(Γ˜) and therefore
a locally closed subset of (X/B)n+1.
By adding 1 back to all the indexes, we find that Y(Γ) = Y(Γ˜) is an
irreducible regular intersection ∩1≤i≤n+1Y(Γei ) of codimension codimCΓ in
10Refer to fig.4 on page 47 for an example.
11By a similar calculation as was performed in the proof of proposition 3.
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(X/B)n+1 and YΓ = ∩1≤i≤n+1YΓei is an open subset of Y(Γ). So we have
proved the proposition for n+ 1.
Now let us prove the auxiliary statement ♦ on the smoothness of the re-
stricted morphism πˇK . Let K be an index subset of {1, 2, · · · , n + 1}. We
show that πˇK : Y(Γ) 7→ (X/B)|K| maps smoothly onto Y(ΓK), for the ΓK ∈
adm(|K|) constructed earlier.
Firstly, if K = {1, · · · , n + 1} itself, then ΓK = Γ itself and the map is an
isomorphism. From now on we may assume |K| ≤ n. Denote I = {1, 2, · · · , n}.
By induction hypothesis Y(ΓI) maps onto Y(ΓK∩I) smoothly under πˇK∩I and
we have the following commutative diagram,
Y(Γ) ⊂ (X/B)n+1
pˇiK−→ (X/B)|K| ⊃ Y(ΓK)ypˇiI
y
y
Y(ΓI) ⊂ (X/B)n
pˇiI∩K−→ (X/B)|K∩I| ⊃ Y(ΓK∩I)
It is easy to see that ΓI ∈ adm(n) can be viewed as the admissible sub-graph
12 formed by restricting to the first n vertexes (and the one-edges between them)
of Γ. Then by remark 1 the forgetful map (i.e. forgetting the last index n+ 1)
πˇI : Y(Γ) 7→ Y(ΓI) is smooth of relative dimension zero (i.e. isomorphic),
dimension one (a P1 bundle), or dimension two13, depending on whether n+ 1
has two, one or no direct ascendent(s) in I. Thus the map is smooth.
The smoothness of πˇK : Y(Γ) 7→ Y(ΓK) follows from the smoothness of both
Y(ΓI) 7→ Y(ΓK∩I) (by the induction hypothesis) and Y(Γ) 7→ Y(ΓI), and the
commutativity of the above diagram. The surjectivity of the map πˇK : Y(Γ) 7→
Y(ΓK) follows from the fact
14 that all the fiberwise smooth and irreducible
type I exceptional curves over YΓ are mapped to smooth and irreducible type
I curves (or points) dual to eKi , 1 ≤ i ≤ |K| under (X/B)n+1/(X/B)n 7→
(X/B)|K|+1/(X/B)|K|. By the induction hypothesis of the proposition, YΓK
has been the locus over which the type I curves representing eKi , 1 ≤ i ≤ |K|
co-exist as smooth curves. As YΓ 7→ YΓK is onto, the closure Y(Γ) has to
be mapped onto the closure Y(ΓK) = Y(ΓK). So the inductive proof of the
auxiliary statement ♦ has been complete. ✷
Remark 3 If we desire to minimize the dependence to the reference [Liu1], one
may take an alternative route. One may turn lemma 3 and proposition 4 into
constructions/definitions and use them to define the relative admissible strata
Y(Γei), YΓei , Y(Γ) and YΓ, etc. Then one may deduce all the basic properties
from them. At the end we may take B = pt to recover the usual Y (Γ) and YΓ
as a special case.
12It was denoted by Γ(−1) in [Liu1].
13If necessary, please consult the inductive construction of Y (Γ) on page 418-419 of [Liu1]
for more details. in that construction, a dependence of the fiber bundle structure upon the
number of direct ascendents of n+ 1 was discussed in more details.
14which can be checked directly.
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Remark 4 We have remarked that the locus Y (Γei) ⊂ Mn is the smooth lo-
cus over which the type I exceptional class becomes effective. So Y (Γ) =
∩1≤i≤nY (Γei) is the locus over which all the e1, e2, · · · , en become effective.
Likewise, YΓ ⊂ Y (Γ) ⊂ Mn is the locally closed locus over which the classes
e1, e2, · · · , en co-exist as smooth and irreducible type I exceptional curves.
Remark 5 In the intersection ∩1≤i≤nY (Γei), we may ignore all the i such that
e2i = −1. Because each of such ei = Ei is a −1 class, the corresponding i has
no direct descendent in Γei . We have Γei = γn and Y (Γei) = Y (γn) =Mn. So
the intersection with these Y (Γei) can be skipped.
From now on we will make use of this simple observation implicitly. In the
latter sections, we will use proposition 4 frequently and view Y (Γ) as the locus of
co-existence of all the type I exceptional classes ei, over which they all become
effective.
3 The Construction of the Quotient Bundle Based
on the P1 Fibrations of Universal Curves
In this section, let Γ ∈ adm(n) be an n-vertex admissible graph and let Y (Γ)
be the closure of the admissible stratum associated to Γ, as was described in
section 2. LetMn+1×Mn Y (Γ) 7→ Y (Γ) be the fiber bundle of algebraic surfaces
over Y (Γ) induced by Mn+1 7→ Mn through the pull-back map of Y (Γ) ⊂ Mn.
Let e1, e2, · · · , en denote the type I exceptional classes associated to Y (Γ). As
usual, we let ek1 , ek2 , ek3 , ·, eki , · · · , ekp , k1 < k2 < · · · kp, 1 ≤ i ≤ p, denote the
type I exceptional classes which pair negatively with C−M(E)E. Because each
ei is effective and is represented by a unique curve over each point of Y (Γei),
the notation Ξi 7→ Y (Γei) has been used in [Liu1], [Liu3], [Liu5] to denote
the P1 fibration (embedded in the fiber bundle Mn+1 ×Mn Y (Γei) 7→ Y (Γei))
representing the universal curves of ei.
In section 5, proposition 9 of [Liu5], we had analyzed the canonical algebraic
family Kuranishi models of two classes C −M(E)E −
∑
ei·(C−M(E)E)<0
ei and
C−M(E)E, (ΦV◦canonW◦canon ,V
◦
canon,W
◦
canon) and (ΦVcanonWcanon ,Vcanon,Wcanon)
under the assumption15 that R1π∗
(
EC
)
= R2π∗
(
EC
)
= 0.
We know V◦canon = Vcanon but W
◦
canon and Wcanon differ from each other.
In fact we have the four term exact sequence 16,
0 7→ R0π∗
(
O∑
1≤i≤p
Ξki
⊗EC−M(E)E
)
7→ W◦canon 7→ Wcanon 7→ R
1π∗
(
O∑
1≤i≤p
Ξki
⊗EC−M(E)E
)
7→ 0.
15We will assume that these conditions hold for the class C throughout the paper.
16by proposition 9 of [Liu5].
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In particular their difference in the K group of P(Vcanon)×Mn Y (Γ) can be
represented by R1π∗
(
O∑
i≤p
Ξki
⊗EC−M(E)E
)
−R0π∗
(
O∑
i≤k
Ξki
⊗EC−M(E)E
)
.
Because the canonical sections s◦canon and scanon and the H−twisted bundle
map π∗XW
◦
canon⊗H|X×MnY (Γ) 7→ π
∗
XWcanon⊗H|X×MnY (Γ) overX×MnY (Γ) =
P(Vcanon)×Mn Y (Γ) play important roles in the paper, it is vital for us to study
the map W◦canon 7→Wcanon in more details.
The P1 fibration Ξi 7→ Y (Γei) may have singular fibers which are trees of P
1
curves. Despite that the invertible sheaf OΞki (−M(E)E) is of negative relative
degree along Ξki 7→ Y (Γeki ), the kernel vector spacesR
0π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗
EC ⊗ k(y)
)
may not always be the zero vector spaces and the canonical bundle
map W◦canon 7→Wcanon may fail to be injective over some sub-locus of Y (Γ).
It is the goal of this section to construct an algebraic quotient bundleVquot 7→
P(Vcanon)×MnY (Γ) ofWcanon|Y (Γ)×T (M) of rank
17 −p+
∑
1≤i≤p eki ·(−M(E)E−∑
1≤j<i≤p ekj ) and identify its total Chern class explicitly.
To construct Vquot, we consider the torsion free part of the coherent sheaf
R1π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗ EC
)
and show that,
Claim: The torsion free part of the first right derived image sheafR1π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗
EC
)
is locally free.
The proof of the claim will appear in section 3.2 proposition 5.
Once we know that the torsion free sheaf is locally free, we denote it by Vquot
and the corresponding vector bundle is our desired Vquot.
The key idea for the explicit determination of its Chern classes is to consider
the relative minimal model Ξ˜i of Ξi (see proposition 5.1 on page 442 of [Liu1]),
which has a structure of P1 bundle over Y (Γei). The P
1 fibration Ξi 7→ Y (Γei)
can be viewed as some consecutive blowing up from Ξ˜i along some codimension
two sub-loci 18 determined by the graph Γ.
From the brief discussion in subsection 3.0.1 below on the torsion free quo-
tient, we know that there is a canonical surjection,
R1π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗EC
)
7→ (R1π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗EC
)
)torfree = Vquot.
By composing with the surjective sheaf morphism Wcanon|Y (Γ)×T (M) 7→
R1π∗
(
O∑
i≤p
Ξki
(−M(E)E)⊗ EC
)
, we get the surjection Wcanon|Y (Γ)×T (M) 7→
Vquot. Because both sheaves are locally free19, we have the vector bundle short
exact sequence over Y (Γ) × T (M), 0 7→ Wcanon 7→ Wcanon|Y (Γ)×T (M) 7→
Vquot 7→ 0, whereWcanon is defined to be the kernel bundle ofWcanon|Y (Γ)×T (M) 7→
Vquot.
Definition 2 Define Wcanon to be the kernel bundle of Wcanon|Y (Γ)×T (M) 7→
Vquot 7→ 0.
17By applying curve Riemann-Roch to the fibers of
∑
1≤i≤p
Ξki .
18Even though it is possible to determine the sub-loci, the explicit form of this loci is not
crucial to us.
19by the claim above.
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Remark 6 This short exact sequence will plays an essential role in our proof
of the main theorem in section 6.
Because the compositionW◦canon|Y (Γ)×T (M) 7→Wcanon|Y (Γ)×T (M) 7→ Vquot
is the zero map, W◦canon|Y (Γ)×T (M) 7→ Wcanon|Y (Γ)×T (M) factors through the
kernel Wcanon and,
Lemma 4 The induced bundle map W◦canon|Y (Γ)×T (M) 7→Wcanon is injective
over a Zariski open subset U = YΓ × T (M) of Y (Γ)× T (M).
Proof of lemma 4: The kernel spaces R0π∗
(
O∑
1≤i≤p
Ξki
⊗ EC−M(E)E ⊗ k(y)
)
,
y ∈ Y (Γ)×T (M), of W◦canon|Y (Γ)×T (M) 7→Wcanon|Y (Γ)×T (M) (see proposition
9 of [Liu5]) is supported “away” from the open dense subset YΓ×T (M) ⊂ Y (Γ)×
T (M) over which the fibrations Ξki 7→ Y (Γ) are smooth and irreducible for all
1 ≤ i ≤ p. Since the fibers of the restricted fibrations Ξki×Y (Γeki )
YΓ 7→ YΓ, 1 ≤
i ≤ p, remain smooth and irreducible throughout YΓ × T (M), the vanishing of
R0π∗
(
O∑
1≤i≤p
Ξki
⊗EC−M(E)E
)
|YΓ×T (M) is due to the negative relative degrees
of the invertible EC−M(E)E on all the Ξki , i.e. eki · (C −M(E)E) < 0. So
R0π∗
(
O∑
1≤i≤p
Ξki
⊗ EC−M(E)E
)
is a torsion sheaf 20 over Y (Γ)× T (M).
On the other hand, the sheaf map W◦canon|Y (Γ)×T (M) 7→ Wcanon|Y (Γ)×T (M)
factors through the intermediate Wcanon. So the sheaf morphism W
◦
canon 7→
Wcanon is injective over YΓ × T (M). ✷
3.0.1 A Short Remark about the Torsion Free Sub-sheaves
Let F be a coherent sheaf over a smooth and connected scheme Y . Let U =
Spec(R) be an affine open subspace of Y . Then R is an integral domain and
let K denote the field of fractions. Over U the coherent sheaf F is the sheaf
associated to a finite R-module N . Recall that (e.g [Fr]) the generic rank of F
is defined to be the rank of N ⊗R K.
Define F∗ = HOMOY (F ,OY ) to be the dual sheaf. Then there is a natural
morphism F 7→ F∗∗. Define Ftorfree to be the image of F in F∗∗, and it is a
torsion free sheaf.
On the other hand by corollary 21 on page 44 of [Fr] we have the following
short exact sequence,
0 7→ Ftor 7→ F 7→ Ftorfree 7→ 0,
where the cokernel Ftor is the torsion sub-sheaf of F over Y . From now on,
we call Ftorfree the torsion free quotient (part) of F .
In general the inclusion Ftorfree ⊂ F∗∗ is not always an equality. A torsion
free sheaf F ∼= F∗∗ under the injection is called a reflexive sheaf. It is well
known that locally free sheaves are reflexive.
20As it is a torsion sub-sheaf of a locally free sheaf, it vanishes. But the sheaf injection
W◦canon 7→ Wcanon does not induce a bundle injection, because generally speaking ⊗k(y) is
not left-exact.
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Lemma 5 Let Y be a reduced, smooth and connected scheme. Let F be coherent
and let E be locally free such that generic rank of F=rank of E. Let F 7→ E 7→ 0
be a sheaf surjection, then Ftorfree ∼= E.
Proof of lemma 5: Consider the following commutative diagram,
F −→ E −→ 0y
y∼=
F∗∗ −→ E∗∗
The surjectivity ofF 7→ E ∼= E∗∗ implies that the image of F in F∗∗, Ftorfree,
maps surjectively onto E∗∗. Because Ftorfree and E∗∗ are of the same generic
rank, the kernel of Ftorfree 7→ E
∗∗ 7→ 0 has to be a torsion sheaf. But a torsion
sheaf can never maps injectively into a torsion free sheaf Ftorfree. So it must
vanish and Ftorfree ∼= E∗∗ and therefore Ftorfree is isomorphic to E itself. ✷
In other words, E is isomorphic to the torsion free quotient of F .
Lemma 6 Let Y be a smooth, connected and reduced scheme. Let F be coherent
and let E be locally free and generic rank of F=rank of E. Let 0 7→ E 7→ F be
a sheaf injection such that • ⊗ k(y) is left exact for all the closed points y ∈ Y .
Then E ∼= Ftorfree under the composition E 7→ F 7→ Ftorfree.
In such a case, E ∼= Ftorfree induces a morphism Ftorfree 7→ F through E
and we may write F = Ftorfree ⊕ Ftor and call Ftorfree and Ftor the torsion
free and the torsion summands of F .
Proof: Consider the following commutative diagram,
E −→ Fy∼=
y
E∗∗ −→ F∗∗
To show that E ∼= Ftorfree, it suffices to show that E ∼= E∗∗ ∼= F∗∗.
Because E and F are of the same generic rank, the cokernel of the short
exact sequence 0 7→ E 7→ F 7→ R 7→ 0 is torsion. Applying the contravariant
left exact functor HOMOY (•,OY ) to this short exact sequence and observing
HOMOY (R,OY ) = 0 because of its torsion nature, we have
0 7→ F∗ 7→ E∗ 7→ R′ 7→ 0.
The cokernel R′ appears as the HOMOY (•,OY ) functor is not always right
exact. By proposition 24 on page 45 of [Fr], F∗ is reflexive and torsion free.
On the other hand the k(y) vector space morphism F∗ ⊗ k(y) 7→ E∗ ⊗ k(y)
is equivalent to HOMk(y)(F ⊗ k(y), k(y)) 7→ HOMk(y)(E ⊗ k(y), k(y)) and is
always surjective since E ⊗ k(y) 7→ F ⊗ k(y) is always injective for all the closed
points y ∈ Y . As • ⊗ k(y) is right exact, the rankk(y)R
′ ⊗ k(y) = 0 for all the
closed points y of Y . Then by exercise II.5.8 on page 125 of [Ha] and the fact
that Y is reduced, R′ is locally free of rank 0, so R′ vanishes.
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Therefore F∗ ∼= E∗. By dualizing this equality again we get the desired
E∗∗ ∼= F∗∗. The lemma is proved. ✷
The reader may consult page 42-46 of [Fr] for some basic knowledge about
torsion free sheaves.
In our paper we consider the torsion free quotient of coherent sheaves which
are the derived image sheaves of invertible sheaves along a union of P1 fibrations
or along finite morphisms. In the proof of proposition 5, we show that these
torsion free sheaves are in fact locally free. When this situation occurs, we
denote Ftorfree by an alternative notation Ffree (or (F)free) to indicate that
it is not only torsion free, but is actually locally free.
3.1 The Construction of P1 fiber bundles Ξ˜i 7→ Y (Γei)
Let Γ ∈ adm(n) be an n-vertex admissible graph and let Y (Γ) ⊂ Mn be
the smooth closure of the corresponding admissible stratum YΓ. As usual let
m1,m2, · · · ,mn be the multiplicities satisfying 0 < ma ≤ mb whenever 1 ≤ a ≤
b ≤ n. We assume that such a multiple covered M(E)E =
∑
1≤i≤nmiEi has
been fixed.
Let π : Ξi 7→ Y (Γei) be
21 the P1 fibration inMn+1×Mn Y (Γei) representing
the universal exceptional curves dual to ei. In the following we would like to
construct smooth P1 fiber bundles π˜ : Ξ˜i 7→ Y (Γei ) birational to Ξi for 1 ≤ i ≤
n. To simplify our notations, we would like to drop the restriction symbol22
and denote their restrictions to the sub-locus Y (Γ) = ∩1≤i≤pY (Γei) ⊂ Y (Γei),
Ξi|Y (Γ) or Ξ˜i|Y (Γ) by the same notations.
Given a subscript 1 ≤ i ≤ n, we define Ii in the following,
Definition 3 Define the index set Ii to be the set of all the subscripts of E ap-
pearing in ei = Ei−
∑
ji
Eji . I.e. the union of {i} and all the direct descendent
indexes of i in Γ.
Given an index subset I ⊂ {1, 2, · · · , n}, by corollary 1 in section 2 there
exists the canonical lifting πˇI : Mn 7→ M|I| of πI : Mn 7→ M
|I| and it induces
the canonical map Y (Γ) 7→M|I| by composing Y (Γ) →֒Mn and Mn 7→M|I|.
By taking I = {1, 2, · · · , i − 1} ∪ Ii in the above setting, we may con-
struct the total space of the P1 fibration Ξ˜i as a divisor in the fiber product
Mi+|Ii| ×Mi−1+|Ii| Y (Γei).
Lemma 7 There exists an P1 fibration over Y (Γei), π˜ : Ξ˜i 7→ Y (Γei) such that
(i). Ξ˜i is pulled back from a P
1 sub-fibration of Mi+|Ii| 7→ Mi−1+|Ii| by
Y (Γei )
pˇiI7→M|I| =Mi−1+|Ii|.
(ii). Ξ˜i 7→ Y (Γei) has a structure of P
1 fiber bundle over Y (Γei).
21The construction of Ξi will be outlined in the proof of lemma 7.
22The reader should be able to recover the restriction notation from the base space we are
using.
24
(iii). The space Ξi maps birationally onto Ξ˜i and the birational map Ξi 7→ Ξ˜i
is a consecutive blowing ups along codimension two smooth centers.
Thus Ξ˜i is the relative minimal model of Ξi.
Proof of lemma 7: Because I = {1, 2, · · · , i− 1} ∪ Ii, |I| = i− 1 + |Ii|. Consider
an ordering preserving bijection φ : I 7→ {1, 2, · · · , |I|}. Then φ(j) = j for j ≤ i.
Consider an |I|−vertex fan-like admissible graph Γi ∈ adm(|I|) with one-edges
from i−th vertex to all the vertexes marked in φ(Ii−{i}). Then the i−th vertex
is the direct ascendent of all the other vertexes in Γi marked by φ(Ii −{i}) and
it is the only direct ascendent vertex in Γi. So Y (Γei) is mapped onto Y (Γi)
under Y (Γei) 7→M|I|. This can be seen by the construction of Y(Γei ) in lemma
3 of section 2 as the pre-image 23 of Y(Γi) ∼= ×
|Ii|−1
Mi/Mi−1
Di under
24 πˇI . Under
the surjection Y (Γei) 7→ Y (Γi), the open subset YΓei is mapped surjectively
onto YΓi .
As a subspace of the space M|I|, Y (Γi) is characterized as the existence
locus of the type I exceptional class Ei−
∑
|Ii|≥j≥2
Ej+i−1. So there exists a P
1
fibration of universal curves over Y (Γi) ⊂M|I|, Ci 7→ Y (Γi), whose fiber over b ∈
Y (Γi) ⊂M|I| is the type I exceptional curve representing Ei−
∑
|Ii|≥j≥2
Ej+i−1
in the algebraic surface M|I|+1|b. So Ci 7→ Y (Γi) can be viewed as a sub-
fibration ofM|I|+1×M|I|Y (Γi). By pulling back Ci 7→ Y (Γi) by Y (Γei) 7→ Y (Γi),
we define Ξ˜i to be Ci ×Y (Γi) Y (Γei ). Then the condition (i). holds by our
construction.
To prove (ii)., it suffices to show 25 that Ci 7→ Y (Γi) is a P
1 fiber bundle. By
a special case of lemma 1, we haveM|I|+1 ∼= (Mi+1/Mi)|I|−i+1 = (Mi+1/Mi)|Ii|.
On the other hand, the exceptional divisor Di ⊂ Mi+1/Mi blown up from the
relative diagonalMi 7→Mi×Mi−1 Mi has a P
1 bundle structure overMi. So we
have (Di/Mi)|Ii| ⊂ (Mi+1/Mi)|Ii|. On the other hand, we have the commutative
diagram,
(Di/Mi)|Ii| −→ (Mi+1/Mi)|Ii|
∼= M|Ii|+iy
y
(Di/Mi)|Ii|−1 −→ (Mi+1/Mi)|Ii|−1
∼= M|Ii|+i−1
Because Di 7→ Mi is smooth of relative dimension one26, the projection of
fiber products ×
|Ii|
Mi
Di ∼= (Di/Mi)|Ii| 7→ (Di/Mi)|Ii|−1
∼= ×
|Ii|−1
Mi
Di ∼= Y (Γi) has
a P1 fiber bundle structure. It suffices to identify (Di/Mi)|Ii| with Ci.
By induction it is easy to see that the fiber bundle M|I|+1 7→ M|I| can be
constructed from the trivial bundle M1 ×M0 M|I| = M ×M|I| 7→ M|I| by |I|−
23Please refer to the proof of lemma 3 for more details.
24The space Di 7→ Mi is the exceptional divisor by blowing up along ∆Mi :Mi ⊂Mi×Mi−1
Mi and has a P
1 bundle structure over Mi.
25An alternative way to achieve this is to check that the type I class Ei−
∑
2≤j≤|Ii|
Ej+i−1
can not be broken into two distinct type I classes.
26Here we are using the fact that the codimension one blowing ups are trivial.
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consecutive blowing ups along the cross sections 27 of the intermediate fiber
bundles Mk+1 ×Mk M|I| 7→M|I|, for 0 ≤ k ≤ |I| − 1. Consider f|I|−1,i :M|I| 7→
Mi and the pulled-back fiber bundle f
∗
|I|−1,iDi ⊂ Mi+1 ×Mi M|I| is isomorphic
to the exceptional divisor Ei of the i−th intermediate fiber bundle. Thus the
projection M|I|+1/M|I| 7→ Mi+1 ×Mi M|I|/M|I| to the i−th intermediate space
can be constructed by |I| − i = |Ii| − 1−consecutive blowing ups along cross
sections of the intermediate fiber bundles. When we restrict to the locus Y (Γi) ⊂
M|I|, the j−th cross section, for all 1 ≤ j ≤ |Ii| − 1, maps into the sub-bundle
f∗|I|−1,iDi 7→M|I| and becomes a cross section of f
∗
|I|−1,iDi|Y (Γi) 7→ Y (Γi).
On the other hand, by Chapter II corollary 7.15. of [Ha], the strict transform
of the restriction of the exceptional divisor Ei ×M|I| Y (Γi) ⊂ Mi+1 ×Mi Y (Γi)
inside M|I|+1 ×M|I| Y (Γi) is nothing but the |Ii| − 1−consecutive blowing ups
of f∗|I|−1,iDi|Y (Γi) along the |Ii|− 1 distinct cross sections. Because the P
1 fiber
bundle is smooth of relative dimension one, all the blowing ups along cross sec-
tions are trivial. Thus its strict transform Ci, representing Ei−
∑
|Ii|≥j≥2
Ej+i−1
in M|I|+1×M|I| Y (Γi), is still isomorphic to f
∗
|I|−1,iDi|Y (Γi). The condition (ii).
is proved.
In the following, we derive the conclusion (iii) based on a similar argument
as above. Consider the projection map fn−1,i : Mn 7→ Mi and the induced P1
bundle f∗n−1,iDi ⊂Mi+1×MiMn is the exceptional divisor Ei of the i−th inter-
mediate fiber bundle in-betweenMn+1 and the trivial productM×Mn. Similar
to the above argument the map Mn+1 7→Mi+1 ×Mi Mn can be constructed by
n − i−consecutive blowing ups along cross sections of the n − i−intermediate
fiber bundles. Similar to the above discussion to Ci, Ξi is the strict transform of
Ei×Mn Y (Γei) ⊂Mi+1×Mi Mn under these consecutive blowing ups. Again by
Chapter II corollary 7.15. of [Ha], Ξi can be identified with the n− i− consec-
utive blowing ups of F0 = f
∗
n−1,iDi ×Mn Y (Γei) along the intersections (of the
intermediate blown up spaces from F0) with the various cross sections in the
intermediate fiber bundles 28 Mk+i+1 ×Mk+i Mn 7→Mn. Denote C0 ⊂ F0 to be
the first blowup center and inductively define Fk = BlowUpCk−1Fk−1. Denote
Ck ⊂ Fk to be the k−th blowup center, for k ranging in 0 ≤ k ≤ n− i − 1. At
the end we have Fn−i = Ξi and it suffices to show that all the blowup centers
Ck (0 ≤ k ≤ n− i− 1) are smooth of codimension two/one in Fk.
Because Ck is the intersection of Fk with a cross section of the ambient
fiber bundle Mk+i+1 ×Mk+i Mn 7→ Mn, the projection Ck ⊂ Fk 7→ Y (Γei)
induces an isomorphism onto the image of the intersection locus. Suppose that
Ck maps onto Y (Γei), then Ck must be a cross section of Fk 7→ Y (Γei) and
therefore 29 is smooth. This can only occur when k+ i+1 is a direct descendent
index of i throughout Y (Γei), which happens only when k + i + 1 ∈ Ii. If
k + i + 1 6∈ Ii, then k + i + 1 is not a direct descendent index of i in Γei .
Consider a particular degeneration Γei;k+i+1 of Γei by adding a single one-edge
27They are pull-backs of the relative diagonals ∆Mk+1/Mk :Mk+1 7→Mk+1 ×Mk Mk+1 by
f|I|−1,k+1 :M|I| 7→ Mk+1.
28Pulled-back from Mk+i+1 7→Mk+i by Mn 7→Mk+i.
29By proposition 1 the space Y (Γei ) is smooth.
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from i to k + i + 1. Then by proposition 1, Y (Γei;k+i+1) ⊂ Y (Γei) is a smooth
divisor in Y (Γei). On the other hand, Ck is the intersection of Fk, i.e. the strict
transform of F0, with the cross section of Mk+i+1 ×Mk+i Mn 7→Mn induced by
the relative diagonal. So at the location where Fk intersects the cross section,
the k+i+1−th blowing up in Fk determined by the intersection locus is located
in the strict transform of the exceptional locus Ei of the i−th blowing up. By the
interpretation of remark 1 this occurs exactly when k+ i+ 1 becomes a (direct
or indirect) descendent of i and so Ck maps onto Y (Γei;k+i+1). Therefore Ck is
isomorphic to Y (Γei;k+i+1) ⊂ Y (Γei) and by proposition 1 it is smooth. When
this occurs Ck is of codimension two in Fk. Then by induction Ξi = Fn−k is an
n− k−consecutive blowing up of F0 along codimension two smooth centers.
Because f|I|−1,i ◦ fn−1,|I| = fn−1,i, we have Ξ˜i = (fn−1,|I||Y (Γei ))
∗Ci =
(fn−1,|I||Y (Γei ))
∗(f|I|−1,i)
∗Di = (fn−1,i|Y (Γei ))
∗Di = F0. So Ξi = Fn−k projects
onto F0 = Ξ˜i and Ξ˜i is the relative minimal model of Ξi. This finishes the proof
of (iii). ✷
Remark 7 Because some of these Ck are not cross sections and are not dom-
inating Y (Γei), the blowing ups along those Ck cause the special fibers of Ξi 7→
Y (Γei ) to become a finite tree of normal-crossing P
1.
For a fixed i one may re-write the cohomology class C −M(E)E = C −∑
1≤a≤nmaEa as C −
∑
a∈Ii
maEa −
∑
a 6∈Ii
maEa and there is a canonical (up
to rescaling ofC∗) sheaf morphism EC−M(E)E = EC−
∑
a∈Ii
maEa−
∑
a6∈Ii
maEa
7→
EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
by tensoring with the defining sections of
∑
i<a 6∈Ii
maEa
on Mn+1.
The main reason that we introduce the fibrations Ξ˜ki , 1 ≤ i ≤ p for eki is
because of the following,
Lemma 8 The sheaf R0π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
)
is the zero sheaf.
The first derived image sheaf R1π˜∗
(
OΞ˜ki
⊗ EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
)
is lo-
cally free.
Proof: Based on the condition eki · (C−M(E)E) < 0, the relative degree of the
invertible sheaf F = EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
along Ξ˜ki 7→ Y (Γeki ) is nega-
tive. Since by lemma 7, Ξ˜ki 7→ Y (Γeki ) is a P
1 fiber bundle. The negativity of
the relative degree implies the vanishing ofR0π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
)
.
On the other hand, the vanishing of the zero-th derived image sheaf implies
h0(y,F) = 0 for y ∈ Y (Γeki ) × T (M) and by curve Riemann-Roch formula it
implies the constancy of h1(y,F) throughout Y (Γeki )×T (M). Then by chapter
II, corollary 12.9 of [Ha] the sheaf R1π˜∗
(
EC−
∑
a∈Ii
maEa−
∑
a<i
maEa
)
is locally
free. ✷
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The locally freeness of the derived image sheaves along the various Ξ˜ki 7→
Y (Γeki ) enables us to find an explicit representative
30 of [Vquot] ∈ K0(Y (Γ)×
T (M)) in the following subsection.
3.2 The Locally Freeness of Vquot and its Explicit Repre-
sentative in the K Group
In this subsection, we would like to prove the locally freeness of the torsion free
quotient Vquot of R1π∗
(
O∑
1≤i≤p
Ξki
⊗ EC−M(E)E
)
over Y (Γ) × T (M) and we
also give an explicit identification of [Vquot] ∈ K0(Y (Γ)× T (M)).
Lemma 9 The torsion free quotient of the coherent sheaf R1π∗
(
OΞkp⊗EC−
∑
a≤n
maEa
)
is locally free and is isomorphic to 31 R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa
)
⊗π˜∗O(−
∑
a<ki
maEa;ki).
Proof of the lemma: The above sheaves are of the same generic rank, by a direct
curve Riemann-Roch calculation along smooth fibers above YΓ × T (M)
The locally freeness of R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
has been
proved in lemma 8. The isomorphism
R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
∼= R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa
)
⊗ π˜∗O(−
∑
a∈ki
maEa;ki)
follows from the projection formula (exercise II.8.3. on page 253 of [Ha])
and the fact that O(−Ea)|Ξ˜ki
= π˜∗O(Ea;ki)|Y (Γ), for a < ki.
To prove the lemma, by lemma 5 it suffices to prove that R1π∗
(
OΞkp ⊗
EC−
∑
1≤a≤n
maEa
)
7→ R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
is surjective.
Firstly by lemma 7 (iii). Ξki 7→ Ξ˜ki is a composite blowing down map, the
push-forward of OΞki (−
∑
n≥a≥ki;a 6∈Iki
maEa) to Ξ˜ki defines an ideal sheaf
32 of
the sub-scheme IZt ⊂ OΞ˜ki
. To show the surjectivity of the original sheaf map,
it suffices to show that Zt 7→ Y (Γeki ) is at most of relative dimension zero. I.e.
the fibers of Zt 7→ Y (Γeki ) are either empty or are zero dimensional. In fact Ξ˜ki
is a P1 fiber bundle and all the fibers are smooth and irreducible. On the other
hand Zt supports over the image of
∑
n≥a≥ki;a 6∈Iki
maEa in Ξ˜ki . So the only
chance for Zt|y, y ∈ Y (Γ) to be one dimensional is when Zt|y supports over the
whole Ξ˜ki |y. This implies that the defining section of O(
∑
n≥a≥ki;a 6∈Iki
maEa)|y
30For the definition of Vquot, please consult page 21.
31The symbol Ea;b, a < b, denote the exceptional divisor in Mn by blowing up the the
(a, b)−th partial diagonal.
32The subscript t of the notation Zt stands for “torsion” because Zt is closely related to
the torsion part of a sheaf.
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is divisible by the defining section of (Eki −
∑
jki
Ejki )|y . This implies the
existence of an admissible graph Γ′,Γ′ < Γ and y ∈ YΓ′ , such that ki is a
descendent of some a ≥ ki, a 6∈ Iki . This is absurd because the axiom 2. of
admissible graphs forbids ki with ki < a to be the descendent of a.
Therefore Zt 7→ Y (Γ) is generically empty and is at most relative dimension
zero. Then by tensoring the defining exact sequence 0 7→ IZt 7→ OΞ˜ki
7→
OZt 7→ 0 with EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
, we get the desired surjectivity
from a portion of its derived long exact sequence,
R1π˜∗
(
IZt⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
7→ R1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
7→ R1π˜∗
(
OZt ⊗ EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
and the vanishing of R1π˜∗
(
OZt ⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
by the fact
that Zt 7→ Y (Γ) is “at most relative dimension zero”.
Once the surjectivity has been achieved, this surjection induces an isomor-
phism between the torsion free quotients of R1π∗
(
OΞki ⊗ EC−
∑
a≤n
maEa
)
, ∼=
R1π˜∗
(
IZt⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
, withR1π˜∗
(
OΞ˜ki
⊗EC−
∑
a∈Iki
maEa−
∑
a<ki
maEa
)
,
by the argument in lemma 5. ✷
The following lemma will be used frequently in the following discussion.
Lemma 10 Let Gi, 0 ≤ i ≤ 4 be five coherent sheaves over a smooth, connected
and reduced scheme Y and let G0 7→ G1 7→ G2 7→ G3 7→ G4 be a sheaf exact
sequence. Suppose that both of G0 and G4 are torsion sheaves and (G2)torfree is
locally free. Suppose additionally that the induced morphism (G1)torfree⊗k(y) 7→
(G2)free ⊗ k(y) is injective for all the closed points y ∈ Y , then the torsion free
quotients of G1,G2,G3 are all locally free and they form a short exact sequence
of locally free sheaves,
0 7→ (G1)free 7→ (G2)free 7→ (G3)free 7→ 0.
Proof: It is well known that any morphism from a torsion sheaf to a torsion free
sheaf is trivial and any morphism from a torsion free sheaf to a torsion sheaf
cannot be injective. By taking the double-duals of the original sequence, we get
G1 7→ G2 7→ G3y
y
y
G∗∗1 7→ G
∗∗
2 7→ G
∗∗
3
The second row is acyclic and it induces an acyclic sequence on the torsion
free parts (Gi)torfree, 1 ≤ i ≤ 3,
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(G1)torfree 7→ (G2)torfree 7→ (G3)torfree 7→ 0.
The above sequence is right-exact because by the commutative diagram
(G2)tor is in the kernel of the composite surjection G2 7→ G3 7→ (G3)torfree.
To show that it is also left exact and exact in the middle, notice that the
acyclicity of the above sequence implies the surjection (G2)torfree/Im((G1)torfree) 7→
(G3)torfree 7→ 0.
Consider the sequence
(G1)torfree 7→ (G2)torfree 7→ (G2)torfree/Im((G1)torfree) 7→ 0.
By the assumption of our lemma, (G1)torfree⊗k(y) 7→ (G2)torfree⊗k(y) is in-
jective for all closed points y. Because both (G1)torfree and (G2)torfree/Im((G1)torfree)
are coherent, by exercise II.5.8(a) of [Ha], both rankk(y)(G1)torfree ⊗ k(y) and
rankk(y)
(
(G2)torfree/Im((G1)torfree)
)
⊗k(y) = rankk(y)
(
(G2)torfree⊗k(y)/Im((G1)torfree⊗
k(y))
)
are upper semi-continuous. But by assumption (G2)torfree is known
to be locally free, so by exercise II.5.8(b) of [Ha] and the connectivity of Y ,
rankk(y)(G2)torfree ⊗ k(y) is constant throughout the connected scheme Y .
This forces rankk(y)(G1)torfree⊗k(y) and rankk(y)(G2)torfree/Im((G1)torfree)⊗
k(y) = rankk(y)(G2)free ⊗ k(y) − rankk(y)(G1)torfree ⊗ k(y) to be lower semi-
continuous and to be constant. Therefore by exercises 3.17, 5.7-5.8 of chapter II
of [Ha], (G1)torfree and the quotient (G2)torfree/Im((G1)torfree) are also locally
free. In particular, (G1)torfree 7→ (G2)torfree induces a bundle injection 33 and
it has to be a sheaf injection.
On the other hand, the surjection
(G2)torfree/Im((G1)torfree) 7→ (G3)torfree 7→ 0
implies that (G3)torfree is the quotient of a locally free sheaf of the same
generic rank. This implies that the kernel sheaf of this surjection must be a
torsion sheaf. As there is no sheaf injection from a torsion sheaf into a locally
free sheaf, the surjection is in fact a sheaf isomorphism and thus (G3)torfree is
also locally free.
So we may replace the sheaves in the original short exact sequence
0 7→ (G1)torfree 7→ (G2)torfree 7→ (G2)torfree/Im((G1)torfree) 7→ 0
by (G1)free, (G2)free, and (G3)free, respectively, and the proof of this lemma is
complete. ✷
In the following proposition we prove the locally freeness of the sheaf Vquot =
(R1π∗
(
O∑
1≤i≤p
Ξki
⊗ EC−M(E)E
)
)torfree and identify the equivalence class of
Vquot in the K group explicitly.
33Because of the injectivity of the ⊗k(y) version of morphisms.
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Proposition 5 The torsion free quotient of the coherent sheaf R1π∗
(
O∑
1≤i≤p
Ξki
⊗
EC−M(E)E
)
is locally free and it is equivalent to the direct sum of locally free
sheaf ⊕1≤l≤pR1π˜∗
(
OΞ˜kl
⊗EC−
∑
b∈Ikl
mbEb−
∑
p≥d>l
ekd
)
⊗π˜∗O(−
∑
1≤a<kl
maEa;kl)
in K0(Y (Γ)× T (M)).
Proof of the proposition: For p = 1, the sum of the divisors
∑
i≤p Ξki collapses
to a single Ξk1 . The conclusion of locally freeness and the identity in K0(Y (Γ)×
T (M)) are direct consequences of lemma 9. We prove the general case based on
induction upon p.
By induction hypothesis, we know that the “locally free” quotient ofR1π∗
(
O∑
1≤i≤p−1
Ξki
⊗
EC−M(E)E−ekp
)
is equivalent to ⊕1≤l≤p−1R1π˜∗
(
OΞ˜kl
⊗EC−
∑
b∈Ikl
mbEb−
∑
p≥d>l
ekd
)
⊗
π˜∗O(−
∑
1≤a<kl
maEa;kl). To prove the p−th version of our proposition it suf-
fices to prove the locally freeness of the torsion free sheaf and then prove the
existence of a short exact sequence of locally free sheaves,
0 7→ (R1π∗
(
O∑
i≤p−1
Ξki
(−Ξkp)⊗EC−
∑
1≤a≤n
maEa
)
)free 7→ (R
1π∗
(
O∑
i≤p
Ξki
⊗EC−
∑
1≤a≤n
maEa
)
)free
7→ (R1π∗
(
OΞkp ⊗ EC−
∑
1≤a≤n
maEa
)
)free 7→ 0.
By pushing forward the short exact sequence
0 7→ O∑
1≤i≤p−1
Ξki
(−Ξkp)⊗EC−
∑
1≤a≤n
maEa
7→ O∑
1≤i≤p
Ξki
⊗EC−
∑
1≤a≤n
maEa
7→ OΞkp⊗EC−
∑
1≤a≤n
maEa
7→ 0,
we get a long exact sequence
R0π∗
(
OΞkp⊗EC−
∑
1≤a≤n
maEa
)
7→ R1π∗
(
O∑
1≤i≤p−1
Ξki
⊗EC−
∑
1≤a≤n
maEa−ekp
)
7→ R1π∗
(
O∑
i≤p
Ξki
⊗EC−
∑
1≤a≤n
maEa
)
7→ R1π∗
(
OΞkp⊗EC−
∑
1≤a≤n
maEa
)
7→ 0.
The above sequence is right exact because
∑
1≤i≤p−1 Ξki 7→ Y (Γ) is of rela-
tive dimension one over the base Y (Γ) and so the corresponding second derived
image sheaf along
∑
1≤i≤p−1 Ξki 7→ Y (Γ) vanishes.
Because of the degree constraint on
∑
1≤a≤nmaEa,R
0π∗
(
OΞkp⊗EC−
∑
1≤a≤n
maEa
)
vanishes on the Zariski-open subset YΓ×T (M) ⊂ Y (Γ)×T (M) and is a torsion
sheaf over Y (Γ)×T (M). By lemma 9 and by the induction hypothesis the torsion
free sheaves (R1π∗
(
OΞkp⊗EC−
∑
1≤a≤n
maEa
)
)torfree and (R1π∗
(
O∑
1≤i≤p−1
Ξki
⊗
EC−
∑
1≤a≤n
maEa−ekp
)
)torfree are known to be locally free.
Then the desired short exact sequence of locally free sheaves is constructed
from the acyclic sequence formed by the torsion free quotients of the above long
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exact sequence, after we have shown the torsion free quotient of the middle
factor Vquot is locally free.
The rest of the proposition is devoted to derive the locally freeness of (R1π∗
(
O∑
1≤i≤p
Ξki
⊗
EC−
∑
1≤a≤n
maEa
)
)torfree and the exactness of the above acyclic sequence.
Step I: The locally freeness of the torsion free quotient (part).
The invertible sheaf OMn+1(−
∑
1≤a≤nmaEa) pulls back to an invertible
sheaf on
∑
1≤i≤p Ξki , denoted by O
∑
1≤i≤p
Ξki
(−
∑
1≤a≤nmaEa). The invert-
ible sheaf fails to be a sub-sheaf of O∑
1≤i≤p
Ξki
, therefore it is not an ideal
sheaf on
∑
1≤i≤p Ξki . We point out the main cause. Let P be the union of
{k1, k2, k3, · · · , kp} union with their direct and indirect ascendents in Γ. The
canonically defined sheaf morphism OMn+1(−
∑
a∈P maEa) 7→ OMn+1 vanishes
on the whole sub-scheme
∑
1≤i≤p Ξki ⊂Mn+1 because the sections defining the
divisors Ea, a ∈ P vanish 34 on Ξki for all 1 ≤ i ≤ p. Thus, the defining section
of OMn+1(−
∑
1≤a≤nmaEa) 7→ OMn+1 vanishes on
∑
1≤i≤p Ξki as well.
Consider the fiber product (intersection) of
∑
1≤a≤nmaEa ⊂ Mn+1 with∑
1≤i≤p Ξki ⊂ Mn+1. Even though the fiber product is not a sub-scheme of∑
1≤i≤p Ξki , it still contains a maximal sub-scheme Z as a divisor in
∑
1≤i≤p Ξki .
Since Z is a divisor, the ideal sheaf defining Z, IZ is locally free∼= O∑
1≤i≤p
Ξki
(−Z).
Then we may write O∑
1≤i≤p
Ξki
(−
∑
1≤a≤nmaEa) as IZ⊗J , with J being
locally free.
Tensoring the defining short exact sequence 0 7→ IZ 7→ O∑
i≤p
Ξki
7→
OZ 7→ 0 by JC = J ⊗ EC and taking the derived long exact sequence along
π :
∑
i≤p Ξki 7→ Y (Γ), we find
R0π∗
(
O∑
i≤p
Ξki
⊗ JC
)
7→ R0π∗
(
OZ ⊗ JC
)
δ
7→ R1π∗
(
O∑
i≤p
Ξki
⊗ EC−
∑
1≤a≤n
maEa
)
7→ R1π∗
(
O∑
i≤p
Ξki
⊗ JC
)
.
We know thatR1π∗
(
O∑
i≤p
Ξki
⊗JC
)
is a torsion sheaf, since degΞki/Y (Γ)JC =
mi > 0 by a calculation shown on page 34.
Now we get the following short exact sequence on the torsion free quotients
of the above sequence (based on lemma 10),
0 7→ (R0π∗
(
O∑
i≤p
Ξki
⊗ JC
)
)free 7→ (R
0π∗
(
OZ ⊗ JC
)
)free
7→ (R1π∗
(
O∑
i≤p
Ξki
⊗ EC−
∑
1≤a≤n
maEa
)
)free 7→ 0,
once one shows (i). (R0π∗
(
OZ ⊗ JC
)
)torfree is locally free.
34This is why we want P to contain kis or their ascendents. when i is a ascendent of j in
Γ, the defining section of Ei is divisible by the defining section of Ej above Y (Γ).
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(ii). the injectivity (R0π∗
(
O∑
i≤p
Ξki
⊗ JC
)
)torfree ⊗ k(y) 7→ (R0π∗
(
OZ ⊗
JC
)
)torfree ⊗ k(y) for all the closed points y ∈ Y (Γ)× T (M).
The proof of condition (i): Take 35 Zf to be the union of the irreducible com-
ponents of the divisor Z ⊂
∑
1≤i≤p Ξki which dominates Y (Γ). Take Zt be
the union of the irreducible components of divisors in Z which do not domi-
nate Y (Γ). Because Z is the divisor induced by
∑
1≤a≤nmaEa, for a fixed i
with 1 ≤ i ≤ p, the restriction of
∑
jki
mjkiEjki to Ξki defines a sub-scheme in
Ξki , a union (with multiplicities) of cross-sections of Ξki 7→ Y (Γ). So the map
Zf 7→ Y (Γ) is a finite morphism. On the other hand, Zt ⊂
∑
1≤i≤p Ξki maps
onto a union of divisors in Y (Γ). Because Z = Zf ∪ Zf is a union of divisors,
we have the following short exact sequence of divisors in
∑
i≤p Ξki ,
0 7→ OZf (−Zt) 7→ OZ 7→ OZt 7→ 0.
Since Zf 7→ Y (Γ) is a finite morphism, R1π∗
(
OZf (−Zt)⊗JC
)
vanishes and
R0π∗
(
OZf (−Zt) ⊗ JC
)
is locally free36. So the JC twisted derived long exact
sequence of the above short exact sequence truncates to a sheaf short exact
sequence
0 7→ R0π∗
(
OZf (−Zt)⊗ JC
)
7→ R0π∗
(
OZ ⊗ JC
)
7→ R0π∗
(
OZt ⊗ JC
)
7→ 0.
Because Zt is mapped into a proper sub-scheme of Y (Γ) under π, its inter-
section with the generic fibers of π :
∑
i≤p Ξkp 7→ Y (Γ) must be empty. Thus
R0π∗
(
OZt ⊗ JC
)
is a torsion sheaf.
One the other hand, it is easy to check 37 that R0π∗
(
OZf (−Zt) ⊗ JC
)
⊗
k(y) 7→ R0π∗
(
OZ ⊗JC
)
⊗ k(y) is injective for all the closed points y on Y (Γ)×
T (M). lemma 6 the torsion free quotient of R0π∗
(
OZ ⊗ JC
)
is isomorphic to
R0π∗
(
OZf (−Zt)⊗ JC
)
and is known to be locally free.
So we know that (R0π∗
(
OZ ⊗ JC
)
)torfree is locally free and the condition
(i). has been proved.
The proof of condition (ii): By the derivation of condition (i), the original condi-
tion (ii) is equivalent to the injectivity (R0π∗
(
O∑
i≤p
Ξki
⊗JC
)
)torfree⊗k(y) 7→
R0π∗
(
OZf (−Zt) ⊗ JC
)
⊗ k(y) for all the closed points y ∈ Y (Γ) × T (M). On
the other hand, the k(y)-twisted zero-th derived image sheaves map into the
zero-th fiberwise sheaf cohomologies injectively38, so it suffices to check the
35The subscripts f and t of Zf and Zt correspond to the keywords “free” and “torsion” as
they are closely related to the locally free part and the torsion part of R0pi∗
(
OZ ⊗JC
)
.
36Its rank is nothing but the relative length of Zf 7→ Y (Γ).
37By comparing with the corresponding short exact sequence of the fiber above y. Consult
the next argument below and the next footnote for a similar argument.
38This follows from taking the global sections of a twisted version of the exact sequence
0 7→ I∑
i≤p
Ξki
|y
7→ O∑
i≤p
Ξki
7→ O∑
i≤p
Ξki
|y
7→ 0 for all y ∈ Y (Γ).
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following injection H0(
∑
i≤p Ξki ×Y (Γ)×T (M) {y},JC |y) 7→ H
0(Zf ×Y (Γ)×T (M)
{y},OZf (−Zt)⊗JC |y) for all the closed points y in Y (Γ)×T (M). By composing
with the natural morphism induced by OZf (−Zt) 7→ OZf , it suffices to check
the injectivity of H0(
∑
i≤p Ξki ×Y (Γ)×T (M) {y},JC|y) 7→ H
0(Zf ×Y (Γ)×T (M)
{y},OZf ⊗ JC |y). But this map is nothing but the restriction map of fiber-
wise global sections above y to the finite sub-scheme Zf ×Y (Γ)×T (M) {y}. If
this map is not injective, there must be a non-zero global section of JC |y on
the fiber
∑
i≤p Ξki ×Y (Γ)×T (M) {y} which vanishes along the finite sub-scheme
Zf ×Y (Γ)×T (M) {y}. In particular, we may restrict this fiberwise global section
to one particular Ξkl ×Y (Γ)×T (M) {y} (for some 1 ≤ l ≤ p) over which the sec-
tion does not vanish identically. We derive the contradiction by computing the
degree of the invertible sheaf in two different ways.
Consider the index subset P ⊂ {1, 2, · · · , n} collecting kl and all its direct or
indirect ascendents in Γ.
On the one hand, the degree of the invertible sheaf 39, degΞkl×Y (Γ)×T (M){y}JC |y,
is degΞkl×Y (Γ)×T (M){y}O
∑
1≤i≤p
Ξki
(−
∑
a∈P maEa) = ekl · (−
∑
a∈P maEa) =
(Ekl−
∑
jkl
Ejkl ) · (−
∑
a∈P maEa) = −mklE
2
kl
= mkl (since kl ∈ P and the de-
scendent jkl of kl can never be an ascendent of kl, any term of the form (−Ejkl )·
(−maEa) contributes trivially to the sum). On the other hand, the same degree
must be no less than the relative length, length((Zf ∩Ξkl)×Y (Γ)×T (M) {y}), of
the finite scheme (Zf ∩ Ξkl) ×Y (Γ)×T (M) {y} along which the section vanishes.
However the length of this finite scheme is nothing but the sum of multiplicities
for all mjklEjkl along
40 Ξkl and is equal to
∑
jkl
mjkl .
Combining these observations together we get an inequalitymkl ≥
∑
jkl
mjkl ,
which implies ekl · (C−M(E)E) ≥ 0. This violates our choices of ekl of making
ekl · (C −M(E)E) < 0! So the original k(y)-vector space morphisms must be
injective for all y. The proof of condition (ii). is finished.
Step II: The proof of exactness of the acyclic sequence.
We plan to derive it by adopting the commutative diagram chasing argument.
Recall that the inclusion
∑
i≤p−1 Ξki ⊂
∑
i≤p Ξki of P
1 fibrations (removing
the last Ξkp) induces an inverse image of the ideal sheaf IZ in
∑
i≤p−1 Ξki ,
denoted by IZ′ . Then the restriction of Z, Z ′, can be viewed as a sub-scheme
of Z by removing the intersection Z ′′ = Ξkp ∩Z. Similarly, both Zf and Zt are
restricted to Z ′f and Z
′
t, respectively and likewise we also have Z
′′ = Z ′′f +Z
′′
t =
Ξkp ∩Zf +Ξkp ∩Zt. To summarize, we have the following commutative diagram
of three rows of short exact sequences,
39The degree can be calculated along any smooth fiber of Ξkl over YΓ. moreover it is easy to
see that the inverse image of the invertible sheaf J to the sub-locus Ξkl ×Mn YΓ is isomorphic
to OΞkl×MnYΓ
(−
∑
a∈P
maEa) over YΓ. it is because the defining section of Ea, a ∈ P
vanishes on Ξki |y over y.
40The index jkl is a typical direct descendent index of kl in the admissible graph Γ.
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OZ′
f
(−Z ′t − Z
′′) 7→ OZ′(−Z ′′) 7→ OZ′t(−Z
′′)y
y
y
OZf (−Zt) 7→ OZ 7→ OZty
y
y
OZ′′
f
(−Z ′′t ) 7→ OZ′′ 7→ OZ′′t
All of the three rows and the first two columns in this above diagram are short
exact sequences constructed from tensoring invertible sheaves with a divisorial
exact sequence of the following form, 0 7→ OB(−A) 7→ OA+B 7→ OB 7→ 0.
Moreover we have the following commutative diagram 41 (after substituting
by the short hand notations C = C −
∑
1≤a≤nmaEa = C −M(E)E).
(R0π∗
(
O∑
i≤p−1
Ξki
(−Ξkp)⊗ JC
)
)free 7→ R0π∗
(
OZ′
f
(−Z ′t − Z
′′)⊗ JC
) δ
7→ (R1π∗
(
O∑
i≤p−1
Ξki
⊗ EC−ekp
)
)freey
y
y
(R0π∗
(
O∑
i≤p
Ξki
⊗ JC
)
)free 7→ R0π∗
(
OZf (−Zt)⊗ JC
) δ
7→ (R1π∗
(
O∑
i≤p
Ξki
⊗ EC
)
)freey
y
y
(R0π∗
(
OΞkp ⊗ JC
)
)free 7→ R0π∗
(
OZ′′
f
(−Z ′′t )⊗ JC
) δ
7→ (R1π∗
(
OΞkp ⊗ EC
)
)free
♦We claim that all three rows and the first two columns in this commutative
diagram are short exact sequences: By the earlier discussion based on lemma
10, the sheaves in the second rows are all locally free (this justifies the usage
of the subscript (·)free above). In the same argument the second row has been
shown to be short exact. We may adopt a parallel argument on
∑
i≤p−1 Ξki
applied to Z ′ = Z ′f ∪ Z
′
t or on Ξkp applied to Z
′′ = Z ′′f ∪ Z
′′
t , thus the sheaves
in the first and the third rows are all locally free and both of the first and the
third rows are short exact as well. The first column is the locally (torsion) free
summand of a derived long exact sequence, it is exact based on lemma 10 and
we argue as the following: The locally freeness of the factor in the middle is
already known. The injectivity of the •⊗ k(y) version of the first column in the
above diagram
(R0π∗
(
O∑
i≤p−1
Ξki
(−Ξkp)⊗ JC
)
)free ⊗ k(y) 7→ (R
0π∗
(
O∑
i≤p
Ξki
⊗ JC
)
)free ⊗ k(y)
is a direct consequence of the injectivity of the fiberwise zero-th cohomolo-
gies,
H0(
∑
i≤p−1
Ξki×Y (Γ)×T (M){y},O(−Ξkp×Y (Γ)×T (M){y})⊗JC|y) 7→ H
0(
∑
i≤p
Ξki×Y (Γ)×T (M){y},JC |y).
41We have skipped the inverse image notation for JC to the various sub-schemes, in order
to make the formula less complicated.
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The desired injectivity of the H0 morphism has been the direct consequence
of the following short exact sequence on the fiber above y,
0 7→ O∑
i≤p−1
Ξki×Y (Γ)×T (M){y}
(−Ξkp×Y (Γ)×T (M){y}) 7→ O
∑
i≤p
Ξki×Y (Γ)×T (M){y}
7→ OΞkp×Y (Γ)×T (M){y} 7→ 0.
So the exactness of the first column is ensured.
Finally the second column is short exact as it is the derived short exact
sequence (remembering that Z ′f 7→ Y (Γ) is a finite morphism) of a twisted short
exact sequence in the the first column of the previous commutative diagram on
Z, Zf , Zt, Z
′′, Z ′′f , Z
′′
t , Z
′, Z ′f , Z
′
t.
The third column has been known to be acyclic. Then its exactness follows
from the standard diagram-chasing technique. ✷
At the end of the subsection, we define a short-hand notation,
Definition 4 Define the locally free sheaf V˜quot to be
V˜quot = ⊕1≤l≤pR
1π˜∗
(
OΞ˜kl
⊗EC−
∑
b∈Ikl
mbEb−
∑
p≥d>l
ekd
)
⊗π˜∗O(−
∑
1≤a<kl
maEa;kl).
Following our convention, the corresponding vector bundle will be denoted
by V˜quot.
4 The Localized Chern Classes and the Discrep-
ancy of the Top Chern Classes
Let us consider the following general set up. Let X be 42 a purelym dimensional
scheme and let E 7→ X , F 7→ X be vector bundles over X of the same rank,
say e, and let σ : E 7→ F be a bundle homomorphism on X exact off a closed
subset Z. Then in principle the difference of Chern classes of F and E should be
expressible as cycle classes ’localized’ in Z. In particular, when Z = ∅, the map
σ induces an isomorphism between F and E and their Chern classes coincide.
For the convenience of the reader, we review the construction of [F], page
348 (c). as a special case of the graph construction of MacPherson. We have
changed a few notations from the original notations of [F].
Proposition 6 Let cl(E), cl(F) denote a polynomial of Chern classes of E and
F, respectively. Let G = Grasse(E ⊕ F) be the e-plane Grassmanian bundle
over X and let ζ 7→ G be the universal rank e bundle over G. Then there exists
a cycle
∑
i≥1 niVi ⊂ G supporting over Z, ηi : Vi 7→ Z the projection map, such
that
42The notation X used in this section is not the same X used in the the proof of our main
theorem.
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cl(E) ∩ [X ]− cl(F) ∩ [X ] =
∑
Vi 7→Z
niηi∗{cl(ζ) ∩ [Vi]}.
Define φ : X ×A 7→ G×P1 by sending (x, t) to the graph of tσ(x) × (1, t).
Then define W to be the closure of the image in G×P1. Set W∞ = i∗∞[W ] =∑
i≥0 niVi to be the fiber of W 7→ P
1 above {∞} ⊂ P1.
Because σ is bijective on X − Z, there exists a special component, say V0,
with n0 = 1, and is birational to X through the projection G 7→ X . In fact it
is isomorphic to X . Excluding this component from W∞, it turns out that the
remaining
∑
i>0 niVi, ηi : Vi 7→ Z has the desired property. For the full details,
consult page 340-348, section 18.1 the graph construction, of [F].
The graph construction allows us to express the difference of characteristic
classes of E and F by cycle classes in Z, constructed from σ through the limiting
process. In particular, it implies the following identity
{ce(E)− ce(F)} ∩ [X ] =
∑
Vi 7→Z
niηi∗{ce(η) ∩ [Vi]}.
But it might be technical to identify these [Vi] explicitly.
Suppose that one is given additionally a global section s0 ∈ Γ(X,E), then
s = σ(s0) ∈ Γ(X,F) is a global section of F.
The localized top Chern class construction on page 244, section 14.1 of [F]
defines localized classes Z(s0) ∈ Am−e(Z(s0)), Z(s) ∈ Am−e(Z(s)) and their
push-forward into X are equal to ce(E), ce(F), respectively.
Thus the datum of the sections s0, s = σ(s0) may be used to express the
difference ce(E)− ce(F) as geometric cycles relating to s0 and σ.
The first hint to such a possibility is the following proposition,
Proposition 7 Let σ : E 7→ F, X, s0 : X 7→ E be as above and let sE : X 7→ E
denote the zero section of E and let πE : E 7→ X be the bundle projection,
then the kernel Ker(σ) determines an algebraic sub-cone Cρ of the total space
of E and there exists an scheme theoretical equality Z(s) = Z(s0) ∪ πE((Cρ −
sE(X)) ∩ s0(X)) between the zero loci.
In general we may write Cρ = ∪i≥0Cρi , where Cρ0 is the zero section cone
sE(X) and ∪i>0Cρi is the union of the remaining irreducible components sup-
porting inside Z. Because the proposition is parallel to the discussion in propo-
sition 12 in [Liu5], we only give a sketch of the proof:
Sketch of the proof: Let E , F be the locally free sheaves over X associated to
E, F, respectively.
The sheaf morphism E 7→ F induces a dual morphism F∗ 7→ E∗ with cokernel
sheaf R.
Consider the OX algebra S
· generated by S1 = R, then Cρ = Spec(S
·)
defines a sub-cone in the vector bundle cone of E. By tensoring with k(x)
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(which is right exact) for all x ∈ X and taking the left exact contravariant
functor HOMk(x)(·, k(x)), one may see easily that this cone is the kernel sub-
cone of σ : E 7→ F.
One may observe Z(s) = Z(s0) ∪ πE((Cρ − sE(X)) ∩ s0(X)) on the set
theoretical level rather easily. The equality as schemes follows from a parallel
discussion as in proposition 12/corollary 3 of [Liu5]. We omit the details here.
✷
One notices that besides the unique component Cρ0 which is equal to the
zero section sE(X), the union of the remaining cones, Cρ − sE(X) = ∪i>0Cρi ,
supports exactly on Z.
On the one hand, we have the following residual intersection theory formula
on the (localized) top Chern class (see page 245, example 14.1.4. of [F])
Proposition 8 Let F 7→ X be a rank e vector bundle over a purelym-dimensional
scheme X and let s : X 7→ F be a global section. Let D be an effective Cartier
divisor contained in Z(s), then there exists a section s′ of F⊗O(−D) such that
(i). F⊗O(−D) 7→ F maps s′ to s.
(ii). Z(s) = Z(s′) +
∑
1≤i≤e(−1)
i−1ce−i(F) ∩Di−1 ∩ [D].
It makes sense to combine proposition 6, 7 and 8 and unify these observations
together.
Firstly, let σ : E 7→ F be isomorphic off Z ⊂ X as before. Consider the sub-
scheme Z(s) ∩Z ⊂ X . One may blow it up into an exceptional Cartier divisor,
denoted as D in the blown up scheme X˜. From the general construction of
blowing up coherent sheaves of ideals, ( see page 163-169 of [Ha] and B.6 page
435-437 of [F]), D is isomorphic to the projectified normal cone P(CZ(s)∩ZX).
Then one may apply proposition 8 to X˜, g∗F 7→ X˜, where g : X˜ 7→ X denotes
the blowing down map with the exceptional divisor D.
The following simple lemma identifies the term
∑
1≤i≤e(−1)
i−1ce−i(F) ∩
Di−1 ∩ [D] for us,
Lemma 11 The cycle class g∗{
∑
1≤j≤e(−1)
j−1ce−j(F)∩Dj−1∩[D]} ∈ Am−e(Z(s)∩
Z) is equal to the localized contribution of top Chern class of Z(s)∩Z, ZZ(s)∩Z(s) =
{c(F|Z(s)∩Z) ∩ s(Z(s) ∩ Z,X) ∩ [X ]}m−e. (see definition 1 of in section 5 of
[Liu5])
Proof of the lemma: Recall from page 71 of [F] that the Segre class of a cone43
C 7→ Y over Y is defined to be
s(C) = q∗(
∑
j≥0
c1(O(1))
j ∩ [P(C ⊕ 1)]) ∈ A∗(Y ),
where q : P(C ⊕ 1) 7→ Y is the projection map.
43Do not confuse this cone C with the cohomology class C ∈ H1,1(M,Z).
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In our context we take C to be the normal coneCZ(s)∩ZX and Y = Z(s)∩Z,
and so D = P(CZ(s)∩ZX). On the one hand, P(CZ(s)∩ZX) is a divisor in
P(CZ(s)∩ZX ⊕ 1) defined by c1(O(1)). On the other hand, D = P(CZ(s)∩ZX)
is an exceptional divisor in X˜, thus D = −c1(O(1)) and we have
g∗{
∑
1≤j≤e
(−1)j−1ce−j(g
∗F)∩Dj−1∩[D]} = g∗{
∑
1≤j≤e
ce−j(g
∗F)∩c1(O(1))
j−1∩[P(CZ(s)∩ZX)]}
= {c(F|Z(s)∩Z) ∩ g∗(
∑
1≤j≤e
c1(O(1))
j ∩ [P(CZ(s)∩Z ⊕ 1)])}m−e
= {c(F|Z(s)∩Z)g∗(
∑
1≤j
c1(O(1))
j ∩ [P(CZ(s)∩Z ⊕ 1)])}m−e
= {c(F|Z(s)∩Z) ∩ s(Z(s) ∩ Z,X)}m−e.
✷
The expression {c(F|Z(s)∩Z)∩s(Z(s)∩Z,X)}m−e is nothing but the localized
contribution of the top Chern class ZZ(s) discussed in section 6 of [Liu5].
Thus, the identity in proposition 8 (ii). can be re-written as Z(s) = Z(s′) +
ZZ(s)∩Z(s). When σ : E 7→ F is exact off Z, we compare it to the top Chern
class identity
ce(F) ∩ [X ] = ce(E) ∩ [X ]−
∑
Vi 7→Z
niηi∗{cl(ζ) ∩ [Vi]}.
Introducing the following equivalent relationship which will be essential to
the invariant enumeration in section 6.
Definition 5 Let η1, η2 with η1∩, η2∩ : Ak(X) 7→ A0(X) be two grade-k char-
acteristic classes on an m dimensional complete scheme X. The classes η1
and η2 are said to be numerically equivalent, denoted as η1
n
= η2 if for all
α ∈ Am−k(X),
∫
X
η1 ∩ α =
∫
X
η2 ∩ α. In other words,
∫
X
η1 ∩ · and
∫
X
η2 ∩ ·
define identical integral operations from Am−k(X) to A0(pt).
It makes sense to ask the following question,
Question: Are i∗Z(s
′)
n
= ce(g
∗E)∩[X˜ ] and ZZ(s)∩Z (s)
n
= −
∑
Vi 7→Z
niηi∗{ce(ζ)∩
[Vi]}?
The following proposition answers the question affirmatively. In order to
apply the current discussion to the explicit enumeration problem in section 6,
we generalize the setting slightly.
Let X be a purely m dimensional reduced complete scheme as above. Z ⊂ X
is a closed sub-scheme of X .
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Proposition 9 Let E,F be two rank e vector bundles on X. Suppose that σ :
E 7→ F is a bundle morphism on X isomorphic off Z, and that s0 : X 7→ E is a
global section of E inducing the global section of F, s = σ(s0) : X 7→ F. Accord-
ing to proposition 7, there exists a union of irreducible cones ∪i∈I={1,2···,n}Cρi
supported over Z such that Z(s) = Z(s0) ∪ ∪i>0πE(Cρi ∩ s0(X)).
Let I =
∐
1≤p≤r Ip be a partition of the index set I into disjoint subsets
Ip ⊂ I. Consider the r-consecutive scheme theoretical blowing ups of X along
the strict transformations of ∪i∈IpπE(Cρi ∩ s0(X)), and denote the resulting
blown up scheme by X˜. Let f : X˜ 7→ X to be the r-compositions of blowing
down projection maps.
Let D = f−1(Z(s) ∩ Z) ⊂ X˜ be the exceptional Cartier divisor in X˜. Let
s′ : X˜ : f∗F ⊗ O(−D) be the residual section which maps to s through f∗F ⊗
O(−D) 7→ f∗F. Let i : Z(s′) 7→ X˜ be the inclusion map, then
ce(f
∗E) ∩ [X˜]
n
= i∗Z(s
′) ∈ Am−e(X˜),
i.e. they define the same cap product operation from Ae(X˜) to A0(pt) ∼= Z.
Even though s′ is not directly related to s0 and E, the cycle Z(s
′) still
defines a version of localized top Chern class ”localized” in Z(f∗s) away from
D. The proposition implies that its image under the push-forward morphism i∗
is numerically equivalent to ce(f
∗E).
Proof of proposition 9: The main idea of the proof is to construct an ambient
space containing X˜ , some auxiliary vector bundles and sections which are used
to relate both sides of the equality. Define Y = P(E⊕C) and let πY : Y 7→ X
denote the projection map. Through the map v 7→ (v, 1) the total space of
the vector bundle E can be viewed as an open subspace of Y , which is the
complement of the closed hypersurface P(E) ⊂ Y at infinity. Thus, P(E) can
be viewed as the compactification at infinity of E ⊂ P(E⊕C).
Consider the hyperplane line bundle on Y , denoted as H. Then the pro-
jection map E ⊕ C 7→ C over X induces a section of H vanishing exactly at
P(E). Then [P(E)] ∈ A·(Y ) is equal to c1(H) ∩ [Y ]. On the other hand, the
zero section sE(X) embedded in E ⊂ Y can be viewed as the zero locus of a
canonical section of π∗YE⊗H determined by the bundle map E⊕C 7→ E. Thus
[sE(X)] = ce(π
∗
Y E⊗H) ∩ [Y ].
The composition of E⊕C 7→ E and σ : E 7→ F induces a tautological section
s of π∗Y F⊗H on Y . The following lemma characterizes its zero locus Z(s).
Lemma 12 Let Cρ denote the algebraic sub-cone of E corresponding toKer(σ).
Then Cρ can be identified canonically with a locally closed sub-scheme of Y and
Z(s) ⊂ Y is the closure of Cρ, P(Cρ ⊕ 1), in Y .
Proof of the lemma: A point in Y = P(E⊕C) is inside Z(s) if and only if the
corresponding ray in E ⊕ C maps to zero under E ⊕ C 7→ E 7→ F. In other
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words, when the ray is in the direction inside the cone Cρ ⊕ 1 corresponding to
the kernel of E⊕C 7→ F. So Z(s) = P(Cρ ⊕ 1). ✷
On the other hand, the space Y can be viewed as 1-plane Grassmanian
bundle of E ⊕C over X . Viewed as a universal object, one may use it as our
playground to prove proposition 9.
Firstly write Cρ as ∪0≤i≤nCρi with Cρ0 = sE(X). Then ∪i∈ICρi = Cρ −
sE(X) is a union of irreducible sub-cones and G = P((∪i∈ICρi) ⊕ 1) defines a
closed sub-scheme of Y .
Notice that G = ∪i∈IP(Cρi ⊕ 1) and we may set Gl = ∪i∈IlP(Cρi ⊕ 1).
Then we may write G = ∪1≤l≤rGl. It is obvious that Z(s) = sE(X) ∪G.
Secondly one blows up Y consecutively along (the strict transformations
under previous blowing ups of) Gp, 1 ≤ p ≤ r, following the exactly the same
blowing up orders to construct X˜ from X . Denote the resulting scheme 44 Y˜
and denote the union of the resulting exceptional Cartier divisors DY . Denote
the composite blowing down map Y˜ 7→ Y by fY . Because G ⊂ Z(s) and the
sub-scheme G has been blown up consecutively to get Y˜ , the pull-back section
(fY )
∗s is divisible by the defining section of DY . Let s
′ denote the residual
section in (fY )
∗(π∗Y F⊗H)⊗O(−DY ). Then by proposition 8 f
∗
Y s is the image
of s′ under (fY )
∗(π∗Y F⊗H)⊗O(−DY ) 7→ (fY )
∗(π∗Y F⊗H).
Consider the closure of sE(X) − G in Y˜ , which is nothing but the strict
(proper) transformation of sE(X) ⊂ Y under the composite blowing ups. We
denote the resulting scheme by R. Because s′ is the residual section of (fY )
∗s
vanishing on R ∪ DY , it is clear that the zero locus of s′ in Y˜ , Z(s′), is equal
to R, and is of codimension e in Y˜ . The section s′ may not be regular since
R may not be always smooth. Nevertheless by example 14.3.1. on page 251 of
[F], when [Z(s′)] =
∑
imi[Ωi], we know that [Z(s
′)] =
∑
i ei[Ωi] with ei ≤mi.
But its zero locus R = Z(s′) is birational to sE(X) ∼= X , the initial base space.
Because X is reduced, so is R, then [R] = m[Rred] with m = 1. Thus we may
still conclude that Z(s′) = [R] without the regularity assumption 45 on R. Let
iR denote the inclusion iR : R 7→ Y˜ . Then iR∗[R] = iR∗[Z(s′)] = iR∗Z(s′) =
ce(f
∗
Y (π
∗
Y F⊗H)⊗O(−DY )) ∩ [Y˜ ].
Thirdly the bundle map E ⊕ C 7→ E on X induces a tautological regu-
lar section stauto of π
∗
Y E ⊗ H on Y vanishing at sE(X) ⊂ Y . The pull-back
section (fY )
∗stauto of (fY )
∗(π∗Y E ⊗ H) defines a zero locus Z((fY )
∗stauto) =
(fY )
−1(Z(stauto)) = (fY )
−1(sE(X)). Because none of the sub-cones Gi we
blow up is contained in sE(X) = Cρ0 , the sub-scheme f
−1
Y (sE(X)) can be iden-
tified with the closure of sE(X)−G in Y˜ , which is nothing but R. By the same
reasoning as above, we have
iR∗[R] = iR∗[Z((fY )
∗stauto)] = iR∗Z((fY )
∗stauto) = ce((fY )
∗(π∗Y E⊗H)) ∩ [Y˜ ].
44We have skipped the dependence of Y˜ on the choices of the blowing ups.
45Nevertheless, R is still of the right codimension and is regular on a dense open subset.
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Fourthly the section s0(X) ⊂ E ⊂ P(E⊕ 1) can be viewed as a sub-scheme
in Y , denoted by the same symbol. Because πE|s0(X) : s0(X) 7→ X induces
an isomorphism and s0(X) ∩ P(E) = ∅ (P(E) is at infinity), the hyperplane
line bundle H 7→ Y is trivialized over s0(X) by its cross section which vanishes
exactly on P(E). So H|s0(X)
∼= C, and π∗Y E ⊗H|s0(X)
∼= E. Then under the
Gysin homomorphism the s0 pull-back of the formula ce(π
∗
Y E ⊗ H) ∩ [Y ] =
[sE(X)] ∈ A·(Y ) by s∗0 : A·(Y ) 7→ A·−e(X) becomes ce(E) ∩ [X ] = s
∗
0[X ] ∈
A·(X).
Next we construct an embedding of the blown up scheme X˜ into the blown
up projective bundle Y˜ .
One notices that the intersection s0(X)∩P(Cρi ⊕1) lies inside the cone Cρi
and is equal to s0(X) ∩ Cρi . By corollary 7.15. on page 165 of [Ha] and the
subsequent definition, the strict transform of a closed sub-scheme of a scheme
theoretical blowing up along a given blowing up center can be identified to be
the blowing up of this sub-scheme along its intersection with the given blowing
up center. Thus one finds that the closure of s0(X) − ∪i∈ICρi inside Y˜ is
isomorphic to X˜, the consecutive blowing ups of X along strict transforms of
the forms πE((∪i∈IlCρi) ∩ s0(X)) with l = 1, 2, · · · , r. By abusing the notation
slightly, we fix such an identification and still denote the resulting sub-scheme
of Y˜ by the same symbol X˜.
We have established the following crucial facts after identifying the strict
transformation of s0(X) in Y˜ with X˜ ,
(i). H|X˜
∼= C.
(ii). DY |X˜ = D.
(iii). (fY )
∗(π∗Y F⊗H)⊗O(−DY )|X˜ = f
∗F⊗O(−D).
and
(iv). The sections s′, s′ of the vector bundles in (iii) are compatible. Namely,
s′|X˜ = s
′.
Set iX˜ : X˜ 7→ Y˜ and set i : Z(s
′) 7→ X˜ to be the inclusion maps.
Then we may conclude that for all α ∈ Ae(X˜) the following identification
argument: By using (ii)., (iii)., the projection formula of Chern classes (see page
3.2.(c), page 50 of [F]) and the relationship between the global and the localized
top Chern classes of (fY )
∗(π∗Y F⊗H⊗O(−DY )),
iX˜∗{ce(f
∗F⊗O(−D)) ∩ α} = iX˜∗(ce(i
∗
X˜
(fY )
∗(π∗Y F⊗H⊗O(−DY ))) ∩ α)
= ce((fY )
∗(π∗Y F⊗H⊗O(−DY ))) ∩ [Y˜ ] ∩ iX˜∗α = iR∗Z(s
′) ∩ iX˜∗α.
And by the defining formula of the localized top Chern class of s′ and the
concluding equality of the second and the third statements on page 41,
= iR∗(s
′)![Y˜ ] ∩ iX˜∗α = iR∗[R] ∩ iX˜∗α = (ce(f
∗
Y (π
∗
Y E⊗H)) ∩ [Y˜ ]) ∩ iX˜∗α.
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Then by projection formula of Chern classes again,
= ce((fY )
∗(π∗Y E⊗H)) ∩ iX˜∗α = iX˜∗{ce(i
∗
X˜
(fY )
∗(π∗Y E⊗H)) ∩ α}.
Then by (i). above we know H|X˜ = C, so finally the above expression
= iX˜∗{ce(f
∗(E) ∩ iX˜∗α}.
Because X˜ 7→ pt factorizes as X˜
iX˜−→ Y˜ 7→ pt, this implies that
∫
X˜
ce(f
∗F⊗O(−D)) ∩ α =
∫
X˜
ce(f
∗E) ∩ iX˜∗α ∈ A0(pt),
for all α ∈ Ae(X˜).
Therefore ce(f
∗F⊗O(−D))∩[X˜ ]
n
= ce(f
∗E)∩[X˜ ]. The proposition is proved.
✷
Remark 8 In the proof of this proposition, if we have the knowledge of the
injectivity 0 7→ Am−e(X˜) 7→ Am−e(Y˜ ), then our argument implies a stronger
result that ce(f
∗F ⊗ O(−D)) ∩ [X˜] = ce(f∗E) ∩ [X˜ ] ∈ Am−e(X˜). In our pa-
per’s main application to the algebraic family Seiberg-Witten invariants, the top
Chern classes are paired with other cycle classes and then pushed-forward to
A0(pt) to form algebraic family Seiberg-Witten invariants. Our result ensures
that one may replace ce(f
∗F⊗O(−D)) by ce(f∗E) whenever ce(f∗F⊗O(−D))
appears in an integration of the top intersection pairing. For this purpose, one
may view them as “equal” without causing potential confusion.
There are many different blowing up sequences which can bring ∪i>0P(Cρi⊕
1) into an exceptional Cartier divisor. If one chooses to blow up the whole
∪i>0P(Cρi ⊕ 1) in P(E ⊕C) all at once, the proposition implies that ce(F) ∩
[X ]− ce(E) ∩ [X ] is equal to the push-forward of the local contribution of top
Chern class from Z = ∪i>0supp(Cρi) into X . If one chooses to group various
irreducible P(Cρi ⊕ 1) into different sub-schemes and blow up consecutively,
one may apply proposition 8 and lemma 11 inductively and get a sum of cycles
supported in Z = supp(∪i>0Cρi). It is natural to wonder if the result is invariant
to the various choices of the orders of the blowing ups.
A corollary of proposition 9 is the following,
Corollary 2 With the same notations as in proposition 9, the expression
∑
1≤i≤e(−1)
i−1ce−i(F)∩
Di−1∩ [D] is numerically equivalent to {c(F|Z(s)∩Z)∩ s(Z(s)∩Z,X)∩ [X ]}m−e
and is therefore independent to the choices of blowing up processes.
Proof: Let I =
∐
1≤l≤r Il be a partition of the index set I and let
X˜ = X˜r 7→ X˜r−1 7→ X˜r−2 7→ · · · X˜1 7→ X˜0 = X
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be the sequence of blowing up processes where the l−th blowing up X˜l 7→
X˜l−1 is centered at the strict transform of πE(s0∩(∪i∈IlCρi)) under X˜l−1 7→ X˜0.
First we notice that the section s0 does not intersect with the infinity of
the projective bundle P(E) ⊂ P(E ⊕ 1) and therefore s0 ∩ (∪i∈IlCρi) = s0 ∩
(∪i∈IlP(Cρi ⊕ 1)) for all 1 ≤ l ≤ r.
Let us fix a few notations. Let h˜l : X˜ 7→ X˜l be the blowing down map from
the final (r−th blowing up) to the l−th intermediate blowing up of X . Let Dl,
1 ≤ l ≤ r denote the exceptional divisor of X˜l 7→ X˜l−1 indexed by the subscript
l. Let D˜l denote its pre-image h˜
−1
l (Dl) ⊂ X˜.
Then by an induction argument, proposition 8 implies the following identities
on the Chern classes,
ce(h˜
∗
0F⊗⊗j≤l−1h˜
∗
jO(−Dj)) ∩ [X˜r]− ce(h˜
∗
0F⊗ ⊗j≤lh˜
∗
jO(−Dj)) ∩ [X˜r]
= iD˜l∗
∑
1≤i≤e
(−1)i−1ce−i(h˜
∗
0F⊗⊗j≤l−1O(−D˜j)) ∩ D˜
i−1
l ∩ [D˜l],
for 1 ≤ l ≤ r. If we sum up all these r equations, a simple cancellation of
the intermediate terms leads to the final equation
ce(h˜
∗
0F)∩[X˜ ]−ce(h˜
∗
0F⊗⊗1≤l≤rO(−D˜l))∩[X˜ ] =
∑
1≤l≤r
iD˜l∗
∑
1≤i≤e
(−1)i−1ce−i(h˜
∗
0F⊗⊗j≤l−1O(−D˜j))∩D˜
i−1
l ∩[D˜l].
By realizing O(D) = ⊗1≤l≤rO(D˜l), the left hand side of the identity is
ce(h˜
∗
0F)∩[X˜ ]−ce(h˜
∗
0F⊗O(−D))∩[X˜ ]. Thus the right hand side can be identified
with
∑
1≤i≤e(−1)
i−1ce−i(f
∗F)∩Di−1 ∩ [D] by the well known property on the
top Chern class. On the other hand, proposition 9 has implied that the push-
forward of the left hand side under X˜ 7→ X is numerically equivalent to ce(F)∩
[X ]−ce(E)∩[X ] and therefore is independent to all the grouping and the ordering
choices involved in the blowing ups of πE(s0 ∩ (∪i>0Cρi)) ⊂ X . In particular,
we may take I = I1, r = 1 to be the single partition of I and the f : X˜ 7→ X is
constructed from X by a single blowing up centered at πE(s0 ∩ (∪i>0Cρi)). In
this case, the identification of f∗iD∗
∑
1≤i≤e(−1)
i−1ce−i(f
∗F)∩Di−1 ∩ [D] with
the local contribution of top Chern class {c(F|Z(s)∩Z)∩s(Z(s)∩Z,X)∩[X ]}m−e
is the direct consequence of lemma 11. ✷
Remark 9 An alternative way to prove corollary 2 and show that it is inde-
pendent to the ordering of the blowing ups is to notice that f(D) is always equal
to Z(s) ∩ Z no matter which blowing up sequence we choose. Then by realizing∑
i>0(−1)
i−1Di−1 = s(D, X˜) and by using proposition 4.2.(a) of46 [F],
f∗s(D, X˜) = deg(X˜/X)s(f(D), f(X˜)) = 1 · s(Z(s) ∩ Z,X),
one may identify f∗
(
c(f∗F) ∩ (
∑
i>0(−1)
i−1Di−1[D])
)
with (c(F) ∩ s(Z(s) ∩
Z,X).
46Cited in proposition 17.
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The observation in remark 9 will be used in proving proposition 16 in section
6.1.
4.1 Some Observation about Residual Intersection For-
mula of Top Chern Classes
In this subsection, we consider the following geometric setting. Let X be a
purely m dimensional scheme and let E be a rank e vector bundle over X .
Suppose that E0 is a rank e0 sub-bundle of E with a section s0 : X 7→ E0, and
suppose that we have the following bundle short exact sequence,
0 7→ E0 7→ E 7→ E/E0 7→ 0.
The section s0 and the bundle injection E0 7→ E induces a section s : X 7→ E
and we know Z(s0) = Z(s).
We raise the following question:
Question: How are the residual intersection formulae of the top Chern classes
of E0 and E related to each other?
More precisely, let Z1, Z2, · · · , Zk be a finite number of closed proper sub-
schemes of X . One may blow up the strict transforms (under the previous
blowing ups) of Z(s0)∩Zi, 1 ≤ i ≤ k consecutively and get a residual intersection
formulae of top Chern classes of E0. On the other hand, we may blow up the
strict transforms of Z(s) ∩ Zi, 1 ≤ i ≤ k consecutively and get the residual
top Chern classes of E. Because Z(s0) = Z(s), we expect these two residual
intersection formulae to be closed related. This is the content of the following
proposition,
Proposition 10 Let X˜ denote the scheme repeatedly blown up from X centered
at the strict transforms of Z(s0) ∩ Zi, 1 ≤ i ≤ k and let f : X˜ 7→ X denote
the composite blow down projection map. Let D = f−1(∪iZi ∩ Z(s0)) be the
exceptional Cartier divisor above ∪iZi ∩ Z(s0) = ∪iZi ∩ Z(s). Let (f∗s0)′ and
(f∗s)′ denote the residual sections in f∗E0 ⊗ O(−D) and f∗E ⊗ O(−D) of
f∗s0 ∈ Γ(X˜, f∗E0) and f∗s ∈ Γ(X˜, f∗E), respectively.
By proposition 8 there is a residual intersection formula of the localized top
Chern class of f∗E0,
Z(f∗s0) = Z((f
∗s0)
′) +
∑
1≤i≤e0
(−1)i−1ce0−i(E0|D) ∩D
i−1 ∩ [D].
Suppose we cap the above formula with the top Chern class ce−e0 (f
∗(E/E0)|D),
one gets the corresponding residual intersection formula of the localized top
Chern class of f∗s,
Z(f∗s) = Z((f∗s)′) +
∑
1≤i≤e
(−1)i−1ce−i(E|D) ∩D
i−1 ∩ [D].
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Proof of proposition 10: Recall that (see [F] page 244 and proposition 6.1.(a)
page 94), Z(f∗s0) is equal to {c(f∗E0) ∩ s(Z(f∗s0), X˜)}m−e0 (we have skipped
the bundle restriction notation of f∗E0 to Z(f
∗s0) to simplify the notation).
By proposition 13 of [Liu5], {c(f∗E0) ∩ s(Z(f∗s0), X˜)}m−e0+r = 0 for all neg-
ative r ∈ −N, i.e. the localized contribution of top Chern class is the lowest
degree term of the cycle class formed by the total Chern/Segre classes. Because
Z(f∗s0) = Z(f
∗s), we may compare it with47
{c(f∗E)∩s(Z(f∗s), X˜)}m−e = {c(f
∗E0)∩c(f
∗(E/E0))∩s(Z(f
∗s), X˜)}m−e = {c(f
∗E0)∩c(f
∗(E/E0))∩s(Z(f
∗s0), X˜)}m−e
=
∑
r≥0
{c(f∗E0)∩s(Z(f
∗s0), X˜)}m−e0−(e−e0)+r∩cr(f
∗(E/E0)) =
∑
r′≥−(e−e0)
{c(f∗E0)∩s(Z(f
∗s0), X˜)}m−e0+r′∩cr′+(e−e0)(f
∗E/E0).
Because E/E0 is of rank e − e0, cr′+(e−e0)(f
∗(E/E0)) = 0 for all r
′ ∈
N. So by the vanishing of terms with grades m − e0 + r′ for r′ < 0 in
{c(f∗E0) ∩ s(Z(f∗s0), X˜)} the above sum is reduced to a single term and the
result is nothing but the cap product of {c(f∗E0) ∩ s(Z(f∗s0), X˜)}m−e0 with
ce−e0(f
∗E/E0).
The same discussion can be applied to Z((f∗s0)
′) and Z((f∗s)′) as well.
Then the correspondence of the two formulae follows as the correspondence
under capping with ce−e0(E/E0) has been shown to hold for two out of the
three terms. ✷
Remark 10 When there is only one Z = Z1 and X˜ is the blown up of X along
Z1∩Z(s), the direct proof of the equality of ce−e0(f
∗(E/E0)|D)∩
∑
1≤i≤e0
(−1)i−1ce0−i(E0|D)∩
Di−1 ∩ [D] and
∑
1≤i≤e(−1)
i−1ce−i(E|D) ∩Di−1 ∩ [D] follows from the identi-
fication with the localized top Chern class contribution of Z ∩Z(s) as was done
in lemma 11. When more than one Zi is present, one may adopt the similar
argument in the proof of corollary 2 and lemma 11 to identify them directly. As
there is no new idea involved, we leave the details to the readers.
5 Residual Intersection Formula and Inductive
Blowing Ups of X = P(Vcanon)
We follow the same notations as in [Liu1], [Liu3] and [Liu5]. Let M(E)E =∑
i≤nmiEi be the sum of the exceptional divisors Ei with multiplicities mi,
1 ≤ i ≤ n. To simplify our discussion, we require that mi ≤ mj for all i < j.
As in [Liu3], we take (ΦVcanonWcanon ,Vcanon,Wcanon) over Mn × T (M)
to be the canonical algebraic Kuranishi model of the class C −M(E)E with
respect to fn : Mn+1 7→ Mn. We take the initial total space of our discussion
47We have changed r to r′ = r − (e− e0) in the second line of the equalities.
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a chain-like admissible graph with three connected components and 12 vertexes
to be X = PMn×T (M)(Vcanon). This space parametrizes all the curves in the
non-linear system of C along the family Mn × T (M).
Recall from section 2 that the universal space Mn allows a stratification by
the admissible strata YΓ, Γ ∈ adm(n). We consider the finite set of admissible
strata satisfying the Special Condition first stated in [Liu5] section 6.1:
For all the type I exceptional classes e1, e2, · · · , en of YΓ,
♦ either
(i). (C −M(E)E) · ei < 0, i.e. M(E)E · ei > 0.
♦ or
(ii). the condition e2i = −1 holds, i.e. ei is a type I −1 class.
This maximality special condition means there is no “redundant” type I
classes which pair non-negatively with C −M(E)E.
Recall from section 2 that the notation adm(n) denotes the finite set of all
n-vertex admissible graphs Γ. We introduce a few subsets of adm(n) here.
Definition 6 Let ∆(n) ⊂ adm(n) denote the subset of adm(n) consisting of
all n-vertex admissible graphs satisfying the special condition above. Let
adm2(n) ⊂ adm(n) denote the subset of n-vertex admissible graphs satisfying
the condition that each vertex has at most one direct descendent.
The graphs 48 in adm2(n) may have more than one connected component.
Each component looks like a chain of vertexes connected by a chain of arrows.
We will refer to them as chain-like admissible graphs in the following discussion.
Firstly we point out that the union of the closure of all such strata YΓ,
Γ ∈ ∆(n), form a large closed subset of Mn.
Proposition 11 The closed subset ∪Γ∈∆(n)−{γn}Y (Γ) is of at least complex
codimension two in Mn. Its complement can be expressed as
∐
Γ∈P YΓ for some
P ⊂ adm2(n).
Proof: Firstly, we know that ∆(n) 6= ∅ because the admissible graph γn with
no one-edges is in ∆(n).
48See fig.4 for an example.
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We know that each Y (Γ) is closed, so ∪Γ∈∆(n),Γ6=γnY (Γ) is a finite union of
closed sets and is closed.
We observe that if for some i ≤ n, the i-th vertex of Γ contains more than
one direct descendent vertex, then the intersection pairing of ei = Ei −
∑
ji
Eji
and C −M(E)E is negative because the assumption mi ≤ mj , for i ≤ j,
ei · (C −M(E)E) = (Ei −
∑
ji
Eji ) · (C −
∑
k
mkEk) = mi −
∑
ji
mji < 0.
If the index i has exact one direct descendent in Γ ∈ adm(n), denoted as j,
then the intersection pairing of this −2 class ei = Ei − Ej and C −M(E)E is
mi −mj ≤ 0.
Take an arbitrary Γ 6∈ adm2(n), then there must be some index i ≤ n such
that the i−th vertex contains more than one direct descendent in Γ. Given
the graph Γ, one may construct the type I exceptional classes associated to
it following the recipe in section 2: Given any index i, 1 ≤ i ≤ n, let ji be
the indexes of all the direct descendents of i in the graph Γ. Then take ei =
Ei −
∑
ji
Eji .
Among all such ei, 1 ≤ i ≤ n, consider all the type I classes eki , 1 ≤ i ≤ p (for
some p depending on both Γ and M(E)E), attached to Γ which have negative
pairings with the given C −M(E)E. Each eki is represented by an effective
fiberwise divisor in the fiber algebraic surfaces of Mn+1 7→ Mn over a smooth
locus Y (Γeki ) with a complex codimension
49 equal to the number of direct
descendents of ki in Γ. This locus is usually called the existence locus of eki .
By proposition 3 in section 2 one can construct an admissible graph Γ0
from eki , 1 ≤ i ≤ p, satisfying eki · ekj ≥ 0 for i 6= j. Then by the corollary
of proposition 4 and remark 5 we have Y (Γ0) = ∩1≤i≤pY (Γeki ) and Y (Γ0) is
the locus in Mn over which ek1 , ek2 , · · · , ekp co-exist as effective curve/divisor
classes.
Because these eki are effective over YΓ, so we know that Γ is a degeneration
of Γ0, i.e. Γ < Γ0, and YΓ ⊂ Y (Γ0). By the construction of Γ0, all these
eki , 1 ≤ i ≤ p are the only type I exceptional classes associated to Γ0 which are
not −1 classes. Therefore it satisfies the special condition and Γ0 ⊂ ∆(n).
Thus we conclude that every stratum YΓ, Γ 6∈ adm2(n), must be contained
in ∪Γ∈∆(n)−{γn}Y (Γ).
Secondly, we separate into two cases to determine the dimension of ∪Γ∈∆(n)−{γn}Y (Γ).
If all the singular multiplicities are equalm1 = m2 = · · · = mn, then C−M(E)E
has vanishing pairings with all the −2 type I exceptional classes of the general
form Ei−Ej . The admissible graphs in adm2(n) are exactly those graphs whose
associated type I exceptional classes are either −1 or −2 classes. In this case,
the codimension of ∪Γ∈∆(n)−{γn}Y (Γ) is exactly two because all the codimen-
sion one admissible strata are parametrized by some very simple graphs 50 in
adm2(n). The index set P can be taken to be the whole adm2(n).
49= codimCΓ.
50Indeed, graphs with a single one-edge.
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If there exists a pair of singular multiplicities mi < mj for 1 ≤ i < j ≤ n,
then C −M(E)E · (Ei − Ej) < 0. Consider the admissible graph Γi,j with
a unique one-edge starting at the i−th vertex and ending at the j−th vertex.
Apparently it belongs to adm2(n). Because mi < mj , this graph Γi,j also
belongs to ∆(n). In this case, codimension of ∪Γ∈∆(n)−{γn}Y (Γ) is one. The
index subset P is then chosen to be the proper subset of adm2(n), removing all
the chain-like admissible graphs of the type Γi,j with single edges from i to j,
for all the pairs mi < mj , i < j. ✷
In the paper [Liu4], we have considered the set Q and describe a curve-
counting scheme based on Q. In our current setting of type I exceptional classes,
define Q to be the finite set of all the classes Ei−
∑
i<j Ej which pair negatively
with C−M(E)E. The Set Q encodes all the possible type I exceptional classes
which can appear above the family Mn+1 7→Mn.
Recall the definition of the type I exceptional cone over a point b ∈Mn,
Definition 7 Let b be an arbitrary point in Mn, define the type I exceptional
cone over b, ECb(C −M(E)E;Q), to be the real cone in H1,1(Mn+1|b,R) gen-
erated by all the type I exceptional classes effective over b which pair with
C −M(E)E negatively.
According to proposition 4 of [Liu4], the cone is always simplicial, and we
call the primitive generators at the 1-edge the extremal generators of the cone.
Because the fiber bundle Mn+1 7→ Mn has no non-trivial monodromy, one
can discuss about the change of the cone un-ambiguously. The variation of
ECb(C −M(E)E;Q) with respect to b gives us important information about
how to organize the admissible strata YΓ,Γ ∈ ∆(n).
Given a Y (Γ), Γ ∈ ∆(n), the type I exceptional cone ECb(C −M(E)E;Q)
may vary when b specializes to the boundary points
∐
Γ′<Γ YΓ′ .
Let CΓ denote the type I exceptional cone ECb(C −M(E)E;Q) constant for
all b ∈ YΓ. There is a distinguished locally closed subset SΓ ⊂ Y (Γ), SΓ (should
be denoted by SCΓ if we follow the notation in [Liu4]) over which the exceptional
cone ECb(C −M(E)E;Q) ≡ CΓ remain unchanged.
Because for all b ∈ YΓ′ , their ECb(C − M(E)E;Q) remain constant 51,
SΓ itself is a union of admissible strata and one may write SΓ formally as
YΓ
∐
YΓ′∩SΓ 6=∅
YΓ′ .
Lemma 13 The union ∪Γ∈∆(n)Y (Γ) = Yγn ∪Γ∈∆(n)−{γn} Y (Γ) ⊂ Mn is equal
to the disjoint union
∐
Γ∈∆(n) SΓ.
Proof: Following the proof of proposition 11, for all YΓ over which at least
one type I exceptional class pairs negatively with C −M(E)E, YΓ ⊂ SΓ0 for
some unique Γ0 constructed (in the proof of proposition 11 through the usage
of proposition 3) by the co-existence of different type I curves.
51Which may be different from CΓ though.
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On the other hand, an effective type I exceptional class pairing negatively
with C −M(E)E above YΓ still remains effective and pairs negatively with
C −M(E)E over the boundary ∂YΓ = Y (Γ)− YΓ. But it may break into more
than one irreducible component. This implies that over any such degenerated
stratum YΓ′ ⊂ Y (Γ) there must still exist at least one type I class pairing
negatively with C −M(E)E.
This shows that ∪Γ⊂∆(n)Y (Γ) ⊂ ∪Γ∈∆(n)SΓ. The opposite inclusion follows
from the inclusion SΓ ⊂ Y (Γ) for Γ ∈ ∆(n). Finally SΓ ∩ SΓ′ = ∅ if Γ 6= Γ′ in
∆(n). It is because CΓ 6= CΓ′ and by definition of SΓ, they can not overlap. So
the union is a disjoint union. ✷
Among all such SΓ, Γ ∈ ∆(n), one may introduce a partial ordering ≻, as
has been done in [Liu5] for a slightly more general setting. The partial ordering
induces a partial ordering on the corresponding graphs in ∆(n), denoted by the
same symbol.
Definition 8 Let Γ1,Γ2 ∈ ∆(n). The graph Γ1 is said to be greater than Γ2
under the partial ordering ≻, denoted as Γ1 ≻ Γ2, if CΓ1 ⊂ CΓ2 .
Please refer to page 69, fig.7 for an example. In that example, the smaller
cone is generated by E1 − E2 − E3 − E7, E2, E3, E4, E5, E6, E7. The larger
cone is generated by E1 − E2 − E3 − E4 − E7, E2 − E5 − E6, E3, E4, E5, E6,
E7.
A sufficient condition to check whether Γ1 ≻ Γ2 is the following,
Lemma 14 Suppose that SΓ1 = Y (Γ1) intersects with SΓ2 non-trivially, then
Γ1 ≻ Γ2.
Proof: The follows from the fact that the cones get larger under degenerations
of points from b ∈ SΓ1 to b ∈ SΓ2 . ✷
Our goal is to study the local contribution of the algebraic family Seiberg-
Witten invariant over ∪Γ∈∆(n)Y (Γ) and decompose the algebraic family Seiberg-
Witten invariantAFSWMn+1×T (M) 7→Mn×T (M)(1, C−M(E)E) or the restricted
version AFSWMn+1×{tL}7→Mn×{tL}(1, C −M(E)E), for some tL ∈ T (M), into
the various excess local contributions from ∪Γ∈∆(n)−{γn}Y (Γ) and the residual
contribution from Mn − ∪Γ∈∆(n)−{γn}Y (Γ) based on the following two simple
but fundamental observations,
Observation 1: The family algebraic Seiberg-Witten invariant is defined by
the push-forward into A0(pt) of the cap product of a certain power of c1(H)
(determined by the dimension formula) with the top Chern class of the canonical
obstruction bundle ctop(H⊗ π∗P(Vcanon)Wcanon).
Observation 2: The residual intersection formula of top Chern class allows us
to decompose the total invariant contribution into the local contribution to some
closed subset of X = PMn×T (M)(Vcanon) and the residual contribution. The
residual contribution again involves the top Chern class of a modified bundle
over a blown up space.
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A direct but probably naive approach is to set Z = π−1X (∪Γ∈∆(n)−{γn}Y (Γ)) ⊂
X , the pre-image in the P(Vcanon) of ∪Γ∈∆(n)−{γn}Y (Γ), and then apply the
residual intersection formula (proposition 8 and lemma 11) to the vector bundle
E = H ⊗ π∗XWcanon, the section s = scanon and Z ∩ Z(scanon). The apparent
drawback of this approach is that the local contribution of the set Z(scanon)∩Z
to the family invariant is very hard to enumerative directly, due to the compli-
cated geometric structure of ∪Γ∈∆(n)−{γn}Y (Γ), Z and therefore Z(scanon)∩Z.
Instead we construct a more refined consecutive blowing ups of sub-schemes
in X and make use of Y (Γ) as the co-existence locus of all the type I excep-
tional classes ei, 1 ≤ i ≤ n effectively. In section 6.1, theorem 4 of [Liu5] we
have demonstrated that (under some additional special assumption 52) the local
contribution of the family invariant to X ×Mn Y (Γ) can be identified with the
mixed family invariant of C −M(E)E −
∑
1≤i≤p eki over Y (Γ). This motivates
us to consider the following refined approach in section 5.1.
5.1 The Repeated Blowing Ups of Sub-Loci in X
The element γn is apparently the largest element under ≻ in ∆(n). Over the
open top stratum the type I exceptional classes ei are the −1 classes Ei, 1 ≤
i ≤ n and the exceptional cone 53 Cγn it generates is the smallest.
List all the Γ ∈ ∆(n)−{γn} and they form a finite graph (each Γ ∈ ∆(n)−
{γn} being a vertex in the graph) under the partial ordering ≻. For all Γ ∈
∆(n)− {γn}, we consider the fiber product X ×Mn Y (Γ).
By definition the family moduli spaceMC−M(E)E overMn×T (M) of curves
dual to C−M(E)E collects all the curves within the fibers of Mn+1×T (M) 7→
Mn×T (M) which are dual to C−M(E)E. When we use the canonical algebraic
Kuranishi model, Z(scanon) = MC−M(E)E for scanon ∈ Γ(X,H ⊗ π
∗
XWcanon)
(for the definitions of scanon, Wcanon, please consult section 5.1 of [Liu3] and
section 5, proposition 9, 10 of [Liu5]). So MC−M(E)E can be viewed as a sub-
scheme of X and the inclusion Z(scanon) ⊂ X induces the natural projection
map to Mn. The schemes Z(scanon) ∩ (X ×Mn Y (Γ)) = Z(scanon) ×Mn Y (Γ),
Γ ∈ ∆(n) − {γn}, are sub-schemes of Z(scanon) and the ultimate goal is to
enumerate the residual contribution of (tL ∈ T (M))
AFSWMn+1×{tL}7→Mn×{tL}(1, C−M(E)E) = c1(H)
pg+rankCVcanon−rankCWcanon∩ctop(H⊗π
∗
XWcanon),
or
AFSWMn+1×T (M) 7→Mn×T (M)(1, C−M(E)E) = c1(H)
pg+rankCVcanon−rankCWcanon∩ctop(H⊗π
∗
XWcanon),
52See theorem 4 of [Liu5] for details.
53Generated by E1, E2, E3, · · ·, En.
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outside ∪Γ∈∆(n)−{γn}Z(scanon) ×Mn Y (Γ) and show that under some addi-
tional assumption on tL, the residual contribution localizes to lie above the open
sub-space X ×Mn Yγn .
We achieve this by blowing up inductively along the various loci Z(scanon)×Mn
Y (Γ) (or more precisely their strict transforms under the previous blowing ups),
starting from the minimal Γ under ≻ and running in the reversed orders of ≻.
We will discuss extensively regarding the ambiguities involved in the orders of
the blowing ups and how “doesn’t” it affect the enumeration process.
Suppose that Y (Γ2) ⊂ Y (Γ1), Γ1,Γ2 ∈ ∆(n), and then Z(scanon) ×Mn
Y (Γ2) ⊂ Z(scanon) ×Mn Y (Γ1), CΓ2 ⊃ CΓ1 . If CΓ1 is a proper sub-cone of CΓ2 ,
then Y (Γ2) = SΓ2 can never intersect SΓ1 non-trivially. Otherwise at any of the
intersection points the type I exceptional cone is CΓ1 , by the definition of SΓ1 .
But this intersection point is also in YΓ2 , or can by degenerated from points in
YΓ2 , i.e. it is in Y (Γ2) − YΓ2 . Thus CΓ2 ⊂ CΓ1 (by degenerations of cones) and
is impossible by our assumption Γ1 > Γ2, or equivalently Y (Γ1) ⊃ Y (Γ2).
Therefore in such a situation the graph Γ2 can never ≻ Γ1. In fact lemma
14 and SΓ1 ∩ SΓ2 = Y (Γ1) ∩ SΓ2 = SΓ2 6= ∅ implies Γ1 ≻ Γ2.
On the other hand, we have the following lemma regarding the possible
relationship between two admissible graphs in ∆(n),
Lemma 15 Let Γ1,Γ2 ∈ ∆(n) be two distinct admissible graphs satisfying the
special maximality conditions (on page 47). If Y (Γ1) ∩ Y (Γ2) 6= ∅, there are
three mutually exclusive possibilities.
(a). Γ1 ≻ Γ2.
(b). Γ2 ≻ Γ1.
(c). Neither Γ1 ≻ Γ2 nor Γ2 ≻ Γ1. But there exists a “refined” Γ3 ∈ ∆(n)
such that Γi ≻ Γ3 for both i = 1, 2. I.e. Γ3 is smaller than Γ1,Γ2 simultaneously.
Proof of lemma 15: This can be shown by contradiction easily. Assuming that
neither (a). nor (b). holds, then lemma 14 implies that both SΓ1 ∩ Y (Γ2) =
SΓ2 ∩ Y (Γ1) = ∅. Along with the fact that SΓ1 ∩ SΓ2 = ∅ for CΓ1 6= CΓ2 , it
implies that
Y (Γ1) ∩ Y (Γ2) ⊂ (Y (Γ1)− SΓ1) ∩ (Y (Γ2)− SΓ2).
Let b ∈ Y (Γ1) ∩ Y (Γ2). Because b 6∈ SΓ1 ∪ SΓ2 but b ∈ SΓ1 ∩ SΓ2 , ECb(C −
M(E)E;Q) contains both CΓ1 , CΓ2 as proper sub-cones. Let eki , 1 ≤ i ≤ p
be the primitive type I generators of the simplicial cone ECb(C −M(E)E;Q).
Because eki are represented by irreducible curves eki · ekj ≥ 0 for i 6= j, then
by proposition 3, one can construct a Γ3 ∈ adm(n) associated with these eki ,
1 ≤ i ≤ p. By proposition 4 the co-existence of these type I exceptional curves
dual to eki , 1 ≤ i ≤ p, characterizes the admissible stratum YΓ3 ⊂ Y (Γ3) over
which eki , 1 ≤ i ≤ p, are represented as smooth type I exceptional curves in the
fibers of Mn+1 ×Mn YΓ3 7→ YΓ3 and all ej , j 6∈ {k1, k2, · · · , kp} are −1 classes.
By definition of ECb(C −M(E)E,Q), eki · (C −M(E)E) < 0, 1 ≤ i ≤ p and so
Γ3 ∈ ∆(n).
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By our construction of Γ3, we have b ∈ SΓ3 since CΓ3 = ECb(C−M(E)E;Q).
It is apparent that b ∈ SΓ3 ∩ Y (Γi) = SΓ3 ∩ SΓi , for i = 1, 2. Thus by lemma
14, Γ1 ≻ Γ3, Γ2 ≻ Γ3 simultaneously. ✷
Remark 11 Because the ambiguity of choices of the point b, the graph Γ3 con-
structed in the proof may not be unique.
To apply the residual intersection theory to Z(scanon)×Mn Y (Γ), Γ ∈ ∆(n)−
{γn} inductively, each Z(scanon) ×Mn Y (Γ) ⊂ X = P(Vcanon) determines a
blowup center and in the following we decide the order of blowing ups by up-
grading the partial ordering ≻ into a linear ordering called |=.
♦ Definition of |=:
Initially define the current index set to be ∆(n). Because (∆(n),≻) is
a partial ordered finite set, there must be some (maybe non-unique) minimal
elements in ∆(n) which are not larger than other element in ∆(n) under ≻.
(1). List all the minimal elements in the current index set ∆(n) under
the partial ordering ≻. Select one of them (this introduces some ambiguity if
the minimal elements are not unique54).
(2). Remove the selected element from the current index set and list all
the minimal elements from the residual set. Define the new current index set
to be the residual set. Select one of the minimal elements again.
(3). Go back to step (2)., then repeat the above process and iterate.
(4). After a finite number of times, one will exhaust the whole ∆(n) and
determine a sequence of blowing up centers.
In this way we have determined a linear ordering on ∆(n), denoted by |=.
The discussion right in front of lemma 15 indicates the following: Suppose
that we blow up the strict transforms of Z(scanon) ×Mn Y (Γ) following the
reversed ordering of |= starting from the smallest element in ∆(n)−{γn}. After
blowing up the strict transform of Z(scanon) ×Mn Y (Γ), in our set up we will
never blow up any sub-locus completely lying inside Z(scanon) ×Mn Y (Γ). In
fact, the strict transformation of any such sub-locus will be blown up prior to the
blowing up of the strict transformation of Z(scanon)×Mn Y (Γ), due to the fact
they are smaller under the partial ordering ≻, and therefore the linear ordering
|=.
Let us blow up X inductively along the strict transforms of the various
Z(scanon)×MnY (Γ), Γ ∈ ∆(n)−{γn}. Let DΓ ⊂ XΓ, with Γ ∈ ∆(n), denote the
exceptional Cartier divisor blown up from the strict transform of Z(scanon)×Mn
Y (Γ) and denote the intermediate blown up scheme by XΓ. Define X˜ to be the
resulting scheme after blowing up all the (strict transforms of Z(scanon) ×Mn
Y (Γ), Γ ∈ ∆(n)−{γn}) and the projection map X˜ 7→ X can be factorized into
the compositions of the various intermediate blowing down map.
54This ambiguity does not affect the result of our enumeration. see proposition 16 on page
75.
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In the following discussion, we may pull back O(DΓ) from XΓ to X˜ from
the various birational models (intermediate blowing ups) of X . To avoid com-
plicated notations involving the line bundle or divisor pull-backs, we skip the
pull-back notations consistently. The reader should be able to judge from
the context of the formula and restore the pull-back notations accordingly.
At the end of this subsection, we introduce an index set IΓ ⊂ ∆(n) collecting
those Γ′ smaller than Γ ∈ ∆(n) under |=.
Definition 9 Let Γ ∈ ∆(n). The linear ordering |= among all the Γ ∈ ∆(n)
determines the ordering of the blowing ups to construct X˜ from X. Define IΓ
to be the subset of ∆(n) satisfying IΓ = {Γ
′|Γ |= Γ′,Γ′ ∈ ∆(n)}.
The index set IΓ,Γ ∈ ∆(n) − {γn} collects all the admissible graphs Γ′ in
∆(n)−{γn} whose associated zero loci Z(scanon)×Mn Y (Γ
′) (or more accurately
their strict transformations) are blown up prior to Z(scanon)×Mn Y (Γ).
We notice that Iγn = ∆(n) − {γn}. The collection of index sets IΓfor Γ ∈
∆(n) will be used to define the modified algebraic family invariant in the next
sub-section.
5.2 The Definition of Modified Algebraic Family Invari-
ants
In this subsection we define a version of modified algebraic family Seiberg-
Witten invariant associated each Γ ∈ ∆(n). Recall that in section 5.3 on page
448 of [Liu1], a version of modified family Seiberg-Witten invariant has been
defined in the differentiable category. The modified algebraic family Seiberg-
Witten invariant we are going to define is its algebraic analogue.
The first step is to define a class τΓ ∈ K0(Y (Γ) × T (M)), representable by
a locally free sheaf (vector bundle) on the connected space Y (Γ)× T (M).
As usual we use e1, e2, e3, · · · , en to denote the n type I exceptional classes
over YΓ. Let eki , 1 ≤ i ≤ p, be the type I exceptional classes over YΓ which pair
negatively with the class C −M(E)E.
As usual let Γeki denote the fan-like admissible graph such that the type I
exceptional class eki is effective and smooth/irreducible over the locally closed
YΓeki
(consult section 2 for more details).
Proposition 12 Let Ξ˜ki 7→ Y (Γeki ) be the relatively minimal P
1 fiber bundle
associated with the type I class eki = Eki −
∑
jki
Ejki .
Suppose that e2ki < eki · (C −M(E)E) < 0, then there exists an invertible
sheaf Qki over Ξ˜ki , pulled-back from Y (Γeki ), an effective relative divisor ∆ki ⊂
Ξ˜ki 7→ Y (Γeki ) of relative degree −eki · (M(E)E + eki) and the following short
exact sequence of locally free sheaves,
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0 7→ R0π˜∗
(
O∆ki (−mkiEki −
∑
jki
mjkiEjki )
)
⊗Qki 7→ R
1π˜∗
(
OΞ˜ki
(Eki −
∑
jki
Ejki )
)
⊗Qki
7→ R1π˜∗
(
OΞ˜ki
(−mkiEki −
∑
jki
mjkiEjki )
)
⊗OY (Γeki )
(−
∑
1≤l<ki
mlEl;ki) 7→ 0.
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Suppose that e2ki ≥ eki · (C −M(E)E), then there exists an invertible sheaf
Qki pulled-back from Y (Γeki ), an effective relative divisor ∆ki ⊂ Ξ˜ki 7→ Y (Γeki )
of relative degree eki · (M(E)E + eki) and the following short exact sequence of
locally free sheaves on Y (Γeki ),
0 7→ R0π˜∗
(
O∆ki (Eki−
∑
jki
Ejki )
)
⊗Qki 7→ R
1π˜∗
(
OΞ˜ki
(−mkiEki−
∑
jki
mjkiEjki )
)
⊗OY (Γeki )
(−
∑
1≤l<ki
mlEl;ki)
7→ R1π˜∗
(
OΞ˜ki
(Eki −
∑
jki
Ejki )
)
⊗Qki 7→ 0.
Proof: The proof is almost identical to the proof of proposition 15 in [Liu5] and
the reader can consult the cited paper for its derivation. Instead of using the P1
fibrations Ξki 7→ Y (Γeki ), we use the P
1 fiber bundles Ξ˜ki . Because the details
of the argument is almost identical, we omit it here. ✷
The following lemma characterizes the significance of the locally free sheaf
R1π˜∗
(
OΞ˜ki
(Eki −
∑
jki
Ejki )
)
.
Lemma 16 Let NY (Γeki )
denote the normal sheaf of Y (Γeki ) ⊂Mn. Then there
exists a canonical isomorphism R1π˜∗
(
OΞ˜ki
(Eki −
∑
jki
Ejki )
)
7→ NY (Γeki )
.
Outline of the Proof: The key idea is to study the canonical algebraic family
Kuranishi model of eki ,
0 7→ R0π∗
(
OMn+1(Eki −
∑
jki
Ejki )
)
7→ R0π∗OMn+1(Eki)
7→ R0π∗
(
O∑
jki
Ejki
(Eki)
)
7→ R1π∗
(
OMn+1(Eki −
∑
jki
Ejki )
)
7→ 0.
Then the lemma is a direct consequence of lemma 9 in section 6.1 of [Liu5], once
we realize that the birational projection (see lemma 7) Ξki 7→ Ξ˜ki induces an
isomorphism R1π∗
(
OΞki (Eki −
∑
jki
Ejki )
) ∼=
7→ R1π˜∗
(
OΞ˜ki
(Eki −
∑
jki
Ejki )
)
.
✷
55The symbol Ea;b, a < b, denotes the exceptional divisor in Mn by blowing up the strict
transform of the (a, b)−th partial diagonal.
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If at least one of eki satisfies e
2
ki
< eki · (C −M(E)E) < 0, then we define
τΓ ≡ 0 ∈ K0(Y (Γ)× T (M)) following the rationale of theorem 3. of [Liu5] and
case II of the proof of proposition 18 starting at page 79. From now on we may
assume that 0 > e2ki ≥ eki · (C −M(E)E) for all 1 ≤ i ≤ p.
Recall that it was defined in subsection 3.1 definition 3 that the index subset
Ikl collects the indexes in {1, 2, · · · , n} occurring in ekl = Ekl −
∑
jkl
Ejkl , i.e.
kl and all its direct descendent indexes in the graph Γ.
We define τΓ ∈ K0(Y (Γ)× T (M)) as the following,
Definition 10 Let eki , 1 ≤ i ≤ p denote the type I exceptional classes among
e1, e2, · · · , en over Y (Γ) which have negative pairings with C−M(E)E. Suppose
that e2ki ≥ eki ·(C−M(E)E) for all 1 ≤ i ≤ p, define τΓ ≡ [⊕1≤l≤pR
1π˜∗
(
OΞ˜kl
⊗
EC−
∑
a∈Ikl
maEa−
∑
p≥a>l
eka
)
⊗OY (Γ)(−
∑
1≤r<kl
mrEr;kl)−⊕1≤l≤pR
1π˜∗
(
OΞ˜kl
(Ekl−∑
jkl
Ejkl )
)
⊗Qkl ⊗ EC ] ∈ K0(Y (Γ)× T (M)). Otherwise
56, set τΓ to be zero.
Please compare the definition of τΓ with definition 4 of V˜quot on page 36.
Lemma 17 The element τΓ can be represented by a locally free sheaf of rank∑
1≤l≤p ekl · (ekl +M(E)E +
∑
1≤j<l ekj ),
⊕1≤l≤p(R
0π˜∗
(
O∆kl (Ekl−
∑
jkl
Ejkl )
)
⊗Qkl⊗EC⊕1≤l<t≤pR
0π˜∗
(
OΞ˜kl∩Ξ˜kt
(−
∑
a∈Ikl
maEa)⊗EC
)
)⊗OY (Γ)(−
∑
1≤r<kl
mrEr;kl).
The symbol Ξ˜kl ∩ Ξ˜kt used here denotes the cross section of Ξ˜kl |Y (Γ) 7→ Y (Γ)
(or Ξ˜kt |Y (Γ) 7→ Y (Γ) induced by Ekt (or Ekl) whenever ekl · ekt = 1. It is taken
to be the empty set when ekl · ekt = 0.
Proof: The lemma is a direct consequence of a collection ofOY (Γ)(−
∑
1≤r<kl
mrEr;kl)
twisted version of short exact sequences for different l,
0 7→ ⊕p≥i>l≥1R
0π˜∗
(
OΞ˜kl∩Ξ˜ki
⊗EC−
∑
a∈Ikl
maEa
)
7→ R1π˜∗
(
OΞ˜kl
⊗EC−
∑
a∈Ikl
maEa−
∑
p≥t>l
ekt
)
7→ R1π˜∗
(
OΞ˜kl
⊗ EC−
∑
a∈Ikl
maEa
)
7→ 0
for all l ranging in 1 ≤ l ≤ p and the EC-twisted versions of the short exact
sequences in proposition 12. The above sheaf short exact sequences are the
derived exact sequences of sheaf short exact sequences on Ξ˜kl , 1 ≤ l ≤ p, of the
divisors ∪p≥t>lΞ˜kl ∩ Ξ˜kt ⊂ Ξ˜kl . They truncate to short exact sequences because
R0π˜∗
(
OΞ˜kl
⊗EC−
∑
a∈Ikl
maEa
)
= 0, due to the negativity of the relative degrees
ekl · (C −M(E)E) = ekl · (C −
∑
a∈Ikl
maEa) on the P
1 fiber bundles.
56If some ekl satisfies e
2
kl
≤ ekl · (C −M(E)E) < 0.
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The calculation on its rank follows from deg
(
∆ki/Y (Γeki )
)
= eki ·(M(E)E+
eki) = eki ·(
∑
a∈Iki
maEa+eki) and deg(
(∑
p≥i>l≥1 Ξ˜ki
)
∩Ξ˜kl/Y (Γ)) =
∑
p≥i>l≥1 eki ·
ekl .
The explicit representative of τΓ is locally free because each summand is a
zero-th derived image sheaf along a finite morphism onto Y (Γ). ✷
The inductive definitions of the modified algebraic family Seiberg-Witten
invariants are parallel to the induction procedure in enumerating the local con-
tributions of the family invariants. The reader who wants to find out the geo-
metric motivation for our definition may consult section 6 for the parallelism.
On the other hand, the current inductive scheme is also parallel to the definition
of modified family Seiberg-Witten invariants in the differentiable category. The
reader may consult subsection 5.3 of [Liu1] for more details.
Recall (see section 6.5 of [Liu5]) the following definition of the partial order-
ing ≫ among the pairs (Γ,
∑
ei·(C−M(E)E)<0
ei).
Definition 11 Let Γ > Γ′ be two n-vertex admissible graphs and let ei, e
′
i, 1 ≤
i ≤ n denote the type I exceptional classes associated with YΓ, YΓ′ , respectively.
The pair (Γ,
∑
ei·(C−M(E)E)<0
ei) is said to be greater than (Γ
′,
∑
e′
i
·(C−M(E)E)<0 e
′
i)
under ≫, denoted as
(Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ
′,
∑
e′
i
·(C−M(E)E)<0
e′i),
if the following conditions hold.
(A). For all the indexes i, 1 ≤ i ≤ n such that the type I classes over YΓ, ei,
satisfy ei · (C −M(E)E) < 0, then e′i = ei.
and
(B). There ∃ at least one e′j over YΓ′ , e
′
j ·(C−M(E)E) < 0 but the corresponding
ej over YΓ with the same subscript j satisfies ej · (C −M(E)E) ≥ 0.
The conditions (A). and (B). imply that some new type I class which pairs
negatively with C −M(E)E shows up above the sub-locus YΓ′ ⊂ YΓ while the
original negative C −M(E)E−paired ei persists to be irreducible over YΓ′ and
do not break up.
Refer to fig.5 below for an example57.
We abbreviate the above partial order relationship by Γ≫ Γ′ if a multiplicity
function M(E)E has been fixed throughout the discussion.
We have the following simple observation regarding ≫ and ≻.
Lemma 18 Let Γ≫ Γ′, then Γ ≻ Γ′.
Proof: The cone CΓ are generated by the effective type I classes ei such that
ei · (C −M(E)E) < 0 and some other type I −1 classes. By our assumption
on Γ ≫ Γ′, these ei persist to become e′i over YΓ′ with e
′
i · (C −M(E)E) < 0.
57To simplify the notations, the
∑
ei·(C−M(E)E)<0
ei part has been skipped. this causes
no problem when a M(E)E is fixed throughout the discussion.
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fig.5
A pair of admissible graphs related by ≫, the graph on the right hand side is a degeneration
from the left hand side such that E2 breaks into E2 − E3 − E5 − E6 and the union of E3, E5, E6.
As these e′i are a subset of the generators of CΓ′ , this implies that CΓ′ ⊃ CΓ.
Therefore Γ ≻ Γ′. ✷
The set ∆(n) is a finite set. Therefore there must be minimal elements (may
be non-unique) under the partial ordering ≫.
Definition 12 Let Γ ∈ ∆(n) be a minimal element under ≫. Define the modi-
fied algebraic family invariant AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E−
∑
ei·(C−M(E)E)<0
ei) to be AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E −
∑
ei·(C−M(E)E)<0
ei), where ctotal(τΓ) is the total Chern class of
τΓ ∈ Y (Γ)× T (M) defined in definition 10.
Let Γ be in ∆(n). Suppose that for all the elements in ∆(n) smaller
than (Γ,
∑
ei·(C−M(E)E)<0
ei) under ≫, the modified algebraic family invari-
ants have been defined already. Set the modified invariant attached to YΓ,
AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei)
to be,
Definition 13 Let τΓ, τΓ′ be the K0 theory classes by definition 10 associated
with Γ,Γ′, respectively. Define AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E −
∑
ei·(C−M(E)E)<0
ei) to be
AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei)
−
∑
Γ≫Γ′
AFSW∗Mn+1×MnY (Γ′)×T (M) 7→Y (Γ′)×T (M)(ctotal(τΓ′), C −M(E)E
−
∑
e′
i
·(C−M(E)E)<0
e′i).
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One may argue easily that the procedure of the inductive definition always
continues until all the elements in ∆(n) are exhausted. Suppose that the pro-
cess halts before exhausting the elements in ∆(n). Namely, there exists no
Γ ∈ ∆(n) such that the modified algebraic family invariants have been defined
for all (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) ≪ (Γ,
∑
ei·(C−M(E)E)<0
ei). If it is the case,
then for any Γ ∈ ∆(n) that the modified algebraic family Seiberg-Witten in-
variant is not defined yet, one must be able to find at least one Γ′ ∈ ∆(n) such
that (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) ≪ (Γ,
∑
ei·(C−M(E)E)<0
ei) and the modified al-
gebraic family invariant is not defined for (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i), either. Then
one may trace along the smaller and smaller elements under ≫ (the procedure
involves choices and may not be canonical) and it has to stop after a finite
number of steps since ∆(n) is a finite set. But such a terminal graph Γ has
to be a minimal element under ≫ and its modified algebraic family invariant
has been defined in definition 12 already. This generates a contradiction and
thus the above procedure never halts unless all the elements in ∆(n) has been
exhausted.
After a finite number of steps and the defining process has to terminate
at γn ∈ ∆(n). In this case one defines AFSW
∗
Mn+1×T (M) 7→Mn×T (M)(1, C −
M(E)E) by the following recipe,
Definition 14 Define AFSW∗Mn+1×T (M) 7→Mn×T (M)(1, C −M(E)E) to be
AFSWMn+1×T (M) 7→Mn×T (M)(1, C−M(E)E)−
∑
Γ∈∆(n)−{γn}
AFSW∗(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
Definition 14 can be viewed as an extension of definition 13 once we realize
that for γ ∈ adm(n), Y (γn) = Mn, γn > Γ for all Γ ∈ ∆(n) − {γn} and
(γn, 0)≫ (Γ,
∑
ei·(C−M(E)E)<0
ei) for all Γ ∈ ∆(n)− {γn}.
Remark 12 Suppose that tL ∈ T (M) is a point of the connected component
T (M) (determined by the first Chern class C) of the Picard variety Pic(M).
There is a corresponding version of “tL restricted” modified algebraic family
Seiberg-Witten invariants defined by inserting [tL] ∈ A0(T (M)) into each terms
in the definition. The resulting modified invariant is denoted by
AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ)∩[tL], C−M(E)E−
∑
ei·(C−M(E)E)<0
ei),
or equivalently
AFSW∗Mn+1×MnY (Γ)×{tL}7→Y (Γ)×{tL}(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
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When the point tL ∈ T (M) is determined by an algebraic line bundle L 7→
M with c1(L) = C, the “tL-restricted” modified algebraic family invariants
enumerate the curves dual to C −M(E)E resolved from the linear subsystem
of |L|.
Remark 13 In the earlier paper [Liu5], we had shown that under the Special
Condition, the dominated localized top Chern class contribution of Y (Γ) is
nothing but the mixed algebraic family Seiberg-Witten invariant
AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
When the Special Condition is not met, our definitions of the modified invari-
ants indicates that there are correction terms captured by the partial ordering ≫
besides the dominated term.
A key proposition in proving the main theorem of the paper is the following,
Proposition 13 Let Γ ∈ ∆(n), then the modified algebraic family Seiberg-
Witten invariant AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−∑
ei·(C−M(E)E)<0
ei) can be expressed as a homogeneous universal polynomial of
C2 = C ·C, C ·c1(KM ), c1(KM )2 and c2(M) of degree n multiplied by ASW(C).
The universal polynomial depends on the graph Γ and the singular multiplicities
M(E)E but does not depend upon the algebraic surface M .
When Γ = γn, we set ctotal(τγn) = 1.
Proof: As all of the modified invariants AFSW∗Mn+1×T (M) 7→Mn×T (M)(1, C −
M(E)E) and AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C −M(E)E −∑
ei·(C−M(E)E)<0
ei), Γ ∈ ∆(n) − {γn}, are defined by inductive procedures
based on the mixed algebraic invariants, we prove thatAFSWMn+1×T (M) 7→Mn×T (M)(1, C−
M(E)E) and all theAFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−∑
ei·(C−M(E)E)<0
ei), Γ ∈ ∆(n), can be expressed as universal (independent of
M) homogeneous polynomials of degree n of C ·C, C ·c1(KM ), c1(KM )·c1(KM ),
and c2(M), multiplied by the algebraic Seiberg-Witten invariant ASW(C) of
C.
We present the detailed argument forAFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E −
∑
ei·(C−M(E)E)<0
ei), Γ ∈ ∆(n)− {γn} and the proof for the case of
AFSWMn+1×T (M) 7→Mn×T (M)(1, C −M(E)E) is essentially parallel.
Recall58 that the fiber bundle projection map fn : Mn+1 7→ Mn can be
constructed from Mn × M 7→ Mn through n consecutive blowing ups along
(codimension two) cross sections of the intermediate fiber bundles. This implies
that its pull-back to Y (Γ),Mn+1×MnY (Γ) 7→ Y (Γ), can be constructed from the
Cartesian projection Y (Γ)×M 7→ Y (Γ) through n consecutive blowing ups along
cross sections of the intermediate blown up spaces. Schematically this implies
58Consult lemma 3.1 on page 401 of [Liu1].
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that we may apply the family blowup formula of the algebraic family Seiberg-
Witten invariants [Liu3] to relateAFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E −
∑
ei·(C−M(E)E)<0
ei) and the mixed algebraic family Seiberg-Witten
invariant AFSWY (Γ)×T (M)×M 7→Y (Γ)×T (M)(ctotal(τΓ) ∩ ctatal(UM(E)), C). The
bundle UM(E) appearing in the identity is the relative obstruction bundle
UM(E)E = ⊕1≤l≤nEC−
∑
1≤a≤l−1
maEa
⊗ Sml−1(C⊕ (fn−1;l|
∗
Y (Γ)T
∗
Ml/f∗l−1Ml−1
))
, gotten from applying the algebraic family blowup formula n times from
Mn ×M 7→ Mn to Mn+1 7→ Mn. The map fn−1;l|Y (Γ) : Y (Γ) 7→ Ml is the
composition Y (Γ) ⊂Mn
fn−1;l
−→ Ml.
We have the following simple factorization lemma regarding the family in-
variants,
Lemma 19 Let M×B 7→ B be a product algebraic fiber bundle over a complete
and smooth base B and let C be a (1, 1) class on the algebraic surface M , then
AFSWB×M 7→B(η, C) = 0 for η 6∈ A0(B) and is equal to ASW(C) · (
∫
B η) for
η ∈ A0(B).
Proof of lemma 19: For simplicity we assume that EC has a vanishing second
derived image sheaf59 over T (M) × B. Consider the algebraic family moduli
space of C, MC , over B. Because the fiber bundle of algebraic surfaces is a
trivial product, the spaceMC is also a trivial product over B and the algebraic
family Kuranishi models of C are pulled back from T (M) to T (M) × B. Let
(V,W,ΦVW) be one algebraic family Kuranishi model of C, where V,W are
vector bundles over T (M)×B pulled-back from T (M).
Then for η ∈ Ak(B), k ≤ dimCB, the mixed family invariantAFSWB×M 7→B(η, C)
can be expressed as the push-forward of
∫
P(V)
c1(H)
rankC(V−W)−1+q(M)+k ∩ ctop(W ⊗H) ∩ η ∩ [P(V)] ∈ A0(pt) ∼= Z,
into A0(pt) ∼= Z.
BecauseP(V) is also a trivial product overB, c1(H)
rankC(V−W)+q(M)−1+k∩
ctop(W ⊗H) ∩ [P(V)] = 0 for all k > 0. On the other hand, when η ∈ A0(B)
the mixed invariant can be expressed as (for some b ∈ B)
∫
P(V|T (M)×{b})
c1(H)
rankC(V−W)−1+q(M)∩ctop(W|T (M)×{b}⊗H)∩P(V|T (M)×{b})·
∫
B
η = ASW(C)·
∫
B
η.
The case when the second derived image sheaf of EC is not vanishing can be
discussed similarly and we omit the details here. ✷
59When we apply this lemma to the concrete situation below, this additional assumption is
satisfied.
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By applying lemma 19 to our context, the above mixed invariant is equal to
ASW(C) ·
∫
Mn
{ctotal(τΓ) ∩ ctotal(UM(E)) ∩ [Y (Γ)]}0.
Our goal is to show that the intersection number
∫
Mn
{ctotal(τΓ)∩ctotal(UM(E))∩
[Y (Γ)]}0 is a universal homogeneous polynomial of degree n in terms of the
Chern numbers C2[M ], C · c1(KM )[M ], c1(KM )2[M ] and c2(M)[M ]. If for at
least one type I class eki , 1 ≤ i ≤ p, the inequality e
2
ki
< eki · (C −M(E)E)
holds, then τΓ ≡ 0 and the mixed algebraic family invariant over Y (Γ) has been
defined to be zero.
So we may assume that e2ki ≥ eki · (C −M(E)E) for all 1 ≤ i ≤ p. Then by
lemma 17 the explicit expression of the class τΓ enables to conclude that,
Lemma 20 Let πi : Mn 7→ M be the composite projection map Mn 7→ Mn 7→
M to the i-th copy of M , 1 ≤ i ≤ n and let60 Ea;b (for a < b) denote the
exceptional divisor of Mn 7→Mn associated with the (a, b)-th partial diagonal of
Mn.
The image of the total Chern class ctotal(τΓ) under A·(Y (Γ)) 7→ A·(Mn)
can be expressed as a universal degree rankCτΓ polynomial of the cycle classes
π∗iC ∈ A2n−2(Mn), Ea;b ∈ A2n−2(Mn), for a < b.
Proof: By the locally free representative of τΓ in lemma 17, one may write
ctotal(τΓ) = ctotal(⊕1≤l≤p(R
0π˜∗
(
O∆kl (Ekl−
∑
jkl
Ejkl )
)
⊗Qkl⊗EC)⊕p≥t>l≥1R
0π˜∗
(
OΞ˜kl∩Ξ˜kt
(−
∑
a∈Ikl
maEa)⊗EC
)
)).
It suffices to show that the total Chern class of each of the locally free sheaves
R0π˜∗
(
O∆kl (Ekl−
∑
jkl
Ejkl )
)
⊗Qkl⊗EC andR
0π˜∗
(
OΞ˜kl∩Ξ˜kt
(−
∑
a∈Ikl
maEa)⊗
EC
)
is a polynomial in terms of all the flat pull-back π∗i C and all the Ei;j , i < j.
Firstly recall how the invertible sheaf EC 7→ T (M)×Mn+1, n ∈ N, has been
constructed.
Choose a point tL0 ∈ T (M) which corresponds to a invertible sheaf L0 7→M
with c1(L0) = C. Consider the universal invertible sheaf Luniv 7→ T (M)×M ,
then Luniv ⊗ π∗T (M)×M 7→ML0 defines the invertible sheaf EC over T (M) ×M .
To pull it back to T (M)×Mn+1, we consider the projection T (M)×Mn+1 7→
T (M)×Mn+1 to the trivial product. By composing it with T (M)×Mn+1 7→
T (M)n+1 ×Mn+1 ∼= (T (M)×M)n+1 induced by T (M) ∋ {t} 7→ {t} × {tL0} ×
· · · {tL0} ∈ T (M)
n+1, the pulled-back invertible sheaf is what we denote as EC
throughout this paper. It is easy to see that the construction is independent to
the choices of tL0 ∈ T (M).
Fix the P1 fiber bundle Ξ˜kl 7→ Y (Γekl ) for some 1 ≤ l ≤ p, the relative
divisors ∆kl 7→ Y (Γekl ) and Ξ˜kl ∩ Ξ˜kt = Ekt |Ξ˜kl
are (multiples of) cross sections
of the given P1 fiber bundle Ξ˜kl 7→ Y (Γekl ). For every direct descendent index
jkl of kl in the admissible graph Γ, the exceptional divisor Ejkl determines
60They were denoted as Ea(b) ∈ H2(Mn,Z) at page 402, proposition 3.1 of [Liu1], in the
topological category.
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a cross-section of Ξ˜kl 7→ Y (Γekl ) and the restriction of the invertible sheaf
OΞ˜kl
(Ej), j 6= jkl , to this cross section determined by Ejkl is isomorphic to the
pull-back of OY (Γekl )
(Emin(jkl .j);max(jkl .j)) from the base.
It is easy to see by a simple induction argument that the derived image sheaf
R0π˜∗
(
OmEjkl |Ξ˜kl
)
∼= ⊕0≤i≤m−1(OY (Γekl )
(Ekl;jkl ))
⊗−i for any direct descendent
index jkl of kl. On the other hand, c1(EC |Ejkl∩Ξ˜kl
) = c1(π
∗
kl
L0|Y (Γekl )
) =
π∗klC|Y (Γekl )
. By combining these ingredients, the total Chern class of τΓ can be
determined and must be an M -independent polynomial in terms of the various
π∗iC,Ei;j . etc. ✷
Remark 14 If one pulls back the invertible sheaf from Luniv⊗L0 7→ T (M)×M
by T (M)×Mn+1 7→ (T (M)×M)n+1 which instead factors through the diagonal
embedding T (M) × Mn+1
∆T (M)×id
Mn+1−→ T (M)n+1 × Mn+1, then this invert-
ible sheaf differs from our EC by an invertible sheaf pulled-back from the base
T (M)×Mn. If one adopts this alternative invertible sheaf and calculates its first
Chern class, it will involves not only c1(L0) but also c1(Luniv). On the other
hand, the algebraic family Kuranishi model it determines can be gotten from
(Vcanon,Wcanon,ΦVcanonWcanon) by twisting the invertible sheaf pulled-back from
T (M)×Mn. It is easy to see that the final answer of AFSW
∗
T (M)×Mn+1 7→T (M)×Mn(1, C−
M(E)E) is independent of the twisting on the algebraic family Kuranishi mod-
els. Our choice of EC has the benefit of separating the contribution of c1(Luniv)
to the family invariant through the factor ASW(C) (see remark 15).
Let Γ ∈ ∆(n). Then the type I exceptional classes eki , 1 ≤ i ≤ p, are
effective over Y (Γ) and the type I exceptional classes ej, j 6∈ {k1, k2, k3, · · · , kp}
are −1 classes. Recall from proposition 4 of section 2 that the smooth locus
Y (Γ) is the transversal intersection of Y (Γeki ), 1 ≤ i ≤ p, where Γeki is the
fan-like admissible graph associated with eki (see section 2). Then Y (Γ) =
∩1≤i≤pY (Γeki ) and in AdimCY (Γ)(Mn) we have the equality of cycle classes
[Y (Γ)] = ∩i≤p[Y (Γeki )].
Recall codimCΓ is the number of one-edges in Γ. Each [Y (Γeki )] is an al-
gebraic cycle class of dimension dimCMn +
eki ·eki−c1(KMn+1/Mn )·eki
2 = 2n −
codimCΓeki . To calculate the cycle class explicitly, there are essentially two
equivalent methods. Either we consider the canonical algebraic family Kuran-
ishi model of eki = Eki −
∑
jki
Ejki as was done in section 6.2, lemma 9 of
[Liu5], and Y (Γeki ) is the regular zero locus of the canonical obstruction bun-
dle, so [Y (Γeki )] ∈ A2n−codimCΓeki
(Mn) represents the top Chern class of the
obstruction bundle and can be determined explicitly. Or one may apply the
algebraic family blow up formula to the class eki = Eki −
∑
jki
Ejki , one may
find the top Chern class of the obstruction bundle inductively. By either means
the answer of [Y (Γeki )] is expressible as
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⋂
1≤s≤codimCΓeki
(Eki;jski
−
∑
r≤s−1
Ejr
ki
;js
ki
) ∈ A2n−codimCΓeki
(Mn),
where j1ki < j
2
ki
< j3ki < · · · < j
codimCΓeki
ki
are the direct descendent indexes
of ki.
By combining these calculations together, we find that the mixed fam-
ily invariant AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C − M(E)E −∑
eki ·(C−M(E)E)<0
eki) can be expressed as ASW(C) times the
∫
Mn
of a polyno-
mial expression of the variousEi;j , 1 ≤ i < j ≤ n, ctotal(TMn), ctotal(f∗n−1,kTMk),
and the various π∗iC.
To determine the push-forward of the zero cycle class under A0(Mn) 7→
A0(pt), observe that the morphism factors through A0(Mn) 7→ A0(Mn) 7→
A0(pt) ∼= Z. We notice the following facts:
(i). the projection Mn 7→ Mn can be factorized as
n(n−1)
2 consecutive
codimension-two blowing down maps,
and
(ii). the well known blowup formula of Chern classes(see page 298, section
15.4 of [F]),
and the fact that
(iii). the exceptional divisor of a codimension-two blowing up along a smooth
center has the structure of a P1 fiber bundle, the projectification of the normal
bundle of the blowing up center,
and
(iv). the restriction of the exceptional divisor to itself is equal to the first
Chern class of the tautological line bundle, and its various self-intersections can
be expressed by the Chern classes of the normal bundle (see page 47-51 of [F]
or page 270 of [BT] for a corresponding statement in the cohomology ring).
By combining (i)-(iv)., we reduce the intersection numbers of Ei;j , ctotal(TMn),
ctotal(f
∗
n−1,kTMk), π
∗
i C in A0(Mn) to the intersection numbers of π
∗
i ctotal(TM)
and π∗iC, 1 ≤ i ≤ n in A0(M
n). As the only non-vanishing pairings among
these classes can be expressed as polynomials in terms of π∗iC
2, π∗i C ∩ c1(TM),
π∗i c1(TM)
2 and π∗i c2(TM), 1 ≤ i ≤ n, the integral valued intersection number
is a degree n homogeneous polynomial of C2∩[M ], C∩c1(M)∩M , c1(M)2∩[M ],
c2(M) ∩ [M ]. ✷
Remark 15 When the irregularity q = 0, ASW(C) = 1 because it is the top
intersection pairing of c1(H) on a projective space P(V). When q > 0, the
ASW(C) =
∑
a+2b=q,a,b∈N∪{0}(−1)
a
∫
T (M)
cha1
a! ∩
chb2
b! , ch1 = πT (M)∗(
c1(Luniv)
2
2 ∩
(2C+c1(TM))), ch2 = πT (M)∗
c1(Luniv)
4
4! , depends on the top intersection pairing
on T (M) and was calculated in [LL1], [LL2] in the topological category. Over
here πT (M) :M × T (M) 7→ T (M) denote the Cartesian projection to T (M).
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Remark 16 In the above discussion, the mixed family invariant enumerates all
curves within the family Mn+1×Mn Y (Γ) 7→ Y (Γ) and dual to C−M(E)E. We
do not require the image curve in M to lie within a particular complete linear
system associated with a holomorphic line bundle over M . In case we restrict
the holomorphic structure to a tL ∈ T (M), one may insert the zero cycle class
{tL} into the family invariant. This has the effect of reducing the torus T (M)
to a single point and the modified mixed invariant associated to Y (Γ) is of the
form
AFSW∗Mn+1×MnY (Γ)×{tL}7→Y (Γ)×{tL}(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei)
and the generic modified family invariant is of the form
AFSW∗Mn+1×{tL}7→Mn×{tL}(1, C −M(E)E).
An analogue of proposition 13 holds while we replace ASW(C) by ASW([tL], C) =
1.
5.3 The Combinatorics Involved in the Enumerations
In this subsection, we address the combinatorial issues regarding the linear
ordering |= and the partial ordering≫,❂, involved in the blowing up construc-
tion and the inclusion relation on the various restricted family moduli spaces
MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ), Γ ∈ ∆(n). As will be demonstrated
later, it has significant implications on the enumeration problem.
Let us start by noticing that,
Lemma 21 The localized top Chern class contribution along DΓ,
∑
1≤i≤e
(−1)i−1ce−i(E ⊗Γ′∈IΓ O(−DΓ′)|DΓ)D
i−1
Γ [DΓ]
can be identified with
∑
1≤i≤e
(−1)i−1ce−i(E ⊗Γ′∈IΓ;Y (Γ)∩Y (Γ′) 6=∅ O(−DΓ′)|DΓ)D
i−1
Γ [DΓ].
I.e. in evaluating the localized contribution of the family invariant along DΓ,
one may remove those O(DΓ′) with Y (Γ′) ∩ Y (Γ) = ∅.
Proof: The defining section of O(DΓ′) vanishes exactly on DΓ′ . If Y (Γ′) ∩
Y (Γ) = ∅, DΓ′ is totally disjoint from DΓ in the space X˜ . Thus, the line bundle
O(DΓ′)|DΓ is isomorphic to the trivial bundle C|DΓ . Therefore they can be
removed from the expression involving Chern classes of O(DΓ′)|DΓ . ✷
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Because of lemma 21, in identifying the localized top Chern class contribu-
tion from DΓ we may discard all the Y (Γ
′), Γ′ ∈ IΓ, which do not intersect Y (Γ)
at all. Consider all the Y (Γ′), Γ′ ∈ IΓ, and digest briefly the geometric structure
of MC−M(E)E ×Mn Y (Γ) relative to the various MC−M(E)E ×Mn Y (Γ
′) which
touch it non-trivially.
Proposition 14 Let ei, and e
′
i, 1 ≤ i ≤ n be the type I exceptional classes over
YΓ and YΓ′ , respectively. The restriction of the family moduli space MC−M(E)E
to Y (Γ), MC−M(E)E×Mn Y (Γ) = Z(scanon)×Mn Y (Γ), can be identified as the
scheme theoretical union of the images of the primary componentMC−M(E)E−
∑
ei;ei·(C−M(E)E)<0
ei
×Mn
Y (Γ) and of the union of secondary components,
∪Γ′∈IΓMC−M(E)E−
∑
ej ;e
′
j
·(C−M(E)E)<0
e′
j
×Mn (Y (Γ) ∩ Y (Γ
′))
under the natural inclusionsMC−M(E)E−
∑
ei;ei·(C−M(E)E)<0
ei
⊂MC−M(E)E
and MC−M(E)E−
∑
e′
i
;e′
i
·(C−M(E)E)<0
e′i
⊂MC−M(E)E, respectively.
Proof of proposition 14: Firstly we identify them on the set theoretical level.
Let z ∈ MC−M(E)E ×Mn Y (Γ). The point z represents an algebraic curve
dual to C −M(E)E above a point in Y (Γ). Suppose that z is in the subspace
MC−M(E)E×Mn SΓ, then z is above a point b ∈ SΓ and ECb(C−M(E)E;Q) =
CΓ. Then ei with ei · (C −M(E)E) < 0 are exactly the generators of CΓ. This
implies that the effective curve dual to C −M(E)E represented by z must
contain irreducible components dual to each of the ei ∈ CΓ. Thus, z is in the
image of MC−M(E)E−
∑
ei;ei·(C−M(E)E)<0
ei
⊂MC−M(E)E.
If z ∈ MC−M(E)E ×Mn (Y (Γ)− SΓ), then z is above a point
61 b ∈ Y (Γ)−
SΓ ⊂ ∪Γ′∈∆(n);Γ′≺ΓSΓ′ . In particular, b ∈ YΓ′ for some Γ
′ ∈ ∆(n). Let e′i with
e′i · (C −M(E)E) < 0 be the type I exceptional classes over YΓ′ which generate
the simplicial cone CΓ′ . Then a similar argument applies as well and z is in the
image of MC−M(E)E−
∑
e′
i
;e′
i
·(C−M(E)E)<0
e′
i
⊂MC−M(E)E.
To identify them on the scheme theoretical level, simply realize that the
difference of Z(scanon) ×Mn Y (Γ) from Z(s
◦
canon) ×Mn Y (Γ) can be analyzed
by the various analogues of s◦canon and W
◦
canon, involving
∑
e′
i
·(C−M(E)E)<0 e
′
i
over YΓ′ , Y (Γ
′) ∩ Y (Γ) 6= ∅. By induction, we may get the equality on the
sub-schemes of X . ✷
Remark 17 In the special case when (Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ′,
∑
e′
j
·(C−M(E)E)<0 e
′
j)
(consult definition 11 for its definition), we have Y (Γ′) ⊂ Y (Γ) andMC−M(E)E−
∑
e′
j
·(C−M(E)E)<0
e′
j
×Mn
Y (Γ′) is naturally embedded into MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ) as
a sub-scheme62. Thus we may ignore such MC−M(E)E−
∑
e′
j
·(C−M(E)E)<0
e′
j
×Mn
61The subset is a consequence of lemma 13 and lemma 14.
62And therefore into MC−M(E)E ×Mn Y (Γ) automatically.
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Y (Γ′) in the above union.
♦ Heuristically we may interpret the blowing ups of (the strict transform
of)MC−M(E)E×Mn Y (Γ
′) into DΓ′ and factorizing scanon by DΓ′ as a mean of
removing the contribution of the top Chern class of π∗XWcanon⊗H from the im-
age scheme ofMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ) insideMC−M(E)E×Mn
Y (Γ). This explains why the localized contribution is expected to be related to
some sort of mixed family invariant attached to MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
over Y (Γ), as had been demonstrated in theorem 4 of [Liu5].
It is vital to reflect and ask the following question,
♦Question: How to enumerate/identify the exact localized contribution of top
Chern class along DΓ? Do we expect the answer to be expressible as a mixed
invariant or do we expect to get additional “correction terms”?
If there are additional correction terms, we have to understand where do
these terms come from!
In fact when we blow up the various DΓ′ , Γ
′ ∈ ∆(n), Γ |= Γ′, we have
also blown up along the image of MC−M(E)E−
∑
e′
j
·(C−M(E)E)<0
e′
j
×Mn Y (Γ
′) in
MC−M(E)E ×Mn Y (Γ) , with Γ≫ Γ
′ as well.
This suggests that we have also removed “accidentally” some additional
contributions of the family invariant fromMC−M(E)E−
∑
ei·M(E)E<0
ei
×Mn Y (Γ)
as well63. Therefore, we should expect to identify the localized contribution with
a “modified” object instead of a normal mixed family invariant of C−M(E)E−∑
ei·M(E)E<0
ei over Y (Γ).
This explains why in the definitions of the modified invariants, there are
“correction terms” from Γ′ ≪ Γ besides the dominated leading term. While
these correction terms appear naturally in our current setting of the blowing
up construction and the residual intersection theory, it is also needed to avoid
the troublesome problem of over-subtracting (see the beginning of section 6.5
of [Liu5] for an explanation).
The complete answer to the above question will be given in section 6 where
we identify the localized algebraic family invariant contribution along DΓ with
AFSW∗ inductively. Before we present the proof, some additional knowledge
about the geometric/combinatorial structure of MC−M(E)E is essential.
Consider the partial ordering ❂,
Definition 15 Let Γ,Γ′ ∈ ∆(n). The pair (Γ,
∑
ei·(C−M(E)E)<0
ei) is greater
than (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) under ❂ if
(i). Y (Γ) ∩ Y (Γ′) 6= ∅.
(ii). The combination of type I classes
∑
ei·(C−M(E)E)<0
ei−
∑
e′
i
·(C−M(E)E)<0 e
′
i
is semi-effective over Y (Γ) ∩ Y (Γ′). I.e. the combination is either identically
zero or is represented by effective curves over Y (Γ) ∩ Y (Γ′).
63by the observation in remark 17.
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a pair of admissible graphs in adm(6) related by the ❂ partial ordering.
Geometrically the partial ordering❂ signalizes that some of the type I curves
dual to ei, ei · (C −M(E)E) < 0, break into more than one component over
Y (Γ)∩Y (Γ′) and these e′j, e
′
j ·(C−M(E)E) < 0 are dual to certain components
among them. When Γ ❂ Γ′, the semi-effectiveness of
∑
ei·(C−M(E)E)<0
ei −∑
e′
i
·(C−M(E)E)<0 e
′
i over Y (Γ)∩Y (Γ
′) implies thatMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn
Y (Γ) ∩ Y (Γ′) is embedded into MC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
×Mn Y (Γ) ∩
Y (Γ′). In other words, the image of MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ)
in MC−M(E)E ×Mn Y (Γ) does not capture MC−M(E)E above Y (Γ) ∩ Y (Γ
′)
accurately and the two loci Z(s◦canon) = MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
and
Z(scanon) =MC−M(E)E may differ over Y (Γ) ∩ Y (Γ
′).
Refer to fig.6 for an example64.
Remark 18 These two partial orderings ≫ and ❂ are exclusive in the fol-
lowing sense that if (Γ,
∑
ei·(C−M(E)E)<0
ei) ≫ (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i), then
the expression
∑
ei·(C−M(E)E)<0
ei −
∑
e′i·(C−M(E)E)<0
e′i is anti-effective over
Y (Γ) ∩ Y (Γ′) = Y (Γ′). Thus, the (Γ,
∑
ei·(C−M(E)E)<0
ei) cannot be greater
than (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) under ❂.
Consider the following setting among three admissible graphs. Fix a Γ ∈
∆(n) and let Γ1 ∈ IΓ satisfy Y (Γ) ∩ Y (Γ1) 6= ∅. Let Γ2 ∈ adm(n) with Γ2 < Γ,
Γ2 ≤ Γ1, be an admissible graph. This implies that YΓ2 ⊂ Y (Γ) ∩ Y (Γ1).
In the following proposition we discuss the few possibilities which can occur,
Proposition 15 Suppose that Γ2 6∈ ∆(n), then YΓ2 ∈ SΓ′ for some Γ
′ ∈ ∆(n).
If Γ2 ∈ ∆(n), take Γ′ = Γ2 itself.
As usual, let e′i, 1 ≤ i ≤ n, denote the type I exceptional classes over YΓ′ .
Then either
64To simplify the notations, the
∑
ei·(C−M(E)E)<0
ei parts have been skipped.
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a pair of admissible graphs in adm(7) related by the ≻ partial ordering.
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following fig.7 above, the inserted admissible graph ∈ adm(7) in the middle
is ❁ than the admissible graph on the left hand side, but ≫ than the admissible graph
on the right hand side. this situation corresponds to proposition 15 case (b).
(a). (Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i).
or (b). ∃ an intermediate Γ′′ ∈ ∆(n), Γ′′ 6= Γ, such that (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂
(Γ′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ) and (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i )≫ (Γ
′,
∑
ei·(C−M(E)E)<0
e′i).
Suppose that Γ′ is as described in the statement of the proposition, then
Y (Γ) ∩ SΓ′ 6= ∅. It implies that Γ ≻ Γ
′ and then Γ′ ∈ IΓ.
The figure 7, 8 illustrate how proposition 15 holds in a special case.
Proof of proposition 15: If Γ2 ∈ ∆(n), take Γ′ = Γ2. If Γ2 6∈ ∆(n), by proposi-
tion 11 and lemma 13, YΓ2 ⊂ SΓ′ for some Γ
′ ∈ ∆(n). We know that Γ′ cannot
be Γ itself. Otherwise it implies immediately that CΓ ⊃ CΓ1 because now we
have YΓ2 ⊂ SΓ′ = SΓ (where the exceptional cone is equal to CΓ) and because
YΓ2 ⊂ Y (Γ1). But this implies that Γ1 ≻ Γ and then such a Γ1 can NOT be in
IΓ. A contradiction to our assumption!
Therefore one may replace Γ2 by some Γ
′ ∈ ∆(n). In any case we still have
Y (Γ′) ∩ Y (Γ) ⊃ Y (Γ2) ∩ Y (Γ) 6= ∅.
Consider the cone CΓ′ . Because YΓ2 ⊂ SΓ′ , the extremal generators
65 of CΓ′
65I.e. primitive generators of one-edges (extremal rays) at the boundary of the cone.
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are exactly the type I exceptional classes over YΓ2 which pair negatively with
C −M(E)E. On the other hand, YΓ2 ⊂ Y (Γ) (therefore SΓ′ ∩ Y (Γ) 6= ∅ and
this implies that CΓ ⊂ CΓ′ .
We separate our discussion into a few cases.
(A). Suppose that all the extremal generators (among the type I exceptional
classes) of the simplicial cone CΓ remain to be the extremal generators of the
simplicial cone CΓ′ : As we know CΓ 6= CΓ′ , there must be additional extremal
generators of CΓ′ away from the boundary of CΓ. Then Y (Γ) is the locus of
co-existence of the type I classes ei, ei · (C −M(E)E) < 0. Then Y (Γ′) is char-
acterized (by proposition 4) as the co-existence loci of all ei, ei·(C−M(E)E) < 0
and some other type I exceptional classes. So we know Y (Γ′) ⊂ Y (Γ) and we
have,
(Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ
′,
∑
e′
i
·(C−M(E)E)<0
e′i).
(B). Suppose that at least one of the extremal generators (among the type I
exceptional classes) fails to be an extremal generator of CΓ′ . Then the curve it
represents must break into more than one irreducible component above Y (Γ2).
Define an index set P ⊂ {1, 2, · · · , n} to consist of all the subscripts i of ei such
that the extremal generator ei of the cone CΓ fails to be an extremal generator
of CΓ′ .
By proposition 4 of [Liu4], each ei, i ∈ P , can be expressed uniquely as an
effective integral combination of the extremal generators of the simplicial cone
CΓ′ . Let the index set P ′′ ⊂ {1, 2, · · · , n} consists of all the subscripts j so that
e′j involve in the integral effective combination of at least one ei, i ∈ P . Then
we may write ei =
∑
j∈P ′′ ci,je
′
j , with cj ≥ 0. We know that
∑
i∈P ci,j ≥ 1 for
all j ∈ P ′′.
Then the collection of type I classes e′i, i ∈ P
′′, generate a simplicial sub-
cone C of CΓ′ . Because e′i · e
′
j ≥ 0 for i 6= j in P
′′, by proposition 3 of section
2, ∃ an admissible graph Γ′′ such that e′′i = e
′
i for i ∈ P
′′ and e′′i are −1 classes
for i 6∈ P ′′. The co-existence locus of e′i, i ∈ P
′′ characterizes the closure of
the admissible stratum Y (Γ′′) with CΓ′′ = C and since (by definition) e′′j =
e′j, j ∈ P
′′, they are exactly the type I exceptional classes above YΓ′′ which pair
negatively with C −M(E)E.
Apparently by the construction of Γ′′ we have66,
(Γ′′,
∑
e′′i ·(C−M(E)E)<0
e′′i )≫ (Γ
′,
∑
e′i·(C−M(E)E)<0
e′i).
We may rewrite
∑
ei·(C−M(E)E)<0
ei −
∑
e′′
j
·(C−M(E)E)<0 e
′′
j as
∑
ei·(C−M(E)E)<0;i6∈P
ei+
∑
i∈P
ei−
∑
j∈P ′′
e′′j =
∑
ei·(C−M(E)E)<0;i6∈P
ei+
∑
i∈P
∑
j∈P ′′
ci,je
′′
j−
∑
j∈P ′′
e′′j
66Because non −1 classes e′′i are selected from e
′
j .
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=
∑
ei·(C−M(E)E)<0;i6∈P
ei + {
∑
j∈P ′′
(
(
∑
i∈P
ci,j)− 1
)
e′′j }.
The first sum in the final expression is semi-effective over Y (Γ) because it
is a semi-effective combinations of some ei, i 6∈ P which are effective over Y (Γ).
On the other hand, the second sum in the final expression is semi-effective over
Y (Γ′′) because (i). Each e′′j , j ∈ P
′′ is effective over Y (Γ′′) and P ′′ is defined to
be the index set containing all the j such that e′′j = e
′
j are used in expressing
ei, i ∈ P .
So for any fixed j ∈ P ′′, the sum
∑
i∈P ci,j ≥ 1 and therefore (
∑
i∈P ci,j)−
1 ≥ 0. So the sum of these two expressions is still semi-effective over the
intersection Y (Γ) ∩ Y (Γ′′). So the existence of such an intermediate Γ′′ has
been proved. ✷
As a consequence of proposition 15, the image of the moduli spaceMC−
∑
e′
i
·(C−M(E)E)<0
e′
i
×Mn
Y (Γ′) into MC−M(E)E ×Mn Y (Γ) is either contained directly in the image of
MC−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ) inMC−M(E)E×Mn Y (Γ) itself or is contained
in the image of some intermediate MC−M(E)E−
∑
e′′
i
·(C−M(E)E)<0
e′′
i
×Mn Y (Γ
′′).
This gives an additional hierarchical structure among the variousMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
.
When we attempt to identify the localized algebraic family invariant contri-
bution to DΓ, the above observation motivates us to reduce the list of blowing
ups preceding Γ, IΓ, by the following recipe:
Definition 16 Define the subset I¯Γ ⊂ IΓ by removing all those Γ′ ∈ IΓ such
that (i). SΓ′ ∩ Y (Γ) = ∅ or (ii). ∃Γ′′ ∈ IΓ with (Γ′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ) ≫
(Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i).
The reduced index set I¯Γ collects all the Γ
′ ∈ IΓ which satisfy either (Γ,
∑
ei·(C−M(E)E)<0
ei)≫
(Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) or (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′,
∑
e′
i
·(C−M(E)E)<0 e
′
i).
The set I¯Γ inherits a linear ordering from IΓ, still denoted by |=.
For all Γ ∈ ∆(n), we can define the corresponding I¯Γ by the recipe of defi-
nition 16. The next lemma characterizes the relationship between the index set
I¯Γ and I¯Γ when Γ≪ Γ.
Lemma 22 Let Γ ∈ ∆(n) and let Γ ∈ I¯Γ satisfies (Γ,
∑
ei·(C−M(E)E)<0
ei) ≫
(Γ,
∑
ei·(C−M(E)E)<0
ei). Then the reduced index set I¯Γ of Γ is the set of ele-
ments Γ′ in I¯Γ satisfying,
(i). Y (Γ) ∩ SΓ′ 6= ∅,
(ii). Γ′ is smaller than Γ under the linear ordering 67 |= in I¯Γ.
67Consult page 53 for its definition.
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Proof: It is apparent that when Y (Γ) ⊂ Y (Γ), the condition Y (Γ) ∩ SΓ′ 6= ∅
(the direct consequence of Γ′ ∈ I¯Γ) implies Y (Γ) ∩ SΓ′ 6= ∅. On the other hand
Γ ≪ Γ and Γ′′ ❁ Γ imply (see the next footnote below on page 72) Γ ❂ Γ′′.
Thus to show that the condition (ii) is satisfied it suffices to show that for all
Γ′ ∈ IΓ − I¯Γ, either it is due to
(1). Γ′ is larger than or equal to Γ under the linear ordering |=, or
(2). Y (Γ) ∩ SΓ′ = ∅, or
(3). Γ′ ∈ IΓ − I¯Γ.
Suppose that Γ′ ∈ IΓ− I¯Γ, but the conditions (1). and (2). do not hold. We
plan to show that (3). has to hold. Because of the violating of (1). an (2)., Γ′
is smaller than Γ under the linear ordering |= and Y (Γ) ∩ SΓ′ 6= ∅.
Then by the definition of I¯Γ, the assumption that Γ
′ is not in I¯Γ and by
proposition 15 ( notice that Γ′ satisfies the assumption of this proposition),
there must exist some intermediate Γ′′ ∈ IΓ ⊂ ∆(n) such that
(Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0
e′′i )≫ (Γ
′,
∑
e′
i
·(C−M(E)E)<0
e′i).
The condition (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ) is equiv-
alent to the semi-effectiveness of
∑
ei·(C−M(E)E)<0
ei−
∑
e′′
i
·(C−M(E)E)<0 e
′′
i over
Y (Γ′′) ∩ Y (Γ) 6= ∅.
By our assumption on Γ in the statement of this lemma, (Γ,
∑
ei·(C−M(E)E)<0
ei)≫
(Γ,
∑
ei·(C−M(E)E)<0
ei). This implies that for all the type I exceptional classes
above YΓ satisfying ei ·(C−M(E)E) < 0, ei = ei is the corresponding type I ex-
ceptional class over YΓ and there are some additional es with es ·(C−M(E)E) <
0 other than those ei, ei · (C −M(E)E) < 0.
This implies that the class
∑
ej ·(C−M(E)E)<0
ej−
∑
ei·(C−M(E)E)<0
ei has to
be effective over Y (Γ) = Y (Γ), which is a subset of Y (Γ).
Thus,
{
∑
ej ·(C−M(E)E)<0
ej−
∑
ei·(C−M(E)E)<0
ei}+{
∑
ei·(C−M(E)E)<0
ei−
∑
e′′
i
·(C−M(E)E)<0
e′′i } =
∑
ej ·(C−M(E)E)<0
ej−
∑
e′′
i
·(C−M(E)E)<0
e′′i
is effective over the intersection of Y (Γ′′)∩ Y (Γ) and Y (Γ), Y (Γ′′)∩ Y (Γ) ∩
Y (Γ) = Y (Γ′′) ∩ Y (Γ). In particular, the final expression is semi-effective over
68 Y (Γ′′) ∩ Y (Γ) (since Y (Γ) ⊂ Y (Γ).
This implies that
(Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0
e′′i )≫ (Γ
′,
∑
ei·(C−M(E)E)<0
ei)
as well (the ≫ inequality within the formula is already known).
68The argument essentially shows that Γ≫ Γ, and Γ ❂ Γ′′ imply Γ ❂ Γ′′.
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So the element Γ′ must be removed from IΓ in forming I¯Γ and is not in I¯Γ,
either. ✷
Fixing a Γ′′ such that (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ),
the reduction from IΓ to I¯Γ enables us to group the family moduli spaces above
Y (Γ′),MC−M(E)E×MnY (Γ
′), of all the Γ′, satisfying (Γ′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i )≫
(Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) together as sub-moduli spaces of MC−M(E)E ×Mn
Y (Γ′′). Instead of blowing up all these MC−M(E)E ×Mn Y (Γ
′) individually,
we blow up the whole MC−M(E)E ×Mn Y (Γ
′′) at once 69.
For all Γ′ ∈ I¯Γ, it satisfies either (Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i),
or (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′,
∑
e′
i
·(C−M(E)E)<0 e
′
i). For the enumeration
purpose, we would like to rearrange the blowing up orderings (by |=) such that
those Γ′, with (Γ,
∑
ei·(C−M(E)E)<0
ei) ≫ (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) are blown
up later than those related to Γ by ❂.
To achieve this goal, introduce a new linear ordering among I¯Γ, denoted by
⊢,
Definition 17 Let Γ1 ∈ I¯Γ. Define the “accumulation” AΓ1 = {Γ1} if Γ1 ≪
Γ. Define AΓ1 = {Γ
′|Γ′ ≪ Γ1,Γ′ ∈ IΓ} if Γ1 ❁ Γ. For all Γ1 ∈ I¯Γ, each
accumulation AΓ1 has a unique smallest element under |=.
Define a new linear ordering ⊢ on I¯Γ by the following recipe:
(i). Suppose that both Γ1 and Γ2 are simultaneously ❁ Γ or ≪ Γ, define Γ1
is greater than Γ2 under ⊢ if the smallest element within the accumulation AΓ1
under |= is larger than (under |=) the smallest element of AΓ2 .
(ii). Suppose that Γ1 ≪ Γ but Γ2 ❁ Γ, define Γ1 is larger than Γ2 under ⊢,
i.e. Γ1 ⊢ Γ2.
The heuristic motivation for such a new linear ordering is that the precedence
among the sequence of blowing ups should be determined by the corresponding
precedence of the smallest graph under |= in the set AΓ1 .
In the new linear ordering ⊢, those Γ′ with Γ′ ≪ Γ accumulate at the larger
end of I¯Γ.
Definition 18 Define I¯≫Γ ⊂ I¯Γ to be the set of all elements Γ
′ in I¯Γ such that
the following condition (Γ,
∑
ei·(C−M(E)E)<0
ei)≫ (Γ′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) holds.
Then definition 17 implies that an arbitrary element in I¯≫Γ is greater than
(under the newly defined ⊢) an arbitrary element in I¯Γ − I¯
≫
Γ .
The revised linear ordering ⊢ will play an essential role in the enumeration
of the algebraic family Seiberg-Witten invariants in the next section.
69In section 6.1, proposition 16 implies that the re-grouping of the restricted family moduli
spaces like this does not affect the localized contribution of the family invariant along DΓ,
thanks to the birational invariance of Segre classes of normal cones.
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6 The Inductive Proof and the Identification with
the Modified Family Invariants
The goal of this section is to finish up the proof of the main theorem by identi-
fying the localized contribution of the original algebraic family Seiberg-Witten
invariant of C −M(E)E over DΓ with the modified algebraic family Seiberg-
Witten invariant defined in subsection 5.2.
In subsection 5.3, we have introduced the reduced index sets I¯Γ (see definition
16), its subset I¯≫Γ (see definition 18) and the new linear ordering ⊢ (see definition
17). We may modify the original blowing up sequence by blowing ups the (strict
transforms) of all theMC−M(E)E×Mn×Y (Γ
′) ⊂ P(Vcanon) for Γ′ ∈ I¯Γ instead
of IΓ, starting from the smallest element under |= or ⊢ and along the reversed
|= or ⊢ orderings.
In section 6.1, we prove the independence of the localized top Chern class
contribution along DΓ to the detailed history of the blowing ups performed
ahead of Γ under the reversed ordering of |= or ⊢.
In section 6.2, we present the key argument to identify the integral of the
cap product of top power of c1(H) with the localized contribution of top Chern
class along DΓ with the modified algebraic family Seiberg-Witten invariants.
Then in section 6.3 we finish the proof of the main theorem in the paper by
combining the discussion in section 3, 4, 5 and the current section.
In section 6.4, we show with the help of Go¨ttsche’s argument thatAFSW∗Mδ+1×{tL}7→Mδ×{tL}(1, C−
2
∑
Ei) can be realized as a counting of discrete number of nodal curves in a
generic δ-dimensional linear sub-system of a 5δ − 1 very ample line bundle
L 7→M .
6.1 The Independence of the Localized Top Chern Class
Contribution to the Orderings of the Blowing Ups
It makes sense to ask the following question:
Question: For a fixed Γ ∈ ∆(n)−{γn}, is the localized top Chern class contri-
bution over DΓ independent
70 to the “history” of the sequences of blowing ups
we had performed on X before the one associated with Γ? Different choices of
earlier blowing ups leads to mutually birational divisor DΓ. Thus it becomes a
non-trivial question to ask. More precisely suppose that we blow up the scheme
X = P(Vcanon) along the strict transformations of MC−M(E)E ×Mn Y (Γ
′) fol-
lowing the reversed ordering (IΓ, |=), (I¯Γ, |=) or (I¯Γ,⊢), do we get “identical”
localized top Chern class contributions upon the resulting exceptional divisor
over MC−M(E)E ×Mn Y (Γ) in the three different cases?
The answer to this question is affirmative as will be shown in the proof of
the following proposition.
70By ’independence’, we do not mean for arbitrary blowing ups. See below for more details.
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Before we state our result, let us introduce some notations.
Denote the consecutively blown ups of X = P(Vcanon) along the strict
transformations of MC−M(E)E ×Mn Y (Γ
′), Γ′ ∈ IΓ following the reversed or-
dering of |= by XΓ. The πXΓ : XΓ 7→ Mn × T (M) is the projection map to
Mn × T (M). Some repeated applications of the residual intersection formula
of top Chern classes, proposition 8, results in the residual obstruction vector
bundle π∗XΓWcanon ⊗H⊗Γ′∈IΓ O(−DΓ′).
Likewise we denote the consecutively blown ups of X along the strict trans-
formations of Z(scanon)×Mn Y (Γ
′) =MC−M(E)E ×Mn Y (Γ
′), Γ′ ∈ I¯Γ with the
reversed ordering of |= (or ⊢) by X¯Γ with the projection map πX¯Γ : X¯Γ 7→Mn×
T (M) (or XˆΓ with the projection map πXˆΓ : XˆΓ 7→ Mn × T (M)). We denote
the corresponding exceptional divisors by D¯Γ′ (or DˆΓ′), Γ
′ ∈ I¯Γ and the corre-
sponding residual obstruction vector bundle is π∗
X¯Γ
Wcanon⊗H⊗Γ′∈I¯ΓO(−D¯Γ′)
(or π∗
XˆΓ
Wcanon ⊗H⊗Γ′∈I¯Γ O(−DˆΓ′)), respectively.
By blowing up the strict transform of MC−M(E)E ×Mn Y (Γ) in XΓ, X¯Γ
or XˆΓ, denote the blown up schemes by X˜Γ,
˜¯XΓ and
˜ˆ
XΓ, respectively. We
denote the blown up exceptional divisors from the strict transformations of
MC−M(E)E ×Mn Y (Γ) = Z(scanon)×Mn Y (Γ) in XΓ, X¯Γ, XˆΓ by DΓ, D¯Γ, DˆΓ,
respectively.
By applying lemma 11, we get the corresponding localized contributions of
the top Chern classes for π∗XΓWcanon⊗H⊗Γ′∈IΓ O(−DΓ′), or for π
∗
X¯Γ
Wcanon⊗
H⊗Γ′∈I¯Γ O(−D¯Γ′) or for π
∗
XˆΓ
Wcanon ⊗H ⊗Γ′∈I¯Γ O(−DˆΓ′) along DΓ, D¯Γ and
DˆΓ, respectively.
These three spaces XΓ, X¯Γ, XˆΓ are all birational and all of them map onto X
through the blowing down projection maps. The following proposition asserts
that the images of the localized contributions of top Chern classes along DΓ,
D¯Γ and DˆΓ in A·(X) are all equal and provide an explanation.
Proposition 16 The images in AdimCX−rankCWcanon(X) of the localized con-
tribution of the top Chern class for π∗XWcanon ⊗ H ⊗Γ′∈IΓ O(−DΓ′) over the
strict transformation 71 of MC−M(E)E ×Mn Y (Γ) in XΓ, the localized contri-
bution of top Chern class for π∗
X¯Γ
Wcanon ⊗H ⊗Γ′∈I¯Γ O(−D¯Γ′) over the strict
transform of MC−M(E)E×Mn Y (Γ) in X¯Γ, and the localized contribution of top
Chern class for π∗
XˆΓ
Wcanon ⊗ H ⊗Γ′∈I¯Γ O(−DˆΓ′) over the strict transform of
MC−M(E)E ×Mn Y (Γ) in XˆΓ are all equal to each other.
Proof: The key issue is to understand why the re-grouping of elements related
by ≫ and the changing of the orderings from |= to ⊢ do not affect the image
cycle class of the above localized contributions of top Chern classes.
By using the residual intersection formula of the top Chern class, i.e. propo-
sition 8, it implies that the images in A·(X) of the three localized contributions
71Along the blown up divisor DΓ ⊂ X˜Γ above the strict transformation ofMC−M(E)E×Mn
Y (Γ) in XΓ.
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of the top Chern classes along DΓ, D¯Γ, and DˆΓ can be identified with the
push-forwards into A·(X) of
crankCWcanon(π
∗
X˜Γ
Wcanon⊗H⊗Γ′∈IΓO(−DΓ′))−crankCWcanon(π
∗
X˜Γ
Wcanon⊗H(−DΓ)⊗Γ′∈IΓO(−DΓ′)),
crankCWcanon(π
∗
˜¯XΓ
Wcanon⊗H⊗Γ′∈I¯ΓO(−D¯Γ′))−crankCWcanon(π
∗
˜¯XΓ
Wcanon⊗H(−D¯Γ)⊗Γ′∈I¯ΓO(−D¯Γ′)),
and
crankCWcanon(π
∗
˜ˆ
XΓ
Wcanon⊗H⊗Γ′∈I¯ΓO(−DˆΓ′))−crankCWcanon(π
∗
˜ˆ
XΓ
Wcanon⊗H(−DˆΓ)⊗Γ′∈I¯ΓO(−DˆΓ′)),
respectively.
On the other hand, because DΓ, D¯Γ and DˆΓ map into X ×Mn Y (Γ) under
the projections, so the images of the localized top Chern classes in A·(X) factor
through the map iΓ∗ : A·(X ×Mn Y (Γ)) 7→ A·(X).
On the other hand, j : X−X×MnY (Γ) ⊂ X is open in X and by proposition
1.8. on page 21 of [F] we have the following exact sequence,
A·(X ×Mn Y (Γ))
iΓ∗−→ A·(X)
j∗
−→ A·(X −X ×Mn Y (Γ)) 7→ 0.
For any cycle β in X − X ×Mn Y (Γ), its Zariski closure β¯ in X defines a
cycle in X . This extension of cycles defines the right inverse of j∗. Thus for
each α ∈ A·(X), there exists a unique 72 cycle class α|X×MnY (Γ) ∈ Im(iΓ∗) such
that α − α|X×MnY (Γ) = j
∗α. From now on we refer to α|X×MnY (Γ) informally
as the component of α inside the subspace X ×Mn Y (Γ).
Because the A·(X) images of the three intersection pairings are in Im(iΓ∗),
it suffices to consider the push-forwards of the three top Chern classes in the
first group, ctop(π
∗
X˜Γ
Wcanon⊗H⊗Γ′∈IΓO(−DΓ′)), ctop(π
∗
˜¯XΓ
Wcanon⊗H⊗Γ′∈I¯Γ
O(−D¯Γ′)), and ctop(π∗˜ˆ
XΓ
Wcanon⊗H⊗Γ′∈I¯Γ O(−DˆΓ′)), and identify their com-
ponents 73 inside X ×Mn Y (Γ). Then consider the push-forwards of the second
group of three top Chern classes, ctop(π
∗
X˜Γ
Wcanon⊗H(−DΓ)⊗Γ′∈IΓ O(−DΓ′)),
ctop(π
∗
˜¯XΓ
Wcanon⊗H(−D¯Γ)⊗Γ′∈I¯ΓO(−D¯Γ′)), and ctop(π
∗
˜ˆ
XΓ
Wcanon⊗H(−DˆΓ)⊗Γ′∈I¯Γ
O(−DˆΓ′)) in A·(X×MnY (Γ), and identify their components inside X×MnY (Γ).
♦ Case I: We identify the A·(X ×Mn Y (Γ))-components of the push-forwards
of the top Chern classes within the first group. The identification of the second
group is similar, and will be handled in Case II below. Introduce three divisors
74 D1 = (∪Γ′∈IΓDΓ′) ⊂ X1 = XΓ, D2 = (∪Γ′∈I¯ΓD¯Γ′) ⊂ X2 = X¯Γ and D3 =
72As iΓ∗ may not be injective, the uniqueness of the class inA·(X×Mn Y (Γ)) is not ensured.
Nevertheless its image in A·(X) is.
73Over here we do not intend to claim that the push-forwards of these top Chern classes
are all equal in A·(X). In fact their j∗-restrictions in A·(X −X×Mn Y (Γ)) may be different.
The object we really care about is the differences of the push-forwards of top Chern classes
and the cycle classes extended from A·(X −X ×Mn Y (Γ) have to cancel out completely.
74We introduce the new notations Xa, Da to avoid writing parallel formulae repeatedly!
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(∪Γ′∈I¯ΓDˆΓ′) ⊂ X3 = XˆΓ. The restriction of the vectors bundles involved in
the first group are pull-back from X1, X2, and X3, respectively. We define
πXa : Xa 7→Mn×T (M). The yet-to-be-identified classes are ctop(π
∗
Xi
Wcanon⊗
H⊗O(−Da)) for a = 1, 2, 3. By applying the residual intersection formula, i.e.
proposition 8, to the D1, D2 and D3, these top Chern classes can be re-written
as
ctop(π
∗
XaWcanon⊗H)∩[Xa]−
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
XaWcanon⊗H)(Da)
i−1[Da],
for a = 1, 2, 3.
The image of the first term intoA·(X) is apparently independent of a and has
a unique component in X×Mn Y (Γ). So it suffices to show that the components
in A·(X ×Mn Y (Γ)) of the push-forwards of the second terms involving Da are
a-independent.
Firstly recall that whenDa is a divisor, the total Chern class ctotal(O(Da)) =
1+Da and the total Segre class stotal(O(Da)) = 1+
∑
j≥1(−1)
jDja is the total
Segre class of the normal cone stotal(Da, Xa). So for a = 1, 2, 3, the push-
forwards of the second terms can be re-expressed as the push-forward of
ηa = {ctotal(
(
π∗XaWcanon ⊗H
)
|Da) ∩ stotal(Da, Xa)}dimCX−rankCWcanon
into A·(X).
Define ha : Xa 7→ X to be the blowing down projection maps for a = 1, 2, 3.
Now recall the following proposition 4.2.(a) on page 74 of [F].
Proposition 17 (Fulton) Let f : Y ′ 7→ Y be a morphism of pure-dimensional
scheme, Z ⊂ Y a closed sub-scheme, Z ′ = f−1(Z) the inverse image, g′ : Z ′ 7→
Z the induced morphism.
Suppose that f is proper, Y irreducible and f maps each irreducible compo-
nent of Y ′ onto Y , then
g∗(s(Z
′, Y ′)) = deg(Y ′/Y ) · s(Z, Y ).
In our context, the blowing downmap ha : Xa 7→ X is proper, and deg(Xa/X) =
1 (because they are birational). The sub-scheme Z = ha(Da)×MnY (Γ). Because
ha are composite blowing down maps, Da×Mn Y (Γ) = h
−1
a (ha(Da)×Mn Y (Γ)).
Both of Xa and X are irreducible and ha maps Xa onto X .
By applying proposition 17, for all 1 ≤ a ≤ 3 the push-forward-images of
the above classes ηa in A·(ha(Da)) are equal to
{ctotal(
(
π∗XWcanon ⊗H
)
|ha(Da)) ∩ s(ha(Da), X)}dimCX−rankCWcanon .
Then the fact that the Im(iΓ∗) components of their push-forwards into
A·(X) are equal follows from the following observation,
77
Lemma 23 Let ha : Xa 7→ X and Da, 1 ≤ a ≤ 3 be as described above. Let the
family moduli space of C −M(E)E, MC−M(E)E ⊂ X, denote the sub-scheme
defined by the canonical section scanon of π
∗
XWcanon⊗H. Then for a = 1, 2, 3,
the sub-schemes ha(Da)∩
(
X ×Mn Y (Γ)
)
= ha(Da)×Mn Y (Γ) ⊂ X all coincide
and are all equal to the finite union ∪Γ′∈IΓMC−M(E)E ×Mn
(
Y (Γ′) ∩ Y (Γ)
)
.
Proof: It is easy to see that the change of the linear ordering from |= to ⊢
in I¯Γ does not affect the total locus which is blown up. Thus we know that
h2(D2) = h3(D3) = ∪Γ′∈I¯ΓMC−M(E)E ×Mn Y (Γ
′). So their intersections with
X ×Mn Y (Γ) are equal.
On the other hand, to argue that h1(D1)×Mn Y (Γ) = h2(D2)×Mn Y (Γ) =
∪Γ′∈I¯ΓMC−M(E)E ×Mn
(
Y (Γ′) ∩ Y (Γ)
)
, it suffices to show that for all Γ′ ∈
IΓ− I¯Γ, the corresponding sub-schemeMC−M(E)E×Mn
(
Y (Γ′)∩Y (Γ)
)
has been
included in the union of closed sub-schemes ∪Γ′′∈I¯ΓMC−M(E)E ×Mn
(
Y (Γ′′) ∩
Y (Γ)
)
already.
We may assume that Y (Γ′) ∩ Y (Γ) 6= ∅ or the statement is trivial to prove.
By lemma 15, we know that there are three exclusive possibilities (a). Γ′ ≻ Γ,
(b). Γ ≻ Γ′, (c). ∃Γ′′ ∈ ∆(n) such that both of Γ,Γ′ ≻ Γ′′.
Suppose that SΓ′ ∩ Y (Γ) = ∅. We argue that we may replace Γ
′ by some
Γ′′ with SΓ′′ ∩ Y (Γ) 6= ∅. We already have SΓ′ ∩ Y (Γ) = ∅ by our assumption.
We know that Y (Γ′) ∩ SΓ = ∅, too. If not, the hypothesis Y (Γ′) ∩ SΓ 6= ∅ and
lemma 14 imply Γ′ ≻ Γ and therefore Γ′ |= Γ. Then such a Γ′ cannot be in the
index set IΓ at all. As both (a). and (b). fail, it falls into the situation (c). that
SΓ ∩ Y (Γ′) = SΓ′ ∩ Y (Γ) = ∅. From the proof of lemma 15 we know that for
“all” b ∈ Y (Γ) ∩ Y (Γ′), there exists a Γ′′ ∈ ∆(n) such that b ∈ SΓ′′ ∩ Y (Γ) 6= ∅.
From this digestion we learn that ∪Γ′∈IΓ−I¯ΓMC−M(E)E×Mn
(
Y (Γ′)∩Y (Γ)
)
can be replaced by the union ∪Γ′∈IΓ;SΓ′∩Y (Γ) 6=∅MC−M(E)E ×Mn
(
SΓ′ ∩ Y (Γ)
)
.
According to definition 16 on the reduced index set I¯Γ, any Γ
′ ∈ IΓ with
SΓ′ ∩ Y (Γ) 6= ∅ is thrown away to form I¯Γ exactly when there exists an-
other Γ′′ ∈ I¯Γ with (Γ′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ) ≫ (Γ
′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) and
(Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ).
However the ≫ relationship (see definition 11) between Γ′′ and Γ′ implies
Y (Γ′′) ⊃ Y (Γ′). This implies that MC−M(E)E ×Mn SΓ′ ⊂ MC−M(E)E ×Mn
Y (Γ′′). So we have the inclusion
∪Γ′∈IΓ;SΓ′∩Y (Γ) 6=∅MC−M(E)E×Mn
(
SΓ′∩Y (Γ)
)
⊂ ∪Γ′′∈I¯ΓMC−M(E)E×Mn
(
Y (Γ′′)∩Y (Γ)
)
.
By combining the inclusions we know that h1(D1) ×Mn Y (Γ) must be in-
cluded in h2(D2) ×Mn Y (Γ). But the reversed inclusion h2(D2) ×Mn Y (Γ) ⊂
h1(D1) ×Mn Y (Γ) is apparent. So we have h1(D1) ×Mn Y (Γ) = h2(D2) ×Mn
Y (Γ) = h3(D3)×Mn Y (Γ) as sub-schemes of X and the lemma is proved. ✷
As usual let iha(Da) : ha(Da) →֒ X be the inclusion maps. The above lemma
tells us that the restriction of ha(Da) to X ×Mn Y (Γ) coincide. On the other
hand the normal cones Cha(Da)X can always be written as the unions of irre-
ducible normal cones supporting over irreducible components of the sub-schemes
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ha(Da). By separating the irreducible components of ha(Da) in X ×Mn Y (Γ)
and the zariski-closures of ha(Da) ∩ (X − X ×Mn Y (Γ)), we may write each
Cha(Da)X = Cha(Da)×MnY (Γ)X∪C
′
a, with C
′
a supported over the zariski-closure
of ha(Da) ∩ (X −X ×Mn Y (Γ)) = ha(Da) ×Mn (Mn − Y (Γ)) in X . Then it is
easy to see that the components along X×Mn Y (Γ) of iha(Da)∗{s(Cha(Da)X)} =
iha(Da)∗{s(Cha(Da)×MnY (Γ)X)}+iha(Da)∗{s(C
′
a)} is exactly iha(Da)∗{s(Cha(Da)×MnY (Γ)X)}
while iha(Da)∗{s(C
′
a)} are the extension A·(X −X×Mn Y (Γ)) 7→ A·(X)) of the
restricted Segre class iha(Da)∗{s(ha(Da)×Mn (Mn−Y (Γ)), X −X ×Mn Y (Γ))}.
By the above lemma, we know that the X ×Mn Y (Γ)-components of the
total Segre classes iha(Da)∗s(ha(Da), X) coincide for all 1 ≤ a ≤ 3. By capping
with ctotal(π
∗
XWcanon ⊗H), we conclude that the components in X ×Mn Y (Γ)
of iha(Da)∗{ctotal(
(
π∗XWcanon⊗H
)
)∩ s(ha(Da), X)}dimCX−rankCWcanon are all
the same. So Case I is proved.
♦ Case II: The identifications of the components in X ×Mn Y (Γ) of the second
groups of three top Chern classes are rather parallel to the previous argument
in Case I, with some minute difference. We define X ′1 = X˜Γ, X
′
2 =
˜¯XΓ and
X ′3 =
˜ˆ
XΓ. Define h
′
a : X
′
a 7→ X to be the projection maps.
Then the total transformations of Da ⊂ Xa under the pull-backs of the
blowing down maps X ′a 7→ Xa define Cartier divisors in X
′
a and we skip the pull-
back notations and denote them by the same symbols 75 Da. Set D
′
1 = D1∪DΓ,
D′2 = D2 ∪ D¯Γ and D
′
3 = D3 ∪ DˆΓ.
Then we show that the push-forward of ctop(π
∗
Xa
Wcanon⊗O(−D′a)) toA·(X)
have identical components in A·(X ×Mn Y (Γ)) for a = 1, 2, 3.
Following the previous convention let iha(D′a) : ha(D
′
a) →֒ X be the inclusions
into X .
Lemma 24 Let D′1 = D1 ∪ DΓ, D
′
2 = D2 ∪ D¯Γ and D
′
3 = D3 ∪ DˆΓ be de-
fined above. Then for a = 1, 2, 3, the components in X ×Mn Y (Γ) of the push-
forwarded Segre classes ih′a(D′a)∗s(h
′
a(D
′
a), X) are all equal.
Proof: From the argument in Case I, we know that we only need to prove that
h′a(D
′
a)×Mn Y (Γ) = ha(D
′
a) ∩
(
X ×Mn Y (Γ)
)
are all equal. We notice that for
all three ′a′ we have h′1(D
′
1) = h
′
1(D1) ∪ h
′
1(DΓ), h
′
2(D
′
2) = h
′
2(D2) ∪ h
′
2(D¯Γ),
and h′3(D
′
3) = h
′
3(D3) ∪ h3(DˆΓ).
Firstly we notice that h′a(Da) are nothing but the ha(Da) in Case I. On the
other hand, despite that DΓ, D¯Γ, DˆΓ are different exceptional divisors blown
up from the strict transformations of Z(scanon) ×Mn Y (Γ) in three mutually
birational spacesXΓ, X¯Γ, XˆΓ, their images under h
′
1, h
′
2 and h
′
3 are identical and
their common image is Z(scanon) ×Mn Y (Γ) = MC−M(E)E ×Mn Y (Γ). So by
combining these conclusions we have h′a(D
′
a) = ha(Da)∪
(
Z(scanon)×Mn Y (Γ)
)
.
Thus h′a(D
′
a)×Mn Y (Γ) are nothing but ha(Da)×Mn Y (Γ)∪
(
Z(scanon)×Mn
Y (Γ)
)
. By lemma 23 the sub-schemes ha(Da)×Mn Y (Γ) has been shown to be
a−independent, so we conclude that h′a(D
′
a) ×Mn Y (Γ) are a−independent as
well. ✷
75This is consistent with our earlier convention.
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Once we identify the X ×Mn Y (Γ) components of their Segre classes, the
rest of the proof is almost identical to Case I. We omit the details. The proof
of proposition 16 is finished. ✷
6.2 The Identification of the Localized Contribution with
the Modified Algebraic Family Invariant
In this subsection, we proceed to identify the integral of the intersection pairing
of the localized contribution of top Chern class with the modified algebraic
family Seiberg-Witten invariant defined in section 5.2.
The push-forward into A·(X) of the localized contribution of the top Chern
class defines a cycle class of grade dimCX − rankCWcanon. In order to get
a numerical invariant ∈ Z, we can either pair it with the suitable power of
the tautological class c1(H)
dimCX−rankCWcanon on the projective space bundle
X = P(Vcanon) and push-forward the resulting class intoA0(pt) ∼= Z, or we may
fix a point tL ∈ T (M) and pair the push-forward of the localized contribution
of top Chern class with c1(H)
dimCX−rankCWcanon−q ∩ [tL] and then 76 push it
forward into A0(pt). Over here [tL] represents the zero dimensional cycle class
of the point tL and the integer q = dimCT (M) denotes the irregularity of the
algebraic surface.
Now we are ready to identify the yet-to-be-enumerated intersection pairing
involving the localized contribution of the top Chern class,
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗H⊗Γ′∈IΓO(−DΓ′)|DΓ)D
i−1
Γ [DΓ]∩c1(H)
dimCX−rankCWcanon
with the modified mixed algebraic family Seiberg-Witten invariant
AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
And identify
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗H⊗Γ′∈IΓO(−DΓ′)|DΓ)D
i−1
Γ [DΓ]∩c1(H)
dimCX−rankCWcanon−q∩[tL]
with the T (M)-restricted version of modified mixed algebraic family Seiberg-
Witten invariantAFSW∗Mn+1×MnY (Γ)×{tL}7→Y (Γ)×{tL}(ctotal(τΓ), C−M(E)E−∑
ei·(C−M(E)E)<0
ei).
Because the identification of the latter objects is completely identical to the
identification of the former, if we replace c1(H)
dimCX−rankCWcanon−q ∩ [tL] by
c1(H)
dimCX−rankCWcanon , we will discuss only the former case in the proof.
76It depends on whether we counts curves in the non-linear or linear systems.
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Please consult subsection 5.2 for the definitions of the modified algebraic
family Seiberg-Witten invariants and the construction of τΓ.
The main tools we will adopt are the machineries developed in subsection
3.2 (proposition 5) and section 4 (proposition 8 , 9, 10 and lemma 11).
Proposition 18 Given an n-vertex admissible graph Γ ∈ ∆(n) ⊂ adm(n), the
integration into A0(pt) ∼= Z of c1(H)dimCX−rankCWcanon capping with the push-
forward of the localized contribution of the top Chern class along the blown up
divisor DΓ,
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗H⊗Γ′∈IΓO(−DΓ′)|DΓ)D
i−1
Γ [DΓ]
in A·(X), is equal to the modified mixed algebraic family invariant AFSW
∗
Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)
(ctotal(τΓ), C−
M(E)E −
∑
ei·(C−M(E)E)<0
ei) defined in subsection 5.2.
Likewise for an arbitrary point tL ∈ T (M), the integral of the pairing of
c1(H)
dimCX−rankCWcanon−q ∩ [tL] with the image of the above localized contri-
bution of top Chern class along DΓ into A·(X), is equal to the modified mixed
algebraic family invariant
AFSW∗Mn+1×MnY (Γ)×{tL}7→Y (Γ)×{tL}(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
Because the tL-restricted version is completely parallel to the non-restricted
version, we only offer a proof for the non-restricted version. Please consult
remark 19 on page 95 right after the end of the proof.
Proof of proposition 18: The proof of the proposition involves an induction
on the element Γ ∈ ∆(n) based on the linear ordering |= (see page 53 for the
recursive definition of |=).
Firstly, we provide a simple computation on the dimension formula which
motivates the appearance of τΓ in the modified family invariant. Because X =
P(Vcanon) 7→Mn × T (M), dimCX = rankCVcanon − 1 + dimCMn + q. Thus,
dimCX−rankCWcanon = dimCMn+q+rankC(Vcanon−Wcanon)−1. Based on
the fact that (ΦVcanonWcanon ,Vcanon,Wcanon) is the canonical algebraic family
Kuranishi model of the class C −M(E)E, we know that
rankC(Vcanon−Wcanon) = 1−q+pg+
(C −M(E)E)2 − c1(KMn+1/Mn) · (C −M(E)E)
2
= 1− q + pg +
C2 − c1(KM ) · C −
∑
1≤i≤n(m
2
i +mi)
2
,
by surface Riemann-Roch formula. From this we can infer the relationship
between the raised power of c1(H) in the intersection pairing (which is also the
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expected algebraic family dimension ofMC−M(E)E) and the singular multiplic-
ities mi, 1 ≤ i ≤ n.
On the other hand, by a direct computation the expected (family algebraic)
dimension of the space MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ) is given by
pg+dimCY (Γ)+
(C −M(E)E)2 − c1(KMn+1/Mn) · (C −M(E)E)
2
−
∑
ei·(C−M(E)E)<0
(C−M(E)E)·ei
+
(
∑
ei·(C−M(E)E)<0
ei)
2 + c1(KMn+1/Mn) · (
∑
ei·(C−M(E)E)<0
ei)
2
.
By using dimCY (Γ) = dimCMn+
∑
ei·(C−M(E)E)<0
e2i−c1(KMn+1/Mn )·ei
2 , the
above expression can be simplified to
= pg + dimCMn +
(C −M(E)E)2 − c1(KMn+1/Mn) · (C −M(E)E)
2
+{
∑
ei·(C−M(E)E)<0
ei ·
(
ei +
∑
j<i;ej ·(C−M(E)E)<0
ej − (C −M(E)E)
)
}.
A direct comparison with the formula of rankCτΓ shows that this correction
term matches up with the rank of τΓ ⊗ H found in subsection 5.2 lemma 17.
This explains morally why we need to insert ctop(τΓ⊗H) =
∑
l≤rankCτΓ
cl(τΓ)∩
c1(H)
rankCτΓ−l in the corresponding modified algebraic family invariant. The
dimension count singles out the role of τΓ-as a mean to compensate the dis-
crepancy of the expected family dimensions between MC−M(E)E and
MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ). In the latter half of the proof, we
will see why a correct choice of τΓ (not only the rank itself) is essential in our
identification.
We start from the simplest case when Γ ∈ ∆(n) is a minimal element of
∆(n) under |=. Under this assumption, IΓ = ∅ and Γ is a minimal element
under ≻. The minimality assumption of Γ under ≻ implies that there can be
no Γ′ with SΓ′ ∩ Y (Γ) 6= ∅. In such a case the space SΓ ⊂ Y (Γ) (over which
the type I exceptional cone CΓ is constant) itself is a closed subset of Mn, and
therefore is equal to Y (Γ). The consequence SΓ = Y (Γ) implies that all the
type I exceptional curves dual to ei, with ei · (C−M(E)E) < 0, remain smooth
and irreducible throughout the whole Y (Γ). In particular, no curves dual to
such ei can break into more than one irreducible component over Y (Γ).
By lemma 11, the sum 77
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗
H)Di−1Γ [DΓ] is nothing but the localized contribution of the top Chern class de-
fined in section 6 of [Liu5]. By proposition 11 of [Liu5] and our knowledge that
77It is simplified as there is no blowing up ahead of the one parametrized by Γ.
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the type I exceptional curves dual to ei, with ei · (C −M(E)E) < 0 remain
irreducible and smooth throughout Y (Γ), these imply that the natural bun-
dle map π∗XW
◦
canon ⊗ H|X×MnY (Γ)×T (M) 7→ π
∗
XWcanon ⊗ H|X×MnY (Γ)×T (M)
(see proposition 9 of [Liu5] for its construction) is injective over the whole
X ×Mn Y (Γ) × T (M). In terms of the notation of proposition 7 of the cur-
rent paper or proposition 12/corollary 3 of [Liu5], the union of cones ∪i>0Cρi
corresponding the kernel of the bundle map is empty. Thus the simplifying
assumption in section 6.1 of [Liu5] has been satisfied automatically because
the restricted family moduli spaceMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ) =
Z(s◦canon) ×Mn Y (Γ) does not intersect with ∪i>0Cρi = ∅ at all. The ar-
gument of theorem 4 of [Liu5] is then applicable and we may identify the
integration of the top intersection pairing of the localized top Chern class
along DΓ (over Y (Γ)) and c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1 to 78 be
AFSWMn+1×T (M)×MnY (Γ) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei),
which is nothing but the modified invariantAFSW∗Mn+1×T (M)×MnY (Γ) 7→Y (Γ)×T (M)(ctotal(τΓ), C−
M(E)E−
∑
ei·(C−M(E)E)<0
ei) by definition 12. Consult section 6.1-6.4 of [Liu5]
for the details of the identification. 79
Next we consider the general (and a priori more complicated) situation when
Γ is not minimal under |=.
Induction Hypothesis: Assuming that for all the Γ′ ∈ IΓ (i.e. Γ |= Γ
′), the
integral of the following top intersection pairing with localized contribution of
top Chern class
∑
1≤i≤rankCWcanon
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗H⊗Γ′′∈IΓ′ O(−DΓ′′)|DΓ′ )
∩Di−1Γ′ [DΓ′ ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1
have been identified with the modified algebraic family invariant,
AFSW∗Mn+1×MnY (Γ′)×T (M) 7→Y (Γ′)×T (M)(ctotal(τΓ′), C−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′i).
As usual e′i are the type I exceptional classes over YΓ′ and τΓ′ is the associ-
ated tau class defined for Γ′ by definition 10 on page 56.
By proposition 16, one may “collapse” the blowing up sequence indexed
by IΓ (following the reversed ordering of |=) to the new blowing up sequence
78We skip the push-forward operation into A·(X) on the localized top Chern class by inter-
preting the cap product with the complementary power of c1(H) as capping this natural Chern
class pull-back by DΓ 7→ X. To simplify our notations, we will adopt the same convention
afterward. The reader should be able to recover it from the context.
79In the following inductive argument, a specialization of our argument for the general case
also provides a proof for the special case.
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indexed by the reduced index set I¯Γ (see definition 16 for its definition) following
the reversed linear ordering of ⊢ without changing the answer. As was argued,
the permutation and the collapsing of blowing up centers not affect the result
of the localized contribution of top Chern class. Thus the yet-to-be-identified
intersection pairing is equal to 80
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
˜ˆ
XΓ
Wcanon⊗H⊗Γ′∈I¯ΓO(−DˆΓ′))∩Dˆ
i−1
Γ ∩[DˆΓ]∩c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}.
Among the many different blowing ups indexed by the graphs Γ′ ∈ I¯Γ, when-
ever Γ′ ∈ I¯≫Γ the restricted family moduli spacesMC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
×Mn
Y (Γ′) can be viewed naturally as sub-schemes ofMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn
Y (Γ) (by adjoining curves in MC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
to the exceptional
curves dual to
∑
ei·(C−M(E)E)>0;e′i·(C−M(E)E)<0
e′i) and therefore sub-scheme of
MC−M(E)E ×Mn Y (Γ).
Under the reversed ⊢ linear ordering of blowing ups, these blowing ups with
Γ′ ∈ I¯≫Γ are performed at the very end of the linear chain of blowing ups
parametrized by I¯Γ. Thus we may decompose I¯Γ = I¯
≫
Γ
∐
(I¯Γ − I¯
≫
Γ ) and use
residual intersection formula to re-write the above intersection pairing as
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
˜ˆ
XΓ
Wcanon ⊗H⊗Γ′∈I¯Γ−I¯≫Γ O(−DˆΓ
′))
∩Dˆi−1Γ ∩ [DˆΓ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}
−
∑
Γ′∈I¯≫
Γ
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
˜ˆ
XΓ′
Wcanon⊗H⊗Γ1∈I¯Γ;Γ′⊢Γ1O(−DˆΓ1))
∩Dˆi−1Γ′ ∩ [DˆΓ′ ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}.
In the second term of the above sum (i.e. when Γ′ ∈ I¯≫Γ ), the index set
restriction “Γ1 ∈ I¯Γ; Γ′ ⊢ Γ1” is the same as the alternative restriction ′′Γ1 ∈
(I¯Γ − I¯
≫
Γ )
∐
{Γ1|Γ1 ∈ I¯
≫
Γ ; Γ
′ ≫ Γ1}′′. 81
By the definition/construction of I¯Γ and I¯
≫
Γ , all elements Γ
′′ ∈ (I¯Γ− I¯
≫
Γ ) sat-
isfy (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ). Thus (Γ
′,
∑
e′
i
·(C−M(E)E)<0 e
′
i) ❂
80The space
˜ˆ
XΓ with the exceptional divisor DˆΓ denotes the blowing up of XˆΓ. The hatted
divisor DˆΓ′ have been used in the previous subsection already to denote the exceptional
divisors blown up following the reversed linear ordering of ⊢ inside I¯Γ.
81It is because ⊢ is identical to≫ on the subset I¯≫Γ and by the definition of ⊢ (see definition
17) the elements in I¯≫
Γ
are larger than all elements in I¯Γ − I¯
≫
Γ
)
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(Γ′′,
∑
e′′
i
·(C−M(E)E)<0 e
′′
i ) as well since we know Γ
′ ∈ I¯≫Γ . By the discussion of
lemma 22, the alternative index set restriction on Γ1 can then be replaced by
the equivalent one “Γ1 ∈ I¯Γ′”. Then by applying proposition 16 to IΓ′ and I¯Γ′ ,
we may “un-collapse” to restore the reduced index set I¯Γ′ back to IΓ′ without
affecting the result of the intersection pairing. This implies that the second
term of the above expression can be expressed as (observe that the hat of DˆΓ′
or DˆΓ1 has been removed)
−
∑
Γ′∈I¯≫
Γ
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
X˜
Wcanon⊗H⊗Γ1∈IΓ′O(−DΓ1))
∩Di−1Γ′ ∩ [DΓ′ ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}.
Then by the Inductive Hypothesis on page 83 above, the integral of each
of these terms is equal to a modified algebraic family invariant attached to Γ′ and
the original yet-to-be-identified intersection pairing of the localized contribution
of the top Chern class with c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1 is equal to
82
∫
˜ˆ
XΓ
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
˜ˆ
XΓ
Wcanon⊗H⊗Γ′∈I¯Γ−I¯≫Γ O(−DˆΓ
′))
∩Dˆi−1Γ ∩ [DˆΓ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}
−
∑
Γ′∈I¯≫
Γ
AFSW∗Mn+1×MnY (Γ′)×T (M) 7→Y (Γ′)×T (M)(ctotal(τΓ′), C−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′i).
If we can identify the first term in this sum with
AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei),
then by definition 13, the total expression is exactly what was defined to be the
modified algebraic family invariant attached to Γ,
AFSW∗Mn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei)
and then the identification is complete.
82This inductive pattern is exactly why we had defined the modified invariants earlier on
page 58 in this way.
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In the rest of the proof we identify the first term of the last sum with
the specific mixed algebraic family Seiberg-Witten invariant associated with
ctotal(τΓ).
Following the same convention as in [Liu5], we let k1 < k2 < · · · < kp be the
subscripts such that eki · (C −M(E)E) < 0 for all 1 ≤ i ≤ p.
Case I: In this case we deal with the more interesting situation that e2ki ≥
eki · (C −M(E)E) for all 1 ≤ i ≤ p.
Step One: Firstly we make use of the assumption e2ki ≥ eki · (C −M(E)E),
1 ≤ i ≤ p and show the following Chern classes identity for Vquot,
Lemma 25 Let πg : X ×Mn Y (Γ) 7→ Y (Γ) × T (M) and πt : Y (Γ) × T (M) 7→
Y (Γ) be the natural projection maps. Let Vquot be the quotient bundle of
Wcanon|Y (Γ)×T (M) as was defined on page 21. Let τΓ be the tau class defined in
definition 10 on page 56.
Suppose that e2ki ≥ eki · (C −M(E)E) for all 1 ≤ i ≤ p, then there is an
identity among the top Chern classes over X ×Mn Y (Γ),
ctop(H⊗ π
∗
gVquot) = ctop(H⊗ π
∗
gτΓ) ∩ ctop(π
∗
gπ
∗
tNY (Γ)X).
Proof: Let Qki and EC be the line bundles associated to the invertible sheaves
Qki and EC which appeared in definition 10 (see also proposition 12).
Define the vector bundle GΓ = H⊗ π∗g ⊕1≤i≤p π
∗
tNY (Γeki )
Mn|Y (Γ) ⊗Qki ⊗
EC 7→ X ×Mn Y (Γ) to be a rank dimCMn − dimCY (Γ) = codimCΓ vector
bundle over X ×Mn Y (Γ)
83.
By prop 5 on page 31 in subsection 3.2, definition 4 on page 36 and the
tensor product formula of the top Chern classes, we know ctop(H⊗ π∗gVquot) =
ctop(H⊗ π∗gV˜quot).
Thus we have
ctop(H⊗ π
∗
gVquot) = ctop((H⊗ π
∗
gV˜quot −GΓ)⊕GΓ).
Recall that by proposition 4 in section 84 2 the space Y (Γ) = ∩1≤i≤pY (Γeki )
is a transversal intersection of smooth loci Y (Γei). We also know from lemma 9
of [Liu5] that all the Y (Γeki ), being the family moduli space of eki , are defined
by regular global sections of R0π∗
(
O∑
jki
Ejki
(Eki )
)
over Mn determined by
the morphism of locally free sheaves 85
R0π∗OEki 7→ R
0π∗
(
O∑
jki
Ejki
(Eki)
)
83Notice that GΓ is constructed from NX×MnY (Γ)X twisted by Qki and EC on direct
direct factors.
84Or equivalently by proposition 4.7 on page 426 of [Liu1].
85The former is invertible, while the latter is the canonical obstruction bundle of eki .
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andR0π∗
(
O∑
jki
Ejki
(Eki)|Y (Γeki )
)
∼= R1π∗
(
OΞ˜ki
(Eki−
∑
jki
Ejki )
)
∼= NY (Γeki )
Mn,
the normal sheaf of Y (Γeki ) in Mn.
By definition 10, lemma 17 and definition 4, the class V˜quot−⊕1≤i≤pNY (Γeki )
Mn|Y (Γ)⊗
Qki ⊗EC is equal to τΓ (expressed here by a difference of vector bundles rather
than the corresponding locally free sheaves), and is represented by a vector bun-
dle of rank rankCV˜quot − codimCY (Γ). This and the Whitney sum formula of
the top Chern class imply that ctop(H⊗ π∗gVquot) = ctop(H⊗ π
∗
gτΓ)∩ ctop(GΓ).
Because for the type I exceptional class eki = Eki −
∑
jki
Ejki the smooth
locus Y (Γeki ) ⊂ Mn has been the regular zero locus defined by the canonical
global section of Weki = R
0π∗
(
O∑
jki
Ejki
(Eki)
)
, defined by the canonical al-
gebraic Kuranishi model of eki (see section 6.2 of [Liu5]). So Weki |Y (Γeki )
∼=
NY (Γeki )
Mn. By lemma 10 of
86 [Liu5], this implies that the top Chern class
ctop(π
∗
g(π
∗
tNY (Γeki )
Mn|Y (Γ) ⊗Qki) ⊗H⊗ EC) on X ×Mn Y (Γ), where Y (Γ) =
∩1≤i≤pY (Γeki ), is equal to the top Chern class of the un-twisted version ctop(Npi∗g (pi∗t Y (Γeki )
Mn|Y (Γ)).
Because this is applicable to all 1 ≤ i ≤ p, we find that ctop(GΓ) =
ctop(π
∗
gπ
∗
tNY (Γ)Mn). The proof of this lemma is complete. ✷
Secondly we consider the normal cone (into its compactification)CXˆΓ×MnY (Γ)
XˆΓ ⊂
P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1) of the closed embedding XˆΓ ×Mn Y (Γ) ⊂ XˆΓ.
Consider 87 the blowing up along XˆΓ ×Mn Y (Γ) × {0} ⊂ XˆΓ × C. The
exceptional divisor of this blowing up is isomorphic to P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1).
As it projects onto X×Mn Y (Γ)×{0} ⊂ X×C under XˆΓ×C 7→ X×C, by
the universal property of the blowing up (proposition 7.14. on page 164 of [Ha]),
P(CXˆΓ×MnY (Γ)
XˆΓ⊕1) maps onto the exceptional divisor 88 P(NX×MnY (Γ)X⊕
1) of the blowing up along X ×Mn Y (Γ) × {0} ⊂ X × C. Then it induces a
surjection of the normal cones CXˆΓ×MnY (Γ)
XˆΓ 7→ NX×MnY (Γ)X and we have
the following commutative diagram,
XˆΓ ×Mn Y (Γ) −→ CXˆΓ×MnY (Γ)
XˆΓ −→ P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1)ypih
ypiC
ypiP
X ×Mn Y (Γ) −→ CX×MnY (Γ)X −→ P(CX×MnY (Γ)X ⊕ 1)
As the exceptional divisor DˆΓ maps into Y (Γ) under
˜ˆ
XΓ 7→ Mn, we have
DˆΓ ⊂
˜ˆ
XΓ ×Mn Y (Γ). Our original intersection pairing involving DˆΓ can be
pushed-forward by (πr)∗ (here πr :
˜ˆ
XΓ 7→ XˆΓ is the blowing down map) into
86This lemma implies that the restriction of the top Chern class of a vector bundle E to
the regular zero locus Z(s) with codimension rankCE of its regular section s is equal to the
restriction of the top Chern class of E⊗Q, twisted by a line bundle Q. Notice that it holds
only because we are working in A·(Z(S)) instead of the whole space X.
87following chapter 5 of [F].
88The embedding is regular, so we use NX×MnY (Γ)X and CX×MnY (Γ)X interchangeably.
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A0(XˆΓ ×Mn Y (Γ)) and it defines a zero dimensional cycle class lying inside
XˆΓ ×Mn Y (Γ).
Either by a direct computation on the localized contribution of top Chern
class (involving the Segre class of some normal cone), or by the technique of the
deformation to the normal cone (consult chapter 5 of [F]) from XˆΓ×Mn Y (Γ) ⊂
XˆΓ to XˆΓ×Mn Y (Γ) ⊂ CXˆΓ×MnY (Γ)
XˆΓ, one may replace the total space XˆΓ by
a linearized object of the same dimension, namely the projectified normal cone
P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1) or its affine part 89 CXˆΓ×MnY (Γ)XˆΓ.
Define πf : P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1) 7→ XˆΓ ×Mn Y (Γ) to be the projection
map. To get a global intersection pairing on P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1) which is
refined to our localized intersection pairing, we twist the bundle π∗fπ
∗
gWcanon
by O(Pˆ∞), where Pˆ∞ = P(CXˆΓ×MnY (Γ)XˆΓ) ⊂ P(CXˆΓ×MnY (Γ)XˆΓ ⊕ 1) is the
divisor at infinity. As our intersection pairing is localized at the zero section
XˆΓ×Mn Y (Γ) (totally disjoint from Pˆ∞), the fact that O(Pˆ∞) is trivialized over
the affine cone CXˆΓ×MnY (Γ)
XˆΓ allows us to remove the O(Pˆ∞) tensor product
effectively in our calculation 90.
Consider the pull-back of theH-twisted short exact sequence 0 7→Wcanon| 7→
Wcanon|Y (Γ)×T (M) 7→ Vquot 7→ 0 (consult page 21 in section 3) by (πgπhπf )
∗,
91 the short exact sequence exists on the whole space P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1).
92
By proposition 10 we know that the residual intersection formula ofWcanon
and of Wcanon are compatible. We may replace the above top intersection
pairing of the localized Chern class by
{ctotal((πhπf )
∗(π∗gWcanon⊗H)⊗Γ′∈I¯Γ−I¯≫Γ O(−π
∗
f DˆΓ′))∩stotal(πr(DˆΓ),CXˆΓ×MnY (Γ)
XˆΓ)}dimCX−rankCWcanon
∩ctop((πhπf )
∗(H⊗π∗gVquot))∩c1((πhπf )
∗H)dimCMn+rankC(Vcanon−Wcanon)+q−1.
By lemma 25 we may replace the top Chern class ctop((πhπf )
∗(H⊗π∗gVquot))
by ctop((πhπf )
∗(H⊗ π∗gτΓ))∩ ctop((πtπgπhπf )
∗NY (Γ)Mn), which is the same as
ctop((πhπf )
∗(H⊗ π∗gτΓ)) ∩ ctop((πhπf )
∗NX×MnY (Γ)X).
On the other hand the projection of normal cones πC : CXˆΓ×MnY (Γ)
XˆΓ 7→
NX×MnY (Γ)X induces (by pull-back) a tautological section of (πhπf )
∗NX×MnY (Γ)X
overCXˆΓ×MnY (Γ)
XˆΓ and
93 its zero locus is exactly XˆΓ×MnY (Γ) ⊂ CXˆΓ×MnY (Γ)
XˆΓ.
Therefore the cycle class [XˆΓ ×Mn Y (Γ)] ⊂ A·(CXˆΓ×MnY (Γ)
XˆΓ) represents
the cap product of the fundamental class with the top Chern class ctop((πhπf )
∗NX×MnY (Γ)X).
89We prefer the former if we want the space to be complete.
90as far as our intersection cycle does not overlap with Pˆ∞.
91The map pih was defined in the above commutative diagram on page 87.
92This is the benefit of adopting the projectified normal cone P(C
XˆΓ×MnY (Γ)
XˆΓ⊕1) than
the original space XˆΓ, a replacement of tubular neighborhood in the C
∞ category.
93It extends to a section of (pihpif )
∗NX×MnY (Γ)
X ⊗O(Pˆ∞) on P(CXˆΓ×MnY (Γ)
XˆΓ ⊕ 1).
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Thus we may replace this top Chern class ctop((πhπf )
∗NX×MnY (Γ)X) in our
pairing by the zero section cycle class [XˆΓ×Mn Y (Γ)] of the compactification of
the normal cone. Consequently, we can restrict the intersection pairing to the
zero section XˆΓ ×Mn Y (Γ) of its normal cone in XˆΓ and get
{ctotal(π
∗
h(π
∗
gWcanon⊗H)⊗Γ′∈I¯Γ−I¯≫Γ O(−DˆΓ
′))∩stotal(πr(DˆΓ),CXˆΓ×MnY (Γ)
XˆΓ)}dimCX−rankCWcanon
∩ctop(π
∗
h(H⊗π
∗
gτΓ))∩c1(π
∗
hH)
dimCMn+rankC(Vcanon−Wcanon)+q−1 ∈ A0(XˆΓ×MnY (Γ)).
♦ Let us summarize: In step one we have succeeded in restricting the top
intersection pairing to the subspace XˆΓ×Mn Y (Γ) by using some novel property
of V˜quot. The class ctop(H⊗ π∗gτΓ) has appeared because of lemma 25.
Step Two: Consider the bundle map π∗h(π
∗
gW
◦
canon|Y (Γ)×T (M)⊗H) 7→ π
∗
h(π
∗
gWcanon⊗
H) induced by H-twisted version of the π∗g−pulled-back vector bundle map
W◦canon 7→Wcanon over Y (Γ)×T (M) (see page 21) pull-back by π
∗
h. Our goal is
to explain why we may use the top Chern class of π∗h(π
∗
gW
◦
canon|Y (Γ)×T (M)⊗H)
to replace the complicated bundle π∗h(π
∗
gWcanon ⊗H) ⊗ O(−
∑
Γ′∈I¯Γ−I¯
≫
Γ
DˆΓ′)
in the localized contribution of top Chern class.
Observe that for all Γ′ ∈ I¯Γ−I¯
≫
Γ , (Γ,
∑
ei·(C−M(E)E)<0
ei) ❂ (Γ
′′,
∑
e′′i ·(C−M(E)E)<0
e′′i ).
This condition ❂ (consult definition 15 for its definition) implies that the sub-
schemeMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn Y (Γ)∩Y (Γ
′) can be embedded into
MC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
×Mn Y (Γ) ∩ Y (Γ
′).
Then by proposition 14 and the remark 17 right after its proof, we may de-
composeMC−M(E)E×MnY (Γ) into the union of the natural image ofMC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
×Mn
Y (Γ) and the image of the union ∪Γ′∈I¯ΓMC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
×Mn
Y (Γ) ∩ Y (Γ′). 94
On the other hand, by using the induced bundle map π∗gW
◦
canon|Y (Γ)×T (M)⊗
H 7→ π∗gWcanon⊗H (consult page 21 in section 3) and by usingX ⊃ Z(s
◦
canon) =
MC−M(E)E−
∑
ei·(C−M(E)E)<0
ei
, we realize that the image of the union
∪Γ′∈I¯ΓMC−M(E)E−
∑
e′
i
·(C−M(E)E)<0
e′
i
×MnY (Γ)∩Y (Γ
′) inMC−M(E)E ⊂ X ,
the excess component, is nothing but the projection image of the intersection
of the section s◦canon and the kernel cone, πpi∗gW◦canon⊗H(s
◦
canon ∩ (∪i>0Cρi)).
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Therefore the blowing ups of these loci into the union of divisors ∪Γ′∈I¯Γ−I¯≫Γ DˆΓ
′
has fitted into the framework of proposition 9 under the identification π∗gW
◦
canon|X×MnY (Γ)⊗
H = E 7→ F = π∗gWcanon ⊗H over XˆΓ ×Mn Y (Γ).
94We have changed the index set of the union of sub-schemes from IΓ to I¯Γ by remark 17
on page 66.
95The kernel cone means the algebraic sub-cone associated to the kernel semi-bundle of the
map pi∗gW
◦
canon ⊗H 7→ pi
∗
gWcanon ⊗H.
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Then by proposition 9, the push-forward of the localized contribution of the
top Chern class into X ×Mn Y (Γ) under π
∗
h
πh∗{ctotal(π
∗
h(π
∗
gWcanon⊗H)⊗Γ′∈I¯Γ−I¯≫Γ O(−DˆΓ
′))∩stotal(πr(DˆΓ),CXˆΓ×MnY (Γ)XˆΓ)}dimCX−rankCWcanon
into 96 A·(X×Mn Y (Γ)) is numerically equivalent (
n
=) to the top Chern class
of π∗gW
◦
canon|Y (Γ)×T (M) ⊗H,
By the definition of numerical equivalence (see page 39, definition 5), the
push-forward to A0(pt) of their pairings to arbitrary complementary dimension
cycle classes inX×MnY (Γ) are identical. So the original top intersection pairing
can be replaced by the much simplified version,
= ctop(π
∗
gW
◦
canon|Y (Γ)×T (M)⊗H)∩ctop(π
∗
gτΓ⊗H)∩c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1,
for the purpose of evaluating their push-forward to A0(pt).
♦ To summarize, we have succeeded in casting the original intersection pair-
ing to one on the smooth space X×Mn Y (Γ) which only involves the top Chern
classes of π∗gW
◦
canon|Y (Γ)×T (M) ⊗H and π
∗
gτΓ ⊗H and the cycle class c1(H).
Step Three: Finally we are ready to identify the last expression in Step Two
with the mixed algebraic family invariant. Recall the tensor product formula of
the top Chern class,
ctop(π
∗
gτΓ ⊗H) =
∑
0≤t≤rankCτΓ
ct(π
∗
gτΓ) ∩ c1(H)
rankCτΓ−t.
If we insert this identity into the final expression in Step Two, we get
=
∑
0≤t≤rankCτΓ
ctop(π
∗
gW
◦
canon|Y (Γ)×T (M)⊗H)∩ct(π
∗
gτΓ)∩c1(H)
rankCτΓ−t+dimCMn+rankC(Vcanon−Wcanon)+q−1.
Recall that from lemma 6 of [Liu5], ((ΦV◦canonW◦canon ,V
◦
canon,W
◦
canon) with
V◦canon = Vcanon is the canonical algebraic family Kuranishi model of the class
C −M(E)E −
∑
ei·(C−M(E)E)<0
ei over the space Mn × T (M). As we have
pointed out on page 81 at the beginning of the current proof that after adding
the “correction term” rankCτΓ,
rankCτΓ + dimCMn + rankC(Vcanon −Wcanon) + q − 1
= dimCY (Γ) + rankC(V
◦
canon −W
◦
canon) + q − 1,
is nothing but the expected family dimension of the new class C−M(E)E−∑
ei·(C−M(E)E)<0
ei over Y (Γ)× T (M).
96Remember that rankCW
◦
canon = rankCWcanon!
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Therefore the push-forward of top intersection pairing
ctop(π
∗
gW
◦
canon|Y (Γ)×T (M)⊗H)∩ct(π
∗
gτΓ)∩c1(H)
rankCτΓ−t+dimCMn+rankC(Vcanon−Wcanon)+q−1
in X ×Mn Y (Γ) = P(Vcanon) ×Mn Y (Γ) = P(V
◦
canon) ×Mn Y (Γ) to A0(pt)
is equal to the mixed algebraic family Seiberg-Witten invariant
AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ct(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
Thus the total summation over t is
∑
0≤t
AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ct(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei)
= AFSWMn+1×MnY (Γ)×T (M) 7→Y (Γ)×T (M)(ctotal(τΓ), C−M(E)E−
∑
ei·(C−M(E)E)<0
ei).
We are done with the Case I!
Case II: If there exists a type I exceptional class eki such that 0 > eki · (C −
M(E)E) > e2ki , τΓ has been defined to be zero in section 5.2 on page 56. In this
case we derive a vanishing result on the top (= dimCX − rankCWcanon) inter-
section pairing of c1(H) with the localized contribution of top Chern class. It is
well known that if the total grading of an intersection pairing of characteristic
classes exceeds the dimension of the space, the intersection pairing is equal to
zero. Our goal is to show that the cap product of the localized contribution of
the top Chern class with c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1 vanishes due
to dimension count.
For notational simplicity, we assume that ek1 · (C −M(E)E) > e
2
k1
. That is
to say, we take i = 1. Because our argument only makes usage of the dimension
count, we do not lose any generality in adopting this convention.
Step One: Firstly we derive a lemma which will be used later.
Lemma 26 Let πF : F 7→ B be a finite rank vector bundle over B. Let sF
denote the zero section embedding sF : B 7→ F. Let r ≥ rankCF be a positive
integer. Then for all β ∈ A∗(B) such that stotal(F) ∩ β has no grade < r
components, the following identity holds,
sF∗{β ∩ stotal(F)}r = {π
∗
Fβ}r.
Proof of the lemma: For all α ∈ Ar(B), where r is a fixed natural number
≥ rankCF, we have (see example 3.3.2. on page 67 of [F])
s∗FsF∗{α}r = crankCF(F) ∩ {α}r = {ctotal(F) ∩ α}r−rankCF.
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One can extend this equality trivially to all α ∈ A≥r(Y (Γek1 )) with grading
≥ r as they do not contribute to both sides of the identity.
Therefore by the reciprocity property of the total Segre class and the total
Chern class and by taking α = stotal(F) ∩ β, we find s∗FsF∗{stotal(F) ∩ β}r =
{β}r−rankCF for all β satisfying the grading assumption in the lemma.
And therefore sF∗{stotal(F) ∩ β}r = {π∗Fβ}r because the Gysin homomor-
phism satisfies s∗F = (π
∗
F)
−1 (please consult page 65, definition 3.3. of [F]). The
lemma is proved. ✷
Step Two: The yet-to-be-identified intersection pairing
{
i=rankCWcanon∑
i=1
(−1)i−1crankCWcanon−i(π
∗
˜ˆ
XΓ
Wcanon ⊗H⊗Γ′∈I¯Γ−I¯≫Γ O(−DˆΓ
′))
∩Dˆi−1Γ ∩ [DˆΓ] ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1}
can be pushed-forward as a zero dimensional cycle class into A0(XˆΓ ×Mn
Y (Γ)). Because that Y (Γ) ⊂ Y (Γek1 ), XˆΓ×MnY (Γ) ⊂ XˆΓ×MnY (Γek1 ). Similar
to what was done in step one of Case I, we may deform to the projectified normal
cone and replace XˆΓ ×Mn Y (Γ) ⊂ XˆΓ by the inclusion into the zero section of
the projectified normal cone of Xˆ ×Mn Y (Γek1 ),
XˆΓ ×Mn Y (Γ) ⊂ XˆΓ ×Mn Y (Γek1 ) ⊂ P(CXˆΓ×MnY (Γek1 )
XˆΓ ⊕ 1).
Correspondingly, we twist the obstruction vector bundle π∗fπ
∗
gWcanon by
97
O(Pˆ∞).
Then the derived exact sequence of locally free sheaves
R0π∗
(
OM(E)E+Ξk1 ⊗ EC
)
7→ R0π∗
(
OM(E)E ⊗ EC
)
7→ R1π∗
(
OΞk1 ⊗ EC−M(E)E
)
induces a short exact sequence analogous to the short exact sequence on page
21. One can interpret the construction of this new sequence as a special case of
the general construction once we “formally” consider ek1 to be the unique type
I exceptional class which pairs negatively with C −M(E)E. For notational
simplicity, we still denote the corresponding sequence of vector bundles by the
same notation 98 as before, 0 7→ Wcanon 7→ Wcanon 7→ Vquot 7→ 0. This
sequence breaks Wcanon|Y (Γ)×T (M) into the factors Wcanon and Vquot. In the
current context, the symbol Vquot means the vector bundle associated with the
locally free summand of R1π∗
(
OΞk1 ⊗EC−M(E)E
)
. Then by proposition 10, we
may identify the above expression with
97The twisting of this line bundle O(Pˆ∞) does not play an essential role in our argument, its
presence only makes the notations slightly more complicated. Nevertheless we do not remove
it in Case II as we do not always keep our cycle disjoint from Pˆ∞.
98In our current argument only the ranks of these bundles matter. As far as we do not use
specific properties of these bundles, the slight abuse of notations does not cause trouble.
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{ctotal((πgπf )
∗(Wcanon⊗O(Pˆ∞)⊗H)⊗Γ′∈I¯Γ−I¯≫Γ O(−π
∗
f DˆΓ′))∩stotal(πr(DˆΓ),CXˆΓ×MnY (Γ)XˆΓ)}dimCX−Wcanon
∩ctop(π
∗
f (π
∗
gVquot ⊗O(Pˆ∞)⊗H)) ∩ c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1.
Now we push forward this grade zero cycle class intoA0(P(NX×MnY (Γek1 )
X⊕
1)) by 99 πP∗. Take P∞ = P(NX×MnY (Γek1 )
X) to be the divisor at infinity in
P(NX×MnY (Γek1 )
X ⊕ 1). By proposition 8 and the observation/argument used
in proposition 16, the πP∗ push-forward of the localized contribution of top
Chern class {ctotal((πgπf )∗(Wcanon ⊗ O(P∞) ⊗H) ⊗Γ′∈I¯Γ−I¯≫Γ O(−π
∗
f DˆΓ′)) ∩
s(πr(DˆΓ),CXˆΓ×MnY (Γ)
XˆΓ)}dimCX−Wcanon can be written as the difference of
two localized contributions of top Chern class,
{ctotal(π
∗
gWcanon⊗O(P∞)⊗H)∩stotal(Z(scanon)×Mn Y (Γ),NX×MnY (Γek1 )
X)
−ctotal(π
∗
gWcanon⊗O(P∞)⊗H)∩stotal(∪Γ′∈I¯Γ−I¯≫Γ Z(scanon)×Mn(Y (Γ
′)∩Y (Γ)),NX×MnY (Γek1 )
X)}dimCX−Wcanon ,
where the section scanon is the induced section of π
∗
gWcanon ⊗H by
π∗XW
◦
canon|X×MnY (Γ) 7→Wcanon
and s◦canon and the sub-schemes Z(scanon)×MnY (Γ) and ∪Γ′∈I¯Γ−I¯≫Γ Z(scanon)×Mn
(Y (Γ′) ∩ Y (Γ)) are embedded in the zero cross section X ×Mn Y (Γek1 ) ⊂
NX×MnY (Γek1 )
X .
Set Z1 = Z(scanon)×Mn Y (Γ) and Z2 = ∪Γ′∈I¯Γ−I¯≫Γ Z(scanon)×Mn (Y (Γ
′) ∩
Y (Γ)) and iZa : Za ⊂ P(NX×MnY (Γek1 )
X ⊕ 1) for a = 1, 2.
We will give a uniform argument for both a = 1, 2 that the top intersection
pairings
iZa∗{ctotal(π
∗
gWcanon⊗O(P∞)⊗H)∩stotal(Za,NX×MnY (Γek1 )
X)}dimCX−rankCWcanon
∩ctop(π
∗
NX×MnY (Γek1
)X
π∗gVquot⊗O(P∞)⊗H)∩c1(π
∗
NX×MnY (Γek1
)X
H)dimCMn+rankC(Vcanon−Wcanon)+q−1
vanish identically.
Step Three: Because e2k1 < ek1 ·(C−M(E)E), one observes that the expected
dimension of the family moduli space of C −M(E)E − ek1 over Y (Γek1 ),
dimCY (Γek1 )+pg+
(C −M(E)E − ek1)
2 − c1(KMn+1/Mn) · (C −M(E)E − ek1)
2
99Here piP : P(CXˆΓ×MnY (Γek1
)Xˆ ⊕ 1) 7→ P(NX×MnY (Γek1
)X ⊕ 1) is the projection map.
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= dimCMn+pg+
e2k1 − c1(KMn+1/Mn) · ek1
2
+
(C −M(E)E − ek1)
2 − c1(KMn+1/Mn) · (C −M(E)E − ek1)
2
< dimCMn + pg +
(C −M(E)E)2 − c1(KMn+1/Mn) · (C −M(E)E)
2
,
strictly smaller than the expected family dimension of the class C−M(E)E
over the family Mn. We use this observation to derive the vanishing result.
Define B = X ×Mn Y (Γek1 ), F = NX×MnY (Γek1 )
X , ιF : F ⊂ P(F ⊕ 1) and
jZa : Za ⊂ X ×Mn Y (Γek1 ) = B. Then iZa can be factorized as ιF ◦ sF ◦ jZa .
Because both Za ⊂ X ×Mn Y (Γ) ⊂ X ×Mn Y (Γek1 ), there is a short exact
sequence of normal cones (see example 4.1.6. of [F] for its definition),
0 7→ j∗ZaNX×MnY (Γek1 )
X 7→ CZaNX×MnY (Γek1 )
X 7→ CZaX ×Mn Y (Γek1 ) 7→ 0.
By the product property of the total Segre classes for short exact sequences
of cones, the final expression in Step Two can be re-casted into
ιF∗sF∗jZa∗{ctotal(π
∗
gWcanon⊗O(P∞)⊗H)∩stotal(Za, X×MnY (Γek1 ))∩stotal(j
∗
ZaF)}dimCX−rankCWcanon
∩ctop(π
∗
P(F⊕1)(π
∗
gVquot⊗H)⊗O(P∞))∩c1(π
∗
P(F⊕1)H)
dimCMn+rankC(Vcanon−Wcanon)+q−1
= ιF∗{sF∗{jZa∗(ctotal(π
∗
gWcanon⊗H)∩stotal(Za, X×MnY (Γek1 )))∩stotal(F)}dimX−rankCWcanon
∩ctop(π
∗
F(π
∗
gVquot⊗H)⊗O(P∞))∩c1(π
∗
FH)
dimCMn+rankC(Vcanon−Wcanon)+q−1}.
Define β = jZa∗(ctotal(π
∗
gWcanon⊗H)∩stotal(Za, X×MnY (Γek1 ))) ∈ A·(X×Mn
Y (Γek1 )) and set r = dimCX − rankCWcanon. Then {β ∩ stotal(F)}r is the
push-forward of the localized contribution of top Chern class over Za ⊂ F into
Ar(X×MnY (Γek1 )). Then by e.g. proposition 13 of
100 [Liu5], {β∩stotal(F)}s =
0 for all s < r. Namely, the localized contribution of top Chern class is the lead-
ing (lowest grading) term of the intersection pairing.
Then the assumption of lemma 26 of Step One is applicable and we know
sF∗{β ∩ stotal(F)}r = {π
∗
Fβ}r. Because the bundle projection πF : F 7→ B =
X ×Mn Y (Γek1 ) is flat of relative dimension rankCF, and the inclusion ιF is a
proper morphism, and by theorem 3.2.(c)-(d). on pages 50-51 of [F], and the
fact that the flat pull-back π∗F : Ar−rankCF(B) 7→ Ar(F) lifts the gradings up
by rankCF, we may rewrite the above intersection pairing as
101
ιF∗{π
∗
F{β}dimCX−rankCWcanon−rankCF∩c1(π
∗
FH)
dimCMn+rankC(Vcanon−Wcanon)+q−1∩ctop(ι
∗
F
(
π∗P(F⊕1)(π
∗
gVquot⊗H)⊗O(P∞)
)
)}
100We had used this fact earlier in the proof of proposition 10, too.
101After we introduce pi∗
F
into our formulae, the cycle class is not “refined” inX×Mn Y (Γek1 )
any more!
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= ιF∗{π
∗
F({β}dimCX−rankCWcanon−rankCF∩c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1)∩ctop(ι
∗
Fπ
∗
P(F⊕1)(π
∗
gVquot⊗H)⊗O(P∞))}
= ιF∗{π
∗
F({β}dimCY (Γek1 )−rankCWcanon
∩c1(H)
dimCX−rankCWcanon)∩ctop(i
∗
Fπ
∗
P(F⊕1)(π
∗
gVquot⊗H)⊗O(P∞))}
= ιF∗{π
∗
F{β∩c1(H)
dimCX−rankCWcanon}dimCY (Γek1 )−rankCWcanon−(dimCX−rankCWcanon)
}∩ctop(π
∗
P(F⊕1)(π
∗
gVquot⊗H)⊗O(P∞)).
We have used dimCX − rankCF = dimCY (Γek1 ) in the above derivation.
Yet the grading dimCY (Γek1 )− rankCWcanon− (dimCX − rankCWcanon)
of {•} is exactly the difference between the expected family dimension of the
class C −M(E)E − ek1 over Y (Γek1 ) and
102 the expected family dimension of
the class C −M(E)E over Mn.
As we assume e2k1 < ek1 · (C −M(E)E) < 0, we have already shown at the
beginning of Step Three that this grading is negative. Therefore
π∗F{β∩c1(H)
dimCX−rankCWcanon}CY (Γek1 )−rankCWcanon−(dimCX−rankCWcanon)
= 0
and therefore the whole intersection pairing vanishes. In particular its push-
forward into A0(pt) ∼= Z is zero. As this holds for both Z1 and Z2, the original
intersection pairing (their difference) is also zero. We are done with Case II.
As we have finished the identification with the mixed algebraic family Seiberg-
Witten invariants in both cases, we have finished the proof of proposition 18.
✷
Remark 19 In the proof of the proposition 18, we only discuss the non-restricted
case. If one specifies a point tL ∈ T (M) and would like to count curves in
MC−M(E)E whose images in M are in the linear system |L| specified by the
point tL, there are two viewpoints one can adopt.
(i). By restricting to a point tL ∈ T (M), effectively one shrinks T (M) to a
point. One can think of this procedure as a formal reduction of the irregularity
q → 0 and the rest of the deduction is identical to the q = 0 case, where T (M)
does not play any role here.
(ii). Alternatively, one may replace the family moduli space MC−M(E)E,
the total projective space bundle X = P(Vcanon), etc., by their tL−restricted
counterparts, MC−M(E)E ×T (M) {tL} and X ×T (M) {tL}, respectively. One
may insert the cycle class [tL] ∈ A0(T (M)) into the intersection theory prod-
uct and therefore replace the power c1(H)
dimCMn+rankC(Vcanon−Wcanon)+q−1 by
[tL] ∩ c1(H)dimCMn+rankC(Vcanon−Wcanon)−1 and the rest of the discussion goes
through without any change. By either angles the reader should be able to make
102We have used the observation that rankCW
◦
canon = rankCWcanon implicitly.
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the suitable adjustments in all the formulae and finish the proof. We do not
repeat the redundant details here 103.
6.3 The Proof of the Main Theorem
We are ready to combine all the results proved in the paper to prove the main
theorem of the paper,
Theorem 1 Let δ ∈ N denote 104 the number of nodal singularities. Let L be
a 5δ − 1 very-ample line bundle on an algebraic surface M , then the number of
δ nodes nodal singular curves in a generic δ dimensional linear sub-system of
|L| can be expressed as a universal polynomial (independent to M) of c1(L)2,
c1(L) · c1(M), c1(M)
2, c2(M) of degree δ.
For the invertible sheaf L = EC 7→ M × T (M) parametrized by a coho-
mology class C ∈ H1,1(M,Z), we may extend the definition of k−very ample-
ness by assuming the surjectivity of the restriction morphism R0πT (M)∗
(
L
)
7→
R0πT (M)∗
(
L ⊗OZ×T (M)
)
for all length k + 1 sub-schemes Z ⊂M .
Remark 20 Let δ ∈ N denote the number of nodal singularities. Let C be
a cohomology class in H1,1(M,Z) and let L 7→ M × T (M) be the invertible
sheaf with c1(i
∗
ML) = C, where iM : M × {0} ⊂ M × T (M). Suppose that
L is 5δ − 1−very ample and one can find generic δ dimensional non-linear
sub-system of the projective space bundle P(πT (M)∗
(
L
)∗
) ∼= P(Vcanon), then
one may formulate a corresponding theorem for L, parallel to theorem 1. The
universal polynomial associated to L is the product of the universal polynomial
found in theorem 1 and105 ASW(C).
Proof of the main theorem: Let L be a line bundle over M with c1(L) = C,
then L determines a unique point tL ∈ T (M) in the connected component of the
Picard variety. As usual T (M) represents the component of Picard group of M
parametrizing the line bundles with first Chern class C. Let m1 = m2 = · · · =
mδ = 2 and let MC−M(E)E denote the algebraic family moduli space of curves
dual to C − 2
∑
i≤δ Ei which projects to Mδ × T (M). ThenMC−M(E)E ×T (M)
{tL} is the sub-moduli space of curves whose projection into M lie in |L|. Let
MV denote the pre-image of V , a general δ dimensional linear subsystem of
|L| under the projection map MC−M(E)E ×T (M) {tL} 7→ |L|, then MV can be
viewed as the L
2−KM ·L
2 −q(M)+pg(M)−δ-fold generic hyperplane intersection
of |L| = P(Vcanon)×T (M){tL}, intersecting with the family moduli space of C−
103Please compare with remark 16, located right after the definition of the modified algebraic
family invariants.
104In the proof of the main theorem, we switch from n to δ, fitting to Go¨ttsche’s convention.
105Refer to remark 15.
96
M(E)E, MC−M(E)E. It can be also viewed as the set theoretical intersection
resembling the following intersection theoretical product,
ctop(π
∗
XWcanon ⊗H) ∩ c1(H)
dimCMδ+
L2−KM ·L
2 −q(M)+pg(M)−3δ ∩ [X ×T (M) tL]
where MC−M(E)E is represented by the top Chern class of the canonical
algebraic obstruction vector bundle π∗XWcanon ⊗H over X = P(Vcanon) and
[X ×T (M) tL] ∈ AdimCX−q(X) is the fiber cycle class determined by the point
tL.
This object is nothing but the mixed algebraic family Seiberg-Witten in-
variant of C −
∑
2Ei, with an additional [tL] inserted, to restrict L to L, i.e.
AFSWMδ+1×{tL}7→Mδ×{tL}(1, C − 2
∑
1≤i≤δ Ei).
By the discussion presented in subsection 6.4 below, if we choose the linear
subsystem V generically, then the set MV can be decomposed into a portion
over Sγδ ,MV ×Mδ (Mδ −∪Γ∈∆(δ)−{γδ}YΓ) and the excess componentMV ×Mδ
(∪Γ∈∆(δ)−{γδ}YΓ).
By proposition 21 the 5δ − 1-very ampleness condition on L implies that
MV ×Mδ (Mδ−∪Γ∈∆(δ)−{γδ}YΓ) has the structure of a finite scheme which maps
into the generic stratum Yγδ . I.e. its image will miss all those YΓ associated
with fan-like Γ ∈ adm2(δ). In particular, both MV ×Mδ (Mδ −∪Γ∈∆(δ)YΓ) and
MV ×Mδ (∪Γ∈∆(δ)YΓ) are closed sub-schemes of X .
We emphasize that we do NOT use the very ampleness condition on L to
gain any regularity of the sub-schemeMV ×Mδ (∪Γ∈∆(δ)−{γδ}YΓ). Instead, the
machineries developed earlier in this paper, namely residual intersection formula
of top Chern classes, recursive blowing ups of X = P(Vcanon) in subsection 5.1
and proposition 18, remark 19, etc., allows us to identify through an induc-
tion argument the intersection numbers represented by MV ×Mδ Yγδ , i.e. the
top intersection pairing of the push-forward of the localized top Chern class of
π∗XWcanon ⊗H overMV ×Mδ Yγδ with a complementary power of c1(H), with
the modified family invariant AFSW∗ of C −M(E)E over Mδ × {tL}, namely
the difference of AFSWMδ+1×{tL}7→Mδ×{tL}(1, C −M(E)E) and the sum of a
hierarchy of the modified mixed algebraic family Seiberg-Witten invariants of
C −M(E)E −
∑
ei·(C−M(E)E)<0
ei above Y (Γ), for various Γ ∈ ∆(δ) − {γδ}.
Thus we may identify the degree of the finite cycle class [MV ×Mδ (Mδ −
∪Γ∈∆(δ)−{γδ}YΓ)] in A0(pt)
∼= Z with the modified algebraic family Seiberg-
Witten invariant, AFSW∗Mδ+1×T (M) 7→Mδ×T (M)({tL}, C−2
∑
1≤i≤δ Ei), defined
following remark 12 and parallel to definition 14.
According to proposition 13, remark 16 and remark 19, this modified fam-
ily invariant can be expressed as ASW({tL}, C) times a universal degree δ
polynomial of C2, C · c1(M), c1(M)2 and c2(M). Because ASW({tL}, C) =
c1(H)
pg−q+
C2−c1(KM )·C
2 [P(H0(M,L))] ∼= 1 and C2 = L·L, C ·c1(M) = −L·KM ,
c1(M)
2 = KM ·KM , the integer can be expressed as a universal polynomial of
L2, L ·KM ,KM ·KM and c2(M).
On the other hand, the symmetric group of δ elements, Sδ, acts naturally
and freely upon the open stratum Yγδ , whose underlying set is the set of all
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ordered distinct δ-tuples of points in M . This free action induces free actions
upon the sub-scheme MV ×Mδ Yγδ and the smooth ambient space X ×Mδ Yγδ .
We have the following proposition, whose proof will be postponed after we have
finished the proof of our main theorem.
Proposition 19 Assuming thatMV ×Mδ Yγδ ⊂ V ×Mδ×{tL} (⊂ X) is a finite
sub-scheme. Then the push-forward of the zero cycle [MV ×Mδ Yγδ ] ∈ A0(X)
into A0(pt) is equal to δ! times “the number of δ-node nodal curves”, dδ(L),
defined 106 by Go¨ttsche [Got].
When L is 3δ− 1-very ample, the sub-scheme W ⊂ V ×M δ2,0 in the proof of
proposition 20 is a finite scheme for a generic choice of δ dimensional linear-sub-
system V ⊂ |L|. Under such an assumption, MV ×Mδ Yγδ is a finite scheme as
well. From proposition 19, we know that the degree of [MV ×Mδ Yγδ ] is equal
to δ! · dδ(L). As we have assumed that L is 5δ − 1-very ample, Go¨ttsche (in
proposition 20) has shown that dδ(L) actually represents the number of δ−node
nodal singular curves in a generic δ dimensional linear-subsystem V .
As we have identified the degree of [MV ×Mδ Yγδ ] by two different ways, we
find that the number of δ-nodes nodal curves in a generic δ dimensional V ⊂ |L|
(counted with multiplicities), dδ(L), is equal to
1
δ!AFSW
∗
Mδ+1×{tL}7→Mδ×{tL}(1, C−
2
∑
1≤i≤δ Ei). By proposition 13 and its ending remark 16 it is a universal de-
gree δ polynomial in terms of the four variables L2, L · KM , KM · KM and
c2(M). So we have finished the proof of our main theorem. ✷
Remark 21 If we replace the singular multiplicities 2 by m1 = m2 = · · · =
mδ = m > 2, and replace the 5δ − 1−very-ampleness condition on L 7→ M by
an ( (m+1)(m+2)2 − 1)δ − 1−very-ampleness condition, our main theorem can be
generalized to count curves with δ ordinary multiplicities m singularities 107.
And the argument is completely parallel to the above argument.
At the end of this subsection, we offer a proof of proposition 19 cited above.
Proof of proposition 19: We observe that the canonical algebraic obstruction
vector bundle π∗XWcanon⊗H of the class C−M(E)E restricts to an Sδ invariant
vector bundle over X×Mδ×T (M) (Yγδ ×{tL}). This is easy to check by using the
definition of Wcanon (see section 5.1, definition 5.3 of [Liu3]) and the fact that
different exceptionalCP1s are completely disjoint and are permuted transitively
under an induced Sδ action. Then π
∗
XWcanon⊗H descends to a vector bundle
on the free quotient (X ×Mδ Yγδ )/Sδ ×T (M) {tL}, denoted by Wdescend.
As usual let M [3δ] denote the Hilbert scheme of M parametrizing the length
3δ sub-schemes of M . Consider the universal sub-scheme Z3δ(M) ⊂M ×M [3δ]
and the projection maps,
106Consult the discussion in next subsection.
107in a general (
m(m+1)
2
− 2)δ dimensional linear sub-system of |L|.
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Z3δ(M)
q3δ−→ M [3δ]yp3δ
M
The fibration of universal divisors (curves) D 7→ |L| of the linear system
forms a divisor in M × |L|, and is called the universal divisor. The line bundle
O|L|×M(D) for the universal divisor D ⊂ |L|×M is equivalent to π
∗
|L|×M 7→ML⊗
π∗|L|×M 7→|L|H, twisted by the hyperplane line bundle H 7→ |L|. Then we may
consider q3δ∗p
∗
3δ(L⊗H) = H⊗ q3δ∗p
∗
3δL = H⊗L3δ, of rank 3δ over |L|×M
[3δ].
The smooth quotient space Yγδ/Sδ parametrizes the un-ordered δ-tuples of
distinct points in M and is embedded naturally onto the top open stratum of
M [δ]. On the other hand, let x1, x2, · · · , xδ be distinct δ points on M . Then∐
1≤i≤δ Spec(OM,xi/m
2
M,xi
) is a length 3δ sub-scheme of M . This enables us to
embed the top open stratum ofM [δ] intoM [3δ]. Denote this composite inclusion
by Πδ : Yγδ/Sδ 7→M
[3δ]. Then we first notice that Π∗δ(L3δ⊗H) =Wdescend, i.e.
the descend of our canonical algebraic family obstruction bundle coincides with
the obstruction bundle defined by Go¨ttsche 108 when they are both restricted
to the top open strata. Again it is because when the δ blowing up points are
distinct in M , the corresponding exceptional divisors Ei ⊂ Mδ+1 ×Mδ Y (γδ),
1 ≤ i ≤ δ, are all disjoint.
Then we have the following short exact sequence 109
0 7→ OMδ+1×MδYγδ×{tL}(−2
∑
1≤i≤δ
Ei)⊗f
∗
δ,1L 7→ OMδ+1×MδYγδ×{tL}⊗f
∗
δ,1L 7→ O2
∑
1≤i≤δ
Ei|Mδ+1×MδYγδ
⊗f∗δ,1L 7→ 0,
which is the fundamental building block of the tL-restricted version of the
canonical algebraic family Kuranishi model of C −M(E)E.
The push-forward of OMδ+1×MδYγδ (−2
∑
1≤i≤δ Ei) ⊂ OMδ+1×MδYγδ to M ×
Yγδ defines an ideal sheaf of a universal sub-scheme. It is invariant under a free
Sδ action and we denote its free quotient under Sδ by the new notation Zγδ .
On the other hand Mδ+1 7→ M ×Mδ projects to the trivial bundle M ×
Mδ over Mδ. So the Mδ+1 ×Mδ Yγδ −→ M × Yγδ -push-forward of the above
short exact sheaf sequence results in an Sδ invariant short exact sequence which
descends to a short exact sequence on M × (Yγδ/Sδ),
(∗)0 7→ IZγδ ⊗ π
∗
γL 7→ OM×(Yγδ/Sδ) ⊗ π
∗
γL 7→ OZγδ ⊗ p
∗
γδL 7→ 0.
Over here πγ : M × (Yγδ/Sδ) 7→ M and pγδ : Zγδ 7→ M are the natural
projection maps.
108Consult subsection 6.4.
109Recall fδ,1 : Mδ+1 7→ M1 = M is the composition of fδ, fδ−1, . . . f1, where fi : Mi+1 7→
Mi are the projection maps of the universal spaces, introduced in section 2.
99
On the other hand 110 q3δ|Z3δ : Z3δ 7→M
[3δ] and the pre-image of the subset
Πδ(Yγδ/Sδ) ⊂M
[3δ] under (q3δ|Z3δ )
−1 (inside the universal sub-scheme Z3δ(M))
splits into a disjoint union of the form
∐
i≤δ Zi, where each Zi represents a non-
reduced sub-scheme of relative length 3 over the base Πδ(YΓδ/Sδ).
And there is a corresponding short exact sequence,
(∗∗)0 7→ ⊗1≤i≤δIZi ⊗ p
∗
3δL 7→ OZ3δ(M)∩q−13δ (Πδ(YΓδ/Sδ))
⊗ p∗3δL 7→ O
∐
1≤i≤δ
Zi
⊗ p∗3δL 7→ 0.
We claim that the push-forward the former short exact sequence (∗) of Zγδ
along M × (Yγδ/Sδ) 7→ (Yγδ/Sδ) is isomorphic to the Π
∗
δ pull-back of the q3δ∗-
push-forward of the short exact sequence (∗∗) on
∐
1≤i≤δ Zi, due to the following
commutative diagram of maps,
Zγδ
qγδ−→ Yγδ/Sδypˇiδ
yΠδ
Z3δ(M)
q3δ−→ M [3δ]
, with πˇδ : Zγδ 7→ Z3δ(M) being the canonical inclusion.
Therefore we can identify the descend bundleWdescend ∼= qγδ∗p
∗
γδL⊗H, with
Π∗δq3δ∗p
∗
3δ(L)⊗H. Moreover, because of the following commutative diagram on
the bundle maps,
H∗ −→ π∗|L|×Yγδ/Sδ 7→Yγδ/Sδ
qγδ∗p
∗
γδ
Ly
y
H∗ −→ π∗
|L|×M [3δ] 7→M [3δ]
q3δ∗p
∗
3δ(L)
the descend of the canonical section scanon||L|×Yγδ corresponds to the Π
∗
δ-
pull-back of a section of q3δ∗p
∗
3δ(L)⊗H and a ray l in the projective space |L| rep-
resents an algebraic curve inM singular along the sub-scheme
∐
i≤δ Spec(Oxi,M/m
2
xi)
iff the values of the canonical section scanon at each of the points l × σ(x1 ×
x2 × · · · × xδ) ∈ P(Vcanon), σ ∈ Sδ, vanishes.
By our assumption in the proposition,MV ×Mδ Yγδ has been assumed to be
a finite sub-scheme of V ×Mδ ⊂ X ×T (M) {tL}. Because MV ×Mδ Yγδ can be
identified with the zero locus of scanon in V ×Yγδ , then according to Section 14.1
of [F], one may define a localized top Chern class of π∗XWcanon⊗H|V×Yγδ with
respect to scanon|V×Yγδ inside A0(MV ×Mδ Yγδ). Because we have identified the
descend bundle Wdescend of π
∗
XWcanon ⊗H|X×MδYγδ with Π
∗
δq3δ∗p
∗
3δ(L) ⊗H,
the image of MV ×Mδ Yγδ in (X ×Mδ Yγδ )/Sδ can be identified with a finite
sub-scheme ⊂ |L| ×M δ2,0, denoted as W in the proof of proposition 20.
Since the localized top Chern class is defined by the local datum, i.e. the
total Segre class of the normal cone of the zero locus and the restriction of the
total Chern class of the vector bundle to the zero locus, the localized top Chern
110For the definitions of the maps q3δ, p3δ and the Hilbert scheme M
[3δ], please consult the
beginning of subsection 6.4.
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class of Wdescend along MV ×Mδ Yγδ/Sδ is equal to the localized top Chern
class of q3δ∗p
∗
3δ(L)⊗H over W .
Since the quotient map X ×Mδ Yγδ 7→ X ×Mδ Yγδ/Sδ is an un-ramified
covering map of degree δ!, by proposition 14.1. (d).(iii). of [F], the degree of the
localized top Chern class of π∗XWcanon ⊗H along the zero locus MV ×Mδ Yγδ
is δ! times the localized top Chern class of Wdescend along the quotient of zero
locus MV ×Mδ Yγδ/Sδ.
Because W 7→ pt factors through W ⊂ V ×M δ2,0 7→ pt, the degrees of the
localized Chern class ofWdescend|V×Yγδ alongMV ×MδYγδ/Sδ and the localized
Chern class of q3δ∗p
∗
3δ(L) ⊗ H along W are equal and their common value is
equal to
∫
|V |×Mδ2,0
c3δ(H⊗ L3δ) =
∫
|V |×Mδ2,0
c1(H)
δ ∩ c2δ(L3δ) =
∫
Mδ2,0
c2δ(L3δ) = dδ(L).
Thus the degree of [MV ×Mδ Yγδ ] is δ!dδ(L). The proof of proposition 19 is
finished. ✷
6.4 The Finiteness Result of MC−M(E)E ×Mn Yγδ
In this subsection, we survey the finiteness result based on Go¨ttsche’s argument
in [Got].
Recall the following definition of k-very ampleness of a line bundle on M ,
due to [BS].
Definition 19 A line bundle L on an algebraic manifold is k-very ample if for
all length k + 1 sub-scheme Z ⊂M , the following restriction map H0(M,L) 7→
H0(M,OZ ⊗ L) is surjective.
The 1−very ampleness is equivalent to the usual very ample condition, by
page 120, prop. 7.3. on page 152 and remark 7.8.2. on page 158 of [Ha].
Definition 20 Let M δ2 ⊂M
[3δ] be the closure (with the reduced induced struc-
ture) of the locally closed subset M δ2,0 which parametrizes sub-schemes of the
form
∐δ
i=1 Spec(OM,xi/m
2
M,xi
), where x1, x2, · · · , xδ are distinct points in M .
The symbolM [n] denote the Hilbert scheme of finite sub-schemes of length n
on M , and let Zn ⊂M ×M
[n] denote the universal family of sub-schemes with
projection pn : Zn(M) 7→M and qn : Zn(M) 7→ M [n]. Then Ln = (qn)∗(pn)∗L
is locally free of rank n on M [n]. It is easy to see that M δ2 is birational to M
[δ]
and we set dδ(L) =
∫
Mδ2
c2δ(L3δ).
Recall the following proposition due to Go¨ttsche. It is a word by word
duplication of proposition 5.3. of [Got]. We include it here for the convenience
of the readers.
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Proposition 20 (Go¨ttsche) Assume L is 3δ − 1 very ample, then a general
δ dimensional linear subsystem V ⊂ |L| contains only finitely many curves
C1, C2, C3, · · · , Cs with ≥ δ singularities. There exists positive integers n1, n2, · · · , ns
such that
∑
i ni = dδ(L). If furthermore L is (5δ−1)−very ample ( 5-very ample
if δ = 1), then the Ci have precisely δ nodes as singularities.
For completeness, we include its original proof here.
Proof (due to Go¨ttsche): Assume that L is (3δ− 1)-very ample. We apply the
Thom-Porteous formula to the restrictions of the evaluation map H0(M,L) ⊗
OM [3δ] 7→ L3δ to M
δ
2 and to M
δ
2 − M
δ
2,0. As L is (3δ − 1)-very ample, the
evaluation map is surjective. Then ([F] ex. 14.3.2) applied to M δ2 gives that for
a general δ−dimensional sub-linear system V ⊂ |L| the class dn(L) is represented
by the class of the finite scheme W of Z ∈ M δ2 with Z ⊂ D for D ∈ V . The
scheme structure ofW might be non-reduced. The application of ([F] ex. 14.3.2)
to M δ2\M
δ
2,0 and a dimension count give that W lies entirely in M
δ
2,0.
Now assume that L is (5δ − 1)−very ample. Let V ⊂ |L| again be general
δ−dimensional subsystem of |L|. The Porteous formula applied to the restriction
of L3δ+3 to M
δ+1
2 and a dimension count shows that there will be no curves in
V with more than δ singularities.
Let M δ3,0 ⊂M
[5δ] be the locus of schemes of the form Z1 ∪ Z2 ∪ Z3 · · · ∪ Zs,
where each Zi is of the form Spec(OM,xi/(m
3+ xy)) with x, y local parameters
at xi and let M
δ
3 be the closure. If a curve C with precisely δ singularities does
not contain a sub-scheme corresponding to a point in M δ3
M δ3,0, then it has δ nodes as only singularities. It is easy to see that M
δ
3,0 is
smooth of dimension 4δ. Applying the Porteous formula to the restriction of
L5δ to M
δ
3
M δ3,0 and a dimension count we see that all the curves in V with δ singularities
have precisely δ nodes. ✷
In the following, we generalize Go¨ttsche’s argument to our context. Let
M(E)E =
∑
i≤δ 2Ei. Namely, mi = 2 for all integers i, 1 ≤ i ≤ δ. A line bundle
L 7→M with c1(L) = C determines a unique point in the connected component
of Picard group, T (M), denoted as tL. The fiber productMC−M(E)E×T (M){tL}
is the algebraic family moduli sub-space of curves in the fibers of the family
Mδ+1 7→ Mδ projecting onto curves in |L|. Then there exists a natural map
MC−M(E)E ×T (M) {tL} 7→ |L|.
Proposition 21 Let L be a 3δ−1-very ample line bundle overM . LetM(E)E =∑
1≤i≤δ 2Ei, and letMV denote the pre-image of a general δ dimensional linear
subsystem V ⊂ |L| underMC−M(E)E×T (M) {tL} 7→ |L|. Then the fiber product
MV ×Mδ (Mδ−∪Γ∈∆(δ)−{γδ}SΓ) ofMV 7→Mδ and Mδ−∪Γ∈∆(δ)−{γδ}SΓ ⊂Mδ
is a finite scheme and its image under the projection map to Mδ lies in the
generic stratum Yγδ .
Proof: It is not hard to see that the imageMV ×Mn Yγδ 7→ V corresponds to all
the curves in the linear sub system V which has at least δ distinct singularities.
The space Yγδ parametrizes all the ordered distinct δ points on M , and the
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image of MV ×Mδ Yγδ in Yγδ are the ordered δ-tuples of singular points of the
curves. According to proposition 20 (by Go¨ttsche), there are at most a finite
number of singular curves in V with exactly δ distinct singularities.
This implies MV ×Mδ Yγδ to be a finite scheme. On the other hand, the
image ofMV 7→Mδ may have non-trivial intersections with the various subsets
SΓ,Γ ∈ ∆(δ)− {γδ}.
To prove the proposition, it suffices to show that the image MV 7→ Mδ
intersect with YΓ trivially for all the chain-like
111 Γ ∈ adm2(δ). ThenMV ×Mδ
(Mδ−∪Γ∈∆(δ)−{γδ}SΓ) can be identified with the spaceMV ×Mδ Yγδ and it has
been shown to be a finite scheme which projects into Yγδ automatically.
To show that the image of MV 7→ Mδ avoids all the YΓ for chain-like Γ,
we fix an arbitrary b¯ ∈ YΓ and show that b¯ is not included in the image of
MV 7→Mδ for generic choices of V .
Lemma 27 Let Γ ∈ adm2(δ) be a chain-like admissible graph. The fiber above
the point b¯ ∈ Y (Γ) ⊂ Mδ of Mδ+1 7→ Mδ determines a δ−consecutive blowing
ups of M , denoted by M˜ . As usual, let E1, E2, · · · , Eδ denote the δ exceptional
divisors in M˜ of the blowing down map f : M˜ 7→M . Then f∗OM˜ (−2
∑
i≤δ Ei)
is an ideal sheaf ⊂ OM of a finite sub-scheme of M of length 3δ.
Proof of Lemma 27: Firstly we prove that f∗OM˜ (−2
∑
i≤δ Ei) is an ideal sheaf
by showing that it is a sub-sheaf of OM .
To see this, we notice thatOM˜ (−2
∑
i≤δ Ei) ⊂ OM˜ and thus f∗OM˜ (−2
∑
i≤δ Ei) ⊂
f∗OM˜ . On the other hand, the exceptional divisors of f : M˜ 7→ M are all
rational, this implies that f∗OM˜ = OM . Thus, f∗OM˜ (−2
∑
i≤δ Ei) is a sub-
sheaf of OM . Let Z be
112 the sub-scheme of M defined by the ideal sheaf
IZ = f∗OM˜ (−2
∑
i≤δ Ei).
Secondly, we prove that the length of Z is bounded by 3δ from above. This is
achieved by an induction argument on δ. For δ = 1, there is a unique exceptional
divisor E1. Let x ∈ M be the blowing up point. It is easy to see that OZ ∼=
OM/IZ ∼= Ox/m2x and Z is of length 3 = 3 · 1 = 3 · δ.
For δ > 1, suppose that for all the smooth algebraic surfaces M and all δ-
consecutive blowing ups, M˜ , of M , the ideal sheaf f∗OM˜ (−2
∑
i≤δ Ei) is known
to define a length≤ 3δ sub-scheme ofM , we would like to show that for δ+1, and
the δ+1-consecutive blowing ups Mˇ ofM , the ideal sheaf fˇ∗OMˇ (−2
∑
i≤δ+1 Ei)
defines a sub-scheme of M of length ≤ 3(δ + 1).
We notice that fˇ : Mˇ 7→ M can be factored into ˇ¯f : Mˇ 7→ M¯ and f¯ : M¯ 7→
M , where M¯ is a one-point blowing up of M , with the exceptional divisor E1,
and Mˇ can be constructed from M¯ by δ-consecutive blowing ups.
By induction hypothesis, ˇ¯f∗OMˇ (−2
∑
2≤i≤δ+1 Ei) defines an ideal sheaf on
M¯ of the sub-scheme, Z¯ ⊂ M¯ of length ≤ 3δ.
Then
ˇ¯f∗OMˇ (−2
∑
1≤i≤δ+1
Ei) =
ˇ¯f∗
(
OMˇ (−2
∑
2≤i≤δ+1
Ei)⊗
ˇ¯f
∗
OMˇ (−2E1)
)
= IZ¯⊗OM¯ (−2E1),
111Consult definition 6 and the comment afterward.
112The Z has nothing to do with the various Z used in the previous sections.
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and
fˇ∗OMˇ (−2
∑
1≤i≤δ+1
Ei) = f¯∗
(ˇ¯f∗OMˇ (−2
∑
1≤i≤δ+1
Ei)
)
= f¯∗
(
IZ¯ ⊗OM¯ (−2E1)
)
.
By using the exactness of the sequence, 0 7→ f¯∗IZ¯ 7→ f¯∗OM¯ 7→ f¯∗OZ¯ ,
and the fact f¯∗OM¯ (−2E1) being an ideal sheaf ofM of co-length 3, the length
of the sub-scheme defined by f¯∗
(
IZ¯⊗OM¯ (−2E1)
)
is bounded by length(Z¯)+3 =
3δ + 3 = 3(δ + 1) from above.
Thirdly, we show that the equality is saturated, namely length(Z) = 3δ
for all δ ∈ N, when Γ ∈ ∆(δ) is a chain-like admissible graph ∈ adm2(δ).
We prove this by contradiction. We know that for δ = 1 the equality always
saturates. Suppose that there is some chain-like admissible graph Γ and for some
b¯ ∈ YΓ, the fiber M˜ of Mδ+1 7→ Mδ above b¯, f : M˜ 7→ M , such that the ideal
sheaf f∗OM˜ (−2
∑
i≤δ Ei) = IZ is of length < 3δ. We may assume additionally
that the smallest natural number δ0 > 1 satisfying the above condition has
been chosen. I.e. for all natural numbers δ smaller than δ0 and any chain-like
admissible graphs ∈ adm2(δ), the ideal sheaf always defines length 3δ sub-
schemes in M .
Apparently the question is of local nature, so we may assume that we are
blowing up consecutively at the origin 0 ∈ C2 =M . Suppose that the connected
graph Γ ∈ adm2(δ0) is a linear chain and the i−th vertex is the unique direct
descendent of the i − 1−th vertex, for all 2 ≤ i ≤ δ0. Let x, y be the affine
coordinates around the origin 0.
Consider the blowing down of M˜ along the last exceptional divisor Eδ0 ,
f´ : M˜ 7→ M´ . Then M´ is a δ0 − 1 consecutive blowing ups of M at 0. Define
IZ0 = OM´ , IZ1 = f´∗OM˜ (−Eδ0) and IZ3 = f´∗OM˜ (−2Eδ0). Let IZ2 be an ideal
sheaf of co-length 2 in-between IZ1 and IZ3 , i.e. IZ1 ⊃ IZ2 ⊃ IZ3 . Then for
f˘ : M´ 7→M , we have
f∗OM˜ (−2
∑
i≤δ0−1
Ei−Eδ0) ∼= f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗IZ1
)
⊃ f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗IZ2
)
⊃ f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗ IZ3
)
∼= f˘∗OM˜ (−2
∑
i≤δ0
Ei).
The minimality of δ0 implies that f∗OM˜ (−2
∑
i≤δ0−1
Ei) is of co-length
3(δ0−1) in OM . Because f∗OM˜ (−2
∑
i≤δ0−1
Ei) ⊃ f∗OM˜ (−2
∑
i≤δ0
Ei) is of co-
length < 3, there must be some a ∈ {0, 1, 2} such that f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗
IZa
)
= f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗ IZa+1
)
.
Define f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗IZa
)
= IZ for such an a. Consider a poly-
nomial g(x, y) ∈ C[x, y] vanishing along the sub-scheme Z.
The sheaf identification f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei) ⊗ IZa
)
= IZ induces an
identification ψa : Γ(M, IZ)
∼=
−→ Γ(M´, f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗ IZa).
104
Then the image ψa(g) of g in Γ(M´, f˘∗
(
OM´ (−2
∑
i≤δ0−1
Ei)⊗IZa) defines a
zero locus in M´ . Suppose that g can be chosen such that ψa(g) does not vanish
identically on E1, E2, · · · , Eδ0−1, then the zero locus Z(ψa(g)) = {x|ψa(g)(x) =
0, x ∈ M´} in M´ is nothing but the strict transform of Z(g) = {x|g(x) = 0, x ∈
M} under the δ0 − 1−consecutive blowing ups.
By the choice of a we know that f˘∗OM´ (−2
∑
i≤δ0−1
Ei) ⊗ IZa+1 = IZ as
well. So the defining equation ψa(g) vanishes along the length a+1 sub-scheme
Za+1 ⊃ Za automatically.
We demonstrate the existence of some counter-example violating the above
assertion in the following lemma 28. After it is achieved, then the co-length
of f∗OM˜ (−2
∑
1≤i≤δ0
Ei) has to be exactly 3δ0 and therefore the minimal δ0
violating the saturation condition can never exist. Then the proof of lemma 27
is finished. ✷
The following lemma supports the counter-example needed in the proof of
lemma 27.
Lemma 28 Let M = C2 and let Γ be a connected chain-like admissible graph
in adm2(δ0). As above fix a point b¯ ∈ YΓ and therefore a δ0-consecutive blowing
up of M at its origin 0. Let a be chosen as above and let Za, Za+1 be the length a
and a+1 sub-schemes of M´ defined above. Given any nonzero g ∈ H0(M, IZ),
let g´ ∈ H0(M´,OM´ ) be the defining equation of the strict transform of the locus
Z(g) in M´ (well-defined up to a C∗ multiplication). Then there exists a nonzero
g ∈ H0(C2, IZ) such that g´ ∈ H0(M´,OM´ (−2
∑
1≤i≤δ0−1
Ei) ⊗ IZa) but g´ 6∈
H0(M´,OM´ (−2
∑
1≤i≤δ0−1
Ei)⊗ IZa+1).
Proof of lemma 28: By the embedded resolutions of singular curves in algebraic
surfaces, (for example consult 8B, page 160-166 of [Mum]), the rational double
point in a singular curve in C2 defined by the equation x2 = y2(δ0−1) can be
resolved into smooth points by consecutively blowing up δ0−1 times, each upon
the unique singular point of the intermediate strict transforms.
Algebraically blowing up a point corresponds to replacing the coordinates
(x, y) by (x′, y′)(= xy , y) (or (x
′, y′) = (x, yx )) in the defining equations. And
under the first set of change of variables the equation becomes
x2 − y2(δ0−1) = (
x
y
· y)2 − y2(δ0−1) = y′2((
x
y
)2 − y′2(δ0−2)) = y′2(x′2 − y′2(δ0−2)).
Firstly, the strict transformation of the zero locus in the one-point blowing
up of M at the origin, defined by x′2 = y′2(δ0−2), has a rational double point
(A2δ0−5 singularity) at x
′ = y′ = 0 and it intersects with the exceptional divisor
(defined locally by y′ = 0 here) with a singular multiplicity µ = 2. By induction
one realizes that the original singular curve gets resolved into a smooth curve
after δ0− 1 consecutively blowing ups and the resolved smooth curve intersects
with the last exceptional CP1 (dual to Eδ0−1) at two distinct points. This
can be seen by observing that the δ0 = 2 case corresponds to nothing but the
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ordinary double (nodal singular) point. The blowup sequence determined by
b¯ ∈ YΓ determines a sequence of δ0 − 1 points in a sequence of the first δ0 − 1
exceptional P1, each representing an exceptional divisor in the intermediate
blowing ups. Apparently the blowing-up centers in resolving x2 = y2(δ0−1)
to a smooth curve may not be identical to the first δ0 − 1 blowing-up centers
determined by b¯ ∈ YΓ. On the other hand, the change of variables on page
161, in the subsection (8.6) of [Mum] allows us to move the locations of the
intermediate singularities that are blown up. We proceed as the following.
Firstly notice that it requires at least 2δ0 − 1 affine coordinate systems to
cover the δ0 − 1 distinct exceptional P1 of M´ 7→ M and the punctured neigh-
borhood of M around 0. Let (x,y) be the affine coordinate of M at 0 and let
(x2i−1, y2i−1), (x2i, y2i), 1 ≤ i ≤ δ0 − 1 be the dual affine coordinates on the
neighborhoods of the i−th exceptional P1. For a fixed i, they satisfy the follow-
ing transition rules x2i−1y2i−1 = x2i,
1
x2i−1
= y2i. The locus y2i−1 or x2i = 0
corresponds to the i−th P1. To determine the transitions of coordinates among
different i, it suffices to work out the transition for the adjacent pairs.
The blowing up sequence determined by b¯ determines δ0−1 points v1,v2, · · · ,vδ0−1
in the δ0 − 1 exceptional P1 of M´ 7→M , respectively.
Firstly focus on the exceptional P1 representing the δ0− 1-th divisor Eδ0−1.
Because Z1 = vδ0−1 is a point in this P
1, either it is covered by the coordinate
system (x2δ0−3, y2δ0−3) with y2δ0−3 = 0, or it is at the origin of (x2δ0−2, y2δ0−2)
coordinate system.
By choosing either (u, v) = (x2δ0−3, y2δ0−3) or (u, v) = (y2δ0−2, x2δ0−2), we
assume that (u, v) is a coordinate system around the δ0 − 1−th exceptional
P1 containing th point vδ0−1 such that v = 0 defines the exceptional curve
locally and u is a local uniformizer of the exceptional curve. We choose the
constants α, β ∈ C, and A ∈ C in the quadratic polynomial gδ0−1(u, v) =
(u− α)(u − β) +Av according to the value of a ∈ {0, 1, 2}.
Notice that when α 6= β, the equation v2gδ0−1(
u
v , v) = u
2 − (α + β)uv +
αβv2 + Av3 = 0 represents a curve with a rational double point at the origin
of (u, v). We know that u = α, u = β are the affine coordinates of the two
intersection points of the resolved smooth curve with Eδ0−1, locally defined by
v = 0.
Case 0: Suppose that a = 0, then set A = 0 and choose generic α and β to move
the two intersection points of the resolved smooth curve with the exceptional
curve Eδ0−1 away from the blown up point Z1 = vδ0−1 off´ : M˜ 7→ M´ .
Case 1: Suppose that a = 1. Firstly choose β = β0 such that u = β0 is the affine
coordinate of blown up point Z1 in M´ . Thus the smooth curve resolved from the
nodal curve locally defined by v2gδ0−1(
u
v , v) = u
2− (α+β)uv+αβv2+Av3 = 0
vanishes along the length one sub-scheme Z1. Notice that in terms of the local
uniformizers (u− β0), v at (β0, 0) the first jets of gδ0−1(u, v) are determined by
α − β0 and A. We choose a generic α, α 6= β0 and A such that the resolved
smooth curve does not vanish along the sub-scheme Z2. This is possible because
the length 2 sub-scheme Z2 ⊂ M´ determines a tangent direction of M´ at Z1
and the generic choices of α and A can prevent the locus gδ0−1(u, v) = 0 from
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being tangent to this tangent direction specified by Z2 at Z1.
Case 2: Suppose that a = 2. As before we choose β = β0 such that u = β0 is
the affine coordinate of the blown up point Z1 ⊂ P1. The rest of the discussion
depends on Z2 explicitly. If the length two sub-scheme Z2 represents the tangent
direction to Eδ0−1 at Z1, then we take α = β0 and A 6= 0. If Z2 determines
a tangent direction of M´ at Z1 other than the tangent direction of Eδ0−1 at
Z1, then we choose a pair of non-identically zero α 6= β0 and A such that
the conic determined by the equation gδ0−1(u, v) = 0 is tangent to this given
direction specified by Z2. Because the first jets of gδ0−1 at (u, v) = (β0, 0) are
not identically zero, it is apparent that the polynomial gδ0−1 does not vanish
along Z3.
Definition 21 A polynomial f(x, y) ∈ C[x, y] is said to be leaded by the variable
x of degree two if it only contains monomials xsyt with 0 ≤ s ≤ 2. It is said
to be leaded by the variable y of degree two if it only contains monomials of the
type xsyt with 0 ≤ t ≤ 2.
It is easy to observe that if a polynomial is leaded by x (or by y) of degree
two, then y2f(xy , y) (or x
2f(x, yx )), f(x+a ·y, y) (or f(x, y+bx)) are still leaded
by x (or by y) as well.
We employ the following inductive procedure with decreasing i, 1 ≤ i ≤
δ0 − 2, to determine the transition maps between different coordinate charts
and gi. Starting from gδ0−1 = gi+1 with i = δ0 − 2.
Case I: If gi+1 is leaded by x2i+1 or y2i+2, then consider the following transition
rule.
(i). Suppose that the point vi is in the open subset of the i − th P1 covered
by the coordinate system (x2i−1, 0) with an affine coordinate (α2i−1, 0), then
set (x2i−1 − α2i−1) = y2i+1x2i+1, y2i−1 = y2i+1; (x2i−1 − α2i−1) = x2i+2,
y2i−1 = x2i+2y2i+2 for the coordinate transitions.
(ii). Suppose that the point vi is not in the open subset of P
1 covered by the
coordinate system (x2i−1, 0), then it must be covered by the affine coordinate
system (0, y2i) with an affine coordinate y2i = 0. We set y2i = x2i+2y2i+2,
x2i = x2i+2; y2i = y2i+1, x2i = x2i+1y2i+1 for the coordinate transitions.
It is apparent that our choices of transition maps are consistent with the
transitions of dual coordinates (x2i+1, y2i+1)↔ (x2i+2, y2i+2) defined earlier.
Define gi as (x2i−1 − αi)2gi+1(
x2i−1−αi
y2i−1
, y2i−1) (in alternative (i)) or gi =
y22igi+1(
x2i
y2i
, y2i) (in alternative (ii)) if gi+1 is leaded by x2i+1 of degree two.
Define gi as (x2i−1 − αi)2gi+1(x2i−1 − αi,
y2i−1
x2i−1−αi
) (in the alternative (i))
or gi = (x2i)
2gi+1(x2i,
y2i
x2i
) (in the alternative (ii)) if gi is leaded by y2i+2 of
degree two.
Case II:
If gi+1 is leaded by y2i+1 or x2i+2, we consider the following alternative
scheme instead.
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(i)’. If vi is in the open subset of the i−th P1 covered by the coordinate system
(0, y2i) with an affine coordinate (0, β2i), then set (y2i − β2i) = x2i+1y2i+1,
x2i = x2i+1; (y2i−β2i) = y2i+2, x2i = x2i+2y2i+2 for the coordinate transitions.
(ii)’. If the point vi is not in the open subset of P
1 covered by the coordinate
system (0, y2i), it must be covered by the affine coordinate system (x2i−1, 0)
with an affine coordinate x2i−1 = 0. Then we set y2i = x2i+1y2i+1, x2i = x2i+1;
y2i = y2i+2, x2i = x2i+2y2i+2 for the coordinate transitions.
Define gi to be (y2i − β2i)2gi+1(
x2i
y2i−β2i
, y2i − β2i) (in the alternative (i)’) or
y22igi+1(
x2i
y2i
, y2i) (in alternative (ii)’) if gi+1 is leaded by x2i+2.
Define gi to be x
2
2igi+1(x2i,
y2i−β2i
x2i
) (in the alternative (i)’) or x22igi+1(x2i,
y2i
x2i
)
(in alternative (ii)’) if gi+1 is leaded by y2i+1.
It is easy to check that the two-variable polynomial gi is still leaded by one
of its variables of degree two.
If i ≥ 1, decrease i by one, i 7→ i − 1, and repeat the above process until
i = 0.
Finally when i = 0, jump out of the defining loops and define113 (x,y) =
(x1y1, y1) and (x,y) = (x2, x2y2). Define g0(x,y) = y
2g1(
x
y
,y) if g1 is leaded
by x1 or x2 of degree two. Define g0(x,y) = x
2g1(x,
y
x
) if g1 is leaded by y1 or
y2 of degree two.
The union of the zero loci in M´ defined by gi = 0, 0 ≤ i ≤ δ0 − 1 on the
δ0 different coordinate charts form an algebraic curve intersecting Ei, 1 ≤ i ≤
δ0 − 1, with multiplicity two. By our construction of gδ0−1 above, it vanishes
along Za but not along Za+1. Because this curve is a divisor in M´ , it is defined by
a global section g´0 ∈ H0(M´,OM´ (−2
∑
1≤i≤δ0−1
Ei)⊗IZa). By our construction
we know that g´0 6∈ H0(M´,OM´ (−2
∑
1≤i≤δ0−1
Ei)⊗ IZa+1).
The explicit form of g´0 on all 2δ0 − 1 coordinate charts can be determined
by the gi, 0 ≤ i ≤ δ0− 1 (on the δ0 charts) and the transition maps among dual
charts covering Ei. On the other hand, f´ |M´−∪1≤i≤δ0−1Ei
: M´ − ∪1≤i≤δ0−1Ei 7→
M − 0 is an isomorphism under the blowing down map. Under this iden-
tification (x,y) = f´∗(x, y), g0(x, y) defines a polynomial ∈ H0(M,OM ) ∼=
C[x, y]. Because g´0 is a global section of OM´ (−2
∑
1≤i≤δ0−1
Ei) ⊗ IZa , g0 ∈
H0(M, f´∗(OM´ (−2
∑
1≤i≤δ0−1
Ei)⊗ IZa)) = H
0(M, IZ).
The pair (g´0, g0) satisfy the requirement in lemma 28. So the proof of lemma
28 is finished. ✷
From lemma 27, we know that for all chain-like Γ0 ∈ adm2(δ), the scheme
Z defined by the ideal sheaf IZ = f∗OM˜ (−2
∑
i≤δ Ei) is of length 3δ.
This implies that for any chain-like Γ0 ∈ adm2(δ), a point b¯ ∈ YΓ0 ⊂ Mδ0
is in the image of MV ×Mδ (Mδ − ∪Γ∈∆(δ)SΓ) if there exists a point c ∈ MV
above b¯ such that its image inside the δ dimensional linear sub-system V under
MV 7→ V lies in the kernel H0(M, IZ ⊗L) of H0(M,L) 7→ H0(M,OZ ⊗L). I.e.
the corresponding curve represented by the point c vanishes along the length 3δ
sub-scheme Z.
113Because we blow up 0 ∈M .
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By the 3δ−1-very ampleness condition on L and the argument of Go¨ttsche’s
proposition 20, for generic choices of V ⊂ |L| there can be no such curve. So
the proof of proposition 21 is complete. ✷
7 Appendix: The Relationship with the Gromov-
Witten Invariant
In the previous section, we have given an algebraic proof that the “number of
δ-nodes nodal curves” in a general δ dimensional linear-subsystem of |L| can
be expressed as a universal polynomial of L · L,L · c1(KM ), c1(KM )2, c2(M).
This “number of nodal curves” is understood in the sense of Go¨ttsche (see
proposition 20) and our proof involves the various constructions in the algebraic
family Seiberg-Witten theory. The reader working on Gromov-Witten invariant
may desire to understand the relationship between the “family Seiberg-Witten
invariant count” and the Gromov-Witten invariant count. As sometimes it may
lead to some misunderstanding of the result, so we offer some clarification here.
Firstly, for the difference between the usual “algebraic” Seiberg-Witten in-
variant (over B = pt) and the topological version of Seiberg-Witten invariant
(which is equivalent to the “right genus” Gromov-Witten invariant of an alge-
braic surface by [T1], [T2], [T3] and [IP]), please consult sub-section 4.3.1 of
[Liu3]. So we will focus on the difference of our “number of nodal curves” and
the usual “wrong genera” Gromov-Witten invariant.
Given a holomorphic line bundle L on M , the adjunction formula, C2 +
c1(KM ) ·C = 2g(C)− 2 with C = c1(L), predicts a preferred genus of curves in
|L|. An identical adjunction formula holds in the pseudo-holomorphic category
as well. Taubes had used the pseudo-holomorphic curve counting of the preferred
genus in developing his “SW=Gr” theorem, [T1], [T2], [T3] etc.
On the other hand, in the standard GW invariant the genus of the source
curve is not pre-determined by the class C = c1(L) ∈ H2(M,Z). In fact,
for all g ∈ N, it makes sense to define the genus g Gromov-Witten invariant
GWg(C) which enumerates the virtual number of (pseudo-)holomorphic maps
representing C ∈ H2(M,Z) from source curves with genus g.
The fundamental observation which relates the “nodal curve counting” with
the number GWg(C) is that a genus g < g(C) (pseudo)-holomorphic curve tends
to develop g(C) − C nodal singularities. It is because a (pseudo)-holomorphic
map from a genus g, g < g(C) curve, Σg mapping into M cannot be em-
bedded (or it violates the adjunction formula) and tends to develop isolated
singularities in its image (if it is not multiple-covered or bubbling off multiple
coverings of two spheres). The nodal curve singularities are preferred because of
dimension reason. Suppose that the image of Σg has developed singularities at
x1, x2, · · · , xk ∈M with singular multiplicities m1,m2, · · · ,mk for some k ∈ N.
Then the adjunction formula for singular curves, exercise 1.3 and corollary
3.7 of chapter V of [Ha], implies that
109
2g − 2 +
∑
i≤k
mi(mi − 1) = C
2 + c1(KM ) · C.
On the other hand for g ≥ 2, the expected dimension of the Gromov-Witten
moduli space is equal to
∫
Σg
c1(M)−2(g−1)+dimCMg = −c1(KM )·C+
C2 + c1(KM ) · C
2
−
∑
i≤k
mi(mi − 1)
2
=
C2 − c1(KM ) · C
2
−
∑
i≤k
mi(mi − 1)
2
,
where C
2−c1(KM )·C
2 is both (i). the expected dimension of Gromov-Taubes
moduli space (see Taubes [T3]) and (ii). The C dependent term of the sur-
face Riemann-Roch formula and closely related to the dimension of the (non-
)linear system associated to a given C ∈ H2(M,Z). On the other hand, the
expected dimension of algebraic curves carrying k singularities with multiplic-
ities m1,m2, · · · ,mk is at most
C2−c1(KM )·C
2 −
∑
1≤i≤δ(
m2i+mi
2 − 2). Because
m(m−1) ≤ m(m+1)−4 form ≥ 2 and the equality saturates only when m = 2,
the curves with singular multiplicities > 2 are of lower dimensions in the moduli
space of genus g curves. A closer look at the type of the curve singularity shows
that any double point other than nodal (A1) singularity drops the complex di-
mension of the deformation space of curves by at least two. Therefore a generic
genus g immersed curve dual to C develop δ = g(C)− g nodal singularities.
When one works in the C∞ category and perturbs the almost complex struc-
tures of the algebraic surface M to a generic one, one expects the pseudo-
holomorphic maps to develop nodal singularities. Thus both family Seiberg-
Witten invariant of C − 2
∑
1≤i≤δ Ei and Grg(C)−δ(C) are objects enumerating
δ-nodes curve dual to C.
The fundamental question we have to clarify and answer is,
Question: Do 1δ!AFSW
∗
Mδ+1×T (M) 7→Mδ×T (M)
(1, C−
∑
1≤i≤δ 2Ei) and the Ruan-
Tian version of GWg(C)−δ(C) “always” enumerate the “number of nodal curves”
in a totally identical way?
Certainly there are many important cases that they do enumerate the same
numbers, e.g. when C is a primitive cohomology class of a K3 or T 4, etc.
But the general answer of this question is “No”. In the following we offer an
explanation of the causes.
1. The Gromov-Witten invariant enumerates the “number of (pseudo)-holomorphic
maps” instead of immersed curves (viewed as divisors in M). When the co-
homology class C is primitive, i.e. it is not a multiple of any other element
in H2(M,Z), each holomorphic map determines uniquely a nodal curve and
vice versa. But when C becomes non-primitive, sometimes there can be mul-
tiple coverings of holomorphic maps such that the image (without counting
multiplicity) is dual to 1mC , for some m ∈ N. These multiple coverings of
holomorphic maps contribute to GWg(C)−δ(C) as well. But they do not cor-
respond to immersed nodal curve dual to C and are mostly ignored by the
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scheme of family invariant. In general, the object GWg(C) is Q valued, re-
flecting the orbifold structure of the space Mg,n. On the other hand, either
1
δ!AFSW
∗
Mδ+1×T (M) 7→Mδ×T (M)
(1, C−2
∑
i≤δ Ei) or
1
δ!AFSW
∗
Mδ+1×{tL}7→Mδ×{tL}
(1, C−
2
∑
i≤δ Ei) is always integral valued.
2. In the algebraic category, it is highly non-trivial to make the appropriated
moduli space of curves defined as the zero locus of a transversal algebraic sec-
tion. This applies to both family Seiberg-Witten invariant and Gromov-Witten
invariant. When the moduli space is not transversal, one interprets the invari-
ants as some types of virtual number counts. Without any transversality re-
sult, the correspondence between algebraic family Seiberg-Witten invariant and
Gromov-Witten invariant is not transparent at all. If one decides to work in-
stead in the symplectic (pseudo-holomorphic) category, it is usually easier to get
the transversality result of the appropriated moduli spaces by choosing generic
almost complex structures tamed by a simplectic structure on M . On the other
hand, at this moment it is not clear how to define the “number of nodal singular
curves” of a general symplectic four-manifold without selecting special classes
C or almost complex structures J . In the situation when one can make sure the
cut down moduli space consists of a finite number pseudo-holomorphic nodal
singular curves, one has to identify the algebraic family Seiberg Witten invari-
ant with its topological cousin “Family Seiberg-Witten invariant” and employ
the technique of Taubes’ “SW=Gr” to compare the solutions to family Seiberg-
Witten equations and the smooth curve resolved from the nodal singular curves
in M .
Unluckily the gluing machineries of Taubes in his seminal long papers [T1],
[T2], falls out of the algebraic category. Thus one may desire a purely algebraic
method to determine the family algebraic Seiberg-Witten invariants or relate
them with the Gromov-Witten invariant.
3. In Go¨ttsche’s definition, the “number of nodal curves” is defined for L to
be 5δ − 1−very ample. Under this assumption, there is a well defined integer,
gotten by counting the discrete number (with multiplicities) of nodal curves. On
the other hand, when L fails to be 5δ − 1−very ample, generally speaking we
do not expect 1δAFSW
∗
Mδ+1×{tL}7→Mδ×{tL}
(1, C − 2
∑
i≤δ Ei) to calculate the
number of nodal curves. In general, we have to subtract all the contributions
from type II exceptional curves [Liu6] as well. The result is usually manifold
dependent and involves some generalization of the technique used in this paper.
One exception is the case that M = K3 or T 4 when all the contribu-
tions from type II exceptional curves are known to vanish due to the fact
SW (2C) = 0 for any C ∈ H2(M,Z), M = K3 or M = T 4. The details
about the contribution of the type II curve multiple-coverings will be devel-
oped in a separated article and we do not elaborate it here. In these cases, the
numbers 1δ!AFSW
∗
Mδ+1×T (M) 7→Mδ×T (M)(1, C−2
∑
i≤δ Ei) are actually equal to
“the number of nodal singular curves” dual to C, understood as a virtual in-
tersection number. When C is primitive, this number coincides with the usual
Gromov-Witten invariant ([BL1], [BL2]). When C is not primitive, the number
of immersed nodal singular curves dual to C differ from the usual Gromov-
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Witten invariant count as the former does not count the multiple covering maps
of curves from the fractional multiples of C. This fact can be seen from the
discrepancy between the Yau-Zaslow formula and Gathman’s calculation [Gat]
of GWg(C) of a 2-multiple of a primitive class in the K3 lattice.
In Gathman’s calculation, he considers an algebraic K3 surface which is the
double-covering of P2 ramified along a generic sextic curve. He considers the
class C, C2 = 5, to be twice of the pull-back of the hyperplane class from P2 and
the answer he got for GW0(C) was N5+
1
8N2, where
∑
δ≥0Nδq
δ =
∏
i>0
1
(1−qi)24
is the generating function of the Yau-Zaslow formula. In his calculation, he
had used a degenerated complex structure to enumerate curves and the 176256
rational curves from his (i)., (ii)., and (iii)(b). can be thought to be the degen-
erations from nodal pseudo-holomorphic rational curves of generic S2 families
of almost complex structures. On the other hand, the 324 rational curves from
his (iii).(a). are honest double coverings of primitive rational curves and can
not be degenerated from immersed pseudo-holomorphic nodal curves.
This example indicates clearly that Yau-Zaslow conjecture is not about the
prediction of Gromov-Witten invariant at all. The prediction of Yau-Zaslow
conjecture coincides with the Gromov-Witten calculation only for the primitive
classes when the multiple coverings addressed in 1. do not occur. Therefore it is
dangerous to mix up “the number of nodal rational curves” with “the number
of holomorphic maps to rational curves” and identify them conceptually.
Moreover when the class C is not primitive, in Gathman’s calculation the
contributions from the multiple coverings does show up in the correction term
and it is desirable to find out the relationship between them explicitly.
In the symplectic category if one can prevent the discrete number of pseudo-
holomorphic maps with nodal curve images to converge to some multiple cover-
ing of curves in the most general content (this is not achieved at this moment),
then a multiple covering formula (presumably determined by certain intersection
numbers onMg,n) should allow us to relate the number of nodal singular curves
dual to C with the numbers GWg(C) and the formula should be of combinatorial
nature.
4. When the geometric genus pg is greater than zero. The usual GWg(C) counts
are mostly zero except for a finite number of classes (direct related to the so-
called Seiberg-Witten basic classes for Ka¨hler surfaces). Yet AFSW∗ still picks
up non-trivial contributions. This can be seen by the lower δ formula calcu-
lated by Vainsencher/Kleiman&Piene[][]. The reason behind the discrepancy is
that GWg(C) (like Taubes’ version of Gromov-Taubes invariant) are symplectic
invariants. The algebraic surfaces are Seiberg-Witten simple type that classes
with positive moduli space dimension C
2−c1(KM )·C
2 have vanishing invariants.
Algebraically it is reflected in the fact that there is a pg difference between the
dimension of the projective space pg +
C2−C·c1(KM )
2 (assuming q(M) = 0) and
the expected Gromov-Taubes dimension of the curve C
2−C·c1(KM )
2 .
For a very ample line bundle L such that KM ⊗ L is ample, this gives a
trivial rank pg complex obstruction sub-bundle above ML = |L|, which causes
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the usual Seiberg-Witten invariant of c1(L) = C and the sub-sequent family
invariant of C −
∑
i≤nmiEi to vanish.
This is why the hyperwinding families of K3 or T 4 had been used to count
the nodal curves in [Liu1]. The algebraic Seiberg-Witten invariants and the
family algebraic Seiberg-Witten invariants are defined such that for such L, they
remove the trivial rank pg obstruction bundle from |L| and shift the expected
dimension of the moduli space up by pg. This causes the algebraic family
Seiberg-Witten invariants to be “enumeration invariants” but not the usual
symplectic invariants under deformation. The way that we realize ASW or
AFSW∗, etc. to be invariants is through a different route: After calculating
ASW , AFSW or the modified invariants AFSW∗, they can be expressed in
terms of some datum which depend on only the homotopic type of the algebraic
surface and C.
5. Another significant difference between the algebraic family Seiberg-Witten in-
variant of immersed curves and the Gromov-Witten invariant of maps is that (as-
suming pg = 0 for simplicity) when the appropriated moduli spaces are transver-
sal and the dimensions of the compactifying boundary components drop, the
former object enumerates all the irreducible as well as reducible nodal singular
curves dual to C while GWg(C) encodes only the irreducible nodal curves dual to
C. The rough reason is that according to Taubes, SW (2C − c1(KM )) = Gr(C)
enumerates the connected as well as disconnected smooth curves dual to C.
Based on this philosophy that the enumeration of the family invariants of a
given family should include connected as well as dis-connected smooth curves
within a family, the modified family invariants of the universal families also
enumerate reducible nodal curves where two curves intersect at normal crossing
singularities (and the normal crossing singularities get resolved after the blow-
ing ups). On the other hand, reducible nodal curves with multiple irreducible
components can not be the pseudo-holomorphic image of irreducible Riemann
surface. Thus, reducible nodal curves can only be viewed as the images of semi-
stable maps while the source curve is parametrized by a point in the boundary
point Mg,n −Mg,n for some pair of (g, n), and is of lower expected dimension.
This symptom is purely of combinatorial nature and should be cured by
re-developing the generating series.
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