The existence of a homomorphism between two digraphs often implies many structural properties. We collect in this paper some characterizations of various digraph homomorphisms using matrix equations and fiber partitions. We also survey the relationship among the characteristic polynomials of a digraph and its divisors. This includes an introduction of the concept of branched coverings of digraphs, their voltage assignment representations, and a decomposition formula for the characteristic polynomial of a branched cover with branch index 1. Some open problems are included.
Introduction
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vertices u and v and are of opposite directions when u / = v. We only consider finite digraphs and regard graphs as symmetric digraphs, namely digraphs possessing a symmetric involution. We write A( ) for the adjacency matrix of whose lines correspond to some orderings of V ( ) which may be clear from the context or may be of no relevance to our interest. Let I n be the identity matrix of order n and let J n represent the all ones row vector of length n. We often suppress the subscript if no confusion arises. The characteristic polynomial of with indeterminate λ is χ( ; λ) = det(λI − A( )). For any positive integer k we use the notation [k] for {1, 2, . . . , k} hereafter.
There have been lots of work on the relationships among the characteristic polynomials of digraphs, both in the spectral graph theory field [2, 4, 7, 9, 12, [19] [20] [21] 23, 24, 27, 28] and in the field of symbolic dynamics [1, 3, 18, 22, 25, 30] . Many of them tell us how the relations among a set of digraphs (often just two digraphs) will be reflected in the relations among their characteristic polynomials. Clearly, the existence of a digraph homomorphism is the most important relationship between two digraphs. This note is an attempt to organize sparse results from different areas into the framework of digraph homomorphisms, its matrix representations and implications on the relationship of the characteristic polynomials of involving digraphs.
Digraph homomorphism, equitable partition and their matrix characterizations
We introduce in this section some notions related to digraph homomorphism and equitable partition. We also give some characterizations of them in terms of matrix equations.
Map and digraph
For any finite set X, let #X denote its cardinality. The multiplicity set of a not necessarily surjective map φ from a set X to a set Y is defined to be M(φ) = {#φ −1 (y) : y ∈ Y }. With any fixed ordering of X and Y , the map φ : X → Y has a matrix representation M φ whose rows correspond to X and columns to Y and is specified by M φ (x, y) = 1, if y = φ(x), 0, otherwise.
Note that when φ and ϕ are both maps from X to Y and when we are using M φ and M ϕ at the same time, we always implicitly assume that the lines of M φ and M ϕ are indexed according to the same orderings of X and of Y . A subamalgamation matrix is a rectangular (0, 1) matrix with exactly one 1 in each row while an amalgamation matrix is a rectangular (0, 1) matrix with exactly one 1 in each row and at least one 1 in each column [22, 30] . Here comes an easy and well-known result.
Lemma 2.1 (i) A matrix is a subamalgamation matrix if and only if it can be written as M φ for some map φ. (ii) The following are equivalent: (a) M φ is of full column rank; (b) M φ M φ is a nonsingular diagonal matrix; (c) φ is onto; (d) M φ is an amalgamation matrix.
A partition of a set X is a collection X 1 , . . . , X t of disjoint subsets of X whose union is X. Note that we do not require here that each X i , which will be called a cell of the partition, to be nonempty. For any partition π : X = ∪ t i=1 X i of the set X, we associate with it a map p π from X to {X 1 , . . . , X t } such that p π (x) = X i whenever x ∈ X i . Let φ be a map from a set X to a set Y . For each y ∈ Y , φ −1 (y) is referred to as the fiber of φ over y ∈ Y and the partition of X consisting of all those fibers of φ will be called the fiber partition induced by φ and will be denoted π(φ).
Lemma 2.2. For any map φ : X → Y, we have
Proof. By identifying y ∈ Y with φ −1 (y) we see that p π(φ) and φ are essentially the same map and so the result follows.
If an arc e goes from a vertex u to a vertex v, we say that u is the initial vertex (or the tail) of e, and v is the terminal vertex (or the head) of e or sometimes just say that u and v are the endpoints of e. The incidence structure of a digraph is characterized by two maps from E( ) to V ( ), the tail operator i that sends an arc to its initial vertex and the head operator t that sends an arc to its terminal vertex. For any v ∈ V ( ), the set i
v} will be referred to as the out-arcs of v in and denoted by E + (v); analogously, we call 
Digraph homomorphism
Let and be two digraphs. A homomorphism from to is a pair of maps φ = (φ 0 , φ 1 ) :
i.e., the diagrams in Fig. 1 commute. A homomorphism φ is an isomorphism if both φ 0 and φ 1 are bijections. If two digraphs and are isomorphic, we do not distinguish between them and often just write = . A digraph homomorphism φ from to is a right covering projection (left covering projection) if φ 0 is onto and φ 1 induces a bijection from
V ( ), E( )) → (V ( ), E( )) is a digraph homomorphism from to if and only if it holds
for each v ∈ V ( ) [22, p. 275] . We remark that the concept of right/left covering projection arose independently under different names in different contexts, including symbolic dynamics [1, 18, 22, 25] , graph divisors [7, 16] , and a categorical definition of fibration motivated by the study of sense of direction in the distributed algorithm field [3] . A covering projection φ from to is a homomorphism which is both left covering and right covering. We assert that is a cover of when there exists a covering projection φ from to . A covering digraph of a given digraph consists of a digraph together with a covering projection φ from to . Moreover, we call a k-fold cover of and φ a k-fold covering projection in case that M(φ 0 ) = {k}. For any V 0 ⊆ V ( ), we write V 0 for the subdigraph of induced by V 0 . For any two digraphs and , a k-fold branched covering projection φ from to with branch index [15, p. 174 ] is a homomorphism φ : → such that (i) M(φ 0 ) = {k, } and we write V 1 = {v ∈ V ( ) : #φ
(ii) φ is a covering projection when restricted to φ −1 0 (V 1 ) and when restricted to φ
We will speak of the set V 1 appeared above as the branch set of φ and a k-fold branched cover of with branch set V 1 and branch index .
Lemma 2.5. Let and be two digraphs. Then φ : → is a covering projection if and only if it holds
Proof. Eq. (2.5) (Eq. (2.6)) means that φ 1 induces a bijection from (2.6).
Equitable partition
Let be a digraph and π :
If π is out-equitable, we define the front divisor /π + of as the digraph on the vertex set {V 1 , . . . , V r } such that the number of arcs going from V i to V j is d + ij (π ) . If π is in-equitable, we then define the rear divisor /π − of as the digraph on the vertex set {V 1 , . . . , V r } such that the number of arcs going from [3, 7, 16] . A partition π which is both out-equitable and in-equitable is said to be equitable [27] . If A is a matrix whose lines are indexed by a set X, then for any X 1 , X 2 ⊆ X, A(X 1 , X 2 ) stands for the submatrix of A formed by deleting those rows not indexed by elements of X 1 and those columns not indexed by elements of X 2 .
We proceed to introduce three simple lemmas which, basically, can be found in [7, 13, 22] . The first two indicate the relationship between the adjacency matrices of a digraph and its front/rear divisor while the third one exposes that of a digraph and its one-sided cover. 
Lemma 2.6. Let be a digraph and π
then π is out-equitable; while if there is a matrix B such that Proof. Each column of M p π corresponds to the characteristic vector of a cell of π and so each column of M p π B takes constant value on each cell of π . Applying Eq. (2.7) then yields that for any v and w in the same cell of π the vth row and the wth row of A( )M p π are equal. Clearly, this implies that π is out-equitable. This proves the first part of claim (i) and the other part can be proved similarly.
To prove the second reading, we first note that Lemma 2.1 says that M p π is of full column rank and so both Eqs. (2.7) and (2.8) have a unique solution. Hence it remains to check the following equalities: 
while if φ is left covering, then
Proof. Assume that φ is a right covering projection. We find that
The proof goes through in a dual way when φ is left covering.
We have established some matrix equations to characterize various geometrical objects. In the following, for several classes of digraph homomorphisms, we will obtain some more matrix representations of corresponding geometrical objects, from which we are able to gain some knowledge on the corresponding characteristic polynomials.
One-sided cover
In this section, we will first prove that there is a one-sided covering from to if and only if is a one-sided divisor of . Then we discuss the relationship among the characteristic polynomials of a digraph, its front divisor and its rear divisor.
Divisor and cover
We recall a result in the folklore. Proof. The first claim is proved by constructing the right covering projection φ. Suppose the partition π is
, we only need to specify the map of φ 1 restricted to each
which is of size d
. This is done by requiring φ 1 to induce a bijection from these d
is the required projection.
We now shift our attention to the second reading which comprises two assertions. We first show that π(φ 0 ) is out-equitable. For any v, w ∈ V ( ) and any x ∈ φ
, it follows that #X = #Y . Hence #X is independent of the choice
0 (v) and therefore, π(φ 0 ) is out-equitable. Now it remains to prove = /π(φ 0 ) + . In virtue of Lemma 2.7, it follows from the fact π(φ 0 ) is out-equitable that
This along with Eqs. (2.11) and (3.1) yields that
Note that φ 0 is onto and hence Lemma 2.1 guarantees that M φ 0 is of full column rank. This allows us to conclude A( /π(φ 0 ) + ) = A( ), as required.
Eigenvalues and eigenvectors
The next result has appeared in many places [5, 7, 13, 16] and we list it here just for completeness.
Theorem 3.2. If there is a right covering projection φ from to , then χ( ; λ)|χ( ; λ).
Proof. Since φ 0 is an onto map, Lemma 2.1 asserts that M φ 0 is of full column rank and thus Let us proceed with a review of some classic results on lifting/projecting eigenvectors and eigenvalues [7, p. 121] .
Suppose there is a right covering projection φ from to . For any λ ∈ C, by the fact that M φ 0 is of full column rank and that
This implies that each right eigenvector η of A( ) corresponding to an eigenvalue λ can be lifted to an eigenvector ζ = M φ 0 η of A( ) corresponding to eigenvalue λ; conversely, for each right eigenvector ζ of A( ) corresponding to eigenvalue λ that lies in the column space of M φ 0 , i.e., ζ is constant on each fiber of φ 0 , we can project it down to a right eigenvector Proof. This follows from our discussion above on the lifting/projecting of right eigenvectors.
We now turn to left eigenvectors. Still assume that φ is a right covering projection from to . Then, for any λ ∈ C, Before leaving this subsection, we point out that what was done above for right covering projections carries over easily to left covering projections and so the details are omitted. We also mention that some interesting questions involving lifting/projecting eigenvectors can be found in [11] . 
Left vs. right

Lemma 3.6. Let be a digraph and π
is equitable. Then Lemma 3.1 and its counterpart for left covering projection tell us that = /π − and Υ = /π + . By now, the rest comes from Lemma 3.6.
hold for all i, j , especially in the case that #V i has a constant value for all i. But, in general, we should not expect such a result, even when is symmetric. 
Question 3.9. For a given digraph , can we characterize those π for which /π + is isomorphic to /π − ? Note that the relevant concept in symbolic dynamics is finite equivalence; c.f. [22, §8.3] .
Cover
In this section we will provide a typical construction of a k-fold cover for a given digraph using voltage assignments. This will enable us get a standard form of the adjacency matrix of a k-fold cover.
Cover = uniform cover
A digraph is (weakly) connected if for any two different vertices u and v of , there is a sequence of arcs e 0 , e 1 , . . . , e such that for i ∈ [ ], e i and e i−1 have at least one common endpoint and u and v are endpoints of e 0 and e , respectively. In the sequel, we present a result in the folklore, which is a discrete analogue of the corresponding fact for covering space in topology. 
Permutation voltage digraph representation
Following largely [15] , we describe in this section a way of constructing a k-fold cover for a given digraph. Note that a wide generalization in categorical terms appears in [3] , where constructions of one-sided covers, called fibrations therein, are also discussed.
A permutation voltage digraph is a triple ( , S k , α), where is a digraph, S k the symmetric group on [k] and α a map which assigns to each arc e ∈ E( ) a permutation voltage
for all i ∈ [k] and e ∈ E( ). When has a symmetric involution β, we define a voltage assignment α from E( ) to S k to be symmetric (with respect to β) provided for each arc e ∈ E( ) we have α(β(e)) −1 = α(e). It is worthy noting that for a symmetric permutation voltage assignment α, the resulting digraph × α [k] remains to be symmetric. The natural projection φ α from × α [k] to is defined by φ α 0 (u i ) = u and φ α 1 (e i ) = e.
Lemma 4.2. For any digraph
Proof. Let φ α be the natural projection from × α [k] to . We aim to show that φ α is a k-fold covering projection. First, it is easy to check that M(φ α 0 ) = {k}. Next, we see from Eq. (4.1) that φ α is a homomorphism. Now consider an arbitrary vertex u ∈ V ( ) and an arbitrary
in the fiber over f . This means that φ α is both a right covering projection and a left covering projection, which is the result.
As a corollary of Lemma 4.2, we give a part answer to the question raised at the end of Section 3. 
Proof. From Lemma 4.2, φ is a both right and left covering projection. Then by Lemma 3.1, we Going the other way, as illustrated in Fig. 3 Let e ∈ E( ) and t (e) = v. Because φ is a left covering projection, each e i ∈ φ
(v). Thus we can take the permutation α(e) ∈ S k such that α(e)(i) = j whenever t (e i ) = v j .
It is straightforward to check that × α [k] is the digraph obtained from by giving each element of a new labelling defined as above. This means there is an isomorphism θ from × α [k] to . Denote the vertices and the arcs in × α [k] by (u, i) and (e, i), u ∈ V ( ), e ∈ E( ), i ∈ [k], respectively. Then by the definition of the new labelling, we have φ 0 (θ 0 (u, i)) = u = φ α 0 (u i ) and φ 1 (θ 1 (e, i)) = e = φ α 1 (e i ) for all u ∈ V ( ) and e ∈ E( ). Thus we are done.
For any digraph and any E 1 ⊆ E( ), we denote by E 1 the digraph with V ( E 1 ) = V ( ) and E( E 1 ) = E 1 . The transpose of a digraph , denoted ← − , is the digraph obtained from by reversing all arcs. If and are two digraphs on the same vertex set V , we define the union of and to be the digraph (V , E( ) ∪ E( )), where E( ) and E( ) are viewed as disjoint sets. The next result resembles the classical result of Gross and Tucker [14, 15] . The difference is that we are considering a digraph homomorphism from a symmetric digraph to another symmetric digraph which is not necessarily compatible with any involutions of the digraphs.
Theorem 4.5. Let and be two symmetric digraphs and β a symmetric involution of . If no loops of are fixed by β and is a k-fold cover of , then there exists a permutation voltage assignment α : E( ) → S k which is symmetric with respect to β such that
Proof. Assume that φ is a k-fold covering projection from to .
For any u, v ∈ V ( ), we denote by E u,v the set of arcs of which connect u to v. As no loops are fixed by the involution β, each E u,u is divided into two parts, L u,1 and Note that φ induces a k-fold covering from 1 to 1 . Therefore, Lemma 4.4 applies to give a voltage assignment α 1 :
1 (e) = α 1 (β(e)) −1 for each e ∈ E 2 . We now arrive at a symmetric voltage assignment α of with respect to β by requiring We conclude this subsection by pointing out that it is vital for the validity of Theorem 4.5 that the given symmetric involution has no fixed loops. Example 4.6. As depicted in Fig. 4 , is a 3-regular symmetric digraphs (each undirected edge corresponding to a pair of arcs with opposite directions) and is a symmetric digraphs consisting of one vertex and 3 loops. By Hall's Marriage theorem, we know that is a 22-fold cover of . Assume that there is a permutation voltage assignment α : E( ) → S 22 which is symmetric with respect to a symmetric involution β of such that × α [k] = . Note that β must fix a loop of . Clearly, this loop is lifted to be a perfect matching in . It is easy to check that does not possess any perfect matching, yielding a contradiction.
Adjacency matrix representation
We continue to search for a suitable matrix representation for a k-fold cover. For this purpose, we have to prepare some more notations. Let and be two digraphs. The tensor product ⊗ Fig. 4 . There is no symmetric assignment α : E( ) → S 22 such that × α [22] = .
of them is defined to be the digraph (V ( ) × V ( ), E( ) × E( )) whose head and tail operators are given by i ⊗ (e 1 , e 2 ) = (i (e 1 ), i (e 2 )) and t ⊗ (e 1 , e 2 ) = (t (e 1 ), t (e 2 )), respectively. It is obvious that
A( ⊗ ) = A( ) ⊗ A( ) and A( ∪ ) = A( ) + A( ).
(4.5)
Let be a k-fold cover of a digraph . By Lemma 4.4, = × α [k] for some permutation voltage assignment α : E( ) → S k . Put G = {α(e) : e ∈ E( )} , the subgroup of S k generated by {α(e) : e ∈ E( )}. For each g ∈ G, let P g be the k × k matrix such that With the aid of Eqs. (4.5), (4.6) and (4.7), we are well prepared to assert.
).
Branched cover with branch index one
We discuss in this section the representations of several objects related to branched covers with branch index 1. Since a cover is just a branched cover with branch set being the empty set, it is natural that we will follow the same line of study as in Section 4.
Permutation voltage digraph representation
We begin with a construction of a branched cover with branch index 1 of a given digraph 
it holds i (e i ) = i (e) i and t (e i ) = t (e) α(e)(i) ; for each e i ∈ E 12 × [k], i (e i ) = i (e) and t (e i ) = t (e) i ; and for each e i ∈ E 21 × [k], i (e i ) = i (e) i and t (e i ) = t (e).
Lemma 5.1. Let be a digraph, V 1 ⊆ V ( ) and α a permutation voltage assignment from
Proof. We prove the result by establishing an isomorphism ψ from × α,V 1 [k] to . First note that it follows readily from the definition of 
. At this stage we can require the homomorphism ψ induces the asserted isomorphism from
. This then defines ψ 0 completely as well as ψ 1 incompletely. Let E ij = {e ∈ E( ) : i (e) ∈ V i , t (e) ∈ V j }, i, j = 1, 2. To finish the construction of the required isomorphism ψ, we still need to specify the mapping ψ 1 when restricted on (E 12 ∪ E 21 ) × [k]. However, due to the structure of a k-fold branched cover, there is a unique arcẽ i in φ
Accordingly, for each e ∈ E 12 ∪ E 21 and i ∈ [k], we let
This then completes the construction of the pair of maps ψ = (φ 0 , φ 1 ). It is not hard to verify that ψ is a required isomorphism and hence the theorem is proved.
Adjacency matrix representation
We now deduce a block form of the adjacency matrix of a branched cover of the base digraph with branch index 1.
Let
. . , u n 2 }. Then we can write out 
Proof. First, Lemma 4.4 tells us that
, which in turn is just g∈G P g ⊗ A 22 (α; g) according to Lemma 4.7. It is also immediate that A( )(V 1 , V 1 ) = A( V 1 ) = A( V 1 ) = A 11 , taking into account that the natural branched projection from to restricted on V 1 is an isomorphism.
It remains to have a look at those (V 1 , V 2 × {j })-blocks and (V 2 × {j }), V 1 )-blocks, j ∈ [k]. We only consider the former ones below as the latter ones can be treated similarly. From the definition of
and hence the proof is complete.
Note that a k-fold branched cover of a digraph usually fails to be a cover of it. In light of Theorem 3.2, we establish here an adjacency matrix representation for the front divisor and rear divisor of a branched cover. Proof. We just prove the first equation. The proof for the second one is similar. 22 , as a result of Corollary 4.3. To end the proof, we still need to have a look at A(
Lemma 5.4. Let be a branched cover of such that
By the definition of a k-fold cover, φ 1 induces bijections from E + (u j ) to E + (u) and from 12 . On the other hand, by the definition of the out-equitable partition, it holds
for any v ∈ V 1 , u ∈ V 2 and any u i ∈ φ 
Decomposition formula for characteristic polynomial
Our main result in this final section is a decomposition formula for the characteristic polynomial of a branched cover with branch index 1. To achieve it, we will first prepare a lemma on group representations; while to illustrate the use of the decomposition formula, we present an example at the end of this paper.
Preliminary facts on group representation
Before going further, let us recall some basic facts about linear representation of finite groups. Let H be a finite group acting on a finite set X and let W be a vector space over the field of complex numbers having a basis {e x : x ∈ X} indexed by the elements of X. The permutation representation ρ of H associated with X represents each h ∈ H by the matrix ρ(h) satisfying ρ(h) ( 
Moreover, we mention that the permutation representation ρ is just a group homomorphism from H to S X , i.e., the action of H on X is a lifting of the action of some subgroup of S X on X [17, Chap. 17] . Consequently, we can assume that ρ 1 = 1, ρ 2 , . . . , ρ s form a complete set of inequivalent irreducible representations of H obtained as liftings of those of S X , the symmetric group on X, and write
where 
In matrix form, this means that there exists a nonsingular matrix U such that for all h ∈ H,
A basic result in group representation theory is that we can require all ρ i (h) to be unitary matrices and we will make this assumption below. For the purpose of establishing our decomposition formula in the next subsection, we will be concerned with the possibility of taking the matrix U to be of some special form. We start from the case that the given group action is transitive, for which we follow the proof of [9 
Proof. Assume that X has k elements and the ith line of ρ(h), h ∈ H , corresponds to x i ∈ X.
The form of Q(h) and the fact that
and 0 otherwise and thus we derive (ρ(h)U )(1, 1) = U(j, 1) where x j = h(x 1 ). We can now derive from Eq. (6.6) that U(j, 1) = U(1, 1) if there is h ∈ H which sends x 1 to x j . Since the action of H on X is transitive, this tells us U(j, 1) = U(1, 1) for all j ∈ [k]. Considering that U is nonsingular, we know that there is a complex number c / = 0 such that the first column of U is
. Observe that for any h ∈ H we have assumed that Q(h) is a unitary matrix and it is clear from definition that ρ(h) is a permutation matrix and hence a unitary matrix as well. By dint of this and Eq. (6.6), for any h ∈ H we obtain
This says that U * U commutes with Q(h) for all h ∈ H . Since we know already that m 1 = 1, ρ 1 = 1 and ρ 1 is inequivalent to ρ i , i 2, we then deduce from Schur's lemma that for any i > 1
Along with what we obtained in the preceding paragraph, Eq. (6.7) then yields
We can repeat the above process for U −1 to find that
Because Eq. (6.4) is still valid after substituting c −1 U for U , choose c −1 U as the new U if necessary and then we are finished.
Keeping the hypothesis and notation used before Lemma 6.2 in this section, we deduce from Lemma 6.2 the result for a general group action. 
Proof. By Lemma 6.2, for each i ∈ [m 1 ], there is a nonsingular matrix U i such that for all h ∈ H
Set T to be the matrix obtained from I k by an interchange of its (i + 1)th column and its (k 1 + · · · + k i + 1)th column for i ∈ [m 1 ]. The matrix U = U 0 T is what we want.
Main result
We are now equipped with all the tools to calculate the characteristic polynomial of a k-fold branched cover = × α,V 1 
Proof. Assume that the sizes of the m 1 orbits of
, where U is as in Lemma 6.3, and We also put here:
Question 6.7. Can we obtain any analogue of Theorem 6.4 for a branched cover with general branch index?
We remark that, besides Question 6.7, another further natural direction for possible generalizations of Theorem 6.4 is to consider homomorphisms whose multiplicity set can contain more than two elements. Based on the work in this paper, we have been able to define the so-called ramified covers and deduce the corresponding decomposition results [10] .
An example
We close this note with an application of Theorem 6.4. Let be the digraph depicted on the right of Fig. 5 . We list its vertices as v 1 , v 2 , v 3 , w 1 , w 2 , w 3 in that order and get accordingly Simple calculation shows {α(e) : e ∈ E( V 2 )} = {(12), (23)} = S 3 . Note that S 3 has three irreducible representations, the unit representation ρ 1 = 1 with degree f 1 = 1, the sign representation ρ 2 with degree f 2 = 1, and the representation ρ 3 with degrees f 3 = 2 given by . Let ρ be the permutation representation of S 3 associated with the permutation voltage assignment described previously. It is an easy verification that ρ = 1 ⊕ ρ 3 .
We proceed to determine A 22 (α, h), h ∈ S 3 . They are 
