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Verily, after every difficulty, there comes ease.
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Abstract
The solution of the steady, two-dimensional, compressible Euler equations using a novel
adaptive finite element approach is investigated. The numerical scheme is formulated using a
stabilized Galerkin methodology with additional residual-based discontinuity-capturing
terms. The nonlinear equations are solved using a Newton implicit scheme and linear
preconditioned GMRES solver.
Mesh adaptive solutions are obtained through the use of a sensitivity-based error indicator
and edge-splitting strategy. The error indicator computes the sensitivity of node insertion
with respect to an objective function, which defines the output quantity of interest. The
objective function serves to weight regions of interest more heavily, with the end result being
that refinement occurs in regions of direct consequence to the relevant output quantity.
Sensitivities are computed in a cost-effective manner by employing hierarchical basis
functions to approximate each proposed enriched mesh solution.
Test cases are presented for internal and external flows under a range of flow conditions. The
use of several different objective functions leads to different final meshes, each optimized for
resolving the corresponding output quantity. Results show that the implemented adaptive
technique yields good solutions with a reduced number of degrees of freedom. Future
extensions of the adaption methodology may address improved refinement procedures and
additional objective functions.
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1 Introduction
Since the advent of the computer, scientists and engineers have been using discrete numerical
approximations to obtain solutions to differential equations. Although many engineering
problems can be solved using a computer, the class of problems that are practical from a
computational point of view is directly limited by the available memory and speed, and
indirectly, the efficiency of the method used to calculate the solution. The efficiency, in turn,
depends both on the numerical algorithms used in the implementation as well as a sound
understanding of the governing differential equations. The latter arises due to the
approximations inherent in modelling a continuous system of equations as a discrete one. The
goal of the present work is the development of efficient and accurate solution techniques for
computational fluid dynamics.
1.1 Approximations and Accuracy
In order to obtain a solution to the governing equations numerically, one has to employ a
discretization method which approximates the differential equations by a system of algebraic
equations, which in turn can be solved on the computer. Much as the accuracy of
experimental data depends on the quality of the tools used, the accuracy of numerical
solutions is dependent on the quality of discretizations used.
There are many different discretization approaches, but the most common are the finite
difference, finite volume, and finite element methods. In all three cases, the approximation to
be calculated is defined on the computational grid, which is a discrete representation of the
geometric domain on which the solution is sought.
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Several important advantages of the finite element method are its ability to deal with arbitrary
geometries and the fact that it can be shown to have optimality properties for certain types of
equations. Several methods, such as the Galerkin approach, exist for converting differential
equations into algebraic ones, although care must be taken to ensure that the resulting scheme
is stable and convergent. These features, along with robust computational methods, are
necessary for efficient and accurate solutions.
1.2 Errors and Adaptivity
The discreteness of the numerical approximations results in errors which are typically related
to both the local computational mesh spacing and the local solution behavior. For most
problems of practical interest, the error tends to be unevenly distributed over the
computational domain; over a large portion of the domain, the solution is smooth with respect
to the local grid spacing, resulting in relatively small errors, whereas near flow features such
as shear layers, the solution varies rapidly, causing significantly larger errors. In consequence,
the placement and distribution of grid points directly affects the accuracy of the solution.
The distribution of grid nodes in the domain is usually at the user's discretion and is
generally a function of the geometry and some anticipated characteristic features of the
problem, such the presence of boundary layers or shocks. The degree of node clustering is
usually learned through experience and it is not uncommon for the user to generate several
grids before an acceptable one is found. More importantly, the final grid may still not
represent the optimum discretization of the geometry for the problem at hand.
Clearly what is needed is an algorithm that automatically adapts the mesh, ie. changes the
size of the mesh cells and location of grid points in such a manner as to improve the overall
solution. The development of adaptive mesh refinement techniques is motivated by two key
points. Firstly, with mesh adaption, the numerical solution to a specific problem should be
achieved with the least number of degrees of freedom. This translates into the least amount of
work for a given accuracy. Second, the user must no longer waste time choosing a grid that is
suitable for the problem at hand.
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1.3 Overview of Thesis
The research presented herein is twofold. The first goal is the development of a robust and
efficient finite element code for solution of the two-dimensional, steady, compressible Euler
equations. A mathematical presentation is made concerning the choice of discontinuity and
numerical smoothing terms. A proper design of these is fundamental for accurate solutions.
A second goal of this project is the development of an adaptive finite element algorithm for
the solution of the steady Euler equations in two dimensions. Although a wide number of
researchers have tackled this problem [13, 14, 22], the approach in the present study is
significantly different. The sensitivity of the solution to local refinement, computed over the
entire domain, is used to determine possible refinement regions. The sensitivities are
computed by solving a local problem in an augmented finite element space. The
computational mesh is then refined using an edge-splitting algorithm. An important
component of the algorithm is the manner in which different criteria can be used to drive the
adaption procedure towards different goals. A typical goal would be to design a mesh capable
of computing the drag on the airfoil to within, say, 5 percent of the theoretical value. The
choice of a different objective would lead to a different mesh.
The thesis begins in Chapter 2 with a brief review of the governing equations for the Euler
equations, which model inviscid and compressible fluid flow. Physical boundary conditions
along with nondimensionalization of the equations are then discussed.
Chapter 3 reviews several fundamental concepts of the finite element method, including the
one- and two-dimensional linear element shape functions. The utility of hierarchical shape
functions to enrich the standard finite element space is discussed. The augmentated space
forms the mathematical basis of mesh adaption procedure.
In Chapter 4, the Euler equations are discretized using a stabilized Galerkin approach.
Implementation details, including boundary condition treatment, are discussed along with
results from several test cases.
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Chapter 5 presents an overview of mesh adaption techniques. The discussion covers the three
main ingredients for such methods: the optimal mesh criterion, the error indicator, and the
refinement strategy. A mathematical basis for the current adaption scheme is also derived.
Chapter 6 details the implementation of a mesh refinement algorithm for the steady,
compressible Euler equations. The use of several different mesh error indicators are compared
and contrasted. Finally, a number of test cases are performed using the implemented method.
Conclusions and recommendations for future studies are described in Chapter 7. The relative
advantages and disadvantages of the implemented flow solver and mesh adaption procedure
are discussed.
The thesis concludes with appendices considering some of the implementational details of the
solver and mathematical derivations of the discretization scheme.
2 Governing Equations of Fluid Flow
Fluid motion is a highly complex phenomena, the difficulty of which arises mainly due to the
wide range of scales present in a given flow field. A large number of different models exist for
describing fluid flow, depending on the complexity of the flow phenomena and the desired
accuracy of the prediction.
2.1 The Euler Equations
The equations considered herein are the Euler equations describing the behavior of a
compressible, inviscid, and ideal continuum fluid in the absence of body forces. For many
problems, this is a reasonable set of restrictions, but there are flows of interest where the Euler
equations will not be valid. The assumption that the fluid is continuous and homogeneous
can break down for very low density flows. The condition that the fluid is inviscid means that
the Euler equations are inadequate if viscous phenomena, such as skin friction, boundary
layers, separation, and stall, are to be correctly modeled. The assumption of a nonconducting
medium implies that problems involving heat transfer cannot be handled. Finally, flows in
which body forces are important, such as in weather prediction, require that additional terms
be added to the equations. In such cases, the more complete Navier-Stokes equations or
thermodynamics equations may be used.
2.1.1 Dimensional Form
The Euler equations represent the conservation of mass, momentum, and energy and can be
expressed in conservative variables differential form as
OV OFi
+ - =0 in C d  (2.1)0t 1x,
where x lies in d-dimensional subspace of interest Q enclosed by Rd .
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The state and flux vectors can be written, in two dimensions, as
P PU put2
V F1 -= F 2 = 2 (2.2)
pu2 jpulU2 pu2 P
kpe puih pu2h
In the above expressions, p is the density, u is the velocity vector, e is the specific total energy,
which is the sum of the specific internal energy t and the kinetic energy _1u12, p is the
pressure, and h is the total enthalpy, given by the relation
h = e + P  (2.3)
P
In addition to the equations above, the equation of state is used to ensure closure. For an ideal
gas, this may be expressed as
p = (y - l)pt (2.4)
where -y is the ratio of specific heats, taken to be 1.4 for air at standard atmospheric conditions.
2.1.2 Nondimensional Form
It is convenient to nondimensionalize the governing equations for a problem, since this
identifies the scales important to a problem and often helps reduce the sensitivity of a
numerical solution to round-off errors. The governing equations can be transformed into
dimensionless form by using appropriate normalizations. The reference variables used here
are the freestream density pc, the freestream velocity I u, , and a reference length 1. Denoting
nondimensional quantities by a prime, the flow quantities are
x'= X t' = p u U (2.5)
1 Po luol
The freestream values become
1 1 1
p =1 p' = M 2  e= 1)Ma+ 2 (2.6)
where is the ratio of specific heats and Ma is the1) Mach number.
where - is the ratio of specific heats and Ma is the Mach number.
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Substituting the new set of variables for the original set in Eq. (2.1), one obtains the
nondimensional form of the Euler equations in conservative variables:
-- + F 0 (2.7)
As Eq. (2.7) and Eq. (2.1) have the same form, all further discussion will be based on
nondimensional variables, and the primes will be dropped.
2.2 Boundary Conditions
The Euler equations need to be supplemented with appropriate boundary conditions. The
issue of what constitutes a well-posed boundary value problem will not be covered here, as
many references exist on the subject [18, 23]. The boundary conditions considered here apply
at solid walls and at the domain farfield.
2.2.1 Wall Boundary Conditions
At a solid surface boundary, there is no mass flux normal to the boundary. This can be
expressed as
u n = 0 (2.8)
where u is the velocity vector and n is the unit normal outward from the surface.
2.2.2 Exterior Boundary Conditions
In addition to the conservative form of the Euler equations presented earlier, there is another
set of variables, the characteristic variables, which are particularly useful at boundaries. The
Euler equations in characteristic variables can be derived by transforming the conservative
form into a system based on coordinates normal to the boundary [7]. The resulting equations
are diagonalized assuming locally isentropic flow yielding
dU AU
+ A = 0 (2.9)at ax"
where x, is the direction normal to the discontinuity surface or boundary.
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Table 2.1 Characteristic Variables at Exterior Boundaries
Boundary J+ J_ ut s
Subsonic Inlet Prescribed Free Prescribed Prescribed
Supersonic Inlet Prescribed Prescribed Prescribed Prescribed
Subsonic Outlet Free Prescribed Free Free
Supersonic Outlet Free Free Free Free
The characteristic state vector and eigenvalue matrix is given by
J+ u+ a y(-1)
J_ Un -a a
U =A = (-1 ) (2.10)
Ut Un
In the previous expression, s - is the entropy, and J+ un+ 2a and J_ = un - are
the Riemann invariants. If there is no entropy variation normal to the boundary, these
invariants are exact; otherwise they are approximate. These equations are in fact decoupled
wave equations, and so the characteristic variables are advected normal to the boundary in a
direction determined by the sign of the associated wave velocity.
Exterior boundary conditions are based on quasi-one-dimensional characteristic theory. At the
farfield boundary, Dirichet boundary conditions using the characteristic state vector U are
applied locally, subject to the direction of the characteristics and local Mach number. Only
certain combination of variables can be prescribed in order to ensure a well-posed system of
equations. Table 2.1 summarizes which variables can be prescribed under the various flow
conditions.
3 Finite Element Fundamentals
When one solves a differential equation, one obtains a function that defines the variation of a
quantity throughout the domain. Because analytical solutions to the Euler equations rarely
exist, a numerical approach is taken to represent the solution in a computationally-tractible
manner. While there are many different approaches to solving differential equations
numerically, the finite element method is particularly useful and is used in the present work.
3.1 General Methodology
The essential idea behind the finite element method is the concept that a continuous problem
can be represented in a piecewise manner. There are three main steps in a finite element
problem [5, 7]:
1. Mesh generation. The physical domain is subdivided into many smaller regions, or
elements, each having a given number of nodes where a numerical solution is sought.
2. Choice of interpolating functions. The field variable within each element is approximated
by polynomial interpolation of the field values at the nodes.
3. Equation discretization. The differential equations to be solved are converted into a
system of discrete algebraic equations, which are subsequently solved.
After its initial development in an engineering framework, the finite element method has been
put by mathematicians into a very elegant, rigorous, formal framework, with precise
mathematical conditions for existence and convergence criteria and exactly derived error
bounds for elliptic problems [23].
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3.1.1 Mesh Generation
The first task in a finite element solution consists of discretizing the continuum by dividing it
into a series of elements. Underlying the discretization process is the goal of achieving a good
representation of the phenomena under study. The subdivision of the domain is by no means
unique; indeed, certain decompositions lead to appreciably better solutions than others, as
will be demonstrated subsequently.
Since any polygonal structure with rectilinear or curved sizes can be expressed as a sum of
triangular and quadrilateral elements, these form the basis for (unstructured) finite element
meshes (Figure 3.1). For a real world application, a domain will typically be divided into
hundreds, thousands, or hundreds of thousands of elements.
Figure 3.1 Typical Finite Element Mesh
For each element, a certain number of points or nodes are defined, which can be positioned
along the boundary or the interior of the element. These nodes are the locations where the
numerical value of the field variable will be determined.
X
1
X2
. : .,
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3.1.2 Interpolating Functions
The second step in the finite element is to represent the variation of the quantity of interest
within each element, and implicitly- via the nodal connectivities- throughout the domain.
Here, the field variable q is approximated by linear combinations of known elemental
interpolation functions N,' (x). If Oh (x) is an approximate representation of 4(x), the finite
element method states
m
0e(X) - 0(x) N(x)i (3.1)
i=1
where m is the number of nodes in the element and qi are the nodal values. In general, the
interpolation functions are simple polynomials that vanish outside the considered element.
The components Oi are the unknown nodal values of the dependent variable k.
The elemental shape functions are summed to give global interpolation functions N, (x), so
that globally 0 can be expressed as
M
O(X) , qh(X) = Ni(x) i (3.2)
2=1
where M is the total number of nodes in the mesh. The global shape function Ni is obtained
by assembling the contributions Ne of all elements to which node i belongs.
3.1.3 Equation Discretization
The most essential and particular step of the finite element approximation is to represent the
equation as a discrete system of equations. To this end, one requires an integral formulation of
the field equations to be solved. The method of weighted residuals is one general technique by
which this can be achieved. Other possible integral formulations, based on a variational
approach, when available, are discussed in references [19, 25].
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For purposes of illustration, consider a domain Q with closed boundary F where one seeks a
solution to the problem
LO = g (3.3)
In the discrete case, the same problem can be stated as
Lh = g (3.4)
In general, qh does not satisfy the continuous equation, and a residual can be defined as
Rh = Lh - g 0 (3.5)
The method of weighted residuals requires the use of a set of trial functions O and a set of
weighting functions W. The trial interpolation functions are n-th order polynomials which
interpolate the field variable 0 within each element
h o = { 9 4 , E pn(Qe)} (3.6)
The weighting functions are conceptually similar:
Wh = {Whe I We C pn(Qe)} (3.7)
The statement of the finite element approximation is as follows: find Oh E cph such that for all
Wh E Wh, so that the following variational statement is satisfied:
I Wh Lh dQ = Wh g d (3.8)
This can also be expressed more concisely as
f Wh Rhd = 0 (3.9)
If the weighting and trial functions differ, the method is known as the Petrov-Galerkin
approach, otherwise the method is known as the Bubnov-Galerkin approach. The latter
approach will be used for the remainder of this thesis.
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The above integrals are computed for each weighting function Wh and the results are summed
to give a system of discrete equations in the field variable q. A number of methods exist for
solving such linear systems [5, 18]. Once the system has been solved, Eq. (3.2) can be used to
find the approximate value of a quantity q anywhere in the domain.
An important property of the approach is that the discrete equations are always consistent.
Note that the Galerkin approach states nothing about the stability of the resulting scheme. In
the next chapter, the Galerkin method will be used to discretizate the Euler equations and
boundary conditions, with due considerations given to efficiency and stability.
3.2 Finite Element Library
The choice of interpolation or shape functions determines the order of approximation for the
discrete equations, which in turn affects the convergence rate. For future reference, the one-
and two-dimensional linear elements are briefly described below.
3.2.1 One-Dimensional Linear Elements
The simplest element consists of two nodes interpolated in a piecewise linear manner
(Figure 3.3). As such, the shape functions are discontinuous in slope at element boundaries. If
one defines the local coordinate ( within each element through the mapping
X -= (3.10)
2Ax
the interpolation functions take the universal form
N( 1 2 (3.11)2 2
N 1() = 2 (3.12)
The Jacobian is the transformation matrix between the coordinate systems
IJI = = 2Ax (3.13)
This is just twice the length of the element in physical coordinates.
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Figure 3.2 One-Dimensional Linear Element
3.2.2 Two-Dimensional Triangular Elements
The two-dimensional linear triangular element consists of three nodes (Figure 3.4). Once
again, the shape functions are discontinuous in slope at element boundaries. This is a
particularly useful element type for fluid flow applications, as it is conceptually simple and
useful in the discretization of complex geometries. The natural coordinate system employs
barycentric coordinates with the mapping
1 = (al + blx + CLX 2)2A
1
-2 = (a2 + b2X1 + c2x 2)2where A isthe area of the element and
where A is the area of the element and
bt = x2,+1 
- X 2 f+2 CZ X1,+2 - Xl+1
(3.14)
(3.15)
(3.16)
The interpolation functions are
Nf() = ~1
N2 (C) = 6
N3(() = 1 - (1 - 5
The Jacobian matrix transforms between physical and elemental coordinates
IJI = 2A
(3.17)
(3.18)
(3.19)
(3.20)
This is simply twice the elemental area.
ai = Xl,+lX2,+ 2 - x1,+2x2,+1
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Figure 3.3 Two-Dimensional Triangular Element
(0,1)
X2
x3
X x, x (0,0) (1,0)
Physical Coordinates Natural Coordinates
3.2.3 One-Dimensional Hierarchical Elements
Thusfar, only elements having a nodal basis have been considered. That is, the nodal value qi
is exactly the value of the solution at the nodal location xi. There is another family of shape
functions which satisfy the Raleigh-Ritz interpretation, but not a pointwise nodal one. The
utility of such an element will become apparent in mesh adaption (§5.3.2). Essentially,
enriching the solution will be performed by adding new shape functions to the existing ones
in such a way that enriching M nodes to M + 1 nodes will not change the existing shape
functions and degrees of freedom, but only add new ones. This contrasts with traditional
Lagrangian elements, where adding the M + 1 node requires redefining shape functions.
These new interpolation functions are known as hierarchical shape functions.
Using hierarchical shape functions, one obtains an approximation of the unknown solution in
the same form as usual
m
0e(x) ' ~e(x) = ( N(x)¢i (3.21)
i= 1
However, the degrees of freedom corresponding to the hierarchical shape functions cannot be
interpreted as values of the solution at some node inside the element. Instead, they should be
thought of as perturbations on top of the local solution value.
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Figure 3.4 One-Dimensional Hierarchical Element
N, N N2  N N3  N2
Standard Representation Hierarchical Representation
The one-dimensional hierarchical element is formed if one enriches the linear element by
placing an additional node at the midpoint of the element, with the further condition that the
additional shape function vanish at the element boundaries (Figure 3.5). Such an element
spans the same function space as that obtained by dividing the original element into two, and
applying standard linear shape functions to each half. This fact leads to the transformation
matrix between the two representations
Ne = TNe = 1 N (3.22)
N e
With this relation, the interpolation functions can be written explicitly as
Nj() = (3.23)2
1N() = 2 (3.24)
1+ for <0
N e(() = (3.25)
1- for >0
The element equations are now augmented to model the hierarchical node as:
TATT T-To = TF (3.26)
A F
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The values of the field variable are then computed as
O = T4 = 1 2 (3.27)
The hierarchical node acts like a perturbation on the existing solution.
3.2.4 Two-Dimensional Hierarchical Elements
Two-dimensional hierarchical elements are essentially analogous to their one-dimensional
counterparts, with the exception of the location of the hierarchical node. One can place the
additional degree of freedom at the barycenter of the triangle or along an edge of the element
(Figure 3.6). The latter is the preferred choice, as mesh refinement will be carried out by
splitting edges rather than elements (§5.4.4). Splitting along edges also leads to anisotropic
refinement, which lessens the computational cost of adaptive finite element solutions. By
placing the the hierarchical node on an edge, the two neighboring standard elements each
have an additional degree of freedom. The effect of hierarchical node can be removed from
the global system through the process of static condensation, as its stencil is contained within
the element patch. The value of the field variable at the additional degree of freedom can be
computed by solving a local problem once the values of the surrounding nodes are known.
Figure 3.5 Possible Two-Dimensional Hierarchical Element Configurations
Hierarchical Node at CentroidHierarchical Node on Edge
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Figure 3.6 Two-Dimensional Hierarchical Element
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Standard Representation Hierarchical Representation
The two-dimensional hierarchical element is equivalent to dividing the two adjacent elements
into four (Figure 3.7). The transformation matrix between the two sets of interpolation
functions are
1000 N
0 1 0 0 0 N2
Ne TNe 0 0 1 0 N (3.28)
0 0 0 1 0 N4
0 0 0 0 1 \N5
The element equations are now augmented to model the hierarchical node as
TATT T-T = TF (3.29)
The values of the field variable are then computed as
1 0 0 0 0 1
0 1 0 00 02
=TT5= 0 0 1 0 0 /3 (3.30)
0 0 0 1 0 1 4
n 1 )0 4
Again, the hierarchical node appears like a perturbation on the existing solution.
4 Finite Element Algorithms
There exists a number of different schemes for solving the compressible Euler equations
[7, 11, 20, 24]. In the present research, the steady two-dimensional Euler equations are solved
using an implicit Newton scheme.
4.1 Galerkin Discretization
The Galerkin approach, as aforementioned (§3.1.3), uses the same trial and weighting function
space to discretize the governing differential equation. As it stands, applying the Galerkin
approach directly to the Euler equations does not work, as the resulting scheme lacks stability.
This is due to the fact that the standard Galerkin finite element method gives rise to central
difference-type schemes, which are unstable for convection-dominated problems.
The stabilized Galerkin finite element method enhances the stability of the standard Galerkin
finite element method through the addition of appropriate terms to the variational statement,
which for scalar convection problems, corresponds to adding diffusion in the streamline
direction. In a sense, the stabilized Galerkin method is the natural finite element analogue to
upstream-type finite difference or finite volume schemes.
It is also known that the resulting scheme may result in oscillatory behavior close to
discontinuities. To reduce these problems, a discontinuity-capturing term, which can be seen to
add diffusion in the direction of the oscillations, must be added to the scheme.
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4.1.1 Quasi-Linearized Form
In order to represent the Euler equations numerically, it is necessary to first write them in a
quasi-linear form. The quasi-linearized form of Eq. (2.1) is given by
V
A, = 0
where A, = - are the Jacobian matrices of the flux vector Fi given by
(4.1)
0 1
-3u2±--1 u2 (3 - )ul
-UlU2 U2
-yuie + (_ - 1)ullu| 2 e- -1 2 + 3U2)
0
-U1U2
A 2 =
S- 12 2
-yuze + (y - 1)u2 u12
0
U2
- ( - 1)ul
- 1)UlU 2
0
-(- 1)u 2
U 1
- (Y - 1)U1U 2
1
U 1
(3 - 7)U2
ye- (u2 + 3u)
Note that the Ai matrices are not symmetric.
4.1.2 Finite Element Space
To obtain finite element approximations of the steady, two-dimensional Euler equations,
consider a partition of Q into elements of triangles, with no overlapping amongst elements of
the partition. The simplest conforming Galerkin method searches a solution Vh E Vh where
Vh = {V I V C pl (Qe)} (4.4)
The weighting functions are conceptually similar
Wh = {We I We E pl(pe)} (4.5)
The trial functions satisfy essential boundary conditions and the weighting functions are
homogenous at these points.
(4.2)
0
0
- i
YU2
(4.3)
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The trial solution can be represented more explicitly as
M
Vh(x) = Ni(x)Vh, (4.6)
i= 1
where M is the number of nodes in the finite element mesh. The weighting functions satisfy
M
Wh(x) = Ni(x)Wh, (4.7)
i= 1
where Wh, are the nodal values of the weighting functions.
4.1.3 Weighted Residual Statement
The statement of the finite element weighted residual formulation is as follows: within each
element pe, e = 1,..., E, find Vh E Vh such that for allWh E Wh, the following variational
equation is satisfied:
WE Oh EVh
OWh AiVh df e + A " -TAix d
axi
e e= (4.8)
+ VVWh - VVh dQ = J -W -AiVh ni dF
e=1 Qe r
The first and last integrals in Eq. (4.8) constitute the standard Galerkin formulation. The
second integral is the stabilization term. Discontinuity-capturing properties are provided by
the third term.
4.1.4 Weak Form
The first and last integrals in Eq. (4.8) constitute the weak form of Eq. (4.1), obtained by
integration-by-parts:
Wh - i A dQe = 0
xzi
-- -
AiVh d e + Wh - AiVh ni dF = 0(4.9)
t e r
Note that terms representing natural boundary conditions appear in the weak form.
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The weak form of the Euler equations is preferred for several reasons. Firstly, the integration-
by-parts form gives rise to natural boundary conditions without modification to the scheme.
The weak form is also necessary for allowing discontinuous solutions, which arise due to
shocks. Such discontinuous solutions do not satisfy Eq. (2.1) in the classical sense, as they are
not differentiable. The Rankine-Hugoniot equations relate the jump in the solution variable to
the speed of propagation of the discontinuity. Unfortunately, solutions of the weak form are
not unique and the (physically) correct one must satisfy the full viscid equations in the limit of
vanishing viscosity. Such a solution is called entropy-satisfying.
4.1.5 Stabilization
The scheme proposed in Eq. (4.9) by itself is unstable. To observe this, consider the
one-dimensional pure convection limit of Eq. (2.1):
dVh AVh + A V = 0 (4.10)
with A constant. The element equations for a typical interior node are given by
S NNe d a- - J N- AVh, dfe (4.11)
i=1 e e
It is apparent that the equation is satisfied by a sawtooth mode, with alternative values at
successive nodes. The implication of this observation is that the numerical scheme needs to
spatially stabilized to ensure the elimination of such modes [5].
One method of stabilizing the standard Galerkin approach is through the addition of a small
diffusion-like term to Eq. (4.8). For the current scheme, this term can be represented as
E Wh AVh
A O- A d e (4.12)
e=1 Qe
and 7 is a positive scalar which has the dimensions of time and a magnitude which is of the
order of the mesh spacing h. The stabilization term can be seen to add diffusion in the
streamline upwind direction, in a manner analogous to the finite difference and finite volume
counterparts.
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To ensure consistency, the term is made proportional to the residual. It can be readily
demonstrated that this modification to the Galerkin statement results in a stabilized numerical
scheme. In the present scheme, -r is taken to be:
h 1= (4.13)
2 ul + a
Other authors [6, 11] have proposed alternative definitions for r.
4.1.6 Discontinuity-Capturing
The third integral in Eq. (4.8) is the discontinuity-capturing operator, required for controlling
overshoots and undershoots near discontinuities. To stabilize the solution, one uses the fact
that an approximate solution Vh exists everywhere in the domain. This solution does not
necessary fulfill the differential equation:
Rh = LVh 5 0 (4.14)
where L A, - is the differential operator. The size of the residual IRhl will be small away
from discontinuities and large close to a shock. This qualifies Rh as a base for constructing an
automatic artificial viscosity which adds O(h) smoothing close to the discontinuity and
vanishes in smooth regions. It can be seen that this term adds diffusion in the direction of the
gradient.
The discontinuity-capturing factor v is a scalar taken to be
v = h (4.15)
IVV I
Note that the definition of v is proportional to the residual LVh. The gradient of Vh is
included to normalize the artificial viscosity. To avoid confusing dimensions, the Vh
occurring Eq. (4.15) should be made nondimensional.
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4.2 Numerical Implementation
The weighted-residual statement in Eq. (4.8) can now be written explicitly as a system of
algebraic equations for subsequent implementation on computer. Substituting Eqs. (4.6- 4.7)
into the Galerkin/least-squares variational equation leads to:
M E I M L M E M
wh{ h VNa . VNbVb de + La TZ LbVb
a=1 e=e h =1 VNdVhd b=1 e=1Qe b=1
- NaA (ANbVhb dnQ + NaAi ( NbVhb) ni d = 0 (4.1
Ge b=1 (b=1
where L is again the differential operator. Define the solution vector as
e6)
16)
(4.17)V= {vT, V ,..., T V
Then Eq. (4.16) can be written as
Wh -Rh = 0 (4.18)
where Rh is an (4 M) x 1 system of nonlinear algebraic equations with Vh as its vector of
nodal unknowns. For nodes located in the interior of the computational domain, Eq. (4.16)
leads to the nonlinear algebraic system
Rh = 0 (4.19)
The above algebraic system is implemented on the computer employing an element-based
data structure, with each element represented by a sequence of edges and nodes. This
particular hierarchy was developed with both flexibility and modularity in mind and it lends
itself to efficient implementation of adaptive meshing procedures. Further details concerning
the coding structure can be found in Appendix C.
The integrals in Eq. (4.16) are approximated using Gaussian integration:
P
f(x) d e wp f (EP) J
Qe p=l
where P refers to the number of integration points in the element and wp are the Gauss
integration weights [25]. Single point quadrature is assumed hencetoforth.
(4.20)
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4.2.1 Solution Techniques
A Newton iterative solution procedure is used to solve the nonlinear algebraic system,
Eq. (4.19). Let V n") be the n-th iterative approximation for V (t ), the desired steady-state
prediction. The Taylor series expansion of R, retaining only the first two terms, yields
R(V( (V R(V()) AV (n) = 0 (4.21)
aV
where
AV (n) E V(n+ I) - V (n) (4.22)
Newton methods offers second-order convergence rates but requires formation of the Jacobian
matrix -. In the present research, a Newton method is used because the Jacobian matrix is
further required for mesh adaption procedures.
Denote the residual vector and consistent tangent matrix by
R (" ) = R(V(n )) (4.23)
M(n) =R(V(")) (4.24)
av
Then R (") can be written for a given node a as
R(n) = - NbVb de aONa NbV dQ
x (b=1 be =1(
ne (4.25)
+f A ( A -X Vb) dfe + fNaA NbVb=l ni dr( M
e b=1 b=1
where v is given by
JIj Em, Nb Vb
S=h bAi =1 a b (4.26)
where 6 is a small number to avoid division by zero. The consistent tangent matrix M(n) is
computed by differentiating the residual vector by the state vector.
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Differentiating Eq. (4.25) gives:
M( n) - AiNb dQ e" - D MaEAi NcV, dNc e
ab e c=1
f INa O bI dQe + v Na Vc dQ
DXi Dxi Vb Dxi ix1
rr c=1
M ( M
+ Na A ,7-('M c + AJ ANb ddNe
± 0xiAV .±T
(DNaAi) A Aj M DN d
+ -xi E xj
i e / DVne i c=1
The solution of the nonlinear system is computed by solving
(4.27)
(4.28)
M(n)AV (n ) = -R (")
V(n"1) = V(n) + AV
( n )
at each iteration. An incomplete linear LU preconditioned GMRES solver is used to solve for
AV at each iteration. Appendix C provides further details concerning the implementation of
the solver. Figure 4.1 summarizes the algorithm used to solve the system.
Figure 4.1 Implicit Solution Algorithm for the Euler Equations
Write final solution
Read restart solution
Assemble system matrices
Newton solution algorithm
Update solution vector
Check termination clause
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4.2.2 Wall Boundary Conditions
At a solid surface boundary, there is no mass flux normal to the boundary. This constraint can
be expressed in a coordinate system aligned with the solid surface:
P P
S un 10 (4.29)
put put
pe / pe
This can also be represented in terms of the change AV as
Ap A (I
AV = = (4.30)
Aput Aput
Ape Ape
The assembled global system equation corresponding to a given boundary node is
L. . Mab ... J AVa = -Ra (4.31)
For the purposes of implementation, the transformation matrix between Cartesian and
body-fitted coordinates is defined as
1 0 0 0
, 0 n,, ny O 0 (4.32)
0 -nY n 0
0 0 0 1/
Applying the transformation to nodal equation Eq. (4.31) gives
L[ TMabT-' --J AVa = -TRa (4.33)
The wall boundary condition is imposed by zeroing out the row corresponding to the
momentum normal to the surface and placing a one on the diagonal. The resulting equations
are transformed back to Cartesian coordinates and replace those in the global system.
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Table 4.1 Imposed Variables at Exterior Boundaries
Boundary Ap Aul Au 2  Ap As Ah
Subsonic Inlet - u, -ul u2, -U2 - Si - 800 hi - hoo
Supersonic Inlet - Free U2, -22, - Si - sC hi - hoo
Subsonic Outlet Free Free Free pi - poo
Supersonic Outlet Free Free Free Free
4.2.3 Exterior Boundary Conditions
At the farfield, different boundary conditions are imposed based on the direction of the
characteristics and the local Mach number (§2.2.2). In the current scheme, the state vector
V = (s, u1 , u 2 , h) is used to prescribe values at inlet and V = (p, ul, u2, p) at the outlet.
Table 4.1 summarizes which set of variables is to be used under the various conditions.
Prescribed quantities are imposed in a manner similar to that described for wall boundary
conditions. The transformation matrix between the AV and AV state vectors is
('y- 1)((y+I) uI- 2 ,ye) (-y-l)ul
2p' pY'
RL 1
P p
p -y _ (--1)USP P P
p--Y
p- p1
0 0
1 0
S(Y--1)u2 y
P P
The corresponding transformation matrix between AV and AV is given by
1
T= P
P
2
0 1
p
- 1)U -(y - 1)u2
0
0
0
(4.35)
Note that imposing boundary conditions using the penalty approach will not work in this
case, due to dimensional considerations.
(4.34)
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Table 4.2 Cosine Bump Test Parameters
Quantity Symbol Case 1 Case 2 Case 3
Mach Ma 0.5 0.675 1.75
Nodes M 5048 6383 8483
Elements E 9800 12457 16631
Iterations n 10 26 42
4.3 Test Cases
Several test cases, comprising both internal and external flows under subsonic, transonic, and
supersonic conditions, were run with the implemented Euler flow solver in order to gauge
performance and accuracy. The cases were conducted using relatively fine computational
meshes, and as such, they represent the order of accuracy desired for solutions obtained after
using adaptive techniques.
4.3.1 Cosine Bump
The computational domain consists of a rectangular channel with dimensions of 3 x 1 units,
on the bottom surface of which a 10% high cosine bump is located (Figure 4.2). The upper and
lower surfaces are walls, and the flow proceeds from left to right. Tests were conducted at
Mach 0.5, 0.675, and 1.75. Table 4.2 summarizes grid and flow quantities for the simulations.
Results show that convergence rates for all three cases were initially slow, but approached the
expected second-order behavior after several iterations (Figure 4.3). Convergence in the initial
iterations was possibly limited by strong underrelaxation. All simulations were converged to
the 1.0 x 10-12 in the residual norm. Figures 4.4 to 4.6 show the computational mesh, pressure
and Mach contours for each test case. Both the transonic and supersonic grids were refined in
the vicinity of shocks in order to capture the discontinuities more exactly. Overall, the results
seem to validate the accuracy and efficiency of the solver.
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Figure 4.2 Cosine Bump Geometry
Figure 4.3 Cosine Bump Convergence History
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Figure 4.4 Cosine Bump Results at Mach 0.5
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Figure 4.5 Cosine Bump Results at Mach 0.675
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Figure 4.6 Cosine Bump Results at Mach 1.75
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Table 4.3 Symmetric Airfoil Test Parameters
Quantity Symbol Case 1 Case 2 Case 3
Mach Ma 0.5 0.8 1.75
Angle a 40 20 00
Nodes M 7758 8193 8255
Elements E 15310 16174 16304
Iterations n 38 64 56
4.3.2 Symmetric Airfoil
The computational domain consists of a circle of radius 10 units, with the leading edge of the
unity chord length symmetric NACA 0012 airfoil located at its center (Figure 4.7). Test cases
were run at Mach 0.5 at a = 40, 0.8 at a = 20, and 1.75 at a = 00. Table 4.3 summarizes
parameters used in the tests.
Convergence rates for all three cases exhibit similar trends as those observed in the cosine
bump test cases (Figure 4.8). All simulations were converged to within 1.0 x 10- 12 in the
residual norm. Note that no special boundary corrections were applied at the farfield
boundary.
Figures 4.9 to 4.11 show the computational mesh, pressure and Mach contours for each test
case. Both the transonic and supersonic grids were refined in the regions near shocks. In
general, the results seem reasonable and appear to be properly resolved.
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Figure 4.7 Symmetric Airfoil Geometry
Figure 4.8 Symmetric Airfoil Convergence History
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Figure 4.9 Symmetric Airfoil Results at Mach 0.5
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Figure 4.10 Symmetric Airfoil Results at Mach 0.8
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Figure 4.11 Symmetric Airfoil Results at Mach 1.75
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5 Mesh Adaption Fundamentals
Adaption is the process by which some aspect of the solution algorithm changes in response
to an evolving solution. These changes can be in the discrete equations, in the computational
mesh, or in both the equations and the mesh. In the present work, adaption refers to changes
in the computational mesh as the solution proceeds.
5.1 Requirements of the Adaption Procedure
In a typical problem, one starts out with an idea of what the flow will look like, but one
usually does not know exactly where the interesting flow features (shocks, boundary layers,
and recirculation zones) lie. The adaptive approach starts with an initial mesh, coarse enough
to be inexpensive to compute, yet fine enough so that most of the essential features can
appear. The first step in the adaptive solution procedure is to compute the solution on this
initial coarse mesh. Then, certain elements are flagged for refinement, based on some local
error estimates. Elements are divided, the solution is interpolated on the new grid, and the
calculation proceeds anew until the solution is sufficiently resolved (Figure 5.1).
Figure 5.1 Mesh Adaption Algorithm
Write final solution
Read restart solution
Assemble and compute solution
Flag elements for refinement
Alter computational mesh
Update solution vector
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Any grid adaptive procedure is comprised of three main ingredients:
1. Optimal mesh criteria. Used to determine whether the computational mesh is sufficiently
fine to properly resolve the flow.
2. Error indicators. Highlights, through some local error estimation techniques, regions
where mesh refinement/derefinement is beneficial.
3. Refinement procedures. An actual algorithm for the addition, subtraction, or redistribution
of nodes in the mesh.
Each of the above components will now be analyzed in detail, with particular emphasis on the
methodologies used in the current implementation.
5.2 Optimal Mesh Criteria
Before designing an adaptive mesh procedure, one should have a clear idea of what is to be
achieved. Although an obvious answer is the reduction of manual and computational work, a
more quantitative assessment of the optimality of the adaptive mesh procedure is desirable.
What should the optimal mesh be like? An answer to this question is seldom clear, as one
does not know a priori what constitutes a sufficiently accurate answer to the problem at hand.
Many researchers [12, 13] consider an solution acceptable if the estimated error satisfies some
prescribed global or local conditions. This definition of an optimal mesh leads to a stopping
criteria, which controls whether mesh adaption is necessary in order to satisfy the optimality
condition.
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5.2.1 Equidistribution of Error
A very popular criterion is that a mesh is considered optimal if the distribution of the error is
equal amongst all the elements in the mesh. Conceptually, one can derive this criterion from
the observation that the error will have the irregular distribution for the first mesh shown in
Figure 5.2. If the number of degrees of freedom is kept the same, the distribution of element
size is all that can be varied. After a repositioning of nodes, the error distribution in space
becomes more regular.
In many applications, the required error I 1 on a given mesh may not be the same at all
locations. The equidistribution of error concept, applied locally, can lead to even more
cost-effective grids. That is, instead of using the general minimization
min Ihl - EIjl over entire domain (5.1)
one may desire to only consider certain regions of the domain
min lhl - J1e| over subdomain (5.2)
where |Eh| represents the local error level. Mesh refinement would then take place if the local
error indicator exceeds or falls below specified refinement or coarsening tolerances.
Figure 5.2 Error Distribution Before and After Refinement
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5.3 Error Indicators
Consider the task of trying to determine if the solution obtained using the current mesh and
discretization scheme is accurate. A number of criteria come to mind, including variation of
key variables within elements, entropy levels, and higher-order derivatives. All of them make
the fundamental assumption that the solution on the present mesh is already in some form
close to the exact solution. This assumption is reasonable for elliptic problems, where, due to
global minimization principles, local deficiencies in the mesh only have a local effect [13]. For
hyperbolic problems, however, the assumption V , Vh may be erroneous. For example,
consider an airfoil at a high angle of attack. A coarse initial mesh may completely miss the
local separation bubble that forms at the leading edge, and leads to massive separation in the
back portion of the airfoil (Figure 5.3). Although the local error in the separation region may
be very small, the global error in the field would be very large [13].
Any mesh adaption procedure could miss these features and perform adaption in the wrong
regions. In other words, any grid adaption procedure could fail if supplied with an extremely
poor initial grid. On the other hand, V Vh is a reasonable assumption for most initial grids;
this condition will be assumed in the remainder of this thesis.
Figure 5.3 Solution Error Due to Mesh Quality
Underresolved gridResolved grid
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5.3.1 Popular Error Indicators
An error indicator is used to pinpoint regions where mesh manipulation would be useful. In
designing an error indicator, one seeks a function that can be efficiently applied to each
element or edge and yet provide some information about the error present in the solution at
that point. The most popular error indicators may be grouped into several categories:
1. Gradients in indicator variables. The simplest error indicator is obtained by evaluating the
gradient of some indicator variable like Mach number, density, or entropy within an
element or along an edge. A large gradient, in theory, would signal possible refinement
locations. Mathematically, this can be represented as
Iehl = ChlV4I (5.3)
A disadvantage of this indicator is that certain choices of variables work better in some
situations than others (ie. there is no one indicator that works for all flows). This, in a
sense, defeats the purpose of mesh adaption, since the user must now experiment to find
the best error indicator variable.
2. Interpolation theory. Making the assumption that the solution is smooth, one may
approximate the error in the elements by a derivative one order higher than the element
shape function. For one-dimensional flows, this would result in the error indicator at the
elemental level of the form
Ie I= Chk k (5.4)
where the k-th derivative is obtained by some recovery procedure, and for linear
elements k = 2. The total error in the computational domain is then given by
Ih12 =C hk ( 9)2 dQ (5.5)
0
This error indicator gives superior results for smooth regions [13].
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3. Comparison of derivatives. Making the assumption that the solution is smooth, one may
compare derivatives using schemes of different order. For example, consider the
following approximations to a second derivative
02k 1= (i--1 - 2i + C,1) + O(h 2 )  (5.6)
0 = 1- (-i-2 + 6 i-1 - 304i + 16 4j+1 - i+2) + O(h4) (5.7)8Z2  12h 2
The assumption of smoothness would allow a good estimate of the error in the second
derivatives from the difference of these expressions. Moreover, comparing the Eq. (5.6)
to Eq. (5.7) can give an indication of as to whether it is more efficient to h-refine the mesh
or to increase the order of the stencil using p-refinement.
All the these error indicators have been used in practice to guide mesh adaption procedures.
They all work well for their respective area of application. However, they cannot be
considered as generally applicable for problems with multiple length scales. None of them is
dimensionless, implying that strong features, such as shocks, produce large error indicator
values, whereas weak features produce small ones. Thus, in the end, only the strong features
of the flow would be refined, losing the weak ones. Ideally, only flow features relevant to
some desired output quantity would be refined. This shortcoming will be addressed using
sensitivity-based error indicators.
5.3.2 Sensitivity-Based Error Indicators
Sensitivity calculations are routinely used in optimization problems to direct the algorithm in
a direction that yields the most optimal configuration. This same concept can be applied to
adapt the mesh in an optimal way. The procedure developed here will be exploited in the
remainder of this thesis.
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Consider an initial solution computed on a coarse mesh. To goal of any mesh refinement is to
yield a more accurate solution. To test if in fact the solution would improve with refinement, it
is necessary to determine how the solution would change when recomputed on the finer
mesh. Although computationally prohibitive, the best measure of how the solution changes
would be to actually recompute using the finer mesh. The difference in the fine and coarse
solutions would then give an indication of how large the error was in a given region and lead
to a refinement strategy. To avoid recomputing on the finer mesh for each possible mesh
configuration, the presence of additional degrees of freedom can be approximated by using
hierarchical shape functions.
To derive a mathematical foundation for the sensitivity-based error indicator, consider a
baseline discretization h consisting of M degrees of freedom:
Rh(4h) = Fh - Ahah = 0 (5.8)
with solution vector
(h = " (5.9)
Now consider augmenting the system in Eq. (5.8) with an additional degree of freedom,
modelled in a hierarchical fashion:
Rfh(kh) = Fh - Ah = 0 (5.10)
Because the extra node is represented hierarchically, the baseline discretization matrix Ah
appears as a submatrix in the augmented system of M = M + 1 unknowns:
(Ah Ahi h
Ah = (5.11)
A,, Ah
M,1 M,M
The force vector in the enriched system is similarly expanded:
Fh-T he use of hi rarchical (5.12)
The use of hierarchical degrees of freedom thus eliminates the need for reassembly.
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It should be noted that, in general, the solution of the enriched system
Oh2
h = (5.13)
Ohm
h
does not contain the baseline discretization solution vector. In order to solve for 4 h exactly,
solution of Eq. (5.10) is required. However, an approximation to the desired enriched solution
may be obtained in a relatively inexpensive manner. To see this, consider a solution vector 'h
in which the baseline solution <h is augmented with the additional degree of freedom:
Oh2
Ohh
Oh-
OhM M
This solution follows from Eq. (5.10) by constraining the values qhl.. ,M to be exactly those
obtained from the baseline discretization solution. The value at the hierarchical node is
unconstrained and can then be calculated as
h- = ^4- -(Fh -- h - h,.) for i = 1,... ,M (5.15)
M M,M M r,M
Thus, an approximation of the value at the hierarchical degree of freedom is achieved by
solving a local problem and without inversion of the full hierarchical system. The approximate
solution 4h will approach that of the true solution ^h as the mesh spacing is reduced.
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To show explicitly how the value of the hierarchical node may be approximated, consider the
convection-diffusion equation
a20 ao
v =0
4X2 09X
u(O) = 0 (5.16)
u(1) = 1
The element equations for a typical interior node are
f ON a N + j df~I = 0 (5.17)
ax 9X Ox 9
i=1
Now consider the process of inserting an additional degree of freedom at the midpoint of a
given element. Eq. (5.17) still holds and a solution vector 0 may be computed. Similarly, the
additional degree of freedom may also be modelled hierarchically, in which case the shape
function corresponding to the hierarchical node was defined in Eqs. (3.23-3.25). Solution of
this system would also lead to another solution vector 4, essentially identical to 4 with the
exception of the basis used to describe the solution behavior at the hierarchical node.
To avoid explicit solution of the hierarchical system, the enriched solution may be
approximated by assuming that values in the original solution 0 appear as the first M values
in the enriched system, as shown in Eq. (5.14). The approximate value at the hierarchical node
may then be computed using Eq. (5.15). In general, the solutions ¢ and ^ differ everywhere in
the domain, although the difference will mainly be concentrated in the vicinity of the extra
node. Figure 5.4 plots both these solutions for the one-dimensional convection-diffusion
equation for various of numbers of elements. In the figure, the additional degree of freedom is
inserted in the element closest to x = 1. The results show that the approximation becomes
exact as the number of elements increases.
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Figure 5.4 Approximate Hierarchical Element Solutions
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In order to approximate the change between the enriched solution and the baseline solution, it
remains to show how the latter may be written as a system of M unknowns rather than one of
M unknowns. To do this, the hierarchical perturbation may be constrained to zero:
Ohl
S= . = (5.18)
0Oh
Both the expanded baseline solution and hierarchical solution can be obtained by defining the
interpolated residual
Rh(4h, 3) = Rh(¢h) - R h(0h) = 0 (5.19)
which leads to
h for= 0
h for = 1
(5.20)
4 Elements I
-I
-I
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In order to determine the change of the solution fields between the enriched and initial
meshes, one can now write
0(p - (ORh 1 ORh (5.21)
03 10=1 -( ) a03
This calculation requires the Jacobian matrix. Fortunately, the governing equations were
assembled in such a form (§4.2.1). Indeed, much of the motivation for choosing that particular
implicit scheme was the reuse of the global system in the present mesh adaption algorithm.
Differentiating Eq. (5.19) gives
aRh
= -Ah (5.22)
aRh
= -Rh (5.23)
Note that Rh is equal to zero everywhere except for those nodes whose support overlaps with
that of the hierarchical degree of freedom. Substituting into Eq. (5.21) gives
A = -  1 (h - Ah)h) (5.24)
In practice, one employs 4 h as an approximation to ^h:
-
=1 -Ahkk ()h--hh) (5.25)
As aforementioned, the required error tolerances of a solution may not be the same at all
locations. Furthermore, it is typically the case in engineering practice that the interest is not in
0 per se, but that in outputs which depend on q; the desired quantity can be represented by the
function
I = I(0h) (5.26)
Specific objective functions will be presented in Chapter 6. For the current purpose, take the
objective to be a function that operates on a discrete solution and generates a numerical value:
I(Oh) : R" -2 R (5.27)
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In order to compute how the objective value changes with mesh enrichment, write
61 I I T 0+  
- (5.28)
Because I does not depend on /, the term vanishes. Substituting Eq. (5.21) into Eq. (5.28)
yields
6I T Rh -1 Rh (5.29)
Hp aj (5.29)
Because the solution of the first two terms on the right hand side do not depend on the mesh
configuration, they can be computed once and stored
(_R 01 (5.30)
where 1F is the solution of the adjoint system. Finally, the sensitivity calculation becomes
SI TRh
16 T (5.31)
A higher sensitivity would indicate that refinement would significantly improve the accuracy
of the output value. There are several advantages of the sensitivity-based error indicator in
comparison with other indicators (§5.3.1). Firstly, it deals with quantities of interest, and thus
eliminates the tendency of other indicators to lead to refinement in unimportant regions.
Second, it approximates the change in the field variable by modelling the features in the field
that may have not been resolved by the original mesh. This is important, since the features
may be relevant in the computation of the output quantity.
5.4 Refinement Strategies
Besides the mesh optimality criterion and the error indicator, the third ingredient of any
adaptive refinement method is the refinement strategy. The refinement strategy uses the error
indicator values to determine how to modify the computational mesh. Four different families
of strategies have been used by various researchers [12, 13, 14] and are briefly reviewed here.
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5.4.1 p-Enrichment
In p-refinement, the elemental interpolation functions are replaced by higher-order functions,
either conventional polynomials or hierarchical shape functions. Such methods require
extensive modification of existing codes to properly manage libraries of different types of
elements. Further complications arise from the adaption logic when p-type refinements are
considered. However, the convergence rates have been found to increase significantly when
higher-order elements have been employed [17].
5.4.2 Remeshing
The second family of refinement strategies is based on the existence of automatic grid
generators. The grid generator is used in combination with an error indicator based on the
present discretization and solution to remesh the computational domain either locally or
globally, in order to produce a more suitable discretization. Any of the automatic grid
generation techniques currently available can be used:
1. Advancing front. The mesh generation starts from the boundary and proceeds towards
the center of the domain. In the case of remeshing a region, the boundary is taken to be
the boundary of the element patch.
2. Delauney triangulation. The background mesh is taken to be the initial mesh, without the
region to be regenerated. The error indicator is used to predict the location of nodes in
the new patch. This method can only be used for triangular elements.
Remeshing is particularly useful in problems with moving bodies or free surfaces. However,
remeshing large portions of the domain is very expensive and requires solution projections.
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5.4.3 Mesh Movement
The aim with mesh movement algorithms is to reposition the nodes in the mesh in order to
obtain a better discretization for the problem at hand. The regions that require more elements
tend to draw nodes and elements from regions where a coarser mesh can be tolerated. Three
basic approaches have been used:
1. Moving finite element method. The position of nodes is viewed as a further unknown in a
general functional to be minimized.
2. Spring systems. The mesh is viewed as a system of springs whose stiffness is
proportional to the error indicators.
3. Optimization methods. The position of nodes is changed in order to minimize some
functional.
Mesh movement schemes are relatively simple to code, as the mesh topology is not allowed to
change. However, mesh movement schemes typically require projection of one solution onto
another mesh, and as a result can become computationally inefficient. Furthermore, it is often
difficulty to know a priori how many nodes are needed in the initial grid.
5.4.4 h-Enrichment
In h-enrichment, degrees of freedom are added or taken from a mesh according to some rule.
One may either split elements into new ones, or model additional degrees of freedom using
hierarchical shape functions. h-Refinement has been by far the most successful mesh
enrichment strategy for several reasons [13]. Conservation is maintained naturally with this
method, as no interpolations other than the ones naturally given by element shape functions
are required. As a result, no numerical diffusion is introduced by the adaptive refinement
procedure. There are several approaches to h-enrichment:
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1. Simple h-refinement. The simplest form of mesh refinement seeks to achieve higher mesh
densities simply by subdividing elements into two (for one-dimensional meshes) or four
elements (for two-dimensional cases). In order to have a smooth transition between
refined and unrefined mesh regions, compatibility requirements must be met
(Figure 5.5). In two dimensions, the element is split along the edge where the error
indicator is large. In order to reduce element skewness, the new edge may be swapped
with other edges in the immediate neighborhood.
2. Recursive subdivision. The separate coding and maintenance of allowable refinement and
coarsening patterns observed for simple h-refinement in conjunction with triangles can
be avoided by using a recursive algorithm. Whenever an element has been marked for
refinement, the largest edge of the element is subdivided (Figure 5.6). Hanging nodes
are then reconnected to produce a consistent mesh. The elements are checked again for
refinement, and the procedure repeated until a fine enough mesh has been obtained.
The main difference between this approach and the simple h-refinement is the pattern
recognition phase and the compatibility checking phase that operates on blocks instead
of elements.
3. h-Refinement by grouping. This approach is typically applied to regular Cartesian meshes.
Elements are initially identified and grouped into larger regular patches. An embedded
mesh is then applied to each patch (Figure 5.7). Special treatment is required at the
coarse and fine interfaces when using this method, which is not as flexible for complex
geometries. In addition, it may greatly increase the number of degrees of freedom
unnecessarily if the agglomeration region is large and sparse.
Because of its advantages in comparison with other methods, a variation of h-refinement will
be used in the remainder of the thesis.
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Figure 5.5 Simple h-Refinement
Figure 5.6 Recursive h-Refinement
Identify Elements Refine Elements Identify Elements Refine Elements
Figure 5.7 h-Refinement by Grouping
Identify Elements Agglomerate Refine Elements
Make Compatible Refine Elementsidentify Elements
6 Mesh Adaption Algorithms
There have been many successful implementations of adaptive solution methods for the Euler
equations [12, 17, 20]. The sensitivity-based mesh adaptive algorithm implemented in the
present research differs from these approaches, which typically use interpolation theory or
gradient-based error indicators.
6.1 Numerical Implementation
The steps involved in the mesh adaption procedure can be described as follows (Figure 6.1).
First, the computational domain is discretized into an initial mesh. The functionality to
generate the initial grid is provided by third-party code. At this stage, the mesh is coarse and
is not optimized for resolving the relevant features of the flow field.
The element equations, formulated using a stabilized Galerkin methodology, are assembled
and solved using a preconditioned GMRES solver. The solution algorithm proceeds and
computes the solution to the adjoint system; the coefficient matrix is obtained directly from
the assembled global system. The algorithm then loops over all edges in the domain and
approximates the solution at the midpoint of the edge. A residual vector is computed using
this enriched solution and converted into an edge-based sensitivity through multiplication by
the adjoint solution vector. The resulting sensitivity distribution identifies edges where
refinement would be beneficial. The sensitivities are also used to calculate a prediction of the
new output value. The number of edges to be split is prescribed by the desired change in the
output value.
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New elements are created by splitting edges, and the solution vector is augmented to include
the additional degrees of freedom. To ensure better grid quality, edge swapping and mesh
smoothing algorithms are employed. Furthermore, a renumbering scheme can be used to
minimize system bandwidth and improve convergence behavior. The solution process is
restarted anew using the new mesh, and continues until the solution is computed to within a
specified tolerance. Adaption is performed until the total sensitivity value (computed by
summing each sensitivity value) drops beneath a user-specified threshold. Termination of the
simulation is also controlled by the total number of elements in the domain and a specified
maximum number of iterations.
Figure 6.1 Mesh Adaptive Solution Algorithm for the Euler Equations
Write final solution
Read initial solution
Assemble and compute solution
Compute objective function
Assemble and compute adjoint solution
Compute enriched solution on each edge
Compute residual of enriched solution
Compute sensitivity of node insertion
Pinpoint edges for refinement
Split elements and edges
Project solution onto new mesh
Compute stopping criteria
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6.1.1 Adjoint System
An important step in the sensitivity-based adaption scheme is the solution of the adjoint
system. For each candidate edge for refinement, one must compute
61 ai T ORh 1Rh
I 0 -) (6.1)6 -V -V 80
where I is the objective function and ' is the residual computed using the hierarchical
approximation. Because the solution of the first two terms on the right hand side do not
depend on each proposed mesh configuration, it can be computed once and stored:
(Rh -T a, (6.2)
' V av
Here I is the solution of the adjoint system. Note that hL need not be reassembled, as it is
identical to the coefficient matrix of the original system.
The adjoint solution vector 4 essentially describes a weighting on the relative importance of
nodal values towards the calculation of the output quantity I. The adjoint solution depends
both on the state of the current solution and the objective function (Figure 6.2). As the
objective function determines which elements should be refined, care must be taken in
designing it in an appropriate fashion. Its implementation should be relatively simple and
efficient, as it and its derivatives a are evaluated numerous times during the mesh adaptive
algorithm. In the present thesis, several different objectives were used to investigate the
relation between the objective function and the resulting mesh.
The first objective considered is that of the entropy deviation from freestream values over all
or some portion of the computational domain:
Is = (s - soo) 2 dQ (6.3)
where soo is the freestream entropy. The utility of using entropy as the sensor stems from the
fact that, for subsonic flows, Eq. (6.3) should identically vanish provided that the freestream
entropy is constant.
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The second objective function considered is the pressure deviation from freestream values:
IP = (P _ P)2 d (6.4)
This objective function does not have the same convenient physical relevance as the entropy
objective, but it is nevertheless useful. In particular, Eq. (6.4) objective should lead to
refinement in the vicinity of shocks and stagnation points.
The final two objectives considered in this thesis are particularly relevant for airfoils. The lift
and drag coefficient objectives, nondimensionalized by freestream quantities in Eq. (2.6), are
defined as:
= C =2 fpn. V ds (6.5)
= Cd = 2 Jpn. -V ds (6.6)
where V' and VI are unit vectors perpendicular and parallel to the freestream flow.
6.1.2 Sensitivity Calculation
The sensitivity of node insertion with respect to the objective function is computed in two
steps. First, an approximation solution is computed at the proposed nodal location. This is
then converted into a sensitivity by weighting the residual with the adjoint vector:
61 TRh
H ;T Rh (6.7)
The residual a is computed using an approximation for Vh. The approximate solution
differs from the initial solution Vh by an additional degree of freedom:
Vhi
VVVh= ") (6.8)
VhM
Vh,
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Figure 6.2 Cosine Bump Adjoint Results at Mach 0.675
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To compute Vh -, located at the midpoint of the candidate edge, the immediately neighboring
M
elements are split into the proposed configuration (Figure 6.3). Existing procedures can then
be used to assemble the element equations for this element patch as follows:
Ahl, 1 Ahl,2  Ah1 ,3 Ahl,4 Ah 1 ,5 Vh Fhl
Ah2,1 Ah2,2 Ah2, 3 Ah 2 ,4  Ah2,5  Vh 2  Fh 2
Ah3,1 Ah3,2 Ah3 ,3 Ah 3,4  Ah3,5 Vh3  = Fh3  (6.9)
Ah4, 1  Ah4,2 Ah4,3 Ah4,4 Ah4, 5  Vh4  Fh 4
Ah5,1 Ah5, 2 Ah5,3 Ah5,4  Ah5,5 Vh 5  \Fh5
where the fifth node corresponds to the additional degree of freedom. This can be converted
into the equivalent hierarchical representation by using the transformation matrix in Eq. (3.28):
Ahi, 1  Ahl, 2 Ahl, 3  Ahl, 4  Ahl,5 Vhl Fhi
Ah2, 1 Ah2,2 Ah2,3 Ah2, 4  Ah2, 5  Vh 2  Fh 2
Ah3, 1  Ah3,2 Ah 3,3 Ah3,4  Ah 3 ,5  Vh 3  Fh3  (6.10)
Ah4,1  Ah4,2 Ah4,3 Ah4,4  Ah4,5  Vh 4  Fh 4
Ah 5 ,1 Ah5, 2 Ah 5 ,3  Ah5,4 Ah5,5 Vh 5  Fh 5
In practice, the node-averaged solution at the midpoint of the candidate edge is used to
assemble equations involving the hierarchical node. Note that this corresponds to the
situation where the hierarchical perturbation vanishes.
Holding Vhl_ 4 fixed from the existing solution gives an approximation to the solution at the
additional degree of freedom:
Vh, x V, = h, (Fh 5 - Ah 5 ,i Vh,) for i = 1,... , M (6.11)
Since the governing equations are formulated in Newton-Raphson form, one in practice deals
with AVh rather than Vh. Setting AVhl_4 to zero, one obtains
AVh5 ' AVh5 = Mh 5s Rih (6.12)
The residual %1h can be approximated as
&Rh
oh MhAVh (6.13)ff
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Figure 6.3 Splitting Rules for Elements
However, this is nonzero only for those nodes whose stencil overlaps that of the additional
node. As a result, it is possible to compute the sensitivity much more efficiently using
4
S 4'i Msh,,5 AVTh5
i= 1
By testing all candidate edges, a sensitivity map can be computed over the entire
computational domain, such as that shown in Figure 6.4.
6.1.3 Mesh Manipulation
The adaptive procedure is controlled by how large the total sensitivity change E| f is:
51 > 6 6 (Refinement)
1 (n ) 1 (1)
6- < 6 s (No refinement)
where E I 1(1) refers to the total sensitivity value at the first refinement step.6,3 ~lll VU~LLLIZ~LII rVI~U L Ill ~LLIII LLCr
(6.14)
(6.15)
(6.16)
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Figure 6.4 Cosine Bump Sensitivity Distribution at Mach 0.675
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If refinement is deemed necessary to improve the accuracy of the solution, it will be
performed in regions of high sensitivity. The mesh refinement strategy employed in the
current implementation is based on splitting edges to create new elements. The process
involves first finding the two elements that share the candidate edge and then creating edges
and elements (Figure 6.3). The additional degree of freedom is placed at the midpoint of the
original edge. The process is virtually identical for boundary edges, with the exception that
the nodal coordinate is interpolated from the geometry definition in an effort to reduce
boundary errors. Due to the data structures employed to accomplish this, no searches have to
be performed to find those elements which share the candidate edge. It should be noted that
elements are only split if the elemental area is above some user-specified threshold.
Note also that presently-implemented splitting rules are extremely simple. Future
enhancements to the code may incorporate more complex approaches. For example, an
element could be split into four elements if the sensitivity is high on all edges, but only into
two if the sensitivity is high on a single edge (Figure 6.5). Another possibility is to derefine in
regions where the sensitivity is particularly low.
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Figure 6.5 Proposed Splitting Rules for Elements
After SplittingHigh Sensitivity on All Edges
High Sensitivity on Single Edge
In order to enhance the quality of the refined mesh, an edge swapping procedure is also
applied (Figure 6.6). Note that the number of nodes or elements is not altered by this process.
The swapping operation is performed if the minimum angle occurring in the new
configuration is larger than that in the original configuration.
Figure 6.6 Edge Swapping Rules
After Splitting
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6.2 Test Cases
The tests conducted in Chapter 4 validated the accuracy of the flow solver under a wide range
of freestream Mach numbers. In the present test cases, coarse initial grids and different
objective functions are used to determine whether comparable results could be achieved.
6.2.1 Cosine Bump
The computational domain remains unaltered from the previous baseline tests (§4.3.1). Tests
were conducted at Mach 0.5 using the entropy objective, at Mach 0.675 using the entropy
objective at the outlet, and at Mach 0.675 using the pressure objective along the lower surface.
Table 6.1 summarizes grid and flow parameters for the simulations.
Results show that the total sensitivity change E I dropped with each ch refinement step,
implying a greater equidistribution of error (Figure 6.8). Adaption was enabled when the
residual had dropped below 1.0 x 10- 4 and the simulation was terminated when the solution
had converged to within 1.0 x 10-12. Adaption was terminated when the total sensitivity
values had dropped by half an order of magnitude over the initial value. Successful runs were
made with adaption enabled until the total sensitivity values dropped by an order of
magnitude; the resulting meshes were extremely fine.
For the subsonic case, mesh refinement was concentrated near the bump, thus reducing the
discretization errors present in the initial mesh (Figure 6.9). This behavior was expected, as
the entropy objective would naturally locate regions where numerical entropy is produced.
For the transonic case with the output entropy objective, light refinement was found to occur
near the shock (Figure 6.10). Because the objective in this case only considered the entropy at
the outlet, it was expected that refinement would occur in places where the outlet entropy was
altered. This result can be contrasted with that obtained from the pressure objective, where
significant refinement occurred on the lower surface. This is particularly true in the vicinity of
the discontinuity (Figure 6.11). Overall, the choice of objective function resulted in different
flow features being resolved in the final mesh.
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Table 6.1 Adaptive Cosine Bump Test Parameters
Quantity Symbol Case 1 Case 2 Case 3
Mach Ma 0.5 0.675 0.675
Initial Nodes M (o)  5048 5048 5048
Initial Elements E (o)  9800 9800 9800
Final Nodes M(") 5786 5552 5621
Final Elements E( ") 11152 10770 10857
Refinement Steps nr 5 8 18
Objective I f (As)2 dQ f (As) 2 dfoutlet f (AP) 2 d bottom
Figure 6.7 Adaptive Cosine Bump Initial Mesh
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Figure 6.8 Adaptive Cosine Bump Refinement History
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Figure 6.9 Adaptive Cosine Bump Results at Mach 0.5, Entropy Objective
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Figure 6.10 Adaptive Cosine Bump Results at Mach 0.675, Entropy Objective
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Figure 6.11 Adaptive Cosine Bump Results at Mach 0.675, Pressure Objective
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6.2.2 Symmetric Airfoil
The geometry remains unaltered from earlier tests (§4.3.2). Tests were conducted at Mach 0.5
with the lift, drag, and entropy objectives in order to compare the resulting meshes. Table 6.2
summarizes grid and flow quantities for the simulations run with the adaptive solver. The
initial mesh is shown in Figure 6.12.
Once again, results show that the total sensitivity change y Ii dropped with each
refinement step (Figure 6.13). Mesh adaption took place when the residual had dropped
below 1.0 x 10- 4 and the simulation was converged to within 1.0 x 10-12. The same criteria as
that used for the cosine bump test cases was used to control adaption.
In all cases, mesh refinement was found to occur primarily near the leading and trailing edges
(Figures 6.14 to 6.16). These areas are clearly important in the lift and drag calculations, and as
well as a mechanism for reducing the entropy in the solution. What differs between the final
meshes is the degree of mesh refinement. For example, the drag objective resulted in much
finer meshes than that obtained from using the lift objective. The behavior may have been
expected, as it is well known that in order to compute drag accurately, a much finer mesh
must be employed.
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Table 6.2 Adaptive Symmetric Airfoil Test Parameters
Quantity Symbol Case 1 Case 2 Case 3
Mach Ma 0.5 0.5 0.5
Angle a 40 40 40
Initial Nodes M (0 )  4043 4043 4043
Initial Elements E (o)  7868 7868 7868
Final Nodes M (" )  4396 5502 4463
Final Elements E (" )  8551 9676 8664
Refinement Steps n, 2 3 2
Objective I 2f pn. VL ds 2 fpn. VI ds f (As)2 dQ
Figure 6.12 Adaptive Symmetric Airfoil Initial Mesh
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Figure 6.13 Adaptive Symmetric Airfoil Refinement History
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Figure 6.14 Adaptive Symmetric Airfoil Results at Mach 0.5, Lift Objective
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Figure 6.15 Adaptive Symmetric Airfoil Results at Mach 0.5, Drag Objective
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Figure 6.16 Adaptive Symmetric Airfoil Results at Mach 0.5, Entropy Objective
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7 Summary of Research
The proposed adaptive strategy differs from alternative approaches in several aspects. The
relative advantages and disadvantages of the present approach, as well as future directions
for continued research, are discussed below.
7.1 Conclusions
The theory and results presented earlier show the benefits of the implicit solver and adaption
technique. Solutions can be obtained in only a few iterations, as compared with explicit
methods which require hundreds or thousands of iterations. The chief drawback of the
present implementation is the significant computational resources required to assemble and
manipulate the global system. This cost may be reduced by matrix-free implementations,
although convergence rates may be negatively affected. The stabilized Galerkin formulation
shows that upwinding and stabilization terms can be added in the finite element context in a
consistent manner. The residual-based discontinuity-capturing operator also shares these
same important properties.
The adaptive philosophy advocated in the present research enjoys many benefits. Firstly, it is
sensitive to flow features which may not be captured by the coarse initial mesh. Secondly, it is
the sensitivity of node insertion with respect to some user-specified objective function which
prevents refinement in locations other than those deemed important by the user. The main
drawback of the implementation is the solution (but not assembly) of the adjoint problem.
Furthermore, because the sensitivities are computed by looping over each edge in the domain,
the time required for an adaptive step may be significantly greater than those approaches that
use, for example, gradients to pinpoint refinement locations.
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7.2 Recommendations
It is quite apparent that in the future, as engineering problems become ever more challenging
in complexity, that mesh adaptive technologies will play a fundamental role in their solution.
Although the developments presented in this thesis are promising, there remains much work
to be done. Firstly, the techniques must be extended into three dimensions, and it remains to
determine if the approach may be applied to transient problems. Secondly, additional element
types must be incorporated into the flow solver and adaption procedure. One foreseeable
difficulty is to determine the optimum mix of element types and the corresponding splitting
algorithm logic.
The use of an objective function to drive the adaption procedure is an important step in
making CFD a pervasive tool in industry: the user specifies what quantities are important,
and the flow solver adapts the mesh to properly resolve those quantities. As a result,
additional degrees of freedom are not wasted on parts of the flow field which are
unimportant. In principle, the adaptive flow solver may be also combined with a validation
tool, such as that presented in [19], which provides a measure of the accuracy of the solution
on a given grid. This coupling would lead to an incredibly powerful design tool.
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B Mathematical Derivations
The Euler equations are discretized using a stabilized Galerkin approach. Explicit expressions
of the stabilization factor - and discontinuity-capturing viscosity v are derived and presented
in this appendix.
B.1 Stabilization Factor
The stabilization factor 7- is used to stabilize the standard Galerkin finite element
discretization. In the implemented scheme, the factor is taken to be
h 1
2 Jul + a
where Jul is the magnitude of the velocity vector. In employing this expression into the
numerical scheme, one also requires
-r _ h (2Iula + (-u2 - U2 + e)(y - 1)y)
Op 4ap
Opul 4ap
h" u ((_ - 1)_- _2)
Opu 2  4ap
S_ h(y - 1)y
Ope 4ap
Other authors [6, 11] have proposed alternative definitions for 7.
B.2 Discontinuity-Capturing Factor
The discontinuity-capturing viscosity is a scalar quantity used to control overshoots and
undershoots close to discontinuities. In the implemented scheme, it is taken to be
ILVhl
IVVh I
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Note that the definition of v is proportional to the residual LVh. More explicitly, v can be
written as
v=h IAj E +m I__N6 .
Here 6 is a small number to avoid division by zero. For implementation in the numerical
scheme, one requires computation of
S IRhl IVVhl - IRhl IVVhl'
DVb(1) IVVh12 + 6
for the 1-th state variable at the b-th node. The derivative of the gradient IVVh I' is
lVVjI 1 (V, aNbD
OVb(1) IVVhl + 6 Oxl
Similarly, Rh I' can be computed as
DyV DNb
+ Ox2 2
1 R+ AVhA
IRh + ( 41 AOVh+ A2 ONb ONb OA 1 dVh+ A 2, +Ox 1 Ox 2 DVb(l) Ox1
The derivatives of the Jacobian matrices with respect to density are
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The derivatives of the Jacobian matrices with respect to x-momentum are
OA 1 _ Nbb Nb8Vb(pui)
0
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P
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0
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The derivatives of the Jacobian matrices with respect to y-momentum are
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The derivatives of the Jacobian matrices with respect to total energy are
9A 1
OVb(pe)
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P
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0 00
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0 0
0 0 0
Note the nonsymmetric nature of the Jacobian matrices prevents simpler formulations from
being formulated.
0A 2
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8ANO,= Nb
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C Computational Issues
The flow solver developed in this research was coded using an object-orientated style and
practice. The use of such a programming paradigm allows a clean separation between various
components in the code. Furthermore, it allows future modifications to be performed without
significant modification of the existing code. Most of the code was written in C++, with the
exception of the solver, which was written in Fortran.
C.1 Data Structures
In implementing the flow solver, a number of data structures were used throughout. These
are briefly described below:
1. Geometry. A geometry object is used to hold information about some part of the
computational domain. For example, boundary curve geometry objects store unit
normals and tangents.
2. Node. A node represents a discrete coordinate in the computational mesh. From an
implementation point of view, a node is represented by a coordinate, a node number,
and a reference to which geometry it belongs to.
3. Edge. An edge is formed by the connectivities between two neighboring nodes. Each
edge stores references to the two nodes that define it, as well as pointers to the elements
bordering the edge. This structure eliminates the need to perform child-parent searches.
4. Element. An element consists of a counterclockwise ordered set of edges, and implicitly,
a set of nodes. Although different element types can be implemented, only the 3-noded
triangular element was used in this research.
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5. Model. A model represents the equations to be applied to a subset of elements, edges, or
nodes. Implemented models include wall and farfield boundary condition model, as
well as those which apply in the interior of the domain.
6. Field. A field object simply represents discrete values attached to either nodes, edges, or
elements. The representation can be either a set of discrete values or an equation in
terms of discrete field values.
7. Solver. A solver object takes a set of nodes, elements, models, and fields and solves the
assembled system of equations. It can also perform mesh adaption or geometry
optimization. As such, its design is very flexible. Future versions of the code may
include parallel or direct inversion solvers.
In all cases, alternative versions of those provided in the code can be supplied by other users.
For example, a new element type may be defined and will be automatically handled by the
equation assembler and solver. For further details, the complete source code can be obtained
from the author.
