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ARITHMETICITY OF CERTAIN SYMPLECTIC
HYPERGEOMETRIC GROUPS
SANDIP SINGH AND T. N. VENKATARAMANA
Abstract. We give a sufficient condition on a pair of (primi-
tive) polynomials that the associated hypergeometric group (mon-
odromy group of the corresponding hypergeometric differential equa-
tion) is an arithmetic subgroup of the integral symplectic group.
1. Introduction
The main result in this article concerns monodromy groups of hyper-
geometric equations of type nFn−1. These equations are investigated in
detail in a paper of Beukers-Heckman ([BH]). We recall briefly, some of
the results and notation of [BH]. Set θ = z d
dz
, viewed as a differential
operator on the Riemann surface S = P1 \ {0, 1,∞}. Let α be a com-
plex n-tuple (α1, . . . , αn) ∈ C
n and β a complex n-tuple (β1, . . . , βn).
Then
D = (θ + β1 − 1) · · · (θ + βn − 1)− z(θ + α1) · · · (θ + αn),
is a differential operator on S = P1 \ {0, 1,∞}. The differential equa-
tion Du = 0 on S is called the hypergeometric equation of type nFn−1.
The differential equation is regular everywhere on S and has regular
singularities at 0, 1,∞.
The topological fundamental group of S (with base point, say, 1
2
),
acts on the space of solutions u of the differential equation Du = 0,
by analytic continuation along loops in S corresponding to elements of
the fundamental group. The fundamental group π of S is generated
by h∞, h0, h1 where h∞ is represented by a small loop going counter-
clockwise around ∞ exactly once. Define similarly h0 and h1. Then
h0h1h∞ = 1 and π is the free group on h0, h1, h∞ modulo this relation
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h0h1h∞ = 1. It is also the free group on the generators h0 and h
−1
∞
.
If j ≤ n, let aj = e
2piiαj , bj = e
2piiβj . Let f =
∏n
j=1(X − aj) and
g =
∏n
j=1(X − bj). Write f(X) = X
n + An−1X
n−1 + · · ·+ A1X + A0
and g(X) = Xn +Bn−1X
n−1+ · · ·+B1X +B0 with Ai, Bj ∈ C. Form
the companion matrices A and B of f, g respectively; that is:
A =


0 · · · 0 −A0
1 · · · 0 −A1
· · · · · · · · · · · ·
0 · · · 1 −An−1

 , B =


0 · · · 0 −B0
1 · · · 0 −B1
· · · · · · · · · · · ·
0 · · · 1 −Bn−1

 .
A result of Levelt (see [BH]), says that there exists a basis {u} of
solutions of the differential equation Du = 0 on the curve S, with re-
spect to which the monodromy action by the fundamental group of S
is described as follows. The action of h∞ is by the matrix B
−1, that of
h0 is by A; then h1 acts by C = A
−1B. The group Γ generated by the
matrices A,B is called the hypergeometric group corresponding to f, g.
It is (by definition) also the monodromy group of the hypergeometric
equation considered above.
In [BH], several questions about the hypergeometric group Γ are con-
sidered and answered: when is Γ finite, or discrete? What is the Zariski
closure of Γ in GLn(C)? In the present paper, (we use the results of
[BH] and) we give a sufficient condition for Γ to be an arithmetic group.
If we take f, g to have integral coefficients with f(0) = g(0) = ±1, then
Γ lies in GLn(Z) and is hence discrete. We assume this from now on.
We then say that Γ is arithmetic, if Γ ⊂ G(Z) has finite index, where G
is the Zariski closure of Γ in GLn (we remark that this is not the most
general definition of an arithmetic group, but given that our group Γ
is a subgroup of GLn(Z), this is a natural definition).
The matrices A and B are quasi-unipotent exactly when αj and βj
are rational numbers. That is, the roots of f, g are roots of unity (this
is the situation which occurs naturally in algebraic geometry). In the
following however, we do not assume that the roots of f, g are roots of
unity. We will state our main result in purely elementary terms, noting
however, that our motivation is to compute monodromy of hypergeo-
metric equations. Let f, g ∈ Z[X ] be monic polynomials of degree n
which are reciprocal i.e. Xnf( 1
X
) = f(X), Xng( 1
X
) = g(X) (then
A0 = B0 = 1). (Sometimes, f, g are called self-reciprocal). As before,
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let A,B be their companion matrices.
We will assume further, that f, g do not have a common root in C.
Assume also that f, g is a primitive pair. That is, there does not exist
an integer k ≥ 2 such that f(X) = f1(X
k), g(X) = g1(X
k) for some
polynomials f1, g1 ∈ Z[X ]. It is then known by a criterion of Beukers
and Heckman ([BH]) that Γ preserves a non-degenerate integral sym-
plectic form Ω on Zn and that Γ ⊂ SpΩ is Zariski dense. In particular,
it follows that n is even.
The following problem has been considered by many people ([S]):
characterise the polynomials f, g for which the group Γ is an arith-
metic group (i.e. of finite index in SpΩ(Z)). It is not very easy to
produce Zariski dense subgroups of infinite index in arithmetic groups
(such groups are called thin groups in [S]), especially those which are
not free products. One of the motivations for looking at these hyper-
geometric groups is the expectation that most of these groups should
be thin. There is evidence for this ([FMS] , [BT] and [F]); however, the
results of the present paper show that the groups Γ are not always thin.
In this paper we give a sufficient condition for arithmeticity of Γ. To
describe the condition, write h = f − g for the difference polynomial.
This is a polynomial with integer coefficients:
h(X) = cXd + cd−1X
d−1 + · · ·+ crX
r,
for some d ≤ n − 1 and some r with 1 ≤ r ≤ d, with the leading
coefficient of h denoted by c.
Theorem 1.1. Suppose n ≥ 4 (is an even integer). Suppose f, g satisfy
the foregoing hypotheses: that is, f, g are monic polynomials of degree
n with integral coefficients, which have no common roots, are (self-)
reciprocal, and form a primitive pair, with f(0) = g(0) = 1. Let A,B
be their respective companion matrices and Γ ⊂ SLn(Z) the subgroup
generated by A and B.
Assume in addition, that the leading coefficient c of h = f−g satisfies
| c |≤ 2.
Then the group Γ is an arithmetic group.
In particular, if the difference h = f − g is monic, then the group Γ
is arithmetic.
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Theorem 1.1 holds even when n = 2, but this is easy (cf. Lemma 4.4)
and therefore we do not describe the proof. For n ≥ 4, Theorem 1.1
is proved by showing that the “reflection subgroup” ([BH]) Γr gener-
ated by the conjugates {A−kCAk; k ∈ Z} of the element C = A−1B
is arithmetic; the inclusion Γr ⊂ Γ ⊂ SpΩ(Z) then shows that Γ is
arithmetic. The element C is a complex reflection i.e. it is identity
on a codimension one subspace of Qn (it is also called a transvection,
in the symplectic case). We will deduce the arithmeticity of the re-
flection subgroup Γr from the following result on subgroups of SpΩ(Z)
generated by certain transvections.
Theorem 1.2. Suppose Ω is a non-degenerate symplectic form on Qn
which is integral on the standard lattice Zn. Suppose that Γ ⊂ SpΩ(Z) is
a Zariski dense subgroup which contains three transvections C1, C2, C3
such that if we write Zwi = (Ci − 1)(Z
n), then Ω(wi, wj) 6= 0 for some
i, j. Assume that W =
∑3
i=1Qwi is three dimensional, and that the
group generated by the restrictions of the Ci to W (i = 1, 2, 3) contains
a non-trivial element of the unipotent radical of the symplectic group
of W .
Under the preceding assumptions, the group Γ has finite index in
SpΩ(Z).
In Section 2, we will prove the arithmeticity of Γ directly (without as-
suming Theorem 1.2) for certain examples, when n = 4. These include
all the examples of [AvEvSZ], [DoMo] (see also [CEYY]) for which we
can prove arithmeticity. This illustrates the general method and also
gives us certain non-trivial relations among the generators A,B.
In Section 4, Theorem 1.1 is deduced from Theorem 1.2 by checking
that three generic conjugates of the transvection C = A−1B satisfy the
conditions of Theorem 1.2, under the assumption that the difference
polynomial f − g has leading coefficient at most two in absolute value.
In the course of the proof we have to deal with an associated subgroup
of SL2(Z) that we get from the group Γ, which is generated by the 2×2
matrices (
1 c
0 1
)
,
(
1 0
c 1
)
.
The assumption that the leading coefficient c is ≤ 2 in absolute value,
implies that this subgroup is of finite index in SL2(Z). We use this fact
in the proof of arithmeticity. This is the reason that we are unable to
extend the proof to other c’s. Note that there are examples of groups
of symplectic type, when | c |≥ 4 and the monodromy group Γ is of
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infinite index by [BT].
In Section 3, Theorem 1.2 will be proved by showing that with re-
spect to a suitable basis, the group Γ has non-trivial intersection with
the highest and the second highest root groups of the symplectic group
SpΩ (and using Theorem 3.5 of [Ve]).
In the last section, we give tables for pairs (f, g) of degree 4 monic
polynomials with integer coefficients, for which the corresponding group
Γ is Zariski dense in Sp4, and which have roots of unity as roots. We
list those pairs for which the criterion of Theorem 1.1 applies (and also
those for which it does not). In turns out, that in a (small) number of
examples the criterion of Theorem 1.1 does not apply, but arithmetic-
ity can still be proved, by using Theorem 1.2, rather than Theorem 1.1
directly (see Remark 5.1 of Section 5).
Prescribing a representation of a free group F2 on two generators is
the same as giving two matrices in GLn(C). Consider the representa-
tion of F2 correspnding to the two companion matrices A,B ∈ GLn(C)
as above. The group F2 may be viewed as the topological fundamental
group of the curve S = P1 − \{0, 1,∞}, generated by a small loop
around 0 (denoted h0) and another (denoted h∞) around ∞. The case
when n = 4 and f = (X−1)4 has generated much interest. By the work
of Candelas and others ([CdOGP]), the corresponding hypergeometric
group is the same as the image of the monodromy representation which
arises from families of Calabi-Yau threefolds: there are families of vari-
eties (Calabi-Yau threefolds) which fibre over the space S, for which the
monodromy action (on certain subspaces of the middle cohomology of
the fibre (threefold)) corresponds to the matrices h0 7→ A, h∞ 7→ B
(see [CdOGP], [AvEvSZ], [DoMo], [CEYY] for details).
The matrix A is maximally unipotent i.e. corresponds to the poly-
nomial f(X) = (X − 1)4; there are 14 pairs (f, g) with f = (X − 1)4,
g ∈ Z[X ] is coprime to f and is such that the roots of g are roots of
unity. They are listed in [AvEvSZ], [DoMo] and [CEYY]. In one of
the examples of [DoMo] ( Example 13 of [AvEvSZ] and Example 13 of
[CEYY]), f = (X − 1)4 and g = (X2 − X + 1)2 so that the roots of
g are of the form e2piiβj with β1 = β2 =
1
6
, β3 = β4 =
5
6
. This pair
satisfies the conditions of Theorem 1.1 (see the first example of Table
5.1) and hence from Theorem 1.1, we have the following
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Corollary 1.3. The hypergeometric group Γ ⊂ Sp4(Z) corresponding
to the polynomials f = (X−1)4 and g = (X2−X+1)2 is an arithmetic
group.
Note that no other example in Table 1 of [DoMo] satisfies the hy-
pothesis of the Theorem 1.1.
However, by using Theorem 1.2 instead of Theorem 1.1 arithmeticity
can be proved in two more examples of [AvEvSZ], [DoMo] (see examples
11 and 13 of Table 5.3 of the present paper).
Corollary 1.4. The group Γ is arithmetic, for the following pairs (f,g):
f = (X − 1)4, g = (X2 + 1)(X2 −X + 1),
and f = (X − 1)4, g =
X5 + 1
X + 1
.
In subsections 2.2, 2.3 and 2.4, we prove arithmeticity of Γ directly
(without appealing to the general proof of Theorem 1.1), for these 3
examples of Table 1 in [DoMo] considered in the preceding two corol-
laries.
Remark 1.5. A recent result by Brav and Thomas ([BT]) says that
when n = 4 and f(X) = (X − 1)4, g(X) = X
5
−1
X−1
(in this case, all the
coefficients of h are ±5), the group Γ is thin in the sense of [FMS]).
That is, Γ is of infinite index in the integral symplectic group. In fact
[BT] prove much more: they show that in Examples 2, 4, 6, 8, 9, 12,
14 of Table 5.3, the monodromy group is thin.
Therefore, there are 7 thin examples and 3 arithmetic ones among
the 14 examples of [AvEvSZ], [DoMo] and [CEYY]. It would be inter-
esting to determine whether the monodromy is thin or arithmetic in
the remaining 4 examples of the above references.
In the 3 examples of Γ (see subsections 2.2, 2.3 and 2.4 of this paper)
or Table 1 of [DoMo] where arithmeticity can be proved, we have sub-
groups of finite index in Sp4(Z). In view of the congruence subgroup
property for Sp4(Z) [BMS], it is clear that Γ is (with respect to a suit-
able basis) a congruence subgroup of Sp4(Z). The precise index of the
congruence subgroup Γ ⊂ Sp4(Z) has been computed by J. Hofmann
and Duco van Straten in [HvS]. This may be useful for arithmetic
applications.
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Remark 1.6. An analogous question can be asked when f, g are as
before, but f(0) = 1 and g(0) = −1. Then, by [BH], the group Γ pre-
serves a nondegenerate quadratic form Q with integral coefficients and
the Zariski closure of Γ is O(n). Then the question would be whether
the group Γ ⊂ OQ(Z) is of finite index in the integral orthogonal group
OQ(Z). If the signature of the quadratic form Q over R is (n − 1, 1),
then [FMS] give seven infinite families of examples when Γ is of infinite
index (i.e. is thin), producing perhaps the first examples of thin mon-
odromy groups with absolutely simple Zariski closure (namely, SO(n)).
If the signature is (p, q) with both p, q > 1, then we do not know a cri-
terion analogous to Theorem 1.1.
Remark 1.7. The hypergeometric monodromy group Γ is relevant to
algebraic geometry when f, g are products of cyclotomic polynomials
(i.e. when their roots are roots of unity). This is equivalent to saying
that the “local monodromy” elements A and B are quasi-unipotent
elements (i.e. some power of A (resp. of B) is unipotent). Theorem
1.1 says for example that if f(X) = X
5
−1
X−1
and g(X) = (X2 + 1)2, then
Γ is a subgroup of finite index in Sp4(Z). Similar examples can be
constructed for any even integer n.
For example, let m ≥ 2 be an integer and let
f(X) =
X2m+1 − 1
X − 1
, g(X) = (Xm − 1)2.
Then f, g are coprime, form a primitive pair and the leading coefficient
of f − g is 1. Hence the associated Γ is an arithmetic group.
In [Ve2], we prove, by a different method, that the hypergeometric
group Γ associated to the polynomials (n is even)
f(X) =
Xn+1 + 1
X + 1
, g(X) =
(X − 1)(Xn − 1)
X + 1
is an arithmetic subgroup of Spn(Z). This also follows from Theorem
1.1 since the leading coefficient of the difference f − g is ±1.
Our computations show that when n = 4 and the roots of f, g are
roots of unity, then for many polynomials f, g (60 examples: see Table
5.1) the hypotheses of Theorem 1.1 are satisfied and hence the mon-
odromy is arithmetic.
However, in Theorem 1.1, we do not assume that the roots of f, g
are roots of unity, since the proof holds without this assumption.
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Remark 1.8. Theorem 1.2 is somewhat analogous to the criterion of
Janssen ([Jan]). We have verified that if the assumption of Janssen’s
paper holds in our case (the assumption on “vanishing lattices” having
vectors δ1, δ2 with such that Ω(δ1, δ2) = 1 where Ω is the symplectic
form given by [BH]), then the difference polynomial h = f−g is monic.
The proof of Theorem 1.2 shows that Janssen’s Theorem holds true if
we assume that δ1.δ2 = 2 for two vectors δ1, δ2 in the vanishing lattice
corresponding to the transvections considered in [Jan].
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2. Proof of Arithmeticity in Illustrative Special Cases
when n = 4
In this section, we will prove the arithmeticity of the monodromy
group Γ directly (without appealing to Theorem 1.2) for n = 4, and
for specific examples. The examples include the pairs (f, g) such that
f = (X−1)4 (with Γ an arithmetic group). This assumption on f cor-
responds to the families considered in [AvEvSZ] and Table 1 of [DoMo])
for which we can prove arithmeticity of the hypergeometric group. This
will perhaps make the proof in the general case more transparent. We
now explain the strategy.
Suppose that V is a four dimensional Q-vector space with a non-
degenerate symplectic form Ω. First observe that if C1, C2, C3 are three
transvections, then they fix a non-zero vector e and hence fix pointwise
the one dimensional space Qe. Therefore, the three reflections fix the
partial flag
Qe ⊂ e⊥ ⊂ V.
The stabiliser of this flag is a parabolic Q-subgroup P of SpΩ. The
unipotent radical U of P is the subgroup of P which acts trivially on
successive quotients of this flag. The quotient M = P/U is isomorphic
to SL2.
Therefore, the three transvections belong to the parabolic subgroup
P . The image of the group generated by the three transvections in
M = P/U lies in the group M(Z) = SL2(Z). Our strategy is to pro-
duce relations among the images of the three transvections in this copy
of SL2(Z) = M(Z), for suitably chosen transvections C1, C2, C3 in the
monodromy group Γ. This means that there exists a word w in the
Ci which lies in the kernel of the map P (Z) → M(Z); that is, w lies
in U(Z). Once we get a non-trivial word w ∈ U(Z) \ {1}, by taking
enough conjugates of the word w in the group generated by the Ci,
we get the full unipotent radical U(Z) (or a subgroup of finite index
thereof) in the monodromy group.
2.1. An Example. To illustrate the method, we first take up the ex-
ample
f(X) = (X − 1)(X3 − 1), g(X) = X4 + 1.
By Beukers and Heckman ([BH]), one knows that there exists a non-
degenerate symplectic form Ω left invariant by A,B where A,B are
companion matrices of f, g. Since Aei = Bei for i = 1, 2, 3, it follows
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that if C = A−1B, then C fixes e1, e2, e3. Since the determinant of C
is one, Ce4 = e4 + v with some vector v which is a linear combination
of e1, e2, e3; Using the matrices A,B, we compute v = −e1 − e3. Since
Ae1 = e2 and Ae2 = e3, it follows that C, A
−1CA and A−2CA2 all fix e1.
We first determine the symplectic form Ω. To ease the notation,
if x, y ∈ Q4, we write x.y for the number Ω(x, y). Now, the in-
variance of Ω under C says that ei.e4 = Cei.Ce4 = ei.(e4 + v) for
i = 1, 2, 3. Hence v is orthogonal to e1, e2, e3. By non-degeneracy of
Ω, we then get v.e4 6= 0. Hence we have e1.e3 = e1.(e1 + e3) = 0 and
e4.(e1 + e3) = −e1.e4 − e3.e4 6= 0.
We now use the invariance of Ω under A and B to get e1.e2 =
Ae1.Ae2 = e2.e3 = e3.e4 and e1.e4 = Be1.Be4 = e2.(−e1) = e1.e2.
From the preceding paragraph we get that e1.e4 + e1.e2 6= 0. Hence
e1.e2 6= 0 and once e1.e2 is fixed, all the other ei.ej are determined.
We can then assume that e1.e2 = 1. We have e1.e3 = 0 and e1.e4 = 1.
Hence the perpendicular of e1 is the span of e1, e3, e2 − e4. Moreover,
e1.e4 = 1.
The elements C1 = C,C2 = A
−1CA,C3 = A
−2CA2 all fix e1. There-
fore, they preserve the flag
Qe1 ⊂ e
⊥
1 ⊂ V. (1)
The images of e1+e3, e4−e2 in the quotient e
⊥
1 /Qe1 form a basis of the
quotient. We have thus a basis e1, e1+ e3, e2− e4, e2 of V . We compute
the matrices of the three reflections with respect to this basis, and find
that
C1 =


1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

 , C2 =


1 0 0 0
0 0 1 0
0 −1 2 0
0 0 0 1

 , C3 =


1 −2 0 −2
0 1 0 0
0 −1 1 −1
0 0 0 1

 .
A computation shows that C2C
2
1 =


1 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 1

, and hence that
w = (C2C
2
1 )
−1C1(C2C
2
1 ) =


1 0 0 0
0 1 0 0
0 −1 1 0
0 0 0 1

 .
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Write E = w−1C3 and F = C
−1
1 w
−1C1C3C1w
−1. Then
E =


1 −2 0 −2
0 1 0 0
0 0 1 −1
0 0 0 1

 , F =


1 −4 −2 −2
0 1 0 1
0 0 1 −2
0 0 0 1

 .
Some explanation as to the choices of E, F : E is patently an ele-
ment of the group of integral points of the unipotent radical U of the
parabolic subgroup P which fixes the line through e1; E lies in the
monodromy group Γ. Our strategy is that if we get one non-trivial
element E of U(Z) in Γ , then the group generated by the conjugates
of E by elements of L∩Γ where L is the algebraic subgroup generated
by C1, C2 in P , we get many others in U ∩Γ. The element F is merely
one such matrix with small entries and was arrived at by inspection.
Given two invertible matrices a, b we write [a, b] = aba−1b−1 for the
commutator of a and b. Write x = [E, F ], y = E2[E, F ]−1 and z =
(E−2F )2[E, F ]3. Then
x =


1 0 0 −4
0 1 0 0
0 0 1 0
0 0 0 1

 , y =


1 −4 0 0
0 1 0 0
0 0 1 −2
0 0 0 1

 , z =


1 0 −4 0
0 1 0 2
0 0 1 0
0 0 0 1

 .
The elements C1, x, y, z lie in the unipotent radical U of the parabolic
subgroup determined by e1: in other words, they act trivially on succes-
sive quotients of the flag of (1). It is clear that the group generated by
< C1, x, y, z > is a finite index subgroup of U(Z), since these elements
generate distinct (positive) root groups. Hence C1, x, y, z generate a
finite index subgroup of the group U0(Z) of unipotent upper triangular
matrices in the symplectic group of Ω. By [T], any Zariski dense sub-
group of SpΩ(Z) which contains a finite index subgroup of the group
U0(Z), has finite index in SpΩ(Z). The group Γ is Zariski dense by a
result of [BH]. Therefore, Γ is arithmetic.
2.2. Example 2 of [AvEvSZ] and [CEYY]. We consider Example 13
of Table 5.3 (this is Example 2 of [AvEvSZ]). In this case
f = (X−1)4 = X4−4X3+6X2−4X+1; g = X4−X3+X2−X+1;
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with the parameters α = (0, 0, 0, 0); β = ( 1
10
, 3
10
, 7
10
, 9
10
). Then A and
B are given by
A =


0 0 0 −1
1 0 0 4
0 1 0 −6
0 0 1 4

 , B =


0 0 0 −1
1 0 0 1
0 1 0 −1
0 0 1 1


and let
C = A−1B =


1 0 0 −3
0 1 0 5
0 0 1 −3
0 0 0 1

 .
Let Γ =< A,B > be the subgroup of SL4(Z) generated by A and B.
Let Ω be the symplectic form (determined up to scalar multiples)
preserved by Γ and let Ω = (Ω(ei, ej)) with respect to the standard
basis {e1, e2, e3, e4}. Then, by considerations similar to those in the
preceding subsection, the matrix of Ω may be computed to be (up to
scalar multiples)
Ω =


0 1 5/3 5/3
−1 0 1 5/3
−5/3 −1 0 1
−5/3 −5/3 −1 0

 .
By an easy computation we get ǫ1 = e1−e2+e3, ǫ2 = −3e1+5e2−3e3,
ǫ∗2 = 2e1 − 5e2 + 5e3 − 2e4 and ǫ
∗
1 = e1 form a basis of Q
4 over Q with
respect to which
Ω =


0 0 0 −2/3
0 0 −2/3 0
0 2/3 0 0
2/3 0 0 0

 .
Let C1 = C = A
−1B,C2 = B
−2CB2 and C3 = B
2CB−2. It can be
checked easily that with respect to the basis {ǫ1, ǫ2, ǫ
∗
2, ǫ
∗
1}, the Ci have,
respectively, the matrix form

1 0 0 0
0 1 −2 0
0 0 1 0
0 0 0 1

 ,


1 0 0 0
0 1 0 0
0 2 1 0
0 0 0 1

 and


1 −1 3/2 −1/2
0 4 −9/2 3/2
0 2 −2 1
0 0 0 1

 .
Now, C1, C2 generate an arithmetic subgroup of the Levi L = SL2
(up to ±1, it is the principal congruence subgroup of level 2); C3
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is a rational unipotent element of L; hence some power (C3)
m is a
word w in C1, C2 and hence, as explained in the beginning of this
section, we get an element E0 6= 1 of the unipotent radical of P :
E0 = (C3)
mw−1. By manipulating with suitable matrices, we then
see that if E = (C22C1C
2
3C
−1
1 )
2C1, F = C2EC
−1
2 then
E =


1 0 2 2
0 1 0 2
0 0 1 0
0 0 0 1

 , F =


1 −4 2 2
0 1 0 2
0 0 1 4
0 0 0 1

 .
Then
x = [E, F ] =


1 0 0 16
0 1 0 0
0 0 1 0
0 0 0 1

 , y = E8[E, F ]−1 =


1 0 16 0
0 1 0 16
0 0 1 0
0 0 0 1

 .
Moreover,
z = (FE−1)2[E, F ]−1 =


1 −8 0 0
0 1 0 0
0 0 1 8
0 0 0 1

 .
The elements < C, x, y, z > patently generate the positive root groups
of Sp4. Therefore if B is the Borel subgroup of SpΩ(Q) preserving the
full flag
{0} ⊂ Qǫ1 ⊂ Qǫ1⊕Qǫ2 ⊂ Qǫ1⊕Qǫ2⊕Qǫ
∗
2 ⊂ Qǫ1⊕Qǫ2⊕Qǫ
∗
2⊕Qǫ
∗
1 = Q
4
and U its unipotent radical, then Γ ∩ U(Z) is of finite index in U(Z).
Now by [BH], Γ is Zariski dense in SpΩ. By replacing Γ by a conjugate
by an element g ∈ SpΩ(Q) if necessary, we see that Γ ∩ U
−(Z) is of
finite index in U−(Z), where U− is the unipotent radical of the opposite
Borel B− (which consists of transposes of elements of B). Therefore it
follows from [BMS] that Γ is an arithmetic subgroup of SpΩ(Z). Note
that we have an explicit relation
[E, [E, F ]] = 1,
between the elements E, F of Γ (the group generated by the matrices
A and B), where E, F are explicit words in A,B.
2.3. Example 12 of [AvEvSZ]and [CEYY]. Consider Example 11 of
Table 5.3 (this is Example 12 of [AvEvSZ]). In this case
f = (X−1)4 = X4−4X3+6X2−4X+1; g = X4−X3+2X2−X+1
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with the parameters α = (0, 0, 0, 0); β = (1
4
, 3
4
, 1
6
, 5
6
). Then
A =


0 0 0 −1
1 0 0 4
0 1 0 −6
0 0 1 4

 , B =


0 0 0 −1
1 0 0 1
0 1 0 −2
0 0 1 1

 , C = A−1B =


1 0 0 −3
0 1 0 4
0 0 1 −3
0 0 0 1

 .
Let Γ =< A,B > be the subgroup of SL4(Z) generated by A and B.
As before the matrix form of Ω with respect to the standard basis
{e1, e2, e3, e4}, may be computed to be

0 1 4/3 1/3
−1 0 1 4/3
−4/3 −1 0 1
−1/3 −4/3 −1 0

 .
By an easy computation we get: ǫ1 = e1−e2+e3, ǫ2 = −3e1+4e2−3e3,
ǫ∗2 = 4e1 − 5e2 + 4e3 − e4 and ǫ
∗
1 = e1 form a basis of Q
4 over Q with
respect to which
Ω =


0 0 0 −1/3
0 0 −4/3 0
0 4/3 0 0
1/3 0 0 0

 .
Let C1 = C = A
−1B,C2 = B
−2CB2 and C3 = B
2CB−2. It can be
checked easily that with respect to the basis {ǫ1, ǫ2, ǫ
∗
2, ǫ
∗
1},
C1 =


1 0 0 0
0 1 −1 0
0 0 1 0
0 0 0 1

 , C2 =


1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1

 , C3 =


1 −4 4 −4
0 2 −1 1
0 1 0 1
0 0 0 1

 .
A computation shows that if E = C−12 C3C2C
−1
1 and F = C2EC
−1
2 ,
then
E =


1 0 4 −4
0 1 0 1
0 0 1 0
0 0 0 1

 , and F =


1 −4 4 −4
0 1 0 1
0 0 1 1
0 0 0 1

 .
We have
x = [E, F ] =


1 0 0 8
0 1 0 0
0 0 1 0
0 0 0 1

 , y = E2[E, F ] =


1 0 8 0
0 1 0 2
0 0 1 0
0 0 0 1


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and
z = (FE−1)2[E, F ]−1 =


1 −8 0 0
0 1 0 0
0 0 1 2
0 0 0 1

 .
The elements < C1, x, y, z > obviously generate the positive root groups
of SpΩ. Therefore, as before, Γ intersects the group U(Z) of unipotent
upper triangular integral symplectic matrices in SpΩ(Z) in a finite in-
dex subgroup. Hence by [BMS] and by [T], Γ is arithmetic. The proof
also shows the following relation between A,B:
[E, [E, F ]] = 1
where E and F are explicit words in A,B.
2.4. Example 13 of [AvEvSZ] and [CEYY]. In this subsection, we
give the proof of arithmeticity of the monodromy of Example 13 of
[AvEvSZ] (this is Example 1 in Table 5.3 of the present paper).
In this case f = (X − 1)4 = X4 − 4X3 + 6X2 − 4X + 1 and g =
(X2 − X + 1)2 = X4 − 2X3 + 3X2 − 2X + 1 with the parameters
α = (0, 0, 0, 0); β = (1
6
, 1
6
, 5
6
, 5
6
). Since the difference polynomial h =
f − g = −2X3+3X2− 2X has leading coefficient -2, the arithmeticity
of Γ follows directly from Theorem 1.1. Write
C1 = C = A
−1B, C2 = ACA
−1, C3 = A
−1CA,
and
E = (C22C
−1
1 C
2
3C1)
2C1; F = C2EC
−1
2 .
Then we have the relation
[E, [E, F ]] = 1.
3. Proof of Theorem 1.2
3.1. Subgroups of a semi-direct product. Consider the natural
action of the integral linear group SL2(Z) on Z
2. Form the semi-direct
product Z2 ⋊ SL2(Z) and suppose ∆ ⊂ Z
2 ⋊ SL2(Z) is a subgroup,
whose projection to SL2(Z) is Zariski dense in SL2, and suppose that
∆ contains a non-trivial element of Z2.
Lemma 3.1. The intersection of∆ with the integral unipotent subgroup
Z2 has finite index in Z2.
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Proof. Since Z2 is abelian, the action of ∆ on Z2 factors through its
projection to SL2(Z). By assumption, ∆ has Zariski dense image in
SL2, and hence acts irreducibly on Q
2. Since ∆ ∩ Z2 is non-zero, it
follows that the normal subgroup generated by ∆ ∩ Z2 in ∆ contains
two Q-linearly independent elements in Z2, i.e. ∆∩Z2 has finite index
in Z2. 
We will apply this lemma to the following situation. Let W be a
three dimensional Q-vector space with a non-zero symplectic form Ω
on W . Since W is odd dimensional, Ω is degenerate and hence W has
a null subspace, which must be one dimensional: E = Qe for some
e ∈ W \ {0}.
The symplectic group SpW of Ω is not reductive, and is in fact a semi-
direct product: SpW (Q) = Q
2 ⋊ SL2(Q), where Q
2 = Hom(W/E,E)
is identified with the unipotent radical U of SpW by sending a linear
form λ ∈ Hom(W/E,E) to the (symplectic) unipotent linear transfor-
mation x 7→ x + λ(x), for all x ∈ W . Moreover, SL2(Q) ≃ SpW/E is
the symplectic group of the non-degenerate form defined by Ω on the
quotient W/E.
Suppose that WZ denotes the integral span of a basis of W , and
suppose that w1, w2, w3 ∈ WZ are linearly independent over Q. Denote
by C ′i the transvection
x 7→ x− Ω(x, wi)wi ∀x ∈ W.
Denote by ∆′ the group generated by the three transvections C ′1, C
′
2,
C ′3 ∈ SpW (Z).
Lemma 3.2. If ∆′ contains a non-trivial element of U(Z), then ∆′
contains a subgroup of finite index in U(Z).
Proof. We will apply Lemma 3.1. Since Ω is not the zero symplectic
form onW , and w1, w2, w3 is a basis ofW , it follows that Ω(wi, wj) 6= 0
for some i 6= j; we may assume, after a renumbering, that Ω(w1, w2) 6=
0. Hence the span of w1, w2 does not intersect the null space E = Qe,
and e, w1, w2 form a basis of W . We assume, as we may, that e ∈ WZ.
Replacing ∆′ by a subgroup of finite index, we may assume that ∆′
preserves the lattice in WQ spanned by e, w1, w2. Since the unipotent
radical U consists only of (unipotent and hence) elements of infinite
order, the assumptions of the lemma are not altered if we replace ∆′
by a finite-index subgroup.
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With respect to this basis e, w1, w2, the group generated by C
′
1, C
′
2
fixes e and takes w1, w2 into linear combination of w1, w2. Write λ =
Ω(w1, w2) 6= 0. Then, the matrices of C
′
1, C
′
2 are
C ′1 =

1 0 00 1 λ
0 0 1

 , C ′2 =

1 0 00 1 0
0 −λ 1

 .
It is therefore clear that the group generated by C ′1, C
′
2 is Zariski dense
in SL2 ≃ SpW/U.
Hence the assumptions of Lemma 3.1 are satisfied and so is the con-
clusion. 
3.2. A Unipotent Subgroup of Sp4. Suppose that X is a four di-
mensional Q-vector space with a non-degenerate symplectic form ΩX .
Suppose C1, C2, C3 are three transvections corresponding to vectors
w1, w2, w3 which are linearly independent, and such that ΩX(w1, w2) 6=
0. If W is the span of the wi and C
′
i denotes the restriction of Ci to
W , then we assume that the hypotheses of Lemma 3.2 are satisfied.
As before, let U be the unipotent radical of SpW , and Qe be the null
space of Ω restricted to W . Denote by PX the subgroup of the 4 × 4
symplectic group SpX , which preserves the partial flag Qe ⊂ W ⊂ X .
Then PX is a parabolic subgroup of SpX . The subgroup of PX which
acts trivially on successive quotients of this flag is precisely its unipo-
tent radical, denoted UX . We have the restriction map PX → SpW ,
which is easily seen to be surjective.
The group generated by C1, C2, C3 lies in PX : since W is the span
of the images (Ci − 1), and Ci are transvections, it follows that W is
stable under the Ci’s.
It is also trivial to see that UX is the preimage of U under the re-
striction map PX → SpW and that the kernel of the surjective map
UX → U is the commutator subgroup [UX ,UX ] (which is one dimen-
sional).
If e ∈ W generates the null space of W , the non-degeneracy of the
symplectic space X shows the existence of e∗ ∈ X such that Ω(e, e∗) 6=
0. We assume, as we may, that Ω(e∗, w1) = Ω(e
∗, w2) = 0. Denote by
XZ the integral span of the vectors e, w1, w2, e
∗. Thus SpX(Z) is the
space of symplectic transformations on X which preserves this integral
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span XZ. If we choose a different lattice in XQ, then the resultant
integral symplectic group is commensurable with SpX(Z).
With this notation, we have the following Lemma.
Lemma 3.3. The group ∆ generated by C1, C2, C3 contains a finite-
index subgroup of UX(Z).
Proof. The group ∆ maps onto the group ∆′ of Lemma 3.2. By Lemma
3.2, ∆′ contains a finite-index subgroup U′1 of U(Z). The preimage of U
′
1
in PX is generated by the kernel [UX ,UX ] and a finite-index subgroup
of UX(Z). Hence the preimage of U
′
1 lies in UX . Therefore, ∆ ∩ UX is
non-trivial; moreover, ∆∩UX maps onto the finite-index subgroup U
′
1
of U(Z). If a subgroup H of UX(Z) maps onto a finite index subgroup
of U(Z) = the abelianisation of UX(Z), then it is easily shown that
H has finite index in UX(Z). Therefore, ∆ ∩ UX has finite index in
UX(Z). 
Corollary 3.4. In particular, ∆ contains the subgroup of matrices of
the form 

1 0 y2 z
0 1 0 λ1
λ2
y2
0 0 1 0
0 0 0 1

 ,
with y2, z in a subgroup of finite index in Z.
In the above corollary λ1 = Ω(e, e
∗) and λ2 = Ω(w1, w2).
3.3. Proof of Theorem 1.2. We will now prove Theorem 1.2. Let
C1, C2, C3 be three transvections satisfying the conditions of Theorem
1.2. They correspond to linearly independent vectors wi ∈ Z
n. Set W
to be their Q-span, and let, as before, e be a generator of the null space
in W of the symplectic form Ω restricted to W . The non-degeneracy
of Zn as a symplectic space implies the existence of a vector e∗ ∈ Zn
such that Ω(e, e∗) 6= 0. Let X be the span of W and Qe∗. We may
write the orthogonal decomposition
Zn = X ⊕X⊥.
Hence the “reflections” Ci act trivially on X
⊥. Write ǫ1 = e, ǫ2 =
w1, ǫ
∗
2 = w2, ǫ
∗
1 = e
∗. Now a “symplectic” basis ǫ3, · · · ǫn; ǫ
∗
n, · · · , ǫ
∗
3 of
X⊥ may be chosen so that ǫi (resp. ǫ
∗
i ) is orthogonal to all the ǫj (resp.
ǫ∗j) and Ω(ǫi, ǫ
∗
j) = δij , where δij is 1 if i = j and 0 otherwise.
Consider the ordered basis
ǫ1, ǫ2, · · · , ǫn; ǫ
∗
n, · · · , ǫ
∗
2, ǫ
∗
1,
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of Qn, and with respect to this basis, define the standard Borel sub-
group of Spn(Z) as the group of upper triangular matrices in Spn, and
a maximal torus T to be the group of diagonals in Spn. This datum
determines a positive system of roots Φ+ in the character group of T.
We can then talk of highest and second highest roots in Φ+.
Consider the unipotent upper triangular matrices Un in Spn with
respect to the ordered basis of the preceding paragraph. The subgroup
of Un which acts trivially on ǫj , ǫ
∗
j if j 6= 1, 2, is the group generated
by the highest and a (actually there is only one) second highest root
groups in Un.
It is then immediate from Corollary 3.4 that the group generated
by C1, C2, C3 intersects the highest and a second highest root groups
of Spn(Z) non-trivially. By assumption, Γ is a Zariski dense subgroup
containing C1, C2, C3. By Theorem (3.5) of [Ve], it follows that Γ has
finite index in Spn(Z).
4. Proof of Theorem 1.1
4.1. Some Generalities. Recall that the group Γ generated by the
companion matrices A,B. Put C = A−1B. Let e1, e2, · · · , en be the
standard basis of Zn. Clearly, (C − 1)(Zn) = Zv for some vector v.
Since C is identity on e1, · · · , en−1, this means that (C − 1)en = λv
is a non-zero multiple of v. By [BH], Γ preserves a non-degenerate
symplectic form Ω on Zn. Given x, y ∈ Zn, write x.y for the number
Ω(x, y).
Lemma 4.1. The vector v is orthogonal (with respect to the symplectic
form Ω) to all the vectors e1, e2, · · · , en−1. Moreover, v is a cyclic vector
for the action of A (and also for the action of B) on Qn.
Proof. If i ≤ n−1, then ei.en = Cei.Cen = ei.(en+λv) = ei.en+λei.v.
Cancelling ei.en on the left and the right extreme sides of these equa-
tions, we get v.ei = 0 for i ≤ n− 1.
If v is not cyclic, then there exists a polynomial φ in X of degree
strictly less than n such that φ(A)v = 0. If we view Qn as the quotient
ring Q[X ]/(f(X)), then A acts as multiplication by X , and v = h
X
.
Therefore, φ(A)v = 0 implies that φ(X) h
X
is divisible by f(X). Since
f, g are coprime, then so are h, f and hence the divisibility of φ h
X
by
f implies that f divides φ, contradicting the assumption that φ has
degree less than n.
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
Since A and B are companion matrices with characteristic polyno-
mials f, g, it follows after an easy computation, that
C =


1 0 0 · · · c1
0 1 0 · · · c2
· · · · · · · · · · · · · · ·
0 0 · · · 1 cn−1
0 0 0 · · · 1

 =
(
1n−1 v
0 1
)
,
where 1n−1 is the identity (n − 1) × (n − 1)-matrix, ci = Ai − Bi for
1 ≤ i ≤ n− 1 and v (resp. 0) is viewed as a column (resp. row) vector
of length n− 1 with entries c1, c2, · · · , cn−1 (resp. 0, · · · , 0).
Let h = f − g. Then there exists a unique integer k ≤ n/2 such that
h = f − g = cXn−k + cn−k−1X
n−k−1 + · · ·+ ck+1X
k+1 + ckX
k,
with c 6= 0. Since f, g are reciprocal polynomials, so is h and ck = c.
The vector v is a linear combination of e1, · · · , en−1:
v =
n−k∑
j=k
cjej . Then, A
k(v) = cen +
n−1∑
j=2k
cj−kej.
Moreover, it follows from Lemma 4.1, that
Ω(v, A−kv) = Ω(Akv, v) = cΩ(en, v) 6= 0.
Lemma 4.2. Consider the two sets of three vectors SA = {v, A
kv, A−kv}
and SB = {v, B
kv, B−kv}. Then, the vectors in either SA or in SB are
linearly independent.
Proof. The vectors v, Akv are linearly independent, since any linear
dependence implies that a polynomial in A of degree k annihilates v,
contradicting Lemma 4.1.
Suppose that v, Akv, A−kv are linearly dependent. Then there ex-
ists a polynomial of the form p(Xk) with p of degree two such that
p(Ak)v = 0. By Lemma 4.1, v is cyclic and 2k ≤ n and hence
f(X) = p(Xk) with k = n
2
.
Similarly, we have a polynomial q of degree two such that g(X) =
q(Xk) if v, Bkv, B−kv are linearly dependent.
The conclusion of the last two paragraphs contradicts the assumption
that f, g form a primitive pair. Therefore, the lemma follows. 
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Remark 4.3. The lemma holds under the weaker assumption that f, g
are not polynomials in Xk with 2k = n. However, in the course of the
proof of Theorem 1.1, we repeatedly use the result of [BH] that Γ is
Zariski dense in Spn; and that result requires that f, g are a primitive
pair.
We assume henceforth, that w1 = v, w2 = A
−kv, w3 = A
kv are lin-
early independent. Let W denote the Q-vector space spanned by the
{wi} and let WZ denote the integral linear span of the wi. Consider
the transvections C1 = C = A
−1B, C2 = A
−kCAk and C3 = A
kCA−k.
The images of Ci − 1 are spanned by wi (i = 1, 2, 3).
Lemma 4.4. The Z span of w1, w2 is stable under the action of C1, C2.
Moreover, with respect to this basis, C1, C2 have (respectively) the ma-
trix form
M1 =
(
1 −c
0 1
)
, M2 =
(
1 0
c 1
)
.
If | c |≤ 2, then as linear transformations on the Q-span of w1, w2, the
group generated by M1,M2 is an arithmetic subgroup of SL2(Z).
Proof. Recall that A−kv = −cen+v
′ where v′ is a linear combination of
e1, · · · , en−1. Hence C fixes v
′ and takes −cen to−c(en+v) = −cen−cv.
Therefore, CA−kv = A−kv − cv, i.e., Cw2 = w2 − cw1. Moreover,
Cv = v, i.e., Cw1 = w1.
The matrix form of A−kCAk is similarly determined.
If | c |≤ 2, it is well known (for a reference see Theorem (3.1) of
[Kcon]) that the two matrices M1 andM2 generate a subgroup of finite
index in SL2(Z). 
4.2. Proof of Theorem 1.1. In the preceding subsection, we have
already verified that the vectors w1, w2, w3 are linearly independent,
and that Ω(w1, w2) 6= 0. We will now verify that the group generated
by the transvections C1, C2, C3 satisfies the hypotheses of Theorem 1.2.
We need only check that the group H generated by the restrictions
C ′i to W of the Ci, contains a non-trivial element of the unipotent
radical of SpW . Let W ∩ W
⊥ = Qe for some e ∈ W \ {0}. Denote
by w′1, w
′
2 the images of w1, w2 under the quotient map W → W/Qe.
Since Ω(w1, w2) 6= 0, it follows that the span of w1, w2 intersects triv-
ially with Qe. Let C ′′1 , C
′′
2 , and C
′′
3 denote the maps induced on the
quotient W/Qe, respectively, by the transformations C ′1, C
′
2 and C
′
3.
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By Lemma 4.4, the group generated by C ′′1 , C
′′
2 in GL(W/Qe) is an
arithmetic group D. In particular, if u ∈ GL(W/Qe) is a unipotent el-
ement, then some power of u lies in the arithmetic group D. Therefore,
some power (C ′′3 )
m of the unipotent element C ′′3 lies in D.
With respect to the basis e, w1, w2, the restriction C
′
3 of C3 to W has
the matrix form
C ′3 =
(
1 w
02 C
′′
3
)
=
(
1 w
02 g
)
,
where w ∈ Q2 may be viewed as an element of the unipotent radical
of SpW and 02 is the zero column vector of length 2. A computation
shows that
(C ′3)
m =
(
1 wm
02 g
m
)
,
where wm = w(1+g+· · ·+g
m−1) ∈ Q2 with g = C ′′3 (w is a 1×2 matrix
and we multiply it on the right by the 2× 2-matrix 1 + g + · · ·+ gm−1
to get wm).
Since Ω(w1, w3) = Ω(v, A
kv) = Ω(A−kv, v) 6= 0, it follows that
the image (C3 − 1)w1 is a non-zero multiple of w3; since w3 is not
a linear combination of w1, w2 (Lemma 4.2), it follows that C
′
3(w1) =
x0e + x1w1 + x2w2, with x0 6= 0. Therefore, the vector w ∈ Q
2 is non-
zero.
Since C ′3 is unipotent, so is g = C
′′
3 ; hence 1+g+· · ·+g
m−1 =
∏
(g−ω)
(where the product is over all ω which are non-trivial m-th roots of
unity), is non-singular and hence w(1 + g + · · ·+ gm−1) 6= 0.
Recall that m was chosen so that the group generated by C ′′1 and
C ′′2 contains g
m. Hence the group generated by C ′1 and C
′
2 contains an
element of the form
h =
(
1 0
02 g
m
)
,
where 0 in the first row is the zero row vector in Q2.
Therefore, multiplying (C ′3)
m on the right by the element h−1 we get
that (C ′3)
mh−1 has the matrix form
(C ′3)
mh−1 =
(
1 wmg
−m
02 1
)
.
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This clearly lies in the unipotent radical of SpW . It is non-trivial: since
wm is non-zero and g
−m is non-singular, the row vector wmg
−m is non-
zero.
Finally, we must check that the group Γ of Theorem 1.1 is Zariski
dense; however, this is known by [BH].
Therefore all the conditions of Theorem 1.2 are satisfied, and hence,
by Theorem 1.2, the hypergeometric group Γ is arithmetic. This proves
Theorem 1.1.
5. Remarks
Remark 5.1. Computations show that when n = 4, in a large number
of cases, the polynomial h = f − g has leading coefficient ≤ 2 (as-
suming A,B are quasi-unipotent). In these cases, by Theorem 1.1, the
monodromy group Γ is arithmetic.
In several other cases, f−g
X
= 3X2 − X + 3. Although, in this case
the leading coefficient is 3, the monodromy group Γ is still arithmetic
(see Example 47 of Table 5.2); it is shown by replacing the condition
of Theorem 1.1, with the condition that for some g ∈ Γ, the coefficient
of en in gv is ±2 or ±1. The proof proceeds in exactly the same way,
by replacing v, Akv, A−kv by the vectors v, gv, g−1v.
By similar arguments, the groups Γ (as we have seen in 2.2, 2.3) in
Example 11 and Example 13 of Table 5.3 are arithmetic groups, though
they do not satisfy the condition of Theorem 1.1.
In the following subsection we give tables for the polynomials f, g
when n = 4, (f, g) form a primitive pair, f(0) = g(0) = 1 and A,B are
quasi-unipotent matrices with integral entries. Table 5.1 is the list of
examples where arithmeticity follows from Theorem 1.1. Table 5.2 is
the list of examples where the hypothesis | c |≤ 2 of Theorem 1.1 does
not hold.
In table 5.3, we list the pairs (f, g) with f = (X − 1)4. This corre-
sponds to the list of 14 families of Calabi Yau threefolds fibreing over
S = P1 \{0, 1,∞}. we also specify (displayed in bold-face in Table 5.3)
the cases when we are able to prove that the associated monodromy
group is arithmetic, using Theorem 1.2. Those with an asterisk and
bold face are the examples of [BT] where Γ is proved to be thin (and
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necessarily, the hypothesis of Theorem 1.1 does not hold). In the re-
maining cases it is not known whether the monodromy is arithmetic or
not and we represent these with a question mark in the last column.
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Table 5.1. List of primitive Symplectic pairs of poly-
nomials of degree 4 (which are products of cyclotomic
polynomials), for which arithmeticity follows from The-
orem 1.1
No. f(X) g(X) α β f(X) − g(X)
1 X4 − 4X3 + 6X2 − 4X + 1 X4 − 2X3 + 3X2 − 2X + 1 0,0,0,0 1
6
, 1
6
, 5
6
, 5
6
−2X3 + 3X2 − 2X
2 X4 − 2X2 + 1 X4 + 2X3 + 3X2 + 2X + 1 0,0, 1
2
, 1
2
1
3
, 1
3
, 2
3
, 2
3
−2X3 − 5X2 − 2X
3 X4 − 2X2 + 1 X4 +X3 + 2X2 +X + 1 0,0, 1
2
, 1
2
1
4
, 3
4
, 1
3
, 2
3
−X3 − 4X2 −X
4 X4 − 2X2 + 1 X4 +X3 +X2 +X + 1 0,0, 1
2
, 1
2
1
5
, 2
5
, 3
5
, 4
5
−X3 − 3X2 −X
5 X4 − 2X2 + 1 X4 − 2X3 + 3X2 − 2X + 1 0,0, 1
2
, 1
2
1
6
, 1
6
, 5
6
, 5
6
2X3 − 5X2 + 2X
6 X4 − 2X2 + 1 X4 −X3 + 2X2 −X + 1 0,0, 1
2
, 1
2
1
4
, 3
4
, 1
6
, 5
6
X3 − 4X2 +X
7 X4 − 2X2 + 1 X4 −X3 +X2 −X + 1 0,0, 1
2
, 1
2
1
10
, 3
10
, 7
10
, 9
10
X3 − 3X2 +X
8 X4 + 4X3 + 6X2 + 4X + 1 X4 + 2X3 + 3X2 + 2X + 1 1
2
, 1
2
, 1
2
, 1
2
1
3
, 1
3
, 2
3
, 2
3
2X3 + 3X2 + 2X
9 X4 −X3 −X + 1 X4 + 2X2 + 1 0,0, 1
3
, 2
3
1
4
, 1
4
, 3
4
, 3
4
−X3 − 2X2 −X
10 X4 −X3 −X + 1 X4 +X3 +X2 +X + 1 0,0, 1
3
, 2
3
1
5
, 2
5
, 3
5
, 4
5
−2X3 −X2 − 2X
11 X4 −X3 −X + 1 X4 − 2X3 + 3X2 − 2X + 1 0,0, 1
3
, 2
3
1
6
, 1
6
, 5
6
, 5
6
X3 − 3X2 +X
12 X4 −X3 −X + 1 X4 +X3 +X + 1 0,0, 1
3
, 2
3
1
2
, 1
2
, 1
6
, 5
6
−2X3 − 2X
13 X4 −X3 −X + 1 X4 −X3 + 2X2 −X + 1 0,0, 1
3
, 2
3
1
4
, 3
4
, 1
6
, 5
6
−2X2
14 X4 −X3 −X + 1 X4 + 1 0,0, 1
3
, 2
3
1
8
, 3
8
, 5
8
, 7
8
−X3 −X
15 X4 −X3 −X + 1 X4 −X3 +X2 −X + 1 0,0, 1
3
, 2
3
1
10
, 3
10
, 7
10
, 9
10
−X2
16 X4 −X3 −X + 1 X4 −X2 + 1 0,0, 1
3
, 2
3
1
12
, 5
12
, 7
12
, 11
12
−X3 +X2 −X
17 X4 + 2X3 + 3X2 + 2X + 1 X4 + 2X2 + 1 1
3
, 1
3
, 2
3
, 2
3
1
4
, 1
4
, 3
4
, 3
4
2X3 +X2 + 2X
18 X4 + 2X3 + 3X2 + 2X + 1 X4 + 2X3 + 2X2 + 2X + 1 1
3
, 1
3
, 2
3
, 2
3
1
2
, 1
2
, 1
4
, 3
4
X2
19 X4 + 2X3 + 3X2 + 2X + 1 X4 +X3 +X2 +X + 1 1
3
, 1
3
, 2
3
, 2
3
1
5
, 2
5
, 3
5
, 4
5
X3 + 2X2 +X
20 X4 + 2X3 + 3X2 + 2X + 1 X4 +X3 +X + 1 1
3
, 1
3
, 2
3
, 2
3
1
2
, 1
2
, 1
6
, 5
6
X3 + 3X2 +X
21 X4 + 2X3 + 3X2 + 2X + 1 X4 + 1 1
3
, 1
3
, 2
3
, 2
3
1
8
, 3
8
, 5
8
, 7
8
2X3 + 3X2 + 2X
22 X4 + 2X3 + 3X2 + 2X + 1 X4 −X2 + 1 1
3
, 1
3
, 2
3
, 2
3
1
12
, 5
12
, 7
12
, 11
12
2X3 + 4X2 + 2X
23 X4 + 3X3 + 4X2 + 3X + 1 X4 +X3 +X2 +X + 1 1
2
, 1
2
, 1
3
, 2
3
1
5
, 2
5
, 3
5
, 4
5
2X3 + 3X2 + 2X
24 X4 − 2X3 + 2X2 − 2X + 1 X4 − 2X3 + 3X2 − 2X + 1 0,0, 1
4
, 3
4
1
6
, 1
6
, 5
6
, 5
6
−X2
25 X4 − 2X3 + 2X2 − 2X + 1 X4 +X2 + 1 0,0, 1
4
, 3
4
1
3
, 2
3
, 1
6
, 5
6
−2X3 +X2 − 2X
26 X4 − 2X3 + 2X2 − 2X + 1 X4 + 1 0,0, 1
4
, 3
4
1
8
, 3
8
, 5
8
, 7
8
−2X3 + 2X2 − 2X
27 X4 − 2X3 + 2X2 − 2X + 1 X4 −X3 +X2 −X + 1 0,0, 1
4
, 3
4
1
10
, 3
10
, 7
10
, 9
10
−X3 +X2 −X
28 X4 − 2X3 + 2X2 − 2X + 1 X4 −X2 + 1 0,0, 1
4
, 3
4
1
12
, 5
12
, 7
12
, 11
12
−2X3 + 3X2 − 2X
29 X4 + 2X2 + 1 X4 +X3 +X2 +X + 1 1
4
, 1
4
, 3
4
, 3
4
1
5
, 2
5
, 3
5
, 4
5
−X3 +X2 −X
30 X4 + 2X2 + 1 X4 − 2X3 + 3X2 − 2X + 1 1
4
, 1
4
, 3
4
, 3
4
1
6
, 1
6
, 5
6
, 5
6
2X3 −X2 + 2X
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Table 5.1 continued...
No. f(X) g(X) α β f(X) − g(X)
31 X4 + 2X2 + 1 X4 +X3 +X + 1 1
4
, 1
4
, 3
4
, 3
4
1
2
, 1
2
, 1
6
, 5
6
−X3 + 2X2 −X
32 X4 + 2X2 + 1 X4 −X3 +X2 −X + 1 1
4
, 1
4
, 3
4
, 3
4
1
10
, 3
10
, 7
10
, 9
10
X3 +X2 +X
33 X4 + 2X3 + 2X2 + 2X + 1 X4 +X3 +X2 +X + 1 1
2
, 1
2
, 1
4
, 3
4
1
5
, 2
5
, 3
5
, 4
5
X3 +X2 +X
34 X4 + 2X3 + 2X2 + 2X + 1 X4 +X2 + 1 1
2
, 1
2
, 1
4
, 3
4
1
3
, 2
3
, 1
6
, 5
6
2X3 +X2 + 2X
35 X4 + 2X3 + 2X2 + 2X + 1 X4 + 1 1
2
, 1
2
, 1
4
, 3
4
1
8
, 3
8
, 5
8
, 7
8
2X3 + 2X2 + 2X
36 X4 + 2X3 + 2X2 + 2X + 1 X4 −X2 + 1 1
2
, 1
2
, 1
4
, 3
4
1
12
, 5
12
, 7
12
, 11
12
2X3 + 3X2 + 2X
37 X4 +X3 + 2X2 +X + 1 X4 +X3 +X2 +X + 1 1
3
, 2
3
, 1
4
, 3
4
1
5
, 2
5
, 3
5
, 4
5
X2
38 X4 +X3 + 2X2 +X + 1 X4 +X3 +X + 1 1
3
, 2
3
, 1
4
, 3
4
1
2
, 1
2
, 1
6
, 5
6
2X2
39 X4 +X3 + 2X2 +X + 1 X4 + 1 1
3
, 2
3
, 1
4
, 3
4
1
8
, 3
8
, 5
8
, 7
8
X3 + 2X2 +X
40 X4 +X3 + 2X2 +X + 1 X4 −X3 +X2 −X + 1 1
3
, 2
3
, 1
4
, 3
4
1
10
, 3
10
, 7
10
, 9
10
2X3 +X2 + 2X
41 X4 +X3 + 2X2 +X + 1 X4 −X2 + 1 1
3
, 2
3
, 1
4
, 3
4
1
12
, 5
12
, 7
12
, 11
12
X3 + 3X2 +X
42 X4 +X3 +X2 +X + 1 X4 +X3 +X + 1 1
5
, 2
5
, 3
5
, 4
5
1
2
, 1
2
, 1
6
, 5
6
X2
43 X4 +X3 +X2 +X + 1 X4 +X2 + 1 1
5
, 2
5
, 3
5
, 4
5
1
3
, 2
3
, 1
6
, 5
6
X3 +X
44 X4 +X3 +X2 +X + 1 X4 −X3 + 2X2 −X + 1 1
5
, 2
5
, 3
5
, 4
5
1
4
, 3
4
, 1
6
, 5
6
2X3 −X2 + 2X
45 X4 +X3 +X2 +X + 1 X4 + 1 1
5
, 2
5
, 3
5
, 4
5
1
8
, 3
8
, 5
8
, 7
8
X3 +X2 +X
46 X4 +X3 +X2 +X + 1 X4 −X3 +X2 −X + 1 1
5
, 2
5
, 3
5
, 4
5
1
10
, 3
10
, 7
10
, 9
10
2X3 + 2X
47 X4 +X3 +X2 +X + 1 X4 −X2 + 1 1
5
, 2
5
, 3
5
, 4
5
1
12
, 5
12
, 7
12
, 11
12
X3 + 2X2 +X
48 X4 − 3X3 + 4X2 − 3X + 1 X4 −X3 +X2 −X + 1 0,0, 1
6
, 5
6
1
10
, 3
10
, 7
10
, 9
10
−2X3 + 3X2 − 2X
49 X4 − 2X3 + 3X2 − 2X + 1 X4 + 1 1
6
, 1
6
, 5
6
, 5
6
1
8
, 3
8
, 5
8
, 7
8
−2X3 + 3X2 − 2X
50 X4 − 2X3 + 3X2 − 2X + 1 X4 −X3 +X2 −X + 1 1
6
, 1
6
, 5
6
, 5
6
1
10
, 3
10
, 7
10
, 9
10
−X3 + 2X2 −X
51 X4 − 2X3 + 3X2 − 2X + 1 X4 −X2 + 1 1
6
, 1
6
, 5
6
, 5
6
1
12
, 5
12
, 7
12
, 11
12
−2X3 + 4X2 − 2X
52 X4 +X3 +X + 1 X4 + 1 1
2
, 1
2
, 1
6
, 5
6
1
8
, 3
8
, 5
8
, 7
8
X3 +X
53 X4 +X3 +X + 1 X4 −X3 +X2 −X + 1 1
2
, 1
2
, 1
6
, 5
6
1
10
, 3
10
, 7
10
, 9
10
2X3 −X2 + 2X
54 X4 +X3 +X + 1 X4 −X2 + 1 1
2
, 1
2
, 1
6
, 5
6
1
12
, 5
12
, 7
12
, 11
12
X3 +X2 +X
55 X4 +X2 + 1 X4 −X3 +X2 −X + 1 1
3
, 2
3
, 1
6
, 5
6
1
10
, 3
10
, 7
10
, 9
10
X3 +X
56 X4 −X3 + 2X2 −X + 1 X4 + 1 1
4
, 3
4
, 1
6
, 5
6
1
8
, 3
8
, 5
8
, 7
8
−X3 + 2X2 −X
57 X4 −X3 + 2X2 −X + 1 X4 −X3 +X2 −X + 1 1
4
, 3
4
, 1
6
, 5
6
1
10
, 3
10
, 7
10
, 9
10
X2
58 X4 −X3 + 2X2 −X + 1 X4 −X2 + 1 1
4
, 3
4
, 1
6
, 5
6
1
12
, 5
12
, 7
12
, 11
12
−X3 + 3X2 −X
59 X4 + 1 X4 −X3 +X2 −X + 1 1
8
, 3
8
, 5
8
, 7
8
1
10
, 3
10
, 7
10
, 9
10
X3 −X2 +X
60 X4 −X3 +X2 −X + 1 X4 −X2 + 1 1
10
, 3
10
, 7
10
, 9
10
1
12
, 5
12
, 7
12
, 11
12
−X3 + 2X2 −X
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Table 5.2. List of primitive Symplectic pairs of poly-
nomials of degree 4 (which are products of cyclotomic
polynomials), to which Theorem 1.1 does not apply
No. f(X) g(X) α β f(X) − g(X)
1 X4 − 4X3 + 6X2 − 4X + 1 X4 + 4X3 + 6X2 + 4X + 1 0,0,0,0 1
2
, 1
2
, 1
2
, 1
2
−8X3 − 8X
2 X4 − 4X3 + 6X2 − 4X + 1 X4 + 2X3 + 3X2 + 2X + 1 0,0,0,0 1
3
, 1
3
, 2
3
, 2
3
−6X3 + 3X2 − 6X
3 X4 − 4X3 + 6X2 − 4X + 1 X4 + 3X3 + 4X2 + 3X + 1 0,0,0,0 1
2
, 1
2
, 1
3
, 2
3
−7X3 + 2X2 − 7X
4 X4 − 4X3 + 6X2 − 4X + 1 X4 + 2X2 + 1 0,0,0,0 1
4
, 1
4
, 3
4
, 3
4
−4X3 + 4X2 − 4X
5 X4 − 4X3 + 6X2 − 4X + 1 X4 + 2X3 + 2X2 + 2X + 1 0,0,0,0 1
2
, 1
2
, 1
4
, 3
4
−6X3 + 4X2 − 6X
6 X4 − 4X3 + 6X2 − 4X + 1 X4 +X3 + 2X2 +X + 1 0,0,0,0 1
3
, 2
3
, 1
4
, 3
4
−5X3 + 4X2 − 5X
7 X4 − 4X3 + 6X2 − 4X + 1 X4 +X3 +X2 +X + 1 0,0,0,0 1
5
, 2
5
, 3
5
, 4
5
−5X3 + 5X2 − 5X
8 X4 − 4X3 + 6X2 − 4X + 1 X4 +X3 +X + 1 0,0,0,0 1
2
, 1
2
, 1
6
, 5
6
−5X3 + 6X2 − 5X
9 X4 − 4X3 + 6X2 − 4X + 1 X4 +X2 + 1 0,0,0,0 1
3
, 2
3
, 1
6
, 5
6
−4X3 + 5X2 − 4X
10 X4 − 4X3 + 6X2 − 4X + 1 X4 −X3 + 2X2 −X + 1 0,0,0,0 1
4
, 3
4
, 1
6
, 5
6
−3X3 + 4X2 − 3X
11 X4 − 4X3 + 6X2 − 4X + 1 X4 + 1 0,0,0,0 1
8
, 3
8
, 5
8
, 7
8
−4X3 + 6X2 − 4X
12 X4 − 4X3 + 6X2 − 4X + 1 X4 −X3 +X2 −X + 1 0,0,0,0 1
10
, 3
10
, 7
10
, 9
10
−3X3 + 5X2 − 3X
13 X4 − 4X3 + 6X2 − 4X + 1 X4 −X2 + 1 0,0,0,0 1
12
, 5
12
, 7
12
, 11
12
−4X3 + 7X2 − 4X
14 X4 + 4X3 + 6X2 + 4X + 1 X4 −X3 −X + 1 1
2
, 1
2
, 1
2
, 1
2
0,0, 1
3
, 2
3
5X3 + 6X2 + 5X
15 X4 + 4X3 + 6X2 + 4X + 1 X4 − 2X3 + 2X2 − 2X + 1 1
2
, 1
2
, 1
2
, 1
2
0, 0, 1
4
, 3
4
6X3 + 4X2 + 6X
16 X4 + 4X3 + 6X2 + 4X + 1 X4 + 2X2 + 1 1
2
, 1
2
, 1
2
, 1
2
1
4
, 1
4
, 3
4
, 3
4
4X3 + 4X2 + 4X
17 X4 + 4X3 + 6X2 + 4X + 1 X4 +X3 + 2X2 +X + 1 1
2
, 1
2
, 1
2
, 1
2
1
4
, 3
4
, 1
3
, 2
3
3X3 + 4X2 + 3X
18 X4 + 4X3 + 6X2 + 4X + 1 X4 +X3 +X2 +X + 1 1
2
, 1
2
, 1
2
, 1
2
1
5
, 2
5
, 3
5
, 4
5
3X3 + 5X2 + 3X
19 X4 + 4X3 + 6X2 + 4X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
2
, 1
2
, 1
2
, 1
2
0,0, 1
6
, 5
6
7X3 + 2X2 + 7X
20 X4 + 4X3 + 6X2 + 4X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
2
, 1
2
, 1
2
, 1
2
1
6
, 1
6
, 5
6
, 5
6
6X3 + 3X2 + 6X
21 X4 + 4X3 + 6X2 + 4X + 1 X4 +X2 + 1 1
2
, 1
2
, 1
2
, 1
2
1
3
, 2
3
, 1
6
, 5
6
4X3 + 5X2 + 4X
22 X4 + 4X3 + 6X2 + 4X + 1 X4 −X3 + 2X2 −X + 1 1
2
, 1
2
, 1
2
, 1
2
1
4
, 3
4
, 1
6
, 5
6
5X3 + 4X2 + 5X
23 X4 + 4X3 + 6X2 + 4X + 1 X4 + 1 1
2
, 1
2
, 1
2
, 1
2
1
8
, 3
8
, 5
8
, 7
8
4X3 + 6X2 + 4X
24 X4 + 4X3 + 6X2 + 4X + 1 X4 −X3 +X2 −X + 1 1
2
, 1
2
, 1
2
, 1
2
1
10
, 3
10
, 7
10
, 9
10
5X3 + 5X2 + 5X
25 X4 + 4X3 + 6X2 + 4X + 1 X4 −X2 + 1 1
2
, 1
2
, 1
2
, 1
2
1
12
, 5
12
, 7
12
, 11
12
4X3 + 7X2 + 4X
26 X4 −X3 −X + 1 X4 + 2X3 + 2X2 + 2X + 1 0,0, 1
3
, 2
3
1
2
, 1
2
, 1
4
, 3
4
−3X3 − 2X2 − 3X
27 X4 + 2X3 + 3X2 + 2X + 1 X4 − 2X3 + 2X2 − 2X + 1 1
3
, 1
3
, 2
3
, 2
3
0,0, 1
4
, 3
4
4X3 +X2 + 4X
28 X4 + 2X3 + 3X2 + 2X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
3
, 1
3
, 2
3
, 2
3
0,0, 1
6
, 5
6
5X3 −X2 + 5X
29 X4 + 2X3 + 3X2 + 2X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
3
, 1
3
, 2
3
, 2
3
1
6
, 1
6
, 5
6
, 5
6
4X3 + 4X
30 X4 + 2X3 + 3X2 + 2X + 1 X4 −X3 + 2X2 −X + 1 1
3
, 1
3
, 2
3
, 2
3
1
4
, 3
4
, 1
6
, 5
6
3X3 +X2 + 3X
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Table 5.2 continued...
No. f(X) g(X) α β f(X) − g(X)
31 X4 + 2X3 + 3X2 + 2X + 1 X4 −X3 +X2 −X + 1 1
3
, 1
3
, 2
3
, 2
3
1
10
, 3
10
, 7
10
, 9
10
3X3 + 2X2 + 3X
32 X4 + 3X3 + 4X2 + 3X + 1 X4 − 2X3 + 2X2 − 2X + 1 1
2
, 1
2
, 1
3
, 2
3
0,0, 1
4
, 3
4
5X3 + 2X2 + 5X
33 X4 + 3X3 + 4X2 + 3X + 1 X4 + 2X2 + 1 1
2
, 1
2
, 1
3
, 2
3
1
4
, 1
4
, 3
4
, 3
4
3X3 + 2X2 + 3X
34 X4 + 3X3 + 4X2 + 3X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
2
, 1
2
, 1
3
, 2
3
0,0, 1
6
, 5
6
6X3 + 6X
35 X4 + 3X3 + 4X2 + 3X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
2
, 1
2
, 1
3
, 2
3
1
6
, 1
6
, 5
6
, 5
6
5X3 +X2 + 5X
36 X4 + 3X3 + 4X2 + 3X + 1 X4 −X3 + 2X2 −X + 1 1
2
, 1
2
, 1
3
, 2
3
1
4
, 3
4
, 1
6
, 5
6
4X3 + 2X2 + 4X
37 X4 + 3X3 + 4X2 + 3X + 1 X4 + 1 1
2
, 1
2
, 1
3
, 2
3
1
8
, 3
8
, 5
8
, 7
8
3X3 + 4X2 + 3X
38 X4 + 3X3 + 4X2 + 3X + 1 X4 −X3 +X2 −X + 1 1
2
, 1
2
, 1
3
, 2
3
1
10
, 3
10
, 7
10
, 9
10
4X3 + 3X2 + 4X
39 X4 + 3X3 + 4X2 + 3X + 1 X4 −X2 + 1 1
2
, 1
2
, 1
3
, 2
3
1
12
, 5
12
, 7
12
, 11
12
3X3 + 5X2 + 3X
40 X4 − 2X3 + 2X2 − 2X + 1 X4 +X3 +X2 +X + 1 0,0, 1
4
, 3
4
1
5
, 2
5
, 3
5
, 4
5
−3X3 +X2 − 3X
41 X4 − 2X3 + 2X2 − 2X + 1 X4 +X3 +X + 1 0,0, 1
4
, 3
4
1
2
, 1
2
, 1
6
, 5
6
−3X3 + 2X2 − 3X
42 X4 + 2X2 + 1 X4 − 3X3 + 4X2 − 3X + 1 1
4
, 1
4
, 3
4
, 3
4
0,0, 1
6
, 5
6
3X3 − 2X2 + 3X
43 X4 + 2X3 + 2X2 + 2X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
2
, 1
2
, 1
4
, 3
4
0,0, 1
6
, 5
6
5X3 − 2X2 + 5X
44 X4 + 2X3 + 2X2 + 2X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
2
, 1
2
, 1
4
, 3
4
1
6
, 1
6
, 5
6
, 5
6
4X3 −X2 + 4X
45 X4 + 2X3 + 2X2 + 2X + 1 X4 −X3 +X2 −X + 1 1
2
, 1
2
, 1
4
, 3
4
1
10
, 3
10
, 7
10
, 9
10
3X3 +X2 + 3X
46 X4 +X3 + 2X2 +X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
3
, 2
3
, 1
4
, 3
4
0,0, 1
6
, 5
6
4X3 − 2X2 + 4X
47 X4 +X3 + 2X2 +X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
3
, 2
3
, 1
4
, 3
4
1
6
, 1
6
, 5
6
, 5
6
3X3 −X2 + 3X
48 X4 +X3 +X2 +X + 1 X4 − 3X3 + 4X2 − 3X + 1 1
5
, 2
5
, 3
5
, 4
5
0,0, 1
6
, 5
6
4X3 − 3X2 + 4X
49 X4 +X3 +X2 +X + 1 X4 − 2X3 + 3X2 − 2X + 1 1
5
, 2
5
, 3
5
, 4
5
1
6
, 1
6
, 5
6
, 5
6
3X3 − 2X2 + 3X
50 X4 − 3X3 + 4X2 − 3X + 1 X4 + 1 0,0, 1
6
, 5
6
1
8
, 3
8
, 5
8
, 7
8
−3X3 + 4X2 − 3X
51 X4 − 3X3 + 4X2 − 3X + 1 X4 −X2 + 1 0,0, 1
6
, 5
6
1
12
, 5
12
, 7
12
, 11
12
−3X3 + 5X2 − 3X
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Table 5.3. Monodromy associated to the Calabi-Yau
threefolds. (In the following list, α = (0, 0, 0, 0) i.e.
f(X) = (X − 1)4 = X4 − 4X3 + 6X2 − 4X + 1)
No. g(X) β f(X) − g(X) Arithmetic
1 X4 − 2X3 + 3X2 − 2X+ 1 1
6
, 1
6
, 5
6
, 5
6
−2X3 + 3X2 − 2X Yes
2* X4 + 4X3 + 6X2 + 4X+ 1 1
2
, 1
2
, 1
2
, 1
2
−8X3 − 8X No
3 X4 + 2X3 + 3X2 + 2X + 1 1
3
, 1
3
, 2
3
, 2
3
−6X3 + 3X2 − 6X ?
4* X4 + 3X3 + 4X2 + 3X+ 1 1
2
, 1
2
, 1
3
, 2
3
−7X3 + 2X2 − 7X No
5 X4 + 2X2 + 1 1
4
, 1
4
, 3
4
, 3
4
−4X3 + 4X2 − 4X ?
6* X4 + 2X3 + 2X2 + 2X+ 1 1
2
, 1
2
, 1
4
, 3
4
−6X3 + 4X2 − 6X No
7 X4 +X3 + 2X2 +X + 1 1
3
, 2
3
, 1
4
, 3
4
−5X3 + 4X2 − 5X ?
8* X4 +X3 +X2 +X+ 1 1
5
, 2
5
, 3
5
, 4
5
−5X3 + 5X2 − 5X No
9* X4 +X3 +X+ 1 1
2
, 1
2
, 1
6
, 5
6
−5X3 + 6X2 − 5X No
10 X4 +X2 + 1 1
3
, 2
3
, 1
6
, 5
6
−4X3 + 5X2 − 4X ?
11 X4 −X3 + 2X2 −X+ 1 1
4
, 3
4
, 1
6
, 5
6
−3X3 + 4X2 − 3X Yes
12* X4 + 1 1
8
, 3
8
, 5
8
, 7
8
−4X3 + 6X2 − 4X No
13 X4 −X3 +X2 −X+ 1 1
10
, 3
10
, 7
10
, 9
10
−3X3 + 5X2 − 3X Yes
14* X4 −X2 + 1 1
12
, 5
12
, 7
12
, 11
12
−4X3 + 7X2 − 4X No
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