Abstract-This paper highlights the possible tradeoffs between arithmetic and structural complexity when computing cyclic convolution of real data in the transform domain.
I. INTRODUCTION HE radix-2 fast Fourier transform algorithm was first explained by Cooley and Tukey in 1965 in a version on complex data [ 11. But, as most of the data to be treated are real instead of complex, the need for a version of the FFT on real data removing extra calculations from the complex case became soon apparent, and such a program was quickly published by Bergland [3] .
In fact, this program does not seem to have been widely used, and many people preferred either to compute a length 2" real DFT either by the use of a length 2 -' complex FFT plus some additional operations, or to compute two real FFT's at a time by using one length 2" complex FFT.
Let us also notice that a version of the radix-2 FFT algorithm was also published in [4] for symmetric realvalues series, and that the algorithm by Preuss [2] can be straightforwardly applied to real and real symmetric data.
More recently, the 2" FFT algorithms with the minimum known number of both multiplications and additions were also proposed in a real-data version [6] , [7] , [lo] , At about the same time, Bracewell [8] proposed the use of fast discrete Hartley transforms (FDHT), which are real in nature, as a substitute to the FFT for computing cyclic convolutions of real data.
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But it was not clear at all what approach was best suited for cyclic convolutions of real sequences when taking into account the structure of the algorithm as well as its computational complexity.
Nevertheless, the well-known approach of computing real convolutions through FFT algorithms on complex data will not be considered here, and we shall only consider programs specially designed for real data since they obtain the lowest known number of arithmetic operations without an increase in program length.
In Section 11, we shall first briefly present the two basic approaches considered here: convolution using FFT's and convolution using FDHT's. This comparison shows that the former has some advantages when considering arithmetic complexity, while the latter has a simpler structure since the DHT is self-inverse.
Arithmetic complexities for these cyclic convolution schemes are given when the FFT and FDHT are computed by the algorithms with the lowest known number of both multiplications and additions.
Sections I11 and IV describe improved FFT and FDHT programs, together with a more regular FFT-based convolution scheme.
First, a decimation-in-time split-radix FFT algorithm on real data is presented, with a more regular structure and a more compact code than the previously published DIF one (it has exactly the same arithmetic complexity).
Section IV presents an improved FDHT algorithm, allowing us to obtain any length -2 FDHT using only two additions more than the best FFT algorithms known for real data (four additions more for the whole convolution). In this section, we also show how to derive improved FDHT algorithms from their FFT counterparts.
Finally, Section IV discusses a generalized convolution property, which includes the various approaches presented in this paper.
THE INITIAL SCHEMES

A. Convolution Using FFTS
Let { X i } be the DFT of ( x , } :
0096-3518/87/0600-0818$01.00 0 1987 IEEE Since the DFT has the convolution property, the convolution scheme has the structure given in Fig. 1 
where M{ ( respectively, A {) is the number of multiplications (respectively, additions) needed to compute a length 2" DFT on real data.
In these operation counts, it has been taken into account that, due to the symmetry of both X f and H f , Y f can be obtained with two real multiplications for k = 0 and k = N / 2 , and N / 2 -1 complex multiplications (three real mults + three real adds each) for k = 1, * * * 7 N / 2 -
.
This arithmetic complexity is rather low, as shown in Table I , since it is based on a powerful FFT algorithm for real data.
Let us recall here that both split-radix and FFCT algorithms meet the minimum possible number of nontrivial real multiplications up to and including length N = 16, and the minimum possible number of nontrivial complex multiplications (i.e., # j , f 1 ) up to and including length N = 64, while possessing the lowest known number of additions needed to compute a length N = 2 DFT.
Nevertheless, a disadvantage of this scheme is that it needs both forward transform on real data and inverse transform on complex data with Hermitian symmetry. This results in an increase in program length for the cyclic convolution.
B. Convolution Using FDHT's
the real and imaginary part of the Fourier transform:
The discrete Hartley transform is defined as the sum of N-1
2nnk
. 2nnk
As can be seen from the definition, the DHT is its own inverse, and it is a real transform. Furthermore, the convolution in the time domain corresponds to the following operation in the Hartley domain:
where H : ( k ) [respectively, H;( k ) ] is the even (respectively, odd) part of the Hartley transform of { h, } .
So, the convolution scheme using Hartley transforms becomes as shown in Fig. 2 .
When considering ( 5 ) , the "multiplications" in the Hartley domain seem to need two multiplications per point, but it it easy to see that by grouping the computation of Y ; and Ykk, this number can be reduced to 3 / 2 multiplications per point:
and (6) is easily recognized as a complex multiplication, needing only three real multiplications and three additions.
If we consider also that fork = 0 and N / 2 , (6) reduces The remaining part of the scheme given in Fig. 2 to be evaluated consists of the FDHT.
FDHT was first introduced by Bracewell [8] in a radix-2, decimation-in-time version, and Sorensen et al. [9] recently proposed different types of FDHT algorithms. (See also [15] .)
Inspection of these algorithms allows the following conclusions.
A radix-2 FDHT algorithm needs N -2 additions more than the corresponding FFT algorithm on real data and the same number of multiplications.
The split-radix algorithm, which seems already to be one of the best compromises for real-data FFT's (lowest known number of operations, in-place computation, compact program), also gives the lowest known number of operations for the FDHT, but requires 2( 2" --( -1 )" -/ 3 ) additions more than the corresponding splitradix FFT algorithm on real data.
If the FDHT in Fig. 2 is computed through a split-radix algorithm, this gives the following arithmetic complexity for the cyclic convolution:
One can see that convolution using FDHT's will have a simpler structure, even if the FDHT programs have the same code length as FFT programs, due to the self-inverse property of the Hartley transform. This simplicity will be obtained at the cost of a small increase of the number of additions.
IMPROVED FFT-BASED CONVOLUTION SCHEMES
These initial schemes described in Section I1 can be improved in two ways: either by an improvement of the basic algorithm (FFT on real data, FDHT) or by an improvement of the structure of the convolution scheme. The FFTbased convolution scheme is relevant to both improvements.
A. A DIT Split-Radix FFT Algorithm on Real Data
The decimation-in-frequency (DIF) split-radix decomposition applies a radix-2 decomposition to the even-indexed samples, and a radix-4 decomposition to the oddindexed samples of the transform { & }. The decimationin-time (DIT) split-radix decomposition of the DFT, being the dual algorithm of the DIF SRFFT, considers separately the even-indexed samples { x2,, } , the samples = l (mod 4), {x4, + } , and the samples = 3 (mod 4):
This DIT decomposition is given in (10). When two butterflies are done at the same time, this algorithm requires exactly the same number of operations as the DIF split-radix FFT on real data [7] and the FFCT algorithm [6] , [ 111, but requires only four different types of butterflies to meet the minimum number of operations, thus resulting in a more compact program. This has to be compared to the eight different butterflies needed by the DIF SRFFT [7] and the absence of compact looped programs for implementing FFCT [6] .
The Fortran code corresponding to this algorithm is given in Appendix I. This program uses the indexing scheme given by Sorensen et al. in [12] , which gives the usual three-loop structures of radix-2 or radix-4 programs.
It should be remarked that this program was written to be as compact as possible, and that a much faster one could be obtained by following the approach that was used in the complex case [7] .
Since run-time comparisons on general-purpose machines are very machine-dependent (and even compilerdependent), timings will not be given here. Nevertheless, precise timings are more important on DSP's: we could obtain run times as low as 235 ps for a length-64 real data FFT on a TMS 32010 (TI's benchmarks are 400.2 p s ) and 572 ps for a length-128 real-data FFT (versus 955 ms for TI's benchmarks).
B. A More Regular Convolution Scheme Using FFT's
Even if the FFT program is compact and effective, the convolution scheme of Fig. 1 still requires two different FFT programs: a forward FFT on real data, and an inverse FFT on data with Hermitian symmetry.
We shall now propose a new scheme using two forward FFT's on real data, at the cost of a few more additions: this improvement is based on some of the remarks made when studying FDHT's. The convolution property in the Hartley domain, as given in ( 3 , can be rewritten as follows, by reversing the roles of x , and Hk:
But X f ( k ) , being the even part of the Hartley transform of ( x , }, is also the real part of the DFT of { x , }, and
Xt(k) is the corresponding imaginary part. We can then rewrite (6) as follows:
which is also equivalent to a complex product. Furthermore, since a DHT is the sum of the real and imaginary part of a DFT, the last FDHT in Fig. 2 can be replaced by an FFT followed by the sum of the real and imaginary part of each DFT component, thus resulting in the diagram of Fig. 3 . This scheme requires exactly the same number of operations as the usual convolution scheme based on FFT's, plus N -2 additions due to the + / -box:
This structure is now as regular as the one using FDHT'S, to the price of about 2 " / 3 extra additions compared to the FDHT scheme. It has the advantage of using only usual FFT algorithms on real data, which should become widely used due to their simplicity and compactness. By multiplying the DFT of {x, } by ( 1 + j ), we obtain (14):
IV. IMPROVED FDHT ALGORITHM
which means that multiplication of X f by ( 1 + j ) gives us the Hartley transform of { x , } .
Let us apply this remark to the basic split-radix deci- As in the case of FFT's on real data, the butterflies with twiddle factors W i have to be computed together with the ones with twiddle factors W;'. This needs ( N / 8 -1 ) general 6 mult-18 adds butterflies, plus one 0 mult-6 adds butterfly (corresponding to k = 0 ) and one 2 mult-4 adds butterfly (corresponding to k = N / 8 ).
Iteration of these addition counts gives exactly the same number as that obtained for FFT's cn real data, except for the FDHT of length 4 which needs two extra additions.
This leads to Ahart = 2,-1 n ( 3 * n -5 ) + 6 (17) and the whole convolution with this algorithm will need
The number of multiplications is the same as for the other schemes. The convolution scheme using this new fast Hartley transform algorithm now has the same number of multipIications and four additions more than the best known scheme, with the advantage of using only a single DHT program to be used twice.
This result is interesting theoretically since it is another example, besides [6] , that uses a decomposition of a transform into smaller transforms of another type to achieve a reduction in arithmetic complexity.
Furthermore, the process used for deriving this new algorithm has interesting characteristics: it shows how the IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 6, JUNE 1987 additional operations used to convert transforms of one type (FFT's) into transforms of another type (FDHT's) can be nested inside existing algorithm, and hence can almost disappear. This may be useful for other transforms as well. Note also that a reverse procedure is also of interest since the same procedure can be used to convert FDHT algorithms into FFT algorithms; this shows that it is hopeless to find FDHT algorithms requiring fewer arithmetic operations than the corresponding FFT algorithms. In fact, if there was a possibility of finding improved FDHT algorithms, they could be used as a starting point for deriving improved FFT algorithms using the technique described above. We have thus demonstrated that the only improvement that can be expected from FDHT's is a more regular structure (self-inverse property), a fact which was becoming more and more apparent from the recent literature.
From a practical point of view, it should be emphasized that this new algorithm brings only a slight improvement ( N / 3 additions) over the split-radix FDHT algorithm proposed in [9] . Nevertheless, a Fortran implementation is given in Appendix I1 for the purpose of providing the precise computation of the "butterflies" converting the FFT into an FDHT. It should be clear from what has been stated above that the improvement in the number of additions would produce an increase in the computational speed only when in-line code is used. This happens when programming DSP's or when using autogen techniques [16] . Otherwise, the program given in Appendix I1 will certainly be slower than the one in [9]. V. THE "GENERALIZED" CONVOLUTION PROPERTY In fact, the existence of FDHT, which is a real-valued transform possessing some kind of convolution property, states a theoretical problem since it has been shown in [13] that real transforms having a convolution property could not exist.
The usual convolution property is defined as follows:
The considered transform T will have the so-called convolution property if
where 8 is the usual term-by-term multiplication. In other words, the convolution product in the time domain becomes a usual multiplication in the transform domain.
But it was shown in [13] that the existence of "square" transforms having the convolution property depends only on the existence of a'n CY that is a root of unity of order N and on the existence of N -' . In the case of the DFT, CY = W,, as defined in (1), but the Hartley transform is not such a transform, although it has some kind of convolution property. (In fact, it was also shown that a real transform having the convolution property could not exist for
Nevertheless, this contradiction is only apparent since the "multiplication" in the Hartley domain is not the same one as is defined in (19).
The FDHT belongs then to the larger class of transforms having the "generalized" convolution property In fact, Ansari [14] has already shown that the discrete Hartley transform is not the only combination of the DFT coefficients having the generalized cyclic convolution property.
Further research of other members of this class of transforms should be of interest.
VI. CONCLUSION
In this paper, we have first presented two usual schemes for cyclic convolution of real signals via FFT or FDHT. Operation counts are given for both of them using the fastest known algorithms, showing that the FFT-based convolution has a lower arithmetic complexity, but a more complex structure.
Improvements are then made to both schemes since we propose 0 an improved FFT algorithm on real data with increased regularity and compactness 0 an improved FDHT algorithm which uses less operations than the previously proposed algorithms 0 an FFT-based scheme using two forward transforms on real data 0 an FDHT-based algorithm with reduced number of additions.
All operation counts are summarized in Table I , allowing one to choose the best tradeoff between low arithmetic complexity and structural complexity.
As can be seen from Table I , the difference between the arithmetic complexities involved are so small that they will not have a strong influence on the timings of the different algorithms. Furthermore, the FDI-IT-based schemes require the use of a special-purpose program for computing the FDHT of the input signal that will be used only for the computation of cyclic convolutions since the Hartley transform has no physical significance in itself.
These are the reasons why we believe that, in many circumstances, the scheme using two forward FFT's should be used since it provides a good compromise between structural complexity, arithmetic complexity , and is based on an FFT program that should become widely used, due to its low arithmetic complexity and regular structure.
APPENDIX I SPLIT-RADIX, DECIMATION-IN-TIME FAST FOURIER
TRANSFORM n = 2m: length of the transform. x must be in natural order on input.
On output, x k will contain the real part of x,, k = 1, . . . , n / 2 + 1 and the imaginary part of X,, k = n / 2 , . . . 
