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Chapter 1 
Introduction
1.1 P roposition
String Theory is a tribute to human imagination. A line of research in which a few scientists 
embarked th irty  years ago, which appeared to be a promising candidate to solve the intriguing 
enigma of Quantum  Gravity. As of today, this goal still seems far away, but the fascination 
String Theory exerts on scientists is so great th a t they just keep going as if the years elapsed 
did not m atter the slightest. Science is after all proliferous in cases where seemingly impossible 
breakthroughs were the outcome of enduring work on ideas th a t looked strange at first. As 
examples of this we can cite General Relativity, Quantum  Mechanics or, in a more distant past, 
the invention of Calculus.
Flashing back to the early 1900s’, we realize the phenomena scientists observed at the 
time must have looked to them  very, very strange. Indeed, the results of many experiments 
blatantly escaped common sense and seemed to have no relation to anything known thus far. 
W hat logic could there be in equally prepared experiments giving different results every time? 
Or, how could someone be convinced th a t if his brother were to fly in a spaceship, he would 
return to E arth  twenty years younger? Yet these questions have been answered. The key for 
finding the answers was imagination. Imagination freed the scientists’ minds from the clutches 
of the prejudice of determinism and made possible a rational interpretation to the chaos of 
contradicting experiments.
The flamboyant examples of Quantum  Mechanics and General Relativity are perhaps mis­
leading, for imagination and preserverance more often than  not take their time to sort m atters 
out. For instance, it took well over three centuries to prove Ferm at’s last theorem. We can 
also cite Apollonius of Perga, who had to wait more than  2000 years before his study of conical 
sections was used by Kepler to explain the orbits of planets. It is therefore not to say when 
should the quest of unifying the fundamental forces of Nature be accomplished, for it has barely 
started.
String Theory is one of the candidates for realizing unification. Despite its eerie formula­
tion and some disheartening technicalities, it still seems the best one. The good perturbative 
behavior of String Theory and natural appearance of gravitons are nice indicators th a t we are 
on the right track. String Theory also stimulated progress in various branches of Mathematics 
and provided possible explanations for several cosmological observations. Coincidence or not, 
it is, for instance, possible to derive formulas for black-hole entropy from String Theory. The 
path  it treads is however so widespread th a t the number of possible scenarios for the Universe 
is immense. This book tells the story of one of them.
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1.2 P ast, present and future
1.2.1 Strings from hadronic m odels
The upsurge of particle accelerators in the early 1960’s brought forth many surprises. One 
of the intriguing facts observed was the mass-squared behavior of hadronic resonances, which 
seemed to be linear with spin
m 2 =  — , ol ~  l(G eV )-2 . (1.1)
a
This behavior seemed to go on indefinitely, so it was not plausible th a t all these resonances were 
fundamental and even if one took them  as so, the high spins meant bad high-energy behavior 
of tree-level amplitudes and certain renormalization trouble. Trying to find a way around these 
problems, in 1968 Veneziano proposed the hadron scattering amplitude [1] 
r (a(s))r (a(t))
A(s , t )  =  —-r------ -— ------ Ar-, s , t  : Mandelstam, a(x) = a  x  +  Q'(0). (1.2)
W  — a(s) — a ( t ) \
This amplitude is exponentially soft at high energies in all kinematic regimes, even though 
it includes contributions from particles of all spins1. However, while exponential decay at 
high energies matched experimental results in some kinematic regimes, it did not match the 
observed power-law decay in others. The power-law decay is nowadays interpreted as a signal 
of partonic structure, and Veneziano’s amplitude failure to reproduce this was the chief reason 
for its demise.
Later in the 1970’s a much better description of the strong interactions appeared in the form 
of QCD, the mass spectrum  being interpreted as spin-orbit excitations of the constituent quarks. 
W ith this the Veneziano model was finally abandoned as theory of hadronic interactions. It was 
however noticed th a t the amplitude A(s , t )  wasn’t irrelevant. It actually described scattering 
of quantum  strings.
1.2.2 Strings as quantum  gravity?
The subject remained dormant for a while until later on some physicists noticed th a t the pole 
s =  0 ,t =  0 of the Veneziano formula signaled a massless spin-2 particle. The only known 
consistent field theory of massless spin-2 particles is gravity. Could this pole be the graviton?
The Veneziano amplitude is an amplitude for string scattering, so, in this way String Theory 
became a proposal for a theory of Quantum  Gravity. Q uantum  Gravity arises when radiative 
corrections to General Relativity due to one-graviton exchange become im portant. This hap­
pens at the so-called Planck scale
I })(■
MPlanck = J T r ^  1019 GeV, LPlanck ~  IO“ 16 cm. (1.3)
V Gn
This length scale is unfortunately too small for accelerator reach. However, recent developments 
show us th a t there may be ways around this problem.
The first a ttem pt at a String Theory produced, as we shall see below, more than  was desired. 
For example, the graviton didn’t come out of the mass spectrum alone - it came together
1This can be seen, for example, from the pole structure.
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with tachyons, particles of negative mass-squared, whose phenomenological interpretation was 
problematic, to say the least. Also, the absence of space-time fermions wasn’t th a t good an omen 
either, as wasn’t the existence of critical dimensions for the quantized theory. Nevertheless, 
these problems have been successfully dealt with and at the end of the day, five Superstring 
Theories were obtained, th a t are believed to be completely consistent in D  = 1 0  space-time 
dimensions. But ten space-time dimensions is more than  the four we see around us and therefore 
something had to be done with the six extra dimensions.
1.2.3 C om pactification and extended  objects
The first proposal to deal with the critical dimension problem was to compactify the extra 
dimensions via the Kaluza-Klein mechanism. Since one has to curl-up six dimensions, the 
possibilities for the compactification manifold are more than  many. In the middle the plethora 
of choices, a phenomenologically interesting model arose. This was the compactification of the 
heterotic E 8 0 E 8 superstring on a Calabi-Yau manifold [2]. The compactification process breaks 
one of the E 8 gauge symmetries in such a way th a t in the four-dimensional world, one gets the 
Standard Model group SU(3) 0  SU(2) 0  U (1), with four generations of fermions. The model 
had however some problems, like gauge coupling hierarchy [3], but it marked nevertheless the 
beginning of string phenomenology.
In 1995 D-branes, extended objects of String Theory, were discovered [4] and with it a new 
piece of the puzzle fit in. The D-branes are non-perturbative objects, hyper-surfaces where 
open strings can end. Their discovery allowed briefly afterwards the establishment of a net 
of dualities relating the various Superstring Theories, which culminated with the postulation 
of the existence of an eleven-dimensional unified theory, M-theory, which would in different 
asymptotic regimes reduce to the five known String Theories. From the net of dualities came 
also the A dS/C FT  correspondence [5], a interesting duality which relates gauge theories to 
gravity ones.
The D-branes can accommodate gauge theories in their world-volume. This opened the 
possibility of the so-called Brane World Scenario [6]. In such a scenario, one assumes th a t our 
four-dimensional world is confined to live on the world-volume of a D-brane. This allows the 
extra dimensions to grow very large. Large extra dimensions lower the string scale, which can 
eventually drop as low as the TeV scale, giving string phenomenology a whole new perspective, 
perhaps even an experimental one. O ther scenarios featuring D-branes and their close relatives, 
the orientifold O-planes, can be setup to try  and understand cosmological puzzles such as black­
hole entropy or Hawking radiation.
1.2.4 P rospects
The recent developments opened many new windows to String Theory, and the topics mentioned 
above are but a small fraction of what experts are dealing with currently. Today, the subject 
and its branches undergoes a growing researching frenzy as the start of the running of the 
Large Hadron Collider at CERN approaches. This accelerator will, amongst many things, 
probe the energy scales where Supersymmetry, a key feature of String Theory, is belied to be 
restored. If the existence of Supersymmetry is indeed confirmed, it will forever stand as one of 
the great achievements of Theoretical Physics, for it was postulated relying solely on theoretical 
symmetry arguments.
W ith so many subjects being frantically researched at the same time, the next years promise
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to be a rich period in intellectual endeavor. For String Theory is indeed a fascinating subject 
whose details interest mathematicians and physicists alike.
1.3 This work
This thesis focuses on one of the basic ingredients of String Theory: Conformal Field Theory. 
As the string evolves in space-time, it sweeps out a two-dimensional world-sheet, in which a 
two-dimensional conformal field theory lives. To first approximation, the field theory living 
in space-time is a mapping from the world-sheet theory to space-time. Thus, studying the 
world-sheet theory enables us to understand the structure of space-time.
The conformal symmetry th a t the world-sheet enjoys at classical level does not get through 
to the quantum  level. In general, it acquires quantum  corrections due to the presence of an 
anomaly. Quantum  anomalies are complicated to deal with and normally bar a theory from 
being consistent. In String Theory, if one interprets m atters in the right way, the accursed 
quantum  conformal anomaly can be dispelled and turned into a blessing instead. The point 
is th a t in a path-integral quantization procedure, the classical gauge symmetries of the string 
world-sheet generate Faddeev-Popov ghosts, which contribute to conformal anomaly. Their 
contribution can however be canceled by adding the contribution of the world-sheet bosonic and 
fermionic fields. Since one needs to add a precise number of world-sheet fields, this procedure 
normally leads to the appearing of a very definite critical dimension. The blessing appears now 
because we are not obliged to add exclusively world-sheet bosons and fermions. We can add 
whatever conformal fields we please, as long as we do it in a consistent manner. In this way, 
what we get in the end of the day is an algebraic alternative to compactification.
Of particular interest for this work are string theories th a t have open strings. The presence 
of open strings introduces surfaces with boundaries - the world-sheet boundaries drawn by the 
end points of the open strings. This makes it necessary to formulate conformal field theory on 
such surfaces. Two open strings can join to create one closed string, which means one must 
consider open and closed surfaces alike. Because the end points of open strings can end on 
D-branes, one has to consider these extended objects as well. Not only tha t, one must also 
consider their relatives, the orientifold O-planes. One way to see th a t they should be included 
is to note th a t D-branes carry so-called Ramond-Ramond charges, whose flux lines must end 
somewhere. If the D-brane fills out the whole of space-time, the flux lines cannot escape and 
must therefore end on a surface of negative Ramond-Ramond charge. The O-planes carry this 
sort of charge in String Theory, and therefore they should be present. The O-planes act as 
mirrors in a sense: they truncate the string spectrum  to states invariant under world-sheet 
orientation reversal. In the presence of O-planes, the string theory becomes unoriented. At the 
level of the world-sheet, this means crosscaps are added to the array of surfaces drawn out by 
strings. In the end, an open string theory means one has to consider conformal field theory 
on four types of surfaces: closed or open, oriented or unoriented. Because of this, throughout 
this thesis, by the words ‘open string theory’ it will be meant a theory of both open and closed 
unoriented strings.
In this work we search for open string conformal field theories with conformal anomaly 
c = 1  which can be consistently added to the world-sheet theory and take the first steps 
towards proving consistency of the resulting model to all orders in string perturbation theory. 
The Feynman diagrams of point-particle quantum  field theory have analogs in String Theory. 
P u t simply, in String Theory one replaces the propagator lines of point-particles for tubes or 
strips representing propagation of closed and open strings respectively. The surfaces obtained
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can, as in quantum  field theory, include loop-like configurations. In open string theory they 
can also and have boundaries and crosscaps, which allow the open and closed strings to draw 
surfaces like the annulus, the Klein bottle or the Moebius strip in space-time. Constructing the 
partition functions for the open string theory at one-loop order, one can write down very simple 
constraint equations th a t enable us to write down the spectrum  of the theory and do some basic 
consistency checks. Going further into the details of the conformal field theory we can find its 
chiral four-point functions, which can be used to extract fusing and braiding matrices, which 
can in tu rn  be used to test the consistency of the theory to all orders in perturbation theory 
via the induction mechanism of the so-called sewing constraints [7] [8] [9].
This thesis is organized as follows. In chapter 2 a review of the bosonic string is presented 
as motivation for String Theory and to clarify and motivate the algebraic approach. In chapter
3 conformal field theory is reviewed. In chapter 4 the construction of open strings is presented 
and an interesting result is found. In chapter 5 the open string construction is used to derive 
results for c = 1  orbifold theories. In chapter 6 consistency of string perturbation theory is 
discussed and in chapter 7 correlators of the orbifold theory are used to derive some of the 
chiral quantities needed to test perturbative consistency. Finally, in chapter 8 conclusions and 
prospects for future work are discussed.
5
Chapter 2 
The Bosonic String
2.1 C lassical String Theory
The idea of String Theory is the quite simple assumption th a t elementary particles are not 
point-like objects but tiny little strings instead. The string can be defined as a series of maps 
X ß( a , r ) from the world-sheet to space-time, with dynamics governed by an action which is 
proportional to the area swept out by the world-sheet as it moves through space-time. This 
can be seen more clearly from figure 2.1.
From the picture, looking first to the point-particle case on the left, we see the world-line 
it draws at it goes through space-time is param etrized by the proper time t . Moving on to the 
string, we see th a t the world-sheet param eters a a =  (a, t ) can be interpreted as the world-sheet 
space and time respectively. The classical dynamics of the string action is governed by the 
Nambu-Goto action
S n g  =  - T  [  d 2a  y / X - X '  -  X 2X '2, X »  =  dTX ^ \  X ' ^  =  daX ^ \  (2 .1)
J a
with T  the string tension. The integrand is the infinitesimal world-sheet area element, therefore 
its integral is the to tal area swept out by the world-sheet. We define also A ■ B  =  A ßE v , the 
D-dimensional Minkowskian signature being (— + ■■■ +) and A2 =  A ■ A. Minkowski metric can, 
of course, be replaced by a more general GßV( X ), which would mean the string is propagating 
in a curved background. Making the space-time metric dynamical would however move us to 
the realm of String Field Theory, which is beyond the scope of this work. For simplicity we 
consider only the flat space case, which is in any case the first term  in a weak field expansion.
The Nambu-Goto action is the simplest and most intuitive string action one can write, but 
it is not the best starting point for quantization. Therefore we replace it by a classically equiv­
alent, more symmetrical action, the Polyakov action. On a flat D-dimensional Minkowskian 
background, the Polyakov action takes the form
Sp =  ~ \  J  di2a ^ g abdaX » d bX " % v. (2.2)
Here gab(a, t ) is the metric on the world-sheet and g =  — det gab. (Note th a t det gab is again the 
area of the world-sheet swept.) Polyakov’s action has two dynamical variables: the coordinate 
fields X ß and the metric gab (which was absent in the Nambu-Goto action). Vanishing of
6
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Figure 2.1: String world-sheet
variations of the action with respect to these variables defines the equations of motion
SS
J x ï
1 1 SS
T  sjjj 8 gab
X “) = 0,
Tab = daX » d bX ß -  \ jab9cddcX ^ d dX , 0, (2.3)
with Tab the system’s energy-momentum tensor. Classical equivalence of Polyakov’s action to 
the Nambu-Goto one is easily seen by splitting Tab =  0 into two members, taking determinants 
on both sides and plugging the result back into S P .
The string dynamics of (2.2) can be simplified by using the symmetries available to remove 
some of the gauge freedom. The symmetries of the Polyakov action are
Poincare invariance:
X »(a,T) ^  X » ( a ,T ) =  A»VX v(a, t ) +  a», 
gab(a, T) ^  gab(a, T) =  gab (a, T);
with A»v a Lorentz transform ation and a» a translation. 
Reparam etrization invariance:
X »(a,T) ^  X »(g(a ,T) ,g(a ,T )) =  X »(a ,T ), 
gab(a, T)
(2.4)
daa dab
9ab(à,f) = gab((j,T).
dac d gd-
(2.5)
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Conformai invariance:
X v(a, r ) ^  X v(a, r ) =  X v(a , r ),
9ab ( a , r  ) ^  gab( a , r  ) =  eM a ’T }ga6( a , r  ), (2.6)
with u ( a , r ) arbitrary.
Poincare invariance is a global space-time symmetry, reflecting the fact tha t it doesn’t m atter 
which space-time reference frame we take. Reparam etrization invariance is the statem ent of 
general coordinate invariance at the world-sheet level. Conformal invariance is a local scaling 
symmetry of the world-sheet metric. The world-sheet theory is thus a conformal field theory 
(see also chapter 3). Conformal symmetry was not explicitly present in the Nambu-Goto action.
The world-sheet symmetries can now be used to eliminate the degrees of freedom of gab. 
Heuristically speaking, a general d-dimensional object is described by a metric which is a 
d x d matrix. The metric is symmetric, so it has ^d(d +  1) independent components. Each 
reparam etrization transform ation can then be used to eliminate one further degree of freedom 
of the metric and conformal scaling can eliminate one final degree of freedom. In the end 
we have \d (d  +  1) — d — 1 dynamical components left in the world-volume metric of a d- 
dimensional object. For d = 2  (strings) this is zero and therefore any world-sheet metric gab is 
essentially equivalent to any other metric we choose1. For our purposes, a convenient choice is 
nah =  (—+) everywhere, a metric which has indeed zero dynamical components. Note th a t for 
higher dimensional objects like membranes, the world-volume metric cannot be gauged away 
to a constant. If the world-volume metric remains dynamical, the problem becomes much more 
complicated, already at the classical level. This is one of the reasons why we only consider 
strings, rather than  going further into theories of higher-dimensional fundamental objects like 
membranes.
Setting the world-sheet metric to nab simplifies the Polyakov action to
Sp =  ^ƒ d2a ( X 2 -  X '2)  . (2.7)
In this gauge the equations of motion become very simple. Setting a E [0,n] for the open string 
and a E [0, 2n] for the closed string, the variation of the action with respect to X v yields
SS  =  T  I  d2 a d X v — d2rX v) S X ß — T  I  " dr  X '  S X ß ' " =  0, (2.8)
J a J T0 <7=o
where the surface term  is absent for closed strings. For open strings this surface term  can be 
set to zero if either X'v or S X v are zero (at a =  0 ,^ ). The motion is then O X v =  0, subject to 
the boundary conditions
X v (a + 2 n , r ) =  X v(a, r ) (Closed string)
0 (Neumann open string) (2.9)
SXv
a=0,n
0 (Dirichlet open string)
a=0,n
The Neumann boundary condition can be interpreted as momentum conservation at the freely- 
moving end points of an open string, while the Dirichlet boundary condition means the open 
string end points are kept fixed, attached to something.
1This is at genus zero. For higher genera finitely many moduli will remain.
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The general solution for the wave equations, subject to the boundary conditions (2.9) is. 
(define left- and right-movers a±  =  r  ±  a)
+ \< f  +  ^ 2  \ a^ e m<7+ (Closed string)
n=0
=  XV(a -  ) +  X R (a+)
X ß(a,r)  = +  'loi [ f r  +  iv /2a ' — Q'f‘ e mr cos (??.cr) (Neumann open string)nnn
X ß(a,r)  = Qicr + q^TT — a) + i v/2 o ' — ct^e mr cos (??.er) (Dirichlet open string)
n
Here we replaced the string tension by the Regge slope param eter, a'  =  1 /2 n T . The qn,pn are 
respectively the position and momentum of the string center-of-mass. The aV, aV are Fourier 
modes, which in the classical theory are numbers subject to a - n =  (aV)*, a - n =  (an)* (because 
we want X n to be real). In the quantum  theory all these quantities get be promoted to 
operators. For quantization purposes we write the canonical Poisson brackets in terms of qn,pn 
and the Fourier modes
[a^n, aV} =  {am, a vn} =  —i m n T  Sm+n,o, [qn,pn} =  nvv (Closed string)
{a m ,a n } =  —i m n vv Sm+,n,o, [qn,pn} =  nvv (Open string), (2.10)
with all other Poisson brackets zero.
One must not forget to enforce the equations of motion for the metric, which are Tab =  0. 
This is simply
Tab =  0 ^  (X  ±  X ')  2 =  0. (2.11)
It is however more convenient to write these constraints in terms of Fourier modes. For this 
purpose we define Virasoro operators2
I'2n 1
L m =  2T  da e~imaT — =  -  V  a m. n • a n,
Jo 2 n
p2n ^
L m =  2T  da e+imaT++ =  -  V '  a m- n ■ oin (Closed string)
o 2
„  r  , , , i
J-^ m
rn 1
= T  da ( e ~ im<Jr _ _  +  e+imaT++) =  -  ^ a m-n ■ a n (Open string). (2.12)
Jo 2 n
These have Poisson brackets
{L m, Ln} = — i(m  -  n )Lm+n, { L m, L n) =  - i (m -  n )Lm+n (Closed string)
[Lm, Ln} =  —i(m  — n)Lm+n (Open string). (2.13)
2These are conserved charges associated with world-sheet energy-momentum conservation: d_T++ =  
d+ rT- -  =  0, with T±± two components of the energy-momentum tensor written in terms of left- and right- 
modes.
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This algebra is the classical Virasoro algebra. The constraint equations Tab =  0 are then 
equivalent to vanishing of the components: L n =  L n =  0. For the closed string L 0 — L 0 
generates rigid a-translations and must therefore be identically zero. The case L 0 = L 0 =  0 
can be used to express the string mass in terms of the Fourier modes by means of the mass-shell 
condition m 2 =  —pnpn,
2 œ
m 2 =  — y (a-n ■ a n +  Q '_ „  • a n) (Closed string) a '
n =1
1 œ
m 2 =  — y a - n - a n  (Open string). (2-14)a '
n =1
As a curiosity we note th a t the end points of the Neumann open string move at the speed of 
light. The centrifugal force of this motion compensates the inward-pulling tension and prevents 
the collapse of the string to a point. In its turn, the Dirichlet open string solution can be applied 
to as many of the space-like directions ß  as we want. For each direction with such boundary 
conditions, q±2 are constants labeling the precise position of the string end points. These are 
kept fixed and the bulk of the string vibrates, much like a guitar string when fingered.
2.2 L ight-cone quantization
In this section we review a few basic properties of quantized strings, which were the original 
motivation for studying the subject. These properties are derived via light-cone quantization, 
a quantization m ethod does not have manifest space-time Lorentz invariance but will provide 
the energy spectrum and an Hilbert space free of negative-norm states. Lorentz invariance 
will be imposed ‘by hand’ at the end, and this requirement will restrict the number of space­
time dimensions. In the next section we present an alternative quantization m ethod based on 
path-integrals, which will introduce a few more elements necessary for the ensuing discussion. 
In light-cone quantization we first define light-cone and transverse coordinates
X ± =  - j = ( X ° ± X 1), .V . / 2 . . . .  , D -  1. (2.15)
Note th a t we are treating X ±  in a non-covariant way. In light-cone coordinates the space­
time Minkowskian metric becomes n%j =  S j , n+-  =  n- + =  —1, so inner products become 
A  ■ B  =  A lB l — A + B -  — A - B  +. Now we make a param etrization choice for X  +. W ith this 
choice everything is fixed and the theory has no more gauge freedom. We parametrize X  + as
X + =  f q+ +  a'p+r (Closed string) ( 2  ^
q+ +  2a'p+r (Open string) ( . )
ting the f ourier modes a  +
constraints ( X  ±  X ')2 =  0 become
This corresponds classically to set F   =  0 for n  =  0. The Virasoro2 n
4a'p+ ( X -  ±  X - )  =  (X 1 ±  X *) , (2.17)
from which we see th a t by solving the constraints, the X -  can be w ritten explicitly in terms of 
X \  W ith X  + imposed and X -  eliminated, the transverse oscillators X 1 are the only dynamical 
variables left.
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\ a t
f a t
Î a
-3
|0)
Harmonic oscillator Open string
Figure 2.2: Hilbert spaces for the harmonic oscillator and the string
To quantize, we promote classical quantities to operators and impose canonical equal-r 
commutation relations according to the Heisenberg rule: { , } —> —i [, ]. In terms of Fourier 
components this is
[q ,p+] in -+
\_a m , ar^ mÖ öm+n,0
—i , [q \p ]
with
iöj ,
ta m a_ (2.18)
with similar commutation relations for the a lm in the closed string case. The commutation 
relations of the Fourier oscillators are similar to the harmonic oscillator creation/annihilation 
commutation relation [a, at ] =  1, which suggests interpreting the quantized string theory as set 
of harmonic oscillators. Therefore a %m, m  > 0 become annihilation operators, while a lm, m  < 0 
are creation operators. The ground state of the quantum  theory is labeled by |0 ,k), with ‘0’ 
the excitation level and k =  (k+, k l) the momentum over the X  + and transverse directions. A 
general state In, k) has then excitation level n  and momentum k. The ground state is defined to 
be annihilated by the lowering operators a %m, m  > 0 and to be an eigenstate of the momentum 
operators
p+|0, k) =  k+|0, k), rp ll0, k) =  k |0 , k),
a mi0,k) 0, m >  0. (2.19)
A general state can be built upon the ground state by acting with linear combinations of 
creation operators of products of a lm, m  < 0. From this point of view, the quantized string 
resembles a series of overlapping harmonic oscillators, as we can see from figure 2.2. For the 
closed string we would have the tensor product of two modules: one for the a  and another for 
the a.
The light-cone Virasoro constraints (2.17) solve the classical open string a -  in terms of 
bilinear combinations of the an. In the quantum  theory, bilinear operator combinations are 
replaced normally-ordered operators. So we get
1
a n = + £ a a —aö^n,0 (2.20)m=—oc
with a similar expression for the a -  in the closed string case. The dots :: stand for the usual 
normal ordering of the creation/annihilation operators and the factor aön,0 accounts for possible 
contributions coming from this normal-ordering. (Cf. also (2.22)) The light-cone mass-shell
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condition is m 2 =  2p+p — p%p%, which yields
1m 2
= N  = Y 1  Q-« Q'™ ( ° P en string)
n=1
2 _  -  _•
=  — (N  — N  — 2a), N  = 2_^ a%-n a%n (Closed string)2 2in
a' -,n=1
The operators N , N  are the level number operators, whose eigenvalues tell us the highest 
excitation level of a state. For closed strings the condition N  = N ,  coming from L 0 — L 0 = 0, 
must also be satisfied. Since the oscillators are integer-moded, each excitation raises the mass 
by 1 /a ' (4 /a ' for the closed case) and the quantized string spectrum is thus discrete.
Open string excitations are generated by the transverse a %_n oscillators. At excitation 
level zero we have a scalar ^ , k )  of mass —1 /a '. At the first excited level we have a vec­
tor i £ ^ ^ 0 , k), i =  2 , . . . , D .  A vector with D — 2 components in a D-dimensional space-time 
must be massless, otherwise it would gain a longitudinal component under Lorentz transfor­
mations. The first excited string state has N  =  1, so, if Lorentz invariance is to be preserved, 
th a t state must have m 2 =  0, which means a = 1 .  Knowing a, we can calculate D  explicitly 
from the a 0-  normal-ordering formula
1 1 +^ > d 2 œ
5 E  a - n <  = 2  £  : « - „ <  : +  £  n . (2.22)
n=—œ> n=—œ> n=1
= -a=-1
The infinite sum n>0 n  is divergent but can be evaluated using Riemann ( -function regular­
ization, yielding
œ 1
£ ’’ ^ “ ï i ’ ^  D  = 2li- (2-23) n=1
Here is a remarkable result. It seems th a t quantized string is Lorentz-invariant only in 26 
space-time dimensions. While the regularization argument may not be totally convincing, the 
result a = 1 ,D  =  26 also comes out of other quantization methods, as we will see in the next 
section, where we will relate the critical dimension D  =  26 not to a space-time symmetry but 
to a world-sheet one.
The mass of the ground state space-time scalar is now known,
2 1 2 4m 2 = ----- (Open string), m 2 = -------- (Closed string) (2.24)
a' a'
The negative mass-squared signals a tachyon, an object th a t moves faster than  light and causes 
consistency problems at various levels. Later we will see how tachyons can be removed from 
the theory. At the first excited level we have states
2m  =  0, ^ a - ^ 0 ,k)  (Open string)
% a - i a -1m 2 =  0, J2ij ^ ij %_ 1 j  1|0 ,k)  (Closed string). (2.25)
The open string state is the aforementioned space-time massless spin-1 vector particle, which 
can be identified with a photon. The closed string state can be decomposed in a space-time
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symmetric traceless tensor, which can be identified with a graviton; an anti-symmetric tensor 
and a scalar trace, called the dilaton
{
|Qij) =  |Qji) graviton (traceless)
|üij) =  — fö '1) anti-symmetric tensor field (2.26) 
ö j  ) dilaton
The presence of a graviton, a massless spin-2 particle, on the spectrum of a quantized theory 
was the original motivation for studying strings. At higher excitation levels we find all sorts 
of massive particles, filling various multiplets of 50 (25 ). All of them  tu rn  out to be bosons, 
though, so space-time fermions are missing in this simple model.
Naturally, the string model exposed above is still quite far from reality. Solving the tachyon 
problem and obtaining space-time fermions on the spectrum  can done by means of introducing 
world-sheet supersymmetry. The D  =  26 problem can be dealt with in two ways, as we will 
see below.
2.2.1 Rem arks on covariant quantization
Here we review very briefly some aspects of covariant quantization. The aim is to introduce 
the quantum  Virasoro algebra.
Had we not solved the constraints Ln =  0 at the classical level, and kept explicit space-time 
covariance, we would have had to impose extra conditions on states created by action of a full 
set of independent am . If the constraints L n =  0 are not solved at the classical level, they would 
have to be so at the quantum  level. In the quantized theory, these identities are promoted to 
operator identities acting on physical states. Solving these identities is crucial to avoid possible 
negative-norm states, such as for instance a - J 0 ,k ) ,  which has norm —1. This state was not 
present in the light-cone formalism because there only the transverse a %_n oscillators existed. 
The quantum  Virasoro Ln operators are defined by normally-ordered classical expressions
Ln ^   ^ : an-ma mß : + aön,0, (2.27)
m
where the normal-ordering constant is again present to account for ambiguities in defining L 0. 
From the comm utator [am, a vn] =  möm+n,0nßV we get the Virasoro algebra
[Lm, Ln] (m n)L m+n +  A(m)öm+n, (2.28)
with A(m)  an anomaly term  emerging from an eventual normal-ordering ambiguity. From the 
Jacobi identity we see th a t the general form of the anomaly is A(m) =  a m 3 +  bm. Acting with 
the commutator [L2, L -2] on the string ground state with momentum k =  0 we can determine 
a and b, obtaining
\Lrn-, L n] (?7?. “I- ?7?.)$m_|_n . (.2..29)
This is the quantum  version of the Virasoro algebra for D  world-sheet scalars X ß. Note that 
the anomaly term  only appears because of the normal-ordering ambiguities, which are absent in 
the classical case. The presence of an anomaly term  signals breakdown of a classical symmetry 
at the quantum  level; in this case conformal symmetry. In quantum  conformal field theory, 
the ‘central charge’ number c appearing in A(m) = — m)  is one of the parameters
characterizing the theory.
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It is precisely because of the anomaly central term  in the commutator [Ln , L -n ] th a t we see 
th a t Ln \0) =  0, with \0) a physical state, is only possible for a subset of the Ln
(Ln — aôn,o) \0) = 0 ,  n > 0. (2.30)
This is however enough to ensure decoupling of unphysical states, because, since Ln \0) =  0, n >
0 and (0\Ln =  0, n < 0, then (01\Ln \02) =  0, Vn. Enforcing (2.30) protects the spectrum 
from physical negative-norm states if a =  1,D  =  26. This is the ‘no-ghost theorem ’ [10]. It 
can be shown th a t the spectrum of light-cone quantization is equivalent to the covariant one 
by means of this theorem.
2.2.2 U noriented strings and C han-Paton factors
The formulation developed for closed and open strings has the discrete symmetry of world-sheet 
parity, Q. This symmetry interchanges the left- and right-moving sector of the string and in a 
geometric description may also have a non-trivial action in space-time. The world-sheet effect 
of Q on open strings is a ^  n — a, which acts on the oscillators as
Q : an ^  (—1)nan (open string) (2.31)
and swaps the open strings’ end-points, which can eventually introduce an extra minus sign. 
On the closed string, the effect of Q is to change a ^  —a, which on the oscillators yields
Q : a^ ^  a^  (closed string) (2.32)
Since Q is an interchange of sectors, it squares to 1, so its eigenvalues are ±1. Now we can 
construct a new theory, the unoriented theory, by projecting out of the spectrum  states which 
are not invariant under the action of Q. From the table below, we see this removes the open 
string photon and the closed string anti-symmetric tensor, leaving the tachyons and the graviton 
and dilaton.
open string closed string
Tachyon £1 ( \k}) = +  ( \k)) Tachyon £1 ( \k}) = +  ( \k))
Photon Q (q'^1 A:)) =  — ( « ^  fc))
Graviton £1 (Ql_wa^1a L1 fc)) =  +  (fll_lua ^ 1a L1 fc)) 
Asym tensor Q ( f L ^ a ^ a ^  =  — (pi_wa l^ 1a L1 fc)) 
Dilaton Q ( ö ^ a ^ ä ^ k ) )  = +  fc})
Table 2.1: Q-eigenvalues of the bosonic string spectrum
Projecting out the gauge bosons is however not what one wishes to do from a phenomenological 
point of view. The gauge theory can however be restored using the trick of attaching a label, 
usually called Chan-Paton factor, to the open string end-points [11]. Adding these ad hoc 
degrees of freedom is compatible with all the symmetries of the string action and enhances 
the open string spectrum. The open string states are then characterized by two extra labels 
\N, k ) ^ X i j  \N, k, ij).  The action of Q when Chan-Paton factors are present is
QXij \N ,k ,i j)  =  Xji \N ,k , j i ) ,  X' =  M X T M -1 , (2.33)
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with the prime on the m atrix X' reflecting the above mentioned non-trivial action on the end­
points. (It can, for instance, change the sign of the Moebius strip projection.) Acting with Q 
twice we see th a t M  can be symmetric or anti-symmetric, leading to X =  ±X' respectively [12]. 
If the number of Chan-Paton factors is n, before introducing Q there were n 2 photonic states, 
which correspond to the degeneracy of states for a gauge group U (n). For sym m etric/anti­
symmetric A only \ n ( n  ±  1) states survive the ^-projection and the gauge group becomes 
Sp(n)  or SO(n)  respectively.
Chan-Paton factors can in this way be used bring back the gauge theory, giving the un­
oriented theory a structure similar to the oriented one, but with different gauge groups and 
without the anti-symmetric tensor field from the closed string sector. Unoriented strings in­
troduce crosscaps on the world-sheet, which can now include surfaces like Klein bottles and 
Moebius strips.
2.3 P ath-in tegral quantization
The presence of the graviton on the quantized spectrum was original motivation for studying 
strings. The motivation for this thesis is in tu rn  to solve one of the problems th a t arise in 
the quantized theory: D  =  26. There is an interesting and elegant way out of the space­
time dimension problem. This solution is not obvious from the previous quantization methods, 
but becomes clear when we introduce an alternative m ethod to quantize strings, path-integral 
quantization.
The path-integral m ethod is a versatile quantization method, particularly fit to quantize 
systems with gauge symmetry, which often gives insight th a t is difficult to get otherwise. When 
applied to strings, it will introduce the ghost system and with it an idea to deal with the space­
time dimension problem. The derivation of the string path-integral presented here is simplified. 
For a more technical derivation see [13].
The idea of a path-integral is to represent transition amplitudes between states by an integra­
tion over all possible classical paths, each of them  exponentially weighted by the corresponding 
classical Euclidean action e- S . This Euclidean path-integral takes the form
Z  =  ƒ  D g D X ß e-S[aX"]. (2.34)
Now, we know th a t many of the world-sheet metrics g over which we are integrating are ac­
tually physically equivalent because they are related via reparam etrizations and /or conformal 
transformations. Therefore the path-integral (2.34) contains a huge over counting which must 
be eliminated if the integral is to make sense.
The modern way to deal with the gauge freedom in path-integrals is via the Faddeev-Popov 
procedure. The first step in this procedure is to choose a reference metric on the world-sheet, 
say, gab. We have seen th a t classically all metrics are essentially equivalent to this one. It is 
pertinent to ask ourselves whether the same is true in the quantum  case. This is an im portant 
point and we will come back to it later. For the moment let us assume it is always possible to 
go from any metric into the reference metric via a combined reparam etrization and conformal 
transformation. Such a general coordinate transform ation t is
daa dab
t : g ^ g \  gib(à) = eMa) ^  ^ gcdW)- (2.35)
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The second step in the Faddeev-Popov m ethod is to write ‘1’ as
1 =  det Fp(g) J D t  5(g — gl), (2.36)
where detFP(g) is the Faddeev-Popov determinant and Dt  is a gauge-invariant measure, whose 
specific form will not be needed. The argument of the delta-function means we used t to bring 
g into the reference metric g. The next step is to insert ‘1’ into the path-integral
Z[g] =  ƒ  Dg D X » D t  det Fp(g) S(g — gt) e-S[g,X^ . (2.37)
Now we can do the Dg  integration. The delta-function requires th a t g =  gl everywhere, so we 
get
Z  [g] =  ƒ  D X  » D t  det Fp(gt) e-S[gt,X'J'\  (2.38)
The Faddeev-Popov determinant is invariant under gauge transformations and so is the action 
S  and D X  », so (2.38) is actually independent of t. Being so, we can perform the Dt  integration, 
which contributes with an infinite gauge volume factor and drops out as an overall normalization 
factor. We are then left with
Z g] =  ƒ  D X » det Fp(g) e- S ^ ’X^ . (2.39)
The final step is to rewrite the Faddeev-Popov determinant as a path-integral over anti- 
commuting ghost fields b, c
det FP(g) =  J  Db D c e -Sg. (2.40)
Polyakov’s action then becomes
Z  [g] =  ƒ  D X »  Db D c e -Sx-Sa . (2.41)
The construction of the ghost action Sg requires careful differential geometry calculations. In 
the end it turns out th a t the c ghost is an anti-commuting vector field (thus it has one index) 
of conformal weight —1, whereas the anti-ghost b is a symmetric traceless tensor (has two 
indices) of conformal weight 2. Now we pick our reference metric to be the conformal metric 
gab =  e2unab, under which the ghost action is, in terms of the world-sheet left- and right-movers,
Sg = — J  da+da~ (c+d_b++ +  c~d+b__) . (2.42)
Looking at (2.41) one sees th a t path-integral quantization gives a very interesting insight: 
getting rid of the gauge freedom in the metric of the string action is equivalent to choosing a 
particular gauge and adding ghost fields to the world-sheet theory. In conformal field theory 
language, one says th a t the world-sheet gauge-fixed theory is the tensor product of D  world- 
sheet bosons X » with the ghost conformal field theory. It can be shown th a t ghost system acts in 
such a way th a t the spectrum  of the world-sheet theory of ‘bosons plus ghosts’ exactly matches
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the spectrum of light-cone and covariant quantization. The Faddeev-Popov path-integral is 
therefore an alternative and equivalent description of the quantized string.
The world-sheet conformal field theory of bosons plus ghosts is worth exploring. The ghost 
energy-momentum tensor can be derived as the variation of the ghost action with respect to 
the metric (before going to reference metric, of course). In terms of a± it simplifies to
T++ =  i (2b++d+ c+ +  (d+ b++)c+) ,
T - -  =  i (2 b --d - c -  +  (d- b__)c- ) , (2.43)
with other components vanishing. The equations of motion for the ghosts are
d-  c+ =  d- b++ =  d+ c-  =  d+b__=  0. (2.44)
The ghosts, being anti-commuting, are canonically quantized by equal-r anti-commutation 
relations
( b++(a ) ,c + (a )} =  2nS(a — a),
{b__(a ) ,c - (a)} = 2nô(a — a), (2.45)
supplemented by periodicity conditions (closed string) or boundary conditions (open string). 
The explicit open string solution is
c+ = Y 1  cne-in(T+a):
n
b++ = Y ,  bne-in(T+a),
n
which, when inserted in (2.45) yields
{cm, bn} $m+n,0,> {cm, cn} °  {bm, bn} 0. (2.47)
For closed strings c+ ,b++ and c- ,b__have independent mode expansions, which leads to a
second set of modes cn , \)n. The ghost Virasoro operators for the open string are defined by 
L 9m =  ^ da(eimaT f + +  e_im<JT f_), at r  =  0. Defining the quantum  L ^ ’s by the normal- 
ordered expressions we get
Lm ^   ^ (m n) : bm+nc-n  : _^b^m+n,0, (2.48)
n=-œ
where we inserted b as the ghost normal-ordering constant. The algebra of the Lgm is similar to 
the one for the bosons, but the anomaly derived from the Jacobi identity is different and leads 
to
\LL  , K ]  = (m  -  n ) L m+n +  A 3 , A a (m) =  ^ (m -  13?r?3 ). ( 2.49 )
We can define a complete world-sheet energy momentum tensor by simply adding the energy- 
momentum tensors coming from the X » bosons and the ghost system. This leads to complete 
quantum  Virasoro generators
L m L m +  Lm a ^m,0, [Lm, Ln] (m n)Lm+n +  A(m), (2.50)
E cne-in(T-a)
b - -  = ^ 2  bne-in(T-a), (2.46)
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with to tal conformal anomaly
A(m)  =  -^ -D(m3 — m)  +  — 13-m3) +  2 am. (2-51)
12 6
Again, this vanishes for the magical values D  =  26, a = 1 .  If we incorporate the normal- 
ordering factor 2am into the ghost part, we see th a t the ghost system has a central charge 
cg =  —26.
We tu rn  now to the remark made in the beginning of this section. As we see, existence 
of a conformal anomaly for D  =  26 signals breakdown of conformal symmetry at the quan­
tum  level. Since reparam etrizations can only bring an arbitrary metric into the form e2wnab, 
conformal transformations are always necessary to eliminate the exponential factor. If confor­
mal symmetry is not exact at the quantum  level, the Dg  integration will not decouple. It is 
only if the to tal central charge of the system vanishes th a t the decoupling of Dg  is valid and 
path-integral calculation holds.
2.3.1 Internal theories
The elegance of the Faddeev-Popov m ethod is th a t it re-expresses the gauge freedom of the 
string in terms of a ghost system which contributes —26 to the conformal anomaly. This ghost 
contribution is an expression of the classical string symmetries and does not change with the 
space-time dimension. To cancel the conformal anomaly, one must add bosons X » to the world- 
sheet theory. Each of them  contributes with c =  +1 to the total anomaly, and therefore when 
we add 26 of them  the anomaly vanishes and we are done. But adding a boson X » also means 
adding a space-time dimension, so when we put in 26 of them, we go to D  =  26.
This leads to the following idea. We are adding free bosons X » only. Couldn’t we add 
something else instead? The answer is yes. We can, in fact, tensor the world-sheet bosons and 
ghosts with whatever conformal field theory we want, as long as it is unitary, i.e. th a t it doesn’t 
introduce negative-norm states into the theory. The central charge of each theory adds up and, 
as long as it adds up to zero, the outcome is in principle perfectly consistent. The dimensional 
problem D  =  26 has therefore a very simple solution. Find so-called ‘internal’ conformal field 
theories I , tensor them  with the world-sheet bosons and ghosts in such a way that
cX +  cg +  c1 =  0. (2.52)
For instance, we can arrive at our favorite number of space-time dimensions D  =  4 by adding 
four bosons and finding an internal conformal field theory I  such th a t c1 =  0 — 4 +  26 =  22. 
Adding an internal conformal field theory to the world-sheet produces changes at various levels, 
such as the spectrum, transition amplitudes, partition functions and much more.
2.3.2 Superstrings and com pactification
The extra fields added to the world-sheet theory can have non-trivial space-time interpretation. 
For instance, we can add fermions with space-time indexes ß  to the world-sheet. Historically 
this was motivated by the desire to have space-time fermions in the spectrum, something tha t 
could not be achieved with world-sheet bosons X » alone. By inserting world-sheet fermions 
and requiring a supersymmetric space-time spectrum [14] it was also possible to project out 
the bothersome tachyonic states. In conformal gauge, the supersymmetric world-sheet action
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for D  bosons and fermions is
5  =  - ^  ƒ d2a {daX ^ d aX ß -  iV>p“<9«Vv} , (2-53)
where X » ( a , r ) are the usual world-sheet bosons, 0 » ( a , r ) a world-sheet two-component spinor 
which transforms in the vector representation of the Lorentz group SO (D  — 1 ,1) and pa the 
two-dimensional gamma matrices. This action can be quantized by the path-integral method. 
The world-sheet supersymmetry also produces changes in the Faddeev-Popov determinant. As 
one could expect since the world-sheet theory is supersymmetric, the b, c ghosts gain super 
partners, the ß, y  ghosts, which tu rn  out to contribute +11 to the central charge. Each fermion 
contributes 1/2, so in the end we have
c =  crY + é  +  c0 +  cS9 = D + ^ D -  26 +  11, (2.54)
from which we get the critical dimension D  =  10. This is better than  the purely bosonic 
D  =  26, but still means we need an internal conformal field theory.
Path-integral quantization is of course but one way to look at the problem of quantizing 
strings. After all, in covariant or light-cone quantization the ghost formalism is not used and 
therefore sense must be made of the extra dimensions. The usual way to deal with them  is via 
the Kaluza-Klein mechanism, or compactification. This amounts to assuming th a t the extra 
dimensions are compact and small enough to be out of accelerator reach. We then have strings 
living in the critical dimension, but with some directions highly curled up.
Compactification is a geometric and intuitive approach to the dimensional problem, which 
is why it has become much more popular than  the abstract approach of adding ad hoc degrees 
of freedom. The two ways of looking at the problem should in the end be equivalent, although 
tha t remains a conjecture. A formal proof would take a titanic effort, but some steps towards 
th a t end have been taken in simple cases [15]. Each m ethod has its advantages and drawbacks. 
Compactification, while intuitive, easier to deal with and having all the machinery of differential 
geometry to help characterizing the compactification manifolds, has problems in going beyond 
simple calculations. It also feels unnatural to impose a specific geometry on which to quantize 
strings, when the strings themselves create geometry. The algebraic m ethod on the other hand, 
while being quite abstract and shedding little light as to what is going on, makes however 
explicit stringy calculations feasible.
It is the purpose of this book to deepen the understanding of the internal conformal field 
theory by studying examples and checking the strict consistency requirements they must obey.
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Chapter 3 
Conformal Field Theory
We have seen th a t building a string theory outside the critical dimension can be done by means 
of adding an internal conformal field theory to the world-sheet theory. In order to understand 
the internal theory better, we review the key concepts of classical and quantum  conformal field 
theory.
3.1 C lassical conform al field theory
Consider classical field theory in D-dimensions, with action
S  =  ƒ  dDx c ( g » v ( x ) , 0 ( x ) , d x0(x)^j. (3.1)
This action can have a series of symmetries, each of which gives rise to a conserved quantity 
via the Noether theorem. For instance, invariance under general coordinate transformations 
x  ^  x '(x)  is equivalent to D»T»v =  0, with D» a covariant derivative.
Another symmetry the action can have is Weyl invariance, which is invariance under local re­
scalings of the metric; th a t is, transformations of the metric of type g»v(x) ^  A(x)g»v(x). Such 
symmetry implies a traceless energy-momentum tensor: T»  =  0. A conformal transform ation is 
a coordinate transform ation which acts on the metric as a Weyl transformation. If the action is 
Weyl-invariant, the action of the conformal transform ation on the metric can be compensated 
by a Weyl transformation. The theory is then invariant under conformal transformations and 
is said to be a conformal field theory.
Since the string world-sheet is two-dimensional, we concentrate on two-dimensional confor- 
mal field theories from now on. This is most fortunate since it is precisely in two dimensions that 
conformal symmetry is especially powerful. As we have seen from the string, two-dimensional 
metrics are essentially trivial, so we take as reference metric the Euclidean m etric1 (+ , + ). In 
this case, an infinitesimal coordinate transform ation x» =  x '» — t»(x») is conformal if
dxi t 1 =  dx2 e2, dxi t 2 =  —dx2 t 1, (3.2)
or, going to complex coordinates z, z  =  x 1 +  i x2,
dzê(z,z) =  0, d zt(z,  z) =  0. (3.3)
1 Going from world-sheet Minkowskian metric to Euclidean is done to make use of the machinery of complex
analysis. However, one has to make sure the relevant quantities can be analytically continued to the complex 
plane.
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The global form of such a transform ation would be z  —► / ( z ) , z  —► f ( z ) .  The generators for 
infinitesimal transformations of a function of (z, z) are
Ln =  —z n+1dz , Ln =  — z n+1d z , (3.4)
which satisfy the classical Virasoro algebra
[imi Lfi\ —  {in ' / ? . ) ,  [i'm) Lfi^ —  {in ' / ? ) ,  [imi L n~^ —  0. (’^•'^ )
In complex coordinates, energy-momentum conservation is simply dzTzz =  dzTzz =  0. We see 
tha t the energy-momentum tensor has a purely holomorphic and a purely anti-holomorphic
component, respectively T ( z ) , T ( z ) .  The corresponding conserved charges are
Qe =  J  dx2e(z )T(z ), Qi = J  dx2t{z)T{z).  (3.6)
There is an infinity of conserved charges, since we have one for every function t  th a t is holo- 
morphic. Conformal symmetry in two dimensions has then an infinite-dimensional symmetry 
group.
3.2 Q uantum  conform al field theory
To quantize the conformal field theory we go first to the complex plane via the conformal 
transform ation u  =  ez. The closed string Euclidean theory lives on a cylinder of periodic 
spatial boundary conditions, so the world-sheet fields obey $(z , z )  =  ^ (e2niz , e -2niz). Upon 
mapping the cylinder to the plane, time on the plane flows in circles from the center to the 
exterior and spatial integrals become contour integrals around the origin z =  0. Time-ordering 
of fields in correlators on the cylinder becomes radial ordering on the plane. From now on we 
work on the plane unless otherwise stated and use (z, z) as coordinates on the plane (i.e. we 
renamed (u ,u )  back into (z ,z)). Conformal field theory on the plane describes closed strings. 
To describe open strings we need conformal field theory on the half-plane, which we review 
later in chapter 6.
Going to the Heisenberg picture we see th a t the commutator [Qe, ÿ(z,  z)] generates quantum 
conformal transformations. In order for the infinitesimal quantum  conformal transformations 
to be in agreement with the commutator, the radially-ordered product of the energy-momentum 
tensor with 0(z, z) must be
T(z)0(w,  w) 
T  (z)0(w,w)
cMw, w) H----------dw(p(w,w) +
z w(z — w )2 
h
(z — w)
1
z — w
^ ( p { w , w )  +  - — —du,(p{w,w) + (3.7)
where the dots stand for an analytic power series in (z — w) or (z — w). The numbers h, h are the 
holomorphic and anti-holomorphic conformal weights of 0 (z ,z ). A conformal field, or primary 
field is a field which has an operator product with the holomorphic and anti-holomorphic 
components of the energy-momentum tensor of the form (3.7).
To fully describe a conformal field one has to attach to it a chiral (or holomorphic) and an 
anti-chiral (or anti-holomorphic) label, which tells us in which what representation of the chiral 
algebra it transforms (see below). Formulas where two nearby fields are expressed in terms of
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a sum of single fields, are called operator products. Attaching the chiral and anti-chiral labels, 
operator products take the general form
0ii( z , z )0 j j (w,w) = Y 1  Cii,fjk k ( z —w)hk hi hj(z — w)hk hi hjf a z (w,w)  +  ••• (3.8) 
fok
The coefficient C k .k kk is called an operator product coefficient and its value depends on theizi,jzj
details of the theory. The energy-momentum has an operator product with itself of the form
T (z)T (w )  = C^  +  -— ^ —rT(w)  H----- -— dwT{w)  H-----  (3.9)
(z — w)4 (z — w )2 z — w
(and similar for T(z)T(w)) .  We see the central charge arising in this operator product. If c =  0, 
the energy-momentum tensor is a conformal field of weight 2. The classical L m, L m generators 
become in the quantum  theory modes of the energy-momentum tensor
Lm= i ê ~ m+lT(~}’ Xm=iÊ " m+1T(5)- (3-io)
(Remember th a t the integral over space ƒ d(x2) becomes in the complex plane a contour integral 
around the origin.) Doing the integrals, we see th a t the modes L m obey the Virasoro algebra
[Lm, Ln\ =  (m -  n )Lm+n +  y^m(?7?3 -  m)5m+n$ ■ (3.11)
Being an algebra, its representations can be studied. Of particular importance are the irre­
ducible highest-weight representations, which are annihilated by Ln, n  > 1. If the number of 
these representations is finite, the conformal field theory is said to be rational. An highest- 
weight representation can be related to a conformal field of weight hi , hi2 via the isomorphism
\hi,hi) =  lim 0ii(z,z)\0),  {h i ,h \  =  lim \z\-2(hi+fli') {0\0n(z, z ) . (3.12)z^0 z—
where |0) is the vacuum of the theory, the state with the most symmetries and therefore the state 
which is annihilated by the most L „’s, in this case L„|0) =  0, /? >  —1. Highest-weight states 
have eigenvalue L 0\h,h) = h \h ,h ) ,L 0\h,h) = h\h,h)  and upon them  a whole representation 
module (the Verma module) can be build by acting with L m, m  < 0. One can also relate 
non-highest-weight states with a field. Such field is called a descendant field.
The Hilbert space of a conformal field theory is the tensor product of a holomorphic and 
an anti-holomorphic chiral algebra
n  = A  O Ä  (3.13)
For a general state in H , the holomorphic representation need not coincide with the anti- 
holomorphic one, which is why the corresponding primary fields, which are sometimes also 
called bulk fields, have two labels instead of just one. This will be made clearer when we study 
the partition function of a conformal field theory. The Virasoro algebra is the simplest example 
of a chiral algebra.
2 The anti-holomorphic weight can also be designated by hi .
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3.2.1 E xtended chiral algebras
It can happen th a t a conformal field theory has more symmetry than  just the Virasoro algebra. 
The chiral algebra algebra spanned by the L m modes of the energy-momentum tensor can be 
enlarged by modes of holomorphic currents J (z) such that
[Lm, Jn] = (■m(hj  -  1) -  ri)Jm+n, Jn = ƒ zn+hj~l ,J(z). (3.14)
There is, of course, also a commutator [Jm, Jn] to  close the algebra3, but its form depends on 
the explicit form of J (z). The algebra (3.14) is an extended chiral algebra. Extended chiral 
algebras have in general bigger Verma modules than  unextended ones because to generate a 
whole representation we can act not only with the L m, m  < 0 modes but also with Jn ,n  < 0. 
Unextended representations are uniquely determined by the values of (c, h), but this is not true 
for extended ones because h-eigenvalues states may behave differently under Jn .
In the presence of extended symmetry, the definition of the out-going state in (3.12) changes 
due to non-trivial charge conjugation. It becomes
{hi,hi\ =  lim \z\-2(hi+hi)(0 \0 i(z ,z ), (3.15)z—œ
with 0>1 =  0ic--c, where the label ic is said to be the charge conjugate label of i. Labels for which
i =  ic are called real and those with i =  ic complex. Chiral labels can be lowered and raised 
with the charge conjugation m atrix Cij =  5ijc.
3.2.2 Correlation functions on the plane
Correlation or Green’s functions are what one wants to  compute in a quantum  field theory. They 
are transition amplitudes, with which we can study any scattering process. If the conformal 
field theory is formulated on the plane, correlators take the form of an expectation value
(0\0ii-i (zi,Zi) . . . 0 i n-n (zn, Zn) \ 0) , \zn \ < \zn-l\. (3.16)
Requiring invariance of correlators under infinitesimal transformations generated by L -1 , L 0, L 1 
imposes constraints on their form. Assuming for simplicity i =  i for prim ary fields, the two-, 
three- and four-point functions take the form4
{0\0 1(z1, Zi)0 2(z2, z 2)\0) =  ^12c \ z12 \ 4hl,
(0\0 1(z1 , ZL)02(z2, Z2)03(z3, z3)0 ) =  C123\z12\h3 h2 h  \z13 \h'2 ^1 \z23\Hl ^  ,
(0\01(z1,Z1)02(z2 ,z2)03(z3,z3)04(z4,z4)\0) =  f  (x, x) \ z j \ -hi-hj +h/3, (3.17)
i<j
with zij =  zi — zj and x  =  z 12z34/ z 13z24. The two-point function need not be normalized 
to unity; a redefinition 0 \ 0  may change i t5. By the same token, the operator product 
coefficient in the three-point function can be redefined. Note th a t both the form of the two- 
and the three-point function is completely determined by conformal invariance. The four-point 
function is partially determined by it, but a general dependence on f  (x, x)  remains, whose form 
depends specifically on the theory at hand.
Correlators involving descendant fields can be derived from correlators with primary fields 
by applying differential operators [16].
3The index n  on the current modes need not be integer.
4One-point functions vanish due to  translation invariance and zero-point functions are trivial.
5W ith A real, otherwise the Hilbert space becomes complex.
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Q FT Feynmann diagrams
(a\b)
Figure 3.1: String perturbation series
3.3 String perturbation  theory
Conformal field theory on the complex plane represents but the first order in string perturbation 
theory. In field theories like quantum  electrodynamics (or chromodynamics in the high-energy 
regime), one calculates a full transition amplitude from an initial state \b) to a final state \a) by 
summing up over all possible intermediate processes, each of them  represented by a Feynman 
diagram. In String Theory we can adopt the same principle, this time replacing the point- 
particles’ lines by stringy tubes or strips. The pictorial representation of these two is shown on 
figure 3.1.
The tree-level closed string diagram is topologically equivalent to a sphere with two insertion 
points (the initial and final states). This we can map to the complex plane with two field 
insertions. The sphere is the first order diagram in string perturbation theory, so to study 
the perturbation series to higher orders one must then study conformal field theory on more 
complicated surfaces. The general form of the transition amplitude for an n-point scattering 
process would be
(0\V1(z1,z1) . . . Vn (zn, zn)\0) =  ^  ƒ  V g  V X ^ J  d2z 1  . . . d2znV1 (z1 , z )  . . .  V  (zn, zn ) e“ *
This amplitude for the scattering process reads as follows: it is the sum over all possible 
world-sheet topologies T  of the path-integral with n  vertex operator insertions integrated over. 
A vertex operator Vi(z, z) is some combination of primary fields with a physically meaningful 
space-time interpretation, which generate the in-going (or outgoing) strings states. For a closed 
string scattering process, the n-point amplitude is the sum over the sphere, the torus, the 
two-handled torus, etc. with n  vertex operator insertions. If the sum is to converge, the 
contributions from the various topologies must of course decrease as the number of handles 
increases. If this is the case, we say we are in the string perturbative regime.
Naturally, this crude form of the transition amplitude again over-counts configurations and 
must be made sensible via the Faddeev-Popov procedure. Each particular topology has its own 
peculiarities and must be dealt with separately. For example, we have seen th a t at the tree-level
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every closed string surface regardless of its metric g could be conformally brought to a sphere 
and subsequently to a complex plane. For the torus what happens is th a t we can conformally 
bring every possible closed, oriented genus one surface to a torus with one complex parameter. 
Thus, using conformal invariance we avoid having to consider all the infinity of configurations 
for g, which is what actually makes computations possible. This is one of the reasons why 
quantum  conformal invariance is so crucial in String Theory.
3.3.1 O pen and closed surfaces at one-loop
Since we will be interested in open string theories, we will have unoriented open and closed 
strings, which requires us to consider world-sheet surfaces with boundaries and crosscaps. Since 
this increases our array of possibile surfaces, we need to keep track of the order in perturbation 
theory, and for th a t we use the Euler number x, whose exponential is the inverse string coupling 
[17]. The Euler number counts the number of handles, boundaries and crosscaps of the two­
dimensional string world-sheet
X =  2(1 -  h) -  b -  c. (3.18)
The first topologies are listed below
Surface h b c X
Sphere 0 0 0 2
Disk 0 1 0 1
Projective plane 0 0 1 1
Torus 1 0 0 0
Klein bottle 0 0 2 0
Annulus 0 2 0 0
Moebius strip 0 1 1 0
Table 3.1: Surfaces of highest Euler number
The sphere and disk are the surfaces for tree-level scattering of closed and open strings respec­
tively. Sphere amplitudes are correlation functions on the plane, which are bilinear combinations 
of conformal blocks. Disk amplitudes are correlators on the disk, which are linear combinations 
of conformal blocks (see chapter 7). The projective plane is like a sphere with a crosscap and 
can scatter closed strings, the amplitudes being also conformal blocks [18]. At Euler number 
X =  0 come the first loop diagrams of String Theory, to which we now tu rn  to.
3.3.2 Torus
The torus looks like a cylinder whose ends have been sewn together. Having no boundaries, this 
topology arises from closed string loops only. Any two-dimensional surface with Euler number 
param eters (h,b,c) =  (1, 0, 0) can be deformed to a torus by means of reparam etrizations and 
conformal transformations.
A torus can be defined as the complex plane modulo a lattice, as shown in fig. 3.2. The 
complex param eter t  is the modulus of the torus. In the same way one brings the infinity of 
tree-level closed surfaces to a sphere, one can also bring the infinity of one-loop closed surfaces
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Figure 3.2: Torus
to a torus. The difference is however th a t while all spheres are conformally equivalent, the 
various tori are not - they are distinguished by the modular param eter t .
The zero-point function on the torus is calculable and has an im portant physical interpre­
tation. In quantum  mechanics, the Euclidean path-integral
Z Dqe -S  (q) Tr e-ßH (3.19)
I PBC
with P B C  standing for periodic boundary conditions, is the thermodynamic partition function. 
For two-dimensional quantum  field theory (like String Theory is) this integral can be general­
ized. Imposing periodic boundary conditions not only on the spatial direction but also on the 
time direction is equivalent to saying th a t the fields of the theory live on the torus, which is 
precisely the zero-point function we want. Rescaling ß  =  2^Im(T) we get
T V X ß e- S [ X =  Tr e-2nlm(r)H e2niRe(r)p (3.20)
I PBC
with f f  and P  the Hamiltonian and to tal momentum operators on the cylinder, and the second 
exponential reflecting the fact th a t we can twist the torus in the a-direction before gluing the 
edges back together. The operators H  and P  are [19]
q _ c c _ c
f f  =  L q — — Ln — — , P  =  Ln — — — Ln — • 
24 24 24 24
W ith this we finally get
T ( t, f)  =  Tr e2^ L° -£ )  e~27Tif{L° 2 4 '
(3.21)
(3.22)
The trace is over all states in the Hilbert space, null vectors excluded. Note also the path- 
integral is evaluated for a particular value of the modular param eter t . To get the complete 
zero-point function one must in principle integrate over t . For the bosonic string, which is the 
space-time part of a more general theory, one has also to do the integral over the space-time 
momentum k (which comes from the contribution of k to L 0, L 0). W ith all this, the bosonic 
string torus partition function is, for t  =  s +  it,
T  (t)
ds
(2t )12 q- - ‘ f a r ' I I  (i -  « r 24n  ( i  -  «")
-n\ —24 1
n=l n=l (2t )
12 Z ^ d l  e-4nnt.
n=0
(3.23)
0
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This reads as follows. For each free boson field X ß, the fc-integration yields a Dedekind /]- 
function times a factor l / \ / 2 t .  The ghost contribution kills off two oscillators, X °  and X 1, to 
leave us with the physical transverse oscillations only and furthermore introduces a factor 1 /t2 
in the integration measure. Then the integration ƒ  ds enforces the condition L 0 = L 0. In the 
end, the torus degeneracy of states at level n  is d^. The to tal torus is obtained by integrating 
(3.23) over clt./t2, i.e. T  = J ^ T ( t ) .  This leads naively to infinity, but as we shall see below, 
this integration has a natural cut-off due to modular invariance.
W hen the theory at hand has an internal part, the torus partition function for the internal 
sector can be w ritten in terms of primaries and descendants as
T (r ’ ^  =  Ç  Xi{T)ZijXj{r), X*{t ) = Trrep * e2mr(Lo“ ^ }, (3.24)
ij
with x i (t ) the character of representation i. Its trace is over the representation i, modulo null 
states (zero-norm states), and can be expanded in terms of t  w ith the expansion coefficient dn 
counting the internal number of states at each excitation level
* «  = « * * * - * > £ < « “ . q = eM \  (3/25)
n
The m atrix Zij is called the invariant matrix. It tells us how the holomorphic and anti- 
holomorphic parts of the chiral algebra combine into the full conformal field theory.
M o d u la r  in v arian ce
An interesting feature of the torus is modular invariance. One can check the transformations
T  : r  —► r  +  1, S  : t  —>---- , (3.26)
T
define the same lattice and thus the same torus. Actually, any combination of S  and T  does 
this, as
r  —» aT ^  ^ , ac — bd=  1, a , 6 , c , ( i e Z  (3.27)
CT +  d
describes the same torus. These transformations generate the group SL(2,  Z ) /Z 2 and are called 
modular transformations. The torus partition function should then reflect this symmetry. The 
characters ^ ( t ) transform  under modular transformations like
T  : ;\i(r +  1) =  S  : ; \ i ( - l / r )  =  S^Xj ir ) .  (3.28)
Tu 3
If the modular matrices Sij ,T ij commute with the modular m atrix Zij , the theory is invariant 
under modular transformations and is said to be modular invariant. It is because of modular 
invariance th a t we can leave out of the integration over t regions th a t are related to other via 
the modular group. Performing the full integration over t to get the partition function would 
lead to over-counting and to a divergent result. This is the above-mentioned natural cut-off of 
String Theory th a t controls the ultraviolet divergences th a t plague quantum  field theories. For 
more details see for instance [19] and references therein.
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Figure 3.3: Klein bottle
F usion  ru les
The m atrix S  is symmetric and further satisfies S 2 =  C , Sijc =  S*  =  S/ . It can be also used 
to define fusion rules via the Verlinde formula [20]. Fusion rules are integer numbers N ijk such 
tha t
j
S C O  *
S
(3.29)
m0
The fusion rules compute couplings. If the chiral algebras A  and A  are fully extended, the 
operator product coefficient Ci- .-kk vanishes if and only if either N ijk or N j  vanish. This is 
the Naturality theorem of [21].
There may exist chiral labels J  for which the fusion rules contain only one field on the 
right-hand-side. E.g. J  x  i =  j , V i , j . The label J  is called a simple current [22] [23]. A field 
f  is called a fixed point of J  if J  x  f  =  f .
1
3.3.3 K lein b ottle
The Klein bottle is a cylinder whose ends have been sewn together but with opposite orientation. 
This surface can be drawn by unoriented closed strings running in a loop in the world-sheet 
time-like direction. Surfaces with x  =  0 can be obtained from the torus by means of anti- 
conformal involutions. The Klein bottle for instance be obtained from the a torus of purely 
imaginary modulus it via the identification z ~  z* +  t /2,  as we can see from fig. 3.3. Taking 
the imaginary direction it as world-sheet time, from the picture we see th a t a closed string is 
propagating in a loop and returning to itself with opposite orientation.
The Klein bottle partition function can be derived from the torus one by requiring th a t is 
projects out states th a t are not left invariant under the world-sheet parity Q. At the level of the 
character this means tha t instead of Trrepi g(Lo_c/24\  we should evaluate Trrepj ( ^ l )  q^Lo~c/'u \  
To achieve the symmetrization of states at level n  we add dn and average out the result:
1 /  \  i œ i
-  ( T( t )  +  A '(i)J  =  E  2 <d“ +  dn) (3-30)
For the bosonic string, the Klein bottle partition function th a t achieves this is
K (t) = J^ÿïrl(%t) 24. 
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Figure 3.4: Klein bottle channel transformation
The Klein bottle, like the torus, has one free parameter, but it is real, not complex. Note that 
if we do a modular transformation on T ( t , f )  we get the same torus, but this is not  true for the 
Klein bottle. The T -transformation, for instance, shifts the argument of the ^-function. This 
means there is no analog of modular transformations for the Klein bottle.
However, modular transformations still play a role. The S -transformation, when applied to 
the Klein bottle interchanges space and time, but does not change its Teichmueller parameter. 
This transformation has a nice interpretation when we look at the picture 3.4.
In the picture on the right-hand-side space is periodic and time is cross-identified. The 
geometric interpretation is then that of a closed string propagating between two crosscaps.
This transformation of the Klein bottle is called channel transformation  and plays a key role 
in the construction of unoriented string theories. In general when one has a x  =  0 surface defined 
via an identification on the torus, a channel transformation is a modular transformation that 
does not alter the Teichmueller parameters of the identification. The channel where world-sheet 
space is real is the direct channel  and the channel where it can be imaginary is the transverse 
channel.
3.3.4 Annulus
The annulus is the equivalent of the torus for open strings, in the sense that it is the oriented 
one-loop diagram. The anti-conformal involution defining it is z ~  1 — z*, which, for a purely 
imaginary t  leads to the picture 3.5.
The annulus partition function is similar to the torus, but now using the open string Hamil­
tonian on the cylinder, which is just equal to f f  =  L 0 — c/24. The result is
A(t )  = Tr1.ep iq ^ ° - ^ ). (3.32)
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For the bosonic string this gives
A ( t )  = j g j & t i t ß ) - “  (3-33)
The different argument for the ^-function is due to the difference between the open and closed 
string excitations (cf. mass-shell condition [17]). Again, in the full partition function, t  has to 
be integrated over.
The channel transformation of the annulus is again S.  Scaling the annulus picture by the 
transformation leads to the picture 3.6. In the direct channel we see an open string running 
in a loop, whereas in the transverse channel there is a closed string propagating between two 
states, which we call boundary states. Here the reason why there cannot be an open string 
theory without closed strings: the channel transformation entangles the two types of strings.
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Figure 3.7: Moebius strip
3.3.5 M oebius strip
Like the Klein bottle, the Moebius strip should symmetrize (or anti-symmetrize) the open string 
partition function. The anti-involution is the same as the annulus but this time t  is shifted to 
it +  §, which leads to fig. 3.7. For the bosonic string the partition function that accomplishes 
the ^-projection on the annulus partition function is
=  + » ) - “ ■ (3.34)
When an internal theory is added, the overall sign of the Moebius strip is a priori  undetermined. 
It can usually be fixed solving the tadpole cancellation equations (see section 4.3.9). Such 
equations give a minus sign for the pure bosonic string and this is what (3.34) shows, but can 
lead to plus signs in other cases.
The channel transformation for the Moebius is slightly different. It is now P  =  T S 2TS, 
which leads to picture 3.8. In the direct channel we have an open string running in a loop 
and coming back to itself with opposite orientation. In the transverse channel a closed string 
propagates between a boundary and a crosscap state, or vice-versa. In the end the open string 
partition function is the average ^ (A  +  M ).  The full partition functions K , A , M  have the 
t-dependence integrated with measure the same measure as the torus: d t / t 2.
Having set the stage to the study of open string theories, we now apply the machinery to 
go beyond the bosonic string.
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Chapter 4 
Open descendants
If a string theory is built upon an internal conformal field theory, the internal theory will 
manifest itself in the string perturbative series. At the tree level, for instance, vertex operators 
for transition amplitudes will decompose into a space-time and an internal part. A correlator 
will then split up into the product of a space-time contribution and an internal part. At the 
level of one loop and higher, the principle is the same, but the loop diagrams will put strict 
integrality conditions on the internal theory.
In this chapter we construct open descendants, which are open string theories built out of 
closed string ones. We will work in a general setting, the world-sheet theory being a tensor 
product of free bosons and an internal sector. We will see the restrictions imposed upon the 
internal theory appearing explicitly and interpret them. This would seem to leave out strings 
theories with world-sheet supersymmetry, but, by means of a procedure called ‘bosonic string 
map’ [24], one can map the partition function of a superstring theory into that of a bosonic one. 
In this way, all the superstring partition function calculations can be carried out more easily by 
studying its faithful bosonic map. The results of this chapter can therefore be straightforwardly 
extended to the superstring case.
4.1 C onstruction  o f th e  unoriented  theory
In a string model, one of the first things one would like to know is its spectrum and the 
simplest transition amplitudes. After that, one can ask whether the theory is consistent at 
higher amplitudes. (In this thesis we take a top-to-bottom approach. The spectrum is derived 
by looking at the one-loop partition functions and the simple transition amplitudes are studied 
when checking for consistency at higher orders.) Our construction of open string theories will 
revolve around the one-loop vacuum diagrams, which will introduce a series of concepts and 
a few very simple consistency requirements which are nevertheless restrictive enough to help 
classifying the internal theories themselves.
4.1.1 G eneral torus
The torus for a general string theory, involving a space-time part and internal sectors, can be 
evaluated straight away, using considerations from the previous chapter. We get
r dTdr
T = —p ~ ( '2 t ) - d/‘2 i](r)~dv ( f ) ~ d T ( r , f ), T ( T , f )  = Y ^ X i ( ' r ) Z i j x j ( f) .  (4.1)
F ij
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The T-integration is done here over the real and imaginary parts of t  =  s +  it, restricted to 
a fundamental region F  to take modular invariance into account. The contribution from the 
internal sector is summarized in T (t , f) . The torus (4.1) has the explicit form of the tensor 
product of a bosonic partition function times an internal theory partition function
T  ~  (2 t ) -d/2i1{T)-di1{ f ) - d^
space-time internal
One can check that (4.1) is explicitly modular invariant if the invariant matrix from the internal 
sector satisfies [S, Z ] =  [T,Z] =  0.
The internal partition function T  (t , f )  can be evaluated once we know the world-sheet 
spectrum of the internal theory (which is not  the space-time one). The space-time contribution 
for the Klein bottle, Annulus and Moebius strip is then simply the one evaluated in the previous 
chapter. The internal contribution is however not directly calculable. Indeed, for instance, 
finding a Klein bottle projection that leaves out unoriented states of T (t , f)  and the associated 
annulus and Moebius strip is the problem to be solved.
4.1.2 Transverse channels for K lein b ottle , A nnulus and M oebius 
strip
Deriving general expressions for the internal sectors’ Klein bottle, annulus and Moebius strip 
is more easily solved in the transverse channel description. In this channel, the x  =  0 surfaces 
are seen as closed string transition amplitudes between boundary and crosscap states
K  (t) =  (C  |e-H ciosed\C), A(t )  =  (B  |e-H ciosed\b ), m  (t) =  (B\e-tHciosed\C) +  (C ^  B  ).
with \B) and \C) a boundary and crosscap state respectively. So, in terms of pictures, a closed 
string state emerges from a boundary or crosscap state, propagates for a time t  and disappears 
into a boundary or crosscap again. This is a tree-level amplitude, so it is a correlator between 
two special states. The first thing to do is then to find out what are these states.
G lu ing conditions
If one looks at the transverse channel annulus picture, where a closed string is propagating 
between two boundaries, and changes the world-sheet space and time direction, one gets an 
open string running in a loop with end points attached to a hyper-surface - a D-brane. From 
the point of view of the open string, in the Neumann directions momentum should not flow 
from the open string to the hyper-surface. Now, in the same way a closed string can be mapped 
to the complex plane, the open string with boundary conditions a and b can be mapped via 
u  =  ez to a complex half-plane, with the boundary condition a imposed along the real line 
Re(z) <  0 and b along Re(z) > 0 (see chapter 6). When this mapping is done, the no-flow 
condition implies [25]
T ( z )  = T (z ) .  (4.3)
at the end points of the open string. The change in boundary conditions is mediated by a 
boundary field at z =  0. It is only the Virasoro algebra which must be preserved at the 
boundary. If the chiral algebra is extended, the extra symmetries need not be preserved there. 
It can, of course, still happen that they are preserved, but it can also happen that they are
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Figure 4.1: World-sheet duality transformation
preserved only up to an automorphism, or that they are not be preserved at all. The two 
latter cases are often referred to as ‘symmetry-breaking boundaries’. In the case that the extra 
symmetries are preserved up to an automorphism we have
J (z )  = uj( J { z)) (4.4)
at the end points of the open string, with u  an automorphism of the chiral algebra. This was 
the case in [26] [27]. Some cases where the extended symmetries are not preserved at all were 
studied in [28] and [29].
Considering (4.3) and (4.4), imposing the no-flow conditions on the plane and interchanging 
the interpretation of world-sheet time and space again brings us back to the closed string 
picture. This can be done in a series of moves. Define the cylinder in the half-plane by 
z =  t  +  is, s G [0,n],t G [0,ß]. Now swap s ^  t, rescale by 2 n / ß  and finally use the conformal
2lE ± z  . . . . . .
map c —► £ =  e 13 ~. This is summarized in fig. 4.1. The cylinder is thus brought to an annulus 
on the full complex £-plane. Time in the full plane runs radially, so we see a closed string 
emerging from a boundary state at radius |£| =  1, propagating and disappearing into another
o 2i iboundary or crosscap at |£| =  e~&~. In the case of a crosscap, the calculation involves the 
crosscap identification £ ~  — 1/£*, and is in the rest similar. The quantized no-flow conditions 
in the complex plane become operator equations on the boundary and crosscap states
(Ln -  L - n) IB )  =  0, (Jn -  ( ~ l ) hj u  (J_„)) IB )  =  0, 
{ L n — (—1 ) nL ~ n )  IC )  =  0, — (—l ) /lJ+ra ( j  JC )  =  0. (4.5)
In the following, we write the conditions for Jn ’s only, since the L n’s are just a subset thereof. 
The space-time free bosons X ß have a symmetry current d X , with real modes a n (see chapter 
5), and the automorphism u  has two solutions: u ( a n) =  ± a n, corresponding to Neumann and 
Dirichlet boundary conditions respectively [30]. In this thesis we will consider only the trivial 
automorphism for the internal conformal field theory.
Ish ibashi sta tes
The closed strings states that solve the gluing conditions are the so-called Ishibashi states [31]. 
For trivial automorphism, the boundary and crosscap Ishibashi states are
|i»fl =  £ | i > O t f | ï > ,  | i » c = E l i ) ° f / ( - l ) & -'"|î>- (4.6)
rep % rep %
The sums are over the whole chiral algebra representation |z). The operator U is an anti-unitary
operator satisfying the commutation relation J nU =  (—1 )h j U J n. Using this commutator, the
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hermiticity condition J }1 =  J -n  and the fact that the holomorphic and anti-holomorphic matrix 
elements (Jn)ij =  (J-n)ij are equal, we can show that (4.6) is indeed a solution to the gluing 
conditions (4.5). From the definition, we see that there exists an Ishibashi state whenever 
a representation is allowed to couple to its charge conjugate in the anti-holomorphic sector. 
Whether or not this happens can be seen from the torus modular matrix Z j , so have thus 
#Ishibashi states =  Tr(ZijC).
Ishibashi states actually do not belong to the physical Hilbert space because the sum over 
the whole representation gives them an infinite norm. (For the bosonic string they are coherent 
states.) But this is not a problem since their explicit form is not needed. What will be needed 
instead are the inner products
b {{ j  ))b  =  Sij x . ( l t /^ ) ,
C{{ i|e-Hclosed lj ))c =  Sij Xj ( l t / ^ ) ,  (4.7)
B((i\e ^closed)j))c = c ((i\e tHc\osed\j))B = S ÿ X j ^  +  it/vr),
j
I e n c l o s e d  I j ) )  =  0 %J /
where we recall \ j  =  \ j T j j  Xj =  e~m(~hi~ ^ X j -  F°r eac'h Ishibashi state a transverse field 
propagates in the closed string channel. From now on we label transverse fields by m, n  and 
chiral fields by i, j .  Later on, boundary conditions will be labeled a, b.
4.1.3 B oundary and crosscap states
The general solution for the gluing conditions (4.5) is a linear combination of Ishibashi states. 
A boundary and crosscap state would then be
B a )  = ^ j  Bma ^ ) ) b , C  ) =  ^ L m |m ))c , (4.8)
where B ma are the boundary coefficients and r m the crosscap coefficients. These coefficients 
measure the strength of the interaction of the conformal field $ mm with the boundary or 
crosscap state respectively. The dual boundary and crosscap states are defined by the bras 
(Ba| =  B{{mU2m B*ma ( C | =  c{{m U 2m rm. The boundary conditions a,b  can be interpreted 
geometrically as D-brane positions in the compact space.
With the boundary and crosscap states defined, we can finally evaluate the internal trans­
verse channel amplitudes for the Klein bottle, annulus and Moebius strip. Before we do that, we 
introduce Chan-Paton factors n a that count the number of times a D-brane of type a appears 
in the theory. A boundary state Ba,) then contributes n a times to the annulus or Moebius 
strip. One could in principle define a similar multiplicity for the crosscap, but in practice it 
seems only one type of crosscap is allowed in a string theory. Such a crosscap multiplicity would 
also spoil closed string integrality and for these two reasons we will only consider one type of 
crosscap state. With Chan-Paton factors the transverse channel amplitudes are
n __
K =  dt (C  C )  = d t Y '  rmrm Xm(it /n) ,
J ° J m
nOO
A  = dt ( B a ^  tHclosed Bb)  = d t S ^ B ^ a B m b ^ n b Xm(it /n) ,  (4.9)
J° J m
M  = dt  (Cle-^ciosed\Ba) + ( C ^ B ) =  dt J2(T*mB ma +  B*maT m)na Xm(b + i t /n ) .
J ° J m
We have put tildes in K ,  A,  M  to denote they were computed in the transverse channel.
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4.1.4 G eneral K lein b ottle , annulus and M oebius strip
We can now apply the channel transformations to get the final form of the Klein bottle, annulus 
and Moebius strip amplitudes. We have seen in chapter 3 that the channel transformation is 
S  for the Klein bottle and annulus and T S T 2S  for the Moebius strip. Let us take the Klein 
bottle first. We rescale the integration variable as t  ^  n t  and do an S -transformation on K .  
This gives
/ * r o __  pro
K  = d t ^ 2  r mr m Xm (it) = d t ^ 2  r mr mSim Xi(i/t) =  K.  (4.10)
m im
Now we do another change of variables t  ^  1 /2t, so that we get the same character argument 
as the space-time ^-function. We get, in the new variable,
1 f°° dt 
2./0
 f ro t
K  =  2 1  ?  £  r y - S »  x t v m -  (4>n)
And this is the form of the Klein bottle in the direct channel. A similar calculation for the 
annulus gives
/ro dt  .-p 'Yh S i ^ B maB mbnan b Xi{it/2).  (4.12)im
This time we used t  ^  2 / t  to get the same internal character argument as the space-time part. 
For the Moebius strip one has first to extract the phase from the hatted character, then perform 
the channel transformation T ST 2S , and finally reinsert the phase into the hatted character. In 
the end we get
1 I' ro dt
M = 2  p E  P - ^ n B r a a  +  K S m ) « .  M i  +  # /2 ) .  (4-13)
0 im
with P  = V t S T 2 S V t .  Note that the direct channel internal quantities have the same inte­
gration measure as the space-time part. This is required for the integrations over the modular 
parameters to have a sensible interpretation.
4.2 T he spectrum
Having transformed the internal sector transverse channel amplitudes to the direct channel, we 
can now check the spectrum of the full theory. The correct space-time contribution [32] must 
be tensored with the internal sector. When all this is done and normalizations are fixed, the 
direct channels of the full theory are
dt
- ( 2 t ) - <i/2/K2it)-(iÇ X îX i(2it),
/ro dt  
r ro dt
M  =  J^ ^(2t)-<i/2?/(i + ii/2)_d^ M i0n0/\i( i  + U/2),
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where we defined the Klein bottle, annulus and Moebius strip coefficients
I u  = Y ,  S imr*mr m , A iab = Y  StmB maB*mb, M ia = F'im ( I  +  r*mB ma) )  • (4.15)
m m  m
These quantities can, as we will now see, be interpreted as spectrum degeneracies and should 
therefore obey certain positivity and integrality conditions.
Recall the quantities. The space-time dimension, or number of free bosons X ß , is D  =  d +  2 
with d the number of light-cone dimensions. The torus integration is over a fundamental region 
F  to account for modular invariance. The symmetric matrix Z j  has integer entries, with i , j  
running through the set of irreducible representations of the chiral algebra of the internal theory. 
The coefficients K i , A iab, M ia are the Klein bottle, annulus and Moebius strip coefficients of the 
internal sector.
4.2.1 C losed spectrum
The projection \ ( T  + K )  gives us the spectrum of the closed sector. For this purpose it will 
be useful to merge the space-time and internal characters’ trace expansions, so we define ‘full’ 
characters as
Vi(r) =  n(T)-dXi(T) =  E  d ^ " - ', (4.16)
n>0
with dn meaning the degeneracy of the full character at excitation level n. Already here we 
find something interesting. The exponent of q is the mass-squared of a particular state. We 
thus see that for internal conformal weights between 0 and 1, extra tachyonic states appear. 
Since these have no space-time excitations, they are scalars. If the internal weights are above 
one, we have massive space-time scalars. In space-time supersymmetric theories, the array of 
extra tachyonic states is projected out because they are not space-time supersymmetric states.
Having written (4.16), the expressions for the torus and direct channel Klein bottle can now 
be added. We get
1 . f  ' œ d s d t .  .
- ( T  + K )  =  — (2 ( J - ^ x
2 Js=0 ,t=0 t 
/  \
_  - (4.17)
i j  i 
\ m ,n >0 m>0 J
Now we perform the integration over s. Take the diagonal part Z ü first. When i =  j  the 
s-integration forces m  =  n  and we get
-2 (t + K )  =  j T  f . m - ” 2 £  qh,+m- y  (4 lg)
mi> 0
Since the result is an unoriented partition function, the quantity between brackets represents 
the total unoriented degeneracy at level m, so it must be an integer number. This can be 
achieved if the torus and Klein bottle coefficients obey
+  k-i) E  Nq. (4.19)
1
x -  
2
£  dmZijdn qhi+m-1qhi +n-1 + Y ,  dmKi qhi+m~ l
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This is our first integrality constraint. It may not the only way to obtain an integral spectrum: 
a given internal theory may well have dtn ’s such that integrality is respected even if (4.19) does 
not hold. However, (4.19) is the only way to get integers at all excitation levels, that also leads 
to a sensible interpretation of the multiplicities in terms of chiral algebra representations.
Note that we have used all the Klein bottle coefficients to define (4.18), so for the case i =  j  
there will be only contributions from the torus. For the special case of the identity character,
i =  j  =  0 , at excitation level m  =  n  =  1 we have the degeneracies for the graviton and dilaton. 
In this case \ ( Z m +  K 0) =  1, otherwise we would have multiple gravitons and dilatons. This 
means Z 00 =  K 0 =  1. From the purely conformal field theory point of view, Z 00 =  1 is the 
condition for a unique vacuum, which we naturally want. Then K0 =  +1 otherwise we have no 
vacuum.
In the case i =  j  the s-integration enforces hi — hj +  m  — n  =  0 and we get
1-( t + k ) =  +  (4 20)
i>j V 'm>0
with A ij =  \hi — hj\. Again the quantity between brackets should be an integer, and it is so 
when Z ij is symmetric. Non-symmetric Z ij appear in heterotic theories, where the left and 
right chiral algebras are different, but we do not consider these theories. Also, since the world- 
sheet parity operator Q interchanges the left and right Hilbert spaces, the assumption that a 
conformal field theory should allow for crosscaps only makes sense if the modular invariant is 
symmetric.
O pen spectru m
The annulus and Moebius strip add up to
1 dt
f ( A  +  M ) =  I ^ ( 2t) ~ d/2 x
2
1
x  -  
2
t2
(
'y ; dmA i
. i,a,b 
\ m >0
bn r )h a ^ hi+rn~ ^ a nanb q (4.21)
i,a 
m> 0
This requires that
\  ( 'Yh  +  X !  M iana ) e  N0.
ab a
The correct interpretation of this result requires however further discussion.
(4.22)
DC
0
4.3 O rientation  m atters
In this section we construct and analyze the unoriented annulus. This will enable us to write 
down the unoriented open string partition function and to present a set of requirements that 
supplement positivity and integrality of the partition functions as a guideline for constructing 
unoriented theories.
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Figure 4.2: D-branes and O-planes 
4.3.1 Oriented versus unoriented annuli
The annulus amplitude (B a\e- tH \Bb) is an oriented amplitude, since it is a scattering from brane 
b to brane a. In the unoriented theory the Q-projection swaps end-points, so the unoriented 
set of annulus coefficients should be symmetric in a, b.
From the conformal field theory point of view, the different boundary labels a mean different 
conformally invariant boundary conditions. From the geometrical point of view, the different 
labels correspond to D-branes at different locations inside the compactification manifold. In 
an unoriented theory, orientifold O-planes are added to the picture. These planes introduce 
mirror (image) branes, with labels ac, as can be seen from fig. 4.2. Depending on the specific 
model at hand, the mirror branes may or may not coincide with the branes themselves (see for 
instance the OO and O2 orientifolds of [33]). When the mirror image is the brane itself we have 
a =  ac, and when the image is a different brane we have a =  ac. Without O-planes, a stack 
of n  D-branes gives rise to a U (n) Chan-Paton gauge group [12]. When an O-plane is added 
to the picture, branes that are mapped into themselves give rise to S O (n )  and Sp(n)  gauge 
groups, whereas strings that stretch between a brane D a  and its mirror image D a c give rise to 
U (n) groups.
This suggests that the partition function ^ ( A  + M )  should describe the scattering of strings 
from a brane to the orientifold reflection of another brane. That requires us to write down an 
annulus for this case, symmetric in the boundary indices, which we designate by A a^b. This 
annulus coefficient is the natural coefficient for the unoriented string.
We can construct A^ab in the following way. The world-sheet parity operator Q interchanges 
the left and right Hilbert spaces and may further have some involutive action on the represen­
tations themselves, hence the superscript on A ^ , referring to the possible different actions of 
Q on these representations. The action of Q on boundary Ishibashi states is1
Q\m)) =  Qm \mc)), Qm =  (Qm  )*, (4.23)
where Qm is an eigenvalue and the hermiticity condition comes from the fact that Q is a unitary 
involution. The transverse channel computation of A  =  (Ba\e- tH Q\Bb) and transformation to
1In general, the Ishibashi states can be degenerate, in which case the H become matrices [29]. Here that 
does not happen because we will be considering automorphism invariants only.
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the direct channel yields simply
Aiab =  £  S m B ' m a B m b  (4.24)
m
One can easily check that this expression is symmetric in a and b, although not explicitly. To 
reach explicit symmetry we need a relation like
B*mcb =  C mBmb, (4.25)
with C m (C mC)* =  1, which relates the emission of a closed string state to the absorption of 
its charge conjugate state. Such relation should hold due to CPT invariance (invariance under 
combined conjugation, parity and time-reversal). This leads to
Afab = Y ,  SimBmaBmb 9m , 9m =  ^ C m, (4.26)
m
an annulus coefficient which is now manifestly symmetric in the boundary indices a, b and can, 
as we will see, be related to the oriented one. Before we relate the two annuli, let us explore 
some of the properties of A iab
4.3.2 N IM reps and com pleteness conditions
Positivity and integrality of the one-loop partition functions and modular invariance are simple 
consistency checks of a conformal field theory. It was argued in [34] that completeness of 
boundaries could be taken as an additional consistency requirement. Completeness means 
there should exist a boundary projection operator such that J2a \Ba){Ba\ =  1. Following [35] 
this requirement can be put into the form
£  A i t A j  =  £  N i j A k a ‘ - (4.27)
b k
This equation defines a non-negative integer matrix representation of the fusion algebra or 
‘NIMrep’. If one knows the internal theory’s S -matrix, one also knows the fusion rules and 
consequently the oriented annulus coefficients can be determined by solving (4.27), which can 
be done either analytically or numerically. From the oriented annulus one can then determine 
the boundary coefficients up to a phase. Solving (4.27) is therefore a possible starting point for 
the open descendants construction.
Let us now define ‘reflection coefficient’ as R ma =  \ / S moBma. In order for the oriented 
annulus to give rise to U (n) Chan-Paton gauge groups we need A0ab =  óab. With this and 
(4.27) we can derive [36] [37]
J ]  RmaR*mb =  $ab, ^  R m a K a  =  $mn ■ (4.28) 
m a
Equation (4.28) is actually equivalent to (4.27), as was proved in [38]. The point here is 
that completeness implies that R ma is invertible, which means that the number of different 
conformally invariant boundary conditions is equal to the number of Ishibashi states. This 
claim has been proven in [39].
When searching for NIMreps, we can find zero, one or more than one solutions. If no solution 
exists, the conformal field theory at hand cannot be formulated in surfaces with boundaries,
41
4. Open descendants 4.3 Orientation matters
which is deemed as a sign of inconsistency. Modular invariants of automorphism type (see 
section 4.4) are expected to yield only one NIMrep, and this will be indeed the case in the 
example of chapter 5. Multiple NIMreps are typically present in cases with Z iic > 1. In the 
following we assume the NIMrep to be unique. After having found a NIMrep, we can construct 
A°tb as follows.
4.3.3 S-N IM reps and boundary conjugation
The unoriented annulus coefficient A°tb can be related to the oriented one A iab by means of 
Afab. This particular unoriented annulus coefficient can be used to raise and lower boundary 
indices
Aiab =  £  AfacAObc. (4.29)
c
It is simple to see that the right-hand-side does indeed satisfy (4.27) if completeness holds. 
Remember that the set of coefficients A°ab is in principle not unique - there may exist various 
sets of A°lb that lead to the same A iab. Each set of different A°ab is a therefore a different 
symmetrization of A iab and we refer to it as an S-NIMrep. Using (4.15) and (4.29) one can also 
show [29] that a set of A°ab can always be cast into the form (4.26).
To get sensible gauge groups like SO (n ) ,  Sp(n)  or U (n), the coefficient Afab must be an 
involution, i.e.
A0ab =  Cab =  $abc. (4 .30)
The matrix C Bb acts then as a boundary conjugation matrix. We now have two ways to arrive 
at an S-NIMrep. We can either:
•  Compute (B b\e- tH Q\Ba) and transform to the open string channel, or
•  Compute (Bb\e- t H \Ba) and symmetrize the result using C Bb.
Comparing both results we see that the effect of Q on a boundary state is
Q\Ba) =  CBb\Bb). (4.31)
As expected, it maps a boundary state into its conjugate, in accordance with the geometrical 
picture of fig. 4.2.
4.3.4 Crosscaps
The argument above requires us to evaluate Klein bottle and Moebius strip amplitudes with 
an insertion of Q too: K  =  (C\e- tH Q\C), Ml =  (Bb\e- tH Q\C) +  (B  ^  C ). Since the crosscap 
corresponds to an orientifold plane, we expect the crosscap state to be an eigenstate of Q and 
a fixed point, i.e.
Q\C ) =  ±\C ) .  (4.32)
To determine which sign is the correct one, we note that Q always acts on the boundary states 
with a plus sign, so we expect the same to happen for the crosscap state. Furthermore, the 
minus sign would imply M iax i =  - M iac x i , which would violate spectrum integrality for M0a if
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the boundary is self-conjugate (see below). For these reasons we take the plus sign to be the 
correct one.
If Q\C) =  \C), we can derive r mc =  Qmr m. This, together with the assumption that the 
crosscap Ishibashi state also satisfies the CPT relation (4.25), when applied to the transverse 
channel expressions with Q, leads to2
K i  =  £  S imr 2m gm, Mia = Y  PimTmBma gm (4.33) 
m m
An additional condition that can be used to determine whether or not a given symmetriza- 
tion matrix C^b has an underlying orientifold symmetry is the following. Using the cross­
cap CPT formula and some algebra we can derive M ia =  M icac, which is interpreted as 
follows. An arbitrary symmetrization matrix C^b always lead to an annulus of the form 
A0 b =  m S imB maV mB mb. If we now write V m =  C mQm we come to the correct expres­
sion for the unoriented annulus, but nothing guarantees us that the Qm obtained this way is 
a symmetry of the theory. In order to be a symmetry, the condition M ia =  M icac must be 
satisfied. If it ’s not satisfied, then Qm cannot be a symmetry.
One final consistency check is to verify that the channel transformations give vanishing 
boundary and crosscap coefficients on non-Ishibashi states. Remember that Ishibashi states 
only exist for chiral fields that couple to their charge conjugate in the torus, so if Z iic =  0, we 
should have B ia =  r i =  0. For boundary coefficients the completeness hypothesis that B ia is 
invertible implies vanishing of B ia for i not Ishibashi. For the crosscap coefficients, this can be 
done writing M ia = J2m PimX ma. Then, using (4.41) we can derive X ia =  B iaD i , with D i still 
undetermined. Substituting this into (4.42) shows that the Klein bottle must be of the form
Ki  =  £  SimD2m (gm) - ‘. (4.34)
m
Defining now D m =  gmr m gives us back K i and M ia. Now note that due to B ia vanishing 
on non-Ishibashi labels, D i can be chosen to vanish on those labels too without any loss of 
generality. This proves the sum over m  on (4.34) can be carried out through Ishibashi labels 
only.
4.3.5 O pen spectrum
We can now analyze the open string spectrum. Assuming na =  nac (which is reasonable if we 
look at picture 4.2), equation (4.22) should then be integer whatever the set of Chan-Paton 
factors n a is. Then we can replace the summation in b for a summation in bc and use A iabc =  A°lb 
to write (4.22) as
f ^ ; A iabn an b +  ^ ] M iana j 
ab a
9 ! Y ,A ? a b y ] G N0. (4.35)
For self-conjugate boundaries a =  ac we get
r v ' + ( - « " «  
0
\ [ A  +  M) =  j T  | ( 2 + (4.36)
m 0
2The Klein bottle and Moebius coefficients should also have an H label attached: K p, Mfl ,  but we drop it 
to simplify the notation.
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The number inside brackets times dim can be interpreted as the total open string state degener­
acy at excitation level m  and should therefore be an integer. That will be so if we require the 
integrality condition
ÿ ( A iL  +  G N0. (4.37)
From the identity character i =  0 we get the gauge group. At the first excitation level m  =  1, 
the state is massless and the degeneracy coming from the space-time transverse excitations 
endows it with a space-time index ß, making it a vector boson. Then the internal sector 
generates ^(A^'aan2a — M 0an a) copies of this boson. Since A^aa =  ± M 0a =  1, the total number 
of vector bosons coming from self-conjugate boundaries is \ n a(na =F 1), hinting at a gauge 
group S O ( n a) or S p (n a), depending on the overall sign of the Moebius strip. For i =  0, in 
the simple case where the annulus and Moebius coefficients are 1, we get scalars in the adjoint 
of S p (n a). For more general annulus and Moebius coefficients there can be ambiguities in 
interpreting the counting of states, but we expect in general only one interpretation to give 
sensible representations. From the above it is also explicitly clear that the minus sign in (4.32) 
would lead to non-integer multiplicities.
For non-self-conjugate boundaries a =  ac we have
i dt
~ ( A  + M )  =  — (2t ) ~ d /2  Y ,  cfmq ^ hi+m~l) x (4.38)
m> 0
A iaa n a +  A iacac n ac +  A iaac n an ac +  A iac an ac n a +  ( 1) M ian a +  ( 1) M iac n a
We get again positive integer degeneracies if
ÿ ( A ?aa +  Mia) G N0. (4.39)
For i =  0 we get, since A°ab =  ôabc, n an ac vector bosons, which hints at U(na) gauge group. 
For i =  0 and annuli and Moebius coefficients equal to 1, the degeneracy at level zero is 
l ( n a +  n a) +  l ( n a,c +  n ac) +  , which are space-time scalars respectively in the symmetric 
tensor, in the conjugate symmetric tensor and in the adjoint representations of U (na). Again, 
for more general annulus and Moebius coefficients, we expect only one sensible interpretation 
to the degeneracy.
For the non-diagonal annulus case we get
i ( A  +  M) =  j T  | ( 2r i/2 £  +  (4.40)
i,a>b
m 0
Positivity and integrality is guaranteed from (4.27) and from the symmetry of Ai°lb in the 
boundary indices.
4.3.6 U -N IM reps
We have seen that the condition | ( A ,^a +  M ia) E No is the correct integrality condition for the 
unoriented open string. With this we can define a U-NIMrep as an S-NIMrep which further has
2
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Klein bottle and Moebius strips coefficients satisfying \(Zn + Ki) G No and \(A^aa + Mia) G No 
and the polynomial equations of [37]
£  A j M j  =  £  Y j  Mka, (4.41)
b k
MiaMjb =  £  Y  % K k , (4.42)
ab k
with Y j  k an integer, defined by [40]
_ _ s  p  p  *
Yi j k =  V  km. (4.43)
S0mm
These polynomial equations can be derived from (4.28) and can be used to determine the Klein 
bottle and Moebius coefficients numerically. U-NIMreps can only be defined if the invariant 
matrix Zij is symmetric.
4.3.7 Sum m ary of consistency conditions
We can now enumerate the set of consistency conditions the open descendant construction 
should have. The unoriented string theory descending from a closed oriented string theory 
based on an internal conformal field theory that has a symmetric modular invariant torus 
partition function should also be consistent on surfaces with boundaries and crosscaps. For 
that we require:
1. Existence of a NIMrep, i.e. a set of non-negative integers A iab =  A icba satisfying (4.27);
2. Existence of an S-NIMrep, i.e. at least one boundary conjugation matrix C^b such that 
A°ab =  A iac CCb is symmetric in the boundary indices;
3. Existence of a U-NIMrep, i.e. a set of Klein bottle and Moebius strip coefficients K i , M ia, 
such that ^(Afaa +  M ia) and \ ( Z a  +  Ki)  are non-negative integers with K 0 =  +1 and 
M ia =  Mi^cac, and that (4.41-4.42) hold.
This is a set of world-sheet consistency requirements based on positivity and integrality require­
ments of the one-loop partition functions. In section 6 we discuss more general conditions that 
can be used to prove consistency to all orders in perturbation theory, not only at the one-loop 
level.
Note that if one cannot find an S- or U-NIMrep for a given NIMrep, this would mean 
that even though the conformal field theory can in principle3 be consistently defined on all 
oriented surfaces, it is inconsistent in the presence of crosscaps. In the same way one argues 
that a conformal field theory is inconsistent if it cannot be defined on surfaces with boundaries, 
one can conjecture that a conformal field theory is again inconsistent if cannot be defined on 
surfaces with crosscaps. Again, the conjecture that existence of a U-NIMrep is necessary for a 
conformal field theory to be consistent only makes sense if Z ij is symmetric.
3A NIMrep is a necessary but not sufficient condition for consistency on surfaces with boundaries.
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4.3.8 Boundaries and crosscaps from integral data
Solving (4.27) yields the oriented annulus coefficients. This gives us the boundary coefficients 
B ma up to a phase. Next, by finding a symmetrization matrix C^b one reaches the unori­
ented annulus coefficients, which determine B ma up to a sign, provided we know Qm. These 
eigenvalues are in general difficult to find, but if we look at the unoriented annulus coefficients
Aiab = Y 1  SimBmaBmb 9m , (4.44) 
m
we see that we can absorb a factor y7#"1 into B ma and with that define a new boundary coefficient 
B'ma =  \Z9 ™Bma, which can now be determined from (4.44) up to an overall m-dependent sign. 
Getting this new boundary coefficient B '  is much easier than trying to find explicit solutions 
to Qm that are consistent. (In [27], [41] and [42] this was implicitly done.) At the level of the 
one-loop partition functions, determining one boundary coefficient or the other is, of course, 
the same.
The crosscap coefficient can also be recast into the form Y'm =  \ /g™rm, so that we remove 
gm from the problem at the level of partition functions. From (4.33) we can get r', again up 
to an overall sign. If we consider B ' and r', the positivity and integrality problem is invariant 
under r m ^  £mr 'm, B ma ^  £mB 'ma.
C lassify ing algebra
Telling what B ma is exactly can in principle be done because the boundary coefficients are 
expected to form a representation of the ‘classifying algebra’ [43]
BmaBna =  ^  X m J  SopBpa, (4.45) 
P
which is sensitive to the phase/sign changes and should thus determine B ma exactly. Knowing 
the structure constants X mnp would enable us to find also Qm and C m , but unfortunately these 
constants are expressed in terms of model-dependent data like operator product coefficients 
and fusing matrices.
So, at this point we cannot do better than considering the boundary and crosscap coeffi­
cients B'ma and rm when trying to find solutions for the positivity and integrality constraints. 
Accordingly, in the explicit solutions presented below, the boundary and crosscap coefficients 
are B ' and T'. However, in order to keep the notation simple, we will drop the primes from
B 'ma and r m.
M eth od s for con stru ctin g  open  descendants
Starting from a modular invariant torus one can construct its open descendants by finding its S­
and U-NIMreps. This can be done either from first principles or by letting a computer program 
solve the positivity and integrality constraints numerically. One approach is, for instance, to 
postulate boundary and crosscap coefficients and verify they lead to Klein bottle, annulus and 
Moebius coefficients satisfying the positivity and integrality requirements of section 4.3.7. This 
is a good approach if the case at hand has some underlying symmetry which allows an educated 
guess at the boundary and crosscap coefficients.
An alternative way is to search for solutions to the NIMrep equation (either analytically or 
numerically), finding a boundary conjugation matrix and then solve the polynomial equations to
46
4.3 Orientation matters 4. Open descendants
find a Klein bottle and Moebius strip consistent with the positivity and integrality requirements. 
This method can be used in cases where there are no clues as to the boundary and crosscap 
coefficients look like.
4.3.9 O ther consistency requirem ents
The set of consistency requirements of the previous section are essential to have a sensible 
unoriented string theory. In this section we discuss other conjectured consistency conditions 
(also at the one-loop level) that are at the moment on less solid grounds than the ones above.
Amongst these are reality of the crosscap coefficients r m [44] and the (yet unproved) trace 
formula of [37]
A i ST ^ Y JooKr  (4.46)
S oJ
There is not much to say here, except that all consistent models known so far obey these two 
conditions, whereas many models that are inconsistent at other levels also fail to fulfill these 
two conditions.
We turn now to a condition not yet well understood, but which seems to play an important 
role nonetheless.
K lein  b o ttle  constraint
Since Q is a symmetry of the theory, it must respect the bulk interactions and operator products 
[12]. Therefore its eigenvalues should be conserved in fusion: QmQnQp > 0 if N nmp =  0. In the 
spectrum of closed strings the projection is implemented by the Klein bottle, so this suggests 
that [41] [45]
K i K j K k > 0, if N i j k =  0. (4.47)
The Klein bottle projection should thus be preserved in fusion. But this is known to be violated 
in some otherwise consistent cases [42]. However, violations only occur in cases where N i jk > 2 
and even. Since two (or any even number of) anti-symmetrized representations can combine 
into a symmetrized one, it is not clear if these violations should be regarded as an inconsistency. 
What seems to be clear is that violations when N iJ k is an odd number do lead to inconsistenciesiJ
at various levels, so we will take that as a clear sign of trouble. It has been argued in [46] that 
cases involving simple currents like those of [42] the fusion rules which lead to violations of the 
Klein bottle constraint are always even.
In [29] further examples were explored that violated the Klein bottle constraint. Some of 
these, like for instance automorphism invariants of A i;9, also violated other requirements and 
could be discarded, but in the case of extension invariants of Wess-Zumino-Witten (WZW) 
models [47], the extended theory fulfilled the Klein bottle constraint, whereas one of the U- 
NIMreps of the unextended theory violated it.
It is thus clear that Klein bottle constraint is still not well understood and a more rigorous 
formulation of it is necessary.
T adpole cancellation
This consistency condition is well understood, but it is more of a space-time requirement. In 
particular, it allows us to determine the Chan-Paton factors n a.
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The tadpole cancellation conditions see that the whole theory is divergence-free at one- 
loop. Recall that the integrations over the modular parameters for the Klein bottle, annulus 
and Moebius strip go all the way to infinity, thus potentially leading to divergences. The sum 
K  +  M  +  A  leads, in the transverse channel, to
K  +  M  +  A =  j ° °  dt Y  dme-2nt(hm+n-1) ( Y  2-D/2Bmana +  ( - 1 ) ^ ™ ^  , (4.48)
n>0 a
where the factor 2-D / 2 comes from the space-time contribution to the transverse channel and 
£m a relative sign between B  and r , which fixes the Moebius projection. The tachyonic terms 
n =  0 , hm < 1 are highly divergent, but can be regularized by analytic continuation using 
d s e as =  —1/a and are anyway expected to disappear in supersymmetric theories. The 
divergences coming from the mode excitations n  =  1, hm =  0 and internal fields n  =  0 , hm =  1 
cannot be regularized since the analytic continuation gives —1/ 0 , therefore one must require 
that for field with hm =  0,1
Y ^  2 D B mana +  ( —1)<5m0£mXm =  °  (4.49)
a
which can be solved for integer Chan-Paton factors.
The boundary and crosscap coefficients are in general irrational numbers, so one would 
normally expect no solutions to the Diophantine equation (4.49). However, in practice solutions 
seem to be embarrassingly abundant. A thorough study remains to be done to answer why this 
is so. Some steps in that direction have been taken in [48].
It should be noticed that some of the massless tadpole divergences are not necessarily 
fatal [49]. Tadpoles of physical fields can be dealt with by shifting the vacuum into a stable 
background. Tadpoles of unphysical fields cannot couple to a background and therefore must 
be eliminated. Unphysical fields are those that have been projected out by the Klein bottle 
or Moebius strip. In space-time supersymmetric theories there are tadpoles coming from the 
NS-NS sector (Neveu-Schwarz) and tadpoles coming from R-R sector (Ramond). Depending 
on the Klein bottle projection, one of them is physical and the other unphysical. However, in 
these theories, both tadpoles come from the same supersymmetry multiplet, so, if we cancel 
one of the tadpoles, the other is automatically canceled as well.
Tadpole cancellation is, in a way, the analog of modular invariance for open string theory. It 
is an important tool that not only determines the final space-time spectrum but also guarantees 
it will be free of gauge and gravitational anomalies in the low-energy effective action [49] [50], 
just like modular invariance does for closed strings [51].
When a string theory has D-branes that are space-time filling (i.e. that fill out all the non­
compact dimensions), there will be tadpoles, whose cancellation requires introduction of O- 
planes. If the theory has D-branes that are not space-time filling, like the type IIA superstring, 
it can be tadpole free because the solitonic D-brane solutions are localized solutions to the 
equations of motion and these do not generate tadpoles. One can think of this in terms of R-R 
flux cancellation: the flux coming from non space-time filling branes can escape to infinity via 
the non-compact directions orthogonal to the D-brane. But if the brane is space-time filling, 
all these directions are taken. Then the flux has no where to go and must therefore annihilate 
on a source of negative R-R charge, the O-plane.
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4.4 Solutions to  th e  in tegrality  constraints
The first step in the construction of open descendants is a left-right symmetric torus modular 
invariant partition function. The torus provides the operator spectrum, which tells us how the 
representations of the chiral algebra combine into a full conformal field theory. Furthermore, 
it is the object where the unoriented Klein bottle projection acts. A short list of modular 
invariants types is therefore in order.
4.4.1 M odular invariant types  
A u tom orp h ism  invariants
These invariants are characterized by a torus of the form Z j  =  Si,n(jy.
T  =  y  y Xi ài,n{j) Xw{j)- (4.50)
ij
To satisfy T -invariance, the permutation of the chiral labels must be such that hi =  hn(i) mod N . 
Any conformal field theory with a maximally extended symmetry algebra will necessarily be of 
automorphism kind [21].
An important kind of automorphism invariant is the C-diagonal, or Cardy invariant, which 
has Z ij =  Cij =  5ijc. This was the first invariant for which a general solution for the boundary 
coefficients was found [25], that was later generalized to unoriented surfaces in [52]. Diagonal 
invariants have Z j  =  ôij but their apparent simplicity can be misleading as they are sometimes 
inconsistent due to lack of NIMreps [29]. Another way to obtain automorphism invariants is 
by means of simple currents [22]. Simple current invariants form a very large and important 
subset of modular invariants.
E xten sion  invariants
In this case the chiral algebra has unused extended symmetry. There are various types of 
extensions, but the most common ones are simple current based extensions, for which case the 
torus modular invariant is typically of the form
T  =  Y  lxi! + +  x in I2 +  Y  n f  lxf  ^  (4.51)
i f
with f  labeling the simple current’s fixed-points and n f  an integer. This form shows explicitly 
the characters of the unextended algebra combining into a larger character. Extension invariants 
have links to symmetry-breaking boundary conditions [26] [27], but we will not pursue that 
subject here.
There exist also modular invariants that are combinations of automorphisms and extensions. 
A torus of type
T  =  Y  + -----  ^ {Xn(ii) + -----  ^XTT(i„)) +  Y  n f Xf Xi T(f )  (4-52)
i f
would be the general form of such an invariant.
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E xceptional invariants
If the modular invariant is neither C-diagonal nor based in some simple current, the invariant 
is said to be exceptional. Solutions for the exceptional cases are hard to find since there are 
no symmetry principles underlying them. One however can still try a case-specific analysis of 
exceptional invariants.
An exceptional invariant can take many forms when written in terms of characters, so there 
is no typical example thereof. The list of known exceptional is somewhat scattered. For some 
of the results check [53] and section 4.5.3.
4.4.2 The C ardy-R om e exam ple
In this section we introduce a solution originally proposed by Cardy and later extended by 
Sagnotti et al. We also introduce a slight modification of it, which will show up in the solutions 
of the orbifold exceptional invariants of next chapter.
The Cardy-Rome solution takes the C-diagonal torus partition function. For the C-diagonal 
invariant all chiral labels are Ishibashi labels and every chiral field is a transverse field. There is 
thus a one-to-one correspondence between chiral labels and boundary conditions. The boundary 
and crosscap coefficients found by Cardy and Sagnotti et al. are
D S ma ^ P0m fA Bma = - 7==, rm = - 7==. (4.53) 
V S 0m V S 0m
These lead to the following Klein bottle, annulus and Moebius coefficients
Ki  =  Yi00 =  Vi, Aiab =  Niab, Mia =  Yia0 . (4.54)
The vi is also known as Frobenius-Schur indicator [54]. This is an index for a chiral label i, 
such that
{+1  if i is real— 1 if i is pseudo-real (4.55)
0 if i is complex
By means of the following property of Yij found by Bantay [54],
Yi0 k | < N kn , Ytl k =  N k„ mod 2, (4.56)
we can prove that the Klein bottle and Moebius integrality conditions are satisfied. The Klein 
bottle constraint is trivially satisfied because the Frobenius-Schur indicator is conserved in 
fusion. All other consistency requirements are also met.
N on -tr iv ia l K lein  b o ttle s
We can do a little twist of the above by using any simple current the conformal field theory 
may eventually have. Take again the C-diagonal invariant and a simple current J . Postulate 
new boundary and crosscap coefficients [41]
42. = % = , rW = (4.57)
V S mJ V S Jm
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The new Klein bottle, annulus and Moebius coefficients are
K J] = Y i j j  c, A J  =  N (ji)ab, M J  =  Y IJca)J i . (4.58)
Again, one can check that these coefficients satisfy the integrality conditions. The modified 
Klein bottle coefficient can be interpreted as different choices for the symmetrization of the Qm 
projection. Klein bottle coefficients of the form (4.58) go by the nickname ‘non-trivial Klein 
bottle’. Proving integrality can be done using [55]
J I  < N J\ ,  Y j k =  N J k ii mod 2, (4.59)
together with some properties of the S - and P-matrices and a bit of algebra. The Klein bottle 
constraint can be proved using some properties of Yij k and conservation of a quantity called 
‘simple current charge’ in fusion. See [41] for details. Again, all other consistency requirements 
are met.
4.5 U -N IM reps for other invariants
In this section we review some of the current results regarding U-NIMreps for invariants other 
than the Cardy one.
4.5.1 Sim ple current invariants
As we have seen in section 4.4.1, simple currents can be used to construct modular invariant 
partition functions. The question is then what are the open descendants that go with these 
tori.
The first steps in this direction were taken in [56], which wrote down NIMreps for S U (2) 
and some S U (3) WZW models. In [18] U-NIMreps for S U (2) WZW models were written. Then 
in [43] boundary coefficients for automorphism invariants induced by Z2 simple currents were 
given.
Later on, in [26] a generalization of the boundary and annulus coefficients to extension in­
variants was presented. There it was also noticed that from the point of view of the unextended 
theory some of the boundary conditions would break part the symmetry of the extended theory. 
This corresponded to having w’s in (4.5) other than the identity.
In [42], boundary and crosscap coefficients for automorphism invariants that preserve all 
of the extended symmetries were given. This concluded the construction of open descendants 
for Z2 simple current extensions and also included non-trivial Klein bottles. Crosscaps for Z2 
extension invariants were written in [57].
The subject was finally wrapped up in [27] and [58], where universal formulas for a general 
simple current invariant were written down that summarize today’s knowledge of the open 
descendants construction on these models. It is important to stress that these formulas work 
for any  simple current invariant, be it automorphism, extension or a combination thereof and 
can be shown to lead to Klein bottle, annulus and Moebius coefficients that satisfy positivity 
and integrality. The universal formulas provide furthermore a lot of physical insight. For 
instance, the issues of symmetry-breaking boundaries and their relation to unextended and 
extended chiral algebras is now well understood.
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4.5.2 D iagonal invariants
Pure diagonal invariants Z j  =  ôij were tackled in [59] for the case of WZW models. The 
procedure there was to look at an extended chiral algebra A E and consider an orbifold sub­
group thereof, with chiral algebra A, that preserved only part of the bulk symmetry. The 
symmetry-breaking boundaries of the orbifold theory were related to a charge conjugation 
automorphism u  =  C  on (4.4) and these corresponded to the symmetry-preserving boundary 
conditions of the diagonal invariant of the A E-theory.
However, in spite of the simplicity of their torus, diagonal invariants do not necessarily 
correspond to sensible conformal field theories. The point is that some models do not admit 
NIMreps for the diagonal invariant. In [29] some examples were presented where this happens. 
Presumably the orbifold theory does not exist for those examples.
That the diagonal invariant might be unphysical is the surprising result mentioned in the 
introduction. It is certainly an interesting and important problem to be addressed in future 
research.
4.5.3 E xceptional invariants
Exceptional invariants, as the name suggests, typically have no universal mechanism that can 
be used to derive S- and U-NIMreps from first principles. Their analysis is thus usually done 
case by case.
The first results for these type of invariants were the NIMreps of the E-type invariants of 
SU(2) WZW models [56], whose ‘E7’ invariant was later supplemented with U-NIMreps by
[18]. In [28], boundary coefficients for the G2,3 WZW exceptional extension invariant were 
written. Chapter 5 presents S- and U-NIMreps for yet another case, the exceptional invariants 
of extended free boson orbifolds [60]. The free boson orbifolds are an explicit example of how 
one can use the integral data from the formalism developed in the present chapter to induce 
U-NIMreps for a class of exceptional modular invariants.
New results for exceptional invariants were presented in [29]. These are the exceptional 
automorphisms and extensions of WZW models (see [47] for notation). WZW automorphisms 
were classified in [61]. WZW extensions can be related to conformal embeddings (X C Y , in the 
table below and classified in [62]), higher spin extensions (HSE, some of which were classified in 
[63]) or simple current extensions (SC) admitting exceptional U-NIMreps in addition to those 
covered by [27]. In table 4.1 we present the outcome. These results are based on a complete 
computer search.
The data presentation is best explained with an example. Take for instance A2,3. This 
model is first extended by a simple current and then embedded in S O (8). It has 2 NIMreps, 
the first of which gives rise to 2 S-NIMreps and the other to 3 S-NIMreps. Then each of these 
S-NIMreps gives rise respectively to (0+1) and (0+1+1) U-NIMreps.
When the conformal field theory is complex, one can extend either the C-diagonal or the 
diagonal invariant. The latter is marked with an asterisk in HSE*. In the extension invariants, 
following the discussion of section 4.3.9, we have allowed for violations of the Klein bottle 
constraint (but no other condition). These are marked with an asterisk in the U-NIMrep 
column. For more details the reader is referred to [29].
It is possible to get boundary and crosscap coefficients the automorphism invariant models. 
As an example we take E^ g. The boundaries are R ma =  ± - ^  sin (2ttI/17), I =  1, . . .  ,8 with
(2)signs determined by the modular transformation matrix of the twisted affine Lie algebra BJ f4.
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For the extension models it is not possible to extract boundaries and crosscaps from the integral 
data because of the degeneracy labels of Ishibashi states (cf. [29]).
Modular invariant NIMreps S-NIMrej
Aijo C S O ( 5) 1 2
A i,i6 ‘E7’ invariant 1 1
A1,28 C G 2 1 1
A2,3 s c /  C SO (8) 2 2+3
A2,5 C SU (6) 1 2
A2,6 SC 2 2+1
A2,9 C E 6 3 2+ 2+2
A3 2 SC2/ c  SU (6) 1 4
A34 c  SO(15) 1 4
Ag,2 HSE* 1 2
B 2 3  C S0(10) 2 4+4
B2,7 C S0(14) 2 4+4
B 2,i2 C E 8 1 4
B 1 2 2  HSE 1 2
C3 2 C S0(14) 2 4+4
C3 4 C S0(21) 1 16
C4 3 C S0(27) 1 16
C7 2 HSE 2 4+4
C10,1 HSE 1 2
D 7 3  HSE* 2 2+2
D j ,3 HSE 2 2+2
Dq ,2 HSE 2 2+5
Dg ,2 HSE* 3 4+4+4
E6,4 HSE* 2 2+2
E j ,3 HSE 2 4+4
E8,4 automorphism 1 1
F4 ,3 automorphism 1 4
F4 3 C S0(26) 2 4+4
G2,3 C E 6 2 2+2
G2 4 automorphism 1 4
G2,4 C S0(14) 2 4+4
U-NIMreps
1+1
1
1
(0+ 1) +  (0+1  +  1*)
1+ 1*
(0+ 1) +  1 
(1+ 0) +  (1+ 0) +  (0+ 0) 
1+ 1+ 1+1 
0+ 0+ 1+1 
1 +  1
(0+ 0+1  +  1*) +  (0+ 0+1  +  1) 
(0+ 0+1  +  1*) +  (0+ 0+1  +  1)
1
1
(0+ 0+1  +  1*) +  (0+ 0+1  +  1)
1 +  1 +  14 x 0 
1 +  1 +  14 x 0 
(0+ 0+1  +  1*) +  (0+ 0+1  +  1)
1+1
(0+ 0)+ (0+ 2)
(0+ 0) +  (1+ 1)
(1 +  1) +  5 x 0 
(1 +  1 +  0 +  0 ) +  (4 x 0) +  (4 x 0) 
(0+ 0) +  (1+ 1*)
(0+ 0+1  +  1) +  (0+ 0+1  +  1)
1
1
(0+ 0+1  +  1*) +  (0+ 0+1  +  1*) 
(0+ 1) +  (0+ 1)
1
(0+ 0+1  +  1*) +  (0+ 0+1  +  1*)
Table 4.1: NIMreps for exceptional invariants of WZW models
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Chapter 5 
Free bosons
In this chapter we study internal conformai field theories with central charge c = 1 .  From 
the geometrical point of view, these theories correspond to compactifying one dimension of a 
String Theory. For the bosonic case this means going to D  =  25, and for superstring theories 
to D  =  9. If one takes tensor products of various of these theories, one goes further down in 
dimension, so, restricting oneself to the c = 1  case is only limiting as far as it means selecting 
one of the possible branches in the huge tree of compactification possibilities.
We concentrate on c = 1  conformal field theories that are not tensor product theories nor 
the limit n  ^  œ  of Virasoro minimal models [64]. This restricts us to a few cases only. For 
these cases the chiral algebra can have extended symmetries, which we will take into account in 
order to lower the number of primary fields so that a rational conformal field theory is reached. 
With the models identified, the integrality conditions will be used to write down boundary and 
crosscap coefficients.
5.1 C lassification o f c =  1 theories
The space of c = 1  theories is summarized by the following picture
Figure 5.1: The space of c = 1  theories (with a'  =  2)
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We see there are three types of c = 1  theories: free bosons (horizontal line), orbifolds thereof 
(vertical line) and three special theories, nicknamed TOI (three dots). The lines are the moduli 
space of a continuous parameter. For the free boson we call it R  and for the orbifold Rorb. 
There is no formal proof that this picture is complete, and there are indeed indications that it 
is not [65].
Free bosons
These are simply conformal field theories of a compact field X , with the same classical action 
of the bosonic string X ( a , r ), subject to periodic boundary conditions
X ( a , r ) ~  X ( a  + 2 n , r ) +  2 n u R ,  (5.1)
with u  the winding number. This relaxed periodicity condition, as compared to the usual closed 
string X ( a , r ) =  X ( a  +  2 n , r ), reflects the fact that the space-time coordinate X  is periodic, 
with u  the number of times the string winds around the compact dimension. The geometrical 
interpretation corresponding to this conformal field theory is that of a coordinate compactified 
in a circle of radius R. At special values of the radius R  the chiral algebra extends, as we will 
see below.
The free boson theory at radius R  is actually equivalent to the same theory at 2/ R.  This 
is T-duality (see below). Because of it, it is enough to consider only R  e  [-s/2, +oo] to get all 
inequivalent free boson theories. We could have chosen [0, \/2] instead (the dashed line in fig. 
5.1), but the choice above is more convenient for our purposes.
Free boson  orbifolds
This is the same compact field X , but this time with the identifications
X ( a , r ) ~  X ( a  + 2 n , r ) +  2nuRorb, X  ~  —X .  (5.2)
Geometrically, the orbifold theory can be interpreted as compactification in a line segment. Of 
all the c = 1  theories, orbifolds have the richest structure.
The line that represents the moduli space of the orbifold theory actually touches that of 
the free boson: the free boson theory at R  = 2\[2 is the same theory as the orbifold of the free 
boson at self-dual radius R ovb =  \/2.
TO I theories
These were discovered by Ginsparg in [66] by taking special orbifolds of the R  = \[2 circle the­
ory. Boundary and crosscap states were investigated in [67], using the simple current methods 
of [27] together with the formalism of [26]. Higher-loop consistency conditions of TOI models 
will not be checked, so these will be skipped from now on.
5.2 E xtended  free bosons and orbifolds
Here we present some details regarding the free boson and orbifold conformal field theories with 
which we will work throughout the rest of this book.
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5.2.1 Free bosons
The compactified free boson conformai field theory is defined by the action
5  =  — [ cî2(T daX æ X ,  (5.3)
4na '  J
with the free boson field subject to the periodicity X ( a , T ) =  X ( a  +  2 n , r ) +  2nR. We use 
the conventions of [68], except for the closed string periodicity, on which we use a conformal 
dilation (a, t ) ^  (2a, 2 t ) to arrive at the same periodicity conventions of (2.9).
After canonical quantization, the general solution for the compact free boson quantum field
is
X ( a ,  r)  = q + a 'p r  +  w R a  +  -  V  - a ne-'m[T+(j) +  (5.4)
2 n  nn=0
with q , p , a n the usual position, momentum and creation/annihilation operators. The operator 
w  is the winding operator. Winding modes are a typical stringy phenomena; they cannot exist 
for point-particle field theories because particles cannot wrap. Single-valuedness of the string 
wave-function around the compact dimension requires
eipX (a+2w,r ) =  eipX(a,r ) , (5 .5)
which restricts the eigenvalues of the string linear momentum to the Kaluza-Klein values p  =  
n / R ,  n  G Z . We now split X  into left- and right-components X ( a ,  t ) =  X l (t  +  a ) + X R (t  — a). 
Defining left- and right-momenta we get
X (a , r) =  qL +  qR +  ^a''pL(r +  a) +  ^ a ' p R{T -  a)
+  ^ v/2^7V  - a ne-'m{T+a) +  - a ne-'m{T- a\  (5.6)
2 n nn=0
with p L,pR the left and right momentum operators, which have eigenvalues respectively
n  m R  n  m R  
P l  =  - s  +  — , p r  =  - ^ ----------r -  5 -7R  a ' R  a '
The integers n, m  are usually referred to as momentum and winding numbers. (The winding 
number is the eigenvalue of the winding operator w.) In the following, we take the convention 
of fig. 5.1 and set a'  =  2. Note that interchanging simultaneously n  ^  m  and R  ^  2 / R  leaves 
the spectrum invariant - this is the statement of T -duality.
We now go from the cylinder coordinates (a, t ) to the usual coordinates on the complex 
plane (z, z) via the conformal transformation
z =  ei(r+CT), z =  ei(r- CT). (5.8)
In terms of the coordinates on the plane, the free boson quantum field becomes
X ( z , z )  = gL + q R -  i (pi  log z + p R logz)  +  (a„z~n +  a„ z~n)
n=0
=  X L( z ) + X R(z). (5.9)
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The free boson chiral algebra contains the Virasoro algebra, generated by 1 and T (z), and 
the operator d X ( z ) 1 . Note that due to the logarithmic branch cut when z ^  e2niz, the field 
X ( z ,  z)  itself is not  a conformal field. The conformal fields are instead combinations of highest- 
weight states of the free boson algebra that are created by acting on the vacuum state with the 
so-called vertex operators
: IPl ,Pr ) = V ;W 0 ,0 ) |0 } , (5.10)
where p L,pR are left and right momentum eigenvalues and the dots :: denote the usual normal 
ordering of the oscillator modes a n. In order to keep the notation uncluttered, we drop the 
dots from now on, with the understanding that all vertex operators are normally ordered.
If one considers the Virasoro algebra only, all the VPL,PR(z, z) are primary fields, but we can 
use extra symmetries to extend the chiral algebra further. Considering integer spin currents of 
the form
Vx = eiXX{z\  X2 E 2Z, hVx = \ x 2. (5.11)
These are simple currents and can be used to extend the chiral algebra [19]. As in any ex­
tension, the representations of the chiral algebra enlarge and fields that were primary before 
the extension can become descendants afterwards. For the free boson what happens is that 
the infinity of states created from VPL,PR(z , z )  can be reorganized into a finite set of primary 
fields ÿ kk (z , z )  and the extended conformal field theory becomes rational. By considering the 
operator product expansion of the vertex operators with the chiral extension currents
Va(~) Vpl,pr(w , w ) ~  (s -  w )plX e<(pL+x)X(w)+pRX^ )) +  • • • (5.12)
we see that if operator locality (no branch cuts) is to be preserved, the extension is only possible 
when R2 =  2N , with N  positive integer. For more details of this construction see for instance
[19] or [68].
The extended free boson conformal field theory contains the following set of chiral fields
Field weight description diagonal vertex operator
0 0 identity 1
k  =  1, . . .  , 2N  — 1 J^ 2/ A N  charged fields
Table 5.1: Free boson chiral labels
We added a column with the form of the vertex operator for the diagonal theory Z j  =  ö j , with 
whom we can calculate the correlators which will be needed to test perturbative consistency 
at higher loops. We use the term ‘chiral field’ or ‘chiral label’ to designate chiral halves of 
full conformal fields. The labels lead then to <pki,(z,z) . Again, full conformal fields are
objects in A  O A ,  whose precise form is determined by the modular invariant. Of the charged 
chiral fields, k  =  N  is real ($ k =  $k), the others complex ($ k =  $k).
The operator product expansion of the full conformal field in the diagonal theory can be 
evaluated explicitly by manually redoing the normal ordering. The result is
2  ij
<pi(z,z) (f)j(w,w) ~  \z — w  1^ 2 (f)i+j ( w , w )  +  • • • (5.13)
1We abbreviate dzX'l (z ) by d X( z )  and ô~X r {z ) by dX{z) .
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Since in the diagonal theory the left-right coupling is i =  i, we abbreviate C i . - kk to C j  (and 
likewise for the primary fields ^  ^  0 i). So we see the operator product coefficients in this 
field normalization are simply =  1. Note also that a primary field 0 a+b will not exist
if a +  b > 2 N . In this case the operator product is into 0 2N-a-b, at a descendant  level. This is 
because from the unextended point of view ^ a+b for a +  b > N  was a primary field, but in the 
extended theory it becomes a descendant. Another important operator product is
- d X ( z ) d X { z )  (pk(w, w)  ~  — -^ —- (pk(w, w) H-----  (5.14)
\ z  — w\
from which we get the orbifold theory operator product C j ^ f k =  (see below).
The extended free boson chiral algebra is generated by 1, T (z ) ,  d X  (z), einRX(z). This is the 
U (1) affine algebra at level 2N , or in short U (1)2N, which is why the compactification radius 
of the free boson is sometimes referred in the literature as R u (i).
Free bosons open  descendants
The construction of open descendants for the case of free bosons is very simple because all 
possible modular invariants are just simple current automorphism and extension invariants. 
For these, the boundary and crosscap coefficients can be calculated using the formalism of [27].
5.2.2 Free bosons orbifolds
We can take an orbifold of the extended free boson theory by dividing out the Z2 symmetry 
X ( z , z ) ^  —X ( z , z ) and keeping the states invariant under this symmetry. This projects out 
part of the spectrum, so the chiral algebra will not contain contain the operators d X ( z )  and 
emRX(z), but we can still form invariant combinations such as cos ( n R X (z)). From now on we 
will be working with the orbifold theory exclusively, so we drop the subscript from Rorb.
Since the unprojected field content was complete, removing some of the fields renders the 
theory non-local, e.g. branch cuts will appear in some operator products. To restore consistency 
one has to add new fields, the twisted sector fields. The chiral field content of the extended 
orbifold and diagonal vertexes turns out to be
Field weight description diagonal vertex operator
0 0 identity 1
J 1 simple current —d X ( z ) d X ( z )
N / 4 splitting of $jv 2 sin (% X (z ) )  sin (%X_(z))
$ 2 N /4  splitting of 2 cos (^-X(^)) cos (^ X (c ))
k =  1, . . .  , N  — 1 Jî2/ A N  fixed points of J  v^cos (^ (X ( z ) +  X (c)))
a 1>2 1/16 twisted sector (see below)
r1)2 9/164 twisted sector (see below)
Table 5.2: Orbifold chiral labels
We have inserted some overall normalizations to ensure that the two-point functions are pro­
portional to unity. We did not include the explicit form of the twisted sector vertex operators, 
since these will not play a role2. The simple current J  can be used to extend the orbifold theory
2 The explicit form can be found for example on [69].
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back into the parent free boson theory at R2 =  2N . The diagonal vertex operators coming 
from $ i , i = 1, 2 form the conformal field f t ( z ,  z ) and likewise the diagonal vertex $ k gives rise 
to ÿ k( z , z ). The form of the vertex operators for the diagonal conformal fields 0 1,2 and ÿ k is 
slightly different, even though they come from similar free boson fields, but this but a straight­
forward generalization of the vertex operators one gets by studying the equivalence between 
orbifold N  =  2 and the tensor product of two Ising models (see for instance the textbook [70] 
or [71]).
F ield  com plexification  for N  odd
The conformal fields 0 1,2 behave differently depending on whether N  is odd or even. They are 
real fields for N  even and complex fields for N  odd. The twist fields also show this behavior. 
Since the orbifold vertex operators (5.2) will always give rise to real fields, for the N  odd case 
one must complexify the f t  fields by means of the following complex linear combinations
1 1 1
0 1 =  ^ = (0 1 +  i0 2), cn =  - 7^ (<7i +  icr2), Ti =  - 7=(ti +  ir2)
V 2
1
V 2
1
\/2
1
(f = -  'l4> ), ^2 =  —^ (tfi -  1^ 2), r -2 =  —7=(ri -  ir2).
y / 2 ^  Z y/2
These are the true conformal fields for N  odd.
v T
(5.15)
O rbifold fusion rules
The fusion rules of the orbifold theory are needed to find the NIMreps. Since the orbifold 
S -matrix depends on the compactification parameter N  [72], the orbifold fusion rules change 
accordingly. In the following we define
\k\ if —N  < k < N , k  =  0 
[k] = \  2 N  — k  if k >  N  
2 N  +  k  if k <  —N
This is to make sure the labels of $ k fall into the allowed range k  =  1, 
we have fusion rules (with $  standing for any field and taking i =  j ),
0 X $  =  $  J  X J  =  0 J  X $ i =
J  X $k =  $k J  X Oi =  Ti J  X Ti =  Oi
(5.16)
, N  — 1. For N  even
$ X =  0 X = J $ i X Nk
$ X Oi =  O3 X O3 =  Ti (N/2 odd)
$ X Oi =  T X Oj =  Oi (N/2 even)
Xk
&
$k = 0 +  J  + $[2k]
Xk
&
$N -k = $ 1 + $ 2 + $[N -2k]
$k X =  $[k+l]
$2k X Ti =  Oj +  T3 
$ 2k— 1 X Oi =  Oi +  Ti
$[k-[ —l]
(5.17)
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Cases not covered by this table can be derived from it using the totally-symmetric nature of 
N ij k (all indices lowered). For N  odd the fusion rules are mostly the same, but there are a few 
changes
$ i x $ i =  J  $ i X $ j =  0
$ i X Oi =  Oj $ i X Oj =  Ti ((N—1)/2 odd) (5.18)
$ i X Oi =  Tj $ i X Oj =  Oi ((N—1)/2 even)
The reader interested in more details about the orbifold construction is referred to [19] and
[72].
5.3 O pen descendants for orbifolds
Most of the modular invariant partition functions of free boson orbifolds are just simple current 
and extension invariants. The boundary and crosscap coefficients for these cases are straightfor­
ward to evaluate by means of [27]. However, the orbifold possesses a class of modular invariants 
that is exceptional. In some cases, it is possible to find some underlying symmetry principle and 
from it derive boundary coefficients [28], but in general this is not possible and the only way 
to solve the problem is empirically. This is the case for the orbifold: its exceptional invariants 
are related to automorphisms of the fusion rules that are not related to any simple current. 
From the geometrical point of view, exceptional invariants correspond to compactifications on 
a circle of fractional radius. The results of this section appeared in [60].
T h e excep tiona l torus
The exceptional invariant of the orbifold theory can be built using an automorphism u  whose
simultaneous action on all labels of a fusion coefficient leaves the coefficient invariant: N--k =ij
N w(i)wjj)w(k). This automorphism acts non-trivially on the chiral labels $ k only, as described in 
appendix A. The torus modular invariant partition function is then
>' =  Y  SiMi) Xj(r)-  (5.19)
ij
This torus will be modular invariant for N  odd and such that its prime number decomposition 
contains at least two different prime factors [53] [61]. The first N  that comply to these require­
ments are 15, 21, 33, 35, 45, etc. In this thesis we will focus on the case N  =  p 1 x  p 2, with 
p 1 < p 2 and both prime. The automorphism acts in such a way that the fields3 $ k, k  =  p1,p2 
couple with themselves on the torus (self-couple), whereas the remaining $ k couple amongst 
themselves crosswise. Since the $ k are real, the transverse fields (or Ishibashi labels) are 0, J  
and $ k, k  =  p 1 ,p2, in total p 1 +  p2 of them.
We can construct another exceptional invariant replacing ôit^(j) with the charge conjugation 
matrix Ci:W(j) in (5.19). We will call the two invariants as “diagonal +  automorphism” (D+A) 
and “Cardy +  automorphism” (C+A) respectively. In C+A $ i ,Oi ,Ti become transverse fields, 
raising the total number of these to p1 +  p2 +  6 .
Geometrically, these two tori correspond to free boson compactification on the fractional 
circle of radius R2 =  2p1/p 2 and its T -dual.
3We denote by p  multiples of p, with zero included, when possible.
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K lein  b o ttle  projections
Having the torus, we can look for the Klein bottle projection. As usual, the Klein bottle has to 
be such that non-transverse fields do not propagate in the transverse channel; in other words, 
that their crosscap coefficient r  vanishes. The simplest way to get r  is to invert (4.15), from 
which we conclude that the signs £j =  K j  /Z j j  of the direct channel Klein bottle have to be 
such that
T2 =  Y  Sij£ jZjj  =  0, ^i  : Ziic =  0. (5.20)
j
In the D +A  case this condition is satisfied for the “trivial” Klein bottle projection, K i = 1  for 
all the fields coupling diagonally on the torus. By the mechanism explained in chapter 4, the 
simple current J  generates a second Klein bottle, this one with K i =  —1 on the four twist fields
Oi and Ti and K i =  1 for the other diagonal fields. There are several other Klein bottle choices 
that satisfy the sum rule (5.20), but if in addition we impose the Klein bottle constraint these 
are the only two that are allowed.
In the C+A case we observe first of all that surprisingly the trivial choice K i = 1  for all 
the fields coupling diagonally on the torus violates the sum rule (5.20). There are however 
several Klein bottle choices satisfying the sum rule, and two of them also satisfy the Klein 
bottle constraint. One has K$fc =  —1 when k  is an odd multiple of p1 and K i =  1 for the 
remaining fields coupling diagonally on the torus, and the other has K$fc =  —1 when k  is an 
odd multiple of p2 and K i =  1 for the remaining fields coupling diagonally on the torus. These 
two Klein bottle choices are again related by the action of a simple current, this time
A nnulus and M oeb ius strip
For the two aforementioned Klein bottles of D +A  and C+A it is possible to numerically solve 
and symmetrize the NIMrep equation (4.27) and derive unoriented annulus coefficients for low 
N . By inspection a general formula for an annulus for arbitrary N  =  p1 X p2 can then be 
postulated. Finally, using (4.15) we can solve for boundary and crosscap coefficients to get a 
complete set of boundary and crosscap coefficients.
Working backwards, starting from the boundary and crosscap coefficients discovered, one 
can check positivity and integrality of the postulated Klein bottle, annulus and Moebius strip. 
The proof, albeit straightforward, is rather lengthy and will therefore not be written here. One 
needs simple algebra plus the Gauss summation formula [73]
N  -Kl f  g 2 \
=  for N  0 ^d,  (5.21)
k=1
to simplify the expressions arising.
5.3.1 D + A  invariant
The boundary and crosscap coefficients of the D +A  torus are as follows. We define U-crosscap 
coefficient as Um = \ZS0mTm. This is the analog of the reflection coefficient R ma =  \ /SomB ma. 
Recall also that the reflection coefficient includes the orientifold factor s f c f 1.
The D +A  invariant has one NIMrep, which can be symmetrized in four ways. Of these 
four S-NIMreps, three do not admit U-NIMreps and are thus viewed as unphysical. The fourth 
S-NIMrep leads to two U-NIMreps.
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D + A  crosscaps
For the D +A  case and trivial Klein bottle, the U-crosscap coefficients are
0 J $ i Ti
Um 1 (  1
2 V v ^  +
1 )
y/PÏJ 1 (  12 Vv7^ ~ h )  0 ■
i i
k=2pi k=2p2
. 0 0
The dots stand for zero entries and the under-brackets show exactly for which k  is the $ k 
U-crosscap coefficient non-vanishing. We used the sign freedom Um ^  s mUm, R ma ^  £mR ma 
to define the coefficients such that for this Klein bottle they are all positive.
The second Klein bottle, with K i  =  —1 for the twist fields, has U0 and Uj  interchanged 
and also a minus sign for $ k> k  =  2 p . Note that for both cases all non-transverse fields have 
vanishing U-crosscap coefficient, as expected.
D + A  boundaries
Before displaying the reflection coefficients, we first classify the possible boundary conditions 
that are found from inverting the annulus. It turns out that three types of boundary conditions 
are possible:
•  Type b. This type contains two boundary conditions, b1 and b2, regardless of N .
•  Type a\. These split further into two subsets, a \ f  and a f , with f  an odd integer ranging 
from 1 to p 1 — 2. Each of these subsets contains thus (p1 — 1)/2 boundary conditions, 
amounting to p 1 — 1 boundary conditions coming from this type of boundary.
•  Type a2. Similar to type a1. It splits into subsets a2f  and a'2f  (with odd f  ranging from
1 to p 2 — 2 this time). It contains p 2 — 1 boundary conditions.
There are p 1 +  p 2 boundary conditions in total, as many as the transverse fields.
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The reflection coefficients are the same for both Klein bottle projections, as there is only 
one physical S-NIMrep. These are
0 J $ l Oi n
Rm,bi
1
s /W \
- 1
s /W \
0
2 (—1)”
‘ ' '
k=2np2
0 0
Rm,bn
i
\ j 2p 2
1
\ j 2p 2
0
2 (—l ) n 
' ' ' 
k=2npi
0 0
Rm,a\ ƒ
1
V W i
- 1
\ß P \
0 ( i f )
■'
k=np2
0 0
1 - 1
0 .
2( - l ) ” coS( f f )
. 0 0
V W i sJW l V W i ’ ’
' -----------------------V-----------------------'
k=np2
Rm,a.n ƒ
1
\ j ‘2p ‘2
1
\ j 2p 2
0
’ \  \ / 2p 2 ^ ’ ’ 
k=npi
0 0
Rm,a'r,f
1 1
0 .
2( - l ) ” coS( f f )
. 0 0
\ ß p 2 \ ß p 2 \ ß p 2 
' -----------------------V-----------------------'
k=npi
(5.23)
As expected, the non-transverse fields have vanishing reflection coefficients. Suppressing the 
zero columns in (5.23), we come to an orthogonal, invertible square matrix, as required by the 
completeness conditions. Note that for the limiting case f  =  pl the boundaries alf  and alf are 
both equal to bl. It is however convenient to treat the b-boundaries separately.
The boundary conjugation matrix is trivial. All boundaries are self-conjugate. With the 
knowledge of the U-crosscap and reflection coefficients we can now calculate direct channel 
annulus and Moebius strip coefficients.
D + A  annulus
For briefness we present only the diagonal annulus Afaa, which contains the most important 
information concerning integrality. The remaining off-diagonal annuli A iab, a =  b can easily be 
derived too. Using (4.15) we get
A i,bi ,bi 
A i .bn bn
A • =  A ■ , ,r -^i,aif ,aif i,a'if >a'if
Ai Ai
0 J
1 1 1 
1 1 1 
1 1 0 
1 1 0
2 .
k=pi
k=p2
1 2
k±f=even pi k=even pi
. 1  , . . . ,  . 2
k±f=even p2 k=even p2
We dropped the superscript ^ because there is only one S-NIMrep.
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0 0 
0 0 
0 0 
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D + A  M oeb ius strip
Evaluating (4.15) for the trivial Klein bottle projection gives us the Moebius strip of the first 
U-NIMrep
0 J $ i Vi Ti
Mi,b i 1 1 1 . . . , ^  , . . .  
k=odd pi
0 0
Mifo 1 1 1 ^  ,■■■
k=odd p 2
0 0
M i>aif = M i< f 1 1 0 .
k±f=even pi
. 0 0
M im f  = M l A f 1 1 0 .
k±f=even p2
. 0 0
(5.25)
For the second U-NIMrep the Klein bottle has K i  =  —1 on the twist fields and the Moebius is
0 J $ i Vi Ti
Mifi i - 1 - 1 1 . . . ,  ^  , . . .  
k=odd pi
0 0
£ b i 1 1 —1 ■ ■■, —2  ,■■■
k=odd p2
0 0
M%aif = — 1 —1 0 .
k±f=even pi
■ 0 0
Mimf  =  M%Aj 1 1 0 .
k±f=even p2
■ 0 0
(5.26)
It is straightforward to show that (5.24-5.26) respect the positivity and integrality conditions 
for the open sector and that (5.23) leads to a positive integer off-diagonal annulus A iab.
Note also that both Klein bottle projections come from the same S-NIMrep. The difference 
lies in the signs of the Moebius, so for the two cases some branes are identified with different 
signs.
5.3.2 C + A  invariant
Most quantities are similar to the D +A  case, but there are some differences nevertheless. 
There is again one NIMrep which leads to two S-NIMreps, each of which in turn produces one 
U-NIMrep.
We present the results for the Klein bottle with K =  —1 when k  is an odd multiple of p1 
and K i =  1 for remaining the fields that couple diagonally on the torus. Since in the C+A case 
no quantity is proportional to the difference p1 — p2, the results for the second Klein bottle are 
obtained by simply interchanging pi ^  p 2 on the formulas below.
C + A  crosscaps
The U-crosscap coefficients are
0 J $ i Ti
Um
1
2v/p2
1
2v/P2
1
2a/Pi
1
■ ’ ’ 
k=odd p2
l
■ ■  ’ ^
k=even pi
■ 0 0
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C + A  boundaries
Next we classify the possible boundaries conditions. As in the (D+A) case we get a certain 
number fixed boundaries along with an expanding part which depends on the odd parameter 
f .
•  Type a, b, c, d. There are two subtypes of a-type boundaries, a and a' which are real (as 
in self-conjugate). The boundaries b,c and d are unique but complex, thus admitting 
conjugate boundaries b',C and d' respectively. In total these four types generate eight 
boundary conditions.
•  Type E f . This type of boundary is real and splits into subtypes E f  and E f , with odd f  
ranging from 1 to p i — 2 , and contributes with a total of p i — 1 boundary conditions.
•  Type F f . This type is complex and thus splits into Ff  and its conjugate F f , with off f  
ranging from 1 to p2 — 2 , and contributes with p2 — 1 boundary conditions.
The total number of boundaries is thus p 1 +  p2 +  6 , as many as the transverse fields, as expected.
The reflection coefficients are
0 J $ j $ k Oj
i
Vs
i
VsRm Vspï VW! VW! ’ v ^ r  ’
k=np2
-1
Vs
- i
VsRm Vspi Vspi Vspi
1
V^pi
k=np2
R m,b -1Vspï Vspï Vspï
(-d”
1
k=np2
j
Vs
lcri j 
Vs
ein^ ij/ 4 _e} naiji4
R m - i  ieaijVsp2 Vsp2 Vsp2
(-1)”
1 1 
k=2npi
1 ^ 5  1
k=(2n- 1)pi
Vs Vs
e ^ i j n  e} naij /4 (5.28)
Rm,d -1
leal,
Vsp2 Vsp2 VSP2
(-1)”
1 ' 
k=2npi k=(2n - 1)pi
Vs
, T ( 2 n  — l ) J ~ s
Vs
Rm,E
2 ( - l ) ’1 c o s t a l / )
VWL VWÏ \/2pï V^ Pl ’-V
k=2np2 k = { 2 n — l ) p 2
1 1 - 1 2 ( - 1 ) ’1 c o S ( ^ £ ) t
o
V2Pi V2Pi V‘2pi •’ v^T ’ V2pi
- J
k =2 np2 k = ( 2 n - l ) p 2
1 -1 iaij 2 c o s ( ^ f a £ )  - v 2p2 ' - 2  i S f ( - 11”  e i n
R m,Ef
R m,Ff \/2p2 \/2p2 \/2p2 \/>2 
k =2 npi
\/>2
k=(2n -1)pi
j
1 1 1
1 1 1
1 1
1
1
1 1 1
e =  (—1)(w+1)/2, ôf =  (—1)(pi+f)/2, „ j  =  2^1 j — 1.
Again, both the U-crosscap and reflection coefficients vanish on the non-transverse fields.
The reflection coefficients for boundary conditions b', d , d '  and Ff  are simply the complex 
conjugates of their unprimed counterparts. The boundary conjugation matrix is off-diagonal 
for b, c, d and F f , with the primed boundaries as conjugates.
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Since we have two S-NIMreps we must use the label Q in the annulus coefficients. Define 
Q1 and Q2, with the latter standing for the data with p1 and p2 interchanged. The diagonal 
annulus and Moebius strip that go with the U-crosscap and reflection coefficients of (5.27-5.28)
are
C + A  annulus
a:>„ =  ai,a,a " i,a',a'
A^x _ A^x
A i,b,b =  A i,b,b
A ^ x _ A^x
A i,c,c =  A i,d,d
A **x _ A*lx
A iC,cf =  A i,df,df
A ^ x _ A^x
A i,Ef ,Ef =  A i,Ef ,Ef
A x^ _ A^x
A i,Ff ,Ff =  A F' F ' Ff ,Ff
O J  $ 1 $ 2
1 0 0 0 ■■■ , ^  ,■■■ 0 0
k=even p 1
0 1 0  0 ■■■ , ^  ,■■■ 0 0
k=even p 1
0 0 0 1 ■■■ , ^  ,■■■ 0 0
k =odd p 2
0 0 1 0 ■■■ , ^  ,■■■ 0 0
k =odd p 2
1 1 0  0 ■, ^  ,., ^  ,■ 0 0
k±f=odd pi k=even pi 
0 0 1 1 ., ^  ,., ^  ,. 0 0
k±f=even p‘2 k=odd p‘2
(5.29)
C + A  M oeb ius strip
Mi_a =  M,a'
Mi,b =  Mi,b>
M i,c =  M i,d
Mi,c =  M i d
M e
M i,E
M i,Ff
M i
O J  $ 1
1 0  0 0
0 1 0  0
0 0 0 1
0 0 1 0
1 1 0  0
1 1 0  0
0 0 —e e
0 0 e —e
k=even p 1 
k=even p 1 
■ , ^  ,■• 
k=odd p 2 
k=odd p 2
k f =odd p 1 
k±f=odd pi 
, ^  , 
k±f=even p‘2 
, ^  , 
k±f=even p'2
0 0 
0 0 
0 0 
0 0 
0 0 
0 0
0 0 
0 0
(5.30)
Positivity and integrality of the diagonal annulus and Moebius strip is explicit. Again it can 
be shown that (5.28) leads to positive integer off-diagonal annulus.
Since in B maQmCmB mb only Qm depends on the orientifold projection, we can determine 
the ratio Q^/Q^ by expanding and analyzing the annulus coefficients for both U-NIMreps. We
x
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find that the orientifold ratio is ± i  for m  a twist field and ± 1  on the other fields. The Qm turn 
out to be phases, which is not a problem provided Qm =  (QmC)*.
We see that the exceptional invariants of the orbifold theory are conformal field theories with 
a very rich structure that displays many theoretical properties. A possibility for future work 
would be to generalize the results of this section to arbitrary N  =  n n pn . It would also be nice 
to determine more of the quantities involved, like for instance Qm . As mentioned before, this 
requires knowledge of fusing matrices. These matrices are also needed to examine consistency 
at higher loops. This is the path we now turn to.
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Chapter 6 
Consistency of the perturbative 
expansion
In the last chapters we presented positivity and integrality requirements that can be used 
to build a consistent String Theory. When met, these one-loop requirements ensure a sensible 
spectrum. One might then wonder how can perturbative consistency be checked to higher orders 
in string perturbation theory, particularly since as the Euler number grows, direct evaluation 
of the possible diagrams gets nigh impossible. The solution is to use some sort of induction 
mechanism, from which consistency at order N  would imply consistency at order N  + 1 .
Such an induction mechanism exists and it is called “sewing constraints”. It works as 
follows. When one sews together two world-sheet surfaces that individually lead to consistent 
transition amplitudes, in the sense that the latter are unambiguous and factorize correctly, the 
resulting surface will have consistent transition amplitudes as well, if the sewing constraints 
are satisfied. These constraints have been developed step by step, starting with the closed 
string constraints of [7] [74]. Later on, in [8] constraints involving oriented open strings were 
formulated. Finally, in [9] constraints for unoriented strings appeared. The sewing constraints 
are definitely necessary for consistency, although it is not yet clear they are sufficient, because 
a complete analysis for surfaces with crosscaps has not yet been done.
The explicit form of the various sewing constraints equations all have one point in common: 
they need specific data from the conformal field theory at hand. This was not the case with 
positivity and integrality of the closed and open sectors; there the results were general and 
needed only very basic data like conformal weights, the S -matrix and the modular invariant. 
For checking the sewing constraints, in addition to the basic data we will need also information 
from the theory’s correlators. To prove perturbative consistency of a String Theory one would 
in principle have to find or postulate this information and verify that it indeed is a solution to 
the sewing constraints.
The sewing constraints actually relate some of the model-specific quantities, so not all of 
them need to be independent. Following this line of reasoning, in [39] it is shown that the 
knowledge of chiral data and a special symmetric Frobenius algebra is sufficient to generate 
correlators of a full conformal field theory and to prove that they will automatically satisfy 
the sewing constraints on oriented surfaces. In particular, knowledge of only one conformally 
invariant boundary condition is enough to build the remaining ones and to derive the form of 
the torus and annulus partition function. The method of [39] provides a lot of data, but it uses 
properties of the case-specific fusing and braiding matrices, which would have to be computed 
for each case, should one be interested in precise figures of the chiral data. The fusing and
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braiding matrices are therefore a very crucial piece of data upon which much of the conformal 
field theory revolves. It is therefore the aim of the final chapters of this thesis to go as far as 
possible into the explicit evaluation of these quantities for c =  1 theories.
Before doing this, we briefly review sewing constraints explicitly to show where they come 
from. For this purpose we review also boundary conformal field theory.
6.1 B oundary conform al field theory
In the same way closed strings can be mapped to a complex plane, open strings can be mapped 
into a complex half-plane with Re(z) >  0. Time flows again in circles from z =  0 to infinite and 
the real line Re(z) <  0 corresponds to the the open string end point at a  =  n  and Re(z) <  0 to 
the end point at a  =  0. In chapter 3 the closed conformal field theory was studied, so now it 
is time to have a look at the open string conformal field theory, which is conformal field theory 
on the half-plane (instead of the full plane, which is the sphere).
In chapter 4, the boundaries of the annulus were analyzed in the transverse channel, where 
they were defined in terms of Ishibashi states, which are again closed string states. Because 
of closed-open string world-sheet duality, we would then like to know what happens at a true 
boundary of a surface where a conformal field theory lives. If the two ends of an open string 
have different boundary conditions, say a and b, there must be some disturbance along the 
real boundary line Re(x) =  0 such that the boundary condition changes from a to b. That 
disturbance is called a boundary field. This can be seen from the picture
Figure 6.1: Boundary field
The boundary field ^ b(x) is then an insertion at point x  in the real line mediating the change 
from boundary conditions a to b, which has a chiral label attached. An heuristic way to see 
why the chiral label appears is to notice that if we sew two half-planes through the real line, we 
get a full complex plane, where fields have the two holomorphic and anti-holomorphic labels. 
It is natural then for the boundary fields to have only one chiral label.
The number of boundary fields ^ab(x) depends on the torus modular invariant. The invari­
ant determines how many Ishibashi states there are, which is equal to the number of independent 
conformally invariant boundary conditions. Then the number of irreducible representations of 
the extended chiral algebra gives the number of chiral labels. Acting on the boundary field 
with the creation operators of the chiral algebra generates boundary descendant fields.
6.1.1 B oundary operator products
Naturally, one can have more than one boundary field present at the real line of the complex 
half-plane. This corresponds to an array of open strings scattering off a disk diagram. Then 
two questions arise: what happens when two boundary fields come close to each other and 
what happens when a bulk field approaches a boundary? In these cases, one can define a
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short-distance operator product expansion, just like he does for bulk fields. These expansions 
take the form
> I ? ( x ) j y )  ~  (x -  y)hk-h‘-h i C j  t r  (y) +  ••• as x ^  y, 
ftk(z,z) ~  (2Im (z))h*-h'-h> BJï)k ® r(R e(z)) +  ••• as Im(z) ^  0. (6 .1)
The dots represent, as usual, descendants contributions. So, when two boundary fields come 
close, the change of boundary conditions can be expressed as if only one boundary field was 
present, with strength given by the boundary-boundary operator product coefficient. Likewise, 
when a bulk field approaches a boundary of type a, it dissipates into a sum of boundary fields, 
with strength given by the bulk-boundary operator product coefficient. This last coefficient can 
be related to the boundary coefficients B ma (see for instance [75]).
6.1.2 Conform al blocks
We have seen in chapter 3 that correlation functions of bulk conformal fields ftik(z, z) on the 
sphere are heavily constrained by conformal invariance. The four-point function is the first 
correlator whose form isn’t totally constrained. This correlator can be written in a canonical 
form, like for instance (3.17), but can also be expanded as a bilinear sum of functions called 
‘conformal blocks’ or ‘chiral blocks’ [16]. This can be done in three ways
{0\0ii(zi, Z i ) j  (z2 , z 2 ) ÿ k-k(z3 , z 3 )$ii(z4 , Z4) |0) for |zi| >  |Z2| >  | Z31 > \ Z41
=  Y  Ci i , / P CkM,vv:Fv k\ z 1’ - 2, ~3, Z4 ) ?*pk\ z i , z 2, z3, z 4 ) ,  5 —channel 
ppi
=  Y  C i l k k PP c f j , i l p p ? p k 3 l ( z u  -3,  Z2, Z4)  ^ ’(zi^zs, z 2 , 54),  [/-channel (6.2) 
ppi
=  Y  Ci i / P CkkJj ,pp^pkt(z i ’ ~4’ ~3’ ~2) ^ ' t ' i z i - ,  54, Z3, z2). T —channel 
ppi
The functions T v and T p  are the chiral (or holomorphic) and anti-chiral (or anti-holomorphic) 
conformal blocks for correlator (ftiftjftkftl). The expansions (6.2) have the following meaning. 
One can take operator products of the fields, effectively reducing the four-point function to an 
infinite combination of two-point functions. There are three ways of contracting the four fields 
to form a two-point function, respectively ( i j )(kl) ,  ( ik) ( j l )  and ( i l )(kj) ,  which correspond to 
the three expressions above and are called the S -, U- and T -channel expansions.
Conformal invariance allows us to fix three of the four insertion points. The usual choice is 
(z1,z 2,z 3,z4) ^  (to, 1, z , 0) and will be henceforth referred to as ‘canonical insertion points’.
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In terms of this choice, equation (6.2) becomes1
lim n 2hin 2hi^ d n / n ')^ ](1, t f f a k (z ,z ¥ n (0 , o) |o)
__ \  ' (  < pp n  - - _/  j Ci'i,jj Ckk,ll,pv F p (z) F  V (z)
vV
=  E  c « / ' ’ -  -=).
VVk
(6.3)
VVk
The factor n~2hin~2hi is put in to absorb the divergence coming from pulling z1 to infinity.
The conformal block functions F ’pjkl(z) are in general multi-valued functions on the z-plane 
with branch points at z =  œ ,  I, 0. To get an unambiguous definition for them, we take a branch 
cut running from —œ  to I along the real line. While correlators are only defined when there is 
radial ordering of the insertion points, the conformal blocks are defined throughout the whole 
z-plane (except on the branch cut) by analytic continuation. Also, they obey certain differential 
equations and conformal Ward identities that can be used to determine their explicit form [16].
We can assign a conformal block a picture:
j  k j  k
(^ i i^ j j  ^ k k<Pll) CU,jj Ckk,ll,pp C  VVk C  k k i'ijj kk,lkpv p p
2
Figure 6 .2: Graphical representation of a conformal block
This is not the most natural convention for the arrows, like the one used in [74] [39], but it 
is the most convenient one for our purposes since the known expressions for correlators of free 
boson and orbifold theories have all ingoing lines. From the channel expansions, we see that 
the operator product coefficients and the conformal blocks can be normalized together. We 
take as normalization
Fpjkl(z) -  1 x z hp~hk~hl (1 +  ••• ) (6.4)
As we will see in next section, in the presence of extended chiral algebras this definition deserves 
some comments.
The three channels for expanding the bulk four-point function lead to three different sets 
of conformal blocks, with pictures as in fig. 6.3. Since the three expansions represent the same 
thing, the three different basis of conformal blocks must be related by some linear, invertible 
relation. Therefore there must exist two sets of matrices that interpolate between these pictures. 
These are the duality matrices, or braiding and fusing  matrices. We will define these matrices 
in the next chapter. They will enable us to execute moves and changes in the conformal blocks 
pictures, so that one can use graphical calculus with pictures to derive identities instead of 
having do deal with the explicit infinite sums.
1In other conventions, like for instance [76], the canonical insertions are different, which leads to some 
swapping of the chiral labels.
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J
J k J k "
S —block U—block T —block
Figure 6.3: Conformai blocks in three channels
The requirement that the three channels produce equal four-point functions will force a 
relation between operator product coefficients and fusing matrices. This will be our first sewing 
constraint.
6.1.3 B oundary correlation functions
In the same way bulk correlators can be decomposed into bilinear combinations of holomorphic 
and anti-holomorphic conformal blocks, it turns out that boundary fields can be decomposed 
into linear combinations of the same blocks.
Conformal invariance fixes the form of the boundary one-, two- and three-point functions. 
By suitably normalizing the bulk and boundary fields, these three amplitudes on the disk with 
boundary condition a are2
(*aa(x))c 
<*ab(x)*ba (y))a
<*ab (x )*bc( y ) n a(t))c
Si0 <^oa)a Sio a a,
abaijc0 a
(x — y )— 2hi
(6.5)
S jk'
abc aca 
,1 Cijkc Ckck0 a
_ y)-hk+hi+hj (y _ t)-hi+hj +hk (x _ t )-hj  +hi+hk(x _  y \ (x — 1 )~
It is possible to write the sewing constraints in such a way that the normalization factor a a 
drops out from all expressions. The formulas of next section are written in this form.
A general correlation function on a surface with boundaries will contain various insertions 
of boundary fields and bulk fields. The usual way to deal with the bulk fields is to use a 
bulk-boundary operator product expansion to rewrite them as combinations of boundary fields 
and then evaluate the resulting correlator, which will consist solely of boundary fields and 
must therefore be a conformal block. This is sometimes referred to as the ‘doubling trick’, 
and corresponds pictorially to fig. 6.4 [38]. A general correlator on a surface with boundaries,
0 ii(z ,z)
■ i
a
Figure 6.4: Bulk field decomposition
2When a disk with boundary condition a is mapped into the complex half-plane, the boundary condition at 
= —to  is the same as the one at x  =  + to . Therefore the cyclicity in the boundary indices on (6.5).x
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having M  boundary field insertions and N  bulk field insertions would be
(^ “i “2 ( x 1) ai ) j h  (z1, z 1) - - - j  jN (zN , z N )), (6 .6)
which after the doubling trick becomes a chiral (M + 2N)-point conformal block.
6.2 Sew ing constraints
The sewing constraints are a set of equations derived from the various ways one has to write 
correlators in the bulk, boundary and in the presence of crosscaps, as sums of conformal blocks. 
We discuss them now for a maximally extended chiral algebra and arbitrary automorphism 
invariant. The requirement of maximallity constrains the fusion rules to N ij k < 1 and therefore 
the degeneracy labels a,  ß,  y , S of [74] drop out. For this case, the model-specific pieces of data 
needed are
• C k .- kk: bulk-bulk operator product coefficients;ii,33 ^  ^
•  Cabcc: boundary-boundary operator product coefficients;
•  B ak-i)k : bulk-boundary operator product coefficients;
•  t ic  : a sign, determining the symmetry of a conformal field as it approaches a crosscap;
•  Fpq[ijkl]: fusing matrix. A square matrix relating different basis of conformal blocks;
•  pkj : a sign coming from interchanges of vector spaces in conformal blocks.
The last two are purely chiral data. They only depend on the holomorphic chiral algebra at 
hand and not on how it couples to its anti-holomorphic partner. The sign t-c should be related 
to the orientifold projector although the relation is not yet clear. If we multiply pk  with a
factor e±m(hk-h i-h j ) we get a quantity that is referred to by [39] as R±j 'lk. Now we can define 
the braiding matrix as B ±  =  R ± F R T . (This relation can also be derived from pictures.)
6.2.1 Bulk constraints
The sewing constraints involving bulk fields only were originally written by [7] [16] as a duality 
equation for four-point functions on the sphere. In [74] they were reinterpreted as consistency 
constraints linking the various ways of sewing together three-point conformal blocks. In ad­
dition, the authors of [74] derived a constraint for the one-point function on the torus. The 
constraints for the four-point function on the sphere and the one-point function on the torus 
are schematically depicted in fig. 6.5. As stated before, duality of the four-point function on 
the sphere is just the statement that the three channels should yield the same result. Using 
the graphical representation for conformal blocks we can derive
C  qq C  
Cii,kk Cjj,lk ,qq
C  qq C  
Cii,ll Ckk,jj,qq
C  pp C  ppcpic pp cp ic 
/  y Cii,j j Ckk,ll,pp plk pkqplk p-k A
pp
gin(hi-hi+hi—hq-hp+hp-hq+hq) f pcq j  lic k
E
pp
C  pp C  F
i i,j j kk,U ,pp pq
j  l 
i k Fp q
Fp cq
i  [  
i k
j  i  
ic k
(6.7)
(6 .8)
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U -channel 
Figure 6.5: Bulk sewing constraint
T -channel
The first equation is the statement of S  — U duality and the second S  — T  duality. Duality of 
the one-point function on the torus leads, in the simple case =  1, to
Sij (p) =  Soo(0) e
r
Fic 0
i i 
pc p
B-crc i j
. jC j
B rc0
j  i
_ ®C j
F00
p  p  
pc p Fpc 0
j  j
j c j Fpc0
i i 
ic i
(6.9)
Actually, equation (6.9) is a subset of the more general equation S a S - 1  =  b, which relates the 
two ways to sew a torus one-point function (via the a-cycle or the b-cycle). This subset contains 
all the non-redundant information though [74]. Later on this equation will be checked on the 
orbifold theory for the simple case of p  =  0 .
The completeness theorem of [74] together with the analysis of [7], claims that if a con­
formal field theory satisfies this set of equations, then that theory will be consistent on any 
surface constructed by sewing together closed, oriented sufaces. Actually, this claim has been 
questioned and repaired in [77].
-inhp \  ^
6.2.2 B oundary constraints
The set of sewing constraints was enlarged to conformal field theories on surfaces with bound­
aries by [8]. Three new constraint equations are found: crossing symmetry of the four-point 
function of boundary fields, duality of the bulk-boundary-boundary four-point function and 
duality of the bulk-bulk-boundary five-point function. The pictures that go with this are rep­
resented in fig. 6 .6 .
0 ii 0 ii 0 jj
(^ ^ ^ ^ ) constraint (0 ^ ^ ) constraint (0 0 ^ )  constraint
Figure 6 .6 : Boundary sewing constraints
Looking at the picture, we see that the boundary four-point function (^ ^ ^ ^ ) can be 
expressed in two ways, depending on whether we take contractions ( i j )(kl)  or ( ik)( j l ) .  Note
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that the contraction ( i l )(kj)  is impossible because the boundary fields are constrained to the 
real line.
The bulk-boundary-boundary (0 ^ ^ ) correlator can be expanded in two ways, depending 
on which particular boundary the field faces (a or b).
For the bulk-bulk-boundary (0 0 ^ )  we can either contract the bulk fields before pulling 
them to the boundary or not. The equations that go with these three constraints involve, as 
the ones above, fusing matrices. These matrices depend, as we will see later, on a few so-called 
‘gauge’ choices. The gauge that we will take later simplifies some fusing matrices elements 
(check chapter 7). In this gauge the boundary sewing constraints coming from the picture 
above have the form respectively
cbcd cdab cbdb _ \  A cabc c cda c aca F
c  jkqc c ilq c qcq0 /  j Cijpc Cklq c pcp0 Fpq
j  k 
i l
(6 .10)
cabb Qa caba _ \  A caba Qa caaa ti  t0 tk c ti  _ v
Cplq B (ii)l c qqc0 /  j c pqkc B (ii)k c kkc0 t mcp t pcp Çqp1^ t pcmc kimlq ^
km
g i i r ( - 2 ( h k ~ \ ~ h i ) - \ - 2 h m  — 2 h i — h p — h q )  j p i q Fmcl
i i
pi p qkm
a b aaa aaa mm a aaa
B (ii)p B (jj)q c pqkc c kkc0 /  , c ii,jj B (mm)k c kkc0 Upijmk x/   ^ ii,jj 
rmm
^.^{hp—hq—hi -\-hj -{-h} -\~hj -\-hm—hm -\-hk — 2 hr ) qcr k j  
p  j
Fp m Fr
(6 .11)
i j  
m  k
. (6 .12)
The quantity ûi is defined as the Frobenius-Schur indicator for self-conjugate i and +1 for 
complex i. Then ùi1...in _  ùi1 ■ ■■ ùin. These constraints must be satisfied for the conformal field 
theory to be consistent on surfaces with boundaries of any order in string perturbation theory.
6.2.3 Crosscap constraints
Finally, we check the constraints on unoriented surfaces. Not much is known about these. The 
only constraint of this kind was originally derived in [9] and later applied to S U (2) WZW 
models [18], where it was used to derive crosscap coefficients. From the picture below, we 
see it relates two ways of doing the short-distance expansion of a bulk two-point function in 
the presence of a crosscap. The crosscap identification makes it impossible to distinguish the 
field 0 ii ( z , j ) from 0 ii ( z , z ) ,  thus there are two ways of writing the two-point correlator: either 
contracting i with j  or with j , as fig. 6.7 shows. Upon lifting the two expressions to a chiral
Figure 6.7: Crosscap constraint 
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correlator, an equality arises. In the same gauge for the fusing matrices as the boundary sewing 
constraints, it reads
^kkc c ii,jj
kk c
ii,33 t i j j  kikl e>"{h--hi+h’ -h j> F,kcl
i j  
j  j
(6.13)
Note that one cannot contract i with i because the anti-involution defined by crosscap keeps 
the two labels diametrically apart. The factor t kkc is a sign that determines the symmetry of 
an Ishibashi primary field in the presence of a crosscap.
As opposed to the bulk and boundary sewing constraints, the crosscap sewing constraint 
probably incomplete in the sense that there may be more constraints on unoriented surfaces that 
one needs to verify. As it is known from topology, a torus with one crosscap is topologically 
equivalent to a sphere with three crosscaps. This is expected to give an equation of type 
r r r  _  r , which would fix the normalization of the crosscap coefficients [78]. However, the 
precise form of constraint has not yet been investigated.
6.2.4 The role o f duality m atrices
As we have seen above, the sewing constraints involve the fusing and braiding matrices. With 
their knowledge one can solve some of the sewing constraints for non-trivial quantities like 
operator product coefficients. One can also work the other way around and derive them by 
looking for operator product coefficients and with this solving the sewing constraints for the 
fusing matrices. So we see the duality matrices are a vital tool which is decisive to solve a 
conformal field theory. Even more because these matrices can, as stated in the beginning of 
this chapter, lead to direct building of most conformal field theory quantities via the method of 
[39]. This motivation enough to search for these quantities, whose importance recently leaped 
to a major role.
In the case of the free boson and orbifolds thereof, we are in a good position to solve 
the sewing constraints because some of the chiral and non-chiral quantities are easy to get 
from direct evaluation of the correlators. The bulk operator products, for instance, can be 
calculated because the free boson field mode expansion is known and tractable. Once we know 
the operator product coefficients and the V-point correlators [79], we can, for instance, extract 
the conformal blocks and evaluate duality matrices, which can in turn be used in the various 
sewing constraints equations. In most cases however, operator product coefficients are not so 
easy to get, which makes the explicit determination of duality matrices an important thing to 
do, since finding these may be the simplest way to solve the theory.
The free boson and its orbifold is one of the simplest non-trivial examples for which there is 
independent knowledge of model-dependent quantities like operator products, and this can make 
the whole process solvable (at least to a certain extent). Finding the free boson and orbifold 
duality matrices complements the information from operator products and can therefore be a 
way to verify some of the sewing constraints and with this the validity of the procedure of [39].
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Chapter 7 
Orbifold fusing matrices
In this chapter we explicitly evaluate orbifold duality matrices. We will take the modular 
invariant to be the diagonal invariant Z .  _  8 ij . Since the duality matrices are chiral data, they 
are independent of the modular invariant we start from, so we might as well choose the invariant 
that is easier to deal with and has the simplest form for the vertex operators of primary fields. 
By inserting the vertex operators of table 5.2 into correlators and using some known results, we 
will be able to derive explicit expressions for four-point functions containing untwisted sector 
fields only. We can then decompose the correlators into bilinear sums of conformal blocks and 
extract the latter, with which we can look for the duality matrices that interpolate between 
the various conformal blocks. For the case of four-point correlators involving twisted fields, the 
results of [80] [81] can be used to get the conformal blocks needed to derive duality matrices.
Duality matrices obey the so-called polynomial equations of [74]. These are three basic 
identities, one called the pentagon and two the hexagons, derived from graphical calculus that 
are fundamental at tree-level. Not only that, they can actually reach much further. As was 
noted in [75] [82], for a C-diagonal modular invariant there is a one-to-one correspondence 
between chiral labels and boundary labels and as such boundary operator product coefficients 
turn out simply to coincide with the fusing matrices. Then the sewing constraint involving 
(^ ^ ^ ^ ) reduces to the pentagon equation. Thus, checking the pentagon equation for orbifold 
fusing matrices is already equivalent to solving one of the orbifold sewing constraints.
It will not be possible in this work to solve all sewing constraints for the various operator 
product coefficients, as the fusing matrices do not always over-determine the problem, but it 
will be possible to get and discuss many of the fusing matrices and verify they obey the key 
equations.
7.1 D efin ing duality  m atrices
First of all we need to define the duality matrices and setup conventions. When we take 
canonical insertion points, there is some index reshuffling and the braiding and fusing matrices 
that relate the bulk four-point function U- and T -channels to the S -channel become, for the 
simple case where the fusion rules are 0 or 1,
F j k‘(z) _  B
F p u (z) _  F,pq
j  k
i l
j  k
i l
Fpkjl(1/z) ,  for Im(z) >  0 ,<  0 
Fplkj (1 -  z).
(7.1)
(7.2)
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The corresponding picture is 7.1. The operation of braiding/debraiding and fusing/defusing
j k
p B ±
k j
j  k « ! =  F j  k
i l ■ i * q
l =  Fpq i l
j
k
q
l l
Figure 7.1: Braiding and fusing of conformal blocks
can be used at the level of the pictures. Equations (7.2) will be our means to determine free 
boson orbifold fusing matrices. Note that the conformal block Fpjkl has its cut at z = 1  running 
to —to parallel to the real axis, while the cut for Fpkjl also starts at z = 1  but runs to + to , 
so that the whole real line splits the complex z-plane into two halves. Since there are two 
regions, there are also two braiding matrices: B±.  For the fusing matrix, the block on the 
left-hand-side has again the cut at z = 1  running to —to parallel to the real axis, but now the 
cut for F ilkj runs from 2 to + to , leaving the region between z = 1  and 2 free of cuts. Since the 
operator product that defines the T -channel is valid precisely in this region, the region where 
F  is defined is free of cuts and there is thus only one fusing matrix.
7.1.1 Chiral vertex  operators and gauge choices
An alternative way to understand what a conformal block is, is to refer to the concept of chiral 
vertex operators [83]. A chiral vertex operator (z) is an intertwiner from representations i , j  
into representation k  at position z. In the rest of the discussion we assume the fusion rules to 
be 0 or 1 (see also the comments on section 7.2). A conformal block is nothing but the chiral 
correlator of four chiral vertex operators. The link is
F i j k,(z) =  (i:|Si.p(1)Ski(z)|/) (7.3)
lim ,,^ , n/2hi (O|$0ic (n).with the ingoing and outgoing states defined by |l) =  $ l0(0) 10) and (ic| =
The normalization of chiral vertex operators can be set by looking at the chiral three-point 
function
m j k ( z ) k  =  ||$jk|| zhihi—hj—hk (7.4)
The normalization factor ||$ jk|| can in principle be any complex number we want. We will call 
a change in the normalization factor of chiral vertex operators a “gauge transformation”. Such
which changes the normalization of the conformal block. Theaction makes 11 $ jk\ X j k ^ j k
fusing matrices change accordingly as
Fpq j  k i l
\ i c \p \ ic \ q p 
Ajpc Akl AqlAjkFpq
j  k F new=  Fpq j  ki l i l
(7.5)
A fusing matrix is therefore defined only up to gauge transformation. In other words, two sets 
of fusing matrices represent different physical conformal field theories only if they cannot be 
related via a gauge transformation of type (7.5). Fixing conformal block normalization as (6.4) 
still allows for \ kj that are signs (or phases).
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7.1.2 Conform al block norm alization
The asymptotic normalization of a conformai block (6.4) is only valid when one considers the 
Virasoro algebra alone. In an extended chiral algebra, the concept of primary and descendant is 
redefined and conformal blocks must be renormalized accordingly. Later in this chapter we will 
see that a conformal block Fpjkl(z) can only be consistently normalized to unit when i , j ,  k, l ,p  
are primaries. For the extended orbifold, we take the normalization
Fpjkl(z) ~  1 x z hp-hk-hl(1 +  • • • ) as z ^  0, when i , j ,  k, l , p  are primaries. (7.6)
If one of the labels propagates at a descendant level, the conformal block cannot be asymptot­
ically normalized to unity without the duality matrices starting to depend on the descendant 
level; a fact that is not consistent with their definition [74]. In this case we have to define its 
normalization by referring to the unextended algebra. We will come back to this point later.
7.1.3 D uality  m atrices from the three-point function
Some fusing and braiding matrices can be readily evaluated by looking at the three-point 
function. For the braiding matrix we get
B, j  k 
i 0
= t ic A , A • e±in(hi-h j hk)Çjk ApckAqcj e • (7.7)
The factor t j k is the eigenvalue of the mapping of the vector space of couplings Vjk to V j . 
Since doing the interchange twice brings us back to Vjik, the eigenvalue is at most a sign and is 
symmetric in the lower indexes.
The three-point fusing matrix is naively 1, but in fact depends on the normalization of chiral 
vertex operators. In [39] it is argued that it is always possible to find a normalization such that
F,kc ic j  k i 0 jFij
0 j
i k =  Fk c j
0
k
j
i =  1, Fikc
i
k
j =  ViVj Vk • (7.8)
(See below (6.12) for a definition of V.) This natural choice is particularly simple for the orbifold 
theory, where all the Frobenius-Schur indicators are +1. This choice is taken below throughout 
orbifold computations.
7.1.4 Pentagon and hexagon identities
Playing around with the pictorial representation of conformal blocks one can derive several 
identities [74]. In fig. 7.2 have one such basic identity. Writing the whole picture above in 
terms of only fusing matrices we arrive to the pentagon identity
y ,  Fqcs
j  k 
p b Fpl
i s 
a b
Fs i j  
lc k Fpr
i j  
a q Fqcl
r k 
a b
(7.9)
The signs t kj all cancel precisely. Setting b =  0 on fig. 7.2 we get
Fpq j  k i l
t q ti eTin(hi+hk-hp-hq) b ± 
^kl^pl e B pq
j  l 
i k (7.10)
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p
p
B
q ----------- P
i k j
F
k i j
p q ----------► p
B
Figure 7.2: Pentagon identity
k k
j j
l j
B
l ----------- i
k F B  l k
j l
B L- k s F
B
k * F  
j
Figure 7.3: Hexagon identity 1
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j  k F
B
l ----------- i
l j
F
B
j l
F
Figure 7.4: Hexagon identity 2
B
from which we conclude that fusing and braiding matrices are related by phases, so there is 
really only one duality matrix. Nevertheless, it is often convenient to consider the two matrices 
separately.
Another important identity comes from picture 7.3. It leads to the hexagon identity
Fpcs
j  k 
i i Fscq
i k 
i j pq-
(7.11)
So we see the hexagon gives us more information on the fusing matrices plus something about 
the pjk eigenvalues. There is another hexagon equation, which is derived from the picture 7.4 
and leads to
E Fpq j  k i l Fqcr l ji k pic pTinhq _  F lq pr j  l i k prpPC e±in(hp+hr-hi-hj-hk-h{) (7 12)
with ±  depending on the sense of the braidings, so there are actually three hexagons. Actually, 
one can also show the hexagons are not all independent. We can for instance use (7.12) with 
the plus sign on the the same equation with the minus sign and checked that this yields the 
first hexagon (7.11).
The pentagon and the two hexagons are the fundamental polynomial equations at tree-level. 
Any other equation relating fusing and braiding matrices can be shown to be a combination of 
the pentagon and/or hexagon by the completeness theorem of [74].
j
k
k
l
j
l k
j
l
k k
7.1.5 Free boson fusing m atrices
For completeness, we present the fusing matrices for the free boson. In the unextended free 
boson case, the fusing matrices are just F  _  1 for all valid indices. In the extended case it is 
not so simple. Some general results for this case were presented in [74]. In [39] results for the
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gauge (7.8) were presented. They are
F{j+k}c ,{i+j} i J{i +  j  +  k } c k
Pi{i
{i+j }
j
(_1)(i+j+1) (j&(i+j+k)+(j+k)(a(i+j)+a(j+k)))
( _ 1 ) (i+j )a(i+j ), (7.13)
with {i +  j } _  i +  j  +  2 N n  with n  the unique integer such that {i +  j } G [0, 2 N [, and a( i  +  j ) 
the n  for which {i +  j }  G [0, 2N [. So we see clearly the non-trivial sign structure of pk arising.
The extended free boson theory is perhaps the simplest example of non-trivial fusing ma­
trices. There is a for a small number of cases where fusing matrices have been studied. These 
include the Virasoro minimal models [84] and S U (2)k WZW models [85]. See also [86] for some 
results on coset models.
7.2 Fusing m atrices for th e  untw isted  sector
To determine the orbifold fusing matrices we need the explicit form of orbifold four-point 
correlators, and we start off by examining the correlators involving four fields from the untwisted 
sector.
Since the untwisted vertex operators of the orbifold theory are combinations of vertex oper­
ators of the free boson theory, the untwisted orbifold correlators are simply combinations free 
boson correlators. The later are given by the Koba-Nielsen formula [79], which is a formula for 
the correlator of an arbitrary number of exponentials of free boson fields on the sphere 
<? _
< n e ' ( M-Yt e, +M-Yi, ' , )) = *  » c u m »  » & * , » * ■  <7-i4 > 
i=1 i<j
(Remember the exponentials are implicitly normally ordered.) The delta functions ensure space­
time momentum conservation; in other words, they impose the fusion rules. In the extended free 
boson theory with diagonal invariant, primary fields have p L _  p R and we have a simplification
q
(n  e'P i X > _  n  I Z i j x f e , Pi,0 . (7.15)
i=1 i<j
In the orbifold theory, along with primary fields built out of exponentials of X ( z ,  z), we also 
have the primary field J  =  —d X d X .  In the free boson theory this was a descendant of the 
identity, but becomes a primary in the orbifold. Orbifold correlators with J  present can also 
be derived from (7.15) by means of appropriate partial differentiations. We will use (7.15) and 
derivatives thereof as needed.
As a reminder for the notation, we distinguish once again chiral labels (or chiral fields) and 
conformal fields
•  Chiral labels: 0,J, $ i , $ k, a i , r i . Highest-weight states of the chiral algebra upon which a 
representation module of the algebra can be built. A general chiral label is designated 
by italic indices i, j,  k, l ,p, q. Duality matrices are chiral objects and depend thus on the 
chiral labels.
• Conformal fields: 1, J  = d X d X ,  0M, an, tu, i = 1 , 2  these are functions of (~,5) and 
form combinations of chiral labels. Since we take the torus diagonal invariant i _  i, so
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we abbreviate the conformal fields by 0 , J , ( i , ( k , u i , T  (and likewise for operator product 
coefficients). Their vertex operators are given by table 5.2. The canonical correlators of 
four conformal fields are single-valued in the z-plane and divide into conformal blocks.
In the N  odd case remember that the conformal fields ( i , ^ i , Ti go to the complex combinations 
(pi , à i ,Ti . For the twisted fields we use the same notation for chiral fields and conformal fields 
for simplicity, but the difference should be clear from the context.
E xam ination  o f th e  fusion rules
Before we start evaluating orbifold correlators, we look at the orbifold fusion rules, which are 
always a helpful tool to probe the problem. A nice feature of the orbifold theory is that the 
fusion rules are always zero or one: N j  G {0 ,1}. Not only does this removes the fusing matrix 
degeneracy labels a , ß , j , 8  of [74], which would appear in (7.1) and (7.2), it also allows us to 
draw the following conclusion. The fusing matrix relates bases on the space of conformal blocks 
of dimensions. In our conventions, this dimensional relation is J2p N abpN pcd _  J2q N bcqN qad, 
and for the untwisted sector we see that three things can happen
0
b c 
a d
1 ^  Fusing matrix is 1x1 
> 1 ^  Fusing matrix is 2x2 or bigger
Note that any fusing matrix where one of the entries is a simple current will automatically be 
1x1. The only case of the untwisted sector with 2x2 or bigger matrices is then when all the 
four entries are fields of type $ k (fixed points of J ).
There are many matrices to be evaluated. We start off with 1x 1 matrices and then proceed 
to the bigger ones. In the end an appendix is made with the results for easy reading.
7.2.1 U sing the polynom ial equations to  solve for unknowns
Computing the fusing matrices by extracting conformal blocks from the untwisted four-point 
functions and relating them via (7.2) will not provide us with exact results. The calculations 
will show ambiguities related to the chiral algebra extension and these will have to be dealt 
with.
To solve the ambiguities we resort to comparison with fusing matrices of some known models 
to which the orbifold theory is equivalent, at certain radii. From this comparison we postulate 
a general form for the fusing matrices. After sorting out the ambiguities, and assuming the 
[39] gauge for F [0ijk], we get a naive result, which will satisfy the polynomial equations up to 
signs.
To get a concrete result we allow some sign freedom in the fusing matrices elements naively 
calculated and Pikj to vary, with the help of a computer, force the outcome to satisfy the pentagon 
and hexagon equations. In the end it turns out that it is possible to find sign changes in the 
naive result and a set of pk such that all the pentagon and hexagon equations are satisfied. 
The result happens not to be unique because the gauge choice is not completely fixed by 
F [0ijk]. Then, again by means of a computer, we search for gauge transformations \ kj in (7.5), 
that can interpolate between the various solutions. The result is that all solutions fall into 
the same gauge class, and therefore what we have is essentially a unique result for the fusing 
and braiding matrices. All these results have been checked up to N  _  21. Every pentagon
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and hexagon equation was tested up to this N . Given the mod 4 periodicity of the orbifold 
structures involved, there is thus reason to believe these behavior will go on indefinitely so that 
our solution is valid for all N .
As said above, it will be necessary to introduce corrections to the results derived solely by 
relating conformal blocks via (7.2). It turns out that these corrections show up only when there 
are fields propagating at descendant level in the correlators. This hints at the chiral algebra 
extension being responsible for the changes, since the extension transforms some primaries into 
descendants.
7.2.2 Explicit calculation for the untw isted  sector
The result for untwisted orbifold fusing matrices will depend on whether N  is even or odd. 
Given the various types of chiral fields, we split the the calculations below into several cases. 
In each case we deal with N  even first and N  odd afterwards. Generally the N  odd case is very 
similar to N  even, but there are occasional complications. If a fusing matrix F [ijkl] does not 
show up in the list below for certain values of the chiral labels, then it is not allowed by the 
fusion rules. We will also take canonical insertion points for the correlators, so that we don’t 
need to write down the zi dependence explicitly. Also, all free boson correlators that are used 
to determine the orbifold ones have been checked for the conformal Ward identities of [16].
C ase F  [ijk0]
To define these fusing matrices we take the gauge of [39], which is the one for which (7.8) holds. 
Such gauge is a convenient choice for our case because the Frobenius-Schur indicator is always 
+  1 in free boson orbifolds. The result for F [ijk0] is thus simply
F
k
0
1, if fusion possible. (7.17)
This holds regardless of where the identity field is, e.g. F [ij0k] _  F [i0jk] _  F [0ijk] _  1, and 
for both N  odd and even. This result can also be derived from the three-point functions.
C ase F  [JJJJ]
For this case we need the correlator { J J J J ) .  It can be derived from (7.15) by taking the 
following series of actions. Take q _  4, split the correlator into chiral and anti-chiral parts, 
write the chiral result in the form <  ePiPj logzij, take derivatives with respect to p i , set p i _  0 , 
take derivatives with respect to z i and finally take canonical insertions points. After doing the 
above, we come to
{ J J J J )
There is then only one conformal block. It is
1 1
+  ( i  -  _-)2 +  ?
(7.18)
1 + +  I .  (7.19)
(1 — z )2 z 2
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This block goes like z 2, which from (7.6) confirms propagation of the identity in the S -channel. 
Having the block, we use the fusing equation (repeated for convenience)
f ;, u (z ) = Y j Fpq i l
F i lkj (1 -  z), (7.20)
to derive the fusing matrix, which is simply
F
J  J  
J  J (7.21)
Again valid for all N .
C ase F [J J $ i$ i]
Next we have matrices of type F [J J $ i$ i] and permutations thereof. The correlators relevant 
for this case involve free boson correlators of type { d X d X d X d X e mX('z'z"lelbX('z'z"1) . These can be 
evaluated by the same method we used to determine F  [JJJJ]: differentiate the Koba-Nielsen 
chiral formula with respect to p \ , p 2, set p \ , p 2 to zero, differentiate with respect to z \ , z 2, push 
the insertions to the canonical points and finally impose momentum conservation (this last 
step forces b =  -a ) .  There are six relevant correlators. Written as S -channel expansions at 
canonical insertion points they are
{ d X d X d X d X e ^ X(z'z)e - ^ X(z'z)) =  1
( d X d X é ^ X{z'z)d X d X e - ' ^ X{z
(«d X d X e ^ X{z'z)e - ' ^ X{z'z)d X d X )
( e ^ ^ d X d X d X d X e - ' 1^ ^ )
(,e ^ X{z'z)d X d X e - ' ^ X{z'z)d X d X )
( e ^ X(z'z)e ~ ^ X(z'z)d X d X d X d X )
l - z  +  ( f ) 2z2
z ^ 2( l - z )  
2 i ____L_1 ( f )2z (1 - z )
z (1 -  z)
( 1 - z ) 2 +  T+Y
z ( l - z ) ^ 2
( l - z )2 +  (t
z ( l - z ) s 
1 — — z )z
(7.22)
z (1 -  z)
1
1 - z  +  ( ! ) 2z2
z2(1 -  z)
Outside the absolute square brackets we have the operator product coefficients. (We have 
also abbreviated the chiral components of the free boson field to X  = X( z ) ,  X ( z )  = X . )  
The conformal blocks behave asymptotically as expected, since every line in the S -channel 
propagates at the primary level. This result is used whenever there are correlators with two J  
fields.
The vertex operators for the orbifold ft1 conformal fields can, as usual, be expanded into 
combinations of free boson vertex operators. We will need orbifold correlators of type { J J f t f t ) 
and permutations, so we do the splitting and get
( J J f t f t )  =  (d X d X  (e^ -Y +  ( -1 )V # -Y) (e^ -Y +  ( - 1 ) V ^ Y) x C.C.) (7.23)
2
2
2
2
2
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(Note that labels i , j  E {1, 2} and i is the imaginary unit.) Here C.C.  stands for complex 
conjugate, e.g. a symmetric anti-holomorphic part for the correlator. In principle we should 
also multiply this correlator by an overall factor coming from the normalizations of the four 
fields, but since we just want to compare the conformal blocks for this correlator with the blocks 
for the correlator { J f t f t J ), this overall factor drops out and can be ignored. We will neglect 
such overall factors systematically in order to keep the notation as clean as possible. As we see 
from expanding (7.23), the orbifold correlator { J J f t f t ) indeed reduces to a sum of free boson 
correlators (in this case, four of them).
C ocycle  factors
The product of the two chiral halves in (7.23) looks to be nothing but a simple factorization. 
However there is a slight complication. The unextended free boson vertex operators VpL,pR 
are bosonic and should thus commute. However, if we evaluate the operator product of V1V2 
and compare it with the operator product of V2Vi, we see they differ by an overall factor 
( -  1)P1LP2L-P1RP2R. This factor can be removed by inserting cocycle factors into the definition 
of the vertex operators [87] [88]. Such cocycle factors are operators acting on a space of their 
own and produce the minus signs needed to restore commutation of bosonic vertex operators. 
There are many ways to represent them, but to cut a long story short, here we simply take a 
Pauli u-matrix representation for them [89]. So we redefine our free boson vertex operators as
VPl ,Pr ( z , z ) =  : e WLX{z)+ipRx{z)  .  ^ (7_24)
The numbers m, n  are the integers coming from p LR  =  ^ ±  ^ m R  and <tii3 are the usual Pauli 
matrices (not to be confused with the twisted sector u 1>2 fields). Note that in the extended 
free boson theory we reorganized the momenta such that the momenta of the primary fields 
is p L =  P r , which makes m, the winding number, zero. Thus in the orbifold we only need to 
worry about cocycles when we deal with fields fti , since these are the only ones with different 
left and right momenta. (Eventually chiral descendants with p L =  p R would also need cocycle 
factors, but we will not need those fields.) So, whenever we encounter non-symmetrical chiral 
halves in correlators, we should insert the above phases and Pauli matrices. Then we need 
to anti-commute the u 1 matrices to the right at both sides of (7.2), so as to ensure we are 
comparing equal things in the cocycle space. The net effect is to change sums of factors into 
differences in some correlators. We will not write down the cocycle factors explicitly in our 
formulas, but will refer to them when needed.
On the first case at hand, F [J J $ i$ j], there is no chiral asymmetry and, after applying 
momentum conservation to (7.23), we get the N  even result
= { d X d X d X d X  +  ( - 1 ) V * - V £ - Y))  x C.C.
-  ( d X d X d X d X
’) ) .  (7.25)
We notice that i =  j , otherwise the result vanishes. This is consistent with the fusion rules for 
N  even. In the second line, the winding number is m  = 1  for the second and third terms of the 
sum and the cocycle factors for all the four terms are respectively u N u N, u 1u 1, u 1u 1, <j3!u $ . All 
these products of Pauli matrices square to one, so even though in principle we could have had 
cocycle factors, they turn out to be +1 here. This goes through for all other correlators with
86
7.2 Fusing matrices for the untwisted sector 7. Orbifold fusing matrices
two J  and two fti . Since all cocycle factors are +1, the four terms of (7.25) are equal and the 
conformal block is
T■j  i0 (z ) (7.26)
This goes like z - N / 2 , signaling propagation of the identity in the S -channel, as expected from 
the fusion rules for N  even. To extract a fusing matrix we need the block for { J ft1 ft1 J ). With 
a calculation similar to (7.25), it turns out to be
spj&Z&ZJ
eft • (7.27)
Asymptotics go like z-1 , signaling propagation of J  in the S -channel, again as expected from 
N  even fusion rules. From (7.20) we can now determine the fusing matrix F [J J $ i$ i]. The 
remaining conformal blocks needed for the case F [J J $ i$ i] and permutations are
1 2
^  I  +  N (  1 -  5)2
N
1
z (1 -  z)
2
N
z 2 2(1 -  z ) ; 
1 ( 1  2z'  
z \  1 -  z ~  ~N
(7.28)
Using (7.20) we come to 
F  
F
J  ¥  
J  ¥ i
J  J
¥ i ¥*
F
2
¥ i 2
F
J
J J “  N J ¥ i
J N
F
J ¥ i
J ‘ ~2 J
1 . (7.29)
Remember this result is for N  even. For deriving the N  odd result one must replace ft1,2 ^  
ft1'2 = - ^ ( f t 1 ±  ift2)- There are no further subtleties and after reevaluating the correlators and 
extracting the new conformal blocks the result for N  odd is (i =  j)
F
F
J  $ i 
J
J  J
¥ i
"  F  
2
= — F
N
¥ i
J  J
$ i J  
¥ j J
2
N
N
~2
F
—  F
¥ i J  
J
J  ¥ j
¥ i J
1 . (7.30)
This is consistent with the fusion rules of N  odd.
j
C ase F  [ J J ¥ k¥ k]
Next up we have type F  [ J J ¥ k¥ k]. Again we split the orbifold vertex operators for $ k into free 
bosons ones and using (7.22) we see that the combinations are such that we get same conformal 
blocks as for the {JJ f t ifti) case, but with N / 2  replaced by k 2 / 2 N . The final result is
F
F
J ¥k
J ¥k  ,
J J
¥k ¥k
2N  
2 N
z
F
F
¥k ¥k  ' 2 N
z
F ' ¥k
J
J J J ¥k  _
' ¥k J k 2 F
J ¥k  '
¥k J ~ 2 N ¥k J
(7.31)
Since there are no $ i fields here, this result is also valid for the N  odd case.
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C ase F  [J $k ¥a ¥b]
In this case several interesting features arise. We require ci +  b ^  N ,  since a +  b = N  leads 
to a different case. First we need the free boson correlators { d X d X e 1^ X('z'z"le1RX('z'z"le1TiX('z'z"1), 
which again we can get by taking derivatives of the Koba-Nielsen formula
( d X d X e lLj^ X{z'z) el^ X{z'z) eli X{z'z))
{eiLjT!J lx (~z^ d X d X e iTiX{z'z)eii X{z'z))
(eiL\ É l x (z^ ei]k x (z^ d X d X e ii X{z'z)
(eiLJTTlx(~z^ ei]k X(~z^ e i1iX(~z^ d X d X }
c +  d 
R
c +  d 
R
R
cd 1 cz  c-\-d
c(c-\-d)
(1 -  z ) ^ ~
i _ dz
ZW - ___
1 z
1 (b-\-d)z d
R
z (1 -  z)
(1 - z ) %  (1 +  ^ )
(7.32)
Let us look at the correlators we want to use. The orbifold correlator {Jf tkftaftb) can be expanded 
in the S -channel. Now the following can happen. The fusion rules are $ a x $ b =  $[a+b] +  $[a_b], 
so whenever a +  b > N , then k  =  2N -  a -  b instead of a +  b. However, from (7.32) we see the 
conformal block doesn’t care about this. Its asymptotics are always that of propagation of a 
chiral field $ a+b, whether or not it in fact exists. If it doesn’t, the field that is truly propagating 
is $ 2N_a_b, but at a descendant level such that the asymptotics of the block it generates match 
the result of the Koba-Nielsen formula. In general, the asymptotics behavior of a conformal 
block allows for an integer M  as follows
F P j ' i z )z ) z hp _hk_hi+M (1 +  • •• ), as z ^  0 . (7.33)
When dealing with pure Virasoro algebra M  is always zero, but in extensions or whenever 
N j k > 1, it can happen that the integer M  is larger than zero. Actually, since in an extended 
theory some fields that were primaries prior to the extension eventually become descendants 
afterwards, this is bound to happen.
Which gives rise to the following question. What happens to the normalization of the 
conformal blocks if the intermediate state propagates at the descendant level? If propagation 
is at the primary level then the blocks can be normalized to 1, but if it is at descendant level 
that may not be so. That is because we can only normalize conformal blocks once. After 
that normalization is fixed, the normalizations for the contributions of descendants are fixed 
uniquely and cannot be set back to 1 ad libitum. In the case of descendants propagation one 
needs pull the operator product coefficients of the primary fields outside the conformal block. 
What remains is then the true conformal block of the descendant. Explicitly, what we mean is 
that if (p, M ) is a descendant of p  at level M , the normalization of a descendant block is [76]
F j M )(z) ~  ß f ' 'ß£ M> x z
hp _hk _hi+M (p,M )
j
ß (p,M)ß (p,M)C  p
j (7.34)
The ß  coefficients can be determined from conformal invariance in the general case [16], but in 
the simple case of free bosons and orbifolds thereof, they can be obtained explicitly from the 
operator products. This remark is the key to the accurate derivation of the fusing matrices 
when a +  b > N . If we naively normalize the descendants blocks to 1, the fusing matrix starts
22
22
22d
2
2c
z
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depending on the descendant we take. This is wrong since the fusing matrix is the same for all 
descendants [74].
Having settled block normalization, we can now use the information to compute the F [Jkab ] 
fusing matrices. First we expand the orbifold correlator {Jf tkftaftb) into free boson factors
{Jf tk ftaftb ) d X e ^ x e ^ x e ^ x  +  d X e ^ x  e ^ x  e ^ x
+  d X e 1 R e%R e% R +  d X e l R e1 R e1 R x C.C.) (7.35)
Again there will be overall factors, but they won’t matter for evaluating the fusing matrix. 
Momentum conservation demands that the sum of the momenta of the various terms of (7.35) 
vanishes. The first term does not contribute due to this. As for the other three, if one of them 
conserves momentum, the remaining two will not. This allows us to split the calculation into 
four sub-cases. First suppose a +  b < N . We have three possibilities: k  =  a +  b, k  =  a -  b, k  =  
b -  a. For k  =  a + b only the last term of (7.35) contributes and using (7.32) the result is
{Jf tk ftaftb) k=a+b
(a +  b y  
2 N
ab
Z 2JV
i az 
a I h
a(a + b)
(1  — Z)  2JV
C *k C* \F $a + b (z ) | (7.36)
The conformal block is
J $k $a $6
a + b (z )
ab 
Z 2 N  -
i az 
a-\-b
(1 -  z)
ï(a+fe) (7.37)
and has the correct asymptotics. To derive the fusing matrix we must compare this with the 
block coming from the correlator {Jf tbftaftk ). After doing this we come to F  [Jkab] =  b/(b +  a). 
There are also no subtleties with k  =  ± (a  -  b), but when k  =  2N -  a -  b the matter is however 
different, due to propagations at descendant level. In this case the relevant operator product 
coefficient is CJ*k*k =  (2N -  a -  b)2/R 2. However, (7.32) still gives the same result as (7.36). 
Therefore, as stated above, we must pull this factor outside the conformal block. So far so 
good, but now we see when k  =  2N -  a -  b there is no way to achieve momentum conservation 
in (7.35) at the primary level, so we must take a descendant field in one of the external legs 
of the correlator in order to be able to extract a fusing matrix. The easiest thing to do is to 
take a descendant of the extension current. The first descendant with respect to the free boson 
extension currents (5.11) has vertex operator cos . The free boson decomposition for
this descendant simply yields factors e_l(a+b)X(z)/R. Inserting these vertex operators and their 
anti-holomorphic partners into (7.32) and pulling out the primary operator product coefficient 
we come to
{Jf tk ftaftb) k=2N _a_b =
(2N -  a -  b) 2
C
a + b
2N
*k C
*k *a C*a*b*k
2N  -  a -  b
F $2N-a-b(z) I
abZ 2N
i az 
a I h
a(a + b)
(1  — Z)  2JV
(7.38)
Inside the absolute square brackets we have the conformal block, which as expected does not 
normalize to one:
F J  $k $a$b (z)$2N-a-b V '
a + b
2N  a b
abZ2N
i az 
a.+fe
a(a + b)
(1  — Z)  2JV
(7.39)
2
2
a
2
2
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Extracting the fusing m atrix is now simple. We get F  [Jkab] = b / ( 2 N  — a — b). Following this 
m ethod we can derive all the F  [Jabc] matrices 
b
F
F
e k
J
ea
e b
J  e a
e k e b
k = ± ( a - b )  
frfe’ k = a + b 
2N-a-b’ k = 2 N  -  a -  b 
k = ± ( a - b )  
a +  b
2 N  — a — b
a 
a-b 
_oL_ h, 
a-\-b ’ K
F
F
e b
e a
J
e k
-a  7„ 
-a-b 1 h
e b e k
e a J
2N— —b
k = ± ( a - b )  
frfe’ k = a + b 
2 N-a-b'  k = 2 N  -  a - b  
k = ± ( a - b )
4 *’ k = a + b
a . , k = 2 N  — a — b2N-a-b ‘
(7.40)
This result valid for all N . Note however th a t the above expressions have an extra minus sign 
in the case where a +  b > N  as compared to what one would get from the naive calculation. 
These signs do not follow from anything we said so far; they are appear because the pentagon 
and hexagon identities cannot be solved without them.
C ase  F  [J $k $ n -k  e*]
Again we expand the orbifold correlators into free boson ones and use (7.32). Let us take the 
ordering F  [J e k $ N-k  $*]. The expansion into free boson factors is
{Jf tkf tN -kft1'2) =  (d X d X  ^ e lR ‘Y e lR ‘Y +  e1 R ‘Y e‘ R x 
ei ^ x ei ^ x  +  ei ^ ± x ei ^ ± x \  ( ei f x  + -X
el R +  ( - l ) V  R ))
: k i N~k
( d X e lRel— x el— x  x C.C.) = —A2
2 N
k - N  1  —  
Z 2 ------
(N—k)z
k
k ( k - N )  
(1 — Z) 2JV
(7.41)
Notice th a t in going from the first to the second line all other possible combinations vanish due 
to momentum conservation. This includes the terms with different left and right chiral halves, 
which may have led to cocycle factors. The conformal block is
J&k&N-z &
(Z)
k - N  
Z 2
1 (N—k)zk
k ( k - N )  
(1 — Z) 2JV
(7.42)
The other relevant blocks can be determined similarly. Then using (7.20) we come to
k
F
F
F
F
e k
J
e N-k  
e *
N
J
F
e *
J
k-
k
N
e
e k
N
F
J
e k
k-*N
e
e k - N
k
F
J
e * k
k
­
e
Ne
k
N
F
e k J k F e N -
k J N - k
Fe * e N-k k - N e k e * N
*
k
e
e
e N-k
J
k
k - N
F e N - e *
k e k
J
N
J
F
e N-k  e * 
J  e k
J  e *
e k e N-k
e * J
e k e N-k  
e N-k  e * 
e k J
k — N
N
J
N
N - k
k_
N
(7.43)
The result for N  odd actually turns out to be the same. After doing the substitutions ft* ^  ft* 
expanding the correlators and suppressing the vanishing terms we get
(Jf tkftN- kft%) =  ( ( -1  -  i ( - l Y ) d X é R x é ^ r x é= R x  x C.C.)
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The factor (—1 — i(—1)*) is the operator product coefficient for ft* ftk ~  (—1 — i(—1)*)ftN-k  +  • • •, 
as one can check by decomposing the orbifold fields into free boson factors. Therefore the 
conformal block normalization is the same of N  even and so is the result for the fusing matrices. 
The pentagon and hexagon do not require any sign changes here.
C ase  F [$a$ a$*$j ]
Here cocycles do play a role. To see this consider our first sub-case, the {ftaft*ftaftj ) correlator
{ftaftf taft) =  ( (e it-Yeit T  +  ( (e ^ -Y +  ( - l ) V ^ - Y)(ei^  +  ( - l ) V ^ ) )  x
( e ^ x é%x  + é ^ x é ^ x )  ( ( e ^ Y +  (—l ) V ^ - Y) ( e ^ X +  ( - 1 ) V ^ X))>
=  (e^ x e ^ x é ^ x é = ^ x  x C.C. + { - \ ) ^ e ^ x é ^ x é ^ x é ^ x é ^ x é = ^ x é = i x é ^ x  
+  é i i x é = f x é = i x e^ x  x C.C.  +  { - i y + 3 e ^ x é ^ x é ^ x é ^ x é ^ x é ^ x é ^ x é = ^ x )
za /2  (1 _ z ) a/ 2
J l________ |_ ( _ 1  y + j+ a S l___ J l___
(1  — z ) a/2 z a/2
(7.45)
In going from the first to the second line we applied momentum conservation. Since the ex­
pression in the second line has terms which are not left-right symmetric, one has to check 
for cocycles. The second and fourth terms of the sum on the second line have both  factors 
a aa ia aa i. W hen we push o\  through &a we get an extra sign (— 1)a, and th a t the reason this 
factor appears in the last line. The conformal block F&N-a is just the quantity inside the abso­
lute square and has the correct asymptotics. Comparing it with the T -channel blocks we get a 
fusing m atrix F  =  (—1 )*+j+a.
We can compare the result (7.45) with the tensor product of two Ising models, to which 
extended orbifold theory is known to be equivalent at N  =  2. The double Ising correlator 
corresponding to (7.45) can be evaluated straightforwardly using standard methods and blocks 
extracted. For the same gauge choice, the fusing m atrix is —1, so the cocycle factor (—1)a gives 
precisely the minus sign which necessary to make the results of the two conformal field theories 
match.
The perm utations of the {ftaft*ftaftj ) correlator can also be calculated similarly. For instance
{ft aft a f t  f t )  =  { (e l^ x elTtx  +  el^ x  el^ x j^ (^el^ x el^ x  +  el^ x el^ x  j  x 
( (e ^ -Y +  ( - l ) V ^ - Y)(ei^-Y +  ( - l ) V ^ ) )  ( (e ^ -Y +  { - I ) 3e[^ x ){e[^ x  +  ( - 1 ) V ^ Y) ) )
=  {e^ x e ^ x e ^ x e ^ x  x C.C. + ( - 1 ) ^ e ^ x é ^ x é ^ x é ^ x é ^ x é ^ x é = ^ x e ^ x
+  e ^ x é ^ x é ^ x é ^ x  x C.C.  +  { - l ) ^ e ^ x é ^ x é ^ x é ^ x é ^ x é ^ x é ^ x é ^ x )
1 2
'(1 -  z )a/2 +  ( - 1 ) ^ ( 1  -  z )~a/2\ . (7.46)
|z| N
The cocycles matrices are &aa aa \° \ ,  so there are no sign changes in this case. The conformal 
block is the quantity inside the absolute square (divided by 2 when n =  1 or by a otherwise) 
and is to be compared to the T -channel result
(■(f> aft3 ft% ft a) = |1 — z lN 
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za/2
(7.47)
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This yields F [aa11] =  1/2, F [aa12] =  1/a. Repeating the process for all cases we get for N  
even
$* 
_ $a
1 /**\ 1
=  ( —1) i+j+a F
' $a 
$*
$ j 
$a _
=  (- 1) i+j+a
a
a
$ i
$ i
1
“ 2
F ' $a
$ i
$ j
1
a
F
$* $ i 
$a _
=  2 F
$* $ j 
$a _
= a
$*
$*
$a '
$a _
1
“ 2
F
$ j
$*
$a '
$a _
1
a
F $<?$*
$a ' 
$ i =  2 F $ a.$*
$a ' 
$ j = a
F  
F  
F
In the last two lines, i =  j . The N  odd result differs. Upon substitution ft
(ftaft1 ftaftb )N odd
a (7.48)
ft1 we get
(1 — ( — 1 Y +j){ftaftlftaf t l )N even^N oddl)
+  i((— 1)% +  ( —1 ) j) (ftaftlftaft2)N even^N odd- (7.49)
Since the factors (1 — (—1)%+j), i((—1)i +  (—1)j ) tu rn  out to be odd N  operator product coef­
ficients, the fusing m atrices’ normalizations remain intact. Ultimately, in the N  odd case the 
net effect of the substitution ft1 ^  ft1 is to interchange fusing matrices with i =  j  for those 
with i =  j  and vice-versa. We could have also guessed this just by looking at the N  odd fusion 
rules. The fusing matrices are then
F
$* a
j
i 
i
=  —(— 1) i+j+a F
$a
$ i
$ j
$ a
= —(—1 ) i+j+a
F '  $a $ a
$ i
$ j
1
“ 2
F $a
$a
$ i
$ i
1
a
F
$ i
$ a
$ j
$ a
=  2 F
i
a
läj
$
i
a$$
F
$ j
$*
$
$ a
1
“ 2
F
$ i
$ i
a
a
1
a
F
$ a
$ i
$ a
$ j =  2 F ai
■ /**\ i$ai
$
$
a (7.50)
Again, in the second and third line i =  j . Solving the pentagon and hexagon does not bring 
any sign flips.
C ase  F [$"$a$ b$ c]
Here we can have again propagations at descendant levels. Cocycle factors are trivial here 
because when we have only one field fti in a correlator, the left and right chiral halves of 
left-right asymmetric terms can never conserve momentum simultaneously. Expanding the 
correlator (ftiftaftbftc) we get
(fti ftk ftaftb) (e[1Rx  +  ( - l ) v  R x ){el Rx  +  ( - l ) V  R x )-X'
x I e ^ x e ^ x  +  e ^ x é=^x A-%X\^X , A=±XA^X
=  8 terms, of which only one is non-vanishing-
e ^ x e ^ x  + é ^ x é ^ x ))
(7.51)
Suppose for instance th a t k  =  a +  b — N . Then (ft%ftkftaftb) =  |1 — z \ -ab/N\z\b(a+b-N')/N and 
nothing more contributes. Comparing with the T -channel gives F  = 1 .  This is same every 
other case and the naive fusing m atrix is simply 1 whenever fusion is possible. But in this 
case the pentagon and hexagon equations require some sign flips when there is propagation at
—>
a
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descendant levels, which in this case happens whenever a +  b > N  or b +  c >  N . The correct 
result will depend on whether N  is even or odd. For N  even we get
F $a  $b $ i $ c
— (—\ ) %+b+T2 iî a = b + c. — N
— (—1 )*+6+ t  if c = a +  b — N
1 else
(7.52)
And for N  odd
F $a  $b $ i $ c
— (—1)i+b+ 
(—1 )i+b+
1
2
N-1
if a =  b +  c — N  
if c =  a +  b — N  
else
(7.53)
The perm utations F [c$iab], F [bc$ia] and F [abc$i] are similar, the field taking the role of $ b 
now being the one opposite $ i .
C ase  F [$i$ j $ k$^]
After expanding the vertex operators we get
(((—1 )
■ I • zN v  . J V  V ;  — AT v  i —N v  , , • i • --N v  --N v  .  N v  ;  N v
R  e  R  e  R  e  R  +  ( - l )  e  R  e  R  e R e R+  (“ I)*
/  . • i /  ? -N v  1 N v  ;  —N V :N V . , • i i. -Nv  • —N v  ;  N v  • —N v
r  e R e R e R +  ( — 1 ) e  e  R e R e R
N
(7.54)
+ (- l)%+ elR el R e1 R elR +  ( -1 )  e1 R e1 R e1 R e1 R ) x C.C.)
=  |(—1 ) i + j (1  — z ) - N / 2z N /2 +  (—1 ) i + k (1  — z ) - N / 2z N /2 +  (—1 ) ^ ( 1  — z)N/2z - N / 2 |2 -
All other terms vanish due to momentum conservation. Note also th a t (—1 )i+j +k+l =  1 other­
wise the correlator vanishes (which we can also see from the fusion rules). There are no cocycles 
here because the left-right symmetric terms contribute with cocycle m atrix a N and, since N  is 
even, the a 1’s coming from left-right anti-symmetric terms commute. For N  odd there will be 
some cocycles though. The N  even conformal blocks are
s 1 + zN  +  (1  z)N & & & i s 1 zN +  (1 z)
F 0
F J
(z )
(z )
:   { l - z )  
2 z N/ 2(l  -  z ) N / 2 To 
l  + z N - { l - z ) N
N z N/'2( 1 -  z )N/
N
(z )
(z )
2 z N / 2 ( 1  — z ) N /2  
l - z N - ( 1 -  z )N
N z N/'2 ( l - z ) N /'2 '
(7.55)
leading to N  even fusing matrices
F
$ i
$ i
$ i
$ i 1 F
$ j $ i 
$ i $ j 1 F
$ j $ j 
$ i $ i —  F  N
$ i $ j 
$ i $ j
N
(7.56)
For N  odd we substitute ft1 ^  fti . This leads to
(ft ft ft ft )n  odd =  (ft ft ft ft — ft ft ft ft — ft ft ft ft — ft ft ft ft )n  even^N odd
(ft1 ft1 ft2 ft2) N odd =  (ft1ft1ft1ft1 — ft1 ft1 ft2 ft2 +  ft1 ft2 ft1 ft2 +  ft1ft2ft2ft1)N even^N odd
(ft1 ft2 ft2 ft1) N odd =  (ft1ft1ft1ft1 +  ft1 f t1 ft2 ft2 +  ft1 ft2 ft1 ft2 — ft1 ft2 ft2 ft1) N even^N odd (7.57)
(ft1 ft2 ft1 ft2) N odd =  (ft1ft1ft1ft1 +  ft1 f t1 ft2 ft2 — ft1 ft2 ft1 ft2 +  ft1 ft2 ft2 ft1) N ieven—*N odd-
N 1
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So we must see now how the cocycles change (7.54) for N  odd. In this case we must pay 
attention when chirally asymmetric terms appear, e.g. terms of type GH.  Such terms can 
produce extra signs. We get
< 0 W 0 % e v e „ ^ v  odd =  {\A\2 + ( - i y +lA B - ( - i y +kAc_ + \ B \2 + ( - i y + l
+ { - l ) i+jB C  +  |C f  +  ( ~ l ) i+jC B  -  { - l ) i+kCA}, (7.58)
; J V  Y iN v  .-N v  .—N \r _  iN v  t - N v  -Nv  . - N v  ; N V • —N -v- t-N v  -Nv
A  =  e R e R e r  e R , B  — e R e R e R e R , C  =  e e R e R e R .
Indeed we see minus signs appearing for A C  and C A  due to the cocycle factors. Doing the 
sums to obtain the hatted  fields of (7.57) we get
(ft1 ft1 ft1 ft1) N odd 
(ft1 ft1 ft2ft2)N odd 
(ft2ft2 ft1 ft1) N odd 
(ft1 ft2ft1 ft2)N odd
-N /2  |=  — |(1  — z ) -N / 2z N / 2  — (1 — z ) - N / 2  z - N / 2  +  (1 — z ) N/2 z
=  | (1 — z)-N /2zN/2 +  (1 — z ) -N / 2z - N / 2  — (1  — z)N/2z -N /2 f  ,
=  — (1 — z ) -N / 2z N / 2  +  (1 — z ) - N / 2z - N / 2  +  (1 — z ) N/2z -N/2]\ , (7.59)
=  | (1 — z ) - N / 2z N / 2  +  (1 — z ) -N / 2z - N / 2  +  (1 — z ) N/2z -N / 2 l2 -
The blocks coming from these correlators give rise to N  odd matrices
F
$ i $ i 
$ i $ i 1 F
$ j $ i 
$ i $ j 1 F
$ i $ j 
$ i $ j —  F  N
$ j $ j 
$ i $ i
And this is again left untouched by the polynomial equations.
C ases F [$a$b$c$d]
So far the fusing matrices were 1x1. For the F [$a$ b$ c$ d] case they can and will in general be 
larger than  1x1. The naive results will be valid for odd and even N , but there will be special 
cases involving chiral fields $ N/2, which obviously only exist in the N  even case. Furthermore 
there are no cocycle factors, since we are dealing with left-right symmetric vertex operators. 
Still, new features arise.
Expanding the orbifold correlator ($ a$ b$ c$ d) into free boson factors we get
1
+  e # ‘V * * )
x (e lR- V RA + e 1^ - V ^ A)(elR- V RA +  e1^ Ae1^ A))
1  / .  . 2 be . . 2 cd  I -, I -i>r I I 2cd  r
-  (J 1 -  2  M  2 I 2JV à a + b + C + d f l  +  | l - z | 2 i v | z | 2 i v  5_a+b+c+dfi
. -2bc. -2cd
+  |1 — z\ 2N \z\2N 5a_b+c+d.,0 +  |1 — ~| 2N M 2N ^a+b-c+dß
i i 2bc . . —2cd . . —2be . . 2cd
_|_|1 _  - |  2JV I - |  2 JV Óa + h + c - d ,0 +  |1  — ~ |  2N M  2N $ a + b - c - d f l
. . 2be . . —2cd i -, i ~2^c i i —‘Zed \
+ |1 — -I l-l “  lîa-l.+l— 1,0 + 1 - z\ 2N |z| Sa-b-nd.o)
(7.61)
So we have eight terms th a t may contribute. As we shall see, some correlators have to be 
evaluated at descendant level and for this reason the first term  can sometimes contribute when 
one of the external legs is a descendant field. In the following, we abbreviate $ a , $ b, $ c, $ d, $ k 
by the charge indices a, b, c, d, k  in order to keep the notation clean.
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C a s e  F $„]
In this case we have to distinguish two possibilities: a =  N /2  and a =  N /2 .  First take a =  N /2 .  
After setting a ,b ,c ,d  =  a in (7.61) we get
1 n2
(aaaa) =  -  (|1 -  z \ - * \ z F  +  |1 -  +  |1 -  = |» '|= |-a' )  , * =  w  (7.62)
For 2a < N  the fusion rule $ a x $ a — 0 +  J  +  $ 2a tells us what to expect in the S -channel. 
Getting the correct conformal block asymptotics requires a rewriting of the correlator, so we
use
I1 “  -I"1 +  |X _  =  2 j 1 -  Z\A ^  + ^ ~  Z^A \2 +  I1 “  “  -)"1!2) • (7-63)
W ith this we can reorganize the correlator and extract the conformal blocks, which tu rn  out to 
be
T r°{z ) = ^z~x( l-  z)~x(l + ( l-  z)2x),
J=f aa\z) =  —  z~x( l- z )~ x( l - ( 1 - z)2x),
2 x
(z) =  zx(1 -  z ) - x . (7.64)
When 2a > N  the fusion is $ a x $ a — 0 +  J  +  $ 2(N-a) , so we would expect a conformal block 
behaving as
F2(Na-a) -  z h2(N-a)-2ha, (7.65)
but the block extracted from the correlator always behaves as z h2a-2ha regardless. This is again 
what we encountered before. If 2a > N  the fusion, which should be into (the non-existent) $ 2a, 
is actually into a descendant of $ 2(N-a) , at level 2a — N . So, while the fusion rule Naa2<N a) =  1, 
the respective operator product coefficients only start to be non-vanishing at descendant level 
M  =  2a — N . As we said above, in principle one would need to absorb a descendant ß  coefficient 
into the descendant block, but in this case from the explicit operator product expansion we see 
th a t ß  = 1 .  W hen writing the fusing matrix, we take care of both 2a > N  and 2a < N  by 
writing [2a], as in (5.16). The fusing equation gives us a fusing matrix
F
a a 
a a
0 J $[2 a]
0 1 X 12 2 2
J _j_ 1 __j_2x 2 2x
$[2 a] 1 - x 0
a 2
X = 2 N '  ^7’66^
This is valid for a =  N / 2  and all N . (Rows and columns correspond to the labels p ,q  of
Fpq [i jkl] . )
W hen N  is even, there is the extra case a =  N /2, for which the fusion rules change. They 
are $ a x $ a — 0 +  J  +  e 1 +  $ 2, so there there should be an extra conformal block. The 0 and 
J  blocks remain the same but the block for e 2a is expected to split into two. However from 
the explicit expression (7.62) the correlator remains the same, so we conclude th a t the block
N_N_N_N_
2 2 2 =  zx( 1 -  z)~x , x = N / 8 , (7.67)
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is in fact degenerate. Thus both $ 1 and ft2 share the same conformai block function. Due to 
this degeneracy, the fusing equation cannot give us the exact form of the fusing matrix. For 
instance, we cannot get more than  F0$i +  F0$2 =  1/2 and FJ$i +  F J §2 =  - 1 / 2 x  from it. We 
see no reason to treat m atrix elements involving $ 1 and $ 2 in a different, non-symmetric way, 
like for instance F0$i =  1 / 8 , F0$2 =  3/8, so we choose F0$i =  F0$2 =  1/4. At present we don’t 
know of any way to lift this degeneracy, which appears due to the chiral algebra extension. A 
comparison with fusing matrices of the double Ising model also hints at a symmetric splitting, 
and this also is why we choose this way to split the result. The pentagon and hexagon will 
in the end tell us whether this way of splitting is adequate or not. Also, at this stage we 
do not know anything about m atrix elements F&^j  except tha t some of them  must add up 
to zero. By looking at the descendant correlator (— we can improve on this and get 
\F$i$j \ =  1 / 2 , although again with the assumption of symmetric splitting. (Again, this matches 
the Ising squared result.) Putting  together all this information, we get to a candidate fusing 
m atrix of
F
N N
2N
L 2
2N
0 J
0 1 X 1 12 2 4 4
J _ j_ 1 _ _ j _ _ _ j _2.T 2
4 ‘t  at
4.T
1 —x
$2 1 —x
|^<M1—(
X  =  — .
N
8"
(7.68)
And in the end this result does tu rn  out to be the one th a t satisfies the pentagon and hexagon 
identities. Also, these identities could not be solved without the symmetric splitting assump­
tion.
2
C ase  F [$a$ a$ a$ b] a n d  p e rm u ta t io n s
We require b =  a. Starting with F [aaab], we set the indices in (7.61) and see we get something 
non-vanishing if 3a — b =  0. This signals propagation of field $[a-b] in the S -channel. The 
correlator is
(aaab) =  | | 1  -  z\2x \z\±2* , x  = x '  =  (7.69)
The propagating field $[a-b] has conformal block
F ? - ]  (z) =  (1 — z)æ z- *'. (7.70)
To get fusing matrices we compare with
(obaa) = ^ \ l - z\~2x'\z\2x. (7.71)
Blocks for the propagating field $[a-b] are
F — ](z) =  (1 — z)- *' z*. (7.72)
The fusing m atrix is then simply 1. This is however not the whole story; there are three ways 
more to get a non-vanishing fusing matrix. First, if 3a — b =  2 N  there can be S -channel 
propagation of $ 2(N-a) at the descendant level. Second and third, if 3a +  b =  2N there can be 
S -channel propagation at descendant level of either $[a+b] (when a +  b > N ) or $ 2(N-a) (when
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2a > N ). For all these three cases we can take the first extension descendant for ftb, evaluate 
blocks for (aaa(b — 2 N )) and compare with blocks (a(b — 2N)aa).  We get the same F  =  1 in 
the end. Precisely whenever descendants are propagating, the pentagon and hexagon equations 
impose some sign changes here. In the end we get
1 if b =  3a ( 7  73)
(—1 )“ else ( )
This is also valid for any perm utations of F  [aaab] and for any N . Except for some special cases, 
in the m atrix F [abcd] is in general 1x1. Later on we will see th a t the result above is a part of 
the more general result (7.95).
F
a a 
a b
C ase  F [$a$ a$ b$ b] a n d  p e rm u ta tio n s
Here the possibility a +  b =  N  leads again to different fusion and is treated separately. Start 
with (aabb). Fusion is $ a x $ a ~  0 +  J  +  $[2a]. We expect thus three blocks, but in fact we 
have only two since propagation of $[2a] requires a =  b (already done) or a =  N  — b (treated 
separately). Setting indices in (7.61) we have
(aabb) =  i ( | l - +  |1 - s r i s T * )  . * = ^ .
W ith reorganization of the absolute values we come to conformal blocks
1 ■(! +  (1 -  - ) 2x').
b ab
o a t  1 X ~  9jy • (7.74)
F “abb (z) =
2 (1  — z)x' z x
(7.75)
2 x ( 1  — z )x' z x
The fusion equation requires now (abba) for comparison. T hat turns out to be
(abba) =  I ( | 1 - +  |1 -  = r fe i = r )  •
From the fusion rules we see th a t the fields propagating are $ a x $ b =  $[a+b] +  $[a- b], with 
blocks
F[a+“](z) =  (1 — z)-x zx' , F “ab- ab](z) =  (1 — z)-x zx' . (7.77)
The result stands for both a +  b < N  and a +  b > N  since the descendant operator product 
coefficients are 1. The remaining case is (abab), which gives
(7.76)
with conformal blocks
Fiabab ^[a + fe](z) =  (1 — z)
—x zx f :abab (z) =  (1  — z)xz—x.
(7.78)
(7.79)
Extracting the fusing matrices for these three cases is straightforward. We get
(—1)a+b if a +  b > N  
1 else
b a 
a b
$[«+&] $[a-6]
F = e [a+b] 0 e
$[a-6] e 0
F a c 
a c
0
J
$ [a.+c] ^[a—c]
X
2- 1
2.T
X
2_J_
2.T
F c c 
a a
0 J
®{a+c] 1 —x
$[a-c] 1 x
ac 
2N
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with sign e coming from imposing the pentagon and hexagons identities.
For b =  N  — a we have degeneracy of conformal blocks due to propagation of both $  fields. 
In this case another interesting fact appears. Take
aa(N -  a)(N -  a)) = -  (|1  -  z | - 2' '| z | - 21- +  |1 -  -| 2 l '| - | - 2’ )  . (7.81)
From the asymptotics we see th a t the blocks for 0 and J  are present but the block for $[2a] turns 
out to be zero. This is unexpected, but can perhaps be a consequence of level mismatches in the 
towers of descendants th a t propagate coming from the left and right vertices of the S -channel. 
The existent blocks are
s^aa(N—a)(N—a) 
F  0
F•aa(N—a)(N—a)
(z)
(z) =
1
2 (1  — z)x' z  
1
:(! +  (! — z)2x )
XX (1  — (1  — z)2x )■2 x ( 1  — z )x' z x
For comparison with the T -channel we need (a (N  — a ) ( N  — a)a),  which is
I—2x|„| — 2x' i |i 2x|„ |2x'
(7.82)
a ( N  -  a ) ( N  -  a)a ) =  -  (|1 -  +  |1 -  z | - 2•T|z |2•T,)  . (7.83)
The last term  here is a degenerate conformal block for both $ 1,2. Fusion is $ a x $ N—a 
$  +  $ 2 +  $[N—2a] and blocks
—a)(N—a)a (z) =  (1 — z ) —xz x' , F ^ N ^ —a)a (z) =  (1 — z)x z"
For the last case (a (N  — a )a (N  — a)) we have
1
{a(N -  a )a (N  -  a)} = ^  (|1 -  z |2'T|z |- 2'T +  |1 -  z |- 2'T|z |2'T
and blocks
F a N—a)a N—a)$1,2 ( z ) = ( 1 —z)—xzx , N—a> ( z ) = ( 1 —z)xz—x-
(7.84)
(7.85)
(7.86)
By considering descendants correlators and assuming again a symmetric splitting for $ 1,2 we can 
set the overall normalization of the fusing m atrix elements and let the pentagon and hexagon 
fix eventual signs. After doing all this we get for N  even
F
F
$ 1 $2 $[iV- 2 a]
( N  — a) a 12 ( - 1 )° - è ( - l ) ° 1
a ( N  — a ) $ 2 è ( - i ) ° è ( - l ) ° 1
^[iV-2a] i2
1
2 0
0 J $[2 a]
( N  — a) (N  — a) ' $ 1 1 —x ( - 1 )^  r a ( N  — a )
a a $2 1 —x - ( - 1)« 2 N
^[iV-2a] 1 x 0
(7.87)
F
a ( N  — a ) 
a ( N  — a )
$ 1 $  (ï)[Af-2a]
0
J
$[2 a]
1
4
_ _ j _
4.t »,
è ( - D *
1 1
4 2 
_ _ j _  _ j_
4x ,r 2x
o
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The N  odd result is similar, but has a few changes. M atrix F [a(N — a)a (N  — a)] remains the 
same, whereas the other two change to (again x  =  a ( N  — a ) / 2 N )
F
0 J $[2 a]
a)a)(N 1 —x ( 1 \ ——- —e(—1 ) 2
a a $ 2 1 —x e ( - l )  2
‘£>[AT-2a] 1 x 0
F
a ( N  — a) 
a ( N  — a)
e =  — 1 if 2a >  N ,
$ 2 (I)[Af-2a]
0 1 1 14 4 2
J __j_ __j_ _j_4.T 4.T 2x
$[2 a] 0
(7.88)
The sign e comes again from solving the polynomial equations.
C ase  F [$a$ a$ 6$ c] a n d  p e rm u ta tio n s .
Most of the time only one field propagates in the S -channel and the fusing m atrix is 1x1. For 
N  even we can have the special case of a =  N /2 ,  c =  N  — b, which gives a 2x2 matrix. If the 
m atrix is 1x1, the result is part of the more general result (7.95) for 1x1 matrices F [abcd]. For 
the N  even special case a =  N /2 ,  c =  N  — b the m atrix is 2x2 and we get
I — 2x i \2x' b
X = 4' x
b (N  — b) 
2 N
The conformal blocks are again degenerate
\z) =  (1 -  z)~xzx'.
For comparing with the T-channel blocks we need (y(iV  — &)&y)
f f  HN-b),
F *l,2
(7.89)
(7.90)
(7.91)
From which the conformal block is
f  (jV-6)6f
(z) =  (1 -  z)x z“x. (7.92)
so from the asymptotics we see tha t the field (ï ,[jv_6j propagates at the descendant level. Using 
(7.20) and once again considering descendants correlators and symmetric $ 1,2 splitting, we get
F
N bI ( N - b ) - ( - I f 1$ 2 ( - I f 1 (7.93)
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Following the same procedure for all perm utations we get
F
F
F
F
F
F
^  b 2 u
f  ( N - b )
( N  — b) b
% -& ]
- ( - l ) b 1
$ 2 ( - l ) b 1
N
2
N
2
(J) 1 (J)2
$ f+fe] - è ( - i ) b è ( - i r
$ f  -b]
i i
2 2
N 
2
( N  — b) b
N ' $ 2
2 = $
$
f+fe] 
f  -b]
4 ( - i ) 6
i
2
è ( - i ) 6
i
2
N - %+&] % -& ]2N = - ( - l ) b 1
2 . $2 ( - l ) b 1
(7.94)
( N - b )  f
N
2
f  ( N ~ b )  
b N2
% +6] % _ fe]
( - l ) b 0 
0 1
% +6] % - fe]
( - l ) b 0 
0 1
Where again some of these signs are set by the pentagon and hexagon.
C ase  F [$a$b$c$d]
In most cases where F  [abcd] is allowed by the fusion rules, only one term  survives in (7.61) 
and the corresponding fusing m atrix is naively 1. Imposing the pentagon and hexagon leads 
to sign flips. To express these the following is needed. In the S -channel conformal blocks the 
couplings N abp and N pcd are at stake. For the T -channel we have at stake N adq and N bcq. Let 
us define an order for the couplings; call N abp, N pcd, N adq and N bcq the first, second, third and 
fourth coupling respectively. Now, if the fusion rules allow a 1x1 fusing m atrix F  [abcd], then 
the labels p ,q  of the fields $ p, $ q propagating in the S - and T -channels are defined uniquely 
by a,b ,c ,d .  We call a coupling N ^  k ‘prim ary’ (type P) if k  =  i +  j  or k  =  [i — j], and 
‘descendant’ if k  =  2N — i — j  (type D). W ith couplings ordered as above, for a 1x1 m atrix 
F  [abcd] the extra signs then behave as
F
b c 
a d
(—1 )q if couplings are of type DDPP
(—1 )p if couplings are of type PPDD
(—1 )c if couplings are of type DPDP
(—1 )a if couplings are of type PDPD
(—1 )b if couplings are of type PDDP
(—1 )d if couplings are of type DPPD
1
V
else
a =  N  — d, c =  N  — b. (7.95)
(We could have also w ritten (—1)b+c for DDPP and (— 1 )a+b for PPDD, which is an equivalent 
statem ent.) Given any six labels p, q, a, b, c, d leading to a 1x1 m atrix F  [abcd], the four couplings
b
b
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will always fall into one and only one of the cases above. The result (7.95) is valid for any N  
and for any labels a, b, c, d th a t generate a 1x 1 matrix. (So for instance the cases F [aaad] and 
F [aacd] and perm utations thereof are automatically included in (7.95).)
W hen a ,b ,c ,d  take special values, the fusing matrices enlarge. This happens for F [a(N — 
a )c (N  — c)], F [a(N — c)c(N  — a)] and F [ac(N — a)(N  — c)]. The correlator for the first case, 
b =  N  — a and d =  N  — c, is
1
(a (N  -  a )c (N  — c)) =  ^11 — z |- 2•T|z |2•T,, x ( N  - a ) c  
2 N  ’
x
(N  — c)c 
2 N  '
(7.96)
Only the are propagating because a =  c forbids $ 2a from propagating. The degenerate 
blocks are
■a(N-a)c(N-c)
$1,2 (z) =  (1 — z )- ^ ' .
This is to be compared the T -channel blocks coming from
< a(JV -c )c (W -< 0 > = i | l - ; | 2' | ; r 2' '
(7.97)
(7.98)
Here the propagating fields should be $ a±(iv-a), but like in the (yy&(iV — b)} case, one of them 
does not propagate when all the external legs are at the primary level. The for the propagating 
block is
a(N-c)c(N-a)
[a-(N-c)] (z) =  (1 — z ) x' z - x . (7.99)
By considering descendants correlators, we would come to the impossible fusing m atrix of
(N ~ a ') { M C , } =  ^  1 1 . (7.100)
a (N  — c)
F
^a+(iV-c) &a-{N-c)
$ 2 1 1
This clearly cannot be the correct answer since it is not invertible. The solution is to insert a 
minus sign in one of the m atrix elements. The same happens for F [a(N — c)c(N  — a)], which 
would appear to have all elements equal to 1 / 2 . As usual, we let the pentagon and hexagon 
set the signs th a t are necessary. This time the extra signs will not only solve the pentagon and 
hexagon equations, they will also make the fusing matrices invertible. Solving for N  even we 
get
F
F
( N  — a) c
a ( N  — c)
( N  — c) c
a ( N  — a)
$ [ a + ( N - c ) ] 1
5.iÖ
( - 1 )«+T 1
$2 1
$ 2
®[a+(N-c)]
${a-(N-c)]
è ( - i r *i
2
i
2
F c ( N  — a) 
a ( N  — c)
$[c+(Af-a)] $[c-(iV-a)]
$[«+c]
$[a-c]
/ \ P+<?+JV 
( - 1 ) 2 0
0 ( - 1) 2
(7.101)
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For N  odd we have
F
F
(N  -  a) 
a
( N  -  c)
a
F
c
( N  -  c) 
c
( N  -  a)
c ( N  -  a) 
a ( N  -  c)
$[a+(N-c)] ${a-(N-c)]
rç(_i y + ^ f 1 1
$ 2 1
- 1  if a < c 
1 if a > c
$ 2
®[a+(N-c)]
${a-(N-c)] i2
i
2
[a+c]
[a- c]
$ \ c + ( N - a ) \
/  -, s p + q + J V  ' - ( - 1 ) 2
0
0
/ -, s p+g+JV - ( - 1 ) 2
(7.102)
again with p , q the fields of type propagating in the S -  and T -channels.
The calculation of the fusing matrices for the untwisted sector is complete. The set of fusing 
matrices (7.17-7.102) is the solution.
n
B ra id in g  e igenvalues
The set of signs pk are the remaining piece of data  necessary for determining the braiding 
matrices. Define ‘free boson charge’ Q(i) as Q(0) =  Q ( J ) =  0, Q ($ k) =  k, Q ( $ ) =  N . For 
the fusing matrices above, the pentagon and hexagon equations are solved for
for N  even: pk =  1 ^  i , j , k
=  '  < Pk =  - 1  if Q(i) +  Q ( j) +  Q(k) =  2 N  (7' 103)for N  odd: < ,
\  =  1 else
W ith this, all fusing and braiding matrices for the untwisted sector are determined.
7.2.3 D iscussion  o f results
As we have seen, it is not possible to arrive at the correct form of the duality matrices solely 
by extracting orbifold conformal blocks from its correlators and comparing them  in the various 
expansion channels. To get the complete result we resorted to solving the pentagon and hexagon 
equations, with the gauge freedom of F [0ijk] fixed. As can be seen from the fusing matrices 
and associated fusion rules, the sign flips th a t turned out to be necessary are all related to 
descendant propagation. This hints at the extension being responsible for the subtleties that 
force these sign changes, which cannot be sorted out at the level of conformal blocks. W hen all 
indices of Fpq [ijkl] come from primary fields of the extended theory, the naive results require no 
changes on the fusing m atrix and can therefore be trusted. In looking for more solutions to the 
polynomial equations, we did not allow for changes in these signs in the numerical calculations.
An analysis of the problem of how exactly the extension works at the chiral algebra level 
and at conformal block level might give answers to questions like where do the descendant signs 
come from and how can one calculate them, or how can one resolve the problem of conformal 
block degeneracy when two conjugate fields propagate in the correlator channel expansions. 
Some steps towards this end have been taken in [39], although it is yet too soon to advance 
solutions. The complete result for Fpq[ijkl] and pk is essentially unique, since all the possible 
sign changes coming from the pentagon and hexagon are gauge-related. The fact th a t every
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one of the equations was verified up N  =  21 is strong evidence for the correctness of our results. 
We have also verified the one-loop constraint (6.9) held for p  =  0.
While the results for the duality matrices are not enough to verify all the sewing constraints, 
a subset can immediately be checked for the Cardy modular invariant of the orbifold. In the 
Cardy case Z j  =  Cij , it was noticed by [38] and [75] th a t if one writes
C
ube _ 771
ijk =  Fbc kc i jc (7.104)
then, using the symmetries of the boundary operator product coefficients, he can check that 
duality of the boundary four-point function becomes the pentagon identity [82]. Having found 
a set of untwisted fusing matrices th a t satisfies the pentagon identity is then also a proof tha t 
the orbifold untwisted sector satisfies the boundary four-point sewing constraint for the Cardy
case.
7.3 Fusing m atrices for th e  m ixed sector
We now calculate fusing matrices involving chiral fields from the twisted sector. These divide 
into two cases: mixed and (pure) twisted. In the mixed sector we have correlators with two 
untwisted fields and two twisted ones (correlators with an odd number of twist fields vanish 
due to the fusion rules) and in the twisted sector we have correlators with four twisted fields. 
In this section we study mixed correlators and in the next section we present results for the 
twisted sector. Results will not be complete because the correlators involving twisted Ti fields 
are not readily available. Nevertheless it is useful to cover some ground by calculating a few 
correlators involving a i fields and see what problems and subtleties arise. Mixed correlators 
were studied in [80] [88] and twisted correlators in [72] [80] [81].
To derive mixed fusing and braiding matrices one needs the explicit conformal blocks for 
the mixed sector. The canonical mixed correlator reads [80] [88]
_  _  _  _  _ i£
(<7i(00, oo)0a( l ,  l)(f)b(z, Z)crj(0, 0)) =  |z| 2JV
This correlator has an extra factor \z\-b2/2N as compared to [80]. That factor is necessary 
to give the correct conformal weights to the intermediate states propagating and the correct 
asymptotics to the conformal blocks [88]. Also, the difference in the exponents of (7.105) with 
respect to [80] is related to the choice of a ' , which affects the normalization of the twisted sector 
mode expansions. In [80] a'  =  1/2 whereas here a'  =  2.
The fusion rules determine for which ai and aj  the correlators are zero/non-zero. W ith some 
algebra we can also derive correlators for the remaining mixed cases with the twisted fields in 
other positions other than  the first and fourth and for the other types of untwisted fields. For 
briefness we concentrate on the case (aaba) only.
If we decompose (7.105) into conformal blocks in the S -channel we get, since $ k x ai ~  
am +  Tm (with m  =  1 or 2 depending on the fusion rules), two blocks
(a i (œ ,  oo)0 a(1 , 1)0 b(z, z ) a j (0 , 0 )) =
=  C ^ a ,  "" C ^ m  (z) | 2 +  Tm C ^ m  ( z ) f  . (7.106)
1
i +  \[Z
+
1
(7.105)
N N
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The blocks Fjm*a*baj (z) and FTm^a*baj (z) must have z ^  0 asymptotics z -6 /4N (1 +  • •• ) and 
z -6/4N +1/2(1 +  ••• ) respectively. In (7.105) we have two terms, but if we try  to identify each of 
them  with a conformal block, we get the wrong asymptotics. Some reshuffling is thus needed. 
Using
1 z
1 +  z +
1 z
1 +  z
— k
-(1  -  z 2)~k (1(1 +  z )k +  (1 -  z)fc|2 +  1(1 +  z ) k -  (1 -  z)fc|2) , (7.107)
we can rewrite (7.105) as
F ^ a * ba (z) 
F ^ a *ba j (z)
, . ab /  . ,—. ab . ,—. ab \’ (1  -  z)“ 2JV I (1 +  v^)-JV +  (1  -  y / z ) ~ N j1- z  4JV(  -  z)
N  b2 , . ab /  . /—. ab . ,—, ab \
—  z 4J v ( l - z )  2JV |^(1 +  \ / z ) n -  (1 -  \ / z ) n J
which have the correct z ^  0 asymptotics. The operator product coefficients are
m
Cai*a C^ b W
Ca i*a
C*
C*bV i Tm
1
(2ab/N  ) 2
The natural choice for the C  a * Tma i*a 2 a2/ N .
(7.108)
(7.109)
7.3.1 Braiding m atrices
We are now ready to pick (7.108) and insert them  in (7.2). We can derive braiding matrices. 
The equations to solve are (assuming B +)
/pVi*a (z )
spa i*a
F rm (z )
— a—+£_ ,
Z am m
a 2 +  b2 _  i
+  Z ^  B J m
a2 + b2 _  i
Z -----4 AT 5  +z B Tm<Jrr
a2 + b2 _  i
+z ^  B;
$ $ 6
Oi O3 _
r $ a $ 6
°i Oj
a$ $ 6
Oi O3 _
$ a 6 $6
Oi Oj
F ^ b * aaj (1 /z) 
F-m*b*aa j (1 /z ) ,
Fam*b*aaj (1 /z)
F m b*aO j (1 /z). (7.110)
Inserting (7.108) in the above equalities and taking principle values for the square roots we see 
tha t the powers of z nicely cancel out, leaving us with
/ \ _ at}(1  -  z )  2JV X
(1 -  z )
ab 
' 2 AT
(1 +  v z ) N +  (1  -  v z )
B + ^ J l  -  l / Z f *  ( ( 1  +  J Ï J Z ) *  +  (1 -  * / Ï T z ) * )
- 1 / - r û  ( ( i  +  \ / ï â ) #  -  (i -
x ^  ( d  +  -  d  -  =
-  1 / z ) - &  ( ( 1  +  +  (1 -  V ^ ) * )
- 1 / ^ ) - *  (< 1  +  \ A Ä ) #  -  (1  -  V ï f ' ï
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Pushing the factor (—1/z )  to the left-hand-side and abbreviating (1 +  y / l / z ) L- 
=  y  we get for B+
eiwk//‘2(x  +  y) = B+a (x +  y) +  -  y),
eilTk/2{x -  y) = ^ B ra(X + y) + B rr(X ~  V)- 
Squaring the above equalities, we see th a t they are satisfied by a braiding matrix
x,  (1 —
(7.111)
B + $a $6 
7 i 7  j
G m Tm
c o s ( i f ) * ab N sh x m )
Tm iN ab sin ( | f ) cos ( I f )
(7.112)
This solution reduces for N  = 2  to the result one would get from the tensor product of two 
Ising models [74]. For N  odd one must replace the twist fields with the appropriate complex 
combinations and re-calculate the braiding.
The simplest hexagon equations are inversion relations. Since the braiding above matrices 
above satisfy the first hexagon equation for eigenvalues pUT =  1 and PTT =  1 , and since there 
are no extension problems in the twist-twist-untwist couplings, it is likely th a t all pUT and 
Pt T =  1 are + 1 .
7.4 Fusing m atrices for th e  tw isted  sector
Calculation of the orbifold four twist fields correlators was originally done in [80] and [81]. The 
technique used there was lifting the four-point function on the sphere with four insertions to 
its double cover, a torus with four insertions, so th a t the multi-valuedness behaviour of the free 
boson field around twist fields vertex operators insertions disappeared and the result became 
single-valued. The details of the calculation are however intricate and therefore we willl write 
down the results only. W ith some reshuffling to get to our conventions, the result of [80] and
[81] is
(7 i(to , 00)7r (1 , 1 )Vr+s(z,z )a .s (0 , 0 )) = 03(O|r)
(0 |r  )
• 1 /  2n - \- r  m R \ 2 1 (  2 n + r  ■ m R \ 2q 2 { ^ h + ^ )  (7.113)
where 7 r,s denote a 1>2 twist fields. Careful with the notation now: r +  s =  t  is defined mod 2 , 
and t  =  0 corresponds to 7 1 and t  =  1 to 7 2. So for instance r =  s = 1  means (7 17 27 17 2).
The param eter q is redefined as q =  emT, with t  the modulus of the double cover torus. This 
modulus can be rew ritten as r  =  i K ( v/z ) /K (v / l — z), with K  the complete elliptic functions
[90] and 9 the generalized the ta  functions
e
a
b (z |t  ) = ^ 2  q
(n+a)2 t +2(n+a)(z+b) (7.114)
with the classical Jacobi 9 functions 91 2 3 4  defined as
2i
L 2 J
(z it) =  91 (z|Tf  9 20 (z |t)  =  92(z|T), 9
0
0 (z |t)  =  93(z|T), 9
0
1
2 J
(z |t)  =  94 (z| T ),9
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and O[ the Oi function with zero-mode removed [90].
Other combinations of twist fields yield vanishing correlators due to the fusion rules. Cor­
relators with a 2 as the first field are obtained by replacing a i ^  a 2. (This dihedral symmetry 
was noticed in [81].) Being essentially a computation on the torus, it is not surprising to see 
a sum over lattice momenta arising. The the ta  function argument z will play no role in the 
following, so we will skip it from now on.
The result (7.113) follows our conventions with a'  =  2 and world-sheet spatial param eter 
running from 0 to 2n. It was obtained from [80] by redefining the Hamidi-Vafa compactification 
radius such tha t R HV ^  2nR.  The world-sheet dilation then brings 2R ^  R.  The correlator 
turns out not to be invariant under the T —duality transform ation R  ^  2 /R .  The reason for 
this was explained in [71]. Because of it, one has to specify which range of R  he takes and here 
we pick again the non-equivalent radii R  G [-s/2, oo]. W hen we do this, we must take a final 
step of substituting R  ^  2 / R  in the expression of [80] for the four-twist correlator. After all 
this is done we come to (7.113).
Note also th a t this four-twist correlator holds for an unextended orbifold theory. To get a 
result for the extended orbifold requires some manipulations so th a t the lattice momenta in the 
summations come to a finite sum.
E q u iv a len ce  to  th e  Is in g  sq u a re d  m odel
An interesting cross-check is to see whether in the case of R  =  2 , where the orbifold is equivalent 
to the tensor product of two Ising models, these complicated-looking expressions for four-twist 
correlators yield the same result as the straightforward Ising squared calculation. The Ising 
squared field (0, a) (in the usual Ising notation) corresponds to the orbifold a i twist field. At 
canonical insertions its four-point correlator is simply
((0 ,a ) ( 0 ,a ) ( 0 ,a ) ( 0 ,a ))  =  (0 0 0 0 ) x (aaaa)
=  1 x ^ |z ( l  -  z)I“ 174 ( | l  +  v/ l 3 ^ | +  |l  -  V T ^ z \ )  . (7.115)
This should be the same result as the orbifold correlator with r =  s =  0, R  =  2 in (7.113). We
get
(a ia ia ia i)
°3(r  )
Oi (t  )
2 y ^ g l (ra~m)2g l (ra+m)2. (7.116)
Now we use the identity «i ( t ) =  4O2O304( t ) and rewrite the sums over n  and m  to come to
1
( a ia ia ia i  )
2O2O4
q2[^+m)2q‘2^ +n)2 (7.117)
i=0 ,in,m
Note th a t in this form the exponents of q are those of an extension, so we are in fact dealing 
with an extended orbifold theory. The sums are now the the ta  functions 03 (2 t) ,0 2(2 t), which 
we can relate to combinations of other the ta  functions. When we do this, we get
( a ia ia ia i  )
1 I / 2 / 2 \ »!
0 22929^ (sjo'i +  Oi + V«3 — «i = (7.118)
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This looks very different from (7.115), but when we make use of the so-called ‘Inversion Problem ’ 
relations [90] z =  9^/9^,  1 — z =  O' /^O'  ^ on (7.115), we see tha t
((0 ,a )(0 ,a )(0 ,a )(0 ,a ))
O32
Oi O 4
(aiai  a ia i ) , (7.119)
thus confirming th a t the two theories are indeed the same.
7.4.1 T w isted  conform al blocks
The next step is now to express the correlator in terms of conformal blocks
(a i a r ar+sas)
= M l -  =  E C ? I W I 2 (7-120)
1 1 m,n p
Being a rational conformal field theory, the orbifold four-twist conformal blocks must have a 
finite sum over p, so we need to reshuffle the theta-functions. The manipulations tha t lead to 
fusing matrices are different for even and odd N .
7.4.2 Case N  even
We start with the R 2 =  2N, N  even case. Do the following steps in (7.120): pull out a 
2 / R  factor from the brackets on the exponential, redefine n  ^  n  — m N / 2 ,  split the n sum
S n f  (n) =  S n j= o  f  (i +  n N ), redefine n  — m  =  —m.  After doing this we come to
(a la r ar+sas)
1 n - 1=  |z (l -  z ) |“ 1/4| ^  ( ~ l ) msqN ^ +m+^ y  ( ~ l ) ~ nsqN^ +n+^ y . (7.121)
m,n,i=0
W ith this the sums have been decoupled and can now be w ritten as absolute values squared. 
Now we write (—1)ms =  exp (2n i(m  +  i / N  +  r / 2 N ) s / 2 )  exp ((—i / n  — r / 2 N )s/2 ), (—1)-ns =  
exp (—2 n i (m  +  i / N  +  r / 2 N ) s / 2 )  exp ( ( i / n  +  r / 2 N )s/2 ). From the general definition of theta- 
functions we get
(<7l<7r<7r+s<7s) =  |z (l -  z)| 1 / 4 Y  
We now split the various cases r, s .
N - 1
i= 0
jf (i +  r / 2) 
s / 2 ( n t ) (7.122)
C ase  (a i a 1a 1a 1 )
Take r =  0 ,s  =  0. Here we simplify (7.120) further as follows. Note th a t O[i/N,0](NT) 
O[(N-i)/N>0] (N t) . W ith this we can write
1
(<Ji<J1<J1<J1) =  |z (l -  z)| 1/477n ?  X
IO3 P
X 00 ( n t ) +
1
2
0 (N t)
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i=i
N
0 (N t) (7.123)
2
O
2 2
O O O
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The three sets of theta-functions signal emergence of three types of conformal blocks. Let us 
check the asymptotics to see which fields are propagating in the S -channel. If z ^  0, q ^  z/16, 
so we can expand (7.123) in q. We get
F a
s=0
NA X Z - l/a+0, N  B x  z - l /8+N/4, F rc s = 0 — N  c  x  z - l / 8 + (2i)2 /4N . (7.124)
This is consistent with propagation of the fields 0, $ i and $ 2i ( $ l for N / 2  even, $ 2 for N /2 
odd), the normalization factors being the inverse of the OPE coefficients. The fusion rules 
are a l x  a l — 0 +  $ i +  $ 2i, so asymptotics are consistent with what we expected to be 
propagating. Finally we can write an explicit expression for the conformal blocks of N  even, 
r, s =  0
(z ) 00
F ^ 1 7171 (z)
F,'71717171
2 h
(z (1  — z ) ) - l / 8
(z) =  16i /N x -O
( N t )
1 /2  
0
i / N
0
(N t)  $ i =  $ l for N / 2  even, else $ 2 
(N t)  i = 1 , . . .  , N / 2  — 1. (7.125)
The operator product coefficients follow from our choice of normalization of the conformal 
blocks. Since we chose to normalize conformal blocks to one, these tu rn  out to be
0
C7171 C71710
S~ï S~ï7  C7171&'1
1 ,
71 71
C  ^2C7171 C,7171$2i
(2 x 1 6-n /4 )2, 
(y/ 2  x 16~i2/N ) \
(7.126)
We see th a t the operator product coefficients are powers of 16, as was also noted in [81].
The next step is to compare the blocks at z  and 1 — z  to extract the fusing matrices via 
F p(z) = q FpqF q(1 — z). Going from z to 1 — z means going from t  to —1 / t . This leads to 
three sets of equations, each one for 0 , $ i and $ 2i
—  z) ) - l / 8(~(1 - =)) 
0 3 ( t)
-O
0
0
( N t )  =
O3 ( 1 / t  )
0
0 (—N / t  )
1
2
N/2-l
16
i=i
O3(—1 / t  )
iVjy( ( 1 -  z ) ^ ) - 1/ 8 
6>3 ( - l / r )
1 /2
0 (—N / t  )
O
i / N
0 (—N / t  ),
3
3
1fiJV/4( - ( 1 -  -))
: 03(r)
- i /8 1 /2
0
( V  \ p  ((1 _ -)-) 1/8 a( N t ) =  f & o — — — — V 1 /20O3 — 1 / t  )
O3 — 1 / t  )
(—N / t  )
2
1 /2
0
N/2-l
E
i=i
+  y F$i§ 2 i2/N( (1  — z)z) 1/816i /N
O3 (—1 / t  )
O
(—N / t  )
l/N 1 — N / t  ),
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i2/N ( z (1  — z))16i /N
— z ) ) - l / 8
O3 (t )
i / N
0 ( N t )
0
0 (—N / t  ) 
- l /8
((1 -z)z)~1/8 
+ F*” 4 , 2 16 9s( - l / r )  6
1 /2
0
j = l
O3(—1 / t  )
(—N / t  )
(—N / t  ).j / N0
(7.127)
At first sight it seems rather difficult to find matrices Fpq relating theta-functions at N t  and 
—N / t , but this can be done as follows. Note the following equality defining the S -m atrix of a 
free boson theory
X:( t  ) =  S ij Xj (—1 / t  )
O
i / 2N
0 (2N t ) 2N— 1 _27ri^ Le 2N O
n (T ) Ej =0
j / 2N
0 (—2 N / t  )
n (— 1 / t )
-, (7.128)
which can be proven taking a Fourier tranform ation of the left-hand-side. W ith some reshuffling 
we can rewrite (7.128) as
V-2NiT e
N i
+  2 cos ( 
k’=i '
k / 2 N
0
(  2 nkk!
2N
(2 N t) =  O
k / 2 N  
0
0
0 (—2 N / t  ) +  e-nik O 
(—2N / t  ).
1 /2
0 (—2 N / t  )
(7.129)
Since in (7.127) N  is even, we can use (7.129) on it. The factors (z(1 — z)) 1/8 drop out and 
using also 6,3 (—1 /r)  =  \J— we simplify (7.127) to
1
0
0 ( N t ) =  F00 O
0
0 (—N / t  )
+ F 0^ - 1 Q N/Ad
1 /2
0
N/2-1
(—N / t ) +  £  F0*2i 16i2/NO
i=l
i / N
0 (—N /t ),
+ F ^ i ^  16n/49
1 /2
0
1 /2
0
( N t ) =  F^i0O 00 (—N / t  ) +
N/2-1
(—N /t ) +  £  F * i 1 6 ^ /NO
i=i
i / N
0 (—N / t ), (7.130)
1 c f /N V ^ e i / N0 ( N t ) =  F^2i0O (—N /t ) +
+ F ^ 2i^ i - I Q N/A9
1 /2
0
0 
0
N/2-1
(—N / t ) +  £  F*2, , 2J 16j2/NO
j = l
j / N
0 (—N / t  ).
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Due to (7.129) these equalities hold for a fusing m atrix
0 $
F
Oi Oi 
Oi Oi
1 0
' / n  x &  
$ 2k'
$ 2k
1
I I  gW/4
2.16-n/4
( _ 1 ) N/2
2.16_fc"/w .
(_1 )k 16N/4-k2 /N (7.131)
lQk,2/N 2 (— 1 )A’' i 6—jV/4+A'/2/JV 2.16^'/2_fc2^ wcos ( 2lT^ k'
We can check the first hexagon equation here. If we assume pk  =  1 the first hexagon reduces to
F 2 =  1 for matrices of type F  [iiii]. Since we conjecture Q t  =  1, we have to check this m atrix 
squares to one, which is indeed so.
C ase  (o1o 1o 2o2)
Now let us look at the r =  0 ,s  =  1 case. From the fusion rules, the same 0, $ i , $ 2k should 
be propagating in the S -channel. However from (7.120), the block for $ i is 0[1/2,1/2] =  0. The 
vanishiment of this block is needed, as we shall see. Using |0[a)1/2] |2 =  \0[-a>1/ 2] |2, the r =  0 ,s  =  1 
correlator can then be rewritten as
1
(<7i<7i<72<72) =  \z( l  -  z)\ 1 / 4 -  x
l^3\2
Studying the asymptotics we come to
0
1 /2
(N t )
N/2-l
2 E
i=i
i / N
1 /2 ( N t ) .(7.132)
(z (1  — z)) 1/8JT<T1<T1<T2<T2 = 1 x ft’ ’------Q
03
0
1 /2 ( N t ) ,
F - 1- 1 - 2 - 2  (z) =  0 ,
F - - 1 - 2 - 2  (z) =  16i2/N x
(7.133)
— z) ) -1/8(z (1  _  z)) i / N
1 /2 ( N t ) 1 , . . . , N / 2  _  1.
The operator product coefficients are
0
C -1  - 1 C- 2-20
C _  * 2i C,'-1-1 -2 - 2* 2i X 16-i2/N )2. (7.134)
(The coefficient C - 1 - 1  *  cannot be derived from (1 1 2 2 ), but we already know it from (1 1 1 1 ).) 
The equation defining the fusing m atrix for this case is
F - 1 - 1 - 2 - 2  (z) Fpq
Oi O2 
Oi O2 F - 1 - 2 - 2 - 1  (1 _  z ), (7.135)
so we need to study the r =  1 ,s  =  0 case to proceed.
C ase  (o1o2o 2o 1 )
From the fusion rules, the fields propagating in (1221) 1 are $ 2i+1. Noting th a t 0[(i+1/2)N,O] 
0[(N-i-1+1/2)/N>0] we can rewrite (7.120) as
1
(<71<72<72<71 ) =  |z (l -  z) I 1/4^ p  X 2
N/2-1 r 1
i=0
0 +  I / 2) 0 (N t) (7.136)
1We occasionally abbreviate by 1,2, which should be clear from the context.
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This has exactly the same number of fields propagating as (1122), namely N / 2  of them. That 
is why the block F ^ 122 vanishes: if it were not so, then the dimension of the space of conformal 
blocks of (1122) would be bigger than  th a t of (1221). The asymptotics yield
p - 1- 1- 2-2 (z) =  16(2i+i)2/4N x
*2i+1 ( )
with operator coefficients
— z ) ) -1 /8
-0 ^(* +  1 / 2 ) 0 ( N t ), i = 0 , . . . , N / 2  _  1.
(7.137)
C  * 2i+1 C  C- 1-2 C- 2- 1*2i+1 16
— (2i+1)2/4N )2 (7.138)
The fusing m atrix equation is now known. It is 
(z (1  _  z ) ) -1 /8
03( t  )
-0
0
1 /2 ( N t )
((1 z) z) —1/8 N/2—1 
3 q=0
jf(Q +  I / 2) ( _ N / t  ),
3
0
— z) ) -1 /8(~ (1  -  z))
^3 (r)
16 i2/N 0 i / N
1 /2
( (1  -  ^ ) ~ 1/8 y '  F
d s i - l / r )  ^
( N t )  =  
1 6(2q+1)2 /4N 0
q=0
j j (q  +  1 / 2 ) 
0 ( _ N / t ). (7.139)
To solve this, we can use the following identity, derived again from Fourier transformations
k / N
1 /2
N/2—1
( N t ) =  e2nik/2N E 2 cos 
0=0
2t t % + 1 / 2 ) \
n
j j ( y  + 1 / 2)
0 ( _ N / t  ).
Comparing this with (7.139) we conclude th a t the fusing m atrix is
F Oi O2 
Oi O2
x
$ 2k
$ 2k'+1
2  ( 2 f c '+ l ) “ /4Af 
2  e2irik/2N ^ Qk2/N -C Ik '+ l)2/4N cos f  27rfc(fc'+l/2)
(7.140)
(7.141)
The fusing m atrix F [1221] is just the inverse of this m atrix (due to the hexagon). We will 
however derive F [1221] explicitly from the conformal blocks. This will serve as a check th a t we 
have the correct matrix.
The equation defining the fusing m atrix for this case is
F - 1-2-2-1 (z) =  Fpq O2 O2 
O1 O1
F -1-1 -2-2 (1  _  z ). (7.142)
This leads to
—  z) ) -1 /8
( ~ ( 1  ~ ) )  i g ( 2 p + l ) 2/4N n
Os (r)
= ( ( l - - ) - ) ~ 1/8 I F ß
d s i - l / r )  I *2p°
U p + 1 / 2 )
0 (N t) (7.143)
0
1/2
N/2—1
( - N / t ) +  Y ,  F* „ * „ + 1  Uiq2/N0 
q=1
q / N
1 /2 ( _ N / t  )
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We now use the (by now familiar) Fourier equality
0
1 /2
j j ( k  +  I / 2)
(N t )1 /2
( - N / t ) +  £ '  e - '2’ “*'2» '!  cos ( e
g= 1  V /
y /N
1 /2 ( _ N / t  )
(7.144)
Comparing the above with (7.144) we come to the fusing matrix 
1
F O2 O2 
O1 O1
x
0 C&2fc/
C&2fc+1 16(2k+1)2/4N o „-27rifc//2Af^ gfc/2/Af+(2fc+l)2/4Wco„ 2^7rfc/(fc+l/2) ^
Because of the hexagon relation
F O1 O2 F O2 O2
O1 O2 O1 O1
(7.145)
1 ,
(7.145) should be the inverse of (7.150), which can checked to be so.
C ase  (o1o2o 1o2)
The final case is r , s  =  1, which will give us F  [1212]. Here we expect the fields $ 2k+ 1 to 
propagate in the S -channel. Using |0[a;1/ 2]|2 =  |0[-a)1/2] |2 we get from (7.120)
1 N/2—1
(<7l<72 <7l<72 ) =  |Z(1 -  z) I 1 / 4 ^ p  X 2
i=0
0 ~k(ï +  1 / 2 ) 
1 /2 (N t)
(7.146)
The asymptotics as z ^  0 behave as expected. We get
1
F -1 - 2-1 -2 (z) =  16(2p+1)2/4N X ( z ( i - z ) ) - v 8g
Caia2^ +1Cai^ 2p+1 = ( y / 2 x  lC)-{2p+1)2/4N)2.
M 'P +  I / 2) 
1 /2
(N t) , p  = 0 , . . . , N / 2  _  1,
(7.147)
The fusing m atrix equation F ^ 212(z) =  Fpq[1212]Fq1212(1 _  z) leads to
( - ( ! - - ) )  l/8 1fi(2p+l)V4JV.
03 (r)
( (1  _  z)z ) -1 /8
U p + I / 2) 
1 /2 (N t)
03 ( 1 / t  )
N/2—1
E  F.* 2p+1* 2q+1
16(2q+1)2/4N 0
q=0
j j (q  +  1 / 2 ) 
1 /2
( _ N / t ). (7.148)
The Fourier equality to use is
0 1^  
N/2—1
o j fc +  l/2 \ o j g +  1/2
=  e 2JV e 2JV 2 cos
g=0
(N t )
2 x ( g + l / 2 ) ( k + l / 2 ) \ a
— n — r
1 / N  (g +  1/2) 
1 /2 ( _ N / t  ).
(7.149)
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Comparing this with (7.148) gives us the fusing matrix
F O2 O1 
O1 O2
x
$ 2k+1
$ 2k' +1
_27rife^1 r (2fc+l)"-(2fc/+l)" f 2TT(k+l/2)(k'+l/2)2 .e 2JV 16 4JV cos ( — jv (7.150)
The hexagon here is again F 2 =  1, which can be checked to be so.
1
7.4.3 Case N  odd
This case has subtlety th a t the true twist conformal field is not Oi but a complex combination 
of the two. One way to see this is to note th a t the correlator (o1ot Or+sOs) for arbitrary R  
is like a partition function, a real number. It is also an unextended theory object, which 
doesn’t discriminate between R ’s. Thus it is insensitive to the fact th a t the twist fields are 
complex for R 2 =  2N , N  odd. Therefore the Oi th a t enter the four-twist correlator are not 
the true conformal fields. As it was noted before in (5.15), the true twist conformal field is the 
combination è \  =  +  '^ 2), <J2 =  ^(<Ji  _  *02)-
Since we are after (O1Or Or+sOs), we have to evaluate the appropriate linear combinations. 
Using the dihedral group symmetries to get correlators with o 1 ^  o 2 we get
(<7l<7i<7i<7i) =  (<7i<7i<7i<7i) -  (<7i<7i<72<72 ) “  (<JI<J2<J2<J1 ) ~  (<JI<J2<JI<J2 ) 
{(7i(7i(72(72) =  (<7i<7i<7i<7i) -  (<7i<7i<72 <72 ) +  (<7i<72 <72 <7i) +  (<7i<72 <7i<72 ) 
{(7i(72 (72(7i)  =  (<7i<7i<7i<7i) +  (<7i<7i<72 <72 ) -  (<7i<72 <72 <7i) +  (<7i<72 <7i<72 )
{(7i (72 (7i (72) =  - (  (<7i<7i<7i<7i) +  (<7i <7i <72 <72 ) +  (<7i <72 <72 <7i ) -  (<7i <72 <7i <72 ) )•
(7.151)
We now specify (7.120) to the N  odd case. To simplify this expression we do the following 
steps. Pull a factor 2 / R  out of the square, split m  into odd and even contributions, resum over 
n  ^  n  _  m N , split again m  into odd and even contributions and finally resum over m  _  n  ^  m.  
The result is
i____ ___  \ _  |z (l -  z ) I 1/4 w
\<Jl<Jr<Jr-\-s<Js ) i „ X
N 1
0
+  ( _ 1 ) s0 
+  ( _ 1 ) s0
10312
27v(^ +  ^ /2)
\  +  2 (y + r / 2)
0
“ I  +  2i t  (y + r / 2)
(4N t) +  0
(ANt ) 9 
(ANt ) 9
\  +  2w (y  + r / 2)
+  2w (y  + r / 2)
I  +  27t(y + r / 2)
(4N t )
(4N t ) 
(4N t )
(7.152)
Note th a t this isn’t even an object of type J2p |F p(z)|2, but th a t is because it is not a true 
correlator. Some manipulations are needed to rewrite this expression as a sum of squares of 
conformal blocks. Taking specific r, s and ignoring the conformal prefactor for the moment, we
2 2
0 0
0
0 0
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come to
N- 1
(a io ia ia i )  =  J ]  A \2 +  \ B \2 +  C D  +  D C ,
9=0 
N - 1
(a i0 1 0 2 0 2 ) ^   ^ \C \2 +  \D \2 +  AB +  B A ,
9=0 
N-1
(o10 2 0 2 0 1 ) ''y '  \ A12 +  \B 12 — CDD — D C ,
9=0 
n -1
(010 2 0 10 2 ) =  ^ ]  \C \2 +  \D \2 — A B  — B Ä ,
(7.153)
9=0
with
A =  e 
c  = e
9
2 N 
0
1 +  JL 4 2N
0
( 4 N t ), b  = e 
(4N t ), d  = e
-  +  JL- 2 '  2 N 
0
1 __ 9_
4 2 N 
0
( 4 N t ),
( 4 N t ). (7.154)
It doesn’t look like (7.152) leads to this result for (0 1 0 20 20 1) and (0 10 20 10 2), but one can prove 
it using the following equalities
N - 1
N
9=0
N - 1
N
9=0
e 2N (d +  2) 0
l  + _L (Q + l)4 ' 2N\y ' 2> 
0
+ e
“ 4 +  2N^9 +  | )  
0
2 N-1
E
9=0
e
I i J L4 T 2 N
0 + e
I __ 9_
4 2W
0
N-1
+  c c  =  J ]  e
9=0
" a ' r 1 4- -2_ 12 T  2W2N e
0 0 +  CC.
Taking the appropriate linear combinations (7.151), the true correlators are
N 1
(0 1 0 1 0 1^ 1) =  Y  —\C — D \2, (0 1 0 1 0 2 0 2 ) =  ]C0=o \C +  D \2
9=0
N-1
(0 10 20 20 1) =  \A  — B \2 ’ (0 10 20 10 2) =  S N=01 \A  +  B \" (7.155)
9=0
The sums and differences of theta-functions look strange but can be simplified using the equal­
ities
9
2 N
0
- 9
2 N
0
+ 92 N
0
+ 92 N
0
■ 1 a "
(4N t)  +  e 2 2 N0
■ 1 9 "
(4 N t) — e 2 2N0
■ 1 9 "
(4 N t) +  e 4 2N0
■ 1 9 "
(4 N t) — e 4 2N0
(4N t)  =  e
(4N t )
(4 N t) =  e
(4N t )
114
9_N
0 ( N t ) ,
9_
N
1 /2
e-ing/N e 
1
0
e- in(1/2+g/N) e
-  + JL- 2 ' 2N
( N t ),,
( N t ), (7.156)
-  -I— 3— 1
2 J / f  (M r).
2 2 2
0
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(The phase factors above disappear in the absolute squares.) Restoring the conformal factors, 
the true correlators then simplify to
(0 1 0 1 0 1 0 1)
(0 10 10 2° 2)
| z ( i - z ) l ~ 1/4
|03|2
| z ( i - z ) l ~ 1/4
103 12
AT —1 
2
2
9=1
^ ( N t ) ! 2
1 _  9_
2 N  1
2
JV-l
2
2
9=1
( N t )
1 _  _9 _
2 N  
0 ( N t )
(0 10 20 20 1)
(0 10 20 10 2)
— r) I- 1/ 4
-  r) I- 1/ 4
\e4(NT ) \ 2
\ea(NT) \ 2
2
9=1
AT —1 
2
2
9=1
9_
N  1
L 2 J
a_
N
0
( N t )
( N t )
(7.157)
And in this form we explicitly see the expected behaviour \^p(r)\2. Now the asymptotics 
can be checked. Let us first do (010 10 10 1). The Theta-functions behave as
e
1 _  a_
2 N  1
2
n\T \ {N- 29)2( N t ) ~  q 4JV (7.158)
The fusion rules are 0 1 x 0 1 ~  $ 1 +  $ 2fc+1, but the field $ 1 cannot propagate due to fusion at 
the right-hand vertex of the correlator, so only the $ 2k+1 fields propagate. The asymptotics are 
consistent with propagation of fields $ N-2g, of which there are (N  — 1)/2 of, exactly as many 
terms as the corresponding expression (7.157) consists of. Evaluating the normalizations we
get
- - - - (N-2g)2 ( z ( 1 — z ) )  1/8
n\aiaiai(z) =  16 4ÄT—A—:---- -ill------ epN-2g
r i ®N-2gr i
Ca1a1 Ca1a 1 $N-2g
(N-2g^
1  _  a_
2 N  1
2
2
( N t ).
(7.159)
The blocks for (010 10 202) are similar, but in addition we have a block for $ 1, which can now 
propagate. The asymptotics and normalizations lead to
ai ai a2 a2(z) =  I 16«/1 d2(Nt)
C C$1a2a2 ( 2 x 16
1 _  a_
2 N  
0 ( N t ) ,
(7.160)
C $N-2gaiai Ca2a2 $N-2g
(N-2grI I--
= V 2 x  16 4ÄT
Now we look for the blocks of (0 10 20 20 1). The theta-functions behave as
9_
N  1
2 J
(Nt ) ~  z  4JV (7.161)
2
e
2
e
N — 1 2
e
2
e
3
1
2
e
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The fusion rules are a l x  o 2 ~  0 +  $ 2k• The g =  0 term  is the identity block and other g-terms 
have the asymptotics for propagation of $ 2g • Checking the normalizations we get
(z (1 — z)) l/8
(z ) =  —  e
03
? i f 2*2iri(z) =  1 6 ^ ^ ^ " / ^  1/8 9
0
i
2
( N t ) .
a_
N  1
L 2 J
(N t ) ;
s~1 0 s'i 
Cû1â2 CÔ2Ôi 0 1 .
C  ®2g C
C7 172 C 72 <71 $2g
/—  ( 2  g)z
V 2 x 16“ ^
The blocks for (al a 2a l a 2) are similar, namely
(z (1 — z)) —1/8JZO 1 0 2 ^ 0 2 ^  =  -----  Q
e.3
0
0 ( N t ) .
_9_
N
0 ( N t ) .
C7172 C7172 0 =  1,
C ®2g C
C7 172 C7l 72 $2g
/  / —  ( 2  g)z
=  ( V 2 x 16“ 4JV
(7.162)
(7.163)
W ith all blocks under control, we can determine the fusing matrices for N  odd.
3
2
2
E q u iv a len ce  to  th e  free  b o son
We can check the conformal block formulas by comparing the orbifold result for N  = 1  with its 
equivalent theory, the extended free boson with R 2 =  8 theory. Fields in the circle theory are 
characterized by their momentum pn =  n / \/S,  n  = — 3 , . . .  ,4 with conformal weights |p,2. The 
field correspondence is
Free boson labels momentum Orb N  = 1  labels Weight
0 0 0 0
1 i / V s Ol 1/16
2 2 / V s $ l 1/4
3 ■i/Vs Tl 9/16
4 A / V s J 1
5 - ■ i / V s T2 9/16
6 - 2 / V s $ 2 1/4
7 —1 / Vs a 2 1/16
The free boson four-point correlators on the diagonal invariant are given by the Koba-Nielsen 
formula
< n  V-(z„ zi)) =  n  i i -  zj \2p‘pj x  äE , „ , 0  (7.164)
i i<j
Taking canonical insertions this leads to
(1111)free boson =  0 ( 1177)free boson =  |1 -  z |- l / 4 |z | l/4
( 1 7 7 1  ) free boson |1 -  z |l/4 |z | - l/4  (1717) free boson = |1 -  z |- l / 4 |z |- l /4 . (7.165)
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The orbifold result should reproduce this. The g-terms in (7.157) all vanish and we are left 
with the classical theta-functions only. We have then
(âl<Jlâl(Jl)Orb(2)
((Jl(Jl(J2(J2)Orb(2)
((Jl<J2(J2Crl)Orb(2)
(âl<J2(Jl(J2)Orb(2)
(1111)free boson — 0.
/ 1 1 ^ \  W  -  - ) l “ 1 / 4  1/3 < m 2(1177)free boson =  ------ ÏTTT?------  \0‘2 \T )\
/ ™ \  l~(X “  -)l 1/4 1/3 ( M2 (1771)free boson =  ------ -----------  \ ^ { r ) \
(1717)
|e312
-  z) - l / 4
free boson
|1 -  z |- l / 4 |z |l/4. 
|1 -  z |l/4 |z |- l /4 ,
|e3 ( t ) | 2 =  |z(1 -  z ) |- l /4 . (7.166)
The results match, as expected. Had we not taken the complex combinations <rl)2 there would 
be no way to make the equivalence work.
The final simplification one can do is to substitute N  -  2g ^  2k +  1 in the conformal blocks. 
Doing this leads to
n \ àlàlàl(z) =  î e 1^ ^ 1 ƒ ) )  1/8 oV2h+1
2 k + l
2 N 1
2
- - - - 1 ( z(1 — z)) l/8
3 = ^ ° \ z )  =  -1 6 w/4— ---- ---------- e2(N r ) ,
2 e3
J t làlô*à2(z) =  1/8 ß^2k+i v j eo
„ „ „ „ (z (1  — z)) l/8=  ----111-----  g 01
L 2 J
„ „ „ „ (z (1  — z)) l/8  T o =  VA---- ----------  e 0
0
( N t ) . 
2g_
2N  1
2
( N t ) . 
2 N 
0
( N t ) .
2 k + l  
2 N 
0 ( N t ) .
( N t ) . (7.167)
(N t) , k , g  =  1 , . . . , ( N  -  1 ) / 2 .
These are precisely the same blocks of the N  even case, but with some labels swapped.
Having the conformal blocks, the next step is to extract the fusing matrices. Since the 
blocks are the same as N  even, the fusing matrices are also the same. The only subtlety is the 
zero-block of (1111) of N  even, which is moved into a different correlator in N  odd.
3
3
3
C ase  ( l l â lâ lâ l )
The fusion rules here are <ri x <ji ~  $ m +  $ 2k-l, but, as we saw before, the $ m field cannot 
propagate. The fusing equation is F„x1 1(z) =  q F [1 1 1 1]„qF qim  (1 -  z), and leads to
(2p—1) >-----
16 4JV \J—\t 9
2p—l
2 N 1 (N t)  = /  , Fpq
ai ai  
ai ai
(2q—l)2 2q—l2 N 1 ( - N / t ). (7.168)
2 2
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Using the Fourier equality
2k— 1
2 N 1 (N t) =2ni(2fc—1)/4N
(N—1)/2
X
2g—1
2 N 1 ( - N / t ), (7.169)
we come to
F
(71 (71 
01 71 x $ 2p—1 2.16(> 1)4iV(39 lr  e2*m2p-l)-(2q-l))/4N cog (27r(2p~1,)^ 2g~1))
$ 2q—1
(7.170)
The hexagon is F 2 =  1 which holds, since it is the same as the N  even case.
2
2
1
C ase  (7r17r2<7 17r2)
The fusion rules are now <7 x <7 ~  0 +  $ 2k. The equation for the fusing m atrix is Fp 212(z)
F [1212]pqF 1212(1 — z).  This leads to
0
0
2k 
2 N 
0
( N t ) =  Foo9
0
0
N  — l  
2
q=0
2q_ 
2 N 
0
( N t ) =  Fo*2fc 9 00
N  — l  
2
q=o
(—N /t ) ,  (7.171) 
(—N / t  ).2W0
The Fourier equality to use is
\ / —L/Vr0
2 k 
2 N 
0 ( N t ) =  9
0
0
N  — l  
2
(—N / t ) +  2 cos I 2^ 
9 = 1
2 k .2 g
AN
2g_
2 N 
0 (—N / t ), (7.172)
which gives a fusing matrix
F <2 <1 
< 1  a 2 V n
0 &2k'
0 1
2 . 1 6 - (2 f c / ) 7 4 W
&2k
1 6 (2fc)2/4 W 2 _ 1 6 ((2 fc)2 - ( 2 fc' ) ) 2 / 4 W c o s ( 2 7 r 2fc.2fc' )
(7.173)
9
1
The hexagon is again F 2 =  1, which holds.
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C ase  (à1à2à 2à 1 )
The fusing equation is F j ^ ( z )  = J2q F [1122]pqF 1221(1 — z), leading to
1
2
0 (N t ) =  F*i°9
2k—1 
2 N 
0
0
1
2
(—N /t )
AT —1 
2
+  ^ F ^ 2q1 6 ^ 0
(—N /t )(N t)  =
q=o
F&2k—1 ° 9
J2ç
2W1
2
(—N /t ),
0
i
2
N-l2X—^ (2?)
+  2 J  ^ 2fc-1^2q l6 4JV 9
q=o
2q_
2N1
2
(7.174)
(—N / t  ).
Using the Fourier equality
\ j —\ N t 9
2fc+l 
2 N 
0 ( N t ) =  9
0
i
L 2 J 
(N—1)/2
(—N / t  ) (7.175)
+ £  2 .e -M " M coS ( 2 T (2fc+1)2g 10 
9=1 ^
2fl_
2N
0 (—N / t  ),
(pick k  =  (N  — 1)/2 for the first line of (7.174)) we get
F <1 <2 
<1 <2 v /^V
x $
$ 2fc+1
$ 29
IQN/4 (—1)9 e — 2nig/2N 16N/4— (2g)2 /4N
lg(2fc+i)2/4W 2 . i 6 ^2fc+1 2^_ 2^ô^2/4We_27riô/2W cos (27r 2^fc+1^ 2fl)
C ase  (à1à 1à 1à 1 )
The last fusing equation is F j 22^(z) =  q F [1221]pqF j 22^ (1 — z), which leads to
(7.176)
0
1
2
( N t ) = F0<S)i - 16n /49
l 6(2fc)3/4 N ^ /— d
2k
2 N 1
N-l
2
(—N / t  )
( 2 q — 1 )2^ ^  
+ E F » * = .- .1 6 T 9
q=o
2q— 1 
2W 
0 (—N / t ), (7.177)
1
(Wr) = 20 (—N / t )
N - l
2 (2q—1)2
+  ^$ 3fc$2q-l 16 4JV 9
q=o
2q— 1 
2N 
0 (—N / t ).
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The Fourier equality is here 
\J—\ N t O
(N 1)/2
2k
2 N 1 
2
(N t)  =  e2nik/2N ( - 1 ) k 9
i
2
0
+  J ]  •2.eM ^ M c o s (2 J ‘a ( 2g r 1) 19
0=1 4N
2g- 1
2 N 
0
( - N / t  ) 
( - N / t  ),
from which we get
j-, ^2 02 
F  0 i ai \ f N
x
(7.178)
(7.179)
$ i (ï ,2fc+l
0 2.16w/4 9 ig-(2fc+l)-/4W
g2 N4
(Mg)(2Hh4N/-1N2ig/2eg1
J- 9 lg((2ö)2 —(2fc+l))2/4Wg27riö/2Af ÇÇ)^  (9^ (2fc+l)2fl ^
The hexagon is F [1122]F [1221] =  1 and it holds. If one had the mixed correlators with Ti fields, 
the hexagons could be used to determine fusing matrices F [TTTT] with two or four Ti ’s.
1
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Chapter 8 
Outlook
The quest of describing the macroscopic world and the microscopic world in a unified frame­
work is perhaps the greatest theoretical puzzle since the events th a t preceded the discovery of 
Q uantum  Mechanics and Relativity. The challenge and renown of discovering a grand unified 
theory attracted  many scientists to the field but the task turned out to be formidable indeed. 
There is not yet a convincing theory of quantum  gravity, although many proposals have been 
advanced. String Theory is the most promising candidate for such a realization. A spectrum 
with gravitons and good ultraviolet behavior indicates it may very well be a step in the right 
direction.
String Theory is a fascinating subject. It is so comprehensive and widespread th a t it stimu­
lates a lot of active research in many branches of Physics and M athematics. Finding the path 
from the critical ten dimensions down to four is one of the main goals of string phenomenology 
and it should at least hint strongly towards correctness or not of String Theory itself. In this 
thesis we explored how one can start the reduction of dimensions in a consistent way by study­
ing algebraic theories th a t are equivalent to compactification of one dimension. This was done 
in the context of open string theories, following the algebraic approach.
Open string theories have a much richer structure as compared to closed ones. The ap­
pearance of extra features on the world-sheet, such as boundaries and crosscaps, makes it an 
interesting challenge to try  and understand the mechanics of the conformal field theory living 
on it. Geometrically, the boundaries introduce D-branes and crosscaps introduce orientifold 
O-planes. The presence of such objects in an open string theory allows for quite some flexi­
bility in devising phenomenological scenarios. The brane world scenarios, for instance, are a 
very interesting idea based on D-branes whose test may even be within experimental reach. 
Black-hole geometries are another idea based on D-branes th a t is currently undergoing a lot of 
research. Open string theories are in any case part of the web of string dualities and therefore 
an essential piece fitting in the M-theory puzzle. They are by themselves a worthy object of 
pure research, and their relevance in various models is added motivation for their study.
Open strings come hand-to-hand with orientifold planes. The O-planes are necessary to 
restore consistency of the to tal theory, both at space-time and world-sheet level. Orientifolds 
project some states out of the theory and therefore gives rise to unoriented string theories. From 
the phenomenological side, O-planes have been used to construct novel cosmological scenarios
[91].
The open descendants construction allows one to build an open string theory starting from 
a closed string one. This requires us to first search for a parent closed string theory, from which 
the open strings will descend. In the algebraic approach, this amounts to finding a conformal
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field theory model with modular invariant torus partition function. Then we must define the 
states th a t describe a boundary or crosscap, which is done via linear combinations of closed 
string Ishibashi states. Closed string scattering between boundary and crosscap states can 
then be calculated and th a t provides us the Klein bottle, annulus and Moebius strip. After 
taking due care with orientation m atters, transforming the result to the open string channel 
provides us with the unoriented closed and open string partition functions. Partition functions 
count states, so requiring positive and integer state degeneracies becomes the first consistency 
conditions on the open string theory.
Positivity and integrality are very restrictive requirements with which a lot can be done. 
They were applied in this thesis to extended free boson orbifold theories, which correspond to 
compactifications on line segments. The orbifold torus partition function changes according to 
the free boson compactification radius. W hen the radius is integer, the modular invariant is 
a simple current invariant, for which the boundary and crosscap coefficients were derived in 
[27]. If the radius is rational the invariant is exceptional, which was the case in this thesis. 
Nevertheless the positivity and integrality requirements turned out to be enough to postulate 
a consistent set of boundary and crosscap coefficients.
The positivity and integrality constraints on one-loop partition functions are a necessary 
consistency requirement for open string theories. Necessary, but not sufficient. Consistency 
of the string perturbative expansion requires a check at all orders, not just at one-loop. The 
sewing constraints’ inductive mechanism gives us a set of equations which, when satisfied, 
guarantee th a t sewing two world-sheet topologies together will yield a consistent theory in 
the sewn surface, in the sense th a t it will be unambiguous and th a t it will have the correct 
factorization properties.
Checking the sewing constraints requires specific da ta  from the conformal field theory on the 
world-sheet. This data includes model-dependent quantities like operator product coefficients, 
conformal block functions and duality matrices, which are often hard to get since they require 
solving complicated differential equations for correlation functions. In the free boson orbifold 
case the task of obtaining the correlation functions is tractable because it is a simple model. 
The untwisted sector of the orbifold has vertex operators th a t are combination of free boson 
ones and therefore the untwisted orbifold correlators are combinations of free boson correlators, 
which are known. Part of the twisted sector correlators are also known, and with all this one 
can derive some of the quantities needed to check the sewing constraints.
On this thesis, we concentrated on deriving the orbifold fusing and braiding matrices. These 
matrices have a pivotal importance in the sewing constraints, since all of the constraint equa­
tions depend on them  explicitly. They are exchange matrices th a t interpolate between the 
various channel expansions of closed string correlation functions. The duality matrices are 
themselves also constrained by the pentagon and hexagon identities, two identities derived 
from alternative but equivalent ways of writing the conformal blocks the matrices relate. For 
conformal field theories with charge-conjugation modular invariant, the fusing matrices turn  
out to be equivalent to the boundary operator product coefficients, a simplification th a t leads 
to equivalence of the boundary four-point function sewing constraint to the pentagon identity. 
Finding a set of fusing matrices is then equivalent to solving one of the sewing constraints for 
a class of conformal field theories.
From the correlation functions for the orbifold untwisted sector one could extract the confor- 
mal blocks and from there the fusing and braiding matrices could be obtained. This procedure 
brought however some unexpected surprises. The orbifold theory has extended symmetries in 
its chiral algebra and this brings up a few features tha t are usually not present if one considers
122
8. Outlook
the Virasoro algebra alone. Existence of chiral fields of equal conformal weights is one of the 
possible complications at the level of conformal blocks and this does indeed happen for the 
orbifold. Because of it ambiguities arise in comparing conformal blocks to obtain the duality 
matrices. Understanding how can one relate the conformal blocks by means of duality matrices 
in the presence of extended chiral algebras is an interesting problem to be investigated.
In practice what happened in the orbifold case was th a t the naive calculations produced the 
correct result for duality matrices up to signs. It was then possible to resort to the pentagon 
and hexagon identities to find a solution for the fusing and braiding matrices with correct signs 
and to check it was correct up to N  = 2 1  and th a t it was essentially unique. For the mixed 
and twisted sector, fusing matrices were derived from the correlators involving twisted a i fields, 
with which some of the hexagon identities could be solved. A full check of the whole orbifold 
pentagon and hexagon identities can be done once the correlators involving twisted Ti fields 
are available. The set of untwisted fusing matrices is however already a good start for proving 
consistency of free boson orbifold theories since it is automatically the solution of one of the 
sewing constraints.
The stage is then set for the first thorough study of open string consistency to all orders in 
perturbation theory. W hen done, it will reassure us th a t compactifications are indeed consistent 
and tha t String Theory rests on solid grounds.
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Samenvatting
Natuurkunde, in haar oneindige zoektocht om te kunnen begrijpen en verklaren hoe het univer­
sum werkt, komt vele fascinerende enigmas tegen. Tegenwoordig is de unificatie, het verenigen, 
van de macroscopische wereld met de microscopiche wereld het meest fascinerende onderdeel 
voor vele natuurkundigen. Einstein’s theorie van de macroscopische wereld en de Standaard 
Model theorie van de microscopische wereld beschrijven hun desbetreffende wereld to t een ver­
bazende precisie. M aar als we proberen een extrapolatie te maken van die theorieen buiten 
hun domeinen, zodat een verbinding ertussen gevonden kan worden, komen we to t de conclusie 
dat het niet lukt. Het lijkt alsof de twee werelden door verschillende wetten geregeerd worden, 
zonder een blijkbare connectie.
Het gaat onze logica te boven, te denken dat deze scheiding onoplosbaar is. De macro­
scopische en microscopische werelden maken deel uit van een en hetzelfde universum, hoewel 
op een verschillende schaal bekeken. Daarom denken wetenschappers dat algemene relativiteit 
en het Standard Model louter verschillende begrenzingen van dezelfde uniforme theorie zijn. 
Het vinden van een consistente theorie van quantum  zwaartekracht zou ons begrip van de re­
latie tussen de verschillende fysieke schalen drastische vergroten en dit is de favoriete puzzel 
van de theoretici van de afgelopen 50 jaren geweest.
Snaartheorie is een veelbelovende kandidaat om de unificatie te realiseren. Haar principe 
is heel eenvoudig: in plaats van puntdeeltjes nemen we kleine snaartjes. Deze hoofdaanname, 
samen met enkele eenvoudige andere (zoals supersymmtrie) en de eis van mathematische con­
sistentie is voldoende om ons een systeem op te leveren met een zeer complexe structuur en 
onvoorstelbare eigenschappen die (tot nu toe) vrij zijn van inconsistenties. Echter, volledige 
consistentie kan alleen worden bereikt in een ruim te-tijd met een onnatuurlijk aantal dimensies: 
D  =  10.
Het mysterieuze resultaat D  =  10 kan feitelijk in ons voordeel omgekeerd worden. Aangezien 
er geen expliciete eis wordt gelegd op de geometrie van ruimte-tijd, kunnen de extra dimensies 
klein en periodiek worden genomen. Het samenvoegen van zes dimensies kan op haast oneindig 
veel manieren gedaan worden, en elk van die manieren levert een verschillende vier-dimensionale 
snaartheorie op. Het is daarom een belangrijke taak  om deze theorien te classificeren en op 
consistentie te controleren.
Snaren worden wiskundig beschreven door de conformele veld theorien die op hun wereld- 
oppervlakke bestaan. Omdat er gesloten en geopende snaren mogelijk zijn, moeten we de 
conformele veld theorie op gesloten oppervlakken en op oppervlakken met begrenzing bestud­
eren. Bovendien, hebben open snaren eindpunten. De objecten waar deze eindpunten liggen 
worden D-branes genoemd. Consistentie vereist dan het introduceren van een ander object, 
de O-planes, als D-branes voorkomen in een snaartheorie. De O-planes introduceren, op hun 
beurt, crosscaps op de wereld-oppervlakke en dit leidt to t het voorkomen van niet-georienteerde 
snaartheorien. In open snaartheorien komen uiteindelijk open of gesloten, georienteerde of niet- 
georienteerde snaren, voor waarvan hun wereld-oppervlakke uit oppervlakken kunnen opkomen
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als de torus, Kleinse vles, annulus of Moebius band. Dit draagt bij to t het bestuderen van 
de conformele veld theorie op oppervlakken met grenzen en crosscaps. Het feit dat sommige 
dimensies compact zijn kan ook door de conformele veld theorie beschreven worden. Dit is de 
zo genoemde ‘algebraische m ethode’, een alternatief op compactificatie, en deze is hierop in 
verschillende aspecten superieur.
In dit proefschrift hebben we op de algebraische manier open snaartheorien geconstrueerd 
op basis van gesloten snaren. Bij het analyseren van verschillende diagrammen, zoals de one- 
loop torus, Kleinse vles, annulus en Moebius band, hebben we positiviteits en integraiteits 
eisen afgeleid die gebruikt kunnen worden om elk model te testen. Deze procedure werd daarna 
gebruikt om een klasse van conformele veld theorien te klassificeren en voor een expliciete 
berekening van enkele van de relevante quantities van een eenvoudig voorbeeld van vrije boson 
orbifold modellen.
Positiviteit en integraliteit is niet voldoende voor consistentie. Consistentie van de storings 
ontwikkeling van de snaar maakt het noodzakelijk om de ‘sewing constraints’ van het model na 
te lopen. Deze constraints zijn relaties tussen verschillende model afhankelijke grootheden die, 
als er aan voldaan is, ons een correcte factorisatie van de correlatie functies op oppervlakken 
met grenzen en crosscaps van de conformele veld theorie verzekeren. Het laatste deel van dit 
proefschrift behandelt de berekening van de vrije boson orbifold fusie matrices. Deze matrices 
zijn model-afhankelijke grootheden die een cruciaal stuk informatie bevatten wat nodig is bij 
het werken met sewing constraints. De berekening gaf opheldering over enkele subtiliteiten 
van de conformele veld theorie met uitgebreide symmetrie. Hoewel niet alle matrices gevonden 
werden, konden met de vele wel gevonden matrices een aantal sewing constraints geverifieerd 
worden.
Dit proefschrift draagt, als een eerste stap, bij aan een volledige consistentie check van een 
van de eenvoudigste modellen waarop snaartheorien gebouwd kunnen worden, namelijk de vrije 
boson orbifolds. Snaartheorie is een zeer interessante theorie die momenteel intensief bestudeerd 
wordt, ook omdat haar eigenschappen breed toepasbaar zijn. Deze eigenschappen worden 
benut om een serie van modellen die gebruikt worden in andere takken van de natuurkunde te 
onderbouwen. Snaartheorie is daadwerkelijk een serieuze kandidaat voor een universele theorie.
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Appendix A 
Exceptional automorphisms of the free 
boson orbifold
In this appendix we describe the exceptional fusion rule automorphisms of the free boson 
orbifold theory. We denote the automorphism by u. It acts trivially on all chiral fields other 
than  :
u  (0) =  0, u ( J  ) =  J , u  ($") =  $", u(ai)  =  Gi, u(Ti) =  Ti. (A.1)
On the the action is as follows. Write as
^ - 2“ for k  odd (A.2)[ $ 2g for k  even  ^ '
with g taking the values 1 , . . .  , ( N  — 1)/2. Now look for the smallest integer m  > 1 such that 
m 2 =  1 mod N . For any x  define the (unique) number [x]N, 0 <  [x]N < N /2, such th a t 
x  =  ±[x]N mod N  for some choice of sign and define the perm utation
nm : nm (g) =  [mg]N . (A.3)
The automorphism then acts on as
u ( $ 2g) =  &2[mg]N 
u ( $N - 2g) =  $N - 2[mg]N. (A.4)
The D +A  torus is then
t  =  Y 1  X*zsX * 2 lmg]N + X* N - 2 9 X * N - 2 lmg]N + diaSonal in the other fields- (A -5)
g
The C+A  torus is obtained applying charge conjugation to (A.5). One can verify th a t the two 
tori obey [T, Z] =  [S, Z ] =  0 and are thus modular invariant.
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Appendix B 
Duality matrices for free boson 
orbifolds
First we review the chiral field content. The extended free boson orbifold has the following 
chiral labels
N  even N  odd
Label weight conjugate Label weight conjugate
0 0 0 0 0 0
J 1 J J 1 J
$ \  i = 1 ,2 N /  4 $ \  i = 1 ,2 N /  4 ‘I)?- i /  j
11
-Sc k 2/A N ‘ï ’fci k  =  1 . . .  N  — 1 k 2 /  AN
o-j, i =  1 , 2 1/16 ài, i =  1 , 2 1/16 ài, i /  j
n, i = 1 ,2 9/16 Ti Ti, i = 1 ,2 9/16 n , i ^ j
The indices refer to a generic chiral label, but are also used in a i and Ti (with
and without hats). The difference should be clear from the context. The twisted sector fields 
are ai and Ti , the remaining fields being untwisted sector fields. We designate a generic un­
tw isted/tw isted field by U ,T  respectively.
For convenience, we repeat the definition of [a], which is as follows. Given an integer a, 
define [a] as
( \a\ if - N  < a < N
[a] =  < 2N  — a if a > N  
[ a  +  2N if a < —N
This function maps an index k  of into the fundamental range [0, N  — 1]. As gauge choice 
for the fusing matrices we use (7.8), together with conformal block normalization of (7.34).
B .1 N  even
U n tw is te d  sec to r 
B ra id in g  m a tric e s
The braiding matrices can be derived from the fusing m atrix via (7.10) 
eigenvalues Çk , which for N  even are
4  =  i, v i , j , k .
. For th a t we need the 
(B.1)
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B. Duality matrices for free boson orbifolds B.1 N  even
F u sin g  m a tric e s  
C ase  F  [ijk0]
F j  k 
i 0 1 , if N  j  = 1 . (B.2)
Likewise for perm utations F [ij0k] =  F [i0jk] =  F [0ijk] =  1.
C ase  F  [JJJJ]
F
J  J  
J  J
(B.3)
C ase  F [ J J $ i$ i]
F
F
J  $  
J  $
J  J
$ i $
$ i 2
F J
J J “  ÏV J $ i
J N
F
J $ i
J '  T J
(B.4)
C ase  F  [ J J $ k$ k]
F
F
J
J
J J
J f -
2N  
2 N
z ~W
F
F
$k  " 2 N F ' $k J
J J : "P" J $k
J k 2
F
J $k
J ~ 2 N $k J
(B.5)
C ase  F  [J $  $b]
F
F
$k $a
J  $b
J  $a 
$k $6
k = ± ( a - b )
a + b
=*-r, k = 2N - a - b—a—b ‘
±-h, k = ± (a-b )
—b 
2N
a
a—b ’
^ k = a + b
a
2N—a—b ' k  =  2N — a — b
F
F
$b
$a
J
$b
$a J
fc =  ± ( a - 6)
k a +  b
2N—a—b ’ k — 2 N  -  a - b  
fc =  ± ( a - 6)
9Af ° . , A: =  2 iV — a — b2N—a—b ’
(B.6)
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B.1 N  even B. Duality matrices for free boson orbifolds
C ase  F  [J ¥  ¥ n - k¥ ]
F  
F  
F  
F
C ase  F ]
F  
F  
F
C ase  F [ ¥ i¥ k $a$b]
¥ k ¥ n - k N F k-
s¥
e
k
F
J ¥ J J  ¥k N
J ¥ n -k k - N F k¥kJ k F
¥ k ¥ k ¥  ¥ n -k N
¥ k J k F Jk-
s¥ N - k F
¥ k-a¥ k N ¥  ¥ N
¥ ¥ n -k k F k¥k-%¥ N F
¥ k J k N ¥  J J
¥ n -k  ¥
J  ¥  
J  ¥
¥  -k  
¥  J  
¥ k ¥ n -k  
¥ n -k  ¥
¥  J
k
k — N
N
J
N
N - k
k_
N
(B.7)
¥
¥ a
¥
¥ =  ( -
1) i+j+a F
¥ a
¥ i
¥ j
¥ a
a
a
¥
¥
l
“ 2
F aa
¥ i
¥ j
1
a
F
¥ i
¥a
¥ i
¥a
¥
¥
a
a
1
“ 2
F
¥ j
¥ i
a
a
1
a
F ¥a¥ i
¥a
¥ i
( - 1 )
2 F
2 F
i+j+a
¥ ¥ j
_ ¥a ¥a
' ¥ ¥a
¥ i ¥ j
a (B.8 )
=  a
F ¥  ¥  
¥  ¥
b
— ( — \ ) % + b + 2 if a =  b +  c — N  
= { - ( - î ^ + n - f  i î c  = a + b - N  
1 else
(B.9)
The perm utations F [ c ¥ ab], F [bc¥a] and F [abc¥] are similar, the field taking the role of ¥  
now being the one diagonally opposite to ¥ .
C ase  F [ ¥ ¥ ' ¥ ¥ ]
¥  ¥
F  ¥  ¥¥  ¥
C ase  F [ ¥ ¥ ¥ ¥ ]
1 F
¥  ¥  
¥  ¥ 1 F
¥  ¥  
¥  ¥
2
N
—  F
¥  ¥  
¥  ¥
F
¥ ¥^a ^a
¥ ¥a a
0 J $[2 a]
0 1 X 12 2 2
J _j_ 1 __j_2x 2 2.T
$[2 a] 1 — X 0
x  = a ^  N /2 . (B.11)
F
$  JV 2
$  N_ 2
$  JV 2
$  JV 2
0 J ¥ ¥ 2
n i x i iU 2 2 4 4
J _j_ 1 __j_ __j_
2 x 2
4 X  AI 4 X  AI
¥ 1 —  X è ( - U «
1
2 ( - l ) f
¥ 2 1 —  X - K - D « è( - l ) f
x  =  — .
N
8"
(B.12)
2
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B. Duality matrices for free boson orbifolds B.1 N  even
C ase  F [$a$a$a$b]
C ase  F [$a$a$b$b]
F
$  $
$a  $b
1 if b =  3a 
(—1 )a else
F
F
$b $a 
$a $b
$a $c 
$a $c
$[«+&] $[a-6]
®{a+b] 0 e
$[a-6] e 0
0
J
$ [a.+c] ^[a—c]
2- 1
2.T
2_j_
2.T
F
e =
(—1)a+b if a +  b > N  
1 else
$c $c 
$a  $a
0 J
$[a+c] 1 —x
$[a-c] 1 x
x
¥  ¥  $[JV-2a]
F a$a)-(N$ è ( - i ) °  - K - 1)“ 1
$ a $ (N-a) $ 2 - è ( - i ) °  | ( - i ) a i
$[iV-2a] 1 1 02 2 w
F $(N-a) $(N -a)
$a
F
$a
$a $(N -a) 
$a $(N-a)
0 J $[2 a]
$ 1 1 —x ( - l ) f
$2 1 —x - ( - l ) f
^[iV-2a] 1 x 0
x
a ( N  — a) 
2 N
$ 1 $  $[Af_2a]
0
J
$[2 a]
1
4__j_
4.1' »,
1 1
4 2 _ j_  J_
4a? , r 2a?
- è ( - l ) T  0
(B.13)
(B.14)
ac 
2N
(B.15)
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B.1 N  even B. Duality matrices for free boson orbifolds
C a s e  F [$a$a$b$c]
F
F
F
F
F
F
$  JV 2
$
$6 
$(N-bN
$(N-b)
$  jv 2
$
$  JV 
2
(N-b)
$b
$(N-t
$ (N-b
$  JV 
2
$ b
$  JV 
2
$  JV 
2
$ b
$  JV 
2
$  JV 
2
$  JV 
2
$ b
$  JV 
2
$ b
$ (N-b
$  JV 
2
% + *] % - * ]
$ 1 - ( - I f 1
$ 2 ( - I f 1
(J) 1 (J)2
$ f+fe] - | ( - l f  K “ 1) '
$ [f  -b]
1 1
2 2
$[JVI 2
$[JVI 2
+b]
$ 2
% -& ]
$ 1 - ( - I f 1
$2 ( - I f 1
% +6] % _ 6]
$ [ f  +*] ( - I f  0 
0 1
%+fe] % -fe ]
$ [ f  +*] 
$[JV h]
( - I f  0 
0 1
(B.16)
C ase  F [$a$b$c$d]
F $ b $c
( - 1 f if couplings are of type DDPP
( - 1f if couplings are of type PPDD
( - 1)c if couplings are of type DPDP
( - 1 )a if couplings are of type PDPD
( - 1)b if couplings are of type PDDP
( - 1 )d if couplings are of type DPPD
1
V
else
a = N  -  d, c = N  -  b. (B.17)
See section 7.2.2 for a definition of D, P . This formula is valid for any a, b, c, d tha t leads to a 
1x 1 fusing matrix.
F
F
$(N -a) 
$a
$ (N-c) 
$ x- n.
F
$c
$ (N
$
-c)
$c
(N-a)
$c $(N-a) 
$a $(N-c)
$ [ a + ( N - c ) ] 1
5.iÖ
( - 1 ) « + T 1
$2 - ( - l f + f 1
$ 1 $ 2
®[a+(N-c)]
${a-(N-c)]
K - i r ^i
2
4 ( - i r *i
2
& [c + (N -a ) } ö15.i
$[«+c]
$[a-c]
, -, S P + 9+JV ( - 1 ) 2
0
0
, -, s p+q+JV ( - 1 ) 2
(B.18)
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B. Duality matrices for free boson orbifolds B.2 N  odd
with p, q the charge of $ k fields propagating in the S  _  and T —channel respectively. 
M ix ed  sec to r
B +
7  i 7  j
G m Tm
c o s ( i f ) * ab N s in ( w )
Tm iN ab sin ( | f ) cos ( | f  )
(B.19)
T w is te d  sec to r
F
0 $ l &2k
71 71 1 0 1 216-w /4 2.16“ fc"/w
71 71 i 1 6 jv/ 4 (—1 ) N/ 2 (_1 )k 16N/4-k2 /N
C&2fc/
16 k'2/N 2(—1)k' 16-N/4+k'2/N 2.16(fc,2- fc2)/wcos ( )
F 7 1 7 2 =
7 1 7 2
F 7 2 7 2
7 1 7 1
F 7 2 7 1
7 1 7 2
B .2 N odd
$ 2k
$ 2k'+1
2 ^g-(2fc/+l)-/4W 
2 e2TTik/2N -^ Qk2/N-(2k'+l)2/4Ncos f  2wk(k'+l/2) \
(B.20)
0 C&2fc/
C&2fc+l
16(2k+1)2/4N o „-2irik'/2N  ^ Qk'2 /N+(2k+l)2 / 4 N ^  27rfc/ (A+l/2)  ^
y / N  $ 2k+1
$ 2k'+1
, k_k/
2 .e_ “27T16 ( 2 f c + l ) 2 - ( 2 f c / +  l ) 2 cog ^ 27r(fc+l/2)(fc'+l/2)N
B ra id in g  m a tric e s
The eigenvalues &  needed for evaluating the braiding matrices are for N  odd
— 1 if Q(i) +  Q ( j ) +  Q(k)  =  2N  
1 otherwise (B.21)
with Q (0 ) =  Q ( J )  =  0 , Q ($ l) =  N ,  Q ($k) =  k.
F usin g  m a tric e s  
C ase  F  [ijk0]
F j  k 
i 0 1 , if Nj]k = 1 . (B.22)
Likewise for perm utations F [ij0k] =  F [i0jk] =  F [0ijk] =  1. 
C ase  F  [JJJJ]
F J  J  
J  J
(B.23)
1 0
1
1
k
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B.2 N  odd B. Duality matrices for free boson orbifolds
C a s e  F [ J J ¥ ¥ ]
F
F
J  ¥  
J  ¥
J  J  
¥  ¥
N
F
¥ i ¥ j 2 ¥ i J
' ~2 J J ~ N J ¥ j
¥  J  
¥  J ”  F  2
J  ¥  
¥  J
(B.24)
C ase  F  [ J J ¥ k$ k]
F
F
J ¥ k
J ¥ k
J J
¥ k ¥ k
2 N  
2 N
z ~W
F
F
¥ k ¥ k 2 N F ¥ k
J
J J : ~k? J ¥ k
¥ k J k 2 F J ¥ k
¥ k J ~ 2 N ¥ k J
(B.25)
C ase  F  [J ¥ k ¥ a ¥>]
F
F
¥k  ¥a
J  ¥
J  ¥a
¥k  ¥
k = ± ( a - b )
k—b
a +  b
k = 2 N  — a — b2N—a—b'
±-h, k = ± ( a - b ) 
a +  b
a
a—b ’
_ a _  I,
a+b’
, A: =  2iV — a — b2N —a—b ’
C ase  F  [J ¥  ¥ n —k ¥ ]
F
F
¥ b
¥a
¥ b
¥ a
J
¥ k
¥ k
J
fc =  ± ( a - 6)
b
a +  b
k = 2 N  — a — b2N—a—b’
fc =  ± ( a - 6) 
a +  b
a
a—b ’
_ Q _  7„
a+6’ K
, . , k  =  2 iV — a — b2N a b
(B.26)
F
F
F
F
¥ k
J
¥ N—k 
¥ i
N
J F
¥ i
J
¥ N—k 
¥k
k
N
F
J ¥ N—k k - N F
J ¥ k F
¥ k ¥ i k ¥ i ¥ n —k N
¥ k J k F ¥ n —
k J N - k
F¥ i ¥ n —k k - N ¥ k ¥ i N
¥ i
¥ k
¥ N—k
J
k
k - N
F ¥ n — ¥ i
k ¥k  
J
N
J F
¥ n —k ¥
J  ¥k
J  ¥
¥  ¥  n —k
¥  J
¥  ¥  n —k
¥ N—k ¥
¥k J
k
k -  N
N
J
N
N - k
k
N
(B.27)
C ase  F [ ¥ ¥ ¥ ¥ ]  
¥  ¥ .F
F
F
¥  ¥
¥  ¥
¥  ¥
¥  ¥
¥  ¥ .
- ( - 1 )i+j +a
1
F ¥ a
¥ i 1
2 ¥ a ¥ i a
1
F
¥ i ¥ a 1
2 ¥ i ¥ a a
F
-  F
-  F
¥a ¥ j
¥ i ¥a
¥ i ¥ j
¥a ¥a
¥a ¥a
¥ i ¥ j
- ( - 1 )
2 F
2 F
i+j+a
¥ i ¥ i
¥a ¥a
= a
¥a ¥a
¥ i ¥ i = a
a (B.28)
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C a s e  F [$i$ k $a$b]
F $a $b $ i $ c
- ( - 1 )i+b+ 
( —1 )i+b+
1
2 if a = b + c — N
N-l
if c = a +  b — N  
else
(B.29)
The perm utations F [c$iab], F [bc¥a] and F [abc¥] are similar, the field taking the role of $ b 
now being the one diagonally opposite $ \
C ase  F [ ¥ ¥  $ k$ l]
F
¥  ¥  
¥  ¥ 1 F
$ j ¥  
¥  $ j 1 F
¥  $ j 
¥  $ j
$ j $ j
¥  ¥
N
y  (B.30)
C ase  F [$a$a$a$a]
F $a $a 
$a $a
$
0
J
[2a]
0 J $[2a]1 X 1
2 2 2_J_ 1 _ _ J _
2x 2 2x
1 x 0
x
a;2_  
2 N
(B.31)
C ase  F [$„$„$„$b]
F
$  $
$a  $b
1 if b =  3a 
(—1 )a else (B.32)
C ase  F [$a$ a$ b$ b]
F
F
$b $a 
$a $b
$a $c 
$a $c
F
$[«+&] $[«-&]
$[«+&] 0 e
$[«-&] e 0
(—1 )a+b if a +  b > N  
1 else
0
J
[^a.+c] $[a-c]
X
2- 1
2.T
$(N-a) $a
$a $ (N-a)
X
2X
2x
F $c
$ a
$c
$ a
$ 1
$ 2
$[N -2a]
$ 1
- l ( - l ) 6
0 J
$[a+c] 1 —x  x
$[a-c] 1 X
$ 2 ‘£>[AT-2a]
4 ( - l ) û 1
è ( - i ) ° 1i
2 0
(B.33)
ac 
2 N
a
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F e (N-a)
Qa
F a
a
e (N-a)
Qa
Q(N-a) 
e (N-a)
0 J $[2 a]
$ 1 1 —x ( 1 \ ——- - e ( - l )  2
$2 1 —x e ( - l )  2
^[iV-2a] 1 x 0
e =  — 1 if 2a > N
Q2 ‘£>[AT-2a]
0 l i 14 4 2
J __j_ __j_ _j_4.T 4.T 2x
a]CM 0
(B.34)
C ase  F [¥$& ^ d ]
F Qc
Qd
(—1 )q if couplings are of type DDPP
(—1)P if couplings are of type PPDD
(—1)c if couplings are of type DPDP
(—1 )a if couplings are of type PDPD
(—1)b if couplings are of type PDDP
(—1 )d if couplings are of type DPPD
1
V
else
a = N  — d, c = N  — b. (B.35)
See section 7.2.2 for a definition of D , P . Valid for any a ,b ,c ,d  th a t leads to a 1x1 fusing 
matrix.
F
F
Q(N-a) 
a
Q(N-c)
Qc
Q(N-c)
$ [ a + ( N - c ) ] % - ( N - c ) ]
r ç ( _ l ) 9 + ^ 1
$ 2 —1](— lf+^V ^ 1
— 1 if a < c 
1 if a > c
Qa Q(n -
c
N a)
$ 1 Q2
®[a+(N-c)]
${a-(N-c)] i2
i
2
(B.36)
F Qc Q(N-a) 
Qa Q(N-c)
[a+c]
la-c\
$ \c+(N-a)\
/ -, s p+q+JV ' - ( - 1) 2
0
0
/ -, s p+q+JV - ( - 1 ) 2
with p, q the charge of Qk fields propagating in the S  — and T —channel respectively. 
T w is te d  sec to r
F
F
F
01 01
01 01
02 01
01 02
01 02
01 0 2
1
V N  $ 2 p - l  
1
2 . 1 6 ( >  1 ) 4iV(39 l r  e2m {{2p-l)-{2q- l))/m  CQg ( 2 ? f  ( 2 p - l ) ( 2 g - l )  )
2q— 1
0 &2k'
0 1 2_1 6 -(2fc')2/4W
&2k 1 6 (2fc)2/4W 2_16((2fc)2-(2fc'))2/4Wcos(27r2fc.2fc' )
(B.37)
2k+1
0 2g
U qN/A ( —1)0 e-2nig/2N 16N/4-(2g)2/4N
lg(2fc+i)2/4W 2.16^2fc+1)2-(2a^2/4We-27ria/2W cos (27r 2^fc+1^ 2fl)
n
1
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F
O 2 O' 2
0 \ Oi
X
¥ C&2fc+1
0 2.16w/4 9 ig-(2fc+l)-/4W
$ 2  g
£(MCMHh1CjO1
£2.S'2OJ1
(M 2A6((2gf-{2k+l ) ) y m e2,ig/2N œ s ( 2 ^ + ^ )
1
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