This study aims to firstly implement four well-known metaheuristic optimization algorithms which, among other things, are utilized on adaptive filter design, for dual-channel speech enhancement, with voice communication devices. The implementations are conducted in a simulation fashion using MATLAB code under its newly release version of R2018a. Lately, the study takes a closer look at these four optimization methods, based on learning from the literature of the research society, on their pros and cons while applying to speech enhancement. These four methods are, namely, (1) Accelerated Particle Swarm Optimization (APSO), (2) Gravitational Search Algorithm (GSA), (3) a hybrid algorithm of PSO (Particle Swarm Optimization) and GSA (called hybrid PSOGSA), and (4) Bat Algorithm (BA). This 266 study performs the said implementations successfully and obtains useful experimental results which contributes to building a solid foundation for more advanced research in the near future. Besides, the implementations made by the study confirm the correctness of many a previous research works which claim that these four algorithms show better performance on improved speech quality and intelligibility as compared to that of the existing standard PSO (SPSO) based speech enhancement approach.
Introduction
The concise characteristics and advantages of metaheuristic optimization methods as discussed in this paper for speech enhancement are listed in Table 1 below. Table 1 . Important metaheuristic optimization methods for speech enhancement Name Characteristics PSO PSO does not require that the problem of optimization to be differentiated as required by classical optimization methods such as gradient descent and quasi Newton methods.
Therefore, PSO can be used in optimization problems that are partly irregular, variable over time, etc. [5] .
Simple conception, quick velocit significant SNR ratio for higher acc person will percept/ recognize the w GSA An algorithm inspired by Newton"s laws of motion and gravitation force [1] .
Updating is done by considering the performance than PSO [3] .
PSOGSA A hybrid algorithm of PSO and GSA [3] . [7] One of the most widely used swarm-intelligence-based algorithms owing to its simplicity and flexibility, particle swarm optimization, or PSO, was developed by Kennedy and Eberhart in 1995 [8] . The PSO algorithm searches the space of an objective function by adjusting the trajectories of individual agents, called particles, as the piecewise paths formed by positional vectors in a quasi-stochastic manner. The movement of a swarming particle is composed of two main components: a stochastic component and a deterministic component. Each particle is attracted toward the position of the current global best g * and its own best location in history, while at the same time it tends to move randomly.
When a particle finds a location that is better than any previously found locations, it updates that location as the new current best for particle i. There is a current best for all n particles at any time t during iterations. The aim is to find the global best among all the current best solutions until the objective no longer improves or after a certain number of iterations. The movement of particles is schematically represented in Figure 1 , where
is the current best for particle i , and g * ≈ min{ f (xi )} for (i = 1, 2, . . . , n) is the current global best at t. moving toward the global best g * and the current best for each particle i.
The essential steps of the particle swarm optimization are summarized as the pseudo code shown in Figure 2 . Figure 1 . Schematic representation of the movement of a particle in PSO [7] Particle Swarm Optimization Figure 2 . Pseudo code of Particle Swarm Optimization [7] 2.2 Implement the Simulated PSO using MATLAB
The simulated PSO is implemented by MATLAB code [9] and displays the following output. 
Accelerated PSO (APSO)
The standard particle swarm optimization (PSO) uses both the current global best g * and the individual best (t). However, there is no compelling reason for using the individual best unless the optimization problem of interest is highly nonlinear and multimodal.
A simplified version that could accelerate the convergence of the algorithm is to use only the global best. This is the so-called accelerated particle swarm optimization (APSO) which was developed by Xin-She Yang in 2008 [7] . A further improvement to the accelerated PSO is to reduce the randomness as iterations proceed. That is to use a monotonically decreasing function such as (1) or (2) where α0 = 0.5 to 1 is the initial value of the randomness parameter. Here t is the number of iterations or time steps. is a control parameter.
APSO implementation
The implementation of the APSO was simulated using MATLAB code [10] . The total number of particles = 10 and that of iterations = 10. The 2D "Michalewicz" objective function is used. Two outputs are shown below. 
APSO implementation results for speech enhancement
The proposed algorithm does not use individual best position for updating the new locations and is capable of finding the solution in minimum number of iterations. Further, the proposed APSO algorithm is converging faster compared to SPSO algorithm [3] .
3. Gravitational Search Algorithm (GSA) for Speech Enhancement
Gravitational Search Algorithm (GSA)
Gravitational search algorithm (GSA) is an optimization algorithm based on the law of gravity and mass interactions. This algorithm is based on the Newtonian gravity: "Every particle in the universe attracts every other particle with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between them" [11] .
Gravitational Search Algorithm (GSA) Implementation
The implementation of the GSA was simulated using MATLAB code [11] . This experiment uses Function 1 to calculate the objective function. The output is shown below. The simulation results concluded that the performance of GSA algorithm is better when compared to SPSO with respect to the speech quality and intelligibility. 
PSOGSA Implementation
The implementation of the GSA was simulated using MATLAB code [13] . This experiment uses Function 1 to calculate the objective function. The output is shown below. 
Bat Algorithm (BA) Implementation
The original version of this algorithm is suitable for continuous problems, so it cannot be applied to binary problems directly. Here [14, 15] , a binary version of this algorithm is available. Other related simulation discussion on BA [3] : BA has yielded best solutions to the problem of adaptive filtering in speech enhancement by providing a dynamic balance between the exploration and exploitation of search space with an automatic zooming effect. With respect to quality and intelligibility of enhanced speech, simulation results proved that the proposed BA-based enhancement algorithm is superior to SPSO-based enhancement algorithm and all other algorithms proposed in this research work.
Bat algorithm (BA) is one of the recently proposed heuristic algorithms imitating the echolocation behavior of bats to perform global optimization. The superior performance of this algorithm has been proven among the other most well-known algorithms such as genetic algorithm (GA) and particle swarm optimization (PSO). This version of this algorithm can be applied to binary problems directly. This study run the BA simulation successfully which was executed under MATLAB R2018a and the simulation output is displayed as follows:
Conclusions
Since the implementations of the four metaheuristic optimization algorithms (APSO, GSA, PSOGSA, and BA) are well done, which provides a good base for more advanced study in the near future, such as to create a much powerful algorithm by making a variant of a current algorithm or combining multiple algorithms' advantages.
Besides, with the work presented in [3] , it is proved that the performances of the proposed algorithms are compared with the performance of the existing standard PSO based speech enhancement approach. From the results it is observed that each of the proposed algorithms achieved better performance when compared with that of standard PSO based speech enhancement approach with improved speech quality and intelligibility scores.
