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Abstract
LetG be a graph of nonnegative characteristic and let g(G) and(G) be its girth andmaximum degree, respectively.We show that
G has an edge-partition into a forest and a subgraph H so that (1) (H)1 if g(G)11; (2) (H)2 if g(G)7; (3) (H)4 if
either g(G)5 or G does not contain 4-cycles and 5-cycles; (4) (H)6 if G does not contain 4-cycles. These results are applied
to ﬁnd the following upper bounds for the game coloring number colg(G) of G: (1) colg(G)5 if g(G)11; (2) colg(G)6 if
g(G)7; (3) colg(G)8 if either g(G)5 orG contains no 4-cycles and 5-cycles; (4) colg(G)10 ifG does not contain 4-cycles.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper all the graphs we deal with are ﬁnite, simple and undirected. Suppose that G is a graph with
the vertex set V (G), the edge set E(G), the maximum degree (G), and the minimum degree (G). The girth g(G) of
G is the length of a shortest cycle of G. Two players, Alice and Bob, take turns coloring the vertices of G with colors
from a set C so that no two adjacent vertices receive the same color. Alice has the ﬁrst move and she wins the game if
all the vertices of G are colored. Bob wins the game if at a certain time there is an uncolored vertex which cannot be
colored properly. The game chromatic number g(G) of G is the least cardinality of a set C of colors for which Alice
has a winning strategy.
The game coloring number of a graph G is deﬁned through a two-person graph ordering game. Alice and Bob take
turns choosing vertices from the set of unchosen vertices of G. This deﬁnes a linear order L of the vertices of G with
x <y if and only if x is chosen before y. The back degree of a vertex x with respect to L is the number of its neighbors
y in G such that y <x. The back degree of L is the maximum back degree of a vertex of G with respect to L. Alice’s
goal is to minimize the back degree of L and Bob’s goal is to maximize it. The game coloring number colg(G) of G
is deﬁned to be k + 1, where k is the minimum integer such that Alice has a strategy for the graph ordering game to
ensure that the back degree of L is at most k. Equivalently, k is the maximum integer such that Bob has a strategy for
the graph ordering game to ensure that the back degree of L is at least k.
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The concept of the game chromatic number of a graph was introduced by Bodlaender [1]. The concept of the game
coloring number of a graphwas ﬁrst formally deﬁned and investigated by Zhu [17]. It is easy to see that g(G)colg(G)
for any graph G, and there exist graphs G such that g(G)< colg(G). Faigle et al. [9] proved that g(T )colg(T )4
for every forest T and g(G)colg(G)3(G) − 2 for every interval graph G, where (G) is the clique number
of G. Kierstead and Trotter [15] proved the game chromatic number of a planar graph is at most 33. Dinski and Zhu
[6] reduced their upper bound to 30. Zhu [17] made a major breakthrough by showing that the game coloring number
of a planar graph is at most 19. This upper bound was further reduced by Kierstead [14] to 18. Guan and Zhu [11]
proved that the game coloring number of an outerplanar graph is at most 7. There exists an outerplanar graph G with
colg(G)=7 (a private communication from L. Cai). It is shown in [12] that the game coloring number of a planar graph
of girth at least 5 is at most 8 and the game coloring number of a planar graph without 4-cycles is at most 11. Zhu [18]
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, implying that colg(G)20 if  = 1. Various extensions for the game chromatic
number of graphs were also investigated in recent years. Two interesting directions are the game chromatic index of
graphs ﬁrst appeared in [4] and the relaxed game number of graphs [5,7,8,13].
In this paper, we study the upper bounds for the game coloring numbers of graphs of nonnegative characteristic.
Recall that the Euler characteristic of a surface is equal to |V (G)| − |E(G)| + |F(G)| for any graph G that is 2-cell
embedded in that surface. The Euclidean plane, the projective plane, the torus, and the Klein bottle are all the surfaces
of nonnegative Euler characteristic. For simpliﬁcation, we call a graph of nonnegative characteristic an NC-graph in
the following. We will show the following results.
Theorem A. Let G be a NC-graph. Then the following statements hold.
(1) g(G)colg(G)5 if g(G)11.
(2) g(G)colg(G)6 if g(G)7.
(3) g(G)colg(G)8 if either g(G)5, or G contains no 4- and 5-cycles.
(4) g(G)colg(G)10 if G contains no 4-cycles.
An edge-partition of a graph G is a decomposition of G into subgraphs G1,G2, . . . ,Gm such that E(G)=E(G1)∪
E(G2) ∪ · · · ∪ E(Gm) and E(Gi) ∩ E(Gj ) = ∅ for i = j . To prove Theorem A, we need to give an edge-partition of
a NC-graph G into a forest and a graph of bounded maximum degree. More precisely, we will prove the following.
Theorem B. Every NC-graph G has an edge-partition into a forest T and a subgraph H so that
(1) (H)1 if g(G)11.
(2) (H)2 if g(G)7.
(3) (H)4 if either g(G)5, or G contains no 4- and 5-cycles.
(4) (H)6 if G contains no 4-cycles.
As an easy consequence, Theorem A follows immediately from Theorem B, the following Lemma C obtained by
Zhu [17], and the fact that the game coloring number of a tree is at most 4. Moreover, Theorem B is of interest itself
since it presents useful structural properties of NC-graphs.
Lemma C. Suppose that the graphGhas an edge-partition into two subgraphsG1 andG2.Then colg(G)colg(G1)+
(G2).
All embeddings in this paper are assumed to be 2-cell embeddings. For a graph G embedded on a surface, we use
F(G) to denote its face set. Let n(G)= |V (G)|, m(G)= |E(G)|, and q(G)= |F(G)|. For f ∈ F(G), we use b(f ) to
denote the boundary walk of f and write f = [u1u2 . . . un] if u1, u2, . . . , un are the vertices of b(f ) in the clockwise
order. Repeated occurrences of a vertex are allowed. The degree of a face is the number of edge-steps in its boundary
walk. Note that each cut-edge is counted twice. For x ∈ V (G)∪F(G), let dG(x) denote the degree of x in G. A vertex
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(or face) of degree k is called a k-vertex (or k-face). When v is a k-vertex, we say that there are k faces incident to v.
However, these faces are not required to be distinct, i.e., v may have repeated occurrences on the boundary walk of
some of its incident faces. For a face f ∈ F(G), let ni(f ) denote the number of occurrences of i-vertices in b(f ), and
let qi(f ) denote the number of i-faces adjacent to f . For a vertex v ∈ V (G), let ni(v) and qi(v) denote the number of
i-vertices adjacent to v and the number of i-faces incident to v, respectively. Finally, we use ni(G) and qi(G) to denote,
respectively, the number of i-vertices and the number of i-faces of the graph G.
2. Light edges and alternating cycles
An edge e = xy of a graph G is called an (a, b)-edge if dG(x) = a and dG(y) = b. For an edge e = xy, let
M(e)=max{dG(x), dG(y)}. Let M∗(G)=min{M(e) | e ∈ E(G)}. It was proved by Borodin [2] that a planar graph G
with (G)3 contains either a (5, j)-edge for some j6, or a (4, j)-edge for some j8, or a (3, j)-edge for some
j10. It follows that if (G)3, then M∗(G)10; if (G)4, then M∗(G)8; if (G) = 5, then M∗(G)6. In
[3], Borodin improved his own result to show that every planar graph G with (G)4 contains either a (4, j)-edge for
some j7 or a (5, j)-edge for some j6, thus M∗(G)7. Kotzig [16] proved that, if G is a planar graph without
3-cycles and (G) = 3, then there is an edge xy such that dG(x) + dG(y)8, which implies that M∗(G)5. The
condition that (G)3 is essential in these results. Without this condition, the parameter M∗(G) is not bounded by a
constant. In fact, M(e) = n for any edge e of the planar bipartite graph K2,n. However, it was proved in [12] that if a
planar graph G does not contain 4-cycles then M∗(G)8 even when (G) = 2.
It is known [10] that every NC-triangulation G with (G)3 contains an edge xy such that dG(x) + dG(y)15.
Also, it is implied in [18] that if a graph G can be embedded on a surface of nonnegative characteristic so that each face
is bounded by at least three edges, then G contains an edge xy such that dG(x)6 and dG(y)12. These two results
show that M∗(G)12 when G is a NC-triangulation with (G)3. In this section, we determine upper bounds on
M∗(G) for NC-graphs while some speciﬁc cycles are excluded. We ﬁrst introduce a concept.
For s2, an even cycleC=v1v2 . . . v2sv1 ofG is called a 2-alternating cycle if dG(v1)=dG(v3)=· · ·=dG(v2s−1)=2;
C is called a (2, k)-alternating cycle if dG(v1)=dG(v3)=· · ·=dG(v2s−1)=2 and dG(v2)=dG(v4)=· · ·=dG(v2s)=k.
Theorem 1. Let G be a connected NC-graph with (G)2. Let k2 be an integer and let s = (k + 3)/(k − 1)	.
If g(G)2k + 1, then either M∗(G)s, or there exists a (2, s + 1)-alternating cycle.
Proof. Suppose the theorem is false. Let G be a counterexample, i.e., G is a connected graph embedded on a surface of
nonnegative characteristic with (G)2, g(G)2k+1,M(e)s+1 for every edge e ∈ E(G), and without (2, s+1)-
alternating cycles. Since k2, s2. For each edge e=xy with dG(x)s+1 and dG(y)s+1, we insert a new vertex
into the edge e, i.e., subdivide the edge e. Let H be the resulting graph. Then H is a bipartite graph embedded on a
surface of nonnegative characteristic, withA={x : dH (x)s} andB={x : dH (x)s+1} as the two parts. Therefore,∑s
i=2 ini(H)=m(H)=
∑















s + 1 
m(H)
2
+ (k − 1)m(H)
2k + 2
= km(H)
k + 1 .
Since G has girth at least 2k + 1 and H is bipartite, it follows that H has girth at least 2k + 2 and hence 2m(H)
(2k + 2)q(H). So
q(H)m(H)
k + 1 .
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Therefore,
n(H) + q(H) km(H)
k + 1 +
m(H)
k + 1 = m(H).
It is easy to note that ni(H) = ni(G) for all i3. If H contains a vertex v such that dH (v) = 2, s + 1, then
n(H)< km(H)/(k + 1). If H contains a face of degree greater than 2k + 2, then q(H)<m(H)/(k + 1). In both
cases, we derive n(H) + q(H)<m(H), contradicting Euler’s formula n(H) + q(H) − m(H)0. Now suppose that
every vertex of H is of degree 2 or s + 1 and every face is of degree 2k + 2. Let f = [x1y1x2y2 . . . xk+1yk+1] be
a face of H. Since M∗(G)s + 1, we suppose, without loss of generality, that dH (xi) = 2 and dH (yi) = s + 1 for
i = 1, 2, . . . , k + 1. If all xi’s belong to V (G), then x1y1x2y2 . . . xk+1yk+1x1 is a (2, s + 1)-alternating cycle of G,
contradicting the assumption. Thus, assume that there exists xj ∈ V (H)\V (G). Since g(G)2k + 1, it follows that
all the vertices in b(f ) except xj belong to V (G). Let f ′ = [z1z2 . . . z2k+2] denote the face of H adjacent to f and
incident to xj in H such that z1 = yj−1, z2k+1 = yj , and z2k+2 = xj . Thus, dH (zi) = s + 1 for i = 1, 3, . . . , 2k + 1
and dH (zj ) = 2 for j = 2, 4, . . . , 2k + 2. From a similar reason, xj also is the unique boundary vertex of f ′ that does
not belong to V (G). Therefore, a (2, s + 1)-alternating cycle x1y1 . . . xj−1yj−1z2 . . . z2kyj xj+1yj+1 . . . xk+1yk+1x1
of G is constructed, a contradiction. 
Corollary 2. Let G be a NC-graph with (G)2.
(1) If g(G)5, then either M∗(G)5, or there is a (2, 6)-alternating cycle.
(2) If g(G)7, then either M∗(G)3, or there is a (2, 4)-alternating cycle.
(3) If g(G)11, then either M∗(G) = 2, or there is a (2, 3)-alternating cycle.
Corollary 3. If G is a NC-graph with (G)2, then M∗(G)6 if g(G)5, M∗(G)4 if g(G)7, and M∗(G)3
if g(G)11.
Corollary 3 is a direct consequence of Corollary 2. Corollary 2 is best possible. Let H1 be obtained from an arbitrary
6-regular toroidal graph, e.g., K7, by subdividing each edge once. Then g(H1) = 6, (H1) = 2, and M∗(H1) = 6.
However, H1 contains a (2, 6)-alternating cycle. Suppose that G′ is a 4-regular graph embedded on a torus such that
all faces are of degree 4. Note that a grid on the torus is such a graph. Let H2 be obtained from G′ by subdividing each
edge once. Then g(H2) = 8, (H2) = 2, M∗(H2) = 4, and H2 contains a (2, 4)-alternating cycle. Suppose that G′′ is
a 3-regular graph embedded on a torus such that all faces are of degree 6. In fact, the geometric dual of a 6-regular
graph embedded on a torus satisﬁes our requirement. LetH3 be obtained fromG′′ by subdividing each edge once. Then
g(H3)= 12, (H3)= 2, M∗(H3)= 3, and H3 contains a (2, 3)-alternating cycle. Moreover, it should be remarked that
the graphs H1, H2, and H3 also show that the upper bounds for M∗(G) in Corollary 3 are all tight.
A 2-vertex of the graph G is said to be improper if it lies on the boundary of some 3-face. We use n∗2(f ) to denote the
number of improper 2-vertices incident to the face f . For a connected graph G embedded on a surface of nonnegative
characteristic, the following inequality follows from Euler’s formula n(G) + q(G) − m(G)0.
∑
v∈V (G)
(dG(v) − 4) +
∑
f∈F(G)
(dG(f ) − 4)0. (∗)
Theorem 4. If G is a connected NC-graph with (G)2 and does not contain 4-cycles, then either M∗(G)7, or
there is a (2, 8)-alternating cycle.
Proof. Suppose that G is a counterexample, i.e., G is a connected graph embedded on a surface of nonnegative
characteristic without 4-cycles and (2, 8)-alternating cycles, with (G)2 and M(e)8 for every edge e. It is easy to
see that G does not contain 4-faces, two adjacent 3-faces, and two adjacent 2-vertices. So the following Claims 1 and
2 hold.
Claim 1. For every vertex v ∈ V (G), q3(v)dG(v)/2.
Claim 2. For every face f ∈ F(G), n2(f )dG(f )/2.
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Claim 3. If f is a face of degree at least 5, then n∗2(f )dG(f ) − 5.
In fact, if n∗2(f )dG(f )−4, then it is easy to show that the subgraph induced by the boundary vertices of f contains
a 4-cycle, contradicting the assumption.
Claim 3 implies that no 2-vertex of G lies on the common boundary of a 3-face and a 5-face.
Claim 4. For every vertex v ∈ V (G), n2(v) + n3(v) + q3(v)dG(v).
Note that if f is a 3-face incident to the vertex v, then b(f ) contains at most one vertex of degree at most 7 as
M∗(G)8. Thus, the number of neighbors of degree at least 8 of v is at least q3(v). Therefore, dG(v) − n2(v) −
n3(v)dG(v) −∑7i=2 ni(v)q3(v). This proves Claim 4.
Letw denote the weight function deﬁned on V (G)∪F(G) byw(v)=dG(v)−4 if v ∈ V (G) andw(f )=dG(f )−4
if f ∈ F(G). Thus,∑x∈V (G)∪F(G) w(x)0 by (∗). We are going to redistribute the weight w(x) to its adjacent or
incident elements according to the discharging rules (R1) and (R2). During the process, the total sum of all weights is
ﬁxed. However, after the discharging is complete, the new weight function w′(x) satisﬁes the following Properties (I)
and (II):
(I) w′(x)0 for all x ∈ V (G) ∪ F(G);
(II) there exists some x∗ ∈ V (G) ∪ F(G) such that w(x∗)> 0.
This leads to an obvious contradiction. Thus, the proof of the theorem is complete.
The discharging rules are as follows.
(R1) Let v be a vertex of degree at least 8. We transfer the amount of 12 from v to every 2- and 3-vertex adjacent to
v, and to each 3-face incident to v.
(R2) Let f be a face of degree at least 5. Let v be a 2-vertex incident to f . For each occurrence of v in b(f ), we
transfer from f to v the amount of 1 if v is improper, and the amount of 12 if v is not improper.
First suppose that f ∈ F(G). Then dG(f ) = 4. If dG(f )= 3, then f is incident to at least two vertices of degree at
least 8 since M∗(G)8. Thus, w′(f )w(f )+ 2 · 12 =−1+ 1= 0 by (R1). If dG(f )= 5, then w(f )= 1. By Claims 2
and 3, f is incident to at most two 2-vertices and not incident to any improper 2-vertex. By (R2), w′(f )1− 2 · 12 = 0.
If dG(f )= 6, then n2(f )3 by Claim 2 and n∗2(f )1 by Claim 3. Thus, w′(f )2− 1− 2 · 12 = 0. If d(f )= 7, then
n2(f )3 andn∗2(f )2, sow′(f )3−2− 12= 12 . If dG(f )=8, thenn2(f )4 andn∗2(f )3, thusw′(f )4−3− 12= 12 .
If dG(f )9, then w′(f )w(f ) − n2(f )dG(f ) − 4 − dG(f )/2dG(f )/2 − 4> 0 by Claim 2.
Now suppose v ∈ V (G). So dG(v)2 by (G)2. If dG(v) = 4, then w′(v) = w(v) = 0. If 5dG(v)7, then
w′(v)=w(v)= dG(v)− 4> 0. If dG(v)8, then w′(v)w(v)− 12 (n2(v)+ n3(v)+ q3(v))dG(v)− 4− 12dG(v)=
1
2dG(v) − 40 by (R1) and Claim 4, and w′(v) = 0 if and only if n2(v) + n3(v) + q3(v) = dG(v) = 8. If dG(v) = 3,
each of the neighbors of v is of degree at least 8 and thus sends 12 to v by (R1). It follows thatw′(v) −1+3 · 12 = 12 . If
dG(v)= 2, then v is adjacent to two vertices of degree at least 8. When v is an improper 2-vertex, v is incident to a face
of degree at least 6 by Claim 3. Consequently, w′(v) − 2 + 1 + 2 · 12 = 0 by (R1) and (R2). When v is nonimproper,
v is incident to two faces of degree at least 5 and hence w′(v) − 2 + 4 · 12 = 0 by (R1) and (R2). Up to now, we have
shown that w′ satisﬁes Property (I).
Suppose that w′ does not satisfy Property (II), i.e., w′(x)= 0 for all x ∈ V (G)∪F(G). Then the previous argument
asserts that dG(v) ∈ {2, 4, 8} if v ∈ V (G) and dG(f ) ∈ {3, 5, 6} if f ∈ F(G). If G contains a 6-face f , then n∗2(f )1
by Claim 3, and n2(f )2 as M∗(G)8 and G contains no a (2, 8)-alternating cycle. Hence w′(f )2 − 1 − 12 = 12
by (R2), which is a contradiction. Thus, assume that each face of G is of degree 3 or 5. Since (G)2 and G contains
no two adjacent 3-faces, G has a 5-face. Furthermore, every 5-face of G is exactly incident to two 2-vertices and three
8-vertices. Assume that f = [u1u2 . . . u5] is a 5-face with dG(u2) = dG(u4) = 2 and dG(u1) = dG(u3) = dG(u5) = 8.
Let f ′ denote the face of G that shares the common edge u1u5 with f . If dG(f ′) = 5, then it is easy to see that
n2(u1)+n3(u1)+q3(u1)7 and hence w′(u1)4−7× 12 = 12 by (R1), a contradiction. So suppose that f ′ is a 3-face[u1u5u6]. If dG(u6) = 2, then u1u2 . . . u6u1 is a (2, 8)-alternating cycle of G, which is impossible. Thus, dG(u6) = 4
or dG(u6) = 8. Since f ′ is not adjacent to other 3-faces, let f ∗ = [u5z1z2z3u6] and f ∗∗ = [u6y1y2y3u1] denote the
faces of G that share, respectively, the common edges u5u6 and u6u1 with the face f ′. If dG(u6)= 4, then at most one
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of z1, z2, z3 is a 2-vertex, thus w′(f ∗)1− 12 = 12 by (R2). Thus, suppose dG(u6)= 8. It follows that z1, z3, y1, y3 are
2-vertices and y2, z2 are 8-vertices. Since G contains no 4-cycles, all the vertices ui’s, zj ’s, yk’s are mutually distinct.
Therefore, u1u2u3u4u5z1z2z3u6y1y2y3u1 is a (2, 8)-alternating cycle of G, also a contradiction. 
Corollary 5. If G is a NC-graph with (G)2 and without 4-cycles, then M∗(G)8.
It is unknown if the upper bound for M∗(G) in Corollary 5 is sharp. However, it cannot be smaller than 6 by the
graph H1 as deﬁned previously.
In order to give the following theorem, we need to introduce a concept. Suppose that u is a 6-vertex with neighbors
v1, v2, . . . , v6 such thatdG(v1)dG(v2) · · · dG(v6).We say thatu is agoodvertex if one of the following conditions
holds:
(1) dG(v1) = dG(v2) = dG(v3) = 2, and u is incident to three 3-faces [uv1v4], [uv2v5], and [uv3v6];
(2) dG(v1) = dG(v2) = 2, dG(v3)3, dG(v4)3, and u is incident to two 3-faces [uv1v5] and [uv2v6];
(3) dG(v1) = 2, dG(vi)3 for i = 2, 3, 4, 5, and u is incident to a 3-face [uv1v6].
Theorem 6. Let G be a connected NC-graph with (G)2 and without 4- and 5-cycles. If G further contains no good
6-vertices when (G) = 6, then either M∗(G)5, or there is a (2, 6)-alternating cycle.
Proof. Suppose that the theorem is false. Let G be a connected counterexample graph embedded on a surface of
nonnegative characteristic. We ﬁrst see that G does not contain 4-faces, 5-faces, two adjacent 3-faces, and two adjacent
2-vertices. These facts imply the following conclusions (a)–(c).
(a) q3(v)dG(v)/2 for each vertex v ∈ V (G).
(b) n2(f )dG(f )/2 for each face f ∈ F(G).
(c) n∗2(f )dG(f ) − 6 for each face f of degree at least 6.
For a vertex v ∈ V (G), let n′2(v) denote the number of improper 2-vertices adjacent to v. If n′2(v) = 0, then dG(v)6
by M∗(G)6. Given an improper 2-vertex x adjacent to the vertex v, there exists a 3-face [vxx′] such that dG(x′)6.
Since G contains no two adjacent 3-faces, x′ differs from y′ if x and y are distinct improper 2-vertices adjacent to v.
It follows that
∑
i6 ni(v)n′2(v), so (n2(v) − n′2(v)) + n3(v)dG(v) − 2n′2(v). Thus, the following assertion (d)
holds.
(d) n2(v) + n3(v) + n′2(v)dG(v) for each vertex v ∈ V (G).
For a face f ∈ F(G), let t (f ) denote the number of edges in b(f ) each of which lies on the boundary of
some 3-face. It is easy to see that t (f )dG(f ) − 2(n2(f ) − n∗2(f )). Equivalently, we have the following
assertion (e).
(e) t (f ) + 2n2(f ) − 2n∗2(f )dG(f ) for each face f ∈ F(G).
Again, we use the inequality (∗) and deﬁne the weight function w(x)= dG(x)− 4 for all x ∈ V (G)∪ F(G). Carry
out the following discharging rules on the graph G:
(R1) Let v be a vertex of degree at least 6. We transfer from v the amount of 23 to every adjacent improper 2-vertex,
and the amount of 13 to every adjacent 3-vertex or adjacent nonimproper 2-vertex.(R2) Let f be a face of degree at least 6.
If u is a 2-vertex incident to f , then, for each occurrence of u in b(f ), we transfer from f to u the amount of 23 .
If f ′ is a 3-face adjacent to f , thenwe transfer from f to f ′ the amount of 13 through each of the edges in b(f )∩b(f ′).
Similar to the proof of Theorem 4, it sufﬁces to check that the new weight function w′ satisﬁes Properties (I)
and (II).
Let v ∈ V (G). If dG(v) = 4, then w′(v) = 0. If dG(v) = 5, then w′(v) = 1. If dG(v) = 3, then v is adjacent to three
vertices of degree at least 6 and hence w′(v) − 1 + 3 · 13 = 0 by (R1). Assume dG(v) = 2. If v is not incident to any
3-face, w′(v) − 2 + 2 · 13 + 2 · 23 = 0 by (R1) and (R2). If v is incident to a 3-face, then another face incident to v is
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of degree at least 7 by (c). By (R1) and (R2), w′(v) − 2 + 3 · 23 = 0. Assume dG(v)6. Then
w′(v) = w(v) − 23n′2(v) − 13 (n2(v) − n′2(v) + n3(v)) [by (R1)]
= dG(v) − 4 − 13 (n2(v) + n3(v) + n′2(v))
dG(v) − 4 − 13dG(v) [by (d)]
= 23 (dG(v) − 6)0.
Clearly, w′(v) = 0 if and only if n2(v) + n3(v) + n′2(v) = dG(v) = 6.
Let f ∈ F(G). Then dG(f ) = 4, 5. If dG(f )= 3, then f receives 13 through every boundary edge from its incident
faces by (R2), sow′(f )=−1+3 · 13 =0.Assume that dG(f )6. By (b) and (c), n∗2(f ) min{dG(f )−6, dG(f )/2}.
Thus,
w′(f ) = w(f ) − 23 n2(f ) − 13 t (f ) [by (R2)]
= dG(f ) − 4 − 13 (2n2(f ) + t (f ))
dG(f ) − 4 − 13 (dG(f ) + 2n∗2(f )) [by (e)]
dG(f ) − 4 − 13 (dG(f ) + 2(dG(f ) − 6)) = 0.
Note that w′(f )> 0 if n∗2(f )< dG(f ) − 6. In particular, when dG(f )13 we have w′(f )> 0 since n∗2(f )dG(f )/2<dG(f ) − 6. We therefore have ﬁnished the proof for Property (I).
Suppose that Property (II) is false, that is w′(x)=0 for all x ∈ V (G)∪F(G). In view of the previous discussion, we
see that dG(v) ∈ {2, 3, 4, 6} for every v ∈ V (G) and dG(f ) ∈ {3, 6, 7, . . . , 12} for every f ∈ F(G). SinceM∗(G)6,
G contains at least one 6-vertex, and every 6-vertex v satisﬁes n2(v) + n3(v) + n′2(v) = 6. It follows that (G) = 6.
To obtain a contradiction, we ﬁrst assume that G contains no improper 2-vertices. If G contains a face f of degree at
least 7, then (e) and the fact that n∗2(f ) = 0 imply that t (f ) + 2n2(f )dG(f ). Thus, w′(f )dG(f ) − 4 − 13 t (f ) −
2
3n2(f )dG(f ) − 4 − 13dG(f )> 0. So suppose that every face of G is of degree 3 or 6. If G contains no a 3-face,
then every 6-face f of G satisﬁes t (f ) = 0, and moreover n2(f )2 since there does not exist a (2, 6)-alternating
cycle. Consequently, w′(f )2 − 2 · 23 = 23 by (R2). Now we may suppose that G contains a 3-face f = [xyz] with
dG(x) = dG(y) = 6. Note that n′2(x) = 0 since there are not improper 2-vertices. By (R1), x transfers nothing to y and
thus w′(x)2 − 5 · 13 = 13 . We always ﬁnd a face or a vertex x∗ such that w′(x∗)> 0, contradicting the assumption.
Next assume that G contains an improper 2-vertex, say x1. Then x1 is incident to a 3-face [vx1x2] with dG(v) =
dG(x2) = 6. Let x3, x4, x5, x6 denote the neighbors of v that differ from x1 and x2. Note that 1q3(v)3 by (a).
If q3(v) = 1, then at least one of x3, x4, x5, x6 is of degree at least 4 since, otherwise, v is a good 6-vertex. In this
case, w′(v)2 − 23 − 3 · 13 = 13 . If q3(v) = 2, we further let [vx3x4] be a 3-face incident to v different from [vx1x2].
Without loss of generality, suppose dG(x4) = 6. If dG(x3)3, then w′(v)2 − 23 − 3 · 13 = 13 . If dG(x3) = 2, i.e., x3
is also an improper 2-vertex, then either x5 or x6 is of degree at least 4 since v is not a good 6-vertex. It turns out that
w′(v)2 − 13 − 2 · 23 = 13 . Finally, assume q3(v) = 3. Let [vx3x4] and [vx5x6] be 3-faces incident to v different from[vx1x2] that satisﬁes dG(x4)= dG(x6)= 6. Similarly, since v is not a good 6-vertex, either x3 or x5 is of degree at least
4. Again, we have w′(v)2 − 13 − 2 · 23 = 13 . In each possible case, we always derive a contradiction. The proof of the
theorem is complete. 
3. Edge-partitions




(3) G contains a (2, k + 1)-alternating cycle.
A graph G is said to be Pk-hereditary if each subgraph H of G has property Pk .
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Lemma 7. If G is Pk-hereditary, then G has an edge-partition into a forest T and a graph H such that (H)k − 1.
Proof. We proceed by induction on the number m of edges of G. When m1, the result is trivial. Let G be a Pk-
hereditary graph with m(G)2. Without loss of generality, we may assume that G is connected.
If (G) = 1, let v be a vertex of degree 1 of G and vu ∈ E(G). By the induction hypothesis, G − vu has a required
edge-partition T ′ ∪ H ′. We obtain the required edge-partition of G by setting T = T ′ ∪ {vu} and H = H ′. Now we
assume that (G)2.
If M∗(G)k, choose xy ∈ E(G) such that dG(x), dG(y)k. Let G′ = G − xy. By the induction hypothesis, we
may construct a required edge-partition T ′ ∪ H ′ of G′ so that x and y are incident to at least one edge of T ′. This
implies that dH ′(x)dG(x) − 2k − 2 and dH ′(y)k − 2. Let T = T ′ and H = H ′ ∪ {xy}. Then G = T ∪ H is an
edge-partition satisfying the requirements of the lemma.
Assume that there is a (2, k+ 1)-alternating cycle C = x1y1x2y2 . . . xnynx1 such that dG(xi)= 2 and dG(yi)= k+ 1
for i = 1, 2, . . . , n, where n2. Let G′ = G − E(C). By the induction hypothesis, G′ has a required edge-partition
T ′ ∪ H ′. We may suppose that every yi is incident to at least one edge in T ′. This implies that dH ′(yi)k − 2 for all
i = 1, 2, . . . , n. Let T = T ′ ∪ {x1y1, x2y2, . . . , xnyn} and H = H ′ ∪ {y1x2, y2x3, . . . , ynx1}. Since dT (xi) = 1, T is a
forest. Moreover, dH (xi) = 1 and dH (yi)dH ′(yi) + 1k − 1 for i = 1, 2, . . . , n, and dH (t) = dH ′(t)k − 1 for all
t ∈ V (H)\V (C). Consequently, H ∪ T is a desired edge-partition of G. The proof of the lemma is complete. 
Proof of Theorem B. Suppose thatG is aNC-graph. It follows fromCorollary 2 andTheorem4 thatG isP2-hereditary
if g(G)11,G isP3-hereditary if g(G)7,G isP5-hereditary if g(G)5, andG isP7-hereditary ifG does not contain
4-cycles. Thus, the results (1), (2), (4), and the part that g(G)5 in (3) follow from Lemma 7. Now we use induction
on the vertex number n to show the rest part in (3). When n5, the result holds obviously. Let G be a NC-graph with
n(G)6 and without 4-cycles and 5-cycles. If either (G) = 6 or (G) = 6 and G contains no good 6-vertices, then
G is P5-hereditary by Theorem 6. It follows from Lemma 7 that G has an edge-partition into a forest T and a subgraph
H with (H)4. Assume that (G) = 6 and G contains a good 6-vertex u. Let v1, v2, . . . , v6 be the neighbors of u
such that dG(v1)dG(v2) · · · dG(v6). Without loss of generality, we consider the following three cases:
Case 1: dG(v1) = dG(v2) = dG(v3) = 2, and u is incident to three 3-faces [uv1v4], [uv2v5], and [uv3v6]. Let
G′ = G − {u, v1, v2, v3}. By the induction hypothesis, G′ admits an edge-partition T ′ ∪ H ′ so that T ′ is a forest and
H ′ is a graph with (H ′)4. We may assume that each of v4, v5, v6 is incident to at least one edge of T ′. This implies
that dH ′(vi)3 for i = 4, 5, 6. Let T = T ′ ∪ {v1v4, v2v5, uv3, uv6} and H = H ′ ∪ {v3v6, uv1, uv4, uv2, uv5}. Then
T ∪ H is an edge-partition of G such that T is a forest and H is a graph with (H)4.
Case 2: dG(v1) = dG(v2) = 2, dG(v3)3, dG(v4)3, and u is incident to two 3-faces [uv1v5] and [uv2v6]. Let
G′ =G−{u, v1, v2}. By the induction hypothesis, we may construct a required edge-partition T ′ ∪H ′ of G′ so that v5
and v6 are incident to at least one edge of T ′. Let T = T ′ ∪ {v2v6, uv1, uv5} and H =H ′ ∪ {v1v5, uv2, uv3, uv4, uv6}.
Then T ∪ H is an edge-partition of G such that T is a forest and H is a graph with (H)4.
Case 3: dG(v1) = 2, dG(vi)3 for i = 2, 3, 4, 5, and u is incident to a 3-face [uv1v6]. Let G′ = G − {u, v1}. The
induction hypothesis guarantees that G′ has a required edge-partition T ′ ∪H ′ so that v6 is incident to at least one edge
of T ′. Let T = T ′ ∪ {uv1, uv6} and H = H ′ ∪ {v1v6, uv2, uv3, uv4, uv5}. Then T ∪ H is an edge-partition of G such
that T is a forest and H is a graph with (H)4. 
4. Concluding remarks
Theorem A establishes the upper bounds for the game coloring numbers of NC-graphs without certain short cycles.
It generalizes the results of [12] concerning the game coloring numbers of planar graphs. In particular, the conclusion
that every 4-cycle-free NC-graph has the game coloring number at most 10 improves the result of [12] that every
4-cycle-free planar graph has the game coloring number at most 11. However, it is unknown if the upper bounds for
g(G) and colg(G) in Theorem A are sharp. Hence we would like to propose the following problem.
Question 1. What are the precise upper bounds for g(G) and colg(G) in Theorem A?
Theorem B shows that if G is a graph embeddable on a surface of nonnegative characteristic that does not contain
4-cycles, then G admits an edge-partition into a forest and a graph of bounded maximum degree. This conclusion may
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fail for NC-graphs having 4-cycles, even for bipartite NC-graphs. For instance, the bipartite planar graph K2,n is such
a counterexample. Hence the condition without 4-cycles is essential in Theorem B. Let  denote the least integer k
such that every NC-graph G without 4-cycles has an edge-partition into a forest T and a graph H with (H)k. Our
second problem is as follows.
Question 2. What is the exact value of ?
It is not difﬁcult to see that any edge-partition of a graphG into a forestT and a graphH always satisﬁes(H)(G)−
1, because T contains a vertex of degree at most 1. Note that the line graph of dodecahedron is a 4-regular planar graph
without 4-cycles. These facts together with Theorem B show that 36.
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