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This introduction explains why heavy-tailed distributions and non-linear processes are
used for modelling of real-life time series, although these assumptions take one outside
the familiar territory of standard time series analysis. Section 1.1 primarily deals with the
motives and ideas behind the heavy tails, while in Section 1.2, we introduce some of the
concepts used for modelling of nancial time series. We present some of the main results
of this thesis, as well as results of other authors which suggest that on this new ground
some standard tools of time series analysis (such as autocorrelation plots) should be used
with great caution. Theoretical implications of non-linearity and heavy-tailed distributions
for the analysis of time series are the main topic of our study. These results point at
some dangerous pitfalls which might occur in applications and raise possible questions for
further research.
1.1 Large \peaks" in random sequences
1.1.1 Focusing on the extremal behaviour of a stationary
time series
Stochastic models for extremal events can be found in abundance nowadays. They
came as an answer to problems mostly posed by people working in practical areas
such as insurance, nance and telecommunications. Many of these theoretical
models are obvious by-products of the big demand coming from the real world
in which more and more people are under the risk of big nancial (and not only
nancial) losses. Undoubtedly, however, some of these models and paradigms
are here to stay for much longer. We believe that they will keep puzzling both
mathematicians and practitioners for the years to come.
We start by giving a loose denition of an \extremal event". What we mean by
this term would become quite clear after inspecting some of the data sets collected
over a certain period of time. Data that describe large scale disasters in insurance,
1
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extreme losses in derivative markets, crashes in telecommunication networks all
look similar when represented graphically: there are one or more large peaks in an
otherwise \well-behaved" time series.
Classical statistics is at its best when normality assumptions are allowed. De-
viations from normality are often due to peaks such as those in Figure 1.1.1.
Sometimes, we may have a clear interpretation for these \outliers" such that they
can be disregarded in the subsequent analysis of the data. Usually, however, even
if a causal explanation exists it would be a big and very costly mistake to ignore
these observations. In the presence of data sets of ever growing lengths, we are
more aware that such \peaky" behaviour is intrinsic to various natural and social
phenomena. Hence \peaks" may occur again, worse even, they might even exceed
everything seen in the past.
Managers of big investment funds are fully aware of the fact that it is of utmost
interest to know how likely and severe such events are. It is of great importance
to measure the risk that an investment portfolio performs extremely badly. This
is nowadays done via the Value at Risk quantity, which plays a central role in risk
management. Fortunately for the investors, extreme losses happen rarely. On the
other hand, this same characteristic of an extremal event causes most concerns for
those who have to assign a meaningful probability to such an event which is built
on a probabilistic model for such a system. In the context of risk analysis, it is not
unusual that one has to assign a probability to an event that has never happened
before, think of a huge natural disaster, like an earthquake striking the L.A. city
area. No individual insurance company would be able to cover the losses.
For studying such rare events data are needed, preferably in large quantities.
Figure 1.1.1 provides an example. The series of observed exchange rates (R
t
) is








This transformation is commonly used in nance (see Taylor [65]). There are
several reasons for this choice of transformation. The rst one is that one be-
lieves that log{returns, in contrast to prices, can be understood as realisation of





























Relative returns are the quantities which are of crucial interest in order to char-
acterize price movements. Finally, log{returns are preferred to relative returns
because they allow for aggregation over dierent time periods (minutes, hours,
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's are daily exchange rates US Dollar / New Zealand Dollar in the period
March 1986 | June 1990. Extremely high/low values tend to appear in clusters.














The classical statistician, on the other hand, might try to transform similar
data sets in some other way, such that the normality assumption becomes more
reliable. However, this procedure may be dangerous if one is interested in extremal
events, since to transform data accurately one would have to know the exact shape
of the probability distribution for very large (small) data values. This condition is
unfortunately almost never satised in practice.
Of course, it is not only data expressible in dollars | gained or lost | that
shows such erratic behaviour. In the areas of insurance and nance, however,
everything is quantiable in these terms. It is harder to assess the risk of natural
catastrophes. Most of us would like to know whether global warming is a real
danger and, if so, whether its possible consequences are as disastrous as it is
frequently claimed. Except for the intense emotions surrounding the subject, the
attempts to analyze the problem suer from the fact that data are scarce and not
completely reliable. However, there is one natural phenomenon that gave a big
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impulse to the study of extremal events. That is the problem of building dams or
dikes high enough to protect people living in coastal areas against large uctuations
of the sea level. These questions have worried people living in the Netherlands for
hundreds of years. But only in the last 40{50 years mathematicians were able to
assign probabilities to the possible failure of a dam of a given height. Pioneering
work in this context is due to van Dantzig (1961) [67] and his school, participating
in the delta-project. Only later on, extreme value theory entered. The research of
L. de Haan, another Dutch mathematician, was certainly one of the driving forces,
see for instance [21, 20].
Many stochastic models are traditionally built around the hypothesis of (ap-
proximate) normality (Gaussianity) of the data. The same assumption was also the
corner stone for many models in the world of nance and insurance. In his Ph.D.
thesis from 1900, L. Bachelier proposed Brownian motion as a model for specula-
tive prices. The fact that such prices could become negative delayed applications of
this model for decades. Only in 1965, Samuelson [61] took up Bachelier's hypoth-
esis and replaced the model by geometric Brownian motion. This model basically
replaced the normality assumption by log-normality. It took almost a decade, be-
fore the celebrated papers by Black and Scholes, and Merton in 1973 benchmarked
the breakthrough of continuous-time martingales and stochastic analysis based on
Brownian motion in the modelling of speculative prices. By now, the geometric
Brownian model is well accepted despite the fact that real-life nancial returns
show signicant deviations from the normality hypothesis. The favourite role that
geometric Brownian motion plays is not so much based on statistical evidence,
but mostly on the enormous exibility and mathematical tractability of Brownian
motion and its functionals.
Practitioners and theoreticians have frequently agreed on the fact that the
Brownian hypothesis is more or less adequate as long as the bulk of the data is
\well behaved". However, there has always been a small portion of the data which
showed very erratic behaviour and made the assumption of normality very ques-
tionable. By \erratic" we mean that the data uctuate strongly and, furthermore,
that these large uctuations do not occur separately but tend to form clusters.
This type of behaviour is typical for data in nance, insurance and telecommuni-
cations.
In what follows, we want to explain briey how the phenomenon of extremely
large (or small) values in a time series and the cluster eect (i.e. dependence)
can be described together. We will point out that the extremal behaviour of
a stationary time series can be captured by its heavy-tailed nite-dimensional
distributions. We also touch on the question how the heaviness of the tails can be
detected by statistical means. Then we discuss some measures of dependency in a
heavy-tailed world.
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1.1.2 Two important classes of heavy-tailed distributions
By the tails of a probability distribution (of a random variable X) we under-
stand the following type of probabilities
P (X   x) and P (X > x) ;
for positive values of x. Heuristically, we may describe a \heavy-tailed" distribu-
tion as one whose tails are much heavier than those of the normal or exponential
distributions. Historically, a precise denition of \heavy" or \light" tails very much
depends on the area of application and the structural properties of the time series
one wants to model. The easiest possibility (which we do not follow) is to call the
given distribution of a random variable X \heavy-tailed" if its pth moment is in-
nite, i.e. when EjX j
p
=1, for some p > 0. However, for this class of distributions
the description of the tails is too wide to be useful for the statistical analysis of
real-life data.
Two classes of distributions have gained particular popularity for modelling
extremal events: regularly varying distributions and subexponential distributions.
We say that the probability distribution of a random variableX is regularly varying
with index   0 if there exist constants p; q  0 (with q = 1   p) which satisfy
the following relation:
P (X > x) = (p+ o(1))x
 
L(x) and P (X   x) = (q + o(1))x
 
L(x) ; (1.1)
for every x > 0, where L is a slowly varying function, i.e. L(cx)=L(x) ! 1, as
x ! 1, for every c > 0. For many real-life data sets in teletraÆc, insurance and
nance there exists empirical evidence in favour of regularly varying distributions,
see for instance Embrechts, Kluppelberg and Mikosch [25]. In Figure 1.1.2 one can
compare the tails of two well-known representatives of the light-tailed, respectively
heavy-tailed distributions: the standard normal distribution and the standard
Cauchy distribution. The latter belongs to the class of the stable distributions,
and is known to have innite 1st moment, i.e. EjX j =1, and both of its tails are
regularly varying with index 1.
There exist, of course, other purely mathematical reasons for taking regu-
larly varying distributions as a basic building block for modelling extremal events.
Among many of those, we observe that a probability distribution is regularly vary-
ing with index  2 (0; 2) if and only if it belongs to the domain of attraction of an
innite variance stable distribution, see [2, 59, 41]. Moreover,  > 0 implies that
the distribution belongs to the maximum domain of attraction of one particular
extreme value distribution | the Frechet distribution | see [25, 54] or [39].
Another class of distributions has become an important ingredient for the mod-
elling of heavy-tailed phenomena: the class of subexponential distributions, cf.
[25]. Subexponentiality can be dened through the asymptotic behaviour of the
6 Chapter 1. Introduction













Figure 1.1.2 Densities of the standard normal and standard Cauchy distribu-





partial sums and maxima of a given sequence of independent identically distributed
(i.i.d.) random variables. The probability distribution of a positive random vari-
able X is called subexponential if for all n 2 N (actually any n  2 is suÆcient,





+   +X
n
> x)
nP (X > x)
= 1 ;
where the random variables X
i
are i.i.d. with the same distribution as X . Notice










; : : : ; X
n
g > x)
= 1 : (1.2)
Therefore, subexponentiality means that an exceedance of the high threshold level
x by the sum X
1
+    + X
n
, is essentially due to the exceedance of x by one
extremely big value among X
1
; : : : ; X
n
, i.e. the maximum of X
1
; : : : ; X
n
. This is
in contrast to normally distributed sequences for instance, where the limit in (1.2)
would be innite.
Subexponentiality as a probabilistic concept originates from theoretical con-
siderations in risk theory concerning ruin probabilities and in queuing theory con-
cerning buer overow probabilities in a stable queue. In the context of those
theories, subexponential distributions are natural distributions for heavy-tailed
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random variables. As a matter of fact, positive regularly varying distributions are





1.1.3 Can we actually see heavy tails?
Indeed, we can. In what follows, we consider some elementary exploratory tools
for detecting the presence of heavy tails in a given data series. The emphasis is
on the word \exploratory", since we do not intend to analyze how precise these
methods are. We only hope that we can make the heavy tails visible even to an
unexperienced eye.
One may start from qq-plots which are a standard item in the statistical tool-
box. Modern statistical software allows one to compare the quantiles of the em-
pirical distribution with any theoretical model. Practitioners frequently make the
qq-plot against the normal or exponential distribution, and heavy tails are usually
easily detectable, as in Figure 1.1.3.
As a second possibility we may consider the following elementary tool which
compares the partial sums and the maxima of a given sample X
1
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against n should show clear decay to zero. If this does not happen it is an indication
that the pth moment of X
1
is innite. This is illustrated by Figure 1.1.4.
Another standard tool for the analysis of heavy-tailed data sets is the mean
excess function, i.e.
e(u) = E(X   ujX > u) :
For subexponential distributions e(u) converges to innity as u! 1. On the
other hand, for the exponential distribution with parameter , e(u) is equal to the
constant 1=, while for the normal (and any other superexponential) distribution
we have e(u) ! 0, as u ! 1; cf. Chapter 6 in [25]. As a consequence of
Karamata's theorem, for the distributions with regularly varying right tail e(u)
is roughly linear. For some of these distributions we plot the graph of e(u) in
Figure 1.1.5.
In practice, one considers the empirical analogue of the mean excess function











# f1  i  n : X
i
> ug
; u > 0 :
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Figure 1.1.3 The empirical quantiles of the German stock index DAX daily re-
turns are compared with the quantiles of the appropriately standardized normal
distribution. Data are collected over the period July 1988 | August 1995. The
deviation from the straight line, in particular for the very low and very high values,
indicates that the tails of the DAX returns should not be modelled by referring to
a normal distribution.
As usual, #A denotes the cardinality of the set A, while for any real number x,
the value x
+
is dened as maxfx; 0g. If the sequence (X
i
) is stationary ergodic,
e^
n
(u) has approximately the same behaviour as e(u). Care has to be taken for
very large values u, because the empirical mean excess function is not formally
dened if max(X
1
; : : : ; X
n
)  u, see Figure1.1.6.
There are, of course, other methods for distinguishing heavy-tailed distributions
from light-tailed ones. Among them, the estimation of the extreme value index,
or more specically, of the index  in (1.1) has become very popular, we refer to
[25, 52]. This is usually done by the Hill estimator which we consider in more
detail in Section 4.2, see also Figure 1.1.7.
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Figure 1.1.4 The time series of the Standard & Poor's 500 stock index daily









(p) towards 0 is very questionable. This is an
indication that the moments of order  3:5 are innite for this series. Another
interpretation, of course, is that the series is not stationary.
1.1.4 How to measure dependence in a heavy-tailed world?
So far we have explained what we mean by heavy tails and how they can
be detected by statistical means. But we have also mentioned another typical
empirical fact of many real-life data sets: dependence. It is of crucial importance
for any practical application to answer the question as to whether the sequence
(X
i
) is i.i.d. or not. Sequences of i.i.d. random variables are not very often met
in time series practice, however their analysis is dierent and much simpler than
the analysis of dependent data.
Sometimes it is possible to detect dependencies just by visual inspection of a
time series plot. This holds in particular if the very large and very small values
typically occur in clusters. This is nicely illustrated by Figure 1.1.1. There are of
course dierent \degrees of dependence" and so it is desirable to know how much






Figure 1.1.5 Mean excess functions for some distributions. An important obser-
vation is that for an exponential distribution e(u) is equal to a constant, while
for light-tailed distributions it converges to 0 as u ! 1. On the other hand, for
regularly varying distributions such as Pareto, e(u) increases to 1 as u!1.
the present (e.g. X
t
) and future (e.g. X
t+h
) values actually depend on each other.




has traditionally been the most common
measure of dependence in statistical applications. However, these correlations
describe the dependence perfectly only if the class of distributions considered is
suÆciently narrow, e.g. restricted to normal or log{normal distributions. There-
fore they might be less appropriate choice in the presence of heavy tails. In the
context of this thesis we are mostly interested in the events which happen in the far
right or left tails of the probability distribution, hence we want to link the notion
of \dependence" to the tails as well. We will sometimes talk about \dependence
in the tails".
Among the measures of tail dependence, the extremal index of a stationary
sequence (X
t
) (not to be mistaken with the extreme value index) has attracted
some attention in the extreme value literature. For a given stationary sequence
(X
t




) with common distribution equal to that
of X
1
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Figure 1.1.6 The empirical mean excess function e^
n
(u) is plotted for the absolute
values of the exchange rate data in Figure 1.1.1. A comparison with the theoretical
mean excess functions of Figure 1.1.5 leads us to the conclusion that the data can be
modelled by a heavy-tailed, possibly even a regularly varying distribution function.
The extremal index of the stationary sequence (X
t
) is dened as the value  in the
interval [0; 1] which satises
P (M
n













; : : : ; X
n
g and x = x
n
converges to the right endpoint of
the distribution of X
1
as n ! 1. Thus, we may intuitively say that the asymp-
totic behaviour of the partial maxima M
n
of the sequence (X
t





. In the case of i.i.d. random variables X
i
,  is clearly equal to
1. Thus smaller values of  indicate bigger clustering of large uctuations, which
subsequently means more dependence in the tails. We refer to [25, 39] for the
precise denition of  and some situations where it can be calculated explicitly.
Its estimation, however, is quite diÆcult.
In practice one estimates autocovariances and autocorrelations of a stationary
sequence from a sample. It is one of the main aims of this thesis to show that, in the
heavy-taile case, the extremes in a stationary sequence determine the asymptotic
behaviour of its sample autocovariances and sample autocorrelations. In partic-
ular, we will illustrate how some frequently used non-linear time series models,
such as bilinear processes and the celebrated ARCH family (cf. Section 3.2) are
12 Chapter 1. Introduction




























Figure 1.1.7 The regular variation index is estimated using the Hill estimator
for teletraÆc data. The series represents le sizes requested by WWW sessions
at a computer lab of Boston University during January 1995. We may observe
that the estimator suggests that the tail index  lies in the interval (1; 1:2). This
consequently means that the time series should be modelled by an innite variance
model.
subject to pitfalls in the aymptotic behaviour of the sample autocovariances and
autocorrelations. In what follows we want to consider some of the classical models
in time series analysis and compare them to some more recent ones. All the models
will be borrowed from the literature, that of econometrics in particular.
1.2 Modelling heavy-tailed time series
1.2.1 Standard time series models











; t 2 Z ; (1.3)
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where ( 
j
) is an appropriate sequence of real coeÆcients and (Z
t
) is a innovations
sequence. The sequence (Z
t
) is classically assumed to be white noise (i.e. sta-
tionary, uncorrelated and mean-zero); in most applications (Z
t
) is even supposed
to be i.i.d. The model (1.3) includes stationary ARMA and FARIMA processes
which are the time series models used most frequently in applications in engineer-
ing, physics, chemistry, meteorology, hydrology, etc. ARMA processes and, more
generally, linear processes with nite variance are exible to model any kind of
autocorrelation structure of a stationary sequence. Moreover, the statistical esti-
mation of ARMA processes has been studied extensively for many decades and is
by now part of all major statistical software packages. These are some reasons for
the success story of linear processes whose theory and applications are described
in Brockwell and Davis [12, 13].
As a matter of fact, the estimation of the parameters of an ARMA or FARIMA
process is closely related to the estimation of their covariances and correlations,
and so is the prediction of future values in a time series based on its past and
present values. For example, consider a stationary causal autoregressive process of









; t 2 Z ; (1.4)
where 
1
is a constant in the interval ( 1; 1), and (Z
t
) is an i.i.d. white noise
sequence. The autocorrelation of (X
t

















A natural estimator of the parameter 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i.e. the sample autocorrelation at lag 1.













; t 2 Z ;
it seems plausible that the estimation of the parameters 
1
; : : : ; 
p
should involve




), at lags h = 1; : : : ; p.
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We call these estimators sample autocorrelations and dene them as
















This idea can indeed be made to work and runs under the name of Yule-Walker
estimation of the parameters of an AR(p) process. The case of a general ARMA
process is more involved, but also in this case the limit theory for the classical
Gaussian maximum likelihood, least squares and Whittle parameter estimation
procedures depends on sample autocorrelations.
In the beginning of the eighties, practice has shown that there was a need
to improve the modelling of dependence together with heavy tails in time series
analysis. Not surprisingly, linear processes were the rst candidates to serve these
dual purposes. At a rst glance, they were the obvious and perfect solution.
The main idea was to take i.i.d. noise random variables Z
t
from a regularly
varying distribution with index , see (1.1) and then to build a stationary sequence
satisfying a linear model of the form (1.3). The sequence of parameters ( 
j
) has
to satisfy certain summability conditions, we refer to [14, 15]. The so dened
stationary sequence (X
t
) inherits the property of regular variation. To be precise
P (X
1




j > x) and P (X
1




j > x) ;




are non-negative constants depending on the index
 and the coeÆcients  
j
.
A surprising observation concerning a stationary linear process with heavy-
tailed noise was made by Hannan and Kanter [33] in the AR(p) case and by Davis
and Resnick [14] in the general linear case. They investigated processes with
innite variance, thus going beyond the traditional framework of classical time
series analysis. The latter ignores the rich dependence structure that is hidden in
the nite-dimensional distributions.
In the case of innite variance X
t
's, the autocovariances and autocorrelations
are not dened in a meaningful way, and apparently it does not make sense to
estimate them. Nevertheless, the sample counterparts of (h) and %(h) are still
















and that the convergence rates in these results compare favourably to the
p
n rates
which can be obtained in the nite variance case. However, in the innite variance
case the asymptotic distribution of the error in this approximation is quite com-
plicated, while under the nite variance condition, it is normally distributed with
asymptotic variance which can be calculated according to the well-known Bartlett
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formula (for a precise statement of these results see Chapter 7 in [12]). Further-
more, we observe that the right-hand side of (1.5) would be the autocorrelation
at lag h of a linear process (1.3) with nite second moment innovations Z
t
. In
the sense of (1.5), we will denote this value by %(h) and refer to it as \population
autocorrelation" even if the autocorrelations are not dened any more.
The results of Davis and Resnick [14, 15] were later on applied to show that
basically all statistical estimation procedures for linear processes carry over from
the nite to the innite variance case, both in the time and frequency domains,
see [37]. These results indicate that the statistical procedures for linear processes
are \very robust" under extremely large or small values in the noise sequence (Z
t
).
These positive results for innite variance linear processes made most parts of
the time series community believe that there is not really a problem in dealing
with heavy-tailed stationary processes. It was slightly disappointing when Davis













's are i.i.d. regularly varying with index . This in turn implies
that the X
t
's are regularly varying with index =2. It was shown in [19] that the
sample autocorrelations of (X
t
) have non-degenerate distributional limits, provided
 2 (0; 4). Further work (Resnick et al. [50], Resnick and van den Berg [53] for
some specic non-linear processes with innite variance and the paper by Davis
and Mikosch [17] for general non-linear processes) shows that it is more the rule
than an exception that the sample autocorrelations converge in distribution to non-
degenerate limit laws. Thus the \nice" theory for innite variance linear processes,
which more or less parallels the theory for nite variance linear processes, is quite
a singular one.
We may conclude that it can be quite dangerous to use autocorrelations in a
heavy-tailed world at all. Indeed, if in practice the statistical analysis uses the
sample autocorrelations as a tool, this is done on the premise that they are close
to their deterministic counterparts. If this cannot be guaranteed, they should not
be used any more.
In the sequel, we consider another big class of non-linear processes which are
solutions to stochastic recurrence equations. The main results of this thesis concern
the asymptotic behaviour of the sample autocovariance and autocorrelations of
such processes.
1.2.2 Stochastic recurrence equations and related models
We start with a motivating example from the econometrics literature: the
ARCH (autoregressive conditionally heteroscadastic) process. It was introduced
by Engle [26] in 1982 in order to model \persistence of variance" of nancial
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return series. His main idea, which was later extended and generalized by many
econometricians, was to model the standard deviation (in the nancial context it







; t 2 Z ; (1.6)
where (Z
t
) is an i.i.d. white noise sequence and the 
t












; t 2 Z ; (1.7)




. The equations (1.6) and (1.7) dene an ARCH(1)
process (X
t
). For example, if (Z
t
) is an i.i.d. Gaussian white noise sequence, the
distribution of X
t+1
(tomorrow's nancial return, say) has normal distribution







, conditionally on X
t
(today's return). This





ARCH(1) t to real-life data can be improved by introducing an ARCH(p) process,
















; t 2 Z : (1.8)
However, nancial practice showed that the model (1.8) gives a good t to real-
life data only if the number of parameters 
i
> 0 is relatively large. A major
improvement upon (1.8) was achieved by Bollerslev [8] in 1986 who introduced the




incorporated the values 
2
t j

















; t 2 Z : (1.9)
We refer to Taylor [65], see also Shephard [62], Gourieroux [31] for more details
on the theory of ARCH and GARCH models and their applications.
At a rst glance one might be tempted to assume that the theory of the ARCH




's given above reminds one of the ARMA dierence equations, and this
was certainly one of the basic ideas of the inventors of those models. However,
equation (1.6) makes (X
t
) a highly non-linear process and this fact turns the theory
of GARCH processes into a very complicated one.
The theory for the (squared) ARCH and GARCH processes can be embedded









; t 2 Z ; (1.10)




)) is i.i.d., A
t
is a random d  d matrix and B
t
is a
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which is again a special form of (1.10).





's to ensure the existence of a solution to (1.10). This question has
been addressed by Kesten [35], Vervaat [68] , Brandt [10], Bougerol and Picard
[9], among others. In the general case of vector-valued Y
t
's, the most general
condition for strict stationarity of a solution to (1.10) turns out to be closely




of random matrices; see p. 76
for more details. The idea of nding a stationary solution to (1.10) is actually






















If we can ensure that the rst term in this expansion is negligible as t ! 1























can be taken as the causal solution to (1.10).
From the expression (1.11) one cannot say much about the nite-dimensional
distributions of the sequence (Y
t
). However, one can work out the asymptotic
behaviour of the tail of Y
t




for any unbounded Borel set C. In particular, it was shown by Kesten [35] and Le
Page [38] that the solution to the SRE (1.10) has a regularly varying tail, under




)), see Section 3.2 for more details.
We say that the vector Y with values in R
d
is regularly varying if there exist
an   0 and a probability measure P






for every x > 0
P (jY j > tx and Y =jY j 2  )






(  ) ; as t!1 ; (1.12)
where
v
! denotes vague convergence in S
d 1
(for the denition of vague conver-
gence of measures see p. 25 or Kallenberg [34]). The probability measure P

is
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called the spectral measure of the regularly varying random vector Y , and  is
the index of regular variation.
Regular variation is quite a surprising property for the solution to an SRE.
As a particular consequence we mention that the nite-dimensional distributions
of ARCH and GARCH processes are regularly varying. This fact is even more
stunning if one realises that this statement is correct for a noise sequence (Z
t
) in
(1.6) with light tails, such as the normal distribution.
The construction (1.11) of the solution (Y
t
) to a SRE yields another desirable




supfjP (A \ B)  P (A)P (B)j : A 2 F
0
 1





! 0 ; (1.13)















; : : : g :
The process (Y
t
) from (1.11) enjoys the strong mixing property with geometric
decay of the 
l
's to zero. Under the assumption of a nite second moment, the
geometric rate of decay allows one to apply standard central limit theorems for
strongly mixing sequences. In the context of heavy-tailed Y
t
's this mixing property
turns out to be a very useful one for deriving the asymptotic behaviour of the
sample autocovariances and autocorrelations as well.
So far we have given a short historical account of the analysis of heavy-tailed
time series and we have introduced the basic notion of solution to a SRE. The
latter object is of major interest for our theoretical investigations.
1.2.3 Point processes and heavy tails
It has been realized for more than 25 years that there exists a very close rela-
tionship between regular variation, point process theory and extreme value theory,
see Resnick [54] for an account of the theory. The point process approach is also
advocated in this thesis.
A point process N with state space E  R
d
is a random counting measure. We
will frequently represent the point processes in the following form







(  ) ;
where Æ
x
is Dirac measure on E concentrated in the point x and Y
1
; : : : ;Y
n
is a
sample of random vectors with values in E .
For a sequence of random variables Y
i
the relation of N with the extremes in
the sample is obvious: denote the order statistics of the sample by
Y
(1)
     Y
(n)
:
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Then we have
fN((x;1)) = 0g = fY
(n)
 xg ; fN((x;1)  1g = fY
(n 1)
 xg ; etc.
Throughout this thesis we use the weak convergence of a sequence of point
processes to a compound Poisson process. This is a very powerful tool in particular
when one deals with sequences of dependent random variables. To explain this
concept consider a stationary sequence (Y
t
) of random vectors and suppose there
is an appropriate sequence of norming constants a
n
> 0. Dene the sequence of
point processes as follows:
N
n









(  ) ; n = 1; 2; : : :
The weak convergence of (N
n
) to a point processN is equivalent to the convergence
























, i = 1; 2; : : : ;m, are nonnegative integers and the A
i
's are arbitrary Borel
subsets of the state space E with P (N(@A
1
) > 0; : : : ; N(@A
m
) > 0) = 0.
Since we are mostly interested in the sample autocovariances and autocorrela-
tions of a stationary sequence (X
t











. It follows from the work of Davis and Hsing
[16] and Davis and Mikosch [17] that the point processes
N
n









(  ) ; n = 1; 2; : : :
on the state space E = R
d
nf0g converge weakly to the compound Poisson process












(  ) ;
provided Y
1
is regularly varying with index  > 0 and (Y
t
) satises a mild mixing








)! 1; as n!1 :
The structure of the limiting point process N reects the multivariate regular
variation condition (1.12) which basically says that, in an asymptotic sense, the
radial and spherical parts of the vector Y
1
become independent. In the limit N ,
the radial part is represented by points P
i
which constitute a Poisson process on
(0;1) with intensity proportional to y
  1
dy. The process (P
i
) is independent
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of the points Q
ij





distribution is partially governed by the spectral measure of regular variation. This
measure essentially describes the dependence of the points in space.
We have pointed out earlier that the above assumptions on the stationary
sequence (X
t
) are satised for X
t
's arising from solutions of stochastic recurrence









convergence results of the point processes (N
n
) constructed from the Y
t
's.
The power of weak convergence results is even increased through the continuous












it is natural to consider a mapping acting on the point processes N
n
and N : rst
multiply the 0th and hth component of the point process and then sum them up.
On theN
n
-level we would get n^(h)=a
2
n

















Although this approach might look a bit like wishful thinking, it can be made to
work and it can be shown that the convergence N
n
d






















provided  < 2. For  2 [2; 4) a similar result can be obtained but one has to
introduce centering constants in this case. In both cases, the limits are =2-stable
random variables. In particular, they have innite variance. Another application
of the continuous mapping theorem also ensures that the (suitably standardized)
sample autocorrelations converge in distribution. The above approach fails for
 > 4 since in this case the central limit theorem for ^(h) starts working.
The above theory immediately applies to the sample autocovariances ^(h) and
autocorrelations %^(h) of the component processes of a solution to a stochastic
recurrence equation. These results can be summarized as follows:
(a) If  2 (0; 2), i.e. when %(h) is not dened, the sample autocorrelation %^(h)
has a nondegenerate limit which may be represented as a quotient of two
dependent =2 stable random variables.




has a limit similar to the one described under (a).
(c) If  2 (4;1), the central limit theorem for stongly mixing sequences may be
applied, so that
p
n (%^(h)  %(h)) is asymptotically normal :
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For applications in nance, insurance and telecommunications where we are fre-
quently faced with time series whose 4th, 3rd, 2nd,: : : moment need not exist, the
above results should be a warning to everybody who uses sample autocorrelations
to make statements about the dependence in such a sequence.
In particular, part (a) illustrates that the %^(h)'s are sometimes totally mean-
ingless, whereas (b) tells us that the rate of convergence of %^(h) towards %(h) can
be extremely slow, the slower the closer  is to 2.
In order to detect non-linearities in a time series (X
t
), it has become common
practice in the econometrics literature, see Taylor [65] or Muller, Dacorogna and
Pictet [45], to consider not only the sample autocorrelations of the X
t
's, but also
of their absolute values and squares or any other power of the jX
t
j's. For these
transformed time series the above statements (a){(c) remain valid, with the cor-




interval (0; 2) has to be replaced by (0; 4); etc.
1.2.4 Outline of the thesis
 Chapter 2 introduces the basic theoretical concepts: multivariate regular
variation, mixing properties, point processes and their weak convergence.
Multivariate regular variation is central to the approach to heavy tails which
is advocated in this thesis.
In Section 2.1 we review several extensions of regular variation and prove
that they are equivalent notions. These equivalences are partly known, see
Resnick [54]. The result that a vector with positive components is regularly
varying in the sense of (1.12) if and only if all its linear combinations are
regularly varying seems to be new. The proof is analytical and based on
Laplace and Fourier transforms of the underlying measures. In the case
 2 (0; 2), it was proved by Kesten [35] via the central limit theorem with
-stable limits.
In Section 2.2 we introduce several concepts of dependence, including strong
mixing and geometric ergodicity. These are auxiliary tools which will be
needed to verify that solutions to SRE are strongly mixing with geometric
rate.
In Section 2.3 a brief introduction to point processes is given. The em-
phasis is on weak convergence of point processes. In particular, we present
the results by Davis and Hsing [16] and Davis and Mikosch [17] concerning
the weak convergence of point processes, whose points satisfy a multivariate
regular variation condition. This result is basic for the corresponding state-
ments about the convergence of point processes derived from the solutions
to stochastic recurrence equations.
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 Chapter 3 is devoted to some particular models of stochastic processes. In
Section 3.1 we briey sketch the classical theory of linear processes with
white noise innovations aiming at a comparison with the corresponding re-
sults for non-linear, in particular heavy-tailed processes. We give the precise
denitions of ARCH, GARCH and bilinear processes and show that they can
be understood as functions of solutions to SRE.
Solutions to SRE are the basic stochastic processes in the focus of interest of
this thesis. Section 3.2 is devoted to their denition and properties. We give
conditions for the stationarity of these processes and prove the strong mixing
property with geometric rate. We formulate Kesten's result [35] about the
regular variation property of solutions to SRE. We conclude the section by
showing that the important class of stationary GARCH processes satises
all conditions of Kesten's theorem, thus proving that these processes have
regularly varying nite-dimensional distributions.
 In Chapter 4 we apply the results about the weak convergence of point pro-
cesses with regularly varying points. In particular we consider functionals of
sum-type of the points of the point processes and show that they converge to
non-degenerate distributional limits. These include sample autocovariances
and autocorrelations. We also give an alternative proof of the consistency of
Hill's estimator for mixing sequences, which includes the GARCH processes.
Finally, we point out that the main results of this thesis are published in two
separate papers, coauthored with R.A. Davis and T. Mikosch [4, 18].
Chapter 2
Notions and tools
In Chapter 1 we described some examples of random sequences (X
t
) that seem to be
heavy-tailed. In Section 2.1 we identify heavy tails with the concept of regular variation.
Motivated by various results already established in the literature, we present regular vari-
ation for random vectors in a unied manner. In Section 2.2, some standard notions of
dependence for Markov chains are recapitulated. Section 2.3 is dedicated to point pro-
cesses which are very powerful devices for the analysis of heavy-tailed data. The main
results from Davis and Hsing [16] and Davis and Mikosch [17] concerning the asymptotic
behaviour of \weakly dependent" and regularly varying sequences are presented.
2.1 Multivariate regular variation
2.1.1 Regular variation in R
Random variables (and distribution functions) with regularly varying tails are
studied extensively both from an applied and a theoretical point of view. A large
variety of results as well as historical remarks on the development of the subject can
be found in Bingham et al. [7] or Resnick [54]. The class of distribution functions
with regularly varying tails is quite exible and useful for modelling extremal events
and allows for a reasonably tractable statistical analysis. This holds in particular
for real-life data sets from the worlds of tele-traÆc, insurance and nance. Last but
not least, regular variation has a beautiful mathematical interpretation in terms
of the asymptotic behaviour of the partial sums and maxima of regularly varying
stationary sequences. We describe these results at the end of this section.
In practice one is often confronted with multivariate data: on a particular day
not only one but a variety of stock indices is reported, or, perhaps the price of
the stock is determined in dierent markets. A multivariate concept of regular
variation will be needed. However, the extension of a mathematical notion from
23
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the one-dimensional to the higher-dimensional case often leads to a great variety of
dierent notions. Our intention is to present a unied approach to the multivariate
regular variation of random vectors. The great majority of the results to be pre-
sented is known and can be found in Bingham et al. [7], de Haan and Resnick [21],
Resnick [54], Kesten [35], Rvaceva [59], etc. Some of the proofs, however, are new.
This is also true for several results, in particular Theorem 2.1.14.
We begin with the notion of regular variation for a (nonrandom) measurable





=: h(x) ; (2.1)
exists for each x > 0. It is straightforward that h(xy) = h(x)h(y). Therefore, the
theory of functional equations (see for instance Bingham et al. [7] or Aczel [1]) tells
us that h(x) = x

for some real number . This is true even when h(xy) = h(x)h(y)
holds only on a dense subset of (0;1). We call the number  index of regular
variation. In the case h(x)  1, i.e.  = 0, we say that f is slowly varying. It
follows immediately from (2.1) that a regularly varying function f with index 
may be written in the form f(x) = x

L(x) for some slowly varying function L.
Hence, a regularly varying function asymptotically behaves like a power function.
Motivated by the notion just dened we call the distribution function F of a
random variable X regularly varying at 1 (or at the right tail) with index







P (X > tx)




for each x > 0. This denition of index is clearly dierent from the denition
of the index of regular variation for real functions, i.e.  =  . However, this
terminology is frequently used in the probabilistic literature for convenience. From
(2.2) it is obvious that  < 0 is not possible. Finally, we call a random variable
X and its distribution regularly varying if its distribution function is regularly




P (X > tx)





P (X <  tx)




for every x > 0 and q = 1 p. Hence, jX j is regularly varying at1. Clearly, there
is again a number   0 such that for every x > 0
lim
t!1
P (jX j > tx)




which we call the index of regular variation of the random variable X and its
distribution. We would like to stress that the word \balanced" is very imprecise.
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Apart from distributions which have both tails regularly varying of the \similar
shape", this denition includes distributions with one tail regularly varying with
index  and the other tail of any other shape as long as it is lighter.
2.1.2 Vague convergence and regular variation in R
d
One can think of several possible generalizations of the notion of regular vari-
ation to the multivariate case. In the sequel we show the equivalence of several
dierent conditions commonly used in the literature. Some of them are expressed
using the notion of vague convergence. Therefore, we would like to remind the
reader of some basic denitions and results. For more background on the theory
of vague convergence we refer to Kallenberg [34].
Consider a Polish space E with the Borel -algebra E and denote by B the class





or one of their topological subspaces. Here R denotes R [ f1g.
The measure m on E is called Radon (or locally nite) if m(B) <1, for any
set B in B. By F denote the set of all measurable functions f : E ! [0;1). Then,





A sequence of Radon measures (m
n
) on E converges vaguely to some Radon












= ff : f 2 F; continuous with compact supportg :
It might be useful for those who (like the author) are more familiar with the
notion of weak convergence to compare the two. Recall that a sequence of nite
measures (m
n







f  ! mf; for every bounded continuous f : E ! [0;1) : (2.6)
For the general theory of weak convergence results we refer to Billingsley [5]. Weak
convergence obviously implies vague convergence, for nite measures however, the
converse is also true under an additional condition. This is the result of the fol-
lowing proposition (see Kallenberg [34], 15.7.6).








! m if and only if m
n
v
! m and m
n
(E) ! m(E).
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Similarly to weak convergence, a sequence of Radon measures m
n
on E con-
verges vaguely if the following two conditions hold:







(B) <1; for every B 2 B : (2.7)
This, according to Helly's theorem (see [34], 15.7.5) implies that the sequence
(m
n
) is relatively compact in the vague topology. In other words, for any sequence
s
n
!1 there is a measure m and a subsequence t
n





























To establish the latter condition we will frequently rely on the following results.




agree on the sets E
n
% E .
Then they agree on E .




are dened on (E ;E).




agree on all sets in P they also agree on E.
The former lemma is a consequence of Theorem 15.1(iii) in Billingsley [6], while
the latter one is a consequence of Dynkin's --theorem, see p. 42 of Billingsley [6].
These two lemmas together suggest one possible way of proving that a sequence
of (possibly unbounded) measures (m
n
) converges vaguely. That is, we rst check





are nite measures on E
i
. Uniqueness will follow if we can apply
Lemmas 2.1.2 and 2.1.3.
Before we state our rst theorem on regular variation, we need some additional
notation. In the remainder of this section, the Polish space E will be a subset of
R
d
, while j  j denotes an arbitrary norm on R
d
. For a given Radon measure  on
E , we dene
B

:= fB : (@B) = 0 and B 2 Bg:
By x = (x
1
; : : : ; x
d
) we denote a vector in R
d
. Let S(0; Æ) and B(0; Æ) denote the
sphere and the open ball in R
d
with center 0 and radius Æ, respectively. We will





= fx : jxj > Æg = (S(0; Æ) [ B(0; Æ))
c
:
Finally, as usual, the unit sphere in R
d
is denoted by S
d 1
.
2.1. Multivariate regular variation 27
Theorem 2.1.4 Let X be a random vector in R
d







) = 0. Suppose that a relatively compact Borel set E 
R
d
nf0g exists such that tE 2 B

; t 2 T , for a dense set T  (0;1). Then the




(  ) :=
P (X 2 t  )
P (X 2 t E)
v
! (  ) ; (2.8)
where
v
! denotes vague convergence on the Borel -algebra of R
d
nf0g.
(ii) For every Æ > 0, the following holds as t!1

t
(  ) :=
P (X 2 t  )
P (X 2 t E)
w
! (  ) ; (2.9)
where
w




In the case that (i) or (ii) holds there is necessarily an   0 such that (uS) =
u
 
(S) for every Borel set S 2 B

. Moreover, every sphere S(0; Æ) is an element
of B

. Hence  has no atoms.
Remark 2.1.5 Observe that in the case d = 1 we have that (2.3) is equivalent
to condition (i) of the theorem, with E = ( 1; 1) [ (1;1). Take for instance




P (X 2 (ta; tb])
P (jX j > 1)
=
P (X > ta)  P (X > tb)





) =: ((a; b]) ;
as t!1.
In the case d  2, some examples of distributions that satisfy conditions (i)
and (ii) are described at the end of this section. Further examples follow from the
results given in Section 3.2. For an example of a 2-dimensional regularly varying
distribution with a density we refer to Example 2.1.13.





with P (X 2 E
0
) > 0 (this follows for instance from Kallenberg [34],
15.7.2).
Proof. We begin by proving the last statement of the theorem. Namely, if either
(i) or (ii) holds there is an   0 such that (uS) = u
 
(S) for every Borel set
28 Chapter 2. Notions and tools
S 2 B

. First, notice that
(uvE) = lim
t!1
P (X 2 t uvE)
P (X 2 t E)
= lim
t!1
P (X 2 t uvE)
P (X 2 tuE)
lim
t!1
P (X 2 t uE)
P (X 2 t E)
= (vE)  (uE) ;
for every u; v 2 T . Therefore (uE) = u
 
, where, as earlier, we use the fact that
this is the only possible solution to the functional equation:
(uvE) = (vE)  (uE) :
Take now an arbitrary S 2 B

, and notice that
(uS) = lim
t!1
P (X 2 t uS)
P (X 2 t E)
= lim
t!1
P (X 2 t uS)
P (X 2 tuE)
lim
t!1
P (X 2 t uE)
P (X 2 t E)
= (S)  u
 
:
In particular, at least one of the spheres S(0; Æ) 2 B

because  is a Radon
measure, so that there is at most a countable number of spheres of radius 









) = 0, which further implies that  has no mass on any of the spheres
S(0; Æ) and that  has no atoms.











is contained in R
d
nf0g. Also note that B
c
Æ











































Now, any bounded set B in R
d
nf0g is contained in R
d
nB(0; Æ), for some Æ > 0.
However, R
d
nB(0; Æ) 2 B
















nB(0; Æ)) <1 ;
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and tightness is established. Uniqueness of the limit follows directly by an appli-
cation of Lemma 2.1.2. 2
Now we have justied the following:
Denition 2.1.6 The random vector X with values in R
d
is called regularly
varying if any of the conditions (i) and (ii) in Theorem 2.1.4 is satised. The
random (vector-valued) process (X
t
) is said to be regularly varying if all its nite-
dimensional distributions are regularly varying.
Remark 2.1.7 This denition of multivariate regular variation was motivated
by the notion of regularly varying measures introduced by Meerschaert [41]. The
notion of regularly varying process will be used only later in Section 3.2. Note that
an i.i.d. sequence (X
t
) of regularly varying random variables is regularly varying
by this denition.
It is possible to say more about the structure of the limiting measure  in
Denition 2.1.6. Subsequently, we will learn more about the form of the tail of the
distribution of a regularly varying random vector. This is the topic of the following
theorem.
Theorem 2.1.8 Let X be a random vector in R
d
. The following three conditions
are equivalent:
(i) The random vector X is regularly varying.
(ii) There exists a random vector  2 S
d 1
such that for some   0
P (jXj > tu ; X=jXj 2  )




P ( 2  ) ; t!1 ; (2.11)
for every u > 0. The symbol
v




(iii) There exist a random vector  2 S
d 1





that for some   0
nP (jXj > ua
n




P ( 2  ) ; n!1 ;
for every u > 0.
Remark 2.1.9 Relation (2.11) is often used as a denition of multivariate regular
variation; see Resnick [54]. The equivalence of the statements (ii) and (iii) is also
well known. We include the proof for completeness.
Proof.
(i) ) (ii) Denote
V
u;S
= fx : x=jxj 2 S and jxj > ug
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Remark 2.1.5, we obtain
P (jX j > tu ; X=jXj 2 S )

























) to obtain a measure on S
d 1
. It is a proba-
bility measure by (2.12).
(ii) ) (i) The class of sets fV
u;S
g forms a -system and generates the Borel -
algebra on R
d
nf0g. By the extension theorem (see page 166 of Billingsley [6])







P ( 2 S):
It is straightforward that (S(0; Æ)) = 0, for every Æ.
We now set E = V
1;S
d 1 and check that (ii) of Theorem 2.1.4 holds. Fix an
arbitrary Æ > 0, and consider the weak convergence on B
c
Æ












<1 ; u > Æ ;






are tight in the weak topology. The




is a -system on B
c
Æ
so that uniqueness follows as well.
(ii) ) (iii) Take a sequence (a
n
) such that
nP (jXj > a
n
)! 1; as n!1; (2.13)
and observe that (iii) holds.
(iii) ) (ii) Notice that for any t large enough there is an index n 2 N such that
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a
n
 t  a
n+1
. The integer n is of course dependent on t and tends to 1 as t
tends to 1. Fix any set S on S
d 1
and observe
P (jXj > ua
n+1
; X=jXj 2 S )




P (jXj > tu ; X=jXj 2 S )
P (jXj > t)

P (jXj > ua
n
; X=jXj 2 S )




Multiply the numerators and denominators in the rst and the last expression of
the two inequalities above by n, and let t ! 1, so that n ! 1 too. Conclude
from (iii) that (2.13) and subsequently (ii) hold.
2
It follows from the theorem above that, for any regularly varying random vector
X we can nd a sequence (a
n
) and a measure 
1
such that






(  ) ; (2.14)





(fx : x=jxj 2  and jxj > ug) = u
 
P ( 2  ) ; (2.15)
for some random vector  with values on the unit sphere S
d 1
. This is the standard
motivation for the following denition:
Denition 2.1.11 We call the number   0 in (2:15), the index of regular
variation of X, while we call the probability measure P ( 2  ) on S
d 1
the
spectral measure of regular variation of X.
Observe that, in the case d = 1, condition (ii) of Theorem 2.1.8 coincides with
condition (2.3), which was the denition of regular variation of X in R. The
spectral measure in this case is given by P ( = 1) = p and P ( =  1) = q.
Remark 2.1.12 It is important to realize that the sequence (a
n
) in (2.14) is not








Hence, the sequence (a
n
) itself is sometimes called regularly varying with index
1=. For the theory of regularly varying sequences we refer to Bingham et al. [7],
Section 1.9.
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The random vector X is regularly varying with index 1. The spectral measure (in
the Euclidean norm) puts mass 1=4 into each of the four points ( 1; 0); (0; 1);
(1; 0) and (0; 1). y
In the sequel, we will investigate the regularly varying random vectors with
non-negative entries. The following notation will be useful:
R
+






















SupposeX is a random vector with values in R
d
+
. In Resnick [54] the following
characterization of regular variation of X is used:
For all x > 0 lim
t!1
1  P (X  tx)
1  P (X  t1)
exists : (2.16)
A similar condition is motivated by the work of Kesten [35]:




P ((X;x) > t)
P ((X ;1) > t)
= w(x) exists : (2.17)




for any t > 0. As in Resnick [54] p. 277, one can show that  does not depend on
x. By saying that a limit exists we mean that it is nite as well.
We will show that both these conditions correspond to the notion of regular
variation given in Denition 2.1.6.
Theorem 2.1.14 Let X be a random vector in R
d
+
. Then the following two state-
ments hold:
(a) The random vector X is regularly varying if and only if X satises condition
(2:16).
(b) The regularly varying random vector X satises condition (2:17). Conversely,
if the random vector X satises condition (2:17) and  in (2:18) is not an even
integer then X is regularly varying.
Remark 2.1.15 The equivalence of (2.11), (2.14) and (2.16) was proved in Res-
nick [54]. We include a dierent proof for completeness. Part (b) follows from
Kesten [35] for  2 (0; 2). He actually shows that the random vector satisfying
2.1. Multivariate regular variation 33
(2.17) lies in the domain of attraction of an -stable random vector. Moreover,
as he points out, when  = 1, this is not true for a general (not necessarily
non-negative) random vector. Part (b) for general  > 0 is new. In contrast to
Kesten [35] we give a purely analytical proof. The arguments of the proof fail
when  is an even integer. Nevertheless, we conjecture that part (b) is valid for













Proof. For convenience, we let j  j be the max-norm in R
d
. First, we prove that
the regular variation condition implies (2.16) and (2.17).
Assume that X is regularly varying. Dene the sets
U
x





= fy : (x;y) > 1g ;
for arbitrary x 2 R
d
nf0g. Using the form of the measure  from Theorem 2.1.4,














and apply Remark 2.1.5 to obtain (2.16), (2.17), respectively.




P (X 2 t  )




They are tight in R
d
+
nf0g because of the fact that any relatively compact Borel
set B  R
d
+
nf0g is contained in some U
x
. Notice that fU
x













in this space form a -system, and that any two measures
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which agree on every U
x
also agree on these complements. Therefore there is a








P (X 2 tU
x
)








, for all x 2 R
d
+
nf0g. Therefore, condition (ii) of
Theorem 2.1.4 is established.
Suppose now that (2.17) holds, we will prove that the random vector X is




P (X 2 t  )




Their tightness follows from condition (2.17) once we observe that any relatively
compact Borel set B  R
d
+
nf0g is contained in some W
x
.
We have to establish uniqueness of the limiting point. Suppose (
t
) has vague
limits  and e along two dierent subsequences. Dene
W = fW
x
; x 2 R
d
nf0gg :
We may assume that the two measures  and e agree on every halfplane in
W. We are going to prove that they agree on any other measurable set. Take any
n 2 N and assume temporarily that  is not an integer and lies in the interval
(2(n 1); 2n). By 

denote any of the two measures  and e. From the condition






































We will use characteristic functions to prove that  and e agree everywhere. Then













































Now we want to interchange signs of integration and summation. In order to
make the summands integrable in the neighborhood of 0 we will have to subtract
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some additional terms from the Taylor expansion of the exponential functions. We













= 0 ; for any 1  m < n ;














  1  i(x  n  1+ 2k  1;y) (2.19)









However, for  2 (2n   1; 2n) all these integrals agree and are nite for both 
and e and every k = 0; : : : ; n. It follows that the characteristic functions of  and
e are the same, therefore the original measures  and e are equal. In the case
 2 (2(n  1); 2n  1) we may use the same arguments but we subtract one term
less in the Taylor expansion above. The conclusion remains the same.
For  = 2n  1 the above reasoning fails because the integrals in (2.19) are not
necessarily nite any more and so an additional trick is needed. We illustrate this




















Now we apply a similar reasoning as above to 
s

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By doing so, we make an error e
x















































which proves that the 
s

's and subsequently the 

's are the same measures. A
similar argument will show that part (b) holds for any odd integer  > 0. Here,




=! and truncate it. This
argument fails unfortunately if  is an even integer because the last term is then a
monomial of an even degree. Therefore the last two integrals above will not cancel.
2
Remark 2.1.17 For noninteger 's there is an alternative proof of the part (b).
It uses Laplace transforms instead of characteristic functions. Moreover, the latter
approach shows that in this case, for a random vector X to be regularly varying
it suÆces that (2.17) holds only for x > 0. We observe that for integer  in (2.17)
every x 2 R
d
nf0g is needed.
Theorem 2.1.14 clearly yields the well known fact that concatenations and
linear combinations of positive i.i.d. regularly varying random vectors form new
regularly varying random vectors.
2.1.3 Transformations of regularly varying random vectors
The next result is a generalization of the well-known one-dimensional result of
Breiman [11], which says that, for any independent non-negative random variables
 and  such that  is regularly varying with index  and E

< 1 for some
 > ,
P (  > x)  E

P ( > x) : (2.20)
We slightly abuse the notation and denote by jj an arbitrary norm in Euclidean




A multivariate version of Breiman's result reads as follows.
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Proposition 2.1.18 Let A be a random qd matrix, independent of the regularly
varying random vector X. Assume that EkAk

<1 for some  > . Then
P (AX 2 t )
P (X 2 t E)
v





! denotes vague convergence on the Borel -algebra of R
q
nf0g. The set E
and the measure  are the same as in condition (i) of Theorem 2.1.4.
Proof. Fix any B 2 B
e






(B) = fAX 2 tBg :






(B) \ fkAk  "g) + P (A
t
(B) \ f" < kAk Mg) +
P (A
t



























































P (X 2 tE)









In the limit relation we made use of a Pratt's lemma; cf. Pratt [48]. The expression
on the right-hand side of (2.21) converges to the desired E(A
 1
B) if we rst let























] fx : jxj > Æg <1 :
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P (X 2 tE)
 lim
t!1
P ("jXj > t Æ)













P (X 2 tE)
= 0 :






, we conclude that the proof is nished.
2
A direct consequence of the proposition is the following corollary.
Corollary 2.1.19 Let X be a regularly varying random vector in R
d
with index
 independent of a random q  d matrix A such that for at least one relatively





(C)] > 0 and EkAk

<1 for some  >  :
Then AX is regularly varying with index  in R
q
.
Remark 2.1.20 Proposition 2.1.18 implies that the regular variation property is
preserved even when we add a light-tailed random vector to a regularly varying
random vector AX. That is, assume that B is a q-dimensional random vector
such that
P (jBj > x) = o(P (jX j > x)) as x!1
and the conditions of Proposition 2.1.18 hold. Then AX +B is regularly varying
with the same limit measure e. This fact will become very useful in the context
of stochastic recurrence equations.
Moreover, if B itself is regularly varying with index  and independent of AX,
then AX +B is regularly varying with index . This follows from the fact that
(AX;B) is regularly varying.
The result of Proposition 2.1.18 may be extended to an innite series of reg-
ularly varying non-negative random vectors X
i
multiplied by positive random
matrices A
i
which satisfy some moment summability conditions. This has been










The regular variation property is preserved under power transformation as
well. Namely, if the vector (Y
1
; : : : ; Y
d
) is regularly varying in R
d
+
, then the same
holds for the vector (Y
p
1
; : : : ; Y
p
d
), only the index of regular variation is changed.
This property will be needed later in the analysis of some non-linear processes.
Therefore we prove the following auxiliary result.
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Lemma 2.1.21 Assume that a random vector (Y
1
; : : : ; Y
d
) with all entries non-




; : : : ; Y
p
d
) is regularly varying with index =p.
Proof. Denote by s the following continuous 1{1 mapping on R
d
+
s : Y = (Y
1















where by j  j = j  j
1
we denote the usual max-norm. It follows that the inverse
function s
 1
maps the unit sphere in R
d
+
, with respect to the j  j
1
norm onto the




We apply the characterization of regular variation from the part (iii) of Theo-





!1 and a probability measure P





nP (jY j > ua
n






( ) ; n!1 ;
for any u > 0. Therefore
nP (js(Y )j > ua
p
n
; s(Y )=js(Y )j 2 S )




; s(Y )=jY j
p
2 S )














(S)) ; as n!1 :









is another probability measure on the unit sphere, hence the vector s(Y ) is regu-
larly varying with index =p and spectral measure P
s;
. 2
2.1.4 Sums and maxima of regularly varying random vectors
In the rest of this section we discuss some basic applications of the regular
variation conditions in limit theorems for sums and maxima of sequences of i.i.d.
random vectors X
i
. As usual, S
n





+   +X
n
; n 2 N :
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! Y ; (2.22)
for some sequence of numbers (a
n
) and a sequence of vectors (b
n
), then the class
of possible distributions for the random vector Y is limited to the class of stable
distributions. It is then said that the random vectors X
i
(or their distribution)
belong to the domain of attraction of Y . The necessary and suÆcient conditions
for (2.22) can be very concisely expressed in terms of regular variation. This
motivates us to discuss some of these well known results.
A random vector X with values in R
d
is called stable if for any positive













are independent random vectors with the same distribution as
X. It is known (see Corollary 2.1.3 in Samorodnitsky and Taqqu [60]) that this
denition is equivalent to the following condition: there is an  2 (0; 2] such that





















; : : : ;X
n
are i.i.d. with the same distribution as X. The number 
is usually referred to as index of stability. In the case  = 1, X has the familiar
Cauchy distribution. When  = 2, X is a normal random vector. Unfortunately,
the density of a general -stable random vector cannot be written in terms of
elementary functions.
However, its characteristic function is relatively simple. Assume 0 <  < 2.
Then Y

is an -stable random vector in R
d
if and only if its characteristic function
^














where a is a xed vector, g is a centering function dened by g(t;x) = (1 ^
jxj)(t;x=jxj) and  is a measure on R
d
nf0g. Observe further that the function g
can be chosen in various ways.
It is important to stress that -stable random vectors are also regularly varying
and the measure  in the description of their characteristic function (2.24) corre-
sponds to the measure 
1
in Denition 2.1.11 (apart from the fact that it might be








! (  ) : (2.25)
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Suppose that the i.i.d. sequence (X
i
) has a common regularly varying distribution
with index  < 2 that satises (2.25) with Y = X
1
and the same . Dene for

















Then the sequence (S
n
) satises the central limit theorem (2.22) with a stable
limit whose characteristic function is given by (2.24). The proof follows from an
application of the central limit theorem in R
d
on pp. 67-68 in Araujo and Gine [2].
Moreover, the converse is also true. If such a central limit theorem holds for an
i.i.d. sequence (X
i
) with innite variance limit, then X
1
is necessarily regularly
varying with some index  < 2. This follows from the work of Rvaceva [59] and
Meerschaert [41] in combination with a multivariate version of the general central
limit theorem (see also Araujo and Gine [2]). Thus we have the following theorem.
Theorem 2.1.22 Let (X
i
) be a sequence of i.i.d. random vectors. Then X
1
is
regularly varying with index  2 (0; 2) if and only if there exist sequences (a
n
) of
positive constants and (b
n















denotes an -stable random vector with  2 (0; 2).
We just add that, although the normal limit (case  = 2) is not included in
the above theorem, even in that case necessary and suÆcient conditions can be
expressed in terms of regular variation. For instance, X
1
belongs to the domain of











is a slowly varying function of Æ, we refer to Araujo and Gine [2], Theorem 6.17,
or to Meerschaert [41] for the multivariate version of the same theorem. A gen-
eral reference to stable random vectors is Samorodnitsky and Taqqu [60], see also
Embrechts et al. [25], Section 8.8.
Next, we introduce some basic notions of extreme value theory which are
closely related to regular variation. For purposes of illustration, we focus on one-




) is a sequence of i.i.d. random variables. We are interested





; : : : ; X
n
) ; n 2 N :
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To formulate one of the basic results of extreme value theory, we need the following
three classes of max{stable or extreme value distributions given by their
distribution functions.





0; x < 0
exp( x
 
); x  0;
(2.27)
where  > 0.







) ; x < 0
1; x  0;
(2.28)
for some  > 0.






; x 2 R : (2.29)
A fundamental result of extreme value theory (due to Fisher{Tippett and Gne-








!  ; (2.30)
holds for suitable sequences of positive numbers a
n
, real numbers b
n
and a non{
degenerate limit , then  necessarily has either one of the extreme value distribu-
tions or a distribution of the same type, that is, there exist constants c > 0 and





Embrechts et al. [25] or Resnick [54]). The converse is also true: any of the three
extreme value distributions may appear as a limit in (2.30) for a suitable distri-
bution of X
1
. In the proof of this result, regular variation plays a very important
role, this is illustrated in part (b) of the following example.
Example 2.1.23
(a) Normal sequence











(log logn+ log 4)=2;
and  with distribution function  (see Embrechts et al. [25], Leadbetter and
Rootzen [40]).
(b) Regularly varying sequence
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Suppose (X
n
) is a sequence of i.i.d. random variables. The random variable X
varies regularly at1 with index  if and only if the sequence (X
n
) satises relation
(2.30), where  has distribution function 

. In that case we can take b
n
= 0 for











Given a not necessarily independent stationary sequence (X
i





































for some extreme value distribution G. We may ask whether relation (2.30) still
holds for the partial maximaM
n
of the sequence (X
i
) and possibly for some other
limiting distribution. If the dependence in the sequence (X
i
) is not \too strong"











for some number  2 [0; 1], which is called the extremal index of the sequence
(X
i
). Intuitively, we can interpret this as a measure of dependence of the extremal
behaviour of (X
i
). We refer to Leadbetter and Rootzen [40] for a general denition
of the extremal index including some important results.
2.2 On dependence
2.2.1 Markov chain terminology
It is in general very diÆcult to give a theory for analysing a stationary time
series which contains \too much dependence". For this reason, various kinds of
\weak dependence" conditions have been introduced. Roughly speaking, weak
dependence means that as time goes by the less the future behaviour of the time
series depends on its present and its past. To measure dependence several notions
of mixing were introduced. Among those, the strong mixing condition is one
of the most popular ones in probability theory. This notion was introduced by
Rosenblatt [58] in 1956. It also turns out that strong mixing is very suitable for
our purposes. Thus we choose to look at it in some more detail. For an extensive
treatment of this and other notions of mixing we refer to Doukhan [23].
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is strongly mixing if

l
:= supfjP (A \B)  P (A)P (B)j : A 2 F
0
 1
; B 2 F
1
l

















; : : : g :
The quantities 
l
are called mixing coeÆcients.
To make such a denition useful it should be accompanied with a tractable
procedure which gives an answer to the question as to whether a certain stochastic
sequence is strongly mixing or not.
Many time series models can be expressed as (or approximated by) suitably
chosen Markov chains. In the particular case of Markov chains, however, Feigin
and Tweedie [27] (see also Meyn and Tweedie [42]) developed a way of checking
suÆcient conditions for strong mixing. We adopt their notation and terminology.
So we assume a Markov chain (X
n
) is a discrete time stochastic process with the




(y; C), n 2 N, we
denote the n-step transition probability, i.e.
p
n














Thus if a nite measure with this property exists (we suppose (E) = 1) and we
run a Markov chain with initial probability distribution , then the Markov chain
obtained in this way is stationary and its marginal distribution is  at any time
point n.
2.2.2 Geometric ergodicity
If we start the Markov chain from any other inital distribution on E , we can ask
whether the distribution of X
n
converges towards an invariant distribution . If
such a convergence happens with respect to the total variation distance and with
a xed geometric rate, we say that the chain (X
n
) is geometrically ergodic. In
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for all y 2 E .
It is very important to observe that a geometrically ergodic stationary Markov
chain is also strongly mixing with geometric rate (this follows from the results in
Meyn and Tweedie [42], Section 16.1.2). More precisely, for 
l





for some constants K and 0 <  < 1.
As usual in the theory of Markov chains, we restrict our considerations to
the case of irreducible Markov chains. A Markov chain (X
n
) is said to be -
irreducible for a given measure  on (E ;E) if






(y; C) > 0 ; for all y 2 E :
In words, -irreducibility means that a Markov chain starting from an arbitrary
point X
0
= y, with positive probability visits any set C of positive -measure.
Finally, we recall that a Markov chain is called a Feller chain if for any bounded,






is a continuous function in y 2 E . Now, we have introduced all the necessary
terminology to state Theorem 1 of Feigin and Tweedie [27].
Theorem 2.2.2 Suppose that (X
n
) is a Feller chain and there exists a measure




 There exists a non-negative function g : E ! R satisfying
g(y)  1 for y 2 C ;










) is geometrically ergodic.
We conclude by pointing out once again, that a stationary Markov chain sat-
isfying the conditions of the theorem above is strongly mixing as well.
2.3 Point processes
2.3.1 Basic denitions and notation
In the analysis of heavy-tailed time series, point process techniques have proved
to be very useful. Consequently, many books and surveys devoted to stochastic
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processes and their extremes include chapters or sections on the theory of point
processes, see e.g. Resnick [54], Leadbetter and Rootzen [40] and Embrechts et
al. [25]. There also exists an extensive literature which presents the general theory
of point processes. We have chosen Kallenberg [34] to be our main reference. In this
section we introduce the basic notions and theoretical results on point processes
which will be used later on.
Consider a Polish space E , which will be the state space for our point process.
Usually, E = R
d
endowed with the Euclidean metric or one of its topological
subspaces. Denote by E the Borel {algebra on E and by B the ring of all bounded
sets in E. A measureN on (E ;E) is called Radon (or locally nite) ifN(B) <1; for
each B 2 B. Let M
p
be the set of all Radon point measures on E (we should
actually use the notation M
p
(E), but in our applications the state space will be
















1; x 2 A;
0; otherwise,
(2.34)
for each set A in the Borel {algebra E of the space E . Note that the set of points





be the smallest {algebra onM
p
for which every mapping N 7! N(B),
B 2 B, is measurable, i.e. M
p
is generated by these mappings. Now we are ready
to dene a point process.
Denition 2.3.1 A point process is a measurable mapping from a given prob-





Example 2.3.3 Everybody's favorite point process is the Poisson process (or
Poisson random measure). Assume that we are given any Radon measure  on
(E ;E). The point process N is called Poisson process with mean (intensity) mea-
sure  if it satises the following conditions
i) for every A 2 E and non-negative integer k












ii) for any k  2 and mutually disjoint sets A
1
; : : : ; A
k
in E , the random vari-
ables N(A
1
); : : : ; N(A
k
) are independent.




Figure 2.3.2 Intuitively, a point process is nothing but a collection of randomly
placed points in the state space. The gure presents a possible realisation of such
a point process.
In its simplest form, when the state space is R and the intensity measure  is
Lebesgue measure, N is just the familiar homogeneous Poisson process on the real
line. It is not a priori clear, for a general Radon measure , that one can construct
a Poisson process with  as its intensity measure. However, that can and has been
shown, see Resnick [54], Proposition 3.6. y
We would like to recall some of the denitions from Section 2.1. Denote by F
the set of measurable non-negative real functions on E . We dene the integral Nf













) of point measures converges vaguely to a point measure N if
N
n
f ! N f; for every f 2 F
c
;
see (2.5). The vague convergence prescribes a topology to the set M
p
of point
measures. An important and interesting result is that the vague topology makes
M
p
again a Polish space. Moreover, the Borel {algebra generated by it coincides
with the {algebra M
p
(see Lemma 4.1 of Kallenberg [34]).
Only when the space M
p
is equipped with a topology, we can speak of conver-
gence in distribution. It is dened in the usual way, namely:
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Denition 2.3.4 A sequence of point processes (N
n
) with state space E con-
verges in distribution to a point process N on E , we write N
n
d
! N , if
Ef(N
n
)! Ef(N) for every bounded continuous function f :M
p
! R .
A very handy tool for describing the distribution of a point processN is its Laplace





; f 2 F : (2.36)
It is crucial to stress that the distribution of a given point process is uniquely
determined by the values of its Laplace transform (even when restricted to F
c
).
Moreover, via Laplace transforms, we can give another criterion for the convergence
in distribution. By Theorem 4.2 in Kallenberg [34], a sequence of point processes
N
n






(f) ; for each f 2 F
c
: (2.37)
Example 2.3.5 The Laplace transform of the Poisson process with intensity mea-














2.3.2 Point processes based on a stationary sequence of ran-
dom vectors
Our study will be mainly concentrated on point processes which are built from























































) is some sequence of real numbers and the state space is a subset of
(0; 1]; R
d
and (0; 1]  R
d
, respectively. The following basic theorem illustrates
how powerful the point process approach actually is for describing the extremal
behaviour of an i.i.d. sequence (X
n
).
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Theorem 2.3.6 Let (X
n
) be an i.i.d. sequence of random variables with common




) two real sequences. The following statements
are equivalent








































are the partial maxima of the sequence (X
n
), G is one of the extreme
value distributions, dened by (2:27){(2:29), while 
G
is a random variable with
distribution G and N
G
is a Poisson process with intensity measure   
G
. Here
 denotes Lebesgue measure on (0; 1], while 
G
is the measure induced by the
monotone function logG(x).
Although all three statements of Theorem 2.3.6 are equivalent, statement (iii)
is noticeably more informative than the rst two. It does not only describe the
asymptotic behaviour of M
n




For the full proof of Theorem 2.3.6 we refer to Resnick [54] and Proposition 3.21
therein, see also Leadbetter et al. [39], Theorem 5.7.1. Here, we only comment
that the equivalence of (i) and (ii) is the easier part of the proof. However, once
we notice that the process N
G
in (iii) is a.s. simple, the equivalence of (ii) and (iii)
also follows. Recall that we say that the point process N is called (a.s.) simple if
P (N(fxg)  1 : for every x 2 E) = 1 :
This is a consequence of the fact that the distribution of a simple point process
is uniquely determined by its void probabilities fP (N(A) = 0) : A 2 Bg (see
Theorem 3.3 of Kallenberg [34]). Furthermore, notice that the statement (ii) of
Theorem 2.3.6 is actually about establishing convergence of void probabilities.
The proof of Theorem 2.3.6 and the distribution of the limiting point process
can be explained in relatively few words due to the independence of the sequence
(X
n
). However, time series we encounter in practice do not seem to satisfy the
independence assumption very often. Therefore, we would like to move away from
independent sequences and allow for at least some sort of short term dependence
in the sequence and still achieve convergence of suitable point processes. In that
direction we are heading in the remaining part of this section.
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2.3.3 The mixing condition A(a
n
)
Assume now that (X
n
) is a stationary sequence of random vectors with values in
R
d














nf0g . Hence compact sets in E are bounded away from 0. The reason
for such a choice of state space is clear from Figure 2.3.7. If we take the sequence
(a
n
) such that a
n
! 1 and consider N
n
as n ! 1, a build-up of innite mass
will occur in the neighbourhood of 0, which explains why we may want to exclude





Figure 2.3.7 Realization of a point process N
n
















are independent of each other and for this reason, points
far from 0 are concentrated around the axes.
The following mixing condition A(a
n
) suggested by Davis and Hsing [16] de-
nes a relatively weak dependence structure for a stationary sequence of regularly
varying random vectors X
n
.
Denition 2.3.8 We say that a strictly stationary sequence of random vectors
(X
t
) with values in R
d
satises the mixing condition A(a
n
) if it is regularly varying
and there exists a sequence of positive integers (r
n









































! 0 ; (2.40)
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for every bounded, non{negative function f on R
d
nf0g with bounded support. The
sequence of positive real numbers (a
n






In Davis and Hsing [16] the functions f are actually restricted to the set of step
functions, but we omit that assumption, since the strong mixing condition implies
that A(a
n
) also holds in the form we presented it, as we will show in Lemma 2.3.9.
To explain what condition A(a
n
) actually means for a given sequence of random
vectors (X
i
























































) is an array of row-wise i.i.d. point processes.





are known and can be found in Theorem 6.1 of Kallenberg [34].
In the following lemma we prove that the well known strong mixing condition
(see Denition 2.31 in Section 2.2) implies A(a
n
).
Lemma 2.3.9 Suppose that the stationary sequence (X
i
) of regularly varying ran-
dom vectors satises the strong mixing condition. If the real sequence (a
n
) is taken
such that (2:41) is satised, then A(a
n
) holds.




















:= supfjE fg  E fE gj : f is F
0
 1



















= supfjP (A \ B)  P (A)P (B)j : A 2 F
0
 1




We apply the following inequalities, due to Ibragimov (see for instance Appendix
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and since strong mixing means that 
l
! 0 as l!1 we subsequently have 
l
! 0.

















The main idea is to split (X
1









vectors. Without loss of generality we assume n=k
n
is an integer. This can be




random vectors at the end of the sequence
(X
1
; : : : ;X
n
) so that n  j
n
will become divisible by k
n
. The error introduced by
doing so may be neglected in the sequel. Then we disregard the last l
n
vectors in
each group, since the error term is small due to the condition (2.44).
Take any function f as in Denition 2.3.8: f is non-negative, bounded (by M
let us suppose) and its support is bounded away from 0 and innity, i.e. contained
in the set B
c
Æ















































































































































































Finally, we may add the deleted l
n
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Remark 2.3.10 Suppose that the process (X
n
) is not only strongly mixing but
Markov and geometrically ergodic as well. Then its mixing coeÆcients 
l
converge




, see Section 2.2





c for any " 2 (0; 1) in the condition A(a
n
).
2.3.4 Convergence of point processes under A(a
n
)





) as in the previous subsection. We want to















) allows us to identify this problem with the slightly easier problem





























; 1  i  k
n
) is an array of row-wise i.i.d. point processes (see p. 51)
and therefore easier to handle. As an illustration of this claim, we oer the fol-




) converges in distribution,
its limit is an innitely divisible point process. Recall that the point process N
is innitely divisible if for each n 2 N there is a nite sequence of i.i.d. point
processes N
1







+   +N
n
:
We also give conditions for such a convergence. This is a standard result of the
theory of point processes, based on Theorem 6.1 in Kallenberg [34], see also Lemma
2.1 in Davis and Hsing [16]. First, we dene o to be the null measure on the state
space under consideration.
54 Chapter 2. Notions and tools





following two statements are equivalent:





! N 6= o :
(ii) There exists a measure  on the space M
p






















for every f 2 F
c
.











The proof of this theorem is based on the criterion (2.37) for the convergence
of point processes. The reader might have already noticed that the left-hand side




(f), i.e. the logarithms of





For d = 1, Davis and Hsing in [16] and Davis and Mikosch [17] in the mul-
tivariate case, prove that, in the case that the common distribution of the X
i
's
is regularly varying, the measure  has a particularly nice form. We want to ex-
ploit this fact too. In order to do so, we introduce some of the notation from the
above-mentioned papers.










on the space M
p




7 ! f(u  ) ;
on the set F
c















. It is straightforward now to see that 
u





















Under the condition A(a
n





in Theorem 2.3.11 converges weakly, the measure  in the
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where the last equality follows from (2.46). Let us now consider n i.i.d. copies
of the point process N , denoted by N
1
; : : : ; N
n
. Then for the logarithm of the




+   +N
n
















rem 2.3.11 has a distribution such that
N
1
















Hence, not only the point process N is innitely divisible as stated in Theo-
rem 2.3.11, but in analogy to stable random vectors, we may say that under
A(a
n
), N is a stable point process. Observe that the scaling factor is equal to
n
1=
, exactly as for -stable random vectors, see relation (2.23). However, for
{stable random vectors, the index  is an element of the interval (0; 2], which is
not necessarily the case here.
It is possible to describe the distribution of N in more detail using the relation
(2.46). Fix an arbitrary u > 0, recall that B
c
u
= fx : jxj > ug and dene the




= fN : N(B
c
u
) > 0 and N(B
c
v


















; u > 0, are implicitly equipped with the cor-














. Consider the following two mappings on M
0
:


















: N 7! (max(N); N

) ; (2.49)




. Notice that both
'

and its inverse are continuous. Theorem 2.3 of Davis and Hsing [16] says that,
as a consequence of regular variation of X
i
, or rather relation (2.46), we have for









is some probability measure on M







where  is a non-negative number. More precisely,
fN : max(N) > u and N





(  ) :
Therefore, the Laplace transform of the limiting point processN of Theorem 2.3.11
indicates that the following result holds, as observed in Davis and Hsing [16].
Corollary 2.3.12 Suppose that the sequence (X
t
) satises condition A(a
n
) and






















































accessible. We only mention that it captures the short term dependence of high
level exceedances of the sequence (X
i
). However, in the particular case of an i.i.d.
sequence it looks relatively simple.
Example 2.3.13 Assume that (X
i
) is an i.i.d. sequence of regularly varying
random vectors. Therefore there is a sequence (a
n
) and a measure 
1
as in (2.15),












(fx : x=jxj 2 S and jxj > ug) = u
 
P ( 2 S ) :
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are not needed since Theorem 2.3.11 can be

































du , with  = 1 and (Q
i
) is an i.i.d. sequence of random vectors
with the same distribution as the random vector  above.
In Figure 2.3.7 we have simulated a realization of an i.i.d. sequence of regularly
varying random vectors X
i
with values in R
d







the random vector X
n
are independent of each other too. This is the reason that
points far from 0 are concentrated around the axes. y
It is interesting to mention that the void probabilities of a point process can
be calculated directly from its Laplace transform  
N
. Namely the following holds
for an arbitrary B  B









is the indicator function of set B, see Exercise 1.4 in Kallenberg [34]. We



























) =   logP (N(B
c
1








) = 0) ;
which is the extremal index of the sequence (jX
i
j). Recall that we gave a denition
of the extremal index on p. 43.
The following result can also be found in Davis and Hsing [16]. We give a
shortened proof.
Theorem 2.3.14 Suppose that the stationary process (X
i
) satises condition A(a
n
).
The following two conditions are equivalent:
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; i = 1; : : : ; k
n
, are dened as on page 51.
Proof. We will apply Theorem 2.3.11, and actually show that (a) is equivalent









Let us assume (a) holds. We dene a measure  on M
0
, by





where  denotes the measure such that ([u;1)) = u
 





























are probability measures on M
u






















([u;1) ) = P

() ; (2.53)






















, for every u > 0. This, however, means that for every bounded continuous
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Since every f 2 F
c
has its support in B
c
u
for some u > 0, it follows that condition
(ii) of Theorem 2.3.11 is satised. Hence (b) holds.














has the same limit as  k
n






















) = 0))!   log(P (N(B
c
u
) = 0)) :









Moreover, (2.55) is satised for every f with support in B
c
u
. Together, these two









, for every u > 0. Now use the fact that the mapping ' is continuous to
conclude that (a) is satised. 2
Davis and Hsing in [16] for d = 1 and Davis and Mikosch [17] in the multivariate
case showed that condition (a) of Theorem 2.3.14 can be checked in the particular
case when condition A(a
n
) is satised, the process (X
i
) is regularly varying and


































! 1 are the two integer sequences of condition A(a
n
). This condi-
tion, roughly speaking, ensures that we do not have too much dependence of high
level exceedances even on a short time horizon. Long term dependence has already
been excluded by the A(a
n
) condition.
Recall that a random sequence (X
t
) for which all the nite-dimensional dis-
tributions are regularly varying with index  > 0 is itself said to be regularly
varying with index  > 0 (see Denition 2.1.6). In that case the random vectors
(X
 m
; : : : ;X
m
), m > 0, are regularly varying. They have the same index of
regular variation  > 0 and a spectral measure (see Denition 2.1.11) determined





; : : : ;
(m)
m




For such a sequence we have the following theorem, see Davis and Hsing [16]
and Davis and Mikosch [17].





in addition, the following two conditions hold:
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 The process (X
i
) is regularly varying with index  > 0.





























exists and is the extremal index of the sequence (jX
t
j).























where the distribution of N is more precisely described by Corrolary 2.3.12
and Theorem 2.3.14.
Remark 2.3.16 In the case  > 0, the probability measure P

(of Theorem 2.3.14)


















































Example 2.3.17 We already know from Example 2.3.13 that the limiting point
process N has a relatively simple distribution in the case of an i.i.d. regularly
varying sequence (X
n
). In order to illustrate the distribution of the limiting point







in one more complicated
case we analyze the statement of the theorem for a moving average process of order
h. Assume that the sequence (Z
t
) consists of i.i.d. random variables which are
regularly varying with index  > 0. Let c
j









= 1 (this assumption does not cause any loss of














As follows from the results of Section 2.1 the process (X
t
) is regularly varying. It
is obviously strongly mixing and the anti-clustering condition (2.56) is straighfor-
ward to check. Therefore the conclusion of Theorem 2.3.15 holds with  = C

,
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's are i.i.d. with common distribution equal to the spectral measure
of the Z
t
's. Thus, for some p 2 [0; 1], P ("
j
= 1) = 1   P ("
j
=  1) = p. These
results are due to Davis and Resnick [14], [15], who prove that the same holds even
when we consider moving averages of innite order. y
N
500
Figure 2.3.18 Realization of a point process N
n







)) is regularly varying with index 1:5. Its components






. The sequence (Z
n
) consists of i.i.d.
symmetric regularly varying random variables with index 1:5. Notice that the points
far from 0 are not necessarily close to the axes (cf. Figure 2.3.7).
2.3.5 From point processes towards sums
For any sequence (X
i
) which satises the assumptions of Theorem 2.3.15, the
asymptotic distribution of many functionals can be obtained by an application
of Theorem 2.3.15 combined with the a.s. continuous mapping theorem. Take
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They are almost surely continuous with respect to the limit point process N , for
each u > 0. Hence if we have N
n
d



























































) are dened in (2.50). However, we will be mostly interested in
the normalized partial sums of the sequence (X
n













Let us dene one more functional of a point process N
n
, namely the dierence






















For  2 (0; 2), it can be proved that we may let u ! 0 and keep the remainder
term under control, so that the partial sums still have a limit in distribution. In
other words, the following theorem due to Davis and Hsing [16] and Davis and
Mikosch [17] holds:
Theorem 2.3.19 Let (X
i
) be a sequence of random vectors satisfying the condi-
tions of Theorem 2.3.15 then



























































and the measure 
1
as in the denition of regular variation of X
1












; as "! 0 :
The random vector Y

is -stable.
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For the complete proof of this theorem in the 1-dimensional case we again refer
to Davis and Hsing [16], the extension to the multivariate case can be found in
Davis and Mikosch [17]. We may comment however that the stability property of
the limit is a consequence of the stability property of the limiting point process,
which was expressed by (2.48). Provided  2 (1; 2), we observe that in part (ii) of
Theorem 2.3.19 we may use the more usual centering with the mean of S
n
rather






) we use above.
Recall that for an i.i.d. regularly varying sequence (X
i
) the conditions of
Theorem 2.3.19 are immediately satised (see Example 2.3.13). Consequently we
have also an indirect proof of the fact that multivariate regular variation with
 2 (0; 2) implies that, X
1
is in the domain of attraction of an -stable random
vector.
We mention that the case  > 2, which is not covered by the above theorem,
can be treated by a standard central limit theorem for weakly dependent sequences.
In that case, the appropriately normalized and centralized sums S
n
converge to a
normal random vector. The following result is due to Oodaira and Yoshihara [47],
see also Doukhan [23].
Theorem 2.3.20 Assume that the stationary sequence of mean-zero random vari-
ables X
i
satises the strong mixing assumption with mixing coeÆcients 
n
; n 2 N,








































Thus, if the stationary sequence (X
i
) consists of regularly varying random variables
with index  > 2 and its mixing coeÆcients 
n
decay suÆciently fast so that (2.58)
holds, the partial sums of (X
i
) satisfy the central limit theorem with the standard
normal limit distribution. For the borderline case  = 2 such a general result does
not exist, so it has to be treated separately.
As a consequence of these results and the work of Davis and Hsing [16] and
Davis and Mikosch [17] as presented above, we are able to study the asymptotic
behaviour for various sum-type functionals of a regularly varying sequence (X
i
).
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Linear time series with nite variance and, in particular, normally distributed ones played
a crucial role in the development of time series analysis. This also explains the important
role played by autocorrelations in standard time series analysis. It is not completely
surprising that the asymptotic theory of the sample autocorrelations breaks down in the
presence of non-linear heavy-tailed models like the simple bilinear model suggested by
Davis and Resnick [19]. In Section 3.1 we recall some facts about linear time series
in the light- and heavy-tailed cases and introduce some non-linear models as well. In
Section 3.2 special attention is given to the study of stochastic recurrence equations. We
present some of the most popular non-linear time series models that originate from these
equations and are used in the econometrics literature nowadays. We provide some basic
results for their asymptotic analysis in Chapter 4 by showing that they give rise to regularly
varying strongly mixing stationary processes.




Although this chapter is dedicated to the asymptotic analysis of certain heavy-
tailed time series models, we would like to compare our results with those from
standard time series analysis for light-tailed series. For this comparison we will
recall some notions and results of this well established theory. The main reference





has a nite second moment. Therefore we may refer to this theory
as L
2
time series analysis. A special role in this respect is reserved for mean-zero
Gaussian stationary processes, since their distribution is completely determined
by the second moments, i.e. variances and covariances.
Heavy-tailed processes can be dened in various ways. There is no general
agreement in the literature about the meaning of the term. We will think of
65
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a heavy-tailed time series as a stationary sequence of regularly varying random
variables with index  < 2. Notice that, according to our denitions, there is a
whole class of processes which are neither light- nor heavy-tailed.
From the theory of Hilbert spaces we know how to give the best predictors of
X
n
in the mean-square distance. For a given closed subspace L of L
2
(
;F; P ) the
best predictor of X
n
in L is simply the projection of X
n
onto L. An important
example is the closed subspace L spanned by all the functions of the observables.
The scalar product (X;Y ) here is given by E(XY ).
This projection can be given in terms of conditional expectations, which, in
practice, can be very hard to assess. Therefore, one frequently restricts attention
to linear functions of the observables. The best linear one-step predictor of X
n+1
,











:  1 < i  ng of L
2
(
;F; P ), equipped with the inner product








is the closure of the linear subspace spanned by the random variables
X
i
;  1 < i  n. Since (X
n














We say that a process (X
n
) is deterministic if 
2
= 0. Hence, for a deterministic
process, X
n+1
is completely predictable given its past and present. An important
result of L
2
time series analysis is the Wold decomposition theorem, (see Brockwell
and Davis [12], Theorem 5.7.1). It states that X
n
can be expressed as the sum of
















) is a white noise process, i.e. an uncorrelated sequence of random vari-
ables with zero expectation and xed variance. The process (V
n
) is deterministic
and uncorrelated with (Z
n












Moreover the decomposition (3.1) is unique.
The Wold decomposition theorem has some interesting consequences for the
L
2
theory of time series. It says that any purely non-deterministic process (X
n
)












based on an appropriate white noise sequence (Z
n









< 1. The question arises as to whether linear processes play such an
important role in the heavy-tailed case as well. We will argue later, that the answer
to this question is: no! Another question is if there is a class of processes which
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may play a similar role in the heavy-tailed case. To the best of our knowledge, the
answer is not known.
The Wold decomposition gives a partial reason why standard time series analy-
sis focuses on linear processes. In particular, the widely used class of causal autore-
gressive moving average or ARMA processes consists of purely non-deterministic
processes. We say that a stationary process (X
n























for some real constants 
1




: : : ; 
q
and a white noise sequence (Z
n
).
For linear processes in general, and ARMA processes in particular, the estima-
tion of their parameters and the determination of the best linear predictors are
usually based on appropriate scalar products, i.e. autocovariances and autocorre-






















These functions are estimated by their sample versions. The denitions follow.















) ; 0  h < n ;
where X
n
is the sample mean. We shall suppress the sample mean in the case
of processes with zero or innite mean. Also, we divide by n, instead of n  h in








; 0  h < n :
It is a standard approach in L
2
time series analysis rst to establish consistency
of these estimators (which is an immediate consequence of the ergodic theorem if
(X
n
) is stationary and ergodic) and then to conclude that parameter estimators
based on them are consistent as well. For instance in the case of the linear process
as given by (3.2) with an i.i.d. sequence (Z
n
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<1, under some additional conditions on the sequence ( 
j
) the
estimators %^(h) are asymptotically normal, see Brockwell and Davis [12], Chapter
7.
All these well-known results further allow one to give a prediction of future val-
ues and to gain some understanding of the physical mechanism underlying a given
time series. Consequently, sample autocorrelations and autocovariances play an ex-
tremely important role in the case of L
2
time series analysis. As mentioned earlier,
their deterministic counterparts completely describe the distribution of stationary
Gaussian sequences, which makes those especially interesting for modelling and
prediction. It is not immediately clear, however, whether sample autocorrelations
and autocovariances have any meaning in the case of heavy-tailed processes, in
particular for the processes with regular variation index less than 2.
3.1.2 Linear time series with heavy-tailed innovations
As we said earlier, for our purposes heavy-tailed distributions are regularly

















is a sequence of i.i.d. regularly varying random variables with index















is regularly varying as well (see Mikosch and Samorodnitsky [43] or Davis and
Resnick [14]), while the summability condition on the coeÆcients  
j
implies that





) is a stationary sequence, we cannot speak about its autoco-
variances and autocorrelations. Indeed, since  < 2, the second moment of X
n
is innite. However, we can study their sample versions. Davis and Resnick [14],




































where the random variable Y
=2

















=: %(h) : (3.5)
The sequence (a
n









(  ) ;
3.1. Linear and non-linear time series models 69
where 
1
is a measure on Rnf0g, as in (2.15). Thus we have the same weak limit
for %^(h) as in the case of nite variance, cf. (3.3). This suggests that %(h) can be
used as some kind of measure of dependence in an innite variance linear process,
as population autocorrelation say, analogous to the autocorrelations in a nite
variance process.
Since in classical L
2
time series analysis the consistency of the sample ACF is
the basis for the estimation of parameters and forecasting, relation (3.5) suggests
that the same applies in the innite variance case. This is true indeed, see for
instance Embrechts et al. [25], Chapter 7. It is also interesting that the rate of
convergence of %^(h) towards %(h) compares favourably with the classical
p
n-rate,
see Davis and Resnick [15], cf. Brockwell and Davis [12], Section 7.2.
3.1.3 Non-linear time series
It is not a priori clear if a similar theory for the sample autocorrelations exists
in the case of non-linear heavy-tailed processes. It was shown by various authors
that the linear process case is rather exceptional, we refer to Resnick [55] for an
overview paper. One of the rst eorts in this direction was made by Davis and
Resnick [19]. They considered a bilinear process with regularly varying innovations,











; n 2 Z ;
for some constant b and an i.i.d. sequence of non-negative regularly varying random
variables Z
n
with index . They showed that the condition of regular variation
is inherited by the process (X
n
), but the index is now =2. The sample autocor-
relations of (X
n
) converge in distribution as before, but now to non-degenerate
limit random variables. It means that the sample autocorrelation function plot is
of very little value under these circumstances.
We shall show later, in Section 3.2 that this can be true even when (Z
n
) is a















for an i.i.d. sequence (Z
n
) and constants a; b 6= 0. The constants a and b can be
chosen such that the stationary solution to (3.6) exists and is regularly varying
with index smaller than 2. This is possible even when the innovations Z
n
are light-
tailed, e.g. normal. Such a process (X
n
) is called a simple bilinear process.
It belongs to a larger class of bilinear processes, which can be understood as one
possible generalization of an ARMA process. A general bilinear process satises
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; n 2 Z ; (3.7)









and an i.i.d. sequence (Z
n
).
In the econometrics literature one class of non-linear processes attracted a lot
of attention and research interest over the last two decades: the class of ARCH
processes. Its simplest member was introduced by Engle [26] in 1982. ARCH pro-
cesses became so popular that by now more than 100 extensions and modications




































Figure 3.1.1 A time series of 1000 daily Ford stock log-returns is plotted. The
graph below represents a simulated sample path of an GARCH(1,1) process with
innovations Z
n
coming from the t-distribution with 6 degrees of freedom. Its pa-









= 0:973, see (3:8) and (3:10).
A stationary stochastic process is called an ARCH (autoregressive condition-
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; n 2 Z ; (3.8)
where (Z
n
) is a sequence of symmetric (or only mean-zero) i.i.d. random variables
with nite variance (frequently one assumes that they are standard normal) and

n
is the conditional standard deviation of X
n
(also called stochastic volatility),
















; n 2 Z ; (3.9)




; : : : ; 
p





Financial time series, such as relative returns of stock indices, share prices and
foreign exchange rates, exhibit the following typical properties (usually referred to
as \stylized facts"):
- exceedances of high/low thresholds appear in clusters, indicating that there
is dependence in the tails.
On the other hand,
- the sample ACF of such data is negligible at all lags (with a possible exception
of the rst lag).
This suggests that returns come from a white noise model. The mentioned prop-




Returns have another characteristic property:
- given their stationarity, there is statistical evidence that the 4th or 5th mo-
ment of the underlying marginal distribution might not exist.
As we will explain in Section 3.2, ARCH processes have regularly varying nite-
dimensional distribution, and therefore they also capture the previously mentioned
erratic behaviour of real-life data.
In order to get a good t to real-life data one usually needs a large number
of parameters 
i
. Therefore alternative models were introduced. The generalized
ARCH (or GARCH) model became the most popular among them. It was intro-
duced by Bollerslev [8] in 1986. Since then, the GARCH model has become one of
the most successful econometric time series models.
The GARCH(p; q) model (for p; q 2 N) is dened by the same formula (3.8),
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; : : : ; 
q







are not equal to 0.
Another well-studied non-linear model is the generalized autoregressive process,
















The sequence of random vectors (
(n)
n 1
; : : : ;
(n)
n p




The non-linear processes above have one thing in common: they can be repre-
sented or embedded into a (possibly multivariate) stochastic recurrence equation.
Stochastic recurrence equations have been treated in the mathematics literature
for decades, so that many of their properties follow from an already established
theory.
3.2 Stochastic recurrence equations
3.2.1 Basic theory for stochastic recurrence equations
In this section we describe general results concerning stochastic recurrence equa-
tions with the intention of applying them in the particular case of the non-linear
models from the previous section. We start with a simple model with motivation
in economics, which is known as \perpetuity".
Assume that you hold an investment in a particular kind of asset of value X
n 1
between the time points n 1 and n. At the end of each time period n you get payed
a random interest, with the rate r
n
. Suppose further, that during the same period
you had a random income (possibly negative, if gains are less than losses) of the
amount B
n





)) is an i.i.d. sequence. Then the value of your investment is represented









; n 2 N ; (3.12)
with A
n
= 1 + r
n
.





equation (3.12) has a stationary solution, and if so, what its distributional proper-
ties are. This is the main question of this section. Now we give a precise denition
of a stochastic recurrence equation in the multivariate setting.
Denition 3.2.1 We say that a d-dimensional stochastic process (X
t
) satises a
stochastic recurrence equation (SRE) or is the solution to a SRE, if there




)), where the A
t
's are random dd-matrices and the
B
t









; t 2 Z : (3.13)
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Clearly, (3.13) is nothing but the dening equation of an autoregressive process
with random coeÆcient matrix A
t





) is indeed an autoregressive process and therefore processes satisfying (3.13)
are sometimes called generalized (multivariate) autoregressive processes. Various
non-linear models can be studied in the context of SREs. Let us consider a few of
them.
Example 3.2.2
(a) AR(1) process. Assume that, for an i.i.d. sequence (Z
n











where  is a xed constant. Obviously this relation has the same form as (3.13),
here  corresponds to the matrix A
t
in (3.13).
(b) GARCH(1; 1) process. Suppose that random variables Z
n
; n 2 N are i.i.d.












and satisfy the following conditions:
E Z
1
= 0 and Var Z
2
1
= 1 : (3.15)
These conditions are for convenience only, they are chosen in order to make the
model computationally less involved. We say that (X
n
) is a GARCH(1,1) process,




























; n 2 Z :















(c) GARCH(p; q) process. Assume (X
n
) is a solution to the GARCH equations
















= 0:25. The noise (Z
n
) is i.i.d. standard normal.
(3.8) and (3.10). For the i.i.d. innovations Z
n
we assume that their common mean
and variance are 0 and 1, respectively. One possibility for (X
n
) to be embedded
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0    1 0 0    0 0

1

































































; 0; : : : ; 0; 
0
; 0 : : : ; 0)
0
: (3.16)
(d) Generalized AR(p) process. Suppose (X
t





































1 0 : : : 0 0



























; 0; : : : ; 0)
0
:
(e) Bilinear process. Assume (X
n
) satises (3.7). It has a Markovian representa-
tion in terms of a SRE too. If (X
t
) is a bilinear process then there is a sequence
of vectors (Y
t




















denotes the rst coordinate of the vector Y
t
. We only treat the case of the
simple bilinear process here (the extremal behavior of such processes is described
in Turkman and Turkman [66]). Dene Y
t




, and observe that the
Y
t

































Of course it is not a priori clear for which distributions of (A;B) a strictly
stationary solution to (3.13) exists. There are various results concerning necessary
or suÆcient conditions for stationarity, see for example Kesten [35], Vervaat [68]
and Bougerol and Picard [9].





)) (see Brandt [10]) and which is close to necessity (see Babillot et al. [3]).
Before we can formulate this result we need the notion of Lyapunov expo-
nent. By j  j we denote any norm in R
d
, and by k  k the corresponding operator




For an i.i.d. sequence (A
n









k ; n 2 N

(3.19)







k <1. An application of the subadditive ergodic theorem (see Kingman










Unfortunately, in many interesting cases  cannot be calculated explicitly when
d > 1. Then we may use relation (3.20) to estimate the value of  via Monte-Carlo
simulations of the random matrices A
n
. By the work of Goldsheid [30] one can
even give asymptotic condence bands for these estimators through a central limit
theorem.
Now we are ready to give suÆcient conditions for the existence of a stationary
solution to a stochastic recurrence equation. The proof is standard. We give it for
completeness.


















converges a.s., and the so-dened process (X
n
) is the unique strictly stationary
solution of (3:13).
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Proof. After a few backward iterations of the SRE (3.13) it becomes clear that
the innite series in (3.21) is a potential candidate for a stationary solution. Its
distribution is preserved after an application of SRE (3.13). Therefore it remains
to show that the random series in (3.21) converges a.s.






























































by the strong law of large numbers. Therefore, with probability 1, there is an
m
1
2 N such that for every m > m
1
the right-hand side of the inequality above is
less than e
m=2
. Hence the series in (3.21) absolutely converges with probability
1.
Strict stationarity of this solution is straightforward to show. Uniqueness fol-
lows after iterating forward any other solution, (Y
n





















as m!1. Since (Y
m
) is




The solution in (3.21) is causal (or nonanticipative) in the sense that X
n
is







interesting to mention that if a non-anticipative solution to (3.13) exists and some
irreducibility condition holds, then we have  < 0. We refer to Bougerol and
Picard [9] for the proof of this reverse implication.
Notice that by denition the Lyapunov exponent associated with (A
n
) is less
than zero, as soon as E ln kA
1
k < 0 (take n = 1 in the denition of ). If this is




j <1 a stationary solution to (3.13) exists. For the








j = E ln jA
1
j :
We summarize the case d = 1 as follows:
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Corollary 3.2.6 Assume d = 1,  1  E ln jA
1





the unique stationary solution of (3:13) is given by (3:21).
3.2.2 The strong mixing condition
In Section 2.2 we presented quite general conditions for a Markov chain (X
n
)
to be strongly mixing. Our intention is to apply these results to the solutions
to a SRE. Recall that the Markov chain (X
n
) is geometrically ergodic if there is









where k  k
TV
denotes the total variation norm and  is the invariant measure of






for all the values v 2 [0;1). If EkAk
u
<1 for some u > 0, h
A
is a well dened





















is a convex function on [0; u].




is satised for some value " > 0 if and only if
E ln kAk < 0 and h
A
(Æ) <1
for some Æ > 0.
Proof. The proof is intuitively clear from Figure 3.2.8.
Indeed, assume E ln kAk < 0 and EkAk
Æ
< 1. Then h
A
is a real function
on the interval [0; Æ] which has derivative (from the right) h
0
A
(0+) < 0. We im-
mediately observe that h(v) decreases in a small neighbourhood of zero, and since
h
A
(0) = 1 it follows that h
A
(") < 1 for some small " > 0.
On the other hand, h
A
(") < 1 for some " > 0 implies that E ln kAk < 0 by an
application of Jensen's inequality. 2
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Figure 3.2.8 A possible graph of h
A
when the derivative h
0
A
(0+) is strictly neg-
ative.
Proposition 3.2.9 Assume that the distribution of either A or B has a density.
Suppose there exists an " > 0 such that
h
A
(") < 1 and EjBj
"
<1: (3.22)
Then there exists a unique stationary solution to (3:13) and the Markov chain
(X
n
) is geometrically ergodic and therefore strongly mixing with geometric rate.
Proof. The existence of a stationary solution follows at once from Theorem 3.2.5
and Lemma 3.2.7. Alternatively, one can establish that the innite series in (3.21)
converges a.s. by showing that the sum of the "th moments of the summands is
nite.
To prove geometric ergodicity of (X
n
) we apply Theorem 2.2.2. An applica-





= x) is continuous in x and hence the Markov chain is
Feller, see the comment on page 45.
The -irreducibility for some measure , follows from the fact that either A or
B have a density.
According to Lemma 3.2.7, without loss of generality we may assume " in (3.22)
lies in the interval (0; 1]. Now set
g(x) = jxj
"
+ 1 ; x 2 R
d
;
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= x)  (1  Æ)g(x) ; x 2 C
c
; (3.23)
the geometric ergodicity and strong mixing property of (X
n




















g(x) + L :
Choose C as the closed ball in R
d





= x)  (1  Æ)g(x) ; jxj > M ;
for some constant 1   Æ > EkAk
"
. This proves the desired relation (3.23) and
concludes the proof. 2
We want to see now what the conditions of Theorem 3.2.5 and Proposition 3.2.9
actually mean for some of the non-linear processes of Example 3.2.2.
Example 3.2.10
(a) AR(1). It is straigthforward to see that  = log jj for this process. Moreover,
condition  < 0 is equivalent to the well-known condition for the existence of the
causal stationary solution to an AR(1) equation namely jj has to be less than 1.
The stationary solution is geometrically ergodic, as follows by an application of
Proposition 3.2.9.










as in Example 3.2.2. By Jensen's inequality, E A < 1 implies that











) for which the stationary solution exists is somewhat larger.
Assume that the common distribution of the Z
n
's is the standard normal. We
applied an approximative numerical method to plot this set in Figure 3.2.10. This














) < 0 (3.24)
It is possible to describe this set in terms of generalized hypergeometric functions
and the digamma function (using the Maple software package for instance). The
geometric ergodicity and the strong mixing property follow from Lemma 3.2.7.
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) for which the GARCH(1,1) equations have
a stationary solution is bounded by the axes and the upper curve which represents
the points for which the expectation in (3:24) is exactly equal to 0. The lower curve




= 1 which is known (by work of Bougerol and Picard
[9]) to be included in this set too.
(c) Simple bilinear process. We have  < 0 whenever E ln ja+ bZj < 0. We again
assume that the sequence (Z
t
) has a common standard normal distribution. As
for GARCH(1,1), it is possible to give the set of constants (a; b) for which the
stationary solution exists. The strong mixing property follows from Lemma 3.2.7,
in this case as well.
(d) GARCH(p; q) and generalized AR(p) processes. It is in general very diÆcult to
check in the multidimensional case if the conditions of Theorem 3.2.5 are satised.
However, in the case when the matrix A is deterministic, we can calculate 
explicitly:
 = ln %(A) ; (3.25)
where %(A) denotes the spectral radius of the matrixA. This follows from equation
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Notice that after taking the logarithm of the right-hand side this is equal to the
expression in (3.20). Hence a stationary solution exists provided that the spectral
radius of A is less than 1.














and note that it can be represented as a generalized AR(p) process with constant
coeÆcient matrix A

. Here the condition  < 0 is equivalent to the well known
condition for the existence of a stationary causal (i.e. non-anticipative) AR(p)
process. Indeed, assume that (Z
t
) in (3.26) is a white noise sequence. We know
that a stationary causal solution to the equation (3.26) exists if and only if all the
roots of the polynomial
1  
1




lie outside the unit circle (see Brockwell and Davis [12], Section 3.1), which is an-
other way of asking that the spectral radius ofA

is smaller than 1, or equivalently
that  < 0. y
3.2.3 Regularly varying solutions
Until now, we have established suÆcient conditions for the existence of the
stationary solution to a given SRE. We also found which conditions have to be
satised for the strong mixing property. For the asymptotic analysis it would be
desirable if we could say something more specic about its distributional proper-
ties. It turns out that, under quite general conditions, the stationary solution is
regularly varying. These results were successfully applied to study the extremes
of solutions to SRE already in de Haan et al. [22].
From now on, we assume that the matrices A
t
and the vectors B
t
have all
entries non-negative. The results we present can be extended to the case of possibly
negative entries, however the theory is more involved and additional conditions are
needed, we refer to Kesten [35] and LePage [38].
We state here a modication of Kesten's fundamental result (combined from
Theorems 3 and 4 in Kesten [35]). By %(C) we denote the spectral radius of the
matrix C, while C > 0 means that all entries of this matrix are positive. For each






















)) be an i.i.d. sequence of the coeÆcients of a SRE
with all entries non-negative. Assume that the i.i.d. sequence of d  d matrices
A
n
has joint distribution P
A
satisfying:
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(i) For some " > 0, EkAk
"
< 1.













; : : : ;a
n
2 support of P
A
g
generates a dense group in R.
(iv) There exists a 
0












kAk <1 : (3.30)
Then there exists a unique solution  2 (0; 
0












Furthermore, assume that the i.i.d. sequence (B
n
) satises




Then there exists a unique stationary solution (X
n
) to the SRE in (3:13). More-
over, for each vector x 2 R
d







;x) > t) (3.32)
exists and is nite and strictly positive on S
d 1
+
. This implies (see remark below)
in the case of  which is not an even integer that X
1
is a regularly varying random
vector and moreover the sequence (X
n
) is regularly varying.
Remark 3.2.13 Notice that the relation (3.32) is actually stronger than the regu-
lar variation condition for non-negative random vectors . Indeed, condition (3.32)










We may now apply Theorem 2.1.14 to show that the regular variation condition
holds in the case when  > 0 is not an even integer.
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The regular variation property for the sequence (X
n
) follows once we observe
that we can write
(X
m
































is regularly varying while B
(m)
does not contribute to the
asymptotic behaviour of the tail of (X
m
; : : : ;X
0
). This follows directly from
Remark 2.1.20.
Remark 3.2.14 A direct consequence of Kesten's Theorem 3.2.12 is that the sta-
tionary solution of the SRE satises theA(a
n
) condition. Indeed, the strong mixing
condition follows by Proposition 3.2.9, which, by an application of Lemma 2.3.9,
further implies A(a
n
). Therefore we can apply the results of Section 2.3.
Remark 3.2.15 The condition (iv) of Theorem 3.2.12, and the inequality (3.29)




> 1) > 0 :
In the case d = 1, Goldie [29] gave an alternative proof of the regular variation
property for solutions to a SRE. The conditions for the regular variation of (X
n
)
are also simpler in this case, which is the reason we state this case as a separate
theorem.




)) of 2-dimensional i.i.d. ran-










(b) the conditional law of log
+
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exists and the tails of the distribution function of X are approximately power laws,
namely














which are both equal to zero if and only








. From his Lemma 2.2 and our Lemma 3.2.7 we also conclude that a
random variable A which satises the conditions of Theorem 3.2.16 also satises
assumption (i) of Theorem 3.2.12. This allows us to apply Remark 3.2.14 and to
obtain the strong mixing property for the process (X
t
).



















), for the stationary squared GARCH(1,1) process and in the
case of standard normal random variables Z
n
. The solid line (see also Figure 3.2.8)
is the boundary of the set of parameters for which the GARCH(1,1) equation has
a stationary solution. Note that the X
t
's are regularly varying as well, only with
the index 2.
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Let us consider some implications of Kesten's [35] and Goldie's [29] results
for some particular processes in Example 3.2.2. We consider the 1-dimensional
processes rst.
Following Example 3.2.2, we can write the GARCH(1,1) equation in terms of




























= 1 : (3.36)
Hence the conditions of Theorem 3.2.16 are satised if the random variable Z
has the standard normal distribution for instance. The index  > 0 of regular
variation for the random variables X
2
t
is determined by the equation (3.36). The




) is illustrated in Figure 3.2.17.
Very similar results can be obtained in the case of a simple bilinear process (see
Basrak et al. [4]) if we assume that the i.i.d. random variables Z
n
have suÆciently






















)) satises conditions (3.34) and (3.35). The index of regular
variation is equal to .
In the case of multivariate processes we are in general not able to give a simple
equation for the  of Theorem 3.2.12. However, it is possible to check the suÆcient
conditions of that theorem and to establish the existence of such an .
Suppose that the process (X
t
) is a non-anticipative stationary GARCH(p; q)
process. Therefore, Lyapunov's exponent  of the matrices (A
t
) is strictly negative.
Recall that the random matrices A
t
and the random vectors B
t
have the following

















































































0    1 0 0    0 0

1

































































; 0; : : : ; 0; 
0
; 0 : : : ; 0)
0
:
The following proposition for a stationary GARCH process follows from The-
orem 3.2.12.
Proposition 3.2.18 Assume that the matrix A above satises
EkAk
"
< 1 for some " > 0
and that Z has a positive density on R such that
EjZj
h
<1 for all h 2 I ;
where I = [0;1) or I = [0; h
0
) for some h
0




Then there exists a stationary solution (X
t
) to the GARCH(p; q) equations.
Moreover there is an  > 0 such that the sequence (X
t
) is regularly varying with
index .
Proof. The existence of a stationary solution (together with the strong mixing
property) follows directly from Proposition 3.2.9. To prove the regular variation
property, we will use the fact that this property is preserved under power transfor-
mations, see Lemma 2.1.21. In particular, if (Y
1
; : : : ; Y
d
) is regularly varying with
index  in R
d
+








) with index 2.
We want to apply Kesten's Theorem 3.2.12. Since the conditions (i) and (ii) of
that theorem are satised, we have to check the remaining (iii),(iv) and (v).
We rst iterate the original SRE m times (see (c) of Example 3.2.2). Notice
that the sequence (X
t
) has a subsequence, namely (X
tm
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is positive with probability































where the indices of summation m
1
; : : : ;m
k
satisfy t  m
1
<    < m
k
 t +
m; k  m, while c
:::
i;j
; k  m are constants not all equal to 0. Moreover, each
entry is a continuous function of (Z
t
; : : : ; Z
t+m




is a connected set.
Since the function ln %(A) is a continuous function of the entries of the matrix
A, this means that the set in (3.28) is connected. It clearly contains at least two
points, although the proof of this fact might be tiresome. Hence it contains an
interval connecting these two points and therefore the group generated by this set
is dense in R, i.e. the condition (iii) of Theorem 3.2.12 is satised.








> 1) > 0 :
Hence Remark 3.2.15 gives the part (3.29) of the condition (iv). On the other
hand, the moments in condition (3.30) and in condition (v) are nite because of
the assumption on the moments of Z.
Therefore, all the conditions of Theorem 3.2.12 are established and the state-
ment of the proposition follows for the sequence (X
t
). Recall that it consists of




















But the distribution of (X
t
; : : : ; X
t m

















for i.i.d. Rademacher random variables 
i
. Recall that  takes values 1 with
probability 1=2.









, which is reg-
ularly varying, with index  say. Finally, the sequence (X
t
; : : : ; X
t m
) is regularly
varying with index  = 2, since the Rademacher random variables have moments
of all orders and we can apply Corollary 2.1.19. 2
Chapter 4
Limit theory for functionals
of stationary processes
In this thesis theoretical aspects of the analysis of multivariate time series are emphasized.
In practice complications may appear because: (1) theoretical results are based on assump-
tions which are diÆcult to verify, (2) parameters of the theoretical models (e.g. the index
of the regular variation ) have to be estimated from the data actually available, (3) in
this respect statistical uncertainties appear, caused by the lack of factual information. In
Section 4.1 theoretical consequences are studied if the sample autocorrelation function of
non-linear regularly varying time series is used. In particular, we study the sample ACF
for GARCH and bilinear models. In Section 4.2 we consider some results of Resnick and
Starica [52] about the estimation of the tail index. We give alternative proofs for some of
their results and we illustrate them by an application to the non-linear models mentioned
above. Finally, we show how the methods developed work on real-life and simulated data.
4.1 The sample autocorrelation function of weakly
dependent regularly varying time series
4.1.1 General theory
In this section we want to investigate the asymptotic distribution of the sample
autocorrelations of certain non-linear stationary processes, using the point process
theory of Section 2.3. In the case of multivariate time series (X
t
), an application of
the same methods allows us to analyze the cross-covariances and cross-correlations
in the sequence as well. However, for simplicity, we focus on the sample ACF of the









We recall some of the main results of the point process theory from Section 2.3.
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Our analysis is centered around a sequence (X
t
) which satises the conditions of
Theorem 2.3.15. In other words:
P1  (X
t
) is regularly varying with index  > 0. Thus there is a sequence of
constants a
n
! 1 and some probability measure P





nP (jXj > ua
n






( ) ; n!1 ; (4.1)
for every u > 0.
P2  (X
t
) satises the A(a
n
) condition for a sequence of constants a
n
! 1 as
above. Recall that by A(a
n







































! 0 : (4.2)
P3  (X
t





























= 0 ; u > 0 :


















































scribed in Theorem 2.3.15.
The main results of this section are based on the fact that conditions P1{3 hold
for the stationary heavy-tailed processes dened in the previous chapter. This is
not too diÆcult to show since we can apply Kesten's Theorem 3.2.12 to prove
that the regular variation property holds, while A(a
n
) follows from the already
established strong mixing property for the solutions to SREs, cf. Remark 3.2.14.
Recall that for a given sequence of random variables (X
n
) the sample autoco-













; 0  h < n ;
























; 0  h < n :
We always assume that the random variables X
n
have either zero or innite mean,
so there is no need for centering. We also dene for any nite variance stationary
sequence (X
n

















for any h  0 :
We call 
X
the autocovariance function (abbreviated as ACVF) and %
X
the
autocorrelation function (abbreviated as ACF).
Remark 4.1.1 If the sequence (X
t
) satises the three conditions P1{3, it is imme-




; : : : ; X
t+h
)
(here we use that regularly varying processes are such processes for which all nite
dimensional distributions are regularly varying and satisfy (4.1) ).
As for the partial sums in Theorem 2.3.19 we may apply the a.s. continuous
mapping theorem to a stationary process (X
t
) satisfying the conditions of either
Theorem 4.1.3 or Theorem 4.1.5. We obtain the following theorem, whose state-
ment and proof are analogous to those of Theorem 2.3.19. The main dierence is
that instead of truncated sums (cf. p. 62) we use the following maps
x = (x
0





















; : : : ; X
t+m
) implies (4.3). From (4.3), it is intuitively clear that the
limit of the sample ACVF can be expressed in terms of the P
i
's and the Q
ij
's. In


























; h = 0; : : : ;m : (4.4)
It can be shown that the innite series on the right-hand side converges a.s. towards
an =2-stable random variable.
The case of  > 2 has to be treated separately, we summarize all the result in
the following theorem due to Davis and Mikosch [17]
Theorem 4.1.2 Assume that the stationary process (X
t





; : : : ; X
t+m
) satises conditions P1{3.
1. If  2 (0; 2), then





























where the vector (V
0
; : : : ; V
m
) is jointly =2-stable in R
m+1
, see (4:4).










































































; : : : ; V
m
) is jointly =2-stable in R
m+1
.










































; : : : ; V
m












































































as " ! 0, where the measure 
1




; : : : ; X
(1)
t+m
) (cf. Denition 2.1.11).
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4.1.2 Limit theory for the sample ACF of solutions to SREs
For the stationary solution of an SRE, conditions P1 and P2 have already been
established in Chapter 3. Moreover we will prove that condition P3 holds as well.
Therefore we may apply Theorem 4.1.2 in this context.
In what follows, we consider the stationary solution (X
n









; t 2 Z : (4.10)




)) is i.i.d., such that theA
t























)) satises the condi-
tions of Theorem 3.2.12, i.e.
(i) For some " > 0, EkAk
"
< 1.













; : : : ;a
n
2 support of P
A
g
generates a dense group in R.
(iv) There exists a 
0



















Then the stationary solution (X
t
) to the SRE (4:10) exists, satises the con-
ditions P1{3 and hence the point process convergence result (4:3) holds.
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Proof. Condition (i) implies that the conditions of Proposition 3.2.9 are satis-
ed. Hence, the sequence (X
n
) is necessarily strongly mixing with geometric rate.
The same sequence is regularly varying by Theorem 3.2.12. Therefore it satises
condition A(a
n
) for a sequence of constants (a
n
) as in (4.1).
Before we can apply Theorem 2.3.15 to this sequence, it remains to show that
the anti-clustering condition P3 holds. In the following lemma we prove that this
condition is satised for the sequence (X
n
) which is the stationary solution of the
SRE above.
Lemma 4.1.4 Assume that the conditions of Theorem 4.1.3 hold, then the se-
quence (X
t
) satises the anti-clustering condition P3.





















































Take any " > 0. Then, using Markov's inequality and Karamata's theorem, the
lim sup
n!1

































Here C is a constant independent of t. Now choose " such that EkAk
"
< 1 and



















































j = Y a.s.































for any small Æ > 0. Choose
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Hence (4.3) holds for the sequence (X
t
). 2
A straightforward application of Lemma 4.1.4 together with the statement of
Theorem 3.2.12 concludes the proof of Theorem 4.1.3. 2
In the 1{dimensional case a simpler version of Theorem 4.1.3 exists. It is based
on Theorem 3.2.16 and for the rest its proof is the same as the one of Theorem 4.1.3.
We may still use Lemma 4.1.4 to show that P3 is satised, while P1 and P2 follow
from Theorem 3.2.16 and Proposition 3.2.9.




)) of non-negative ran-
dom vectors with values in R
2
+
satises the conditions of Theorem 3.2.16, i.e.









(b) the conditional law of log
+





Then the stationary solution (X
t
) to the SRE (4:10) exists and satises the condi-
tions P1{3. Consequently, the 1-dimensional version of the point process conver-
gence result (4:3) holds.
This theorem together with Remark 4.1.1 immediately implies that the asymp-
totic behaviour of the sample ACVF and ACF of the stationary process satisfying
the 1-dimensional SRE can be read out from Theorem 4.1.2. For these processes
we reformulate the result of that theorem as follows:
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Theorem 4.1.6 Suppose that the stationary process (X
t
) represents the solution
to the 1-dimensional SRE 4.10, and the conditions of Theorem 4.1.5 are satised.
Then the sequence (X
t
) is regularly varying with index  > 0 and the following
statements hold:
 If  2 (0; 2), the sample autocovariances and autocorrelations converge in the
way described by part (1) of Theorem 4.1.2.
 For  2 (2; 4) the asymptotic behaviour of the sample autocovariances and auto-
correlations is given by part (2) of Theorem 4.1.2.
 For  2 (4;1) the sample autocovariances and autocorrelations are asymptoti-
cally normal as in part (3) of Theorem 4.1.2.
Proof. The rst and the last statement are straightforward consequences of
Theorem 4.1.2. In the case  2 (2; 4) it still remains to check condition (4.5)
which is not easy to verify. Therefore we take a dierent approach, as in Davis and
Mikosch [17] to get the same result. For simplicity, we restrict our consideration
to the autocovariances at lags 0 and 1, the general case being a routine adaptation






























































































The second term in (4.13) is a sum of uncorrelated random variables and hence
has variance converging to 0. By the CLT, the last two sums are also of order
o
P


































































We observe that J
3








. Since the summands of J
1
are uncorrelated we have




















































! 0 as ! 0. (4.14)

























































































; h  2 ;




























































By observing that ES
0
(;1) = 0, using (4.14) and the arguments of Davis and
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Denoting the limit in distribution of S
1

























Therefore if the process (X
t
) is a stationary solution to the 1-dimensional SRE






















































4.1.3 An application to dierent non-linear processes
Theorems 4.1.3 and 4.1.5 are the basis for the analysis of the sample autocovari-
ances and autocorrelations for the non-linear processes introduced in Chapter 3.
First we consider the simple bilinear process as an important 1-dimensional
representative of the class of bilinear processes. Recall from Example 3.2.2 that
for a simple bilinear process (X
n
) we may construct an auxiliary sequence (Y
n
)
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We will assume that the sequence (Z
n
) has a common distribution such that all
the conditions of Theorem 4.1.5 are satised. Consequently, as we have already
shown on pages 96{98, the asymptotic results of Theorem 4.1.2 hold for the sample
autocovariances and autocorrelations of the sequence (Y
n
). We will show that the





) is regularly varying itself with the same index according to
Proposition 2.1.18. It satises all the other conditions of Theorem 4.1.2. Hence, in
the cases  2 (0; 2) and  2 (4;1) we observe that parts (1) and (3) of this theo-
rem are directly applicable. As before, it remains to nd the limit for the sample
ACF in the case  2 (2; 4). We show that in this case, the sample autocovariances
of the two processes are asymptotically close to each other as n!1:
Lemma 4.1.7 If the process (Y
t











































































Note the rst two terms on the right-hand side are sums of uncorrelated random








constant C > 0, these variances converge to 0 so that the rst two terms in
(4.18) are o
P
(1). It remains to show that the third sum in (4.18) is also o
P
(1).
For simplicity of presentation we restrict attention to the case h = 1, the other
cases requiring a similar treatment. Using the recursions for (Y
t
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we conclude that the left-hand side of (4.18) is also o
P
(1) which establishes (4.17)
as claimed. 2
Part (2) of Theorem 4.1.2 applied to the sequence (Y
t











































We may summarize these ndings as follows:
Corollary 4.1.8 For the simple bilinear process (X
t
) above the asymptotic be-
haviour of the sample autocovariances and autocorrelations is given by the three
statements of Theorem 4.1.6.
This result is still based on the fact that the process (X
t
) arises from a one-
dimensional SRE. However, as shown in Theorem 4.1.3, similar results hold in
the multivariate case as well. This is the topic we shall consider in some more
detail now. In particular we want to investigate the sample ACF of a general
GARCH(p; q) process.
For the sake of illustration we consider only a stationary GARCH(1,2) sequence,
as in Davis et al. [18]. The GARCH(1,1) model is even less complicated, but it is
also more special since we know from Example 3.2.2 that there is a 1-dimensional
SRE that is satised by the sequence of conditional variances (
2
n
). For the asymp-
totic results concerning GARCH(1,1) processes we refer to Mikosch and Starica
[44]. Recall that the X
n







; n 2 N ; (4.20)
where we assume that the common distribution of the i.i.d. random variables Z
n
satises the conditions of Proposition 3.2.18. Also, to avoid technical diÆculties
we assume the following additional conditions:
 The distribution of the Z
n
's is symmetric and satises
E Z
1
= 0 ; and Var Z
1
= 1 :
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We have to stress that the conditions above can be relaxed substantially. From
these assumptions and Proposition 3.2.18 we conclude that (X
n
) is a regularly
varying sequence with a certain index  > 0. It further follows that the strong
mixing property holds for (X
n
) with geometric rate. The remaining anti-clustering
condition for convergence of the appropriate point processes and for Theorem 4.1.2
follows from Lemma 4.1.4. We may simply apply Theorem 4.1.2 now. However,
to get all of its asymptotic results it still remains to check condition (4.5) in the
case  2 (2; 4).
We know from Example 3.2.2 that, if (X
n























































Suppose now  2 (2; 4). Because the innovations Z
n














), h  1, is a sequence of uncorrelated random
variables and (4.5) is immediate.































































































) = 0 : (4.21)





































































































holds. Hence the distributional limit be-




















































As in Davis and Mikosch [17], Section 4, one can now apply the point process








=2-stable limit. Moreover, since the convergence for the sample ACVF at lags
h  1 is based on the same point process result, one has joint convergence to
an =2-stable limit for any nite vector of sample autocovariances. This fact
together with the continuous mapping theorem implies that the statement of part
(2) of Theorem 4.1.2 holds for (X
t
), both for the sample autocorrelations and
autocovariances. Finally we have obtained the following result:
Corollary 4.1.9 For the stationary GARCH(p; q) process (X
t
) above the asymp-
totic behaviour of the sample autocovariances and autocorrelations is given by the
three statements of Theorem 4.1.6.
It is common use in applications to consider the sample autocorrelations of the
absolute values and their powers with the purpose of detecting non-linearity in
the dependence structure of a given time series. Such a practice has frequently
been used in the analysis of nancial returns (see Taylor [65]) . In what follows,
we consider only the second powers (X
2
t
) of a GARCH(1,2) process. The absolute
values (and any powers) can be treated in a similar way by applying the same kind
of argument; see for example Davis and Mikosch [17] for the ARCH(1) case and
Mikosch and Starica [44] for the GARCH(1; 1) case.
We assume that the innovations Z
n
satisfy the same assumptions as above.
Thus the process (X
t
) is regularly varying with some index  > 0. However, it
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was actually the sequence of squares that satised the SRE in Example 3.2.2 and so
the regular variation of (X
t
) followed as a consequence of regular variation for the
sequence of second powers (see Lemma 2.1.21 and the proof of Proposition 3.2.18).
Therefore, we may conclude that the sequence (X
2
t
) is regularly varying with
index =2. This sequence also possesses other nice properties of the process (X
t
)
(e.g. strong mixing) so that the assumptions of Theorem 4.1.2 are satised. In
other words for  2 (0; 4) [ (8;1) one can simply apply parts (1) and (3) of
Theorem 4.1.2. We only observe that the stable random variables V
h
of part (1)
and (2) are =4-stable now.
If  2 (4; 8) it remains to check that (4.5) holds. This turns out to be diÆcult
and, therefore, as for the stationary solution of a 1-dimensional SRE we apply point
process convergence results to derive the weak limits of the sample autocovariances
and autocorrelation. Since we are only interested in showing that the joint limit
of the centered and normalised sample autocovariances is =4-stable, we restrict
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converge to 0 by the same reasoning
as in (4.21). One can use point process convergence and a continuous mapping






has an =4-stable limit, as we did for
J
2




, and these terms








































































































































































Using the same point process limit result and a continuous mapping argument (cf.
p. 97), we observe that the second term has an =4-stable limit. Thus it remains

























































































































































The right-hand side can be re-expressed in terms of 
n;
2
(0) and the remaining




(1) has an =4-stable limit. Since for the distribu-
tional convergence only the point process convergence and the continuous mapping
theorem were used, it is immediate that the same kind of argument yields the joint
convergence of the sample autocovariances to an =4-stable limit as described in
part (2) of Theorem 4.1.2.
Corollary 4.1.10 The squares (X
2
t
) of the stationary GARCH(p; q) process form
a regularly varying process with index =2. The asymptotic behaviour of the sam-
ple autocovariances and autocorrelations is given by the three statements of Theo-
rem 4.1.6 after substituting X by X
2



















































Figure 4.1.11 A simulation study is performed for the behavior of the sample






, n = 1; : : : ; 500,
with i.i.d. symmetric 1:25-stable innovations Z
n
. The above box-plots are based
on 500 replications of this time series. Recall that the ACF for this process is not
formally dened. Nevertheless, one can see in the upper left box-plot that its sample
version converges to the values given in (3.3). The other three graphs represent











Finally we want to illustrate the asymptotic theory of the sample autocorrela-
tions for GARCH processes by a small comparative simulation study. The results
in the linear and non-linear cases are demonstrated in Figures 4.1.11 and 4.1.12.
4.2 Estimation of the parameters of a regularly
varying distribution
4.2.1 Tail estimation for mixing regularly varying time se-
ries
For a given regularly varying stationary sequence (X
n
) with values in R
d
we
established that there exist a sequence (a
n
) and a measure 
1
as in (2.14) and












































Figure 4.1.12 Box-plots of the sample autocorrelations at lags 1 to 10 are pre-
















, n = 1; : : : ; 500. The innovations Z
n
are i.i.d. stan-
dard normal. For these processes the index of regular variation lies between 1 and
2 (see Figure 3.2.17), thus the ACF cannot be dened. The box-plots of the sample
ACF in the upper right graph are certainly more spread out than in the case of the
linear processes from Figure 4.1.11. The sample ACF behavior gets even worse for









), which is illustrated
by the other three graphs.
(2.15) such that the following holds






(  ) ; n!1 : (4.22)
By
v
! we denote vague convergence in the space R
d
nf0g, furthermore we x
an arbitrary norm j  j on this space. According to Theorem 2.1.8, 
1
can be
decomposed into its radial and angular component

1
(fx : x=jxj 2 S and jxj > ug) = u
 
P ( 2 S ) ;
for some random vector  2 S
d 1
, any number u > 0 and any Borel set S  S
d 1
.
In many applications it is of great interest to know the index of regular variation
. Sometimes we might also want to have an estimate of the spectral measure,
which captures the dependence between the large values of the components of
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the random vector X
1
. It seems plausible that an empirical variant of relation
(4.22) can be used for estimating the measure 
1
. This idea has been exploited by
Resnick and Starica [52].
We give an alternative elementary proof of their Proposition 2.1, under the
assumption of strong mixing. This assumption is slightly stronger than the original
one from [52], however it is often easy to verify. Notice that 
1
also contains
the information about the index  of regular variation. One can follow Resnick
and Starica [52], to establish consistency of the Hill estimator which is the most
commonly used estimator of the tail index in extreme value theory.
Assume that (X
n
) is strongly mixing. Then we can follow the arguments in
the proof of Lemma 2.3.9 to obtain a sequence of integers (r
n







]!1 so that we have a condition similar to A(a
n










































! 0 : (4.23)
As for A(a
n
), condition (4.23) has a simple interpretation in terms of random mea-
sures. Random measures are a generalization of the point processes concept. They
are dened analogously to point processes except for the fact that their realizations
may take non-integer values on measurable sets. Convergence in distribution is
analogously dened as well. We refer the interested reader to Kallenberg [34].




































, 1  i 
k
n



















In analogy to the sequence of random measures (m
n
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for some random measure m on (E ;E). In our case we set E = R
d
nf0g and E is
the corresponding Borel -algebra. As usual, by B we denote the class of relatively
compact sets in E.
From (4.22) it is clear that
k
n







(  ) ; n!1 :



















! 1 ; if 
1






! 0 ; whenever 
1
(B) = 0 (4.26)
Our intention is to nd suÆcient conditions for these two limit relations. Such
a set of conditions has been obtained by Resnick and Starica [52]. We give a
simple alternative proof of (4.25) under the strong mixing condition and one ad-
ditional condition that is yet to be dened. From this point on, and in contrast to
Resnick and Starica [52], we will not use the strong machinery of point processes
and random measures, rather we will rely on the simple fact that convergence in
probability follows from L
2
convergence.





P (X 2 a
k
n
B), which converges to 0 for any relatively compact
set B, such that 
1
(B) = 0 implying (4.26).
Now assume 
1
(B) > 0 for some B 2 B. Notice that (4.25) can be rewritten






























! 0 : (4.27)
Furthermore, note that T
n













B)] = 1 for any B 2 B :
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Thus it suÆces to show that Var(T
n
(B)) ! 0 as n ! 1. Observe that the













































































































































































































where the last three terms are the products of the three terms in the brackets with
the fraction in front of it.
It can be shown that, under the strong mixing condition, k
n






! 0 as n!1, we refer to the proof of Lemma 2.3.9. Using this fact,
we see I
1;n
! 0 as n ! 1, while I
3;n
! 0 as n ! 1 since k
n
! 1. It remains
to consider I
2;n
. However, our state space is R
d
nf0g, so that a relatively compact



















































































(B) > 0. Now write C for


























































































! 0; for any Æ > 0 : (4.28)


























! 0 ; (4.29)
for every f 2 F
c
. This last condition was used by Resnick and Starica [52]. We
can summarize the results as follows.
Proposition 4.2.1 Assume that a regularly varying stationary time series (X
n
)


































) is a sequence satisfying the conditions of Proposition 4.2.1 then the
jX
n
j's are regularly varying non-negative random variables which still satisfy the
conditions of the proposition. The corresponding measure 
1
(see the denition of

























As usual by jXj
(i)












     jXj
(n)
:





























Figure 4.2.2 The graph above represents the series of IBM daily stock returns of




index  is applied to this series and plotted against r
n
. The 95% condence bands
are based on the assumptions that the slowly varying function in the denition of
the regularly varying tail distribution is a constant and that the series is i.i.d. {
this is certainly not true for the series in question.
Although the continuous function f(u) = log(u)I
[1;1)
(u) is not an element of
F
c




































Indeed, this can be shown following the lines of proof in Resnick and Starica [51].
Of course, in a practical situation the sequence (a
k
n
) is unknown, it can be









! 1 ; as n!1 ; (4.30)





























= 0:4 and 
1




regular variation index  suggests that for this series  is somewhat bigger than 2.
This is also in agreement with the true value, see Figure 3.2.17. The condence
bands are based on the same (invalid) assumptions as in Figure 4.2.2.
























Therefore Hill's estimator H
n
is consistent if the conditions of Proposition 4.2.1
are satised.
Remark 4.2.4 The fact that H
 1
n
is a consistent estimator of the tail index 
is insuÆcient knowledge for practitioners. It would be even more desirable to
give some estimates of the statistical uncertainty, e.g. in the form of condence
intervals. This kind of results exists in the i.i.d. case. They also require that,
instead of general regularly varying tails, one has to assume more precise conditions
about the shape of the tails, for instance second-order regular variation. For the
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Hill-plot in the gures above we (incorrectly) used condence intervals obtained
under such restrictions. See Embrechts et al. [25], Chapter 6 for more details.
Of course, in all practical situations, there is still the problem of determining an
appropriate sequence of integers r
n
. It is really the critical point in applications,




is seriously biased, while by taking r
n
too
small, one enlarges the variance of the estimator. A discussion of this phenomenon
and other problems related to the estimation of the tail index  can be found in





stabilize in its neigbourhood. That is, values of H
n
should not change
much if we take r
n
\slightly" bigger or smaller, see Figure 4.2.2 for an illustration.
4.2.2 Estimation of the spectral measure
We showed in Proposition 4.2.1 that the sequence of random measure (m
n
)
consistently estimates the measure of regular variation 
1
for the stationary se-
quence (X
n
). Using the results on the estimation of the tail index  we may
expect that the spectral component P

can be estimated as well. Recall that P

is the probability measure on S
d 1
















= fx : x=jxj 2 S and jxj > ug :
Recall that the sequence (a
n
) is taken such that nP (jXj > a
n
) ! 1 as n ! 1.












Therefore if we choose r
n

























where we still do not know the value a
k
n
, but (4.30) and a continuous mapping ar-







. We nally have the following corollary.
Corollary 4.2.5 Let (X
n
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For regularly varying data, an estimate of the spectral measure from Corol-
lary 4.2.5 oers an alternative way of measuring dependence between successive
observations. It has the advantage that no particular moment of the observations
is required to be nite. On the other hand, as in the case of the Hill estimator, we
have to stress that one is entering very slippery terrain when trying to estimate
tails far beyond the usual data values. The diÆculty of choosing the right r
n
still
remains. One can use the same \rule of thumb" as for the Hill estimator: take r
n
from the region where the Hill plot is approximately constant.





for some time series in the gures below. The graphs are made in such a way




say) and a solid curve (r(),













corresponding segment of the unit circle. The dotted circle represents the uniform
distribution of  and is drawn only for comparison. The estimators are constructed
using the (Gaussian) kernel density estimator to smooth the histogram of . This
method, as always when kernel estimators are used, leads to a problem of choosing
the right bandwidth, for an introduction to density estimation see Silverman [63].




















) is a simulated i.i.d. standard Cauchy sequence of length
2000. For this sequence the regular variation index  is equal to 1 and the spectral
measure is concentrated at the points ( 1; 0); (0; 1); (1; 0) and (0; 1) with equal
mass in each of them. Our estimator seems to detect this very well.













) is plotted, where
(X
t
) is the DAX index daily return series from the Figure 1.1.3. An interpretation
















) is the realization of the GARCH(1,1) process from Fig-
ure 4.2.3.
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) is the teletraÆc series from Figure 1.1.7. Since the tele-
traÆc data are non-negative, the estimator puts mass only into the rst quadrant,









) is far from
the origin, this is most likely to be a consequence of only one of two components
being large, while in approximately 1=5th of the cases they are both large and have
similar size.
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Summary
When studying a real-life time series, it is frequently reasonable to assume, possibly
after a suitable transformation, that the data come from a stationary time series
(X
t
). This means that the nite-dimensional distributions of this sequence are
invariant under shifts of time. Various stationary time series models have been
studied in detail in the literature. A standard assumption is that the time series is
Gaussian or, more generally, that it has a probability distribution with light tails,
in the sense that P (jX
t
j > x) decays to zero at least exponentially.
There is plenty of empirical (statistical) evidence that various real-life data sets,
including many from insurance, nance and telecommunications, do not come from
models with light tails. On the contrary, those data sets often exhibit tail behaviour
which is well modelled by some power law. In applications, the question as to how
fat the tails are is of considerable importance. In the nancial or actuarial context,
for example, the heaviness of the tails tells one about the risk one incurs, i.e. about
the severity of losses one may encounter. In the context of telecommunications the
heaviness of the tails of the ON- or OFF- periods of computers or of the lengths
of le sizes sent from one source to another provides an indication of the eÆciency
of large scale stochastic networks, such as the Internet.
The heaviness of the tails is exibly described by regular variation. It essentially
means that the distributional tail P (jX
t
j > x) behaves like a power law x
 
for





for h > , and the smaller  the heavier the tail. The notion of regular variation
refers to the tail of the distribution of X
t
; it does not address the modelling of the
distribution in its center.
Time series analysis mostly deals with modelling of dependence in stationary
random sequences. Dependence is visible in almost all real-life data sets, e.g. in
nancial return series where very large and very small values tend to occur in
clusters over time. The standard tools of classical time series analysis are, in
most parts, oriented towards second order properties, involving the analysis of
correlations, covariances or mixing properties. They are much less useful if, like
in the case of nancial returns, heavy tails appear. That is why dierent tools are
needed to describe \dependence in the tails". For that purpose we have chosen the
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concept of multivariate regular variation as a suitable tool. It is an extension of
power law behaviour of the tails to the multivariate case. Writing X to denote a d-
dimensional random vector, it means that the probability P (jXj > x;X=jXj 2 B)
is approximated for large x by x
 
P ( 2 B), where B is a subset of the unit
sphere of R
d
and j  j denotes the Euclidean norm. The dependence between the
very large values of the components of the vector X is completely described by the
distribution of the random vector , the so-called spectral measure.
In this thesis we study various models of non-linear time series with heavy tails.
Among them are bilinear processes and members of the ARCH family (autoregres-
sive conditionally heteroscedastic processes). The latter were introduced by Engle
(1982) and Bollerslev (1986) in order to model the specic form of dependence and
erratic behaviour which is typical for nancial return series.
We embed these standard models in a wide class of non-linear models generated













is an i.i.d. sequence, A
t
is possibly matrix valued and B
t
is a random vector.
Obviously, these models can be understood as random coeÆcient autoregressive
processes. The theory of these stochastic recurrence equations is suÆciently well
understood. In particular, classical work gives suÆcient conditions for the exis-
tence of stationary solutions (X
t
), while excellent work of Kesten (1973) and Goldie
(1991) tells us that the nite dimensional distributions of (X
t
) are multivariate reg-





particular, we obtain conditions for the stationarity of bilinear and general ARCH
processes and show that their nite-dimensional distributions are regularly vary-
ing. The latter result, to some extent, explains the presence of clusters of high/low
level exceedances in real-life nancial data and their unusual erratic behaviour.
The main emphasis of this thesis is on the asymptotic behaviour of the sample
autocorrelations and sample autocovariances of the non-linear time series models
studied. In classical time series analysis the sample autocorrelation function is one
of the main tools to describe second order dependence in the series; it is the basis
for model tting and prediction purposes.
In contrast to linear time series models (such as the standard ARMA models),
the sample autocorrelations of solutions to stochastic recurrence equations can
display a very peculiar behaviour. In particular, if the index of regular variation 
of these series is very small, the sample autocorrelation can have random limits. For
moderately large -values, the rate of convergence of the sample autocorrelations
to their deterministic counterparts, the autocorrelations, can be very slow. Only
if  is suÆciently large, one can use the standard asymptotic central limit theory
with
p
n-rates and normal limits. In all the other cases, one has unusually wide
asymptotic condence bands and non-standard limits involving stable distributions.
A conclusion we may draw from the theory is that the sample autocorrelations
of non-linear time series, in particular bilinear, ARCH and related processes, are
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not reliable statistical instruments for measuring dependence when the underlying
series has very heavy tails. For heavy-tailed data the spectral measure of multi-
variate regular variation is an alternative tool to describe the dependence in the
tails. In this thesis, we propagate multivariate regular variation as a probabilistic
concept which describes heavy tails together with dependence.
Finally, we indicate under certain conditions, how one can estimate the tail
parameter  and the spectral measure P ( 2  ). We show consistency of these
estimators and apply them to simulated and real-life time series.
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Samenvatting
Bij het bestuderen van waarnemingen van een tijdreeks is het vaak redelijk om aan
te nemen dat de data, al of niet getransformeerd, afkomstig zijn van een stationaire
tijdreeks (X
t
). De stationariteit betekent dat de eindig-dimensionale verdelingen
van de reeks invariant zijn onder verschuivingen in de tijd. In de literatuur zijn
verscheidene modellen van stationaire tijdreeksen tot in detail bestudeerd. Een
standaard aanname hierbij is dat de tijdreeks normaal verdeeld is of, meer alge-
meen, dat de marginale verdeling op een vast tijdstip t een lichte staart heeft. Dit
laatste wil zeggen dat P (jX
t
j > x) tenminste exponentieel naar nul daalt.
Er zijn empirische (statistische) aanwijzingen dat vele geobserveerde tijdreek-
sen uit het verzekeringswezen, de nanciele sector en de telecommunicatie, geen
realisaties zijn van stationaire tijdreeksen met lichte staarten. Deze data kunnen
echter goed worden gemodelleerd met behulp van een model waarbij P (jX
t
j > x)
naar nul daalt als een machtsfunctie. De vraag hoe zwaar de staarten zijn is
bij toepassingen van aanzienlijk belang. In de nanciele of actuariele context, bij-
voorbeeld, bepaalt de zwaarte van de staarten hoeveel risico men loopt, d.w.z. hoe
groot het verlies is dat kan optreden. In de telecommunicatie is de zwaarte van
de staarten van de verdeling van de AAN- of UIT-perioden van computers of van
die van de lengte van les die tussen computers verstuurd worden, een bepalende
factor voor de eÆcientie van grote stochastische netwerken, zoals het Internet.
Een hanteerbare beschrijving van de zwaarte van de staarten wordt gegeven
door reguliere variatie. Dit betekent ruwweg dat de staart P (jX
t
j > x) zich als
een machtsfunctie x
 
gedraagt voor grote waarden van x, voor zekere  > 0.




niet meer. Het begrip reguliere variatie verwijst naar de staart van de verdeling
van X
t
; het doet geen uitspraken over het modelleren van de verdeling als geheel.
De tijdreeksanalyse draait vaak om het modelleren van afhankelijkheden in
stationaire reeksen. In bijna alle data is afhankelijkheid zichtbaar, bijvoorbeeld
in een reeks nanciele data waarin heel grote en heel kleine waarden de neiging
hebben om in clusters op te treden in de tijd. De standaard methoden van de
klassieke tijdreeksanalyse zijn, voor een groot gedeelte, toegespitst op tweede orde
eigenschappen, en zijn gebaseerd op correlaties, covarianties, enz. Wanneer, zoals
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in het geval van de nanciele data, zware staarten optreden, dan zijn die standaard
methoden veel minder bruikbaar. Daarom zijn er andere methoden nodig om
"afhankelijkheid in de staarten" te beschrijven. Met dit als doel hebben we het
begrip multivariate reguliere variatie gekozen als een geschikt concept. Het is een
uitbreiding van het gedrag van de staart als machtsfunctie naar het multivariate
geval. Wanneer X een d-dimensionale toevallige vector is, betekent het dat de kans
P (jXj > x;X=jXj 2 B) voor grote waarden van x benaderd wordt door x
 
P ( 2
B), waarbij B een deelverzameling is van het oppervlak van de eenheidsbol in R
d
en jj staat voor de Euclidische norm. De afhankelijkheid tussen heel grote waarden
van de componenten van X wordt dan volledig beschreven door de verdeling van
de toevallige vector , de zogenaamde spectraalmaat.
In dit proefschrift bestuderen we verscheidene modellen van niet-lineaire tijd-
reeksen met zware staarten. Ondermeer komen bilineaire processen en leden van de
ARCH-familie aan bod (autoregressieve conditioneel heteroscedatische processen).
De laatsten werden gentroduceerd door Engle (1982) en Bollerslev (1986) om de
specieke vorm van afhankelijkheid en grillig gedrag te modelleren die typerend is
voor reeksen van nanciele data.
We laten zien dat deze standaard modellen zijn bevat in de klasse van niet-
lineaire modellen die wordt voortgebracht door stochastische recurrentievergelijk-












) een reeks vormen
van onafhankelijke gelijkverdeelde paren met A
t
een toevallige matrix en B
t
een
toevallige vector. Het gaat hier dus om autoregressieve processen met toevallige
coeÆcienten. In klassieke studies kunnen voldoende voorwaarden worden gevonden
voor het bestaan van stationaire oplossingen (X
t
), terwijl de uitstekende werken
van Kesten (1973) en Goldie (1991) opleveren dat de eindig-dimensionale verdelin-
gen van (X
t





). Hierop voortbordurend leiden we voorwaarden af voor de stationariteit
van bilineaire en ARCH processen en tonen we aan dat hun eindig-dimensionale
verdelingen regulier varierend zijn. Dit laatste resultaat verklaart, tot op zekere
hoogte, het optreden van clusters van overschrijdingen in nanciele data en het
ongewoon grillige beloop van zulke reeksen.
Dit proefschrift gaat vooral over het asymptotische gedrag van de geschatte
autocorrelaties en autocovarianties van de bestudeerde niet-lineaire tijdreeksen.
In de klassieke tijdreeksanalyse is de geschatte autocorrelatiefunctie een van de
meest gebruikte instrumenten om tweede orde afhankelijkheden in de reeks te
beschrijven; deze methode is de basis voor het tten van modellen en het doen van
voorspellingen.
In tegenstelling tot lineaire tijdreeksmodellen (zoals de standaard ARMA mo-
dellen), kunnen de geschatte autocorrelaties van oplossingen van stochastische re-
currentievergelijkingen zich heel eigenaardig gedragen. Bijvoorbeeld, als de index
van reguliere variatie  van de reeks erg klein is, dan kunnen de schatters van de
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autocorrelatie een toevallige limiet hebben. Voor middelgrote waarden van  con-
vergeren de geschatte autocorrelaties naar de werkelijke autocorrelaties, hoewel
dit erg langzaam gaat. Alleen als  voldoende groot is, kunnen we standaard
asymptotiek gebruiken. In dit geval convergeert de schatter van de autocorrelatie
naar de werkelijke waarde met snelheid
p
n en is de fout asymptotisch normaal
verdeeld. In alle andere gevallen treden ongewoon brede betrouwbaarheidsbanden
op, gebaseerd op stabiele verdelingen.
Een conclusie die we mogen trekken uit de theorie is dat de geschatte auto-
correlaties van niet-lineaire tijdreeksen, met name bilineaire, ARCH en verwante
processen, niet echt betrouwbare statistische instrumenten vormen om afhanke-
lijkheden te meten wanneer de onderliggende reeks erg zware staarten heeft. Voor
reeksen met zware staarten is de spectraalmaat van multivariate reguliere variatie
een alternatief instrument om afhankelijkheid in de staarten te beschrijven. In dit
proefschrift propageren we multivariate reguliere variatie als een probabilistisch
concept om zware staarten en afhankelijkheid gezamenlijk te beschrijven.
Tenslotte geven we, onder bepaalde voorwaarden, aan hoe men de staart pa-
rameter  en de spectraalmaat P ( 2 ) kan schatten. We tonen de consistentie
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