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Abstract. This paper studies mixed finite element approximations of the viscosity solution to
the Dirichlet problem for the fully nonlinear Monge-Ampe`re equation det(D2u0) = f (> 0) based
on the vanishing moment method which was proposed recently by the authors in [19]. In this
approach, the second order fully nonlinear Monge-Ampe`re equation is approximated by the fourth
order quasilinear equation −ε∆2uε + detD2uε = f . It was proved in [17] that the solution uε
converges to the unique convex viscosity solution u0 of the Dirichlet problem for the Monge-Ampe`re
equation. This result then opens a door for constructing convergent finite element methods for the
fully nonlinear second order equations, a task which has been impracticable before. The goal of
this paper is threefold. First, we develop a family of Hermann-Miyoshi type mixed finite element
methods for approximating the solution uε of the regularized fourth order problem, which computes
simultaneously uε and the moment tensor σε := D2uε. Second, we derive error estimates, which
track explicitly the dependence of the error constants on the parameter ε, for the errors uε − uεh
and σε − σεh. Finally, we present a detailed numerical study on the rates of convergence in terms of
powers of ε for the error u0−uεh and σε−σεh, and numerically examine what is the “best” mesh size
h in relation to ε in order to achieve these rates. Due to the strong nonlinearity of the underlying
equation, the standard perturbation argument for error analysis of finite element approximations of
nonlinear problems does not work for the problem. To overcome the difficulty, we employ a fixed
point technique which strongly relies on the stability of the linearized problem and its mixed finite
element approximations.
Key words. Fully nonlinear PDEs, Monge-Ampe`re type equations, moment solutions, vanishing
moment method, viscosity solutions, mixed finite element methods, Hermann-Miyoshi element.
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1. Introduction. This paper is the second in a sequence (cf. [20]) which con-
cerns with finite element approximations of viscosity solutions of the following Dirich-
let problem for the fully nonlinear Monge-Ampe`re equation (cf. [23]):
det(D2u0) = f in Ω ⊂ Rn,(1.1)
u0 = g on ∂Ω,(1.2)
where Ω is a convex domain with smooth boundary ∂Ω. D2u0(x) and det(D2u0(x))
denote the Hessian of u0 at x ∈ Ω and the determinant of D2u0(x).
The Monge-Ampe`re equation is a prototype of fully nonlinear second order PDEs
which have a general form
(1.3) F (D2u0, Du0, u0, x) = 0
with F (D2u0, Du0, u0, x) = det(D2u0)− f . The Monge-Ampe`re equation arises nat-
urally from differential geometry and from applications such as mass transportation,
meteorology, and geostrophic fluid dynamics [4, 8]. It is well-known that for non-
strictly convex domain Ω the above problem does not have classical solutions in gen-
eral even f , g and ∂Ω are smooth (see [22]). Classical result of A. D. Aleksandrov
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states that the Dirichlet problem with f > 0 has a unique generalized solution in the
class of convex functions (cf. [1, 9]). Major progress on analysis of problem (1.1)-
(1.2) has been made later after the introduction and establishment of the viscosity
solution theory (cf. [7, 12, 23]). We recall that the notion of viscosity solutions was
first introduced by Crandall and Lions [11] in 1983 for the first order fully nonlinear
Hamilton-Jacobi equations. It was quickly extended to second order fully nonlinear
PDEs, with dramatic consequences in the wake of a breakthrough of Jensen’s max-
imum principle [25] and the Ishii’s discovery [24] that the classical Perron’s method
could be used to infer existence of viscosity solutions. To continue our discussion,
we need to recall the definition of viscosity solutions for the Dirichlet Monge-Ampe`re
problem (1.1)-(1.2) (cf. [23]).
Definition 1.1. a convex function u0 ∈ C0(Ω) satisfying u0 = g on ∂Ω is called
a viscosity subsolution (resp. viscosity supersolution) of (1.1) if for any ϕ ∈ C2 there
holds det(D2ϕ(x0)) ≤ f(x0) (resp. det(D2ϕ(x0)) ≥ f(x0)) provided that u0 − ϕ has
a local maximum (resp. a local minimum) at x0 ∈ Ω. u0 ∈ C0(Ω) is called a viscosity
solution if it is both a viscosity subsolution and a viscosity supersolution.
It is clear that the notion of viscosity solutions is not variational. It is based
on a “differentiation by parts” approach, instead of the more familiar integration
by parts approach. As a result, it is not possible to directly approximate viscosity
solutions using Galerkin type numerical methods such as finite element, spectral and
discontinuous Galerkin methods, which all are based on variational formulations of
PDEs. The situation also presents a big challenge and paradox for the numerical PDE
community, since, on one hand, the “differentiation by parts” approach has worked
remarkably well for establishing the viscosity solution theory for fully nonlinear second
order PDEs in the past two decades; on the other hand, it is extremely difficult (if all
possible) to mimic this approach at the discrete level. It should be noted that unlike
in the case of fully nonlinear first order PDEs, the terminology “viscosity solution”
loses its original meaning in the case of fully nonlinear second order PDEs.
Motivated by this difficulty and by the goal of developing convergent Galerkin type
numerical methods for fully nonlinear second order PDEs, very recently we proposed
in [17] a new notion of weak solutions, called moment solutions, which is defined
using a constructive method, called the vanishing moment method. The main idea
of the vanishing moment method is to approximate a fully nonlinear second order
PDE by a quasilinear higher order PDE. The notion of moment solutions and the
vanishing moment method are natural generalizations of the original definition of
viscosity solutions and the vanishing viscosity method introduced for the Hamilton-
Jacobi equations in [11]. We now briefly recall the definitions of moment solutions
and the vanishing moment method, and refer the reader to [17, 19] for a detailed
exposition.
The first step of the vanishing moment method is to approximate the fully non-
linear equation (1.3) by the following quasilinear fourth order PDE:
(1.4) − ε∆2uε + F (D2uε, Duε, uε, x) = 0 (ε > 0),
which holds in domain Ω. Suppose the Dirichlet boundary condition u0 = g is pre-
scribed on the boundary ∂Ω, then it is natural to impose the same boundary condition
on uε, that is,
(1.5) uε = g on ∂Ω.
However, boundary condition (1.5) alone is not sufficient to ensure uniqueness for
fourth order PDEs. An additional boundary condition must be imposed. In [17] the
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authors proposed to use one of the following (extra) boundary conditions:
(1.6) ∆uε = ε, or D2uεν · ν = ε on ∂Ω,
where ν stands for the unit outward normal to ∂Ω. Although both boundary condi-
tions work well numerically, the first boundary condition ∆uε = ε is more convenient
for standard finite element methods, spectral and discontinuous Galerkin methods (cf.
[20]), while the second boundary condition D2uεν · ν = ε fits better for mixed finite
element methods, and hence, it will be used in this paper.
In summary, the vanishing moment method involves approximating second or-
der boundary value problem (1.2)–(1.3) by fourth order boundary value problem
(1.4)–(1.5), (1.6). In the case of the Monge-Ampe`re equation, this means that we
approximate boundary value problem (1.1)–(1.2) by the following problem:
−ε∆2uε + det(D2uε) = f in Ω,(1.7)
uε = g on ∂Ω,(1.8)
D2uεν · ν = ε on ∂Ω.(1.9)
It was proved in [19] that if f > 0 in Ω then problem (1.7)–(1.9) has a unique solution
uε which is a strictly convex function over Ω. Moreover, uε uniformly converges
as ε → 0 to the unique viscosity solution of (1.1)–(1.2). As a result, this shows
that (1.1)–(1.2) possesses a unique moment solution that coincides with the unique
viscosity solution. Furthermore, it was proved that there hold the following a priori
bounds which will be used frequently later in this paper:
‖uε‖Hj = O
(
ε−
j−1
2
)
, ‖uε‖W 2,∞ = O
(
ε−1
)
,(1.10)
‖D2uε‖L2 = O
(
ε−
1
2
)
, ‖cof(D2uε)‖L∞ = O
(
ε−1
)
(1.11)
for j = 2, 3. Where cof(D2uε) denotes the cofactor matrix of the Hessian, D2uε.
With the help of the vanishing moment methodology, the original difficult task of
computing the unique convex viscosity solution of the fully nonlinear Monge-Ampe`re
problem (1.1)–(1.2), which has multiple solutions (i.e. there are non-convex solutions),
is now reduced to a feasible task of computing the unique regular solution of the
quasilinear fourth order problem (1.7)–(1.9). This then opens a door to let one use
and/or adapt the wealthy amount of existing numerical methods, in particular, finite
element Galerkin methods to solve the original problem (1.1)–(1.2) via the problem
(1.7)–(1.9).
The goal of this paper is to construct and analyze a class of Hermann-Miyoshi
type mixed finite element methods for approximating the solution of (1.7)–(1.9). In
particular, we are interested in deriving error bounds that exhibit explicit dependence
on ε. We note that finite element approximations of fourth order PDEs, in particular,
the biharmonic equation, were carried out extensively in 1970’s in the two-dimensional
case (see [10] and the references therein), and have attracted renewed interests lately
for generalizing the well-know 2-D finite elements to the 3-D case (cf. [35, 36, 34])
and for developing discontinuous Galerkin methods in all dimensions (cf. [18, 27]).
Clearly, all these methods can be readily adapted to discretize problem (1.7)–(1.9)
although their convergence analysis do not come easy due to the strong nonlinearity of
the PDE (1.7). We refer the reader to [20, 28] for further discussions in this direction.
A few attempts and results on numerical approximations of the Monge-Ampe`re
as well as related equations have recently been reported in the literature. Oliker
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and Prussner [30] constructed a finite difference scheme for computing Aleksandrov
measure induced by D2u in 2-D and obtained the solution u of problem (1.7)–(1.9)
as a by-product. Baginski and Whitaker [2] proposed a finite difference scheme for
Gauss curvature equation (cf. [19] and the references therein) in 2-D by mimicking
the unique continuation method (used to prove existence of the PDE) at the discrete
level. In a series of papers (cf. [13] and the references therein) Dean and Glowinski
proposed an augmented Lagrange multiplier method and a least squares method for
problem (1.7)–(1.9) and the Pucci’s equation (cf. [7, 22]) in 2-D by treating the
Monge-Ampe`re equation and Pucci’s equation as a constraint and using a variational
criterion to select a particular solution. Very recently, Oberman [29] constructed some
wide stencil finite difference scheme which fulfill the convergence criterion established
by Barles and Souganidis in [3] for finite difference approximations of fully nonlinear
second order PDEs. Consequently, the convergence of the proposed wide stencil finite
difference scheme immediately follows from the general convergence framework of [3].
Numerical experiments results were reported in [30, 29, 2, 13], however, convergence
analysis was not addressed except in [29].
The remainder of this paper is organized as follows. In Section 2, we first de-
rive the Hermann-Miyoshi mixed weak formulation for problem (1.7)-(1.9) and then
present our mixed finite element methods based on this weak formulation. Section
3 is devoted to studying the linearization of problem (1.7)-(1.9) and its mixed finite
element approximations. The results of this section, which are of independent inter-
ests in themselves, will play a crucial role in our error analysis for the mixed finite
element introduced in Section 2. In Section 4, we establish error estimates in the
energy norm for the proposed mixed finite element methods. Our main ideas are to
use a fixed point technique and to make strong use of the stability property of the
linearized problem and its finite element approximations, which all are established in
Section 3. In addition, we derive the optimal order error estimate in the H1-norm for
uε − uεh using a duality argument. Finally, in Section 5, we first run some numeri-
cal tests to validate our theoretical error estimate results, we then present a detailed
computational study for determining the “best” choice of mesh size h in terms of ε
in order to achieve the optimal rates of convergence, and for estimating the rates of
convergence for both u0 − uεh and u0 − uε in terms of powers of ε.
We conclude this section by remarking that standard space notations are adopted
in this paper, we refer to [5, 22, 10] for their exact definitions. In addition, Ω denotes
a bounded domain in Rn for n = 2, 3. (·, ·) and 〈·, ·〉 denote the L2-inner products on
Ω and on ∂Ω, respectively. For a Banach space B, its dual space is denoted by B∗.
C is used to denote a generic ε-independent positive constant.
2. Formulation of mixed finite element methods. There are several popu-
lar mixed formulations for fourth order problems (cf. [6, 10, 16]). However, since the
Hessian matrix, D2uε appears in (1.7) in a nonlinear fashion, we cannot use ∆uε alone
as our additional variables, but rather we are forced to use σε := D2uε as a new vari-
able. Because of this, we rule out the family of Ciarlet-Raviart mixed finite elements
(cf. [10]). On the other hand, this observation suggests to try Hermann-Miyoshi or
Hermann-Johnson mixed elements (cf. [6, 16]), which both seek σε as an additional
unknown. In this paper, we shall only focus on developing Hermann-Miyoshi type
mixed methods.
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We begin with a few more space notation:
V := H1(Ω), W := {µ ∈ [H1(Ω)]n×n; µij = µji},
V0 := H10 (Ω), Vg := {v ∈ V ; v|∂Ω = g},
Wε := {µ ∈W ; µn · n|∂Ω = ε}, W0 := {µ ∈W ; µn · n|∂Ω = 0}.
To define the Hermann-Miyoshi mixed formulation for problem (1.7)-(1.9), we
rewrite the PDE into the following system of second order equations:
σε −D2uε = 0,(2.1)
−ε∆tr(σε) + det(σε) = f.(2.2)
Testing (2.2) with v ∈ V0 yields
(2.3) ε
∫
Ω
div(σε) ·Dv dx+
∫
Ω
det(σε)v dx =
∫
Ω
fv dx.
Multiplying (2.1) by µ ∈W0 and integrating over Ω we get
(2.4)
∫
Ω
σε : µdx+
∫
Ω
Duε · div(µ) dx =
n−1∑
k=1
∫
∂Ω
µn · τk ∂g
∂τk
ds,
where σε : µ denotes the matrix inner product and {τ1(x), τ2(x) · · · , τn−1(x)} denotes
the standard basis for the tangent space to ∂Ω at x.
From (2.3) and (2.4) we define the variational formulation for (2.1)-(2.2) as follows:
Find (uε, σε) ∈ Vg ×Wε such that
(σε, µ) +
(
div(µ), Duε
)
= 〈g˜, µ〉 ∀µ ∈W0,(2.5) (
div(σε), v
)
+
1
ε
(
detσε, v
)
= (fε, v) ∀v ∈ V0,(2.6)
where
〈g˜, µ〉 =
n−1∑
i=1
〈 ∂g
∂τi
, µn · τi
〉
and fε =
1
ε
f.
Remark 2.1. We note that det(σε) = 1nΦ
εD2uε = 1n
∑n
i=1 Φ
ε
iju
ε
xixj for j =
1, 2, ..., n, where Φε = cof(σε), the cofactor matrix of σε := D2uε. Thus, using the
divergence free property of the cofactor matrix Φε (cf. Lemma 3.1) we can define the
following alternative variational formulation for (2.1)-(2.2):
(σε, µ) +
(
div(µ), Duε
)
= 〈g˜, µ〉 ∀µ ∈W0,
(div(σε), Dv)− 1
εn
(
ΦεDuε, Dv
)
= (fε, v) ∀v ∈ V0.
However, we shall not use the above weak formulation in this paper although it is
interesting to compare mixed finite element methods based on the above two different
but equivalent weak formulations.
To discretize (2.5)–(2.6), let Th be a quasiuniform triangular or rectangular par-
tition of Ω if n = 2 and be a quasiuniform tetrahedral or 3-D rectangular mesh if
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n = 3. Let V h ⊂ H1(Ω) be the Lagrange finite element space consisting of continuous
piecewise polynomials of degree k(≥ 2) associated with the mesh Th. Let
V hg := V
h ∩ Vg, V h0 := V h ∩ V0,
Whε := [V
h]n×n ∩Wε, Wh0 := [V h]n×n ∩W0.
In the 2-D case, the above choices of V h0 and W
h
0 are known as the Hermann-
Miyoshi mixed finite element for the biharmonic equation (cf. [6, 16]). They form a
stable pair which satisfies the inf-sup condition. We like to note that it is easy to check
that the Hermann-Miyoshi mixed finite element also satisfies the inf-sup condition in
3-D. See Section 3.2 for the details.
Based on the weak formulation (2.5)-(2.6) and using the above finite element
spaces we now define our Hermann-Miyoshi type mixed finite element method for
(1.7)–(1.9) as follows: Find (uεh, σ
ε
h) ∈ V hg ×Whε such that
(σεh, µh) +
(
div(µh), Duεh
)
= 〈g˜, µh〉 ∀µh ∈Wh0 ,(2.7) (
div(σεh), Dvh
)
+
1
ε
(
det(σεh), vh
)
= (fε, vh) ∀vh ∈ V h0 .(2.8)
Let (σε, uε) be the solution to (2.5)-(2.6) and (σεh, u
ε
h) solves (2.7)-(2.8). As
mentioned in Section 1, the primary goal of this paper is derive error estimates for
uε − uεh and σε − σεh. To the end, we first need to prove existence and uniqueness
of (σεh, u
ε
h). It turns out both tasks are not easy to accomplish due to the strong
nonlinearity in (2.8). Unlike in the continuous PDE case where uε is proved to be
convex for all ε (cf. [19]), it is far from clear if uεh preserves the convexity even for
small ε and h. Without a guarantee of convexity for uεh, we could not establish any
stability result for uεh. This in turn makes proving existence and uniqueness a difficult
and delicate task. In addition, again due to the strong nonlinearity, the standard
perturbation technique for deriving error estimate for numerical approximations of
mildly nonlinear problems does not work here. To overcome the difficulty, our idea
is to adopt a combined fixed point and linearization technique which was used by
the authors in [21], where a nonlinear singular second order problem known as the
inverse mean curvature flow was studied. We note that this combined fixed point and
linearization technique kills three birds by one stone, that is, it simultaneously proves
existence and uniqueness for uεh and also yields the desired error estimates. In the
next two sections, we shall give the detailed account about the technique and realize
it for problem (2.7)-(2.8).
3. Linearized problem and its finite element approximations. To build
the necessary technical tools, in this section we shall derive and present a detailed
study of the linearization of (2.5)-(2.6) and its mixed finite element approximations,
First, we recall the following divergence-free row property for the cofactor matrices,
which will be frequently used in later sections. We refer to [15, p.440] for a short
proof of the lemma.
Lemma 3.1. Given a vector-valued function v = (v1, v2, · · · , vn) : Ω → Rn.
Assume v ∈ [C2(Ω)]n. Then the cofactor matrix cof(Dv) of the gradient matrix Dv
of v satisfies the following row divergence-free property:
(3.1) div(cof(Dv))i =
n∑
j=1
∂xj (cof(Dv))ij = 0 for i = 1, 2, · · · , n,
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where (cof(Dv))i and (cof(Dv))ij denote respectively the ith row and the (i, j)-entry
of cof(Dv).
3.1. Derivation of linearized problem. We note that for a given function w
there holds
det(D2uε + tw) = det(D2uε) + ttr(ΦεD2w) + · · ·+ tndet(D2w).
Thus, setting t = 0 after differentiating with respect to t we find the linearization
of Mε(uε) := −ε∆2uε + det(D2uε) at the solution uε to be
Luε(w) := −ε∆2w + tr(ΦεD2w) = −ε∆2w + Φε : D2w = −ε∆2w + div(ΦεDw),
where we have used (3.1) with v = Duε.
We now consider the following linear problem:
Luε(w) = q in Ω,(3.2)
w = 0 on ∂Ω,(3.3)
D2wν · ν = 0 on ∂Ω.(3.4)
To introduce a mixed formulation for (3.2)-(3.4), we rewrite the PDE as
χ−D2w = 0,(3.5)
−ε∆tr(χ) + div(ΦεDw) = q.(3.6)
Its variational formulation is then defined as: Given q ∈ V ∗0 , find (χ,w) ∈ W0 × V0
such that
(χ, µ) + (div(µ), Dw) = 0 ∀µ ∈W0,(3.7)
(div(χ), Dv)− 1
ε
(ΦεDw,Dv) =
1
ε
〈q, v〉 ∀v ∈ V0.(3.8)
It is not hard to show that if (χ,w) solves (3.7)-(3.8) then w ∈ H2(Ω) ∩H10 (Ω)
should be a weak solution to problem (3.2)-(3.4). On the other hand, by the elliptic
theory for linear PDEs (cf. [26]), we know that if q ∈ V ∗0 , then the solution to problem
(3.2)-(3.4) satisfies w ∈ H3(Ω), so that χ = D2w ∈ H1(Ω). It is easy to verify that
(w,χ) is a solution to (3.7)-(3.8).
3.2. Mixed finite element approximations of the linearized problem.
Our finite element method for (3.7)-(3.8) is defined by seeking (χh, wh) ∈ Wh0 × V h0
such that
(χh, µh) + (div(µh), Dwh) = 0 ∀µh ∈Wh0 ,(3.9)
(div(χh), Dvh)− 1
ε
(ΦεDwh, Dvh) = 〈q, vh〉 ∀vh ∈ V h0 .(3.10)
The objectives of this subsection are to first prove existence and uniqueness for
problem (3.9)-(3.10) and then derive error estimates in various norms. First, we prove
the following inf-sup condition for the mixed finite element pair (Wh0 , V
h
0 ).
Lemma 3.2. For every vh ∈ V h0 , there exists a constant β0 > 0, independent of
h, such that
(3.11) sup
µh∈Wh0
(
div(µh), Dvh
)
‖µh‖H1 ≥ β0‖vh‖H
1 .
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Proof. Given vh ∈ V h0 , set µh = In×nvh. Then
(
div(µh), Dvh
)
= ‖Dvh‖2L2 ≥
β0‖vh‖2H1 = β0‖vh‖H1‖µh‖H1 . Here we have used Poincare inequality.
Remark 3.1. By [16, Proposition 1], (3.11) implies that there exists a linear
operator Πh : W →Wh such that
(3.12)
(
div(µ−Πhµ), Dvh
)
= 0 ∀vh ∈ V h0 ,
and for µ ∈W ∩ [Hr(Ω)]n×n, r ≥ 1, there holds
(3.13) ‖µ−Πhµ‖Hj ≤ Chl−j‖µ‖Hl j = 0, 1, 1 ≤ l ≤ min{k + 1, r}.
We note that the above results were proved in the 2-D case in [16], However, they also
hold in the 3-D case as (3.11) holds in 3-D.
Theorem 3.1. For any q ∈ V ∗0 , there exists a unique solution (χh, wh) ∈Wh0 ×V h0
to problem (3.9)-(3.10).
Proof. Since we are in the finite dimensional case and the problem is linear, it
suffices to show uniqueness. Thus, suppose (χh, wh) ∈Wh0 × V h0 solves
(χh, µh) + (div(µh), Dwh) = 0 ∀µh ∈Wh0 ,
(div(χh), Dvh)− 1
ε
(ΦεDwh, Dvh) = 0 ∀vh ∈ V h0 .
Let µh = χh, vh = wh and subtract two equations to obtain
(χh, χh) +
1
ε
(ΦεDwh, Dwh) = 0.
Since uε is strictly convex, then Φε is positive definite. Thus, there exists θ > 0 such
that
‖χh‖2L2 +
θ
ε
‖Dwh‖2L2 ≤ 0.
Hence, χh = 0, wh = 0, and the desired result follows.
Theorem 3.2. Let (χ,w) ∈ [Hr(Ω)]n×n ∩W0 × Hr(Ω) ∩ V0 be the solution to
(3.7)-(3.8) and (χh, wh) ∈Wh0 × V h0 solves (3.9)–(3.10). Then there hold
‖χ− χh‖L2 ≤ Cε− 32hl−2
[‖χ‖Hl + ‖w‖Hl](3.14)
‖χ− χh‖H1 ≤ Cε− 32hl−3
[‖χ‖Hl + ‖w‖Hl](3.15)
‖w − wh‖H1 ≤ Cε−3hl−1
[‖χ‖Hl + ‖w‖Hl],(3.16)
Moreover, for k ≥ 3 there also holds
‖w − wh‖L2 ≤ Cε−5hl
[‖χ‖Hl + ‖w‖Hl].(3.17)
Proof. Let Ihw denote the standard finite element interplant of w in V h0 . Then
(Πhχ− χh, µh) + (div(µh), D(Ihw − wh))(3.18)
= (Πhχ− χ, µh) + (div(µh), D(Ihw − w)),
(div(Πhχ− χh), Dvh)− 1
ε
(
ΦεD(Ihw − wh), Dvh)(3.19)
= −1
ε
(
ΦεD(Ihw − w), Dvh).
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Let µh = Πh − χh and vh = Ihw − wh and subtract (3.19) from (3.18) to get
(Πhχ− χh,Πhχ− χh) + 1
ε
(
ΦεD(Ihw − wh), D(Ihw − wh)
)
= (Πhχ− χ,Πhχ− χh) +
(
div(Πhχ− χh), D(Ihw − w)
)
+
1
ε
(
ΦεD(Ihw − w), D(Ihw − wh)
)
.
Thus,
‖Πhχ− χh‖2L2 +
θ
ε
‖D(Ihw − wh)‖2L2
≤ ‖Πhχ− χ‖L2‖Πhχ− χh‖L2 + ‖Πhχ− χh‖H1‖D(Ihw − w)‖L2
+
C
ε2
‖D(Ihw − w)‖L2‖D(Ihw − wh)‖L2
≤ ‖Πhχ− χ‖L2‖Πhχ− χh‖L2 + Ch−1‖Πhχ− χh‖L2‖D(Ihw − w)‖L2
+
C
ε2
‖D(Ihw − w)‖L2‖D(Ihw − wh)‖L2 ,
where we have used the inverse inequality.
Using the Schwarz inequality and rearranging terms yield
‖Πhχ− χh‖2L2 +
1
ε
‖D(Ihw − wh)‖2L2(3.20)
≤ C(‖Πhχ− χ‖2L2 + h−2‖Ihw − w‖2H1 + ε−3‖Ihw − w‖2H1).
Hence, by the standard interpolation results [5, 10] we have
‖Πhχ− χh‖L2 ≤ C
(‖Πhχ− χ‖L2 + h−1‖Ihw − w‖H1 + ε− 32 ‖Ihw − w‖H1)
≤ Cε− 32hl−2(‖χ‖Hl + ‖w‖Hl),
which and the triangle inequality yield
‖χ− χh‖L2 ≤ Cε− 32hl−2
(‖χ‖Hl + ‖w‖Hl).
The above estimate and the inverse inequality yield
‖χ− χh‖H1 ≤ ‖χ−Πhχ‖H1 + ‖Πhχ− χh‖H1
≤ ‖χ−Πhχ‖H1 + h−1‖Πhχ− χh‖L2
≤ Cε− 32hl−3(‖χ‖Hl + ‖w‖Hl).
Next, from (3.20) we have
‖D(Ihw − wh)‖L2 ≤
√
εC
[‖Πhχ− χ‖L2 + h−1‖D(Ihw − w)‖L2 + ε− 32 ‖Ihw − w‖H1]
≤ Cε−1hl−2(‖χ‖Hl + ‖w‖Hl).(3.21)
To derive (3.16), we consider the following auxiliary problem: Find z ∈ H2(Ω) ∩
H10 (Ω) such that
−ε∆2z + div(ΦεDz) = −∆(w − wh) in Ω,
D2zν · ν = 0 on ∂Ω.
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By the elliptic theory for linear PDEs (cf. [26]), we know that the above problem has
a unique solution z ∈ H10 (Ω) ∩H3(Ω) and
(3.22) ‖z‖H3 ≤ Cb(ε)‖D(w − wh)‖L2 where Cb(ε) = O(ε−1).
Setting κ = D2z, it is easy to verify that (κ, z) ∈W0 × V0 and
(κ, µ) +
(
div(µ), Dz
)
= 0 ∀µ ∈W0,(
div(κ), Dv
)− 1
ε
(
ΦεDz,Dv
)
=
1
ε
(D(w − wh), Dv) ∀v ∈ V0.
It is easy to check that (3.9)–(3.10) produce the following error equations:
(χ− χh, µh) + (div(µh), D(w − wh)) = 0 ∀µh ∈Wh0 ,(3.23)
(div(χ− χh), Dvh)− 1
ε
(ΦεD(w − wh), Dvh) = 0 ∀vh ∈ V h0 .(3.24)
Thus,
1
ε
‖D(w − wh)‖2L2 =
(
div(κ), D(w − wh)
)− 1
ε
(
ΦεDz,D(w − wh)
)
=
(
div(κ−Πhκ), D(w − wh)
)− 1
ε
(
ΦεDz,D(w − wh)
)
+
(
div(Πhκ), D(w − wh)
)
=
(
div(κ−Πhκ), D(w − Ihw)
)− 1
ε
(
ΦεDz,D(w − wh)
)
+
(
χh − χ,Πhκ
)
=
(
div(κ−Πhκ), D(w − Ihw)
)− 1
ε
(
ΦεDz,D(w − wh)
)
+
(
χh − χ,Πhκ− κ
)
+
(
χh − χ, κ
)
=
(
div(κ−Πhκ), D(w − Ihw)
)− 1
ε
(
ΦεDz,D(w − wh)
)
+
(
χh − χ,Πhκ− κ
)
+
(
div(χ− χh), Dz
)
=
(
div(κ−Πhκ), D(w − Ihw)
)
+ (χh − χ,Πhκ− κ)
+ (div(χ− χh), D(z − Ihz)
)− 1
ε
(
ΦεD(w − wh), D(z − Ihz)
)
≤ ‖div(κ−Πhκ)‖L2‖D(w − Ihw)‖L2 + ‖χh − χ‖L2‖Πhκ− κ‖L2
+ ‖div(χ− χh)‖L2‖D(z − Ihz)‖L2
+
C
ε2
‖D(z − Ihz)‖L2‖D(w − wh)‖L2
≤ C
[
‖D(w − Ihw)‖L2 + h‖χh − χ‖L2 + h2‖div(χ− χh)‖L2
+
h2
ε2
‖D(w − wh)‖L2
]
‖z‖H3 .
Then, by (3.14),(3.15),(3.21), and (3.22), we have
‖D(w − wh)‖L2 ≤ Cb(ε)ε−2hl−1
[‖χ‖Hl + ‖w‖Hl].
Substituting Cb(ε) = O(ε−1) we get (3.16).
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To derive the L2-norm estimate for w − wh, we consider the following auxiliary
problem: Find (κ, z) ∈W0 × V0 such that
(κ, µ) +
(
div(µ), Dz
)
= 0 ∀µ ∈W0,(
div(κ), Dv
)− 1
ε
(
ΦεDz,Dv
)
=
1
ε
(w − wh, v) ∀v ∈ V0.
Assume the above problem is H4-regular, that is, z ∈ H4(Ω) and
(3.25) ‖z‖H4 ≤ Cb(ε)‖w − wh‖L2 with Cb(ε) = O(ε−1).
We then have
1
ε
‖w − wh‖2L2 =
(
div(κ), D(w − wh)
)− 1
ε
(
ΦεD(w − wh), Dz
)
=
(
div(Πhκ), D(w − wh)
)− 1
ε
(
ΦεD(w − wh), Dz
)
+
(
div(κ−Πhκ), D(w − wh
)
= (χh − χ,Πhκ)− 1
ε
(ΦεDz,D(w − wh))
+ (div(κ−Πhκ), D(w − Ihw))
= (χh − χ, κ) + (χh − χ,Πhκ− κ)
− 1
ε
(ΦεDz,D(w − wh)) + (div(κ−Πhκ), D(w − Ihw))
= (div(χ− χh), Dz)− 1
ε
(ΦεD(w − wh), Dz)
+ (χh − χ,Πhκ− κ) + (div(κ−Πhκ), D(w − Ihw))
= (div(χ− χh), D(z − Ihz))− 1
ε
(ΦεD(w − wh), D(z − Ihz))
+ (χh − χ,Πhκ− κ) + (div(κ−Πhκ), D(w − Ihw))
≤ [‖div(χ− χh)‖L2 + C
ε2
‖D(w − wh)‖L2
]‖D(z − Ihz)‖L2
+ ‖χh − χ‖L2‖Πhκ− κ‖L2 + ‖div(κ−Πhκ)‖L2‖D(w − Ihw)‖L2
≤ Ch3[‖χ− χh‖H1 + 1
ε2
‖w − wh‖H1
]‖z‖H4
+ Ch2‖χh − χ‖L2‖κ‖H2 + Ch‖w − Ihw‖H1‖κ‖H2
≤ Cε−5hl(‖χ‖Hl + ‖w‖Hl)‖z‖H4
≤ CCb(ε)ε−5hl
(‖χ‖Hl + ‖w‖Hl)‖w − wh‖L2 ,
where we have used (3.14),(3.15),(3.16), (3.25), and the assumption k ≥ 3. Dividing
the above inequality by ‖w − wh‖L2 and substituting Cb(ε) = O(ε−1) we get (3.17).
The proof is complete.
4. Error analysis for finite element method (2.7)-(2.8). The goal of this
section is to derive error estimates for the finite element method (2.7)-(2.8). Our main
idea is to use a combined fixed point and linearization technique which was used by
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the authors in [21].
Definition 4.1. Let T : Whε × V hg → Whε × V hg be a linear mapping such that
for any (µh, vh) ∈Whε × V hg , T (µh, vh) = (T (1)(µh, vh), T (2)(µh, vh)) satisfies(
µh − T (1)(µh, vh), κh
)
+
(
div(κh), D(vh − T (2)(µh, vh))
)
(4.1)
= (µh, κh) +
(
div(κh), Dvh
)− 〈g˜, κh〉 ∀κh ∈Wh0 ,(
div(µh − T (1)(µh, vh)), Dzh
)− 1
ε
(
ΦεD(vh − T (2)(µh, vh)), Dzh
)
(4.2)
=
(
div(µh), Dzh
)
+
1
ε
(
det(µh), zh
)− (fε, zh) ∀zh ∈ V0.
By Theorem 3.1, we conclude that T (µh, vh) is well defined. Clearly, any fixed
point (χh, wh) of the mapping T (i.e., T (χh, wh) = (χh, wh)) is a solution to problem
(2.7)-(2.8), and vice-versa. The rest of this section shows that indeed the mapping
T has a unique fixed point in a small neighborhood of (Ihσε, Ihuε). To this end, we
define
B˜h(ρ) := {(µh, vh) ∈Whε × V hg ; ‖µh − Ihσε‖L2 +
1√
ε
‖vh − Ihuε‖H1 ≤ ρ}.
Z˜h := {(µh, vh) ∈Whε × V hg ; (µh, κh) + (div(κh), Dvh) = 〈g˜, κh〉 ∀κh ∈Wh0 }.
Bh(ρ) := B˜h(ρ) ∩ Z˜h.
We also assume σε ∈ Hr(Ω) and set l = min{k + 1, r}.
The next lemma measures the distance between the center of Bh(ρ) and its image
under the mapping T .
Lemma 4.1. The mapping T satisfies the following estimates:
‖Ihσε − T (1)(Ihσε, Ihuε)‖H1 ≤ C1(ε)hl−3
[‖σε‖Hl + ‖uε‖Hl],(4.3)
‖Ihσε − T (1)(Ihσε, Ihuε)‖L2 ≤ C2(ε)hl−2
[‖σε‖Hl + ‖uε‖Hl],(4.4)
‖Ihuε − T (2)(Ihσε, Ihuε)‖H1 ≤ C3(ε)hl−1
[‖σε‖Hl + ‖uε‖Hl].(4.5)
Proof. We divide the proof into four steps.
Step 1: To ease notation we set ωh = Ihσε − T (1)(Ihσε, Ihuε), sh = Ihuε −
T (2)(Ihσε, Ihuε). By the definition of T we have for any (µh, vh) ∈Wh0 × V h0
(ωh, µh) +
(
div(µh), Dsh
)
= (Ihσε, µh) +
(
div(µh), D(Ihuε)
)− 〈g˜, µh〉,(
div(ωh), Dvh
)− 1
ε
(
ΦεDsh, Dvh
)
=
(
div(Ihσε), Dvh
)
+
1
ε
(
det(Ihσε), vh
)− (fε, vh).
It follows from (2.5)–(2.6) that for any (µh, vh) ∈Wh0 × V h0
(ωh, µh) + (div(µh), Dsh) = (Ihσε − σε, µh) +
(
div(µh), D(Ihuε − uε)
)
,(4.6) (
div(ωh), Dvh
)− 1
ε
(
ΦεDsh, Dvh
)
=
(
div(Ihσε − σε), Dvh
)
(4.7)
+
1
ε
(
det(Ihσε)− det(σε), vh
)
.
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Letting vh = sh, µh = ωh in (4.6)-(4.7), subtracting the two equations and using
the Mean Value Theorem we get
(ωh, ωh) +
1
ε
(
ΦεDsh, Dsh
)
= (Ihσε − σε, ωh) +
(
div(ωh), D(Ihuε − uε)
)
+
(
div(σ − Ihσε), Dsh
)
+
1
ε
(
det(σε)− det(Ihσε), sh
)
= (Ihσε − σε, ωh
)
+
(
div(ωh), D(Ihuε − uε)
)
+
(
div(σ − Ihσε), Dsh
)
+
1
ε
(
Ψε : (σε − Ihσε), sh
)
,
where Ψε = cof(τIhσε + [1− τ ]σε) for τ ∈ [0, 1].
Step 2: The case n = 2. Since Ψε is a 2 × 2 matrix whose entries are same as
those of τIhσε + [1− τ ]σε, then by (1.11) we have
‖Ψε‖L2 = ‖cof(τIhσε + [1− τ ]σε)‖L2 = ‖τIhσε + [1− τ ]σε‖L2
≤ ‖Ihσε‖L2 + ‖σε‖L2 ≤ C‖σε‖L2 = O(ε− 12 ).
Step 3: The case n = 3. Note that (Ψε)ij = (cof(τIhσε + [1 − τ ]σε))ij =
det(τIhσε|ij + [1 − τ ]σε|ij), where σε|ij denotes the 2 × 2 matrix after deleting the
ith row and jth column of σε. We can thus conclude that
|(Ψε)ij | ≤ 2 max
s6=i,t6=j
(|τ(Ihσε)st + [1− τ ](σε)st|)2
≤ C max
s 6=i,t6=j
|(σε)st|2 ≤ C‖σε‖2L∞ .
Thus, (1.11) implies that
‖Ψε‖L2 ≤ C‖σε‖2L∞ = O(ε−2).
Step 4: Using the estimates of ‖Ψε‖L2 we have
‖ωh‖2L2 +
θ
ε
‖Dsh‖2L2 ≤ ‖Ihσε − σε‖L2‖ωh‖L2 + ‖ωh‖H1‖D(Ihuε − uε)‖L2
+ ‖Ihσε − σε‖H1‖Dsh‖L2 + C(ε)‖σε − Ihσε‖H1‖sh‖H1 ,
where we have used Sobolev inequality. It follows from Poincare inequality, Schwarz
inequality, and the inverse inequality that
‖ωh‖2L2 +
θ
ε
‖sh‖2H1 ≤ C(ε)‖Ihσε − σε‖2H1 + C‖ωh‖H1‖Ihuε − uε‖H1(4.8)
≤ C(ε)h2l−2‖σε‖2Hl + Ch−1‖ωh‖L2‖Ihuε − uε‖H1 .
Hence,
‖ωh‖2L2 +
1
ε
‖sh‖2H1 ≤ C(ε)h2l−2‖σε‖2Hl + Ch2l−4‖uε‖2Hl .
Therefore,
‖ωh‖L2 ≤ C2(ε)hl−2
[‖σε‖Hl + ‖uε‖Hl],
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which and the inverse inequality yield
‖ωh‖H1 ≤ C1(ε)hl−3
[‖σε‖Hl + ‖uε‖Hl].
Next, from (4.6) we have
(div(µh), Dsh) ≤ ‖ωh‖L2‖µh‖L2 + ‖Ihσε − σε‖L2‖µh‖L2
+ ‖div(µh)‖L2‖D(Ihuε − uε)‖L2
≤ C2(ε)hl−2
[‖σε‖Hl + ‖uε‖Hl]‖µh‖H1 .
It follows from (3.11) that
(4.9) ‖Dsh‖L2 ≤ C(ε)hl−2
[‖σε‖Hl + ‖uε‖Hl].
To prove (4.5), let (κ, z) be the solution to
(κ, µ) + (div(µ), Dz) = 0 ∀µ ∈W0,
(div(κ), Dv)− 1
ε
(ΦεDz,Dv) =
1
ε
(Dsh, Dv) ∀v ∈ V0,
and satisfy
‖z‖H3 ≤ Cb(ε)‖Dsh‖L2 .
Then,
1
ε
‖Dsh‖2L2 = (div(κ), Dsh)−
1
ε
(ΦεDz,Dsh)
= (div(Πhκ), Dsh)− 1
ε
(ΦεDz,Dsh)
= −(ωh,Πhκ)− 1
ε
(ΦεDz,Dsh) + (Ihσε − σε,Πhκ)
+ (div(Πhκ), D(Ihuε − uε))
= −(ωh, κ) + (ωh, κ−Πhκ)− 1
ε
(ΦεDz,Dsh)
+ (Ihσε − σε,Πhκ) + (div(Πhκ), D(Ihuε − uε))
= (div(ωh), Dz)− 1
ε
(ΦεDsh, Dz) + (ωh, κ−Πhκ)
+ (Ihσε − σε,Πhκ) + (div(Πhκ), D(Ihuε − uε))
= (div(ωh), D(z − Ihz))− 1
ε
(ΦεDsh, D(z − Ihz)) + (ωh, κ−Πhκ)
+ (Ihσε − σε,Πhκ) + (div(Πhκ), D(Ihuε − uε))
+ (div(σε − Ihσε), Ihz) + 1
ε
(det(σε)− det(Ihσε), Ihz)
≤ ‖div(ωh)‖L2‖D(z − Ihz)‖L2 + 1
ε
‖Φε‖L∞‖Dsh‖L2‖D(z − Ihz)‖L2
+ ‖ωh‖L2‖κ−Πhκ‖L2 + ‖Ihσε − σε‖L2‖Πhκ‖L2
+ ‖div(Πhκ)‖L2‖D(Ihuε − uε)‖L2
+ ‖div(σε − Ihσε)‖L2‖Ihz‖L2 + C
ε
‖Ψε‖L2‖σε − Ihσε‖H1‖Ihz‖H1
≤ Ch2(‖ω‖H1 + 1
ε2
‖Dsh‖L2
)‖z‖H3 + C(ε)hl−1(‖Ihz‖L2 + ‖Ihz‖H1)‖σε‖Hl
+ Ch‖ωh‖L2‖κ‖H1 + Chl‖σε‖Hl‖Πhκ‖L2 + Chl−1‖Πhκ‖H1‖uε‖Hl
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≤ C2(ε)ε−2hl−1
[‖uε‖Hl + ‖σε‖Hl]‖z‖H3
≤ C2(ε)ε−2Cb(ε)hl−1
[‖uε‖Hl + ‖σε‖Hl]‖Dsh‖L2 .
Dividing by ‖Dsh‖L2 , we get (4.5). The proof is complete.
Remark 4.1. Tracing the dependence of all constants on ε, we find that C1(ε) =
O(1), C2(ε) = O(1), C3(ε) = O(ε−2) when n = 2, and C1(ε) = O(ε−
3
2 ), C2(ε) =
O(ε−
3
2 ), C3(ε) = O(ε−
7
2 ) when n = 3.
The next lemma shows the contractiveness of the mapping T .
Lemma 4.2. There exists an h0 = o(ε
19
12 ) and ρ0 = o(ε
19
12 | log h|n−3hn2−1), such
that for h ≤ h0, T is a contracting mapping in the ball Bh(ρ0) with a contraction
factor 12 . That is, for any (µh, vh), (χh, wh) ∈ Bh(ρ0) there holds
‖T (1)(µh, vh)− T (1)(χh, wh)‖L2 + 1√
ε
‖T (2)(µh, vh)− T (2)(χh, wh)‖H1(4.10)
≤ 1
2
(‖µh − χh‖L2 + 1√
ε
‖vh − wh‖H1
)
.
Proof. We divide the proof into five steps.
Step 1: To ease notation, let
T (1) = T (1)(µh, vh)− T (1)(χh, wh), T (2) = T (2)(µh, vh)− T (2)(χh, wh).
By the definition of T (i) we get(
T (1), κh
)
+
(
div(κh), D(T (2))
)
= 0 ∀κh ∈Wh0 ,(4.11) (
div(T (1)), Dzh
)− 1
ε
(
ΦεD(T (2)), Dzh
)
(4.12)
=
1
ε
[(
ΦεD(wh − vh), Dzh
)
+
(
det(χh)− det(µh), zh
)] ∀zh ∈ V h0 .
Letting zh = T (2) and κh = T (1), subtracting (4.12) from (4.11), and using the Mean
Value Theorem we have
(T (1), T (1)) +
1
ε
(ΦεDT (2), DT (2))
=
1
ε
[
(ΦεD(vh − wh), DT (2)) + (det(µh)− det(χh), T (2))
]
=
1
ε
[
(ΦεD(vh − wh), DT (2)) + (Λh : (µh − χh), T (2))
]
=
1
ε
[
(ΦεD(vh − wh), DT (2)) + (Φε : (µh − χh), T (2))
+ ((Λh − Φε) : (µh − χh), T (2))
]
=
1
ε
[
(div(ΦεT (2)), D(vh − wh)) + (µh − χh,ΦεT (2))
+ ((Λh − Φε) : (µh − χh), T (2))
]
=
1
ε
[
(div(Πh(ΦεT (2))), D(vh − wh)) + (µh − χh,ΦεT (2))
+ ((Λh − Φε) : (µh − χh), T (2))
]
=
1
ε
[
(ΦεT (2) −Πh(ΦεT (2)), µh − χh) + ((Λh − Φε) : (µh − χh), T (2))
]
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≤ 1
ε
[‖ΦεT (2) −Πh(ΦεT (2))‖L2‖µh − χh‖L2
+ C‖Λh − Φε‖L2‖µh − χh‖L2‖T (2)‖L∞
]
≤ 1
ε
[‖ΦεT (2) −Πh(ΦεT (2))‖L2‖µh − χh‖L2
+ | log h|3−nh1−n2 ‖Λh − Φε‖L2‖µh − χh‖L2‖T (2)‖H1
]
,
where Λh = cof(µh + τ(χh − µh)), τ ∈ [0, 1]. n = 2, 3. We have used the inverse
inequality to get the last inequality above.
Step 2: The case of n = 2. We bound ‖Φε − Λh‖L2 as follows:
‖Φε − Λh‖L2 = ‖cof(σε)− cof(µh + τ(χh − µh))‖L2
= ‖σε − µh − τ(χh − µh)‖L2
≤ ‖σε − Ihσε‖L2 + ‖Ihσε − µh‖L2 + ‖χh − µh‖L2
≤ Chl‖σε‖Hl + 3ρ0.
Step 3: The case of n = 3. To bound ‖Φε − Λh‖L2 in this case, we first write
‖(Φε − Λh)ij‖L2 = ‖(cof(σε)ij)− cof(µh + τ(χh − µh))ij‖L2
= ‖det(σε|ij)− det(µh|ij + τ(χh|ij − µh|ij))‖L2 ,
where σ|ij denotes the 2× 2 matrix after deleting the ith row and jth column. Then,
use the Mean Value theorem to get
‖(Φε − Λh)ij‖L2 = ‖det(σε|ij)− det(µh|ij + τ(χh|ij − µh|ij))‖L2
= ‖Λij : (σε|ij − µh|ij − τ(χh|ij − µh|ij))‖L2
≤ ‖Λij‖L∞‖σε|ij − µh|ij − τ(χh|ij − µh|ij)‖L2 ,
where Λij = cof(σε|ij + λ(µ|ij − τ(χh|ij − µ|ij)− σε|ij)), λ ∈ [0, 1].
On noting that Λij ∈ R2, we have
‖Λij‖L∞ = ‖cof(σε|ij + λ(µ|ij − τ(χh|ij − µ|ij)− σε|ij))‖L∞
= ‖σε|ij + λ(µ|ij − τ(χh|ij − µ|ij)− σε|ij)‖L∞
≤ C‖σε‖L∞ ≤ C
ε
.
Combining the above estimates gives
‖(Φε − Λh)ij‖L2 ≤ C
ε
‖σε|ij − µh|ij − τ(χh|ij − µh|ij)‖L2
≤ C
ε
(
hl‖σε‖Hl + ρ0
)
.
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Step 4: We now bound ‖ΦεT (2) −Πh(ΦεT (2))‖L2 as follows:
‖ΦεT (2) −Πh(ΦεT (2))‖2L2 ≤ Ch2‖ΦεT (2)‖2H1
= Ch2
(‖ΦεT (2)‖2L2 + ‖D(ΦεT (2))‖2L2)
≤ Ch2(‖ΦεT (2)‖2L2 + ‖ΦεDT (2)‖2L2 + ‖DΦεT (2)‖2L2)
≤ Ch2(‖Φε‖2L4‖T (2)‖2L4 + ‖Φε‖L∞‖DT (2)‖2L2 + ‖DΦε‖2L3‖T (2)‖2L6)
≤ Ch2(‖Φε‖2L4‖T (2)‖2H1 + ‖Φε‖2L∞‖DT (2)‖2L2 + ‖DΦε‖2L3‖T (2)‖2H1)
≤ Ch2(‖Φε‖2L∞ + ‖DΦε‖2L3)‖DT (2)‖2L2
≤ Ch
2
ε
13
6
‖DT (2)‖2L2 ,
where we have used Sobolev’s inequality followed by Poincare’s inequality. Thus,
‖ΦεT (2) −Πh(ΦεT (2))‖L2 ≤ Ch
ε
13
12
‖DT (2)‖L2 .
Step 5: Finishing up. Substituting all estimates from Steps 2-4 into Step 1, and
using the fact that Φε is positive definite we obtain for n = 2, 3
‖T (1)‖2L2 +
θ
ε
‖DT (2)‖2L2 ≤ Cε−
25
12
(
h+ | log h|3−nh1−n2 ρ0
)‖µh − χh‖L2‖DT (2)‖L2 .
Using Schwarz’s inequality we get
‖T (1)‖L2 + 1√
ε
‖T (2)‖H1 ≤ Cε− 1912
(
h+ | log h|3−nh1−n2 ρ0
)‖µh − χh‖L2 .
Choosing h0 = o(ε
19
12 ) and ρ0 = o(ε
19
12 | log h|n−3hn2−1), then for h ≤ h0 there
holds
‖T (1)‖L2 + 1√
ε
‖T (2)‖H1 ≤ 12‖µh − χh‖L2
≤ 1
2
(‖µh − χh‖L2 + 1√
ε
‖vh − wh‖H1
)
.
The proof is complete.
We are now ready to state and prove the main theorem of this paper.
Theorem 4.1. Let ρ1 = 2[C2(ε)hl−2 +
C3(ε)√
ε
hl−1](‖σε‖Hl + ‖uε‖Hl). Then there
exists an h1 > 0 such that for h ≤ min{h0, h1}, there exists a unique solution (σεh, uεh)
to (2.7)-(2.8) in the ball Bh(ρ1). Moreover,
‖σε − σεh‖L2 +
1√
ε
‖uε − uεh‖H1 ≤ C4(ε)hl−2
(‖σε‖Hl + ‖uε‖Hl),(4.13)
‖σε − σεh‖H1 ≤ C5(ε)hl−3
(‖σε‖Hl + ‖uε‖Hl).(4.14)
Proof. Let (µh, vh) ∈ Bh(ρ1) and choose h1 > 0 such that
h1| log h1|
2(3−n)
2l−n ≤ C
(
ε
25
12
C3(ε)(‖σε‖Hl + ‖uε‖Hl)
) 2
2l−n
and
h1| log h1|
2(3−n)
2l−n−2 ≤ C
(
ε
19
12
C2(ε)(‖σε‖Hl + ‖uε‖Hl)
) 2
2l−n−2
.
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Then h ≤ min{h0, h1} implies ρ1 ≤ ρ0. Thus, using the triangle inequality and
Lemmas 4.1 and 4.2 we get
‖Ihσε − T (1)(µh, vh)‖L2 + 1√
ε
‖Ihuε − T (2)(µh, vh)‖H1 ≤ ‖Ihσε − T (1)(Ihσε, Ihuε)‖L2
+ ‖T (1)(Ihσε, Ihuε)− T (1)(µh, vh)‖L2 + 1√
ε
‖Ihuε − T (2)(Ihσε, Ihuε)‖H1
+
1√
ε
‖T (2)(Ihσε, Ihuε)− T (2)(µh, vh)‖H1
≤ [C2(ε)hl−2 + C3(ε)√
ε
hl−1
](‖σε‖Hl + ‖uε‖Hl)
+
1
2
(‖Ihσε − µh‖L2 + 1√
ε
‖Ihuε − vh‖H1
)
≤ ρ1
2
+
ρ1
2
= ρ1 < 1.
So T (µh, vh) ∈ Bh(ρ1). Clearly, T is a continuous mapping. Thus, T has a unique
fixed point (σεh, u
ε
h) ∈ Bh(ρ1) which is the unique solution to (2.7)-(2.8).
Next, we use the triangle inequality to get
‖σε − σεh‖L2 +
1√
ε
‖uε − uεh‖H1 ≤ ‖σε − Ihσε‖L2 + ‖Ihσε − σεh‖L2
+
1√
ε
(‖uε − Ihuε‖H1 + ‖Ihuε − uεh‖H1)
≤ ρ1 + Chl−1
(‖σε‖Hl + ‖uε‖Hl)
≤ C4(ε)hl−2
(‖σε‖Hl + ‖uε‖Hl).
Finally, using the inverse inequality we have
‖σε − σεh‖H1 ≤ ‖σε − Ihσε‖H1 + ‖Ihσε − σεh‖H1
≤ ‖σε − Ihσε‖H1 + Ch−1‖Ihσε − σεh‖L2
≤ Chl−1‖σε‖Hl + Ch−1ρ1
≤ C5(ε)hl−3
[‖σε‖Hl + ‖uε‖Hl].
The proof is complete.
Remark 4.2. By the definition of ρ1, and the remark following Lemma 4.1, we
see that C4(ε) = C5(ε) = O(ε−
5
2 ) when n = 2, C4(ε) = C5(ε) = O(ε−4) when n = 3.
Comparing with error estimates for the linearized problem in Theorem 3.2, we
see that the above H1-error for the scalar variable is not optimal. Next, we shall
employ a similar duality argument as used in the proof of Theorem 3.2 to show that
the estimate can be improved to optimal order.
Theorem 4.2. Under the same hypothesis of Theorem 4.1 there holds
(4.15) ‖uε − uεh‖H1 ≤ C4(ε)ε−2
[
hl−1 + C5(ε)h2(l−2)
](‖σε‖Hl + ‖uε‖Hl).
Proof. The regularity assumption implies that there exists (κ, z) ∈ W0 × V0 ∩
H3(Ω) such that
(κ, µ) + (div(µ), Dz) = 0 ∀µ ∈W0,(4.16)
(div(κ), Dv)− 1
ε
(ΦεDz,Dv) =
1
ε
(D(uε − uεh), Dv) ∀v ∈ V0,(4.17)
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with
(4.18) ‖z‖H3 ≤ Cb(ε)‖D(uε − uεh)‖L2 .
It is easy to check that σε − σεh and uε − uεh satisfy the following error equations:
(σε − σεh, µh) + (div(µh), D(uε − uεh)) = 0 ∀µh ∈Wh0 ,(4.19)
(div(σε − σεh), Dvh) +
1
ε
(det(σε)− det(σεh), vh) = 0 ∀vh ∈ V h0 .(4.20)
By (4.16)-(4.20) and the Mean Value Theorem we get
1
ε
‖D(uε − uεh)‖2L2 =
(
div(κ), D(uε − uεh)
)− 1
ε
(
ΦεDz,D(uε − uεh)
)
=
(
div(Πhκ), D(uε − uεh)
)− 1
ε
(
ΦεD(uε − uεh), Dz
)
+
(
div(κ−Πhκ), D(uε − uεh)
)
=
(
σεh − σε,Πhκ
)− 1
ε
(
ΦεD(uε − uεh), Dz
)
+
(
div(κ−Πhκ), D(uε − uεh)
)
=
(
σεh − σε, κ
)− 1
ε
(
ΦεD(uε − uεh), Dz
)
+
(
div(κ−Πhκ), D(uε − Ihuε)
)
+
(
σεh − σε,Πhκ− κ
)
=
(
div(σε − σεh), Dz
)− 1
ε
(
ΦεD(uε − uεh), Dz
)
+
(
div(κ−Πhκ), D(uε − Ihuε)
)
+
(
σεh − σε,Πhκ− κ
)
=
(
div(σε − σεh), D(z − Ihz)
)− 1
ε
(
ΦεD(uε − uεh), D(z − Ihz)
)
+
(
div(κ−Πhκ), D(uε − Ihuε)
)
+
(
σεh − σε,Πhκ− κ
)
− 1
ε
(
det(σε)− det(σεh), Ihz
)− 1
ε
(
ΦεD(uε − uεh), D(Ihz)
)
=
(
div(σε − σεh), D(z − Ihz)
)− 1
ε
(
ΦεD(uε − uεh), D(z − Ihz)
)
+
(
div(κ−Πhκ), D(uε − Ihuε)
)
+
(
σεh − σε,Πhκ− κ
)
− 1
ε
(
Ψε : (σε − σεh), Ihz
)− 1
ε
(
ΦεD(uε − uεh), D(Ihz)
)
,
where Ψε = cof(σε + τ [σεh − σε]) for τ ∈ [0, 1].
Next, we note that
(
Ψε : (σε − σεh), Ihz
)
+
(
ΦεD(uε − uεh), D(Ihz)
)
=
(
Φε : (σε − σεh), Ihz
)
+
(
div(ΦεIhz), D(uε − uεh)
)
+
(
(Ψε − Φε) : (σε − σεh), Ihz
)
=
(
σε − σεh),ΦεIhz
)
+
(
div(Πh(ΦεIhz)), D(uε − uεh)
)
+
(
(Ψε − Φε) : (σε − σεh), Ihz
)
+
(
div(ΦεIhz −Πh(ΦεIhz)), D(uε − Ihuε)
)
=
(
σε − σεh,ΦεIhz −Πh(ΦεIhz)
)
+
(
(Ψε − Φε) : (σε − σεh), Ihz
)
+
(
div(ΦεIhz −Πh(ΦεIhz)), D(uε − Ihuε)
)
.
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Using this and the same technique used in Step 4 of Lemma 4.2 we have
1
ε
‖D(uε − uεh)‖2L2 =
(
div(σε − σεh), D(z − Ihz)
)− 1
ε
(
ΦεD(uε − uεh), D(z − Ihz)
)
+
1
ε
[(
(Φε −Ψε) : (σε − σεh), Ihz
)
+
(
σε − σεh,Πh(ΦεIhz)− ΦεIhz
)
+
(
div(Πh(ΦεIhz)− ΦεIhz), D(uε − Ihuε)
)]
+
(
σεh − σε,Πhκ− κ
)
+
(
div(κ−Πhκ), D(uε − Ihuε)
)
≤ [‖div(σε − σεh)‖L2 + Cε2 ‖D(uε − uεh)‖L2]‖D(z − Ihz)‖L2
+
C
ε
[‖Φε −Ψε‖L2‖σε − σεh‖L2‖Ihz‖L∞ + ‖σε − σεh‖L2‖Πh(ΦεIhz)− ΦεIhz‖L2
+ ‖div(Πh(ΦεIhz)− ΦεIhz)‖L2‖D(uε − Ihuε)‖L2
]
+ ‖κ−Πhκ‖L2‖σε − σεh‖L2
+ ‖div(κ−Πhκ)‖L2‖D(uε − Ihuε)‖L2
≤ Ch2(‖σε − σεh‖H1 + 1ε2 ‖uε − uεh‖H1)‖z‖H3
+
C
ε2
(‖Φε −Ψε‖L2‖σε − σεh‖L2 + h‖σε − σεh‖L2 + ‖uε − Ihuε‖H1)‖z‖H3
+ Ch‖σε − σεh‖L2‖κ‖H1 + C‖uε − Ihuε‖H1‖κ‖H1
≤
{ (C4(ε) + C5(ε))hl−1
ε
3
2
[‖σε‖Hl + ‖uε‖Hl]+ C4(ε)hl−2ε2 ‖Φε −Ψε‖L2}‖z‖H3
≤ Cb(ε)
{ (C4(ε) + C5(ε))hl−1
ε
3
2
[‖σε‖Hl + ‖uε‖Hl]
+
C4(ε)hl−2
ε2
‖Φε −Ψε‖L2
}
‖D(uε − uεh)‖L2 .
We now bound ‖Φε − Ψε‖L2 separately for the cases n = 2 and n = 3. First,
when n = 2 we have
‖Φε −Ψε‖L2 = ‖cof(σε)− cof(σεh + τ [σε − σεh])‖L2
= ‖σε − (σεh + τ [σε − σεh])‖L2
≤ C4(ε)hl−2
[‖σε‖Hl + ‖uε‖Hl].
Second, when n = 3, on noting that
|(Φε −Ψε)ij | = |(cof(σε))ij − (cof(σεh + τ [σε − σεh]))ij |
= |det(σε|ij)− det(σε|ij + τ [σε|ij − σεh|ij ])|,
and using the Mean Value Theorem and Sobolev inequality we get
‖(Ψε)ij − (Φε)ij‖L2 = (1− τ)‖(Λε)ij : (σε|ij − σεh|ij)‖L2
≤ ‖(Λε)ij‖H1‖σε|ij − σεh|ij‖H1 ,
where (Λε)ij = cof(σε|ij + λ[σεh|ij − σε|ij ]) for λ ∈ [0, 1]. Since (Λε)ij ∈ R2×2, then
‖(Λ)ij‖H1 = ‖σε|ij + λ(σεh|ij − σε|ij)‖H1 ≤ C‖σε‖H1 = O(ε−1).
Thus,
‖Φε −Ψε‖L2 ≤ C4(ε)ε−1hl−2
(‖σε‖Hl + ‖uε‖Hl).
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Finally, combining the above estimates we obtain
‖D(uε − uεh)‖L2 ≤ C4(ε)ε−2
[
hl−1 + C4(ε)h2(l−2)
](‖σε‖Hl + ‖uε‖Hl).
We note that 2(l − 2) ≥ l − 1 for k ≥ 2. The proof is complete.
5. Numerical experiments and rates of convergence. In this section, we
provide several 2-D numerical experiments to gauge the efficiency of the mixed finite
element method developed in the previous sections. We numerically determine the
“best” choice of the mesh size h in terms of ε, and rates of convergence for both u0−uε
and uε−uεh. All tests given below are done on domain Ω = [0, 1]2. We refer the reader
to [19, 28] for more extensive 2-D and 3-D numerical simulations. We like to remark
that the mixed finite element methods we tested are often 10–20 times faster than the
Aygris finite element Galerkin method studied in [20].
Test 1:. For this test, we calculate ‖u0−uεh‖ for fixed h = 0.015, while varying 
in order to estimate ‖uε−u0‖. We use quadratic Lagrange element for both variables
and solve problem (2.5)–(2.6) with the following test functions:
(a). u0 =
1
4
e
x2+y2
2 , f = (1 + x2 + y2)e
x2+y2
2 , g = e
x2+y2
2 ,
(b). u0 = x4 + y2, f = 24x2, g = x4 + y2.
After having computed the error, we divide it by various powers of  to estimate
the rate at which each norm converges. Tables 5.2 and 5.4 clearly show that ‖σ0 −
σεh‖L2 = O(ε
1
4 ). Since h is very small, we then have ‖u0 − uε‖H2 ≈ ‖σ0 − σεh‖L2 =
O(ε
1
4 ). Based on this heuristic argument, we predict that ‖u0 − uε‖H2 = O(ε 14 ).
Similarly, from Tables 5.2 and 5.4, we see that ‖u0−uε‖L2 ≈ O(ε) and ‖u0−uε‖H1 ≈
O(ε
1
2 ).
Fig. 5.1. Test 1a. Computed solution uεh (left) and its L
2-error (right) (ε=0.05)
Test 2:. The purpose of this test is to calculate the rate of convergence of ‖uε−
uεh‖ for fixed ε in various norms. We use quadratic Lagrange element for both variables
and solve problem (2.5)–(2.6) with boundary condition D2uεν · ν = ε on ∂Ω being
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ε ‖uεh − u0‖L2 ‖uεh − u0‖H1 ‖σεh − σ0‖L2
0.75 0.031968735 0.168237927 1.412579201
0.5 0.038716921 0.196397556 1.559234748
0.25 0.040987803 0.206004854 1.644877503
0.1 0.032218007 0.168139823 1.541246898
0.075 0.028113177 0.150389494 1.480968264
0.05 0.022258985 0.124863926 1.386775396
0.025 0.013676045 0.086203248 1.217747100
0.0125 0.007816727 0.057280014 1.052222885
0.005 0.003511072 0.032109189 0.853140082
0.0025 0.001863935 0.020252025 0.722844382
0.00125 0.000973479 0.012568349 0.611218455
0.0005 0.000404799 0.006544116 0.492454059
Table 5.1
Test 1a: Change of ‖u0 − uεh‖ w.r.t. ε (h = 0.015)
ε
‖uεh−u0‖L2
ε
‖uεh−u0‖H1√
ε
‖σεh−σ0‖L2
4√ε
0.75 0.04262498 0.194264425 1.517915136
0.5 0.077433843 0.277748087 1.854253057
0.25 0.163951212 0.412009709 2.326208073
0.1 0.322180074 0.531704805 2.740767624
0.075 0.374842355 0.54914479 2.829960907
0.05 0.445179694 0.558408453 2.932672906
0.025 0.54704179 0.545197212 3.062471825
0.0125 0.625338155 0.51232802 3.146880418
0.005 0.702214497 0.454092502 3.208321232
0.0025 0.745574141 0.405040492 3.232658349
0.00125 0.778783297 0.355486596 3.250640603
0.0005 0.809598913 0.29266175 3.293238774
Table 5.2
Test 1a: Change of ‖u0 − uεh‖ w.r.t. ε (h = 0.015)
replaced by D2uεν · ν = hε on ∂Ω and using the following test functions:
(a). uε = 20x6 + y6, fε = 18000x4y4 − ε(7200x2 + 360y2),
gε = 20x6 + y6, hε = 600x4ν2x + 30y
4ν2y .
(b). uε = xsin(x) + ysin(y), fε = (2cos(x)− xsin(x))(2cos(y)− y ∗ sin(y))
− ε(xsin(x)− 4cos(x) + ysin(y)− 4cos(y)),
gε = xsin(x) + ysin(y), hε = (2cos(x)− xsin(x))ν2x + (2cos(y)− ysin(y))ν2y .
After having computed the error in different norms, we divided each value by a
power of h expected to be the convergence rate by the analysis in the previous section.
As seen from Tables 5.6 and 5.8, the error converges exactly as expected in H1-norm,
but σεh appears to converge one order of h better than the analysis shows. In addition,
the error seems to converge optimally in L2-norm although a theoretical proof of such
a result has not yet been proved.
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ε ‖uεh − u0‖L2 ‖uεh − u0‖H1 ‖σεh − σ0‖L2
0.75 0.080523289 0.441995475 3.65931592
0.5 0.082589346 0.448160685 3.706413496
0.25 0.074746237 0.412192916 3.603993202
0.1 0.051429563 0.309140745 3.233364656
0.075 0.043554563 0.273452007 3.091264143
0.05 0.033436507 0.226024335 2.885806127
0.025 0.020115546 0.158107558 2.538905473
0.0125 0.011590349 0.107777549 2.211633785
0.005 0.005376049 0.06303967 1.820550192
0.0025 0.002939459 0.041182521 1.559730105
0.00125 0.001580308 0.026467488 1.330131572
0.0005 0.000679181 0.014385878 1.075465946
Table 5.3
Test 1b: Change of ‖u0 − uεh‖ w.r.t. ε (h = 0.015)
ε
‖uεh−u0‖L2
ε
‖uεh−u0‖H1√
ε
‖σεh−σ0‖L2
4√ε
0.75 0.107364385 0.510372413 3.932190858
0.5 0.165178691 0.63379492 4.4076933
0.25 0.298984949 0.824385832 5.096816065
0.1 0.514295635 0.977588871 5.749825793
0.075 0.580727513 0.99850555 5.907052088
0.05 0.668730140 1.010811555 6.102736940
0.025 0.804621849 0.999959999 6.385009233
0.0125 0.927227955 0.963991701 6.614327771
0.005 1.075209747 0.891515564 6.846366682
0.0025 1.175783722 0.823650411 6.975325082
0.00125 1.264246558 0.748613599 7.074033284
0.0005 1.358362838 0.643356045 7.192074244
Table 5.4
Test 1b: Change of ‖u0 − uεh‖ w.r.t. ε (h = 0.015)
Test 3. In this test, we fix a relation between  and h, and then determine the
“best” choice for h in terms of  such that the global error u0 − uεh has the same
convergence rate as that of u0 − uε. We solve problem (2.5)–(2.6) with the following
test functions:
(a). u0 = x4 + y2, f = 24x2, g = x4 + y2.
(b). u0 = 20x6 + y6, f = 18000x4y4, g = 20x6 + y6.
To see which relation gives the sought-after convergence rate, we compare the
data with a function, y = βxα, where α = 1 in the L2-case, α = 12 in the H
1-case,
and α = 14 in the H
2-case. The constant, β is determined using a least squares fitting
algorithm based on the data.
As seen in the figures below, the best h− ε relation depends on which norm one
considers. Figures 5.3-5.4 and 5.7-5.8 indicate that when h = ε
1
2 , ‖u0−uεh‖L2 ≈ O(ε)
and ‖σ0−σεh‖L2 ≈ O(ε
1
4 ). It can also be seen from Figures 5.5−5.6 that when h = ε,
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Fig. 5.2. Test 1a. Computed Solution uεh and its L
2-error (h = 0.015)
n h ‖uε − uεh‖L2 ‖uε − uεh‖H1 ‖σε − σεh‖L2 ‖σε − σεh‖H1
10 0.1 0.004334849 0.335913679 0.083695878 5.995796194
20 0.05 0.000545090 0.084457090 0.011891926 1.813405912
30 0.033333333 0.000161694 0.037576588 0.003840822 0.916912755
40 0.025 6.82423E-05 0.021145181 0.001747951 0.574128035
50 0.02 3.49467E-05 0.013535235 0.000959941 0.403471189
Table 5.5
Test 2a: Change of ‖uε − uεh‖ w.r.t. h (ε = 0.001)
‖u0 − uεh‖H1 = O(ε
1
2 ).
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Fig. 5.4. Test 3b. L2-error of uεh
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Fig. 5.5. Test 3a. H1-error of uεh
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Fig. 5.6. Test 3b. H1-error of uεh
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Fig. 5.7. Test 3a. L2-error of σεh
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Fig. 5.8. Test 3b. L2-error of σεh
